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i. Introduction
Up to now much of work has been done on the specification of abstract data types in the algebraic approach ([ADJ 78] 
) and on its implementation by term rewrite systems (short: TRS) ([De 85] [HO 80]). This work provides a sound foundation for the definition of semantics of specification languages, (e.g. [BG 79]), for theorem-proving ([De 83]), for program d e v e l o p m e n t ([CIP-L] [De 83]).
One r e s t r i c t i o n of t h e up to now r e s e a r c h is t h a t m o s t of the work, especially t h a t discussing o p e r a t i o n a l p r o p e r t i e s of TRS's, has a s s u m e d t h a t t h e set of rewrite rules with variables is finite, i.e. t h e TRS's are finitely based, a l t h o u g h this is n o t n e c e s s a r y f r o m t h e viewpoint of the algebraic and o p e r a t i o n a l semantics. In fact, some a b s t r a c t d a t a t y p e s can only be specified by an infinite set of e q u a t i o n s with variables, i.e. t h e y are nonfinitely-based (el. [Ta 79] , [DMT 85 ] a n d t h e following sections). We define a m e c h a n i s m , which we call structured contextual system, to describe such non-finitely-based specifications. The d e s c r i p t i o n is an extension of the conventional TRS's. In addition, we can use this m e t h o d to express conditional rewrite s y s t e m s (see [Ka 83]) , and the e x p r e s s i o n s suggest a simple i m p l e m e n t a t i o n in t e r m s of t h e i r s y n t a c t i c a l s t r u c t u r e .
tn o r d e r to c o n s i d e r t h e o p e r a t i o n a l p r o p e r t i e s of an SCS, we generalize the sufficient c o n d i t i o n for confluence a n d t e r m i n a t i o n proposed by [Ro 73] and [O'D 77] . To be able to deal with m o r e real c o n v e n t i o n a l TRS's, first we e x t e n d the n o t i o n of non-overlapping by a new notion called naninferrer/rig, which forms the c e n t r a l p a r t of a w e a k e r sufficient condition for c o n f l u e n c e and t e r m i n a t i o n of c o n v e n t i o n a l TRS's. Then we apply the f u n d a m e n t a l idea to SCS. We feel t h a t the e x t e n s i o n is intuitively clear and understandable.
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This p a p e r is a c o m p a c t f o r m of [Qi 86a], [Qi 86b], [Qi 86c
], w h e r e p r o o f s f o r t h e new t h e o r e m s a n d m o r e m o t i v a t i n g e x a m p l e s c a n be f o u n d . The w o r k c o i n c i d e s with t h e a p p r o a c h of P r o g r a m D e v e l o p m e n t by S p e c i f i c a t i o n a n d Transfforrnation (cf. [PROSPECTRA] ), a n d c a n be u s e d to help in d e s i g ning a t r a n s f o r m a t i o n c a l c u l u s a n d a t r a n s f o r m a t i o n l a n g u a g e (cf. [K-B 86] ). In S e c t i o n 2, s o m e widely u s e d basic n o t a t i o n s a n d r e s u l t s a r e r e p e a t e d briefly. S e c t i o n 3 clarifies t h e d e f i n i t i o n of SCS. In S e c t i o n 4 we c o n s i d e r the g e n e r a l i z a t i o n of s u f f i c i e n t c o n d i t i o n f o r c o n f l u e n c e a n d t e r m i n a t i o n of c o n v e n t i o n a l TRS's, a n d use t h e idea to e x p l a i n s u c h a c o n d i t i o n f o r SCS. In S e c t i o n 5, 6, we c o n s i d e r r e l a t e d w o r k a n d f u r t h e r r e s e a r c h .
Notations and S o m e K n o w n Results
In this section we summarize some of the notions and known results developed in [ADJ 78 We use <S,~> (or short: Y.) to denote a signature with sort set S and finite function fami]y Y.: <~w.s>,eS',seS. An S-indexed family of denumerable variable sets will be denoted as X: <Xs>se s. T Z denotes <Tz,s>sc s, where TZ, ~ denotes the set of those terms constructed only by functions in ~ and has an outermost function of the arity w->s. Tz(X ) denotes the family of sets of terms possibly with variables. For a term t, Var(t) denotes the set of all variables in t. If Var(t)=¢, t is a ground term. A specification <S,Y~,E> contains a signature and a denumerable set E of equations in Tz(X ). An equation is expressed as t=t'. Note that the syntactical identity is also expressed as t=t', but no ambiguity is possible because of the different contexts.
The ancestor relation < (ancestor of) is an ordering on N" satisfying r~l~ a iff5 co', t01~'=~ m If neither of t h e m is an ancestor of the other, then a~l.l_a~ 2 (independence~. ~ means v ~,~'6[I, ~I~' or ~=~'.
For an occurrence ~efl of a term t, t/~ denotes the subterm cut from t at ~. t:~ denotes the outermost function of t/~.
If we consider that the equations of a specification are oriented in a proof system, then we call it a term rewrite system (short: TRS). In this c a s e we call e a c h e l e m e n t of E a rule. t = t ' is c a l l e d steady iff Var(t)DVar(t'), a n d left-linear iff e a c h v a r i a b l e o c u r r s at m o s t o n c e in t. Two r u l e s ui=U i, i=1,2, a r e c a l l e d non-overlapping iff f o r t h e i r i n s t a n c e s ti=t i, i=t,2, if ~ co, tl/~=t m t h e n~ ~' ~'~ a n d u l :~' is a v a r i a b l e .
Given a t e r m t. Assume±f~, f~cOcc(t). P a r a l l e l s u b s t i t u t i o n in t e r m t a t f] by t' is d e n o t e d as t [f~<-t'] . F o r s h o r t we w r i t e t [ c < -t ' ] i n s t e a d of t [ t -l ( c ) < -t'] f o r ceXuZ. An a s s i g n m e n t a r e p l a c e s e a c h v a r i a b l e with s o m e t e r m . We define a q u a s i -o r d e r i n g < in Tr.(X) in t e r m s of a s s i g n m e n t : u < t iffB a, au = t.
We define: t -t ' (variable-renaming) iff t < t ' a n d t'<t.
Let -, be t h e r e d u c t i o n r e l a t i o n on t e r m s in t h e c o m m o n s e n s e . A n o r m a l f o r m of a t e r m t is a t e r m t' s u c h t h a t t-,*t' a n d t h e r e is no t" s u c h t h a t t'-~t". A TRS is c a l l e d confluent iff f o r t e r m s t, t 1, t a, if t-~'t 1 a n d t-~'t a, t h e n t', t l * * t ' a n d t2**t'. A TRS is c a l l e d terminating iff a n y s e q u e n c e of its r e d u c t i o n s will t e r m i n a t e . C o n f l u e n c e o r t e r m i n a t i o n w.r.t, g r o u n d t e r m s m e a n s t h a t we c o n s i d e r t h e TRS o n l y h a v i n g g r o u n d r u l e s . We c a n a s s u m e t h a t a TRS c o n t a i n s o n l y g r o u n d r u l e s e v e n if it h a s r u l e s with v a r i a b l e s . In f a c t , we c a n i m a g i n e t h a t a r u l e with v a r i a b l e s r e p r e s e n t s all its p o s s i b l e g r o u n d i n s t a n c e s if t h e TRS is g e n e r a t e d . We d i s c u s s in t h i s p a p e r only t h e following full replacement strategy: R e d u c e a t e r m a t all its r e d e x e s f r o m i n n e r m o s t to o u t e r m o s t . R e p e a t t h e a b o v e p r o c e s s as a w h o l e until a n o r m a l f o r m is f o u n d .
A TRS is c a l l e d relatively terminating if a n y t e r m will r e a c h a n o r m a l f o r m a f t e r a finite n u m b e r of r e d u c t i o n s , w h e n e v e r t h i s t e r m h a s a n o r m a l f o r m . S i n c e we s h a l l m a i n l y d i s c u s s r e d u c t i o n s of g r o u n d t e r m s u n d e r t h e full r e p l a c e m e n t s t r a t e g y , in t h i s p a p e r c o n f l u e n c e m e a n s c o n f l u e n c e w.r.t. g r o u n d t e r m s , t e r m i n a t i o n m e a n s r e l a t i v e t e r m i n a t i o n u n d e r t h e full r e p l a c e m e n t s t r a t e g y w.r.t, g r o u n d t e r m s .
Structured Contextual System
The notion of structured contextual system (SCS for short) is developed to describe some non-finitely-based equational systems or TRS's, without the need to introduce any auxiliary symbols. It can also be used to specify the algebras given by some conditional equational systems.
Motivations

E x a m p l e 1 ([DMT 85])
Let f g and h be l-ary functions and x be a variable. Equation set Ifgihx = fgJhx, i,j~N~ is non-finitely-based.
E x a m p l e 2 Let a s s u m e a f u n c t i o n s e t I f ( _~_ ) , h ( _ ) , a , b , c l . An a l g e b r a is s p e c i f i e d by t h e e q u a t i o n s I h ( t ) = h ( t ' ) I, w h e r e t' c o r r e s p o n d s to t s u c h t h a t all o c c u r r e n c e s of s y m b o l a in t a r e r e p l a c e d by s y m b
) is a n e q u a t i o n in t h i s set. This s p e c i f i c a t i o n is also n o n -f i n i t e l y -b a s e d . A r e a l e x a m p l e of t h i s a l g e b r a is t h e t r a n s f o rm a t i o n of all f u n c t i o n d e c l a r a t i o n s a n d t h e i r calls in a p r o g r a m f r a gm e n t i n t o p r o c e d u r e ones. (See [BaW6 82] a n d [Qi 86b].)
Informal Explanation of SCS
Before we m a k e a n y formal definitions, we try first to explain the notions by an example of SCS specifying the algebra given in Example 1. Exp!anations: Compared with the t r a d i t i o n a l algebraic specification, we have the following extensions: l. s' and ~' are two sorts r e l a t e d to the original sort s.
v and v are two associated variables of two a s s o c i a t e d sorts s' and ~',
resp. x is a variable in the conventional sense.
The legal t e r m s of s' is defined by the left column following s' in t h e
w h e r e -p a r t , and those of ~' by the right c o l u m n following 5'. 4. The m e c h a n i s m for c o m p u t a t i o n is u n i f i c a t i o n / c o -g e n e r a t i o n . E.g. if we are going to prove DMT' ~ f(g(g(h(a)))) = f(g(h(a))) (*), we do the following: a) We a t t e m p t to use f(g(v)) = f(v) to unify (*), and find out t h a t (*) is t r u e in DMT' if we can find associated pair of t e r m s (g(h(a)), g(h(a))) for iv, V) in S' and S'. b) For this purpose, we use g(v) = g(v) in w h e r e -p a r t to confirm (g(hia)), g(hia))), and find out t h a t the above is t r u e if (h(a), hia)) is a possible i n s t a n t i a t e d pair for iv, v) in S' and S'. c) F u r t h e r m o r e , by h(x) = h(x) in where-part, we know t h a t we will s u c c e e d if we i n s t a n t i a t e x with a.
What we have achieved by SCS is t h a t some c o n t e x t u a l p r o p e r t i e s a p p e a r syntactically.
Definition of SCS Defm3tion I (TGS)
A t e r m g e n e r a t i o n s y s t e m (short: TGS) on a given s i g n a t u r e SIG:<Sb,E>, which is called base s i g n a t u r e of this TGS, is a triple <S,V,P> such t h a t i. each scS corresponds to a base sort, denoted as base(s)CSb; 2. V=<Vs>sE s is a family of denumerable sets of distinct variables. We denote vCV~ as v:s;
3. PcSxTz(V ) is a finite set of productions, which are denoted as <s:u> or s:u with uCTz,base(s)(V ).
A TGS in the SCS of Example 3 contains the production set IS':h(x), S':g(v), S':g(v')l over t h e base s i g n a t u r e (ISI, If,g,h,al) with w.riable family (Ix .... Is,/v,v'...ts,,Iv .... I~')~ The o t h e r TGS con.rains t h e p r o d u c t i o n set IS':h(x), s':g(v) I.
Remark: Two productions differ, if they are not identical. That is, not identical u,u'cT£(V) constitute different productions <s:u>, <s:u'>, even when they are equal under a variable-renaming.
Note that the base signature can be considered as a TGS over itself. We denote this T G S as SIG(V) for a base signature SIG. F r o m now on we ~ssume all TGS's in a c o m m o n context are based on the same signature.
Definition 2 (production) Let A=<S,V,P> be a TGS on <Sb,~> and teTr(V). Let vcVar(t) and v:s for some seS. Let p=<s:tp>eP. Then
(ii) -->>A d e n o t e s ->>v.p f o r s o m e v a n d p in A. ->>~ d e n o t e s t h e reflexive a n d t r a n s i t i v e c l o s u r e of -->>A-R e m a r k : P o i n t a) a n d b) s a y t h a t a new t e r m is g e n e r a t e d w i t h o u t variable conflicts.
Definition 3
Let A=<S,V,P> be a TGS. Its l a n g u a g e is defined as TA=ItcTI; I 2 veV,v->>~tl. For t'eTz(V), we define the language of A(t') as TA(t')=ItcT~ I t°->>~tl. Note that variables only serve as a place-holder for the terms of a certain sort. If t'=v with v:s, we can write A(s) for A(v), TA(s ) for TA(v ). We assume here that TGS's have no productions that can never be used in the language generation. Note that we always have TA(s)cTi:,base(s) for TGS A on <Sb,~]>.
It is obvious that the TGS of any column in the equation part of Example 3 produces the language Ifgihx I X6Tlf.g,h,a I, icNI. Note t h a t t h e r e n a m i n g of t e r m s is s o r t -p r e s e r v i n g . 2. The Point.2 m e a n s t h a t t e r m s of a s o r t c a n n o t be p r o d u c e d in b o t h TGS's.
In Example 3, the mp is e x p r e s s e d by = The o c c u r r e n c e s of x on both sides of (<s':hx>,<g':hx>) ( a b b r e v i a t e d as h x = h x t h e r e ) should be u n d e rs t o o d as two variables of two s o r t s with e q u i v a l e n t sets of terms, which a r e well-formed t e r m s in t h e sense of c o n v e n t i o n a l a l g e b r a i c specification. The s o r t s for fgv=fv a r e a n o n y m o u s b e c a u s e no v a r i a b l e s a r e d e c l a r e d explicitly for them. All t h e s e n o t a t i o n s will be formally clarified l a t e r on. 
Remark: The above definition r e q u i r e s t h a t i and T a r e so d e t e r m i n e d t h a t my b e t w e e n t a n d t r e s p e c t s t h e original mv b e t w e e n v a r i a b l e s in t' and t'.
Note that, t h e p r o d u c t i o n s m a y still be a s s o c i a t e d even if vCVar(u) or vcVar(u). E x a m p l e s of a s s o c i a t e d p r o d u c t i o n s t e p s a r e t h o s e p r o d u c t i o n s t e p s
given in t h e Point. a. b, c, of t h e e x p l a n a t i o n s m a d e a f t e r Example 3.
Definition 7 (i) Let AA=<A,A,mv,mp> be an ATGS. Assume t h a t at l e a s t one of veVar(tl), vEVar(tl) is t r u e . Let (v,V)emv and (p,~)emp.
<tl,tl>-->>v,p.~,p<t2,t2>, or <tl,tl>-->>AA<t2,t2> , pronounced as co___-produces~ iff tl->>v,pt 2 and [l->>v,pt2 are associated. We use ->>~A to denote the reflexive and transitive closure of ->>AA-
(ii) The l a n g u a g e of AA is GAA=I<t,[> ! t , t e T z. ~ (v,V)cmv:
<v,v>->>l,<t,i:>l.
We call e l e m e n t s of GAA g r o u n d e q u a t i o n s . We d e n o t e t h e s e e q u at i o n s as <t,L>.
In E x a m p l e 3, we h a v e <v,V>->>'<gihx,gJhx>, w h e r e i~j a n d xCTif,g,h,ali.
R e m a r k : In (ii) we h a v e in f a c t d e f i n e d all t h e possible g r o u n d i n s t a n c e s r e p r e s e n t e d b y an ATGS. T h a t is why we call t h e m g r o u n d e q u a t i o n s .
If we w a n t to get t h e s e t of t h e e q u a t i o n s of c e r t a i n f o r m , we c a n i n d i c a t e t h e m a i n e q u a t i o n (or m o t h e r e q u a t i o n in [K-B 86]) in a n ATGS as a s t a r t p o i n t f o r t h e p r o d u c t i o n of g r o u n d e q u a t i o n s . Note t h a t f r o m now on we define the n o t i o n s in t h e c o n t e x t of TRS.
We c a n also do t h e s a m e for e q u at i o n a l s y s t e m .
Definition 8 (SCR)
Let AA be an ATGS. Assume (v,v)emv for v:s, v:~ with base(s)=base(~). Astructured contextual rule (short: SCR) w.r.t. (s.~) is denoted as AA(s,~) or AA (v,v) . Its l a n g u a g e is d e f i n e d by: GAA(S,~)=GAA(V,V)=I<t,t> I t,teT~, <v,v>-->>AA<t,t> I.
In the above case, if <s:t'>, <~:t'> are the only productions for sorts s and ~, resp., and they will never be used af.ter the first application, we can denote AA(s,~) as AA(t',['). In Example 3, fgv = f9 correspond to t' and t', resp. Its language TDM T, = ~<fgihx,fglhx> I i>j, xeTlf,g,h,aII. The notion of SCR simplifies t h e f o r m of t h e t r a n s f o r m a t i o n a l l a n g u a g e s u g g e s t e d in [K-B 86]. We a s s u m e t h a t AA(v,9) c o n t a i n s n o p r o d u c t i o n a s s o c i a t i o n s which a r e n e v e r u s e d in t h e g e n e r a t i o n of its l a n g u a g e .
Definition 9 (SCS)
A structured contextual TRS (short: SCS) is a triple <Sb,E,E> such that E is a finite set of SCR's.
The language of the above E can be denoted as GE= I,J G R, which is an RoE enumerable set of ground rules. The semantics of <Sb,~],E> is the semantics of <Sb,Y.,GE>.
SCS a s G e n e r a l i z a t i o n of C o n v e n t i o n a l TRS
A s s u m e t h a t two ATGS AA, BB h a v e t h e s a m e s o r t s , f u n c t i o n s a n d v a r i a b l e set. BB is c a l l e d a bas. e ATG____SS of AA if GBBcGaA. C o n s i d e r two ATGS's AA i, i=1,2, w h i c h h a v e a c o m m o n b a s e ATGS BB. T h e n we m a y h o p e t h a t we do not have to describe BB two times.
In a n SCS E, all SCR's h a v e a c o m m o n base, w h i c h s p e c i f i e s all legal t e r m s on t h e b a s e s i g n a t u r e . We a s s i g n a s p e c i a l S b -i n d u c e d family of v a r i a b l e s e t s X s u c h t h a t t h e following holds:
1. If xEX a n d x:s, t h e n x':s implies x'EX. 2. F o r (x,X)emv, xeX iff XeX. T h e n we c a n let mv x d e n o t e t h e p a r t of mv t h a t is o n X.
3. L e t b a s e ( s ) = b a s e ( N ) = s b. Let (xi,Xi)emvx, xi:s i a n d xi:s i with base(si)=Sib=base(gi), f o r l<i<n. F o r e a c h f e e with a r i t y S I b . , , S n b~S b , t h e r e is (<s:f(x i ..... Xn)>,<~:f(X i ..... Xn)>)Emp, a n d t h e r e a r e x,X~X with X:S, X:S.
Due to t h e a b o v e p r o p e r t i e s of X, we c a n simplify t h e n o t a t i o n s by using only half of X, half of t h e s o r t s e t for X a n d c o n s i d e r i n g mv x as i d e n t i c a l r e l a t i o n .
T h e n f o r a n y s o r t s with v a r i a b l e s in X, ( < s : f ( x 1 ..... Xn) >, <~:f(X I ..... Xn) >) c a n b e d e n o t e d as (<s:f(x 1 ..... Xn)>,<s:f(x i ..... Xn)> ). <SIG(X),SIG(X),Ix, Ip> is a b a s e ATGS for all SCS's on t h e b a s e s i g n a t u r e SIG a n d d e n o t e s n o t h i n g else t h a n a c o n v e nt i o n a l TRS w h i c h h a s n o r e w r i t e rules. In g e n e r a l , we do n o t h a v e to s p e c i f y t h e p o s s i b l e c o -p r o d u c t i o n s of v a r i a b l e s in X. One of s u c h v a r i a b l e x is given in E x a m p l e 3. In this case, t h e SCR's of t h e f o r m AA(t,t) with Var(t)CX, V a r ( t ) c X a r e c o n v e n t i o n a l r e w r i t e rules. This m e a n s t h a t SCS c o n t a i n s t h e c o n v e n t i o n a l TRS as a special case.
If we n o t o n l y allow t h e g r o u n d r u l e s as t h e l a n g u a g e of an SCS, b u t also r u l e s with v a r i a b l e s in X, using G(X) to d e n o t e this l a n g u a g e , t h e n we c o ns t i t u t e a c o n v e n t i o n a l TRS <Sb,E,G(X)> with a n infinite ( b u t e n u m e r a b l e ! ) r u l e set. In t h i s s e n s e , we h a v e a c h i e v e d a d e s c r i p t i o n of s o m e n o n -f i n i t e l yb a s e d TRS. In a d d i t i o n , all t h e d i s c u s s i o n s f o r SCS a r e valid for c o n v e nt i o n a l TRS's.
T h e v a r i a b l e s in X a r e called t e r m i n a l , o t h e r s , n o n -t e r m i n a l .
S u f f i c i e n t CondiUon for Confluence a n d Termination
Generalization of t h e Classical Sufficient Condition
L a t e r on in t h i s p a p e r , " c l a s s i c a l a p p r o a c h " m e a n s t h e a p p r o a c h of [O'D 77] , " c o n v e n t i o n a l r u l e " m e a n s r e w r i t e r u l e w i t h o u t n o n -t e r m i n a l v a r i a b l e s .
The m a i n p a r t in t h e c l a s s i c a l s u f f i c i e n t c o n d i t i o n f o r c o n f l u e n c e a n d t e rm i n a t i o n b y O' Donell (cf. [O'D 77] ) is n o n -o v e r l a p p i n g of t h e r e w r i t e rules.
The following e x a m p l e shows t h a t s o m e TRS's a r e i n t u i t i v e l y c o n f l u e n t , a l t h o u g h t h e c o n d i t i o n of n o n -o v e r l a p p i n g fails.
Example 4
Let a TRS c o n t a i n r u l e s h ( f ( x , a ) ) = h ( f ( x , b ) ) , f ( c , x ) = f ( d , x ) on f u n c t i o n s I h ( _ ) , f ( _ , _ ) , a, b, c, d]. It d o e s n o t s a t i s f y t h e n o n -o v e r l a p p i n g p r o p e r t y b e c a u s e f o r t h e i n s t a n c e s h ( f ( c , a ) ) = h ( f ( c , b ) ) , f ( c , a ) = f ( d , a ) , h(f(x,a)):l=f(_~_)c~-." However, t h e s e two r u l e s will n o t d e s t r o y c o n f l u e n c e , as i l l u s t r a t e d b y t h e following d i a g r a m :
This e x a m p l e r e p r e s e n t s a large class of rewritings, where real s u b t e r m c h a n g e s of two r u l e s h a p p e n only within a c o m m o n c o n t e x t , b u t t h e s e c h a n g e s a r e i n d e p e n d e n t . The TRS is o v e r l a p p i n g b e c a u s e of t h e c o m m o n c o n t e x t . In t h e above e x a m p l e t h e f u n c t i o n f is a c o n t e x t , within which a and c c a n be r e w r i t t e n into b a n d d, resp.
In o r d e r to develop a suficient c o n d i t i o n c o n s i d e r i n g t h e above example, we g e n e r a l i z e t h e classical c o n d i t i o n by r e p l a c i n g t h e n o t i o n of nonoverlapping with n o n -i n t e r f e r i n g . Including n o n -o v e r l a p p i n g as a special case, it allows two rules to overlap, b u t forbid t h e m to c h a n g e d e p e n d e n t s u b t e r m s . In the following, we explain this n o t i o n informally by examples. We claim t h a t any n o n -i n t e r f e r i n g TRS, which is, in addition, left-linear, steady, c o n s i s t e n t (for t h e s e n o t i o n s cf. [O'D 77] ), is c o n f l u e n t a n d t e rminating. For m o r e details one should r e f e r to [qi 86c].
More e x a c t l y speaking, two rules t l = t 1, t a = t 2 a r e said to be non.-i n t e r f e r i n g iff if t h e y a r e b o t h applicable to (i.e. unifiable with) a t e r m t, t h e n t h e following holds: 1. They do n o t c h a n g e d e p e n d e n t s u b t e r m s of t. 2. Each of t h e m should be still applicable to t h e t e r m o b t a i n e d a f t e r applic a t i o n of t h e o t h e r one to t.
3. Since b o t h r u l e s a r e applicable to o n e t e r m , we c a n a s s u m e t h a t u is in t 1 the s u b t e r m t h a t is unifiable with t 2. We r e q u i r e t h a t if a variable x in u c o r r e s p o n d i n g to a by t2=[ 2 c h a n g e d s u b t e r m in t 2, t h e n e a c h o c c u r r e n c e of x in [I should be in a s u b t e r m unifiable with t 2. E x a m p l e 5
a) The rule set lh(f(x,a))=g(f(x,b),f(x,c)), f(d,x)=f(e,x)~ is noni n t e r f e r i n g . E.g. t h e rewriting of t e r m h(f(d,a)) will t e r m i n a t e and t h e unique n o r m a l f o r m is g(f(e,b),f(e,e)), no m a t t e r in which o r d e r t h e r u l e s a r e applied. b) The rule set If(x,c)=f(x,f(x,d)), f(a,x)=f(b,x)l is n o n -i n t e r f e r i n g . f) The rule set Ih(f(x,a))=g(f(x,g(x))), f(e,x)=f(d,x)I is n o t noni n t e r f e r i n g for the same r e a s o n as above. (Compare with the Example c.)
4.2. Sufficient Condition for Confluence a n d T e r m i n a t i o n of SCS We first claim t h a t an SCS is c o n f l u e n t and t e r m i n a t i n g if it is left-linear, steady, c o n s i s t e n t and non-interfering. We omit the definitions of the o t h e r notions in the c o n t e x t of SCS and give a very brief informal explanation of the notion of non-interfering. For more details a b o u t n o n -i n t e r f e r i n g and o t h e r notions, one may r e f e r to [Qi 86c].
Compared with conventional TRS's, we have in an SCS a where-part, which defines the possible pairs of t e r m s i n s t a n t i a t e d for a s s o c i a t e d variables on both sides of a rule. Since the s t r u c t u r e s of possible i n s t a n c e s are given by an SCS, we do n o t feel m u c h more difficult t h a n in the conventional case to f o r m u l a t e the notion of n o n -i n t e r f e r i n g (and the whole sufficient condition). However, for t e c h n i c a l reasons, we have to require t h a t t h e overlapping parts of two SCS's have the same sort-and s u b s o r t -s t r u c t u r e (up to renaming). Then we can localize the definition by considering the c o r r e s p o n d i n g p r o d u c t i o n associations of the overlapping parts.
Other Approaches to Non-Finitely-Based TRS
Some o t h e r investigations in this a r e a have been done. Taylor in [Ta 79] has a n a l y s e d t h e non-finitely-based specifications. [DMT 85 ] discussed the possibility of describing non-finitely-based specifications by auxiliary symbols. For example, for t h e specification in Example i, [DMT 85 ] has given a solution using an auxiliary symbol g': lfgx=fg'x, g'gx=gg'x, g'hx=hxl. In [BMR 86] a t r a n s f o r m a t i o n s y s t e m in the above style based on the t r a n s f o r ~ marion language 0PTRAN (see [MWW 86] ) is discussed. However, these a u x iliary symbols have no original semantics. This is undesirable, especially in an u s e r -i n t e r a c t i v e system. Another a p p r o a c h to cope with the non-finitely-based specification is conditional e q u a t i o n a l system. By describing the following conditional specification using SCS, we can see the essential r e l a t i o n s h i p between them. DIV2 BOOL + NAT + sorts:
opns: div2: Nat-~Nat even: Nat-*Bool eqns: for all n : Nat even(succ(succ(n))) = even(n) even(succ(O)) = false In the notations of SCS, we do not need the auxiliary boolean function "even" to define the partiality of div2. Instead, we give the structure of the possible terms directly. Note that the SCS suggests a more efficient implementation.
6. F u r t h e r R e s e a r c h e s [0'D 85] d i s c u s s e s t h e topic of designing a p r o g r a m m i n g language based on t h e e q u a t i o n a l logic. Our a p p r o a c h could be a basis for a t r a n s f o r m a t i o n language, an e x t e n s i o n of t h e l a n g u F r o m t h e t h e o r e t i c a l p o i n t of view, we feel t h a t t h e SCS style of describing an e q u a t i o n a l specification might be of s o m e use in t h e s t u d y of e r r o r algebra. (See [Kre 86] for a n o t h e r i n t e r e s t i n g a p p r o a c h . )
A n o t h e r problem, which is of i n t e r e s t f r o m t h e p r a c t i c a l as well as t h e o r e t i c a l p o i n t of view, is how to simplify t h e d e s c r i p t i o n of SCS.
We have i n t r o d u c e d a sufficient c o n d i t i o n f o r n o n -i n t e r f e r i n g of an SCS. How to i m p l e m e n t this c h e c k i n g m e c h a n i c a l l y r e q u i r e s a lot of i m p l e m e n t ation work. B u t we feel t h a t t h e d e s i g n e r of an SCS s h o u l d write t h e s y s t e m in a way to e a s e this checking.
If we c o n s i d e r a calculus of p r o g r a m d e v e l o p m e n t or t r a n s f o r m a t i o n , (see e.g. [Pe 84], [JHW 86 ],) it is n a t u r a l to ask w h e t h e r SCS could c o n t r i b u t e to t h e f r a m e w o r k of a calculus, a n d which kind of i n f l u e n c e s it might have on t h e calculus. Among o t h e r s , t h e r e would be t h e q u e s t i o n of c o m p o s i t i o n of t r a n s f o r m a t i o n o p e r a t i o n s and validation of a t r a n s f o r m a t i o n a g a i n s t t h e original s e m a n t i c s of t h e s o u r c e language. 7. A c k n o w l e d g m e n t I would like to t h a n k B.Krieg-Bri2ckner f o r the e n c o u r a g e m e n t and B.Krieg-J3r/]ckner, B.Hoffmann, Wei Li f o r t h e valuable discussions. Thanks a r e aIso due to t3. Gersdorf and St. Kahrs f o r valuable c o m m e n t s on t h e e a r l i e r v e r s i o n of this paper.
