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Fast Node Cardinality Estimation and Cognitive MAC Protocol
Design for Heterogeneous Machine-to-Machine Networks
Sachin Kadam, Chaitanya S. Raut, Amandeep Meena, and Gaurav S. Kasbekar
Abstract—Machine-to-Machine (M2M) networks are an
emerging technology with applications in numerous areas includ-
ing smart grids, smart cities, vehicular telematics, and healthcare.
In this paper, we design two estimation protocols for rapidly
obtaining separate estimates of the number of active nodes of
each traffic type in a heterogeneous M2M network with T types
of M2M nodes (e.g., those that send emergency, periodic, normal
type data etc), where T ≥ 2 is an arbitrary integer. One of these
protocols, Method I, is a simple scheme, and the other, Method II,
is more sophisticated and performs better than Method I. Also,
we design a medium access control (MAC) protocol that supports
multi-channel operation for a heterogeneous M2M network with
an arbitrary number of types of M2M nodes, operating as
a secondary network using Cognitive Radio technology. Our
Cognitive MAC protocol uses the proposed node cardinality
estimation protocols to rapidly estimate the number of active
nodes of each type in every time frame; these estimates are used
to find the optimal contention probabilities to be used in the MAC
protocol. We compute a closed form expression for the expected
number of time slots required by Method I to execute as well as
a simple upper bound on it. Also, we mathematically analyze
the performance of the Cognitive MAC protocol and obtain
expressions for the expected number of successful contentions per
frame and the expected amount of energy consumed. Finally, we
evaluate the performances of our proposed estimation protocols
and Cognitive MAC protocol using simulations.
I. INTRODUCTION
Machine-to-Machine (M2M) communications is an emerg-
ing technology, in which data generation, processing and trans-
mission is done with minimal human intervention [2]. M2M
networks have applications in numerous areas including smart
grids, smart cities, vehicular telematics, healthcare, industrial
automation, security and public safety [2]–[4]. It is challenging
to design medium access control (MAC) protocols for M2M
networks due to their unique characteristics such as limited
access to energy sources (most M2M devices are battery
operated), need to provide network access to a very large
number of devices, the fact that the Quality of Service (QoS)
requirements of M2M devices differ from those of Human-
to-Human (H2H) communications and are also different for
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different M2M devices 1 etc [2], [4], [5].
Several wireless technologies such as Bluetooth, Wi-Fi,
ZigBee and cellular networks including LTE-Advanced and
802.16 are potential candidates for enabling M2M commu-
nications; however, these technologies have some shortcom-
ings 2 [6]. Cognitive Radio technology is a promising alter-
native to the above wireless technologies for enabling M2M
communications [3]. Cognitive Radio Networks (CRNs) have
emerged as a promising solution to alleviate the artificial spec-
trum scarcity (wherein most of the usable radio spectrum is
allocated, but underutilized) caused by the traditional spectrum
regulation policy of assigning exclusive licenses to users to
operate their networks in different geographical regions [7].
In CRNs, there are two types of spectrum users– primary
users (PUs), which have prioritized access to channels, and
secondary users (SUs) that detect and use spectrum holes, i.e.,
chunks of spectrum that are currently not in use by the PUs [7].
Operating an M2M network as a secondary network using
Cognitive Radio technology has the advantage that a large
amount of spectrum, which is allocated to other users, but un-
derutilized, becomes available for M2M communications [6].
However, this requires the design of efficient Cognitive MAC
protocols in order to provide channel access to an extremely
large number of M2M devices, while satisfying the unique
service requirements of M2M applications described in the
first paragraph of this section, as well as ensuring avoidance
of interference to PUs. The design of a Cognitive MAC proto-
col that supports multi-channel operation involves addressing
additional challenges [8] including achieving coordination
among nodes 3, overcoming the multi-channel hidden terminal
problem [9], and balancing the traffic load of the secondary
(M2M) nodes over the free channels in real-time [10]. In this
paper, we design a Cognitive MAC protocol for M2M networks
that overcomes the above challenges.
Now, consider an M2M network in which a large number of
M2M devices intermittently transmit some information (e.g.,
smart meter readings, information collected by sensors) to
1For example, some M2M nodes need to transmit data (e.g., smart meter
readings) periodically, some need to send emergency or alarm messages (e.g.,
in healthcare and security applications), some need to transmit normal data
traffic and some need to reliably transmit data packets (e.g., in remote payment
gateway systems) [2], [4], [5].
2Specifically, Wi-Fi has high power consumption, due to which it is not
suitable for battery operated M2M devices, and Bluetooth has high latency
when the number of devices is large, as is the case in M2M networks [6].
ZigBee operates on unlicensed bands and is prone to interference from Wi-
Fi networks and other equipment (e.g., microwave ovens) that use those
bands [3], [6]. Due to the high demand for H2H communication services
such as voice, video, emails etc, only a limited amount of radio spectrum is
available with cellular operators to support M2M communications [3].
3Note that for two nodes to be able to exchange data, both must have their
wireless transceiver tuned to a common channel at a time.
2a base station (BS). In any given time frame, the BS is
unaware of the number of active nodes, i.e., those that need
to transmit some data to the BS in the current frame. There
is a need to rapidly estimate the number of active nodes
since this estimate can be used to determine the optimal
values of various parameters of the MAC protocol such as
contention probabilities and the amounts of time to be used
for contention and for data transmission in the current frame.
For example, recall that for the Slotted ALOHA protocol, the
optimal contention probability is the reciprocal of the number
of active nodes [11]. Also, in [12]–[14], active node cardinality
estimation is performed and using the estimates obtained, the
contention probabilities that maximize the throughput of their
respective MAC protocols for M2M networks are determined.
In a heterogeneous M2M network, i.e., one in which differ-
ent types of nodes are present (e.g., those that send emergency,
periodic and normal type data), we need to obtain separate
estimates of the number of active nodes of each traffic type.
In prior work, several protocols have been designed [12]–
[16] to estimate the number of active nodes in a homoge-
neous M2M network (see Section II). However, to the best
of our knowledge, so far no estimation protocol has been
designed for obtaining separate estimates of the number of
active nodes of each traffic type in a heterogeneous M2M
network. Note that executing a node cardinality estimation
protocol for a homogeneous M2M network multiple times
to do this is inefficient. In this paper, we design two node
cardinality estimation protocols that are specifically designed
for heterogeneous M2M networks.
We consider an M2M network with T types of nodes, where
T ≥ 2 is an integer, which we refer to as Type 1, Type 2,
. . . , Type T nodes; e.g., these may be emergency, periodic,
normal data type nodes etc. The node cardinality estimation
problem in heterogeneous M2M networks is defined, and the
Lottery Frame (LoF) based protocol [17], which is a node
cardinality estimation protocol for homogeneous networks,
and which we extend for node cardinality estimation in het-
erogeneous networks in this paper, is reviewed in Section III.
In Section IV, we design two node cardinality estimation
protocols to rapidly obtain separate estimates of the number
of active nodes of each traffic type in a heterogeneous M2M
network, viz., Method I (see Section IV-A), which is a simple
scheme, and Method II (see Section IV-B), which is more
sophisticated and performs better than Method I. We compute
a closed form expression for the expected number of time slots
required by our first estimation protocol, Method I, to execute
(see Section IV-A4) as well as a simple upper bound on it,
which shows that the expected number of time slots required
by the protocol to obtain the above estimates is small (see
Section IV-A5). Next, in Section V, we use our estimation
protocols as part of a Cognitive MAC protocol that we design
for heterogeneous M2M networks. In the proposed MAC pro-
tocol, time is divided into frames of equal duration, with each
frame containing an estimation window (in which active node
cardinalities are estimated using one of the estimation schemes
proposed in Section IV), a contention window (CW) and a data
transmission window (DTW). Whenever a node succeeds in
contention on a given channel during the CW, the BS reserves
the requested number of time slots for data transmission by
that node in the DTW. Slotted ALOHA [11] is used for con-
tention in the CW, and the contention probability used by each
node is the reciprocal of the estimated number of contending
nodes on the channel; thus, the estimates obtained using our
estimation protocols are used for optimizing the contention
probabilities. We mathematically analyze the performance of
the proposed MAC protocol and obtain expressions for the
expected number of successful contentions per frame and the
expected amount of energy consumed (see Section VI). Using
simulations, we evaluate the performances of Method I and
Method II, and compare them with the performance of a
protocol in which the LoF based protocol [17] is separately
executed T times to obtain the active node cardinality of each
type, in Section VII-A. Our simulations show that both Method
I and Method II significantly outperform the T repetitions of
LoF based protocol, in terms of execution time, whenever
the probabilities that nodes are active in a given frame are
sufficiently low, as would be the case in M2M networks in
which the nodes are, e.g., sensors that occasionally transmit
measurements or nodes that transmit alarms, emergency alerts
and other infrequent messages. Also, via simulations, we
evaluate the performance, in terms of average throughput and
average delay, of our MAC protocol and compare it with
that of a hypothetical “ideal protocol”, which is assumed
to know the exact number of active nodes at any time (see
Section VII-B). Finally conclusions and directions for future
research are provided in Section VIII.
II. RELATED WORK
A scheme to estimate the number of active nodes in an
M2M network is proposed in [13]. In the proposed method
every active device selects a slot uniformly at random from a
set of slots and transmits a Power Save-poll message in the
selected slot. The access point (AP) estimates the number of
active nodes by using the number of empty slots and the max-
imum likelihood (ML) estimation method. In [12], an iterative
method is proposed for active node cardinality estimation in
an M2M network, and is based on using drift analysis on the
access results (in particular, statistics of consecutive empty
and collision slots) of the past slots. In [15], a modified
CSMA/CA protocol for an M2M network is proposed, wherein
the size of the backoff window is computed using the size
of the preceding backoff window and previous active node
cardinality estimates. The size of the current backoff window
is, in turn, used to estimate the current number of active
nodes. In [16], a novel scheme for congestion reduction and
active node cardinality estimation that uses a 6-dimensional
Markov chain is proposed. In [14], a MAC protocol, which
incorporates an active node cardinality estimation scheme, for
an M2M network that uses multiple channels is proposed.
In the proposed scheme, during active node cardinality es-
timation, only one channel is used and all the other channels
remain unused. In contrast, in the schemes proposed in this
paper, all the available channels are used during active node
cardinality estimation, due to which the utilization of spectrum
is improved.
3The problem of tag cardinality estimation in Radio-
Frequency Identification (RFID) systems is similar to that of
active node cardinality estimation in M2M networks. In the
former context, an RFID system reader estimates the number
of RFID tags, similar to the latter context, in which a BS
estimates the number of active nodes in an M2M network.
Tag cardinality estimation methods for RFID systems have
been proposed in [17]–[24].
However, all the node (or tag) cardinality estimation
schemes studied in the above papers are for a homogeneous
network, wherein all nodes (or tags) are alike. In contrast,
in this paper, we propose two estimation schemes for a
heterogeneous network with T different types of nodes, which
efficiently compute separate estimates of the number of active
nodes of each type.
Extensive surveys on MAC protocol design for M2M net-
works are provided in [4], [25]–[27]. Also, several mechanisms
for achieving improved M2M communications in LTE and
LTE-Advanced cellular networks have been proposed; see [28]
for a survey. In [29], an adaptive database-driven MAC
protocol for cognitive M2M networks is proposed. Nodes
adaptively use either the spectrum database or the local sensing
approach for obtaining the channel availability information in
order to maximize the network throughput. An energy efficient
and load adaptive MAC protocol for cellular-based M2M
networks is proposed in [30]. Nodes are divided into clusters;
for intra-cluster communications, a multi-phase CSMA/CA
protocol proposed in the paper is used, whereas for inter-
cluster communications a conventional cellular access scheme
is used. In [31], a hybrid MAC protocol that uses contention-
based channel access (CSMA/CA) when the network load is
low and reservation-based access when the load is high is
proposed. In [32], a hybrid MAC protocol, in which each
time frame consists of a contention period followed by a
transmission period, is proposed. The devices that successfully
contend in the contention period are assigned a time slot
for data transmission in the transmission period. A similar
hybrid MAC protocol is proposed in [33], wherein slotted
ALOHA is used in the contention period and reservation-
based time division multiple access (TDMA) is used in the
transmission period. The protocol proposed in [32] is extended
to heterogeneous M2M networks in [34], wherein different
types of devices with different service requirements and pri-
orities are considered. In [9], a MAC protocol is proposed
for multichannel ad hoc networks and this is modified in [14]
for use in M2M networks. In the protocol proposed in [14],
time is divided into frames and they are further divided into
three phases, viz., estimation phase, contention phase and data
transmission phase. The number of active users is estimated
in the estimation phase. In the contention phase, all the
active users tune to a common control channel and contend
for channel access using contention probabilities which are
obtained as a function of the number of estimated nodes. The
nodes which are successful in contention transmit their data
packets in the data transmission phase in parallel on different
channels. In the protocol proposed in [35], time is divided
into slots, and in each slot, nodes contend using a contention
probability, which is based on a statistical estimate of the
Type 1 nodes
Base Station
Type 2 nodes Type 3 nodes
Figure 1. The figure shows a base station and T = 3 types of nodes within
its range (the area inside the circle).
present traffic load, and then transmit a Request to Send (RTS)
packet, which is responded to with a Clear to Send (CTS)
packet, and these packets are followed by transmission of a
data packet. In [13], the 802.11ah MAC protocol is modified
for M2M communications as follows: first, estimation of the
number of active M2M devices is done and then this estimate
is used to adapt the length of the Restricted Access Window,
in which only M2M devices are allowed to contend. In [12], a
modified version of the Slotted-ALOHA scheme is presented,
in which results of the previous slots are considered to
estimate the transmission attempt probability that maximizes
the throughput in the current slot. In [36], an overload control
mechanism is presented for M2M communication in LTE-
Advanced networks, in which based on the traffic load on the
random access channel (RACH), the base station adjusts the
number of RACH resources.
However, to the best of our knowledge, our Cognitive
MAC protocol is the first to employ separate estimates of
the numbers of active nodes of different types for selecting
the optimal contention probabilities in a heterogeneous M2M
network.
III. PROBLEM FORMULATION AND BACKGROUND
The estimation problem in heterogeneous M2M networks is
defined in Section III-A. In Section III-B, the Lottery Frame
(LoF) based protocol [17], [37], which is a node cardinality
estimation scheme for homogeneous networks, and which we
extend to estimate node cardinalities in heterogeneous M2M
networks, is briefly described.
A. The Estimation Problem in Heterogeneous M2M Networks
Consider a heterogeneous M2M network consisting of a
base station (BS) and T different types, say Type 1, Type 2,
. . . , Type T , of M2M devices (nodes) in its range as shown in
Fig. 1 for the case T = 3. We denote the sets of nodes of Type
1, Type 2, . . . , Type T as N1, N2, . . . , NT respectively; let 4
|Nb|= Nb, b ∈ {1,2, . . . ,T}. Time is divided into frames of
equal duration, and in each frame only a subset of the nodes
of each type are active, i.e., have data to send to the BS. Also,
4|A| denotes the cardinality of set A.
4each frame is divided into time slots of equal durations. Let nb
be the number of active nodes of Type b, b ∈ {1,2, . . . ,T}, in
a given frame. Our objective is to design estimation protocols
to estimate the values of n1, n2, . . . , nT rapidly, i.e., using a
small number of time slots.
B. Review of the LoF Based Protocol
The LoF based estimation protocol was designed in [17]
and uses the probabilistic bitmap counting technique proposed
in [37] for tag cardinality estimation in RFID systems. The
LoF based estimation protocol is designed for a homogeneous
network. Our proposed protocols extend the LoF based pro-
tocol to a heterogeneous network with T types of nodes. So
we provide a brief review of the LoF based protocol in this
subsection.
Every tag (equivalent to a node in M2M networks) has
a unique binary identification (ID) number that is l bits in
length. The hash value h of any tag is defined as the ‘position
of the least significant zero bit’ in its ID. For example,
h(01001001) = 1 and h(00101111) = 4, where h(I) denotes
the hash value corresponding to ID I. So if h is the hash
value of a random tag, then assuming that each of the l bits
of the corresponding ID independently equals 0 or 1 with
probability 1/2 each, P(h= i) = 1/2(i+1), i= 0,1,2, . . . , l− 1
and 5 P(h= l) = 1/2l.
Now, time is divided into slots of equal durations. During
the estimation process, each active tag with hash value h
transmits a packet in the hth time slot, for h= 0,1,2, . . . , l. A
corresponding bitmap (BM) of 0s and 1s is generated by the
RFID system reader (equivalent to the BS in M2M networks)
based on the slot results; the hth bit of the BM is 0 if the hth
time slot is empty (i.e., one in which no tag transmits) and 1 if
the hth time slot is non-empty (i.e., one in which one or more
tags transmit). Let ρ = min{h|BM(h) = 0}, where BM(h) is
the hth bit of the above bitmap; then the estimated value of
n (the actual number of active tags) is nˆ = 1.2897× 2ρ [17].
It is also proved in [17] that the LoF based protocol executes
within ⌈log2 nall⌉ 6 slots, where nall is the total number of all
possible binary IDs.
Note that if the LoF based protocol is executed T
times to separately estimate n1, n2, . . . , nT in the network
model for M2M networks described in Section III-A, then
∑Tb=1⌈log2(nb,all)⌉ slots are required, where nb,all is the total
number of all possible binary IDs of the bth type of nodes.
To reduce the number of slots, we propose two fast node
cardinality estimation schemes, which are described in the
following section.
IV. FAST NODE CARDINALITY ESTIMATION SCHEMES
In this section, we present two fast node cardinality estima-
tion schemes for heterogeneous M2M networks, viz., Method I
and Method II which are described in Sections IV-A and IV-B
respectively. Method I is a simple scheme and Method II
is more sophisticated and performs better than Method I. A
5If all the bits of the ID are 1, then its hash value is defined to be l.
6⌈x⌉= The smallest integer greater than or equal to x.
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Figure 2. The figure shows the structure of the Estimation Window for T = 3.
“BP” denotes a Broadcast Packet. Note that in the 1st phase, each block
consists of T −1= 3−1= 2 slots.
closed form expression for the expected number of time slots
required by our first estimation protocol, Method I, to execute
is computed in Section IV-A4 and a simple upper bound on
it is established in Section IV-A5.
A. Method I
We now describe the scheme used in Method I. Let T ≥ 2 be
arbitrary. The estimation process is carried out in three phases,
which we describe in Sections IV-A1, IV-A2 and IV-A3. We
refer to the set of slots used during the estimation process as
the Estimation Window (EW). The structure of a typical EW is
shown in Fig. 2 for the case T = 3. At the end of the estimation
process, separate estimates, say nˆ1, nˆ2, . . ., nˆT , of the number of
active nodes of the T types, n1,n2, . . ., nT (see Section III-A),
are obtained. For each b∈ {1,2, . . .T}, the estimate nˆb is equal
to (and hence, as accurate as) the estimate of nb that would
have been obtained if the LoF protocol [17], [37] were used for
the estimation. However, note that under mild conditions, the
total number of time slots used in Method I is much smaller
than the number of time slots that would have been required if
the LoF protocol were separately executed T times to estimate
n1,n2, . . ., nT .
At a high level, Method I operates as follows. Let tT =
⌈log2(max(n1,all ,n2,all, . . . ,nT,all))⌉. Also, for b ∈ {1,2, . . .T}
and i∈ {0,1, . . . , tT −1}, let B(b, i) be 1 (respectively, 0) if the
ith slot would have been non-empty (respectively, empty) if
the LoF protocol were used to estimate the number of active
nodes of Type b. From Section III-B, it is clear that if the
bit patterns B(b, i), b ∈ {1,2, . . .T}, i ∈ {0,1, . . . , tT − 1}, are
known, then the LoF estimates nˆ1, nˆ2, . . ., nˆT , of n1,n2, . . . ,nT
respectively, can be deduced. In our estimation scheme, the bit
patterns B(b, i), b∈ {1,2, . . .T}, for most values of i are found
in the first phase; ambiguity about the rest remains, which is
resolved in the second and third phases.
1) First Phase: In the first phase, (T −1)tT slots are used.
These (T−1)tT slots are divided into tT disjoint sets of (T−1)
consecutive slots, each called a “block” (see Fig. 2 for T =
3); let Bi denote the i
th block. For each i ∈ {0,1, . . . , tT − 1},
active nodes from N1 whose hash value is i send a packet
containing the symbol α in each of the T − 1 slots of Bi.
Also, active nodes from N2, (respectively, N3, . . ., NT ) whose
hash value is i send a packet containing the symbol β only
in the first slot (respectively, only in the second slot, . . . , only
in the (T − 1)th slot) of Bi. So every slot has four possible
outcomes, which are as follows: (i) Empty (E) if no node
transmits in the slot, (ii) Collision (C) if two or more nodes
transmit, (iii) α if exactly one node of Type 1 transmits, (iv) β
if exactly one node of Type 2 or Type 3 or . . . Type T transmits.
The possible outcomes in a block for T = 3 are shown in the
5first two columns of Table I 7. Note that for b ∈ {1,2, . . .T},
i ∈ {0,1, . . . , tT − 1}, B(b, i) equals 1 (respectively, 0) if and
only if at least one node (respectively, no node) of Type b
transmits in block Bi. The bit patterns B(b, i), b ∈ {1,2, . . .T}
corresponding to each possible block outcome for T = 3 are
shown in the last three columns of Table I. For example if
Slot1 results in C and Slot2 results in α , then it implies that
exactly one node from N1, at least one node from N2 and
none from N3 have transmitted. Similarly if both the slots
result in β , then it implies that exactly one node each from
N2 and N3, and none from N1 have transmitted.
Table I
E , C AND ⋆ DENOTE “EMPTY”, “COLLISION” AND “AMBIGUOUS RESULT”
RESPECTIVELY.
Outcome in block Bi Bit patterns
Slot1 Slot2 B(1, i) B(2, i) B(3, i)
E E 0 0 0
E C 0 0 1
E β 0 0 1
C E 0 1 0
C C ⋆ ⋆ ⋆
C α 1 1 0
C β 0 1 1
α C 1 0 1
α α 1 0 0
β E 0 1 0
β C 0 1 1
β β 0 1 1
The outcome (C, C, . . . , C) in which collisions occur in
all T − 1 slots of a block may be due to transmissions by at
least two nodes from N1, or by one node from N1 and at
least one node each from N2, N3, . . . , NT , or by at least
two nodes each from N2, N3, . . . , NT and none from N1.
Due to this ambiguity, if the outcome (C, C, . . . , C) occurs
in the block Bi, then the second phase is used to find the bit
patterns B(1, i), B(2, i), . . . , B(T, i). Note that Table I provides
the bit patterns B(1, i), B(2, i) and B(3, i) for every possible
outcome, except the outcome (C,C) in block Bi for the case
T = 3; similarly, it is easy to check that for the case where
T is arbitrary, the bit patterns B(1, i), B(2, i), . . . , B(T, i) for
every possible outcome, except the outcome (C,C, . . . ,C), in
block Bi can be unambiguously found. Let CI be the set of
block numbers i in which the ambiguous outcome (C, C, . . . ,
C) has occurred. A broadcast packet (BP) of length ⌈tT/SW⌉
slots, where SW is the number of bits that can be transmitted
in a time slot 8, is sent by the BS after the first phase (see
Fig. 2), which contains a bitmap of length tT in which the i
th
bit is 1 (respectively, 0) if i ∈CI (respectively, i /∈CI).
2) Second Phase: In the second phase, only the active
nodes from N1 whose hash value belongs to the set CI
participate. Specifically, for each j = 1,2, . . . , |CI |, in the j
th
slot of the second phase, the active nodes from N1 whose
hash value equals the block number of the jth block whose
outcome was (C, C, . . ., C) in the first phase transmit. Nodes
from N2, N3, . . ., NT do not transmit in the second phase.
7Note that the block results (E , α), (α , E), (α , β ) and (β , α) cannot occur
under the above protocol.
8 For example, SW may be 5 [19].
Now, consider the slot in the second phase corresponding
to the block Bi in the first phase, where i ∈ CI . If the slot
result is empty, then it follows that B(1, i) = 0, B(2, i) = 1, . . .,
B(T, i) = 1; also, if the slot result is one packet transmission,
then B(1, i) = 1, B(2, i) = 1, . . ., B(T, i) = 1. If the slot result
is C, then B(1, i) = 1; however, ambiguity about the values
of B(2, i), . . ., B(T, i) still remains and it is resolved in the
third phase. Let CII ⊆ CI be the set of block numbers i for
which a collision occurred in the second phase. A BP of length
⌈KT/SW⌉ slots is sent by the BS after the second phase (see
Fig. 2), which contains a bitmap of length |CI | in which the
jth bit is 1 (respectively, 0) if the result of the jth slot of the
second phase was (respectively, was not) a collision.
3) Third Phase: In this phase, only those active nodes
from N2, N3, . . ., NT participate, for which the result of
the corresponding block in the first phase was (C, C, . . . , C)
and the result of the corresponding slot in the second phase
was a collision. That is, the active nodes from N2, N3, . . .,
NT whose hash value belongs to CII participate. For ease
of understanding, we first describe the procedure in the case
T = 3 and then generalize to the case where T is arbitrary.
In the case T = 3, the odd (respectively, even) numbered slots
of the third phase are used by nodes from N2 (respectively,
N3). Specifically, for each j = 1,2, . . . , |CII |, in slot 2 j− 1
(respectively, 2 j) of the third phase, the active nodes from
N2 (respectively, N3) whose hash value equals the first phase
block number, say i, of the jth element of CII transmit. If slot
2 j− 1 is empty, then B(2, i) = 0, else B(2, i) = 1. Similarly,
if slot 2 j is empty, then B(3, i) = 0, else B(3, i) = 1. In the
case where T is arbitrary, for each j ∈ {1,2, . . . , |CII |}, the
(( j− 1)(T − 1)+ 1)th, (( j− 1)(T − 1)+ 2)th, . . . ( j(T − 1))th
slots of the third phase are used by nodes from N2, N3, . . .,
NT respectively. Specifically, for each j = 1,2, . . . , |CII |, in
slot (( j− 1)(T − 1) + 1) (respectively, (( j− 1)(T − 1) + 2),
. . . , ( j(T − 1))) of the third phase, the active nodes from N2
(respectively, N3, . . . , NT ) whose hash value equals the first
phase block number, say i, of the jth element ofCII transmit. If
slot (( j−1)(T−1)+1) (respectively, (( j−1)(T−1)+2), . . . ,
( j(T −1))) is empty, then B(2, i) = 0 (respectively, B(3, i) = 0,
. . . , B(T, i) = 0), else B(2, i) = 1 (respectively, B(3, i) = 1, . . . ,
B(T, i) = 1). Also, since B(1, i) = 1, the above ambiguity is
resolved in the third phase.
4) Determination of Expected Number of Time Slots Re-
quired by Method I to Execute: Recall that (T −1)tT slots are
required in the first phase. Let KT (respectively, (T − 1)RT )
be the number of slots required in the second phase (respec-
tively, third phase). For tractability, in this subsection and in
Section IV-A5, we assume that n1,all = n2,all = . . .= nT,all .
a) Determination of E[KT ]: Note that 0 ≤ KT ≤ tT . Let
S
(i)
1 ,S
(i)
2 , . . . ,S
(i)
T−1 represent the result of the first, second, . . .
, (T − 1)th slot of Bi respectively. Also, let IF denote the
indicator random variable corresponding to event F , i.e.,
IF =
{
1, if F occurs,
0, else.
6Clearly, KT = ∑
tT−1
i=0 I{S(i)1 =C,S
(i)
2 =C,...,S
(i)
T−1=C}
. So:
E[KT ] =
tT−1
∑
i=0
P(S
(i)
1 =C,S
(i)
2 =C, . . . ,S
(i)
T−1 =C). (1)
The conditions under which collisions occur in all the (T −1)
slots of Bi are as follows: 1) At least two nodes from N1
transmit in Bi, 2) Exactly one node from N1 and at least one
node each from N2,N3, . . . ,NT transmit in Bi, 3) At least two
nodes each from N2,N3, . . . ,NT and none from N1 transmit
in Bi. Let Q1(i), Q2(i) and Q3(i) denote the probabilities of
the events in 1), 2) and 3) respectively. Then:
P(S
(i)
1 =C,S
(i)
2 =C, . . . ,S
(i)
T−1 =C) = Q1(i)+Q2(i)+Q3(i).
(2)
It is easy to show that Q1(i) = 1− u(n1, i)− v(n1, i), Q2(i) =
v(n1, i)(1− u(n2, i))(1− u(n3, i)) . . . (1− u(nT , i)) and Q3(i) =
u(n1, i)(1 − u(n2, i) − v(n2, i))(1 − u(n3, i) − v(n3, i)) . . . (1 −
u(nT , i)− v(nT , i)), where u(n, i) = (1− pi)
n
, v(n, i) = npi(1−
pi)
n−1
, and
pi =
{
1/2(i+1), for i= 0,1,2, . . . , tT − 2,
1/2tT−1 for i= tT − 1,
(3)
is the probability that the hash value of a random node is i
(see Section III-B). By (1) and (2), the expected number of
slots required in the second phase is:
E[KT ] =
tT−1
∑
i=0
{Q1(i)+Q2(i)+Q3(i)}. (4)
b) Determination of E[RT ]: Note that 0≤ RT ≤KT . It is
easy to show that:
E[RT ] =
tT−1
∑
i=0
Q1(i). (5)
The expected total number of slots required by Method I to
execute is (T −1)tT + ⌈tT/SW⌉+E[KT ]+ ⌈E[KT ]/SW⌉+(T −
1)E[RT ] (see Fig. 2), where E[KT ] and E[RT ] are given by (4)
and (5) respectively.
5) Upper Bound on Expected Number of Time Slots Re-
quired by Method I to Execute: Although the expressions
derived in Section IV-A4 are exact, they are complicated.
So to gain insight, in this subsection, we provide simple
upper bounds on E[KT ] and E[RT ] and use them to obtain
an upper bound on the expected total number of slots re-
quired by Method I to execute. Let nr = max(n1,n2, . . . ,nT ),
ly = ⌈(log2 y)⌉, and s= tT − lnr .
Theorem IV.1. E[KT ] ≤ lnr − 1 +
2
3
n21
n2r
(
1 + 2/4s
)
+(
n2n3...nT
nT−1r
)2
1
2T−1(1−4−(T−1))
(
1 − 2
4(T−1)s
(
1 − 4
T−1
2
))
+(
n1n2...nT
nTr
)
1
1−2−T
(
1− 2
2Ts
(1− 2T−1)
)
.
Theorem IV.2. E[RT ]≤ lnr − 1+
2
3
n21
n2r
(
1+ 2/4s
)
.
The proofs of Theorems IV.1 and IV.2 are provided in the
Appendix. Note that an upper bound on the expected total
number of slots required by Method I to execute, which is
(T − 1)tT + ⌈tT/SW⌉+ E[KT ] + ⌈E[KT ]/SW⌉+ (T − 1)E[RT ],
τf (T ) lenBP (T )
1 2 3 4
τs(T )
Broadcast Packet
Figure 3. The figure shows the structure of the Estimation Window used in
Method II for T ≥ 4.
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Figure 4. The figure shows the symbol combinations used by each type
in Method II. ηT = T/2 if T is even and ηT = (T − 1)/2 if T is odd. The
symbol 0 indicates “no transmission”.
follows from Theorems IV.1 and IV.2. In Section VII-A, using
numerical computations, we study as to how tight this upper
bound is.
B. Method II
The estimation scheme used for T = 2 and T = 3 in
Method II is the same as that used in Method I. We now
describe the scheme used in Method II for T ≥ 4. For ease
of understanding, we provide the estimation schemes used
under Method II for T = 4,5 and 6 in Sections IV-B1, IV-B2
and IV-B3 respectively in detail. The estimation schemes used
for T ≥ 7 are similar. Similar to Method I, at the end of the
estimation process of Method II, separate estimates, say nˆ1, nˆ2,
. . ., nˆT , of the number of active nodes of the T types, n1,n2, . . .,
nT (see Section III-A), are obtained. For each b∈ {1,2, . . .T},
the estimate nˆb is equal to (and hence, as accurate as) the
estimate of nb that would have been obtained if the LoF
protocol [17], [37] were used for the estimation. However,
note that under mild conditions, the total number of time slots
used in Method II is much smaller than the number of time
slots that would have been required if the LoF protocol were
separately executed T times to estimate n1,n2, . . ., nT .
At a high level, Method II operates as follows. The structure
of a typical EW when Method II is used for estimating node
cardinalities for T ≥ 4 is shown in Fig. 3. Method II has two
phases. In the first phase tT blocks, each consisting of ηT slots,
where ηT = T/2 if T is even and ηT = (T −1)/2 if T is odd,
are used. Hence, the first phase consists of τ f (T ) = (T × tT )/2
slots if T is even and τ f (T ) = ((T − 1)× tT )/2 slots if T is
odd. The number of slots in the second phase (τs(T )) depends
on the slot results of the first phase. In each block Bi of the
7first phase, where i ∈ {0,1, . . . , tT − 1}, active nodes of all T
types with hash value i transmit their corresponding symbol
combinations. The symbol combinations used by each type are
shown in Fig. 4. For example, each active node of Type 1 and
hash value i transmits symbol α in slot 1 and does not transmit
in slots 2, . . . ,ηT of block Bi. Each active node of Type 2 and
hash value i transmits symbol α in slots 1 and 2 and does not
transmit in slots 3, . . . ,ηT of block Bi. For T even, each active
node of Type T and hash value i transmits symbol β in slots
1, . . . ,ηT of block Bi. For T odd, each active node of Type T
and hash value i transmits symbol β in slot 1, symbol α in slot
ηT , and does not transmit in slots 2, . . . ,ηT −1 of block Bi. In
each slot there are four possible outcomes: 0 (no transmission),
α , β , and C (collision). The BS records the outcome of each
slot of each block. Let the bit patterns B(b, i), b∈ {1,2, . . . ,T},
i ∈ {0,1, . . . , tT − 1}, be defined as in Section IV-A. Under
Method II, the bit patterns B(b, i) for most values of b and i
are found in the first phase; ambiguity about the rest remains,
which is resolved in the second phase. In particular, it is easy
to check that if no collision occurs in any of the slots of a
block Bi, then the bit patterns B(b, i), b ∈ {1,2, . . . ,T}, can
be unambiguously determined. If a collision occurs in one or
more slots of a block Bi, then ambiguity about B(b, i) for some
values of b remains, which is resolved in the second phase.
The active nodes corresponding to those blocks Bi and types
b for which ambiguity regarding B(b, i) remains after the first
phase participate in the second phase; the others do not. At the
end of the first phase, the BS sends a broadcast packet (BP)
which informs the active nodes, as to the block numbers i and
type numbers b whose corresponding nodes need to participate
in the second phase.
1) Scheme for T = 4: The first phase consists of t4 blocks,
each consisting of two slots. From Fig. 4, it follows that the
symbol combinations given in the following table are used.
Type Symbol Combination
1 α 0
2 α α
3 0 β
4 β β
a) First Phase: In each slot of the first phase there are
four possible outcomes: 0, α , β , and C. Hence, the total num-
ber of possible outcomes in the two slots of a block is 42 = 16.
It is easy to see that the bit patterns B(b, i),b∈ {1,2,3,4}, can
be unambiguously found by the BS if no collision occurs in
either of the slots of block Bi. So next, we consider the cases
in which at least one collision occurs per block. The number
of cases in which a collision occurs in exactly one slot of
a block is
(
2
1
)
× 3 = 6. The possible outcomes in a block in
these 6 cases are shown in the first two columns of Table II.
The types of nodes listed under the ‘Active’ (respectively,
‘Inactive’) column are unambiguously identified by the BS
as being active (respectively, inactive) at the end of the first
phase; the types listed under the ‘Not Sure’ column are those
for which ambiguity exists, and this ambiguity needs to be
resolved in the second phase. For example, if Slot 1 results in
C and Slot 2 results in α , then using the above table of symbol
combinations, the BS infers that at least one node of Type 1
and exactly one node of Type 2 are active, and all Type 3 and
Type 4 nodes are inactive. Similarly, if Slot 1 results in C and
Slot 2 results in β , then the BS infers that at least one node
of Type 1 is active, no node of Type 2 is active, and exactly
one node of Type 3 or Type 4 is active.
Table II
THIS TABLE SHOWS THE INFERENCES DRAWN BY THE BS REGARDING
THE ACTIVITY OR INACTIVITY OF VARIOUS TYPES OF NODES FOR EACH OF
THE OUTCOMES IN WHICH EXACTLY ONE COLLISION OCCURS PER BLOCK.
Outcome in Block Bi Types
Slot 1 Slot 2 Active Inactive Not Sure
C 0 1 2, 3, 4 -
C α 1, 2 3, 4 -
C β 1 2 One of {3, 4}
0 C 3 1, 2, 4 -
α C 3 4 One of {1, 2}
β C 3, 4 1, 2 -
Table III shows the possible combinations of numbers of
active nodes of different types for which the result CC may
occur in a block of the first phase, e.g., at least two nodes of
Type 2 (second row) or exactly one node each of Types 2 and
4 (fourth row) or at least two nodes of each of Types 1 and 3
and none of Types 2 and 4 (last row). From this table, it can
be seen that if the result CC occurs in a block, then ambiguity
remains about the activity or inactivity of all four node types,
and this ambiguity needs to be resolved in the second phase.
Table III
THIS TABLE SHOWS THE POSSIBLE COMBINATIONS OF NUMBERS OF
ACTIVE NODES OF DIFFERENT TYPES FOR WHICH THE BLOCK RESULT CC
MAY OCCUR. ⋆ DENOTES ANY NUMBER OF ACTIVE NODES.
Types
1 2 3 4
⋆ ≥ 2 ⋆ ⋆
⋆ ⋆ ⋆ ≥ 2
⋆ 1 ⋆ 1
≥ 1 1 ≥ 1 0
≥ 1 0 ≥ 1 1
≥ 2 0 ≥ 2 0
b) Broadcast Packet (BP): The list of type numbers
for which ambiguity about activity or inactivity needs to be
resolved in each block is informed to all nodes by the BS
through a BP, which consists of a bit stream, just after the
first phase (see Fig. 3). For a given T , let SNS(T ) be the set of
all possible subsets of types of nodes for which the BS may not
be sure of their activity or inactivity for a block after the first
phase; the case where the activity (or inactivity) of every type
of node is known to the BS unambiguously is included in the
set SNS(T ) as an empty set ( /0). From Tables II and III, we can
see that SNS(4) = {{3,4},{1,2},{1,2,3,4}, /0}. Suppose the
bit strings 00, 01, 10 and 11 are used to represent the cases
/0,{3,4},{1,2},{1,2,3,4} respectively. The BS concatenates
the bit strings corresponding to all the blocks of the first
phase and sends the concatenated bit string in the BP; this
concatenated list is received by all active nodes and they act
accordingly during the second phase. For example (i) if the two
bits in the (2 j−1)th and (2 j)th positions of the concatenated
bit string are 00, then it implies that the activity or inactivity
of nodes of all the types is known unambiguously to the BS
8for the jth block; hence all these nodes will be in silent mode
during the second phase, (ii) if the two bits in the (2 j−1)th and
(2 j)th positions of the concatenated bit string are 10, then it
implies that ambiguity exists regarding the activity or inactivity
of nodes of Types 1 and 2 and the activity or inactivity of
nodes of Types 3 and 4 has been inferred unambiguously for
the jth block. Hence, during the second phase, active nodes of
Types 1 and 2 corresponding to the jth block will participate
to resolve the ambiguity and nodes of Types 3 and 4 will be
in silent mode.
Let b(T ) be the number of bits used to represent each
element of the set SNS(T ). Then the length of the BP (in terms
of number of slots) for a given T is given by:
lenBP(T ) = ⌈(b(T )× tT )/SW⌉. (6)
For T = 4, b(4) = ⌈log2|SNS(4)|⌉ = 2. Hence, lenBP(4) =
⌈(2t4)/SW ⌉.
c) Second Phase: In this phase only active nodes of those
types and hash values (blocks) participate, for which ambiguity
exists after the first phase. The first phase block results Cβ and
αC (see Table II) require one additional slot in the second
phase to resolve the ambiguity. In case the result of a block
is Cβ (respectively, αC), active Type 3 (respectively, Type
1) nodes corresponding to that block respond with symbol α
and active Type 4 (respectively, Type 2) nodes corresponding
to that block respond with symbol β in their corresponding
slot of the second phase. If the slot outcome is α , then it
implies that a node of Type 3 (respectively, Type 1) is active,
else the slot outcome is β , and it implies that a node of Type
4 (respectively, Type 2) is active. Thus, the ambiguity for the
block is resolved at the end of the second phase. In case the
result CC occurs in a block of the first phase, then ambiguity
exists regarding the activity or inactivity of nodes of all four
types at the end of the first phase; then, for each of the groups
(Type 1, Type 2) and (Type 3, Type 4), the estimation scheme
for T = 2 is used in the second phase to resolve this ambiguity.
Note that Method II is recursive– if the result CC occurs in a
block of the first phase while executing the scheme for T = 4,
the scheme for T = 2 is used to resolve the ambiguity for that
block in the second phase.
2) Scheme for T = 5: The first phase consists of t5 blocks,
each consisting of two slots. From Fig. 4, it follows that the
symbol combinations given in the following table are used.
Type Symbol Combination
1 α 0
2 α α
3 0 β
4 β β
5 β α
a) First Phase: The number of cases in which a collision
occurs in exactly one slot of a block is
(
2
1
)
× 3 = 6. The
possible outcomes in a block in these cases and the inferences
drawn by the BS regarding the activity or inactivity of various
types of nodes for each of these outcomes are shown in
Table IV. From Table IV it can be seen that the block results
Cα , Cβ , αC and βC require additional slots in the second
phase to resolve ambiguity. Finally, it is easy to check that
if the result CC occurs in a block, then ambiguity remains
about the activity or inactivity of all five node types, and this
ambiguity needs to be resolved in the second phase.
Table IV
THIS TABLE SHOWS THE INFERENCES DRAWN BY THE BS REGARDING
THE ACTIVITY OR INACTIVITY OF VARIOUS TYPES OF NODES FOR EACH OF
THE OUTCOMES IN WHICH EXACTLY ONE COLLISION OCCURS PER BLOCK.
Outcome in Block Bi Types
Slot 1 Slot 2 Active Inactive Not Sure
C 0 1 2, 3, 4, 5 -
C α 1 3, 4 One of {2, 5}
C β 1 2, 5 One of {3, 4}
0 C 3 1, 2, 4, 5 -
α C 3 4, 5 One of {1, 2}
β C 3 1, 2 One of {4, 5}
b) Broadcast Packet (BP): A BP similar to that de-
scribed in Section IV-B1b is sent by the BS after the
first phase. Using notation similar to that in that sec-
tion, SNS(5) = {{2,5},{3,4},{1,2},{4,5},{1,2,3,4,5}, /0}.
So b(5)= ⌈log2|SNS(5)|⌉= 3 and lenBP(5)= ⌈b(5)×t5/SW⌉=
⌈3t5/SW⌉.
c) Second Phase: In this phase only active nodes of those
types and hash values participate, for which ambiguity still
exists after the first phase. To resolve the ambiguity in case of
the block results Cα , Cβ , αC, and βC, an approach similar
to the one described in Section IV-B1c for the cases Cβ and
αC is used; in particular, one additional slot is required in
the second phase. In case the block result CC occurs, the set
of node types is divided into two groups: {1,2,3} and {4,5}.
For the first (respectively, second) group, the scheme for T = 3
(respectively, T = 2) is (recursively) used in the second phase
to resolve the ambiguity.
3) Scheme for T = 6: The first phase consists of t6 blocks,
each consisting of 3 slots. From Fig. 4, it follows that the
symbol combinations given in the following table are used.
Type Symbol Combination
1 α 0 0
2 α α 0
3 α α α
4 0 0 β
5 0 β β
6 β β β
a) First Phase: The number of cases in which a collision
occurs in exactly one slot (respectively, two slots) of a block is(
3
1
)
×32 = 27 (respectively,
(
3
2
)
×3= 9). Out of these 27+9=
36 cases, in Table V, we only show the cases where ambiguity
about the activity or inactivity of some of the types of nodes
exists and additional slots in the second phase are needed to
resolve the ambiguity. Also, it is easy to check that if the
result CCC occurs in a block of the first phase, then ambiguity
remains about the activity or inactivity of all six node types,
and this ambiguity needs to be resolved in the second phase.
b) Broadcast Packet (BP): A BP similar to that
described in Section IV-B1b is sent by the BS after the first
phase. Using notation similar to that in that section, SNS(6) =
{{5,6},{2,3},{1},{1,4,5,6},{4},{1,2,3,4},{1,2,3,4,5,6},
9Table V
THIS TABLE SHOWS THE INFERENCES DRAWN BY THE BS REGARDING
THE ACTIVITY OR INACTIVITY OF VARIOUS TYPES OF NODES FOR EACH
OF THE OUTCOMES IN WHICH ONE OR TWO COLLISIONS OCCUR PER
BLOCK AND AMBIGUITY ABOUT THE ACTIVITY OR INACTIVITY OF SOME
OF THE TYPES OF NODES EXISTS.
Outcome in Block Bi Types
Slot 1 Slot 2 Slot 3 Active Inactive Not Sure
C β β 1 2, 3, 4 One of {5, 6}
α α C 4 1, 5, 6 One of {2, 3}
C C 0 2 3, 4, 5, 6 1
C C α 2, 3 4, 5, 6 1
C C β 2 3 1, One of {4, 5, 6}
0 C C 5 1, 2, 3, 6 4
α C C 5 6 4, One of {1, 2, 3}
β C C 5, 6 1, 2, 3 4
C α C 1, 4 5, 6 One of {2, 3}
C β C 1, 4 2, 3 One of {5, 6}
/0}. So b(6) = ⌈log2|SNS(6)|⌉ = 3 and lenBP(6) =
⌈b(6)× t6/SW⌉= ⌈3t6/SW⌉.
c) Second Phase: In this phase only nodes of those
types and hash values participate, for which ambiguity still
exists after the first phase. To resolve the ambiguity in case
of the block results listed in Table V, an approach similar
to those described in Sections IV-B1c and IV-B2c is used.
For the block results CCβ and αCC, two slots are required
in the second phase to resolve the ambiguity, whereas for
the other block results, one slot is sufficient. For example,
in case the block result CCβ occurs, in the first of the two
required slots, each active Type 1 node transmits symbol α .
If the slot result is empty, it implies that all Type 1 nodes are
inactive, else at least one Type 1 node is active. In the second
of the two required slots, each active Type 4 (respectively,
Type 5, Type 6) node transmits symbol α (respectively, β , 0
(no transmission)). Only three outcomes are possible: if the
outcome is α (respectively, β , 0), it implies that a Type 4
(respectively, Type 5, Type 6) node is active and all nodes
of the other two types are inactive. Finally, in case the result
CCC occurs in a block of the first phase, then the set of all
node types is divided into two groups of size 3: {1,2,3} and
{4,5,6}, and the scheme for T = 3 is (recursively) used twice
in the second phase to resolve the ambiguity.
V. COGNITIVE MAC PROTOCOL FOR MULTI-CHANNEL
M2M NETWORKS
In this section, for simplicity, we describe our proposed
Cognitive MAC protocol for the case T = 3; the protocol in the
case where T is arbitrary is similar. Also, for concreteness, we
assume that Type 1, Type 2 and Type 3 nodes are emergency,
periodic and normal data type nodes respectively.
A. Overview
Time is divided into frames of equal durations. Let MT be
the total number of channels and zi be the probability that a
primary user (PU) is present on channel i ∈ {1, . . . ,MT} in
any given frame 9. Also, in a frame, suppose there are M f
9We assume that the probabilities zi are known to the base station; for
example, they can be estimated using past observations of PU occupancies
on different channels.
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Figure 5. The figure shows the structure of a frame. Only the free channels
are shown.
free channels, say {a1,a2, . . . ,aM f }; then out of these, we use
the M fe channels with the lowest values of zi for emergency
data traffic, the M fp channels with the next lowest values of zi
for periodic data traffic and the rest for normal data traffic, for
some M fe ,M fp . We assume that all M2M devices are in the
range of the base station (BS) (see Fig. 1). In each frame, only
the BS senses the MT channels to check for the presence of
PUs. Note that since M2M devices are low-cost and battery-
operated devices, our protocol does not require them to have
sensing capability. Fig. 5 shows the structure of a frame. The
BS senses every channel in the sensing window (SW) to check
for the presence of PUs. In the first broadcast window (BW1),
all the active nodes receive the list of channels that are free
in the current frame from the BS (see Section V-B). The fast
node cardinality estimation scheme described in Section IV-A
is executed in the estimation window (EW) to estimate the
number of active nodes of each type 10 (see Section V-C).
In the second broadcast window (BW2), the list of channels
assigned to each type of node and the optimal contention
probabilities (which are computed using the estimates obtained
in the EW) are broadcast by the BS (see Section V-D).
In the Contention and Data Transmission Window (CDTW),
active nodes contend on the channels assigned to them using
Slotted ALOHA [11]; upon each successful contention, the BS
reserves the requested number of slots for data transmission by
the node in the DTW (see Section V-E). Periodic nodes require
channels for periodically transmitting data. In particular, when
a periodic node r with Tr data packets contends successfully,
the BS reserves one slot each in Tr successive frames for data
transmissions by node r. Node r does not participate again in
the contention process in these Tr frames.
B. First Broadcast Window (BW1)
The BS and every node store the list of all channels, sorted
in increasing order of zi. In BW1, the BS repeatedly broadcasts
a packet on the first free channel (say m f ) of the above list; this
packet contains the list of channels that are free in the current
frame. Each active node tunes to channels in increasing order
of zi, listening for one time slot on each channel, until it tunes
to channel m f and receives the list broadcast by the BS.
10
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Figure 6. The figure shows the scheme used for numbering the reserved Rs
slots in the EW. The first slot of channel a1 is numbered 1, the first slot of
channel a2 is numbered 2, . . . , the first slot of channel aM f is numbered M f ,
the second slot of channel a1 is numbered M f +1 and so on.
C. Estimation Window (EW)
Recall that the fast node cardinality estimation
scheme described in Section IV-A requires
2t3 + ⌈t3/SW⌉ + |CI |+⌈|CI|/SW⌉ + 2|CII |= Rs (say) slots
to execute. Rs slots are reserved 11 in the EW for the
estimation process. In the EW, all the M f free channels in
the frame are utilized for the estimation. The scheme used
for numbering the reserved Rs slots in the multi-channel
environment is shown in Fig. 6.
D. Second Broadcast Window (BW2)
After the EW , the BS knows the estimated numbers of active
nodes with emergency (nˆe), periodic (nˆp) and normal (nˆn) data
packets. Based on the values of nˆe, nˆp and nˆn, out of the
M f free channels, M fe , M fp and M fn channels are assigned to
emergency, periodic and normal data nodes respectively, where
M f =M fe +M fp+M fn ; the BS broadcasts the lists of channels
assigned to each type of node in BW2. For instance, let we,wp
and wn be weights (positive real numbers) associated with
the emergency, periodic and normal data classes respectively.
Then M fe ,M fp and M fn may be selected to be approximately
nˆeweM f
(nˆewe+nˆpwp+nˆnwn)
,
nˆpwpM f
(nˆewe+nˆpwp+nˆnwn)
and
nˆnwnM f
(nˆewe+nˆpwp+nˆnwn)
re-
spectively. We use we ≥ wp ≥ wn to ensure that emergency
(respectively, periodic) data is provided a higher priority than
periodic (respectively, normal) data. To balance the load across
the assigned channels, each emergency (respectively, periodic,
normal) node selects one channel from the M fe (respectively,
M fp , M fn) channels uniformly at random and tunes to it in
the CDTW. Now, recall that if n nodes contend using Slotted
ALOHA, then the value of the contention probability p that
maximizes the throughput is p= 1/n [11]. So the BS sets the
probabilities of contention for emergency, periodic and normal
data nodes to pˆe = min(M fe/nˆe,1), pˆp = min(M fp/nˆp,1) and
pˆn =min(M fn/nˆn,1) respectively and broadcasts the values of
pˆe, pˆp and pˆn in BW2. Finally, there may be some periodic
data nodes with time slots in the DTW of the current frame
reserved in past frames; a packet containing a list of such
reserved slots is also broadcast by the BS in BW2.
10Recall that for T = 2 and T = 3, the same estimation scheme is used
under Methods I and II described in Section IV. For T ≥ 4, either Method I
or Method II can be used in the EW.
11Note that although the value of Rs is not known in advance, after the
first (respectively, second) phase of the estimation scheme, the BS can find
the value of |CI | (respectively, |CII |) (see Sections IV-A1 and IV-A2). So the
information required to reserve Rs slots is available with the network.
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Figure 7. The figure shows the CDTW used in the analysis in Section VI-A.
E. Contention and Data Transmission Window (CDTW)
After BW2, all nodes switch to their respective selected
channels for contention and data transmission. Every channel
in this window is divided into a Contention Window (CW)
and a Data Transmission Window (DTW) of variable lengths
(see Fig. 5). Each active node from N1 contends using Slotted
ALOHA [11] with contention probability pˆe in the first slot
of the CW on its channel, which is an uplink (UL) slot, and
listens to the channel for an acknowledgment (ACK) packet
from the BS in the second slot, which is a downlink (DL)
slot. If a node successfully contends in the UL slot, then it
is allotted the requested number of slots in the DTW by the
BS, starting from the rightmost available slot of the current
frame; the BS includes the list of allotted slots in the ACK
packet that it broadcasts in the following DL slot. The node
then switches to idle (sleep) state to save energy and wakes
up to transmit in its allotted slots in the DTW. Now, since
the number of contending nodes has reduced by 1, the BS
modifies pˆe to min(1/((nˆe/M fe)− 1),1) and broadcasts this
value in the DL slot. In case of an unsuccessful contention
(collision or empty slot), the BS does not send any ACK. This
process continues until the CW and DTW on that channel are
separated by a single slot; then, the BS transmits a broadcast
packet informing the remaining contending nodes to switch to
idle state (to save energy) for the rest of the frame. However, if
three successive UL slots are empty, then it is taken by the BS
to be an indication that with a high probability all the active
nodes on the channel have already successfully contended;
in this case, the BS can allot the remaining free slots of the
channel to active nodes of other channels. A similar procedure
is followed by active nodes from N2 and N3 on their selected
channels with parameter sets (pˆp, nˆp) and (pˆn, nˆn) respectively.
VI. PERFORMANCE ANALYSIS
In this section, we obtain closed-form expressions for the
expected number of successful contentions per frame and the
expected amount of energy consumed in the CDTW of a frame
under the Cognitive MAC protocol described in Section V.
A. Expected Number of Successful Contentions
Here, we focus on only one channel and hence only nodes
of a single type contend on it. Assume that n nodes of this
type are active on the channel at the start of a given frame
and let nˆ be the estimated value of n. Let the length of the
CDTW of the frame be W slots.
Let M be the number of successful contentions in the given
frame. Recall that contentions occur only in UL slots. For
tractability, we assume that upon every successful contention,
the BS reserves a constant number, say d, of slots for the
successful node from the last available slot in that frame as
11
shown in Fig. 7. If no successful contentions take place in the
frame, then M = 0 and if all contentions are successful, then
M = ⌊W/(2+ d)⌋ since 2M+dM =W or W −1. So 0≤M ≤
W/(2+ d). For each x, let Wx = ⌊
1
2
(W − xd)⌋. By definition:
E(M) =
⌊W/(2+d)⌋
∑
m=0
mP(M = m) (7)
Let Sx be the event that a successful contention occurs when x
nodes contend. Let P(Sx) = rx and px be the contention prob-
ability used when x nodes contend. In the proposed protocol,
pn− j =min(1/(nˆ− j),1), j = 0,1,2 . . . (see Section V-E). We
now find the distribution of M. There are M = m successful
contentions if and only if for some integers k1,k2, . . . ,km,
the first (k1− 1) contention attempts are unsuccessful with n
contending nodes and the kth1 attempt is successful, (k1+1)
th
to (k2− 1)
th attempts are unsuccessful with n− 1 contending
nodes and kth2 attempt is successful, . . . , and (km+1)
th to W thm
attempts are unsuccessful with n−m contending nodes. So:
P(M = m) =
Wm−m+1
∑
k1=1
Wm−m+2
∑
k2=k1+1
. . .
Wm−m+ j+1
∑
k j+1=k j+1
. . .
Wm
∑
km=km−1+1
(1− rn)
k1−1rn(1− rn−1)
k2−k1−1rn−1 . . .
(1− rn− j)
k j+1−k j−1rn− j . . . (1− rn−m)
Wm−km . (8)
Note that rn− j = (n− j)pn− j(1− pn− j)
(n− j−1). E(M) can be
obtained from (7) and (8).
B. Expected Amount of Energy Consumed in the CDTW of a
Frame
Let γI ,γT ,γR be the energy spent by a node per slot in
the idle state, transmission state and reception state respec-
tively. Let us classify the slots in the CDTW of a given
frame into uplink slots, downlink slots and data transmission
slots; let the total energy spent by all the active nodes in
them be EUL,EDL and EDT respectively. So the total ex-
pected amount of energy spent in the CDTW of a frame is
E(EUL)+E(EDL)+E(EDT ). We compute E(EUL), E(EDL) and
E(EDT ) in Sections VI-B1, VI-B2 and VI-B3 respectively.
1) Energy Spent in UL Slots: Note that there are a total of
WM uplink slots in the frame. In each of these slots, some of
the active nodes are in transmission state and the rest are in
idle state. So, EUL = ∑
WM
i=1 (LiγT +(n−Li)γI), where Li is the
number of nodes that transmit in UL slot i, which depends
on Ni (the number of contending nodes in UL slot i) and pNi .
Taking expectations and conditioning on the values taken by
M:
E(EUL) =
⌊W/(2+d)⌋
∑
m=0
(
Wm
∑
i=1
(
E(Li/M = m)γT
+
(
n−E(Li/M = m)
)
γI
))
P(M = m). (9)
Next, we find an expression for E(Li/M=m) in closed form;
E(EUL) can be found using this expression, (8) and (9). Now,
E(Li/M = m) can be calculated as:
E(Li/M = m) =
m
∑
j=0
( n− j
∑
li=0
liP(Li = li/M = m,Ni = n− j)
)
P(Ni = n− j/M =m) (10)
P(Ni = n− j/M=m) for all i and j can be found using the
fact that N1 = n with probability 1 and the following recursion:
P(Ni = n− j/M = m) = P(Ni−1 = n− j/M = m)(
1−Pi−1(Sn− j/M = m)
)
+P(Ni−1 = n− j+ 1/M= m)(
Pi−1(Sn− j+1/M = m)
)
(11)
where Pi(Sx/M=m) is the probability of success when x nodes
contend in UL slot i given M = m and j ∈ {0,1, . . . , i− 1}.
Now,
Pi(Sn− j/M = m) =
Pi(M = m/Sn− j)Pi(Sn− j)
P(M = m)
, (12)
where Pi(Sx) = xpx(1− px)
x−1 is the probability of success
when x nodes contend in UL slot i and Pi(M = m/Sx) is the
probability that M = m given that a success occurs when x
nodes contend in UL slot i. Next, similar to (8), we get:
Pi(M = m/Sn− j) =
Wm−m+1
∑
k1=i+1
Wm−m+2
∑
k2=k1+1
. . .
Wm
∑
km=km−1+1
(1− rn− j−1)
k1−i−1rn− j−1(1− rn− j−2)
k2−k1−1rn− j−2
. . . (1− rn−m)
Wm−km . (13)
for m≥ j+ 1 and Pi(M = m/Sn− j) = 0 for m< j+ 1. Next:
P(Li = li|M = m,Ni = n− j) =
P(Li = li,M = m|Ni = n− j)
P(M = m|Ni = n− j)
=
P(M = m|Li = li,Ni = n− j)P(Li = li|Ni = n− j)
P(M = m|Ni = n− j)
(14)
Note that closed form expressions for P(M = m|Li = li,Ni =
n− j) and P(M = m|Ni = n− j) can be computed similar to
the computation of Pi(M = m/Sn− j) in (13). Also, clearly:
P(Li = li|Ni = n− j) =
(
n− j
li
)
p
li
n− j(1− pn− j)
n− j−li . (15)
Finally, by using (8)−(15), we get E(EUL).
2) Energy Spent in DL Slots: In these slots, contending
nodes are in reception state and the rest are in idle state.
So EDL = ∑
WM
i=1 (NiγR + (n−Ni)γI). Taking expectations and
conditioning on the values taken by M, we get:
E(EDL) =
⌊W/(2+d)⌋
∑
m=0
(
Wm
∑
i=1
(
E(Ni/M = m)γR
+
(
n−E(Ni/M = m)
)
γI
))
P(M =m). (16)
By definition of conditional expectation, E(Ni/M = m) =
∑mj=0(n− j)P(Ni = n− j/M=m). Hence, E(EDL) can be found
using (8), (11) and (16).
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3) Energy Spent in Data Transmission Slots: Since only
one node is transmitting in these slots, all other nodes are in
the idle state. So EDT = dM
(
γT +(n− 1)γI
)
and
E(EDT ) = dE(M)
(
γT +(n− 1)γI
)
. (17)
Using (7) and (17), we can calculate E(EDT ).
VII. SIMULATIONS
In this section, via simulations 12, we evaluate: (i) the
performances of the node cardinality estimation schemes pro-
posed in Sections IV-A and IV-B (see Section VII-A), and (ii)
the performance of the proposed MAC protocol described in
Section V (see Section VII-B).
A. Performances of the Node Cardinality Estimation Schemes
In this subsection, we compare the performances of the
proposed estimation schemes, viz., Method I (described in Sec-
tion IV-A) and Method II (described in Section IV-B) with
that of a protocol in which the LoF based protocol [17]
is executed T times to separately estimate the active node
cardinalities of the T types of nodes. Throughout this subsec-
tion, we assume that |N1|= |N2|= . . . = |NT |= D (say) and
n1,all = n2,all = . . . = nT,all = nall (say). Let qi (respectively,
1− qi) be the probability with which a given node of Type i
is active (respectively, inactive) in a given time frame.
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Figure 8. The following parameters are used in both plots: T = 4, D= 100,
q3 = 0.75, q4 = 0.12. Also, q2 = 0.2 (respectively, q1 = 0.2) is used in the
left (respectively, right) plot.
The left (respectively, right) plot of Fig. 8 shows the number
of slots required for Method I, Method II and the T = 4
repetitions of the LoF based protocol to execute versus q1
(respectively, q2). Both plots of Fig. 8 show that for sufficiently
low values of the probability that a given node is active (q1
or q2), both the proposed methods, Method I and Method II,
outperform the T repetitions of LoF based protocol. Intuitively,
this is because in case of Method I and Method II, as the
probability that a given node is active increases, so does the
number of collisions in the first phase and/ or second phase,
and hence the total number of slots required to execute. Thus,
in M2M networks in which the nodes are, e.g., sensors that
occasionally transmit measurements or nodes that transmit
alarms, emergency alerts and other infrequent messages, the
two proposed protocols are expected to perform well.
12All our simulations were done using the MATLAB software.
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Figure 9. D= 100 is used in both plots. T = 5 (respectively, T = 6) is used
in the left (respectively, right) plot. From these plots, we can deduce that
qIthreshold = 0.13,q
II
threshold = 0.45 for T = 5 and q
I
threshold = 0.10,q
II
threshold =
0.27 for T = 6.
The left (respectively, right) plot of Fig. 9 shows the number
of slots required for T = 5 (respectively, T = 6) by Method
I, Method II and the T repetitions of LoF based protocol
to execute versus q in the case where qi = q, ∀i. Again,
both plots show that for sufficiently low values of q, both
Method I and Method II outperform the T repetitions of
LoF based protocol. Also, these plots show that Method II
outperforms Method I for all the values of q considered; thus,
the fact that Method II is more sophisticated than Method I
leads to better performance of the former than the latter. Let
qIthreshold (respectively, q
II
threshold) be the value of q below which
Method I (respectively, Method II) performs better than the T
repetitions of LoF based protocol.
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Figure 10. D = 100 (respectively, T = 4) is used in the left (respectively,
right) plot.
For the case where qi = q, ∀i, the left (respectively, right)
plot of Fig. 10 shows the threshold values qIthreshold and
qIIthreshold versus T (respectively, D). Again, both plots show
that Method II performs better than Method I 13 The right plot
shows that both qIthreshold and q
II
threshold decrease in D; this is
because as the number of nodes in the network increases, more
collisions occur in the first and/ or second phase of Methods
I and II, which results in an increase in the number of slots
they require to execute.
The left (respectively, right) plot of Fig. 11 shows the ana-
lytical upper bound on the expected number of slots required
(derived in Section IV-A5) and the exact expected number of
slots required by Method I to execute versus T (respectively,
13 Note that for T = 2 and T = 3, we use the same scheme in both the
methods. Hence, qIthreshold = q
II
threshold for T = 2 and T = 3. Also, the left
plot of Fig. 10 shows that for odd values of T ≥ 5, qIIthreshold is higher than
qIIthreshold for T −1 (which is even). Intuitively, this is because in Method II,
for even values of T , (T/2)tT slots are used in the first phase, whereas for
odd values of T , only ((T −1)/2)tT slots are used in the first phase..
13
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Figure 11. D= 100 is used in both the plots. q= 0.1 (respectively, T = 4)
is used in the left (respectively, right) plot.
q) in the case where qi = q, ∀i. These plots show that the
upper bound is fairly tight.
B. Performance of the Proposed Cognitive MAC Protocol
In this subsection, we evaluate the performance of the
proposed Cognitive MAC protocol described in Section V,
in terms of average throughput and average delay, via simu-
lations. Also, we compare the performance of the proposed
protocol with a hypothetical “ideal protocol” to find out how
accurate the proposed estimation scheme is. The ideal protocol
is similar to the proposed protocol, with the difference being
that it is assumed to know the exact number of active nodes
at any time 14.
Let MT ,M f , nˆe, nˆp, nˆn,we,wp,wn and zi be as defined in
Section V. At the beginning of each frame, data packets arrive
at random at each node; the number of packets that arrive
at a node belonging to the emergency (respectively, periodic,
normal) data class is a Poisson random variable with mean λe
(respectively, λp, λn). Also, each frame is divided into 50 slots
and transmission of a data packet takes 1 slot. An emergency
(respectively, normal) node which has successfully contended
for access during the CW can reserve at most ke (respectively,
kn) consecutive slots in the DTW. A periodic node can reserve
one slot per frame for at most kp consecutive frames. The
limits ke, kn and kp are imposed to ensure short-term fairness
in the transmission opportunities that different nodes get. We
consider a balanced load condition wherein there are an equal
number, say N, of nodes of each type in the network and
λe = λp = λn = λ (say).
Fig. 12 shows the average throughput per node versus λ
for the three classes with different parameter values. It can be
seen that initially the average throughput for any given class
equals the arrival rate λ , but after a particular value of λ ,
the average throughput saturates, i.e., the system transitions
to the unstable region of operation. The left plot in Fig. 12
shows that when we = wp = wn = 1 and ke = kp = kn = 1,
the average throughput curves of all three classes roughly
coincide; this is because they are treated alike by the protocol.
In contrast, the right plot in Fig. 12 shows that in the unstable
region, emergency (respectively, periodic) nodes achieve a
higher average throughput than periodic (respectively, normal)
nodes when we = 3, wp = 2, wn = 1; this is because a higher
14Note that the ideal protocol is not practically implementable and is
considered only for comparison with the proposed protocol.
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Figure 12. The following parameters are used in these plots:MT = 30, N = 50,
ke = kp = kn = 1. In the left plot we use we = wp = wn = 1 whereas in the
right plot we use we = 3, wp = 2, wn = 1.
weight results in more channels being allocated to a class.
Fig. 13 shows the average throughput under the proposed
protocol and the ideal protocol versus λ for the emergency and
normal classes. These plots show that the performance of the
proposed protocol is close to that of the ideal protocol for both
classes: in particular, in the unstable region of operation, on
average, the proposed protocol achieves 87.5% (respectively,
68%) of the average throughput under the ideal protocol for
the emergency (respectively, normal) class.
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Figure 13. The following parameters are used in these plots:MT = 30, N = 50,
we = 3, wp = 2, wn = 1, ke = kp = kn = 5.
Fig. 14 shows the average packet delay versus λ for the
emergency and normal classes with different parameter values.
The left plot of Fig. 14 shows that when we =wp =wn = 1 and
ke = kp = kn = 5, the average delay curves of the two classes
roughly coincide; on the other hand, when the weights we = 3,
wp = 2, wn = 1 are used (see the right plot of Fig. 14), the
average delay for emergency nodes is much lower than that of
normal nodes, which is because more channels are allocated
to emergency nodes.
VIII. CONCLUSIONS AND FUTURE WORK
We designed two fast node cardinality estimation proto-
cols and a Cognitive MAC protocol for heterogeneous M2M
networks. Our MAC protocol uses the proposed fast node
cardinality estimation protocols to rapidly estimate the number
of active nodes of each type in every time frame; these
estimates are used to find the optimal contention probabil-
ities to be used in the MAC protocol. We mathematically
analyzed the number of time slots required by one of our
proposed estimation protocols (Method I) to execute as well
as the performance of the Cognitive MAC protocol. Using
14
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Figure 14. The following parameters are used in these plots:MT = 30, N= 50,
ke = kp = kn = 5. In the left figure we use we = wp = wn = 1 whereas in the
right figure we use we = 3, wp = 2, wn = 1.
simulations, we evaluated the performances of our proposed
estimation protocols and Cognitive MAC protocol in terms of
the number of time slots required to execute and in terms of the
average throughput and average delay achieved respectively. In
this paper, we extended the LoF based protocol [17], which is
an estimation scheme for homogeneous networks, to estimate
node cardinalities in heterogeneous networks; a direction for
future research is to extend other estimation schemes designed
for homogeneous networks in prior work to estimate node
cardinalities in heterogeneous networks.
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APPENDIX
Proof of Theorem IV.1: Since KT =
∑
tT−1
i=0 I{S(i)1 =C,S
(i)
2 =C,...,S
(i)
T−1=C}
(see Section IV-A4), the
expected number of slots required in the second phase is
E(KT ) = ∑
tT−1
i=0 P(Ci), where Ci is the event that collisions
occur in all the T −1 slots of block Bi. Now, Ci = Ai∪Fi∪Di,
where
Ai : Event that at least two Type 1 nodes transmit in block
Bi;
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Fi : Event that at least two each of Type 2, Type 3, . . . , Type
T nodes transmit in block Bi;
Di : Event that exactly one Type 1 node and one Type 2, one
Type 3, . . . , one Type T node transmit in block Bi.
Using the union bound, upper bounds for P(Ai), P(Fi) and
P(Di) are computed as,
P(Ai)≤
(
n1
2
)
p2i ≤
n21
2
p2i ; (18)
P(Fi)≤
(
n2
2
)
p2i
(
n3
2
)
p2i . . .
(
nT
2
)
p2i ≤ (n2n3 . . .nT )
2
( p2i
2
)T−1
;
(19)
P(Di)≤ (n1pi)(n2pi) . . . (nT pi) = (n1n2 . . .nT )p
T
i ; (20)
where pi is given by (3).
Next, recall that lnr = ⌈(log2 nr)⌉. Using the
union bound, P(Ci) ≤ P(Ai) + P(Fi) + P(Di) ≤
(n21/2)p
2
i +(n2n3 . . .nT )
2(p2i /2)
T−1+ n1n2 . . .nT p
T
i . Now,
E(KT ) =
tT−1
∑
i=0
P(Ci) =
lnr−2
∑
i=0
P(Ci)+
tT−1
∑
i=lnr−1
P(Ci). (21)
Let us consider the first summation of (21),
lnr−2
∑
i=0
P(Ci)≤
lnr−2
∑
i=0
1= lnr − 1. (22)
Now consider the second summation of (21), in which tT can
be written as tT = lnr + s,
lnr+s−1
∑
i =lnr−1
P(Ci) ≤
lnr+s−1
∑
i=lnr−1
(
n21
2
p2i +
(n2n3 . . .nT )
2
2T−1
p
2(T−1)
i
+ n1n2 . . .nT p
T
i
)
=
n21
2
[
lnr+s−2
∑
i=lnr−1
(
1
4
)i+1
+
(
1
4
)lnr+s−1]
+
(n2n3 . . .nT )
2
2T−1
[
lnr+s−2
∑
i=lnr−1
(
1
4T−1
)i+1
+
(
1
4T−1
)lnr+s−1]
+ n1n2 . . .nT
[
lnr+s−2
∑
i=lnr−1
(
1
2T
)i+1
+
(
1
2T
)lnr+s−1]
(by (3))
(23)
Let us consider the series, S(r,n) = 1+ r+ r2+ . . .+ rn−1+
rn−1, where n is an integer and 0< r< 1. A simplified formula
for the sum S(r,n) is as follows.
S(r,n) =
1− rn
1− r
+ rn−1 =
1− 2rn(1− 1/2r)
1− r
. (24)
Let us consider individual upper bounds for each quantity
in (23). We get,
n21
2
[
lnr+s−2
∑
i =lnr−1
(
1
4
)i+1
+
(
1
4
)lnr+s−1]
≤
n21
2
[
1
n2r
+
1
4n2r
+
1
16n2r
+ . . . . . .+
1
4s−2n2r
+
1
4s−2n2r
]
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=
n21
2n2r
[
1− 2(1/4s)(1− 4/2)
1− 1/4
]
(by (24))
=
2
3
n21
n2r
(
1+ 2/4s
)
.
(25)
(n2n3 . . .nT )
2
2T−1
[
lnr+s−2
∑
i =lnr−1
(
1
4T−1
)i+1
+
(
1
4T−1
)lnr+s−1]
≤
(n2n3 . . .nT )
2
2T−1
(
1
4T−1
)log2 nr [
1+
1
4(T−1)
+
1
42(T−1)
+ · · ·
+
1
4(s−1)(T−1)
+
1
4(s−1)(T−1)
]
16
=
(n2n3 . . .nT
nT−1r
)2 1
2T−1(1− 4−(T−1))
(
1
−
2
4(T−1)s
(
1−
4T−1
2
))
(by (24)).
(26)
n1n2 . . .nT
[
lnr+s−2
∑
i =lnr−1
(
1
2T
)i+1
+
(
1
2T
)lnr+s−1]
≤ n1n2 . . .nT
(
1
2T
)log2 nr [
1+
1
2T
+
1
22T
+ · · ·+
1
2(s−1)T
+
1
2(s−1)T
]
17
=
(n1n2 . . .nT
nTr
) 1
1− 2−T
(
1−
2
2Ts
(1− 2T−1)
)
(by (24)).
(27)
By (21)–(23) and (25)–(27), we get:
E(KT )≤ lnr − 1+
2
3
n21
n2r
(
1+ 2/4s
)
+
(n2n3 . . .nT
nT−1r
)2
×
1
2T−1(1− 4−(T−1))
(
1−
2
4(T−1)s
(
1−
4T−1
2
))
+
(n1n2 . . .nT
nTr
) 1
1− 2−T
(
1−
2
2Ts
(1− 2T−1)
)
.
(28)
Proof of Theorem IV.2: The expected number of
slots required in the third phase is (see Section IV-A4)
E(RT ) = ∑
tT−1
i=0 P(Ai), where the event Ai is as defined in the
15
(
1
4
)lnr+k ≤( 14 )log2 nr ( 14 )k = ( 14kn2r
)
for k = 0,1,2, . . . ,s−2.
16
(
1
4T−1
)lnr+k
≤
(
1
4T−1
)log2 nr ( 1
4T−1
)k
for k = 0,1,2, . . . ,s−2.
17
(
1
2T
)lnr+k
≤
(
1
2T
)log2 nr ( 1
2T
)k
for k = 0,1,2, . . . ,s−2.
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proof of Theorem IV.1. Recall that lnr = ⌈(log2 nr)⌉. From the
inequalities shown in (18), (22) and (25), we get:
(29)E(RT ) ≤ lnr − 1+
2
3
n21
n2r
(
1+ 2/4s
)
.
