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Reinforcement Learning for Caching with Space-Time
Popularity Dynamics
Alireza Sadeghi, Georgios B. Giannakis, Gang Wang, and Fatemeh Sheikholeslami∗
With the tremendous growth of data traffic over wired and wireless networks along with
the increasing number of rich-media applications, caching is envisioned to play a critical
role in next-generation networks. To intelligently prefetch and store contents, a cache
node should be able to learn what and when to cache. Considering the geographical and
temporal content popularity dynamics, the limited available storage at cache nodes, as well
as the interactive influence of caching decisions in networked caching settings, developing
effective caching policies is practically challenging. In response to these challenges, this
chapter presents a versatile reinforcement learning based approach for near-optimal caching
policy design, in both single-node and network caching settings under dynamic space-time
popularities. The herein presented policies are complemented using a set of numerical tests,
which showcase the merits of the presented approach relative to several standard caching
policies.
1 Introduction
The term cache was initially introduced in computer systems in 1970s to describe a small
capacity memory with practically fast access [1, 2, 3]. This idea was later applied to the
Internet, where content requests typically were routed to just a few central servers [4, 5].
Mimicking the computer caches, an Internet cache is to be deployed at the edge of the
network, closer to end users, and thus to serve requests locally. Recently, the exponential
growth of mobile video traffic due to the advent of smart phones, tablets, routers, and a
massive number of devices connected through the Internet of Things [6, 7], in conjunction
with advances in Machine Learning and Artificial Intelligence has boosted caching to the
front line of research in wired and wireless networks. In this regard, caching has been
investigated from different perspectives.
Several works have considered static content popularities, which yields tractable caching
models at the price of accuracy. For instance, a multi-armed bandit approach that accounts
for the demand history and unknown popularities can be found in [8]. Coded, convexified,
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and distributed extensions of this problem were studied in [9], context and trend-aware
learning approaches in [10], [11], and coordinated-distributed extensions in [12]. From a
learning perspective, the trade-off between the “accuracy” of learning a static popularity,
and the corresponding learning “speed” was investigated [13] and [14].
Nonetheless, popularities in practice are dynamic, meaning they fluctuate over a time
horizon. For instance, half of the top 25 requested Wikipedia articles change on a daily basis
[15, 16], which motivates well adaptive caching strategies that can account for popularity
dynamics [17, 18, 19, 20, 21, 22, 23]. To approximate the evolution of popularities, a Poisson
shot noise model was adopted in [18], for which an age-based caching solution was proposed
in [19]. In addition, postulating a Markovian evolution for popularities, reinforcement
learning based approaches were recently studied in [24, 25, 26, 27, 28]. Albeit reasonable
for discrete states, these approaches cannot deal with large continuous state-action spaces.
To cope with such spaces, deep reinforcement learning approaches have been considered for
content caching in, e.g., [29, 30].
The aforementioned works have focused on devising caching policies for a single entity.
A more common setting in next-generation networks however, involves a network of inter-
connected caching nodes. For example, today’s content delivery networks such as Akamai
[31], have tree network structures. On the other hand, it has been shown that optimizing a
network of connected caches jointly can further improve performance [32].
This chapter aspires to glean some of the recent advances in caching with space-time
popularities, through a suite of reinforcement learning tools. The collection here is by no
means exhaustive. Upon modeling the space-time popularity dynamics in a cellular network
as a Markovian process, a reinforcement learning formulation of the caching task is laid out.
After reviewing the classical reinforcement learning algorithms, Q-learning in particular, a
scalable approach is derived. Next, a networked caching scenario is considered where a
parent node is connected to several leaf nodes to serve end-user file requests. Inspired by
the tree network structure in Akamai, a two-timescale formulation of the caching problem
is developed. To model the interaction between caching decisions of parent and leaf nodes
along with the space-time evolution of file requests, a scalable deep reinforcement learning
approach based on hyper deep Q-networks (DQNs) is developed.
Notation. Lower- (upper-) case boldface letters denote column vectors (matrices), whose
(i, j)-th entry is denoted by [ . ]i,j . Calligraphic symbols are reserved for sets, while > stands
for transposition. The operator E denotes the expectation, and vector 1 represents the all
one vector.
2 Single-node caching: Modeling and problem statement
Consider a subsection of a cellular network, which is simply a single small base station (SB)
connected to the backbone network through a low-bandwidth, high-delay backhaul link.
The SB is equipped with M units to store unit-size content (files); see Fig. 1. We suppose
that caching is to be carried out in a slotted fashion over t = 1, 2, . . ., where, at the end
of each slot, the cache control unit (CCU)-enabled SB selects “intelligently” M files from
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Figure 1: Local section of a HetNet.
a total of F  M available ones, and prefetches them for possible reuse in the subsequent
slot. The structure of a slot is depicted in Fig. 2. At the beginning of a time slot, the
user file requests are revealed, and the so-called “content delivery” phase takes place. The
second phase, pertains to “information exchange,” where the SBs transmit their locally-
observed popularity profiles to the network operator, and in return receive the estimated
network-wide global popularity profile. Finally, “cache placement” is to happen where a
selection of files are stored for the next time slot. These slots may not be of equal length,
as the starting times may be set a priori, for example at 3 AM, 11 AM, or 4 PM, when the
network load is relatively low; or, slot intervals may be dictated to the CCU by the network
operator ‘on the fly.’ Generally, a slot begins when the network is at an off-peak period,
and its duration coincides with the peak traffic time when the pertinent costs of serving
users are high.
Users request a subset of files from the set F := {1, 2, . . . , F} of available ones, during
the content delivery of slot t. If a requested file is stored in the cache, it will be immediately
served locally, without incurring any cost. Conversely, if it is not available in the cache,
then the SB must fetch it from the cloud through a congested backhaul link, thus incurring
a certain cost, due to possible electricity price surges, processing cost, or the sizable delay
resulting in low QoE and user dissatisfaction. The goal is to enable the CCU to intelligently
select the cache contents, so that costly services from the cloud can be avoided as often as
possible. To this aim, let a(t) ∈ A denote the F × 1 binary caching action vector at slot
t, with A := {a|a ∈ {0, 1}F ,a>1 = M} being the set of all feasible actions; where having
[a(t)]f = 1 is tantamount to storing the file f for the duration of slot t; and [a(t)]f = 0
otherwise.
During the content delivery phase, the CCU computes an F × 1-vector of the local
popularity profile pL(t) per slot t, whose f -th entry captures the expected local demand for
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file f , defined as [
pL(t)
]
f
:=
Number of local requests for f at slot t
Number of all local requests at slot t
.
Similarly, the network operator estimates an F × 1 global popularity profile vector pG(t),
and transmits it to all CCUs. Having the estimated local and global file popularities by the
end of the information exchange phase of slot t, we define the overall system state as
s(t) :=
[
p>G(t),p
>
L (t),a
>(t)
]>
. (1)
While at slot t − 1, our objective is to leverage historical observations of states {s(τ)}t−1τ=0,
and corresponding costs, to learn an optimal action for the next slot; that is, a∗(t). The
ensuing sections formulate this objective from a reinforcement learning vantage point.
2.1 Costs and caching strategies
Serving file requests is costly, where the overall cost comprises the superposition of three
terms. The first term c1,t corresponds to the cost of refreshing the cache contents locally.
In its general form, c1,t(·) is a function of the upcoming action a(t), and available contents
at the cache according to current caching action a(t−1), where the subscript t captures the
possibility of incurring a time-varying cost for refreshing the cache. A reasonable choice of
c1,t(·) is
c1,t(a(t),a(t− 1)) := λ1,ta>(t) [1− a(t− 1)] . (2a)
The second cost c2,t(s(t)) is incurred during the operational phase of slot t to satisfy local
user file requests. A prudent choice for this cost must: i) penalize requests for files already
cached much less than requests for files not stored; and, ii) be a non-decreasing function of
popularities [pL]f . For simplicity, we choose
c2,t(s(t)) := λ2,t [1− a(t)]> pL(t) (2b)
which solely penalizes the non-cached files in a descending order of their local popularities.
The third type of cost captures the “mismatch” between caching action a(t), and the
global popularity profile pG(t). Indeed, it is reasonable to consider the global popularity of
files as a surrogate of what the local profiles must look like in the near future; thus, keeping
the caching action close to pG(t) may reduce future possible costs. Note that having a
relatively small number of local requests may just give a rough estimate of local demands,
while the global popularity profile can serve as side information in tracking the evolution of
content popularities across the network. To account for this issue, we introduce the third
type of cost as
c3,t(s(t)) := λ3,t [1− a(t)]> pG(t) (2c)
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Figure 2: The slot structure.
penalizing the files not cached according to the global popularity profile pG(·) provided
by the network operator, thus promoting adaptation of caching policies close to global
demand trends.
Upon taking action a(t), the aggregate cost conditioned on the popularity vectors re-
vealed, can be expressed as follows
Ct
(
s(t− 1),a(t)
∣∣∣pG(t),pL(t)) := c1,t (a(t),a(t− 1)) + c2,t (s(t)) + c3,t(s(t)) (3)
= λ1,ta
>(t)(1− a(t− 1)) + λ2,t(1− a(t))>pL(t)
+ λ3,t(1− a(t))>pG(t)
where weights λ1,t, λ2,t, and λ3,t control the relative significance of the corresponding terms.
As asserted earlier, the cache-refreshing cost is considered to be less than that of fetching,
which justifies λ1,t  λ2,t. In addition, setting λ3,t  λ2,t is of interest when the local
popularity profiles are of acceptable accuracy, or, if tracking local popularities is of higher
importance. In particular, setting λ3,t = 0 corresponds to the special case where the caching
cost is decoupled from the global popularity profile evolution. On the other hand, setting
λ2,t  λ3,t is desirable in networks where globally popular files are of high significance, for
instance when users have high mobility and may change SBs rapidly, or, when a few local
requests prevent the SB from estimating accurately the local popularity profiles. Figure 3
depicts the evolution of popularities and action vectors along with the aggregate conditional
costs across slots.
2.2 Markovian popularity profile evolution
We consider Markovian evolution for user requests (popularities) both globally and locally
as depicted in Fig. 4. Global popularity profiles are assumed to be generated through an
underlying Markov chain with |PG| states collected in the set PG :=
{
p1G, . . . ,p
|PG|
G
}
; and
likewise, for the local popularity profiles having states PL :=
{
p1L, . . . ,p
|PL|
L
}
. Although
PG and PL are known, the underlying transition probabilities of the two Markov chains are
unknown in practice.
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Figure 3: A schematic depicting the evolution of key quantities across time slots. Duration
of slots can be unequal.
Given PG and PL as well as feasible caching decisions from the set A, the overall set of
states in the network is
S :=
{
s
∣∣s = [p>G,p>L ,a>]>,pG ∈ PG , pL ∈ PL,a ∈ A} .
In the proposed reinforcement learning based caching, the underlying transition probabil-
ities for global and local popularity profiles are unknown. Therefore, the learner should
find the optimal policy by interactively by making sequential decisions, and observing the
corresponding costs. The following section formulates the optimal caching problem, and
provides an efficient solver to handle the “curse of dimensionality” typically emerging with
reinforcement learning [33].
2.3 Reinforcement learning formulation
Due to the random nature of user requests, the cost (3) is random with mean
Ct (s(t− 1),a(t)) : = EpG(t),pL(t)
[
Ct
(
s(t− 1),a(t)
∣∣∣pG(t),pL(t)) ] (4)
= λ1a
>(t) [1− a(t− 1)] + λ2E
[
(1− a(t))>pL(t)
]
+ λ3E
[
(1− a(t))>pG(t)
]
where the expectation is taken with respect to (wrt) pL(t) and pG(t), while the weights are
λ1,t = λ1, λ2,t = λ2, and λ3,t = λ3. Let pi : S → A denote the policy function, which maps
state s ∈ S to the action set, where for a given pi(·), at the state s(t), caching is carried
out via a(t + 1) = pi(s(t)) dictating what files to store for next slot (t + 1). The caching
performance is measured through the so-termed state value function
Vpi (s(t)) := lim
T→∞
E
[
T∑
τ=t
γτ−tC (s [τ ] , pi (s [τ ]))
∣∣∣s(t)] (5)
which is the expected discounted cost incurred over an infinite time horizon, with future
terms discounted by a factor γ ∈ [0, 1). Furthermore, tuning γ trades off current for future
costs, and it also accounts for modeling uncertainties or dynamics.
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Figure 4: Schematic of network structure with required communications between an SB
with the network operator.
The objective here is to seek an optimal policy pi∗ such that the expected discounted
cost is minimized for any initial state s
pi∗ = arg min
pi∈Π
Vpi (s) , ∀s ∈ S (6)
where Π is the set of all feasible policies. The optimization problem in (6) is a sequential
decision-making problem, which can be solved using the Bellman equations, as elaborated
in next section.
2.4 Optimality conditions
The Bellman equations provide necessary conditions for optimality of a policy in a sequential
decision making problem. Let [P a]ss′ denote the transition probability of going from the
current state s to the next one s′ while having taken action a; that is,
[P a]ss′ := Pr
{
s(t) = s′
∣∣∣s(t− 1) = s, pi(s(t− 1)) = a}. (7)
Bellman equations express the state value function by (5) in a recursive fashion as follows
[33, pg. 47]
Vpi (s) = C (s, pi(s)) + γ
∑
s′∈S
[P pi(s)]ss′Vpi
(
s′
)
,∀s, s′ (8)
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which amounts to the superposition of C plus a discounted version of future state value
functions under a given policy pi. Specifically, C in (4) can be written as
C (s, pi(s)) =
∑
s′:=[p′G,p
′
L,a
′]∈S
[P pi(s)]ss′C
(
s, pi(s)
∣∣∣p′G,p′L) (9)
where C
(
s, pi(s)
∣∣p′G,p′L) is defined in (3). Given [P a]ss′ ∀s, s′, one can readily obtain
{Vpi(s), ∀s} by solving (8), and eventually the optimal policy pi∗ in (11) using the so-termed
policy iteration algorithm [33, pg. 79]. In practice however, P a is unknown. This motivates
the use of adaptive dynamic programming (ADP) and model-free reinforcement learning
algorithms such as Q-learning. The ADP estimates [P a]ss′ for all s, s
′ ∈ S, and a ∈ A,
as iterations proceed [34, pg. 834]. Unfortunately, ADP algorithms are often very slow
and impractical, as they must estimate |S|2× |A| probabilities. In contrast, the Q-learning
algorithm to be elaborated next finds the optimal pi∗ as well as Vpi(s), while circumventing
the need for estimating [P a]ss′ , ∀s, s′; see e.g., [33, pg. 140].
To describe how this algorithm works in our context, we introduce the so-termed state-
action value function for a given policy pi [33, pg. 62]
Qpi
(
s,a′
)
:= C
(
s,a′
)
+ γ
∑
s′∈S
[P a
′
]ss′Vpi
(
s′
)
(10)
which is commonly referred to as the “Q-function”. The Q-factor Qpi(s,a) basically captures
the expected current cost of taking a particular action a when the system is in state s,
followed by the discounted value of the future states, provided that the future actions are
taken by following the policy pi. The next section uses the Q-function to find the optimal
policy.
2.5 Optimal caching via Q-learning
Q-learning is a reinforcement learning scheme to infer the optimal policy pi∗, by estimating
the optimal state-action value function Q∗(s,a′) := Qpi∗(s,a′), ∀s,a′ ‘on the fly.’ Upon
obtaining Q∗(s,a′), the optimal policy can be easily extracted [33, pg. 67] as
pi∗(s) = arg min
α
Q∗(s,α), ∀s ∈ S. (11)
Furthermore, the Q-function and V (·) under pi∗ are related
V ∗(s) := Vpi∗(s) = min
α
Q∗(s,α) (12)
which in turn yields
Q∗
(
s,a′
)
= C
(
s,a′
)
+ γ
∑
s′∈S
[P a]ss′ min
α∈A
Q∗
(
s′,α
)
. (13)
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Algorithm 1: Caching via Q-learning at CCU
1 Initialize s(0) randomly and Qˆ0(s,a) = 0 ∀s,a
2 for t = 1, 2, ... do
3 Take action a(t) chosen probabilistically by
a(t) =
{
arg min
a
Qˆt−1 (s(t− 1),a) w.p. 1− t
random a ∈ A w.p. t
pL(t) and pG(t) are revealed based on user requests
4 Set s(t) =
[
p>G(t),p
>
L (t),a(t)
>]>
5 Incur cost C
(
s(t− 1),a(t)
∣∣∣pG(t),pL(t))
6 Update
Qˆt(s(t− 1),a(t)) = (1− βt)Qˆt−1 (s(t− 1),a(t))
+ βt
[
C
(
s(t− 1),a(t)∣∣pG(t),pL(t))+ γmin
α
Qˆt−1 (s(t),α)
]
7 end
The well-known Q-learning algorithm relies on (13) to approximate Q∗(s,a′). This al-
gorithm is tabulated in Algorithm 1. In this algorithm, the agent updates its estimated
Qˆ(s(t − 1),a(t)) as C(s(t− 1),a(t)∣∣pG(t),pL(t)) is observed. That is, given s(t − 1), Q-
learning takes action a(t), and upon observing s(t), it incurs cost and forms the instanta-
neous error
ε (s(t− 1),a(t)) := 1
2
(
C (s(t− 1),a(t)) + γmin
α
Q̂ (s(t),α)− Q̂ (s(t− 1),a(t))
)2
(14)
and correspondingly updates the Q-function through a stochastic gradient descent step to
minimize error. As a result, one can easily write the update rule in short as
Qˆt (s(t− 1),a(t)) = (1− βt)Qˆt−1 (s(t− 1),a(t))
+ βt
[
C
(
s(t− 1),a(t)
∣∣∣pG(t),pL(t))+ γmin
α
Qˆt−1 (s(t),α)
]
while keeping the rest of the entries in Qˆt(·, ·) unchanged.
Regarding convergence of the Q-learning algorithm, a necessary condition ensuring
Qˆt (·, ·)→ Q∗ (·, ·), is that all state-action pairs must be continuously updated [35]. Under
this and the usual stochastic approximation conditions that will be specified later, Qˆt (·, ·)
converges to Q∗ (·, ·) with probability 1; see e.g., [36], for a detailed description. Finite-
time error bounds of the Q-learning algorithm with function approximation can be found
in [37], [38]. To guarantee visiting all state-action pairs, various exploration-exploitation
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algorithms have been proposed. In this section, we have adopted an -greedy action selec-
tion algorithm. During initial iterations, or when the CCU observes a considerable shift in
content popularities, setting t high promotes exploration in order to learn the underlying
dynamics. On the other hand, in stationary settings and once “enough” observations are
made, small values of t are desirable as they enable agent actions to approach the optimal
policy.
The main limitation of the Q-learning algorithm is its slow convergence, which is due to
the independent updates of the Q-values. Fortunately, Q-values are related, and leveraging
these relationships leads to multiple updates per observation, hence accelerating conver-
gence. In the ensuing section, the structure of the problem at hand is exploited to develop
a linear function approximation of the Q-function, which in turn offers scalability.
2.6 Scalable caching
Despite the simplicity of the updates as well as the optimality guarantees of the Q-learning
algorithm, it is not scalable due to the possibly large state-action spaces present in real
networks. For instance, the Q-table is of size |PG||PL||A|2, where |A| =
(
F
M
)
encompasses
all possible selections of M out of F files. Hence, the Q-table size grows prohibitively with
F , rendering the convergence of the table entries, as well as the policy iterates unacceptably
slow. Furthermore, action selection in minα∈AQ(s,a) entails an expensive exhaustive search
over the entire feasible action set A whose cardinality can be huge. Function approximation
schemes are appealing as they can endow Q-learning with scalability to handle real-world
problems [39, 40, 41, 42, 43]. In our problem, a delicate linear approximation for Q(s,a) is
inspired by the additive form of the instantaneous costs in (3). Specifically, we propose to
approximate Q(s,a′) as follows
Q(s,a′) ' QG(s,a′) +QL(s,a′) +QR(s,a′) (15)
where QG, QL, and QR correspond to the global and local popularity mismatches, and the
cache-refreshing cost, respectively. Recall that the state vector s consists of three subvectors
as s := [p>G,p
>
L ,a
>]>. Corresponding to the global popularity subvector, we model the first
term of the approximation in (15) as
QG(s,a
′) :=
|PG|∑
i=1
F∑
f=1
θGi,f1{pG=piG}1{[a′]f=0} (16)
where the sums are over possible global popularity profiles as well as files, and where the
indicator function 1{·} is 1 if its argument holds true; and 0 otherwise; while θGi,f captures
the average “overall” cost if the system is in global state piG, and the CCU decides not to
cache the fth content. By defining the |PG|×|F| matrix with (i, f)-th entry
[
ΘG
]
i,f
:= θGi,f ,
one can rewrite (16) as
QG(s,a
′) = δ>G(pG)Θ
G(1− a′) (17)
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where
δG(pG) :=
[
δ(pG − p1G), . . . , δ(pG − p|PG|G )
]>
.
Similarly, we can approximate the second summand (15) as
QL(s,a
′) :=
|PL|∑
i=1
F∑
f=1
θLi,f1{pL=piL}1{[a′]f=0}
= δ>L (pL)Θ
L(1− a′) (18)
where
[
ΘL
]
i,f
:= θLi,f , and
δL(pL) :=
[
δ(pL − p1L), . . . , δ(pL − p|PL|L )
]>
with θLi,f modeling the average overall cost for not caching file f when the local popularity
is in state piL.
Finally, we model the third summand in (15) corresponding to the cache refreshing cost,
as follows
QR(s,a
′) : =
F∑
f=1
θR1{[a′]f=1}1{[a]f=0} (19)
= θRa′> (1− a)
= θR
[
a′> (1− a) + a>1− a′>1
]
= θRa>(1− a′)
where θR is the long-time averaged cache-refreshing cost per content. The constraint a>1 =
a′>1 = M , is to factor out the term 1− a′, which will become useful shortly.
Upon collectively denoting all parameters by Λ := {ΘG,ΘL, θa}, the Q-function is
readily approximated as (cf. (15))
Q̂Λ(s,a
′) :=
(
δ>G(pG)Θ
G + δ>L (pL)Θ
L + θRa>
)
︸ ︷︷ ︸
ψ(s):=
(1− a′). (20)
The original task of learning |PG||PL||A|2 parameters in Algorithm 1 is now reduced to that
of learning Λ containing (|PG|+ |PL|) |F|+ 1 parameters.
2.7 Learning Λ
Given the current parameter estimates {Θ̂Gt−1, Θ̂
L
t−1, θˆRt−1} at the end of the information
exchange phase of slot t, the so-called temporal difference error is given by
ê (s(t− 1),a(t)) := C (s(t− 1),a(t)) + γmin
a′
Q̂Λt−1
(
s(t),a′
)− Q̂Λt−1 (s(t− 1),a(t)) .
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Using the definition
ε̂ (s(t− 1),a(t)) := 1
2
(
ê (s(t− 1),a(t))
)2
, (21)
the parameter update rules are obtained following stochastic gradient descent to minimize
the loss in (21) as follows (cf. [34, p. 847])
Θˆ
G
t = Θˆ
G
t−1 − αG∇ΘG ε̂ (s(t− 1),a(t)) (22)
= Θˆ
G
t−1 + αG ê (s(t− 1),a(t)) ∇ΘGQ̂Λt−1(s(t− 1),a(t))
= Θˆ
G
t−1 + αG ê (s(t− 1),a(t)) δG(pG(t− 1))(1− a(t))>
and
Θˆ
L
t = Θˆ
L
t−1 − αL∇ΘL ε̂ (s(t− 1),a(t)) (23)
= Θˆ
L
t−1 + αL ê (s(t− 1),a(t)) ∇ΘLQ̂Λt−1(s(t− 1),a(t))
= Θˆ
L
t−1 + αL ê (s(t− 1),a(t)) δL(pL(t− 1))(1− a(t))>
along with
θˆRt = θˆ
R
t−1 − αR∇θR ε̂ (s(t− 1),a(t)) (24)
= θˆRt−1 + αR ê (s(t− 1),a(t)) ∇θRQ̂Λt−1(s(t− 1),a(t))
= θˆRt−1 + αR ê (s(t− 1),a(t)) a>(t− 1)(1− a(t)).
The pseudocode for this scalable approximation of the Q-learning scheme is tabulated as
Algorithm 2.
The advantage of this scalable Q-learning is threefold.
• The large state-action space in the Q-learning algorithm is handled by reducing the
number of parameters from |PG||PL||A|2 to (|PG|+ |PL|) |F|+ 1.
• In contrast to single-entry updates in the exact Q-learning Algorithm 1 , (F −M)
entries in Θ̂
G
and Θ̂
L
as well as θR, are updated per observation using (22)-(24),
which leads to a much faster convergence.
• The exhaustive search in min
a∈A
Q (s,a) required in exploitation; and also in the error
evaluation (14), is circumvented. Specifically, it holds that (cf. (20))
min
a′∈A
Q(s,a′) ≈ min
a′∈A
ψ>(s)
(
1− a′) = max
a′∈A
ψ>(s) a′ (25)
where ψ(s) := δ>G(pG)Θ
G + δ>L (pL)Θ
L + θRa>. The solution of (25) is readily given
by [a]νi = 1 for i = 1, . . . ,M , and [a]νi = 0 for i > M , where [ψ(s)]νF ≤ · · · ≤ [ψ(s)]ν1
are sorted entries of ψ(s).
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Algorithm 2: Scalable Q-learning
1 Initialize s(0) randomly, Θ̂
G
0 = 0, Θ̂
L
0 = 0, θˆ
R
0 = 0, and thus ψ̂(s) = 0
2 for t = 1, 2, ... do
3 Take action a(t) chosen probabilistically by
a(t) =
{
M best files via ψ̂ (s(t− 1)) w.p. 1− t
random a ∈ A w.p. t
where ψˆ(s) := δ>G(pG)Θ̂
G
+ δ>L (pL)Θ̂
L
+ θ̂Ra>
4 pG(t) and pL(t) are revealed based on user requests
5 Set s(t) =
[
p>G(t),p
>
L (t),a(t)
>]>
6 Incur cost C
(
s(t− 1),a(t)
∣∣∣pG(t),pL(t))
7 Find ε̂ (s(t− 1),a(t))
8 Update Θ̂
G
t , Θ̂
L
t and θˆ
R
t based on (22)-(24)
9 end
2.8 Numerical tests
This section tests the performance of the proposed Q-learning algorithm and its scalable
approximation. To compare the proposed algorithms with the optimal caching policy, which
is the best policy computed under known transition probabilities for global and local popu-
larity Markov chains, we first simulated a small network with F = 10 contents, and caching
capacity M = 2 at the local SB. Global popularity profile is modeled by a two-state Markov
chain with states p1G and p
2
G, that are drawn from Zipf distributions having parameters
ηG1 = 1 and η
G
2 = 1.5, respectively [44]. That is, for state i ∈ {1, 2}, the F contents are
assigned a random ordering of popularities, and then sorted accordingly in a descending
order. Given this ordering and the Zipf distribution parameter ηGi , the popularity of the
f -th content is set to [
piG
]
f
=
1
fη
G
i
F∑
l=1
1 / lη
G
i
, i = 1, 2
where the summation normalizes the components to follow a valid probability mass function,
while ηGi ≥ 0 controls the skewness of popularities.
Furthermore, state transition probabilities of the global popularity Markov chain were
drawn randomly. Similarly, local popularities were modeled by a two-state Markov chain,
with states p1L and p
2
L, whose entries were drawn from Zipf distributions with parameters
ηL1 = 0.7 and η
L
2 = 2.5, respectively. The transition probabilities of the local popularity
Markov chain were generated randomly.
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Figure 5: Performance of the proposed algorithms.
Caching performance was assessed under three cost-parameter settings: (s1) λ1 =
10, λ2 = 600, λ3 = 1000; (s2) λ1 = 600, λ2 = 10, λ3 = 1000, and (s3) λ1 = 10, λ2 =
10, λ3 = 1000. In all numerical tests the optimal caching policy was found by utilizing
the policy iteration algorithm with known transition probabilities. In addition, Q-learning
in Algorithm 1 and its scalable approximation in Algorithm 2 were run with βt = 0.8,
αG = αL = αR = 0.005, and t = 0.05.
Figure 5 depicts the observed cost versus iteration (time) index averaged over 1,000
realizations. It is seen that the caching cost via Q-learning, as well as through its scalable
approximation converges to that of the optimal policy. As anticipated, even for this small-
size network, with |PG| = |PL| = 2 and |A| = 45, the Q-learning algorithm converges slowly
to the optimal policy, especially under s1, while its scalable approximation exhibits faster
convergence. The reason for the slower convergence under (s1) is that the corresponding
cost parameters of local and global popularity mismatches are set high, and thus conver-
gence of the Q-learning algorithm as well as that of the caching policy essentially relies on
learning both the global and local popularity Markov chains. In contrast, under (s2), λ2
corresponding to the local popularity mismatch is low; hence, the impact of local popularity
Markov chain on the optimal policy is reduced, giving rise to a simpler policy, thereby a
faster convergence.
Having demonstrated the accuracy and efficiency of the proposed algorithms, we next
simulated a larger network with F = 1, 000 available files, and a cache capacity of M = 10,
offering a total of
(
1000
10
) ' 2 × 1023 feasible caching actions. In addition, we set the local
and global popularity Markov chains to have |PL| = 40 and |PG| = 50 states, for which the
underlying state transition probabilities were drawn randomly, and Zipf parameters were
drawn uniformly over the interval (2, 4).
Figure 6 plots the performance of Algorithm 2 under (s4) λ1 = 100, λ2 = 20, λ3 = 20,
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Figure 6: Performance in large state-action space scenaria.
(s5) λ1 = 0, λ2 = 0, λ3 = 1, 000, and (s6) λ1 = 0, λ2 = 1, 000, λ3 = 600. The exploration-
exploitation parameter was set to t = 1 for t = 1, 2, . . . , 7×105, in order to greedily explore
the entire state-action space in initial iterations, and t = 1/(iteration index) for t > 7×105.
Finding the optimal policy in (s5) and (s6) requires a prohibitively sizable memory
as well as incurs an extremely high computational complexity. It is thus impractical for
this network. However, having large cache-refreshing costs with λ1  λ2, λ3 in (s4) forces
the optimal caching policy to freeze its cache contents, making the optimal caching policy
predictable in this setting. Despite the very limited storage capacity of 10 / 1, 000 = 0.01
of available files, reinforcement learning-enabled caching offers considerable cost reduction,
while the proposed approximated Q-learning endows the approach with scalability and
light-weight updates.
The proposed Algorithms 1 and 2 deal with only a single caching entity. However, in
more common settings, a cache node resides within a network of interconnected caches. For
example, most of today’s content delivery networks such as Akamai have a tree network
structure [31]. Therefore, the caching policy design for a network of interconnected caches
has become common practice in recent contributions; see, e.g. [29, 45]. To design practical
caching policies for such networks, one is faced with the following challenges, including i)
topology-adaptive caching: caching decisions of a node in a network of caches, influence
decisions of all other nodes, and thus a desired caching policy must adapt to the network
topology as well as policies of the neighboring nodes; ii) complex dynamics: content popular-
ities are random, and exhibit unknown space-time, heterogeneous, and often non-stationary
dynamics over the entire network; and, iii) large and continuous state-space: because of
the sheer size of available content, caching nodes, and possible realizations of requests, the
decision space is huge. These considerations prompted us to address the network caching
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problem from a reinforcement learning perspective.
3 Network caching with space-time popularity dynamics
Consider a two-level network caching, where a parent node is connected to multiple leaf
nodes to serve end-user file requests. Indeed, this two-level network constitutes a building
block of the popular tree hierarchical cache networks in e.g., [31]; see also Fig. 7 for an illus-
tration. To capture the complicated interactions between caching decisions of parent and
leaf nodes along with the space-time evolution of file requests, we develop a scalable deep
reinforcement learning approach based on a hyper deep Q-network (DQN) implementation
developed in our prior works [46, 47]. Indeed, deep reinforcement learning has demonstrated
state-of-the-art performance in diverse domains, including e.g., video games [48], data cen-
ters [49, 50], smart grid [47], and software-defined networking [51, 52]. The objective here
is to endow the caching policy of the parent node with the capability of adapting itself to
local policies of leaf nodes and space-time evolution of file requests.
3.1 Modeling and problem statement
Consider the two-level network of interconnected caching nodes in Fig. 7 (left), where a
parent node is connected several leaf nodes indexed by n ∈ N := {1, . . . , N}. The parent
node is also connected to the cloud through a congested back-haul link. One could consider
this network as part of a larger hierarchical caching system, where the parent node is
connected to a higher level caching node instead of the cloud, as depicted in Fig. 7 (right);
see also [53, 54].
All nodes in this network store files to serve file requests. Every leaf node serves its
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locally connected end users, by providing their requested files. If a requested content is
available locally at a leaf node, the content will be served immediately at no cost. If it is
not locally available due to limited caching capacity, the content will be fetched from its
parent node, at a certain cost. Similarly, if the file is available at the parent node, it will be
served to the leaf at no cost; otherwise, the file must be fetched from the cloud at a higher
cost.
Every leaf node follows its local caching policy to store locally popular files, while the
parent node should store globally popular files that typically are not stored by the leaf nodes.
Leaf nodes are closer to end users; therefore, they frequently receive user file requests that
exhibit rapid temporal evolution at a fast timescale. In contrast, the parent node observes
an aggregate of requests over a large number of users that are not served by the N leaf
nodes, which naturally exhibit smaller fluctuations and thus evolve at a slow timescale.
Building on this observation, we consider a two-timescale approach to managing such a
tree network of caching nodes. To that end, let τ = 1, 2, . . . denote the slow time intervals,
each of which is further divided into T fast time slots indexed by t = 1, . . . , T ; see Fig. 8 for
a depiction. We assume that the network state remains unchanged during each fast time
slot t, but can change from t to t + 1. Suppose that the F files in the cloud are collected
in the set F = {1, . . . , F}. At the beginning of each slot t, every leaf node n selects a
subset of files in F to prefetch and store for possible use in this slot. To determine which
files to store, every leaf node relies on a local caching policy function pin, to take action
an(t + 1, τ) = pin(sn(t, τ)) at the beginning of slot t + 1, based on its state vector sn at
the end of slot t. We define the state vector sn(t, τ) :=rn(t, τ) := [r
1
n(t, τ) · · · rFn (t, τ)]> to
collect the number of requests received at leaf node n for individual files over the duration
of slot t on interval τ . Likewise, to serve file requests that have not been served by leaf
nodes, the parent node takes action a0(τ) to store files at the beginning of every interval τ ,
according to a certain policy pi0.
3.2 Two-timescale problem formulation
File transmission over links consumes resources, including e.g., energy, time, and bandwidth.
Among possible choices, we consider the following cost for node n ∈ N , at slot t+1 of interval
τ to serve a request
cn(pin(sn(t, τ)), rn(t+ 1, τ), a0(τ)) :=rn(t+ 1, τ) (1− a0(τ))
(1− an(t+1, τ))+ rn(t+1, τ) (1− an(t+1, τ)) (26)
where cn(·) := [c1n(·) · · · cFn (·)]> concatenates the cost for serving individual files per node
n; symbol  denotes entry-wise vector multiplication; entries of a0 and an are either 1
(cache, hence no need to fetch), or, 0 (no-cache, hence fetch); and 1 stands for the all-one
vector. Specifically, the second term in (26) is the cost of the leaf node fetching files for end
users, while the first term is that of the parent fetching from the cloud.
We again model file requests as Markov processes with unknown transition probabilities.
During any interval τ , a reasonable caching policy for leaf node n ∈ N minimizes the
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Figure 8: Slow and fast time slots.
expected cumulative cost; that is,
pi∗n,τ:= arg min
pin∈Πn
E
[ T∑
t=1
1>cn(pin(sn(t, τ)), rn(t+1, τ), a0(τ))
]
(27)
where Πn represents the feasible policies for node n. Although solving (27) is in general chal-
lenging, efficient near-optimal solutions have been introduced [27, 28, 55]. The remainder
will thus focus only on designing the caching policy pi0 for the parent node.
To have a caching policy that accounts for both leaf node policies and file popularity
dynamics, the parent collects relevant local information from all leaf nodes. At the end
of interval τ , each leaf node n ∈ N first obtains the time-average state vector s¯n(τ) :=
(1/T )
∑T
t=1 sn(t, τ); and at the same time forms and forwards the per-node vector s¯n(τ)
(1−pin(s¯n(τ))) to its parent node. This vector has average number of file requests received
during interval τ , and zero entries if pin stores the corresponding files. Using the latter, the
parent node forms its weighted state vector
s0(τ) :=
N∑
n=1
wns¯n(τ) (1− pin(s¯n(τ))) (28)
with the weights {wn ≥ 0}. Similarly, having received at the end of interval τ + 1 the
slot-averaged costs
c¯n(pi0(s0(τ)); {an(t, τ + 1), rn(t, τ + 1)}Tt=1)
=
1
T
T∑
t=1
cn(an(t, τ + 1), rn(t, τ + 1) , a0(τ + 1)) (29)
from all leaf nodes, the parent node computes the cost
c0(s0(τ), pi0(s0(τ))) =
N∑
n=1
wnc¯n(pi0(s0(τ)); {an(t, τ + 1), rn(t, τ + 1)}Tt=1)). (30)
Having observed {s0(τ ′), a0(τ ′), c0(s0(τ ′ − 1), a0(τ ′)}ττ ′=1, the goal is to find an optimal pol-
icy function pi∗0 to take a caching action a0 (τ+1) = pi∗0 (s0 (τ)).
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Since requests {rn(t, τ)}n,t are Markovian and the present actions {an(t, τ)}n,t affect
future costs, the optimal reinforcement learning policy for the parent node minimizes the
expected discounted cost over all leaf nodes in the long run, namely
pi∗0 := arg min
pi0∈Π0
E
[ ∞∑
τ=1
γτ−11>c0(s0(τ), pi0(s0(τ)))
]
(31)
where Π0 is set of feasible policies.
Clearly, the decision at a given state s0(τ), that is, a0(τ + 1) = pi(s0(τ)), influences the
next state s0(τ + 1) through pin,τ (·) in (28), as well as the cost c0(·) in (30). Therefore,
problem (31) is a discounted infinite time horizon Markov decision process (MDP). The
ensuing section develops a deep reinforcement learning approach to solve this problem.
3.3 Deep reinforcement learning based caching
Reinforcement learning deals with action-taking policy function estimation in an environ-
ment with dynamically evolving states, so as to minimize a long-term cumulative cost. By
interacting with the environment (through successive actions and observed states and costs),
reinforcement learning seeks a policy function (of states) to draw actions from, in order to
minimize the average cumulative cost as in (31) [56]. At this point, it is instructive to recall
basic notions of Markov decision processes (MDPs) [56, p. 310].
To solve (31), let us again define the value function to indicate the quality of policy pi0,
starting from initial state s0(0) as
Vpi0(s0(0)) := E
[ ∞∑
τ=1
γτ−11>c0(s0(τ), pi0(s0 (τ)))
∣∣s0(0)]. (32)
For brevity, the time index and the subscript 0 referring to the parent node will be
dropped whenever it is clear from the context. To find Vpi(·), one can rely on the Bellman
equation, which basically relates the value of a policy at one state to values of the remaining
states [56, p. 46]. Leveraging (32), the Bellman equation for value function Vpi(·) is given
by
Vpi(s) = E
[
1>c(s, pi(s)) + γ
∑
s′
P
pi(s)
ss′ Vpi(s
′)
]
(33)
where the average immediate cost can be found as
E
[
1>c(s, pi(s))
]
=
∑
s′
P
pi(s)
ss′ 1
>c
(
s, pi(s)|s′) (34)
and P
pi(s)
ss′ is the underlying transition probability of going from current state s to the next
state s′ upon taking action pi(s).
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Using the value function, we can further define the Q-function for policy pi as
Qpi(s,a) := E
[
1>c (s,a)
]
+ γ
∑
s′
Pass′Vpi
(
s′
)
. (35)
As discussed earlier, finding the optimal policy amounts to estimating Qpi∗(s,a), which
entails estimating a function defined over state and action spaces. In the problem at hand
however, the state vector variables are continuous. In this case, (re-)visiting every state-
action pair is clearly impossible. To overcome this challenge, we advocate recently popular
methods of deep learning to judiciously generalize from only a few observed pairs. Deep
learning approaches (see e.g., [57, 58]) have recently demonstrated remarkable performance
in diverse applications, such as object detection, speech recognition, and language transla-
tion, to just name a few. DNNs are capable of extracting compact low-dimensional features
from high-dimensional data. Wedding DNNs with reinforcement learning, we put forward a
deep reinforcement learning approach for the network caching problem, which can effectively
deal with the ‘curse of dimensionality.’
To this aim, we pursue a parametric model to estimating Q(s,a) with a DNN. Specif-
ically, we consider a deep feedforward NN having L fully connected layers, with input the
F×1 state vector s(τ) as in (28), and F×1 output cost vector o(τ+1) [48]. Each hidden layer
l ∈ {2, . . . , L− 1} comprises nl neurons with ReLU activation functions h(z) := max(0, z)
for z ∈ R (see e.g., [59] for properties of ReLU networks); Neurons of the L-th output layer
use a softmax nonlinearity to yield the f -th entry of o, an estimated long term cost of , if file
f is not stored. Having a limited cache capacity at the parent node M (< F ), the M largest
entries of the DQN output o(τ + 1) are to be chosen judiciously by the decision module in
Fig. 9 to obtain the action vector a(τ + 1). The DNN spits out o(τ + 1) as a predicted cost
vector for interval τ + 1, based on which the caching decision a(τ + 1) is found.
The objective is to train the DQN to find a set of weights collected in the vector θ
that parameterizes the input-output relationship o(τ + 1) = Q(s(τ);θτ ). To recursively
update θτ to θτ+1, consider two successive intervals along with corresponding states s(τ)
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and s(τ + 1); the action a(τ + 1) taken at the beginning of interval τ + 1; and, the cost
c(τ + 1) revealed at the end of interval τ + 1. The instantaneous approximation of the
optimal cost-to-go from interval τ + 1 is given by c(τ + 1) +γQ(s(τ + 1);θτ ), where c(τ + 1)
is the immediate cost, and Q(s(τ + 1);θτ ) represents the predicted cost-to-go from interval
τ + 2 that is provided by our DQN with θτ , and discounted by γ. Since our DQN offers
Q(s(τ);θτ ) as the predicted cost for interval τ + 1, the prediction error of this cost as a
function of θτ is given by
δ(θτ ) := [
target cost-to-go from interval τ + 1︷ ︸︸ ︷
c(τ + 1) + γQ(s(τ + 1);θτ ) −Q(s(τ);θτ )] (1− a(τ + 1)) (36)
and has non-zero entries for files not stored at interval τ + 1. Define for future use the
so-termed experience Eτ+1 := [s(τ), a(τ + 1), c(τ + 1), s(τ + 1)]; and adopt as loss function
the `2-norm of δ(θτ ), namely
L(θτ ) =
∥∥δ(θτ )∥∥22 (37)
that DNN weights will be selected to minimize. As the cardinality of θ is much smaller than
|S||A|, the DQN is effectively trained with few experiences, and generalizes to unseen state
vectors. Unfortunately, the DQN model inaccuracy can propagate in the cost prediction
error in (36) that can in turn cause instability. This is due to: i) correlated experiences
used to update the DQN parameters θ; and, ii) the influence of any changes in policy on
subsequent experiences. To handle these challenges, remedies include the so-called experi-
ence replay and target network to update the DQN weights [48]. In experience replay, the
parent node stores all past experiences Eτ in E := {E1, . . . ,Eτ}, and utilizes a batch of
B uniformly sampled experiences from this data set, namely {E iτ }Bi=1 ∼ U(E). By sam-
pling and replaying previously observed experiences, experience replay overcomes the two
challenges. Moreover, to have target values in (36), a second NN (called target network)
with structure identical to the DQN is invoked with parameter vector θTar. The θTar will
be periodically replaced by θτ every C training iterations of the DQN. With a randomly
sampled experience E iτ ∈ E , the prediction error with the target cost-to-go estimated using
the target network is
δTar(θ;E iτ ) := [c(iτ+1) +γQ(s(iτ+1);θ
Tar)−Q(s(iτ );θ)] (1− a(iτ+1)). (38)
Different from (36), target values here are found through the target network with weights
θTar. In addition, the experience used here is randomly drawn from past experiences in E .
As a result, a reasonable loss function to be optimized is
LTar(θ) = E‖δTar(θ;E)‖22 (39)
where the expectation is taken with respect to the uniformly sampled experience E . In
practice however, only a batch of B samples is available to update θτ , so the expectation
will be replaced by the sample average. Finally, upon minimizing the loss in (39) the DQN
weights will be updated. Incorporating these remedies, Algorithm 3 tabulates our deep
reinforcement learning based adaptive caching scheme.
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Algorithm 3: Deep reinforcement learning for adaptive caching.
Initialize: s(0), sn(t, τ),∀n, θτ , and θTar
1 for τ = 1, 2, . . . do
2 Take action a(τ) via exploration-exploitation
3 a(τ) =
{
Best files via Q(s(τ−1);θτ ) w.p. 1− τ
random a ∈ A w.p. τ
4 for t = 1, . . . , T do
5 for n = 1, . . . , N do
6 Take action an using local policy
7 an(t, τ) =
{pin(s(t− 1, τ)) if t 6= 1
pin(s(T, τ − 1)) if t = 1
8 Requests rn(t, τ) are revealed
9 Set sn(t, τ) = rn(t, τ)
10 Incur cn(·), cf. (26)
11 end
12 end
13 Leaf nodes
14 Set s¯n(τ) := (1/T )
∑T
t=1 sn(t, τ)
15 Send s¯n(τ) (1− pin(s¯n)) to parent node
16 Send c¯n(·) cf. (29), to parent node
17 Parent node
18 Set s(τ) :=
∑N
n=1wns¯n(τ) (1− pin(s¯n))
19 Find c(s(τ−1), a(τ))
20 Save (s(τ−1), a(τ), c(s(τ−1), a(τ)), s(τ)) in E
21 Uniformly sample B experiences from E
22 Find ∇LTar(θ) for these samples, using (39)
23 Update θτ+1 = θτ − βτ∇LTar(θ)
24 If mod(τ,C) = 0, then update θTar = θτ
25 end
3.4 Numerical tests
Here, we present several numerical tests to assess the performance of the proposed deep
reinforcement learning based caching scheme. We consider a parent node with N = 5
leaf nodes, where every leaf node implements a local caching policy pin with capacity to
store Mn = 5 files. Every leaf node receives end-user requests per fast time slot, and
each slow-timescale interval contains T = 2 slots. Content popularity exhibits different
Markovian dynamics locally at leaf nodes. Having no access to local policies {pin}, the
parent node not only should learn file popularities along with their temporal evolutions,
but also learn the caching policies of leaf nodes. To endow our approach with scalability
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Figure 11: Instantaneous reduced cost for different policies (left); CDF of reduced cost for
different policies (right).
to handle F  1, we advocate hyper Q-network implementation, where files are first split
into K smaller groups of sizes F1, . . . , FK with Fk  F . This yields the representation
s>(τ) := [s1>(τ), . . . , sK>(τ)], where sk ∈ RFk . By running K DQNs in parallel, every
DQN-k now spits out the associated predicted costs of input files through ok(τ) ∈ RFk .
Concatenating all these outputs, one obtains the predicted output cost vector of all files as
o>(τ + 1):=[o1>(τ + 1), . . . , oK>(τ + 1)]; see Fig. 10.
The numerical tests consider F = 1, 000 files with K = 25 and {Fk = 20}, where
23
0 50 100 150 200 250 300 350 400 450 500
Cost
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
C
D
F
Deep RL
optimal
Random
Worst case
LFU
FIFO
LRU
0 50 100 150 200 250 300 350
Cost
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
C
D
F
LRU
FIFO
Random
Worst case
LFU
Deep RL
Optimal
Figure 12: Performance for N = 10 nodes (left), and N = 1, 000 leaf nodes (right).
only M0 = 50 can be stored. To further assess the performance, we adopt a non-causal
optimal policy as a benchmark, which assumes having knowledge of future requests and
stores the most frequently requested files. In fact, this is the best policy that one may ideally
implement. Further, practically used cache schemes including the LRU, LFU, and FIFO [60]
are also simulated. A difference between LRU, LFU, FIFO, and our proposed approach is
that in these three schemes, the cache is refreshed whenever a request is received, while in our
scheme it is only refreshed at the end of every time slot. By drawing 100 samples randomly
from all 2, 000 time intervals, the instantaneous reduced cost and the empirical cumulative
distribution function (CDF) obtained over these 100 random samples are depicted in Fig. 11.
These plots further illustrate how the deep reinforcement learning policy performs relative
to the alternatives, and in particular it approximates closely the optimal policy. LRU, LFU,
and FIFO make caching decisions based on instantaneous observations, and can refresh the
cache many times within each slot. Yet, our proposed policy as well as the optimal one
here learn from all historical observations to cache, and refresh the cache only once per slot.
Because of this difference, the former policies outperform the latter at the very beginning
of Fig. 11 (left), but they do not adapt to the underlying popularity evolution and are
outperformed by our learning-based approach after a number of slots. The merit of our
approach is further illustrated by the CDF of the reduced cost depicted in Fig. 11 (right).
In the last test, the number of leaf nodes is increased from 10 in the previous experiment
to N = 1, 000. Figures 12(left) and 12(right) showcase that the deep reinforcement learning
performance approaches that of the optimal one as the number of nodes increases. This
is likely because the more leaf nodes there are, the smoother the popularity fluctuations
become, and the easier it is for deep reinforcement learning to learn the optimal policy.
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4 Discussion
This chapter has reviewed some recent reinforcement learning-enabled caching approaches
for both single- and multi-node settings. After carefully accounting for space-time popular-
ities, conventional reinforcement learning based policies were introduced. To overcome the
challenges arising due to the high dimensionality in the state- or action- spaces, function
approximation schemes were developed. In particular, linear function approximation as well
as deep neural network based models were advocated. Although numerical tests highlighted
the merits of the novel approaches, several practical challenges remain in our future research
agenda. For instance, bringing computation and communication resources closer to the end
users along with caching will further enhance network performance. However, jointly op-
timizing available resources is a formidable challenge. In this context, innovative resource
allocation schemes are needed, where toolkits such as e.g., graph-based representations, non-
convex optimization schemes, state-of-the-art machine learning methods, statistical signal
processing techniques, sparse and low-rank models only to name a few, can play critical
roles to realize the vision of smart networking.
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