In this paper, we consider a wireless powered communication system, where an energy harvesting (EH) node harvests energy from a radio frequency (RF) signal broadcasted by an access point (AP) in the downlink (DL). The node stores the harvested energy in an energy buffer and uses the stored energy to transmit data to the AP in the uplink (UL). We investigate two simple transmission policies, namely a best-effort policy and an on-off policy, which do not require knowledge of the EH profile nor of the UL channel state information.
opportunistic energy harvesting (EH) from conventional renewable energy sources such as solar and wind energy is in general intermittent, uncontrollable, weather dependent, and not available indoors.
In contrast, radio frequency (RF)-based wireless power transfer (WPT) is partially controllable and can be provided on demand to charge low-power devices, such as sensors [3] - [6] . In the following, we provide a brief literature review on wireless powered communication (WPC) systems, where EH nodes are solely powered by RF energy to facilitate their WIT [6] .
A. Literature Review
A common feature of EH communication networks is the randomness of both the amount of harvested energy and the fading of the information channel. Therefore, one main objective of energy management polices for EH networks is to match the energy consumption profile of the EH node to the random energy generation profile of the EH source and to the random information channel [3] - [11] . For example, in [7] , a multiuser WPC system is considered, where the users' sum rate and the minimum user rate are maximized. In this system, the EH nodes perform short-term energy storage, where the harvested energy is fully consumed for WIT on a slot by slot basis without buffering energy for use in future time slots. However, the performance can be improved by storing the harvested energy in an energy buffer and optimizing the transmit power of the EH node based on the stored energy and the quality of the information link [8] - [13] . For example, in [8] , the authors extended the work in [7] by considering energy storage with an infinite-size energy buffer and showing that the system throughput is improved compared to the buffer-less scheme in [7] . In [9] , a continuous-time multiple-access EH communication system is studied for finite and infinite energy storage and a Poisson distributed energy arrival process. The transmit power is optimized online as a function of the remaining battery energy to maximize the sum throughput. In [10] , time and energy resources are jointly optimized on a slot by slot basis for a multi-user WPC system with finite and infinite energy storage. In [11] , the outage probability is minimized for a WPC system with infinite-size energy buffers assuming causal/non-causal knowledge of the EH profile. In [12] , the delay and packet loss performance of an EH node with a finite-size energy buffer are studied.
The node harvests RF power for several time slots and then uses all the stored energy to transmit data in a future time slot. In [13] , the average throughput of an RF EH node with a finite-size energy buffer is analyzed using a discrete-state Markov chain. The EH node decides based on the channel state information (CSI) whether to transmit information or to harvest energy.
B. Motivation and Contribution
Optimal offline transmission policies typically require non-causal knowledge of the energy and channel state at the EH node, whereas optimal online solutions are typically based on dynamic 
A. Communication Model
In time slot i, defined as the time interval [i, i+1) 1 , the EH node transmits data to the AP with UL power P UL (i). We consider two transmission policies, namely the best-effort and the on-off policies illustrated in Fig. 2 , where the transmit power of the EH node is a function of the energy stored in its energy buffer. In particular, for the best-effort policy, the EH node transmits with a constant desired power, M , or with the maximum possible power if there is not enough energy available in its energy buffer. Hence, for the best-effort policy, the EH node transmits with UL power
where B(i) is the energy stored in the energy buffer of the EH node at the beginning of time slot i. For the on-off policy, the EH node also transmits with constant power, M , if it is available in its energy buffer, but remains silent otherwise. Hence, the UL transmit power for the on-off policy is
We note that the on-off policy is motivated by the fact that a constant transmit power allows the use of a power-efficient power amplifier at the EH node. Furthermore, in the low-energy mode of operation, i.e., when B(i) < M , cf. Fig 2, allowing the EH node to transmit with a low power, as in the best-effort policy, may result in a high probability of transmission outage in the UL WIT.
Hence, saving this energy for transmission with a higher power in a future time slot, as in the on-off policy, may lead to an improved outage performance. We note that the best-effort and the on-off policies may be seen as two extreme cases for the choice of transmit power in the low-energy mode of operation, cf. Fig. 2 .
In this paper, we analyze the outage probability performance of the UL 1 The time slot is assumed to be of unit length. Hence, we use the terms energy and power interchangeably.
channel with the best-effort and the on-off policies and we expect that any intermediate policy will
result in an intermediate performance compared to these policies.
B. Channel Model
Both the UL and DL channels are assumed to be flat block fading, i.e., the channels remain constant during one time slot and change independently from one slot to the next. Hence, the UL and DL channel power gain sequences {h UL (i)} and {h DL (i)} are mutually independent i.i.d. random
process. We assume that {h UL (i)} and {h DL (i)} capture the joint effect of the large scale path loss and the small-scale multipath fading. Furthermore, both UL and DL channels are assumed to be stationary and ergodic processes with means Ω UL = E[h UL (i)] and Ω DL = E[h DL (i)], respectively.
In this paper, we analyze the WPC system for Nakagami-m fading UL and DL channels. The
Nakagami-m fading model is adopted since it is known to provide a good fit to outdoor and indoor multipath propagation and it is a general fading model that reduces to Rayleigh fading for m = 1
and can approximate Ricean fading [14] , [15, Eq. (2.26) ]. We assume that the DL CSI and the UL CSI are unknown to the AP and the EH node and that additive white Gaussian noise of power σ 2 impairs the received signal at the AP.
C. EH Model
In time slot i, the EH node collects X(i) units of RF energy and stores it in its energy buffer. We assume that the RF energy broadcasted by the AP is the only source of energy for the EH node.
We further assume that the energy replenished in a time slot may only be used in future time slots.
We adopt the EH receiver model in [16] , where the harvested energy in time slot i is given by
where 0 < η < 1 is the RF-to-direct current (DC) conversion efficiency of the EH module and P DL is the constant DL transmit power of the AP. Since the DL channel {h DL (i)} is i.i.d., the energy replenishment sequence {X(i)} is also an i.i.d. stationary and ergodic process with meanX = ηP DL Ω DL , probability density function (pdf) f (x), cumulative distribution function (cdf)
D. Energy Storage Model
The harvested energy X(i) is stored in an energy buffer, such as a rechargeable battery and/or a supercapacitor [17] , [18] , with storage capacity K. The dynamics of the storage process {B(i)} are given by the storage equation
which for the best-effort policy reduces to
and for the on-off policy reduces to
The storage processes {B(i)} in (4) and (5) are discrete-time Markov chains on a continuous state space S, where S = [0, K] for a finite-size energy buffer and S = [0, ∞) for an infinite-size buffer.
Remark 1. Interestingly, our storage model for the best-effort policy in (4) is similar to the water dam model proposed by Moran in 1956 in [19] . In Moran's model, every year X(i) units of water flow into a dam of capacity K and a constant amount of water M is released just before the following year. Moran studies the amount of water {Z(i)} stored in the dam just after release, which is modeled by the storage equation
(if it exists) can be obtained e.g. by first defining a new process
, which is identical in distribution to {B(i)} in (4) for K → ∞. Hence, the distribution of {U (i)} in Moran's dam model is identical to the distribution of {B(i)} in our energy buffer model. Similarly, for a finite storage capacity, {B(i)} is equivalent to {min(U (i), K)}.
Remark 2. The storage model for the on-off policy in (5) is similar to the double service rate process defined by Gaver and Miller in 1962 in [21, Section 3] . In their process, one of two service rates is used to serve customers in a queue depending on the queue length (or equivalently the total waiting time). If the waiting time exceeds a prescribed value, say M , customers are served with a fast service rate r 2 > r 1 , otherwise, customers are served with a low service rate r 1 . As explained in [21] , this model may also describe a dam storage system, where water is released at an increased rate if the dam content exceeds a prescribed value M . Here, we use the model to describe an energy storage system with an energy release rate of r 2 = M if the energy stored is greater than M , and an energy release rate of r 1 = 0, otherwise. However, we note a minor difference between this model and our on-off model. In Gaver's and Miller's model, the release rate may change within one time slot, namely if the waiting time drops below M in the middle of the time slot, the rate switches from r 2 2 If a Markov chain is characterized by a distribution π in a certain time slot and this distribution is unchanged for all future time slots, then π is said to be a stationary distribution of the Markov chain [20] . to r 1 within the same slot. In our model, however, if the energy stored at the beginning of the time slot B(i) is larger than M , the transmit power remains M throughout the whole slot.
Remark 3. Having related our energy storage models to dam and queuing models, we note that physically distinct Markov models may lead to the same update equations, such as those in (4) and (5) and therefore to the same limiting distributions 3 . More specifically, models with equal-length time slots (such as our energy storage model and Moran's dam model) and models with random-length time slots (such as queuing models) may be mathematically equivalent. Moreover, a model where the input/output flow occurs instantaneously may be mathematically identical to a model whose input/output flow has a steady rate during the whole time slot. In other words, two models having the same update equations are mathematically equivalent regardless of how or when the inputs and outputs occur. A detailed discussion on these equivalences is given by Gani in [22, pp.199, 200 ].
In Fig. 3 , we show possible sample paths for the best-effort and the on-off policies for a finite-size buffer. Since the harvested energy X(i) may only be used in future time slots, c.f. Section II-C, we add it -for illustration purposes-instantaneously at the end of the time slot (shown as a jump in the sample path) instead of adding it with a steady rate throughout the time slot. This, however, has no effect on the storage model, cf. Remark 3. Fig. 3 shows that if the stored energy at the beginning of a time slot B(i) is larger than M , then for both policies, the EH node transmits with power M , i.e., the energy is drained from the buffer at a rate of M . Otherwise, the energy is drained at a rate of B(i) < M for the best-effort policy or zero for the on-off policy. Furthermore, whenever the harvested energy causes the buffer to overflow, the excess energy is lost. Since the on-off policy saves energy in the low-energy mode of operation, an energy buffer overflow is more likely to occur 3 A limiting distribution of a Markov chain is a stationary distribution that the chain asymptotically converges to starting from any initial distribution [20] . March 8, 2017 DRAFT compared to the best-effort policy for finite-size energy buffers.
E. Consideration of Imperfections
We consider non-idealities of the power amplifier and the energy buffer. In particular, we take into account the following imperfections: (a) To produce an RF power of P UL , the power amplifier of the EH node consumes a total power of ρP UL , where ρ > 1 is the power amplifier inefficiency.
(b) The energy buffer is characterized by a storage efficiency 0 < β < 1, i.e., if X amount of energy is applied at the input of the buffer, only an amount of βX is stored. Considering these imperfections, the energy buffer dynamics reduce to
where the desired UL transmit power is P UL (i) = M . If B(i) < ρM , then for the best-effort policy, the UL power is reduced to satisfy B(i) = ρP UL (i), i.e., P UL (i) = B(i)/ρ, and for the on-off policy, the EH node remains silent. Hence, for the best-effort and the on-off policies, the storage equations reduce respectively to B(i + 1) (4) and (5), respectively, after replac-
. Hence, the average harvested energy considering storage inefficiency reduces to X = βηP DL Ω DL , i.e., β has the effect of scaling the RF-to-DC conversion efficiency. In the following, we perform the analysis for an ideal system (i.e., ρ = 1 and β = 1). For a non-ideal system, the results derived in Sections III and IV hold with the aforementioned substitutions.
Remark 4. We note that if a transmission policy is based on the amount of the stored energy, such as in (1) (4) and (5), we provide the limiting distribution of the stored energy in closed form for a Nakagami-m block fading DL channel.
A. Existence of a Limiting Energy Distribution
Theorem 1. For the storage processes {B(i)} in (4) and (5) with an infinite-size energy buffer, if the maximum output energy is less than the average harvested input energy, i.e., if M <X, then {B(i)} does not possess a stationary distribution. Furthermore, after a finite number of time slots, P UL (i) = M holds almost surely (a.s.).
Proof. The proof is provided in [2, Appendix A] and in Appendix A.
Theorem 2. For the storage processes {B(i)} in (4) and (5) with an infinite-size energy buffer, if the maximum output energy is larger than the average harvested input energy, i.e., if M >X, then {B(i)} is a stationary and ergodic random process which possesses a unique stationary distribution π that is absolutely continuous on (0, ∞). Furthermore, the process converges in total variation to the limiting distribution π from any initial distribution. In addition, E[P UL (i)] =X holds. and F (x) are respectively the pdf and the cdf of the EH process {X(i)}, then g(x) must satisfy the following integral equation
and the limiting cdf G(x) of the stored energy satisfies the following Lindley integral equation
Proof. The proof is provided partially in [2, Proof of Theorem 3] and fully in Appendix C.
Because of the relation between our storage model and Moran's model, cf. Remark 1, (6) is identical to [23, eq. (5) ] and (7) is identical to [23, eq. (7)]. Next, we consider the case when the DL channel is Nakagami-m block fading, i.e., the EH process is Gamma distributed. the pdf of the EH process {X(i)}, then g(x) must satisfy the following integral equation
Proof. The proof is provided in [1, Proof of Theorem 3] and in Appendix E.
Next, we consider the case when the DL channel is Nakagami-m block fading, i.e., the EH process is Gamma distributed. 
where 
with
Proof. The proof is provided in Appendix F. , if m is odd, see Appendix G.
IV. FINITE-CAPACITY ENERGY BUFFER
Studying a finite-size energy buffer is of interest if the average harvested energy is in the same order of magnitude as the capacity of the energy buffer. This can be the case when a supercapacitor is used as an energy buffer since supercapacitors are characterized by a very small energy density compared to rechargeable batteries [17] . On the other hand, supercapacitors are advantageous over rechargeable batteries since they provide a faster charging rate, a longer cycle lifetime, and a higher storage efficiency [17] , [3] and can be integrated on chip, see [18] .
A. Existence of a Limiting Energy Distribution
Theorem 5. For the storage processes in (4) and (5), if the energy buffer has a finite size K, and the EH process {X(i)} is characterized by a distribution with an infinite positive tail, then the process {B(i)} is a stationary and ergodic process which possesses a unique stationary distribution π that has a density on (0, K) and an atom at K. Furthermore, the process converges in total variation to the limiting distribution π from any initial distribution.
Proof. The proof is provided in [2, Appendix D] and in Appendix H.
B. Best-Effort Policy with a Finite-Size Energy Buffer
Theorem 6. Consider the storage process {B(i)} for the best-effort policy in (4) and a finite buffer size K. Let g(x) be the limiting pdf of the stored energy on (0, K) and π(K) be the limiting probability of a full buffer (i.e., the atom at K). If f (x) andF (x) are respectively the pdf and the ccdf of {X(i)}, then, g(x) and π(K) must jointly satisfy
and the unit area condition
Proof. The proof is provided in [2, Proof of Theorem 5] and in Appendix I.
Next, we consider the case when the DL channel is Nakagami-m block fading., i.e., the EH process is Gamma distributed. 
and the probability of a full buffer π(K) is given by
where the coefficients α r , r = 0, . . . , m − 1, are obtained by solving the system of linear equations
T , and A is an m × m matrix whose entry in the s th . . . (14) and (19) for the best-effort and the on-off policies, respectively.
row and the r th column, for s, r = 0, . . . , m − 1, is given by
Proof. The proof is provided in Appendix J.
C. On-Off Policy with a Finite-Size Energy Buffer
Theorem 7. Consider the storage process {B(i)} for the on-off policy in (5) and a finite buffer size
be the limiting pdf of the stored energy on (0, K) and π(K) be the limiting probability of a full buffer (i.e., the atom at K). If f (x) andF (x) are respectively the pdf and the ccdf of {X(i)}, then, g(x) and π(K) must jointly satisfy
Proof. The proof is provided in [1, Proof of Theorem 5] and in Appendix K. x m−1 e −λx , where λ=m/X. Then, the stored energy has a limiting pdf which can be obtained in stripes of width M , cf. Fig. 4 (at ∆ = 0). In particular,
where
and
. The probability of a full buffer π(K) is given by
where α r , r = 0, . . . , m − 1, is obtained by solving the non-homogeneous system of linear equations (I + A) α = 1 m , where α = [α 0 , . . . , α m−1 ] T , and A is an m × m matrix whose entry in the s th row and the r th column, for s, r = 0, . . . , m − 1, is given by
Proof. The proof is provided in Appendix L.
Remark 6. Although the energy distributions obtained in Corollaries 1, 2, 3, and 4 seem quite involved, they are easy to implement and have a low computational complexity. The reason for this is three-fold. First, a matrix inversion is required only for matrices of size m × m, where m is usually a small number, e.g., up to m = 4 for realistic Nakagami-m fading channels. This is unlike the case of discrete-state Markov chains, see [13] , where even for Rayleigh fading, i.e.,
where L is the number of discrete energy states which needs to be large (e.g., L = 300) for an accurate approximation of the energy distribution. Second, the limits of the summations in the expressions for the energy distribution are either m for an infinite-size buffer or m and l, for a finite-size buffer. As discussed previously, m is a small number and if l = K/M is large, the buffer can be approximated as having infinite size.
Furthermore, with an infinite-size buffer, only half of the unknown parameters λ n and c n have to be obtained, cf. Remark 5. Finally, since the energy distributions depend on the statistics of the system, they have to be obtained only once for a given setup. Then, using the derived energy distributions, the performance of the considered transmission policies can be analyzed and the system parameters can be optimized, as will be shown in Sections V and VI.
V. OUTAGE PROBABILITY AND AVERAGE THROUGHPUT ANALYSIS
In this section, we analyze the outage probability and the corresponding average throughput of the UL channel, when the UL and DL channels are both Nakagami-m faded. Thus, the UL channel power h UL is Gamma distributed with shape parameter m UL , mean Ω UL , and cdf
. Since the CSI is unknown at the EH node, the node transmits data at a constant rate of R bits/(channel use). Therefore, assuming the use of a capacity-achieving code, an outage occurs when R > log 2 (1 + γ) ⇒ γ < γ thr , where γ is the UL instantaneous signal-to-noise ratio (SNR) and γ thr = 2 R − 1 is the threshold SNR. Before analyzing the outage probability of the considered transmission policies, we first provide the optimal operating range for the maximum UL transmit power M for both transmission policies for an infinite-size energy buffer.
Corollary 5. For the best-effort and the on-off transmission policies with an infinite-size energy buffer, the optimal maximum UL transmit power M , which minimizes the outage probability of information transmission in the UL, is always larger than or equal to the average harvested power
Proof. In order to find the optimal maximum transmit power M of the EH node, which minimizes the outage probability, we study how the best-effort and the on-off transmission policies behave as M increases relative to the constant average input harvested powerX. First, if M <X, then both transmission policies are identical and from Theorem 1, the energy will accumulate in the buffer and the desired transmit power M will always be available in the energy buffer, i.e., B(i) ≥ M and
the on-off policy. This means, for M <X, increasing M always improves the outage performance since the UL transmit power increases, and the system will suffer from fewer outage events for a given transmission rate. Therefore, the optimal maximum UL power M must be larger than or equal toX. This completes the proof.
Remark 7. We note that, so far, in Sections III and IV, we have studied the distribution of the stored energy for an ideal system, cf. Section II-E. For a non-ideal system, we can use the derived energy distributions after replacing M byM = ρM ,X by X = βX, δ byδ =M / X , and
In this case,M is the minimum amount of stored energy needed to transmit with UL power M .
Hence, the UL transmit powers of the EH node for the best-effort and the on-off policies reduce respectively to
, and P UL (i)
Proposition 1. For the on-off policy, the outage probability is the probability that either the EH node does not transmit because the stored energy is less thanM or the EH node transmits with power M but an outage occurs, i.e., P out on−off = P M P out P UL =M + (1 − P M ), where P M is defined as the probability that the EH node transmits with the maximum allowed power M , i.e., P M =
g(x)dx and P out P UL =M is the outage probability given that the EH node transmits with power M , i.e., P out
, where
. For the best-effort policy, the outage probability is given by P out best−effort =
dx, since transmissions are also allowed when the energy stored is less thanM . Using these definitions and the pdf g(x) of the stored energy given in Corollaries 1, 2, 3, and 4, the outage probabilities of the considered transmission policies with finite-and infinite-size energy buffers can be computed and are summarized in Table I . Furthermore, March 8, 2017 DRAFT 
ΩUL
,δ =M X , and P M = P(P UL = M ). λ n and c n for the best-effort and the on-off policies are specified in Corollaries 1 and 2, respectively. α r for the best-effort and the on-off policies are specified in Corollaries 3 and 4, respectively.
Case PM and Pout
Best-effort or on-off K → ∞,δ ≤ 1 cf. Theorem 1
for a transmission rate of R bits/(channel use), the average throughput is T = R(1 − P out ).
Proof. Consider first an infinite-size buffer. Ifδ ≤ 1, both transmission policies are identical since
For an infinite-size buffer withδ > 1,
g(x)dx, which can be easily obtained from g(x) = m−1 n=0 λ n c n e −λnx for both policies. We note that the best-effort and the on-off policies have different coefficients c n , cf. Corollaries 1 and 2, and therefore different P M . For the best-effort policy, the second term in the outage equation is given by
Using g(x) = m−1 n=0 λ n c n e −λnx , the outage probability can be obtained. Consider next a finite-size buffer. In this case, the mathematical expressions for
both the best-effort and the on-off policies, since the expressions for g(x), x >M , and π(K) are identical for both policies, cf. (14), (19b), (15) , and (21). However, P M has a different value for each policy due to the different coefficients α r , r = 0, . . . , m − 1, cf. Corollary 3 and Corollary 4.
P M can be obtained in a similar manner as (62) in Appendix J except that the lower integral limit isM . By solving integrals of the form
, for b = K − qM , and c = (q+1)m−r−1 and c = qm−1, respectively, P M can be obtained. Note that the upper limit of q in P M in the last two rows of Table I is l − 1 for the best-effort policy and l − 2 for the on-off policy. This is because for the on-off policy, we assume that K = lM , with l ∈ Z + , i.e., ∆ = 0, cf. Fig 4. Finally, for the best-effort policy, the integral in (26) can be written
This requires solving integrals of the form 
dx is a bounded integral that has no closed form and is therefore solved numerically. This completes the proof.
Proposition 2.
For an infinite-size buffer, define P M ,on−off and P M ,best−effort as the probabilities that the EH node transmits with power M for the on-off and the best-effort policies, respectively, cf. Table I . Furthermore, define G
, and Σ as in the second row of Table I . Then, the on-off policy has a superior outage performance compared to the best-effort policy if ∃M such that 1) P M,on−off Gδ > G which is equivalent toδ =M / X > 1 yielding the minimum outage probability for the on-off policy.
2) P M,on−off Gδ > P M,best−effort Gδ + Σ.
Proof. For an infinite-size energy buffer,δ ≥ 1 is optimal for both the best-effort and the onoff policies, cf. Corollary 5. From Table I , forδ = 1, P out,on−off = P out,best−effort = 1 − G, where m UL b = Γ thr ρ/ X . Forδ > 1, P out,on−off = 1 − P M,on−off Gδ and P out,best−effort = 1 − (P M,best−effort Gδ + Σ), where m UL b/δ = Γ thr ρ/M . Therefore, the on-off policy is superior to the best-effort policy if miñ δ>1 P out,on−off < miñ δ≥1 P out,best−effort , which is equivalent to max
(P M,best−effort Gδ + Σ) . This completes the proof.
VI. SIMULATION AND NUMERICAL RESULTS
In this section, we validate the analytical expressions obtained for the energy distribution, the outage probability, and the average throughput of the investigated energy management policies through simulations. The simulation parameters are summarized in Table II . We assume that the EH node stores the harvested energy in a micro-supercapacitor 5 of size K 6 . We compare our proposed storage-based transmission policies with a baseline buffer-less transmission policy that uses all the energy harvested in a time slot for UL information transmission in the subsequent slot,
i.e., P UL (i) =
, ∀ i. We note that as M → ∞, the best-effort transmission policy described in (25) tends to the buffer-less policy. Hence, the outage probability of the buffer-less policy can be obtained from (26) forM → ∞ and g(x) →f (x), wheref (x) =λ m Γ(m)
x m−1 e −λx , which results 5 It has been recently reported in [18] that small-size micro-supercapacitors with a storage capacity of up to K = 0.2 J can be integrated on a chip which makes them suitable storage devices for EH nodes. 6 Although the energy distribution obtained in Corollary 4 for the on-off policy is only valid for K = lM with l = {3, 4, . . .}, in this section, this condition will be violated whenM is varied for a given K. In this case, we approximate l to l = round(K/M ) only in the summation limits of Corollary 4 and Table I but we use the exact value of K elsewhere. This approximation is tight and provides results very close to the simulations. average, there is more energy in the buffer compared to the best-effort policy, since in the low-energy mode of operation, the on-off policy accumulates energy whereas the best-effort policy consumes all the energy in its buffer in a best-effort manner.
In Fig. 6 , we plot the outage probability for a transmission rate of R = 2 bits/(channel use) and buffer sizes K = 0.05 mJ, K = 0.07 mJ, and K → ∞. We change the maximum UL transmit power
for the given X . The analytical results obtained from Table I are in perfect agreement with the simulated results. For both the best-effort and the on-off transmission policies, there exists an optimal value for the maximum UL transmit power M =M /ρ that minimizes the outage probability. The existence of such an optimal value can be explained as follows. IfM is very small, then in most cases the desired amount of energyM is available in the energy buffer and the UL transmit power is M for both policies. In this case, increasingM , increases the UL transmit power and reduces the probability of outages. On the other hand, very large values ofM imply that for the best-effort policy, most of the time the harvested energy will be directly used in the subsequent time slot without buffering and asM → ∞, the outage performance approaches that of the buffer-less system. For the on-off policy, a large value ofM means that in many time slots, the EH node remains silent although outage-free transmission is possible, i.e., if M → ∞, the outage probability approaches 1. This explains why for the on-off policy, the outage probability increases significantly whenM is increased beyond its optimal value. At the considered transmission rate, it is observed that the optimal choice ofM is always less than or equal to the effective harvested energy X and increases with the capacity of the energy buffer, i.e., optimallỹ δ ≤ 1 and as K → ∞,δ opt → 1. Moreover, the optimal outage performance of the best-effort policy is superior to that of the on-off policy.
In Fig. 7 , we plot the outage probability versus the AP DL transmit power P DL for a system with M = 30 µJ, K = 3M = 0.09 mJ, and R = 5 bits/(channel use). We note that, unlike the design problem depicted in Fig. 6 , whereM is varied for a fixed X , in Fig. 7 , X = βηP DL Ω DL varies with the AP DL transmit power for a fixedM . In this case, for both the on-off and the best-effort policies, the outage probability saturates at an outage floor of P out P UL =M . Furthermore, the optimal X , after which the outage probability saturates, is always greater than or equal toM and decreases with the capacity of the energy buffer. In other words, the larger the buffer size, the smaller the DL transmit power needed to drive the system into saturation. Furthermore, we observe that at the outage probability floor, the infinite-size buffer with the best-effort or the on-off policies facilitates a power saving of 2 dB and 5 dB compared to the finite-size buffer with the best-effort and the on-off policies, respectively. Moreover, as X → 0, the best-effort policy approaches the buffer-less policy. Table I are in perfect agreement with the simulated results. Unlike in Fig. 6 , in Fig. 8 , the optimal choice ofM is always larger than or equal to the effective harvested energy X but decreases with the capacity of the energy buffer, i.e., optimallyδ ≥ 1 and as K → ∞,δ opt decreases. Moreover, in the considered case, the optimal outage performance of the on-off policy is superior to that of the best-effort policy.
From Fig. 6 and Fig. 8 , we conclude that, for low outage probabilities, the best-effort policy is superior to the on-off policy and vice versa for high outage probabilities. In Fig. 9 , this behaviour is further explained by illustrating the result of Proposition 2 for infinite-size buffers. In particular, we plot 1−P out given by P M,on−off Gδ and P M,best−effort Gδ +Σ for the on-off and the best-effort policies, respectively, vs.δ ≥ 1. We also plot G = 1 − P out δ =1 . As can be observed, the larger the value of
, the more likely it is that the on-off policy provides a better outage performance compared to the best-effort policy. However, a larger b also implies a higher outage probability. Therefore, the on-off policy is more likely to outperform the best-effort policy for high outage probabilities, e.g.
This result is in agreement with the work in [11] , where it was shown that an on-off power allocation is superior to uniform power allocation in the high-outage regime, in case the UL CSI is unknown at the EH node. We note that a large b = γ thr σ 2 ρ X Ω UL may result from poor UL and/or DL channel conditions, low DL transmit power, large noise power, and/or high transmission rates. For example, in Fig. 8 , the on-off policy is superior to the best-effort policy due to the larger transmission distance and the higher transmission rate compared to the case considered in Fig. 6 . In particular, we have b = 0.85 in Fig. 8 , in which case, the on-off policy has a better outage performance compared to the best-effort policy as shown in Fig. 9 .
In order to analyze the system performance at different transmission rates R, we plot in Fig. 10 the average throughput given by T = R(1 − P out ) obtained for the optimal choice ofδ for each rate. First, we observe that there exists an optimal R that maximizes the average throughput. This is because at low rates, the outage probability is low and the throughput is limited by R, i.e. T ≈ R. In contrast, at high rates, the throughput is limited by the high outage probability. Therefore, an optimal rate R must exist for which the average throughput is maximized. In general, one may divide the range of R into three regimes. In the low-rate regime, the buffer-less policy can be used without loss in throughput performance. In the medium-rate regime, the the best-effort and the on-off policies result in a comparable throughput performance which is superior to that of the buffer-less policy.
Moreover, for the considered system parameters, there is only a slight loss in throughput performance if a finite-size buffer of size 0.025 mJ is used compared to an infinite-size buffer. Finally, in the high-rate regime, the on-off policy outperforms the best-effort policy. Furthermore, the performance of the best-effort policy approaches that of the buffer-less policy since the optimal maximum transmit power M increases.
VII. CONCLUSION
In this paper, we studied two simple online transmission policies for EH nodes with finite/infinitesize energy buffers that do not require instantaneous channel knowledge. Using the theory of discretetime continuous-state Markov chains, we analyzed the limiting distribution of the energy stored in the buffer for a general i.i.d. EH process and obtained closed-form expressions for a Gamma distributed i.i.d. EH process corresponding to a Nakagami-m fading DL channel. We have shown that buffering energy for future use may significantly improve the outage performance compared to directly consuming all the harvested energy without buffering. Furthermore, our results reveal that, for low outage probabilities, the best-effort policy has a superior outage performance compared to the on-off policy and in this case the optimal maximum transmit power of the EH node is always less than the average harvested power but increases with the capacity of the energy buffer. In contrast, for high outage probabilities, the on-off policy is superior to the best-effort policy and the optimal maximum transmit power of the EH node is always larger than the average harvested power but decreases with the capacity of the energy buffer.
APPENDIX A − PROOF OF THEOREM 1 (NON-EXISTENCE OF A STATIONARY ENERGY DISTRIBUTION FOR INFINITE-SIZE BUFFERS WITH THE BEST-EFFORT AND ON-OFF POLICIES)
Setting K → ∞ and taking the expectation of both sides of (3), we obtain
where {B(i)} represents the storage process of the best-effort policy in (4) or that of the on-off policy in (5) . From (1) and (2),
must hold. That is, the mean of the process {B(i)} changes (increases) with time, and therefore a stationary distribution for {B(i)} does not exist. Furthermore, from (28), lim i→∞ E[B(i)] = ∞, i.e., the energy accumulates in the buffer. Hence, there must be some time slot j, after which for i > j, B(i) > M a.s. Next, we prove by contradiction that j must be finite. If P UL (j) = B(j) < M and
Hence, j must be finite. This completes the proof.
APPENDIX B − PROOF OF THEOREM 2 (EXISTENCE AND UNIQUENESS OF A LIMITING ENERGY DISTRIBUTION FOR AN INFINITE-SIZE BUFFER WITH THE BEST-EFFORT AND ON-OFF POLICIES)
Consider first the best-effort policy. From Remark 1, it can be observed that Moran's process {Z(i)} is equivalent to the waiting time of a customer in a GI/G/1 queue [24] , where X(i) is equivalent to the customer service time and M is equivalent to the customers' inter-arrival time. Now, our storage process {B(i)} in (4) with K → ∞ is equivalent to the process U (i) = Z(i)+X(i).
That is, {B(i)} is equivalent to the sojourn time (waiting time plus service time) of a customer in a GI/G/1 queue. Since {Z(i)} and {X(i)} are independent and {X(i)} is stationary, then the steady state behavior of {B(i)} is solely governed by that of {Z(i)}. Hence, from [24, Corollary 6.5 and Corollary 6.6], M >X is a sufficient condition for the process {B(i)} to possess a unique stationary distribution to which it converges in total variation from any initial distribution.
From the similarity between the energy storage process with the on-off policy in (5) Next, we prove that E[P UL (i)] =X holds when M >X. From the law of conservation of energy flow in the buffer, E[P UL (i)] ≤X must always hold. Hence, from (27) , we obtain
As mentioned in Appendix A, a stationary distribution may only exist if (29) holds with equality.
In this case E[P UL (i)] =X holds from (27) . This completes the proof.
APPENDIX C − PROOF OF THEOREM 3 (INTEGRAL EQUATION OF THE ENERGY DISTRIBUTION FOR AN INFINITE-SIZE BUFFER WITH THE BEST-EFFORT POLICY)
To understand the integral equation in (6), we rewrite (4) with K → ∞ as
By setting B(i) = u and B(i + 1) = x, then the relations g(x|u ≤ M ) = f (x) and g(x|u > M ) = f (x−u+M ) hold for the conditional limiting pdfs. The upper limit (M +x) in the second integral in (6) follows from the fact that f (x − u + M ) is non-zero only for a non-negative amount of harvested energy, i.e., x − u +M ≥ 0. These considerations lead to (6).
The integral equation for the limiting cdf in (7) can be derived from (30) as follows. Let
In the steady state of the storage process, i.e., as i → ∞,
simplified by performing integration by parts for its second term to get
where we used c n e −λnx , where the unit term in G(x) ensures that G(∞) = 1. To obtain λ n and c n , we substitute with the postulated G(x) in (7) and use dF (u) = λ m Γ(m) u m−1 e −λu du, then (7) reduces to To understand the integral equation in (8), one may set B(i) = u and B(i + 1) = x, then (5) reads
Thus, for u ≤ M , g(x|u ≤ M ) = f (x − u) which is non-zero only for a non-negative amount of harvested energy, i.e., for u ≤ x. Hence, in the range u ≤ M , the upper limit on u in the first integral of (8a) and (8b) 
where we used In order to obtain a unique solution for c n , we need to use the unit area condition
g 2 (u)du = 1 and add it to (35) to get a non-homogeneous system of linear equations in c n .
Hence, in the following, we first obtain g 1 (x), and use it to calculate the integral I s in (35) as well as the unit area condition in terms of c n and finally we solve for c n .
A. Expressing g 1 (x) in Terms of c n Substituting the pdf of the Gamma distribution and g 2 (x) in (8a), we get the following integral
where T (x) is identical to the second term in (34) since the second terms in (8a) and (8b) are identical. Eq. (36) is a Volterra integral equation of the second kind, whose solution is given by [26, eq. 2.2-2.31]
. Hence, I R (x) can be written as
and g 1 (x) in (37) reduces to
Using R(x) in (38), Both I t (x) can be written as
e (−λ cos(η k ))u cos λ sin(η k )u u t du = {I C }, and 
Moreover, I n (x) has the same form as (41) but with I cos (x) = 
Hence, I total in (41) reduces to I total = I A e jµ k,x +I B e −jµ k,x and I n (x) reduces to
We note that I A = I * B and a nk = b * nk since λ n is complex-valued. Substituting with I n (x) and I t (x) in (40), g 1 (x) reduces to (9a).
B. Defining a Non-Homogeneous System of Linear Equations in c n
Using g 1 (x) in (9a), I s in (35) reduces to
Using [25, Eq. 3.381 .1] and defining I(β) = M u=0
, I 6 = I(−λe jη k ), and Finally, to solve for c n , we need to add the unit area condition to (35). The unit area condition is given by 
e −λu u t du = λ −t−1 γ(t + 1, λM ), and Next, we show that although λ n and c n are complex-valued, g(x) is real-valued.
The Lambert W function is the inverse function of z = we w , i.e., W 0 (z) = w. If z is complexvalued, it means that w = W 0 (z) is also complex-valued. Furthermore, since w * e w * = z * , it follows Next, we use m−1 n=0 c n A s,n = 1, ∀ s = 0, . . . , m − 1. For both the best-effort and the on-off transmission policies, A s,n is complex-valued only due to λ n . Thus, A s,n = A * s,m−n . Hence, for a given s, in order for the summation m−1 n=0 c n A s,n to be real-valued, (c n A s,n ) = (c m−n A s,m−n ) * must hold, i.e., c n = c * m−n . In fact, the complex conjugate properties for λ n and c n can be used to solve for only half of the unknown coefficients λ n and c n . Finally, using the identities a Furthermore, {B(i)} is also ψ-irreducible with ψ(A) = n P n (K, A)2 −n , where P n (x, A) is the probability that the Markov chain moves from energy state x to energy set A in n time steps. The dynamics of {B(i)} in (4) and (5) The integral equations in (12) and (13) can be understood by adopting the same approach used to prove (6) . In particular, if we set B(i) = u and B(i + 1) = x, then (4) reads
Consider first the continuous part of the distribution, i.e., g(x) defined on 0 ≤ x < K given in (12).
Eq. (12a) is identical to (6), however, we need to further ensure that the upper limit on u given by M + x (for a non-negative harvested energy) is in the domain of g(u), i.e., M + x < K must hold.
Hence, (12a) is valid only for x < K − M (with strict inequality). For the rest of the range of x in (12b), i.e., K − M ≤ x < K, the upper limit M + x on u is larger than or equal to K. Thus, the whole range of 0 < u ≤ K contributes to g(x). The range 0 < u < K is covered by the first two integrals in (12b), and u = K is considered in the last term. Finally, at x = K, the probability of a full buffer π(K) in (13) is obtained similar to (12b). However, rather than considering the pdf at the amount of harvested energy
instead (at x = K). This is because the full buffer level K is attained when the amount of harvested energy is larger than or equal to We obtain the limiting pdf of the storage process in (4) using an approach similar to that used by in (12) and (13), respectively, we obtain 
First, we start by writing π(K) in (47) in terms of the unknown coefficients α r , r = 0, . . . , m − 1.
In (47), λ r [I 1 (r) + I 2 (r)] can be replaced by α r − (λM ) r π(K)e −λ(M −K) and π(K) reduces to (15) .
A. Expressing g(x) in Terms of α r
Next, we derive the limiting pdf g(x) in stripes of width M . In particular, we derive g n (x) ∆ = g(x), [K − (n + 1)M ] + ≤ x < K − nM , ∀n = 0, . . . , l , where l = l − 1 if K is an integer multiple of M (i.e., K = lM , l ∈ Z + ), and l = l, otherwise (i.e., K = lM + ∆, with ∆ = 0).
The M -width pdf section g n (x) will be derived recursively by induction from n = 0 backwards till n = l in terms of the unknown coefficients α r , r = 0, . . . , m − 1. With g 0 (x) given in (46b), we start from n = 1 and use (46a) to obtain g 1 (x), K − 2M ≤ x < K − M . In this case, the lower integral limit M + x in I 3 satisfies K − M ≤ M + x < K, hence, g(u) in I 3 is g 0 (u The integral equations in (17) and (18) can be derived by adopting the same approach used for the proof of (8) . In particular, if we set B(i) = u and B(i + 1) = x, then (5) reads
Consider first the continuous part of the distribution, i.e., g(x) defined on 0 ≤ x < K given in (17) .
Eqs. (17a) and (17b) are identical to (8a) and (8b), respectively. However, we need to further ensure that the upper limit on u given by M + x (for a non-negative harvested energy) is in the domain of g(u). That is, in (17a), max x (M + x) < K must hold, i.e., K > 2M and in (17b), M + x < K must hold. Hence, (17b) is valid only for x < K − M (with strict inequality). For the rest of the range of x in (17c), i.e., K − M ≤ x < K, the upper limit M + x on u is larger than or equal to K. Thus, the whole range of 0 < u ≤ K contributes to g(x). The range 0 < u < K is covered by the first two integrals in (17c), and u = K is considered in the last term. Finally, at x = K, the probability that the buffer is full, π(K), in (18) is obtained similar to (17c). However, rather than considering the pdf at the amount of harvested energy x − u + M 1 u>M as in (17c), we consider the ccdfF (x − u + M 1 u>M ) instead (at x = K). This is because the full buffer level K is attained when the amount of harvested energy is larger than or equal to K − u + M 1 u>M , ∀ u in 0 < u ≤ K.
This completes the proof.
APPENDIX L − PROOF OF COROLLARY 4 (ENERGY DISTRIBUTION FOR A FINITE-SIZE BUFFER WITH THE ON-OFF POLICY AND GAMMA-DISTRIBUTED EH PROCESS)
We first derive g(x) for M < x < K in (19b) and π(K) in (21) . Notice that the integral equations of the on-off policy in (17b), (17c), and (18) differ from those of the best-effort policy in (12a), (12b), and (13), respectively, only in the first term. Hence, when substituting the pdf and the ccdf of the Gamma distributed EH process in (17b)- (18), we get (44a)-(45) with the difference that the first term in the brackets in (44a) and (44b) has to be replaced by 
with µ k,x = η k + λx sin(η k ), I sin (x) = x u=0
u m+t e −λ cos(η k )u sin λ sin(η k )u du and
u m+t e −λ cos(η k )u cos λ sin(η k )u du. I cos (x) and I sin (x) are solved using [25, 
Substituting I t (x) from (70) in (68) and adding T (x) in (67) to I R (x) in (68), then g l−1 (x) in (65) reduces to (19a).
B. Defining a Non-Homogeneous System of Linear Equations in α s
Now, only the unknown coefficients α s , s = 0, . . . , m − 1, remain to be determined. Similar to the best-effort policy, α s satisfies (52) where only I 1 (s) has a different definition. The remaining terms in α s can be obtained using the analysis in (56)-(58) with the only difference that in the on-off policy we assume K = lM with integer l. Hence in (56), the last integral is on g l−2 (x) over the limits M to K − (l − 2)M . Therefore, I 2 (s) satisfies (58) with the inner summation limits up to q = l − 2 instead of q = l − 1. With these considerations, the last two terms inside the brackets of 
Next, we obtain I 1 (s) defined at the beginning of this appendix as I 1 (s) = M u=0
where in the range 0 < u < M , g(u) = g l−1 (u) given in (19a). Substituting g l−1 (u) in I 1 (s), we get 
