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New constructions of strongly regular Cayley graphs
on abelian groups
Koji Momihara
Abstract. In this paper, we give new constructions of strongly regular Cayley graphs
on abelian groups, not necessarily elementary abelian groups, as generalizations of a
series of known constructions: the product construction of Menon-Hadamard difference
sets by Turyn (1984), the construction of covering extended building sets in finite fields
by Xia (1992) and the construction of Paley type partial difference sets by Polhill (2010).
Then, we obtain new large families of strongly regular Cayley graphs of Latin square type
or negative Latin square type.
1. Introduction
A strongly regular graph with parameters (v, k, λ, µ) is a simple and undirected graph,
neither complete nor edgeless, that has the following properties:
(i) It is a regular graph of order v and valency k;
(ii) For each pair of adjacent vertices x, y, there are λ vertices adjacent to both x
and y;
(iii) For each pair of nonadjacent vertices x, y, there are µ vertices adjacent to both
x and y.
Let Γ be a simple and undirected graph. The adjacency matrix of Γ is the (0, 1)-
matrix A with both rows and columns indexed by the vertex set of Γ, where Ax,y = 1
when there is an edge between x and y in Γ and Ax,y = 0 otherwise. A useful way to check
whether a graph is strongly regular is by using the eigenvalues of its adjacency matrix. For
convenience we call an eigenvalue restricted if it has an eigenvector which is not a multiple
of the all-ones vector 1. Note that the restricted eigenvalues of a regular connected graph
with valency k are the eigenvalues different from k. The following theorem is a well-known
characterization of strongly regular graphs [4].
Theorem 1.1. For a simple graph Γ of order v, neither complete nor edgeless, with
adjacency matrix A, the following are equivalent:
(1) Γ is strongly regular with parameters (v, k, λ, µ) for certain integers k, λ, µ,
(2) A2 = (λ − µ)A + (k − µ)I + µJ for certain real numbers k, λ, µ, where I, J are
the identity matrix and the all-ones matrix, respectively,
(3) A has precisely two distinct restricted eigenvalues.
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An effective method for constructing strongly regular graphs is by using Cayley graphs.
Let G be an additively written abelian group of order v, and let D be a subset of G such
that 0G 6∈ D and −D = D, where −D = {−d | d ∈ D}. The Cayley graph on G with
connection set D, denoted Cay(G,D), is the graph Γ = (G,E), where (x, y) ∈ E for
x, y ∈ G if and only if x − y ∈ D. Note that the graph is well-defined since 0G 6∈ D
and −D = D. In the case when Cay(G,D) is strongly regular, the connection set D
is called a (regular) partial difference set. Typical examples of strongly regular Cayley
graphs are the Paley graphs, the Clebsch graph, and the affine orthogonal graphs [4].
In particular, the partial difference set generating a strongly regular Cayley graph with
parameters (v, v−1
2
, v−5
4
, v−1
4
) is called a Paley type partial difference set. For a Cayley
graph Γ = Cay(G,D), the eigenvalues of Γ are exactly χ(D) :=
∑
x∈D χ(x), where χ runs
through the character group of G. Hence, in order to see whether Γ is strongly regular, we
need to check that D takes exactly two nontrivial character values. The survey of Ma [13]
contains much of what is known about partial difference sets and about connections with
strongly regular graphs.
In this paper, we treat strongly regular Cayley graphs having the special parameters
(v, k, λ, µ) = (u2, c(u − ǫ), ǫu + c2 − 3ǫc, c2 − ǫc) for some integers u, c and ǫ ∈ {−1, 1}.
These parameters are called Latin square type or negative Latin square type depending on
whether ǫ = 1 or −1. Recently, strongly regular Cayley graphs with Latin square type
or negative Latin square type parameters have been well-studied in relation to geometric
substructures, called m-ovoids and i-tight sets, in finite polar spaces. See our survey [14]
for recent results and about a relationship between strongly regular Cayley graphs and
such geometric substructures.
In this paper, we give new constructions of strongly regular Cayley graphs on abelian
groups. Our constructions can be viewed as generalizations of that for Paley type partial
difference sets given by Polhill [15]. We now give a brief review of his construction.
His construction is based on Turyn’s product construction for covering extended building
sets. A building block is a subset A of an abelian group G satisfying that there exists
an integer m such that |χ(A)| ∈ {0, m} for any nontrivial character χ of G. Several
kinds of building blocks have been studied [3, 9, 10], which have rich applications for
constructing difference sets, strongly regular graphs and directed strongly regular graphs.
In particular, a special system of building blocks, called a covering extended building set,
was used for constructing Menon-Hadamard difference sets [7, 19, 20, 21]. Such a system
is defined in an abelian group G of order u2 as four subsets Di, i = 0, 1, 2, 3, of G such
that |Di| =
u2−u
2
for all i, and χ(Di) = ±u for exactly one Di and χ(Dj) = 0 for other
Dj if χ is a nontrivial character. The existence of such covering extended building sets in
elementary abelian groups of order u2 = q4 was determined by Xia [20] for q ≡ 3 (mod 4)
and by Chen [7] for q ≡ 1 (mod 4). Furthermore, a product construction for covering
extended building sets was given by Turyn [16]. Then, combining these results, one
can claim that there exists a covering extended building set in a group of order v4 for
any odd integer v. On the other hand, Polhill [15] gave a construction of Paley type
partial difference sets from covering extended building sets. In particular, he proved that
((D0 ∩D1) ∪ ((G \D2) ∩ (G \D3))) \ {0G} forms a Paley type partial difference set, and
obtained the following theorem.
Theorem 1.2. There exists a Paley type partial difference set in an abelian group of
order 9iv4 for any odd integer v > 1 and any i = 0, 1.
On the other hand, Wang [18] proved that a Paley type partial difference set in an
abelian group G, not an elementary abelian group, exists whenever |G| = v4 or 9v4 for an
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odd integer v > 1. Hence, Polhill’s construction is best possible. More general necessary
conditions for the existence of partial difference sets were found in [17].
In this paper, we obtain the following new large families of strongly regular Cayley
graphs.
Theorem 1.3. Let m be a positive integer, and qi, i = 1, 2, . . . , s, be prime powers
such that 2m | qi + 1. Let Gi, i = 1, 2, . . . , s, be an elementary abelian group of order q
4
i .
Then, there exists a strongly regular Cayley graph on G1 × G2 × · · · × Gs with negative
Latin square type parameters (u2, c(u+ 1),−u+ c2 +3c, c2 + c), where u = q21q
2
2 · · · q
2
s and
c = i(u− 1)/m for any i = 0, 1, . . . , m.
Theorem 1.4. Let m be a positive integer, and qi, i = 1, 2, . . . , s, be prime powers
such that 2m | qi + 1. Let Gi, i = 1, 2, . . . , s, be an elementary abelian group of order q
4
i .
Then, there exists a strongly regular Cayley graph on G1×G2×· · ·×Gs with Latin square
type parameters (u2, c(u− 1), u+ c2− 3c, c2− c), where u = q21q
2
2 · · · q
2
s and c has either of
the following forms:
1. c = (i+ j)(u− 1)/m+ j for any i = 0, 1, 2, . . . , m− 2 and j = 0, 1, 2;
2. c = (j + i)(u− 1)/m+ 2j for any i = 0, 1, 2, . . . , m− 1 and j = 0, 1.
The paper is organized as follows. In Section 2.1, we start with finding a good system
of 2m2 building blocks from finite fields in semi-primitive case. This construction is a
natural generalization of that for covering extended building sets found by Xia [20]. Note
that the case where m = 2 corresponds to Xia’s construction. One may point out that the
number of building blocks treated by Xia is four not eight. The importance here is to take
the complements of his four sets in consideration. In Section 2.3, we give a construction
of strongly regular Cayley graphs from a system of 2m2 building blocks satisfying special
conditions given in Section 2.1, which is a generalization of that for Paley type partial
difference sets given by Polhill [15]. The system of building blocks found in Section 2.1
satisfy those conditions. Then, in Section 3, we give a product construction for systems
of building blocks satisfying those conditions, and prove our main theorems. This is a
generalization of the product construction for covering extended building sets given by
Turyn [16]. The most interesting and important part in this paper is that we label 2m2
building blocks in a suitable way. In the final section, we give remarks and an open
problem.
2. Preliminaries
2.1. Semi-primitive strongly regular graphs. Let q = pf be a prime power with
p a prime, and Fq denote the finite field of order q.
Let ψFq be the canonical additive character of Fq, that is, the character of (Fq,+)
defined by ψFq(x) = ζ
Trq/p(x)
p , where Trq/p is the trace function from Fq to Fp and ζp =
exp(2πi/p). Then, all the characters of (Fq,+) are given as ψa(x) = ψFq(ax) for a ∈ Fq,
where x ∈ Fq [12].
Let ω be a primitive element of Fq, and let N > 1 be an integer dividing q− 1. Then,
C
(N,q)
i = ω
i〈ωN〉, 0 ≤ i ≤ N−1, are called the N th cyclotomic classes of Fq. In particular,
if there exists a positive integer j such that pj ≡ −1 (mod N), then Cay(Fq, C
(N,q)
0 ) is
strongly regular. These examples are usually called semi-primitive [2, 6].
Lemma 2.1. ([6]) Let p be a prime. Suppose that N > 2 and there exists a positive
integer j such that pj ≡ −1 (mod N). Choose j minimum and write f = 2js for any
positive integer s. Then, Cay(Fpf , C
(N,pf )
0 ) is a strongly regular graph with parameters
(v, k, λ, µ) = (u2, c(u+ (−1)s),−(−1)su+ c2 + 3(−1)sc, c2 + (−1)sc)
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with u = pjs and c = (u− (−1)s)/N . In particular, for i = 0, 1, . . . , N − 1,
ψF
pf
(C
(N,pf )
i ) =
(−1)spjs − 1
N
+
{
(−1)s+1pjs, if ζ iN = ǫ
s,
0, otherwise,
where
ǫ =
{
−1, if N is even and (pj + 1)/N is odd,
1, otherwise.
In the rest of this paper, we use the following setting: let m be a positive integer and
q be a prime power such that 2m divides q + 1. By Lemma 2.1, we have the following
lemmas.
Lemma 2.2. It holds that
ψFq4 (C
(q2+1,q4)
i ) =
{
q2 − 1, if i = q
2+1
2
,
−1, otherwise.
Proof: Apply Lemma 2.1 as N = q2 + 1, ǫ = −1 and s = 1. 
Lemma 2.3. It holds that
ψFq4 (C
(2m,q4)
i ) =
{
q2−1
2m
− q2, if i = 0,
q2−1
2m
, otherwise.
Proof: Apply Lemma 2.1 as N = 2m and s is even. 
2.2. A system of building blocks from finite fields. In this section, we will find
a good system of building blocks of Fq4, which is a generalization of covering extended
building sets. Such a system will be used as starters of our recursion. Their properties
are studied in Proposition 2.4.
We arbitrarily partition {2i | i = 0, 1, . . . , q
2−1
2
} into one ( q
2−1
2m
+ 1)-subset and m − 1
( q
2−1
2m
)-subsets, and name the m subsets as Ax with any labeling x ∈ Zm so that |A0| =
q2−1
2m
+1. Define Bx = {−a+
q2+1
2
(mod q2 + 1) | a ∈ Ax} for x ∈ Zm. Then, by Lemma 2.2,
if x 6= 0,
∑
i∈Ax
ψFq4 (ω
jC
(q2+1,q4)
i ) =
{
q2 − 1 + (−1)(|Ax| − 1)(= −
q2−1
2m
+ q2), if j ∈ Bx,
(−1)|Ax|(= −
q2−1
2m
), otherwise.
On the other hand, if x = 0,
∑
i∈A0
ψFq4 (ω
jC
(q2+1,q4)
i ∪ {0}) =
{
q2 + (−1)(|A0| − 1)(= −
q2−1
2m
+ q2), if j ∈ B0,
(−1)|A0|+ 1(= −
q2−1
2m
), otherwise.
Similarly, if x 6= 0,
∑
i∈Bx
ψFq4 (ω
jC
(q2+1,q4)
i ) =
{
− q
2−1
2m
+ q2, if j ∈ Ax,
− q
2−1
2m
, otherwise.
If x = 0, ∑
i∈B0
ψFq4 (ω
jC
(q2+1,q4)
i ∪ {0}) =
{
− q
2−1
2m
+ q2, if i ∈ A0,
− q
2−1
2m
, otherwise.
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Let σ0 (resp. σ1) be an arbitrarily fixed bijection from {2i | i = 0, 1, . . . , m− 1} (resp.
{2i+ 1 | i = 0, 1, . . . , m− 1}) to Zm. For x, y ∈ Zm with y 6= 0, define
⊤(x, y) = C
(2m,q4)
σ−1
1
(x)
∪
( ⋃
i∈Ay
C
(q2+1,q4)
i
)
and
⊥(x, y) = C
(2m,q4)
σ−1
0
(x)
∪
( ⋃
i∈By
C
(q2+1,q4)
i
)
.
Furthermore, define
⊤(x, 0) = C
(2m,q4)
σ−1
1
(x)
∪
( ⋃
i∈A0
C
(q2+1,q4)
i
)
∪ {0}
and
⊥(x, 0) = C
(2m,q4)
σ−1
0
(x)
∪
( ⋃
i∈B0
C
(q2+1,q4)
i
)
∪ {0}.
Then, by Lemmas 2.2 and 2.3, we have
ψFq4 (ω
i⊤(x, y)) =


q2, if i 6≡ −σ−11 (x) (mod 2m) and i ∈ By,
−q2, if i ≡ −σ−11 (x) (mod 2m) and i 6∈ By,
0, otherwise,
and
ψFq4 (ω
i⊥(x, y)) =


q2, if i 6≡ −σ−10 (x) (mod 2m) and i ∈ Ay,
−q2, if i ≡ −σ−10 (x) (mod 2m) and i 6∈ Ay,
0, otherwise.
Thus, ⊤(x, y) and ⊥(x, y), x, y ∈ Zm, become building blocks. The system of these
building blocks in the case where m = 2 is a covering extended building set (including
complements) found by Xia [20].
One can directly check that the following proposition holds.
Proposition 2.4. Let G = (Fq4,+) and u = q
2. Then, the sets ⊤(x, y) and ⊥(x, y),
where x, y ∈ Zm, satisfy the following conditions:
(1) |⊤(x, y)| = |⊥(x, y)| = u
2−u
m
for any x, y( 6= 0) ∈ Zm, and |⊤(x, 0)| = |⊥(x, 0)| =
u2−u
m
+ u for any x ∈ Zm.
(2) For every ♯ ∈ {⊤,⊥} and x, y ∈ Zm, the sets ♯(x − z, y + z), z ∈ Zm, partition
G.
(3) For any nontrivial character ψ of G, there exists a unique pair (x′, y′) ∈ Zm×Zm
and ♯′ ∈ {⊤,⊥} such that
– ψ(♯′(x′, y)) = −u for any y( 6= y′) ∈ Zm,
– ψ(♯′(x, y′)) = u for any x( 6= x′) ∈ Zm,
– ψ(♯′(x, y)) = 0 for any other x, y ∈ Zm, and
– ψ(♯(x, y)) = 0 for ♯ ∈ {⊤,⊥} \ {♯′} and any x, y ∈ Zm.
(4) For each x ∈ Zm, there exists a subset Sx ⊆ G \ {0G} such that
(2.1)
∑
y∈Zm
(⊤(x, y) +⊥(x, y)) = mSx +G+ [0G]
as a group ring equation in Z[G]. In particular, Sx = C
(2m,q4)
σ−1
0
(x)
∪ C
(2m,q4)
σ−1
1
(x)
.
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(5) For each y1, y2 ∈ Zm, there exists a subset Ty1,y2 ⊆ G \ {0G} such that
(2.2)
∑
x∈Zm
(⊤(x, y1)+⊥(x, y2)) =


mTy1,y2 +G− [0G], if y1 6= 0 and y2 6= 0,
mTy1,y2 +G+ (2m− 1)[0G], if y1 = y2 = 0,
mTy1,y2 +G+ (m− 1)[0G], otherwise,
as a group ring equation in Z[G]. In particular, Ty1,y2 =
(⋃
i∈Ay1
C
(q2+1,q4)
i
)
∪(⋃
i∈By2
C
(q2+1,q4)
i
)
.
2.3. Properties of Sx and Ty1,y2. In this subsection, we assume that G is an abelian
group of order u2, not necessarily elementary abelian, containing 2m2 building blocks
satisfying the conditions (1), (2), (3) and either (4) or (5) in Proposition 2.4. Then, we
study some properties of the sets Sx and Ty1,y2 defined in (2.1) and (2.2).
Proposition 2.5. Let G be an abelian group of order u2 containing 2m2 building
blocks ⊤(x, y) and ⊥(x, y), where x, y ∈ Zm, satisfying the conditions (1), (2), (3) and
(4). Then, the sets Sx, x ∈ Zm, defined in (2.1) satisfy the following:
(i) |Sx| =
u2−1
m
for any x ∈ Zm;
(ii) Sx, x ∈ Zm, are pairwise disjoint;
(iii) Sx takes exactly two nontrivial character values
u−1
m
and −(m−1)u−1
m
.
Hence, each Sx forms a partial difference set in G.
Proof: (i) Since
∑
y∈Zm
(|⊤(x, y)| + |⊥(x, y)|) = 2u2 by the condition (1), we have
|Sx| =
u2−1
m
.
(ii) By the condition (2),
∑
x∈Zm
∑
y∈Zm
(⊤(x, y) +⊥(x, y)) = 2mG. Then, the condi-
tion (4) implies that Sx, x ∈ Zm, are pairwise disjoint.
(iii) Let ψ be a nontrivial character of G. Let (x′, y′) ∈ Zm × Zm and ♯
′ ∈ {⊤,⊥}
satisfy the condition (3). If x = x′,
ψ(Sx) =
1
m
(−ψ(G)− ψ(0G) +
∑
y∈Zm
(ψ(⊤(x, y)) + ψ(⊥(x, y))))
=
1
m
(−1 +
∑
y(6=y′)∈Zm
ψ(♯′(x′, y))) =
−1 − (m− 1)u
m
.
If x 6= x′,
ψ(Sx) =
1
m
(−ψ(G)− ψ(0G) +
∑
y∈Zm
(ψ(⊤(x, y)) + ψ(⊥(x, y))))
=
1
m
(−1 + ψ(♯′(x, y′))) =
−1 + u
m
.
This completes the proof of the proposition. 
Proposition 2.6. Let G be an abelian group of order u2 containing 2m2 building
blocks ⊤(x, y) and ⊥(x, y), where x, y ∈ Zm, satisfying the conditions (1), (2), (3) and
(5). Then, the sets Ty1,y2, y1, y2 ∈ Zm, defined in (2.2) satisfy the following:
(i)
|Ty1,y2| =


(u−1)2
m
, if y1 6= 0 and y2 6= 0,
(u−1)2
m
+ 2(u− 1), if y1 = y2 = 0,
(u−1)2
m
+ u− 1, otherwise.
(ii) Ty1,y1+y2, y1 ∈ Zm, are pairwise disjoint;
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(iii) Ty1,y2 takes exactly two nontrivial character values
δy1,y2−u
m
and
δy1,y2+(m−1)u
m
, where
δy1,y2 =


1, if y1 6= 0 and y2 6= 0,
1− 2m, if y1 = y2 = 0,
1−m, otherwise.
Hence, each Ty1,y2 forms a partial difference set in G.
Proof: (i) By the condition (1),
∑
x∈Zm
(|⊤(x, y1)|+ |⊥(x, y2)|) =


2u2 − 2u, if y1 6= 0 and y2 6= 0,
2u2 + (2m− 2)u, if y1 = y2 = 0,
2u2 + (m− 2)u, otherwise.
Then, by the condition (5), the conclusion follows.
(ii) By the condition (2),
∑
x∈Zm
∑
y1∈Zm
(⊤(x, y1) +⊥(x, y1 + y2)) = 2mG. Then, the
condition (5) implies that the sets Ty1,y1+y2, y1 ∈ Zm, are pairwise disjoint.
(iii) Let ψ be a nontrivial character of G. Let (x′, y′) ∈ Zm × Zm and ♯
′ ∈ {⊤,⊥}
satisfy the condition (3). If ♯′ = ⊤ and y1 = y
′ or ♯′ = ⊥ and y2 = y
′, then
ψ(Ty1,y2) =
1
m
(−ψ(G) + δy1,y2ψ(0G) +
∑
x∈Zm
(ψ(⊤(x, y1)) + ψ(⊥(x, y2))))
=
1
m
(δy1,y2 +
∑
x(6=x′)∈Zm
ψ(♯′(x, y′))) =
δy1,y2 + (m− 1)u
m
.
Otherwise,
ψ(Ty1,y2) =
1
m
(δy1,y2 + ψ(♯
′(x′, y))) =
δy1,y2 − u
m
.
This completes the proof of the proposition. 
3. Product construction for ⊤(x, y) and ⊥(x, y)
In this section, we give a product construction for 2m2 building blocks ⊤(x, y) and
⊥(x, y), x, y ∈ Zm, satisfying conditions (1), (2), (3) and either (4) or (5) in an abelian
group G.
Let Gi, i = 1, 2, be abelian groups of order u
2 and v2, respectively. Assume that
each Gi contains building blocks ⊤i(x, y) and ⊥i(x, y), where x, y ∈ Zm, satisfying the
conditions (1), (2), (3) and either (4) or (5). Define subsets ⊤(x, y) and ⊥(x, y) in G1×G2
as follows:
⊤(x, y) =
∑
a,b∈Zm
⊤1(x− a, y − b)× (⊥2(x+ y − a, a) ∩ ⊤2(x+ y − b, b)),(3.1)
⊥(x, y) =
∑
a,b∈Zm
⊥1(x− b, y − a)× (⊥2(x+ y − a, a) ∩ ⊤2(x+ y − b, b)),(3.2)
where x, y ∈ Zm.
3.1. The conditions (1), (2) and (3). In this subsection, we show that ⊤(x, y)
and ⊥(x, y), x, y ∈ Zm, defined in (3.1) and (3.2) satisfy the conditions (1), (2) and (3).
Lemma 3.1. The subsets ⊤(x, y) and ⊥(x, y), where x, y ∈ Zm, defined in (3.1) and
(3.2) satisfy the condition (1).
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Proof: By the condition (1) for G1, we have
|⊤(x, y)| =
(u2 − u
m
) ∑
a∈Zm
∑
b(6=y)∈Zm
|⊥2(x+ y − a, a) ∩ ⊤2(x+ y − b, b)|
+
(u2 − u
m
+ u
) ∑
a∈Zm
|⊥2(x+ y − a, a) ∩ ⊤2(x, y)|
=
(u2 − u
m
) ∑
a,b∈Zm
|⊥2(x+ y − a, a) ∩ ⊤2(x+ y − b, b)|
+ u
∑
a∈Zm
|⊥2(x+ y − a, a) ∩ ⊤2(x, y)|.
Then, by the conditions (1) and (2) for G2, we have
|⊤(x, y)| =
(u2 − u
m
)
v2 + u|⊤2(x, y))| =
{
u2v2−uv
m
+ uv, if y = 0,
u2v2−uv
m
, otherwise.
Similarly, we have
|⊥(x, y)| =
(u2 − u
m
)
v2 + u|⊥2(x, y))| =
{
u2v2−uv
m
+ uv, if y = 0,
u2v2−uv
m
, otherwise.
This completes the proof. 
Lemma 3.2. The subsets ⊤(x, y) and ⊥(x, y), where x, y ∈ Zm, defined in (3.1) and
(3.2) satisfy the condition (2).
Proof: Let x, y ∈ Zm. Then,∑
s∈Zm
⊤(x− s, y + s)
=
∑
s,a,b∈Zm
⊤1(x− a− s, y − b+ s)× (⊥2(x+ y − a, a) ∩ ⊤2(x+ y − b, b)).
Since
∑
s∈Zm
⊤1(x− a− s, y − b+ s) = G1 and
∑
a∈Zm
⊥2(x+ y − a, a) =
∑
b∈Zm
⊤2(x+
y − b, b) = G2, we have∑
s∈Zm
⊤(x− s, y + s) =
∑
a,b∈Zm
G1 × (⊥2(x+ y − a, a) ∩ ⊤2(x+ y − b, b))
=
∑
b∈Zm
G1 × (G2 ∩ ⊤2(x+ y − b, b)) = G1 ×G2.
Similarly, we have
∑
s∈Zm
⊥(x − s, y + s) = G1 × G2. This completes the proof of the
lemma. 
Lemma 3.3. The subsets ⊤(x, y) and ⊥(x, y), where x, y ∈ Zm, defined in (3.1) and
(3.2) satisfy the condition (3).
Proof: Let ψ be a nontrivial character of G1×G2. We can assume that ψ = (ψ1, ψ2) ∈
G⊥1 ×G
⊥
2 . We compute the character values of ⊤(x, y) and ⊥(x, y) dividing into two cases:
(i) ψ1 is trivial and ψ2 is nontrivial; and (ii) ψ1 is nontrivial.
(i) We assume that ψ1 is trivial and ψ2 is nontrivial. Then,
ψ(⊤(x, y)) =
(u2 − u
m
) ∑
a∈Zm
∑
b(6=y)∈Zm
ψ2(⊥2(x+ y − a, a) ∩ ⊤2(x+ y − b, b))
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+
(u2 − u
m
+ u
) ∑
a∈Zm
ψ2(⊥2(x+ y − a, a) ∩ ⊤2(x, y))
=
(u2 − u
m
) ∑
a,b∈Zm
ψ2(⊥2(x+ y − a, a) ∩ ⊤2(x+ y − b, b))
+ u
∑
a∈Zm
ψ2(⊥2(x+ y − a, a) ∩ ⊤2(x, y))
=
(u2 − u
m
)
ψ2(G) + uψ2(⊤2(x, y)) = uψ2(⊤2(x, y)) ∈ {0, uv,−uv}.
Similarly, we have
ψ(⊥(x, y)) = uψ2(⊥2(x, y)) ∈ {0, uv,−uv}.
(ii) Next, we assume that ψ1 is nontrivial. Let x
′, y′ ∈ Zm and ♯ ∈ {⊤1,⊥1} satisfy
the condition (3) for G1. If ♯ = ⊥1, ψ(⊤(x, y)) = 0 since ψ1(⊤1(x− a, y − b)) = 0 for any
a, b ∈ Zm. If ♯ = ⊤1, we have
ψ(⊤(x, y)) =
∑
a,b∈Zm
ψ1(⊤1(x− a, y − b))× ψ2(⊥2(x+ y − a, a) ∩ ⊤2(x+ y − b, b))
= −u
∑
b(6=y−y′)∈Zm
ψ2(⊥2(x
′ + y, x− x′) ∩ ⊤2(x+ y − b, b))
+ u
∑
a(6=x−x′)∈Zm
ψ2(⊥2(x+ y − a, a) ∩ ⊤2(x+ y
′, y − y′))
= −uψ2(⊥2(x
′ + y, x− x′)) + uψ2(⊤2(x+ y
′, y − y′)).
Here, if ψ2 is trivial,
ψ(⊤(x, y)) = uv(−ǫx′,x + ǫy′,y) ∈ {0, uv,−uv},
where ǫa,b = 1 or 0 depending on whether a = b or not. We now assume that ψ2 is
nontrivial. Let x′′, y′′ ∈ Zm and ♯
′ ∈ {⊤2,⊥2} satisfy the condition (3) for G2. If ♯
′ = ⊥2,
ψ(⊤(x, y)) =− uψ2(⊥2(x
′ + y, x− x′))
=


uv, if x′ + y = x′′ and x− x′ 6= y′′,
−uv, if x′ + y 6= x′′ and x− x′ = y′′,
0, otherwise.
If ♯′ = ⊤2,
ψ(⊤(x, y)) =uψ2(⊤2(x+ y
′, y − y′))
=


−uv, if x+ y′ = x′′ and y − y′ 6= y′′,
uv, if x+ y′ 6= x′′ and y − y′ = y′′,
0, otherwise.
Similarly, if ♯ = ⊤1, ψ(⊥(x, y)) = 0 since ψ1(⊥1(x − b, y − a)) = 0 for any a, b ∈ Zm.
Assume that ♯ = ⊥1. Then,
ψ(⊥(x, y)) = −uψ2(⊤2(x
′ + y, x− x′)) + uψ2(⊥2(x+ y
′, y − y′)).
If ψ2 is trivial,
ψ(⊥(x, y)) = uv(−ǫx′,x + ǫy′,y) ∈ {0, uv,−uv}.
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We next assume that ψ2 is nontrivial. Let x
′′, y′′ ∈ Zm and ♯
′ ∈ {⊤2,⊥2} satisfy the
condition (3) for G2. If ♯
′ = ⊥2,
ψ(⊥(x, y)) =uψ2(⊥2(x+ y
′, y − y′))
=


−uv, if x+ y′ = x′′ and y − y′ 6= y′′,
uv, if x+ y′ 6= x′′ and y − y′ = y′′,
0, otherwise.
If ♯′ = ⊤2,
ψ(⊥(x, y)) =− uψ2(⊤2(x
′ + y, x− x′))
=


uv, if x′ + y = x′′ and x− x′ 6= y′′,
−uv, if x′ + y 6= x′′ and x− x′ = y′′,
0, otherwise.
Then, it is straightforward to check that the sets ⊤(x, y) and ⊥(x, y), where x, y ∈ Zm,
satisfy the condition (3). 
Theorem 3.4. Let m be a positive integer and qi, i = 1, 2, . . . , s, be prime powers such
that 2m | qi + 1. Let Gi = (Fq4i ,+), 1 6 i 6 s, and G = G1 ×G2 × · · · ×Gs. Then, there
are 2m2 building blocks ⊤(x, y) and ⊥(x, y), x, y ∈ Zm, of G satisfying the conditions (1),
(2) and (3).
Proof: By Proposition 2.4, each Gi contains 2m
2 building blocks satisfying the con-
ditions (1), (2) and (3). Apply our product construction recursively to those examples in
Gi for i = 1, 2, . . . , s. Then, by Lemmas 3.1, 3.2 and 3.3, the conclusion follows. 
3.2. The conditions (4) and (5). In this subsection, we show that ⊤(x, y) and
⊥(x, y), x, y ∈ Zm, defined in (3.1) and (3.2) satisfy the conditions (4) and (5). It
seems to be complicated to prove them directly. Therefore, throughout this subsection,
in addition to the assumption in the previous subsection, we restrict G2 = (Fq4,+) with
2m | q + 1, and ⊤2(x, y) and ⊥2(x, y), x, y ∈ Zm, are defined as in Section 2.2.
In the following lemma, we assume that ⊤1(x, y) and ⊥1(x, y), x, y ∈ Zm, satisfy the
conditions (1), (2), (3) and (4).
Lemma 3.5. The subsets ⊤(x, y) and ⊥(x, y), where x, y ∈ Zm, defined in (3.1) and
(3.2) satisfy the condition (4).
Proof: Let (a, b) ∈ G1 ×G2, where a is arbitrarily chosen.
First, we assume that b ∈ C
(2m,q4)
s ∩ C
(q2+1,q4)
t with s and t even. Then, there exists
(x0, y0) ∈ Zm×Zm uniquely such that b ∈ ⊥2(x0, y)∩⊤2(x, y0) for all x, y ∈ Zm. We now
compute the coefficient of (a, b) in
∑
y∈Zm
(⊤(x, y) + ⊥(x, y)). The (a, b) appears in the
partial summation∑
y∈Zm
(⊤1(x0 − y, y − y0) +⊥1(x− y0, x0 − x))× (⊥2(x0, x+ y − x0) ∩ ⊤2(x+ y − y0, y0))
of
∑
y∈Zm
(⊤(x, y)+⊥(x, y)). Since
∑
y∈Zm
⊤1(x0−y, y−y0) = G1, the coefficient of (a, b)
is equal to m+ 1 or 1 depending on whether a ∈ ⊥1(x− y0, x0 − x) or not.
Next, we assume that b ∈ C
(2m,q4)
s ∩ C
(q2+1,q4)
t with s and t odd. Then, there exists
(x0, y0) ∈ Zm × Zm uniquely such that b ∈ ⊥2(x, y0) ∩ ⊤2(x0, y) for all x, y ∈ Zm. Then,
(a, b) appears in the partial summation∑
y∈Zm
(⊤1(x− y0, x0 − x) +⊥1(x0 − y, y − y0))× (⊥2(x+ y − y0, y0) ∩ ⊤2(x0, x+ y − x0))
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of
∑
y∈Zm
(⊤(x, y)+⊥(x, y)). Since
∑
y∈Zm
⊥1(x0−y, y−y0) = G1, the coefficient of (a, b)
is equal to m+ 1 or 1 depending on whether a ∈ ⊤1(x− y0, x0 − x) or not.
Finally, we assume that b = 0. Then, we have b ∈ ⊥2(x, 0)∩⊤2(x
′, 0) for all x, x′ ∈ Zm.
Then, (a, b) appears in the partial summation∑
y∈Zm
(⊤1(x, y) +⊥1(x, y))× (⊥2(x+ y, 0) ∩ ⊤2(x+ y, 0))
of
∑
y∈Zm
(⊤(x, y)+⊥(x, y)). Since
∑
y∈Zm
(⊤1(x, y)+⊥1(x, y)) satisfies the condition (4),
the coefficient of (a, b) is equal to m+ 1, 2, or 1 depending on whether a ∈ Sx, a = 0, or
not.
This completes the proof of the lemma. 
In the following lemma, we assume that ⊤1(x, y) and ⊥1(x, y), x, y ∈ Zm, satisfy the
conditions (1), (2), (3) and (5). (The proof is very similar to that of Lemma 3.5.)
Lemma 3.6. The subsets ⊤(x, y) and ⊥(x, y), where x, y ∈ Zm, defined in (3.1) and
(3.2) satisfy the condition (5).
Proof: Let (a, b) ∈ G1 ×G2, where a is arbitrarily chosen.
First, we assume that b ∈ C
(2m,q4)
s ∩ C
(q2+1,q4)
t with s and t even. Then, there exists
(x0, y0) ∈ Zm×Zm uniquely such that b ∈ ⊥2(x0, y)∩⊤2(x, y0) for all x, y ∈ Zm. We now
compute the coefficient of (a, b) in
∑
x∈Zm
(⊤(x, y1) +⊥(x, y2)). The (a, b) appears in the
partial summation∑
x∈Zm
⊤1(x0 − y1, y1 − y0)× (⊥2(x0,−x0 + x+ y1) ∩ ⊤2(x+ y1 − y0, y0))
+
∑
x∈Zm
⊥1(x− y0, x0 − x)× (⊥2(x0,−x0 + x+ y2) ∩ ⊤2(x+ y2 − y0, y0))
of
∑
x∈Zm
(⊤(x, y1) + ⊥(x, y2)). Since
∑
x∈Zm
⊥1(x − y0, x0 − x) = G1, the coefficient of
(a, b) is equal to m+ 1 or 1 depending on whether a ∈ ⊤1(x0 − y1, y1 − y0) or not.
Next, we assume that b ∈ C
(2m,q4)
s ∩ C
(q2+1,q4)
t with s and t odd. Then, there exists
(x0, y0) ∈ Zm × Zm uniquely such that b ∈ ⊥2(x, y0) ∩ ⊤2(x0, y) for all x, y ∈ Zm. Then,
(a, b) appears in the partial summation∑
x∈Zm
⊤1(x− y0, x0 − x)× (⊥2(x− y0 + y1, y0) ∩ ⊤2(x0,−x0 + x+ y1))
+
∑
x∈Zm
⊥1(x0 − y2,−y0 + y2)× (⊥2(x+ y2 − y0, y0) ∩ ⊤2(x0,−x0 + x+ y2))
of
∑
x∈Zm
(⊤(x, y1) + ⊥(x, y2)). Since
∑
x∈Zm
⊤1(x − y0, x0 − x) = G1, the coefficient of
(a, b) is equal to m+ 1 or 1 depending on whether a ∈ ⊥1(x0 − y2,−y0 + y2) or not.
Finally, we assume that b = 0. Then, we have b ∈ ⊥2(x, 0)∩⊤2(x
′, 0) for all x, x′ ∈ Zm.
Then, (a, b) appears in the partial summation∑
x∈Zm
⊤1(x, y1)× (⊥2(x+ y1, 0) ∩ ⊤2(x+ y1, 0))
+
∑
x∈Zm
⊥1(x, y2)× (⊥2(x+ y2, 0) ∩ ⊤2(x+ y2, 0))
of
∑
x∈Zm
(⊤(x, y1) + ⊥(x, y2)). Since
∑
x∈Zm
(⊤1(x, y1) + ⊥1(x, y2)) satisfies the condi-
tion (5), the coefficient of (a, 0) with a 6= 0 is equal to m + 1 or 1. On the other hand,
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the coefficient of (0, 0) is equal to 0, 2m, or m depending on whether y1 6= 0 and y2 6= 0,
y1 = y2 = 0, or not.
This completes the proof of the lemma. 
Before proving our main theorems, we need to mention about van Dam’s theorem on
“fusions” of strongly regular graphs.
Theorem 3.7. ([8]) Let Γi, i = 1, 2, . . . , h, be strongly regular graphs decomposing the
complete graph Kv. If Γi are all of Latin square type or all of negative Latin square type,
any union of Γi’s is also strongly regular.
We are now ready for proving our main theorems.
Proof of Theorem 1.3: By Lemma 3.5 and Proposition 2.5 together with Proposi-
tion 2.4, each Sx, x ∈ Zm, generates a strongly regular Cayley graph on G1×G2×· · ·×Gs
with negative Latin square type parameters (u2, c(u + 1),−u + c2 + 3c, c2 + c), where
u = q21q
2
2 · · · q
2
s and c = (u − 1)/m. By Propositions 2.5, the sets Sx, x ∈ Zm, partition
G\{0G}, i.e., the complete graph Kv is decomposed by the strongly regular Cayley graphs
with connection sets Sx, x ∈ Zm. Then, by Theorem 3.7, the conclusion follows. 
Proof of Theorem 1.4: By Lemma 3.6 and Proposition 2.6 together with Propo-
sition 2.4, each Ty1,y2, y1, y2 ∈ Zm, generates a strongly regular Cayley graph on G1 ×
G2 × · · · ×Gs with Latin square type parameters (u
2, c(u− 1), u+ c2 − 3c, c2 − c), where
u = q21q
2
2 · · · q
2
s and
c =


(u− 1)/m, if y1 6= 0 and y2 6= 0,
(u− 1)/m+ 2, if y1 = y2 = 0,
(u− 1)/m+ 1, otherwise.
By Propositions 2.6, the sets Ty1,y1+y2, y1 ∈ Zm, partitionG\{0G}, i.e., the complete graph
Kv is decomposed by the strongly regular Cayley graphs with connection sets Ty1,y1+y2 ,
y1 ∈ Zm. Then, by Theorem 3.7, the conclusion follows. 
4. Concluding remarks
In this paper, we gave constructions of strongly regular Cayley graphs on abelian
groups not necessarily elementary abelian groups. As mentioned in Introduction, our
product construction of a system of building blocks in Theorem 3.4 is a generalization
of Turyn’s construction. Building blocks have rich applications in Combinatorics. For
example, as a recent result, a building block of special type (including our new building
blocks) gives rise to a 11
2
-difference set [9]. Furthermore, the existence of a 11
2
-difference
set yields a directed strongly regular graph using its antiflags [5]. Thus, Theorem 3.4
itself is also important.
Next, we mention about designs related to our strongly regular graphs. It is known that
the decomposition of the complete graph by strongly regular graphs with same parameters
(v, k, λ, µ) gives rise to a 2-(v, k, k − 1) design [11]. In particular, if the strongly regular
graphs are Cayley graphs with connection sets Di, where i = 1, 2, . . . ,
v−1
k
, then {Di :
i = 1, 2, . . . , v−1
k
} forms a (v, k, k − 1) difference family in the ambient group. Hence,
by our Theorem 1.3, we can claim that there exists a (v, k, k − 1) difference family in
G1×G2×· · ·×Gs, where v = q
4
1q
4
2 · · · q
4
s and k = (v− 1)/m. As far as the author knows,
this existence result of difference families is also new [1].
Finally, we close this paper giving an open problem. In this paper, we used a system of
building blocks obtained from cyclotomic classes in semi-primitive case as starters of our
product construction. Such a system of building blocks is a generalization of a covering
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extended building set found by Xia (1992). However, no construction is known for a
system of 2m2 building blocks satisfying the conditions (1), (2), (3) and either (4) or (5)
in (Fq4,+) if m > 2 and 2m does not divide q + 1. On the other hand, Chen [7] found
covering extended building sets in (F4q,+) for q ≡ 1 (mod 4), where 2m does not divide
q + 1 with m = 2. Thus, we have the following problem.
Problem 4.1. Corresponding to Chen’s result [7], find a construction of systems of
2m2 building blocks satisfying the conditions (1), (2), (3) and either (4) or (5) in (F4q ,+)
when m > 2 and 2m does not divides q + 1.
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