Abstract. We show that any continuous partial action α on a topological space X is the restriction of a suitable continuous global action α e , that is essentially unique. We call this action α e the enveloping action of α, and the space X e where α e acts is called the enveloping space of X. X e is Hausdorff if and only if X is Hausdorff and the graph of α is closed.
Introduction
Partial actions on C * -algebras were gradually introduced in [5] , [18] and [9] . Since then, several classes of C * -algebras have been described as crossed products by partial actions. This is the case of approximately finite, Bunce-Deddens and Cuntz-Krieger algebras, among others. ( [7] , [6] , [11] and [12] ). In addition, the description of a C * -algebra as a crossed product by a partial action has proved to be useful to describe its structure and sometimes to compute its K-theory.
In the present paper we deal with enveloping actions of partial actions. That is, we discuss the problem of deciding whether or not a given partial action is the restriction of some global action, and the uniqueness of this global action.
The exact statement of the problem depends on the category under consideration, as much as the definition of a partial action does. For instance, in the category of topological spaces and continuous maps, we say that an action β, acting on Y , is an enveloping action of the partial action α, acting on X, if X is an open subset of Y , α = β X , and Y is the β-orbit of X. In the category of C * -algebras and their homomorphisms, we say that (β, B) is an enveloping action of the partial action α, acting on the C * -algebra A, if A ⊳ B, α = β A , and B is the closed linear β-orbit of A. In this paper we discuss enveloping actions in both categories. In the first one, the enveloping action always exists and is unique. In the second one it is unique when it exists, but in general this is not the case. For this reason we consider a weaker notion of enveloping action in the context of C * -algebras, called Morita enveloping action. We show that any partial action on a C * -algebra has a Morita enveloping action, which is unique up to Morita equivalence. Moreover, the corresponding reduced crossed products are strongly Morita equivalent. It turns out that Morita enveloping actions of partial actions are intimately related to Takai duality: if α is a partial action of the group G on a C * -algebra A, δ is the dual coaction of G on A ⋊ α,r G andδ is the dual action of G on A ⋊ α,r G ⋊ δ,rĜ , thenδ is the Morita enveloping action of α.
The structure of the paper is as follows.
In Section 2 we study partial actions in a topological context. In this case we show that for every partial action there exists a unique enveloping action, which is characterized by a universal property (2.5). We exhibit an example where the partial action acts on a Hausdorff space while its enveloping action acts on a non-Hausdorff space (2.9) . This implies that in the category of C * -algebras, the problem of existence of enveloping actions does not have a solution in general. Those partial actions whose enveloping actions act on a Hausdorff space are precisely those with closed graph (2.10).
Section 3 is devoted to consider the problem of enveloping actions in the category of C * -algebras. In view of the results of Section 2, there is in general no enveloping action for a given partial action on a C * -algebra. So the main matter of this section is the uniqueness of the enveloping action. It is shown in Theorem 3.8 that the enveloping action is unique when it exists. In the remainder of the section we study some relations between the C * -algebras where a partial action and its enveloping action, respectively, act.
In Section 4 we discuss the relation between the reduced crossed products A ⋊ α,r G and B ⋊ β,r G, where (β, B) is the enveloping action of (α, A). In Theorem 4.18 we prove that they are Morita equivalent (In this paper Morita equivalence means strong Morita equivalence). As an application of this result, we show in 4.20 that any partial representation of a discrete amenable group may be dilated to a unitary representation of G, so in particular it is a positive definite map.
In order to overcome the negative result obtained in Section 4 about the existence of enveloping actions, we introduce in Section 5 the weaker notion of Morita enveloping action. This concept involves Morita equivalence of partial actions, which is defined and studied in this section. In particular, we show that the reduced crossed products of Morita equivalent partial actions are Morita equivalent (5.15) . This allows us to deduce that the reduced crossed product by a partial action and the reduced crossed product by a corresponding Morita enveloping action are Morita equivalent (5.17) .
In the sixth section we pave the way for proving the main result of the paper, namely the existence and uniqueness of the Morita enveloping action, which is achieved in Section 7 (7.3, 7.6) . With this goal in mind, we consider two C * -algebras, k(B) and k r (B), that are completions of certain *-algebra of integral operators naturally associated to a Fell bundle. By using the uniqueness of the enveloping action, we prove that in fact these C * -algebras are equal (6.16) . In the last section we will see that, if the Fell bundle is associated to a partial action α on a C * -algebra A, then the algebra k(B) also agrees with the double crossed product A⋊ α,r G⋊ δ,rĜ , where δ is the dual coaction on A⋊ α,r G (9.1).
This paper corresponds to the second part of my doctoral thesis ( [1] ). It is a pleasure to express my gratitude to my advisor Ruy Exel for his guidance and several conversations about enveloping actions, which greatly enriched this work.
Enveloping actions: the topological case
In this section we consider the problem of enveloping actions in the category of topological spaces and continuous maps. In the first part we give the necessary definitions and some examples. In the second one we show that any partial action has a unique enveloping action, which is characterized by a universal property. This result implies, in particular, that if v is a vector field on a smooth manifold X, then there exist a smooth manifold Y , a vector field w on Y , and an inclusion ι : X → Y , such that ι(X) is open in Y and v = wι. We show that if (α, X) is a partial action, where X is a Hausdorff space, and if (β, Y ) is its enveloping action, then Y is a Hausdorff space if and only if the graph of α is closed.
2.1. Partial actions: basic facts and examples. Definition 2.1. A partial action of a topological group G on a topological space X is a pair α = {X s } s∈G , {α s } s∈G such that:
1. X t is open in X, and α t : X t −1 → X t is a homeomorphism, ∀t ∈ G.
2.
The set Γ α = (t, x) ∈ G × X : t ∈ G, x ∈ X t −1 is open in G × X, and the function (also called α) α : Γ α → X given by (t, x) −→ α t (x) is continuous. 3. α is a partial action, that is, X e = X, and α st is an extension of α s α t , ∀s, t ∈ G. If α = {X t } t∈G , {α t } t∈G and β = {Y t } t∈G , {β t } t∈G are partial actions of G on X and Y , we say that a continuous function φ : X → Y is a morphism φ : α → β if φ(X t ) ⊆ Y t , and the following diagram commutes, ∀t ∈ G:
If we forget the topological structures of G and X, we say that α is a set theoretic partial action; note that in this case condition 2. is superfluous, and condition 1. amounts to saying that each α t is a bijection. Condition 3. above is equivalent to the following set of conditions (see Lemma 1.2 of [24] ): 1. α e = id X and α t −1 = α −1 t , ∀t ∈ G. 2. α t (X t −1 ∩ X s ) = X t ∩ X ts , ∀s, t ∈ G. 3. α s α t : X t −1 ∩ X t −1 s −1 → X s ∩ X st is a bijection, and α s α t (x) = α st (x), ∀x ∈ X t −1 ∩ X t −1 s −1 and ∀s, t ∈ G. Consider α = β X , the "restriction" of β to X, that is: X t = X ∩ β t (X), and α t : X t −1 → X t such that α t (x) = β t (x), ∀t ∈ G, x ∈ X t −1 . It is easy to verify that α is a partial action on X. In fact, the main result of this section shows that any partial action arises in this way. Note that, in particular, β may be identified with the partial action β Y .
Example 2.3. The flow of a differentiable vector field is a partial action. More precisely, consider a smooth vector field v : X → T X on a manifold X, and for x ∈ X let γ x be the corresponding integral curve through x (i.e.: γ x (0) = x), defined on its maximal interval (a x , b x ). Let us define, for t ∈ R: X −t = x ∈ X : t ∈ (a x , b x ) , α t : X −t → X t such that α t (x) = γ x (t), and α = {X t } t∈R , {α t } t∈R . Then α is a partial action of R on X.
It is well known that the integral curves of a vector field on a compact manifold X are defined on all of R. This is a particular case of the next result, which in turn may be generalized to a theorem about partial actions on C * -algebras to be proved later in Section 8 (Corollary 8.7) Proof. Let A x = {t ∈ G : x ∈ X t −1 }, and A = ∩ x∈X A x . It is clear that e ∈ A and st ∈ A whenever s, t ∈ A; that is, A is a submonoid of G. For every x ∈ X there exist open neighborhoods U x ⊆ X of x and V x ⊆ G of e such that V x × U x ⊆ Γ α , and V x = V −1
x . Since X is compact, there exist x 1 , . . . , x n ∈ X such that X = ∪ n j=1 U xj . Consider now the neighborhood V = ∩ n j=1 V xj . Since V is symmetric and V ⊆ A, we have that
n is an open subgroup of G contained in A. As for the last assertion, just recall that the unique open subgroup of a connected group is the group itself. 
Moreover, the pair (ι, α e ) is unique up to canonical isomorphisms, and:
e is the α e -orbit of ι(X).
Proof. Let us consider the action γ :
We endow G × X with the product topology, so γ is a continuous action. Moreover, γ is compatible with respect to the equivalence relation ∼ on G×X given by: (r, x) ∼ (s, y) ⇐⇒ x ∈ X r −1 s and α s −1 r (x) = y. Thus γ induces a continuous action α e of G on the quotient topological space X e = (G × X)/ ∼. Let q : G × X → X e be the quotient map, and define ι : X → X e such that ι(x) = q(e, x). Since the inclusion X ֒→ G × X given by x −→ (e, x) is continuous, we have that ι also is. Moreover, if x ∈ X t −1 , ι α t (x) = q e, α t (x) = q(t, x) = q γ t (e, x) = α e t q(e, x) = α e t ι(x) , so ι is a morphism.
We must prove now that the pair (ι, α e ) has the claimed universal property. Note first that if β : G × Y → Y is a continuous action and ψ : X → Y is any continuous function, then the map
we have:
and therefore: ψ ′ (r, x) = β s ψ(y) = ψ ′ (s, y). Thus ψ ′ induces a continuous map ψ e : X e → Y , such that ψ e q(t, x) = β t (ψ(x)), ∀t ∈ G, x ∈ X. We have that ψ e ι(x) = ψ e q(e, x) = ψ(x), and it is also clear that ψ e : α e → β is a morphism, uniquely determined by the relation ψ e ι = ψ. Since the pair (ι, α e ) is characterized by a universal property, it is unique up to isomorphisms (In categorical terms, α e is a universal from α to F, where F : A → PA is the forgetful functor from the category of actions to the category of partial actions; see [28] for details).
It remains to prove the last three assertions of the statement. The third of them is clear, because q(t, x) = α e t ι(x) , ∀t ∈ G, x ∈ X. As for the first and second, note that ι is clearly injective, so it suffices to show that it is an open map. Let U ⊆ X be an open subset. We have to show that q
, which is open in Γ α because α is continuous, and hence open in G × X because Γ α is open in G × X. Definition 2.6. Let α be a partial action of G on X. We say that the action α e provided by Theorem 2.5 is an enveloping action of α. We will also say that X e is the enveloping space of X, ψ e is the enveloping morphism of ψ, etc. Remark 2.7. Assume that h : X → X is a homeomorphism, so we have an action of Z on X. We may think of this action as a partial action of R d on X, where R d denotes the real numbers with the discrete topology. Indeed, define X s = X if s ∈ Z, X s = ∅ if s / ∈ Z, and α s :
However, we can imitate the construction of the enveloping action made in the proof of 2.5 above, using R instead of R d , to obtain a global continuous action β :
This action β is called the suspension of h, and its construction is well known in dynamical systems theory (see [29] , page 45).
From now on we will suppose, as we can, that X ⊆ X e . Since X e is the α e -orbit of X, we see that X and X e share the same local properties. However, their global properties may be very different, as shown in the next two examples.
Example 2.8. Consider the action β : Z × S 1 → S 1 given by the rotation by an irrational angle θ:
, and consider the partial action given by the restriction α of β to U (see Example 2.2). Since the action β is minimal, it follows that β is the enveloping action of α. This example shows that, even when X and X e are similar locally, their global properties may be deeply different. In this case, for instance, the first homotopy groups of U and S 1 are different.
Example 2.9. Consider the partial action α of Z 2 on the unit interval X = [0, 1], given by α 1 = id X , α −1 = id V , where V = (a, 1], a > 0. Let α e : G × X e → X e be the enveloping action of α. Consider J = J − ∪ J + ⊆ R 2 with the relative topology, where
. It is not difficult to see that X e is the topological quotient space obtained from J by identifying the points (1, t) and (−1, t), ∀t ∈ (a, 1]. Therefore, X e is not a Hausdorff space: (1, a) and (−1, a) do not have disjoint neighborhoods. Note also that α e −1 permutes (1, t) and (−1, t) for t ∈ [0, a], and is the identity in the rest of X e .
The obstruction for the enveloping space to be Hausdorff is made clear in the next proposition.
Proposition 2.10. Let α be a partial action of G on the Hausdorff space X. Let Gr(α) be the graph
is a Hausdorff space if and only if
Proof. Let us suppose that X e is a Hausdorff space, and let
Since α e is continuous, α e (t i , x i ) → α e (t, x), and it must be y = α(t, x) because of the uniqueness of limits in Hausdorff spaces.
Conversely, assume that Gr(α) is closed in G × X × X, and let x e , y e ∈ X e . We want to show that if there does not exist disjoint open sets in X e , each of them containing x e or y e , then x e = y e . Since α e t is a homeomorphism of X e , by 3. of 2.5 we may suppose that x e = x ∈ X. Let y ∈ X, t ∈ G be such that α e t (y) = y e . If every neighborhood of x intersects every neighborhood of y e , then for any pair (U, V ) of neighborhoods in X of x and y respectively, there exists x U,V ∈ U ∩ α e t (V ), say x U,V = α e t (y U,V ), with y U,V ∈ V . Consider the net {(t, y U,V , x U,V )} U,V ⊆ Gr(α): it converges to (t, y, x), so α t (y) = x, because Gr(α) is closed. Hence x = y e , and X e is Hausdorff.
Remark 2.11. if G is a discrete group, then Gr(α) is closed in G × X × X if and only if Gr(α t ) is closed in X × X, ∀t ∈ G.
Remark 2.12. As already seen in 2.3, the flow of a smooth vector field on a manifold is a partial action, indeed a smooth partial action. The enveloping space inherits a natural manifold structure, although not always Hausdorff, by translating the structure of the original manifold through the enveloping action. It would be interesting to characterize those vector fields whose flows have closed graphs. For such a vector field, one obtains a Hausdorff manifold that contains the original one as an open submanifold, and a vector field whose restriction to this submanifold is the original vector field. Note, however, that the inclusion of the original manifold in its enveloping one could be a bit complicated. It is possible to exhibit examples of flows with closed graphs and flows with non-closed graphs.
2.3.
On the dynamical properties of the enveloping action. Before closing this section we would like to make some brief comments about the dynamical behavior of the enveloping action. Many of the algebraic and even dynamical notions related to global actions may be easily extended to the context of partial actions. For instance, it is possible to make sense of expressions such as transitive partial actions or minimal partial actions. To give an example, we say that a partial action α on a topological space X is minimal when each α-orbit is dense in X, that is, when X = {α t (x) : t ∈ X t −1 }, ∀x ∈ X. It is not difficult to show that the dynamical properties of α and α e are in general the same, although we will not do it in this work. For instance, it is not hard to see that α is minimal if and only if α e is minimal.
Enveloping actions: the C * -case
In this section we consider partial actions on C * -algebras. We begin by recalling the definition of a partial action in this context, and then we introduce a notion of enveloping action that corresponds, in the case of commutative C * -algebras, to the concept of enveloping action treated in Section 2. Next, we discuss the existence and uniqueness of enveloping actions, and we close the section by studying some properties of the enveloping C * -algebras. Throughout the rest of this paper, G will denote a locally compact Hausdorff group.
The most general definition of a partial action is the one given in [9] , where the reader is referred to for more information. We recall it in 3.2 below. Definition 3.1. Let E be a Banach space, X a topological space, and for each x ∈ X, let E x be a Banach subspace of E. We say that {E x } x∈X is a continuous family if for any open subset U of E, the set {x ∈ X :
If E = {(x, v) ∈ X ×E : v ∈ E x }, with the product topology, and π : E → X is the natural projection, then {E x } x∈X is a continuous family if and only if π is open; in this case, (E, π) is a Banach bundle (see [9] , where the notion of continuous family was introduced). For details about Banach bundles and Fell bundles, we refer the reader to [14] . Note that our notation differs sometimes from that of [14] . Also observe that Fell bundles are called C * -algebraic bundles in that book. [9] , Exel has shown that if α = ({D t } t∈G , {α t } t∈G ) is a partial action of G on the C * -algebra A, the Banach bundle B α = {(t, x) : x ∈ D t } ⊆ G × A, with the relative topology, is a Fell bundle with product and involution given by (here x t δ t := (t,
t (x * t )δ t −1 respectively. B α is called the semidirect product of A and G. We will also say that B α is the Fell bundle associated with α. The cross sectional C * -algebra C * (B α ) of B α is called crossed product of A by α, and is denoted by A ⋊ α G. Let us concentrate for a moment on the case where A = C 0 (X), for some locally compact Hausdorff space X. Suppose that {X t } t∈G is a family of open subsets of X, so {D t } t∈G is a family of ideals in A, where D t = C 0 (X t ), ∀t ∈ G. If G is a locally compact Hausdorff space, one can show that {D t } t∈G is a continuous family if and only if the set Γ = {(t, x) : x ∈ X t } ⊆ G× X is open with the product topology. Suppose in addition that G is a group. To give an isomorphism α t : D t −1 → D t is equivalent to give a homeomorphismα t : X t −1 → X t . Now, it is possible to show that a given family of isomorphisms {α t : D t −1 → D t } t∈G is a partial action on A if and only if the corresponding family of homeomorphisms {α t : X t −1 → X t } t∈G is a partial action on X ( [1] , [3] ).
In the situation above, if the partial actionα = ({X t } t∈G , {α t } t∈G ) has an enveloping actionβ =α e acting on the enveloping space Y , then A is an ideal of B = C 0 (Y ), and the action β induced byβ on B satisfies: β A = α. Moreover, the β-linear orbit [β(A)] := span{β t (a) : a ∈ A, t ∈ G} of A is dense in B, by the Stone-Weierstrass theorem. These facts justify the following definition.
be a partial action of G on the C * -algebra A, and let β be a continuous action of G on a C * -algebra B that contains A. We say that (β, B) is an enveloping action of (α, A) (in the category of C * -algebras), if the following three properties are fulfilled:
A is an ideal of B (two-sided and closed, of course).
We then say that B is an enveloping C * -algebra of A.
Proposition 3.5. Let α = ({D t } t∈G , {α t } t∈G ) be a partial action of G on a commutative C * -algebra A, and letα the corresponding partial action of G onÂ. Then the following assertions are equivalent:
2. α has an enveloping action in the category of commutative C * -algebras. 3. α has an enveloping action in the category of C * -algebras.
Proof. It is clear that 2. implies 3., and 1. and 2. are equivalent by Proposition 2.10, because of the categorical equivalence between locally compact Hausdorff spaces and commutative C * -algebras. To see that 3. implies 2, let us suppose that (β, B) is an enveloping action of the partial action α on an abelian C * -algebra A. Since A is a commutative ideal of B, A is contained in the center Z(B) of B: if a ∈ A, b ∈ B, and (e i ) i∈I ⊆ A is an approximate unit of A:
Since Z(B) is invariant, it follows that β t (A) ⊆ Z(B), ∀t ∈ G, thus span{β t (a) : t ∈ G, a ∈ A} ⊆ Z(B). But then B = span{β t (a) : t ∈ G, a ∈ A} ⊆ Z(B) ⊆ B, and therefore B = Z(B), so B is abelian.
In [12] several algebras generated by isometries satisfying certain relations are studied, and they are shown to be crossed products by partial actions. At the topological level, all these partial actions have enveloping actions acting on Hausdorff spaces, and therefore they have also enveloping actions at the C * -algebra level by 3.5.
3.1.
On the uniqueness of enveloping actions. Proposition 3.5 and Example 2.9 show that not every partial action on a C * -algebra has an enveloping action. We will prove that at least the enveloping action is unique when it does exist. Note that we already know this in the commutative case. Lemma 3.6. Let {J λ } λ∈Λ be a family of ideals of a C * -algebra A, and consider
Proof. Let B = λ∈Λ A λ , where A λ = A, ∀λ ∈ Λ, and consider J= {x = (x λ ) ∈ B : x λ ∈ J λ , ∀λ ∈ Λ}. Then B is a C * -algebra with b = sup λ∈Λ b λ , and J is an ideal of B. In particular, J may be considered as a right Hilbert B-module with the inner product: x, y = x * y, so there is a homomorphism η : B → L(J) given by η(b)x = bx. On the other hand, we have an inclusion ι : A ֒→ B given by ι(a) λ = a, ∀λ ∈ Λ. Thus, we get a homomorphismη = ηι, and therefore η(a) ≤ a , ∀a ∈ A. But η(a) = sup{ η(a)x : x ∈ J, x ≤ 1} = a Λ . Finally, it is clear thatη is injective if and only if span{x ∈ J λ : λ ∈ Λ} is an essential ideal of A.
Lemma 3.7. Let α = ({D t } t∈G , {α t } t∈G ) be a partial action of G, and assume that (β, B) and (γ, C) are enveloping actions of α. Then, ∀a, b ∈ A, t ∈ G, we have: β t (a)b = γ t (a)b (note that both of these products belong to D t ).
Proof. Let (u i ) be an approximate unit of D t −1 . Then u i a ∈ D t −1 , ∀i, and since α is both the restriction of β and γ to A, we have: Proof. For s ∈ G, let · s : B → R and · s : C → R be given by b s := sup{ bx : x ∈ β s (A), x ≤ 1} and c s := sup{ cy : y ∈ γ s (A), y ≤ 1}. By Lemma 3.6, · s and · s are C * -seminorms, and
. . , t n ∈ G and a 1 , . . . , a n ∈ A. We want to show that
Let s ∈ G and a ∈ A. By Lemma 3.7 we have:
It follows that
is an isometry of a *-dense ideal of B onto a *-dense ideal of C, and therefore it extends uniquely to an isomorphism φ : B → C, which clearly satisfies γ t φ = φβ t , ∀t ∈ G, and φ A = id A . Moreover, it is clear that these conditions determine φ.
3.2.
Some properties of the enveloping algebra. To close this section we study some properties that are shared by a C * -algebra and its enveloping algebra. In what follows it will be assumed that (α e , A e ) is an enveloping action of (α, A).
Proposition 3.9. Let C be a class of C * -algebras that is closed by ideals, isomorphisms, and such that any C * -algebra B has a largest ideal C(B) that belongs to C. Then A ∈ C ⇐⇒ A e ∈ C, and C(A) = 0 ⇐⇒ C(A e ) = 0. (C may be, for instance, one of the following classes of C * -algebras: nuclear,
Proof. Note that C(A e ) is α e -invariant, and since C(A e )∩A = C(A), we have that C(A e ) = span{α e t C(A) : t ∈ G }. From this, the result follows immediately. Proof. Let AF (B) be the set of AF-ideals of a C * -algebra B. Since 0 ∈ AF (B), we have that AF (B) = ∅. Let I, J ∈ AF (B), and consider the following exact sequence of C * -algebras:
where ι is the inclusion and π is the quotient map. Since the class of AF-C * -algebras is closed by ideals, quotients and extensions, it follows that I + J ∈ AF (B). Suppose in addition that B is a separable C * -algebra, and let D = {d n } n≥1 be a countable and dense subset of span{x ∈ J : J ∈ AF (B)}.
, there exists an increasing sequence {J n } n≥1 ⊆ AF (B) such that d n ∈ J n , ∀n ≥ 1. It follows that J = ∪ n≥1 J n is an AF-ideal that contains any ideal of AF (B), and this proves our first assertion. As for the second one, note that, since G is separable, then A is separable if and only if so is A e . Now, by the first part, the result is proved as in 3.9.
Enveloping actions and crossed products
The main result of this section, Theorem 4.18, is the following: if a partial action α of G on a C * -algebra A has an enveloping action (α e , A e ), then A ⋊ α,r G and A e ⋊ α e ,r G are Morita equivalent. This theorem will be obtained as a consequence of a more general result on Fell bundles.
We begin by recalling the definition of the regular representation and the reduced cross sectional algebra of a Fell bundle. Then we prove 4.9, a result that will be of great importance later to prove 4.18. Finally we apply Theorem 4.18 to show that any partial representation of an amenable discrete group G is the compression of some unitary representation of G.
4.1.
Preliminaries on Fell bundles and crossed products by partial actions. In [13] , the authors defined the reduced cross sectional algebra of a Fell bundle, generalizing the definition given by Exel in [10] for bundles over discrete groups. The definition is the following:
. When G is a non-discrete group, it is not immediate that Λ, defined by means of convolution of continuous functions, extends to a representation of L 1 (B). The proof of this fact given below seems to us more direct than the one in [13] . Next, we show that if A is a sub-Fell bundle (4.8) of B, then C * r (A) may be considered to be a sub-C * -algebra of C * r (B). For the general theory of Fell bundles, also called C * -algebraic bundles, and their representations, the reader is referred to [14] . Let us suppose that B = (B t ) t∈G is a Fell bundle over G. If K ⊆ G is a compact subset, then C K (B) denotes the Banach space of continuous sections of B, with the supremum norm. C c (B) denotes the *-algebra of continuous sections of B that have compact support, with the locally convex inductive limit topology defined by the natural inclusions
If B e is the fiber of B over the unit e of G, then L 2 (B) is the right Hilbert B e -module obtained by completing C c (B) with respect to the B e -inner product:
. We have that Λ bt ξ ∈ C c (B), and supp(Λ bt ξ) ⊆ t supp(ξ). In addition:
, and hence Λ bt may be extended to L 2 (B). In fact, it is easy to see that Λ bt is adjointable, and Λ *
It is immediate that Λ Bt is a bounded linear map, ∀t ∈ G, and that Λ b Λ c = Λ bc , ∀b, c ∈ B. We will see that Λ is also continuous (that is: Λ satisfies 4.2). 
Proof. Suppose that there exists ǫ > 0 such that for any open neighborhood U of b t there exist b rU ∈ U and
Then the net (s U ) U⊆U0 ⊆ K, and hence it must have a subnet that is convergent to some s 0 ∈ K. We may assume without loss of generality that the net itself converges to s 0 . But this is a contradiction, because:
The contradiction implies that the Lemma is true.
Recall that L 2 (B) is the completion of C c (B) with respect to the norm
On the other hand, it is clear that if
here m is the left Haar measure on G), and hence, by Lemma 4.1,
Proof. Let us fix b ∈ B, and let
It follows that lim sup
i Λ bj ξ − Λ b ξ ≤ 2cǫ, ∀ǫ > 0, and therefore Λ bj ξ → Λ b ξ in · . Definition 4.3. (cf. [13]) The representation Λ : B → L L 2 (B) defined
above is called the regular representation of the Fell bundle B. That is, Λ bs is the unique continuous extension to all of
is a Fréchet representation, in the sense of VIII-8.2 of [14] . So we may apply VIII-11.3 of [14] , and conclude that Λ is integrable. That is, there exists a representation Λ :
Moreover, Λ is unique. We set
It follows that Λ f ≤ f 1 , and hence we may extend Λ by continuity to a representation of L 1 (B). This representation is non-degenerate, because C c (B) * C c (B) is dense in C c (B) in the inductive limit topology, and therefore also in L 2 (B).
is called the reduced C * -algebra of B. If B α is the Fell bundle associated with a partial action α of G on a C * -algebra A, then its reduced C * -algebra is called the reduced crossed product of A by α, and it is denoted by A ⋊ α,r G.
Remark 4.6. It is shown in [13] that if α is a global action of G on A, then the usual reduced crossed product agrees with the one defined in 4.5 (see also [10] , 3.8). Moreover, the authors show that if π : B → B(H) is a non-degenerate representation of B and if π λ is the representation
, that factors through C * r (B). In addition, if π Be is faithful, we have that C * r (B) ∼ = π λ C * (B) (2.15 of [13] ). Note that if π is a degenerate representation, the result is also true, because in this case π = ρ ⊕ 0, the direct sum of the non degenerate part of π with a zero representation, and therefore π λ = ρ λ ⊕ 0. 
Integrating π λ and ρ λ , we obtain representations of C * (B) and C * (A), which we also call π λ and ρ λ respectively, and it is clear again that ρ λ L 1 (A) agrees with π λ L 1 (A) . Now, by 2.15 of [13] (see also the end of Remark 4.6), we have isomorphismsπ λ : C * r (B) → π λ C * (B) , and
Remark 4.10. When G is a discrete group, there is a shorter proof of 4.9, because in this case the reduced cross sectional algebra is characterized in terms of conditional expectations ( [10] 
, and
On the other hand, it is clear that φ 1 is a homomorphism of Banach *-algebras, and therefore it extends to a homomorphism C * (φ) :
. This way we obtain a functor from the category of Fell bundles over G to the category of C * -algebras. A morphism φ : α → β between partial actions induces a homomorphism φ : B α → B β between the corresponding Fell bundles, given by φ (t, a t ) = t, φ(a t ) . Thus we have a functor from the category of partial actions to the category of C * -algebras. Consider a Fell bundle B = (B t ) t∈G . If R is a right ideal of B e and we define R t := spanRB t , ∀t ∈ G, we obtain a right ideal R = (R t ) t∈G of B. In a similar way we may use left ideals of B e to define left ideals of B. If I ⊳ B e , then I = (I t ) t∈G , where I t = IB t , is a right ideal of B, but in general not an ideal. For this it is necessary and sufficient that I is a B-invariant ideal of B e , that is, IB t = B t I, ∀t ∈ G. Conversely, if I = (I t ) t∈G is a given ideal of B, and I = I e , then I is a B-invariant ideal of B e . Moreover, these correspondences establish an inclusion-preserving bijection between B-invariant ideals of B e and ideals of B.
Let V be a local base of precompact and symmetric neighborhoods of the unit e ∈ G, directed by the relation:
Proof. The function µ : G×G×G → B such that (r, t, s) −→ f V (r −1 s)b(s, t) is continuous and µ(r, t, s) ∈ B s , ∀r, s, t ∈ G. So by [14] , II-15.19, the function G × G → B given by (r, t) −→ G f V (r −1 s)b(s, t)ds is continuous. In particular, b V,r is continuous, and thus 1. is proved.
As for 2., let
Since the function b is continuous, each b r : G → B is a continuous section with supp(b r ) ⊆ K 2 , so we have a function G → C c (B) defined by r → b r , that is supported in K 1 , and that is continuous. In fact, let r 0 ∈ G. Since the function G × G → R that maps (r, s) into b(r 0 , s) − b(r, s) is continuous and equal to zero in every
U si and pick r ∈ U , s ∈ G. Then either s / ∈ K 2 , and then b r (s) = 0 ∀r ∈ G, or s ∈ K 2 , and therefore s ∈ V si for some i. In this case, (r, s) ∈ U si ×V si , and hence b r0 (s)−b r (s) < ǫ, so b r0 − b r ∞ < ǫ. It follows that r −→ b r is continuous, and hence uniformly continuous, because it has compact support. Thus, for any ǫ > 0, there exists V 0 ∈ V such that if r −1 s ∈ V 0 , then b r − b s ∞ < ǫ. So we have, for any V ∈ V such that V ≥ V 0 , and for all t: 
Proof. It is straightforward to check that
, and from these facts the two first inclusions follow easily. Let us prove the third assertion. Since A ⊆ E ⊆ B, we have isometric inclusions
is a sub-*-Banach algebra with approximate unit of L 1 (B), and it is contained in the right ideal
. Thus, by 1. and the Cohen-Hewitt theorem,
, and hence that
We have:
, and we have:
. By Lemma 4.14, we see that lim V ξ * V,r * η = ζ ξ,η,r in the inductive limit topology C c (B), and hence also in L 1 (B). So, we have that spanL
, it is sufficient to see that Z is dense in C c (B) in the inductive limit topology. By II-14.6 of [14] , for this is enough to verify that: (a) Z(t) is dense in B t , ∀t ∈ G, where Z(t) = {ζ(t) : ζ ∈ Z} and (b) if g : G → C is continuous, then gζ ∈ Z, ∀ζ ∈ Z. (a) We have: Z(t) ⊇ {ζ ξ,η,r : ξ, η ∈ C c (E), r ∈ G} = {ξ(r −1 ) * η(r −1 t) : ξ, η ∈ C c (E), r ∈ G}. Therefore, Z(t) ⊇ span{E * r −1 E r −1 t : r ∈ G} = span B t E * E = B t by the hypothesis in 4.
Since ζ ξ,g r η,r ∈ C c (E), we conclude that ζ ξ,g r η,r ∈ Z, closing the proof. Proof. Suppose that A is amenable, and let · máx be the norm on C * (B) and · r the norm on C * r (B). The closure of C c (A) in C * r (B) is C * r (A), by Proposition 4.9. We also have that the closure of
induces a representation of L 1 (A) by restriction, and therefore the norm of C * (A) is greater or equal to · max . The amenability of A implies that these two norms are equal. Let ξ ∈ C c (E). Since C * (A) = C * r (A) by assumption, and ξ * ξ * ∈ C c (A) by 4.15, we have:
, and therefore ξ r = ξ máx . Then, the completions of C c (E) with respect to · máx and · r agree. Let us denote this completion by E. We have that E is a full Hilbert module over both C * (B) and C * r (B), and hence C * (B) = C * r (B). This shows that B is amenable.
• (r, a r )(s, x s ) = (rs, α r α r −1 (a r )x s ) ∈ E rs , because α r α r −1 (a r )x s ∈ I. Therefore:
Thus, we may apply Corollary 4.16, concluding that I ⋊ α,r G = C * r (B α ) is a hereditary sub-C * -algebra of C * r (B β ) = B ⋊ β,r G. Suppose now that β is the enveloping action of α, that is, [β(I)] is dense in B. To see that I ⋊ α,r G M ∼ B ⋊ β,r G, it is sufficient to show that span E * E B t is dense in B t , for all t ∈ G. Now:
By the Cohen -Hewitt theorem, every z ∈ I may be written in the form z = x ′ y ′ , for some x ′ , y ′ ∈ I. So the set above is exactly {t} × [β(I)], which is dense in B t . Proof. It follows immediately from 4.17.
4.
3. An application: dilations of partial representations. Closing this section, we apply our results to show that any partial representation of an amenable discrete group may be dilated to a unitary representation of the group. Recall from [8] that a partial representation of a discrete group G on the Hilbert space H is a map u :
The conditions above imply that u t is a partial isometry, and also that u s −1 u s u t = u s −1 u st , ∀s, t ∈ G. The partial representations of G are in one to one correspondence with the non-degenerate representations of its partial C * -algebra C * p (G), which is constructed as follows. Let X t = {ω ∈ 2 G : e, t ∈ ω} with the product topology, and α t : X t −1 → X t such that α t (ω) = tω, ∀ω ∈ X t −1 . Then α is a partial action on X := X e , and C * p (G) is defined to be the corresponding crossed product C(X) ⋊ α G, where we are also denoting by α the partial action induced on C(X). Proof. Let α be the partial action described before. Since G is amenable, we have that C *
e and π u is the compression of π e u to H, i.e.: π u (x) = P π e u (x)i, ∀x ∈ C * p (G), where P : H e → H is the orthogonal projection and i = P * : H → H e is the natural inclusion ( [14] , XI-7.6). Now, π e u = φ e × u e , for some covariant representation (φ e , u e ) of the dynamical system (C(X e ), α e , G); in particular, u e : G → B(H e ) is a unitary representation of G. Note that X is a clopen subset of X e , so 1 e ∈ C(X e ), and we may compute, in C(X e ) ⋊ α e ,r G: (1 e δ e )(1δ t )(1 e δ e ) = (1 e δ t )(1 e δ e ) = 1 e α e t (1 e )δ t = 1 t δ t . Therefore: Observe now that π e (1 e δ e ) is an orthogonal projection such that P π e (1 e δ e ) H = π(1 e δ e ) = id H , and hence π e (1 e δ e ) is greater or equal to the orthogonal projection Q ∈ B(H e ) with image H. Thus, we have that: Qπ e (1 e δ e ) = Q = π e (1 e δ e )Q. On the other hand, it is clear that P Q = P , Q = Qi, and consequently:
P π e (1 e δ e ) = (P Q)π e (1 e δ e ) = P Qπ e (1 e δ e ) = P Q = P, π e (1 e δ e )i = π e (1 e δ e )(Qi) = π e (1 e δ e )Q i = Qi = i.
It follows that u t = P π e (1 e δ e )u e t π e (1 e δ e )i = P u e t i.
Morita equivalence of partial actions and Morita enveloping actions
We have seen previously that there exist partial actions on C * -algebras that have no enveloping actions. The aim of this section is to introduce a weaker notion of enveloping action, so that any partial action has a unique "weak" enveloping action, and Theorem 4.18 is still valid.
To this end we define and study Morita equivalence of partial actions, and show that the reduced crossed products of Morita equivalent partial actions are Morita equivalent. Then we define the so called Morita enveloping actions. If α is a partial action, we say that β is an enveloping action up to Morita equivalence of α, or just a Morita enveloping action of α, if β is the enveloping action of a partial action that is Morita equivalent to α. For this notion we have a result analogous to 4.18: Proposition 5.17. The investigation of the existence and uniqueness of Morita enveloping actions is postponed until Section 7.
Hilbert modules and C
* -ternary rings. In the next subsection we will introduce the Morita equivalence between partial actions, and to do this it will be convenient to use C * -ternary rings (C * -trings for short). It would be possible to use just Hilbert bimodules, but we prefer to view a Hilbert module not as a space where a C * -algebra is acting on, but rather as an object that has almost the status of a C * -algebra. So, we will quickly see now some basic facts about C * -trings that will be needed later.
Let us suppose that (E, ·, · ) is a full right Hilbert B-module, and let A = K(E) be the corresponding C * -algebra of compact operators, that is, the ideal of L(E) generated by {θ x,y : x, y ∈ E}, where θ x,y (z) = x y, z r . Defining x, y l = θ x,y , we have that E is a full left Hilbert A-module, and that E is an (A − B)-bimodule that satisfies x, y l z = x y, z r , ∀x, y, z ∈ E; we will say that E is a full Hilbert (A − B)-bimodule. So, defining (x, y, z) = x y, z r , we have a ternary product (·, ·, ·) on E that relates the actions of A and B on E, and also the left and right inner products on E. The object E, (·, ·, ·) is a C * -tring, and determines the pairs (A, ·, · l ) and (B, ·, · r ) up to isomorphisms. This fact was proved in [30] , where the notion of C * -tring was introduced. Let us recall the exact definitions.
Definition 5.1. A *-ternary ring is a complex linear space E with a transformation µ : E ×E ×E → E, called ternary product on E, such that µ is linear in the odd variables and conjugate linear in the second one, and such that: µ µ(x, y, z), u, v = µ x, µ(u, z, y), v = µ x, y, µ(z, u, v) , ∀x, y, z, u, v ∈ E. A homomorphism φ : (E, µ) → (F, ν) of *-ternary rings is a linear transformation from E to F such that ν φ(x), φ(y), φ(z) = φ µ(x, y, z) , ∀x, y, z ∈ E. We will write (x, y, z) instead of µ(x, y, z). A C * -norm on a *-ternary ring E is a norm such that (x, y, z) ≤ x y z and (x, x, x) = x 3 , ∀x, y, z ∈ E. We then say that (E, · ) is a pre-C * -tring, and that it is a C * -tring if it is complete. A representation of a * -ternary ring (E, µ) on the Hilbert spaces H and K is a homomorphism π : E → B(H, K), where in the last space we consider the ternary product given by (R, S, T ) = RS * T .
π(E) is called a ternary ring of operators, or just TRO.
C * -trings and TRO's were studied by Zettl in [30] . He proved that every C * -tring (E, µ) may be uniquely decomposed as a direct sum E = E + ⊕ E − , where (E + , µ E + ) and (E − , −µ E − ) are isomorphic to closed TRO's. We will say that a C * -tring E is positive if E = E + . By a result of Zettl's ( [30] , 3.2), positive C * -trings correspond exactly to full Hilbert bimodules, that is, there exist, up to isomorphisms, unique pairs (E l , ·, · l ) and (E r , ·, · r ) such that E is a full Hilbert (E l − E r )-bimodule, and x, y l z = µ(x, y, z) = x y, z r , ∀x, y, z ∈ E.
Proposition 5.2. Let π : E → F be a homomorphism of *-ternary rings (5.1), where E and F are C * -trings. Then π is a contraction, and there exists a unique homomorphism π
r : E r → F r such that π r ( x, y r ) = π(x), π(y) r , ∀x, y ∈ E. Consequently, we have that π(xb) = π(x)π r (b), ∀x ∈ E, b ∈ E r .
If π is injective (surjective, an isomorphism), then π is isometric, and π r is injective (respectively surjective, an isomorphism).
Proof. If π r exists, it must be π r ( x, y r ) = π(x), π(y) r , ∀x, y ∈ E. Therefore we must see that
Thus, we have a homomorphism of *-algebras π r : span E, E r → F r . Since span E, E r is a dense *-ideal of E r , then π r has a unique extension to a homomorphism π r : E r → F r ( [14] , VI-19.11). Now, if x ∈ E: π(x) 2 = π(x), π(x) r = π r ( x, x r ) ≤ x, x r = x 2 , and hence π is a contraction. In particular, π is continuous, and therefore π(xb) = π(x)π r (b), ∀x ∈ E, b ∈ E r , because this is true for each b ∈ span E, E r , a dense subset of E r . If π is surjective, it is clear that so is π r . Suppose that π is injective, and let b ∈ ker π r . Then π(xb) = 0, ∀x ∈ E, and hence xb = 0, ∀x ∈ E, and therefore span E, E r b = 0. It follows that E r b = 0, and hence that b = 0. Consequently π r is injective, and therefore isometric. Thus:
Zettl's results together with Proposition 5.2 imply that, up to the fact that E r is determined up to isomorphisms, we have a functor
from the category of C * -trings to the category of C * -algebras. Of course, we have a left version of this fact.
Definition 5.3. Let E be a C * -tring, and F ⊆ E a closed subspace. We say that F is an ideal of E iff (E, E, F ) ⊆ F and (F, E, E) ⊆ F ). We write F ⊳ E to indicate that F is an ideal of E and I(E) to denote the set of ideals of E.
It is not hard to see that F ⊳ E iff (E, F, E) ⊆ F . Let us suppose that E is a positive C * -tring, so that E is a full Hilbert (E l − E r )bimodule. Then it is easy to see that F is an ideal of E iff F is a closed sub-(E l − E r )-bimodule of E. Therefore, rephrasing a well known result in our context, we have (see for instance [26] , 3.22): Proposition 5. 4 . Let E be a positive C * -tring. Then the correspondence F −→ F r = span F, F r is a lattice isomorphism between I(E) and I(E r ), with inverse I −→ EI. Similarly, the correspondence F −→ F l = span F, F l is a lattice isomorphism between I(E) and I(E l ), with inverse J −→ JE. Consequently, there is a lattice isomorphism, called the Rieffel correspondence, R : I(E r ) → I(E l ), such that R(I) = span EI, EI l ; its inverse is R : I(E l ) → I(E r ) given by R(J) = span JE, JE r .
Corollary 5.5. Let π : E → F be a homomorphism of *-ternary rings between C * -trings E and F . Then ker(π) r = ker(π r ). In particular, π is injective iff π r is injective.
Morita equivalent partial actions.
Definition 5.6. Let E be a positive C * -tring and α = ({E t } t∈G , {α t } t∈G ) a set theoretic partial action on E, where E t ⊳ E, and α t : E t −1 → E t is an isomorphism of C * -trings, ∀t ∈ G. We say that α is a partial action of G on E if {E t } t∈G is a continuous family (3.1) and, if E −1 = {(t, x) : x ∈ E t −1 } ⊆ G × E with the product topology, then the map r . Now, the domain of α s α t is E t −1 E t −1 s −1 , and α s α t :
r is E Remark 5.8. It is clear that any partial action γ on a C * -tring E is also a partial action on E * , the adjoint C * -tring of E (By E * we mean the C * -tring naturally associated to the adjoint bimodule of the Hilbert E r -module E). Let γ denote this partial action. Then it is easy to see that (γ * ) l = γ r , and (γ * ) r = γ l .
Example 5.9. If E is a right ideal of a C * -algebra A, where G acts by an action β, then α := β E is a partial action on E, and we have that α r = β spanE * E , and α l = β spanEE * .
Definition 5.10. Let α = ({A t } t∈G , {α t } t∈G ) and β = ({B t } t∈G , {β t } t∈G ) be partial actions of G on the C * -algebras A and B respectively. We say that α is Morita equivalent to β if there exists a partial action γ = ({E t } t∈G , {γ t } t∈G ) on a positive C * -tring E, such that γ l = α, and γ r = β. We will denote this relation by α M ∼ β.
Remark 5.11. In [4] , Combes defined Morita equivalence of actions. When in Definition 5.10 α and β are global actions, γ must also be a global action, and therefore our definition of Morita equivalence agrees with his in this case. Note that, in fact, α, β and γ are global actions if and only if one of them is a global action.
Lemma 5.12. Let E be a C * -tring and A = E r . If {D t } t∈G is a continuous family of ideals in A, and E t := ED t , ∀t ∈ G, then {E t } t∈G is a continuous family of ideals in E.
Proof. Let U ⊆ E be an open set, G U = {s ∈ G : U ∩ E s = ∅}, and t ∈ G U . Consider x ∈ U ∩ E t . By Cohen-Hewitt, x = ya, for some y ∈ E, and a ∈ D t . Since the action of A on E is continuous, there exist open sets V ⊆ E and W ⊆ A, such that y ∈ V , a ∈ W , and V W ⊆ U . Now, a ∈ W ∩ D t , and since {D s } s∈G is continuous, the set G W = {s ∈ G : W ∩ D s = ∅} is open and contains t. For each
We will see next that Morita equivalence of partial actions is an equivalence relation. Recall that if E is a (A − B)-Hilbert bimodule and F is a (B − C)-Hilbert bimodule, their inner tensor product is the (A − C)-Hilbert bimodule E B F constructed as follows: let E F their algebraic tensor product, and consider on E F the unique C-sesquilinear map ·, · ′ r such that x 1 ⊙ y 1 , x 2 ⊙ y 2 = y 1 , x 1 , x 2 B y 2 C , where ·, · C is the C-inner product on F , and ·, · B is the B-inner product on E. This sesquilinear map is a semi-inner product, that defines an inner product on the quotient (E F )/N , where N = {z ∈ E F : z, z ′ r = 0} = span{xb ⊙ y − x ⊙ by : x ∈ E, y ∈ F, b ∈ B}. Then, E B F is the completion of (E F )/N with respect to this inner product (see for instance [16] for details). We will denote by x ⊗ y the projection of x ⊙ y on E B F . 
F 2 be the unique linear transformation such that
it is a homomorphism of *-ternary rings. Let ·, · and [·, ·] be the corresponding C-pre-inner products on E 1 E 2 and F 1 F 2 respectively. Pick z, z
C , and µ
. By taking z = z ′ and computing norms, we have:
Thus, µ 1 ⊙ µ 2 factors through the quotient, where it is a contraction, and hence extends by continuity to a homomorphism of C * -trings µ 1 ⊗ B µ 2 :
Finally, if µ 1 , µ 2 are isomorphisms, we apply the first part of the proof to the maps µ 
Proposition 5.14. Morita equivalence of partial actions is an equivalence relation.
Proof. The reflexive and symmetric properties are immediately verified (see Remark 5.8) .
Suppose now that α = ({A t }, {α t }) is a partial action of G on A, β = ({B t }, {β t }) is a partial action of G on B, and γ = ({C t }, {γ t }) is a partial action of G on C, such that α M ∼ β through the partial action µ = ({E t }, {µ t }) of G on the C * -tring E, and β M ∼ γ through the partial action ν = ({F t }, {ν t }) of G on the C * -tring F . Consider the family µ ⊗ B ν := ({E t B F t }, {µ t ⊗ B ν t }). Since µ rs extends µ r µ s and ν rs extends ν r ν s , it follows that µ rs ⊗ B ν rs extends (µ r ⊗ B ν r )(µ s ⊗ B ν s ). It is clear that
is a set theoretic partial action on E B F , and (µ ⊗ B ν) l = α, (µ ⊗ B ν) r = γ. It remains to show that µ B ν is continuous. First, note that the family {E t B F t } t∈G is continuous by 5.12, because γ is a partial action. Let E −1
is a continuous section of the Banach bundle E 
. So we conclude, by [14] , II-14.6 and II- 13.16 , that the application E −1 Proof. Suppose that α and β are Morita equivalent through a partial action γ = ({E t }, {γ t }); say that γ l = α, and γ r = β. Consider the full left Hilbert A-module A E, where (a 1 , e 1 ), (a 2 , e 2 ) = a 1 a * 2 + e 1 , e 2 l . Then A E establishes a Morita equivalence between A and L(E), the linking algebra of E (see [26] for instance). By 5.4, every ideal A t corresponds to an ideal R(A t ) ⊳ L(E), and it is easy to see that
, and (A t ), (E t ), (E * t ) and (B t ) are continuous families, so it is the family (L(E t )) t∈G . Let us define now L(γ t ) :
to see that it is also Morita equivalent to β.
The considerations above show that we may assume that A = pBp, for some projection p ∈ M (B), and that α and γ are the restrictions of β to pBp = A and to E = pB respectively. Let now A and B be the Fell bundles corresponding to α and β respectively, and let E = ({t} × E t ) t∈G . We have that A ⊆ E ⊆ B, A is a sub-Fell bundle of B, and that E is a sub-Banach bundle of B. On the other hand, if (r, a r ) ∈ A, (s, x s ), (t, y t ) ∈ E, and (u, b u ) ∈ B, we have:
• (r, a r )(s, x s ) = (rs,
. Now, for all t ∈ G, we have that span{β s −1 (x * s y t ) : s ∈ G, x s ∈ E s , y t ∈ E t } = B t : the left member of this equality contains spanE * e E t = spanE * E t ⊇ spanE * t E t = B t . Therefore, we may apply Corollary 4.16, from where we conclude that
This is a good point to introduce the notion of Morita enveloping action. We close the section with a result that is similar to Theorem 4.18. Proof. Since Morita equivalence of C * -algebras is transitive, the proof follows immediately by combining Proposition 5.15 above with Theorem 4.18.
C * -algebras of kernels associated with a Fell bundle
In the present section we study two C * -algebras, k(B) and k r (B), that are naturally associated with a given Fell bundle B over the group G. Both of them are completions of a certain *-algebra of integral operators. The first one is defined by a universal property; the second one is a concrete C * -algebra of adjointable operators on a Hilbert module. Indeed, using the results of Section 3 we are able to show that these two C * -algebras actually agree. There is a natural action of the group on k(B). If B is the Fell bundle of a partial action, we will see in the following section that this natural action on k(B) is a Morita enveloping action of the given partial action.
Let B = (B t ) t∈G be a Fell bundle. Consider a continuous function k : G × G → B of compact support, such that k(r, s) ∈ B rs −1 , ∀r, s ∈ G. Such a function will be called a kernel of compact support associated with B. The linear space of kernels of compact support associated with B will be denoted by k c (B) We will see later that any k ∈ k c (B) may be seen as an integral operator, which justifies this terminology.
, and the norm
Proof. Let ν : G × G → G be such that ν(r, s) = rs −1 , and let B ν be the retraction of B with respect to ν ( [14] , II-13.3). Then B ν is a Banach bundle over G × G, and the fiber of B ν over (r, s) is (r, s, B rs −1 ), which we may naturally identify with B rs −1 . Therefore, k c (B) = C c (B ν ) as a linear space.
Consider now the map µ : G × G × G → B ν given by µ(t, r, s) = r, s, k 1 (r, t)k 2 (t, s) . We have that µ is continuous and has compact support, and that µ(t, r, s) ∈ (B ν ) (r,s) , ∀t, r, s ∈ G. Thus, we may apply [14] , II-15.19, from where we conclude that the map (r, s) −→ G µ(t, r, s)dt is a continuous section of compact support of B ν . In other words, k 1 * k 2 ∈ k c (B).
As for k * , we have that supp(k * ) is compact, and k
is a *-algebra. It is also immediate that k * 2 = k 2 . Finally: given by k · ξ r = G k(r, s)ξ(s)ds, ∀k ∈ k c (B), ξ ∈ C c (B), and r ∈ G. With this action,
∀ξ, η ∈ C c (B), r, s ∈ G, we have:
Proof. All these properties are easy to verify. As an example we prove 5., and leave 1.-4. to the reader.
We define I c (B) := span C c (B), C c (B) l , where ·, · l is the map defined in 6.2. Clearly, I c (B) is a two-sided *-ideal of k c (B).
Let E = L 2 (B), and let [·, ·] : E × E → K(E) be the corresponding left inner product (If we think of E as a positive C * -tring, then K(E) is nothing but E l ). Note that there is a natural injective *-homomorphism I c (B) ֒→ K(E), the only one such that ξ, η l = [ξ, η], ∀ξ, η ∈ C c (B). Indeed, if k = i ξ i , η i l = 0, then kζ = 0, ∀ζ ∈ C c (B), and since kζ = i [ξ i , η i ]ζ, and C c (B) is dense in E, we see that i [ξ i , η i ] = 0 ∈ K(E). On the other hand, since span[C c (B), C c (B)] is dense in K(E), we have that K(E) is a C * -completion of the *-algebra I c (B). We will see later that this inclusion extends to an inclusion Ω : k c (B) → L(E) (Theorem 6.9).
Note that, as a Banach space, the completion HS(B) of (k c (B), · 2 ) agrees with L 2 (B ν ) (see [14] , II-15.7-15.9). When B = (B t ) t∈G is the trivial Fell bundle over G with constant fiber C (that is: the Fell bundle associated with the trivial action of 6.1. Natural action on the kernels. There is a natural action of G on k c (B):
, where ∆ is the modular function on G. We have:
.
This action may be extended to HS(B) and hence to k(B): doing u = rt, v = st in the integral below:
Note that β is a continuous action on k c (B) with the inductive limit topology (recall from 6.1 that k c (B) = C c (B ν )), and therefore is continuous on HS(B). Since k(B) is the universal C * -algebra of HS(B), β also extends to a continuous action on k(B). All these actions will be denoted by β.
Lemma 6.4. Let B be a Banach bundle over the locally compact space X. Suppose that Θ ⊆ C c (X) is dense in C c (X) in the inductive limit topology, and that F ⊆ C c (B) is a linear subspace such that ΘF ⊆ F . Then the closure of F in the inductive limit topology is the space: {g ∈ C c (B) : g(x) ∈ F (x), ∀x ∈ X}. In particular, if F (x) = B x , ∀x ∈ X, then F is dense in C c (B).
Proof. For x ∈ X, the map e x : C c (B) → B x such that f −→ f (x) is a continuous linear map in the inductive limit topology . Therefore e x (F ) ⊆ F (x). Conversely, suppose that g ∈ C c (B) is such that g(x) ∈ F (x), ∀x ∈ X. Since X is locally compact, there exists a compact subset K of X whose interior contains supp(g). Now, given ǫ > 0 and x ∈ K, there exists f x ∈ F such that g(x) − f x (x) < ǫ. Since g, f x and the norm on B are continuous maps, there exists a precompact open neighborhood V x of x, such that g(y) − f x (y) < ǫ, ∀y ∈ V x . The family (V x ) x∈K is an open covering of K, so it has a finite subcovering V x1 , . . . , V xm . Let (ψ j ) m 1 be a partition of unity of K subordinated to (V xj ), and let f = m j=1 ψ j f xj . We have that f ∈ C c (B) and g − f ∞ < ǫ. Therefore, it is enough to show that f ∈ F . For this, it is sufficient to show that ψf ′ ∈ F , ∀ψ ∈ C c (G) and f ′ ∈ F . But, since Θ is dense in C c (G), there exists ψ ′ ∈ Θ such that ψ − ψ ′ ∞ ≤ ε, for a given ε, and hence ψf 
Recall 
It follows from 6.4 that I c (B) is dense in k c (B) in the inductive limit topology.
Conversely, assume that B is not saturated: there exist r, s ∈ G such that spanB r B s −1 = B rs −1 . Let b ∈ B rs −1 be such that b / ∈ spanB r B s −1 , and let d be the distance from b to spanB r B s −1 . There exists a continuous section of compact support of B ν that takes the value b in (r, s). In other words, there exists
6.2. The reduced C * -algebra of kernels of a Fell bundle. Our next goal will be to show that the action of k c (B) on C c (B) extends to all of E = L 2 (B), and, from this that there is an injective *-homomorphism Ω : k c (B) → L(E). To do this, we will need to faithfully represent k c (B) as a *-algebra of operators on a Hilbert space, and also to represent E as a ternary ring of operators. Recall that the right regular representation of G on 1. For all k ∈ k c (B), b ∈ B e , and ξ, η ∈ E:
and ∀ξ ∈ C c (B). Remark 6.11. Note that if π : B → B(H) is a representation such that π Be is faithful, then k r (B) ∼ = k π (B) naturally (k π (B) was defined in the proof of 6.9). In particular, by 6.7) the natural action β on k c (B) extends to k r (B).
By the universal property of k(B), there exists a natural epimorphism k(B) → k r (B), which will be also denoted by Ω, that is the unique homomorphism such that Ω(k)ξ r = G k(r, s)ξ(s)ds, ∀k ∈ k c (B), and ∀ξ ∈ C c (B). This homomorphism is also a G-morphism with respect to the natural action β. In a while we will see that, in fact, this homomorphism is an isomorphism.
Remark 6.12. Let k ∈ k c (B) and f ∈ C c (B), and consider h :
Note that h(r, t) ∈ B rt −1 , ∀r, t ∈ G, because for all r, s, t ∈ G, we have that Proof. Both parts are direct consequences of 6.5.
We will see next that the natural epimorphism Ω : k(B) → k r (B) is an isomorphism. In fact, we will show that the restriction of Ω to the ideal I is an isomorphism I ∼ = I r , and therefore we must have k(B) ∼ = k r (B), because of the uniqueness of the enveloping action. The fact that Ω I : I → I r is an isomorphism will follow from 6.14 and 6.15 below.
Lemma 6.14.
, where the closure is taken in the inductive limit topology. Then, if ξ ∈ C c (B), we have that ξ, ξ l ∈ c ∩ I c (B).
Proof. Let ξ ∈ C c (B). Since C 0 (B) is a non-degenerate right Banach module over B e , the Cohen-Hewitt theorem implies that there exist η ∈ C c (B), and b ∈ B e , such that ξ = ηb. Let ζ ∈ C c (B) such that ζ(e) = b * . The function G → B e such that t −→ ζ(t) * ζ(t) − bb * is continuous and vanishes at t = e. Thus, given ǫ > 0, there exists a neighborhood V ǫ of e, such that if t ∈ V ǫ , then ζ(t) * ζ(t) − bb * < ǫ.
Let (f V ) V ∈V be an approximate unit of L 1 (G) as in Lemma 4.14, and for each V ∈ V let
Thus k V * k * V → ξ, ξ l in the inductive limit topology, and hence ξ, ξ l ∈ c.
Lemma 6.15. Let E ′ , (·, ·, ·) be a *-ternary ring, and · , | · | two C * -norms on E ′ , with · ≤ | · |. Let E be the completion of E ′ with respect to · , and ·, · r :
Proof. Let F be the completion of E ′ with respect to |·|, and [·, ·] r : F ×F → F r the corresponding right inner product. Let x 1 , . . . , x n , y 1 , . . . , y n ∈ E ′ , and assume that
It is straightforward to check that ψ is a *-homomorphism. Since span E ′ , E ′ r is an ideal of E r , it is contractive (by [14] , VI-19.11). In consequence we have, Proof. Let c be the set defined in 6.14, that is, c ⊆ I c (B) is the closed cone of k c (B) generated by the elements of the form k * k * , with k ∈ I c (B). Since the convergence in the inductive limit topology implies the convergence in HS(B), and therefore in k(B), we have that c ⊆ k(B) + . Then, by 6.14,
is an inner product. Let | · | be the norm on C c (B) induced by k(B), that is, | ξ | = ξ, ξ l , where we are considering ξ, ξ l as an element of k(B). This is a C * -norm on C c (B), because by completing it with respect to this norm, one obtains a Hilbert module over k(B) (see [16] ). Let ξ be the norm of ξ as an element of
. Now, by 6.15 above (with E ′ = C c (B)) it follows that · = | · |. Therefore I = E r = I r , and since (β, k(B)) and (β, k r (B)) are the enveloping actions of β I and β Ir , then
, because of the uniqueness of the enveloping action (Theorem 3.8).
In [22] , Quigg introduced the notion of ideal property of a C * -algebra: a property P of a C * -algebra is ideal if every C * -algebra has a largest ideal with property P, and if this property is invariant by Morita equivalence and inherited by ideals.
Corollary 6.17. Let P be an ideal property. Then B e has property P iff k(B) has property P. Therefore B e is liminal, antiliminal, postliminal or nuclear, iff k(B) is respectively liminal, antiliminal, postliminal or nuclear.
Proof. Since B e and I are Morita equivalent, B e has property P if and only if I has property P. On the other hand, by 3.9, I has property P if and only if k(B) has property P.
Before ending this part, we would like to emphasize the functorial nature of k(B). Suppose that A = (A t ) and B = (B t ) are Fell bundles, and that φ : A → B is a Fell bundle homomorphism. For instance, φ could be a homomorphism induced by a morphism between partial actions. If k ∈ k c (A), it is clear that k c (φ)(k) ∈ k c (B), where k c (φ)(k) (r,s) = φ(k(r, s)). Moreover, it is easy to check that the resultant map k c (φ) : k c (A) → k c (B) is a homomorphism of *-algebras, which is injective if φ is injective. In addition k c (φ)(k) 2 ≤ k 2 , so k c (φ) extends to a homomorphism HS(φ) : HS(A) → HS(B) of Banach *-algebras. Hence, there is an induced homomorphism of
is a functor from the category of Fell bundles to the category of C * -algebras. If φ : A → B is injective, then k(φ) : k(A) → k(B) also is injective. To see this, let π : B → B(H) be a representation such that π Be is faithful. Then πφ : A → B(H) is a representation such that πφ Ae is faithful. Since k r (A) = k(A), by 6.9 we have that π and πφ induce unique faithful representations π : k(A) → B(H) and πφ : k(A) → B(H), and it is clear that πφ =πk(φ), which implies thatπk(φ) is injective. Therefore k(φ) is injective.
Existence and uniqueness of the Morita enveloping action
In the sequel we prove the main result of the paper: any partial action has a Morita enveloping action, which is unique up to Morita equivalence. To do this, we apply the previous results to the case when the Fell bundle B is the one associated with a partial action α. We show that the natural action on k(B) is a Morita enveloping action of α. More precisely, assume that B is the Fell bundle of a partial action α = ({D t } t∈G , {α t } t∈G ). Then define on E the partial action γ = ({E t } t∈G , {γ t } t∈G ), where E t = ED t , and γ t :
. In Theorem 7.3, we prove that γ r = α and γ l =α, whereα is the natural action of G on k(B). It follows that (k(B),α) is a Morita enveloping action of α, and therefore any partial action has a Morita enveloping action. We prove later in Proposition 7.6 that the Morita enveloping action is unique up to Morita equivalence.
(In fact, we even have that η s → η t in the inductive limit topology, because η s (r) − η t (r) = η(r)d(s
is continuous and has compact support. Therefore the map G → C 0 (A) given by s −→ γ ′ s η ′ s is continuous. It follows that γ s η s − γ t η t ∞ → 0 when s → t. So we also have that γ s η s − γ t η t → 0 if s → t. Hence there exists i 2 such that ∀i ≥ i 2 :
On the other hand, since ξ i → ξ, there exists i 3 such that ∀i ≥ i 3 we have: (4), (5) and (6) we have that:
This proves that γ is continuous, which ends the proof.
Our next task is to show that, up to Morita equivalence, the Morita enveloping action is unique. This will be proved in Proposition 7.6. Proof. This is a direct consequence of 6.17, 7.3 and 7.6.
Partial actions induced onÂ and Prim(A)
Let α be a partial action on the C * -algebra A that has a Morita enveloping action β acting on a C * -algebra B. One can see that α induces partial actions onÂ and Prim(A), the spectrum of A and the primitive ideal space of A respectively. In this part we will show that the enveloping actions of these partial actions are precisely the actions induced by β onB and Prim(B) respectively.
Let us fix some notation. If I ⊳ A let O I = {P ⊳ A : P is primitive and P ⊇ I}, that is, {O I : I ⊳ A} is the Jacobson topology of Prim(A). Recall that there is a natural map κ :Â → Prim(A), given by κ([π]) = ker π, that is surjective but in general not injective. The topology ofÂ is the initial topology defined by κ, so the open sets are of the form V I = κ −1 (O I ). With this topologyÂ is locally compact, and it is compact if A is unital ( [14] , VII-6.11). The restriction maps r : O I → Prim(I), such that r(P ) = P ∩ I, and r : V I →Î, such that r( Proof. A proof of 1. may be found in [26] , 7.1. To prove 2., note that the following diagram commutes:
SinceB has the initial topology induced by κ, then Prim(B) is precisely the topological quotient space ofB with respect to κ, and therefore G × Prim(B) is the topological quotient space of G ×B with respect to id × κ. Thus,β is continuous if and only ifβ(id × κ) is continuous; butβ(id × κ) = κβ, and κβ is continuous.
It is possible to give a direct proof of the following result, but we will obtain it indirectly from 8.3 and 8.5. Proposition 8.2. Let α = ({D t } t∈G , α tt∈G ) be a partial action G on the C * -algebra A.
β t E r t −1 ∩ (P E) r = α t E r t −1 ∩ R(P ) . Thus, since R(Q) is a primitive ideal, it must agree withα t R(P ) . It follows that R :β →α is a morphism of set theoretic partial actions. Similarly, its inverse map R :α →β is a morphism, so R is an isomorphism between the set theoretic partial actionsβ andα.
The proof of the corresponding statement forβ andα is similar and it is left to the reader. Proof. Since β is the Morita enveloping action of α, this one is Morita equivalent to β I , for some ideal I of B. By 8.3, β I is a partial action on Prim(I). On the other hand, R is a homeomorphism, and thereforeα is continuous, that is,α is a partial action on Prim(A). Since (β, Prim(B)) is the enveloping action of (β I , Prim(I)) and R is an isomorphism of partial actions between (β, Prim(B)) and (α, Prim(A)), it follows that (β, Prim(B)) is the enveloping action of (α, Prim(A)). The proof of 2. is similar. Proof. By 8.5 we have that (β,B) is the enveloping action ofα and that (β, Prim(B)) is the enveloping action ofα. Suppose thatα =α. Since the enveloping action is unique, we have that (β,B) = (β, Prim(B)). The converse is clear.
The following result may be thought of as a non-commutative version of the well known fact that the integral curves of a vector field on a compact manifold X are defined on all of R. Proof. If A is unital, then Prim(A) is compact by [14] , VII-6.11. Now, if Prim(A) is compact, by 2.4 there exists an open subgroup H of G such thatα restricted to H is a global action on Prim(A), and therefore every primitive ideal of A is in the domain ofα s , ∀s ∈ H. By the definition ofα, this implies that there is no primitive ideal of A containing the ideal D s −1 , and hence D s −1 = A, ∀s ∈ H. Therefore α H×A is a global action. If G is connected, then G = H.
Takai duality for partial actions
In this last section of the paper we relate our previous results on enveloping actions with Takai duality for partial actions. If we tried to translate naively Takai duality from the context of global actions to our case of partial ones, it should be expressed as follows: if α is a partial action of G on A and δ is the dual coaction of G on A ⋊ α,r G, then A and A ⋊ α,r G ⋊ δĜ are Morita equivalent. However, as pointed out by Quigg in [23] , this version of Takai duality fails for partial actions, and its failure is proportional to the "partialness" of α.
In what follows we show that we still have a Takai duality for partial actions, which may be briefly expressed in this manner: ifδ is the dual action of G on A ⋊ α,r G ⋊ δĜ , then δ , A ⋊ α,r G ⋊ δĜ is the Morita enveloping action of (α, A). In other words, A is no longer Morita equivalent to A ⋊ α,r G ⋊ δĜ , but to an ideal I of this double crossed product, in such a way that this ideal together with the dual action allow us to recover the whole double crossed product.
To be more precise, we will prove that if B α is the Fell bundle associated to the partial action α, anď α is the natural action on k(B α ), then the dynamical systems α, k(B α ) and δ , A ⋊ α,r G ⋊ δĜ are isomorphic.
Before proceeding, let us recall some basic facts about crossed products by coactions; for more details, the reader is referred to [15] and [17] . The tensor product we consider is the minimal tensor product. If where ϕ ∈ C 0 (G) acts by multiplication on L 2 (G). If δ is a coaction of G on A, then there exists a canonical actionδ of G on A ⋊ δ,rĜ . This action is called the dual action of G on A⋊ δ,rĜ , and it is characterized by the fact that it verifiesδ t δ(a)(1⊗ϕ) = δ(a)(1 ⊗ ϕ t ) where, if ϕ ∈ C 0 (G), then ϕ t (s) = ϕ(st), ∀s ∈ G.
Now consider a Fell bundle B = (B t ) t∈G , and let B G be the trivial Fell bundle over G, that is, the Fell bundle associated with the trivial action of G on C. We have a Fell bundle B B G over G × G, whose reduced C * -algebra is naturally isomorphic to C * r (B) C * r (G). We also have that
G) (see [1] or [2] ). Let w B : Now, it is clear that F (r, s) = B rs −1 , ∀r, s ∈ G. This shows that F is dense in k(B), and therefore σ : k(B) → C * r (B) ⋊ δ,rĜ is an isomorphism. Finally, if t ∈ G we have: σ −1 δ t (δ(f )(1 ⊗ ϕ) = k ϕt,f .
On the other hand:
β t (k ϕ,f ) (r,s) = ∆(t)k ϕ,f (rt, st) = ∆(t)∆(st) −1 ϕ(st)f (rs −1 ) = ∆(s) −1 ϕ t (s)f (rs −1 ) = k ϕt,f (r,s) , so σβ t (k ϕ,f ) =δ t σ(k ϕ,f ), and since F is dense in k(B), it follows that σβ t =δ t σ.
Remark 9.2. Since k(B) is isomorphic to C * r (B)⋊ δ,rĜ , we may apply Corollary 7.7 (or 6.17) to C * r (B)⋊ δ,r G. In particular, we have that C * r (B) ⋊ δ,rĜ is nuclear, liminal, antiliminal or postliminal, if and only if B e is respectively nuclear, liminal, antiliminal or postliminal. This was already known for discrete groups ( [22] , [20] ).
We also conclude that if A and B satisfy conditions 1.-3. in Theorem 7.4, then C * r (A) ⋊ δ,rĜ is an hereditary sub-C * -algebra of C * r (B)⋊ δ,rĜ . If they also satisfy condition 4. in 7.4, then C * r (A)⋊ δ,rĜ ,δ and C * r (B) ⋊ δ,rĜ ,δ are Morita equivalent dynamical systems. In particular, if (α, A) and (β, B) are Morita equivalent partial actions, then A⋊ α,r G⋊ δ,rĜ ,δ and B⋊ β,r G⋊ δ,rĜ ,δ are Morita equivalent.
