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Les formules des traces relatives de Jacquet-Rallis grossières
Michał Zydor ˚
Abstract
We establish the coarse relative trace formulae of Jacquet-Rallis for linear and unitary
groups. Both formulae are of the form: a sum of spectral distributions equals a sum of
geometric distributions. In order to obtain the spectral decompositions we introduce new
truncation operators and we investigate their properties. On the geometric side, by means
of the Cayley transform, the decompositions are derived from a procedure of descent to the
tangent spaces for which the formulae are known thanks to our previous work.
Résumé
On établit les formules des traces relatives de Jacques-Rallis grossières pour les groupes
linéaires et unitaires. Les deux formules sont sous la forme suivante : une somme des dis-
tributions spectrales est égale à une somme des distributions géométriques. Pour établir les
développements spectraux on introduit de nouveaux opérateurs de troncature et on étudie
leur propriétés. Du côté géométrique, en utilisant les applications de Cayley, les développe-
ments s’obtiennent par un argument de descente vers les espaces tangents pour lesquels les
formules sont connues grâce à nos travaux précédents.
Introduction
0.1 Le contexte
La motivation de ce travail est l’article [JR11] de Jacquet et Rallis qui propose une approche à
la conjecture globale de Gan-Gross-Prasad (GGP) pour le produit de groupes unitaires Upnq ˆ
Upn` 1q via une formule des traces relative . Dans cet article on présente les versions grossières
de ces formules, c’est-à-dire une identité entre une somme des distributions spectrales indexée
par les données cuspidales et une somme des distributions géométriques suivants les éléments
d’un quotient catégorique.
Décrivons d’abord brièvement la conjecture GGP. Soit E{F une extension quadratique de
corps de nombres et soit σ le générateur du groupe de Galois de cette extension. Soit W un F-
espace vectoriel de dimension finie n`1muni d’une décomposition en somme directe W “ V ‘D
avec V de dimension n et D de dimension 1, où n P N. On note G “ GLpV q que l’on voit comme
un sous-groupe de rG :“ GLpW q qui agit trivialement sur D. On note GE “ ResE{FGLpVEq etrGE :“ ResE{FGLpWEq où VE “ V bF E etc. On a donc des inclusions naturelles G ãÑ GE ãÑrGE Ðâ rG. On suppose que WE est muni d’une forme σ-hermitienne non-dégénérée Φ˜ de façon
que VE soit orthogonal à DE. On note U “ UpVE, Φ˜|VEq le groupe unitaire associé qu’on voit
comme un sous-groupe de rU :“ UpWE, Φ˜q qui agit trivialement sur DE. Le groupe rU est aussi
naturellement un sous-groupe de rGE.
Soit A l’anneau des adèles de F. Pour un F-groupe algébrique H quelconque on note rHs “
HpFqzHpAq. Pour une représentation automorphe cuspidale π de Uˆ rU définissons PU,π : π Ñ C
par
π Q φ ÞÑ
ż
rU s
φpx, xqdx.
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On appelle PU,π une période. La conjecture GGP prédit alors, en gros, que la valeur centrale
LpΠ, 1{2q de la fonction L du changement de base Π de π à GEˆ rGE est non-nulle si est seulement
si la période PU,π, quitte à changer pU ˆ rU, πq par un autre membre du L-paquet de Vogan, est
non-triviale. On renvoie à [GGP12] pour les énoncés précis. De plus, Ichino et Ikeda [II10] ont
formulé un raffinement de la conjecture GGP dans le cas des groupes orthogonaux et le cas des
groupes unitaires discuté ici a été traité par N. Harris [Har14]. Ce raffinement exprime la valeur
LpΠ, 1{2q en fonction de la période PU,π.
On décrit maintenant l’approche de Jacquet et Rallis [JR11] à la conjecture GGP pour les
groupes unitaires. Soient FU P C8c ppU ˆ rUqpAqq et FG P C8c ppGE ˆ rGEqpAqq des fonctions lisses
à support compact. Soient kFU et kFG leur noyaux automorphes. Jacquet et Rallis proposent
d’étudier les intégrales suivantes :
JpFU q :“
ż
rU s
ż
rU s
kFU px, x, y, yqdxdy, IpFGq :“
ż
rGEs
ż
rGs
ż
r rGs kFGpg, g, h,rhqηph,rhqdrhdhdg,
où ηph,rhq “ ηE{Fpdet hqn`1ηE{Fpdetrhqn et ηE{F c’est le caractère quadratique sur le groupe des
idèles de A associé à l’extension E{F par la théorie du corps de classes. On note aussitôt que les
intégrales ci-dessus ne sont pas en général convergentes. Pourtant, si FU et FG vérifient certaines
conditions locales supplémentaires les intégrales convergent et elles ont des développements
spectraux, avec des contributions des représentations cuspidales seulement, du type JpFU q “ř
π JπpFU q et IpFGq “
ř
Π
IΠpFGq où les sommes portent sur les représentations automorphes
cuspidales de U ˆ rU et GE ˆ rGE respectivement. De plus, la distribution Jπ est non-nulle si
et seulement si PU,π ‰ 0. De l’autre côté la distribution IΠ est liée à la période de Jacquet,
Piatetski-Schapiro et Shalika [JPSS83] et si elle est non-nulle on a LpΠ, 1{2q ‰ 0. De surcroît, IΠ
fait intervenir les périodes de Flicker-Rallis [Fli91], qui permettent (au moins conjecturalement)
de sélectionner seulement les représentations Π qui proviennent par changement de base d’un
produit des groupes unitaires U 1 ˆ rU 1 comme ci-dessus.
Pour décrire les décompositions géométriques de IpFGq et JpFU q notons qu’on a des isomor-
phismes de quotients suivants :
∆UzUˆrU{∆U – rU{{U, px, rxq ÞÑ x´1rx, ∆GEzGEˆ rGE{Gˆ rG – SW {{G, pg, rgq ÞÑ g¯´1rgrg´1g
où ∆U (resp. ∆GE) est l’image de U (resp. de GE) par l’inclusion diagonale U ãÑ U ˆ rU (resp.
GE ãÑ GEˆ rGE), SW Ď rGE est la F-variété des y P rGE tels que yσpyq “ 1, U agit par conjugaison
sur rU et G agit sur SW par restriction de son action adjointe à rGE.
En utilisant les isomorphismes des quotients ci-dessus on associe à FU une fonction ΦU P
C8c prUpAqq et à FG une fonction ΦG P C8c pSW pAqq de sorte qu’on a formellement :
JpFU q “
ż
rU s
kΦU pxqdx, IpFGq “
ż
rGs
kΦGphqηE{Fpdet hqdh (0.1)
où kΦU pxq “
ř
γ˜PrUpFqΦpx´1γ˜xq pour x P UpAq et kΦGphq “ řγPSW pFqΦGphγhq pour h P GpAq.
De nouveau, les intégrales ci-dessus ne convergent pas en général, mais sous certains condi-
tions locales elles admettent des décompositions en somme d’intégrales orbitales relatives indexée
par les orbites dites semi-simples régulières (qui sont fermées de centralisateurs triviaux). On
peut comparer ces intégrales orbitales par un transfert des fonctions dual de transfert de classes
de conjugaison semi-simples régulières ce qui mène aux identités entre les distributions spec-
trales sur les deux groupes et permet de déduire la conjecture GGP. Cette stratégie a été utilisée
par Wei Zhang [Zha14b]. Zhang démontre une partie substantielle de la conjecture globale de
Gan-Gross-Prasad pour les groupes unitaires. L’un des ingrédients importants dans sa preuve
est le lemme fondamental de Jacquet-Rallis démontré par Yun [Yun11]. Notons aussi que Zhang
[Zha14a], en utilisant toujours les formules des traces décrites ci-dessus, démontre certains cas
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du raffinement de la conjecture GGP qui précise la valeur centrale LpΠ, 1{2q du à Ichino-Ikeda
[II10] et N. Harris [Har14].
Afin d’étendre les résultats de Zhang, il faut des formules des traces valables pour toutes les
fonctions lisses à support compact. En général, du côté spectral il y a d’autres contributions que
celles provenant des représentations cuspidales et du côté géométrique il y a des contributions
des orbites qui ne sont pas semi-simples régulières. Ce sont ces contributions qui rendent les
intégrales définissant JpFU q, IpFGq, JpΦU q et IpΦGq divergentes en général. Dans cet article
on donne des formules des traces pour les groupes unitaires et linéaires valables pour toutes les
fonctions lisses à support compact qui prennent en compte toutes les contributions des côtés
spectraux et géométriques.
0.2 Nos résultats
Notre approche de fait est par un processus de troncature à la Arthur. Soient χ1 une donnée
cuspidale de GE ˆ rGE et χ une donnée cuspidale de U ˆ rU . On a alors les χ1 et χ-parties des
noyaux kFG et kFU notées respectivement kFG,χ1 et kFU ,χ (voir les paragraphes 1.6 et 1.7). Au
début de la section 3 on définit le noyau modifié kT
1
FG,χ1
où T 1 est un paramètre de troncature qui
appartient à un cône aigu, noté a`r0 (voir le paragraphe 1.1), engendré par les copoids associés
à un sous-groupe parabolique minimal de rGE. De même, au début de la section 4 on définit le
noyau modifié kTFU ,χ où T P a
`
0
. Nos résultats du côté spectral sont alors :
Théorème 0.1. (cf. théorèmes 3.1 et 4.1). Pour tous T 1 P a`r0 et T P a`0 assez réguliers ainsi
que pour tout σ P R on a :ÿ
χ1
ż
rGEs
ż
rGs
ż
r rGs
|kT
1
FG,χ1
pg, g, h,rhq||NE{F det g|σAdrhdhdg ă 8, ÿ
χ
ż
rU s
ż
rU s
|kTFU ,χpx, x, y, yq|dxdy ă 8,
où NE{F : pAbF Eq
˚ Ñ A˚ c’est la norme, det c’est le determinant et | ¨ |A c’est la valeur
absolue standard sur les idèles de A.
(cf. théorèmes 3.8 et 4.7). Soit s P Cr t´1, 1u. Les intégralesż
rGEs
ż
rGs
ż
r rGs kT
1
FG,χ1
pg, g, h,rhq|NE{F det g|sAηph,rhqdrhdhdg, ż
rU s
ż
rU s
kTFU ,χpx, x, y, yqdxdy
sont des polynômes-exponentielles en leur paramètre de troncature dont les termes pure-
ment polynomiaux sont constants, notés ensuite Iχ1ps, FGq et JχpFU q respectivement.
(cf. théorèmes 3.10 et 4.9). La distribution Iχ1ps, ¨q est |NE{F det ¨|
s
A-équivariante pour l’action
de GEpAq à gauche et ηp¨, ¨q-équivariante pour l’action de GpAq ˆ rGpAq à droite et Jχp¨q
est invariante pour les actions de UpAq à gauche et à droite.
Disons quelques mots sur la preuve de la convergence. Dans la section 2 on introduit certains
opérateurs de troncature et on étudie leur propriétés. Ils jouent le rôle crucial dans les preuves
des théorèmes 3.1 et 4.1. Plus précisément, l’un des opérateurs qu’on utilise c’est l’opérateur
de Jacquet-Lapid-Rogawski [JLR99] qui tronque les fonctions définies sur GEpAq. Dans le para-
graphe 2.3 on introduit une modification de leur opérateur qui prend en compte le centre de GE.
Finalement, dans le paragraphe 2.4 on introduit des opérateurs qui tronquent les fonctions sur
pGE ˆ rGEqpAq et pU ˆ rUqpAq. Leur construction est similaire à celle des opérateurs considérés
par Ichino et Yamana [IYa, IYb].
Décrivons maintenant les côtés géométriques. On définit O l’ensemble de classes d’équivalence
sur rGEpFq pour la relation d’équivalence définie à partir des invariants géométriques pour l’action
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par conjugaison de GEpFq sur rGEpFq (voir le paragraphe 5.1). En particulier, toute orbite semi-
simple régulière définit une unique classe dans O et on obtient des décompositions des ensemblesrUpFq et SW pFq. Soient ΦG P C8c pSW pAqq et ΦU P C8c prUpAqq. Pour o P O on pose kΦG,opxq “ř
γPSW pFqXo
ΦGpx
´1γxq et kΦU ,opxq “
ř
γ˜PrUpFqXoΦU px´1γ˜xq. Les intégrales (0.1) de ces fonctions
ne convergent pas en général. Comme dans le cas spectral, on définit alors les noyaux modifiés
kT
1
ΦG,o
(paragraphe 5.5) et kT
ΦU ,o
(paragraphe 6.2) où T 1 P a`r0 et T P a`0 . On obtient alors :
Théorème 0.2 (cf. théorèmes 5.9 et 6.6). 1. Pour tous T 1 P a`r0 et T P a`0 assez réguliers
ainsi que pour tout σ P R on a :ÿ
oPO
ż
rGs
|kT
1
ΦG,o
pxq||det x|σAdx ă 8,
ÿ
oPO
ż
rU s
|kTΦU ,opxq|dx ă 8.
2. Soit s P Cr t´1, 1u et o P O. Les intégrales
ş
rGs k
T 1
ΦG,o
pxq|det x|sAηE{Fpdet xqdx etş
rU s k
T
ΦU ,o
pxqdx sont des polynômes-exponentielles en leur paramètre de troncature dont les
termes purement polynomiaux sont constants, notés ensuite Iops,ΦGq et JopΦU q respecti-
vement.
3. La distribution Iops, ¨q est η-équivariante pour l’action de GpAq sur SW pAq et la distribution
Jop¨q est invariante pour l’action de UpAq sur rUpAq.
En fait, dans [Zyd15b, Zyd15a] on démontre ces résultats pour les versions infinitésimales
des distributions Iops, ¨q et Jop¨q. Ce qu’on démontre alors dans les sections 5 et 6 c’est qu’on
peut se ramener aux cas infinitésimaux. L’outil principal est ici l’application de Cayley (voir le
paragraphe 5.1) qui a été introduite dans le contexte de la formule des traces relative de Jacquet-
Rallis dans [Zha14b], section 3. Elle permet de passer des algèbres de Lie vers les groupes et
vice-versa et elle envoie les classes o P O en classes dans O. En faisant alors un argument de
descente, détaillé dans le paragraphe 5.4, on réduit la preuve du théorème ci-dessus aux résultats
démontrés dans [Zyd15b, Zyd15a].
Voici le résultat principal de cet article qui à ce stade est une conséquence directe des théo-
rèmes ci-dessus.
Théorème 0.3 (Formules des traces relatives de Jacquet-Rallis).
(cf. théorème 5.10). Soit FG P C
8
c ppGE ˆ
rGEqpAqq et soit ΦG P C8c pSW pAqq définie par
ΦGpyq :“
ż
GEpAq
ż
rGpAq FGpx, xrgrhqdrhdx y “ rgrg´1 P SW pAq.
On a alors pour tout s P Cr t´1, 1u :ÿ
χ1
Iχ1ps, FGq “
ÿ
oPO
Iops,ΦGq.
(cf. théorème 6.7). Soit FU P C
8
c ppU ˆ rUqpAqq et soit ΦU P C8c prUpAqq définie par
ΦU pxq :“
ż
UpAq
FU py, xyqdy., x P rUpAq.
On a alors : ÿ
χ
JχpFU q “
ÿ
oPO
JopΦU q.
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Commentons finalement l’apparition du déterminant à la puissance complexe dans les défi-
nitions des distributions Iχps, ¨q et Iops, ¨q. On ajoute ce terme en vu de possibles applications
aux dérivées des intégrales orbitales relatives de Jacquet-Rallis. Pour les classes semi-simples ré-
gulières, les dérivées des analogues locaux des distributions Iops, ¨q définies sur la variété SW ont
d’abord été introduites dans [Zha12] et ensuite étudiées dans [RTZ13, ZRS15] pour des fonctions
test particulières. Ces travaux lient ces dérivées à des nombres d’intersection sur certains espaces
de Rapoport-Zink et s’inscrivent dans le cadre de la variante arithmétique de la conjecture de
Gan-Gross-Prasad. Récemment, dans [Mih15], les dérivées des analogues locaux des distributions
Iops, ¨q (leurs versions infinitésimales étudiées dans [Zyd15a]) ont aussi été étudiées. Peut-être,
que notre formule pourrait avoir un intérêt dans ces questions.
Remerciements. Je remercie mon directeur de thèse, Pierre-Henri Chaudouard, pour m’avoir
introduit à ce projet de recherche et au domaine de formes automorphes. Il m’a guidé depuis
mon mémoire de Master 2 et j’ai beaucoup appris pendant cette période. Je lui suis très recon-
naissant pour ses conseils éclairés et la confiance qu’il m’a apporté. Ce travail a été partiellement
soutenu par l’Institut Universitaire de France et son projet Ferplay ANR-13-BS01-0012.
1 Prolégomènes
1.1 Préliminaires pour la formule des traces
Soient F un corps de nombres et G un F-groupe algébrique réductif. Pour tout F-sous-groupe
de Levi M de G (c’est-à-dire un facteur de Levi d’un F-sous-groupe parabolique de G) soit
FpMq l’ensemble de F-sous-groupes paraboliques de G contenant M et PpMq le sous-ensemble
de FpMq composé de sous-groupes paraboliques admettant M comme facteur de Levi. On fixe
un sous-groupe de Levi minimal M0 de G. On appelle les éléments de FpM0q les sous-groupes
paraboliques semi-standards de G et les éléments de PpM0q les sous-groupes paraboliques mi-
nimaux. On utilisera toujours le symbole P , avec des indices éventuellement, pour noter un
sous-groupe parabolique semi-standard. Pour tout P P FpM0q soit NP le radical unipotent de
P et MP le facteur de Levi de P contenant M0. On a alors P “ MPNP . On note AP le tore
central de MP déployé sur F et maximal pour cette propriété. Pour P1 P FpM0q, quand il n’y
aura pas d’ambiguïté, on écrit N1 au lieu de NP1 , M1 au lieu de MP1 etc.
Soit P P FpM0q. On définit le R-espace vectoriel aP :“ HomZpHomFpMP ,Gmq,Rq, iso-
morphe à HomZpHomFpAP ,Gmq,Rq grâce à l’inclusion AP ãÑ MP , ainsi que son espace dual
a˚P “ HomFpMP ,Gmq bZ R et on pose
dP “ dimR aP , d
P
Q “ dQ ´ dP , Q Ď P. (1.1)
Si P1 Ď P2, on a un homomorphisme injectif canonique a˚2 ãÑ a
˚
1 qui donne la projection
a1 ։ a2, dont on note a21 “ a
P2
P2
le noyau. On a aussi l’inclusion a2 ãÑ a1, qui est une section de
a1 ։ a2, grâce à la restriction des caractères de A1 à A2. Il s’ensuit que si P1 Ď P2 alors
a1 “ a
2
1 ‘ a2. (1.2)
Conformément à cette décomposition, on pose aussi pa21q
˚ “ tλ P a˚1 |λpHq “ 0 @H P a2u. On
aura besoin aussi de pa2
1,Cq
˚ :“ pa2
1
q˚ bR C et de a˚1,C “ a
˚
1
bR C.
Si P Ď Q sont des sous-groupes paraboliques semi-standards où P est un sous-groupe pa-
rabolique minimal on note simplement a0 “ aP , a
Q
0
“ aQP , a
˚
0
“ a˚P etc. Cela ne dépend pas du
choix de P . En général donc, si P1 Ď P2, grâce à la décomposition (1.2) ci-dessus, on considère
les espaces a1 et a21 (resp. a
˚
1 et pa
2
1q
˚) comme des sous-espaces de a0 (resp. de a˚0). En particulier,
quand on parle de la projection d’un élément de a0 à a21 (resp. de a
˚
0 à pa
2
1q
˚) ce sera toujours
par rapport à la somme directe a0 “ a10 ‘ a2 ‘ a
2
1 (resp. pa0q
˚ “ pa10q
˚ ‘ a˚2 ‘ pa
2
1q
˚).
Notons ∆GP “ ∆P l’ensemble de racines simples pour l’action de AP sur NP . Il y a une cor-
respondance bijective entre les sous-groupes paraboliques P2 contenant P1 et les sous-ensembles
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∆2
1
“ ∆P2P1 de ∆1 “ ∆P1 . En fait, ∆
2
1
est l’ensemble de racines simples pour l’action de A1 sur
N1 XM2 et l’on a
a2 “ tH P a1|αpHq “ 0 @α P ∆
2
1u.
En plus ∆21 (les restrictions de ses éléments à a
2
1) est une base de pa
2
1q
˚.
Fixons P1 Ď P2 et soit B P PpM0q contenu dans P1. On a alors l’ensemble ∆_B “ tα
_ P
a0|α P ∆Bu de coracines simples associées aux racines simples ∆0. Soit p∆21q
_ l’ensemble de
projections d’éléments de ∆_B à a
2
1
privé de zéro. Cela ne dépend pas du choix de B. L’ensemble
∆2
1
est en bijection canonique avec p∆2
1
q_, la bijection étant : à α P ∆2
1
on associe l’unique
α_ P p∆21q
_ tel que αpα_q ą 0. Notons également p∆21 et pp∆21q_ les bases de pa21q˚ et a21 duales à
p∆21q
_ et ∆21 respectivement. Si P2 “ G on note simplement ∆1,∆
_
1 etc. Dans ce cadre, on fixe
aussi la bijection naturelle entre p∆1 et ∆1 qui à un poids ̟ P p∆1 associe l’unique racine α P ∆1
tel que si l’on note α0 P ∆0 r∆10 la racine simple qui se projette sur α, alors ̟pα
_
0 q “ 1.
Soient P,P1, P2 P FpM0q, on note
a`P “ tH P aP |αpHq ą 0 @α P ∆P u
et si P1 Ď P2 notons τ21 , τˆ
2
1 les fonction caractéristiques de
tH P a0|αpHq ą 0 @α P ∆
2
1u, tH P a0|̟pHq ą 0 @̟ P p∆21u
respectivement. On note τP pour τGP et τˆP pour τˆ
G
P .
Soit A “ AF l’anneau des adèles de F et soit | ¨ |A la valeur absolue standard sur le groupe
des idèles A˚. Pour tout P P FpM0q, posons HP :MP pAq Ñ aP défini comme
xHP pmq, χy “ logp|χpmq|Aq, χ P HomFpMP ,Gmq, m PMP pAq.
C’est un homomorphisme continu et surjectif, donc si l’on note MP pAq1 son noyau, on obtient
la suite exacte suivante
1ÑMP pAq
1 ÑMP pAq Ñ aP Ñ 0.
Soit A8P la composante neutre du groupe des R-points du tore déployé et défini sur Q maximal
pour cette propriété dans le Q-tore ResF{QAP . Alors, comme F bQ R s’injecte dans A, on a
naturellement A8P ãÑ AP pAq ãÑMP pAq. En plus, la restriction de HP à A
8
P est un isomorphisme
donc MP pAq est un produit direct de MP pAq1 et A8P . Pour Q P FpM0q contenant P on pose
A
Q,8
P “ A
8
P XMQpAq
1. L’application HP induit alors un isomorphisme entre A
Q,8
P et a
Q
P .
Fixons K un sous-groupe compact maximal admissible de GpAq par rapport à M0 (voir le
paragraphe 1 de [Art81] pour la définition). On a donc, que pour tout sous-groupe parabolique
semi-standard P , K XMP pAq est admissible dans MP pAq par rapport à M0 et on obtient aussi
la décomposition d’Iwasawa GpAq “ P pAqK “ NP pAqMP pAqK ce qui nous permet d’étendre
HP à GpAq en posant HP pxq “ HP pmq où x “ nmk avec m P MP pAq, n P NP pAq, k P K. Dans
ce cas HP pxq ne dépend pas du choix de m.
On note Ω “ ΩG le groupe de Weyl de pG,M0q. Pour tout s P Ω, on choisit un représentant
ws de s dans GpFq. Pour un F-sous-groupe H de G et s P Ω on note sH le F-sous-groupe
wsHw
´1
s . On n’utilisera cette notation que si cela ne dépend pas du choix de ws. Le groupe Ω
agit donc ainsi sur FpM0q. Pour tout B P PpM0q l’application Ω Q s ÞÑ sB P PpM0q est une
bijection et si B1 “ sB on a NB1 “ sNB . Pour tout P P FpM0q soit ΩP le sous-groupe de Ω
stabilisant P . On a donc ΩP “ ts P Ω|ws PMP pFqu.
Soit P P FpM0q. Suivant le paragraphe 2 de [Art81] on introduit la fonction Γ1P , qu’on
utilisera dans les sections 3 et 4, comme étant
Γ1P pH,Xq “
ÿ
RĚP
p´1qd
G
R τˆRpH ´Xqτ
R
P pHq, H,X P aP . (1.3)
On a l’égalité suivante
τˆP pH ´Xq “
ÿ
RĚP
p´1qd
G
R τˆRP pHqΓ
1
RpH,Xq, H,X P aP . (1.4)
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Lemme 1.1 (cf. [Art81], lemme 2.1). Pour un X P aP fixé, la fonction aGP Q H ÞÑ Γ
1
P pH,Xq
est une fonction mesurable à support compact dans aGP .
Notons finalement, que parfois, pour économiser l’espace, on utilisera la notation rHs et rHs1
pour noter HpFqzHpAq et HpFqzHpAq1 respectivement.
1.2 Le domaine de Siegel
Soient B,P P FpM0q tels que P Ě B et B P PpM0q. Pour un réel négatif c posons A8B pP, cq “
ta P A8B |αpHBpaqq ą c,@α P ∆
P
Bu et pour un compact ωB ĎM0pAq
1NBpAq notons
SPBpω, cq “ tmak P GpAq|m P ω, k P K,a P A
8
B pP, cqu.
Le résultat classique de la théorie de réduction, qu’on peut trouver, par exemple dans [God64]
est qu’il existe un c0 ă 0 et pour tout B P PpM0q un compact ωB Ď M0pAq1NBpAq tels que
pour tout sous-groupe parabolique semi-standard P contenant B l’on a :
GpAq “ P pFqSPBpωB , c0q. (1.5)
Fixons la constante c0 comme ci-dessus. Pour tout B P PpM0q on fixe aussi un ωB comme
dans l’équation (1.5) de façon que si B1 P PpM0q est tel que sB “ B1 on a ωB1 “ wsωBw´1s .
Les définitions de ce paragraphe sont valables en particulier pour les sous-groupes de Levi de
G. On voit donc qu’on peut fixer un ωB de façon que pour tout sous-groupe parabolique semi-
standard P et tout B P PpM0q le contenant le compact MP pAq X ωB ainsi que le sous-groupe
KP :“MP pAq XK jouissent des rôles de ωB et K ci-dessus par rapport au groupe réductif MP
et son sous-groupe de Borel B XMP , la constante c0 restant la même.
Soient B P PpM0q, P Ě B et T P a0. On définit FPB px, T q comme la fonction caractéristique
de l’ensemble :
tx P GpAq| Dδ P P pFq δx P SPBpωB, c0q, ̟pHBpδxq ´ T q ă 0 @̟ P p∆PBu.
Visiblement, la fonction GpAq Q x ÞÑ FPB px, T q est P pFq-invariante.
Une fois les compacts ωB et la constante c0 choisis, on appelle les ensembles SPBpωB , c0q les
domaines de Siegel et on les notera simplement par SPB .
1.3 Les mesures de Haar
Soit P un sous-groupe parabolique semi-standard de G. On fixe dx une mesure de Haar sur GpAq,
ainsi que pour tout sous-groupe connexe V de NP (resp. toute sous-algèbre h de nP ) l’unique
mesure de Haar sur V pAq (resp. hpAq) pour laquelle le volume de V pFqzV pAq (resp. hpFqzhpAq)
soit 1. Choisissons les mesures de Haar sur K et tout ses sous-groupes fermés normalisées de
même façon.
On fixe aussi une norme euclidienne } ¨ } sur a0 invariante par le groupe de Weyl Ω et sur
tout sous-espace de a0 la mesure de Haar compatible avec cette norme. Pour tout Q P FpM0q
tel que Q Ě P , on en déduit les mesures de Haar sur AQ,8P et A
8
P via l’isomorphisme HP .
Soit dp la mesure de Haar sur P pAq invariante à gauche normalisé de façon que dx “ dpdk
(grâce à la décomposition d’Iwasawa). Notons ρGP “ ρP l’élément de pa
G
P q
˚ tel que dpAdpmqnq “
e2ρP pHP pmqqdn pour m P MP pAq et n P NP pAq. Il s’ensuit qu’il existe une unique mesure de
Haar dm sur MP pAq telle que si l’on écrit p “ nm où p P P pAq, n P NP pAq et m P MP pAq
alors dp “ e´2ρP pHP pmqqdndm. Les mesures de Haar surMP pAq et A8P induisent alors une unique
mesure de Haar surMP pAq1, que l’on fixe, telle que la mesure de Haar surMP pAq soit le produit
de mesures sur A8P et sur MP pAq
1.
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On introduit au passage certaines fonctions utiles dans les paragraphes 3.2 et 4.2. Soit vP
le volume dans aGP du parallélotope engendré par pp∆P q_. Suivant le paragraphe 2 de [Art81],
posons
θˆP pµq “ v
´1
P
ź
r̟ Pp∆_
P
µp r̟_q, µ P a˚P,C. (1.6)
1.4 Fonctions lisses à support compact
Soit Af l’anneau des adèles finis et F8 le produit des toutes les complétions de F en places
archimédiennes de sorte que A – F8 ˆ Af . On pose C8c pGpAqq “ C
8
c pGpF8qq bC C
8
c pGpAf qq
et C8c pGpAq
1q “ C8c pGpF8q XGpAq
1q bC C
8
c pGpAf qq, où C
8
c pGpF8qq et C
8
c pGpF8q XGpAq
1q
sont des espaces de fonctions lisses à support compact sur les groupes de Lie correspondants
et C8c pGpAf qq c’est l’espace des fonctions localement constantes à support compact à valeurs
complexes sur GpAf q.
1.5 Hauteurs
Soit V un F-espace vectoriel de dimension finie n P N. Fixons une F-base ξ1, . . . , ξn de V . Pour
une place v de F notons Fv le complété de F à v. Pour tout xv “
řn
i“1 xv,iξi P V bFFv on définit
sa norme par :
|xv|v :“ sup
i
|xi,v|v
où | ¨ |v c’est la valeur absolue standard sur Fv . Pour tout x “ pxvqv P V bF A on définit la
hauteur de x par :
}x} :“
ź
v
|xv|v .
On fixe un plongement ρ de G dans GLn. Pour tout gv P GpFvq on définit la norme de gv ,
notée |gv |v, comme la norme de pρpgvq, tρpgvq´1q vu comme un élément de glnpFvq ‘ glnpFvq
où gln “ LiepGLnq. Pour tout g “
ś
v gv P GpAq on définit la hauteur de g, notée }g}, comme
}g} :“
ś
v |gv|v.
Soit B P FpM0q, on a alors les propriétés suivantes :
Dc ą 0, @g P GpAq }g} ą c, (1.7)
Dc ą 0, @g1, g2 P GpAq }g1g2} ă c}g1}}g2}, (1.8)
@g P GpAq }g´1} “ }g}, (1.9)
Dc, c2 ą 0, c1 P R, @a P A8B c}HBpaq} ď log }a} ` c
1 ď c2}HBpaq}, (1.10)
Dc ą 0, @g P SB , γ P GpFq }g} ď c}γg}, (1.11)
Dc, t, t1 ą 0, @a P A8G , g P GpAq
1 c}a}t
1
}g}t ď }ag}, (1.12)
Dc ą 0, @g P GpAq }HBpxq} ď cp1 ` log }x}q. (1.13)
On note une conséquence immédiate des propriétés (1.7) et (1.12) :
Dc, t ą 0, @a P A8G , g P GpAq
1 c}g}t ď }ag}. (1.14)
1.6 Décomposition spectrale
Dans ce paragraphe on rappelle les résultats de la théorie spectrale de formes automorphes qu’on
peut trouver dans [MW95].
Fixons un P0 P PpM0q et notons FpP0q l’ensemble des sous-groupes paraboliques de G
contenant P0. Pour Q P FpP0q, on écrira XQ “ XGQ “ NQpAqMQpFqzGpAq et X
1
Q “ X
G,1
Q “
NQpAqMQpFqzGpAq
1.
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Soit P P FpM0, P0q et σ une représentation automorphe cuspidale de MP pAq1. On définit
HGP,σ “ HP,σ comme l’espace de fonctions φ : NP pAqMP pFqA
8
P zGpAq Ñ C qui vérifient
@ x P GpAq, prMP s
1 Q m ÞÑ φpmxqq P L2σprMP s
1q, et
ż
K
ż
rMP s1
|φpmkq|2dmdk ă 8
où L2σprMP s
1 c’est la partie σ-isotypique de L2prMP sq1. Notons H
G,0
P,σ “ H
0
P,σ Ď HP,σ le sous-
espace des fonctions lisses en places infinies, localement constantes en places finies, K et z-finies,
où z c’est le centre de l’algèbre enveloppante de la complexification d’algèbre de Lie de GpA8q.
Soient V Ď H0P,σ un sous-espace de dimension finie, Ψ
G : paGP,Cq
˚ Ñ V et Ψ : a˚P,C Ñ V des
fonctions de Paley-Wiener. On pose
ψGpxq “
ż
ipaG
P
q˚
epλ`ρP qpHP pxqqΨGpλ, xqdλ, x P X1P ,
ψpxq “
ż
ia˚
P
epλ`ρP qpHP pxqqΨpλ, xqdλ, x P XP ,
où ipaGP q
˚ Ď paGP,Cq
˚ (resp. ia˚P Ď a
˚
P,C) est muni de la mesure de Haar duale à celle sur a
G
P (resp.
sur aP ). Pour tout Q P FpP0q tel que Q Ě P on note :
E
Q
P ψ
Gpxq “
ÿ
δPP pFqzQpFq
ψGpδxq, x P X1Q,
E
Q
P ψpxq “
ÿ
δPP pFqzQpFq
ψpδxq, x P XQ.
On appelle EQP ψ
G et EQP ψ des pseudo-séries d’Eisenstein. Si Q “ G on note simplement EP “
EGP . On a alors E
Q
P ψ
G P L2pX1Qq et E
Q
P ψ P L
2pXQq.
On appelle donnée cuspidale de G un couple pM,σq où M est un F-sous-groupe de Levi
de G contenant M0 et σ est une représentation cuspidale de MpAq1. On dit que deux données
cuspidales pM,σq et pM 1, σ1q sont équivalentes s’il existe un s P Ω tel que sM “M 1 et σ1˝Adpwsq
est équivalente à σ en tant qu’une représentation de M . On note XG l’ensemble de classes
d’équivalences de données cuspidales de G.
Pour tout χ P XG et Q P FpP0q on note L2χpX
1
Qq (resp. L
2
χpXQq), le complété L
2 de l’espace
engendré par EQP ψ
G (resp. EQP ψ) comme ci-dessus, où P0 Ď P Ď Q et pMP , σq P χ. La définition
ne dépend pas du choix de P0 P PpM0q contenant Q. On a alors des décompositions orthogonales
suivantes :
L2pX1Qq “
ë
χPXG
L2χpX
1
Qq, L
2pXQq “
ë
χPXG
L2χpXQq.
On a alors aussi pour tout P Ď Q les décompositions analogues des espaces L2pX
MQ,1
MQXP
q et
L2pX
MQ
MQXP
q par rapport à l’ensemble XMQ . Pour tout χ P XG et tout P Ď Q on définit l’espace
L2χpX
MQ,1
MQXP
q comme la somme directe des espaces L2χ1pX
MQ,1
MQXP
q où χ1 parcourt la pré-image de
χ par l’application naturelle à fibre finie XMQ Ñ XG. On définit L2χpX
MQ
MQXP
q de même façon.
On a alors
L2pX
MQ,1
MQXP
q “
ë
χPXG
L2χpX
MQ,1
MQXP
q, L2pX
MQ
MQXP
q “
ë
χPXG
L2χpX
MQ
MQXP
q.
Lemme 1.2. Soient χ P XG, P,Q P FpM0q tels que P Ď Q et E
Q
P ψ P L
2
χpXQq une pseudo-série
d’Eisenstein. Alors :
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1) Soient λ P a˚G,C et A
8 un sous-groupe de A8G . Alors, la fonction
X1Q Q x ÞÑ
ż
A8
eλpHGpaqqE
Q
P ψpaxqda
est bien définie et appartient à L2χpX
1
Qq.
2) Soient K 1 Ď K un sous-groupe compact et φ : K 1 Ñ C une fonction continue. La fonction
X
MQ
MQXP
Q x ÞÑ
ż
K 1
E
Q
P ψpxk
1qe´ρQpHQpxqqφpk1qdk1.
est bien définie et appartient à L2χpX
MQ
MQXP
q.
1.7 Représentations régulières
On note RG,1Q (resp. R
G
Q) la représentation régulière à droite (par multiplication à droite) du
groupe GpAq1 (resp. GpAq) sur L2pX1Qq (resp. L
2pX1Qq). Les espaces L
2
χpX
1
Qq et L
2
χpXQq introduits
dans le paragraphe précédent sont alors invariants.
La représentation RG,1Q (resp. R
G
Q) induit une représentation de l’algèbre C
8
c pGpAq
1q (resp.
C8c pGpAqq), notée aussi R
G,1
Q (resp. R
G
Q), sur l’espace L
2pX1Qq (resp. L
2pXQq) Pour tout f P
C8c pGpAq
1q et Φ P C8c pGpAqq les opérateurs R
G,1
Q pfq et R
G
QpΦq sont intégrales, donnés par les
noyaux
kf,Qpx, yq “
ÿ
γPMQpFq
ż
NQpAq
kpx´1γnyqdn, kΦ,Qpx, yq “
ÿ
γPMQpFq
ż
NQpAq
kpx´1γnyqdn.
Pour tout χ P XG, soit ΠG,1Q,χ (resp. Π
G
Q,χ) la projection orthogonale de L
2pX1Qq (resp. L
2pXQq) à
L2χpX
1
Qq (resp. L
2
χpXQq). L’opérateur R
G,1
Q pfqΠ
G,1
Q,χ (resp. R
G
QpΦqΠ
G
Q,χ) est alors intégrale et l’on
note kf,Q,χ P L2pX1QˆX
1
Qq (resp. kΦ,Q,χ P L
2pXQˆXQq) son noyau. Si Q “ G on écrit kf “ kf,G,
kf,χ “ kf,G,χ etc. On a donc :
kf,Q “
ÿ
χPXG
kf,Q,χ, kΦ,Q “
ÿ
χPXG
kΦ,Q,χ.
Lemme 1.3. Soient Φ P C8c pGpAqq, P,Q P FpM0q tels que P Ď Q et χ P X
G.
1) Soient λ P a˚G,C, A
8 un sous-groupe de A8G et
Φ¯pxq “
ż
A8
eλpHGpaqqΦpaxqda, x P GpAq1.
Alors Φ¯ P C8c pGpAq
1q et pour tout x, y P X1Q on a
kΦ¯,Q,χpx, yq “
ż
A8
eλpHGpaqqkΦ,Q,χpx, ayqda.
2) Soient K1,K2 deux sous-groupes compacts de K et Ψ : K1 ˆK2 Ñ C une fonction continue.
Posons
ΦQpxq “
ż
K1
ż
K2
ż
NQpAq
eρQpHQpxqqΦpk´1
1
xnk2qΨ1pk1, k2qdndk2dk1, x PMQpAq.
Alors ΦQ P C
8
c pMQpAqq. Soient tχQu P X
MQ qui s’envoient sur χ par l’application naturelle
XMQ Ñ XG. Alors, pour tout x, y P X
MQ
PXMQ
on aÿ
χQ
kΦQ,MQXP,χQpx, yq “
ż
K1
ż
K2
kΦ,P,χpxk1, yk2qe
´ρQpxyqΨ1pk1, k2qdk1dk2.
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Démonstration. On expliquera le point 2), le point 1) étant analogue. Le résultat est claire
sans χ. Pour démontrer le résultat avec χ, il suffit de montrer que l’opérateur intégrale sur
L2pX
MQ
PXMQ
q défini par le noyau px, yq ÞÑ
ş
K1
ş
K2
kΦ,P,χpxk1, yk2qe
´ρQpxyqdk1dk2 agit trivialement
sur L2χ1pX
MQ
PXMQ
q pour tout χ1 ‰ χ. Pour cela, on décompose kΦ,P,χpx, yq dans la base hilbertienne
de L2χpXP q, que l’on peut supposer être composée de pseudo-séries d’Eisenstein, et l’on applique
le lemme 1.2. La seule chose qui est à vérifier c’est le fait qu’on peut invertir l’intégrale avec la
somme définissante kΦ,P,χpx, yq. L’argument que c’est possible est standard et repose sur la dite
astuce de Selberg qui permet de se ramener à une fonction Φ de type h˚h˚ où h˚pxq “ hpx´1q.
1.8 Quelques majorations
Soit U l’algèbre enveloppante de LiepGpF8qqbC. Elle agit sur C8pGpF8qqbCC8c pAf q à gauche et
à droite. Pour f P C8pGpF8qqbCC8c pAf q on note ces actions par X ˚f et f ˚Y respectivement,
où X,Y P U . On notera aussi RpXqf pour f ˚X et si f est à plusieurs variables on note RipXqf
pour l’action de X à droite sur f par rapport à la i-ème variable.
Fixons désormais une f P C8c pGpAqq. Soient X,Y P U et χ P X
G. On a alors :
R1pXqR2pY qKf,χpx, yq “ KX˚f˚Y,χpx, yq. (1.15)
Lemme 1.4 (cf. [Art78], Corollaire 4.6, [MW95] paragraphe I.2.4). Il existe des c,N0, N1 ą 0
qui ne dépendent que de G telles que pour tout P P FpM0q on a :ÿ
χPXG
|kf,P,χpx, yq| ď c}x}
N0}y}N0 , @x, y P GpAq, (1.16)ż
A8
G
ÿ
χPXG
|kf,P,χpx, ayq|da ď c}x}
N1}y}N1 , @x, y P GpAq1. (1.17)
Lemme 1.5 (cf. [Art80], lemme 2.3). Soient n P N˚ et P P FpM0q. La donnée pour tout
1 ď i ď n des sous-groupes paraboliques Qi Ě P , des points zi, xi P GpAq et des nombres
complexes ci P C tels que :
nÿ
i“1
ci
ż
rNP s
kf,Qipzi, nmxiqdn “ 0
pour tout m PMP pFqzMP pAq
1 on a pour tout χ P XG et tout m PMP pFqzMP pAq
1
nÿ
i“1
ci
ż
rNP s
kf,Qi,χpzi, nmxiqdn “ 0.
Corollaire 1.6 (cf. [Art80], pages 100-101). Il existe un Tf P a0 qui ne dépend que du support
de f tel que pour tous z, x P GpAq, χ P XG et P P FpM0q on a pour tout m PMP pFqzMP pAq
1 :
kf,P,χpz,mxq “ τˆP pHP pzq ´HP pxq ´ Tf qkf,P,χpz,mxq,
kf,P,χpmz, xq “ τˆP pHP pxq ´HP pzq ´ Tf qkf,P,χpmz, xq.
Soient P1, P2 P FpM0q tels que P1 Ď P2. On pose σ21 la fonction caractéristique de H P a1
tels que
αpHq ą 0 @ α P ∆21, αpHq ď 0 @ α P ∆1 r∆
2
1, ̟pHq ą 0 @ ̟ P
p∆2. (1.18)
La fonction σ21 a été introduite dans [Art78], paragraphe 6. Voici ses deux propriétés qu’on
utilisera, dont les preuves se trouvent dans loc. cit.
Lemme 1.7. Soient P1, P2 P FpM0q tels que P1 Ď P2.
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i) On a
τ21 τˆ2 “
ÿ
QĚP2
σ
Q
1
.
ii) Il existe une constante c ą 0 telle que pour tous H,X P aG1 tels que σ
2
1pH ´Xq “ 1 on a
}H} ď cp}H21 } ` }X}q
où H2
1
c’est la projection de H à a2
1
.
iii) Soit ǫ ą 0. Alors pour tout T P a1 tel que αpT q ą ǫ}T } pour tout α P ∆1 et tout H1 P a
G
1 tel
que σ21pH ´ T q “ 1 on a
}H1} ď c}H
2
1 }
où H2
1
c’est la projection de H1 à a
2
1
et la constante c ne dépend que de ǫ.
On rassemble finalement quelques résultats, et ses conséquences, de la section 5 de [Art78]
dans le lemme suivant. Dans loc. cit. on suppose que les variables x, y ci-dessous appartiennent
à GpAq1, mais les preuves passent sans changement pour x, y P GpAq, en prenant compte de la
propriété (1.14) de la hauteur.
Lemme 1.8. i) Il existe des constantes positives N1 et c telles que pour tout couple de sous-
groupes paraboliques semi-standards P1 Ď P2 de G, tout x P GpAq et tout T P aP1 l’on
a : ÿ
δPP1pFqzGpFq
F 1pδx, T qσ21pH
2
1 pxq ´ T q ď ce
N1}T }}x}N1 .
ii) Soit P P FpM0q. Il existe des constantes positives c, N telles que pour tout x P GpAq et tout
X P aP ÿ
δPP pFqzGpFq
τˆP pHpδxq ´Xq ď c
´
}x}e}X}
¯N
.
En particulier, la somme est finie.
iii) Soient P P FpM0q, T P a0 et N ě 0. Ils existent des constantes positives c
1, N 1 telles que
pour toute fonction φ sur P pFqzGpAq et tout x, y P GpAq la somme :ÿ
δPP pFqzGpFq
|φpδxq|τˆP pHP pδxq ´HP pyq ´ T q
est majorée par
c1}x}N
1
}y}N
1
sup
x1PGpAq
`
|φpx1q|}x1}´N
˘
.
Corollaire 1.9. Pour tous sous-groupes paraboliques P Ď Q, tout χ P XG et tout x, y P GpAq
on a ż
rNP s
kQ,χpnx, yqdn “
ÿ
γPP pFqzQpFq
kP,χpx, γyq
la somme étant finie.
Démonstration. Le résultat est clair sans χ. La somme est finie en vertu du corollaire 1.6 et du
lemme 1.8 ii) ci-dessus. Le résultat suit maintenant en appliquant le lemme 1.5.
Soient P,R P FpM0q tels que P Ď R. On invoque l’identité due à Arthur [Art78], proposition
1.1 : ÿ
PĎQĎR
p´1qd
R
Q “
#
0 si P ‰ R,
1 sinon.
(1.19)
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1.9 GLn ãÑ GLn`1
SoitW un F-espace vectoriel de dimension finie n`1 et soit V ĎW un sous-espace de dimension
n, où n P N. Notons rG “ GLpW q. Fixons un vecteur e0 P W r V et notons D0 la droite qu’il
engendre. On a alors W “ V ‘D0 ce qui permet d’identifier G “ GLpV q comme un sous-groupe
de rG stabilisant V et fixant e0. Choisissons M0 un sous-groupe de Levi minimal de G et soit Mr0
l’unique sous-groupe de Levi minimal de rG contenant M0. On note Di Ď V , où i “ 1, . . . , n, les
droites stabilisées par M0.
Les résultats des paragraphes précédentes s’appliquent aux groupes G et rG et leur Levi’s
minimales M0 et Mr0. Les objets associées à rG seront notés toujours avec un tilde. Pour le choix
du sous-groupe compact maximal, on fixe des vecteurs non-nuls ei P Di pour tout i “ 1, . . . , n
ce qui avec le choix du vecteur e0 défini les isomorphismes rG – GLn`1 et G – GLn. On pose
alors rK “śv rKv où, pour une place fini v de F on note rKv “ GLn`1pOvq, où Ov c’est l’anneau
des entiers de la complétion de F en v, pour une place réelle v on pose rKv “ Opn` 1q-le groupe
orthogonal anisotrope et pour une place complexe on met rKv “ Upn ` 1q- le groupe unitaire
anisotrope. On pose aussi K “ rK X GpAq. Dans ce cas rK et K vérifient les conditions du
paragraphe 1.1 par rapport à Mr0 et M0 respectivement. Les inclusions G ãÑ rG et M0 ãÑ Mr0
induisent l’inclusion ΩG ãÑ Ω rG. On choisit aussi des représentants du groupe de Weyl Ω rG de rG
comme les éléments permutants les vecteurs ei. On a alors pour tout rs P Ω rG que wrs P rGpFqX rK
et si s P ΩG alors ws P GpFq XK.
On identifie a0 et a˚0 avec des sous-espaces de ar0 et a˚r0 respectivement. En particulier la
mesure de Haar et la norme euclidienne sur a0 sont celles d’un sous-espace de ar0.
Pour tout rP P FpMr0q on admet la notation :
P :“ rP XG P FpM0q.
Pour un F-espace vectoriel V on note V˚ “ HomFpV,Fq. On a alors V ˚ Ď W ˚ grâce à la
décomposition W “ V ‘D0. Le groupe G (resp. rG) agit naturellement sur V ˚ (resp. W ˚) donc
aussi sur V ˆ V ˚ (resp. W ˆW ˚). Pour rP P FpMr0q on note V rP Ď V ˆ V ˚ le plus grand sous-
espace de V ˆ V ˚ stabilisé par rP vu comme un sous-espace de W ˆW ˚. On note aussi Z rP Ď V
le plus petit sous-espace de V tel que M rP stabilise ZP ‘D0 ĎW .
On note H rP le plus grand sous-groupe de MP agissant trivialement sur Z rP et G rP le plus
grand sous-groupe de MP agissant trivialement sur V rP . On note aussi rG rP le plus grand sous-
groupe de M rP agissant trivialement sur V rP . On a alors MP “ H rP ˆG rP et M rP “ H rP ˆ rG rP de
façon que l’inclusion MP ãÑ M rP est l’identité sur H rP et induit l’inclusion G rP ãÑ rG rP analogue
à G ãÑ rG mais associée à l’inclusion des espaces Z rP ãÑ Z rP ‘ D0. Dans ce contexte on pose
A
st,8rP :“ A8H rP , astrP :“ aH rP . Avec nos identifications astrP Ď ar0 ce qui détermine les mesures de Haar
sur astrP et sur Ast,8rP . On a Ast,8rP XpH rP pAq1ˆG rP pAqq “ 1 et MP pAq “ Ast,8rP pH rP pAq1ˆG rP pAqq.
On fixe donc l’unique mesure de Haar sur H rP pAq1ˆG rP pAq de façon que la mesure de Haar sur
MP pAq choisie soit produit de cette mesure et celle sur A8rP . Soulignons qu’on a les décomposition
suivantes :
MP pAq “ A
st,8rP pH rP pAq1 ˆG rP pAqq, M rP pAq “ Ast,8rP pH rP pAq1 ˆ rG rP pAqq. (1.20)
L’application naturelle Ast,8rP Ñ A rG,8rP est un isomorphisme. On note j rP son Jacobien et on
note ιstrP : pa rGrP ,Cq˚ Ñ pastrP ,Cq˚ :“ HomRpastrP ,Cq “ a˚H rP ,C l’isomorphisme induit. Si rP “ rG on met
j rP “ 1. Notons qu’on a l’égalité suivante
H rP paq “ HP paq @a P Ast,8rP .
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Ainsi, pour toute fonction φ sur a rP qui est a rG-invariante, et tout λ P pastrP ,Cq˚ on a :ż
A
st,8rP
eλpHP paqqφpHP paqqda “ j
´1rP
ż
A
rG,8rP
e
ιstrP pλqpH rP paqqφpH rP paqqda “ j´1rP
ż
a
rGrP
e
ιstrP pλqpHqφpHqdH
(1.21)
Fixons une F-base de V . Cette base, couplée avec le vecteur e0 P D0 définit un plongement
de rG dans GLn`1 ce qui définit, en vertu de la discussion dans le paragraphe 1.5, une hauteur
sur rGpAq que l’on fixe. On définit la hauteur sur GpAq comme la restriction de la hauteur surrGpAq. On a dans ce cas :
Lemme 1.10. Il existe des constantes c1, c2, t1, t2 ą 0 telles que
c1}x}
t1 ě }rx1} ě c2}x}t2 , @ x P GpAq,
où rx1 P rGpAq1 c’est la projection de x sur rGpAq1 selon la décomposition rGpAq “ rGpAq1A8rG .
Démonstration. En utilisera la notation du paragraphe 1.5. Pour une place v de F on note | ¨ |G,v
la norme sur GpFvq définie à partir de la base de V que l’on a fixée pour définir la hauteur surrGpAq. On note aussi } ¨ }G la hauteur sur GpAq définie comme produit des | ¨ |G,v.
Soit x P GpAq et soit rx1 P rGpAq1 la projection de x sur rGpAq1 selon la décompositionrGpAq “ rGpAq1A8rG . L’inégalité c1}x}t1 ě }rx1} découle de la propriété (1.14) de la hauteur
appliquée au groupe rG.
Soit x “ x1a la décomposition de x P GpAq selon GpAq “ GpAq1A8G . Pour une place v de F on
note x1v et rx1v la v-composante de x1 et rx1 respectivement. Pour toute place non-archimédienne
v on a donc x1v “ rx1v. Pour toute place archimédienne v de F on a par contre
|rx1v|v “ maxp|a| nn`1G,v , |x1va 1n`1 |G,vq
où a
1
n`1 c’est l’unique élément de A8G tel que pa
1
n`1 qn`1 “ a. Puisque maxp|b|, |c|q ě
a
|b||c|, en
appliquant la propriété (1.14) au groupe G, on trouveź
v
maxp|a|
n
n`1
G,v , |x
1
va
1
n`1 |G,vq ě c}a}
t1
G}x
1}t2G
pour certains constantes positives c, t1, t2 ą 0. En prenant t3 “ minpt1, t2q et en utilisant les
propriétés (1.7) et (1.8) de la hauteur on trouve que cela est plus grand que c1}x}t3G pour une
constante c1 ą 0. En utilisant l’équivalence des hauteurs sur GpAq, ceci est plus grand que c2}x}t4
pour certains c2, t4 ą 0, ce qu’il fallait démontrer.
1.10 Les groupes unitaires
Soit E une extension quadratique de F et σ le générateur du groupe de Galois GalpE{Fq. Posons
WE “WbFE, VE “ V bFE et D0,E “ D0bFE. Supposons la donnée d’une forme σ-hermitienne
non-dégénérée Φ˜ sur WE de façon que ν0 :“ Φ˜pe0, e0q ‰ 0 et que VE soit orthogonal à D0,E.
Notons rU “ UpWE, Φ˜q et U “ UpVE, Φ˜|VEq les groupes unitaires associés. Ces sont des F-groupes
algébriques et l’on voit U comme un sous-groupe de rU grâce à l’inclusion VE ãÑWE “ VE‘D0,E.
Comme dans le cas du groupe linéaire, les objets associés à rU seront notés toujours avec un tilde.
Choisissons M0 un sous-groupe de Levi minimal de U et notons Mr0 le sous-groupe de Levi
de rU contenant M0, minimal pour cette propriété. Le groupe Mr0 n’est pas forcément minimal,
mais il est uniquement déterminé par M0. Pour se placer dans le contexte du paragraphe 1.1 on
choisi aussi un sous-groupe de Levi minimal MrU,min de rU contenu dans Mr0. On fixe un compact
maximal admissible K de UpAq ainsi que rK dans rUpAq qui contient K.
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Pour tout rP P FpMr0q on note P “ U X rP . L’application FpMr0q Q rP ÞÑ P P FpM0q est alors
une bijection. On va décrire son inverse. Tout P P FpM0q est défini comme le stabilisateur du
drapeau de type
0 “ V0,E ( V1,E ( ¨ ¨ ¨ ( Vk,E
où k ě 0 et pour 0 ď i ď k les Vi,E sont des sous-E-espaces de VE isotropes, i.e. Φpv,wq “ 0
pour tout v,w P VE. On définit donc rP P FpMr0q comme le stabilisateur du même drapeau que
P mais vu dans WE.
On va réaliser le groupe ΩU comme un sous-groupe de Ω rU . Soit Z le plus petit sous-espace
non-isotrope de V stabilisé parM0. Fixons une base e1, . . . , ed du plus grand sous-espace isotrope
de V stabilisé par M0. Il existe alors des uniques vecteurs isotropes f1, . . . , fd P V tels que
Φpei, fjq “ δij pour i, j P t1, . . . , du et tels que M0 stabilise l’espace engendré par f1, . . . , fd. On
réalise alors le groupe de Weyl de ΩU comme un sous-groupe de UpFq qui agit trivialement sur
Z et qui est engendré par les permutations de vecteurs e1, . . . , ed et par les involutions σi tels
que σipeiq “ fi, σipfiq “ ei, σipfjq “ fj et σipejq “ ej pour i “ 1, . . . , d et j P t1, . . . , du r tiu.
Le groupe de Weyl Ω rU admet alors une construction identique dans laquelle on peut utiliser
les mêmes vecteurs ei, fj et, peut-être, deux vecteurs additionnels. Il est clair alors qu’on a
ΩU Ď Ω
rU .
Pour tout rP P FpMr0q, l’inclusion naturelle AP ãÑ A rP est un isomorphisme, on identifie alors
ces groupes, en utilisant toujours AP . Cette identification identifie a0 avec aPr0 où Pr0 P PpMr0q
quelconque. On a dans ce cas
H rP pxq “ HP pxq @ x P UpAq.
En plus, comme on explique dans le paragraphe 2.4 de [Zyd15b], pour tout P P FpM0q on a que
∆P et ∆ rP ainsi que p∆P et p∆ rP sont égaux à 1{2-près. Il s’ensuit que pour tout rP1, rP2 P FpMr0q,
tout x P UpAq et tout T P a0 on a
τ21 pH1pxq ´ T q “ τ
r2r1 pHr1pxq ´ T q, τˆ21 pH1pxq ´ T q “ τˆr2r1 pHr1pxq ´ T q. (1.22)
On fixe un P0 P PpM0q et on note Pr0 “ rP0 l’unique élément de FpMr0q dont l’intersection
avec U égale P0. On fixe une chambre positive a
`
0
:“ a`P0 . Soit P P FpM0q contenant P0. Pour
tout T P a`
0
on note TP la projection de T à aP . Notons que a
`
P “ a
`rP . On écrira donc parfois
T rP au lieu de TP et a`r0 au lieu de a`0 .
Fixons rB P PpMrU,minq contenu dans Pr0. Soit P P FpM0q contenant P0. Il est démontré dans
[IYb], lemme 2.1, qu’on peut, et on va, choisir les domaines de Siegel S rPrB de rUpAq de façon qu’on
ait
SPP0 Ď S
rPrB . (1.23)
On pose alors FP p¨, ¨q :“ FPP0p¨, ¨q et F
rP p¨, ¨q “ F rPrB p¨, ¨q où FPP0 est définie dans le paragraphe
1.2. On a alors le résultat suivant.
Lemme 1.11. Il existe un T`` P a
`
0
tel que pour tous T P T` ` a
`
0
, x P UpAq et P P FpM0q
contenant P0 on a
FP px, T q “ F
rP px, T q.
Démonstration. Soit rT` P a`rB tel que le lemme 6.4 de [Art78] appliqué au groupe rU et son
sous-groupe parabolique minimal rB, soit vrai pour tout rT P rT` P a`rB . On fixe T` P a`0 de même
façon par rapport au groupe U et son sous-groupe minimal P0, en demandant en plus que la
projection de rT` ` a`rB à a0 contienne T` ` a`0 .
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Soient alors T P T` ` a
`
0
, x P UpAq et P P FpM0q contenant P0. En utilisant les propriétés
(1.22) et (1.23) on voit que FP px, T q ď F rP px, T q. Supposons que F rP px, T q “ 1. En vertu du
lemme 6.4 de [Art78] on aÿ
P0ĎRĎP
ÿ
δPRpFqzP pFq
FRpδx, T qτPR pHRpδxq ´ T q “ 1.
Si FP px, T q ‰ 1 on a FRpδ0x, T qτPR pHRpδ0xq ´ T q “ 1 pour certains P0 Ď R Ď P et δ0 P
RpFqzP pFq. Soit alors rT P rT` P a`rB dont la projection à a0 vaut T . On a pour tout ̟ P p∆ rB
que ̟prT q ě ̟pT q. On voit donc que pour tout rQ Ě rB on a F rQrB p¨, T q ď F rQrB p¨, rT q. En
particulier, d’après ce qu’on a démontré, on trouve que F rRrB pδ0x, rT q “ F rPrB px, rT q “ 1. En
vertu des égalités (1.22) on a τ rPrR pH rRpδ0xq ´ T q “ 1. Mais pour tout α P ∆ rRrP on a αp rT q “
αpT q donc on a τ rPrR pH rRpδ0xq ´ rT q “ 1. Soit δ˜0 P rRpFqz rP pFq la projection de δ0. On a donc
F
rRpδ˜0x, rT qτ rPrR pH rRpδ˜0xq ´ rT q “ 1 et F rP px, rT q “ 1. On obtient donc un absurde en utilisant de
nouveau le lemme 6.4 de loc. cit.
On fixe donc T` comme dans le lemme 1.11 ci-dessus.
On voit donc que, tant que x appartient à UpAq, on peut utiliser la notation avec le tilde ou
sans interchangeablement dans le cas du groupe unitaire. Au début, pour souligner les similarités
avec le cas linéaire on va utiliser celle avec un tilde, sinon on va opter pour la notation plus
économique sans le tilde.
1.11 GLn ãÑ ResE{FGLn
Pour tout E-groupe algébrique H on note HE “ ResE{FH.
On considère les groupes GE :“ ResE{FpGLpVEqq et rGE :“ ResE{FpGLpWEqq. L’inclusion des
F-espaces V ãÑ VE “ V bEE induit l’inclusion g ÞÑ gb IdE de G dans GE que l’on fixe. On a de
même rG ãÑ rGE grâce à W ãÑWE “W bF E. On voit donc tous les groupes G, GE et rG comme
des F-sous-groupes de rGE. Soit M0,E le sous-F-groupe de Levi minimal de GE défini comme le
stabilisateur des mêmes droites que M0 mais tensorisées par E. On définit Mr0,E de même façon
par rapport à Mr0. Cela nous place dans le cadre du paragraphe 1.1 ainsi que 1.9. On fixe le
compact maximal rKE de rGEpAq “ rGpAbF Eq de même façon qu’on l’a fait dans le paragraphe
1.9 pour le groupe rGpAq, par rapport à la même base de W . On pose KE “ rGEpAq X rKE. On a
donc K Ď KE et rK Ď rKE. On identifie les groupes de Weyl ΩG et ΩGE ainsi que Ω rG et Ω rGE ce
qui nous fixe les représentants des groupes de Weyl ΩG et Ω rG avec les choix qu’on a fait dans le
paragraphe 1.9.
Notons que l’application FpM0,Eq Q PE ÞÑ P “ PE XG P FpM0q est une bijection. Pour un
P P FpM0q on note alors PE P FpM0,Eq le sous-groupe dont intersection avec G vaut P . Soit
P P FpM0q. L’inclusion MP pAq ãÑ MPEpAq induit un isomorphisme aP
„
ÝÑ aPE de façon que le
diagramme suivant
MP pAq


//
HP

MPEpAq
HPE

aP
„
// aPE
soit commutatif. On identifie alors aPE avec aP et a
˚
PE
avec a˚P . On a donc pour tout x P GpAq ãÑ
GEpAq
HP pxq “ HPEpxq.
On utilisera donc la notation HP partout. En plus, l’inclusion AP ãÑ APE est un isomorphisme.
On a donc ∆P “ ∆PE et p∆P “ p∆PE etc. Il s’ensuit que pour tous P1, P2 P FpM0q, x P GpAq et
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tout T P a0 on a
τP2P1 pHP pxq ´ T q “ τ
P2,E
P1,E
pHP,Epxq ´ T q. (1.24)
De même pour les fonctions τˆ . On voit donc qu’on peut omettre l’indice E dans ces situations.
Notons pourtant qu’on a
2ρP “ ρP,E P a
˚
P .
La discussion ci-dessus s’applique mot par mot dans le cas rG ãÑ rGE et un rP P FpMr0q.
On choisit pour tout B P PpM0q (resp. rB P PpMr0q) des domaines de Siegel SGB Ď GpAq et
S
GE
BE
Ď GEpAq (resp. S
rGrB Ď rGpAq et S rGErBE Ď rGEpAq ), comme dans le paragraphe 1.2, de façon
qu’on ait SGB Ď S
GE
BE
(resp. S rGrB Ď S rGErBE).
On fixe un rB0 P FpMr0q et on note a`r0 :“ a`rB0 . Soit T P ar0, pour tout rQ P FpMr0q on note
alors T rQ P a rQ la projection de s´1T à a rQ, où s P Ω rG est tel que s´1 rB Ď rQ. Soit s P Ω rG. En
utilisant le fait que ws P rGpFq X rK on a alors pour tout rP , rQ P FpM0q tels que rP Ď rQ et tout
x P rGpAq :
τˆ
s rQ
s rP pHs rP pxq ´ T q “ τˆ rQrP pH rP pw´1s xq ´ s´1T q, τ s rQs rP pHs rP pxq ´ T q “ τ rQrP pH rP pw´1s xq ´ s´1T q.
Pour tout rP P FpM0q et s P Ω rG tel que s rB0 Ď rP , on pose alors
F
rP prx, T q “ F rP
s rB0prx, Ts rB0q, rx P rGpAq, F rPEprx, T q “ F rPEs rB0,Eprx, Ts rB0q, rx P rGEpAq.
La définition ne dépend pas du choix de s.
Lemme 1.12. Il existe un T` P a
`r0 tel que pour tout rx P rGpAq, tout T P T` ` a`r0 et toutrP P FpM0q on a
F
rP prx, T q “ F rPEprx, T q.
Démonstration. La preuve est analogue à celle du lemme 1.11.
On fixe T` comme dans le lemme 1.12 ci-dessus.
Vu les relations (1.24) et le lemme 1.12 ci-dessus on écrira simplement τP au lieu de τPE , F
rP
au lieu de F rPE etc.
Puisqu’on considère les groupes G et rG comme des sous-groupes de GE et rGE respectivement,
plongés tous dans rGE, pour tout rP P FpMr0q et P P FpM0q on a rPEpFq “ rP pEq, PEpFq “ P pEq,
de même pour les parties de Levi et sous-groupes unipotentes. On écrira alors P pEq au lieu de
PEpFq etc. En ce qui concerne les points adéliques, on garde l’écriture PEpAq etc.
2 Opérateurs de troncature
2.1 Les sous-groupes paraboliques relativement standards
Soient H et rH des F-groupes réductif munis d’inclusion H ãÑ rH. On pense principalement aux
H “ U ãÑ rU “ rH, H “ GE ãÑ rGE “ rH et H “ rG ãÑ rGE “ rH. Tout ce qu’on a fixé dans
le paragraphe 1.1 s’applique à H. Soit MH :“ M0-un sous-groupe de Levi minimal de H et on
choisit un sous-groupe de Levi M rH de rH qui contient MH et minimal pour cette propriété (dans
les cas qui nous intéressent il est uniquement déterminé par MH). On fixe PH P FpMHq et on
note FpPH q “ tP P FpMHq|P Ě PHu ainsi que FpM rH , PHq “ t rP P FpM rHq|PH Ď rP u. Pour
tout rP P FpM rH , PHq on note P :“ rP XH, alors P P FpPHq.
Le cas GE ãÑ rGE. On prend MGE “ M0,E et M rGE “ Mr0,E. On fixe un B P PpM0q et on
pose PGE “ BE. La restriction de scalaires induit une bijection entre FpMr0, Bq et FpMr0,E, BEq
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et il sera plus commode d’utiliser ce premier ensemble dans le pratique. On appelle les éléments
de FpMr0, Bq les sous-groupes paraboliques relativement standards de rG et les éléments de FpBq
les sous-groupes paraboliques standards de G. On note que c’est le seul cas qu’on considère où
il n’y a pas de bijection entre FpPHq et FpM rH , PHq, du coup c’est le seul cas en réalité où on
utilisera l’ensemble FpM rH , PHq.
Le cas U ãÑ rU . On prend MU “ M0, MrU “ Mr0 et PU “ P0 que l’on a déjà fixé dans le
paragraphe 1.10. On appelle les éléments de FpP0q les sous-groupes paraboliques standards de
U . Il résulte de la discussion dans le paragraphe 1.10 que FpMr0, P0q Q rP ÞÑ P “ rP XU P FpP0q
est une bijection. Dans le contexte des groupes unitaires on appellera parfois aussi les éléments
de FpMr0, P0q les sous-groupes paraboliques relativement standards de rU .
Le cas rG ãÑ rGE. On prend M rG “ Mr0 et M rGE “ Mr0,E. Pour tout choix d’un sous-groupe
de Borel rB P FpMr0q on a alors FpMr0,E, rBq “ Fp rBEq qui est en bijection avec Fp rBq. On ne fixe
pas le groupe rB qu’on lassera varier.
On utilisera alors les groupes H et rH dans ces trois contextes dans cette section. Notons
qu’on a alors la généralisation du lemme 6.4 de [Art78] suivante :
Lemme 2.1. Pour tous rQ P FpM rH , PHq, x P HpAq et T P T` ` a`r0 on aÿ
FpMĂH ,PHqQ rPĎ rQ
ÿ
δPP pFqzQpFq
F
rP pδx, T rP qτ rQrP pH rP pδxq ´ T rP q “ 1.
Démonstration. Dans les cas U ãÑ rU et rG ãÑ rGE c’est une conséquence des lemmes 1.11 et 1.12
respectivement. Dans le cas GE ãÑ rGE il nous faut supposer que pour tout sous-groupe de Borel
relativement standard rBE de rG les compacts ω rBE vérifient ωBE Ď ω rBE (ce qui est possible car ils
contiennent B). Le lemme est démontré alors dans [IYa], lemme 2.3, et traduit dans ce langage
dans [Zyd15a], proposition 1.3.
Pour rQ P FpM rH , PHq et φ P Blocp rQpFqz rHpAqq on notera
φ rQpxq “
ż
rN rQs
φpnxqdn, x P N rQpAqM rQpFqz rHpAq.
2.2 Opérateur de troncature de Jacquet-Lapid-Rogawski
Fixons rB P PpMr0q un sous-groupe de Borel de rG. Soit rQ P Fp rBq et φ une fonction localement
intégrable sur rQpEqz rGEpAq. On note pour T P ar0
Λ
rQ,T
JLRφpxq “
ÿ
rBĎ rPĎ rQ
p´1q
d
rQrP ÿ
δPP pFqzQpFq
τˆ
rQrP pH rP pδxq ´ T rP qφ rPEpδxq, x P N rQpAqM rQpFqz rGpAq.
L’opérateur est bien défini car les sommes
ř
δPP pFqzQpFq portent sur des ensembles finis en vertu
du lemme 1.7 ii). Il dépend du choix du sous-groupe de Borel rB qu’on précisera chaque fois. La
notation ΛJLR vient du fait que cet opérateur a été introduit dans [JLR99]. Dans loc. cit. on
trouve les démonstrations des assertions présentées dans ce paragraphe.
Lemme 2.2. Soit rQ P Fp rBq. Alors pour tout x P rGpAq et tout T P ar0 on a
φ rQEpxq “
ÿ
rBĎ rPĎ rQ
ÿ
δPP pFqzQpFq
τ
rQrP pH rP pδxq ´ T rP qΛ rP ,TJLRφpδxq.
On a aussi la propriété de décroissance suivante :
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Proposition 2.3. Soient rQ P Fp rBq, r1, r2 ě 0 et rK0 Ď M rQEpAf q un compact ouvert. Il existe
alors un sous-ensemble fini tXu de l’algèbre enveloppante de la complexification de l’algèbre
de Lie de M rQEpAq1 X M rQEpF8q tel que pour tout espace mesurable pΩ, dωq, tout φ : Ω Ñ
C8p rQpEqz rGEpAq{ rK0q mesurable, tout T P T` ` a`r0 et tout x P SM rQrBXM rQ XM rQpAq1 on a que
l’expression ż
Ω
|Λ
rQ,T
JLRφpω, xq|dω
où on applique l’opérateur à la variable x, est majorée par
}x}´r1
ÿ
X
supryPM rQE pAq1
˜
}ry}´r2 ż
Ω
|
ż
rN rQE s
RpXqφpω, rnryqdrn|dω¸ .
2.3 Opérateur de troncature relatif sur G
Dans ce paragraphe on introduit un opérateur de troncature qui tronque les fonctions sur GEpAq
en prenant en compte le centre de GE. Pour rQ P FpMr0, Bq, une fonction localement intégrable
φ sur QpEqzGEpAq et T P ar0 on pose
ΛT,
rQ
m φpxq “
ÿ
BĎ rPĎ rQ
p´1q
d
rQrP ÿ
δPP pFqzQpFq
τˆ
rQrP pH rP pδxq ´ T rP qφPEpδxq, x P NQpAqMQpFqzGpAq
où la somme porte sur les sous-groupes paraboliques de rG qui contient B (i.e. sous-groupes
paraboliques relativement standards) qui sont contenus dans rQ. Tout comme l’opérateur ΛJLR,
l’opérateur Λm est bien défini et vérifie la formule d’inversion suivante :
Lemme 2.4. Soit rQ P FpMr0, Bq. Alors pour tout x P GpAq et tout T P ar0 on a
φQEpxq “
ÿ
BĎ rPĎ rQ
ÿ
δPP pFqzQpFq
τ
rQrP pH rP pδxq ´ T rP qΛ rP ,Tm φpδxq.
Démonstration. En utilisant la définition de l’opérateur Λm on a que la somme ci-dessus égale :ÿ
BĎ rPĎ rQ
ÿ
δPP pFqzQpFq
τ
rQrP pH rP pδrxq ´ T rP q¨˝ ÿ
BĎ rRĎ rP
p´1q
d
rPrR ÿ
ηPRpFqzP pFq
τˆ
rPrR pH rRpηδrxq ´ T rRqφREpηδxq‚˛
“
ÿ
BĎ rRĎ rQ
ÿ
δPRpFqzQpFq
φREpδxq
¨˝ ÿ
rRĎ rPĎ rQ
p´1q
d
rPrR τˆ rPrR pH rRpδrxq ´ T rRqτ rQrP pH rP pδrxq ´ T rP q‚˛.
En vertu du lemme combinatoire de Langlands, la somme entre les parenthèses vaut 0 si rR ‰ rQ
et 1 si rR “ rQ d’où le résultat.
On va démontrer l’analogue de la proposition 2.3 pour l’opérateur ΛT,
rQ
m suivant :
Proposition 2.5. Soient rP P FpMr0, Bq, r1, r2 ě 0 et K0 Ď MPEpAf q un compact ouvert.
Il existe alors un sous-ensemble fini tXu de l’algèbre enveloppante de la complexification de
l’algèbre de Lie de pH rPEpF8q X H rPEpAq1q ˆ G rPEpF8q (voir (1.20)) tel que pour tout espace
19
mesurable pΩ, dωq, tout φ : Ω Ñ C8pP pEqzGEpAq{K0q mesurable, tout T P T` ` a
`r0 et tout
x P SMPBXMP X pH rP pAq1 ˆG rP pAqq on a que l’expressionż
Ω
|Λ
rP ,T
m φpω, xq|dω
où on applique l’opérateur Λ
rP ,T
m à la variable x, est majorée par
}x}´r1
ÿ
X
sup
yPH rPE pAq1ˆG rPE pAq
˜
}y}´r2
ż
Ω
|
ż
rNPE s
RpXqφpω, nyqdn|dω
¸
.
Démonstration. Il suffit de démontrer le cas rP “ rG, le cas général étant la composition de ce
cas et de cas de l’opérateur ΛJLR.
On aura besoin quelques résultats préparatoires avant. Soient Di, où i “ 1, . . . , n, les droites
dans V stabilisés par M0 de façon que Vi :“ ‘ij“1Di, où i “ 0, 1, . . . , n, soit stabilisé par B.
Pour i “ 0, 1, . . . , n soit e˚i P a
˚r0 le caractère par lequel Ar0 agit sur Di. Posons aussi e_j P ar0 les
éléments tels que e˚i pe
_
j q “ δij où i, j “ 0, 1, . . . , n. On pose pour i “ 1, . . . , n
r̟´i “ n` 1´ in` 1 p
iÿ
j“1
e˚j q ´
i
n` 1
pe˚0 `
nÿ
j“i`1
e˚i q, r̟`i “ n` 1´ in` 1 pe˚0 `
i´1ÿ
j“1
e˚j q ´
i
n` 1
p
nÿ
j“i
e˚i q.
Alors r̟´i , r̟`i P pa rGr0 q˚. On pose aussi r̟´l “ r̟`l “ 0 pour l R t1, . . . , nu.
Fixons un sous-groupe parabolique relativement standard rQ de rG. Alors rQ est le stabilisateur
du drapeau de type
0 “ Vi0 ( ¨ ¨ ¨ ( Vik´1 ( Vik ‘D0 ( ¨ ¨ ¨ ( Vil ‘D0 “W
où 0 “ i0 ă i1 ă ¨ ¨ ¨ ă ik´1 ď ik ă ik`1 ă ¨ ¨ ¨ ă il “ n. Alorsp∆ rQ “ t r̟´ia , r̟`ib`1| 1 ď a ď k ´ 1, k ď b ď l ´ 1u.
Posons r̟´rQ :“ r̟´m1 et r̟`rQ :“ r̟`m où m1 “ maxptj| r̟´j P p∆ rQu Y t0uq et m2 “ minptj| r̟`j Pp∆ rQuYt0uq. Si r̟´rQ ‰ 0 notons rα´rQ P ∆ rQ la racine simple associée à r̟´rQ comme dans le paragraphe
1.1. Si r̟´rQ “ 0 on pose rα´rQ “ 0. On défini
tlal`rQ P ∆ rQ Y t0u de même façon.
On pose aussi pour i “ 1, . . . , n´ 1
̟i “
n´ i
n
p
iÿ
j“1
e˚j q ´
i
n
p
nÿ
j“i`1
e˚i q.
Alors p∆B “ t̟i|i “ 1, . . . , n´ 1u. Pour l R t1, . . . , n´ 1u on pose ̟l “ 0.
On définit ιˆ : t r̟´i , r̟`j |i, j P t1, . . . , nuu Ñ p∆B Yt0u par ιˆp r̟´i q “ ̟i et ιˆp r̟`j q “ ̟j´1 et on
note ιˆ rQ sa restriction à p∆ rQ. On a alors p∆Q “ ιˆ rQpp∆ rQqrt0u. On définit alors ι rQ : ∆ rQ Ñ ∆QYt0u
de façon suivante. Soient rα P ∆ rQ et r̟ rα P p∆ rQ le poids associé à rα comme dans le paragraphe 1.1.
Si ιˆ rQp r̟ rαq “ 0 on pose ι rQprαq “ 0, sinon, on a ιˆ rQp r̟ rαq “ ̟α où α P ∆Q et on pose ι rQprαq “ α.
On vérifie facilement les assertions suivantes :rQ1q Si α P ∆Q est tel que ι´1rQ pαq “ trαu, alors pour tout H P astrQ on a αpHq “ rαpHq.
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rQ2q Il existe au plus un α P ∆Q tel que #ι´1rQ pαq ą 1. Cela arrive si et seulement si on a 0 ă
ik´1 “ ik ă n auquel cas il existe un unique α P ∆Q, noté α rQ, tel que ι´1rQ pα rQq “ trα´rQ, rα`rQu.
Dans ce cas α rQpHq “ prα´rQ ` rα`rQqpHq pour tout H P astrQ .rQ3q 0 P ι rQp∆ rQq si et seulement si ik´1 “ ik et ik P t0, nu. Dans ce cas, si ik “ 0 on a rα`rQ P ∆ rQ,rα´rQ “ 0 et ι rQprα`rQq “ 0 ; si ik “ n on a rα´rQ P ∆ rQ, rα`rQ “ 0 et ι rQprα´rQq “ 0.
On dit que rR Ě rQ est admissible par rapport à rQ s’il vérifie ∆ rRrQ “ ι´1rQ p∆RQq. On a donc
• rG est admissible par rapport à rQ si et seulement si 0 R ι rQp∆ rQq.
• Si ik´1 ‰ ik tout rR Ě rQ est admissible par rapport à rQ.
• rR n’est pas admissible par rapport à rQ si et seulement si trα´rQ, rα`rQuX∆ rRrQ est de cardinalité
1.
Lemme 2.6. Soient rR Ě rQ et pour tout R Ě S Ě Q soit cS P C un scalaire.
1) Supposons que rR est admissible par rapport à rQ. Dans ce cas
i) |
ř rQĎ rSĎ rRp´1qd rGrS cS | “ |řQĎSĎRp´1qdGS cS |.
ii) Pour tout H P astrQ on a τRQ pHq ě τ rRrQ pHq.
iii) Pour tout H P astrQ on a řrαP∆ rRrQ rαpHq “ řαP∆RQ αpHq.
2) Si rR n’est pas admissible par rapport à rQ on a ř rQĎ rSĎ rRp´1qd rGrS cS “ 0.
Démonstration. Démontrons le point 1). Supposons que rR est admissible par rapport à rQ.
Supposons d’abord que pour tout α P ∆Q on a #ι
´1rQ pαq “ 1. Dans ce cas pour tout Q Ď S Ď R
il existe un unique rS entre rQ et rR tel que rS X G “ S. En plus, pour tous rS1, rS2 entre rR et rQ
on a drS1 ´ dS1 “ drS2 ´ dS2 et le point i) suit. Les points ii) et iii) découlent facilement du fait
que tout α P ∆RQ vérifie la condition rQ1q ci-dessus.
Supposons qu’il existe un α P ∆Q tel que #ι
´1rQ pαq ą 1. Alors 0 ă ik´1 “ ik ă n, un tel α
est unique et égale α rQ et ι´1rQ pα rQq “ trα´rQ, rα`rQu Ď ∆ rRrQ. Soit Q Ď S Ď R. Si α rQ R ∆SQ, il existe
un unique rS entre rQ et rR tel que rS X G “ S et en plus d rGrS “ dGS . Si α rQ P ∆SQ, soit rS tel que
∆
rSrQ “ ι´1rQ p∆SQq. Alors les sous-groupes rS` et rS´ correspondants à ∆ rSrQ r trα´rQu et ∆ rSrQ r trα`rQu
vérifient rS´ X G “ rS` X G “ rS X G “ S et ces sont tous les sous-groupes entre rQ et rR dont
l’intersection avec G vaut S. On a donc p´1qd
rGrS ` p´1qd rGrS` ` p´1qd rGrS´ “ p´1qd rGrS´ “ p´1qdGS et le
point i) suit. Les points ii) et iii) sont alors évidents car tout α P ∆Q vérifie soit la conditionrQ1q soit rQ2q ci-dessus.
Démontrons le point 2). Dans ce cas il existe un unique rα rQ P trα´rQ, rα`rQu X ∆ rRrQ. Il vérifie
ι rQprα rQq R ∆RQ. Soit S entre Q et R. Notons rS le sous-groupe parabolique tel que ∆ rSrQ “ ι´1rQ p∆SQq.
Alors rα rQ R ∆ rSrQ et si l’on note rS1 le sous-groupe correspondant à ∆ rSrQ Y trα rQu on a rS1 X G “ S
et rS et rS1 sont les seuls sous-groupes paraboliques entre rQ et rR dont l’intersection avec G vaut
S. On a donc d rGrS ´ 1 “ d rGrS1 et le résultat suit.
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On est prêt à démontrer la proposition 2.5. En utilisant le lemme 2.1 on a pour x P SGB
ΛTmφpω, xq “
ÿ
BĎ rP1Ď rP2
ÿ
δPP1pFqzGpFq
F
r1pδx, Tr1qσr2r1pHr1pδxq ´ Tr1qφ rP1,E, rP2,Epω, δxq
où φ rP1,E, rP2,Epω, yq “ ř rP1Ď rPĎ rP2p´1qd rGrP φPEpω, yq. Fixons rP1 Ď rP2. En vertu du lemme 2.6 ci-
dessus on a φ rP1,E, rP2,E ” 0 sauf si rP2 est admissible par rapport à rP1 donc on suppose que
c’est le cas. En utilisant le lemme 2.6 on a donc |φ rP1,E, rP2,E | “ |φP1,E,P2,E| où φP1,E,P2,Epω, yq :“ř
P1ĎPĎP2
p´1qd
G
P φPEpω, yq.
Soit δ P P1pFqzGpFq. Écrivons δx “ n2n21amk où n2 P N2pAq, n
2
1
P N2
1
pAq et k P K
appartiennent aux compacts fixés, a P Ast,8r1 et m P Hr1pAq1 ˆGr1pAq est tel que F r1pm,Tr1q “ 1.
D’après le corollaire 1.5 de [Zyd15a] on a quem appartient à un compact fixé dansM1pFqzM1pAq.
On a alors
σ
r2r1pHr1pδxq ´ Tr1q “ σr2r1pHr1paq `Hr1pmq ´ Tr1q “ σr2r1pHr1paq ` T 1r1q
pour un T 1r1 P ar1 dont la norme est majorée par celle de T . En utilisant la définition de la fonction
σ
r2r1 donnée dans le paragraphe 1.8 et le fait que n21 P Nr2r1 pAq on obtient :
φP1,E,P2,Epω, δxq “ φP1,E,P2,Epω, n2n
2
1makq “ φP1,E,P2,Epω, aa
´1n21amkq “ φP1,E,P2,Epω, acq
où c appartient à un compact fixé de GpAq qui dépend de T
Il est démontré dans [Art80], pages 93-95, qu’il existe un nombre fini des F-sous-groupes
NI de N1,E, et pour tout I il existe un βI P pa21q
˚ tel que βI “
ř
αP∆2
1
aI,αα où aI,α ą 0 tels
que pour tout n ą 0 il existe un nombre fini d’éléments Xi de la complexification de l’algèbre
enveloppante de l’algèbre de Lie de GEpF8q tels que |φP1,E,P2,Epω, acq| est majorée parÿ
I,i
e´nβIpH1paqq
ż
rNI s
|RpXiqφpω, uδxq|du. (2.1)
En vertu du lemme 2.6 point 1) ii) on a τ21 pH1paq´T
1q “ 1 pour un T 1 P a1 car σ
r2r1pHr1paq´T 1r1q “ 1
implique τr2r1 pHr1paq ´ T 1r1q “ 1. Puisque τ21 pH1paq ´ T 1q “ 1, il existe des constantes c11, c1 ą 0
indépendantes de n telles que ´nβIpH1paqq ď c11`´nc1p
ř
αP∆2
1
αpH1paqq. En vertu du lemme 2.6
point 1) iii) ci-dessus, on a
ř
αP∆2
1
αpH1paqq “
řrαP∆r2r1 rαpHr1paqq. On a ac “ δx. Si l’on note pδxq1
la projection de δx à rGEpAq1, on voit que puisque σr2r1pHr1paq´T 1r1q “ 1, le lemme 1.7 ii) implique
que ´nc1p
řrαP∆r2r1 rαpHr1paqq ď c12 ´ nc2 logp}pδxq1}q pour des constantes c12, c2 ą 0 indépendantes
de n. En appliquant alors le lemme 1.10 on trouve une constante c3 ą 0 indépendante de n telle
que ´nβIpH0paqq ď c12 ´ nc3 logp}δx}q pour tout I. Puisque x P S
G
B , il existe finalement une
constante c4 ą 0 telle que }δx} ě c4}x}, cela montre que pour tous t1 P r0, 1s, I et i on a que
l’intégrale sur Ω de l’expression (2.1) est majorée par
ÿ
I,i
ż
Ω
ż
rNI s
|RpXiqφpuδxq|}uδx}
´nc3p1´t1qdudω}x}´nc4t1 ď
c5}x}
´nc4t1
ÿ
i
sup
yPGEpAq
ż
Ω
|RpXiqφpω, yq|}y}
´nc3p1´t1qdω
pour un c5 ą 0. D’autre côté, en vertu du lemme 1.8 i) on a
ř
δPP1pFqzGpFq
F
r1pδx, Tr1qσr2r1pHr1pδxq´
Tr1q ď c6}x}N où N ne dépend pas de T . En prenant alors n suffisamment grand et t1 adapté on
conclut la preuve.
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2.4 Opérateur de troncature diagonal
Soient rQ P FpMr0, Bq et φ une fonction localement intégrable sur pQpFqˆ rQpFqqzpGpAqˆ rGpAqq.
On pose pour x P NQpAqMQpFqzGpAq, rx P N rQpAqM rQpFqz rGpAq et T P ar0
Λ
rQ,T
d φpx, rxq “ ÿ
BĎ rPĎ rQ
p´1q
d
rQrP ÿ
δPP pFqzQpFq
τˆ
rQrP pH rP pδrxq ´ T qφPˆ rP pδx, δrxq.
On a la propriété d’inversion :
Lemme 2.7. Soit rQ P FpMr0, Bq. Alors pour tous x P GpAq, rx P rGpAq et T P ar0 on a
φ
Qˆ rQpx, rxq “ ÿ
BĎ rPĎ rQ
ÿ
δPP pFqzQpFq
τ
rQrP pH rP pδrxq ´ T rP qΛ rP ,Td φpδx, δrxq.
Démonstration. La preuve est identique à celle du lemme 2.4 ci-dessus.
Proposition 2.8. Soient rP P FpMr0, Bq, r1, r2 ě 0 et K0 Ď pMP ˆ M rP qpAf q un compact
ouvert. Il existe alors un sous-ensemble fini tXu de l’algèbre enveloppante de la complexification
de l’algèbre de Lie de
pH rP pF8q XH rP pAq1q ˆG rP pF8q ˆ pH rP pF8q XH rP pAq1q ˆ rG rP pF8q
(voir (1.20)) tel que pour tout espace mesurable pΩ, dωq, tout
φ : ΩÑ C8ppP pFq ˆ rP pFqqzpGpAq ˆ rGpAqq{K0q
mesurable, tout T P T` ` a
`r0 et tout
x P SMPBXMP X pH rP pAq1 ˆG rP pAqq
on a que l’expression ż
Ω
|Λ
rP ,T
d φpω, x, xq|dω
où on applique l’opérateur Λ
rP ,T
d à la fonction φpω, p¨, ¨qq et on met comme argument px, xq P
pP pFq ˆ P pFqqzpGpAq ˆGpAqq Ď pP pFq ˆ rP pFqqzpGpAq ˆ rGpAqq, est majorée par
}x}´r1
ÿ
X
sup
yPH rP pAq1ˆG rP pAq,ryPH rP pAq1ˆ rG rP pAq
˜
}y}´r2}ry}´r2 ż
Ω
|
ż
rNP s
ż
rN rP s
RpXqφpω, ny, rnryqdndn|dω¸ .
Démonstration. On suit de près l’argument de [Art80], pages 92-95.
En utilisant le lemme 2.1 pour G ãÑ rG (il est valable bien sûr dans ce cas aussi), on a pour
pour x P SMPBXMP X pH rP pAq1 ˆG rP pAqq
Λ
rP ,T
d φpx, xq “
ÿ
BĎ rP1Ď rP2Ď rP
ÿ
δPP1pFqzP pFq
F
r1pδx, Tr1qσr2r1pHr1pδxq ´ Tr1qφ rP1, rP2pδxq
où
φ rP1, rP2pyq “
ÿ
rP1Ď rQĎ rP2
p´1q
d
rPrQφ
Qˆ rQpω, y, yq (2.2)
Soit δ P P1pFqzP pFq. Selon les décompositions données dans le paragraphe 1.9, écrivons δx “
nP2 n
2
1amk où n
P
2 P N
P
2 pAq, n
2
1 P N
2
1 pAq et k P K XMP pAq appartiennent aux compacts fixés,
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a P Ast,
rP ,8r1 :“ Ast,8r1 X pH rP pAq1 ˆ G rP pAqq et m P Hr1pAq1 ˆ Gr1pAq est tel que F r1pm,Tr1q “ 1.
D’après le corollaire 1.5 de [Zyd15a] on a quem appartient à un compact fixé dansM1pFqzM1pAq.
On a alors
σ
r2r1pHr1pδxq ´ Tr1q “ σr2r1pHr1paq `Hr1pmq ´ Tr1q “ σr2r1pHr1paq ` T 1r1q
pour un T 1r1 P ar1 dont la norme est majorée par celle de T . En utilisant le fait que n21 P Nr2r1 pAq
on voit donc que
φ rP1, rP2pω, δxq “ φ rP1, rP2pω, nP2 n21makq “ φ rP1, rP2pω, aa´1n21amkq “ φ rP1, rP2pω, acq
où c appartient à un compact fixé de MP pAq qui dépend de T .
Au début de la preuve de la proposition 2.5 nous avons introduit une application ι rQ : ∆ rQ Ñ
∆QYt0u pour tout rQ P FpMr0, Bq. Notons alors ιr2r1 : ∆r2r1 Ñ ∆21Yt0u l’application suivante : pour
tout rα P ∆r2r1 on pose ιr2r1prαq “ ιr1prαq si ιr1prαq P ∆21, sinon on pose ιr2r1prαq “ 0. Pour tout rα P ∆r2r1
(resp. α P ∆21) soit Nrα (resp. Nα) la partie unipotente du sous-groupe de rP1 (resp. P1) associé
à ∆r2r1 r trαu (resp. ∆21 r tαu).
Notons ast,
rPr1 l’image de Ast, rP,8r1 par l’application H rP définie dans le paragraphe 1.1. On a
alors
P1) Pour tout rα P ∆r2r1 on a ιr2r1prαq “ 0 si et seulement si Nrα XN1 “ N2.
P2) Pour tout α P ∆2
1
, l’ensemble pιr2r1q´1ptαuq n’est pas vide et pour tout rα P pιr2r1q´1ptαuq on a
Nrα XG “ Nα.
P3) Il existe au plus un α P ∆21 tel que #pι
r2r1q´1ptαuq ą 1. Si c’est le cas, on a, avec la notation
de la preuve de la proposition 2.5, pιr2r1q´1ptαuq “ trα´r1 , rα`r1 u et pour tout H P ast, rPr1 on a
αpHq “ prα´r1 ` rα`r1 qpHq.
P4) Si α P ∆21 est tel que pι
r2r1q´1ptαuq “ trαu on a αpHq “ rαpHq pour tout H P ast, rPr1 .
Pour des rR, rQ P FpMr0, Bq tels que rR Ď rQ Ď rP on note n rR “ LieN rR, n rQrR “ LieN rQrR ,
nR “ LieNR etc. Pour un F-groupe algébrique H on note aussi HQ “ ResF{QH.
Soit rα P ∆r2r1. Posons nrα “ LieNrα, nr2rα “ nrα X nr2r1 et soient nrα et mrα les dimensions sur Q de
n
r2rα,QpQq et de nr2rα,QpQq X n21,QpQq respectivement, où nr2rα,Q :“ pnr2rαqQ etc. Fixons tYrα,1, . . . , Yrα,nrαu
une Q-base de nr2rα,QpQq ainsi que tXrα,1, . . . ,Xrα,mrαu une Q-base de nr2rα,QpQqXn21,QpQq. On suppose
que tout Yrα,i (resp. Xrα,j) est un vecteur propre de la racine βrα,i (resp. γrα,j) pour l’action de Ar1
sur nr2r1 (resp. de A1 sur n21). On suppose aussi que, pour k ď l, la hauteur de βrα,k (resp. de γrα,k)
est plus grande que celle de βrα,l (resp. de γrα,l).
Soit alors nrα,i, pour 0 ď i ď nrα, la Q-algèbre de Lie engendré par les tYrα,1, . . . , Yrα,iu et
n2,Q ˆ nr2,Q. On a donc nrα,nrα “ n2,Q ˆ nrα,Q. Notons aussi, pour 0 ď j ď mrα, nrα,nrα`j la somme
directe de l’algèbre engendré par les tXrα,1, . . . ,Xrα,ju avec n2,Q ˆ nrα,Q. On a donc nrα,nrα`mrα “
pnrα,QXnr1,Qqˆnrα,Q. Soit exp : n1ˆnr1 Ñ N1ˆNr1 un isomorphisme A1ˆAr1 équivariant. On note
donc aussi Nrα,k “ exp nrα,k où 0 ď k ď nrα`mrα. C’est un Q-sous-groupe normal de N1,QˆNr1,Q.
Pour un Q-sous-groupe N de N1,Q ˆ Nr1,Q on définit πpNq l’opérateur qui appliqué à une
fonction φ sur GpAq ˆ rGpAq donne
GpAq ˆ rGpAq Q y ÞÑ ż
rNsQ
φpnyqdn
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où l’on note rN sQ “ NpQqzNpAQq où AQ c’est l’anneau des adèles de Q. On a donc que
φ rP1, rP2pω, ¨q donné par (2.2) ci-dessus s’obtient, à un signe près, par application de l’opérateurź
rαP∆r2r1
pπpN2,Q ˆNr2,Qq ´ πppNrα,Q XN1q ˆNrα,Qqq
à φpω, ¨q. Or, on a pour rα P ∆r2r1 que πpN2,Q ˆNr2,Qq ´ πppNrα,Q XN1q ˆNrα,Qq égale
nrαÿ
i“1
pπpNrα,i´1q ´ πpNrα,iqq `
mrαÿ
j“1
pπpNrα,nrα`j´1q ´ πpNrα,nrα`jqq.
Soient Sr1,S1 Ď ∆r2r1 tels que Sr1 \ S1 “ ∆r2r1 et ιr2r1pS1q Ď ∆21. Pour tout rα P Sr1 on choisit un irα
entre 1 et nrα et on construit l’ensemble Ir1 “ tirαurαPSr1 . De même, pour tout rα P S1 on choisit un
jrα entre 1 et mrα et on construit I1 “ tjrαurαPS1 . Pour ces données choisies, on pose
NIr1 “
ź
rαPSr1
Nrα,irα XNr1, NI1 “ źrαPS1Nrα,nrα`j rα XN1,
NIr1 “
ź
rαPSr1
Nrα,irα´1 XNr1, NI1 “
ź
rαPS1Nrα,nrα`j rα´1 XN1,
ainsi que nIr1 (resp. nI1) l’espace engendré par tYrα,irαurαPSr1 (resp. tXrα,j rαurαPS1). Fixons une base
de nIr1pQq (resp. de nI1pQq) parmi les éléments de tYrα,irαurαPSr1 (resp. de tXrα,j rαurαPS1). On note
aussi nIr1pQq1 (resp. nI1pQq1) le sous-ensemble de nIr1pQq (resp. nI1pQq) composé d’éléments dont
toutes les coordonnées dans la base choisie sont non-nulles.
Soit ψ : QzAQ Ñ C˚ un caractère continu non-trivial. En utilisant la formule d’inversion
de Fourier, on voit que φ rP1, rP2pω, yq égale la somme sur tous les choix des Sr1, S1, Ir1, I1 comme
ci-dessus, deÿ
ηPnI1 pQq1
ÿ
ξPn
Ir1 pQq1
ż
rnI1 sQ
ż
rn
Ir1 sQ
ż
rN
I1
sQ
ż
rN
Ir1 sQ
φpω, n exppXqy, rn expp rXqyqψpxX, ηyqψpx rX, ξyqdrndnd rXdX
où x¨, ¨y c’est le produit scalaire défini par les bases respectives.
On met y “ ac comme avant. En raisonnant maintenant comme dans les pages 94-95 de
[Art80] on trouve que pour tout n P N assez grand, il existe une constante C qui ne dépend que
de n, T et du compact ouvert K0 ainsi qu’un nombre fini tYju, tXiu des éléments des algèbres
enveloppantes des complexifications des algèbres de Lie de ppH rP pF8q XH rP pAq1q ˆG rP pF8qq et
pH rP pF8q XH rP pAq1q ˆ rG rP pF8q respectivement tel que l’expression ci-dessus, quand y “ ac, est
majorée par
C
ÿ
i,j
ż
rNP
I1
sQ
ż
rN
rP
Ir1 sQ
|
ż
rNP s
ż
rN rP s
R2pYjqR3pXiqφpω, nPn
P
I1
ac, n rPn rPIr1acqdn rP dnP |dn rPIr1dnPI1
fois e à la puissance
´n
ÿ
rαPSr1
βrα,irαpHr1paqq ´ n ÿrαPS1 γrα,j rαpH1paqq.
En utilisant la définition de l’ensemble S1 Ď ∆
r2r1 et ensuite les propriétés P3) et P4) ci-dessus
il résulte du fait que Sr1 \ S1 “ ∆r2r1 que la somme ci-dessus égale ´nřrαP∆r2r1 crαrαpHr1paqq pour
certains crα ą 0 qui ne dépendent que de Sr1, S1, Ir1 et I1. En raisonnant donc maintenant de
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façon analogue comme dans la preuve de la proposition 2.5 après l’équation (2.1), en s’appuyant
sur les lemmes 1.7 ii), 1.8 i) et 1.10 on trouve que pour tout r1, r2 ą 0 il existe des constantes
C 1, C2 ą 0 telles que pour FpMr0, Bq Q rP1 Ď rP2 Ď rP fixés on aż
Ω
|
ÿ
δPP1pFqzP pFq
F
r1pδx, Tr1qσr2r1pHr1pδxq ´ Tr1q
ÿ
rP1Ď rQĎ rP2Ď rP
p´1q
d
rPrQφ
Qˆ rQpω, δx, δxq|dω ď C 1 ÿ
Sr1,S1
ÿ
Ir1,I1
ÿ
i,j
}x}´r1
ż
Ω
ż
rNP
I1
sQ
ż
rN
rP
Ir1 sQ
|
ż
rNP s
ż
rN rP s
R2pYjqR3pXiqφpω, nn
P
I1
δx, rnn rPIr1δxqdrndn|}n rPIr1δx}´r2}nPI1δx}´r2dn rPIr1dnPI1
dω ď C2}x}´r1
ÿ
i,j
sup
yPH rP pAq1ˆG rP pAq,ryPH rP pAq1ˆ rG rP pAq
p
ż
Ω
|
ż
rNP s
ż
rN rP s
R2pXjqR3pYiqφpω, ny, rnryqdrndn|}y}´r2}ry}´r2dωq.
ce qu’il fallait démontrer.
Dans le cas de l’inclusion U ãÑ rU on introduit aussi l’opérateur de troncature diagonal.
Soient Q P FpP0q et φ une fonction localement intégrable sur pQpFq ˆ rQpFqqzpUpAq ˆ rUpAqq.
On pose pour x P NQpAqMQpFqzUpAq, rx P N rQpAqM rQpFqzrU pAq et T P a0
Λ
Q,T
d φpx, rxq “ ÿ
P0ĎPĎQ
p´1qd
Q
P
ÿ
δPP pFqzQpFq
τˆ
Q
P pHP pδxq ´ T qφPˆ rP pδx, δrxq.
Les analogues évidents du lemme 2.7 et de la proposition 2.8 sont alors aussi vrais dans le cas
de groupes unitaires.
3 Le côté spectral de la formule des traces pour les groupes li-
néaires
Pour l’un des opérateurs Λ discutés dans la section 2 et une fonction Ψ de plusieurs variables,
par ΛnΨ on entend que l’on applique Λ à la n-ième variable considérant les autres variables fixés.
Dans le cas de l’opérateur Λd introduit dans le paragraphe 2.4, on écrira Λd,12Ψ pour signifier
que l’on l’applique aux premières 2 variables etc.
3.1 Convergence du noyau spectral tronqué
Soit det P a˚r0 le déterminant de rG pour son action sur W . On a alors 2 det P HomFp rGE,Gmq et
pour tout rx P rGEpAq et tout s P C on définit
|det rx|sA :“ es detH rGprxq.
Soit Φ P CcppGE ˆ rGEqpAqq et soit k “ kΦ son noyau automorphe. Pour χ P XGEˆ rGE , rP P
FpMr0, Bq un sous-groupe parabolique relativement standard de rG, x, y P NPEpAqMP pEqzGEpAq
et rx, ry P N rPEpAqM rP pEqz rGEpAq on pose
k rP ,χpx, rx, y, ryq “ kΦ, rP ,χpx, rx, y, ryq :“ kΦ,PEˆ rPE,χpx, rx, y, ryq,
où on utilise la convention du paragraphe 1.1 qu’à rP P FpMr0, Bq on associe P :“ rP XG P FpBq.
Pour T P ar0 et px, rxq, py, ryq P pGE ˆ rGEqpAq on pose
kTχ px, rx, y, ryq “ kTΦ,χpx, rx, y, ryq “ ÿrPPFpMr0,Bqp´1q
d
rGrP ÿ
δ1PP pEqzGpEq
δ2PP pFqzGpFq
δ3P rP pFqz rGpFq
τˆ rP pH rP pδ2yq´T rP qk rP ,χpδ1x, δ1rx, δ2y, δ3ryq. (3.1)
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Théorème 3.1. Pour tout Φ P C8c ppGE ˆ
rGEqpAqq, tous σ, σ1 P R et tout T P T` ` a`r0 on aÿ
χPXGEˆ
rGE
ż
rGEs
ż
rGs
ż
r rGs |kTχ pg, g, h,rhq||det g|σA|det h|σ1A drhdhdg ă 8. (3.2)
Démonstration. La preuve suivra la route tracée par la preuve du théorème 2.1 de [Art80].
Soient χ P XGEˆ rGE , rP P FpMr0, Bq, g P GEpAq, h P GpAq et rh P rGpAq tels que kΦ, rP ,χpg, g, h,rhq
est non nul. En vertu du lemme 1.5, il existe des m P MPEpAq
1 et rm P M rP pAq1 tels que
k
Φ, rP pg, rmg,mh,rhq ‰ 0. Il existe alors γ P MP pEq, γ˜ P M rP pEq, n P NPEpAq et rn P N rPEpAq tels
que g´1nγmh et rh´1rnγ˜ rmg appartient à un compact de rGEpAq Ě GEpAq fixé qui ne dépend que
du support de Φ. Puisque MPEpAq
1 ĎM rPEpAq1, NPE Ď N rPE, PE Ď rPE et KE Ď rKE, l’argument
entre les équations (2.2) et (2.3) de [Art80], pages 100-101, montre qu’il existe une constante
C P R qui ne dépend que du compact à lequel appartient g´1nγmh telle que
̟pH rP pgqq ě C `̟pH rP phqq, @ ̟ P p∆ rP .
Par le même argument appliqué à rh´1rnγ˜ rmg on trouve une constante C 1 telle que
̟pH rP prhqq ě C 1 `̟pH rP pgqq, @̟ P p∆ rP .
On voit alors qu’il existe des T 1
Φ
, T 2
Φ
P ar0, qui ne dépendent que du support de Φ tels que si l’on
met T 1 “ T ` T 1
Φ
et T 2 “ T ` T 2
Φ
on a que kTχ pg, g, h,rhq égaleÿ
rP
p´1q
d
rGrP ÿ
δ1PP pEqzGpEq
δ2PP pFqzGpFq
δ3P rP pFqz rGpFq
τˆ rP pH rP pδ2hq ´ T rP qτˆ rP pH rP pδ1gq ´ T 1rP qτˆ rP pH rP pδ3rhq ´ T 2rP qk rP ,χpδ1g, δ1g, δ2h, δ3rhq.
En particulier, en vertu du lemme 1.8 ii) les sommes dans la définition de kT
Φ,χpg, g, h,
rhq, où
g P rGEs, h P rGs et rh P r rGs, sont finies et la fonction est bien définie.
Les fonctions pg, rgq ÞÑ k rP ,χpg, rg, ¨, ¨q et g ÞÑ k rP ,χp¨, ¨, g, ¨q égalent leur termes constants le
long de PE ˆ rPE et PE respectivement. Pour tout rP P FpMr0, Bq, en utilisant le lemme 2.7 pour
l’opérateur Λ
rP ,T 1
d,12 (sa version sur E, i.e. pour les fonctions définies sur pGE ˆ
rGEqpAq) ainsi que
le lemme 2.4 pour l’opérateur Λ
rP ,T
m,3 et ensuite le lemme 1.7 i) on trouve que k
T
χ égale la somme
sur les sous-groupes paraboliques relativement standards rP1 Ď rP4 et rP2 Ď rP5 de rG deÿ
δ1PP1pEqzGpEq
δ2PP2pFqzGpFq
σ
r4r1pHr1pδ1gq ´ T 1r1qσr5r2pHr2pδ2hq ´ Tr2qΛ rP1,T 1d,12 Λ rP2,Tm,3
¨˝ ÿ
rQ1
1
Ď rPĎ rQ1
2
p´1q
d
rGrP ÿ
δ3P rP pFqz rGpFq
τˆ rP pH rP pδ3rhq ´ T 2rP qk rP ,χpδ1g, δ1g, δ2h, δ3rhq‚˛
où rQ1
1
c’est le plus petit sous-groupe parabolique de rG contenant rP1 Y rP2 et rQ12 “ rP4 X rP5. On
considère ces sous-groupes fixés désormais. Soit rP entre rQ11 et rQ12. La fonction rGEpAq Q ry ÞÑ
k rP ,χp¨, ¨, ¨, ryq égale son terme constant le long de rPE. On choisit alors un sous-groupe de BorelrB P FpMr0, Bq contenu dans rP1 et on applique le lemme 2.2 pour l’opérateur Λ rP,T 2JLR,4 et le sous-
groupe de Borel rB de rG et l’on ré-applique le lemme 1.7 i) et l’on trouve que l’intégrale (3.2) est
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majorée par la somme sur les sous-groupes paraboliques relativement standards rB Ď rP1 Ď rP4,rP2 Ď rP5 et rB Ď rP3 Ď rP6 de rG deÿ
χ
ż
P1pEqzGEpAq
ż
P2pFqzGpAq
ż
rP3pFqz rGpAq
σ
r4r1pHr1pgq ´ T 1r1qσr5r2pHr2phq ´ Tr2qσr6r3pHr3prhq ´ T 2r3 q
|Λ
rP1,T 1
d,12 Λ
rP2,T
m,3 Λ
rP3,T 2
JLR,4p
ÿ
rQ1Ď rPĎ rQ2
p´1q
d
rGrP k
χ, rP pg, g, h,rhqq||det g|σA|det h|σ1A drhdhdg (3.3)
où rQ1 c’est le plus petit sous-groupe parabolique de rG contenant rP1Y rP2Y rP3 et rQ2 “ rP4X rP5X rP6.
Soient x, g P GEpAq, h P GpAq et ry P rGpAq. On a Λ rP1,T 1d,12 Λ rP2,Tm,3 k rP,χpx, g, h, ryq “
Λ
rP1,T 1
d,12 Λ
rP2,T
m,3
ş
rNr1,Es
ş
rN2,Es
k
PEˆ rPE,χpx, nr1g, n2h, ryqdn2dnr1. Pour tout rP entre rQ1 et rQ2, en utilisant
le corollaire 1.9 et la décomposition de Bruhat, on aż
rNr1,Es
ż
rN2,Es
k
PEˆ rPE,χpx, nr1g, n2h, ryqdn2dnr1 “ÿ
sPΩ1zΩP {Ω2rsPΩr3zΩ rP {Ωr1
ÿ
γPpP1XsP2qpEqzP1pEq
γ˜Pp rP3Xrs rP1qpEqz rP3pEq
k
P2,Eˆ rP1,E,χpw´1s γx, g, h,w´1rs γ˜ryq.
Posons
pΩ
rPrQ1q1 “ Ω rP r
ď
rQ1Ď rR( rP
Ω
rR
et pΩ rPrQ1,Gq1 “ pΩ rPrQ1q1XΩG. Alors pΩ rPrQ1q1 (resp. pΩ rPrQ1,Gq1) est Ωr3-stable (resp. Ω1-stable) à gauche
et Ωr1-stable (resp. Ω2-stable) à droite. On a alors les décompositions en parties disjointes sui-
vantes
Ω
rP “ žrQ1Ď rRĎ rPpΩ
rPrQ1q1 ΩP “
ž
rQ1Ď rRĎ rP
pΩ
rPrQ1,Gq1.
Pour rs P Ω rG soit p∆ rQ1,rs “ t̟ P p∆ rQ1|rs̟ “ ̟u. Alors rs P pΩ rPrQ1q1 si et seulement si p∆ rQ1,rs “ p∆ rP .
Par un argument classique basé sur l’identité (1.19) on obtient pour tous x, g P GEpAq, h P GpAq
et ry P rGpAq.ż
rNr1,Es
ż
rN2,Es
ÿ
rQ1Ď rPĎ rQ2
p´1q
d
rGrP k
χ, rP px, nr1g, n2h, ryqdn2dnr1“ ÿ
ps,rsqPΩ1rQ1
ÿ
γPpP1XsP2qpEqzP1pEq
γ˜Pp rP3Xrs rP1qpEqz rP3pEq
k
P2,Eˆ rP1,E,χpw´1s γx, g, h,w´1rs γ˜ryq
(3.4)
où
Ω1rQ1 “ tps, rsq P pΩ1zΩQ2{Ω2q ˆ pΩr3zΩ rQ2{Ωr1q|p∆ rQ2 “ p∆ rQ1,s X p∆ rQ1,rsu.
Remarquons qu’on regarde donc s P ΩG comme un élément de Ω rG.
On voit en particulier que l’expression entre la valeur absolue dans (3.3) égale
Λ
rP1,T 1
d,12 Λ
rP2,T
m,3 Λ
rP3,T 2
JLR,4p
ÿ
ps,rsqPΩ1rQ1
ÿ
γPpP1XsP2qpEqzP1pEq
γ˜Pp rP3Xrs rP1qpEqz rP3pEq
k
P2,Eˆ rP1,E,χpw´1s γg, g, h, w´1rs γ˜rhqq.
Écrivons maintenant g “ n1astr1 m1k1, h “ n2astr2 m2k2 et rh “ nr3ar3mr3kr3 selon les décomposi-
tions suivantes :
P1pEqzGEpAq “ rN1,Es ˆA
st,8r1 ˆ pM1pEqzpHr1,EpAq1 ˆGr1,EpAqqq ˆKE,
P2pFqzGpAq “ rN2s ˆA
st,8r2 ˆ pM2pFqzpHr2pAq1 ˆGr2pAqqq ˆK,rP3pFqz rGpAq “ rNr3s ˆA8r3 ˆ pMr3pFqzMr3pAq1q ˆ rK.
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Supposons que Φ est invariante à droite par un compact K0 Ď pGE ˆ rGEqpAf q. Il résulte alors
du lemme 1.5 que pour px, rxq, py, ryq P pGE ˆ rGEqpAq fixés les fonctions
P1pEqzGEpAq ˆ rP1pEqz rGEpAq Q px1, rx1q ÞÑ ÿ
ps,rsqPΩ1rQ1
ÿ
γPpP1XsP2qpEqzP1pEq
γ˜Pp rP3Xrs rP1qpEqz rP3pEq
k
P2,Eˆ rP1,E,χpw´1s γx1astr1 k1, rx1astr1 k1, x, w´1rs γ˜rxq,
P2pEqzGEpAq Q x2 ÞÑ
ÿ
ps,rsqPΩ1rQ1
ÿ
γPpP1XsP2qpEqzP1pEq
γ˜Pp rP3Xrs rP1qpEqz rP3pEq
k
P2,Eˆ rP1,E,χpw´1s γy, ry, x2astr2 k2, w´1rs γ˜rxq,
rP3pEqz rGEpAq Q rx3 ÞÑ ÿ
ps,rsqPΩ1rQ1
ÿ
γPpP1XsP2qpEqzP1pEq
γ˜Pp rP3Xrs rP1qpEqz rP3pEq
k
P2,Eˆ rP1,E,χpw´1s γy, ry, x,w´1rs γ˜rx3ar3kr3q
sont invariantes à droite par l’intersection des compacts ouverts
Ş
kPKEãÑpGˆ rGEqpAqpkK0k´1q,Ş
kPKãÑGEpAq
pkK0k
´1q et
ŞrkP rKãÑ rGEpAqprkK0rk´1q avec pM1,EˆMr1,EqpAf q,M2,EpAf q etMr3,EpAf q
respectivement. On applique alors la proposition 2.8 pour l’opérateur Λ
rP1,T
d et la première fonc-
tion ci-dessus. On applique aussi la proposition 2.5 pour l’opérateur Λ
rP2,T 1
m et la deuxième fonc-
tion. On applique finalement la proposition 2.3 pour l’opérateur Λ
rP3,T 2
JLR et la troisième fonction.
On trouve donc que pour tout r1, r2 ě 0 il existe un nombre fini des opérateurs différentiels
X,Y tels que l’expression (3.3) est majorée par la somme sur les X,Y deż
Mr1,E
ż
Mr2
ż
Mr3
sup
m1
1
PHr1,EpAq1ˆGr1,EpAq
m1r1PHr1,EpAq1ˆ rGr1,EpAq
m1
2
PHr2,EpAq1ˆGr2,EpAq
m1r3PMr3,EpAq1
p}m11}}m
1r1}}m12}}m1r3}q´r1
ÿ
χ
ż
KE
ż
K
ż
rK
ż
A
st,8r1
ż
A
st,8r2
ż
A8r3
σ
r4r1pHr1pastr1 m1q ´ T 1r1q
σ
r5r2pHr2pastr2 m2q ´ Tr2qσr6r3pHr3par3q ´ T 2r3 qe´2pρ1,EpH1pastr1 m1qq`ρ2pH2pastr2 m2qq`ρr3pHr3par3qqq
|
ÿ
ps,rsqPΩ1
ż
rN1,Es
ż
rNr3,Es
ÿ
γPpP1XsP2qpEqzP1pEq
γ˜Pp rP3Xrs rP1qpEqz rP3pEq
k
ΦX,Y ,P2,Eˆ rP1,E,χpw´1s γn1astr1 m11k1, astr1 m1r1k1, astr2 m12k2, w´1rs γ˜nr3ar3m1r3kr3q
dnr3dn1||detm1astr1 |σA|detm2astr2 |σ1A dar3dastr2 dastr1 dkr3dk2dk1qp}m1}}m2}}mr3}q´r2dmr3dm2dm1 (3.5)
où Mr1,E “ SM1,EBEXM1,E X pHr1,EpAq1 ˆ Gr1,EpAqq, Mr2 “ SM2BXM2 X pHr2pAq1 ˆ Gr2pAqq Mr3 “
S
Mr3rBXMr3XMr3pAq1 et l’on a remplacé la fonction Φ, en passant par la formule (1.15) et en utilisant
le même raisonnement que sur la page 104 de [Art80], par une fonction ΦX,Y :“ X ˚Φ ˚ Y , qui
dépend des opérateurs X et Y . Remarquons que le support de ΦX,Y est contenu dans celui de
Φ.
Lemme 3.2. Avec la notation ci-dessus, il existe des constantes positives c,N ą 0 telles que si
σ
r4r1pHr1pastr1 m1q ´ T 1r1qσr5r2pHr2pastr2 m2q ´ Tr2qσr6r3pHr3par3q ´ T 2r3 q|
ż
rN1,Es
ż
rNr3,Es
ÿ
ps,rsqPΩ1rQ1ÿ
γPpP1XsP2qpEqzP1pEq
γ˜Pp rP3Xrs rP1qpEqz rP3pEq
k
ΦX,Y ,P2,Eˆ rP1,E,χpw´1s γn1astr1 m11k1, astr1 m1r1k1, astr2 m12k2, w´1rs γ˜nr3ar3m1r3kr3qdnr3dn1|
est non-nulle, alors
}astr1 }, }astr2 }, }a rGr3 } ď cp}m1}}m2}}m11}}m1r1}}m12}}m1r3}qN
où a
rGr3 c’est la projection de ar3 à A rG,8r3 .
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Démonstration. Si l’expression dans le lemme est non-nulle il existe des ps, rsq P Ω1rQ1 , γ P pP1 X
sP2qpEqzP1pEq, γ˜ P p rP3 X rs rP1qpEqz rP3pEq, n1 P N1,EpAq et nr3 P Nr3,EpAq tels que
k
ΦX,Y ,P2,Eˆ rP1,E,χpw´1s γn1astr1 m11k1, astr1 m1r1k1, astr2 m12k2, w´1rs γ˜nr3ar3m1r3kr3q ‰ 0.
Il résulte alors du lemme 1.5 qu’il existe des m2r1 PMr1,EpAq1 et m22 PM2,EpAq1 tels que
k
ΦX,Y ,P2,Eˆ rP1,Epw´1s γn1astr1 m11k1, astr1 m2r1m1r1k1, astr2 m22m12k2, w´1rs γ˜nr3ar3m1r3kr3q ‰ 0. (3.6)
Soit rB P PpMr0q tel que rB Ď rP1, que l’on a choisi ci-dessus. Décomposons m11 “ b11k et m1r3 “ rb13rk
selon les décompositions d’Iwasawa M1,EpAq “ pBE XM1,EqpAqpKE XM1,EpAqq et Mr3,EpAq “
p rBE X Mr3,EqpAqp rKE X Mr3,EpAqq. Décomposons aussi γ´1ws “ nws1b selon la décomposition
de Bruhat, avec n P NBpEq, s1 P ΩQ2 et b P BpEq. Notons que s “ s1 dans Ω1zΩQ2{Ω2 on
peut supposer donc que s1 “ s. Alors, si l’on a (3.6), on voit qu’il existe des n1 P NB,EpAq et
ξ PM2pEqN2,EpAq tels que l’expression
pb11q
´1pastr1 q´1n1wsξastr2 m22m12 (3.7)
appartient à un compact de GEpAq qui ne dépend que du support de Φ. De même, il existe desrn P N rB,EpAq et ξ˜ PMr1pEqNr1,EpAq tels que l’expression
prb13q´1a´1r3 rnwrsξ˜astr1 m2r1m1r1 (3.8)
appartient dans un compact de rGEpAq qui ne dépend que du support de Φ.
En utilisant les représentations du plus haut poids d̟ où d P N et ̟ P p∆r2 et en regardant
l’action de l’élément (3.7) par des telles représentations, comme le fait Arthur dans [Art80] pages
102-103, on voit qu’il existe une constante C ą 0 telle que pour tout ̟ P p∆r2 on a
̟pH rBpastr2 qq ´ s̟pH rBpastr1 qq ď Cp1` |̟pH rBpm12qq| ` |s̟pH rBpb11qq|q
En utilisant alors les propriétés (1.8), (1.12) et (1.13) de la hauteur on trouve
̟pH rBpastr2 qq ´ s̟pH rBpastr1 qq ď C 1p1` logp}m12}}m11}qq, @̟ P p∆r2 (3.9)
pour un C 1 ą 0. Par le même raisonnement appliqué à l’expression (3.8) on trouve
̟pH rBpastr1 qq ´ rs̟pH rBpar3qq ď C2p1` logp}m1r1}}m1r3}qq, @̟ P p∆r1 (3.10)
pour un C2 ą 0.
D’autre côté, en vertu de l’égalité (3.4) ci-dessus, l’expression entre la valeur absolue dans le
lemme égale simplementż
rN1,Es
ż
rNr3,Es
ż
rNr1,Es
ż
rN2,Esÿ
rQ1Ď rPĎ rQ2
p´1qd rP k
ΦX,Y ,PEˆ rPE,χpn1astr1 m11k1, nr1astr1 m1r1k1, n2astr2 m12k2, nr3ar3m1r3kr3qdn2dnr1dnr3dn1
(3.11)
à un signe près. En vertu du corollaire 1.9 de nouveau, on a pour tout rP entre rQ1 et rQ2 :ż
rN1,Es
ż
rNr3,Es
k
ΦX,Y ,PEˆ rPE,χpn1astr1 m11k1, nr1astr1 m1r1k1, n2astr2 m12k2, nr3ar3m1r3kr3qdn1dnr3 “
ÿ
s1PΩ2zΩP {Ω1rs1PΩr1zΩ rP {Ωr3
ÿ
γPpP2Xs1P1qpEqzP2pEq
γ˜Pp rP1Xrs1 rP3qpEqz rP1pEq
k
ΦX,Y ,P1,Eˆ rP3,E,χpastr1 m11k1, w´1rs1 γ˜nr1astr1 m1r1k1, w´1s1 γn2astr2 m12k2, ar3m1r3kr3q.
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Il s’ensuit que l’expression (3.11) égależ
rNr1,Es
ż
rN2,Es
ÿ
ps1,rs1qPΩ2rQ1
ÿ
γPpP2Xs1P1qpEqzP2pEq
γ˜Pp rP1Xrs1 rP3qpEqz rP1pEq
k
ΦX,Y ,P1,Eˆ rP3,E,χpastr1 m11k1, w´1rs1 γ˜nr1astr1 m1r1k1, w´1s1 γn2astr2 m12k2, ar3m1r3kr3qdn2dnr1
où
Ω2rQ1 “ tps1, rs1q P pΩ2zΩQ2{Ω1q ˆ pΩr1zΩ rQ1{Ωr3q|p∆ rQ2 “ p∆ rQ1,s1 X p∆ rQ1,rs1u.
Donc, si l’expression du lemme est non-nulle, on obtient, en utilisant le lemme 1.5 qu’il
existe des ps1, rs1q P Ω2rQ1 , γ P ps1P1 X P2qpEqzP2pEq, γ˜ P prs1 rP3 X rP1qpEqz rP1pEq, n2 P N2,EpAq,
nr1 P Nr1,EpAq m21 PM1,EpAq1 et m2r3 PMr3,EpAq1 tels que
k
ΦX,Y ,P1,Eˆ rP3,Epastr1 m21m11k1, w´1rs1 γ˜nr1astr1 m1r1k1, w´1s1 γn2astr2 m12k2, ar3m2r3kr3q ‰ 0.
En raisonnant comme ci-dessus on trouve une constante C3 ą 0 telle que
̟pH rBpastr1 qq ´ s1̟pH rBpastr2 qq ď C3p1` logp}m12}}m11}qq, @̟ P p∆r1, (3.12)
̟pH rBpastr3 qq ´ rs1̟pH rBpar1qq ď C3p1` logp}m1r1}qq, @̟ P p∆r3. (3.13)
On est en mesure d’appliquer le lemme A.4 de l’appendice A. On l’applique pour les données
suivantes. Pour le groupe G on prend rG. Pour le sous-groupe parabolique minimal qu’on fixe au
début de l’appendice on prend rB fixé ci-dessus, contenu dans rP1 X rP3. Les sous-groupes rP1, rP2,rP3, rP4, rP5 et rP6 correspondent donc aux P1, P2, P3, P4, P5 et P6 du lemme. Pour les éléments H1,
H2 et H3 on prend les projections à a
rGr1 , a rGr2 et a rGr3 desH rBpastr1 q, H rBpastr2 q etH rBpar3q respectivement.
Pour X1, X2 et X3 on prend Tr1´H rBpm1q, Tr2´H rBpm2q et Tr3 respectivement. Pour les éléments
du groupe de Weyl on prend s1 “ s1, s11 “ s, s2 “ rs1 et s12 “ rs. Les conditions ps, rsq P Ω1rQ1 et
ps1, rs1q P Ω2rQ1 disent qu’ils vérifient la condition (A.8) du lemme A.4. Les inégalités du lemme
A.4 correspondent aux inégalités qu’on a construit de façon suivant :
(A.10)Ø (3.12), (A.11)Ø (3.9), (A.12)Ø (3.10), (A.13)Ø (3.13).
Les inégalités déterminent les constantes M1, M2, M3 et M4.
Il nous reste à justifier que la condition (A.9) soit vérifiée. Ceci découle du lemme suivant.
Lemme 3.3. Soient s P ΩG et rB, rB1 P PpMr0q X FpMr0, Bq. Alors
spp∆ rB r p∆ rB1q X p∆ rB1 “ ∅.
Démonstration. Raisonnons par absurde. Soient rB, rB1 et s P ΩG comme ci-dessus et soit ̟ Pp∆ rB r p∆ rB1 tel que s̟ P p∆ rB1 . Soit rP Ě rB associé à t̟u Ď p∆ rB et soit rP 1 Ě rB1 associé à
ts̟u Ď p∆ rB1 . Alors rP , rP 1 P FpMr0, Bq et s rP “ rP 1. Soit W0 Ď W le sous-espace de W tel querP est défini comme le stabilisateur de W0. Donc, rP 1 est le stabilisateur de sW0. Deux cas sont
possibles. Soit W0 “ V0 Ď V soit W0 “ V0 ‘D0 Ď W où V0 Ď V et D0 c’est la droite telle que
W “ V ‘ D0. Dans le deux cas, le groupe P “ rP X G est le stabilisateur de V0 et le groupe
P 1 “ rP X G est le stabilisateur de sV0. Les sous-groupes paraboliques P et P 1 sont standards
(contiennent B) et sont définies comme les stabilisateurs d’un sous-espace de V de dimension
dimV0 “ dim sV0. Ils sont donc égaux. Cela démontre que sV0 “ V0 et, puisque sV “ V et
sD0 “ D0, par conséquent sW0 “W0, d’où rP “ rP 1 ce qui est absurde.
Puisque s “ s1
1
appartient à ΩG, en vertu du lemme 3.3 ci-desuss, il vérifie la propriété (A.9)
du lemme A.4. Alors, grâce au lemme A.4, la propriété (1.13) de la hauteur et le lemme 1.10 on
conclut la preuve du lemme 3.2.
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Revenons à l’expression (3.5). On traite toujours les variables n1, astr1 , m1 etc. comme fixées.
On suppose que les variables astr1 , astr2 et a rGr3 vérifient les conditions du lemme 3.2. Posons g “
n1a
str1 m11k1, rg “ astr1 m1r1k1, h “ astr2 m12k2 et rh “ nr3a rGr3 m1r3kr3, et notons aussi rg1 la projection de rg àrG rEpAq1. Posons pour x P GEpAq et rx rGEpAq1
Ψpx, rxq “ ż
A8rG
k
ΦX,Y ,P2,Eˆ rP1,E,χpx, rg, h, rxa rGqda rG.
Par le même argument qu’au début de la preuve on a
Ψpx, rxq “ Ψpx, rxqτˆ2pH2pxq ´H2phq ´ T2,Φqτˆr1pHr1prxq ´Hr1prgq ´ Tr1,Φq
pour certains T2,Φ P a2, Tr1,Φ P ar1 qui ne dépendent que du support de Φ. En faisant un
changement de variables on trouve :ż
A8rG
ÿ
ps,rsqPΩ1 |
ÿ
γPpP1XsP2qpEqzP1pEq
γ˜Pp rP3Xrs rP1qpEqz rP3pEq
k
ΦX,Y ,P2,Eˆ rP1,E,χpw´1s γn1astr1 m11k1, astr1 m1r1k1, astr2 m12k2, w´1rs γ˜nr3a rGr3 a rGm1r3kr3q|da rG
ď
ÿ
γPP2pEqzGpEq
γ˜P rP1pEqz rGpEq
Ψpγg, γ˜rhqτˆ2pH2pγgq ´H2phq ´ T2,Φqτˆr1pHr1pγ˜rhq ´Hr1prgq ´ Tr1,Φq.
En vertu du lemme 1.8 iii) et de la propriété (1.12) pour tout N0, N1 ą 0, il existe des constantes
positives c1, N 1 telles que l’expression ci-dessus est majorée par
c1p}g}}h}}rg}}rh}qN 1 sup
px,rxqPGEpAqˆ rGEpAq1pΨpx, rxq}x}´N0}rx}´N1q.
On prend donc N0 et N1 comme dans le lemme 1.4 et on trouve que l’expression (3.5) est majorée
par ż
Mr1,E
ż
Mr2
ż
Mr3
sup
m1
1
PHr1,EpAq1ˆGr1,EpAq
m1r1PHr1,EpAq1ˆ rGr1,EpAq
m1
2
PHr2,EpAq1ˆGr2,EpAq
m1r3PMr3,EpAq1
pp}m11}}m
1r1}}m12}}m1r3}q´r1
ż
A
st,8r1
ż
A
st,8r2
ż
A
rG,8r3
p}astr1 }}astr2 }}a rGr3 }qN2 ¨
p}m1}}m2}}mr3}}m11}}m1r1}}m12}}m1r3}qN2da rGr3 dastr2 dastr1 qp}m1}}m2}}mr3}q´r2dmr3dm2dm1
où on a utilise une majoration de type
e
´2pρ1,EpH1pa
str1 m1qq`ρ2pH2pastr2 m2qq`ρr3pHr3par3qq|detm1astr1 |σA|detm2astr2 |σ1A ď p}astr1 }}astr2 }}a rGr3 }}m1}}m2}qN3
et la constante N2 ne dépend que de cette constante N3, des constantes fixés N0, N1 du lemme
1.4, des t et t1 de la propriété (1.12) de la hauteur et des t1, t2 du lemme 1.10. En prenant
alors r1 et r2 dans le lemme 3.2 suffisamment grands on obtient la convergence de l’intégrale du
théorème.
3.2 Polynômes-exponentielles
Soit V un R-espace vectoriel de dimension finie. Par un polynôme-exponentielle sur V on entend
une fonction sur V de la forme
fpvq “
ÿ
λPV˚
eλpvqPλpvq, v P V
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où Pλ est un polynôme sur V à coefficients complexes, nul pour presque tout λ P V˚. On appelle
λ P V˚ tels que Pλ ‰ 0 les exposants de f et le polynôme correspondant à λ “ 0 le terme
purement polynomial de f . On a alors le résultat d’unicité suivant : si f est comme ci-dessus et
g “
ř
λPV˚ e
λQλ est un polynôme-exponentielle sur V tel que gpvq “ fpvq pour tout v P V alors
pour tout λ P V˚ on a Pλ “ Qλ.
Pour tout s P C et tout sous-groupe parabolique relativement standard rQ de rG, avec la
notation du paragraphe 1.9, prenons s det´2ρQ vu comme un élément de pastrQ,Cq˚ et définissons
ρ rQ,s P a˚rQ,C comme ιstrQps det´2ρQq ` 2ρ rQ. Notons aussi s rQ P C défini par la propriété :
e
´ρ rQ,spH rQpmqq “ |detm|s rQA @ m P H rQ,EpAq1 ˆG rQ,EpAq. (3.14)
Lemme 3.4 (cf. lemme 3.2 de [Zyd15a]). Soit rQ un sous-groupe parabolique standard de rG.
Pour tout s P Cr t´1, 1u et tout r̟_ P p∆_rQ on a ρ rQ,sp r̟_q ‰ 0.
On rappelle la définition de la fonction Γ1Q donnée par (1.3) dans le paragraphe 1.1, ainsi que
la définition de la fonction θˆQ donnée par (1.6) dans le paragraphe 1.3. Le polynôme-exponentielle
en question dans le cas des groupes linéaires est donné par le lemme suivant :
Lemme 3.5. Soit rQ P FpMr0, Bq.
1) Pour tout s P C
p rQ,spXq :“
ż
A
st,8rQ
e
ps det`2ρ rQ´2ρQqpH rQpaqqΓ1rQpH rQpaq,Xqda, X P a rQ
est un polynôme-exponentielle sur a rQ{a rG.
2) Pour tout m P H rQ,EpAq1 ˆG rQ,EpAq et tout T P a rQ on aż
A
st,8rQ
e
ps det`2ρ rQ´2ρQqpH rQpaqqΓ1rQpH rQpaq `HQpmq ´ T rQ,Xqda “ |detm|s rQA eρ rQ,spT rQqp rQ,spXq.
3) Si s ‰ ´1, 1, pour tout rR Ě rQ il existe un polynôme P rQ, rR,s de degré au plus d rGrQ sur a rR{a rG
tel que
p rQ,spXq :“ j´1rQ
ÿ
rRĚ rQ
e
ρ rR,spX rRqp rQ, rR,spX rRq
où p rQ, rG,spX rGq “ p´1qd
rGrQ θˆ rQpρ rQ,sq´1 et j rQ est défini par la propriété 1.21 dans le paragraphe
1.9. En particulier, si s ‰ ´1, 1, la fonction p rQ,s est un polynôme-exponentielle dont le terme
purement polynomial est constant et égale p´1q
d
rGrQ θˆQpρ rQ,sq´1.
3.3 Une généralisation du théorème 3.1
Soit η : F˚zA˚ Ñ C le caractère quadratique associé à l’extension E{F par la théorie de
corps de classes. On définit le caractère, noté aussi η, sur GpAq ˆ rGpAq comme ph,rhq ÞÑ
ηpdetprhqn detphqn`1q.
Soient T P T` ` a
`r0 , s, s1 P C et χ P XGEˆ rGE . En vertu du théorème 3.1 la distribution
ITχ ps, s
1, ¨q qui à Φ P C8c ppGE ˆ rGEqpAqq associe
ITχ ps, s
1,Φq :“
ż
rGEs
ż
rGs
ż
r rGs kTΦ,χpg, g, h,rhq|det g|s|det h|s1ηph,rhqdxdhdrh
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est bien définie.
Soient W 1 un F-espace vectoriel de dimension m` 1, V 1 ĎW 1 un sous-espace de dimension
m et D1
0
Ď pW 1 r V 1q Y t0u une droite, où m P N. Soient H “
śk
i“1GLni G
1 “ GLpV 1q etrG1 “ GLpW 1q où k P N, et ni P N pour i “ 1, . . . , k. On identifie G1 avec le sous-groupe
de rG1 qui agit trivialement sur D10. Soient aussi V 1E “ V 1 bF E et W 1E “ W bF E des E-
espaces vectoriels et notons G1
E
“ ResE{FpGLpV
1
E
qq et rG1
E
“ ResE{FpGLpW
1
E
qq. Notons aussi
HE “
śk
i“1ResE{FpGLniq. Les groupes H ˆ G
1, H ˆ rG1, HE ˆ G1E sont alors naturellement
plongés dans HE ˆ rG1E. On va généraliser le théorème 3.1 au cas de l’action naturelle
∆pHE ˆG
1
EqzppHE ˆG
1
Eq ˆ pHE ˆ
rG1Eqq{pH ˆG1q ˆ pH ˆ rG1q.
Soit B1 un sous-F-groupe de Borel de H ˆ G1 et fixons aussi M0 une partie de Levi de
B1. Soit Mr0 l’unique sous-groupe de Levi minimal de H ˆ rG1 tel que Mr0 Ě M0. On a en
particulier l’ensemble FpB1q de sous-groupes paraboliques de H ˆ G1 contenant B1 ainsi que
FpMr0q l’ensemble des sous-groupes paraboliques semi-standards de H ˆ rG1. Notons FpMr0, B1q
l’ensemble de rP P FpMr0q tels que rP Ě B1. Pour rP P FpMr0, B1q on note P “ pH ˆ G1q X rP .
Soit M0,E (resp. Mr0,E) l’unique sous-F-groupe de Levi minimal de HEˆG1E (resp. de HEˆ rG1E)
contenant M0 (resp. Mr0). Pour tout P P FpB1q (resp. rP P FpMr0q) il existe un unique élément
de FpM0,Eq (resp. FpMr0q), noté PE (resp. PE), dont l’intersection avec H ˆG1 (resp. H ˆ rG1)
égale P (resp. rP ). La discussion et conventions du paragraphe 1.11 s’appliquent dans ce cas et
va les utiliser sans commentaire.
Fixons un sous-groupe de Borel rB0 P FpMr0q. Soit rP P FpMr0q. Pour tout H P a rB0 on note H rP
la projection de sH à a rP où s est un élément du groupe de Weyl de H ˆ rG1 tel que s´1 rP Ě rB0.
Pour une fonction f P C8c ppHEpAq
1 ˆ G1
E
pAqq ˆ pHEpAq
1 ˆ rG1
E
pAqqq, un rP P FpMr0, B1q et
une donnée cuspidale χ P X pHEˆG
1
E
qˆpHEˆ rG1Eq on pose
k
f, rP ,χprx, ryq :“ kf,PEˆ rPE,χprx, ryq,
où rx, ry P N
PEˆ rPEpAqMPˆ rP pEqzpHEpAq1 ˆ G1EpAqq ˆ pHEpAq1 ˆ rG1EpAqq. Pour un T P a`rB0 on
pose donc
kTf,χpx, rx, y, ryq “ ÿrPPFpMr0,B1qp´1q
dHˆ
rG1rP ÿ
δ1PP pEqzpHˆG1qpEq
δ2PP pFqzpHˆG1qpFq
δ3P rP pFqzpHˆ rG1qpFq
τˆHˆ
rG1rP pH rP pδ2yq ´ T rP qkf, rP ,χpδ1x, δ1rx, δ2y, δ3ryq,
où x P HEpAq1ˆG1EpAq, y P HpAq
1ˆG1pAq, ry P HpAq1ˆ rG1pAq et rx P HEpAq1ˆ rG1EpAq. Notons
aussi det P a rB0 le déterminant de H ˆ rG1 et pour s P C et x P HEpAq1 ˆGEpAq notons |det x|sA
l’expression esdetHHˆ rGpxq.
Théorème 3.6. Soit f P C8c ppHEpAq
1ˆG1
E
pAqqˆ pHEpAq
1ˆ rG1
E
pAqqq, alors pour tout T P a`rB0
suffisamment régulier et tous σ, σ1 P R on aÿ
χPX
pHEˆG
1
E
qˆpHEˆ
rG1
E
q
ż
rHEs1ˆrG
1
E
s
ż
rHs1ˆrG1s
ż
rHs1ˆr rG1s
|kTf,χpx, x, y, ryq||det x|σA|det y|σ1A drydydx ă 8.
Démonstration. La preuve est similaire à celle du théorème 3.1. Les détails sont laissés au lecteur.
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Notons n1 le rang du groupe H ˆG1. On définit alors le caractère η sur pH ˆG1qpAq ˆ pH ˆrG1qpAq par ηpy, ryq “ ηppdet yqn1`1pdet ryqn1q. Notons alors pour s, s1 P C, χ P X pHEˆG1EqˆpHEˆ rG1Eq
et f P C8c ppHEpAq
1 ˆG1
E
pAqq ˆ pHEpAq
1 ˆ rG1
E
pAqqq
IHˆ
rG1,T
χ ps, s
1, fq “
ż
rHEs1ˆrG
1
E
s
ż
rHs1ˆrG1s
ż
rHs1ˆr rG1s
kTf,χpx, x, y, ryq|det x|sA|det y|s1Aηpy, ryqdrydydx.
Revenons dans le contexte de l’inclusion G ãÑ rG. Soit rQ un sous-groupe parabolique relati-
vement standard de rG. Comme il est expliqué dans le paragraphe 1.9, on a les décompositions
M rQ – H rQˆ rG rQ et MQ – H rQˆG rQ où H rQ, G rQ et rG rQ vérifient les conditions de ce paragraphe.
Soit χ P XGEˆ rGE , et tχ1u Ď XMQ,EˆM rQ,E la préimage de χ par l’application naturelle
X
MQ,EˆM rQ,E Ñ XGEˆ rGE . Pour T P a`r0 et s, s1 P C, on définit alors la distribution IM rQ,Tχ ps, s1, ¨q
sur C8c ppH rQ,EpAq1 ˆG rQ,EpAqq ˆ pH rQ,EpAq1 ˆ rG rQ,EpAqqq par :
I
M rQ,T
χ ps, s
1, fq “
ÿ
χ1
I
M rQ,T
χ1 ps, s
1 ` s1rQ ` s rQ, fq,
où s rQ est défini par (3.14) et pour χ1 P XMQ,EˆM rQ,E , IM rQ,Tχ1 ps, s1, ¨q c’est la distribution associée
à l’inclusion MQ ãÑ M rQ décrite ci-dessus par rapport au sous-groupe de Levi minimal M0 de
MQ et aux sous-groupes de Borel B XMQ de MQ et rB0 XM rQ de M rQ.
Pour Φ P C8c ppGE ˆ rGEqpAqq et s P C on définit
Φ rQ,spx, rxq “ ż
KEˆKˆ rK
ż
pNQ,EˆN rQ,EqpAq
ż
pAst,8rQ q2
e
ρQ,EpHQ,Epa1xqq`ρ rQ,EpH rQpa3rxqqΦpk´1
1
a1xnQk2, k
´1
1
a3rxn rQk3q
|det a1|
´s
A ηpk2, k3qda1da3dn rQdnQdk3dk2dk1, x P H rQ,EpAq1ˆG rQ,EpAq, rx P H rQ,EpAq1ˆ rG rQ,EpAq
(3.15)
alors Φ rQ,s P C8c ppH rQ,EpAq1 ˆG rQ,EpAqq ˆ pH rQ,EpAq1 ˆ rG rQ,EpAqqq.
Notons que l’application rQ Ě rP ÞÑM rQ X rP
définit une bijection entre les sous-groupes paraboliques relativement standards de rG contenus
dans rQ et les sous-groupes paraboliques semi-standards de M rQ contenant B XMQ. Soit donc
χ P XGEˆ
rGE et soient tχ rQu P XMQEˆM rQ,E qui s’envoient sur χ par l’application naturelle
X
MQEˆM rQ,E Ñ XGEˆ rGE. En utilisant le lemme 1.3, on s’aperçoit que pour tout rP P FpMr0, Bq
contenu dans rQ, tous x, y P H rQ,EpAq1 ˆG rQ,EpAq et tous rx, ry P H rQ,EpAq1 ˆ rG rQ,EpAq on a
ÿ
χ rQ
k
Φ rQ,s,M rQX rP,χ rQpx, rx, y, ryq “
ż
KE
ż
K
ż
rK
ż
pAst,8rQ q2
e
´ρQ,EpHQ,Epxa1yqq´ρ rQ,EpH rQprxa3ryqq
k
Φ, rP,χpxk1, rxk1, a1yk2, a3ryk3qηpk2, k3q|det a1|´sA da1da3dk3dk2dk1. (3.16)
3.4 Comportement en T
On démontre la proposition suivante.
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Proposition 3.7. Soient Φ P C8c ppGE ˆ rGEqpAqq, T 1 P T` ` a`r0 , s, s1 P C, χ P XGEˆ rGE et
T P T 1 ` a`r0 . Alors
ITχ ps, s
1,Φq “
ÿ
rQPFpMr0,Bq
p rQ,s`s1pT rQ ´ T 1rQqeρ rQ,s`s1pT 1rQqIM rQ,T
1
χ ps, s
1,Φ rQ,sq
où pour un sous-groupe parabolique rQ relativement standard de rG, la fonction p rQ,s est définie
dans le lemme 3.5 dans le paragraphe 3.2 où ρ rQ,s P pa rGrQq˚ est aussi défini, la distribution IM rQ,T
1
χ
est définie dans le paragraphe 3.3 et Φ rQ,s P C8c ppH rQ,EpAq1ˆG rQ,EpAqqˆpH rQ,EpAq1ˆ rG rQ,EpAqqq
est définie par (3.15) dans le même paragraphe.
Démonstration. Fixons un T 1 P T` ` a
`r0 et soit T P T 1 ` a`r0 . En utilisant la relation (1.4) dans
la définition du noyau kT
Φ,χ (3.1) avec P “ rP , H “ H rP pδ2hq ´ T 1rP et X “ T rP ´ T 1rP pour toutrP P FpMr0, Bq et tout δ2 P P pFqzGpFq on a que ITχ ps, s1,Φq égale la somme sur rQ P FpMr0, Bq
de ż
QpEqzGEpAq
ż
QpFqzGpAq
ż
rQpFqz rGpAq
Γ1rQpH rQphq ´ T 1rQ, T rQ ´ T 1rQq
ÿ
rPĎ rQ
p´1q
d
rQrP ÿ
δ1PP pEqzQpEq
δ2PP pFqzQpFq
δ3P rP pFqz rQpFq
τˆ
rQrP pH rP pδ2hq ´ T rP q
k rP ,χpδ1g, δ1g, δ2h, δ3rhq|det g|sA|det h|s1Aηph,rhqdrhdhdg. (3.17)
Écrivons maintenant g “ n1a1m1k1, h “ n2a2m2k2 et rh “ n3a3m3k3 selon les décomposi-
tions suivantes :
QpEqzGEpAq “ rNQ,Es ˆA
st,8rQ ˆ pMQpEqzpH rQ,EpAq1 ˆG rQ,EqpAqq ˆKE,
QpFqzGpAq “ rNQs ˆA
st,8rQ ˆ pMQpFqzpH rQpAq1 ˆG rQqpAqq ˆK,rQpFqz rGpAq “ rN rQs ˆAst,8rQ ˆ pM rQpFqzpH rQpAq1 ˆ rG rQqpAqq ˆ rK.
On obtient alors que (3.17) égależ
rH rQ,Es1ˆrG rQ,Es
ż
rH rQs1ˆrG rQs
ż
rH rQs1ˆr rG rQs
ż
pAst,8rQ q3
ż
KEˆKˆ rK
ÿ
rPĎ rQ
p´1q
d
rQrP ÿ
δ1PpMQXP qpEqzMQpEq
δ2PpMQXP qpFqzMQpFq
δ3PpM rQX rP qpFqzM rQpFq
τˆ
rQrP pH rP pδ2m2q ´ T rP q
e
´2pρQ,EpHQpm1a1qq`ρQpHQpm2a2qq`ρ rQpH rQpm3a3qqqΓ1rQpH rQpa2m2q´T 1rQ, T rQ´T 1rQq|det a1m1|sA|det a2m2|s1A
ηpm2k2,m3k3qk rP ,χpδ1m1a1k1, δ1m1a1k1, δ2m2a2k2, δ3m3a3k3qdk1dk2dk3da1da2da3dm1dm2dm3.
En utilisant le lemme 1.5 on voit que k rP ,χpδ1m1a1k1, δ1m1a1k1, δ2m2a2k2, δ3m3a3k3q égale
e
2ρQ,EpHQpa1qq`2ρ rQ,EpH rQpa1qqk rP ,χpδ1m1k1, δ1m1k1, δ2m2a´11 a2k2, δ3m3a´11 a3k3q
Remarquons que ρ rQ,E “ 2ρ rQ et ρQ,E “ 2ρQ. En faisant les changements de variable a´11 a3 ÞÑ a3
et ensuite a´1
2
a1 ÞÑ a
´1
1
on trouve queż
pAst,8rQ q2
e
2ρ rQ,EpH rQpa1qq´2ρ rQpH rQpa3qqk rP ,χpδ1m1k1, δ1m1k1, δ2m2a´11 a2k2, δ3m3a´11 a3k3q|det a1|sAda3da1
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égależ
pAst,8rQ q2
e
ρ rQ,EpH rQpa2q´H rQpa1qq´2ρ rQpH rQpa3qqk rP ,χpδ1m1k1, δ1m1k1, δ2m2a1k2, δ3m3a3k3q|det a2a´11 |sAda3da1.
En vertu du lemme 3.5 2), l’intégration par rapport à da2 devientż
A
st,8rQ
e
pps`s1qdet`2ρ rQ´2ρQqpH rQpa2qqΓ1rQpH rQpa2m2q ´ T 1rQ, T rQ ´ T 1rQqda2 “
|detm2|
s rQ`s1rQeρ rQ,s`s1pT 1rQqp rQ,s`s1pT rQ ´ T 1rQq.
Le reste d’intégration c’est alors e
ρ rQ,s`s1pT 1rQqp rQ,s`s1pT rQ ´ T 1rQq foisż
rH rQ,Es1ˆrG rQ,Es
ż
rH rQs1ˆrG rQs
ż
rH rQs1ˆr rG rQs
ż
pAst,8rQ q2
ż
KEˆKˆ rK
ÿ
rPĎ rQ
p´1q
d
rQrP ÿ
δ1PpMQXP qpEqzMQpEq
δ2PpMQXP qpFqzMQpFq
δ3PpM rQX rP qpFqzM rQpFq
τˆ
rQrP pH rP pδ2m2q ´ T rP q
e
´ρQ,EpHQpm1a1m2q´ρ rQ,EpH rQpm1a3m3qq|m1|sA|m2|
s1`s1rQ`s rQ
A ηpm2,m3qηpk2, k3q|det a1|
´s
A
k rP ,χpδ1m1k1, δ1m1k1, δ2m2a1k2, δ3m3a3k3qdk1dk2dk3da1da3dm1dm2dm3
où on utilise le fait que ρQ,EpHQpm1q “ ρ rQ,EpHQpm1q si m1 P H rQpAq1 ˆ G rQpAq. En utilisant
la discussion du paragraphe 3.3, l’équation (3.16) en l’occurrence, on trouve que l’expression
ci-dessus égale I
M rQ,T
χ ps, s1,Φ rQ,sq où Φ rQ,s est définie par (3.15), ce qui termine la preuve de la
proposition.
En utilisant la proposition 3.7 démontrée ci-dessus et le lemme 3.5 qui décrit les fonctions
p rQ explicitement on obtient le comportement en T de la distribution ITχ .
Théorème 3.8. Soient Φ P C8c ppGE ˆ
rGEqpAqq et χ P XGEˆ rGE. La fonction T ÞÑ ITχ ps, s1,Φq
où χ P XGEˆ
rGE, s, s1 P C et T parcourt T` ` a`r0 est un polynôme-exponentielle. De plus, si
s` s1 ‰ ´1, 1 sa partie purement polynomiale est constante et donnée par
Iχps, s
1,Φq :“
ÿ
rQPFpMr0,Bq
p´1q
d
rGrQj´1rQ θˆ rQpρ rQ,s`s1q´1eρ rQ,s`s1pT
1rQqIM rQ,T 1χ ps, s1,Φ rQ,sq
pour tout T 1 P T` ` a
`r0 . En particulier, la distribution Iχ ne dépend pas de T 1.
Remarque 3.9. Soit rQ un sous-groupe parabolique relativement standard de rG. Par le même
raisonnement que dans la proposition 3.7 on obtient que pour tous s, s1 P C la distribution
I
M rQ,T
χ ps, s1, ¨q définie dans le paragraphe 3.3, est un polynôme-exponentielle en T qui ne dépend
pas de T rQ P a rQ. Cependant, si rQ ‰ rG le terme purement polynomial n’est pas constant.
3.5 Équivariance
Soient Φ P C8c ppGEˆ rGEqpAqq, x P GEpAq et py, ryq P GpAqˆ rGpAq. Notons Φx,py,ryq P C8c ppGEˆrGEqpAqq la fonction définie par Φx,py,ryqpg, rgq “ Φpxgy´1, xrgry´1q.
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Soit χ P XGEˆ rGE . On voit que ITχ ps, s1,Φx,py,ryqq pour T P T` ` a`r0 et s, s1 P C égależ
rGEs
ż
rGs
ż
r rGs
ÿ
rPPFpMr0,Bq
p´1q
d
rGrP ÿ
δ1PP pEqzGpEq
δ2PP pFqzGpFq
δ3P rP pFqz rGpFq
τˆ rP pH rP pδ2hyq ´ T rP qk rP ,χpδ1g, δ1g, δ2h, δ3rhq
|det gx|sA|det hy|
s1
Aηphy,
rhryqdrhdhdg.
Pour h P GpAq et P P FpBq soit kP phq un élément de K tel que hkP phq´1 P P pAq. Alors, en
utilisant l’égalité (1.4) on a pour tout rP P FpMr0, Bq :
τˆ rP pH rP pδ2hyq ´ T rP q “ ÿrQĚ rPp´1q
d
rGrQ τˆ rQrP pH rP pδ2hq ´ T rP qΓ1rQpH rQpδ2hq ´ T rQ,´H rQpkQpδ2hqyqq
d’où on obtient que ITχ ps, s
1,Φx,py,ryqq égale la somme sur rQ P FpMr0, Bq deż
QpEqzGEpAq
ż
QpFqzGpAq
ż
rQpFqz rGpAq
Γ1rQpH rQphq ´ T rQ,´H rQpkQphqyqq
ÿ
rPĎ rQ
p´1q
d
rQrP ÿ
δ1PpPXMQqpEqzMQpEq
δ2PpPXMQqpFqzMQpFq
δ3Pp rPXM rQqpFqzM rQpFq
τˆ
rQrP pH rP pδ2hq ´ T rP qk rP ,χpδ1g, δ1g, δ2h, δ3rhq|det gx|sA|det hy|s1Aηphy,rhryqdrhdhdg. (3.18)
Écrivons maintenant g “ n1a1m1k1, h “ n2a2m2k2 et rh “ n3a3m3k3 selon les décomposi-
tions suivantes :
QpEqzGEpAq “ rNQ,Es ˆA
st,8rQ ˆ pMQpEqzpH rQ,EpAq1 ˆG rQ,EpAqqq ˆKE,
QpFqzGpAq “ rNQs ˆA
st,8rQ ˆ pMQpFqzpH rQpAq1 ˆG rQpAqqq ˆK,rQpFqz rGpAq “ rN rQs ˆAst,8rQ ˆ pM rQpFqzpH rQpAq1 ˆ rG rQpAqqq ˆ rK.
On a alors :
Γ1rQpH rQpn2a2m2k2q ´ T rQ,´H rQpkQpn2a2m2k2qyqq “ Γ1rQpH rQpa2q `H rQpm2q ´ T rQ,´H rQpk2yqq.
On fait les mêmes changements de variable que dans la preuve de la proposition 3.7. On
obtient, grâce à la relation (1.21) et le lemme 3.5 2), que l’intégration par rapport à da2 devientż
A
st,8rQ
e
pps`s1qdet`2ρ rQ´2ρQqpH rQpa2qqΓ1rQpH rQpa2q `H rQpm2q ´ T rQ,´H rQpk2yqqda2 “
|detm2|
s rQ`s1rQ
A e
ρ rQ,s`s1pT rQqu rQ,s`s1,ypk2q
où
u rQ,s,ypkq “
ż
a
rGrQ
e
ρ rQ,spHqΓ1rQpH,´H rQpkyqqdH, k P K, s P C
est une fonction continue de la variable k P K en vertu du lemme 1.1.
Le reste de l’intégration dans (3.18) c’est e
ρ rQ,s`s1pT rQq|det x|sA|det y|s1Aηpy, ryq foisż
rH rQ,Es1ˆrG rQ,Es
ż
rH rQs1ˆrG rQs
ż
rH rQs1ˆr rG rQs
ż
pAst,8rQ q2
ż
KEˆKˆ rK
ÿ
rPĎ rQ
p´1q
d
rQrP ÿ
δ1PpPXMQqpEqzMQpEq
δ2PpPXMQqpFqzMQpFq
δ3Pp rPXM rQqpFqzM rQpFq
τˆ
rQrP pH rP pδ2m2q ´ T rP q
e
´ρQE pHQpm1a1m2q´ρ rQpH rQpm1a3m3qq|m1|sA|m2|
s1`s1rQ`s rQ
A ηpm2,m3qηpk2, k3q|det a1|
´s
A
u rQ,s`s1,ypk2qk rP ,χpδ1m1k1, δ1m1k1, δ2m2a1k2, δ3m3a3k3qdk1dk2dk3da1da3dm1dm2dm3. (3.19)
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Si l’on pose alors
Φ rQ,s,s1,ypx, rxq “ż
KEˆKˆ rK
ż
pNQˆN rQqEpAq
ż
pAst,8rQ q2
e
ρQ,EpHQ,Epa1xqq`ρ rQ,EpH rQpa3rxqqΦpk´1
1
a1xnQk2, k
´1
1
a3rxn rQk3q
|det a1|
´s
A u rQ,s`s1,ypk2qηpk2, k3qda1da3dn rQdnQdk3dk2dk1,
où x P H rQ,EpAq1 ˆG rQ,EpAq et rx P H rQ,EpAq1 ˆG rQ,EpAq, on a bien Φ rQ,s,s1,y P C8c ppH rQ,EpAq1 ˆ
G rQ,EpAqq ˆ pH rQ,EpAq1 ˆ rG rQ,EpAqqq et on voit, en se basant sur la discussion du paragraphe 3.3
et en utilisant le lemme 1.3 du paragraphe 1.7, que (3.19) c’est juste I
M rQ,T
χ ps, s1,Φ rQ,s,s1,yq. On
obtient donc le théorème suivant.
Théorème 3.10. Soient x P GEpAq, py, ryq P GpAq ˆ rGpAq, χ P XGEˆ rGE et s, s1 P C. La
distribution ITχ ps, s
1, ¨q vérifie pour tout Φ P C8c ppGE ˆ rGEqpAqq la propriété suivante :
ITχ ps, s
1,Φx,py,ryqq ´ |detx|sA|det y|s1Aηpy, ryqITχ ps, s1,Φq “
|det x|sA|det y|
s1
Aηpy, ryq ÿrQPFpMr0,Bqrt rGu e
ρ rQ,s`s1pT rQqIM rQ,Tχ ps, s1,Φ rQ,s,s1,yq
où les distributions I
M rQ,T
χ ps, s1, ¨q sont définies dans la section 3.3. En particulier, pour s` s1 ‰
´1, 1 on a
Iχps, s
1,Φx,py,ryqq “ |det x|sA|det y|s1Aηpy, ryqITχ ps, s1,Φq.
Démonstration. La formule pour la différence
ITχ ps, s
1,Φx,py,ryqq ´ |detx|sA|det y|s1Aηpy, ryqITχ ps, s1,Φq
est claire après les calculs qu’on a faits. Si s ` s1 ‰ ´1, 1, cette formule-ci démontre aussi
l’équivariance de la distribution ITχ ps, s
1, ¨q, car si rQ ( rG, d’après la remarque 3.9, le terme
I
M rQ,T
χ ps, s1,Φ rQ,s,s1,yq est un polynôme-exponentielle en T qui ne dépend pas de T rQ P a rQ. En
outre, ρ rQ,s`s1 est non-trivial sur a rGrQ en vertu du lemme 3.4. Il en découle que l’expression
e
ρ rQ,s`s1pT rQqIM rQ,Tχ ps, s1,Φ rQ,s,s1,yq n’a pas de terme constant dans ce cas et par conséquent les
termes constants de ITχ ps, s
1,Φx,py,ryqq et de |det x|sA|det y|s1Aηpy, ryqITχ ps, s1,Φq coïncident.
3.6 Données cuspidales non-induites
Dans ce paragraphe on étudie la distribution Iχ pour des classes χ distinguées.
Soit H un F-groupe réductif quelconque. On dit que χ P XH est non-induite si χ “ tpH,σqu
où σ est une représentation cuspidale de HpAq1.
Proposition 3.11. Soient Φ P C8c ppGE ˆ
rGEqpAqq, χGE P XGE et χ rGE P X rGE. Notons χ :“
χGE ˆ χ
rGE P XGEˆ rGE.
1) Supposons que χ
rGE est non-induite. Alors, pour tous s, s1 P C et T P T` ` a`r0 on a
ITχ ps, s
1,Φq “
ż
rGEs
ż
rGs
ż
r rGs
kΦ,χpg, g, h,rhq|det g|sA|det h|s1Aηph,rhqdrhdhdg “ÿrQPFpMr0,Bqż
rGEs
ż
QpFqzGpAq
ż
r rGs
τ rQpH rQphq ´ T qΛ rQ,Tm,3kΦ,χpg, g, h,rhq|det g|sA|det h|s1Aηph,rhqdrhdhdg.
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2) Supposons que χGE est non-induite et que pour tout pĂME, σq P χ rGE le sous-groupe de LeviĂME ne stabilise aucune droite. Alors, pour tous s, s1 P C et T P T` ` a`r0 on a
ITχ ps, s
1,Φq “
ż
rGEs
ż
rGs
ż
r rGs kΦ,χpg, g, h,rhq|det g|sA|det h|s1Aηph,rhqdrhdhdg “ż
rGEs
ż
rGs
ż
r rGsΛTd,12kΦ,χpg, g, h,rhq|det g|sA|det h|s1Aηph,rhqdrhdhdg.
En plus, si s ` s1 ‰ ´1, 1, dans les deux cas ci-dessus on a Iχps, s
1,Φq “ ITχ ps, s
1,Φq pour tout
T P T` ` a
`r0 .
Démonstration. Démontrons le point 1). Soit rP P FpMr0, Bq. On a alors kΦ, rP,χ ” 0 si rP ‰rG donc k
Φ, rP ,χ “ kTΦ, rP,χ et la première égalité découle du théorème 3.1. Pour la deuxième
égalité, on applique la formule d’inversion donnée par le lemme 2.4 pour l’opérateur ΛTm,3 ce qui
donne formellement l’égalité voulue. La convergence découle de la preuve du théorème 3.1, où
l’expression (3.3) est un cas particulier des intégrales considérées.
Démontrons le point 2). Soit rP P FpMr0, Bq et P “ G X rP . Si P ‰ G, on a kΦ, rP,χ ” 0 car
χGE est non-induite. Supposons donc que P “ G. Si rP ‰ rG on a que M rP stabilise la droite D0.
La condition imposée sur χ rGE implique alors k
Φ, rP ,χ ” 0. On obtient alors la première égalité.
Pour la deuxième, on utilise la formule d’inversion donnée dans le lemme 2.7 et l’on obtient que
ITχ ps, s
1,Φq égale la somme sur rP P FpMr0, Bq deż
P pEqzGEpAq
ż
rGs
ż
r rGs τ rP pH rP pgq ´ T qΛ
rP ,T
d,12kΦ,χpg, g, h,
rhq|det g|sA|det h|s1Aηph,rhqdrhdhdg.
La convergence des intégrales découle de nouveau de la convergence de l’expression (3.3) du
théorème 3.1. Soit donc rP P FpMr0, Bq et P “ rP X G. Si P ‰ G la fonction rGEs Q g ÞÑ
Λ
rP ,T
d,12kΦ,χpg, ¨, ¨, ¨q est nulle par hypothèse sur χ
GE . Si P “ G et rP ‰ rG le groupe M rP stabilise
la droite D0 et r rGEs Q rg ÞÑ Λ rP,Td,12kΦ,χp¨, rg, ¨, ¨q ” 0 d’où le résultat.
Si s ` s1 ‰ ´1, 1 on voit que ITχ ps, s
1,Φq ne dépend pas de T dans les deux cas qu’on a
considéré, donc c’est bien Iχps, s1,Φq.
4 Le côté spectral de la formule des traces pour les groupes uni-
taires
4.1 Convergence du noyau spectral tronqué
On démontre le théorème 4.1 dans ce paragraphe. La preuve est similaire à celle du théorème
3.1 et sera donc un peu moins détaillée.
Soient F P C8c ppUˆ rU qpAqq, k “ kF son noyau automorphe. Pour un sous-groupe parabolique
standard P de U , χ P XUˆ rU , x, y P NP pAqMP pFqzUpAq et rx, ry P N rP pAqM rP pFqzrU pAq posons
kP,χpx, rx, y, ryq “ kF,P,χpx, rx, y, ryq “ kF,Pˆ rP,χpx, rx, y, ryq
où on utilise le fait que pour tout sous-groupe parabolique P Ě P0 il existe un unique rP P FpMr0q
tel que rP X U “ P , comme on l’a déjà remarqué dans le paragraphe 2.1.
On pose alors pour x, y P UpFqzUpAq, rx, ry P rUpFqzrU pAq et T P a0
kTχ px, rx, y, ryq “ kTF,χpx, rx, y, ryq “ ÿ
PĚP0
p´1qdP
ÿ
δ1,δ2PP pFqzUpFq
kF,P,χpδ1x, δ1rx, δ2y, δ2ryqτˆP pHP pδ2yq ´ T q.
(4.1)
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Théorème 4.1. On a pour tout F P C8c ppU ˆ
rUqpAqq et tout T P T` ` a`0ÿ
χPXUˆ rU
ż
rUˆU s
|kTF,χpx, x, y, yq|dxdy ă 8. (4.2)
Démonstration. En raisonnant comme au début de la preuve du théorème 3.1 on trouve un
TF P a0 qui ne dépend que du support de F tel que si l’on pose T 1 “ T ` TF on a que
kTF,χpx, x, y, yq égale :ÿ
PĚP0
p´1qd
U
P
ÿ
δ1,δ2PP pFqzUpFq
kP,χpδ1x, δ1x, δ2y, δ2yqτˆP pHP pδ1xq ´ T
1qτˆP pHP pδ2yq ´ T q.
En particulier, en vertu du lemme 1.8 ii) les sommes dans la définition de kTF,χ sont finies et la
fonction est bien définie.
Les fonctions P pFqzUpAq ˆ rP pFqzrU pAq Q px, rxq ÞÑ kF,P,χpx, rx, ¨, ¨q et py, ryq ÞÑ kF,P,χp¨, ¨, y, ryq
égalent ses termes constants le long de P ˆ rP . En utilisant alors le lemme 2.7 (sa version pour
les groupes unitaires) et ensuite le lemme 1.7 i) on trouve que l’intégrale (4.2) est majorée par
la somme sur P1 Ď P3 et P2 Ď P4 deż
P1pFqzUpAq
ż
P2pFqzUpAq
σ31pH1pxq ´ T
1qσ42pH2pyq ´ T q|Λ
T 1,P1
d,12 Λ
T,P2
d,34 p
ÿ
Q1ĎPĎQ2
p´1qdP kP,χpx, x, y, yqq|dydx
où Q1 c’est le plus petit sous-groupe parabolique standard de U contenant P1 Y P2 et Q2 “
P3 X P4. On les fixe désormais. L’intégrale ci-dessus égale aussiż
P1pFqzUpAq
ż
P2pFqzUpAq
σ31pH1pxq ´ T
1qσ42pH2pyq ´ T q
|ΛT
1,P1
d,12 Λ
T,P2
d,34 p
ÿ
Q1ĎPĎQ2
p´1qdP
ż
rN1s
ż
rNr2s
kP,χpn1x, x, y, nr2yqdnr2dn1q|dydx. (4.3)
Pour tout P entre Q1 et Q2, en utilisant le corollaire 1.9 et la décomposition de Bruhat, on aż
rN1s
ż
rNr2s
kP,χpn1x, x, y, nr2yqdnr2dn1 “ ÿ
sPΩ2zΩP {Ω1rsPΩr1zΩ rP {Ωr2
ÿ
γPpP2XsP1qpFqzP2pFq
γ˜Pp rP1Xrs rP2qpFqz rP1pFq
k
P1ˆ rP2,χpx,w´1rs γ˜x, w´1s γy, yq.
Posons
pΩ
rPrQ1q1 “ Ω rP r
ď
Q1ĎR(P
Ω
rR
et pΩ rPrQ1,Uq1 “ pΩ rPrQ1q1 X ΩU . Notons que pΩ rPrQ1,Uq1 “ ΩP r ŤQ1ĎR(P ΩR. Alors pΩ rPrQ1q1 (resp.
pΩ
rPrQ1,U q1) est Ωr1-stable (resp. Ω2-stable) à gauche et Ωr2-stable (resp. Ω1-stable) à droite. On a
alors les décompositions en parties disjointes suivantes
Ω
rP “ ž
Q1ĎRĎP
pΩ
rPrQ1q1 ΩP “
ž
Q1ĎRĎP
pΩ
rPrQ1,U q1.
Pour rs P Ω rQ2 soit p∆ rQ1rs “ t̟ P p∆ rQ1|rs̟ “ ̟u. Alors rs P pΩ rPrQ1q1 si et seulement si p∆ rQ1rs “ p∆ rP .
Par un argument classique basé sur l’identité (1.19) on a que l’expression entre la valeur absolue
dans (4.3) égale
Λ
T 1,P1
d,12 Λ
T,P2
d,34 p
ÿ
ps,rsqPΩ1rQ1
ÿ
γPpP2XsP1qpFqzP2pFq
γ˜Pp rP1Xrs rP2qpFqz rP1pFq
k
P1ˆ rP2,χpx,w´1rs γ˜x, w´1s γy, yqq
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où
Ω1rQ1 “ tps, rsq P pΩ2zΩQ2{Ω1q ˆ pΩr1zΩ rQ2{Ωr2q|p∆ rQ2 “ p∆ rQ1s X p∆ rQ1rs u.
Écrivons maintenant x “ n1a1m1k1, y “ n2a2m2k2 et selon les décompositions suivantes :
P1pFqzUpAq “ rN1s ˆA
8
1 ˆ rM1s
1 ˆK, P2pFqzUpAq “ rN2s ˆA
8
2 ˆ rM2s
1 ˆK.
Supposons que F est invariante à droite par un compact K0 Ď pU ˆ rUqpAf q. Comme il est
expliqué dans [Art80] entre les pages 93 et 94, pour px, rxq, py, ryq P pU ˆ rUqpAq et ps, rsq P Ω1rQ1
fixés les fonctions
P1pFqzUpAq Q x1 ÞÑ
ÿ
γPpP2XsP1qpFqzP2pFq
γ˜Pp rP1Xrs rP2qpFqz rP1pFq
k
P1ˆ rP2,χpx1a1k1, w´1rs γ˜rx,w´1s γy, ryq,
rP2pFqzrU pAq Q rx2 ÞÑ ÿ
γPpP2XsP1qpFqzP2pFq
γ˜Pp rP1Xrs rP2qpFqz rP1pFq
k
P1ˆ rP2,χpx,w´1rs γ˜rx,w´1s γy, rx2a2k2q
sont invariantes à droite par l’intersection du compact ouvert
Ş
kPKpkK0k
´1q avec M1pAf q et
Mr2pAf q respectivement. On applique alors la version pour les groupes unitaires de la proposition
2.8 pour les opérateurs ΛT
1,P1
d,12 et Λ
T,P2
d,34 . On trouve donc que pour tout r1, r2 ě 0 il existe un
nombre fini des opérateurs différentiels X,Y tels que l’expression 4.3 est majorée par la somme
sur les X,Y deż
M1
ż
M2
sup
pm1
1
,m1r1qPpM1ˆMr1qpAq1
pm1
2
,m1r2qPpM2ˆMr2qpAq1
p}m11}}m
1r1}}m12}}m1r2}q´r1
ÿ
χ
ż
KˆK
ż
A8
1
ż
A8
2
ż
rN1s
ż
rN2s
σ31pH1pa1q ´ T
1qσ42pHr2pa2q ´ T qe´2ρ1pH1pa1qq´2ρ2pH2pa2qq ÿ
ps,rsqPΩ1
|
ÿ
γPpP2XsP1qpFqzP2pFq
γ˜Pp rP1Xrs rP2qpFqz rP1pFq
k
FX,Y ,P1ˆ rP2,χpa1m11k1, w´1rs γ˜n1a1m1r1k1, w´1s γn2a2m12k2, a2m1r2k2qq|
dn2dn1da2da1dk2dk1qp}m1}}m2}q
´r2dm2dm1
où M1 “ S
M1XP0
P0
XM1pAq
1, M2 “ S
M2XP0
P0
XM2pAq
1 et l’on a remplacé la fonction F par
FX,Y :“ X ˚ F ˚ Y grâce à la formule (1.15) et en utilisant le même raisonnement que sur la
page 104 de [Art80]. Remarquons que le support de FX,Y est contenu dans celui de F .
Lemme 4.2. Avec la notation ci-dessus, il existe des constantes positives c,N ą 0 telles que si
pour un ps, rsq P Ω1rQ1 on a
σ31pH1pa1q ´ T
1qσ42pHr2pa2q ´ T q
|
ÿ
γPpP2XsP1qpFqzP2pFq
γ˜Pp rP1Xrs rP2qpFqz rP1pFq
k
FX,Y ,P1ˆ rP2,χpa1m11k1, w´1rs γ˜n1a1m1r1k1, w´1s γn2a2m12k2, a2m1r2k2qq| ‰ 0
alors
}a1}, }a2} ď cp}m
1r1}}m12}qN .
Démonstration. Le même raisonnement qu’au début de la preuve du lemme 3.2 montre qu’il
existe une constante C 1 ą 0 telle que
̟pH1pa1qq ´ s̟pH2pa2qq ď C
1p1` logp}m12}qq, @̟ P p∆1, (4.4)
̟pH2pa2qq ´ rs̟pH1pa1qq ď C 1p1` logp}m1r1}qq, @̟ P p∆r2. (4.5)
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Puisque les éléments de p∆1 égales ceux de p∆r1 à 1{2-près on remplace les inégalités (4.4) par
̟pH1pa1qq ´ s̟pH2pa2qq ď C
2p1` logp}m12}qq, @̟ P
p∆r1. (4.6)
pour une constante C2 ą 0.
On est en mesure d’appliquer le corollaire A.5 de l’appendice A. On l’applique pour les
données suivantes. Pour le groupe G on prend rU . Dans l’appendice A on fixe un sous-groupe
parabolique minimal de rU , on prend donc un rB P PpMrU,minq contenant rP0. Pour les groupes P1,
P2, P3, P4 du corollaire on prend rP1, rP2, rP3 et rP4 dans cet ordre. Pour les éléments H1 et H2 on
prend H1pa1q et H2pa2q respectivement. Pour X1 et X2 on prend T 11 et T2 respectivement. Pour
les éléments du groupe de Weyl on prend s “ s et s1 “ rs. La condition ps, rsq P Ω1rQ1 dit qu’ils
vérifient la condition (A.18) du corollaire A.5. Les inégalités du corollaire A.5 correspondent aux
inégalités qu’on a construit de façon suivant :
(A.19)Ø (4.6), (A.20)Ø (4.5).
Les inégalités déterminent les constantes M1, M2, M3 et M4. Grâce au corollaire A.5 et la
propriété (1.13) de la hauteur on conclut la preuve du lemme 3.2.
La suite de la preuve est maintenant complètement analogue à la partie de la preuve du
théorème 3.1 qui suit la preuve du lemme 3.2.
4.2 Polynômes-exponentielles
On utilisera le langage du paragraphe 3.2.
Pour tout sous-groupe parabolique standard Q P FpP0q de U on pose ρQ :“ 2ρ rQ ´ 2ρQ P
a˚rQ “ a˚Q (on rappelle qu’un sous-groupe parabolique standard Q de U définit le sous-groupe
parabolique relativement standard rQ uniquement). On a alors le résultat suivant démontré dans
[Zyd15b], lemme 4.2.
Lemme 4.3. Soit Q un sous-groupe parabolique standard de U . Alors, pour tout ̟_ P p∆_Q on
a ρ
Q
p̟_q ą 0.
Le polynôme-exponentielle en question est donné par le lemme suivant.
Lemme 4.4 (cf. [Zyd15b], lemme 4.3). Soit Q un sous-groupe parabolique standard de U . Alors,
pour tout R Ě Q il existe un polynôme PQ,R de degré au plus dQ sur aR tel que la fonction
pQpXq :“
ż
A8
Q
e
ρ
Q
pHQpaqqΓ1QpHQpaq,Xqda, X P aQ
égale ÿ
RĚQ
eρRpXRqpQ,RpXRq
où pQ,UpXU q “ p´1q
dQ θˆQpρQq
´1. En particulier, la fonction pQ est un polynôme-exponentielle
dont le terme purement polynomial est constant et égale p´1qdQ θˆQpρQq
´1.
4.3 Une généralisation du théorème 4.1
Dans le cas unitaire le théorème 4.1 dit que pour T P T` ` a
`
0
et χ P XUˆ rU , la distribution
C8c ppU ˆ
rUqpAqq Q F ÞÑ JTχ pF q :“ ż
rU s
ż
rU s
kTF,χpx, x, y, yqdxdy
43
est bien définie.
SoitH “
śk
i“1ResE{FGLni où k P N et ni P N
˚ pour i “ 1, . . . , k. Soient aussi U 1 “ UpV 1,Φ1q
et rU “ UpW 1, Φ˜1q un couple de groupes unitaires munis de l’inclusion U 1 ãÑ rU 1 comme dans le
paragraphe 1.10. On va généraliser le théorème 4.1 au cas de l’inclusion H ˆ U 1 ãÑ H ˆ rU 1.
Fixons P0 un sous-F-groupe parabolique minimal de H ˆ U 1 et fixons aussi M0 une partie
de Levi de P0 définie sur F. Notons Mr0 le sous-F-groupe de Levi de H ˆ rU 1 contenant M0,
minimal pour cette propriété. Alors, Mr0 est uniquement déterminé par M0. Soit P P FpP0q un
sous-groupe parabolique standard de GˆU 1. Il résulte des discussions dans les paragraphes 1.10
et 1.11 qu’il existe un unique sous-groupe parabolique rP P FpMr0q tel que rP X pH ˆ U 1q “ P .
On le note justement rP .
Pour une fonction f P C8c ppH ˆ U
1qpAq1 ˆ pH ˆ rU 1qpAq1q, un sous-groupe parabolique
standard P de H ˆ U 1 et une donnée cuspidale χ P X pHˆU
1qˆpHˆ rU 1q on pose
kf,P,χprx, ryq :“ kf,Pˆ rP,χprx, ryq, rx, ry P NPˆ rP pAqMPˆ rP pFqzpH ˆ U 1qpAq1 ˆ pH ˆ rU 1qpAq1.
Pour un T P a`P0 on pose
kTf,χpx, rx, y, ryq “ ÿ
PĚP0
p´1qd
HˆU 1
P
ÿ
δ1,δ2PP pFqzpHˆU 1qpFq
τˆGˆU
1
P pHP pδ2yq ´ T qkf,P,χpδ1x, δ1rx, δ2y, δ2ryq
où x, y P rH ˆ U 1s1 et rx, ry P rH ˆ rU 1s1.
Théorème 4.5. Soit f P C8c ppH ˆ U
1qpAq1 ˆ pH ˆ rU 1qpAq1q, alors pour tout T P a`P0 assez
régulier on a ÿ
χPX pHˆU
1qˆpHˆ rU 1q
ż
rHˆU 1s1
ż
rHˆU 1s1
|kTf,χpx, x, y, yq|dxdy ă 8.
Démonstration. La preuve est similaire à celle du théorème 4.1. Les détails sont laissés au lecteur.
Notons alors pour χ P X pHˆU
1qˆpHˆ rU 1q et f P C8c ppH ˆ U 1qpAq1 ˆ pH ˆ rU 1qpAq1q
JHˆU
1,T
χ pfq “
ż
rHˆU 1s1
ż
rHˆU 1s1
kTf,χpx, x, y, yqdxdy.
Revenons au groupe U . Soit Q un sous-groupe parabolique standard de U . L’inclusionMQ ãÑ
M rQ vérifie alors les conditions de ce paragraphe.
Soit χ P XUˆ rU , et tχ1u Ď XMQˆM rQ la préimage de χ par l’application naturelle XMQˆM rQ Ñ
XUˆ
rU . Pour T P a`
0
assez régulier on définit alors la distribution J
MQ,T
χ p¨q sur C8c pMQpAq
1 ˆ
M rQpAq1q par :
J
MQ,T
χ pfq “
ÿ
χ1
J
MQ,T
χ1
pfq,
où pour χ1 P XMQˆM rQ , JM rQ,Tχ1 p¨q c’est la distribution associée à l’inclusion MQ ãÑ M rQ décrite
ci-dessus par rapport au sous-groupe de Levi minimal M0 de MQ et au sous-groupe parabolique
minimal P0 XMQ de MQ.
Pour F P C8c ppU ˆ rUqpAqq on définit pour x PMQpAq1 et rx PM rQpAq1
FQpx, rxq “ ż
KˆK
ż
pNQˆN rQqpAq
ż
A8
Q
e2ρQpHQpa1qqF pk´1
1
a1xnQk2, k
´1
1
a1rxn rQk2qda1dn rQdnQdk2dk1.
(4.7)
44
Alors FQ P C8c pMQpAq
1 ˆM rQpAq1q.
Notons que l’application
Q Ě P ÞÑMQ X P
définit une bijection entre les sous-groupes paraboliques standards de U contenus dans Q et les
sous-groupes paraboliques de MQ contenant P0 XMQ. Soit donc χ P XUˆ
rU et soient tχQu P
X
MQˆM rQ qui s’envoient sur χ par l’application naturelle XMQˆM rQ Ñ XUˆ rU . En utilisant le
lemme 1.3, et en remarquant que si l’on écrit 2ρQ “ pρQ ` ρ rQq ´ pρ rQ ´ ρQq on a ´pρQ ` ρ rQq ´
pρ rQ ´ ρQq “ ´2ρ rQ, on s’aperçoit que pour tout P P FpP0q contenu dans Q, tous x, y PMQpAq1
et tous rx, ry PM rQpAq1 on aÿ
χQ
kFQ,MQXP,χQpx, rx, y, ryq “ ż
KˆK
ż
A8
Q
e
´2ρ rQpHQpa1qqkF,P,χpxk1, rxk1, a1yk2, a1ryk2qda1dk2dk1.
(4.8)
4.4 Comportement en T
On démontre la proposition suivante.
Proposition 4.6. Soient F P C8c ppU ˆ rUqpAq, T 1 P T` ` a`0 , χ P XUˆ rU et T P T 1 ` a`0 . Alors
JTχ pF q “
ÿ
QĚP0
pQpTQ ´ T
1
Qqe
ρ
Q
pT 1
Q
q
J
MQ,T
1
χ pFQq
où pour un sous-groupe parabolique Q standard de U , la fonction pQ est définie dans le lemme
4.4 dans le paragraphe 4.2 où ρ
Q
P a˚Q est aussi défini, la distribution J
MQ,T
1
χ est définie dans le
paragraphe 4.3 et FQ P C
8
c ppMQ ˆM rQqpAq1q est définie par (4.7) dans le même paragraphe.
Démonstration. Fixons un T 1 P T` ` a
`
0
et soit T P T 1 ` a`
0
. En utilisant la relation (1.4) dans
la définition du noyau kTF,χ (4.1) avec P “ P , H “ HP pδ2yq ´ T
1
P et X “ TP ´ T
1
P pour tout
P P FpP0q et tout δ2 P P pFqzUpFq on a que JTχ pF q égale la somme sur Q P FpP0q deż
QpFqzUpAq
ż
QpFqzUpAq
ΓQpHQpyq ´ T
1
Q, TQ ´ T
1
Qq
ÿ
PĎQ
p´1qd
Q
P
ÿ
δ1,δ2PpPXMQqpFqzMQpFq
τˆ
Q
P pHP pδ2yq ´ T rP qkP,χpδ1x, δ1x, δ2y, δ2yqdxdy. (4.9)
Écrivons maintenant x “ n1a1m1k1 et y “ n2a2m2k2 selon la décomposition
QpFqzUpAq “ rNQs ˆA
8
Q ˆ rMQs
1 ˆK.
On obtient alors que (4.9) égależ
rMQs1ˆrMQs1
ż
pA8
Q
q2
ż
KˆK
e´2ρQpHQpa1a2qqΓ1QpHQpa2q ´ T
1
Q, TQ ´ T
1
Qq
ÿ
PĎQ
p´1qd
Q
P
ÿ
δ1,δ2PpPXMQqpFqzMQpFq
τˆ
rQrP pH rP pδ2m2q ´ T rP qkP,χpδ1m1a1k1, δ1m1a1k1, δ2m2a2k2, δ2m2a2k2qdk1dk2da1da2dm1dm2.
En utilisant le lemme 1.5 on voit que kP,χpδ1m1a1k1, δ1m1a1k1, δ2m2a2k2, δ2m2a2k2q égale
e
2pρQ`ρ rQqpHQpa1qqkP,χpδ1m1k1, δ1m1k1, δ2m2a´11 a2k2, δ2m2a´11 a2k2q.
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En faisant le changement de variable a´1
2
a1 ÞÑ a1 et en utilisant le lemme 4.4, on trouve que
l’intégration par rapport à da2 devientż
A8
Q
e
2pρ rQ´ρQqpHQpa2qqΓ1QpHQpa2q ´ T 1Q, TQ ´ T 1Qqda2 “ eρQpT
1
QqpQpTQ ´ T
1
Qq.
Le reste d’intégration c’est alors e
ρ
Q
pT 1QqpQpTQ ´ T
1
Qq foisż
rMQs1ˆrMQs1
ż
pA8
Q
q
ż
KˆK
ÿ
PĎQ
p´1qd
Q
P
ÿ
δ1,δ2PpPXMQqpFqzMQpFq
τˆ
rQrP pH rP pδ2m2q ´ T rP q
e
´2ρ rQpHQpa1qqkP,χpδ1m1k1, δ1m1k1, δ2m2a1k2, δ2m2a1k2qdk1dk2da1dm1dm2.
En utilisant la discussion du paragraphe 4.3, l’équation (4.8) en l’occurrence, on trouve que
l’expression ci-dessus égale J
M rQ,T
χ pFQq où FQ est définie par (4.7), ce qui termine la preuve de
la proposition.
En utilisant la proposition 4.6 démontrée ci-dessus et le lemme 4.4 qui décrit les fonctions
pQ explicitement on obtient le comportement en T de la distribution JTχ .
Théorème 4.7. Soient F P C8c ppU ˆ
rUqpAqq et χ P XUˆ rU . La fonction T ÞÑ JTχ pF q où T
parcourt T``a
`
0
est un polynôme-exponentielle dont la partie purement polynomiale est constante
et donnée par
JχpF q :“
ÿ
QĚP0
p´1qdQ θˆQpρQq
´1e
ρ
Q
pT 1QqJ
MQ,T
1
χ pFQq
pour tout T 1 P T` ` a
`
0
. En particulier, la distribution Jχ ne dépend pas de T
1.
Remarque 4.8. Soit Q un sous-groupe parabolique standard de U . Par le même raisonnement
que dans la proposition 4.6 on obtient que la distribution J
MQ,T
χ définie dans le paragraphe 4.3,
est un polynôme-exponentielle en T qui ne dépend pas de TQ P aQ. Cependant, si Q ‰ U le
terme purement polynomial n’est pas constant.
4.5 Invariance
Soient F P C8c ppU ˆ rUqpAqq et g, h P UpAq. Notons F g,h P C8c ppU ˆ rUqpAqq la fonction définie
par F g,hpx, rxq “ F pgxh´1, grxh´1q.
Soit χ P XUˆ rU . On voit que JTχ pF g,hq pour T P T` ` a`r0 égależ
rU s
ż
rU s
ÿ
PĚP0
p´1qdP
ÿ
δ1,δ2PP pFqzUpFq
τˆP pHP pδ2yhq ´ TP qkP,χpδ1x, δ1x, δ2y, δ2yqdxdy.
Pour y P UpAq et P P FpP0q soit kP pyq un élément de K tel que ykP pyq´1 P P pAq. Alors,
en utilisant l’égalité (1.4) on a :
τˆP pHP pδ2yhq ´ TP q “
ÿ
QĚP
p´1qdQ τˆQP pHP pδ2yq ´ TP qΓ
1
QpHQpδ2yq ´ TQ,´HQpkQpδ2yqhqq
d’où on obtient que JTχ pF
g,hq égale la somme sur Q P FpP0q deż
QpFqzUpAq
ż
QpFqzUpAq
Γ1QpHQpyq ´ TQ,´HQpkQpyqhqq
ÿ
PĎQ
p´1qd
Q
P
ÿ
δ1,δ2PpPXMQqpFqzMQpFq
τˆ
Q
P pHP pδ2yq ´ TP qkP,χpδ1x, δ1x, δ2y, δ2yqdxdy. (4.10)
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Écrivons maintenant x “ n1a1m1k1 et y “ n2a2m2k2 selon la décomposition
QpFqzUpAq “ rNQs ˆA
8
Q ˆ rMQs
1 ˆK.
On a alors :
Γ1QpHQpn2a2m2k2q ´ TQ,´HQpkQpn2a2m2k2qhqq “ Γ
1
QpHQpa2q ´ TQ,´HQpk2hqq.
On fait le même changement de variable que dans la preuve de la proposition 4.6. On obtient,
en vertu du lemme 4.4, que l’intégration par rapport à da2 devient :ż
A8
Q
e
ρ
Q
pHQpa2qqΓ1QpHQpa2q ´ TQ,´HQpk2hqqda2 “ e
ρ
Q
pTQquQ,hpk2q
où
uQ,hpkq “
ż
aQ
e
ρ
Q
pHq
Γ1QpH,´HQpkhqqdH, k P K
est une fonction continue de la variable k P K en vertu du lemme 1.1.
Le reste de l’intégration dans (3.18) c’est e
ρ
Q
pTQq foisż
rMQs1
ż
rMQs1
ż
A8
Q
ż
Kˆ rK
ÿ
PĎQ
p´1qd
Q
P
ÿ
δ1,δ2PpPXMQqpFqzMQpFq
τˆ
Q
P pHP pδ2yq ´ TP q
e
´2ρ rQpHQpa1qqkP,χpδ1m1k1, δ1m1k1, δ2m2a1k2, δ2m2a1k2quQ,hpk2qdk1dk2da1dm1dm2. (4.11)
Si l’on pose alors
FQ,hpx, rxq “ ż
Kˆ rK
ż
pNQˆN rQqpAq
ż
A8rQ
e2ρQpHQpa1qqF pk´1
1
a1xnQk2, k
´1
1
a1rxn rQk2q
u rQ,hpk2qda1dn rQdnQdk2dk1, x PMQpAq1, rx PM rQpAq1
on a bien FQ,h P C8c pMQpAq
1ˆM rQpAq1q et on voit, en se basant sur la discussion du paragraphe
4.3 et en utilisant le lemme 1.3 du paragraphe 1.7, que (4.11) c’est juste J
MQ,T
χ pFQ,hq. On trouve
alors le théorème suivant.
Théorème 4.9. Soient g, h P UpAq et χ P XUˆ
rU . La distribution JTχ p¨q vérifie pour tout F P
C8c ppU ˆ rUqpAqq la propriété suivante :
JTχ pF
g,hq ´ JTχ pF q “
ÿ
QPFpP0qrtUu
e
ρ
Q
pTQqJ
MQ,T
χ pFQ,hq
où les distributions J
MQ,T
χ sont définies dans la section 4.3. En particulier, on a
JχpF
g,hq “ JχpF q.
Démonstration. L’argument est complètement analogue a celui de la preuve du théorème 3.10
ci-dessus et repose sur le théorème 4.7, sa remarque 4.8 et la propriété des exposants ρ
Q
donnée
par le lemme 4.3.
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4.6 Données cuspidales non-induites
Dans ce paragraphe on étudie la distribution Jχ pour des classes χ distinguées. On utilisera le
langage du paragraphe 3.6.
Proposition 4.10. Soient F P C8c ppU ˆ rUqpAqq, χU P XU et χ rU P X rU . Notons χ “ χU ˆχ rU P
XUˆ
rU . Supposons que χU ou χ rU est non-induite. Alors, pour tout T P T` ` a`0 on a
JχpF q “ J
T
χ pF q “
ż
rU s
ż
rU s
kF,χpx, x, y, yqdxdy “
ż
rU s
ż
rU s
ΛTd,12Λ
T
d,34kF,χpx, x, y, yqdxdy.
Démonstration. Soit P P FpP0q. Si P ‰ U on a kF,P,χ ” 0 d’où kF,χ “ kTF,χ et les deux premières
égalités découlent du théorème 4.1.
Démontrons la dernière égalité. En utilisant la formule du lemme 2.7 on trouve que JχpF q
égale la somme sur P,Q P FpP0q deż
P pFqzUpAq
ż
QpFqzUpAq
τP pHP pxq ´ T qτQpHQpyq ´ T qΛ
P,T
d,12Λ
Q,T
d,34kF,χpx, x, y, yqdxdy.
La convergence absolue des intégrales découle de la convergence de l’expression (4.3) dans la
preuve du théorème 4.1. Or, si P ‰ U ou Q ‰ U on a ΛP,Td,12Λ
Q,T
d,34kF,χ ” 0 par hypothèse sur χ,
d’où le résultat.
4.7 Indépendance des choix
Soient s, s1 P C tels que s`s1 ‰ 1. Dans ce paragraphe on constate que les distributions Iχps, s1, ¨q
et Jχ ne dépendent d’aucun choix, sauf le choix d’une mesure de Haar sur GpAq, GEpAq, rGpAq,rGEpAq, UpAq, rUpAq et les choix des mesures sur les points adéliques des parties unipotentes
NP pAq des F-sous-groupes paraboliques de tous les groupes en question, le choix étant que le
volume NP pFqzNP pAq soit 1.
En effet, l’indépendance vient des théorèmes 3.8 et 4.7 et se démontre de même façon
que dans le paragraphe 4.5 de [Zyd15b] ou bien le paragraphe 3.5 de [Zyd15a] où démontre
la même propriété pour les distributions géométriques. Par exemple, pour démontrer l’inva-
riance de la distribution Iχps, s1, ¨q du choix d’un sous-groupe de Levi minimal M0 de G,
on prend γ P GpFq et M 10 “ γM0γ
´1 et on note IM 1
0
,χ la distribution associée à M
1
0 et
les autres données conjugués par γ. À l’aide du théorème 3.8 on trouve donc que pour tout
Φ P C8c ppGE ˆ rGEqpAqq on a IM 1
0
,χps, s
1,Φq “ Iχps, s
1,Φγ,pγ,γqq et le résultat suit du théorème
3.10 car |det γ|sA|det γ|
s1
Aηpγ, γq “ 1.
5 Formule des traces relative de Jacquet-Rallis pour les groupes
linéaires
5.1 Les invariants
Soit rgE “ ResE{FpEndEpWEqq. On note dans ce paragraphe AE - la E-droite affine. Notons
Q : rgE Ñ ResE{FpAEq2n`1 (5.1)
l’application suivante : pour tout X P rgE on a QpXq “ pQpXqiqi“1,...,2n`1 où QpXqi “ TrŹiX
pour i “ 1, . . . n` 1 et QpXqi “ e˚0pX
i´pn`1qe0q pour i “ n` 2, . . . , 2n` 1 où e˚0 P ResE{FpW
˚
E
q
est définie par e˚0pVEq “ 0 et e
˚
0pe0q “ 1. Alors, Q est GE-invariante pour l’action de GE sur rgE
par adjonction. Soit O l’ensemble des sous-F-variétés de rgE définies comme des pré-images par
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Q des points F-rationnels dans ResE{FpAEq
2n`1. En particulier, à tout o P O on peut associer,
et on le fait, un polynôme Po P ErT s qui est le polynôme caractéristique commun à tous les
éléments de o.
Pour tout ξ P E soit ξI P rgEpFq l’homothétie de rapport le scalaire ξ. On note alors
Dξ “ ResE{FptX P EndEpWEq|detpX ´ ξIq “ 0uq.
Pour une sous-F-variété V de rgE, par V rDξ on entend toujours l’ouvert complément de VXDξ
dans V au sens de schémas algébriques. On a donc pour toute F-algèbre R :
pV rDξqpRq “ tX P VpRq Ď EndEpWEqpEbF Rq|detpX ´ ξIq P pEbF Rq
˚u.
Soit o P O. Remarquons que, puisque tous les éléments de o ont le même polynôme caractéris-
tique, pour tout ξ P E, on a soit o Ď Dξ soit o Ď rgE rDξ.
Pour tout ξ P E on définit l’application, dite de Cayley, κξ : rgE r D1 Ñ rgE r Dξ de façon
suivante :
κξpXq “ ´ξp1`Xqp1 ´Xq
´1. (5.2)
L’application κξ a été introduite dans le contexte de la formule des traces relative de Jacquet-
Rallis dans [Zha14b], section 3. Voici quelques-une des ses propriétés.
Lemme 5.1. Soit ξ P E.
1) L’application κξ : rgE r D1 Ñ rgE rDξ définie par (5.2) ci-dessus est bien définie et est un
isomorphisme des F-variétés algébriques son inverse étant κ´1ξ pXq “ ´pξ `Xqpξ ´Xq
´1.
2) Pour tout o P O disjoint avec D1 il existe un unique o
1 P O disjoint avec Dξ tel que la
restriction de κξ à o induit un isomorphisme entre o et o
1.
Démonstration. La première assertion découle du fait que κξ est algébrique et du fait qu’en effet
son inverse est donnée par la formule X ÞÑ ´pξ `Xqpξ ´Xq´1, ce qu’on vérifie facilement. La
deuxième assertion c’est le lemme 3.5 de [Zha14b].
Notons ΓE{F le groupe de Galois de l’extension E{F et soit σ son générateur. On considère
à la fois rgE comme une variété contenant rGE et comme l’algèbre de Lie de rGE. Les deux points
de vue sont complètement compatibles. Le groupe GalpE{Fq agit sur la variété rgE grâce à son
action naturelle sur WE “W bF E. Pour X P rgE on note donc X P rGE défini pour tout v P WE
comme Xv “ σpXσpvqq. On a donc rG “ rGΓE{F
E
. Soit SW la sous-F-variété de rGE définie comme
SW “ tg P rGE|gg¯ “ 1u.
Alors SW est une F-variété algébrique lisse isomorphe, en vertu du théorème de Hilbert 90, à
l’espace homogène rGE{ rG via l’isomorphisme :rGE{ rG Q g ÞÑ gg¯´1 P SW .
Notons aussi sW l’espace tangent à l’identité de SW défini comme
sW :“ tX P rgE|X `X “ 0u.
Le groupe G agit sur SW préservant l’identité par la restriction de son action par conjugaison
sur rGE, il agit donc aussi sur sW . Il est clair que pour tout ξ P E, ces action préservent les sous-
variétés rGE rDξ et sW rD1. Notons E1 “ tξ P E| ξξ¯ “ 1u. On a alors
Lemme 5.2 (cf. [Zha14b], lemme 3.4). Pour tout ξ P E1 la restriction de l’application κξ à
sW r D1 est à valeurs dans SW est induit un isomorphisme G-invariant entre sW r D1 et
SW rDξ.
Fixons un τ P E tel que σpτq “ ´τ . Notons aussi τ la multiplication par la matrice τI dansrgE. Alors, τ induit une application bijective entre O et lui même. Soit rg l’algèbre de Lie derG. Le groupe G agit sur rG par conjugaison, et la multiplication par τ induit un isomorphisme
G-équivariant des variétés sW et rg. Il sera plus commode de travailler avec rg qu’avec sW .
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5.2 Compatibilité de l’application de Cayley avec la décomposition de Levi
Soit rP P FpMr0q. On note m rP l’algèbre de Lie de M rP et n rP l’algèbre de Lie de N rP . On fixe une
mesure de Haar sur n rP pAq de façon que le volume du quotient n rP pFqzn rP pAq soit 1.
On a alors
Lemme 5.3. Soient ξ P E1, rP P FpMr0q, γ P ppSW XM rPEq rDξqpFq et notons ζ “ τκ´1ξ pγq.
Choisissons un δ PM rP pEq tel que γ “ δδ¯´1. On a donc
1) ζ P pm rP rDτ qpFq.
2) Pour tout n P N rPEpAq on a δnn¯´1δ´1 P pSW rDξqpAq.
3) Pour tout n P N rPEpAq il existe un unique N P n rP pAq tel que
τκ´1ξ pδnn¯
´1δ
´1
q “ ζ `N.
4) L’application n ÞÑ N décrite dans le point ci-dessus induit un homéomorphisme
N rPEpAq{N rP pAq Ñ n rP pAq
qui préserve les mesures de Haar. En particulier, pour tout φ P C8c pSW pAqq on aż
N rPE pAq{N rP pAq
φpδnn¯´1δ
´1
qdn “
ż
n rP pAq
φpκξpτ
´1pζ `NqqqdN
et l’intégrale à gauche ne dépend pas du choix de δ.
5) Soit o P O tel que γ P pSW XM rPE X oqpFq. Alors, pour tout n P N rPEpAq on a δnn¯´1δ´1 P
pSW X oqpAq.
Démonstration. Le premier point est clair. Pour le deuxième, on a bien sûr δnn¯´1δ
´1
P SW pAq
et en plus δnn¯´1δ
´1
“ γδnn¯´1δ
´1
. Puisque γ, δ P M rP pEq et nn¯´1 P N rPEpAq on a δnn¯´1δ´1 P
N rPEpAq et donc les polynômes caractéristiques de δnn¯´1δ´1 et γ coïncident, d’où le résultat.
Démontrons le point 3). Soit n0 “ δnn¯´1δ
´1
P N rPEpAq et pour η P M rP pEq notons nη0 “
η´1n0η. On a alors que κ
´1
ξ pδnn¯
´1δ
´1
q égale
´ pξ ` γn0qpξ ´ γn0q
´1 “ ´pξ ` γ ` γpn0 ´ Iqqpξ ´ γ ´ γpn0 ´ Iqq
´1 “ ´pξ ` γqpξ ´ γq¨
pI`pξ`γq´1γpnξ´γ
0
´IqqpI´pξ´γq´1γpn0´Iqq
´1 “ τ´1ζpI`α1pn
α2
0
´IqqpI`
8ÿ
k“1
pα3pn0´Iqq
kq
pour certains α1, α2, α3 PM rP pEq. La somme qui apparaît ci-dessus est bien sûr finie car α3pn0´
Iq P n rPEpAq. On voit donc que N :“ ζpI ` α1pnα20 ´ IqqpI `ř8k“1pα3pn0 ´ Iqqkq ´ ζ P n rPEpAq.
Puisque τ´1ζ P psW r D1qpFq, il résulte du lemme 5.2 que τ´1N P psW X n rPEqpAq. Le même
lemme montre que l’application n ÞÑ N est un isomorphisme entre N rPEpAq{N rP pAq et n rP pAq.
Le fait que la mesure soit préservée découle du fait que cette application est polynomiale à
coefficients rationnels, ce qui démontre aussi le point 4).
Démontrons le point 5). Soit o1 P O tel que τκ´1ξ ppSW rDξq X oq Ď o
1. En vertu du lemme
5.2, o1 existe et est unique. En vertu du point 3) il suffit de montrer que ζ ` N P o1pAq pour
tout N P n rP pAq. Cela n’est pas difficile et est démontré dans le cas des groupes unitaires dans
[Zyd15b], proposition 2.5.
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5.3 Fonctions localisées
Pour toute place finie v de F (resp. w de E) soit Fv le complété de F à v (resp. Ew le complété
de E à w) et soit OFv (resp. OEw) l’anneau des entiers de Fv (resp. Ew). Soit SF l’ensemble des
toutes places de F et notons S8 et Sf les sous-ensembles de SF composés des places infinies et
finies respectivement.
Pour une F-variétéX lisse on note C8c pXpAqq :“ C
8
c pXpF8qqbCC
8
c pXpAf qq où C
8
c pXpF8qq
c’est l’espace de fonctions lisses à support compact sur la variété différentiable XpF8q et
C8c pXpAf qq c’est l’espace de fonctions localement constantes à support compact sur XpAf q.
Pour tout v P Sf (resp. v P S8) on note aussi dans ce contexte C8pXpFvqq l’espace de fonc-
tions localement constantes (resp. lisses) sur XpFvq et C8c pXpFvqq le sous-espace de C
8pXpFvqq
composé de fonctions à support compact.
Fixons un isomorphisme rGE – ResE{FpGLn`1q. On a alors que les variétés rGE, SW , sW , rgE
et rg sont définies sur l’anneau des entiers de F et on peut en particulier parler de ses OFv -points
pour tout v P Sf . Soit X l’une des ces variétés. Pour tout v P Sf on note 1XpOFv q P C
8
c pXpFvqq
la fonction caractéristique du compact XpOFv q. On dit que f P C
8
c pXpAqq est décomposable
si f s’écrit f8 bvPSf fv où f8 P C
8
c pXpF8qq et pour tout v P Sf on a fv P C
8
c pXpFvqq et
fv “ 1XpOFv q pour presque toute place v P Sf . On a alors que toute fonction f P C
8
c pXpAqq est
une somme finie des fonctions décomposables.
On note finalement supppfq le support d’une fonction f .
Lemme 5.4. Pour tout f P C8c pSW pAqq il existe un nombre fini des o P O tels que supppfq X
opAq ‰ ∅.
Démonstration. Par définition de l’application Q, définie par (5.1), l’ensembleď
oPO
QpopAqq
est contenu dans le réseau discret E2n`1 de pAbE Eq2n`1. En plus, pour tout o P O, l’ensemble
QpopAqq est composé d’un seul point et si o1 ‰ o on a Qpo1pAqq ‰ QpopAqq. Puisque l’image
Qpsupppfqq du support de la fonction f par Q est compact dans pAbE Eq2n`1, on obtient qu’il
existe un nombre fini des o P O tels que QpopAqq XQpsupppfqq ‰ ∅ d’où le résultat.
Définition 5.5. Soient o P O, ξ P E1 et f P C8c pSW pAqq. On dit que f est o-ξ-adaptée si elle
vérifie les conditions suivantes :
1) La fonction f est décomposable. On écrit alors f “ f8 bvPSf fv.
2) Pour tout o1 P O si o1pAq X supppfq ‰ ∅ alors o1 “ o.
3) oXDξ “ ∅.
4) Il existe un ensemble fini S Ď SF tel que
a) S Ě S8.
b) Pour tout v P SF r S on a fv “ 1SW pOFv q.
c) Soit o1 “ τκ´1ξ poq P O. Alors, pour tout v P SF r S et toute place w de E au dessus de v
on a que Po1pτq, Po1p´τq, Popξq, τ , et ξ appartiennent à O
˚
Ew
.
d) On a supppf8q Ď pSWrDξqpF8q et pour tout v P SrS8 on a supppfvq Ď pSWrDξqpFvq.
Lemme 5.6. Soit f P C8c pSW pAqq décomposable et o1, . . . , om P O tous les éléments de O qui
vérifient oipAq X supppfq ‰ ∅ donnés par le lemme 5.4. Pour tout i P t1, . . . ,mu il existe un
ξi P E
1 et une fonction fi P C
8
c pSW pAqq qui est oi-ξi-adaptée telle que pour tout s P pSW XoiqpAq
on a fpsq “ fipsq.
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Démonstration. Soit i P t1, . . . ,mu. Prenons un ξi P E1 tel que oiXDξi “ ∅. Écrivons f “ bvfv
et soit o1i “ τκ
´1
ξi
poiq. Soit S un sous-ensemble fini de SF qui vérifie les conditions suivantes :
• S Ě S8.
• Pour tout v P SF r S et toute place w de E au dessus de v on a Po1ipτq, Po1ip´τq, Poipξiq,
τ , ξi P O˚Ew .
• Pour tout v P SF r S on a fv “ 1SW pOFv q.
Pour tout v P S il est clair qu’il existe un φv P C8pSW pFvqq tel que supppφvq Ď pSW r pDξi YŤ
jPt1,...,murtiu ojqqpFvq et la restriction de φv à pSW XoiqpFvq égale 1. Prenons une telle fonction
φv pour tout v P S et posons fi :“ f ¨
ś
vPS φv. Alors, fi P C
8
c pSW pAqq et fi est oi-ξi-adaptée.
En plus, pour tout s P pSW X oiqpAq on a fipsq “ fpsq ce qu’il fallait démontrer.
5.4 Descente vers l’algèbre de Lie
Lemme 5.7. Soient o P O, ξ P E1 et f P C8c pSW pAqq une fonction o-ξ-adaptée. Il existe une
fonction décomposable Φ P C8c prgpAqq telle que
fpsq “ Φpτκ´1ξ psqq, @s P pSW X oqpAq.
Démonstration. On va construire Φ P C8c prgpAqq de type Φ8 bvPSf Φv. Soit S l’ensemble de
places de F associé à f comme dans le point 2) de la définition 5.5 et écrivons f “ f8bvPSf fv.
Pour tout v P SFrS on pose alors Φv “ 1rgpOFv q. Soit v P SrS8. On définit Φv de façon suivante.
Si X P prg rDτ qpFvq on pose ΦvpXq “ fvpκξpτ´1Xqq et si X P Dτ pFvq on pose ΦvpXq “ 0. En
utilisant le fait que supppfvq Ď pSW rDξqpFvq et le lemme 5.2 on voit que Φv P C8c prgpFvqq. De
même on définit Φ8pXq par f8pκξpτ´1Xqq si X P prgrDτ qpF8q et par 0 sinon. On trouve alors
que Φ8 P C8c prgpF8qq. On a donc bien que Φ :“ Φ8 bvPSf Φv P C8c prgpAqq.
Soit alors s “
ś
v sv P pSW X oqpAq. On a f8p
ś
vPS8
svq “ Φ8pτκ
´1
ξ p
ś
vPS8
svqq et fvpsvq “
Φvpτκ
´1
ξ psvqq pour v P SrS8 par construction. Supposons que v P SFrS. Soit o
1 “ τκ´1ξ poq. En
vertu du point 4) c) de la définition 5.5, l’application τκ´1ξ induit une bijection entre SW pOFv qX
opFvq et rgpOFv q X o1pFvq. On a donc sv P SW pOFv q si et seulement si τκ´1ξ psvq P rgpOFv q d’où
fvpsvq “ 1SW pOFv qpsvq “ Φpτκ
´1
ξ psvqq “ 1rgpOFv qpτκ´1ξ psvqq.
5.5 Le côté géométrique de la formule des traces pour les groupes linéaires
Soient f P C8c pSW pAqq, rP P FpMr0, Bq et o P O. Posons
k
f, rP,opxq “ ÿ
γPpM rPEXSWXoqpFq
ż
N rPE pAq{N rP pAq
fpx´1δnn¯´1δ
´1
xqdn, x PM rP pFqN rP pAqz rGpAq
où δ P M rP pEq est tel que δδ´1 “ γ. La définition ne dépend pas du choix de δ en vertu du
lemme 5.3 4). On définit aussi pour Φ P C8c prgpAqq la fonction
k
Φ, rP ,opxq “ ÿ
ξPpm rPXoqpFq
ż
n rP pAq
Φpx´1pξ `NqxqdN, x PM rP pFqN rP pAqz rGpAq.
Dans le paragraphe 2.1 de [Zyd15a] nous avons défini une relation d’équivalence sur rgpFq, notons
OrgpFq l’ensemble de classes d’équivalence pour cette relation. Il existe alors une bijection entre
OrgpFq et l’ensemble de classes o P O tels que oXrg ‰ ∅, la bijection étant : à o1 P OrgpFq on associe
l’unique o P O tel que poXrgqpFq “ o1. Avec la notation du paragraphe 2.2 de loc. cit, si o1 P OrgpFq
et o P O se correspondent de cette façon, pour tout rP P FpMr0, Bq et tout Φ P C8c prgpAq on a :
k
Φ, rP,o1 “ kΦ, rP,o.
On a alors le corollaire suivant du lemme 5.7.
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Corollaire 5.8. Soient o P O, ξ P E1 et f P C8c pSW pAqq une fonction o-ξ-adaptée. Notons
o1 “ τk´1ξ poq. Il existe alors une fonction décomposable Φ P C
8
c prgpAqq telle que supppΦq ĎrgpAqrDτ pAq et telle que pour tout rP P FpMr0, Bq et tout x P GpAq on a
k
f, rP ,opxq “ kΦ, rP,o1pxq.
Démonstration. On prend Φ donné par le lemme 5.7. Il résulte alors directement de ce lemme-
là et du point 4) du lemme 5.3 que k
f, rP,op1q “ kΦ, rP,o1p1q. En utilisant le fait que τk´1ξ est
G-équivariant, on obtient le résultat voulu.
Pour f P C8c pSW pAqq, T P ar0 et o P O posons
kTf,opxq “
ÿ
rPPFpMr0,Bq
p´1q
d
rGrP ÿ
δPP pFqzGpFq
τˆ rP pH rP pδxq ´ T rP qkf, rP ,opδxq, x P GpFqzGpAq.
Théorème 5.9. Soit f P C8c pSW pAqq.
1) Pour tout σ P R et tout T P T` ` a
`r0 on aÿ
oPO
ż
rGs
|kTf,opxq||det x|
σ
Adx ă 8.
2) Pour s P C, T P T` ` a
`r0 et o P O on pose
ITo ps, fq “
ż
rGs
kTf,opxq|det x|
s
Aηpdet xqdx.
Alors, la fonction T ÞÑ ITo ps, fq est un polynôme-exponentielle, dont le terme purement poly-
nômial est constant si s ‰ ´1, 1.
3) Si s P C r t´1, 1u on note Iops, ¨q le terme constant de la distribution I
T
o ps, ¨q. Alors, la
distribution Iops, ¨q ne dépend que du choix de la mesure de Haar sur GpAq et des choix
des mesures sur les points adéliques des parties unipotentes N rP et N rPE des F-sous-groupes
paraboliques de rG et rGE, le choix étant que les volumes N rP pFqzN rP pAq et N rPEpFqzN rPEpAq
soient 1.
4) Soit y P GpAq. On note f y P C8c pSW pAqq la fonction donnée par f
ypsq “ fpAdpyqsq. On a
alors
Iops, f
yq “ ηpdet yq|det y|sAIops, fq, @ s P Cr t´1, 1u, @ o P O.
Démonstration. Toute fonction f P C8c pSW pAqq est une somme finie des fonctions décompo-
sables, on peut alors supposer que f est décomposable. Soient o1, . . . , om P O tous les éléments
de O qui vérifient oipAqX supppfq ‰ ∅ donnés par le lemme 5.4. Pour tout i P t1, . . . ,mu soient
ξi P E
1 et fi P C8c pSW pAqq la fonction oi-ξi-adaptée associés à f par le lemme 5.6. Pour tout
i P t1, . . . ,mu et tout T P ar0 on a kTf,oi “ kTfi,oi etÿ
oPO
|kTf,o| “
mÿ
i“1
ÿ
oPO
|kTfi,o| “
mÿ
i“1
|kTfi,oi |.
En plus, pour tout y P GpAq et tout i P t1, . . . ,mu on a kTfy ,oi “ k
T
f
y
i ,oi
ce qui démontre qu’on
peut supposer que f est o-ξ-adaptée pour certains o P O et ξ P E1. Soit donc Φ P C8c pgpAqq une
fonction associée à f comme dans le lemme 5.7. En vertu de ce lemme-là et du corollaire 5.8, on
a pour tout y P GpAq et tout T P ar0 que kTfy ,o “ kTΦy ,o1 où o1 “ τκξpoq et ΦypXq “ ΦpAdpyqXq.
Le théorème découle alors des résultats suivants démontrés dans [Zyd15a]. Le point 1) découle
du théorème 2.6, le point 2) résulte de la proposition 3.7 et du théorème 3.8, le point 3) c’est la
conséquence du paragraphe 3.5 et finalement le point 4) suit du théorème 3.11.
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5.6 La formule des traces relative
Soit Φ P C8c ppGE ˆ rGEqpAqq Notons alors pour y P SW pAq :
fΦpyq :“
ż
GEpAq
ż
rGpAqΦpx, xyrhqdrhdx.
On définit alors dans ce cas pour s P C, o P O et T P T` ` a
`r0
ITo ps,Φq :“ I
T
o ps, fΦq
et si s ‰ ´1, 1 :
Iops,Φq :“ Iops, fΦq.
On utilise la notation de la section 3.
Théorème 5.10. [La formule des traces relative de Jacquet-Rallis, cas des groupes linéaires]
Pour tout Φ P C8c ppGE ˆ rGEqpAqq, tout T P T` ` a`r0 et tous s, s1 P C on aÿ
χPXGEˆ
rGE
ITχ ps, s
1,Φq “
ÿ
oPO
ITo ps` s
1,Φq. (5.3)
En plus, si s` s1 ‰ ´1, 1 on a ÿ
χPXGEˆ
rGE
Iχps, s
1,Φq “
ÿ
oPO
Iops` s
1,Φq. (5.4)
Démonstration. Pour rP P FpMr0, Bq soient kΦ, rP :“ řχPXGEˆ rGE kΦ, rP,χ et kfΦ, rP “ řoPO kfΦ, rP,o.
On vérifie alors facilement que pour tous h P GpAq et s, s1 P C on aż
rGEs
ż
r rGs
ÿ
δ1PP pEqzGpEq
δ3P rP pFqz rGpFq
k
Φ, rP pδ1x, δ1x, h, δ3rhq|det x|sA|deth|s1Aηph,rhqdrhdx “ kfΦ, rP phq|det h|s`s1A ηpdet hq.
(5.5)
Si l’on pose alors pour T P ar0, kTΦ :“ řχPXGEˆ rGE kTΦ,χ et kTfΦ :“ řoPO kTfΦ,o, on voit que l’égalité
(5.3) se traduit enż
rGEs
ż
rGs
ż
r rGs kTΦpx, x, h,rhq|det x|sA|det h|s1Aηph,rhqdrhdhdx “
ż
rGs
kTfΦ |det h|
s`s1
A ηpdet hqdh,
ce qui est vrai en vertu de l’égalité (5.5) et de la convergence absolue des intégrales en question,
donnée par les théorèmes 3.1 et 5.9 1).
La deuxième partie découle maintenant de la première et des théorèmes 3.8 et 5.9 2), car
égalité des polynômes-exponentielles implique égalité de leur termes constantes.
6 Formule des traces relative de Jacquet-Rallis pour les groupes
unitaires
Les résultats de cette section sont analogues aux résultats de la section 5 et pour la plupart des
résultats on envoie le lecteur à la section 5. Soit ru “ LieprUq. On regarde U , rU et ru comme des
sous-variétés de rgE.
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6.1 Préparations pour le côté géométrique
Soit P P FpM0q. On note m rP l’algèbre de Lie de M rP et n rP l’algèbre de Lie de N rP . On fixe une
mesure de Haar sur n rP pAq de façon que le volume du quotient n rP pFqzn rP pAq soit 1.
On a alors :
Lemme 6.1. Soient ξ P E1, P P FpM0q, γ P pprU XM rP qrDξqpFq et notons ζ “ κ´1ξ pγq. On a
donc :
1) ζ P pm rP rD1qpFq.
2) Pour tout n P N rP pAq on a γn P prU rDξqpAq.
3) Pour tout n P N rP pAq il existe un unique N P n rP pAq tel que
κ´1ξ pγnq “ ζ `N.
4) L’application n ÞÑ N décrite dans le point ci-dessus induit un homéomorphisme
N rP pAq Ñ n rP pAq
qui préserve les mesures de Haar. En particulier, pour tout φ P C8c prUpAqq on aż
N rP pAq
φpγnqdn “
ż
n rP pAq
φpκξpζ `NqqdN.
5) Soit o P O tel que γ P prU XM rP X oqpFq. Alors, pour tout n P N rP pAq on a γn P prU X oqpAq.
Démonstration. Pour le premier point, pour X P rgEpAq soit X˚ l’endomorphisme adjoint par
rapport à la forme hermitienne Φ˜ définissante rU . Il suffit de monter que ζ P rupFq, autrement dit
que ζ ` ζ˚ “ 0. On a alors :
ζ ` ζ˚ “ ´pξ ` γqpξ ´ γq´1 ´ pξ˚ ` γ˚qpξ˚ ´ γ˚q´1.
En utilisant le fait que ξ˚ “ ξ´1 et γ˚ “ γ´1 on obtient le résultat voulu. Le deuxième point est
clair. La preuve des points 3), 4) et 5) est analogue à celle du lemme 5.3.
Dans le paragraphe 5.3 nous avons fixé l’isomorphisme rGE – ResE{FGLn`1. On regarde alorsrU comme une sous-F-variété de ResE{FGLn`1. La variété rU est alors défini sur une localisation
de l’anneau des entiers de F et notons SrU le sous-ensemble fini des places finies de F tel que
pour tout v P Sf r SrU l’anneau OFv contient cette localisation. Pour tout v P Sf r SrU on peut
alors parler des OFv -points de rU et de ru.
Lemme 6.2 (cf. lemme 5.4). Pour tout f P C8c prUpAqq il existe un nombre fini des o P O tels
que supppfq X opAq ‰ ∅.
Définition 6.3. Soient o P O, ξ P E1 et f P C8c prUpAqq. On dit que f est o-ξ-adaptée si elle
vérifie les conditions suivantes :
1) La fonction f est décomposable. On écrit alors f “ f8 bvPSf fv.
2) Pour tout o1 P O si o1pAq X supppfq ‰ ∅ alors o1 “ o.
3) oXDξ “ ∅.
4) Il existe un ensemble finie des places S tel que
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• S Ě S8 Y SrU .
• Soit o1 P O tel que κ´1ξ poq “ o
1 donné par le lemme 5.1. Alors, pour tout v P SF r S et
toute place w de E au dessus de v on a que Po1p1q, Po1p´1q, Popξq et ξ appartiennent à
O˚
Ew
.
• Pour tout v P SF r S on a fv “ 1 rUpOFv q.
• On a supppf8q Ď prU rDξqpF8q et pour tout v P SrS8 on a supppfvq Ď prUrDξqpFvq.
Lemme 6.4 (cf. lemme 5.6). Soit f P C8c prUpAqq décomposable et o1, . . . , om P O tous les
éléments de O qui vérifient oipAq X supppfq ‰ ∅ donnés par le lemme 6.2. Pour tout i P
t1, . . . ,mu il existe un ξi P E
1 et une fonction fi P C
8
c prUpAqq qui est oi-ξi-adaptée telle que pour
tout x P prU X oiqpAq on a fpxq “ fipxq.
Lemme 6.5 (cf. lemme 5.7). Soient o P O, ξ P E1 et f P C8c ppAqq une fonction o-ξ-adaptée. Il
existe une fonction décomposable Φ P C8c prupAqq telle que
fpxq “ Φpκ´1ξ pxqq, @x P p
rU X oqpAq.
6.2 Le côté géométrique de la formule des traces pour les groupes unitaires
Soient f P C8c prUpAqq, P P FpP0q et o P O. Posons
kf,P,opxq “
ÿ
γPpM rPXoqpFq
ż
N rP pAq
fpx´1γnxqdn, x PM rP pFqN rP pAqzrUpAq.
On définit aussi pour Φ P C8c prupAqq la fonction
kΦ,P,opxq “
ÿ
ξPpm rPXoqpFq
ż
n rP pAq
Φpx´1pξ `NqxqdN, x PM rP pFqN rP pAqzrUpAq.
Dans le paragraphe 2.3 de [Zyd15b] nous avons défini une relation d’équivalence sur rupFq. Notons
O1ru l’ensemble de classes d’équivalence pour cette relation. Notons aussi Oru l’ensemble de o P O
tels que o X ru ‰ ∅. On a alors une application surjective naturelle p : O1ru Ñ Oru qui à o1 P O1ru
associe o P Oru tel que o1 Ď opFq. On a alors, avec la notation du début de la section 3 de
[Zyd15b], que pour tout P P FpP0q, tout Φ P C8c prupAqq et tout o P Oru :
kΦ,P,o “
ÿ
o1Pp´1poq
kΦ,P,o1 .
Pour f P C8c prUpAqq, T P a0 et o P O posons
kTf,opxq “
ÿ
PĎP0
p´1qdP
ÿ
δPP pFqzUpFq
τˆP pHP pδxq ´ TP qkf,P,opδxq, x P UpFqzUpAq.
Théorème 6.6. Soit f P C8c prUpAqq.
1) Pour tout T P T` ` a
`
0
on a ÿ
oPO
ż
rU s
|kTf,opxq|dx ă 8.
2) Pour T P T` ` a
`
0
et o P O on pose
JTo pfq “
ż
rU s
kTf,opxqdx.
Alors, la fonction T ÞÑ JTo pfq est un polynôme-exponentielle, dont le terme purement poly-
nômial est constant.
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3) On note Jop¨q le terme constant de la distribution J
T
o p¨q. Alors, la distribution Jop¨q ne dépend
que du choix de la mesure de Haar sur UpAq et des choix des mesures sur les points adéliques
des parties unipotentes N rP des F-sous-groupes paraboliques de rU , le choix étant que le volume
N rP pFqzN rP pAq soit 1.
4) Soit y P UpAq. On note f y P C8c p
rU pAqq la fonction donnée par f ypxq “ fpAdpyqxq. On a
alors
Jopf
yq “ Jopfq, @ o P O.
Démonstration. Tout comme le théorème 5.9, les lemmes préparatoires 6.1, 6.2 et 6.5 ramènent
la preuve aux cas des algèbres de Lie qui est traité en détail dans [Zyd15b].
6.3 La formule des traces relative
Soit Φ P C8c ppU ˆ rUqpAqq. Notons alors pour x P rUpAq
fΦpxq :“
ż
UpAq
Φpy, xyqdy.
On voit que fΦ P C8c prU pAqq. On définit alors dans ce cas pour o P O et T P T` ` a`0
JTo pΦq :“ J
T
o pfΦq,
et
JopΦq :“ JopfΦq.
On utilise la notation de la section 4.
Théorème 6.7 (La formule des traces relative de Jacquet-Rallis, cas des groupes unitaires).
Pour tout Φ P C8c ppU ˆ
rUqpAqq et tout T P T` ` a`0 on aÿ
χPXUˆ rU
JTχ pΦq “
ÿ
oPO
JTo pΦq
et ÿ
χPXUˆ rU
JχpΦq “
ÿ
oPO
JopΦq.
Démonstration. La preuve du théorème est analogue à la preuve de son homologue, le théorème
5.10 du paragraphe 5.6.
A Un lemme
Soit G un F-groupe réductif comme dans le paragraphe 1.1. Fixons P0 P FpM0q et notons FpP0q
l’ensemble des sous-F-groupes paraboliques de G contenant P0.
Lemme A.1. Soit P P FpP0q et soit ̟ P p∆0 r p∆P . Alors
a) Pour tout α_ P ∆_P on a ̟pα
_q ě 0.
b) Pour tout ̟_ P pp∆P
0
q_ on a ̟p̟_q ě 0.
c) Soit ̟_ P p∆_
0
un élément correspondant à ̟ et soit ̟_ P pp∆P
0
q_ sa projection sur aP
0
. Alors
̟p̟_q ą 0.
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Démonstration. Le lemme 1.7.1 de [LW09] montre que τˆ0 ě τP0 τˆP . Il est facile de voir que cela
entraîne les points a) et b). En ce qui concerne le point c), on a la forme de Killing x¨, ¨y sur aG
0
qui est bilinéaire, symétrique, non-dégénérée et euclidienne. Elle identifie alors paG
0
q˚ avec aG
0
.
Par cette identification ̟ correspond à un multiple positif de ̟_. En plus, les espaces aP0 et a
G
P
sont orthogonaux pour la forme x¨, ¨y ce qui démontre le dernier point.
Soient s P ΩG et ̟ P p∆0. On note ̟s “ ̟´s̟ et asα,̟ les réels tels que ̟s “ řαP∆0 asα,̟α.
On note quelques propriétés standards utiles dans la suite
P1) Pour tout α P ∆0 on a asα,̟ ě 0 et si γ P ∆0 est la racine correspondant à ̟ on a a
s
γ,̟ ą 0
si et seulement si ̟s ‰ 0.
P2) Soient P,Q P FpP0q tels que P Ď Q. Si s P ΩQ on a asα,̟ “ 0 pour tout α P ∆0r∆
Q
0
. Dans
ce cas, pour tout H P aP on a ̟spHq “
ř
αP∆Q
P
aααpHq où aα ě 0 pour tout α P ∆
Q
P .
Lemme A.2. Soient P,Q,P 1, Q1 P FpP0q, M,M
1 ě 0, H,X P aGP , H
1,X 1 P aGP 1 et s, s
1 P ΩQXQ
1
tels que P Y P 1 Ď QXQ1, τQP pH ´Xq “ 1, τ
Q1
P 1 pH
1 ´X 1q “ 1 et
̟pHq ´ s1̟pH 1q ďM, @ ̟ P p∆P , (A.1)
̟pH 1q ´ s̟pHq ďM 1, @ ̟ P p∆P 1. (A.2)
Alors, il existe une constante C ą 0 indépendante des H,H 1,X,X 1,M,M 1 telle que
αpHq ´ αpH 1q ď CpM `M 1 ` }X} ` }X 1}q, @ α P ∆Q
0
r∆P0 , (A.3)
αpH 1q ´ αpHq ď CpM `M 1 ` }X} ` }X 1}q, @ α P ∆Q
1
0
r∆P
1
0 .
Démonstration. Puisque l’énoncé est symétrique il suffit de montrer les inégalités (A.3). Soit
γ P ∆Q
0
r ∆P0 et soit ̟ P ∆
Q
0
r ∆P0 le poids lui correspondant. Écrivons ̟ dans la base
pp∆P 1 r t̟uq Y∆P 10 Y tγu de paG0 q˚ :
̟ “
ÿ
̟Pp∆P 1rt̟u
c̟̟ `
ÿ
αP∆P
1
0
Ytγu
cαα.
En vertu du lemme A.1 on a c̟, cα ě 0 et cγ ą 0. Notons ̟0 “
ř
αP∆P
1
0
Ytγu
cαα.
Pour tout ̟ P p∆P 1 r t̟u on multiplie l’équation (A.2) par c̟ et ensuite on ajoute toutes
ces équations à l’équation (A.1) avec ̟ “ ̟. On retrouve alors :
̟0pHq `
ÿ
̟Pp∆P 1rt̟u
c̟̟
spHq `̟s
1
pH 1q ´̟0pH
1q ďM 1 ` CM (A.4)
où C “
ř
̟Pp∆P 1rt̟u c̟.
Soit ̟ P p∆P 1 r t̟u. Puisque Q Ě QXQ1 on a ̟spHq “ řαP∆Q
P
asα,̟αpHq par la propriété
P2) ci-dessus. On a αpHq ě αpXq pour tout α P ∆QP par hypothèse τ
Q
P pH ´Xq “ 1. Grâce à la
propriété P1) on a asα,̟ ě 0 pour tout α P ∆
Q
P . On voit donc qu’il existe une constante c
1
̟ ą 0
telle que ´c̟̟spHq ď c1̟}X}. Par le même raisonnement, il existe une constante c0 ą 0 telle
que ´̟s
1
pH 1q ď c0}X
1}. On a démontré alors que l’inégalité (A.4) ci-dessus, entraîne
̟0pHq ´̟0pH
1q ď C0pM
1 `M ` }X} ` }X 1}q (A.5)
pour une constante C0 ą 0.
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La condition P YP 1 Ď QXQ1 est équivalente à ∆P0 Y∆
P 1
0 Ď ∆
Q
0
X∆Q
1
0
ce qui démontre que
∆P
1
0 Ď ∆
Q
0
. En utilisant l’hypothèse τQP pH ´Xq “ 1 de nouveau et le fait que αpHq “ 0 pour
tout α P ∆P0 , on trouve
̟0pHq “
ÿ
αPp∆P
1
0
YtγuqXp∆Q
0
r∆P
0
q
cααpHq ě cγγpHq `
ÿ
αPp∆P
1
0
Xp∆Q
0
r∆P
0
qqrtγu
cααpXq ě cγγpHq ´ C
1
0}X}
pour une constante C 10 ą 0. En utilisant ceci, l’inégalité (A.5) et les faits que ̟0pH
1q “ cγγpH
1q
et cγ ą 0 on conclut la preuve.
Corollaire A.3. Soient P,Q,Q1 P FpP0q, P
1 P FpM0q, M,M
1 ě 0, H,X P aGP , H
1,X 1 P aGP 1 et
s, s1 P ΩQXQ
1
tels que P Y P 1 Ď QXQ1, τQP pH ´Xq “ 1, τ
Q1
P 1 pH
1 ´X 1q “ 1 et
̟pHq ´ s1̟pH 1q ďM, @ ̟ P p∆P , (A.6)
̟pH 1q ´ s̟pHq ďM 1, @ ̟ P p∆P 1. (A.7)
Alors, il existe une constante C ą 0 indépendante des H,H 1,X,X 1,M,M 1 telle que si l’on note
P1 le plus petit sous-groupe parabolique contenant P et P
1 et s0 P Ω
P1 tel que s´1
0
P 1 P FpP0q on
a
αpHq ´ αps´1
0
H 1q ď CpM `M 1 ` }X} ` }X 1}q, @ α P ∆Q
0
r∆P0 ,
αpH 1q ´ αps0Hq ď CpM `M
1 ` }X} ` }X 1}q, @ α P ∆Q
1
s0P0
r∆P
1
s0P0
.
Démonstration. Soit s0 comme dans l’énoncé. Notons P 2 “ s
´1
0
P 1. On a alors, que les inégalités
(A.6) et (A.7) s’écrivent comme
̟pHq ´ s´1
0
s1̟ps´1
0
H 1q ďM, @ ̟ P p∆P ,
̟ps´1
0
H 1q ´ ss0̟pHq ďM
1, @ ̟ P p∆P 2.
Remarquons que s0Q1 “ Q1. On a donc bien P YP 2 Ď QXQ1 et s
´1
0
s1, ss0 P Ω
QXQ1. En plus on
a τQ
1
P 2ps
´1
0
H 1 ´ s´1
0
X 1q “ 1. En appliquant alors le lemme A.2 on trouve le résultat voulu.
Pour s P Ω on pose p∆s “ t̟ P p∆0|̟s “ 0u.
Lemme A.4. Soient P1, P3, P4, P5, P6 P FpP0q, P2 P FpM0q, M1,M2,M3,M4 ě 0 H1,X1 P a
G
1 ,
H2,X2 P a
G
2 , H3,X3 P a
G
3 , s1, s2, s
1
1, s
1
2 P Ω
P4XP5XP6. Soit Q1 le plus petit sous-groupe parabolique
contenant P1 Y P2 Y P3. Supposons qu’on a Q1 Ď P4 X P5 X P6 “: Q2 et quep∆Q2 “ p∆Q1 X p∆s1 X p∆s2 “ p∆Q1 X p∆s1
1
X p∆s1
2
, (A.8)
s11p
p∆2 r p∆0q X p∆0 “ ∅ (A.9)
σ41pH1 ´X1q “ σ
5
2pH2 ´X2q “ σ
6
3pH3 ´X3q “ 1,
̟pH1q ´ s1̟pH2q ďM1, @ ̟ P p∆1, (A.10)
̟pH2q ´ s
1
1̟pH1q ďM2, @ ̟ P p∆2, (A.11)
̟pH1q ´ s
1
2̟pH3q ďM3, @ ̟ P p∆1, (A.12)
̟pH3q ´ s2̟pH1q ďM4, @ ̟ P p∆3. (A.13)
Alors, il existe une constante C ą 0 indépendante des éléments H1, H2, H3, X1, X2, X3, M1,
M2, M3, M4 telle que
}H1}, }H2}, }H3} ď CpM1 `M2 `M3 `M4 ` }X1} ` }X2} ` }X3}q. (A.14)
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Démonstration. Dans la preuve on ne prendra pas garde de constantes qui apparaissent. Il est
clair que pour obtenir une constante C uniforme il suffit de prendre le maximum de toutes les
constantes en question.
Remarquons que si l’on démontre
αpH1q ď CpM1 `M2 `M3 `M4 ` }X1} ` }X2} ` }X3}q (A.15)
pour tout α P ∆41 on a aussi l’inégalité (A.14) pour H1. En effet, par définition de σ
4
1 (voir (1.18)
dans le paragraphe 1.8) on a αpH1q ě αpX1q pour tout α P ∆41. Puisque ∆
4
1 est une base de a
4
1
on a que la projection de H à a41 vérifie (A.14) et on obtient le résultat pour H1 en invoquant le
lemme 1.7 ii).
Supposons maintenant qu’on a démontré l’inégalité dans la proposition pour H1 seulement.
On veut en déduire la même inégalité pour H2. En remarquant qu’on a l’inégalité des fonctions
caractéristiques τQP ě σ
Q
P , on applique le corollaire A.3 avec P “ P1, Q “ P4, P
1 “ P2 et Q1 “ P5
avec les inégalités (A.10) et (A.11) ci-dessus et on obtient une constante C 1 ą 0 telle que
αpH2q ď C
1pM1 `M2 ` }X1} ` }X2} ` }H1}q
pour tout α P ∆52. D’après ce qu’on a dit ci-dessus cela implique l’inégalité (A.14) pour H2 si
H1 la vérifie. De même façon, en passant directement par le lemme A.2, on montre que si H1
vérifie (A.14) alors H3 la vérifie aussi.
Fixons un γ P ∆4
0
r ∆1
0
. Il suffit donc de montrer que γpH1q vérifie l’inégalité (A.15). Soit
s0 P Ω
Q1 tel que s´1
0
P2 P FpP0q. Posons
S1“pp∆1rp∆4qXp∆6, S2“pp∆1rp∆4qXpp∆0rp∆3q, S3“pp∆1rp∆4qXp∆5, S4“pp∆1rp∆4qXpp∆0rp∆s´1
0
P2
q,
S5“pp∆1rp∆4qXpp∆3rp∆6qXpp∆Q1rp∆5q, S6“pp∆1rp∆4qXpp∆3rp∆6qXpp∆s´1
0
P2
rp∆Q1q.
On a donc pp∆1 r p∆4q “ Ť6i“1 Si. En utilisant le corollaire A.3 avec P “ P1, Q “ P4, P 1 “ P2
et Q1 “ P5 avec les inégalités (A.10) et (A.11) ainsi que le lemme A.2 avec P “ P1, Q “ P4,
P 1 “ P3 et Q1 “ P6 avec les inégalités (A.12) et (A.13) on trouve une constante C 1 ą 0 telle que
γpH1q ď γps
´1
0
H2q ` C
1pM1 `M2 ` }X1} ` }X2}q, (A.16)
γpH1q ď γpH3q ` C
1pM3 `M4 ` }X1} ` }X3}q. (A.17)
Soit ̟ P p∆1 r p∆4 le poids correspondant à γ P ∆40 r∆10 qu’on a choisi. Alors
• Si ̟ P S1, on a γ P ∆0 r∆60 et donc γpH3q ď γpX3q ď C
2}X3} par définition de σ63 et le
résultat suit de l’inégalité (A.17).
• Si ̟ P S2 on a γ P ∆30 et donc γpH3q “ 0 et le résultat suit aussi de (A.17).
• Si ̟ P S3 on a γps
´1
0
H2q “ s0γpH2q et s0γ P ∆s0P0 r ∆
s0P5
s0P0
. Mais s0P5 “ P5 car
s0 P Ω
Q1 Ď ΩP5 . Le résultat suit donc de l’inégalité (A.16) et de la définition de la fonction
σ52 .
• Si ̟ P S4 on a s0γ P ∆
P2
s0P0
donc γps´1
0
H2q “ 0 et le résultat suit de (A.16) de nouveau.
• Supposons que ̟ P S5. On a alors γ P p∆40 X ∆
5
0
X ∆6
0
q r p∆1
0
Y ∆Q1
0
Y ∆3
0
q. En plus,
̟ R p∆4 Y p∆5 Y p∆6 “ p∆Q2 et ̟ P p∆Q1 . En vertu de la condition (A.8) on a donc que soit
̟ R p∆s1
1
soit ̟ R p∆s1
2
.
– Supposons ̟ R p∆s1
2
. Ajoutons les inégalités (A.12) et (A.13) avec ̟ “ ̟, ce qu’on
peut faire car ̟ P pp∆1 r p∆4q X pp∆3 r p∆6q Ď p∆1 X p∆3. On obtient donc :
̟s2pH1q `̟
s1
2pH3q ďM3 `M4.
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D’après les propriétés P1) et P2) ci-dessus, on a ̟s2pH1q “
ř
αP∆4
0
r∆1
0
aααpH1q et
̟s
1
2pH3q “
ř
αP∆6
0
r∆3
0
a1ααpH3q où aα, a
1
α ě 0 et a
1
γ ą 0. En utilisant la définition
des fonctions σ4
1
et σ6
3
, pour tout α P ∆4
0
r ∆1
0
on a αpH1q ě αpX1q et pour tout
α P ∆6
0
r∆3
0
on a αpH3q ě αpX3q. On trouve donc une constante C 1 ą 0 telle que
a1γγpH3q ´̟
s1
2pH3q ď C
1}X3} et ´̟s2pH1q ď C 1}X1}. D’où
γpH3q ď
1
a1γ
pC 1}X1} ` C
1}X3} `M3 `M4q.
En utilisant alors l’inégalité (A.17) on obtient le résultat voulu.
– Supposons ̟ R p∆s1
1
. On a alors ̟ P S5 Ď p∆Q1 et s0 P ΩQ1 donc s0̟ “ ̟. Donc
̟ P p∆1X p∆2. On ajoute alors les inégalités (A.10) et (A.11) avec ̟ “ ̟ ce qui donne
̟s
1
1pH1q `̟
s1pH2q ďM1 `M2.
Puisque s1 P ΩQ1 Ď ΩP5 , on a ̟s1pH2q “
ř
αP∆5
2
aααpH2q où aα ě 0 en vertu de la
propriété P2) ci-dessus. En utilisant donc la définition de la fonction σ5
2
on trouve
une constante C 1 ą 0 telle que ´̟s1pH2q ď C 1}X2}. Donc, puisque ̟s
1
1 ‰ 0, on a
̟s
1
1pH1q “
ř
αP∆4
0
r∆1
0
aααpH1q où aα ě 0 pour tout α P ∆40 r ∆
1
0 et aγ ą 0. Par
définition de la fonction σ41 on obtient alors :
γpH1q ď c
2pC2}X1} ` C
1}X2} `M1 `M2q.
pour certaines constantes c2, C2 ą 0.
• Supposons que ̟ P S6. On a s0̟ P p∆2. Ajoutons donc l’inégalité (A.10) avec ̟ “ ̟ et
(A.11) avec ̟ “ s0̟. On trouve :
̟s
1
1
s0pH1q ` ps0̟q
s1s
´1
0 pH2q ďM1 `M2.
On a p∆Q1 “ p∆1 X p∆3 X p∆s´1
0
P2
X p∆s0 . Puisque ̟ R p∆Q1 et ̟ P p∆1 X p∆3 X p∆s´1
0
P2
, on
a bien s0̟ ‰ ̟. Puisque différents éléments de p∆0 ne sont pas conjugués sous ΩG on
obtient s0̟ P p∆2 r p∆0. En vertu de la condition (A.9) on alors ̟s11s0 ‰ 0 et on conclut
en raisonnant de même façon que dans le deuxième sous-point du point précédent.
Corollaire A.5. Soient P1, P2, P3, P4 P FpP0q, M1,M2 ě 0 H1,X1 P a
G
1 , H2,X2 P a
G
2 , s, s
1 P
ΩP3XP4. Soit Q1 le plus petit sous-groupe parabolique contenant P1 Y P2. Supposons qu’on a
Q1 Ď P3 X P4 “: Q2 et que p∆Q2 “ p∆Q1 X p∆s X p∆s1 (A.18)
σ31pH1 ´X1q “ σ
4
2pH2 ´X2q “ 1,
̟pH1q ´ s̟pH2q ďM1, @ ̟ P p∆1, (A.19)
̟pH2q ´ s
1̟pH1q ďM2, @ ̟ P p∆2, , (A.20)
Alors, il existe une constante C ą 0 indépendante des éléments H1, H2, X1, X2, M1, M2 telle
que
}H1}, }H2} ď CpM1 `M2}X1} ` }X2}}q. (A.21)
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Démonstration. Il s’agit de se ramener au lemme A.4 ci-dessus. On l’utilise alors avec les données
suivantes. Pour les groupes P1, P2, P3, P4, P5 et P6 du lemme on prend P1, P2, P2, P3, P4 et
P4 dans cet ordre. Pour les éléments H1, H2 et H3 on prend H1, H2 et H2 respectivement. Pour
X1, X2 et X3 on prend X1, X2 et X2 respectivement. Pour les éléments du groupe de Weyl on
prend s1 “ s, s11 “ s
1, s2 “ s1 et s12 “ s. Il est clair que la condition (A.18) ci-dessus donne la
condition (A.8) du lemme. Les inégalités du lemme A.4 correspondent aux inégalités suivantes :
(A.10)Ø (A.19), (A.11)Ø (A.20), (A.12)Ø (A.19), (A.13)Ø (A.20).
Les inégalités déterminent les constantes M1, M2, M3 et M4. Finalement, la condition (A.9) est
trivialement vérifiée car P2 P FpP0q.
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