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Abstract—Semantic segmentation, which aims to acquire a de-
tailed understanding of images, is an essential issue in computer
vision. However, in practical scenarios, new categories that are
different from the categories in training usually appear. Since it
is impractical to collect labeled data for all categories, how to
conduct zero-shot learning in semantic segmentation establishes
an important problem. Although the attribute embedding of
categories can promote effective knowledge transfer across dif-
ferent categories, the prediction of segmentation network reveals
obvious bias to seen categories. In this paper, we propose an easy-
to-implement transductive approach to alleviate the prediction
bias in zero-shot semantic segmentation. Our method assumes
that both the source images with full pixel-level labels and
unlabeled target images are available during training. To be
specific, the source images are used to learn the relationship
between visual images and semantic embeddings, while the target
images are used to alleviate the prediction bias towards seen
categories. We conduct comprehensive experiments on diverse
split s of the PASCAL dataset. The experimental results clearly
demonstrate the effectiveness of our method.
Index Terms—Semantic segmentation, Transductive, Zero-shot
learning
I. INTRODUCTION
W ITH the rapid development of deep learning, semanticsegmentation has achieved great advances over the
recent years. To train a good semantic segmentation model,
we need a large amount of images with full pixel-level labels.
However, it is impractical to collect labeled data for all
categories [1], [2], [3]. In practical scenarios, new categories
that are different from the categories in training usually appear.
In this case, semantic segmentation neural networks struggle
to make correct predictions for them.
Zero-Shot Learning (ZSL) is mainly studied in the context
of image recognition. It aims to recognize unseen (target)
categories by transferring knowledge from seen (source) cat-
egories [4], [5], [6]. For zero-shot semantic segmentation, the
previous methods propose to incorporate semantic embeddings
of categories to semantic segmentation neural networks [7].
However, as shown in Fig. 1, the existing zero-shot semantic
segmentation approaches reveal strong bias towards seen cat-
egories in Generalized ZSL(GZSL) [8]. Since the relationship
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(a) (b) (c)
Fig. 1: (a) The original image that contains bicycle and motorcycle. The
motorcycle class is included in the training data and bicycle is unseen
during training. (b) The incorrect semantic segmentation results caused by
the problem of prediction bias. (c) The pixel-level ground truth.
between visual images and semantic embeddings is entirely
captured over the source data, the visual instances will show
obvious bias to source categories. Hence, the semantic seg-
mentation model tends to map the pixels of unseen images
to the semantic embeddings of source categories and obtains
poor generalization performance [9]. In this paper, we propose
an easy-to-implement transductive approach to alleviate the
prediction bias in zero-shot semantic segmentation [10]. Our
method assumes that both the source images with full pixel-
level labels and unlabeled target images are available during
training. It should be noted that our method is also useful
for the conventional ZSL setting since it can regularize the
segmentation model to make more reasonable predictions for
target images, which produces gradients to make the semantic
segmentation neural network better fit them [11].
Overall, the main contribution of this work is three-fold:
• We propose to introduce unlabeled target images in zero-
shot semantic segmentation to alleviate the prediction bias
towards source categories. To the best of our knowledge,
this is the first work to conduct transductive learning in
zero-shot semantic segmentation.
• We propose to alleviate the prediction bias through ex-
plicitly projecting the pixels of target images to other
points in the semantic embedding space. Our proposed
method is both effective and easy-to-implement.
• We conduct comprehensive experiments on diverse splits
of the PASCAL dataset. The experimental results clearly
demonstrate the effectiveness of our method.
II. PROBLEM STATEMENT & MOTIVATION
Denote by xs ∈ RH×W×3 the source images and xt ∈
RH×W×3 the target images, where H and W are the height
and width, respectively. In zero-shot semantic segmentation,
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2Fig. 2: The overall architecture of our proposed method.
the source and target images have pixel-level labels of different
categories, with ys ∈ YH×Wt , yt ∈ YH×Wt and Ys
⋂Yt = ø.
Like in zero-shot image recognition, the semantic embeddings
of categories denoted by φ(y) ∈ Rd, where y ∈ Ys
⋃Yt,
provides the effective information to bridge the source and
target domains by projecting the visual pixels into the shared
semantic space. This work proposes to introduce unlabeled
target images in zero-shot semantic segmentation to alleviate
the prediction bias towards seen categories. To be specific, we
assume that both labeled source images Ds = {(xs,ys)}s∈S
and unlabeled target images Dt = {(xt)}t∈T are available for
training, with the goal of obtaining good pixel-level prediction
for target images in the conventional setting or for both source
and target images in the generalized setting.
A crucial point lies in how to leverage the unlabeled target
images in zero-shot semantic segmentation. For this, a natural
idea is to perform self-training on the unlabeled target images.
However, we argue that directly conducting self-training is
not suitable in zero-shot learning. The performance of self-
training heavily depends on the initial weights. As indicated
above, since the segmentation network has obvious prediction
bias on target images, self-training will produce poor pseudo
labels for them and cause the problem of negative transfer. To
tackle this issue, our method proposes to project the pixels of
target images to the region specified by all target categories in
the semantic embedding space, instead of one single point
specified by the pseudo label. Our method can effectively
alleviate the prediction bias towards seen categories, but not
incur the risk of negative transfer.
III. APPROACH
The overall architecture of our model is shown in Figure 2.
The source images are used to learn the relationship between
visual images and semantic embeddings, while the target
images are used to alleviate the prediction bias towards seen
categories.
A. Build visual-semantic relation
To construct the relationship between visual images and
semantic information, our method uses a FCN backbone to
project the pixel of input images into the semantic space
shared by both source and target classes: F (x) ∈ RH×W×d.
The inner product between the visual feature of each pixel
(i, j) and the semantic embedding of each category can reveal
the relation score: F (x)Tijφ(y). To learn the network that can
capture the visual-semantic relations, we normalize the relation
score by a softmax operation:
p(yˆij = y|xij) =
F (x)Tijφ(y)∑
y∈Ys
⋃Yt F (x)Tijφ(y) ,
and train the network with the standard cross-entropy loss:
Lr =
∑
s∈S
Lseg(ys, yˆs),
where Lseg is the pixel-wise cross-entropy loss. Since the
target domain does not have labels, Lseg is trained with only
the source images.
B. Alleviate prediction bias
To alleviate the problem of projection bias towards source
classes, our method proposes to project the pixel of target
images to the region specified by target classes in the semantic
embedding space, which can be implemented by encouraging
the pixel of target images to have large probabilities of
belonging to any target class:
Lb = −
∑
t∈T
H∑
i=1
W∑
j=1
ln
∑
k∈Yt
p(yˆij = k|xt),
where p(yˆij = k|xt) represents the probability that the pixel
(i, j) of the target image xt belongs to class k. Compared with
self-training, our method does not rely on producing pseudo
3labels to rectify the prediction bias and hence can avoid the
negative transfer caused by incorrect pseudo labels. It should
be noted that our method is also useful for the conventional
ZSL setting since it can regularize the segmentation model
to make more reasonable predictions for target images, which
produces gradients to make the semantic segmentation neural
network better fit them.
C. Model overview
To sum up, with the above sub-objectives, our final objective
function is formulated as follows:
minLr + λLb,
where λ is the hyper-parameter that balances the importance
of the bias rectification loss Lb.
Lb encourages the network to better fit the target images
by explicitly rectifying the prediction bias towards source
classes. With better network weights to map the pixel of target
images into the semantic space, self-training has the potential
to produce better pseudo labels. Hence, after training the
segmentation network with Lb, we can progressively conduct
self-training over the target images.
IV. EXPERIMENTS
Following [7], we use the concatenation of two different
word vectors, i.e. word2vec trained on Google News [12]
and fastText trained on Common Crawl [12], to construct
the semantic space shared by source and target classes. We
adopt the DeepLabv2 with VGG-16 backbone[13], which is
pre-trained on ImageNet, to project the pixel of images into
the semantic space. Our model is trained by the SGD optimizer
with learning rate of 10−4 and momentum of 0.9. The mini-
batch size is set to 10. In the experiments, we train our
model with Lr + λLb for 20 epochs and then conduct self-
training over target images for 3 epochs with the confidence
threshold set to 0.6. The learning rate decreases according to
the polynomial decay policy with power of 0.9. The hyper-
parameter λ is set to 0.6.
A. Dataset
In this work, the PASCAL-VOC dataset is used as the
benchmark [14]. PASCAL-VOC consists of 12,031 images
with pixel-level labels from 20 categories. Specifically, 5
classes are selected as the unseen classes, while the remaining
15 classes are used as the seen classes. For each split, the
the unseen classes are shown in Table I. Following [15], we
evaluate the performance of our method on the validation set
of PASCAL-VOC.
B. Baseline
We compare the performance of the proposed method with
the following baselines:
• One-shot baselines include One-shot Learning for Se-
mantic Segmentation (OSLSM) from [15], and condi-
tional Fully Convolutional Networks (co-FCN) from [18].
TABLE I: The unseen classes in each data split of PASCAL-
VOC.
Dataset Unseen classes
PASCAL− 50 aeroplane, bicycle, bird, boat, bottle
PASCAL− 51 bus, car, cat, chair, cow
PASCAL− 52 diningtable, dog, horse, motorbike, person
PASCAL− 53 potted plant, sheep, sofa, train, tv/monitor
• Few-shot baselines include Foreground-Background
(FG-BG) from [19], and Multi-scale Discriminative
Location-aware network (MDL) [20].
• Inductive baselines include Semantic Projecting Net-
work (SPNet) from [7] and Variational Mapping (VM)
from [21].
• Transductive baselines include Self-Training (ST) from
[16] and Class-Balanced Self-Training (CBST) from [17].
Note that all the baselines use VGG-16 as the backbone
network.
C. Performance comparison
Generalized ZSL. Table II displays the comparison of dif-
ferent mets in the generalized ZSL setting. The mean
Intersection-Over-Union(mIOU) of the seen and unseen
classes, as well as the harmonic mean of all classes de-
fined in [7] are used as the metric of evaluation. Compared
with the inductive ZSL baseline SPNet, our method obtains
significantly better results by alleviating the prediction bias
towards source classes. The performance of both ST and
CBST are relatively poor. Since the segmentation network
has obvious prediction bias on target images, self-training will
produce poor pseudo labels for them and cause the problem of
negative transfer. For PASCAL−52, progressive self-training
decreases the performance. The reason can be that the classes
of “diningtable” and “person” have weak relation with the
other classes, and hence the network weights learned by our
method are not good enough to produce correct pseudo labels.
Conventional ZSL. Table III displays the comparison of
different methods in the conventional ZSL setting. Similar
observations can be drawn as in the generalized setting. Our
method is also useful for the conventional ZSL setting. On
the split of PASCAL− 52, the performance of our method is
slightly worse than the few-shot baselines co-FCN and MDL.
The reason can also be attributed to the weak relation between
source and target classes. The few-shot baselines can alleviate
this through learning from a few labeled target images.
D. Analysis
To further examine the effect of the bias rectification loss,
we test our model with several different values of the hyper-
parameter λ on each split. The results are shown in the
Figure 4. We observe that when we increase the value of λ
from 0 to 0.3, the mIoU of both seen and unseen classes are
significantly improved. This observation clearly demonstrates
the effectiveness of the proposed bias rectification loss. When
4TABLE II: Comparison of different approaches in the generalized ZSL setting. H is the harmonic mean of the seen classes
and unseen classes. The best result is marked in bold font.
PASCAL− 50 PASCAL− 51 PASCAL− 52 PASCAL− 53 mean
Method seen unseen H seen unseen H seen unseen H seen unseen H seen unseen H
SPNet[7] 60.1 7.0 12.5 55.2 25.0 34.4 55.7 14.3 22.8 61.6 14.2 23.1 58.2 15.1 23.2
ST[16] 63.8 1.7 3.3 71.0 24.8 36.7 66.5 15.3 24.9 71.3 35.3 47.2 68.2 19.3 28.0
CBST[17] 66.4 12.7 21.4 65.3 13.4 22.3 65.3 10.6 18.3 69.1 21.4 32.7 66.5 14.5 23.7
Our method 68.4 40.0 50.5 70.4 53.5 60.8 63.7 24.3 35.1 69.4 43.9 53.8 68.0 40.4 50.1
Our method+ST 69.7 53.5 60.6 71.6 58.7 64.6 65.9 19.1 29.6 71.4 53.8 61.3 69.7 46.3 54.0
TABLE III: Comparison of different approaches in the conventional ZSL setting in terms of mIOU. The best result is marked
in bold. Notations , and denote approaches for the one/few-shot setting, inductive ZSL and transductive ZSL, respectively.
Method PASCAL− 50 PASCAL− 51 PASCAL− 52 PASCAL− 53 mean
OSLSM [15] 33.6 55.3 40.9 33.5 40.8
co-FCN [18] 36.7 50.6 44.9 32.4 41.2
FG-BG [19] 27.4 51.7 34.0 26.4 34.9
MDL[20] 40.6 58.5 47.7 36.6 45.9
SPNet[7] 27.5 71.4 32.9 47.8 44.9
VM[21] 39.6 52.6 41.0 35.6 42.2
ST[16] 2.0 40.7 18.5 49.4 27.7
CBST[17] 19.6 25.8 15.4 43.8 26.2
Our method 58.4 74.1 41.2 65.9 59.9
Our method+ST 65.7 87.8 26.6 70.8 62.7
(a) image (b) CBST (c) ST (d) SPNet (e) our method (f) ground truth
Fig. 3: The qualitative results for PASCAL− 53 in the generalized ZSL setting. (a) the input images. (b, c, d) the results of the compared baselines. (e) the
results of our method. (f) the semantic segmentation ground truth.
Fig. 4: The performance of our method by varying λ.
the value of λ is too large, we can observe a significant
performance drop for both seen and unseen classes. This is
because that the network focuses too much on alleviating the
prediction bias, but ignores to build the relationship between
visual images and semantic embeddings.
V. CONCLUSION
This work proposes an easy-to-implement transductive ap-
proach to alleviate the prediction bias in zero-shot semantic
segmentation. In our method, the source images are used to
learn the relationship between visual images and semantic
embeddings through projecting the pixels of source images
to points specified by the corresponding source categories in
the semantic embedding space, while the target images are
used to alleviate the prediction bias towards seen categories
5through projecting the pixels of target images to other points
in the semantic embedding space. The experimental results
clearly demonstrate the effectiveness of our method.
REFERENCES
[1] S. Ardeshir, K. M. Collins-Sibley, and M. Shah, “Geo-semantic segmen-
tation,” in IEEE Conference on Computer Vision and Pattern Recogni-
tion, CVPR 2015, Boston, MA, USA, June 7-12, 2015. IEEE Computer
Society, 2015, pp. 2792–2799.
[2] B. Liu and X. He, “Multiclass semantic video segmentation with object-
level active inference,” in IEEE Conference on Computer Vision and
Pattern Recognition, CVPR 2015, Boston, MA, USA, June 7-12, 2015.
IEEE Computer Society, 2015, pp. 4286–4294.
[3] D. Banica and C. Sminchisescu, “Second-order constrained parametric
proposals and sequential search-based structured prediction for semantic
segmentation in RGB-D images,” in IEEE Conference on Computer
Vision and Pattern Recognition, CVPR 2015, Boston, MA, USA, June
7-12, 2015. IEEE Computer Society, 2015, pp. 3517–3526.
[4] E. Kodirov, T. Xiang, and S. Gong, “Semantic autoencoder for zero-shot
learning,” in CVPR, 2017, pp. 4447–4456.
[5] Y. Xian, T. Lorenz, B. Schiele, and Z. Akata, “Feature generating
networks for zero-shot learning,” in 2018 IEEE Conference on Computer
Vision and Pattern Recognition, CVPR 2018, Salt Lake City, UT, USA,
June 18-22, 2018, 2018, pp. 5542–5551.
[6] A. Paul, N. C. Krishnan, and P. Munjal, “Semantically aligned bias
reducing zero shot learning,” in IEEE Conference on Computer Vision
and Pattern Recognition, CVPR 2019, Long Beach, CA, USA, June 16-
20, 2019, 2019, pp. 7056–7065.
[7] Y. Xian, S. Choudhury, Y. He, B. Schiele, and Z. Akata, “Semantic
projection network for zero- and few-label semantic segmentation,” in
CVPR, 2019, pp. 8256–8265.
[8] J. Song, C. Shen, Y. Yang, Y. Liu, and M. Song, “Transductive unbiased
embedding for zero-shot learning,” in CVPR, 2018, pp. 1024–1033.
[9] L. Chen, G. Papandreou, I. Kokkinos, K. Murphy, and A. L. Yuille,
“Deeplab: Semantic image segmentation with deep convolutional nets,
atrous convolution, and fully connected crfs,” IEEE Trans. Pattern Anal.
Mach. Intell., vol. 40, no. 4, pp. 834–848, 2018.
[10] J. Long, E. Shelhamer, and T. Darrell, “Fully convolutional networks
for semantic segmentation,” in CVPR.
[11] M. Bucher, T. Vu, M. Cord, and P. Pe´rez, “Zero-shot semantic segmen-
tation,” CoRR, vol. abs/1906.00817, 2019.
[12] A. Joulin, E. Grave, P. Bojanowski, M. Douze, H. Jgou, and T. Mikolov,
“Fasttext.zip: Compressing text classification models.”
[13] L. Chen, G. Papandreou, I. Kokkinos, K. Murphy, and A. L.
Yuille, “Deeplab: Semantic image segmentation with deep convolu-
tional nets, atrous convolution, and fully connected crfs,” CoRR, vol.
abs/1606.00915, 2016.
[14] M. Everingham, L. Van Gool, C. K. I. Williams, J. Winn, and A. Zisser-
man, “The pascal visual object classes (voc) challenge,” International
Journal of Computer Vision, vol. 88, no. 2, pp. 303–338, Jun. 2010.
[15] A. Shaban, S. Bansal, Z. Liu, I. Essa, and B. Boots, “One-shot learning
for semantic segmentation,” in BMVC, 2017.
[16] X. Zhu and J. D. Lafferty, “Harmonic mixtures: combining mixture
models and graph-based methods for inductive and scalable semi-
supervised learning,” in ICML, 2005, pp. 1052–1059.
[17] Y. Zou, Z. Yu, B. V. K. V. Kumar, and J. Wang, “Unsupervised domain
adaptation for semantic segmentation via class-balanced self-training,”
in ECCV, 2018, pp. 297–313.
[18] K. Rakelly, E. Shelhamer, T. Darrell, A. A. Efros, and S. Levine,
“Conditional networks for few-shot semantic segmentation,” in ICLR,
2018.
[19] S. Caelles, K. Maninis, J. Pont-Tuset, L. Leal-Taixe´, D. Cremers, and
L. V. Gool, “One-shot video object segmentation,” in CVPR, 2017, pp.
5320–5329.
[20] Z. Dong, R. Zhang, X. Shao, and H. Zhou, “Multi-scale discriminative
location-aware network for few-shot semantic segmentation,” in 43rd
IEEE Annual Computer Software and Applications Conference, COMP-
SAC 2019, Milwaukee, WI, USA, July 15-19, 2019, Volume 2, 2019, pp.
42–47.
[21] N. Kato, T. Yamasaki, and K. Aizawa, “Zero-shot semantic segmentation
via variational mapping,” in ICCV Workshop, Oct 2019.
