Within-group comparisons. The main article text reports the results of the contrasts of each condition against fixation, in each group; the statistical maps of this contrast are shown in Fig. S2 .
Here, we also report the results of the direct comparison between ASL and gesture within each group (i.e., without first contrasting each type of communication with its corresponding backward-layered control condition, as was reported in the main text). The activation map for this is shown in Fig. S3 . In general, when between-condition differences were found, ASL elicited stronger activation than gesture stimuli in both signers and nonsigners. The one exception to this was that the superior parietal lobule (SPL) showed stronger activation for gesture than ASL in signers. Notably, the areas of stronger activation for ASL than gesture were almost completely nonoverlapping in signers and nonsigners.
Greater activation for ASL than gesture in signers was found bilaterally in the middle/anterior STS, the right IFG, the thalamus and caudate nucleus, and the medial supplementary motor area (SMA). Although left IFG activation did not survive multiplecomparison correction, we conducted a region of interest (ROI) analysis in this region because we had predicted differences between ASL and gesture a priori. Left IFG was defined as Brodmann's areas 44 and 45 on the basis of the Jülich histological atlas (28), and within this ROI, we thresholded activations at z > 2.3, uncorrected for multiple comparisons. By this approach, a large region of the left IFG was activated more strongly for ASL than gesture in signers, and a small portion of the pars opercularis was also activated for the same contrast in nonsigners.
For hearing nonsigners, ASL activated a broad, bilateral network more strongly than gestures. This network was almost entirely orthogonal to that activated by the same contrast in signers, however; the only area of overlap between groups was in the medial SMA of the left hemisphere. The network activated in nonsigners included the STSp, superior parietal lobule (SPL), premotor cortex (the precentral gyrus), occipital and occipitaltemporal regions, and medial SMA, precuneus, and ventromedial frontal cortex. In addition, right middle STS and parahippocampal gyri were activated in this contrast. Although signers also showed stronger right STS activation for ASL, the differences for nonsigners were more posterior than for signers, and showed virtually no overlap between the two groups.
Signers showed stronger activation for gestures than ASL only in the bilateral SPL. Although nonsigners also showed bilateral SPL activation in the reverse contrast (i.e., stronger for ASL), the areas more strongly activated by gesture in signers were anterior and superior to those activated in nonsigners, with minimal overlap. In nonsigners, there were no brain areas in which gestures evoked stronger activation than ASL. Between-group comparisons. The results of the between-group comparisons for each stimulus type largely replicated the differences observed qualitatively in the preceding section, as seen in Fig. S4 . Signers showed stronger activation than nonsigners, for both ASL and gesture, in the middle/anterior STS bilaterally. These were the only areas more strongly activated in signers when fixation was used as a baseline. Nonsigners, on the other hand, showed stronger activation than nonsigners in the SPL and occipital regions, as well as ventromedial frontal cortex, but only for ASL stimuli. Nonsigners did not show stronger activations than signers for gestures in any brain region.
SI Materials and Methods
Participants. Nineteen congenitally deaf (80 dB or greater loss in both ears), native learners of ASL (eight males; mean age, 22.7 y; range, 19-31) and 19 normally hearing, native English speakers (nine males; mean age, 20.3 y; range, 19-26) participated in this study. All were right-handed, had at least 1 y of postsecondary education, had normal or corrected-to-normal vision, and reported no neurological problems. Both parents of all deaf participants used ASL, and all but two deaf people reported using hearing aids. None of the participants in this study had participated in previous studies from our laboratory involving these or any similar stimuli. None of the hearing participants reported knowing ASL, although one lived with roommates who used ASL, one reported knowing "a few signs," and another reported knowing how to fingerspell. All subjects gave informed consent, and the study procedures were reviewed by the University of Rochester Research Subjects Review Board. Participants received $100 financial compensation for participating in the study.
Materials Used to Elicit ASL and Gesture Stimuli. The ASL and gesture stimuli used in the fMRI experiment were elicited by the same set of materials, which included a set of short videos as well as a set of pictures. The first were a set of short, stop-motion animations originally developed by author T.S. to elicit ASL verbs of motion constructions (2). These videos depict small toys (e.g., people, animals, and videos) moving along various paths, sometimes in relation to other objects. Fig. S5 shows still frames taken from several of these stimuli, as examples. This set comprised 85 movies, all of which were used for elicitation, although only a subset of the ASL and gestures elicited by these were ultimately used in the fMRI study (see below). The second set of elicitation stimuli were colored "clipart" line drawings obtained from Internet searches. These were selected to show people and/or objects, either involved in an action, or in particular positions relative to other objects. For example, one picture showed a boy playing volleyball, whereas another depicted three chickens drinking from a trough. One hundred such images were selected and used for ASL and gesture elicitation, although again only a subset of the elicited gesture sequences were used in the fMRI experiment.
Procedure Used to Elicit ASL and Gesture Stimuli. We recruited one native ASL signer and three nonsigning, native English speakers as models to produce the ASL and gesture sequences, respectively, to be used as stimuli in the fMRI experiment. Our goal was to have the gesture sequences be as similar as possible to the ASL stimuli in terms of fluidity of production, duration, and information represented. Of course, ASL and gesture production are inherently different because a native ASL signer would be able to readily access the necessary signs in her lexicon and produce a grammatical sequence describing the scene; by contrast, nonsigners would have to generate appropriate gestures "on the fly" including deciding how to represent the individual referents and their relative positions and/or movements. To help ensure fluidity, the gesture models were given opportunities to practice each gesture before filming, and all were brought in to the studio on more than one occasion for filming. We recruited three gesture models to generate a wider range of gestures from which to select the most concise, fluid, and understandable versions. Because ASL is a language, we used only one signer as a model because the signs and grammar used by other signers would be expected not to vary across native signers. Although the variety in appearance of the nonsigners may have led to less habituation of visual responses to these stimuli than to the signer, we do not see this as a problem because the control stimuli (backward-overlaid versions of the same movies) were matched in this factor. Videos were recorded on a Sony digital video camera and subsequently digitized for editing using Final Cut Pro (Apple). The signer was a congenitally deaf, native learner of ASL born to deaf native ASL signing parents. For each elicitation stimulus, she was instructed to describe the scene using ASL. Instructions were provided by author T.S., a native signer. The gesturers were selected for their ability to generate gestural descriptions of the elicitation stimuli. Two of the gesturers had some acting experience, but none were professional actors. The gesturers were never in the studio together and did not at any time discuss their gestures with each other. Each gesturer was informed as to the purpose of the recordings, and instructed by the hearing experimenters to describe the videos and pictures that they saw using only their hands and body, without speaking, in a way that would help someone watching their gestures choose between two subsequent pictures-one representing the elicitation stimulus the gesturer had seen, and the other representing a different picture or video. Each gesturer came to the studio on several occasions for stimulus recording and had the opportunity to produce each gesture several times both within and across recording sessions. We found this resulted in the shortest, and most fluid gestures; initial attempts at generating gestures were often very slow, during which time the gesturer spent time determining how best to depict particular objects and receiving feedback from the experimenter regarding the clarity of the gestures in the video recordings (i.e., positions of hands and body relative to the camera). The experimenters who conducted the gesture recording (authors A.J.N. and N.F.) did not provide suggestions about particular choices of gestures or the way scenes were described, nor were any attempts to make them similar to ASLfeedback was provided only to encourage clarity and fluidity.
Subsequent to ASL and gesture recording, the videos were viewed by the experimenters and a subset was selected for behavioral pilot testing. Author T.S. was responsible for selecting the ASL stimuli, whereas A.J.N. and N.F. selected the gestural stimuli. Only one example of a gesture was selected for each elicitation stimulus (i.e., the gesture sequence from one of the three gesturers), using criteria of duration (preferring shorter videos) and clarity of the relationship between the gesture and the elicitation stimulus, while balancing the number of stimuli depicting each of the three gesturers. In total, 120 gestured stimuli and 120 ASL stimuli were selected for behavioral pilot testing.
Selection of Stimuli for fMRI Experiment. As noted above, a total of 240 potential stimuli were selected for the fMRI experiment. Next, we conducted a behavioral pilot study using six normally hearing nonsigners, with the goal of identifying which stimuli were most accurately and reliably identified by nonsigners. The pilot study was conducted in a similar way to the fMRI experiment: on each trial, one video was shown, followed by two pictures. One of the pictures was the target stimulus that had been used to elicit the preceding video (gesture or ASL), and the other was a "foil." For the stop-motion elicitation stimuli, still images were created that showed a key frame from the video, along with a red arrow drawn on the image to depict the path of motion. Foils for these images either showed the same object(s) with a different path ("path foils") or a different object(s) following the same path ("object foils"). For the videos elicited by clipart, foils were other clipart pictures that showed either a similar actor/object performing a different action, or different actors/objects performing a similar action. Subjects were asked to choose via button press which picture best matched the preceding video.
From the set of 240 pilot stimuli, the final set of stimuli for the fMRI experiment was selected as those that resulted in the highest mean correct responses across subjects. This resulted in a final set of 80 items; 40 of these were elicited by the stop-motion animation stimuli, and 40 by the clipart stimuli. For each of these 80 stimuli, both the gestured and ASL versions of the stimulus were used in the fMRI study. Presentation of these was counterbalanced, such that a given participant would only see the gestured or the ASL version of a particular elicitation stimulus, but never both. The movies ranged in duration from 2 to 10.8 s, with the ASL movies averaging 4 s in length (range, 2.8-8.1 s) and the gesture movies averaging 7.2 s (range, 4.5-9.2 s). Although the ASL movies were on average shorter, because the backwardlayered control movies were generated from these same stimuli, they were of a comparable range of durations. Thus, the imaging results in which activation for the control stimuli are subtracted out-and in particular the observed differences between ASL and gesture stimuli-should not be attributable to differences in length of the movies between conditions. fMRI Control Stimuli. Our goal in developing the control stimuli for the fMRI experiment was to match these as closely as possible to the visual properties of the ASL and gesture stimuli, while preventing participants from deriving meaning from the stimuli. We used the same approach as we had used successfully in previous fMRI studies of ASL (17, 18) . This involved making each movie partially transparent as well as having it play backward, and then digitally overlaying three such movies. The three movies selected for overlaying in each control video were chosen to have similar lengths, and in the case of the gesture movies, all three overlaid movies showed the same person; equal numbers of control movies were produced showing each of the three gesturers. Overlaying three movies was done because, in previous pilot testing, we found that signers were quite good at understanding single (nonoverlaid) ASL sentences played backward; this was not true for overlaid stimuli.
Procedure. Participants were provided with instructions for the task before going into the MRI scanner and were reminded of these instructions once they were inside the scanner, immediately before starting the task. Participants were told to watch each movie (gestured or ASL) and try to understand what was being communicated. They were told that two of the four runs would contain gesture produced by nonsigners, whereas the other two contained ASL. Signers were instructed to try to make sense of the gestures; nonsigners were instructed to try to make sense of all of the stimuli, including to get what they could out of the ASL stimuli. Each run started with text indicating whether gesture or ASL would be presented. Participants were instructed to wait until the response prompt after the end of each movie, and then choose which of two pictures best matched the stimulus they had seen. The pictures shown were those described above under Selection of Stimuli for fMRI Experiment-i.e., one target and one foil. For backward-layered control stimuli, participants were instructed to watch for any point at which three of the hands in the movie (there were six hands in each movie) had the same handshape (i.e., position of the fingers and hand). The response options after these control trials were one picture depicting three iconic hands in the same handshape, and a second picture showing three different handshapes. The left/right position on the screen of each response prompt (target/foil or same/different handshapes) was pseudorandomized across trials to ensure that each possible response was presented an equal number of times on each side of the screen. Participants made their responses with their feet (this was done to minimize activation of the hand representation of the motor cortex associated with responding, because it was predicted that observing people's hands in the stimuli might also activate hand motor cortex), via fiber optic response boxes.
Participants were given several practice trials with each type of stimulus before going into the MRI scanner, and were allowed to ask for clarification and given feedback if it appeared they did not understand the instructions. For signers, all communication was in ASL, either by a research assistant fluent in ASL, or via an interpreter. While in the MRI scanner, hearing participants could communicate with researchers via an audio intercom, whereas for signers a two-way video intercom was used. Stimulus presentation used DirectRT software (Empirisoft) running on a PC computer connected to a JVC DLA-SX21U LCD projector, which projected the video via a long-throw lens onto a Mylar projection screen placed at the head end of the MRI bore, which participants viewed via an angled mirror.
In the MRI scanner, a total of four stimulus runs were conducted for each participant; two of these contained ASL stimuli and two contained gesture stimuli. The ordering of the stimuli were counterbalanced across participants within each subject group. Each run comprised 40 trials, with equal numbers of target stimuli (i.e., ASL or gestures, depending on the run) and control stimuli presented in a pseudorandomized order and with "jittered" intertrial intervals between 0 and 10 s (in steps of 2 s), during which time a fixation cross was presented, to optimize recovery of the hemodynamic function for each condition. Each trial began with a 1-s visual cue that indicated whether the task and stimuli on that trial required comprehension of ASL or gestures, or attention to hand similarity in the control condition. The cue was followed by the stimulus movie and then, after a random delay of 0.25-3 s during which the screen was blank, the response prompt showing two alternatives as described above. The trial ended as soon as the participant made a response, or after 4 s if no response was made.
MRI Data Acquisition. MRI data were collected on a 3 T Siemens Trio scanner using an eight-channel head coil. Functional images were collected using a standard gradient-echo, echo-planar pulse sequence with echo time (TE) = 30 ms, repetition time (TR) = 2 s, flip angle = 90°, field of view = 256 mm, 64 × 64 matrix (resulting in 4 × 4-mm resolution in-plane), and 30, 4-mm-thick axial slices collected in an interleaved order. Each fMRI run started with a series of four "dummy" acquisitions (full-brain volumes), which were discarded before analysis. T1-weighted structural images were collected using a 3D magnetization-prepared rapid gradient-echo pulse sequence, TE = 3.93 ms, TR = 2020 ms, inversion time = 1,100 ms, flip angle = 15°, field of view = 256 mm, 256 × 256 matrix, and 160, 1-mm-thick slices (resulting in 1-mm isotropic voxels).
fMRI Preprocessing and Data Analysis. fMRI data processing was carried out using FMRI Expert Analysis Tool (FEAT), version 5.98, part of FMRIB's Software Library (FSL) (fsl.fmrib.ox.ac.uk/ fsl/fslwiki/). Before statistical analysis, the following preprocessing steps were applied to the data from each run, for each subject: motion correction using MCFLIRT; nonbrain removal using BET; spatial smoothing using a Gaussian kernel of FWHM 8 mm; grand-mean intensity normalization of the entire 4D dataset by a single multiplicative factor; and high-pass temporal filtering (Gaussian-weighted least-squares straight line fitting, with σ = 36.0 s). Runs were removed from further processing and analysis if they contained head motion in excess of 2 mm or other visible MR artifacts; in total, two runs were rejected from one nonsigning participant, and a total of four runs across three signing participants.
Statistical analysis proceeded through three levels, again using FEAT. The first level was the analysis of each individual run, using general linear modeling (GLM). The time series representing the "on" blocks for each of the two stimulus types (ASL or gesture, depending on the run, and the backward-layered control condition) were entered as separate regressors into the GLM, with prewhitening to correct for local autocorrelation. Coefficients were obtained for each stimulus type (effectively, the contrast between the stimuli and the fixation baseline periods that occurred between trials), as well as for contrasts between the target stimuli (ASL or gesture) and the backward-layered control condition.
To identify brain areas activated by each stimulus type relative to its backward-layered control condition, a second-level analysis was performed for each participant, including all four runs from that participant. The inputs to this were the coefficients (β weights) obtained from the first-level GLM for each contrast in the first-level analyses. This was done using a fixed effects model, by forcing the random effects variance to zero in FMRIB's Local Analysis of Mixed Effects (FLAME).
A third-level, across-subjects analysis was then performed separately for each group, using the coefficients from each subject determined in the second-level GLM. This was used to obtain the activation maps for each group, including both the contrasts with fixation baseline and with backward-layered control stimuli. This was done using FLAME stage 1 and stage 2. The resulting z statistic images were thresholded using clusters determined by z > 2.3 and a (corrected) cluster significance threshold (35) of P < 0.05. The results of the contrasts with backward-layered control stimuli were masked with the results of the contrast with fixation, to ensure that any areas identified as being more strongly activated by ASL or gestures relative to control stimuli showed significantly increased signal relative to the low-level fixation baseline.
Finally, between-group analyses were performed, again using the coefficients obtained from each participant from the secondlevel analyses, in FLAME stages 1 and 2. Thresholding was the same as for the third-level analyses. Thresholded maps showing greater activation for one group or the other were masked to ensure that significant group differences were restricted to areas that showed significantly greater activation for ASL or gesture relative to its respective control condition, within the group showing stronger activation in the between-group contrast. . Statistical maps for each stimulus type relative to the fixation cross baseline, in each subject group. Thresholded at z > 2.3, with a cluster size-corrected P < 0.05. In the coronal and sagittal views, the right side of the brain is shown on the right side of each image. Fig. S3 . Within-group, between-condition differences, for each stimulus condition relative to fixation. Thresholded at z > 2.3, with a cluster sizecorrected P < 0.05. Fig. S4 . Between-group differences for the contrast of each stimulus type relative to the fixation cross baseline. Thresholded at z > 2.3, with a cluster sizecorrected P < 0.05. Fig. S5 . Example stimuli. Top row: Example frames from ASL and gesture movies shown to participants in the fMRI study. A and B are from movies elicited by stop-motion videos produced by author TS (2); C are from movies elicited by clip art stimuli. Bottom row: Still images that were shown to participants in the MRI study after each ASL or gesture stimulus. For A and B, these are also representative of the objects and motion paths present in the original elicitation stimuli. Although as animated videos these were quite understandable, screen shots of these videos were not very clear. Thus, these images are reconstructions of the scenes from the movies, made using the same props as in the original movies, or very similar ones. Because the contrasts often elicited extensive activation, including a single large cluster for each contrast that included the occipital, temporal, parietal, and often frontal lobes bilaterally, to create these tables we first took the z maps shown in the figures, which had been thresholded at z > 2.3, and then cluster sizecorrected for P < 0.05 and masked them with a set of anatomically defined regions of interest (ROIs). These ROIs were derived from the Harvard-Oxford Cortical Atlas provided with the FSL software package (version 5.0.8) by combining all anatomically labeled regions in that atlas comprising the larger regions labeled in the table. Results for each ROI were obtained by performing FSL's cluster procedure on the thresholded z map masked by each ROI, and then obtaining the most probable anatomical label for the peak of each cluster using FSL's atlasquery function. Thus, it is important to recognize, with reference to Fig. S2 , that many of the active regions listed in this table were part of larger clusters in the whole-brain analysis. However, because clustering for the table was performed on the same statistical map shown in Fig. S2 , the location and extent of the activations in total are equivalent in the figure and table. Because the contrasts often elicited extensive activation, including a single large cluster for each contrast that included the occipital, temporal, parietal, and often frontal lobes bilaterally, to create these tables we first took the z maps shown in the figures, which had been thresholded at z > 2.3, and then cluster sizecorrected for P < 0.05 and masked them with a set of anatomically defined regions of interest (ROIs). These ROIs were derived from the Harvard-Oxford Cortical Atlas provided with the FSL software package (version 5.0.8) by combining all anatomically labeled regions in that atlas comprising the larger regions labeled in the table. Results for each ROI were obtained by performing FSL's cluster procedure on the thresholded z map masked by each ROI, and then obtaining the most probable anatomical label for the peak of each cluster using FSL's atlasquery function. Thus, it is important to recognize, with reference to Fig. S2 , that many of the active regions listed in this table were part of larger clusters in the whole-brain analysis. However, because clustering for the table was performed on the same statistical map shown in Fig. S2 , the location and extent of the activations in total are equivalent in the figure and table. Maps were masked to ensure that areas shown here also showed significantly greater activation than the fixation baseline, i.e., these voxels are a subset of those presented in Table S1 and Fig. S2 . These areas correspond to the statistical map shown in Fig. 1 . Details of table creation are as for Table S1 . Maps were masked to ensure that areas shown here also showed significantly greater activation than the fixation baseline, i.e., these voxels are a subset of those presented in Table S1 and Fig. S2 . These areas correspond to the statistical map shown in Fig. 1 . Details of table creation are as for Table S1 .
