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Abstract— We assess the use of an approximation to the Bayes
factor for objectively assessing spatial segmentation models. The
Bayes factor allows us to automatically determine thresholds, in
multidimensional feature space, for such objectives as cloud mask
definition. We compare our results with a cloud map currently
provided as a data product.
Index Terms—Bayes factor, Bayes information criterion, BIC,
model selection, multiband image, principal components analy-
sis, Gaussian mixture model, segmentation, Markov model, Potts
prior
I. INTRODUCTION
The problem of classification and related decision-making is essen-
tially the problem of defining multiple thresholds. The optimal defini-
tion or selection of such decision boundaries is a difficult problem for
a number of reasons: we are usually concerned with irregular regions
in decision space; the distribution of signal and/or noise in our data is
not amenable to a priori fixed setting of thresholds; and classification
or decision-making is usually multivariate.
A Bayesian assessment framework provides an objective and
generally-applicable approach to classification and related decision-
making. In this article, we apply a Bayes factor approach to the clas-
sification of pixels as being cloud or non-cloud. The Bayes factor,
developed by Jeffreys in the 1930s [11], is the posterior odds of one
model over another when the prior probabilities of the two models are
equal. Approximations to the Bayes factor are used in practice: we
use the pseudo-likelihood information criterion, BIC   , in this arti-
cle, which is the Bayes information criterion in the pseudo-likelihood
case.
The contribution of this work lies in the experimental testing of
BIC   as an objective criterion for defining multidimensional deci-
sion boundaries. As will be discussed below, cloud mask data prod-
ucts are typically determined from selected spectral bands, engineer-
ing data, and what amounts to a trained decision tree classifier. Our
approach is unsupervised, fast, objective, and can be applied to any
image data.
II. SPATIAL CLUSTERING
A. Model and Algorithm
Following the traditional approach [24], [19], [17] to determining
the segment label map,  , we use a maximum a posteriori, or MAP,
estimate as follows:
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for segment or class

, observed multiband vector  , and model pa-
rameters related to the segment map ! and to the observed data and
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segment map,



. To simplify notation, for the present we do not
write the pixel index " for each occurrence of the label map  and the
observed data  . The first term, as will be seen below, is defined by
a Potts energy function. The second term is taken in this work as a
multivariate Gaussian, so that parameters  

are segment means, vari-
ances and covariances. In equation (1), the prior is 
     and the
likelihood of region  is modeled by 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is to be
estimated, and we use maximum likelihood for this. There are other,
related approaches (e.g. using MAP instead of ML: a lucid discussion
can be found in [1]).
What we have described is tractable and has a considerable tradi-
tion. If 5 is some information criterion, then model selection is arrived
at by optimizing the additional term, argmax
$
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. This leads to
a fully unsupervised algorithm wherein all parameters, including now
2
, the number of segments, are estimated. In practice this requires
results for various values of 2 . Model selection will be discussed in
section B below.
We now return to the question of choice of prior. We will use a
Markov random field, or MRF, prior [4], [24], [19], to express spatial
interrelationship. This is an interaction model on a lattice structure.
The process is Markov with respect to a neighborhood structure. The
Potts prior is given by
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where
H
is a Dirac delta function with 1 if labels 87OP D , and 0
otherwise; Q 7 is the neighborhood of " defined as the 8 pixel nearest
neighbors; and
A
is a spatial cohesion value, taken as constant over the
image pixels. This leads to the following conditional distribution:
R

I7ST
Q
7Jﬁ
AU

:0<=


AV

WQ
7Jﬁ,
KX
B
D
exp 

AV

WQ
7Jﬁ6Y
K
where the energy term
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is the number of pixels in Q 7 which
have label  .
We define the pseudo-likelihood [4], [24] as
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i.e., PL is the product of conditional distributions on the MRF, given a
current realization of the labeling. We use the conditional distribution,
R
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, as the term 

&] 

in equation (1), which we
estimate using maximum pseudo-likelihood.
The algorithm we use is Besag’s [4] Iterative Conditional Modes,
ICM. The algorithm is as follows. We use a marginal segmentation to
find a first estimate,


. Then we update the estimate of parameters




by maximizing the likelihood in equation (1), given the current


.
Next we estimate
A
using maximum PL, equation (2), again using


as given. Finally,

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and
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have now been updated, and we update

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using the overall a posteriori relation derived from equation (1):
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The succession of three major stages in the algorithm is iterated until
convergence. Convergence is guaranteed, but to a local optimum.
2B. Model Selection using BIC and BIC ^`_
We denote the overall model, which we have fit to our data, as a $ .
ab$ is defined from the distributions and all parameters, #$ , and the
spatial interaction model.
We now wish to investigate one such model versus another, i.e. a $
versus a
$dc
for two choices of numbers of classes, 2 and 2fe . With
reference to cloud classification, we seek optimal 2 in order to provide
a best estimate of cloud labels, in some particular set of segments hg
2
.
The posterior probability of model ab$ , with pixel labeling  , is
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Taking each model as equilikely implies that 
6a $

and the a D are
constant.
The Bayes factor is the posterior odds of one hypothesis when
the prior probabilities of the two hypotheses are equal: 
  
a $
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. The term R
 m a $
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is the integrated likeli-
hood rather than the maximized likelihood.
The integrated likelihood, 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 ab$
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, is given by
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We have that 
 P # $ ﬁ a $

is the usual likelihood. Finally 
6# $

is the prior, which we will assume as equilikely for all ab$ .
A good approximation to the integrated likelihood is given in terms
of BIC, Bayes information criterion [20], [12]:
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where

#
$ is the maximum likelihood estimator of # $ , i.e. the result
of the Gaussian mixture fitting. t is the dimensionality of the obser-
vation vectors, and  # $  is the cardinality of the parameter set.
Finally the Bayes factor is approximated by the difference of BIC
terms, which in turn are the maximized likelihood results of model fits
for different numbers of classes, 2 and 2fe :
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In operation, a plot of BIC for increasing numbers of classes, 2 ,
generally shows increase to an approximate plateau. We can usually
increase the model fit indefinitely by increasing 2 . It is usual to con-
sider the first peak in this plot, or the effective reaching of the plateau,
to provide the optimal value of 2 . This is motivated by the Ockham’s
razor parsimony principle [10]. We can also derive the BIC term as a
minimum information measure [9], [16].
In the MRF spatial interaction situation, a combinatorial explosion
comes about with use of the likelihood. BIC involves integrating the
likelihood of the observed data given in equation (3). There are 2\w
possible configurations for t pixels.
Therefore we use the more tractable pseudo-likelihood instead of
the likelihood. Rather than summing over all possible configurations
of

, we consider configurations close to the ICM estimate of  ,


.
We consider each pixel vector  7 in turn and condition on

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the neighborhood of

I7
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which is the sum of the same expression used in equation (3). As al-
ready noted, the first term of this expression is a multivariate Gaussian
distribution, and the second term is the conditional distribution used
with the Potts prior density.
The pseudo-likelihood of the image (the  7 terms are independent,
conditional on the underlying hidden states) is then:
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This is the likelihood integrated over the approximate posterior dis-
tribution of a set of models near the MAP estimate of  . Denoting
equation (8) as PL 
 2  , BIC which addresses the computational
implications of the spatial model becomes [21], [22]:
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BIC  U , spatially-friendly BIC, is used in the same way as BIC, i.e. we
vary
2ﬀ+-ﬁ,{ﬁ0.1.1.
and find a first relative maximum. We may overrule
this principle (cf. experimentation below) if a less parsimonious result
is more meaningful. In this situation the parsimony principle is the
first relative maximum of BIC  U above a smallest acceptable number
of segments: i.e. for 2|C2O} . The curves produced do not usually in-
crease to a plateau as in the case of BIC. Alternative spatial-respecting
approximations of BIC are studied in [7].
The model selection procedure described provides a principled
framework, which we show in the following sections to be scalable to
real problems involving multiband (and potentially the multi-temporal,
multisource data, with ancillary GIS data, used in [19]). The ICM it-
erative procedure used is also fast: other optimization techniques are
far costlier in computational requirements (among which are those dis-
cussed in [15], [8]). It remains an open problem to carry out a com-
prehensive comparative assessment of trade-offs between computation
time and quality of solution; or indeed the choice of priors [3].
III. CLOUD MASK ALGORITHMS
Clouds are generally characterized by higher reflectance and lower
temperature than the underlying earth surface. The MODIS (Moderate
Resolution Imaging Spectroradiometer) instrument provides high ra-
diometric sensitivity in 36 spectral bands ranging in wavelength from
0.4 ~ m to 14.4 ~ m. The MODIS Flight Instrument used, ProtoFlight
Model or PFM, is integrated on the Terra (EOS AM-1) spacecraft com-
missioned as part of NASA’s Earth Observing System. Terra success-
fully launched in December 1999.
Of the 36 MODIS spectral channels available, 17 visible and in-
frared radiances are used to develop the MODIS cloud mask [13]. The
approach is the same as used by NOAA, based on the Saunders and
Kriebel algorithm [18] (see also [5]). This scheme consists of five
tests applied to each individual pixel to determine if that pixel is cloud
free. The pixel is only identified as cloud if it passes every test to cer-
tain conditions. The basic idea of this cloud detection is sustained in
the different contrast for cloud/cloud free pixels. MODIS has 250 m
resolution in two of the visible channels, 500 m resolution in five visi-
ble and near-infrared channels, and 1000 m resolution in the remaining
channels.
IV. MODIS DATA ANALYSIS
A. Description of Data
Unlike in the case of a trainable classifier (e.g., multilayer percep-
tron) the unsupervised classification techniques used here require care-
ful choice of input data. If this were not so, the multivariate Gaussian
R
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, for example, would try to cater equally for appropriate spec-
tral bands and for irrelevant spectral bands. From the 36-band MODIS
radiance dataset of the Atlantic region we chose bands 1, 2, 18, 20, 27,
329, 31, 32 and 35. These bands give information about clouds (high
clouds and low clouds). The rest of the bands used by MODIS to pro-
duce their cloud mask, which are bands 4, 5, 6, 7, 19, 22, 23 and 26,
give information about snow, shadow contamination, aerosol and thin
cirrus. We did not include bands 5, 6 and 19 since they had holes and
were therefore incomplete; bands 4, 6 and 7, associated with snow and
aerosol, since they are used to set thresholds in the cloud algorithm,
and thresholds are not used by us; bands 5, 19, 22 and 23, particularly
useful for shadow, and again not of benefit to us; and band 26 which is
a particular cirrus detector, and adequately catered for in other bands.
All bands discussed here are shown in [2].
A first principal component of the selected bands is shown in Figure
1. Each band was of dimensions + { d)1{ and original pixel values
were 64 bit double precision floating. The data are from 2000 Septem-
ber 24 at 12:10 UT. The cloud mask image provided by MODIS prod-
uct MOD035 L2 is used to assess our results. The MODIS cloud mask
product was designed to meet the needs of a wide variety of users, and
therefore there are several ways to define a cloud mask depending on
the tolerance for cloud or clear. In our case we are only interested in
the best estimate as to whether there is cloud or not.
Fig. 1. MODIS first principal component image.
B. BIC ^`_ on Multiband Data
For the MODIS data, we will use the MRF-based classification,
with BIC   as the parsimony model fit criterion.
Figure 2 shows the BIC   values found for a succession of numbers
of segments, based on the processing of the 9-band dataset. There is
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Fig. 2. BIC  U values for varying number of segments, using the MODIS
9-dimensional multiband image.
TABLE I
RESULTS OF COMPARING THE SPATIAL CLUSTERING RESULT OF FIGURE 3
WITH THE GROUND TRUTH IMAGE OF FIGURE 4.
Entire image, segments 3, 4 taken as cloud Spatial
Cloud pixels recovered (% of ground truth) 86.18%
Cloud pixels lost (% of ground truth) 13.82%
False alarms (as % of result) 27.53%
Entire image, segment 4 taken as cloud Spatial
Cloud pixels recovered (% of ground truth) 48.09%
Cloud pixels lost (% of ground truth) 51.91%
False alarms (as % of result) 1.22%
very clear evidence in favor of a 4-segment fit. Figure 3 shows the
segmentation associated with this result.
The cloud mask image is shown in Figure 4. Our results, seeking
to determine cloud pixels, may also include aerosols, snow or shadow
contamination, which are not likely to be found as cloud in the MODIS
cloud data product.
Table I compares our result, shown in Figure 3, with the ground
truth image. Taking segments 3 and 4 as cloud resulted in land areas
being included too. The top part of Table I therefore yields the good
result of 86% recovery of cloud pixels, but at the high cost of nearly
28% false alarms. By taking a more restrictive definition of cloud, in
the lower part of Table I, we find that the false alarm rate drops to
nearly 1%. But here the cost is high in that recovery rate is now less
than half.
As stated, segmentation was carried out in 9-dimensional space.
Such segmentation is quite unstable, for the following reasons: (i)
curse of dimensionality: the number of pixels in a segment may be-
come relatively small, and therefore allow singularities to come about;
(ii) determinism as opposed to stochasticity: whether in areas related
to land, cloud or sea, pixel vectors in a segment may have very tight
variance, again leading to singularity; and (iii) correlated bands: the
input data is quite highly correlated across bands, to begin with, and
this is likely to be accentuated within clusters. Singularity manifests it-
self in problems in generating Gaussian probabilities, due to the use of
the inverse of the determinant. These problems are known, of course:
see [25].
We therefore sought a more stable segmentation procedure, based
on the same segmentation model, and using as input a more directly
interpretable data set. For this, we used a number of principal com-
4Fig. 3. MODIS segmented image with 4 segments. Input: 9-dimensional
multiband image. Motivating choice of number of segments is the relative max-
imum value in the plot of Fig. 2.
ponent bands, leading to the same problem as before, and finally a
single principal component band. An additional justification for us-
ing a principal components analysis can be added: quality of results
will always depend on quality of input data, and the denoising and
variance-maximizing properties of this preprocessing are of potential
value.
C. BIC ^`_ on Multiband MODIS Eigen-Image
Cumulative percentage variances explained were found for the first
three components to be: 71, 87, 95.7. The eigen-band or principal
component band thus accounts for 71% of the variation in this 9-band
data set. Results of segmentation analysis on principal component 1
will now be discussed.
Figure 5 shows the BIC  U values found for the principal component
image. A 3-segment model is favored as the first relative maximum.
Figure 6 shows the segmentation associated with this result. We will
examine the highest valued segment only. This is shown in Figure 7.
Results found were as follows: cloud pixels recovered, as a percentage
of ground truth: 95.91%; cloud pixels lost, as a percentage of ground
truth: 4.09%; and false alarms, as a percentage of the result: 25.88%.
From the BIC  U values in Figures 5, after the 3-segment solution
the next best solution is a 9-segment one. Consider the case where we
rule the 3-segment solution out of order on the grounds of physical in-
terpretation, because it confuses cloud cover with land mass. In such a
Fig. 4. MODIS cloud mask.
situation, we may require a larger number of segments. The 9-segment
solution is shown in Figure 8, and in this 9-segment result we have a
means of separating land from cloud.
In Figure 8, we have included land areas with cloud cover. It is not
difficult to remove land areas explicitly, through a land map. However
in the case of our images, an easy way to avoid land areas was simply
to take the first 1000 pixels in the horizontal dimension, out of a total
of 1354. Repeating the comparison on the non-land region gave con-
siderably better results, as can be seen in Table II. While the accuracy
of detection remained at a high level, the percentage of false alarms,
i.e. pixels found by us to be cloud pixels when they were not so defined
in the ground truth cloud map, fell drastically. Obtaining a good cloud
mask over sea is important in its own right, for example in order to get
a good Sea Surface Temperature product.
The analysis on the first principal component image scores over the
analysis in the 9-dimensional multiband spaces in the following re-
spects: results shown in Table II are better than those in Table I; the
algorithm is stable and robust; and the single band input image, defined
in terms of its information content (percentage variance explained) is
more easily interpreted.
V. CONCLUSIONS
This article develops a cloud mask using statistical pattern recog-
nition based on spatial clustering. The MODIS cloud mask product
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Fig. 5. BIC  U values for varying number of segments, using the MODIS
principal component image.
TABLE II
RESULTS OF COMPARING THE SPATIAL CLUSTERING RESULTS OF FIGURE
8 WITH THE GROUND TRUTH IMAGE OF FIGURE 4.
Entire image, segments 7,8,9 taken as cloud Spatial
Cloud pixels recovered (% of ground truth) 99.73%
Cloud pixels lost (% of ground truth) 0.27%
False alarms (as % of result) 35.75%
Sea area only, segments 7,8,9 taken as cloud Spatial
Cloud pixels recovered (% of ground truth) 99.68%
Cloud pixels lost (% of ground truth) 0.32%
False alarms (as % of result) 13.50%
Entire image, segment 8,9 taken as cloud Spatial
Cloud pixels recovered (% of ground truth) 74.64%
Cloud pixels lost (% of ground truth) 25.36%
False alarms (as % of result) 18.95%
Sea area only, segments 8,9 taken as cloud Spatial
Cloud pixels recovered (% of ground truth) 69.14%
Cloud pixels lost (% of ground truth) 38.86%
False alarms (as % of result) 1.36%
MOD035 L2 was used for assessment. It is important to take into
account that validation of satellite products is a very difficult issue.
Therefore the ground truth cloud masks have some errors although
they are good enough to make comparisons with.
The procedure followed in this article is quite general. In our initial
work we used AVHRR (Advanced Very High Resolution Radiometer)
data. This sensor is carried on NOAA’s Polar Orbiting Environmen-
tal Satellites (POES). Sensor AVHRR/2 was used, which is a 1100 m
resolution five channel instrument on board NOAA 14 (launched De-
cember 1994). We used bands 1, 2, 4 and 5. Band 3 was not used
because it is affected by sun glint and therefore is mainly useful for
night images. We used the first principal component of these images.
The procedure we followed, and the results obtained, were very similar
to those discussed for MODIS data in this article.
A number of cloud detection algorithms are in use, but all either
need set thresholds or training sets for cloud detection, and operate in
localized geographic areas only [6]. The clustering technique with the
objective Bayes factor model selection approach introduced in this ar-
ticle is useful for fast, robust and approximate cloud detection, prior to
Fig. 6. MODIS segmentation with 3 segments. Cf. first relative peak in Fig. 5.
use of, or as a cross-check on, data product masks. While the results
of Tables I (based on 9-band data) and Table II (based on principal
component data) are not dissimilar, the latter approach has been found
to give better quality results, and it provides for a much more stable
analysis method. Given how knowledge of land areas yielded a better
result (in section IV), it is clear that one future direction of investiga-
tion will be tree-based methods [17], based on Bayes factors [14].
It is a moot point as to how unsupervised our approach is, given that
particular image bands were selected, followed on occassion by our
overruling of the Bayes factor outcome in favor of the next most par-
simonious result. It is true that some supervision has been used just as
we have overruled the Occam razor parsimony principle. However we
have also demonstrated quite clearly that these principles can inform
the algorithms used for approximate or confimatory cloud mask find-
ing. Even the most unsupervised of classification or other algorithms
requires careful choice of input data and algorithm parameters.
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