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Introduction
Social scientists and applied economists are often more interested in the derivative of a conditional expectation function than the conditional expectation function itself.
To estimate derivatives applied researchers typically work with parametric speci…cations of the conditional expectation function, m(x). The derivatives are easily computed after the conditional expectation function has been estimated. The popularity of parametric estimators in empirical analysis is primarily due to the ease with which these estimators can be implemented. However, the validity of this approach ultimately rests on a number of functional form assumptions which may be hard to justify.
Econometricians have, therefore, developed alternative procedures to estimate derivatives of conditional expectations which are based on nonparametric methods. However, nonparametric methods can have relatively slow rates of convergence. Furthermore convergence rates depend on the dimensionality and smoothness of the underlying conditional expectation function. In many applications, the objective of the analysis is not to predict the entire derivative curve of a conditional expectation function at each data point. Instead, it is often su¢ cient to construct statistics to estimate the Average Derivative (AD) as,
where f (x) is the marginal density of the x's and D [m(x)] is the …rst derivative of m. Integrating (1.1) by parts we get the "indirect" representation of the AD as,
where
The primary interest for Average Derivative Estimate (ADE) came from the index models. Also further motivation of ADEs can be found in speci…c measurement problems in economics., such as measuring the positive de…niteness of the aggregate income e¤ects matrix for assessing the "Law of Demand" (Härdle, Hilderbrand and Jerison (1991)) 1 From a statistical standpoint, the bene…t of this additional averaging is that p T asymptotics are obtainable. The most frequently used nonparametric techniques are based on kernel estimators. Average derivatives can be estimated at a rate of p T by using kernel based ADEs. These estimators which have been proposed by Härdle and Stoker (1989) and Powell, Stock and Stoker (1989) . They avoid the slow rates of convergence encountered in more traditional nonparametric estimation. At the same time, the asymptotic properties of these estimators only depend on the joint distribution of the data, and do not rely on functional form assumptions of the conditional expectation function.
While the theory of these estimators is elegant, applications of these estimators often require modi…cations of the kernel based ADE framework (Zhang and Karuhamuni, 2000) . The main purpose of this paper is to estimate the average derivative under conditions which make a straight-forward application of the standard ADE is problematic. In particular, the support of main covariates in many applications is often bounded (for example; the number of hours worked with a discontinuity at the legal limit for regular hours), whereas the ADE literature essentially assumes that the support of the covariates is unbounded and the density is smooth. We therefore present an ADE framework for bounded covariates and possible non-smooth covariate densities.
In this article we shall present a simple estimator when the covariates of the model has bounded support. Unlike the Kernel based non-parametric estimators described above it will be based on simple weighted average of slope of the coe¢ cients which are obtained by piecewise disjoint linear regression. We shall show that this ADE is "better" than the traditional ADE when the support base is bounded.
Section 2, describes our method along with the kernel based methods proposed by Härdle and Stoker (1989) and Stoker (1991b) . Section 3 gives the asymptotic properties of our estimator and its variance. We also discuss how to estimate the AD when some of the covariates are discrete in Section 3.1. In Section 4, a short comparison with H-S estimator have been made using Monte-Carlo simulation method. Section 5, concludes.
Method of Estimation.
Suppose y t 0 s are independent random variables generated by data generating process: y t = m(x t ) + u t ; t = 1; : : : ; T; (2.1) where m(x) is the unknown regression function. The covariates x t is d 1 2 random vector with density f (x) and having a positive de…nite variance-covariance matrix, . The error terms u t 's are distributed with E (u) = 0 and V ar (u) = 2 u .We are interested in estimating the functional
Estimation by Kernel Methods
The Härdle-Stoker (1989) method proposes the following the "indirect" estimate
where b f h (x t ) and d Df h (x t ) are the kernel density estimates of f and D [f ] respectively with a bandwidth h: In addition, I f:g denotes the indicator function, and b n is a sequence of truncation values which converges to zero. Theorem (3.1) in Härdle and Stoker (1989) under appropriate assumptions, establishes that
Notice that when the error term u t is independent of x t ; V ar
A nice property of this estimator is that it converges at a rate of p T despite the fact that the nonparametric estimator of the individual derivatives converges at a much slower rate (Ullah and Vinod, 1988) .
In his article, Stoker (1991b) , de…nes the "direct"estimator of de…ned as
where b m (x t ) is the kernel regression estimator of m (x) : Stoker also …nds that under appropriate conditions, p T b s is also asymptotically distributed as normal. Li (1996) shows the asymptotic equivalence b s and b hs .
Estimation by Piecewise Local Linear Regression
The estimator we are going to de…ne, uses Piecewise Local Linear Regression (PLLR) as a method. We shall only assume some smoothness properties of the regression function and moment restrictions on the random variables which we shall state in the next section. One important di¤erence of this method from the other methods is that there are no smoothness assumptions on the marginal density of x, i.e. f (x). We assume that, the support of x is the compact set S. Without loss of generality it is assumed to be a subset of is partitioned in equal intervals. We denote such a partition as P be f(t r ; t r+1 ] : 0 < t 1 < t 2 < : : : < t k 1 < 1g. We denote (t r ; t r+1 ] as H r (H r is called a bin). These bins are of equal size (jH r j = h). For any bin H r , which has at least 3 observations we can linearly regress y t on x t , st. x t 2 H r . We denote the estimated coe¢ cient of the slope of the regression as b r . This is a least squares estimate of the tangent of the regression curve m(x), in the interval H r . We then take the an weighted average of the slopes in each of the bin H r . The weights are taken to be the proportion of the total number of observations in the bin H r .
Let us now generalise the idea when the dimension of x is d: Let the support of x is the compact set S [0; 1] d : Assume without loss of generality, the interval [0; 1] is the support of the marginal density of x i . As before we partition the support, in equal intervals and denote the partition as P i . Let the partition P i be (t ir ; t i(r+1) ] : 0 < t i1 < t i2 < : : : < t i(k i 1) < 1 . We denote (t ir ; t i(r+1) ] as H r i (H r i is called a bin in the x th i dimension). These bins are of equal size (jH r i j = h 1=d ). The partition for the whole support of f (x) is then
H r i is the bin to be considered in this d dimensional space. We shall only consider those bins such that H r S therefore the number of bins are at most k = d i=i k i : Note that when x is univariate then H r S for all r: The same is true if the covariates are independent. Also since there is no a-priori reason to have di¤erent number of partitions for each dimension we take the same number of partition for each dimension (k) Then the size of each bin
The rest of the method is similar to the univariate case.
Suppose we have at-least l d + 2 points in H r we linearly regress y t on x t as
De…ne the Bernoulli random variable I t;r B (p r ) as,
We denote the estimated coe¢ cient of the slope of the regression, r as
x t I t;r ;
and
the number of observation in the bin H r . This is a least squares estimate of the tangent of the regression curve m(x), within the interval H r . To estimate the Average Derivative we then take an weighted average of the slopes in each of the bin H r . The weights are taken to be the proportion of the total number of observations in the bin H r ,
De…nition 1 We de…ne our Average Derivative Estimator as
Note that in de…nition (2.8), we assume that if there are insu¢ cient number of observations to regress, the observations in the bin contribute nothing to the ADE.
We will show that under some natural assumptions made later, asymptotically
We can also estimate the error variance 2 u ; by de…ning an weighted average of the variance estimates in each bin H r :
We denote the estimate variance s 2 r in each bin as the usual least squares estimator,
are the residuals of the linear regression (2.6) and
De…nition 2 We de…ne our average error variance estimator as
We will show, under some assumptions made later that asymptotically can be consistently estimated by b V a ; as de…ned below.
De…nition 3 We de…ne the estimated variance of b a as
Furthermore we need to select our bin size depending on the number of observations T: We propose a rule of thumb to choose the bin size as.
Rule of Thumb:
We choose the bin size as,
It is clear from (2.5) that we can calculate the number of partitions as,
where bvc is the integer part of the number v. The reason to choose such a bin size will be clear when we discuss our large sample results.
Large Sample Results
We shall now prove some large sample results under the following assumptions
; exists and is bounded by M 2 .
A(3) The covariates X = (x 1 ; : : : ; x T ) are independent of the errors u = (u 1 ; : : : ; u T ) ; and the variance of u t , E(u 2 t ) = 2 u < 1:
We will make some brief comments on the assumptions. The …rst assumption A (1) is not popular in the non-parametric econometrics literature. The assumption that the density f is bounded below is necessary to ensure that there are atleast l observations in each bin to perform the required regression (in large sample). However we also want the density to be bounded above since we do not want to put too much weight on any particular b r : The smoothness assumption of the regression function A(2) is also necessary for the same reason, and is similar to assumptions made in Fan and Gijbels (1992) . Assumption A(3) is a standard assumption for linear models required for consistency of the estimates of slope parameters. Finally the last assumption A(4) ensures that the size of the bins shrinks at the rate of p T ; but the size should not get too small too quickly (ln(T )=T h ! 0) otherwise there will be insu¢ cient number of observations in the bin to perform a regression. Note that the bin-size proposed in (2.12) satis…es A(4).
Theorem 1 Under the stated assumptions
where b a is the ADE de…ned in (2.8).
Observe that if m(x) is linear (i.e. m(x) = + 0 x) we have = : Then the asymptotic variance coincides with the asymptotic variance of the classical least squares estimator of . So in the case of linearity of the regression function we get the standard result. This implies that we will not lose e¢ ciency when compared to the simple OLS method when the regression function is rightly speci…ed.
The following theorems helps us to estimate the variance of b a consistently.
Theorem 2 : Under assumptions A(1) to A(4) and E (u 4 ) < 1;
where s 2 a is the estimate of the variance of the errors as de…ned in (2.10).
Theorem 3 Under assumptions A(1) to A(4) and E (u 4 ) < 1;
where b V a is the variance of the ADE de…ned in (2.11).
Theorem (3) can be used for testing linear restrictions such as the null hypothesis Q = q 0 ; where Q is a d 0 d matrix of full rank. The test of this hypothesis can be based on the Wald
under the null.
Models with discrete covariates
When there are discrete covariates present the model (2.1) can be written as y t = m(z t ; x t ) + u t ; t = 1; : : : ; T (3.1)
where z t is a (d 1 1) vector of discrete covariates. For our purposes we are interested in estimating
which can be written as
where (j) = R D x [m(j; x)] f (j; x)dx; the average derivative conditional on j: In the case of single index models ( m(z; x) = G (z 0 + x 0 )), Horowitz and Härdle (1996) proposed a kernel based method to estimate : Using our method, the estimation of b a (j) is easily done in the way described in Section 2 conditional on j . We then form a weighted average of these (j) as
where w (j) = #(Z = j) =T: By law of large numbers w (j) is a consistent estimator for Pr (Z = j) and by Theorem (1),
where (j) = V ar (xj j) : Therefore p T b a is also distributed asymptotically normal.
E¢ ciency comparison with Härdle-Stoker ADE
Under the assumption of independence between the covariates and the errors, the asymptotic variances of the b hs (or b s ) 3 (2.3) and the asymptotic variance of b a (Theorem 1) can be compared
Does this imply that b a is asymptotically more e¢ cient than b hs or b d ? The answer to that question is not necessarily so, since a crucial condition used in Härdle and Stoker's (1989) proof of p T asymptotic normality is that the bias is o p T . Typically the bias is bounded by a Taylor expansion, assuming that f (x) is d + 2 continuously di¤erentiable. However, in the setup here, the support of the covariates x is bounded. This, in general, makes the above derivation invalid particularly at the points near the boundary and also at the points of discontinuities of the density of the covariates, since we need the assumption of compact support of f for asymptotic normality of b a : Hence they can only be compared through simulation methods.
Small Sample Results:Comparing with Härdle-Stoker Estimator
We will now study the small sample properties of our estimator and compare it with the Härdle-Stoker Estimator. We do so by using Monte Carlo simulations on a Censored Regression Model satisfying the assumptions listed before. We take our model as,.
iid with density f (x j ) ; and dummy variables z jt ' iid Bernoulli . Also z t = (z 1t ; :::; z 5t ) ; x t = (x 1t ; :::; x 5t ) and u t are independent. Then using Greene (1999), we have
where 1 0 is a vector of ones. Then the average derivative, for this model takes the form of
3 Newy and Stoker (1993) studies the e¢ ciency of kernel based ADEs. 4 This follows from the fact that Cov (X; L(X)) = I d :
Note that 1 0 z BinomialDist(n; 5;
1 2
) and integration of E f (G 1 0 x+1 0 z ) was done using Monte-Carlo simulation.
In our simulation, we take G to be the standard normal distribution ( ) ; (This gives us the standard Tobit model) or the t-distribution with 3 degrees of freedom (t (3)) or the logistic distribution (L) We simulate the covariates of the model under two di¤erent densities, the …rst one being uniform distribution with density f 1 (x j ) = 1; x j 2 [0; 1] = 0; otherwise. and the other density being a step density,
Also assume x j ; j = 1; ::5; and z j ; j = 1; ::5 are independent. We generate 10000 data sets of size 5000 (T ) from the model (4.1) with di¤erent distribution speci…cations. We estimate the average derivative using the piecewise local linear regression (PLLR) method described in Section 2. The the bin size used is described in the rule of thumb (2.12). For comparison we also estimate the weighted average H-S estimator (proposed by Horowitz and Härdle (1996) ) b hs = P 4 n=0 w (n) b hs (n) ;where w (n) = #(1 0 z = n) =T and b hs (n) the H-S estimator conditional on n:The optimal bandwidth of the H-S estimator is obtained by minimising the MSE (Härdle, Hart, Marron and Tsybakov, 1991) . As an initial point of this optimisation we take h = T 2=7 ; which is the optimal bandwidth for d = 1: We use the Gaussian Kernel to estimate f (x) :
The results for (f 1 ; ) ; (f 2 ; ) ; (f 1 ; t (3)) and (f 2 ; t (3)) are given below in Tables 1 to 4   Table 1   Table 2   Table 3   Table 4   Table 5   Table 6 As expected our PLLR estimator b a out performs b hs in this simulation, the reason being that model violates the condition for asymptotic normality of b hs : Comparing Tables 1, 3 and 5 with  Tables 2, 4 and 6, we notice our estimator performs the better because there are more discontinuities in the joint density 5 j f 2 (x) than 5 j f 1 (x). The choice of error distribution does not seem to matter that much. So our estimator complements the H-S kernel estimator. We have also did a simulation study for a version of the "Sine" model (Härdle, 1992 ) and compared the H-S estimator with our estimator con…rming similar results as above.
5 .
Conclusion
The paper proposes an simple method of estimating the Average Derivative Estimate (ADE) when the density of the covariates are bounded and discontinuous. We propose to estimate the AD by a weighted average of piecewise local OLS slopes denoted by b a . We prove the asymptotic normality of our ADE under some regularity assumptions. These assumptions are similar but not same as the assumptions under which Härdle-Stoker (H-S) proved the (asymptotic) normality of their ADE. The H-S estimator requires some smoothness conditions on the density of explanatory variable(s) f (x) : In our method we do not require such assumptions but we need f (x) to have compact support. It might be worthwhile to point out that by not requiring the density f (x) to vanish, our method can be used to test for linearity or stability by dividing the data into di¤erent regions and calculating the ADE of each region and testing for equality like a Chow test. We also provide a consistent estimator of the asymptotic variance of b a ; which can be used to for a Wald like test statistic.
In the special case when the regression function is linear, the asymptotic variance of b a coincides with the asymptotic variance of the classical least squares estimator of the slope. So in the case of linearity of the regression function we get the standard result. This implies that we will not lose e¢ ciency when compared to the simple OLS method when the regression function is rightly speci…ed as linear.
The method described, is applied to a censored regression model, covariates are bounded and distontinuous, in presence of dummy variables. We simulate and compare the small sample results of H-S estimator with our estimator under various speci…cations covariate densities and error distributions. The results indicate that our estimator performs better than H-S estimator when the discontinuites in the covariate density increase.. Our method thus complements the H-S method for estimating the average derivative.
A Appendix: Useful lemmas and proof of theorems Lemma 1 If g is bounded, under the assumptions A(1)-A(4), as T ! 1; then we have 1.
Proof of Lemma 1: Observe that, if M r ; (1 r k) are a collection of independent random variables then,
Since x is bounded and E (g (x t )) = g ; we have
where C 1 and C 2 are constants. As x t 's are independent and I t;r are Bernoulli random variables with parameter p r ; the …rst term in (A.2) can be written as:
Therefore combining (A.2) and (A.3) we get,
Hence as T ! 1, the expression above goes to zero since
Therefore we get
Corollary 1 It follows from lemma 1,
where p r = E (I t;r ) ; = V ar(xx 0 ) and 1 = E(x):
Proof of Corollary 1:
1. Since we can write w r = 1 T P T t=1 I t;r ; the proof follows from lemma (1), part (1) 2. We can write x r = 1 wr 1 T P T t=1 x t I t;r then the proof follows from the lemma (1) part (1), that sup r 1 T P T t=1 x t I t;r p r 1 P ! 0 and sup r kw r p r k P ! 0:
3. Note the we can write,
Then using lemma (1) part (1), we have Lemma 2 Under our assumptions A(1)-A(4) as T ! 1;
where W r is uniformly bounded in 1 r k by W :
w r IfT r lg where t;r is within x t and x r . As kD [g(:)]k is bounded and kx t x r k I t;r h, we have
Lemma 4 : Under our assumptions A(1)-A(4), 
Proof of Lemma 4: Taking a Taylor series expansion of m(x t ) around x r for those x t 's which are in H r ; we have,
where " t;r = 1 2 e x t;r D 2 m( t;r ) e x t;r I t;r for some t;r between x t and x r and e x t;r = (x t x r ) I t;r : Note that, since ke x t;r k = k(x t x r ) I t;r k h; and D 2 [m( tr )] is bounded we have
Then for all x t 's which are in H r we can write
using (A.7). This implies we can write the estimate of slope in the bin H r as,
r + r where R 1 is uniformly bounded in r and
As p T h ! 0 sup r p T 1 Tr P T t=1 e x t;r " t;r ! 0: Hence sup r p T R
(1) r P ! 0 :
Lemma 5 :Under our assumptions A(1)-A(4),
Since 1 p T P T t=1 u t is bounded and by Corollary (1) part (2) sup r kx r 1 k P ! 0; we have kRk
from Corollary (1) part (4) 
Using Lemma (1) part (2) sup r
where sup r p T R (i) r P ! 0, i = 1; 2: Therefore we have by (A.10),
By central limit theorem we have
and by lemma (5)
Also since x and u are independent, we prove that
Lemma 6 Under our assumptions A(1)-A(4) and E (u 4 ) < 1; we have
Proof of lemma 6: Following the proof in lemma (1), let 
By lemma (4) and (5) 
