Let Γ be a Lipschitz curve on the complex plane C and Ω + is the domain above Γ, we define Hardy space H p (Ω + ) as the set of holomorphic functions F satisfying sup τ >0 ( Γ |F (ζ + iτ )| p | dζ|)
Introduction
Let Ω + be a simply connected open set in the complex plane C, and its boundary Γ is an oriented locally rectifiable Jordan curve such that, Ω + lies to the "left" of Γ. Denote the complement of Ω + as Ω − , then, for 0 < p ∞, we could define two generalized Hardy spaces H p (Ω + ) and H p (Ω − ), both of which are subsets of holomorphic functions on the corresponding domains.
If 1 < p < ∞, as in the case where Ω + is the upper complex plane C + , functions in these two spaces should have non-tangential boundary limit on Γ, which belongs to L p (Γ). We still denote these two sets of non-tangential boundary functions as H p (Ω + ) and H p (Ω − ), by abusing of language. One of the most famous problems about the generalized Hardy space, due to Calderón, states that, whether L p (Γ) is the direct sum of the spaces H p (Ω + ) and H p (Ω − ), for 1 < p < ∞. We could rewrite Calderón's problem as "L p (Γ) = H p (Ω + ) + H p (Ω − )?" for simplicity, and the answer of this problem largely depends on the property of Γ, based on what we have known for now.
In their book [1] , Meyer and Coifman provided three different proofs of the identity L 2 (Γ) = H 2 (Ω + ) + H 2 (Ω − ), where Γ is regular in the sense of Ahlfors, except that they only considered boundary limit functions from right above. The restriction on Γ, roughly speaking, requires that it could not have "too many zigzags".
If 0 < p < ∞, the usual way to define F ∈ H p (Ω + ) is to require the boundedness of the integrals of |F | p over certain curves tending to the boundary Γ, and this is analogous to the definition of the classic Hardy spaces H p (C + ) and H p (D). Here, D is the unit disk on C. Since H p (C + ) has been thoroughly studied, as is shown in books like [2] by Duren, [3] by Garnett, [4] by Deng, it would be convenient that H p (Ω + ) could be connected with H p (C + ) in a natural way.
In this paper, we will focus on the case of 1 < p < ∞, and prove that H p (Ω + ) is isomorphic to H p (C + ) under the mapping T : F (w) → F (Φ(z))(Φ ′ (z)) 1 p under the assumption that Γ is a Lipschitz curve. We will also prove that every function in H p (Ω + ) is the Cauchy integral of its boundary limit, here the boundary limit functions are all non-tangential limits. Our work is influenced by those of Meyer, Coifman and Duren, and provides the possibility to further the study of generalized Hardy space by utilizing results of the classic Hardy space H p (C + ).
Basic Definition
Let 0 < p ∞, and for 1 p ∞, denote q as the conjugate coefficient of p, which means that 1 p + 1 q = 1. We first introduce definitions of Hardy spaces over Lipschitz domains. Let a : R → R be a Lipschitz function, where |a(u 1 ) − a(u 2 )| M |u 1 − u 2 | for all u 1 , u 2 ∈ R and fixed M > 0, Γ = {ζ(u) = u + ia(u) : u ∈ R} ⊂ C be the graph of a(u), we have |a ′ (u)| M a.e., and the arc length measure of Γ is ds = |dζ| = (1 + a ′ 2 (u)) 1/2 du. It follows that du ds (1 + M 2 ) 1/2 du. For F (ζ) defined on Γ, since Γ |F (ζ)| p |dζ| =
The space L p (Γ, ds) may thus be identified with L p (R, du). We let Ω + denote the set {u + iv ∈ C : v > a(u)}, Ω − denote that {u + iv ∈ C : v < a(u)}, and Γ τ denote Γ + iτ = {ζ + iτ : ζ ∈ Γ} for τ ∈ R.
Let F (w) be a function which is holomorphic on Ω + , we say that
or in the case of p = ∞,
Notice that
Fix u 0 ∈ R such that ζ ′ (u 0 ) = |ζ ′ (u 0 )|e iφ 0 exists, and choose φ ∈ (0, π 2 ), we denote ζ 0 = ζ(u 0 ) = u 0 + ia(u 0 ) and let
then we say that a function F (w), defined on Ω + , has non-tangential boundary limit l at ζ 0 if
It is easy to verify that for fixed φ ∈ (0, π 2 ), there exists constant δ > 0, such that, if |z| < δ and
It has been proved in book [1] that, every F (w) ∈ H p (Ω + ) has upright down boundary limit a.e. on Γ, and if we denote the limit function as F (ζ), then F (ζ) ∈ L p (Γ), and
Besides, F (w) is the Cauchy integral of F (ζ), that is
Actually, we could further prove that F (ζ) is the non-tangential boundary limit of F (w), which will be shown in Corollary 3.4. We then turn to definitions of the classical Hardy spaces over C + , the upper half complex plane. If f (z) is holomorphic on C + and y > 0, we define
then Hardy space H p (C + ) is defined as
we say that a function f (z), defined on C + , has non-tangential boudary limit l at x 0 , if
It is well-known that every function f (z) ∈ H p (C + ), where 0 < p ∞, has non-tangential boundary limit a.e. on real axis. We usually denote the limit function as f (x) for x ∈ R, then
is both the Cauchy and Poisson integral of f (x) [3] , that is,
for z = x + iy ∈ C + , where x ∈ R and y > 0.
By the definitions above, if a(u) = 0, then H p (Ω + ) = H p (C + ), thus we may consider H p (C + ) as a special case of H p (Ω + ). In this paper, we mainly focus on the case of 1 < p < ∞, then H p (Ω + ) is a linear vector space equipped with the norm · H p (Ω + ) . From now on, we will assume that 1 < p < ∞, if not stated otherwise, thus 1 < q < ∞ too.
Let ζ, ζ 0 ∈ Γ, we define
for z ∈ C and z = ±(ζ − ζ 0 ), then K z (ζ, ζ 0 ) is well-defined and we could write
We could also verify that, if ζ 0 + z ∈ Ω + and ζ 0 − z ∈ Ω − , then
Since Ω + is an open and simply-connected subset of the complex plane, there exists a conformal representation Φ from C + onto Ω + , which extends to an increasing homeomorphism of R onto Γ, that is Re Φ ′ (x) > 0, for x ∈ R a.e.. Define Σ = {x + iy ∈ C :
Denote the inverse of Φ(z) as Ψ(w) :
More details about Φ are in Lemma 3.7 and Lemma 3.8.
We now consider a transform T from H p (Ω + ) to holomorphic functions on C + , where
then, obviously, T is linear and one-to-one. The main result of this paper is the following theorem.
Theorem 2.1. If T is defined as above, then T :
is linear, one-to-one, onto and bounded. Its inverse T −1 :
is also bounded.
Some useful Lemmas
We introduce some lemmas about K z (ζ, ζ 0 ) first.
Lemma 3.1. There exists a constant C > 0, such that
Proof. By equation (1), we have
then we only need to prove that there exists a constant C ′ > 0, such that
If
In both cases, we could choose C ′ 13 5 , and the inequality (3) holds. If
and if
In either case, if we choose C ′ 39
and the lemma is proved.
By the proof above, the constant C only depends on M , and we actually have
, and we define
Proof. Fix τ > 0 in w = ζ 0 + iτ , and let ζ 0 = u 0 + ia(u 0 ), where u 0 ∈ R. By Lemma 3.1, we have
and this proves the corollary.
The above corollary is obviously true if p = 1.
2 ) are both fixed, and ζ ′ (u 0 ) exists, then we could choose positive constants C and δ, depending on φ and ζ 0 , respectively, such that if
Proof. We only need to prove that there exists constants C ′ , δ > 0, such that
where
2 ), then there exists δ > 0, depending on ζ 0 , such that for all |u − u 0 | < 2δ, we have
In this case, we could let z = |z|e iθ , where
and
We also have |ζ − ζ 0 − z| |z| sin φ 1 and |ζ − ζ 0 ± z| |ζ − ζ 0 | sin φ 1 by using the same method.
If |ζ − ζ 0 | |z|, then |ζ − ζ 0 | 2 + |z| 2 2|z| 2 , and
In the case of |u − u 0 | 2δ, we know that |ζ − ζ 0 | |u − u 0 | 2δ. For |z| < δ
In both cases, if we let C ′ = max{ }, then for all |z| < δ, we have
and this proves the lemma.
The following corollary was proved in [5] , but the proof here is new and simpler.
, and u 0 is the Lebesgue point of
and |z| is sufficiently small, then z − ζ 0 ∈ Ω − and Γ K z (ζ, ζ 0 ) dζ = 1. By Lemma 3.3, we have
where C > 0 is constant, depending on φ, and P y (x) = 
The above corollary shows that, for w = ζ 0 + z ∈ Ω + where ζ 0 ∈ Γ and z ∈ C, if we define
Corollary 3.5. If F (w) ∈ H p (Ω + ) and F (ζ) is the upright down boundary limit of F (w) on Γ, then F (ζ) is also the non-tangential boundary limit of F (w).
Proof. Let u 0 be the Lebesgue point of F (ζ(u)) and ζ ′ (u 0 ) exists, ζ 0 = ζ(u 0 ) and φ ∈ (0,
and then
which means that F (w) tends to F (ζ) non-tangentially. Thus, every function in H p (Ω + ) is the Cauchy integral of its non-tangential boundary limit.
Lemma 3.6. If F (w) is a rational function, vanishing at infinity, whose poles do not lie in
Proof. We consider a simple case first. Let
Since the slopes of Γ are between −M and M , we have
we get that
(w−α) k where k is an integer greater than 1, then we also have
For the general case, we could write F (w) as
then, by what we have proved, ( Γτ |F (w)| p ds) 1 p is bounded above by a constant which is independent of τ . Thus, we still have F (w) ∈ H p (Ω + ).
Kenig proved the following lemma in [7] .
Lemma 3.7. (i) Φ extends to C + as a homeomorphism onto Ω + .
(ii) Φ ′ has a non-tangential limit almost everywhere, and this limit is different from 0 almost everywhere.
(iii) Φ preserves angles at almost every boundary point, and so does Ψ (here almost every refers to |dζ|).
(iv) Φ(x), x ∈ R, is absolutely continuous when restricted to any finite interval, and hence Φ ′ (x) exists almost everywhere, and is locally integrable, moreover, for almost every x ∈ R, Φ ′ (x) = lim z→x Φ ′ (z), where z ∈ C + converges nontangentially to x.
(v) Sets of measure 0 on R correspond to sets of measure 0 (with respect to |dζ|) on Γ, and vice versa.
(vi) At every point where Φ ′ (x) exists and is different from 0, it is a vector tangent to the curve Γ at the point Φ(x), and hence | arg Φ ′ (x)| arctan M for almost every x.
The following lemma shows that, for each y > 0, the curves Φ(x + iy), x ∈ R, are graphs of Lipschitz functions whose slopes are between −M and M . We let θ 0 = arctan M for simplicity.
Lemma 3.8. For the conformal representation Φ :
for all z ∈ C + .
Remark 3.9. Although the proof of this lemma was inspired by [1] , we made some small but important adjustments and the proof of the lemma, which contains much more details, is complete.
Proof. We start with the special case where Γ is a polygonal line ending with two half-lines whose slopes are between −M and M , and let N be the number of vertices of Γ. Then by Schwarz-Christoffel formula [6] , there exists N real numbers c 1 < c 2 < · · · < c N , a real number γ, and N real exponents γ j , 1 j N , such that
The "angles" γ and γ j are related to the slopes of the polygonal line Γ, and we choose a branch of log Φ ′ (z) such that, arg(z − c j ) ∈ (0, π) for z ∈ C + , and if x < c 1 , then
we have
The above inequality shows that the harmonic function Im log Φ ′ (z) is bounded on C + .
By the Poisson representation of bounded harmonic function on
and this proves that | arg Φ ′ (z)| θ 0 and |Im
we have Re Φ ′ (z) > 0. We then pass to the general case by approximating Γ by a sequence Γ j of polygonal lines such that the open sets Ω j+ above Γ j increase to Ω + , and it is enough that Γ j are graphs of piecewise affine function a j (x) which decrease to a(x).
To construct the a j (x), we consider the subdivision of R formed by the points x = k · 2 −j , where k ∈ Z and |k| j ·2 j . Let y(k, j) = a(k ·2 −j )+ 2M ·2 −j , and denote Γ j as the polygonal line whose nodes are (k · 2 −j , y(k, j)), and whose ends are formed by half-lines of slope −M and M , respectively. That is,
Let K ⊂ R be a compact set and choose j large enough such that
It follows that the functions a j (x) form a sequence which decreases, uniformly on each compact set of R to a(x), and we could choose a subsequence of {Ω j+ }, which is denoted as {Ω j+ } again, such that,
Let Φ j (z) be the conformal representation from C + onto Ω j+ , where Φ j (∞) = ∞, Φ j (i) = w 0 ∈ Ω 1+ , then by Carathéodory convergence theorem, Φ j (z) converge uniformly on each compact set of C + to the conformal representation Φ :
But, as a harmonic function, if Re Φ ′ (z 0 ) = 0 for some z 0 ∈ C + , we should have Re Φ ′ (z) = 0 for all z ∈ C + . Then Im Φ ′ (z) = 0 and Φ ′ (z) = 0, which is impossible.
Thus, we have proved that Re Φ ′ (z) > 0 and |Im Φ ′ (z)| M Re Φ ′ (z), for all z ∈ C + .
Proof of the Main Theorem
We divide the proof of the main theorem into three parts, and deal with the "onto" part first.
Lemma 4.1. Suppose that 1 < q < ∞, α ∈ C, ε > 0, E(α, ε) = {z ∈ C + : |Φ(z) − α| ε}. Let E y = {t ∈ R : t + iy ∈ E(α, ε)} for y > 0, then
As a consequence, if α /
∈ Ω + , and we define
Proof. Since |Φ(z) − α| ε for z ∈ E(α, ε), then
By Lemma 3.8, we have Re Φ ′ (z) > 0, that is, Re Φ(t + iy) is an increasing function of t, then
If α /
∈ Ω + , there exists ε > 0, such that |Φ(z) − α| ε for all z ∈ C + . Then E y = R, and
thus g ∈ H q (C + ) as the boundary above is independent of y, and the lemma is proved.
To show that T (H p (Ω + )) contains H p (C + ), we need the following two lemmas. The proof of the above lemma is nearly the same as in [1] , so we omit it here.
Proof. "⇒": it is obvious if we combine Lemma 3.6 and Lemma 4.2. "⇐": for w ∈ Ω + , define
We could use the same method as in Lemma 3.6 to prove that I is bounded by a constant depending only on w 1 . It follows that lim
Now we have proved that F (w) is continous on Ω + , and it is an easy consequence of Morera's theorem that F (w) is actually analytic on Ω + . If we write w = ζ 0 + iτ where ζ 0 ∈ Γ and τ > 0, then ζ 0 − iτ ∈ Ω − , and
For fixed ζ 0 ∈ Γ and φ ∈ (0, π 2 ), if w ∈ Ω φ (ζ 0 ) ∩ Ω + , we write w = ζ 0 + z, then there exist δ > 0, such that w 0 − z ∈ Ω − for all |z| < δ, and
Thus, F (ζ) is the non-tangential boundary limit function of F (w) ∈ H p (Ω + ).
Now we reach our first part of the main theorem's proof.
Proposition 4.4. For T defined by (2), we have
The second equation holds since Ψ(ζ) = t ∈ R for ζ ∈ Γ, and Ψ ′ (ζ) · Φ ′ (t) = 1. Define
, by Lemma 4.1, and g(z) has non-tangential boundary limit g(t) on R. Thus, by Lemma 4.2,
By Lemma 4.3, F (ζ) is the non-tangential boundary limit of a function in H p (Ω + ), and we let the function be G(w). In the following, we are going to prove that G(w) = F (w). Since, by Lemma 4.3,
Fix w 0 ∈ Ω + , let Ψ(w 0 ) = z 0 = x 0 + iy 0 , where x 0 ∈ R, y 0 > 0, and define
is holomorphic, has non-tangential boundary limit h(t) on real axis, and
it follows that h(z) could be extended holomorphically to C + . We are going to show that h(z) ∈ H q (C + ), for then R f (t)h(t) dt = 0, and F (w 0 ) = G(w 0 ). Choose δ 0 > 0 small enough, such that
and write
We then have |t−x 0 |>δ 0
If |y − y 0 | > δ 0 , then
Thus, by Minkowski's inequality, I 1 for all y > 0, and I 2 for |y − y 0 | > δ 0 , are bounded, and the boundaries are independent of y. Since h(z) is continuous on the compact set E 0 , we could denote M 1 = max{|h(z)| : z ∈ E 0 }, then for |y − y 0 | δ 0 ,
Thus, I is bounded, independent of y, for all y > 0, and h(z) ∈ H q (C + ). By Lemma 4.2,
and F (w) = G(w) ∈ H p (Ω + ), which proves the theorem.
Thus we could define T −1 , the inverse of T , on H p (C + ) as
The analogies of Lemma 3.8 and Lemma 4.1 are the following two lemmas. Proof. Let Φ(z) = w ∈ Ω + , then z ∈ C + , Φ ′ (z) · Ψ ′ (w) = 1, and
by Lemma 3.8, thus
Again, we have Ψ ′ (w) ∈ Σ for all w ∈ Ω + . Lemma 4.6. Suppose 1 < q < ∞, α ∈ C, ε > 0, E(α, ε) = {w ∈ Ω + : |Ψ(w) − α| > ε}. Let E τ = {u ∈ R : u + ia(u) + iτ ∈ E(α, ε)} for τ > 0, then
is bounded, and the boundary is independent of τ . Consequently, if α / ∈ C + , and we define
Proof. Remember that Σ = {(x, y) ∈ C : x > 0, |y| M x}. We then divide Σ into N equally parts by drawing N − 1 half-lines from the origin, such that the angle between two adjacent half-lines is
, and denote that angle as θ 1 . That is, Σ = N j=1 Σ j , and for
Denote E τ j = {u ∈ E τ : arg Ψ ′ (u + ia(u) + iτ ) ∈ Σ j }, for j = 1, . . ., N . Then we write
Now we fix j, and let h j (u) = Ψ(u + ia(u) + iτ ) · e i(θ 0 −(j−1)θ 1 ) , for u ∈ E τ j , then
thus Re dh j du > 0, and Re h j (u) is an increasing function of u. Besides, dh j du
Let αe i(θ 0 −(j−1)θ 1 ) = z 0j = x 0j + iy 0j , where x 0j , y 0j ∈ R. Since |Ψ(w) − α| ε for w ∈ E, then
and we have
If α / ∈ C + , there exists ε > 0, such that |Ψ(w) − α| > ε for all w ∈ Ω + . Then E τ = R, and
is bounded and the boundary is independent of τ . Thus, G ∈ H q (Ω + ), by definition.
We could now prove that T maps H p (Ω + ) into H p (C + ), which is the second part of our proof.
Proof. Fix F ∈ H p (Ω + ), and let f (z) = T F (z). Since F (w) has non-tangential boundary limit F (ζ) on Γ, and
by the remarks which follow Corollary 3.5, then f (z) has non-tangential boundary limit f (x) on real axis, and [4] . We are going to prove that f (z) = g(z), which will finish the proof of the proposition. Let t = Ψ(ζ) in the above integral, then
and by Φ
For fixed z 0 ∈ C + , denote Φ(z 0 ) as Remember that w 0 = u 0 + ia(u 0 ) + iτ 0 ∈ Ω + , u 0 ∈ R, τ 0 > 0, and let δ 0 > 0 be a small number such that Since Ψ is a holomorphic representation from Ω + onto C + , Ψ(E 0 ) is an open set in C + , and there exists ε 0 > 0, such that |Ψ(w) − Ψ(w 0 )| ε 0 for w ∈ Ω + \ E 0 . For fixed τ , denote E τ = {u ∈ R : u + ia(u) + iτ / ∈ E 0 }, then by Lemma 4.6,
