Irregular human behaviors and univariate datasets remain as two main obstacles of data-driven energy consumption predictions for individual households. In this study, a hybrid deep learning model is proposed combining an ensemble long short term memory (LSTM) neural network with the stationary wavelet transform (SWT) technique. The SWT alleviates the volatility and increases the data dimensions, which potentially help improve the LSTM forecasting accuracy. Moreover, the ensemble LSTM neural network further enhances the forecasting performance of the proposed method. Verification experiments were performed based on a real-world household energy consumption dataset collected by the 'UK-DALEąŕ project. The results show that, with a competitive training efficiency, the proposed method outperforms all compared state-of-art methods, including the persistent method, support vector regression (SVR), long short term memory (LSTM) neural network and convolutional neural network combining long short term memory (CNN-LSTM), with different step sizes at 5, 10, 20 and 30 minutes, using three error metrics.
I. INTRODUCTION
Data-driven energy consumption forecasting methods, which predicts the short-term future energy consumption values based on historical data, are important elements in the process of building information modeling (BIM) [1] , [21] , [36] . The short-term and very short-term energy consumption forecasting techniques are useful for residential energy demand-side management, electricity price market design, energy efficiency and maintenance scheduling of large-scale complex smart power grids [12] , [28] , [37] . Moreover, it provides extra reliability, security and protection for the smart grid to handle the increasing energy demand from residential households. Along with the fast development of artificial intelligence (AI) technology, the extended deep learning methods nowadays are capable of performing very short-term energy consumption forecasting results with spectacularly high prediction accuracy [7] , [22] , [29] , [34] .
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However, two difficulties remain as the major obstacles that hinder the existing data-driven forecasting strategies to be widely adopted in the smart grid development process. First, we doubt about the reliability of using pure data-driven methods on energy consumption prediction for residential households since the energy consumption patterns for individual households can be extremely irregular. Second, traditional deep learning neural networks, such as the convolutional neural networks (CNNs), require multi-dimensional inputs to achieve high prediction accuracy. Univariate time series data, e.g., the energy consumption data, forecasting is a challenging problem even for deep learning technologies.
In this study, we propose a hybrid deep learning forecasting framework that combines multiple LSTM neural networks with stationary wavelet transforms (SWT) to solve the irregular and univariate individual household energy consumption forecasting problem. The original energy consumption signal has been split into multiple more stationarized sub-signals; and each sub-signal is to be resolved by a corresponding LSTM neural network. 
II. RELATED WORKS
The forecasting methodologies can be generally categorized into long-term (more than a year), mid-term (from a month to a year), short-term (from one day to a month) and very short-term (within 24 hours) forecasting methods. The fast development of artificial intelligence (AI) technology provides an important short-term forecasting solution for time series data compared to traditional methods, such as physical simulation models [4] , [31] , statistical analysis [2] , [24] and regression models [17] , [23] . Modern AI techniques, such as support vector machine (SVM), extreme learning machine (ELM), artificial neural networks (ANNs) and deep learning neural networks are employed to perform short-term forecasting tasks in various areas. Grigorievskiy et al. [11] introduced an optimally pruned extreme learning machine (OP-ELM) technique to perform long-term time series prediction. The original ELM was improved by internal pruning of inessential neurons. Hu et al. [14] compared modern machine learning techniques, including SVM, ELM and back-propagation neural network (BPNN), on the tunnel settlement forecasting problem. Comprehensive experimental results tested on realworld datasets were provided to show the effectiveness of AI technology applications for real-world industrial problems. Singh and Dwivedi [35] proposed a novel evolutionary algorithm based ANN framework to solve the short-term load forecasting problem. Benali et al. [3] compared smart persistence, ANN and random forest (RF) to forecasting solar irradiance components, including normal beam, horizontal diffuse and global components. The experimental results show that even with highly irregular solar irradiance data, such as solar irradiation in spring and autumn, the machine learning based forecasting model still has an obvious advantage compared to traditional forecasting models. Bouktif et al. [5] extended the traditional LSTM neural network by combining the genetic algorithm (GA) to forecast aggregate load in short to medium terms. Modern civilization requires more precise and real-time forecasting techniques and has moved the short-term forecasting to very short-term forecasting, which perfectly matches the scope of machine learning and deep learning technologies [25] . Yan et al. [40] designed a hybrid deep learning methodology that integrates convolutional neural network (CNN) and long short term memory (LSTM) neural network to forecast power consumption values in every five minutes. The forecasting results were further extended to a time interval of half an hour through a multi-step forecasting strategy that was proposed by the same study. Kim et al. [20] proposed a hybrid power demand forecasting model, combining (c, l)-LSTM and CNN, for very short-term forecasting. The input sequence consists of multiple [Key, Context] pairs, where the key value is the power demand value; and context values include contextual information, such as temperature, humidity and season. Wang et al. [38] performed a thirty-minute energy consumption forecasting for a profile of small and medium enterprises. The pinball loss was used as a guideline for parameter tuning of the LSTM neural network, instead of the traditional mean square error (MSE). Imani and Ghassemian [15] combined discrete wavelet transform (DWT) and collaborative representation transform (CRT) to perform very short-term load forecasting at meter-level. Deng et al. [8] designed a multiscale convolutional neural network (MS-CNN) with time cognition to forecast load in steps of multiple hours. The proposed model was further strengthened by periodical coding. Kong et al. [21] , [22] designed various LSTM neural network structures for different household loads, considering the resident behaviors. The forecasting accuracy using a single LSTM neural network was not satisfied enough.
Ospina et al. [32] predicted power output for a PV plant in 30 minutes time interval using ensemble LSTM neural networks. Liu et al. [26] predicted wind power changes in very short term (15 minutes) based on LSTM and discrete wavelet transform (DWT).
III. METHODOLOGY
A hybrid ensemble deep learning neural network framework is proposed to perform energy consumption forecasting for individual households. The original univariate energy consumption data or signal is split into several sub-signals using stationary wavelet transforms. For each stationarized subsignal, exactly one LSTM neural network is employed to perform the forecasting operation. We believe that the stationarization of the wavelet transform potentially improves the LSTM forecasting results. Last, the forecasting results are integrated using inverse stationary wavelet transform. The overall flowchart is illustrated in Figure 1 . A realworld dataset containing energy consumption data of five households located in London, UK is utilized for verification purposes.
A. DATA DESCRIPTION
The open-source energy consumption data that is used to verify the correctness and robustness of the proposed method is collected through remote sensors installed in five different family houses in London, United Kingdom (UK) with the project titled 'UK-DALE' [18] . In the original dataset, the data is collected in 6 seconds interval and only the energy consumption data in kilowatt-hour is available. We combine multiple entries of the original data and convert it to a dataset with time interval at 5 minutes. For each household, we collect 12,000 data samples. Approximately 66.7% of the data samples are used in to train the proposed hybrid ensemble deep learning framework. The remaining 33.3% of the collected data samples are used for testing purposes.
B. LONG SHORT TERM MEMORY NEURAL NETWORK
Long short term memory (LSTM) neural network is a special form of the recurrent neural network (RNN), which replaces the original low-cell neurons with cells consisting of more complex internal structures ( Figure 2 ) [13] . First, it inherits the special property of RNN, which considers inputs as an inter-connected time series. Second, the complex internal structure of LSTM cell resolves the exploding and vanishing gradients problems [16] . There are four important elements in the flowchart of LSTM model: cell status, input gate, forget gate and output gate ( Figure 2 ). The input, forget and output gates are used to control the update, maintenance and deletion of information contained in cell status. The forward computation process can be denoted as: 
where C t , C t−1 andC t represent current cell status value, last time frame cell status value and the update for the current cell status value, respectively. The notations f t , i t and o t represent forget gate, input gate and output gate, respectively. With proper parameter settings, the output value h t is calculated based onC t and C t−1 values according to Eqs. (4) and (6) . All weights, including: W f , W i , W C and W o , are updated based on the difference between the output value and the actual value following back-propagation through time (BPTT) algorithm [39] .
C. STATIONARY WAVELET TRANSFORM
Wavelet transform (WT) is capable to split the original energy consumption data into more stationary sub-signals.
The two most commonly used classes of WT are Continuous Wavelet Transform (CWT) and Discrete Wavelet Transform (DWT) [19] . The stationary wavelet transform (SWT), or discrete stationary wavelet transform, is an extension of the traditional DWT, which improves the traditional DWT using upsampling instead of down-sampling in each signal subdivision process to prevent information loss [30] . More specifically, at each time of transformation, the SWT splits the original signal into two sub-signals through a high and low pass filter, respectively, with up-sampling ( Figure 3) . The original signal can be reconstructed using a combination of two sub-signals with inverse pass filters without loss of information.
Multi-step SWT split the original signal into n sub-signals through a multi-step transformation through n − 1 SWT processes (Figure 4) . At each step of SWT, the original signal F(t) is transformed to a more stationarized sub-signal A n . It is evident that through multi-step SWT, the transformed sub-signal tends to be more stationarized [41] . The original signal f (x) can be reconstructed through inverse SWT processes. 
D. A HYBRID ENSEMBLE LSTM NEURAL NETWORK
The proposed hybrid ensemble LSTM neural network is depicted in Figure 1 . As a necessary pre-processing step, the process of determining several important parameters is described in this subsection, including the selection of wavelet basis function and the number of SWT in the entire framework. These parameters are essential to guarantee the functionality of the proposed framework and the effectiveness of predicting energy consumption patterns for individual households.
1) SELECTING WAVELET BASIS FUNCTION
The entire UK-DALE dataset is divided into training and testing parts. For each household, the energy consumption data of a whole year in 2015 was collected. The first nine months of energy consumption data were treated as the training dataset. And the remaining three months' data was used in the testing phase.
There are a number of different wavelet basis functions available in the literature. The selection of a suitable wavelet basis function is crucial in the pre-processing stage. In this section, we compared most of the state-of-art wavelet basis functions, including Daubechies (db), Haar (haar), Symlets (sym), Coiflets (coif), Reverse biorthogonal (rbio), Biorthogonal (bior) and Discrete approximation of Meyer (dmey) wavelets, on the training dataset of the UK-DALE dataset. There is only one SWT performed. The mean absolute errors (MAE) [6] between the reconstructed signals f (x) and the original signals f (x) are shown as the reconstruction errors in Figure 5 . According to the averaged reconstruction errors ( Figure 6 ), Daubechies (db) wavelet reaches the minimum, which is selected as the wavelet basis function in the proposed hybrid ensemble LSTM framework.
2) DETERMINING THE NUMBER OF SWTs
The second parameter that is crucial in the pre-processing phase is the number of SWTs that are carried out on the original energy consumption pattern. We employed the Pearson correlation coefficient (PCC) (P f (x),f d ) to help determine the most appropriate number of SWTs according to Equation 7 , where f (x) is the original energy consumption pattern; f d = N j=1 D j is the combination of all high pass sub-signals; and cov(f (x), f d ) denotes the covariance between f (x) and f d . The PCC indicates the consistency before and after the SWTs.
f (x) = f d + A N , where A N is the only low pass sub-signal, according to the multi-step SWT process shown in Figure 4 . The variance of PPC levels between f d and f (x), corresponding to the number of SWTs is shown in Figure 7 . It is evident that after three times of SWTs, the f d has the highest PPC value with the original signal. As a result, we adopt the three times SWTs in the comparative experiments in Section IV.
IV. RESULTS
The simulation results were performed with a personal computer with the configuration and environment: Intel Core(TM) i7-7700HQ CPU @ 2.8 GHZ, NVIDIA, GeForce GTX1050Ti graphics card, Python 3.6.5 (64-bit), Tensorflow with version 1.8.0 and Keras 2.6.1. There are in total five households energy consumption datasets collected by the UK-DALE project for the whole year of 2015. For each dataset, nine months of the energy consumption data were used as the training set. The remaining three months' data formed the testing set. The decomposition results of applying SWT three times on the household 1 training dataset is shown in Figure 8 . With the three times SWTs, the original energy consumption pattern is decomposed into four sub-signals: D 1 , D 2 , D 3 and A 3 .
The energy consumption forecasting results of the proposed hybrid ensemble deep learning framework are compared with four state-of-art methods, including the persistent method [9] , support vector regression (SVR) [42] , single  TABLE 1 . The hyperparameters for all models that have been tested in the experiments, including the numbers of hidden layers, the numbers of neurons in each layer, the optimizer and the batch sizes. LSTM neural network [10] and the hybrid CNN-LSTM forecasting framework [40] . The hyperparameters of LSTM, CNN-SLTM and the proposed SWT-LSTM models are optimized and listed in Table 1 . The C and γ values for the SVR model are automatically optimized using grid search algorithm [27] . The forecasting results comparison is performed using three well-known error metrics that are rootmean-square error (RMSE), mean absolute percentage error (MAPE) [33] and mean bias error (MBE) with different step lengths. The detailed equations of the three error metrics are formulated in Equations 8, 9 and 10:
where y i is an actual testing sample value;ŷ i is the prediction result of y i ; and N is the total number of testing samples.
The forecasting results with step lengths of 5 minutes, 10 minutes; 20 minutes and 30 minutes are shown in Tables from 2 to 5, respectively. In addition, we illustrate the forecasting performance on the five households energy consumption data (partially) in Figures 9 -12 .
In average, the RMSE, MAPE and MBE values of the proposed method are lower than those of the other methods (Tables 2-5 ). In Table 2 , while the step size is at 5 minutes, for the households 2, 4 and 5, the proposed method has slightly higher error rates compared to CNN-LSTM. According to the data description provided by the UK-DALE project, the data collected from households 2, 4 and 5 are less volatile. The energy consumption curves for households 1 and 3 are relatively more active. The results in Table 2 suggests that the proposed method is more suitable for active energy consumption data forecasting compared with existing approaches. Moreover, for step sizes at 10, 20 and 30 minutes (Tables 3-5), the proposed method has more accurate forecasting results compared to the persistent method, SVR, LSTM and CNN-LSTM for all households datasets, which justifies that the performance of the proposed method becomes more stable while the step size increases.
V. CONCLUSION
This study proposed a hybrid ensemble deep learning framework aiming at the energy consumption forecasting problem of individual households. First, the original energy consumption data is stationarized using multiple stationary wavelet transform (SWT), which results in a decomposition of the original signal into multiple sub-signals. Second, each sub-signal is treated as an independent time series data. A long short term memory (LSTM) neural network is attached to each sub-signal and produces forecasting results. The SWT pre-processing phase is considered potentially improving the forecasting accuracy of LSTM neural networks. Last, the forecasting results are integrated using inverse SWT.
We carefully select the two parameters of the SWT preprocessing phase, namely, the wavelet basis function and the number of SWTs performed. The forecasting accuracy is compared with state-of-art methods, including SVR, LSTM and CNN-LSTM. The averaged training time for the four compared methods are listed in Table 6 . Based on the results listed in Tables II-VI, SVR requires the shortest training time but performs the worst in term of forecasting accuracy. The proposed SWT-LSTM framework produces the most accurate forecasting results with reasonable training time on various time horizons, including 5, 10, 20 and 30 minutes. In the future, the SWT-LSTM will be tested with more realworld energy consumption data other than the UK-DALE dataset.
Another future work of this study is to employ the clustering technique to further improve the forecasting accuracy and apply the implemented hybrid ensemble deep learning framework to other application fields, such as the solar energy generation forecasting problem.
