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In this paper we develop the multilevel augmentation method for solving nonlinear
operator equations of the second kind and apply it to solving the one-dimensional
sine-Gordon equation. We ﬁrst give a general setting of the multilevel augmentation
method for solving the second kind nonlinear operator equations and prove that the
multilevel augmentation method preserves the optimal convergence order of the projection
method while reducing computational cost signiﬁcantly. Then we describe the semi-
discrete scheme and the fully-discrete scheme based on multiscale methods for solving
the sine-Gordon equation, and apply the multilevel augmentation method to solving the
discrete equation. A complete analysis for convergence order is proposed. Finally numerical
experiments are presented to conﬁrm the theoretical results and illustrate the eﬃciency of
the method.
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1. Introduction
The sine-Gordon equation
utt − uxx + sinu = 0
is one of the basic equations of the modern nonlinear wave theory (cf. [1]). It ﬁrst appeared in the study of differential
geometry of surfaces with constant Gaussian curvature. This equation also appeared in many scientiﬁc research areas such
as the magnetic-ﬂux propagation in large Josephson junctions, the motion of rigid pendular attached to a stretched wire,
solid state physics, nonlinear optics, and dislocations in metals, etc. (cf. [2,3]).
Numerical solutions of the sine-Gordon equation were studied extensively in the literature (cf. [3–22]). Speciﬁcally, read-
ers can refer to [8,17,19] for ﬁnite difference schemes, [4,5] for ﬁnite element methods, [11,20,21] for energy conserving
schemes, and [16,18] for symplectic algorithms. Recently, some other methods are applied to solving the equation such
as the modiﬁed Adomian decomposition method (cf. [22]), the collocation method with radial basis functions (cf. [3]), the
generalized Jacobi rational spectral method for solving the equation on the whole line (cf. [14]), the homotopy-perturbation
method (cf. [9]), and the boundary integral equation approach (cf. [10]). In fact, the possibility of producing solitary solutions
by the boundary condition was also studied in [13].
One diﬃcult point of numerically solving the sine-Gordon equation is how to solve the nonlinear system resulting by
discretization. The Newton iteration method is often used as a basis for designing numerical schemes. In this case, the
Jacobian matrices have to be established, inverted and possibly updated during the iteration. When high approximation
accuracy is desired, it requires one to use a suﬃciently small time-step and suﬃciently ﬁne grids. Thus it demands a large
amount of computational effort.
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scale numerical methods for solving integral equations received much attention recently (cf. [23–27]). A multilevel method
for solving operator equations was ﬁrst introduced in [23]. The multilevel augmentation method for solving linear integral
equations of the second kind was proposed in [25]. It was proved in [25] that this method enjoys optimal convergence order
and linear computational complexity. The idea of the multilevel augmentation method has been extended to solve ill-posed
integral equations of the ﬁrst kind (cf. [27]), differential equations (cf. [28]), and certain discrete linear systems (cf. [29]).
Recently, the multilevel augmentation method for solving the Hammerstein equations was developed in [26]. This method
separates the procedure of solving the nonlinear operator equation at a high level into two major components: solving the
nonlinear equation at an initial lower level, and compensating the error by solving a linear system at the high level. It is
this idea that motivates the research presented in this paper.
We use the multiscale Galerkin method to discrete the spacial variable and the ﬁnite difference method (cf. [30]) to
discrete the time variable of the sine-Gordon equation. At each time step, we use the multilevel augmentation method to
solve the resulting nonlinear algebraic systems. Since this method only need to solve a ﬁxed lower level nonlinear system
and compensate the high level component by matrix-vector multiplications at each time step, it reduce computational
complexity greatly. We prove that this method has almost the same convergence order as the original projection method,
and under some condition it can enjoy the same convergence order.
This paper is organized in ﬁve sections. In Section 2 we introduce the multilevel augmentation method for solving second
kind nonlinear operator equations and present theoretical analysis results of the convergence and computational complexity.
The estimates show that it preserves the same convergence order as the original projection method and require only linear
computational complexity. In Section 3 we give the L2-error and H1-error estimates of the semi-discrete scheme and the
fully-discrete scheme for solving the sine-Gordon equation and the description of the multilevel augmentation algorithm
for solving the fully-discrete sine-Gordon equation, and present the convergence analysis of the augmentation solution.
We present numerical experiments in Section 4. The numerical results conﬁrm the theoretical analysis and illustrate the
eﬃciency of the proposed method. At last we give a short conclusion in Section 5.
2. The multilevel augmentation method for solving nonlinear equations
In this section, we introduce the multilevel augmentation method for solving nonlinear operator equations of the second
kind. The method is described here both in an operator form and a discrete form, which are similar to that presented in [26]
for solving Hammerstein equations. We extend the method and its analysis to a somewhat different setting so that they can
be applied to the sine-Gordon equation and others.
Let X be a Banach space, Y be its closed subspace, and K be a nonlinear operator from X to Y. Consider the operator
equation
(I − K)u = f , (2.1)
where f ∈ X is a given function, and u ∈ X is the unknown to be determined. We assume that u∗ is an isolated solution of
Eq. (2.1), and consider its numerical approximation. To this end, we denote N0 := {0,1,2, . . .}, and assume that {Xn: n ∈ N0}
is a sequence of ﬁnite dimensional subspaces of X satisfying that
Xn ⊆ Xn+1, and Y ⊆
⋃
n∈N0
Xn ⊆ X.
For each n ∈ N0, let Pn : X → Xn be a linear projection. The projection method for solving (2.1) is to ﬁnd un ∈ Xn such
that
(I − PnK)un = Pn f . (2.2)
The solution un of (2.2) is called the projection solution of (2.1) (cf. [31]).
We remark that in the case of collocation methods for solving Hammerstein equations [26], X, Y and Pn can be chosen
as L∞(E), C(E) and interpolating projections respectively, where E is a compact subset of Rd , and in the next section we
will choose X(= Y) and Pn as H10(E) and orthogonal projections for solving the sine-Gordon equation by using Galerkin
methods.
Throughout this paper, we assume that the following conditions hold:
(A1) K is a completely continuous operator, that is, K is continuous and compact.
(A2) K is Frechét differentiable over an open convex subspace V of Y, u∗ ∈ V, and the Frechét derivative satisﬁes the
Lipschitz condition, i.e., for any v1, v2 ∈ V, there exists a positive constant M such that∥∥K′(v1) − K′(v2)∥∥ M‖v1 − v2‖,
where K′(v) : X → Y denotes the Frechét derivative of K at v .
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is, there exists a positive constant p such that for any n ∈ N0, ‖Pn‖ p, and for any v ∈ Y, there holds
lim
n→∞‖Pnv − v‖ = 0.
It was known (cf. [32,33]) that if 1 is not an eigenvalue of the linear operator K′(u∗), then for suﬃciently large n, (2.2)
has a unique solution un ∈ B(u∗, δ) for some δ > 0 with the property
c1‖Pnu∗ − u∗‖ ‖un − u∗‖ c2‖Pnu∗ − u∗‖,
for some positive constants c1 and c2. It follows from (A3) that there exist a positive integer N0 and a positive constant ρ
such that for n N0,
‖un − u∗‖ ρEn, (2.3)
where En := inf{‖u∗ − v‖: v ∈ Xn}.
To develop the multilevel augmentation method for solving (2.2), we require that the space X has a multiscale decom-
position. In fact, since the subspaces Xn are nested, Xn+1 can be written into an orthogonal direct sum of Xn and Wn+1. It
follows that for a ﬁxed integer k ∈ N0 and any m ∈ N0,
Xk+m = Xk ⊕Wk,m, withWk,m := Wk+1 ⊕ · · · ⊕Wk+m, (2.4)
where the notation A⊕B stands for the orthogonal direct sum of spaces A and B.
The multilevel augmentation method for solving Eqs. (2.2) is described in the following (cf. [26]).
Algorithm 2.1 (The multilevel augmentation method: An operator form). Let k and m be two ﬁxed positive integers.
Step 1: Find the solution uk ∈ Xk of Eq. (2.2) with n = k. Set uk,0 := uk and l := 1.
Step 2: Compute
uHk,l = (Pk+l − Pk)( f + Kuk,l−1). (2.5)
Step 3: Solve uLk,l ∈ Xk from the nonlinear equation
Pk(I − K)
(
uLk,l + uHk,l
)= Pk f . (2.6)
Step 4: Let uk,l := uLk,l + uHk,l . Set l ← l + 1 and go back to Step 2 until l =m.
The output of Algorithm 2.1 is an approximation uk,m of the solution uk+m of (2.2), which is called the multilevel aug-
mentation solution of (2.2). It is composed of uLk,m ∈ Xk and uHk,m ∈ Wk,m , which are called the lower frequency component
and the higher frequency component respectively. It can be seen from Step 3 that we invert the same nonlinear operator
Pk(I − K) at the initial coarse level k for all l ∈ {1,2, . . . ,m}. This means that the total computational cost is reduced
greatly.
As stated in [26], if uHk,m is obtained from (2.5) and u
L
k,m ∈ Xk is a solution of (2.6), then uk,m := uLk,m + uHk,m is a solution
of the equation
(I − PkK)uk,m = Pk+m f + (Pk+m − Pk)Kuk,m−1. (2.7)
Conversely, for any solution uk,m of (2.7), uHk,m := (Pk+m − Pk)uk,m satisﬁes (2.5) and uLk,m := Pkuk,m is a solution of (2.6).
Moreover, there exists a positive integer N such that for each k  N , if uk,m−1 is given, the operator equation (2.7) has a
unique solution uk,m ∈ B(u∗, δ) for some δ > 0 and for all m ∈ N0. We omit the proof since it is similar to Theorem 3.1
in [26], as long as a slight modiﬁcation is done.
To analyze the convergence of the multilevel augmentation solution, we ﬁrst provide a useful lemma.
Lemma 2.2. Let X,Y be Banach spaces, V ⊆ X be an open convex subset, and K : V ⊂ X → Y be a nonlinear operator satisfying the
condition (A2). For v,w ∈ V, denote
R(v;w) := K(v) − [K(w) + K′(w)(v − w)]. (2.8)
Then for all v0, v1, v2 ∈ V,∥∥R(v2; v1)∥∥ 1
2
M‖v2 − v1‖2,
and ∥∥R(v1; v0) − R(v2; v0)∥∥ M
(
‖v1 − v0‖ + 1
2
‖v1 − v2‖
)
‖v1 − v2‖.
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K(v2) − K(v1) =
1∫
0
K′(v1 + t(v2 − v1))(v2 − v1)dt,
we have
∥∥K(v2) − K(v1) − K′(v1)(v2 − v1)∥∥
1∫
0
∥∥(K′(v1 + t(v2 − v1))− K′(v1))(v2 − v1)∥∥dt.
This inequality with (A2) leads to
∥∥R(v2; v1)∥∥
1∫
0
∥∥K′(v1 + t(v2 − v1))− K′(v1)∥∥‖v2 − v1‖dt  1
2
M‖v2 − v1‖2,
which completes the proof of the ﬁrst inequality of this lemma.
We next have from (2.8) that
R(v1; v0) − R(v2; v0) =
(K′(v0) − K′(v1))(v2 − v1) − R(v2; v1).
Making use of the triangular inequality, (A2) and the ﬁrst inequality, we obtain that∥∥R(v1; v0) − R(v2; v0)∥∥ ∥∥K′(v0) − K′(v1)∥∥‖v2 − v1‖ + ∥∥R(v2; v1)∥∥
 M
(
‖v1 − v0‖ + 1
2
‖v2 − v1‖
)
‖v2 − v1‖.
Thus we complete the proof. 
In the next lemma, we try to estimate the discrepancy between the multilevel augmentation solution uk,m and the
projection solution uk+m of (2.1).
Lemma 2.3. Assume that conditions (A1)–(A3) hold. Let u∗ be an isolated solution of (2.1). If 1 is not an eigenvalue of K′(u∗), then
there exist a positive integer N and a sequence of positive numbers αk,m, k ∈ N, m ∈ N0 with limk→∞ αk,m = 0 uniformly for m ∈ N,
such that for all k N and m ∈ N,
‖uk,m − uk+m‖ αk,m‖uk,m−1 − uk+m‖. (2.9)
Proof. It follows from (2.2) with n = k +m and (2.7) that
(uk,m − uk+m) − Pk(Kuk,m − Kuk+m) = (Pk+m − Pk)(Kuk,m−1 − Kuk+m). (2.10)
Making use of the notation (2.8) we have that(I − PkK′(u∗))(uk,m − uk+m) = (Pk+m − Pk)K′(u∗)(uk,m−1 − uk+m)
− (Pk+m − Pk)
(R(uk+m;u∗) − R(uk,m−1;u∗))
− Pk
(R(uk+m;u∗) − R(uk,m;u∗)). (2.11)
By hypotheses of this lemma, K is completely continuous and Frechét differentiable, thus K′(u∗) is a linear compact op-
erator. From the compactness of K′(u∗) and the condition (A3) we conclude that there exist an integer N1 and a positive
constant b such that for all k N1, (I − PkK′(u∗))−1 exists and ‖(I − PkK′(u∗))−1‖ b.
Let ak,m := ‖(Pk+m − Pk)K′(u∗)‖. Then for k N1 we conclude from (2.11) and Lemma 2.2 that
‖uk,m − uk+m‖ bak,m‖uk,m−1 − uk+m‖ + 2bpM
(
‖uk+m − u∗‖ + 12‖uk,m−1 − uk+m‖
)
‖uk,m−1 − uk+m‖
+ bpM
(
‖uk+m − u∗‖ + 12‖uk,m − uk+m‖
)
‖uk,m − uk+m‖. (2.12)
It follows from (2.3) and the remark on the multilevel augmentation solution that there exist an integer N2 and a positive
constant δ satisfying 2bpMδ < 12 such that when k N2, we have uk+m,uk,m ∈ B(u∗, δ) ⊂ V. This leads to
bpM
(
‖uk+m − u∗‖ + 1‖uk,m − uk+m‖
)
 1/2. (2.13)2
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‖uk,m − uk+m‖ 2b
(
ak,m + 2pMρEk + pM‖uk,m−1 − uk+m‖
)‖uk,m−1 − uk+m‖. (2.14)
We next show by induction on m that for all m ∈ N,
‖uk,m−1 − uk+m‖ 3ρEk. (2.15)
When m = 1, it follows from (2.3) that
‖uk,0 − uk+1‖ ‖uk − u∗‖ + ‖u∗ − uk+1‖ 2ρEk,
which means (2.15) holds. Assume (2.15) holds for m = l, then for m = l + 1 it follows from (2.14) and the induction
assumption that
‖uk,l − uk+l+1‖ ‖uk,l − uk+l‖ + ‖uk+l − u∗‖ + ‖u∗ − uk+l+1‖
 2b
(
ak,m + 2pMρEk + pM‖uk,l−1 − uk+l‖
)‖uk,l−1 − uk+l‖ + 2ρEk
 6b(ak,m + 5pMρEk)ρEk + 2ρEk. (2.16)
Since limk→∞ ak,m = 0 uniformly for m ∈ N0 and limk→∞ Ek = 0, there exists an integer N  N3 such that when k  N ,
6b(ak,m + 5pMρEk)  1. Thus it follows from (2.16) that ‖uk,l − uk+l+1‖  3ρEk , which completes the proof of (2.15). By
using (2.15), (2.14) becomes
‖uk,m − uk+m‖ 2b(ak,m + 5pMρEk)‖uk,m−1 − uk+m‖.
Let αk,m := 2b(ak,m + 5pMρEk). It is clear that limk→∞ αk,m = 0 uniformly for m ∈ N. Thus the proof of this lemma is
completed. 
As done in [25] for linear operator equations and [26] for Hammerstein equations, we can obtain the following conver-
gence theorem by making use of the above lemma. Readers are referred to the papers for the details of the proof.
Theorem 2.4. Assume that conditions (A1)–(A3) hold. Let u∗ be an isolated solution of (2.1). If 1 is not an eigenvalue of K′(u∗), then
there exist a positive constant ρ and a positive integer N such that for all k N and m ∈ N0 ,
‖u∗ − uk,m‖ (ρ + 1)γk+m, (2.17)
where for n ∈ N0 , γn stands for the upper bounded of En having property that there exists a positive constant σ such that γn+1γn  σ .
When a speciﬁc projection method is given, the above theorem will lead to the convergence order estimate of the
corresponding multilevel augmentation method.
In the remainder of this section, we give a discrete version of the multilevel augmentation method based on the Galerkin
method.
Suppose that X = Y is a Hilbert space of functions deﬁned on a compact set E ⊂ Rd . Let Xn , n ∈ N0, be subspaces con-
sisting of piecewise polynomials of total degree less than r, whose corresponding partitions and dimensions have multiscale
properties that hn ∼ μ−n/d and dimXn ∼ μn as n → ∞, where hn denotes the maximum diameters of the partition subsets
and μ > 1 is a ﬁxed positive integer. Since the subspaces are nested, Xn can be expressed as a direct sum of Xn−1 and its
orthogonal complement denoted by Wn in Xn . Recursively, we have the following decomposition
Xn = W0 ⊕⊥ W1 ⊕⊥ W2 ⊕⊥ · · · ⊕⊥ Wn, n ∈ N0,
where W0 := X0. Let Pn : X → Xn be an orthogonal projection, then it satisﬁes (A3). Set w(i) := dimWi , for i ∈ N0. Suppose
that {wi, j: j ∈ Zw(i)} is the orthogonal basis for Wi , that is,
Wi = span{wi, j: j ∈ Zw(i)}, i ∈ N0,
where for n ∈ N the notation Zn := {0,1,2, . . . ,n − 1}. By introducing the index set Jn := {(i, j): i ∈ Zn+1, j ∈ Zw(i)}. we
have that
Xn = span
{
wi, j: (i, j) ∈ Jn
}
, n ∈ N0.
For any v ∈ Xk+m we have a unique expansion
v =
∑
(i, j)∈ J
vi, j wi, j .k+m
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representation vector is given by uk,m := [(uk,m)i, j: (i, j) ∈ Jk+m]T . Setting Jk,m := Jk+m \ Jk , we have the representations
uLk,m :=
∑
(i, j)∈ Jk
(uk,m)i, j wi, j and u
H
k,m :=
∑
(i, j)∈ Jk,m
(uk,m)i, j wi, j .
By utilizing the orthogonal property of Pn and the above representations, we can convert the operator equations (2.5) and
(2.6) into their equivalent forms〈
wi′, j′ ,u
H
k,l
〉= 〈wi′, j′ , f + Kuk,l−1〉, (i′, j′) ∈ Jk,l (2.18)
and 〈
wi′, j′ , (I − K)
( ∑
(i, j)∈ Jk
(uk,l)i, j wi, j + uHk,l
)〉
= 〈wi′, j′ , f 〉,
(
i′, j′
) ∈ Jk, (2.19)
respectively. For any (i′, j′), (i, j) ∈ Jk,l , we deﬁne
Ek,l :=
[〈wi′, j′ ,wi, j〉: (i′, j′), (i, j) ∈ Jk,l],
uHk,l :=
[
(uk,l)i, j: (i, j) ∈ Jk,l
]
,
fk,l :=
[〈wi′, j′ , f + Kuk,l−1〉: (i′, j′) ∈ Jk,l].
By the orthogonal property of the basis, Ek,l is an identity matrix. Hence, Eq. (2.18) is reduced to a very simple form
uHk,l = fk,l. (2.20)
Algorithm 2.5 (The multilevel augmentation method: A discrete form). Let k and m be two ﬁxed positive integers.
Step 1: Solve the nonlinear system〈
wi′, j′ , (I − K)
( ∑
(i, j)∈ Jk
(uk)i, j wi, j
)〉
= 〈wi′, j′ , f 〉,
(
i′, j′
) ∈ Jk
and obtain the solution uk := [(uk)i, j: (i, j) ∈ Jk]. Let uk,0 := uk and l := 1.
Step 2: Compute uHk,l from (2.20) and deﬁne u
H
k,l :=
∑
(i, j)∈ Jk,l (uk,l)i, j wi, j .
Step 3: Solve the nonlinear system (2.19) to obtain uLk,l := [(uk,l)i, j: (i, j) ∈ Jk]. Deﬁne uLk,l :=
∑
(i, j)∈ Jk (uk,l)i, j wi, j and uk,l =
uLk,l + uHk,l .
Step 4: Set l ← l + 1 and go back to Step 2 until l =m.
Theorem 2.6. Assume that conditions (A1)–(A3) hold. Let u∗ be an isolated solution of (2.1). If 1 is not an eigenvalue of K′(u∗) and if
u∗ ∈ Hr(E), then there exist a positive integer N and a positive constant c such that for all k N and m ∈ N0 ,
‖u∗ − uk,m‖0  cμ−r(k+m)/d‖u∗‖r .
Proof. Since Xn is the space of piecewise polynomials of total degree less than r, En  γn := cμ−rn/d‖u∗‖r . Moreover,
γn+1
γn
 σ := μ−r/d > 0. Thus the result of this theorem follows immediately from Theorem 2.4. 
By adopting the same analysis procedure as that in [26], we can obtain linear computational complexity, which is mea-
sured by the number of multiplications used in computation.
Theorem 2.7. Suppose that computing the integrals that appears in Algorithm 2.5 requires a constant computational cost per integral.
Then the computational cost of Algorithm 2.5 for solving uk,m is in order O(s(k +m)), where s(k +m) = dimXk+m.
3. The multilevel augmentation method for solving the sine-Gordon equation
In this section we ﬁrst describe the semi-discrete and fully-discrete schemes of the sine-Gordon equation based on
the multiscale Galerkin method and provide the convergence analysis. We show that in each time step the fully-discrete
equation can be regarded as the projection approximation of a second kind nonlinear operator equation as (2.1), and the
corresponding operator satisﬁes (A1) and (A2). We then present the multilevel augmentation algorithm for solving the
equation and the convergence analysis of the corresponding approximate solution.
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We consider the initial-boundary value problem of the sine-Gordon equation⎧⎨
⎩
utt − uxx + sinu = 0, 0 < x < 1, 0 < t  T ,
u(x,0) = u0(x), ut(x,0) = u1(x), 0 x 1,
u(0, t) = u(1, t) = 0, 0 t  T ,
(3.1)
where u0 ∈ H10(E), u1 ∈ L2(E) with E := [0,1]. The variational problem of (3.1) is (cf. [34]): Find u = u(·, t) ∈ H10(E), such
that {
(utt, v) + a(u, v) + (sinu, v) = 0, ∀v ∈ H10(0,1), 0 < t  T ,
u(x,0) = u0(x), ut(x,0) = u1(x), 0 x 1,
(3.2)
where a(u, v) := (u′, v ′) and (·,·) denotes the L2(E) inner product. The solution to (3.2) is referred to as a generalized
solution of (3.1), and the existence and uniqueness of the solution of (3.1) have been proven in [35].
In order to solve (3.2) numerically, we let X := H10(E) and choose Xn as piecewise polynomial subspace with knots j/μn ,
j − 1 ∈ Zμn−1. Then, the semi-discrete scheme reads: Find un := un(·, t) ∈ Xn such that{
(un,tt, v) + a(un, v) + (sinun, v) = 0, ∀v ∈ Xn, t ∈ (0, T ],
un(x,0) = u0,n(x), un,t(x,0) = u1,n(x), x ∈ E, (3.3)
where u0,n(x) and u1,n(x) are certain approximations of u0(x) and u1(x) respectively, usually taken as their interpolation
projections or L2-projections or elliptic projection on Xn .
We then choose a multiscale orthonormal basis {wi, j, (i, j) ∈ Jn} for Xn . The construction of such bases in Sobolev
spaces on the unit interval including the piecewise linear, quadratic and cubic orthonormal bases in H10(E) can be seen
in [28]. By utilizing the bases, we rewrite the problem (3.3) as: Find coeﬃcients μi, j(t), such that the solution un :=∑
(i, j)∈ Jn μi, j(t)wi, j(x) satisﬁes⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
( ∑
(i, j)∈ Jn
μ′′i, j(t)wi, j(x), v
)
+ a
( ∑
(i, j)∈ Jn
μi, j(t)wi, j(x), v
)
+
(
sin
∑
(i, j)∈ Jn
μi, j(t)wi, j(x), v
)
= 0, ∀v ∈ Xn, t ∈ (0, T ],
∑
(i, j)∈ Jn
μi, j(0)wi, j(x) = u0,n(x),
∑
(i, j)∈ Jn
μ′i, j(0)wi, j(x) = u1,n(x), x ∈ E.
(3.4)
Eq. (3.4) is a Cauchy problem of ordinary differential equations, we can conclude that it has a unique solution in [0, T ] by
the Peano Theorem.
Now we provide the L2-estimate and H1-estimate of the error u − un in the case that Xn , n ∈ N0, are piecewise linear
polynomial spaces. We ﬁrst deﬁne an elliptic projection operator Qn : X → Xn . For all u ∈ X, Qnu is deﬁned by the following
equation:
a(Qnu, v) = a(u, v), ∀v ∈ Xn. (3.5)
Note that there hold (see, for example, [30])
‖u − Qnu‖1  chn‖u‖2  chn
(
‖u0‖2 +
t∫
0
‖ut‖2 dt
)
, (3.6)
and
‖u − Qnu‖0  ch2n‖u‖2  ch2n
(
‖u0‖2 +
t∫
0
‖ut‖2 dt
)
, (3.7)
where hn = μ−n .
The following theorem provides the error estimates of L2-norm and H1-norm. Since the results are not the main focus
of our attention, we remove its proof to Appendix A at the end of this paper for readers who are interested in.
Theorem 3.1. Let u and un be the solutions of problems (3.2) and the semi-discrete Galerkin scheme (3.3) respectively, Qn be the
elliptic projection operator. Then
‖u − un‖20  c
{
‖Qnu0 − u0n‖21 + ‖Qnu1 − u1n‖20 + h4n
(
‖u‖22 +
t∫ (‖u‖22 + ‖utt‖22)dt
)}
,0
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‖u − un‖21  c
{
‖Qnu0 − u0n‖21 + ‖Qnu1 − u1n‖20 + h2n‖u‖22 + h4n
t∫
0
(‖u‖22 + ‖utt‖22)dt
}
.
3.2. Fully-discrete scheme
We now further discretize time t of the semi-discrete scheme (3.3) to deduce fully-discrete scheme. Let the time step
size be τ , Nτ = T and ti = iτ , i ∈ ZN+1. For a function v well-deﬁned at times t = ti , we use the following symbols:
vi := v|t=ti , vi+1/2 :=
vi + vi+1
2
, ∂t v
i+1/2 := v
i+1 − vi
τ
,
vi,1/4 := v
i+1 + 2vi + vi−1
4
= v
i+1/2 + vi−1/2
2
,
∂t v
i := v
i+1 − vi−1
2τ
= v
i+1/2 − vi−1/2
τ
= ∂t v
i+1/2 + ∂t vi−1/2
2
,
∂tt v
i := v
i+1 − 2vi + vi−1
τ 2
= ∂t v
i+1/2 − ∂t vi−1/2
τ
. (3.8)
We use the weighted average of the values of un at ti−1, ti and ti+1, denoted by ui,1/4n , to construct the following fully-
discrete scheme(
∂ttu
i
n, v
)+ a(ui,1/4n , v)+ (sinui,1/4n , v)= 0, ∀v ∈ Xn, (3.9)
which is an implicit scheme.
Theorem 3.2. Let u and uin be the solutions to (3.2) and (3.9) respectively. Then the following error estimates hold:
∥∥ui−1/2 − ui−1/2n ∥∥20  c
{∥∥(Qnu − un)1/2∥∥21 + ∥∥∂t(Qnu − un)1/2∥∥20 + τ 4
T∫
0
(∥∥u2t ∥∥20 + ‖utttt‖20)dt
+ h4n
(
‖u0‖22 +
T∫
0
(‖ut‖22 + ‖utt‖22)dt
)}
,
and
∥∥ui−1/2 − ui−1/2n ∥∥21  c
{∥∥(Qnu − un)1/2∥∥21 + ∥∥∂t(Qnu − un)1/2∥∥20 + τ 4
T∫
0
(∥∥u2t ∥∥20 + ‖utttt‖20)dt
+ h2n
(
‖u0‖22 +
T∫
0
‖ut‖22 dt
)
+ h4n
(
‖u0‖22 +
T∫
0
(‖ut‖22 + ‖utt‖22)dt
)}
.
Readers can refer to Appendix A at the end of this paper for the proof of this theorem.
3.3. The multilevel augmentation method for solving fully-discrete scheme of the sine-Gordon equation
We are now ready to present the multilevel augmentation algorithm to solve the fully-discrete scheme of the sine-Gordon
equation. First we prove that for each time step, the fully-discrete scheme of the sine-Gordon equation can be regarded as
the Galerkin approximation of a second kind nonlinear operator equation and the corresponding operator satisﬁed the
assumptions (A1) and (A2) made in Section 2. Then we describe the multilevel augmentation algorithm for solving the
sine-Gordon equation and present the corresponding convergence analysis.
The fully-discrete scheme (3.9) can be rewritten into
a
(
ui+1n , v
)+( 4
2
ui+1n + 4 sin
ui+1n + 2uin + ui−1n , v
)
= 4
2
(
2uin − ui−1n , v
)− a(2uin + ui−1n , v), ∀v ∈ Xn. (3.10)τ 4 τ
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〈u, v〉1 :=
(
u′, v ′
)=
1∫
0
u′(t)v ′(t)dt, |u|1 :=
√〈u,u〉1, u, v ∈ X,
the latter is equivalent to the norm ‖ · ‖1. Thus we have
a
(
ui+1n , v
)= 〈ui+1n , v〉1. (3.11)
To rewrite the second term of the right-hand side of (3.10), we ﬁrst provide a general result. Let ϕ : R → R be a contin-
uous function. For any given u ∈ X, it is easy to see that Fu(·) := (ϕ(u), ·) is a bounded linear functional on the space X. By
the Riesz Representation Theorem there exists a K(u) ∈ X such that〈K(u), v〉1 = (ϕ(u), v), ∀v ∈ X. (3.12)
We deﬁne the nonlinear operator K : X → X as follows
K : u → K(u), u ∈ X.
The following proposition shows that the nonlinear operator K deﬁned by (3.12) satisﬁes the assumptions (A1) and (A2).
Proposition 3.3. Suppose ϕ : R → R be a continuous function satisfying that ϕ and ϕ′ are Lipschitz continuous with Lipschitz con-
stants M1 and M2 respectively. Then the operator K deﬁned by (3.12) has properties that
(1) K is compact and continuous;
(2) K is Frechét differentiable on X and the Frechét derivative satisﬁes the Lipschitz condition.
Proof. (1) Let {un} be a bounded sequence in X. Since X is a Hilbert space, there exists a subsequence, denoted still by {un},
which converges weakly to some u ∈ X. By the imbedding theorem we have that {un} converges strongly to u ∈ L2(E). It
follows that∣∣K(un) − K(um)∣∣1 = sup|v|11
∣∣〈K(un) − K(um), v〉1∣∣
 sup
|v|11
∥∥ϕ(un) − ϕ(um)∥∥0 · ‖v‖0
 cM1‖un − um‖0 → 0 (as n,m → ∞). (3.13)
This means {K(un)} is a Cauchy sequence in X, so that {K(un)} is convergent in X by the completeness of X. Hence, K is
compact. The continuity of K is readily obtained by (3.13) and ‖um − un‖0  c|um − un|1.
(2) For a given u ∈ X and for any h, v ∈ X with |h|1  1, we have
lim
s→0
〈K(u + sh) − K(u)
s
, v
〉
1
= lim
s→0
(
ϕ(u + sh) − ϕ(u)
s
, v
)
= (ϕ′(u)h, v). (3.14)
From (3.14) and the Riesz Representation Theorem we conclude that K is Gâteaux differentiable at u, and the Gâteaux
derivative can be denoted by a linear operator Au : X → X deﬁned by
〈Auh, v〉1 =
(
ϕ′(u)h, v
)
, ∀v,h ∈ X.
For a given u ∈ X, it follows from (3.14) that
lim
s→0
〈K(u + sh) − K(u)
s
− Auh, v
〉
1
= 0
uniformly with respect to h with |h|1  1, thus
lim
s→0
∣∣∣∣K(u + sh) − K(u)s − Auh
∣∣∣∣
1
= 0
uniformly with respect to h with |h|1  1, which means K is Frechét differentiable at u. Noting that for any u ∈ X, the above
processes hold, we conclude that K is Frechét differentiable on X, and the Frechét derivative of K at u is K′(u) = Au . Since
‖ · ‖0 can be dominated by | · |1 in X and X is imbedded in L∞(E), we have∣∣K′(u1)h − K′(u2)h∣∣1  c′∥∥(ϕ′(u1) − ϕ′(u2))h∥∥0  c′M2‖u1 − u2‖0‖h‖L∞  c|u1 − u2|1|h|1,
which completes the proof of the Lipschitz condition. 
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τ 2
x+ 4sin x+c4 . It is obvious that ϕ satisﬁes the assumption of Proposition 3.3 with M1 = M2 =
4
τ 2
+ 1. Then by Proposition 3.3 the corresponding operator K deﬁned by (3.12) satisﬁes (A1) and (A2), and it is easy to see
that for any u ∈ X, −1 is not an eigenvalue of K′(u).
Let Ki+1 : X → X be deﬁned by
〈Ki+1ui+1n , v〉1 :=
(
4
τ 2
ui+1n + 4 sin
ui+1n + 2uin + ui−1n
4
, v
)
, v ∈ X. (3.15)
By Proposition 3.3 we see that Ki+1 satisﬁes (A1) and (A2).
Again by the Riesz Representation Theorem there exists a gi ∈ Xn , such that〈
gi, v
〉
1 =
4
τ 2
(
2uin − ui−1n , v
)− a(2uin + ui−1n , v), ∀v ∈ Xn. (3.16)
Using (3.11), (3.15) and (3.16), Eq. (3.10) becomes〈
ui+1n , v
〉
1 +
〈Ki+1ui+1n , v〉1 = 〈gi, v〉1, ∀v ∈ Xn,
or equivalently,
(I + PnKi+1)ui+1n = Pngi, (3.17)
where Pn : X → Xn is an orthogonal projection with respect to the inner product 〈·,·〉1. It is easy to see that Pn is just the
elliptic projection Qn deﬁned by (3.5).
Since Eq. (3.17) has the same form as (2.2), we can apply the multilevel augmentation method developed in Section 2
to solve it.
Algorithm 3.4 (Multilevel augmentation method for sine-Gordon equation: An operator form). Let n, k, m be positive integers with
n = k +m.
Step 1: Compute u0n := Pnu0 and u1n = Pnu1 . Let u−1n := u1n − 2τu1n.
Step 2: For i = 0 to T /τ − 1, execute Multilevel Augmentation Method for ui+1k,m :
• Step A: Find the solution ui+1k ∈ Xk of Eq. (3.17) with n := k. Set ui+1k,0 := ui+1k , and l := 1.• Step B: Compute
ui+1,Hk,l = (Pk+l − Pk)
(
g˜i − Ki+1ui+1k,l−1
)
, (3.18)
where g˜0 and K1 are deﬁned by
〈
g˜0, v
〉
1 :=
4
τ 2
(u0n + τu1n, v) − a(u0n − τu1n, v), ∀v ∈ Xn,
〈K1u1n, v〉1 :=
(
4
τ 2
u1n + 2 sin
u1n + u0n − τu1n
2
, v
)
, ∀v ∈ X, (3.19)
respectively, and for i ∈ {1, . . . , T /τ − 1}, Ki+1 is deﬁned by (3.15) and g˜i is deﬁned by〈
g˜i, v
〉
1 :=
4
τ 2
(
2uik,m − ui−1k,m , v
)− a(2uik,m + ui−1k,m , v), ∀v ∈ Xn. (3.20)
• Step C: Solve ui+1,Lk,l ∈ Xk from the nonlinear equation
Pk(I + Ki+1)
(
ui+1,Lk,l + ui+1,Hk,l
)= Pk g˜i . (3.21)
• Step D: Let ui+1k,l := ui+1,Lk,l + ui+1,Hk,l . Set l ← l + 1 and go back to Step B until l =m.
When the approximate subspace Xn and corresponding bases have been chosen, the discrete form of the multilevel
augmentation method for solving the sine-Gordon equation can be given, which is similar to Algorithm 2.5. For the concision
of this paper, we omit the description here.
At the end of this section, we analyze the convergence of the multilevel augmentation solution obtained by the above
algorithm.
Recall that the fully-discrete approximation equation (3.9) with n = k +m is
a
(
ui,1/4, v
)+ (∂ttuik+m, v)+ (sinui,1/4, v)= 0, v ∈ Xk+m. (3.22)k+m k+m
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a
(
ui+1,Hk,m , v2
)= −a(2uik,m + ui−1k,m , v2)− 4τ 2
(
ui+1k,m−1 − 2uik,m + ui−1k,m , v2
)
− 4
(
sin
ui+1k,m−1 + 2uik,m + ui−1k,m
4
, v2
)
, v2 ∈ Wk,m, (3.23)
and
a
(
ui+1k,m , v1
)+ 4
τ 2
(
ui+1k,m , v1
)+ 4(sinui,1/4k,m , v1)= −a(2uik,m + ui−1k,m , v1)+ 4τ 2
(
2uik,m − ui−1k,m , v1
)
, v1 ∈ Xk. (3.24)
Note that a(ui+1k,m , v2) = a(ui+1,Hk,m , v2), by summing up (3.23) and (3.24) and collecting the terms in the resulted equation,
we obtain
a
(
ui,1/4k,m , v
)+ (∂ttuik,m, v)+ (sinui,1/4k,m , v)= 1τ 2
(
ui+1k,m − ui+1k,m−1, v2
)
+
(
sinui,1/4k,m − sin
ui+1k,m−1 + 2uik,m + ui−1k,m
4
, v2
)
, (3.25)
where v ∈ Xk+m, v2 = (Pk+m − Pk)v ∈ Wk,m .
Let e := uk+m − uk,m . Subtracting (3.25) from (3.22) and letting v = ∂tei, v2 = ∂tei,H := (Pk+m − Pk)∂tei , we have
1
2τ
(∣∣ei+1/2∣∣21 − ∣∣ei−1/2∣∣21 + ∥∥∂tei+1/2∥∥20 − ∥∥∂tei−1/2∥∥20)
= −(sinui,1/4k+m − sinui,1/4k,m , ∂tei)− 1τ 2
(
ui+1k,m − ui+1k,m−1, ∂tei,H
)
+
(
sinui,1/4k,m − sin
ui+1k,m−1 + 2uik,m + ui−1k,m
4
, ∂te
i,H
)
. (3.26)
We estimate the terms in the right-hand side one by one. Applying the Cauchy–Schwarz inequality and Young inequality,
we have that∣∣(sinui,1/4k+m − sinui,1/4k,m , ∂tei)∣∣ 14
(∥∥ei+1/2∥∥20 + ∥∥ei−1/2∥∥20 + ∥∥∂tei+1/2∥∥20 + ∥∥∂tei−1/2∥∥20),
1
τ 2
∣∣(ui+1k,m − ui+1k,m−1, ∂tei,H)∣∣ 12
(∥∥∂tei+1/2,H∥∥20 + ∥∥∂tei−1/2,H∥∥20)+ 14τ 4
∥∥ui+1k,m − ui+1k,m−1∥∥20,
and ∣∣∣∣
(
sinui,1/4k,m − sin
ui+1k,m−1 + 2uik,m + ui−1k,m
4
, ∂te
i,H
)∣∣∣∣ 116
(
2
∥∥ui+1k,m − ui+1k,m−1∥∥20 + ∥∥∂tei+1/2,H∥∥20 + ∥∥∂tei−1/2,H∥∥20).
Thus (3.26) results in
1
2τ
(∣∣ei+1/2∣∣21 − ∣∣ei−1/2∣∣21 + ∥∥∂tei+1/2∥∥20 − ∥∥∂tei−1/2∥∥20)
 1
4
(∥∥ei+1/2∥∥20 + ∥∥ei−1/2∥∥20 + ∥∥∂tei+1/2∥∥20 + ∥∥∂tei−1/2∥∥20)
+
(
1
4τ 4
+ 1
8
)∥∥ui+1k,m − ui+1k,m−1∥∥20 + 916
(∥∥∂tei+1/2,H∥∥20 + ∥∥∂tei−1/2,H∥∥20).
Multiply 2τ with the above inequality, sum it up from i = 1 to i = N −1, and note that ‖∂tei−1/2,H‖0  c‖∂tei−1/2‖0, we get
∣∣eN−1/2∣∣21 + ∥∥∂teN−1/2∥∥20  ∣∣e1/2∣∣21 + ∥∥∂te1/2∥∥20 +
(
1
2τ 4
+ 1
4
)
τ
N−1∑
i=1
∥∥ui+1k,m − ui+1k,m−1∥∥20
+ c
{
τ
N∑
i=1
(∥∥ei−1/2∥∥20 + ∥∥∂tei−1/2∥∥20)
}
. (3.27)
For each i − 1 ∈ ZN−1, ui+1k,m ∈ Xk+m is the multilevel augmentation solution of the equation
(I + Ki+1)ui+1 = g˜i,
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It follows from (3.28) and Nτ = T that
τ
N−1∑
i=1
∥∥ui+1k,m − ui+1k,m−1∥∥20  cμ−4(k+m). (3.29)
Let τ  1, then 1
2τ 4
+ 14  1τ 4 . Combining (3.27), (3.29), noting that ‖ei−1/2‖20  c|ei−1/2|21 and μ−(k+m) = hk+m , and using
the Gronwall’s inequality, we obtain
∣∣eN−1/2∣∣21 + ∥∥∂teN−1/2∥∥20  c
(∣∣e1/2∣∣21 + ∥∥∂te1/2∥∥20 + h
4
k+m
τ 4
)
. (3.30)
Hence
∥∥uN−1/2k+m − uN−1/2k,m ∥∥21  c
(∥∥(uk+m − uk,m)1/2∥∥21 + ∥∥∂t(uk+m − uk,m)1/2∥∥20 + h
4
k+m
τ 4
)
. (3.31)
By the triangular inequality, Theorem 3.2 and (3.31), we obtain∥∥ui−1/2 − ui−1/2k,m ∥∥21  2(∥∥ui−1/2 − ui−1/2k+m ∥∥21 + ∥∥ui−1/2k+m − ui−1/2k,m ∥∥21)
 c
{∥∥(Qk+mu − uk+m)1/2∥∥21 + ∥∥∂t(Qk+mu − uk+m)1/2∥∥20 + ∥∥(uk+m − uk,m)1/2∥∥21
+ ∥∥∂t(uk+m − uk,m)1/2∥∥20 + h4k+m
(
‖u0‖22 +
T∫
0
(‖ut‖22 + ‖utt‖22)dt
)
+ h2k+m
(
‖u0‖22 +
T∫
0
‖ut‖22 dt
)
+ τ 4
T∫
0
(∥∥u2t ∥∥20 + ‖utttt‖20)dt + h
4
k+m
τ 4
}
.
Thus we obtain the following result for the error estimate of the multilevel augmentation solution.
Theorem 3.5. Let u and uik+m be the solutions to (3.2) and (3.9) respectively, and u
i
k,m be the multilevel augmentation solution
obtained by Algorithm 3.4. Then there exists a positive integer K such that for all k K and m ∈ N,
∥∥ui−1/2 − ui−1/2k,m ∥∥21  c
{∥∥(Qk+mu − uk+m)1/2∥∥21 + ∥∥∂t(Qk+mu − uk+m)1/2∥∥20 + ∥∥(uk+m − uk,m)1/2∥∥21
+ ∥∥∂t(uk+m − uk,m)1/2∥∥20 + h4k+m
(
‖u0‖22 +
T∫
0
(‖ut‖22 + ‖utt‖22)dt
)
+ h2k+m
(
‖u0‖22 +
T∫
0
‖ut‖22 dt
)
+ τ 4
T∫
0
(∥∥u2t ∥∥20 + ‖utttt‖20)dt + h4k+mτ−4
}
.
If we choose hk+m ∼ τ 2, then h4k+mτ−4 ∼ h2k+m ∼ τ 4. Thus the above theorem shows that the multilevel augmentation
solution can achieve the same optimal convergence order as the projection solution.
4. Numerical experiments
In this section we present numerical experiments to illustrate the eﬃciency and accuracy of the multilevel augmentation
method for solving the sine-Gordon equation. The computer programs are written in C language and run on a personal
computer with 3G CPU and 3.25G memory.
Consider the sine-Gordon equation⎧⎨
⎩
utt − uxx + sinu = 0, 0 < x < 1, 0 < t  T ,
u(x,0) = u0(x), ut(x,0) = u1(x), 0 x 1, (4.1)
u(0, t) = u(1, t) = 0, 0 t  T ,
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Numerical results for t = 0.
m N(n) t = 0
E.R-H1 C.O-H1 E.R-L2 C.O-L2
0 127 6.2924e−002 1.5540e−004
1 255 3.1417e−002 1.0021 3.8757e−005 2.0035
2 511 1.5616e−002 1.0085 9.5944e−006 2.0142
3 1023 7.6197e−003 1.0352 2.3036e−006 2.0583
Table 2
Numerical results for t = 0.2.
m N(n) t = 0.2
E.R-H1 C.O-H1 E.R-L2 C.O-L2
0 127 3.6836e−002 1.6785e−004
255 1.8089e−002 1.0260 4.0502e−005 2.0511
2 511 8.8773e−003 1.0269 1.0303e−005 1.9749
3 1023 4.3210e−003 1.0388 2.4628e−006 2.0647
Table 3
Numerical results for t = 0.4.
m N(n) t = 0.4
E.R-H1 C.O-H1 E.R-L2 C.O-L2
0 127 5.0236e−002 3.3116e−004
1 255 2.3807e−002 1.0773 8.0757e−005 2.0358
2 511 1.1670e−002 1.0286 2.0561e−005 1.9737
3 1023 5.6485e−003 1.0469 4.9119e−006 2.0656
Table 4
Numerical results for t = 0.6.
m N(n) t = 0.6
E.R-H1 C.O-H1 E.R-L2 C.O-L2
0 127 5.4962e−002 4.2314e−004
1 255 2.4960e−002 1.1388 1.0081e−004 2.0696
2 511 1.1976e−002 1.0595 2.5848e−005 1.9634
3 1023 5.7693e−003 1.0536 6.1632e−006 2.0683
Table 5
Numerical results for t = 0.8.
m N(n) t = 0.8
E.R-H1 C.O-H1 E.R-L2 C.O-L2
0 127 4.8038e−002 6.1650e−004
1 255 2.0765e−002 1.2100 1.5288e−004 2.0117
2 511 9.5622e−003 1.1187 3.9312e−005 1.9593
3 1023 4.5027e−003 1.0865 9.4034e−006 2.0637
with T = 1, u0(x) = 1 − cos(2πx) and u1(x) = 0. Since the equation has no analytical solution, we take the 12-th level
Galerkin ﬁnite element solution denoted by u12 as the real solution for computing the error. We use the multilevel aug-
mentation method based on the multiscale Galerkin method via the piecewise linear polynomial basis constructed in [28]
for numerical solutions of the equation. Speciﬁcally, we choose Xn as the space of piecewise linear polynomials with the
knots at j/2n , j = 1,2, . . . ,2n − 1. Hence, dim(Xn) = 2n − 1, X0 = ∅. The basis function for W1 is given by
w1,0(x) =
{
x, x ∈ [0,1/2),
1− x, x ∈ [1/2,1].
The basis {wi, j: j ∈ Zw(i)} for Wi (i > 1) are constructed recursively. The details can be found in [28]. We set the time
step τ = 0.02 and apply the multilevel augmentation algorithm with the initial level k = 7, and the augmentation level
m = 0,1,2,3. We solve the nonlinear system in the initial level by the Newton iteration. We report the numerical results
in the following seven tables and three ﬁgures. Tables 1–6 are the results for the errors and convergence orders in six
time nodes, where N(n), E.R-H1, E.R-L2, C.O-H1, C.O-L2 denote the dimension of Xn with n = k +m, the H1-error, L2-error,
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Numerical results for t = 1.0.
m N(n) t = 1.0
E.R-H1 C.O-H1 E.R-L2 C.O-L2
0 127 7.3868e−002 5.9734e−004
1 255 3.3161e−002 1.1555 1.5119e−004 1.9822
2 511 1.5615e−002 1.0866 3.9078e−005 1.9519
3 1023 7.4224e−003 1.0729 9.3063e−006 2.0701
Table 7
Comparison of the computational time.
n = k +m N(n) GM-Time (s) MAM-Time (s)
7= 7+ 0 127 0.594 0.609
8= 7+ 1 255 2.157 1.187
9= 7+ 2 511 12.218 2.610
10= 7+ 3 1023 107.344 5.359
11= 7+ 4 2047 971.890 12.328
12= 7+ 5 4095 9712.907 36.782
Fig. 1. Growth of GM-Time (‘∗’) and MAM-Time (‘◦’).
Fig. 2. The GM solution u12 (left) and the MAM solution u7,3 (right).
convergence order of H1-norm and convergence order of L2-norm, respectively. The convergence order is determined by the
formula
log2
‖u12 − uk,m−1‖
‖u12 − uk,m‖ ,
where ‖ · ‖ can be the norm ‖ · ‖H1 or ‖ · ‖L2 . Table 7 reports the total computing time for the Galerkin method and for
the multilevel augmentation method of solving Eq. (4.1), where GM-Time and MAM-Time denote the computing time of the
Galerkin method and the multilevel augmentation method respectively. Fig. 1 provides the growth curve of GM-Time and
MAM-Time. Fig. 2 shows the solution surfaces of u12 and u7,3 respectively. Fig. 3 is the error surface of u12 − u7,3. Fig. 4
shows the FDM solution obtained by the ﬁnite difference scheme proposed in [21] with τ = h = 0.001. Fig. 5 provides the
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Fig. 5. The MAM solution u7,3 (‘−’) and the FDM solution (‘+’).
comparison of u7,3 with the FDM solution at 11 time nodes. Figs. 2, 4 and 5 show the credibility of our augmentation
solution.
Note that the approximate solution u0k,m is obtained by projecting u0 onto Xk+m directly, so the corresponding conver-
gence order must be optimal. Table 1 validates this and shows the rationality of taking u12 as the real solution. Tables 2–6
show that the numerical results conﬁrm the theoretical estimates on the convergence property, i.e., the multilevel aug-
mentation method provides the same convergence order as the original projection method. And Table 7 shows that the
multilevel augmentation method saves a lot of computing time compared with the Galerkin method. We can also conclude
from Table 7 and Fig. 1 that the growth speed of MAM-Time is much lower than that of GM-Time.
5. Conclusion
In this paper, we develop the multilevel augmentation algorithm for solving the one-dimensional sine-Gordon equation.
Since the multilevel augmentation algorithm only needs to solve a ﬁxed lower level nonlinear system and compensate the
high level component by simple matrix-vector multiplications at each time step, it can reduce computational complexity
largely. After analyzing the convergence of approximate solution obtained by the semi-discrete scheme, the fully-discrete
scheme and the multilevel augmentation algorithm respectively, we conclude that the multilevel augmentation method can
preserve the optimal convergence order as the original projection method. The numerical results conﬁrm our theoretical
analysis and illustrate the eﬃciency of the algorithm.
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Appendix A
In this appendix we provide the proofs of Theorems 3.1 and 3.2.
Proof of Theorem 3.1. It follows from (3.2) and (3.3) that
(utt − un,tt, v) + (∇u − ∇un,∇v) = (sinun − sinu, v), v ∈ Xn.
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u − un = ρ + e. (A.1)
Using these notation and the deﬁnition of the elliptic projection Qn , we have
(ett, v) + (∇e,∇v) = (sinun − sinu, v) − (ρtt, v), v ∈ Xn.
Noting that et ∈ Xn , we set v = et in the above equation to obtain
1
2
d
dt
‖et‖20 +
1
2
d
dt
‖∇e‖20 = (sinun − sinu, et) − (ρtt , et).
Integrating it from 0 to t yields
1
2
‖et‖20 −
1
2
∥∥et(0)∥∥20 + 12‖∇e‖20 − 12
∥∥∇e(0)∥∥20 =
t∫
0
(sinun − sinu, et)dt −
t∫
0
(ρtt, et)dt. (A.2)
By the Cauchy–Schwarz inequality and (A.1) we have∣∣∣∣∣
t∫
0
(sinun − sinu, et)dt
∣∣∣∣∣ c
t∫
0
(‖ρ‖20 + ‖e‖20 + ‖et‖20)dt.
Noting that
‖ρ‖0 = ‖u − Qnu‖0  ch2n‖u‖2, ‖ρtt‖0 = ‖utt − Qnutt‖0  ch2n‖utt‖2,
we conclude∣∣∣∣∣
t∫
0
(sinun − sinu, et)dt
∣∣∣∣∣ c
{
h4n
t∫
0
‖u‖22 dt +
t∫
0
(‖e‖20 + ‖et‖20)dt
}
,
and ∣∣∣∣∣
t∫
0
(ρtt , et)dt
∣∣∣∣∣ c
(
h4n
t∫
0
‖utt‖22 dt +
t∫
0
‖et‖20 dt
)
.
By the deﬁnition of e, we have∥∥et(0)∥∥20 = ‖Qnu1 − u1n‖20, ∥∥∇e(0)∥∥20 = ∥∥∇(Qnu0 − u0n)∥∥20  c‖Qnu0 − u0n‖21.
Combining (A.2) with above inequalities and using the Poincaré–Friedrichs inequality, we conclude that
‖et‖20 + ‖∇e‖20  c
{
‖Qnu0 − u0n‖21 + ‖Qnu1 − u1n‖20 + h4n
t∫
0
(‖u‖22 + ‖utt‖22)dt +
t∫
0
(‖et‖20 + ‖∇e‖20)dt
}
.
Thus it follows from the Gronwall’s inequality that
‖et‖20 + ‖∇e‖20  c
{
‖Qnu0 − u0n‖21 + ‖Qnu1 − u1n‖20 + h4n
t∫
0
(‖u‖22 + ‖utt‖22)dt
}
. (A.3)
Noting that
‖ρ‖0  ch2n‖u‖2, and ‖e‖20  c‖∇e‖20  c
(‖et‖20 + ‖∇e‖20),
we have
‖u − un‖20  ‖ρ‖20 + ‖e‖20  c
(
h4n‖u‖22 + ‖et‖20 + ‖∇e‖20
)
.
This with (A.3) yields the ﬁrst estimate of Theorem 3.1.
The proof of the second estimate is similar to that of the ﬁrst one. In fact, by using the equivalence of ‖∇e‖0 and ‖e‖1
we rewrite the inequality (A.3) into the following form
‖et‖20 + ‖e‖21  c
{
‖Qnu0 − u0n‖21 + ‖Qnu1 − u1n‖20 + h4n
t∫ (‖u‖22 + ‖utt‖22)dt
}
.0
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‖u − un‖21  ‖ρ‖21 + ‖e‖21, and ‖ρ‖21  ch2n‖u‖22,
we conclude the second estimate of the theorem. 
Proof of Theorem 3.2. Assume u is a smooth solution of the continuous problem (3.2). By the Taylor expansion we have
ui,1/4tt = ∂ttui − ri, (A.4)
where the remainder ri satisﬁes the following estimate (cf. [36])
‖ri‖20  cτ 3
ti+1∫
ti−1
‖utttt‖20 dt. (A.5)
It follows from (3.2) and (A.4) that(
∂ttu
i, v
)+ a(ui,1/4, v)= (ri, v) − ((sinu)i,1/4, v), ∀v ∈ X.
Subtracting (3.9) from the above equality yields the error equation(
∂tt
(
ui − uin
)
, v
)+ a(ui,1/4 − ui,1/4n , v)= (ri, v) − ((sinu)i,1/4 − sinui,1/4n , v), ∀v ∈ Xn. (A.6)
Let ρ i := ui − Qnui , ei := Qnui − uin , then ui − uin = ρ i + ei . By using the deﬁnition of Qn and choosing v = ∂tei , (A.6)
becomes(
∂tte
i, ∂te
i)+ a(ei,1/4, ∂tei)= (ri − ∂ttρ i, ∂tei)− ((sinu)i,1/4 − sinui,1/4n , ∂tei). (A.7)
It is clear that(
∂tte
i, ∂te
i)= 1
2τ
(∥∥∂tei+1/2∥∥20 − ∥∥∂tei−1/2∥∥20),
and
a
(
ei,1/4, ∂te
i)= 1
2τ
[
a
(
ei+1/2, ei+1/2
)− a(ei−1/2, ei−1/2)].
For the ﬁrst term of the right-hand side of (A.7) we have∣∣(ri − ∂ttρ i, ∂tei)∣∣ ‖ri‖20 + ∥∥∂ttρ i∥∥20 + 14
∥∥∂tei+1/2∥∥20 + 14
∥∥∂tei−1/2∥∥20.
To estimate the second term of the right-hand side of (A.7) we start with
∣∣((sinu)i,1/4 − sinui,1/4n , ∂tei)∣∣ 12
∥∥(sinu)i,1/4 − sinui,1/4n ∥∥2 + 14
∥∥∂tei+1/2∥∥20 + 14
∥∥∂tei−1/2∥∥20. (A.8)
Since ∥∥(sinui,1/4 − sinui,1/4n )∥∥20  ∥∥ui,1/4 − ui,1/4n ∥∥20  ∥∥ρ i,1/4∥∥20 + 12
∥∥ei+1/2∥∥20 + 12
∥∥ei−1/2∥∥20, (A.9)
we turn to estimate ‖(sinu)i,1/4 − sinui,1/4‖20. The Taylor expansion of sinul at ui,1/4 is
sinul = sinui,1/4 + cosui,1/4(ul − ui,1/4)− 1
2
sin ξ lu
(
ul − ui,1/4)2, l = i − 1, i, i + 1,
where ξ lu is a function determined by u
l and ui,1/4. Thus we have for l = i − 1, i, i + 1 that
(sinu)i,1/4 − sinui,1/4 = 1
4
{(
sinui+1 − sinui,1/4)+ 2(sinui − sinui,1/4)+ (sinui−1 − sinui,1/4)}
= −1
8
{
sin ξ i+1u
(
ui+1 − ui,1/4)2 + 2 sin ξ iu(ui − ui,1/4)2 + sin ξ i−1u (ui−1 − ui,1/4)2}.
Noting that by the Taylor expansion,
∥∥(ul − ui,1/4)2∥∥20  cτ 3
ti+1∫
t
∥∥u2t ∥∥20 dt, l = i − 1, i, i + 1,
i−1
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∥∥(sinu)i,1/4 − sinui,1/4∥∥20  cτ 3
ti+1∫
ti−1
∥∥u2t ∥∥20 dt. (A.10)
Combining (A.8), (A.9) and (A.10) we obtain
∣∣((sinu)i,1/4 − sinui,1/4n , ∂tei)∣∣ ∥∥ρ i,1/4∥∥20 + 14
(∥∥∂tei+1/2∥∥20 + ∥∥∂tei−1/2∥∥20)
+ 1
2
(∥∥ei+1/2∥∥20 + ∥∥ei−1/2∥∥20)+ cτ 3
ti+1∫
ti−1
∥∥u2t ∥∥20 dt.
Hence, (A.7) results in
1
2τ
[∥∥∂tei+1/2∥∥20 − ∥∥∂tei−1/2∥∥20]+ 12τ
[
a
(
ei+1/2, ei+1/2
)− a(ei−1/2, ei−1/2)]
 ‖ri‖20 +
∥∥∂ttρ i∥∥20 + ∥∥ρ i,1/4∥∥20 + 34
(∥∥∂tei+1/2∥∥20 + ∥∥∂tei−1/2∥∥20)
+ 1
2
(∥∥ei+1/2∥∥20 + ∥∥ei−1/2∥∥20)+ cτ 3
ti+1∫
ti−1
∥∥u2t ∥∥20 dt.
Multiply it by 2τ , and sum it over i = 1,2, . . . ,N − 1 to obtain∥∥∂teN−1/2∥∥20 + a(eN−1/2, eN−1/2) ∥∥∂te1/2∥∥20 + a(e1/2, e1/2)
+ 2τ
N−1∑
i=1
(
‖ri‖20 +
∥∥∂ttρ i∥∥20 + ∥∥ρ i,1/4∥∥20 + 34
∥∥∂tei+1/2∥∥20
+ 3
4
∥∥∂tei−1/2∥∥20 + 12
∥∥ei+1/2∥∥20 + 12
∥∥ei−1/2∥∥20 + cτ 3
ti+1∫
ti−1
∥∥u2t ∥∥20 dt
)
. (A.11)
It follows from (A.5) that
N−1∑
i=1
‖ri‖20  cτ 3
T∫
0
‖utttt‖20 dt.
Simple calculations yields
N−1∑
i=1
∥∥∂ttρ i∥∥20 = 1τ 4
N−1∑
i=1
∥∥∥∥∥
ti+1∫
ti
t∫
t−τ
ρtt(s)dsdt
∥∥∥∥∥
2
0
 1
τ
N−1∑
i=1
ti+1∫
ti−1
‖ρtt‖20 dt 
ch4n
τ
T∫
0
‖utt‖22 dt.
By (3.7) we have
N−1∑
i=1
∥∥ρ i,1/4∥∥20 
N−1∑
i=1
ch4n
(
‖u0‖22 +
T∫
0
‖ut‖22 dt
)
 ch
4
n
τ
(
‖u0‖22 +
T∫
0
‖ut‖22 dt
)
.
Then, (A.11) leads to
∥∥∂teN−1/2∥∥20 + ∥∥eN−1/2∥∥21  c
{∥∥∂te1/2∥∥20 + ∥∥e1/2∥∥21 + τ 4
T∫
0
∥∥u2t ∥∥20 dt + τ 4
T∫
0
‖utttt‖20 dt
+ h4n
(
‖u0‖22 +
T∫ (‖ut‖22 + ‖utt‖22)dt
)
+ τ
N∑
i=1
(∥∥∂tei−1/2∥∥20 + ∥∥ei−1/2∥∥21)
}
.0
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∥∥∂teN−1/2∥∥20 + ∥∥eN−1/2∥∥21  c
{∥∥∂te1/2∥∥20 + ∥∥e1/2∥∥21 + τ 4
T∫
0
(∥∥u2t ∥∥20 + ‖utttt‖20)dt (A.12)
+ h4n
(
‖u0‖22 +
T∫
0
(‖ut‖22 + ‖utt‖22)dt
)}
. (A.13)
This together with (3.6) validates the ﬁrst estimate of Theorem 3.2.
As the remark at the end of the proof of Theorem 3.1, the second estimate of this theorem can be similarly proved, as
long as we make some small modiﬁcations. 
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