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We introduce well-defined characterizations of prethermal states in realistic periodically driven many-body
systems with unbounded chaotic diffusion of the kinetic energy. These systems, interacting arrays of periodically
kicked rotors, are paradigmatic models of many-body chaos theory. We show that the prethermal states in these
systems are well described by a generalized Gibbs ensemble based essentially on the average Hamiltonian.
The latter is the quasi-conserved quantity in the prethermal state and the ensemble is characterized by the
temperature of the state. An explicit exact expression for this temperature is derived. Also, using arguments
based on chaos theory, we demonstrate that the lifetime of the prethermal state is exponentially long in the
inverse of the temperature. Our analytical results, in particular those for the temperature and the lifetime of the
prethermal state, agree well with numerical observations.
When a periodic drive acts on a closed many-body system,
it generically leads to heating. The heating hinders the appli-
cability of periodic drives to tune closed many-body systems
and to create new phases of matter, such as time crystals, Flo-
quet topological phases, and other. Earlier studies were able
to determine specific situations where the heating can be re-
duced or suppressed: (i) integrable models, where the heat-
ing is restricted by the conserved quantities of the dynamics
(see Ref. [1] and references therein); (ii) many-body localized
systems, where the disorder prevents the entropy growth as-
sociated with heating [2–7]; and (iii) high frequency drives
[8–21].
Concerning the last scenario, several studies considered
quantum systems with a finite frequency bandwidth Λ. It was
observed that parametric drives can lead to dynamical insta-
bilities only if the driving frequency Ω is smaller than 2Λ.
According to this criterion, many-body systems are expected
to be linearly stable and avoid heating when Ω > 2Λ [8–
14]. Recent studies aimed to extend this approach to non-
linear effects. In particular, Refs. [15–18] demonstrated rig-
orously that at large driving frequencies the heating rate is
suppressed as exp(−Ω/Λ). This leads to prethermal states,
i.e., almost no heat absorbtion on long time intervals, reflect-
ing the quasi-conservation of the Floquet Hamiltonian. The
derivation of the exponential bound above is based on the ob-
servation that in order to absorb a quantum from the pump,
whose energy is ~Ω, it is necessary to consider a perturbation
of order n ≈ ~Ω/~Λ. According to time-dependent perturba-
tion theory, the rate of this process is proportional to n, where
 is determined by the pump intensity. For weak pumps, this
leads to the exponential bound above. Interestingly, although
quantum mechanics was used in the derivation [39], the final
result does not depend on ~. This cancellation suggested that
the exponential bound should be valid for classical systems as
well [19–21].
The above-mentioned rigorous bounds have a major lim-
itation: They rely on the assumption of a finite bandwidth
and, hence, are valid only for systems whose energy den-
sity (energy per particle) is bounded. This assumption holds
for common systems such as spin models or non-interacting
band models but does not generically apply to realistic many-
body systems. In the latter systems, the energy density is not
bounded from above either due to a realistic kinetic-energy
term or due to the possibility of increasing the interaction po-
tential energy by enlarging the local density of particles.
In this Letter, we introduce well-defined characterizations
of prethermal states in realistic periodically driven systems
with infinite energy density, reflected in an unbounded chaotic
diffusion of the kinetic energy at very long times. These are
classical systems described by the Hamiltonian
H(t) =
N∑
j=1
[
p2j
2
− κ∆(t) cos(φj − φj+1)
]
. (1)
Here pj and φj , j = 1, ..., N , are the angular momenta and an-
gles ofN rotors, κ is a parameter, and ∆(t) =
∑
n δ(t−nτ) is
a periodic delta function with period τ . The angles φj satisfy
periodic boundary conditions, φN+1 = φ1. Importantly, since
the kinetic-energy term in Eq. (1) is not bounded, one can
have an infinite energy density. The systems (1) are paradig-
matic models of many-body chaos theory, introduced in Refs.
[22, 23] and studied in Refs. [22–27]; see also below.
The systems (1) can be experimentally realized us-
ing an array of bosonic Josephson junctions [28], see
Fig. 1. The Hamiltonian of this array is H¯ =∑N
j=1
[
Un2j + J(t)
(
ψj
†ψj+1 + h.c.
)]
, where U is the inter-
action strength, nj is the number of particles in well j, J(t)
is the tunneling rate between neighboring wells, ψ†j (ψj) is
the canonical creation (annihilation) operator, and h.c. is the
Hermitian conjugate. In the limit of a large average number of
particles per well, n = 〈nj〉  1, this Hamiltonian can be ap-
proximated by H¯ =
∑N
j=1
[
Un2j + 2J(t)n cos(φj − φj+1)
]
,
where the phase operator φj is defined by ψj =
√
neiφj and
is canonically conjugate to nj (see Refs. [29, 30] and ref-
erences therein). The function J is determined by the depth
of the periodic potential and is controlled by the intensity of
the laser light used to create the potential. A kicking poten-
tial, J(t) = J0∆(t), can be obtained by varying the potential
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FIG. 1: Proposed realization of the system (1) using bosonic Joseph-
son junctions created by Bose-Einstein condensates in optical lattices
[28]. See text for details.
depth during short time intervals.
The existence of an unbounded chaotic diffusion of the ki-
netic energy at very long times was established numerically in
Refs. [22–27]. This is an Arnol’d diffusion [31], occurring for
arbitrarily small κ already forN > 2 and reflecting the infinite
energy density of the system. Despite this, it was shown nu-
merically in work [19] that, at least for some specific choices
of initial conditions, the unbounded-diffusion regime was pre-
ceded by a long-lived prethermal state in which the kinetic en-
ergy almost does not change, see Fig. 2; the lifetime of this
state increases exponentially in 1/K, where K = κτ is the
dimensionless nonintegrability parameter, the only parameter
appearing in the Poincare´ map of the system [19]. However,
the reason and physical origin of this effect were not clarified.
We consider here in detail the nature of the prethermal
states in the systems (1) and explain why the inhibition of
heating in these states occurs for exponentially long times in
1/K. Our approach is based on the assumption that a prether-
mal state, if it exists, can be described by a canonical ensemble
like equilibrium (time-independent) systems [32, 33]. This
is a generalized Gibbs ensemble (GGE) [34], based on con-
stants of the motion, mainly the average Hamiltonian of the
system. The GGE is characterized by the temperature T ∗ of
the prethermal state. We derive an explicit exact expression
for the statistical quantity T ∗ in terms of the fully determin-
istic system parameters. Then, using the GGE and arguments
based on many-body chaos theory, we demonstrate that the
lifetime of the prethermal state grows exponentially in 1/K.
For times larger than this lifetime, the system exhibits un-
bounded diffusion by absorbing energy at almost a constant
rate. Our analytical results for the GGE, T ∗, and the lifetime
agree well with numerical observations.
In order to characterize a prethermal state by a quasi-
equilibrium GGE, let us identify the constants or quasi-
constants of motion in this state. First, a quasi-conserved
quantity in the large-frequency regime of Ω = 2pi/τ  1
is the Floquet Hamiltonian, whose lowest order term is the
average Hamiltonian:
H∗ =
1
τ
∫ τ
0
H(t)dt =
N∑
j=1
[
p2j
2
− κ
τ
cos(φj − φj+1)
]
.
(2)
Second, since both Hamiltonians (1) and (2) depend on the
angles φj only via the differences φj−φj+1, they are invariant
under the global translation φj → φj + χ, for arbitrary χ.
This implies the existence of an exact constant of the motion
[besides the approximate one (2)], i.e., the angular momentum
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FIG. 2: Time evolution of the average kinetic energy per rotor,
Ekin(t) = (1/N)
∑N
j=1〈p2j (t)/2〉, N = 400, where the average
is over initial conditions with pj(t = 0) = 0 and 100 values of
φj(t = 0) homogeneously distributed between 0 and 2pi. The short-
time dynamics is followed by a prethermal plateau, whose lifetime
grows exponentially with 1/K, K = κτ . The plots in this figure
appear to be almost insensitive to the number N of rotors, for suffi-
ciently large N .
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FIG. 3: Time evolution of the distribution function of pj(t) for N =
400 and K = 0.2, starting from initial conditions with pj(t = 0) =
0 and 5000 values of φj(t = 0) homogeneously distributed between
0 and 2pi. In the prethermal state, the distribution is Gaussian (’+’
points).
of the center of mass:
p¯ =
1
N
N∑
j=1
pj . (3)
Because of the constant of the motion (3), the Hamiltonian (2)
is nonintegrable and completely chaotic for N > 3 and arbi-
trarily small κ, due to Arnol’d diffusion. Thus, for sufficiently
large N , the prethermal state associated with this Hamilto-
nian should be well described statistically. This description is
given by a GGE defined by a probability distribution featuring
the above constants of motion:
P ∗({pj , φj}) = 1
Z
exp
[
−H
∗({pj , φj})
T ∗
+ γp¯({pj})
]
,
(4)
where Z is a normalization constant (the partition function),
T ∗ is the temperature of the prethermal state, and γ is some
constant. (We work in units such that the Boltzmann constant
3is kB = 1.) Using Eqs. (2) and (3), one can write a more
compact expression for the distribution (4):
P ∗({pj , φj}) = 1
Z
exp
[
−H
∗({pj − p˜, φj})
T ∗
]
, (5)
where p˜ = γT ∗/N . Since H∗ in Eq. (2) is the sum of two
terms that depend on pj and φj separately, these two sets of
variables are statistically independent [40]. Hence, a proba-
bility distribution of angular momenta is well defined:
P ∗({pj}) = Z−1
N∏
j=1
exp
[
− (pj − p˜)
2
2T ∗
]
. (6)
Thus, starting from an ensemble of initial conditions all with
pj = p˜, j = 1, ..., N , the final distribution of pj in the prether-
mal state should be a Gaussian centered on pj = p˜. This
is fully confirmed by numerical experiments, see Fig. 3 for
p˜ = 0. This figure also shows that at short times, before the
prethermal state, the function P ∗({pj}) is non-universal and
depends on time. One can exactly calculate from Eq. (6) the
average kinetic energy per rotor in the prethermal state:
Ekin =
1
N
N∑
j=1
∫
p2j
2Z
N∏
j′=1
e−(pj′−p˜)
2/(2T∗)dpj′ =
T ∗ + p˜2
2
.
(7)
See also note [41].
The temperature of the prethermal state T ∗ will be deter-
mined by the quasi-conservation of the time-independent av-
erage Hamiltonian H∗. As we now show, T ∗ can be com-
puted analytically by equating the energy of the initial state,
E0, with the average energy of the prethermal state, E∗. The
latter is given by the sum of two terms [see Eq. (2)]:
E∗ =
N∑
j=1
〈
p2j
〉
∗
2
− κ
τ
N∑
j=1
〈cos(φj − φj+1)〉∗ . (8)
Here 〈O〉∗ =
∫ ∏N
j=1O({pj , φj}) P ∗({pj , φj}) dpj dφj is
the average over the prethermal state. The first term on the
right-hand-side of Eq. (8) is equal to NEkin, where Ekin is
given by Eq. (7). To evaluate the second term, we trans-
form to the relative coordinates ϕj = φj − φj+1 (the con-
stant Jacobian can be absorbed in the partition function), de-
fine  = κ/(τT ∗), and use
〈cos(ϕj)〉∗ =
∫ 2pi
0
dϕj cos(ϕj)e
 cosϕj∫ 2pi
0
dϕje cosϕj
=
I1()
I0()
, (9)
where In(x) is the modified Bessel function of order n. We
then get [42]:
E∗ = N
T ∗ + p˜2
2
− κ
τ
I1()
I0()
. (10)
The initial conditions have pj = p˜ and φj homogeneously
distributed from 0 to 2pi, j = 1, ..., N . Therefore, the energy
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FIG. 4: Average kinetic energy per rotor (in unit of τ2) as a function
of K for p˜ = 0 and three values of t/τ . Dashed line: theoretical
prediction, E∗kinτ
2 = τ2T ∗/2 = 0.469K, where T ∗ is given by Eq.
(11). A good agreement with the theoretical prediction is observed
in the region of (K, t/τ) values corresponding to prethermal states.
This region extends to larger values of t/τ as K decreases.
of the initial state is simply E0 = Np˜2/2. By equating E0
with E∗ in Eq. (10), we obtain the equation 2I1() = I0()
for . The numerical solution of this equation is  = 1.066 or,
since  = κ/(τT ∗),
T ∗ =
κ
1.066τ
= 0.9381
K
τ2
, (11)
where K = κτ . The main result (11) is numerically con-
firmed by Fig. 4, showing Ekinτ2 versus K for p˜ = 0 [then
Ekin = T
∗/2 by Eq. (7)].
Having obtained a full characterization of the prethermal
state, we now address its stability to the periodic drive. To get
a quantitative measure of the lifetime of the prethermal state,
we fit the time evolution of Ekin up to time t by a power law
tα and monitor α as a function of K for different values of
t/τ . The resulting plots (curves) are shown in the upper panel
of Fig. 5. We then define the lifetime t∗/τ of the prether-
mal state for some K as the value of t/τ for which the cor-
responding curve takes some reference value of α, α = 0.05.
The lifetimes t∗/τ versus 1/K are shown in a semi-log plot
in the inset of the lower panel of Fig. 5. The best fit to the plot
points, lying almost on a straight line, is t∗/τ = A exp(B/K)
with A = 2.04 and B = 2.08; here B depends on the refer-
ence value of α. In accordance with this dependence of t∗/τ
on 1/K, the lower panel of Fig. 5 shows that all the curves
collapse when plotted against Klog(t/(Aτ)).
We now explain the exponential dependence of the lifetime
t∗/τ on 1/K. Our arguments make use on the resonance the-
ory of Arnol’d diffusion, see details in, e.g., Refs. [25, 26, 35]
by Chirikov and collaborators. According to this theory, for
periodically driven many-body systems that are small pertur-
bation of integrable systems, Arnol’d diffusion takes place
along resonance “channels” in phase space. If the system is
described byN conjugate pairs of action-angle variables, each
channel is a phase-space region where the following condition
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FIG. 5: Upper panel: Diffusion exponent α [obtained by fitting the
function Ekin(t) to Ctα] plotted versus K for different values of
t/τ . Lower panel: The small-K behaviors collapse when α is plotted
versus Klog(t/(Aτ)). Here A is determined from the best fit of the
lifetimes t∗/τ , at which α = 0.05, as a function ofK; see inset. The
dashed line in the inset is the exponential fit t∗/τ = A exp(B/K)
with A = 2.04 and B = 2.08.
is satisfied [see, e.g., Eqs. (1.2), (1.5), and (1.6) in Ref. [25]]:∣∣∣∣∣∣
N∑
j=1
mjωj −MΩ
∣∣∣∣∣∣ . √ε . (12)
Here {mj′}Nj′=1 are integer vectors defining the perturbation,
ωj are the frequencies of the unperturbed (integrable) system,
M is an arbitrary nonzero integer, Ω is the driving frequency,
and ε is the perturbation strength. In the case of the system
(1), ωj = pj and the only nonzero components of a vector
{mj′}Nj′=1 are mj = 1 and mj+1 = −1 for some j, j =
1, ..., N ; also ε = κ/τ . Equation (12) will then read in our
case:
|pj − pj+1 −MΩ| .
√
κ
τ
. (13)
Since the prethermal state is described by the probability
distribution (6) of angular momenta, the probability to satisfy
the Arnol’d diffusion condition (13) is given by
P (M) =
∫ +√κ
−√κ
dx P ∗(pj − pj+1 −MΩ = x) (14)
≈ 2
√
κ
τ
P ∗(pj − pj+1 = MΩ) (15)
=
( κ
piT ∗τ
)1/2
exp
(
−M
2Ω2
4T ∗
)
.
Here we used Eq. (6) along with the identity P ∗(pj −
pj+1 = x) =
∫
dyP ∗(pj = x + y)P ∗(pj = y) =
(4piT ∗)−1/2e−x
2/(4T∗). Using then Ω = 2pi/τ and Eq. (11)
in Eq. (14), we obtain
P (M) =
(
1
0.9381pi
)1/2
exp
(
− M
2pi2
0.9381K
)
. (16)
Now, the time spent in resonance channel M is inversely pro-
portional to P (M). By considering only the main (low-order
resonance) channels with the smallest nonzero values of |M |,
i.e., with the largest P (M), we see from Eq. (16) that the life-
time of the prethermal state increases exponentially with 1/K.
For the minimal |M |, |M | = 1, 1/P (M) ∝ exp (10.52/K).
While the prefactor 10.52 of 1/K differs from the numerical
one, 2.08 (see Fig. 5), a more detailed analytical treatment
should explain the discrepancy.
In conclusion, we have introduced in this Letter quantitative
characterizations of prethermal states in realistic periodically
driven many-body systems, i.e., the paradigmatic systems (1)
of many-body chaos theory, featuring an unbounded energy
density. Our study substantially differs from previous ones
concerning the suppression of heating in periodically driven
systems with finite energy density [8–15, 15–18, 36, 37]. In
the case of infinite energy density, which is generic, the sys-
tems exhibit unbounded chaotic diffusion in the asymptotic
time limit, absorbing heating at an almost constant rate. Be-
fore this time limit, however, there may exist prethermal states
where the kinetic energy of the system is essentially constant
during a long time. We demonstrated that such a state is
characterized by a generalized Gibbs ensemble (GGE), where
the main constant of motion is the quasi-conserved average
Hamiltonian H∗. Also, the GGE features the temperature T ∗
of the prethermal state. We have derived, apparently for the
first time, an explicit formula for the statistical quantity T ∗
[Eq. (11)] in terms of the deterministic properties of the sys-
tem (κ, τ , or K).
Next, we attributed the escape from the prethermal state to
the encounter of many-body resonance channels. We analyzed
the statistical probability of the occurrence of a resonance us-
ing the GGE description of the prethermal state. We found
that this probability is proportional to exp(−M2Ω2/(4T ∗))
[Eq. (14)], where M is a nonzero integer labeling the escape
channel and Ω = 2pi/τ is the driving frequency. For large
Ω, this expression is exponentially suppressed and leads to
prethermal states with exponentially long lifetimes, in accor-
dance with the numerical observations. Our expression for
the lifetime of the prethermal state is of pivotal importance in
the field of Floquet engineering, which uses periodic drives
to generate tunable couplings (see Ref. [38] for an introduc-
tion). This approach often relies on the use of the average
Hamiltonian as an approximation of the true many-body Flo-
quet Hamiltonian. Hence, its validity is limited to time scales
in which the average Hamiltonian is quasi-conserved. We
showed that this time scale can be exponentially extended by
either increasing Ω or decreasing the temperature T ∗.
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