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Abstract 
Given the intersection points of a planar Jordan curve with the x-axis in the order in which 
they occur along the curve, sort them into the order in which they occur along the x-axis. In 
this paper, the average-case analysis of a new simple algorithm that solves the above-mentioned 
problem is presented. A certain model of generating random Jordan sequences is introduced. The 
results of the analysis are summarised in the form of theorems that specify the conditions under 
which the algorithm runs in linear expected time. The results are verified experimentally by a 
computer simulation. 0 1999 Elsevier Science B.V. All rights reserved. 
Kgwords: Jordan sorting; Polygon clipping; Analysis of algorithms 
1. Introduction 
The term JO&XI curve is usually used to refer to a closed curve which is a home- 
omorphic image of a circle. We extend this term to mean either an open or a closed 
curve. We define the open Jordan curve to be a homeomorphic image of a line seg- 
ment. 
Problem 1 (Jordan sorting). Given the intersection points CI~’ u plunar Jordun curve 
with the x-axis in the order in which they occur along the curve, sort them into the 
order in which they occur ulony the x-axis (Fig. 1). 
For the input sequence of points in Problem I, we use the term Jordun sequence. 
For the number (denoted by n) of points in the sequence, we use the term size o/’ 
sequence. In order to make the theoretical analysis simpler, we suppose that the curve 
crosses the x-axis everywhere it touches it. 
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Fig. 1. The x-axis interSeCtS a Jordan curve y: X~,X~,~~,X~,X~,X~,X~,X],X,~,X~ is an example of the input 
sequence for sorting; XI ,172,. ,x10 is the desired output. 
Jordan sorting is involved in polygon and in line clipping, which are basic problems 
in computer graphics [6,4,1]. Let P be a simple (possibly non-convex) polygon repre- 
sented by the list of the vertices of its boundary. Let B be a half-plane (represented by 
an oriented line). In polygon clipping, the intersection P n CT is to be found and repre- 
sented by the lists of the vertices of the resulting simple polygons. In line clipping, a 
line 1 is given. The intersection P f~ 1 is to be found and represented by the endpoints 
of the resulting line segments. The sorting step involved in the algorithms that solve 
the above-mentioned problems is equivalent to Problem 1, since we can represent the 
line parametrically and sort the intersection points according to their values of param- 
eter instead of their x-coordinates. Jordan sorting may also be used in triangulating a 
simple polygon [8]. 
We believe that there exist at least the following three reasons why to construct 
special algorithms for Jordan sorting: (1) They may be faster than the general-purpose 
algorithms. (2) They may be able to detect whether the input sequence is a Jordan 
sequence, i.e., they can reveal the erroneous sequences. (3) As a ‘side effect’, the 
special algorithms may infer topological information that can also be exploited. 
In the algebraic decision-tree model of computation, the worst-case time complexity 
of Jordan sorting is O(n). The first O(n) worst-case time algorithm was proposed by 
Hoffmann et al. [3]. Later, this algorithm was simplified by Fung et al. [2]. Unfor- 
tunately, in spite of this simplification, both these algorithms are rather complicated, 
which causes that they are difficult to implement and that they are slow for the in- 
puts of sizes that are of practical interest [7]. Another method of sorting the Jordan 
sequences is to insert the coordinates of intersection points into the splay tree [5] and 
then access them in sorted order. 
In [7], a new algorithm for Jordan sorting was presented along with the analysis of 
its worst-case time complexity. (The underlying idea of this algorithm was mentioned 
in [3], the authors, however, did not develop the idea into the corresponding algorithm 
and focused on the O(n) worst-case time algorithm.) Although the new algorithm runs 
in O(n logn) worst-case time, it was shown that it is useful since the probability of 
occurrence of the worst-case input is extremely low. Moreover, due to its simplicity, the 
algorithm can be easily used in practice. In [7], the algorithm was tested and compared 
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with other known algorithms for Jordan sorting. For the sequences of all tested sizes 
(from 4 up to IO4 points) the new algorithm was faster, which was encountered both 
for the sequences that were hard for the algorithm and for the sequences generated 
randomly. 
This work was motivated by the encouraging results of testing the new algorithm 
and by our opinion that the asymptotic worst-case time complexity is not a good 
criterion for judging the practical usefulness of the algorithms for Jordan sorting. The 
goal of this paper is to carry out the analysis of the new algorithm in an average 
case. Our main results presented in this paper are summarised in Theorems 3 and 8. 
The theorems specify the conditions under which the algorithm runs in linear expected 
time. The results are verified experimentally by a computer simulation. 
The paper is organised as follows. In Section 2, the needed terminology is introduced 
and the algorithm is described. Section 3 is devoted to the analysis of the average-case 
time complexity of the algorithm. Finally, the experimental results are presented in 
Section 4. 
2. The algorithm 
Let :/ be a Jordan curve. We suppose that the x-axis intersects y at n intersection 
points, denoted by x1,x2,. . . ,x,. For presenting the algorithm, the intersection points 
are numbered in such a way that the sequence XI ,x2,. . . ,xn is ordered along the x-axis 
(Fig. 1). The notation xi < xj means that Xi precedes Xj along the x-axis. The inter- 
section points divide the x-axis into intervals, called segments. The x-axis cuts the 
curve into parts, called UCS. We use arc(x,,x,) to denote the arc whose endpoints are 
xP and xy. The x-axis divides the plane into two half-planes, denoted by U, and L,, 
respectively. 
The algorithm constructs successively a planar map, denoted by M(y), that corre- 
sponds to the given input of sorting (Fig. 2). In M(l)), n nodes correspond to the in- 
tersection points ~1~x2,. . ,x,; the remaining two nodes x0 and x,+1 are added such that 
x0 < xi and x, < x,+1. The nodes x0,x,+1 are connected by two additional arcs lying 
in U, and L,, respectively (Fig. 2). During sorting, the sequence Mi,A42,. .,A4n,M(y) 
of the maps is constructed (Fig. 3). The computation starts with the map MI con- 
taining x0,x,+1, and the first intersection point from the input sequence. The algorithm 
then processes the remaining intersection points one by one and updates the map. Once 
M(y) is found, the ordered sequence xi ,x2,. . ,x, is read from this map. 
Suppose that a map Mi has already been created. Let x be the point just being 
processed, and let pred(x) denote the point that was processed immediately before x 
(Fig. 4). The process of updating the map A4i into the map Mi+r is based on the 
lemma that follows directly from the fact that the curve does not intersect itself. 
Lemma 2. Let fr be that face of A4, which is entered by arc(pred(x),x) at pred(x) 
(Fig. 4). The point x will fall into one of the segments lyiny on the boundary of’.fi.. 
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Fig. 2. An example of the map M(y) corresponding to the final stage of sorting. 
Fig. 3. An example of the sequence of the maps that are constructed during sorting. 
Fig. 4. Illustration of Lemma 2. The size of the face fr is size{ fr) = 6. The numbers show the order in 
which the segments are tested in the algorithm (see the following text). 
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In the ith step of the algorithm, the face fr of the map A4, is split, which gives rise 
to the map M,+I. This step is referred to as a transition. The transition involves: ( 1) 
determining the segment containing x and splitting this segment into two segments, 
(2) splitting the face .fi containing arc(pred(x),x) into two faces j;, j;.. The faces that 
arise from splitting j; are referred to as descendunts of ,f;.. Let size( fj) denote the 
number of segments lying on the boundary of the face ,fj. We use the term sire of 
jilce for this number (Fig. 4). Since each transition increases the number of segments 
by one, we have 
size( ,L, ) + size( j;.) = size( ,fr j + I. 
If any of the descendants fu,fi of the face ,f;. is chosen for splitting again, its size 
increases by one. This is due to the fact that during the transition in which a face is 
chosen for splitting, the segment in which the arc of the curve enters the face is split 
(Fig. 4). In the algorithm, the maps MI, Ml,. . ,M,, M(y) are represented by a clouh/> 
linked list. By one pair of pointers, the nodes are connected along the x-axis, by the 
other pair, they are connected along the curve. 
We can now describe the algorithm. Without loss of generality, we can assume that 
at the first intersection point of the input sequence, the curve passes from L., to C’,. 
The algorithm may be formulated as follows (the source code of the algorithm can be 
found in [7]): 
Algorithm 1. (Jordan sorting) 
Input. A sequence of‘ the intersection points between u Jordun curve and the x-ctsis. 
Tfre points ure in the order in which they occur ulony the curve. 
Output. The sequence in which the intersection points are sorted into the order in 
which the-v occur along the x-axis. 
1. Read the ,first intersection point from the input sequeme and create the initiul nutp 
Ml us depicted in Fig. 3. 
repeat 
2. Reud the next point, denoted by x, from the input. Let ,j; denote the jtice c?f’ the 
map which was entered by arc(pred(x),x) at pred(x); 5. wc~s determined ashen 
pred(x) was processed. 
3. Sturting with the segments udjacent to pred(xj, test the segments lying on the 
boundary of fr sequentially and concurrently in both directions (Fig. 4) krxhethcr 
they contain x. Stop testing ij the segment containing x is jbund. 
4. Split the segment containing x. Insert the edcge representimg arc(pred(x),x) into 
the mup. 
until UN the intersection points from the input are processed, 
5. Read the output sequence of points from M(y). 
Although the worst-case time complexity of the algorithm is O(n log n), the analysis 
presented in [7] showed that the worst running time is achieved only for a special 
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input. For most inputs, better running times can be expected. This property of the 
algorithm will be studied in the next section. 
3. Time complexity in an average case 
In this section, the analysis of the algorithm in an average case will be presented. 
We will introduce a certain model of generating random Jordan sequences. Then we 
will analyse the time complexity of the algorithm. The main results are summarised in 
Theorems 3 and 8. 
The time complexity of one transition and the time complexity of the whole algorithm 
will be measured by the number of tests. By one test we mean the decision whether 
the point being processed lies inside a segment. Consider a transition that splits a 
face J$ into two faces fU, fu. The time complexity, denoted by t, of this transition is 
(Fig. 4) 
t = 2 min{size( &),size( fv)} 
or 
t = 2min{(size( fU),size(fv)} - 1. (2) 
Note that if the size of one of the faces resulting from splitting (either fU or fu) is 1, 
i.e., if the time complexity of the transition is 1 or 2, then by Eq. (l), the size of the 
other face is size( fy), which gives the value of size( fr) + 1 before its next splitting. 
The transitions with time complexity 1 or 2 thus cause that the sizes of faces may 
grow. 
From the worst-case analysis presented in [7], it follows that the worst running time 
is achieved only under rather special circumstances consisting in the following: (1) 
First, a certain number of transitions with time complexity 1 or 2 create ‘big’ faces in 
U, and L,. (2) In each of the remaining transitions, the biggest face in the appropriate 
half-plane is chosen and split in half (in [7], we suppose that the biggest face can 
always be chosen for splitting, which is on the side of worse time complexity). 
In Fig. 5, the process of splitting in U, is illustrated by a tree. In this tree, the 
inner nodes represent the faces that were split during transitions and replaced by their 
descendants. The leaves represent the faces that have not been split and that are thus 
present in the map. The numbers inscribed in the nodes are the sizes of the faces. The 
size is always measured at the moment when the face has already been chosen for 
splitting. This rule is also applied to the faces corresponding to the leaves, although, 
in fact, they have never been chosen. 
To study the time complexity of Algorithm 1 for random inputs, we introduce a 
certain model of generating random Jordan curves and sequences. In this model, the 
curves are open. The intersection points are generated one by one. Let x denote the 
point just being generated. By Lemma 2, x must fall into a segment that lies on 
the boundary of the face containing arc( pred(x),x). This face was determined when 
pred(x) was generated. In the generator, the segment containing x is chosen randomly. 
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Fig. 5. An example of the tree that depicts the history of splitting in Uxi,. The tree shows the worst case for 
M = 42 = 8 (T = 5 x 2 + I + 2 x 5 = 27). 
Fig. 6. The numbering of the segments lying on the boundary of a face 
Consider the transitions in U,. Let m (m = [n/2] ) denote the number of these tran- 
sitions. Each face in U, is a product of a certain sequence of splits. At the beginning 
of each such sequence, there is the initial face in Mi. Let k denote the number of 
splits that lie on the path leading from the root to the node representing a certain face 
(Fig. 5). We say that the face arose at the kth level oJ’ splitting. At the level k = 1, 
the initial face in Ml is split into two descendants. The leftmost leaf in Fig. 5, for 
example, arose in the split whose level was k = 7. Clearly, 1 d k <m for all problems 
in which m transitions are to be done. Consider a sequence of splits. Let pk(s) be the 
probability of the event that just before the split at the kth level, the size of the face is 
s (pk+l(s) stands for the corresponding probability just after the split has been done). 
Since the size of the initial face in M1 is 2, we have pi(2)= 1 and p](s)= 0 for every 
s # 2. 
We introduce the numbering of the segments lying on the boundaries of the faces 
as depicted in Fig. 6 (i.e., we start from the segment to the left of pred(x) and 
continue along the boundary clockwise). Say that the face in Fig. 6 was split by 
inserting the new arc. In the analysis, we suppose that the descendant that will be 
split at the next level of splitting is always that one whose boundary contains the 
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Fig. 7. A curve that was generated randomly. The distribution of probability was cpk(s,u) = l/s 
segment lying to the left of pred(x) which is numbered as a segment 1. (For the 
descendants lying to the right, we could renumber the segments along the boundary of 
the face in the opposite direction, which would not influence the results presented in 
this paper.) 
We introduce a function (P~(s,u) expressing the probability of the event that at 
the kth level of splitting and in a face of size s, the intersection point will fall 
into the segment whose number is U. For all possible values of k, we have a set 
{(PB(s,u) I 1 <kdm} o such distributions of probability. The choice of the distribu- f 
tions in { (P~(s, u)} influences the ‘appearance’ of the curves produced by the generator. 
In this way, the generator can even be forced to produce the worst-case curves. Fig. 
7 shows an example of the curve that was created by the generator. In this exam- 
ple, we set (P~(s, U) = l/s for all k, i.e., all the segments lying on the boundaries of 
the faces always had equal probabilities that they would contain x. Since it is unclear 
what should be regarded as a practical average Jordan curve and Jordan sequence, we 
studied the conditions that guarantee the linear expected running time of the algorithm. 
Obviously, if these conditions are reasonable, i.e., not too restrictive, the algorithm is 
useful. 
From now on, by the size of face we mean the size that is measured at the moment 
when the face has already been chosen for splitting. Thus, the smallest face we work 
with is a face of size 2. The biggest face that can occur after m transitions in U, (and 
after the same number of transitions in LX) is a face of size m + 2. The descendant of 
size &j can occur in such a way that in a face whose size is s 3 sd - 1, the intersection 
point x will fall into the segment whose number is &j - 1. This gives the following 
equations: 
Pk+l(2) = (P!f(2,1 )Pk(2) + (Pk(391 )Pk(3) + (PA45 1 )Pk(4) 
+... + qk(m + 2,1 >pk(m +21, 
Pk+l@) = qk(2,2)pk(2) + (Pk(3>2)pk(3) + (Pk(4,2)pk(4) 
+.. . + qk(m + 2,2)Pk(m + 2), 
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Pk+l(4) = (P!f(3,3)Pk(3) + (Pk(4,3)Pk(4) 
f. . . + &(m + 2,3)pk(m + 2), 
135 
pktlb + 2) = vk(m f 1, m f 1 )pk(m f 1) 
+qk(m + 2,?n + l)pk(m + 2). (3) 
(It is worth mentioning that the process of splitting can be viewed as a Markov pro- 
cess.) The probabilities pk(2), pk(3), pk(4), . . , pk(m + 2) can be arranged into the 
vector Pk = (Pk(2), Pk(3h Pk(4), . . . , Pk(m + 2))T (T indicates the transposition). Since 
the size of the initial face in Ml is 2, we have p1 = (l,O,O,. . ,O)T. Similarly, the 
values of the function (pk(S, U) can be arranged into a square matrix, denoted by @k, 
which is of the form 
@k = 
(Pk(231) (Pk(%l) (Pk(%l) (Pk(%l) (Pk(61) . . . 
(Pk(2>2) (Pk(%2) (Pk(422) (Pk(%2) (Pk(62) . . . 
0 (Pk(%3) (Pk(423) (Pk(5>3) (Pk(63) . . . 
0 0 qk(434) qk(%4) (Pk(64) 
0 0 0 (pk(5>5) (Pk(fi5) . . 
. . . . . . . . . . . 
(4) 
Rewriting Eq. (3) into the matrix form and applying the result recursively, we obtain 
pk+l = @kpk = @k@k-_l ‘. (5) 
Note that the dimensions of the vectors and matrices may be greater than m + 1, 
which is the value considered up to now. If m transitions are to be carried out, no face 
of size greater than m+2 occurs. This fact is taken into account by zero probabilities of 
existence of the faces whose size is greater than the maximal possible value following 
from the number of transitions that were carried out. The size e + 1 thus can be used 
for all m<Q. 
Let p,.k denote the mean value of the size of face just before the kth level of 
splitting. Since the size of the initial face in Mi is 2, we have ~,~,i = 2. We introduce 
the vector s = (2,3,. . . , Q + 2)T. From the definition of mean value and from Eq. (5) 
we obtain 
Q+2 
~.ck=-sPk(‘F)=STpk=ST (61 
s=2 
136 E. SojkalDiscrete Applied Mathematics 93 (1999) 127-140 
We introduce a function rk(s, t) expressing the probability of the event that at the 
kth level of splitting, the time complexity of one transition in a face of size s is just 
t. From the order in which the segments are numbered (Fig. 6) and from the order in 
which the segments are tested in the algorithm (Fig. 4), it is clear that rk(s, l)=cpk(.s, l), 
rk(S, 2) = qpp(.!?, s) rk(& 3) = (Pk(S, 2), rk(S, 4) = (Pk(S, s - 1 ), etc. Obviously, rk(S, t) = 0 
whenever s < t, since the transition with time complexity t can be carried out only in 
a face whose size is at least t. Let qk(t) be the probability of the event that at the kth 
level of splitting, the time complexity of one transition is just t. We have 
Q+2 
qk(t) = c Tk(&t)Pk@). (7) 
s=2 
We use pt,k to denote the mean value of the time complexity of one transition at the 
kth level of splitting. It follows that 
Q+l 
kk = c tqk(t). (8) 
I=1 
Note that although we expect the faces of size up to Q + 2, the face of size 
Q + 2 is never split. The biggest face that can be split is a face of size Q + 1. 
This explains the upper bound of Q + 1 in the previous sum. We introduce the vectors 
qk = (qk(l),qk@)>.. . ,qk(Q+ l))T, t=(1,2,3 ,..., Q+ l)T and the matrix 
Tk = 
(Pk(%l) (Pk@,l) qk(%l) ok (pk(6,1) . . . 
(Pk(222) (Pk(3,3) (Pk(4,4) 404595) %(6,6) . . . 
0 (Pk(3>2) (Pk(4,2) (Pk(5,2) (pk(6,2) . . . 
0 0 qk(4,3) (Pk(%4) Vk(6,5) . . . 
0 0 0 (Pk(533) C&(6,3) ... 
Eqs. (7) and (8) can be rewritten into the matrix form 
qk = TkPk, 
Pt,k = tTqk = tT Tkpk = tT Tk 
Furthermore, we introduce 
PI. 
(10) 
(11) 
(12) 
Obviously, if the value pt,max is smaller than a constant independent of the size of the 
problem, then Algorithm 1 runs in linear expected time that does not exceed ~l,u~,~~~. 
(Note that the sequence pt,i, p1,2, pLt,3,. . is not necessarily required to converge; the 
requirement of convergence is stronger.) 
(9) 
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In the following theorem, we study a special case in which we assume that at all 
levels of splitting and in the faces of all sizes, all the segments lying on the boundary 
of one face always have equal probabilities that they will contain the new intersection 
point. 
Theorem 3. Let each distribution of' probability in {(P~(s,u)} be (P~(s,u) = l/s, then 
Algorithm 1 runs in T < 2n expected time. 
Proof. By Eqs. (4) and (9), the matrices &. and Tk are of the form 
Qk = Tk = 
I I 1 I I 
j 3 4 Lj g . . . 
I I I I I 
z 3 4 5 ii ‘.. 
0 f ; 4 ; . . 
0 0 ; ; $ . 
0 0 0 f jq . . . 
. . . . . . . . . . . 
Applying Eq. (1 l), we obtain 
/Q-2-1 
2k 
(13) 
(14) 
Note that the values P~,J,~~,J,~~,J,. . . do not depend on the size of the problem. 
The size is taken into account by considering the appropriate number of terms when 
determining the maximum in Eq. (12). It is easily seen that for k + X, the value of 
P,.J converges to 2, which is the maximal possible mean value of the time complexity 
of one transition. The theorem follows. 0 
In the sequel, we will show that the good performance of the algorithm can also be 
expected under less restrictive assumptions. 
Definition 4. We call the distribution (PA(S, u) of probability symmetric if (P~(s, U) = 
(pk(s,s - u + 1) for every s and for every u E { 1,2,. . . , s}. 
Definition 5. In a face, we define the distance of a segment g from pred(x) to be the 
minimal number of segments that are visited when walking from pred(x) along the 
boundary of the face (in any of both possible directions) to the segment Q (Fig. 8). 
It is easily seen that in every symmetric distribution, the probability of the event 
that a segment will contain the new intersection point depends on the distance of the 
segment from pred(x). 
Lemma 6. Let all the distributions of' probability in {qk(s, u)} be symmetric, then 
/lL,J d 3 ,for all k. 
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Fig. 8. Illustration of Definition 5. The numbers show the distances of the particular segments from pred(x). 
Proof. We introduce the difference A,~~,k,k+i =p,,k+i -,&k. Furthermore, we introduce 
the value ,&k(s) as follows: 
/&,k(s) = 2 uqk(& u). (15) 
u=l 
From Eqs. (5) and (6), we have 
APL,,k,k+i = h,k+l - h,k = s=@kPk - S=pk = sT@k - Ijpk. (16) 
Substituting Eq. (4) into Eq. ( 16) and applying Eq. (15) we obtain 
Q+2 
APss,k,k+i = c [&k(S) - S + 1 )Ipk(s). 
O-2 
(17) 
It is easy to check that &k(s)= (s+ 1)/2 for every symmetric distribution. Therefore, 
APs,k,k+i = ;(3 - /b,k). (18) 
Finally, since ,U~J = 2, we conclude from Eq. (18) that 
1 
b,k = 3 - - 2k-I ’ (19) 
which proves the lemma. 0 
Lemma 7. For every set {(Pk(s, u)} of distributions of probability, the inequality 
p!,k <p.+ holds for all k. 
Proof. Combining Eq. (8) with Eq. (7), we obtain 
&+I Qf2 Q+2 Q+i 
fh,k = z tz rk(h t)pk(s) = c Pk(S) c tTk(h t). (20) 
s=2 f=l 
Since 12’ trk(S, t) is the mean value of the time complexity of one transition in a 
face of size s and since this value is no greater than s, we conclude that 
Q+2 
/&k < .&k(s) = h,k, (21) 
s=2 
which completes the proof. 0 
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Table 1 
The mean values and the standard deviations of the number of tests per one transition for qPk(s, U) = I IS 
Size of problem (n) 10 100 1000 10000 IO0 000 
Number of experiments 10000 10000 1000 IO00 500 
E[Number of tests/n] I .70 I .97 I .99 2.00 2.00 
./VarlNumber of tests/n1 0.28 0.12 0.04 0.012 0.004 
Theorem 8. Let all the distributions of probability in {(P~(s,u)} be symmetric, then 
Algorithm 1 run8 in T < 3n expected time. 
Proof. By Lemma 7, the mean value of the time complexity of one transition is no 
greater than max{pS.k}. By Lemma 6, cl,,,. 63 for all k. The theorem follows. 0 
4. Experimental results 
We implemented the generator described in Section 3. We set (P~(s, u) = I/s for all 
k. The sequences created by the generator were sorted by Algorithm 1. We evaluated 
the mean value and the standard deviation of the number of tests per one transition. 
The decision whether the intersection point lies inside a segment was considered to be 
one test. The results are summarised in Table 1. 
5. Conclusion 
We have presented the average-case analysis of the algorithm for Jordan sorting that 
was published in [7] and briefly described also in this paper. Our effort was motivated 
by the encouraging results of testing the algorithm and comparing the algorithm with 
other known algorithms [7], by the fact that, due to its simplicity, the algorithm can 
be easily used in practice, and by our opinion that the asymptotic worst-case time 
complexity is not a good criterion for judging the practical usefulness of the algorithms 
for Jordan sorting. We note that after a minor modification, the algorithm discussed 
here can also detect whether the input sequence is a Jordan sequence. The map which 
is created during sorting can be used, for example, in polygon clipping. 
The goal of this paper was to introduce a certain model of generating random Jordan 
sequences and to analyse the algorithm. The results of the analysis are summarised in 
Theorems 3 and 8. The theorems show that for an interesting class of Jordan sequences, 
the algorithm runs in linear expected time. Let us also point out that the theorems do 
not seem to exhaust all the possible cases in which the linear expected running time 
can be achieved. We leave for future work to study the remaining cases. 
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