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POLYGONES DE NEWTON DE CERTAINES SOMMES DE
CARACTE`RES ET SE´RIES DE POINCARE´.
RE´GIS BLACHE
Re´sume´. On se propose dans cet article de donner quelques re´sultats sur le
comportement asymptotique des polygones de Newton des fonctions L as-
socie´es a` des sommes exponentielles, provenant de certains polynoˆmes de Laurent
en n variables. A cet effet, on e´tudie et on utilise la somme directe de polye`dres
convexes. Cette ope´ration permet de de´terminer aise´ment la limite des poly-
gones de Newton ge´ne´riques associe´s a` la somme directe ∆ = ∆1 ⊕∆2 quand
on connaˆıt la limite des polygones de Newton ge´ne´riques associe´s a` chacun
des polye`dres ∆i. Ce sont a` notre connaissance les premiers re´sultats sur le
comportement asymptotique des polygones de Newton pour les polynoˆmes a`
plusieurs variables.
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0. Introduction
Dans toute la suite, on note k un corps fini posse´dant q = pa e´le´ments, et kr son
extension de degre´ r dans une cloˆture alge´brique k fixe´e une fois pour toutes. On
note x = (x1, . . . , xn), et on choisit f(x) =
∑
i∈Zn aix
i ∈ k[x,x−1] un polynoˆme
de Laurent en n variables a` coefficients dans k. Si ψ est un caracte`re additif (non
trivial) de k, on note ψr := ψ ◦ Trkr/k le caracte`re induit par ψ sur kr ; d’autre
part on note χ un caracte`re multiplicatif de (k×)n, et χr := χ◦Nkr/k son extension
a` (k×r )
n. On forme les sommes exponentielles associe´es a` f et χ sur chacune des
extensions de k
Sr(f, χ) =
∑
x∈Gnm(kr)
ψ(f(x))χ(x),
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puis a` partir de cette famille de sommes on construit la fonction L
L(f, χ;T ) = exp
∑
r≥1
Sr(f, χ)
T r
r
 .
Quand χ est le caracte`re trivial, on notera simplement L(f ;T ) cette fonction. On
sait depuis les travaux de Dwork et de Grothendieck (cf. [8], [9]) que c’est une
fraction rationnelle.
Commenc¸ons par le cas ou` χ est trivial, qui est le plus classique dans la litte´rature.
Le premier re´sultat dans cette direction est duˆ a` Deligne [6, The´ore`me 8.4]. Il af-
firme que pour un polynoˆme de degre´ d premier a` p dont la forme de plus haut
degre´ de´finit une hypersurface non singulie`re de l’espace projectif Pn−1, la fonction
L′(f, T ) (ou` cette fois les sommes sont de´finies sur A
n
et non plus sur G
n
m) est de
degre´ (d− 1)n.
De fac¸on ge´ne´rale, on peut associer au polynoˆme f son polye`dre de Newton a`
l’infini, qui est le polye`dre convexe ∆ de´fini dans l’espace affine R
n
comme l’enve-
loppe convexe de l’origine et du support de f (c’est a` dire de l’ensemble des i de
Z
n
tels que ai est non nul). Alors sous des conditions de non de´ge´ne´rescence de
certaines formes de plus haut degre´ de f , Adolphson et Sperber [1] ont montre´ que
L(f ;T )(−1)
n−1
est en fait un polynoˆme de degre´ n!V (∆), ou` V de´signe le volume
usuel sur R
n
.
Notons α1, . . . , αn!V (∆) les racines re´ciproques de ce polynoˆme. Ce sont des en-
tiers alge´briques posse´dant les proprie´te´s suivantes : si αi est l’un d’entre eux, son
module complexe est |αi| = q
wi
2 , pour un entier 0 ≤ wi ≤ n. Tous les conjugue´s de
αi sont de meˆme module complexe. La distribution des wi est connue [7, Theorem
1.8]. D’autre part, pour tout premier ℓ 6= p, αi est une unite´ ℓ-adique. Finalement,
on a |αi|p = q−si , pour si un rationnel compris entre 0 et n. C’est a` ces valuations
que nous allons nous inte´resser.
Comme d’habitude, on identifie les valuations q-adiques des racines re´ciproques
d’un polynoˆme avec les pentes des segments de son polygone de Newton q-adique.
Pour simplifier les notations, nous noterons NPq(f) (resp. NPq(f, χ)) le polygone de
Newton q-adique de L(f ;T ) (resp. de L(f, χ;T )) dans la suite. Si Π est un polygone
convexe de longueur l, c’est a` dire le graphe d’une fonction convexe, continue sur
l’intervalle [0, l] et affine par morceaux sur chacun des intervalles [i−1, i], on notera
Π = (πi)1≤i≤l quand sa pente sur [i− 1, i] est πi. Si Π1 et Π2 sont deux polygones
convexes de longueur l, on e´crira Π1  Π2 quand Π1 est au dessus de Π2, et que
leurs extre´mite´s co¨ıncident
Adolphson et Sperber ont prouve´ [1, Theorem 3.10] l’existence d’une borne
infe´rieure pour les polygones de Newton des fonctions L(f ;T )(−1)
n−1
quand f de´crit
l’ensemble des polynoˆmes non de´ge´ne´re´s de polye`dre ∆. Cette borne est souvent
appele´e polygone de Hodge, et note´e HP(∆). Il s’agit d’un invariant ne de´pendant
que de ∆, que nous allons maintenant de´crire. Remarquons qu’il ne s’agit en ge´ne´ral
ni du polygone de Hodge d’un cristal comme dans [11], ni d’un polygone de Hodge
ge´ome´trique, ces deux familles de polygones ayant toutes leurs pentes entie`res.
Notons C(∆) := R+∆ le coˆne de ∆ dans R
n
, M∆ := C(∆) ∩ Z
n
le mono¨ıde
associe´ a` ce coˆne, et A∆ l’alge`bre k[xM∆ ]. On peut de´finir une application de C(∆)
dans R+, le poids associe´ a` ∆ par
w∆(u) = min{ρ ∈ R+, u ∈ ρ∆}.
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Les sommets du polye`dre ∆ e´tant dans Z
n
, l’image de M∆ par w∆ est contenue
dans Q+, et plus pre´cise´ment dans
1
DN pour un certain entier D > 0, minimal,
qu’on appellera dans la suite le de´nominateur de ∆. Le poids w∆ fait de l’alge`bre
A∆ une alge`bre gradue´e
A∆ = ⊕i≥0A∆, i
D
, A∆, i
D
= Vect{xu, w∆(u) =
i
D
}
a` laquelle on associe sa se´rie de Poincare´
PA∆(t) :=
∑
i≥0
dimA∆, i
D
ti.
Kouchnirenko [13, Lemme 2.9] a montre´ que quand f est non de´ge´ne´re´, cette se´rie
est en fait une fraction rationnelle. Plus pre´cise´ment, P∆(t) := (1 − tD)nPA∆(t)
est un polynoˆme de degre´ infe´rieur ou e´gal a` nD. Si on note P∆(t) :=
∑
ℓit
si , le
polygone HP(∆) est alors le polygone convexe commenc¸ant a` l’origine, et forme´
de la juxtaposition des segments de longueur horizontale ℓi et de pente
si
D . Par
commodite´, on l’appellera aussi dans la suite le polygone issu de la se´rie de Poincare´
PA∆ . Le re´sultat d’Adolphson et Sperber se re´e´crit donc ainsi : pour tout polynoˆme
f de k[x,x−1] de polye`dre ∆ et non de´ge´ne´re´, on a NPq(f)  HP(∆).
Il est maintenant naturel de se demander comment varient les polygones NPq(f)
quand f varie parmi les polynoˆmes de polye`dre fixe´, non de´ge´ne´re´s. Malheureuse-
ment ces variations sont tre`s difficiles a` controˆler ; des calculs explicites dans le cas
de polynoˆmes de petit degre´ en une variable montrent qu’il est illusoire d’espe´rer
donner une re´ponse comple`te a` cette question. Pour contourner cette difficulte´, on
pre´fe`re parler de polygone de Newton ge´ne´rique. Le the´ore`me de spe´cialisation de
Grothendieck [11] assure que la borne infe´rieure des NPq(f) existe, et qu’elle est
atteinte pour tous les points dans un ouvert dense de l’espace des polynoˆmes de
polye`dre fixe´, non de´ge´ne´re´s ; c’est cette borne infe´rieure qu’on appelle le polygone
de Newton ge´ne´rique. Ce polygone ne de´pend pas de q, mais seulement de p, et on
le note GNP(∆, p). Dans le cas de la dimension 1, on sait calculer explicitement
ce polygone [4], ainsi que le polynoˆme de Hasse, qui de´termine l’hypersurface de
l’espace des polynoˆmes hors de laquelle on a NPq(f) = GNP(∆, p).
On se pose donc la question du comportement du polygone de Newton ge´ne´rique.
Pour des raisons lie´es a` la ramification, il est aise´ de voir qu’une condition ne´cessaire
pour qu’il co¨ıncide avec le polygone de Hodge est d’avoir p ≡ 1 mod D. Adolph-
son et Sperber ont conjecture´ que cette condition est suffisante. La conjecture
est ave´re´e en dimension n ≤ 3, mais elle est fausse en dimension supe´rieure, ou`
il faut remplacer D par un multiple D∗ en ge´ne´ral strict, comme l’a de´montre´
Wan [17], [18]. Donc on a lim infp→∞GNP(∆, p) = HP(∆). Wan a conjecture´ [18,
Conjecture 1.11] que la limite existe sous certaines hypothe`ses, c’est a` dire que
limp→∞GNP(∆, p) = HP(∆). Ce re´sultat est connu pour les polynoˆmes de Laurent
en une variable [4], [15]. On va de´montrer cette conjecture dans deux cas
i/ quand ∆ est l’enveloppe convexe de points de la forme {diei,−d′iei}1≤i≤n,
avec (e1, . . . , en) une base du Z-module Z
n
; ce sera le the´ore`me 3.1.
ii/ quand ∆ est l’enveloppe convexe de points de la forme {difi,−d′ifi}1≤i≤n, ou`
f1, . . . , fn engendrent un sous module M de Z
n
tel que 2Z
n ⊂ M ; ce sera le
the´ore`me 5.1.
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Ce sont a` notre connaissance les premiers re´sultats sur le comportement asymp-
totique de somme de caracte`res associe´es a` des polynoˆmes de plusieurs variables.
Notons que le cas i/ couvre en particulier les polynoˆmes e´tudie´s par Deligne.
Une autre question, plus difficile, est la suivante : choisissons un polynoˆme de
Laurent f˜ a` coefficients dans Q, et soit Qef l’extension de Q engendre´e par les
coefficients de f˜ . Pour chaque premier p de Q, on choisit p un premier au dessus
de p dans le corps Qf , de corps re´siduel Fq. On se demande comment varient les
polygones de Newton NPq(f˜ mod p) des re´ductions modulo p de f˜ quand p tend
vers l’infini. Conside´rons l’espace des polynoˆmes a` coefficients dans Q, de polye`dre
de Newton ∆, et de monomes prescrits de fac¸on a` ce que le sous-mono¨ıde de M∆
engendre´ par les exposants des monoˆmes prescrits contienne tous les e´le´ments de
M∆ a` l’exception d’un nombre fini. Alors Wan conjecture [18, Conjecture 1.12] qu’il
existe un ouvert dense de´fini sur Q de l’espace de ces polynoˆmes tel que pour tout
f˜ de cet ouvert on ait
lim
p→∞
NPq(f˜ mod p) = HP(∆).
Ce re´sultat est connu pour l’espace de tous les polynoˆmes de degre´ d en une variable
[20, Theorem 1.3], ainsi que pour l’espace des polynoˆmes de Laurent de degre´s d
et d′ en une variable [14]. On va le montrer pour certains espaces de polynoˆmes a`
plusieurs variables dont le polye`dre de Newton est de l’une des formes de´crites dans
les cas i/ et ii/ ci-dessus ; voir les the´ore`mes 3.2 et 5.2.
Dans le cas ou` χ n’est pas trivial, la situation est un peu plus complique´e. Adolph-
son et Sperber ont montre´, toujours sous des conditions de non-de´ge´ne´rescence, que
la fonction L a le meˆme degre´ que dans le cas additif (cf. [2], [3]). Ils ont aussi donne´
une borne infe´rieure pour les polygones de Newton de telles sommes. Si on peut
toujours de´crire cette borne infe´rieure a` l’aide de se´ries de Poincare´, elle de´pend
maintenant du re´sidu de p modulo l’ordre du caracte`re χ. En particulier on ne peut
plus espe´rer obtenir une limite quand p tend vers ∞, a` moins de supposer que le
caracte`re est d’ordre deux (c’est ce re´sultat qui nous permet de prouver le cas ii/
ci-dessus). En revanche, quand p tend vers ∞ le long d’une classe modulo l’ordre
du caracte`re, on retrouve l’existence d’une limite, ge´ne´ralisant ainsi les re´sultats en
dimension 1 de [5]. Ces re´sultats font l’objet des the´ore`mes 4.1 et 4.2.
Cet article est organise´ de la fac¸on suivante : dans le premier chapitre, nous
de´finissons la somme directe de polye`dres convexes, et calculons le polygone de
Hodge associe´. Dans le second nous utilisons des re´sultats de cohomologie ℓ-adique
(principalement la formule de Ku¨nneth) pour exprimer les polygones de Newton
de (fonctions L de) sommes associe´es a` certains polynoˆmes en plusieurs variables
a` l’aide des polygones de Newton associe´s a` des polynoˆmes plus simples. Dans le
chapitre 3 sont de´montre´s les conjectures de Wan dans le cas i/ : on y rappelle
la situation, connue, des polynoˆmes de Laurent en une variable, puis on en de´duit
les the´ore`mes 3.1 et 3.2. Ensuite, dans le quatrie`me chapitre, on donne quelques
applications au cas des sommes mixtes, tordues par un caracte`re multiplicatif. Fi-
nalement, on utilise les deux re´sultats et la formule de Poisson pour de´duire les
conjectures de Wan pour le cas ii/ dans le dernier chapitre.
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1. Sommes directes de polye`dres.
Dans toute cette section, on fixe deux polye`dres convexes ∆1 de R
n1 et ∆2 de
R
n2 . On va rappeler la de´finition de leur somme directe ∆1⊕∆2, et donner certaines
de ses proprie´te´s ; on exprimera ensuite la se´rie de Poincare´ de l’alge`bre gradue´e
A∆1⊕∆2 a` l’aide de celles des alge`bres gradue´es A∆1 et A∆2 , de fac¸on a` calculer le
polygone de Hodge de ∆1 ⊕∆2 en fonction de ceux de ∆1 et ∆2.
Commenc¸ons par de´finir la somme directe de polye`dres (cf. [10, 16.1.3]) ; dans
toute la suite, on va supposer que les polye`dres qui interviennent sont de dimension
maximale, c’est a` dire que l’espace affine qu’ils engendrent est l’espace ambiant.
De´finition 1.1. Soient deux polye`dres convexes ∆1 et ∆2, respectivement dans R
n1
et R
n2 . Leur somme directe est le polye`dre convexe de R
n1+n2 qui est l’enveloppe
convexe de ∆1 × {0} ∪ {0} ×∆2. On le note ∆1 ⊕∆2.
Remarque 1.1. Il ne faut pas confondre l’ope´ration qu’on vient de de´finir avec
la somme usuelle de polye`dres (ou somme de Minkowski). Par exemple, si ∆1 =
[0, d1] ⊂ R et ∆2 = [0, d2] ⊂ R, alors ∆1 ⊕ ∆2 est le triangle de sommets
(0, 0), (d1, 0) et (0, d2), alors que la somme usuelle de ces polye`dres donne le rec-
tangle de sommets (0, 0), (d1, 0), (0, d2) et (d1, d2).
On va de´terminer les faces ne contenant pas l’origine de la somme directe de deux
polye`dres convexes contenant chacun l’origine. Ces re´sultats sont sans doute bien
connus mais comme de nombreuses de´monstrations de cet article en de´pendent,
et pour n’avoir pas trouve´ de re´fe´rence convenable, nous les rappelons ici. Par
de´finition, les faces d’un polye`dre sont ses intersections avec ses hyperplans d’appui,
ainsi que le polye`dre lui meˆme et l’ensemble vide ∅ ; ces deux dernie`res sont parfois
appele´es impropres.
Proposition 1.1. Soient ∆1 et ∆2 deux polye`dres convexes contenant l’origine, et
∆ := ∆1 ⊕∆2 leur somme directe. Les faces de ∆ ne contenant pas l’origine sont
les polye`dres σ := σ1 ⊕ σ2, ou` σi de´crit les faces de ∆i ne contenant pas l’origine
pour i = 1, 2.
Si de plus σi est une face de dimension di, alors σ est une face de ∆ de dimension
d1 + d2 + 1.
De´monstration. Commenc¸ons par de´montrer que si σ1 (resp. σ2) est une face (e´ventuellement
vide) de ∆1 (resp. ∆2) ne contenant pas l’origine, alors σ1 ⊕ σ2 est une face de ∆
ne contenant pas l’origine. Soit H1 d’e´quation
∑n1
i=1 aixi = 1 (resp. H2 d’e´quation∑n2
i=1 biyi = 1) un hyperplan d’appui de ∆1 (resp. ∆2) pour sa face σ1 (resp. σ2).
Pour une face vide, on prendra tous les coefficients nuls. Alors puisque ∆1 contient
l’origine, il est contenu dans le demi espace H−1 = {(x1, . . . , xn1),
∑n1
i=1 aixi ≤ 1}
de R
n1 , et il en est de meˆme pour ∆2 dans R
n2 . Conside´rons l’hyperplan H de
R
n1+n2 d’e´quation
∑n1
i=1 aixi +
∑n2
i=1 biyi = 1. Alors par de´finition de ∆ comme
enveloppe convexe, ce polye`dre est contenu dans le demi espace H− de R
n1+n2 ,
et l’intersection H ∩∆ contient par construction σ1 × {0} et {0} × σ2. En parti-
culier H est un hyperplan d’appui de ∆, et la face σ := H ∩ ∆ qu’il de´termine
contient l’enveloppe convexe de σ1 × {0} ∪ {0} × σ2, c’est a` dire la somme directe
σ1 ⊕ σ2. Pour montrer l’autre inclusion, choisissons Z(z1, . . . , zn2) un point de σ.
Alors Z est dans ∆, barycentre de (x, 0) et (0,y) deux points respectivement dans
∆1×{0} et {0}×∆2 ; on peut donc trouver un re´el λ ∈ [0, 1] tel que zi = λxi pour
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1 ≤ i ≤ n1 et zn1+i = (1 − λ)yi pour 1 ≤ i ≤ n2. Mais puisque Z est dans H , on
a
∑
aizi +
∑
bizn1+i = 1 ; d’autre part
∑n1
i=1 aixi ≤ 1 et
∑n2
i=1 biyi ≤ 1. Ces deux
dernie`res ine´galite´s doivent eˆtre des e´galite´s, c’est a` dire que x ∈ σ1, y ∈ σ2, et
x ∈ σ1 ⊕ σ2. On a donc de´montre´ que σ = σ1 ⊕ σ2 est une face de ∆ ne contenant
pas l’origine.
Inversement soit σ une face de ∆ ne contenant pas l’origine, et H un hyper-
plan d’appui pour cette face. Puisque σ est un polye`dre convexe, il est l’enveloppe
convexe de ses points extre´maux, qui sont les points extre´maux de ∆ contenus dans
σ. Mais par construction les points extre´maux de ∆ sont de la forme (x1, 0) ou
(0,x2), ou` xi de´crit les points extre´maux de ∆i. Notons S1 l’ensemble des points
extre´maux de σ du premier type, S2 l’ensemble des points extre´maux de σ du se-
cond. Alors σ est l’enveloppe convexe de S1 ∪ S2, c’est a` dire la somme directe
des convexes σ1 et σ2 avec σi l’enveloppe convexe de Si, et il suffit maintenant de
montrer que σi est une face de ∆i. Si Si = ∅, il n’y a rien a` montrer ; sinon par
constructionHi = H∩R
ni est un hyperplan d’appui de ∆i dans R
ni , et σi = ∆∩Hi
est bien une face de ∆i.
Prouvons finalement l’assertion sur la dimension : la face σi est l’enveloppe
convexe d’un ensemble Si de points ne contenant pas l’origine parmi lesquels on
peut choisir un sous ensemble maximal S′i de di+1 points affinement inde´pendants.
Les ensembles de points de R
n1+n2 , T1 = S
′
1 × {0} et T2 = {0} × S
′
2 sont dis-
joints, et affinement inde´pendants par construction. L’ensemble T = T1 ∪ T2 est
donc un sous ensemble maximal de d1 + d2 points affinement inde´pendants de
S = S1 × {0} ∪ {0} × S2 ; mais comme σ est par construction l’enveloppe convexe
de S, l’assertion en re´sulte. 
Comme ∆i contient l’origine, ses faces ne contenant pas l’origine sont ne´cessairement
de dimension infe´rieure ou e´gale a` ni − 1 ; on de´duit donc le
Corollaire 1.1. Les faces de codimension 1 de ∆ ne contenant pas l’origine sont
les σ = σ1 ⊕ σ2, ou` σi de´crit les faces de codimension 1 de ∆i ne contenant pas
l’origine.
De plus si H1 d’e´quation
∑
aixi = 1 (resp. H2 d’e´quation
∑
biyi = 1) est
l’hyperplan d’appui de ∆1 pour σ1 (resp. de ∆2 pour σ2), alors l’hyperplan d’appui
de ∆ pour σ a pour e´quation
∑
aixi +
∑
biyi = 1.
On va maintenant exprimer les diffe´rents objets associe´s au polye`dre ∆1 ⊕ ∆2
dans l’introduction a` l’aide de ceux associe´s a` chacun de ses facteurs. On aura besoin
d’une nouvelle description du poids : soit u(u1, . . . , un1+n2) un point de C(∆). La
demi droite R
+
u rencontre la frontie`re du polye`dre ∆ en un point d’une face σ de
codimension 1 ne contenant pas l’origine. Si H est l’hyperplan d’appui pour cette
face, d’e´quation a1x1 + · · ·+ an1+n2xn1+n2 = 1, alors le poids de u est
w∆(u) = a1u1 + · · ·+ an1+n2un1+n2 .
Lemme 1.1. Soient ∆1 et ∆2 deux polye`dres convexes contenant l’origine, et ∆ :=
∆1 ⊕∆2 leur somme directe. On note σi une face de ∆i. Alors
i/ le coˆne C(σ1 ⊕ σ2) dans R
n1+n2 est e´gal au produit C(σ1)× C(σ2) ;
ii/ le mono¨ıde M∆ est e´gal au mono¨ıde M∆1 ×M∆2 de Z
n1+n2 ;
iii/ le poids w∆ est l’application w∆1+w∆2 de C(∆) dans R+ qui a` u = (u1,u2)
associe w∆1(u1) + w∆2(u2)
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iv/ le de´nominateur D de ∆ est le plus petit commun multiple des de´nominateurs
D1 et D2 de ∆1 et ∆2.
De´monstration. Montrons la premie`re assertion : le point u(u1,u2) est dans le cone
C(σ1 ⊕ σ2) si et seulement si on peut trouver un re´el ρ tel que (ρu1, ρu2) soit dans
σ1 ⊕ σ2. Mais par de´finition, ce dernier polye`dre convexe est forme´ des points de
la forme (λx1, (1− λ)x2) quand λ de´crit [0, 1] et les xi de´crivent σi. Chaque ui est
donc dans C(σi), et la re´ciproque est e´vidente.
Le second point est maintenant une conse´quence facile de la de´finition du mono¨ıde
associe´ a` un polye`dre convexe, et de l’assertion i/ applique´e a` σi = ∆i.
Pour montrer iii/, on va utiliser le corollaire 1.1, ainsi que l’expression du poids
donne´e ci-dessus. Notons σ une face de codimension 1 de ∆ ne contenant pas
l’origine en un point de laquelle la demi droite R+u rencontre la frontie`re de ∆.
D’apre`s le corollaire 1.1, on a σ = σ1 ⊕ σ2, pour σi une face de codimension 1 de
∆i ne contenant pas l’origine. En particulier si u = (u1,u2), le i/ nous assure que
ui ∈ C(σi). Si on note H1 : a1x1 + · · · + an1xn1 = 1 (resp. H2 : an1+1xn1+1 +
· · ·+ an1+n2xn1+n2 = 1) l’hyperplan d’appui de ∆1 pour σ1 (resp. de ∆2 pour σ2)
et si u1(u1, . . . , un1) (resp. u2(un1+1, . . . , un1+n2)), on doit donc avoir w∆1(u1) =
a1u1+ · · ·+ an1un1 (resp. w∆2(u2) = an1+1un1+1+ · · ·+ an1+n2un1+n2). Toujours
d’apre`s le corollaire 1.1, l’e´quation de l’hyperplan d’appui de ∆ pour σ est a1x1 +
· · · + an1+n2xn1+n2 = 1, et w∆(u) = a1u1 + · · · + an1+n2un1+n2 ; c’est le re´sultat
annonce´.
La dernie`re assertion est une conse´quence directe de iii/ et de la de´finition du
de´nominateur d’un polye`dre convexe. 
On de´duit de l’assertion ii/ que l’alge`bre A∆ est isomorphe au produit tensoriel
(sur k) des alge`bresA∆1 et A∆2 . Venons en a` la graduation ; si x
ui
i est dans A∆i, kiDi
,
alors d’apre`s l’assertion iii/, le monoˆme xu = xu11 x
u2
2 est dans A∆, k
D
, avec
k1
D1
+
k2
D2
=
k
D
.
On obtient la de´composition suivante pour chaque pie`ce de la graduation de A∆ :
A∆, k
D
=
⊕
k1
D1
+
k2
D2
= k
D
A
∆1,
k1
D1
⊗A
∆,
k2
D2
,
puis la factorisation de la se´rie de Poincare´ de A∆ a` l’aide de celles de A∆1 et A∆2
PA∆(t) = PA∆1 (t
D
D1 )PA∆2 (t
D
D2 ),
et finalement la factorisation P∆(t) = P∆1(t
D
D1 )P∆2(t
D
D2 ).
Nous terminons ce paragraphe en de´montrant, a` l’aide de la formule pre´ce´dente,
que le polygone de Hodge de la somme directe ∆ = ∆1 ⊕∆2 s’exprime a` l’aide des
polygones de Hodge de chacun des facteurs. Pour cela nous avons besoin d’introduire
une nouvelle ope´ration sur les polygones convexes. Rappelons qu’on a choisi de
noter un polygone convexe d’origine O par (si)1≤i≤a quand il est forme´ par la
juxtaposition des segments de longueur horizontale 1 et de pente si.
De´finition 1.2. Soient deux polygones convexes Π1 et Π2. Alors si
Π1 = (si)1≤i≤a, Π2 = (s
′
i)1≤i≤b,
8 RE´GIS BLACHE
on de´finit le produit de Π1 et Π2, et on note Π1 ×Π2 le polygone convexe d’origine
O de´fini par
Π = (si + s
′
j)1≤i≤a, 1≤j≤b.
Remarquons que la longueur horizontale de Π est le produit des longueurs hori-
zontales de Π1 et Π2, mais aussi que la longueur horizontale du segment de pente
s dans Π est
ℓ =
∑
si+s′j=s
ℓiℓ
′
j ,
ou` ℓi (resp. ℓ
′
j) est la longueur horizontale du segment de pente si (resp. s
′
j) de Π1
(resp. Π2).
On en de´duit la de´composition suivante pour le polygone HP(∆).
Proposition 1.2. Soient ∆1 et ∆2 deux polye`dres convexes, et ∆ leur somme
directe. Alors le polygone de Hodge de ∆ est le produit des polygones de Hodge de
ses facteurs
HP(∆) = HP(∆1)×HP(∆2).
De´monstration. Soit ℓ
(1)
k1
(resp. ℓ
(2)
k2
) la longueur horizontale du segment de HP(∆1)
(resp. HP (∆2)) de pente
k1
D1
(resp. k2D2 ). Le segment de pente
k
D du produit
HP(∆1) × HP(∆2) a pour longueur horizontale ℓ =
∑
ℓ
(1)
k1
ℓ
(2)
k2
ou` la somme porte
sur les k1, k2 tels que
k1
D1
+ k2D2 =
k
D . Mais la construction de HP(∆) a` partir de
P∆, jointe a` la factorisation de P∆, donne le meˆme re´sultat. 
2. Sommes exponentielles.
Ici on conside`re deux polynoˆmes de Laurent sur k, f1 et f2 respectivement en
n1 et n2 variables, d’inde´termine´es x1 et x2, et on appelle f = (f1, f2) le polynoˆme
de Laurent en les n := n1 + n2 variables x = (x1, . . . , xn1+n2) tel que f(x) =
f1(x1, . . . , xn1) + f2(xn1+1, . . . , xn1+n2). Il re´sulte imme´diatement de la de´finition
1.1 que si ∆1 et ∆2 sont les polye`dres respectifs de f1 et f2 dans R
n1 et R
n2 , alors
le polye`dre de f est ∆, la somme directe de ∆1 et ∆2.
On va dans ce chapitre re´exprimer les espaces vectoriels de cohomologie ℓ-
adique associe´s aux sommes exponentielles provenant de f a` l’aide de la formule de
Ku¨nneth, et de ceux associe´s a` f1 et f2 ; ensuite on en de´duira des bornes pour les
polygones de Newton ge´ne´riques associe´s a` ∆ en fonction de ceux associe´s a` ∆1 et
∆2.
Commenc¸ons par montrer que la condition de non de´ge´ne´rescence se transmet
de f1 et f2 a` f .
Lemme 2.1. Soient f1 et f2 deux polynoˆmes non de´ge´ne´re´s respectivement pour
∆1 et ∆2. Alors le polynoˆme f = (f1, f2) est non de´ge´ne´re´ pour ∆.
De´monstration. Rappelons que si f est un polynoˆme de polye`dre de Newton ∆,
et σ une face du polye`dre ∆, le polynoˆme fσ est la somme des monoˆmes de f
dont le support est dans σ. Alors f est non de´ge´ne´re´ quand pour toute face de ∆
ne contenant pas l’origine, les polynoˆmes ∂fσ∂xi , 1 ≤ i ≤ n1 + n2 n’ont pas de ze´ro
commun dans (k¯×)n1+n2 . Mais d’apre`s le lemme 1.1, toute face de ∆ ne contenant
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pas l’origine est de la forme σ1 ⊕ σ2, pour σ1 une face de ∆1 (resp. σ2 une face de
∆2). Il est facile de ve´rifier que fσ(x) = f1,σ1(x1) + f2,σ2(x2), et qu’on a
∂fσ
∂xi
=
{
∂f1,σ1
∂xi
pour 1 ≤ i ≤ n1
∂f2,σ2
∂xi
pour n1 + 1 ≤ i ≤ n1 + n2
Donc x = (x1,x2) est un ze´ro commun des
∂fσ
∂xi
, 1 ≤ i ≤ n1 + n2 quand x1 est
un ze´ro commun des
∂f1,σ1
∂xi
, 1 ≤ i ≤ n1 et x2 est un ze´ro commun des
∂f2,σ2
∂xi
,
n1+1 ≤ i ≤ n1+n2. C’est a` dire que la non de´ge´ne´rescence de f1 et f2 assure celle
de f . 
Soit ψ un caracte`re additif non trivial sur k, et Lψ leQℓ-faisceau sur A
1
k associe´ a`
ψ et au recouvrement d’Artin-Schreier yq−y = x. De meˆme on note χ un caracte`re
de k× et Lχ le Qℓ-faisceau sur Gm,k associe´.
Si X est un sche´ma de type fini sur k, f une fonction re´gulie`re sur X (c’est a`
dire un morphisme f : X → A1), et g une fonction re´gulie`re qui ne s’annule pas
sur X , on peut construire comme dans l’introduction la fonction L(X, f, g;T ), et
la formule des traces de Grothendieck nous permet de la re´interpre´ter a` l’aide des
polynoˆmes caracte´ristiques de l’action du Frobenius sur les groupes de cohomologie
du faisceau f∗Lψ ⊗ g∗Lχ
L(X, f, g;T ) =
∏
i
det
(
I − TF |Hic(X ⊗ k, f
∗Lψ ⊗ g
∗Lχ)
)(−1)i−1
.
Revenons a` la situation qui nous inte´resse. On a ici les trois fonctions fi : G
ni
m →
A
1
, 1 ≤ i ≤ 2, et f = (f1, f2) : G
n
m → A
1
. On fixe un caracte`re χ1 (resp. χ2)
de (k×)n1 (resp. (k×)n2), et on note χ le caracte`re (χ1, χ2) de (k
×)n. D’apre`s la
de´finition de f , on a, en notant pri les projections canoniques de G
n
m = G
n1
m ×G
n2
m
sur chacun de ses facteurs, que f∗Lψ ⊗Lχ =
⊗2
i=1 pr
∗
i (f
∗
i Lψ ⊗ Lχi ) est le produit
tensoriel externe des deux faisceaux f∗i Lψ⊗Lχi . Alors la formule de Ku¨nneth nous
assure qu’on a un isomophisme
H•c (G
n
m, f
∗Lψ ⊗ Lχ) = H
•
c (G
n1
m , f
∗
1Lψ ⊗ Lχ1)⊗H
•
c (G
n2
m , f
∗
2Lψ ⊗ Lχ2 ).
On a vu que f est non de´ge´ne´re´ quand f1 et f2 le sont ; dans ce cas l’isomorphisme
pre´ce´dent se re´e´crit simplement
Hnc (G
n
m, f
∗Lψ ⊗ Lχ) = H
n1
c (G
n1
m , f
∗
1Lψ ⊗ Lχ1)⊗H
n2
c (G
n2
m , f
∗
2Lψ ⊗ Lχ2)
d’apre`s des re´sultats de Denef et Loeser [7, Theorem 1.3]. En d’autres termes,
la fonction L(f, χ;T )(−1)
n−1
est le polynoˆme dont les racines re´ciproques sont les
produits des couples de racines re´ciproques des polynoˆmes L(f1, χ1;T )
(−1)n1−1 et
L(f2, χ2;T )
(−1)n2−1 .
Rappelons que pour un polynoˆme de Laurent f on note NPq(f, χ) le polygone
de Newton du polynoˆme L(f, χ;T )(−1)
n−1
. On de´duit en particulier des re´sultats
pre´ce´dents une factorisation de NPq(f, χ) qui nous sera utile un peu plus loin.
Lemme 2.2. On a l’e´galite´ de polygones de Newton
NPq(f, χ) = NPq(f1, χ1)×NP (f2, χ2).
Pour un polye`dre ∆ de dimension n, et χ un caracte`re multiplicatif comme ci-
dessus, on a de´fini le polygone de Newton ge´ne´rique GNP(∆, χ, p) comme la borne
infe´rieure des polygones de Newton NPq(f, χ) quand f parcourt l’ensemble des
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polynoˆmes de polye`dre ∆, non de´ge´ne´re´s. Quand ∆ est une somme directe, on peut
de´duire des re´sultats pre´ce´dents une borne pour ce polygone a` l’aide des polygones
de Newton ge´ne´riques des facteurs de ∆.
Corollaire 2.1. Soient ∆1 et ∆2 deux polye`dres convexes, et ∆ leur somme directe.
Alors on a
GNP(∆1, χ1, p)×GNP(∆2, χ2, p)  GNP(∆, χ, p).
De´monstration. Le the´ore`me de spe´cialisation de Grothendieck (voir par exemple
[11]) nous assure que pour chaque i, il existe un ouvert dense U∆i,χi,p de M∆i,
l’espace des coefficients des polynoˆmes de polye`dre ∆i, non de´ge´ne´re´s, tel que pour
tout fi de U∆i,χi,p, on ait NPq(fi, χi) = GNP(∆i, χi, p). D’apre`s le lemme 2.1, si f1
et f2 sont tous deux non de´ge´ne´re´s, alors f = (f1, f2) l’est aussi pour ∆, donc on
a l’inclusion M∆1 ×M∆2 ⊂M∆. On de´duit du lemme 2.2 que la borne infe´rieure
des polygones de Newton NPq(f, χ) quand f parcourtM∆1×M∆2 est le polygone
GNP(∆1, χ1, p) × GNP(∆2, χ2, p) (atteinte pour tous les polynoˆmes a` coefficients
dans U∆1,χ1,p×U∆2,χ2,p). Mais d’apre`s la de´finition de GNP(∆, χ, p) comme borne
infe´rieure des NPq(f, χ) quand f de´crit M∆, on obtient le re´sultat. 
3. Comportement asymptotique, cas additif.
On se place dans la situation suivante : on fixe un entier n, et on note (e1, . . . , en)
une base du Z-moduleZ
n
. D’autre part on choisit des entiers naturels d1, d
′
1, . . . , dn, d
′
n
tels que pour chaque i on ait (di, d
′
i) 6= (0, 0) (sinon la situation qu’on va de´crire
peut se ramener en dimension infe´rieure). On note ∆ le polye`dre convexe de R
n
qui
est l’enveloppe convexe de l’ensemble des points {diei,−d′iei}1≤i≤n et de l’origine
si ne´cessaire.
On se propose de de´montrer le re´sultat suivant :
The´ore`me 3.1. Quand p tend vers l’infini, le polygone de Newton ge´ne´rique de ∆
associe´ au premier p, GNP(∆, p), tend vers le polygone de Hodge HP(∆).
La de´monstration, qu’on effectuera un peu plus loin, est une conse´quence des
re´sultats pre´ce´dents et d’un cas de´ja` connu de ce the´ore`me, en dimension 1. Com-
menc¸ons par rappeler ce qu’on sait en dimension 1 ; le lecteur inte´resse´ par les
de´tails pourra se re´fe´rer aux articles [4], ,[15], [20].
Soit f un polynoˆme de Laurent en la variable x, f(x) =
∑d
i=−d′ aix
i, a−d′ad 6= 0.
Il est clair que le polye`dre convexe associe´ a` f est le segment de R d’extre´mite´s
−d′ et d ; le poids est donne´, pour tout n ∈ Z, par w(n) = max(nd ,−
n
d′ ). On de´duit
de la de´finition que le polygone de Hodge HP([−d′, d]) est le polygone d’extre´mite´s
l’origine et le point de coordonne´es (d + d′, d+d
′
2 ), et posse´dant un segment de
longueur 1 pour chacune des pentes suivantes
0, 1,
1
d
, . . . ,
d− 1
d
,
1
d′
, . . . ,
d′ − 1
d′
(
0,
1
d
, . . . ,
d− 1
d
si d′ = 0
)
.
Nous noterons de´sormais s1, . . . , sd+d′ ces pentes, range´es par ordre croissant. On
en de´duit en particulier une autre description du polygone HP([−d′, d]) : c’est le
polygone issu de l’origine et passant par les points de coordonne´es (i, s1 + · · ·+ si)
pour 1 ≤ i ≤ d+ d′.
Comme dans [16], on sait associer a` f un ope´rateur diffe´rentiel sur un espace
de se´ries surconvergentes, ainsi qu’un ope´rateur de Frobenius, qui commutent, de
fac¸on a` re´interpre´ter la fonction L(f ;T ) comme le polynoˆme caracte´ristique de
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l’ope´rateur de Frobenius agissant sur le premier espace de cohomologie de de Rham.
On peut alors estimer, pour p assez grand, les parties principales des coefficients de
cette matrice, et donner des congruences pour ses mineurs principaux, qui sont les
coefficients de la fonction L.
Notons π l’unique racine du polynoˆme Xp−1 + p dans une cloˆture alge´brique
fixe´e du corps Qp des nombres p-adiques telle que ψ(1) ≡ 1 + π[π
2]. On a alors
Qp(π) = Qp(ζp), et on pose K = Qp(ζp, ζq−1). On note, pour chaque e´le´ment a
de k, a˜ son rele`vement de Teichmu¨ller (si a = 0, alors a˜ = 0, sinon la re´duction
de a˜ modulo l’ide´al maximal est a, et on a a˜ ∈ µq−1). Soit f˜ le polynoˆme de
K[x, x−1] obtenu a` partir de f en relevant ses coefficients comme ci-dessus. Si on
pose L(f ;T ) = 1 +
∑d+d′
i=1 MiT
i, on obtient pour tout 1 ≤ i ≤ d+ d′ la congruence
(dans K)
Mi ≡ uiP
ρ,ρ′
d,d′,i(a˜−d′ , . . . , a˜d)π
aYi mod πaYi+1,
ou` ui est une unite´ de l’anneau de valuation de K, et les polynoˆmes P
ρ,ρ′
d,d′,i peuvent
eˆtre choisis a` coefficients dans Q, ne de´pendant que des degre´s d et d′, et des restes
ρ et ρ′ respectifs des divisions euclidiennes de p par d et d′.
Si 0 ≤ i1 ≤ d et 0 ≤ i2 < d′ sont les deux entiers de´termine´s (de fac¸on unique)
par la condition
{s1, . . . , si} = {0} ∪ {
j
d
, 1 ≤ j ≤ i1} ∪ {
j
d′
, 1 ≤ j ≤ i2},
alors on sait exprimer Yi a` l’aide du groupe syme´trique sur i e´le´ments, agissant sur
l’ensemble {−i2, . . . , 0, . . . , i1} :
Yi = min
σ∈Si
i1∑
j=−i2
⌈w(pj − σ(j))⌉,
ou` ⌈x⌉ de´signe le plus petit entier supe´rieur ou e´gal a` x.
On obtient donc une description assez pre´cise de la situation en dimension 1
pour p fixe´ et choisi assez grand : d’une part le polygone de Newton ge´ne´rique (par
rapport a` la valuation vq), GNP([−d′, d], p), qui a pour sommets l’origine et les
(i, Yip−1 )1≤i≤d+d′ , et d’autre part le polynoˆme de Hasse
Hρ,ρ
′
[−d′,d](a˜−d′ , . . . , a˜d) :=
d+d′∏
i=1
P
ρ,ρ′
d,d′,i(a˜−d′ , . . . , a˜d),
qui de´finit une hypersurface de l’espace des polynoˆmes de Laurent de degre´s d, d′ a`
coefficients dans Fq. Tous les polynoˆmes dont les coefficients ne sont pas dans cette
hypersurface satisfont NPq(f) = GNP(d, d
′, p).
Quand p varie, il est aise´ de ve´rifier que pour tout 1 ≤ i ≤ d+ d′, on a
lim
p→∞
Yi
p− 1
= s1 + · · ·+ si,
c’est a` dire que le polygone de Newton ge´ne´rique converge vers le polygone de
Hodge. Finalement, de´finissons le polynoˆme (a` coefficients dans Q)
H[−d′,d](X−d′ , . . . , Xd) =
∏
(ρ,ρ′)∈(Z/dZ)××(Z/d′Z)×
Hρ,ρ
′
[−d′,d](X−d′ , . . . , Xd).
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De plus si f ∈ Q[x, x−1] est un polynoˆme de Laurent de la forme f(x) =
∑d
i=−d′ Aix
i,
et si pour tout premier p on choisit p un premier au dessus de p dans le corps Qf
engendre´ par les coefficients de f , on a limp→∞NPq(f mod p) = HP([−d
′, d]) de`s
que
H[−d′,d](A−d′ , . . . , Ad) 6= 0,
c’est a` dire qu’il existe un ouvert dense U , de´fini sur Q, de l’espace des polynoˆmes
de polye`dre [−d′, d] en une variable a` coefficients dans Q, tel que pour tout f dans
U , la limite limp→∞NPq(f mod p) existe et co¨ıncide avec le polygone de Hodge.
Nous sommes maintenant a` meˆme de de´montrer le the´ore`me 3.1.
De´monstration. Commenc¸ons par re´duire le proble`me au cas ou` ei est le i-e`me
vecteur de la base canonique de R
n
. On peut de´finir une action a` gauche deMn(Z)
sur l’espace des polynoˆmes de Laurent en n variables, qui au polynoˆme f(x) =∑
aix
i et a` la matrice M associe le polynoˆme Mf(x) = f(Mx) =
∑
ai(
Mx)i =∑
aix
Mi, ou` Mx est le n-uplet de variables dont la ie`me est
∏n
j=1 x
mji
j , et M i
de´signe la multiplication usuelle de la matriceM par le vacteur (colonne) i. D’autre
part, siM est dans GLn(Z), l’application x 7→
M x est une bijection de (k×)n, ainsi
que pour toutes ses extensions. Donc on obtient L(Mf ;T ) = L(f ;T ).
Soit maintenant f un polynoˆme de Laurent de la forme f(x) =
∑n
i=1
∑di
j=−d′
i
aijx
jei ,
dont le polye`dre convexe est ∆. En choisissant pour M la matrice de passage de
la base {e1, . . . , en} a` la base canonique, on voit que Mf(x) =
∑n
i=1
∑di
j=−d′
i
aijx
j
i ,
dont le polye`dre associe´ est l’enveloppe convexe des points de coordonne´es
(d1, 0, . . . , 0), (−d
′
1, 0, . . . , 0), . . . , (0, . . . , 0, dn), (0, . . . , 0,−d
′
n).
Mais ce dernier polye`dre est la somme directe des segments [−d′i, di], 1 ≤ i ≤ n, et
le corollaire 2.1 nous assure que
GNP([−d′1, d1], p)× · · · ×GNP([−d
′
n, dn], p)  GNP(∆, p).
D’autre part, d’apre`s la proposition 1.2, on a HP(∆) = HP([−d′1, d1]) × · · · ×
HP([d′n, dn]). Le re´sultat de´coule maintenant du fait que pour chaque i, GNP([−d
′
i, di], p)
tend vers HP([−d′i, di]) quand p tend vers ∞ : le polygone GNP(∆, p) est encadre´
entre deux polygones ayant la meˆme limite. 
Remarque 3.1. Dans le cas ou` p ≡ 1 modulo ppcm(d, d′), on sait (cf. [16]) que
les polygones GNP([−d′, d], p) et HP([−d′, d]) co¨ıncident. En particulier, si p ≡
1 modulo D = ppcm(di, d
′
i)1≤i≤n, on en de´duit que les polygones GNP(∆, p) et
HP(∆) co¨ıncident, et la conjecture d’Adolphson et Sperber [1, p. 386] est ve´rifie´e
dans ce cas.
Conside´rons maintenant la seconde question, a` savoir l’existence d’un ouvert
dense U∆ de´fini sur Q de l’espace des polynoˆmes a` coefficients dans Q de polye`dre
de Newton ∆ tel que pour tout f de U∆, on ait limp→∞ NPq(f mod p) = HP(∆),
ou` p est un premier au dessus de p dans le corps Qf engendre´ par les coefficients de
f . Comme on ne conside`re pas tous les polynoˆmes de poltope ∆, on ne peut re´pondre
a` cette question. En revanche, pour les sous-familles que nous avons utilise´es, on
obtient le re´sultat suivant :
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The´ore`me 3.2. Il existe un ouvert dense U de´fini sur Q de l’espace des polynoˆmes
de la forme f(x) =
∑n
i=1
∑di
j=−d′i
Aijx
jei a` coefficients dans Q tel que pour tout
polynoˆme dans U , on ait
lim
p→∞
NPq(f mod p) = HP(∆).
De´monstration. Pour un polynoˆme de la forme f(x) =
∑n
i=1
∑di
j=−d′
i
aijx
jei , on a
NPq(f mod p) = GNP([−d′1, d
′
1], p)× · · ·×GNP([−d
′
n, dn], p) si et seulement si les
coefficients de f ve´rifient
n∏
k=1
H
ρk,ρ
′
k
[−d′
k
,dk]
(Ak,−d′
k
, . . . , Ak,dk) 6= 0 mod p,
ou` ρk (resp. ρ
′
k) est le reste de la division euclidienne de p par dk (resp. par d
′
k).
Notons Hρ ce polynoˆme, avec ρ = (ρ1, ρ′1, . . . , ρn, ρ
′
n). Comme on sait que les po-
lynoˆmes H
ρk,ρ
′
k
[−d′
k
,dk]
peuvent eˆtre choisis a` coefficients dans Q, Hρ est a` coefficients
dans Q, et si
H(Xij) =
∏
ρ∈(Z/d1Z)××···×(Z/d′nZ)
×
Hρ(Xij) =
n∏
i=1
H[−d′
i
,di](Xij),
on voit que pour tout f dont les coefficients sont hors de l’hypersurface d’e´quation
H = 0, on a pour tout p assez grand
NPq(f mod p) = GNP([−d
′
1, d
′
1], p)× · · · ×GNP([−d
′
n, dn], p),
et le re´sultat de´coule de la convergence de ce dernier polygone vers HP(∆). 
4. Comportement asymptotique, cas mixte.
Dans cette section, on note encore (e1, . . . , en) une base du Z-module Z
n
, et
∆ le polye`dre convexe de R
n
qui est l’enveloppe convexe de l’ensemble des points
{diei,−d′iei}1≤i≤n et de l’origine si ne´cessaire. On va e´tudier le comportement
asymptotique de polygones de Newton de la forme NPq(f, χ) pour f comme plus
haut, et χ un caracte`re multiplicatif de k× d’ordre fixe´. Cette e´tude a e´te´ mene´e
en dimension 1 dans [5], et nous allons la ge´ne´raliser ici. Les re´sultats sont assez
diffe´rents puisque qu’il n’y a plus de limite, mais une limite pour chaque classe
inversible modulo l’ordre du caracte`re.
Dans le cas ou` le caracte`re multiplicatif χ n’est pas trivial, la situation est assez
diffe´rente. Soit ω le caracte`re de Teichmu¨ller de k×, qui est un ge´ne´rateur de groupe
des caracte`res de k×. Pour un n-uplet d’entiers δ = (δ1, . . . , δn), on note χ = ω
δ
le caracte`re de (k×)n de´fini par χ(x1, . . . , xn) = ω(x1)
δ1 . . . ω(xn)
δn . Soit f un
polynoˆme de polye`dre de Newton ∆ (qu’on suppose engendrer R
n
), non de´ge´ne´re´.
Adolphson et Sperber ont montre´ que la fonction L(f, χ;T )(−1)
n−1
est un polynoˆme
de degre´ n!V (∆) ; ils ont aussi donne´ une borne infe´rieure pour son polygone de
Newton [3, Theorem 3.17], qu’on appelera dans la suite polygone de Hodge associe´
a` ∆ et δ, et qu’on notera HP(∆, δq−1 ).
Nous allons de´crire ce polygone, dans le cas ou` le polye`dre ∆ engendre l’espace
R
n
. Pour deux entiers i et 0 ≤ δ ≤ q−2, on note δ(i) le reste modulo q−1 de l’entier
piδ ; remarquons que la suite (δ(i))i est pe´riodique : on a δ
(a) = δ, ou` a = logp q.
On note encore δ(i) = (δ
(i)
1 , . . . , δ
(i)
n ).
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Soit maintenant N (i) le re´seau δ
(i)
q−1 +Z
n
de R
n
. On noteM∆,δ(i) := C(∆)∩N
(i),
et A∆,δ(i) le A∆-module k[x
M
∆,δ(i) ]. Il existe alors un entier positif D, minimal,
tel que l’image de M∆,δ(i) par w∆ soit contenue dans
1
DN ; on appellera cet entier
le de´nominateur de (∆, δ(i)) dans la suite. Muni de ce poids, A∆,δ(i) devient un
A∆-module gradue´, auquel on peut associer une se´rie de Poincare´ et un polynoˆme
P∆,δ(i) comme plus haut. Notons Π
(i) le polygone issu de cette se´rie. De plus chacun
des polynoˆmes P∆,δ(i) est de degre´ plus petit que nD, et ve´rifie P∆,δ(i)(1) = n!V (∆).
On a ainsi une famille de polygones Π(i) pour 0 ≤ i ≤ a, tous de meˆme longueur
n!V (∆).
Si Π et Π′ sont deux polygones de meˆme longueur, on note Π + Π′ le polygone
dont la pente sur le segment [i, i + 1] est la somme des pentes de Π et Π′ sur ce
segment ; d’autre part, pour un re´el r > 0, on de´signe par rΠ le polygone obtenu
a` partir de Π en multipliant toute ses pentes par r (c’est en fait l’image de Π par
l’affinite´ orthogonale d’axe Ox, de directionOy et de rapport r). Avec ces notations,
on sait alors de´crire le polygone de Hodge
HP(∆,
δ
q − 1
) =
1
a
a−1∑
i=0
Π(i) ;
On sait maintenant exprimer le polygone de Hodge associe´ a` une somme directe
de polye`dres et a` deux caracte`res multiplicatifs, a` l’aide des polygones de Hodge
associe´s a` ses facteurs. C’est l’exacte transposition de la proposition 1.2 dans ce
nouveau cadre, et nous en omettons la de´monstration, qui est tre`s similaire au cas
du polygone de Hodge de l’alge`bre A∆.
Proposition 4.1. Soient ∆1 et ∆2 deux polye`dres convexes, respectivement dans
R
n1 et R
n2 , et ∆ leur somme directe. Si on pose
δ1 = (δ1, . . . , δn1), δ2 = (δn1+1, . . . , δn1+n2), et δ = (δ1, δ2) = (δ1, . . . , δn1+n2),
alors le polygone de Hodge HP(∆, δq−1 ) est le produit des polygones de Hodge de ses
facteurs
HP(∆,
δ
q − 1
) = HP(∆1,
δ1
q − 1
)×HP(∆2,
δ2
q − 1
).
Le cas de la dimension 1 a e´te´ e´tudie´ dans [5] ; le lecteur inte´resse´ par les preuves
des re´sultats que nous allons rappeler maintenant pourra s’y re´fe´rer. Dans ce cas,
le polygone de Hodge fait intervenir a` la fois le polygone de Hodge des sommes
associe´es a` un caracte`re additif, et la valuation de la somme de Gauss associe´e a`
χ, donne´e par le the´ore`me de Stickelberger ; pour cette raison nous avons choisi de
renommer ce polygone polygone de Hodge Stickelberger, en changeant le´ge`rement
les notations.
Pour justifier ces changements, commenc¸ons par expliquer le point de vue de [5]
plus pre´cise´ment. Les auterus sont motive´s par l’e´tude du comportement asympto-
tique dans un cas non ge´ne´rique des polynoˆmes de Laurent en une variable (plus
particulie`rement par le cas des polynoˆmes de la forme f(xs)). La formule de Poisson
rame`ne ce proble`me a` la situation suivante : le polynoˆme de Laurent f ∈ k[x, x−1]
admet pour polye`dre de Newton le segment [−d′, d], et χ est un caracte`re multi-
plicatif d’ordre divisant s. Ce dernier n’est pas ne´cessairement de´fini sur k, mais
sur une de ses extensions k′ de cardinal q′ ≡ 1 modulo s. Si ω′ est le caracte`re de
Teichmu¨ller de k′×, on peut donc e´crire χ = ω′δ, avec δ = (q
′−1)r
s pour un certain
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entier 1 ≤ r ≤ s− 1. Alors le polygone de Hodge HP([−d′, d], δq′−1 ) est le polygone
d’extre´mite´s l’origine et le point de coordonne´es (d + d′, d+d
′
2 ), et posse´dant un
segment de longueur 1 pour chacune des pentes suivantes
1− λ
d
, . . . ,
d− λ
d
,
λ
d′
, . . . ,
d′ − 1 + λ
d′
(
1− λ
d
, . . . ,
d− λ
d
si d′ = 0
)
,
ou`, comme dans le the´ore`me de Stickelberger donnant la valuation des sommes de
Gauss, λ = 1logp(q′)(p−1)
sp
(
(q′−1)r
s
)
avec sp la somme des chiffres de l’e´criture en
base p de l’entier (q
′−1)r
s . En particulier, λ ne de´pend pas du choix de q
′.
On sait re´exprimer λ de la fac¸on suivante : si σp de´signe la permutation de
l’ensemble {0, . . . , s− 1} induite par la multiplication par p dans Z/sZ, et si σ est
le cycle, de longueur ℓ, de σp contenant r, alors on a λ =
P
j∈σ
j
sℓ . Donc λ ne de´pend
pas de p, mais de son reste modulo s.
De´finition 4.1. Le polygone qu’on vient de de´crire est le polygone de Hodge Stickel-
berger associe´ au polye`dre [−d′, d] et au rationnel rs . On le note HS([−d
′, d], rs , ν),
ou` ν est le reste de p modulo s.
Ici encore, on a un polygone de Newton ge´ne´rique GNP([−d′, d], χ, p), et un
polynoˆme de Hasse a` coefficients rationnels ; ils sont eux aussi inde´pendants de la
puissance de p choisie. De plus, le polynoˆme de Hasse ne de´pend que des restes
respectifs ν, ρ et ρ′ de p modulo s, d et d′ ; notons le Hρ,ρ
′
[−d′,d],r
s
,ν .
On voit que la principale diffe´rence avec les sommes additives est que, pour un
polye`dre fixe´, il y a plusieurs polygones de Hodge-Stickelberger, de´pendant du reste
de la division euclidienne de p par l’ordre du caracte`re multiplicatif χ.
En conse´quence, on ne peut plus espe´rer que les polynoˆmes de Newton ge´ne´riques
convergent quand p tend vers +∞. En revanche, quand p tend vers +∞ le “long
d’une classe de (Z/sZ)×”, on obtient la convergence :
lim
p→+∞
p≡ν [s]
GNP([−d′, d], χ, p) = HS([−d′, d],
r
s
, ν).
D’autre part, en de´finissant H[−d′,d], r
s
,ν =
∏
ρ,ρ′ H
ρ,ρ′
[−d′,d],r
s
,ν , on sait que pour tout
polynoˆme f ∈ Q[x, x−1], de la forme f(x) =
∑d
i=−d′ Aix
i, et ve´rifiant
H[−d′,d], r
s
,ν(A−d′ , . . . , Ad) 6= 0,
on a lim p→+∞
p≡ν [s]
NPq(f mod p, χ) = HS([−d
′, d], rs , ν) (ou` comme plus haut p est un
premier au dessus de p dans le corps Qf engendre´ par les coefficients de f). C’est
a` dire qu’il existe un ouvert dense U r
s
,ν , de´fini sur Q, de l’espace des polynoˆmes
de polye`dre [−d′, d] en une variable a` coefficients dans Q, tel que pour tout f dans
U r
s
,ν , la limite lim p→+∞
p≡ν [s]
NPq(f mod p, χ) existe et co¨ıncide avec le polygone de
Hodge-Stickelberger.
On peut maintenant passer de la dimension 1 a` la dimension supe´rieure. Com-
menc¸ons par de´finir les polygones de Hodge-Stickelberger dans ce cadre :
De´finition 4.2. On pose, pour ∆ un polye`dre convexe, rs = (
r1
s1
, . . . , rnsn ), p un
premier de re´sidu ν modulo s = ppcm(s1, . . . , sn) et q une puissance de p telle que
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q ≡ 1 mod s
HS(∆,
r
s
, ν) := HP(∆,
δ
q − 1
)
avec δ =
(
(q−1)r1
s1
, . . . , (q−1)rnsn
)
.
Remarque 4.1. On ve´rifie aise´ment, a` l’aide de la de´finition qu’on en a donne´,
que ce polygone ne de´pend pas de q, la puissance de p qu’on choisit. D’autre part il
ne de´pend ici encore que du reste de p modulo s, ce qui justifie notre notation.
La proposition 4.1 s’applique de la fac¸on suivante aux polygones de Hodge-
Stickleberger ; si
i/ ∆1 et ∆2 sont deux pole`dres convexes, et ∆ = ∆1 ⊕∆2 leur somme directe ;
ii/ r1s1 ,
r2
s2 et
r
s =
(
r1
s1 ,
r2
s2
)
des n1, n2 et n-uplets de rationnels ;
iii/ ν un re´sidu inversible modulo s := ppcm(s1, s2), et νi son image modulo si,
alors
HS(∆,
r
s
, ν) = HS(∆1,
r1
s1
, ν1)×HS(∆2,
r2
s2
, ν2).
On rappelle que (e1, . . . , en) est une base du Z-module Z
n
, et que ∆ de´signe
le polye`dre convexe de R
n
qui est l’enveloppe convexe de l’ensemble des points
{diei,−d′iei}1≤i≤n et de l’origine si ne´cessaire. D’autre part, on choisit, pour chaque
premier p assez grand, un caracte`re multiplicatif χi = ω
(q−1)ri
si
q−1 pour 1 ≤ i ≤ n, avec
q une puissance convenable de p. On note χ = (χ1, . . . , χn) le caracte`re de (F
×
q )
n
induit par les χi, et
r
s = (
r1
s1
, . . . , rnsn ). Alors le polygone
HS(∆,
r
s
, ν) := HS([−d′1, d1],
r1
s1
, ν1)× · · · ×HS([−d
′
n, dn],
rn
sn
, νn)
ne de´pend que du reste de la division euclidienne de p par s := ppcm(s1, . . . , sn). A
l’aide de ces notations, les transpositions des the´ore`mes 3.1 et 3.2 a` cette nouvelle
situation s’e´crivent :
The´ore`me 4.1. Quand p tend vers l’infini, le polygone de Newton ge´ne´rique de
∆ associe´ au premier p et au caracte`re χ, GNP(∆, χ, p), tend vers le polygone de
Hodge-Stickelberger HS(∆, rs , ν) quand p tend vers +∞ avec p ≡ ν [s].
The´ore`me 4.2. Il existe un ouvert dense U de´fini sur Q de l’espace des polynoˆmes
de la forme f(x) =
∑n
i=1
∑di
j=−d′
i
aijx
jei a` coefficients dans Q tel que pour tout
polynoˆme dans U , on ait
lim
p→+∞
p≡ν [s]
NPq(f mod p, χp) = HS(∆,
r
s
, ν).
Remarque 4.2. Dans le cas ou` p ≡ 1 modulo ppcm(d, d′, s), on sait (cf. [5]) que les
polygones GNP([−d′, d], χ, p) et HS([−d′, d], rs , 1) co¨ıncident. En particulier, si p ≡
1 modulo D = ppcm(di, d
′
i, si)1≤i≤n, on en de´duit que les polygones GNP(∆, χ, p)
et HP(∆, rs , 1) co¨ıncident, et on a ve´rifie´ dans ce cas une extension de la conjecture
d’Adolphson et Sperber aux sommes mixtes.
Nous terminons ce chapitre par le cas particulier s = 2. Pour un nombre premier
impair p fixe´, on note χ2 le caracte`re quadratique, de´fini sur F
×
q par χ2(x) =
ω
q−1
2 (x). Tous les caracte`res multiplicatifs d’ordre 2 de (F
×
q )
n sont de la forme χε2,
avec ε = (ε1, . . . , εn) ∈ {0, 1}
n, et χε2(x1, . . . , xn) = χ
ε1
2 (x1) . . . χ
εn
2 (xn). Puisque
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(presque) tous les premiers sont impairs, le polygone de Hodge-Stickelberger ne
de´pend plus que de ε, on le note HS(∆, ε2 ). Pour la meˆme raison, on peut de´crire
directement ce polygone a` l’aide d’une se´rie de Poincare´.
Lemme 4.1. Soit ∆ un pole`dre convexe de R
n
qui l’engendre, A∆, ε2 le A∆-module
gradue´ associe´ a` cette situation. Alors le polygone HS(∆, ε2 ) est le polygone issu de
la se´rie de Poincare´ de A∆, ε
2
.
L’inde´pendance du polygone de Hodge par rapport a` p nous permet de retrouver
l’existence d’une limite.
Corollaire 4.1. Quand p tend vers l’infini, le polygone de Newton ge´ne´rique de ∆
associe´ au premier p et au caracte`re quadratique χ2, GNP(∆, χ2, p), tend vers le
polygone de Hodge-Stickelberger HS(∆, ε2 ) quand p tend vers +∞.
Corollaire 4.2. Il existe un ouvert dense U de´fini sur Q de l’espace des polynoˆmes
de la forme f(x) =
∑n
i=1
∑di
j=−d′i
aijx
jei a` coefficients dans Q tel que pour tout
polynoˆme dans U , on ait
lim
p→+∞
NPq(f mod p, χ2) = HS(∆,
ε
2
).
5. Polynoˆmes de polye`dres d’exposant deux.
Dans cette partie on va e´tendre les principaux re´sultats a` des polye`dres un peu
plus ge´ne´raux : on fixe un entier n, et on note (f1, . . . , fn) une famille libre de
Z
n
, qui engendre un sous module N tel que le quotient Z
n
/N soit un groupe
d’exposant 2. Comme dans les chapitres pre´ce´dents on choisit des entiers natu-
rels d1, d
′
1, . . . , dn, d
′
n. On note ∆ le polye`dre convexe de R
n
qui est l’enveloppe
convexe de l’ensemble des points {difi,−d′ifi}1≤i≤n et de l’origine si ne´cessaire. On
va re´exprimer les sommes additives associe´es a` certains polynoˆmes de polye`dre ∆
a` l’aide de sommes mixtes e´tudie´es dans le chapitre pre´ce´dent ; on utilisera ensuite
les corollaires 4.1 et 4.2 pour obtenir la limite.
On se propose de de´montrer les re´sultats suivants :
The´ore`me 5.1. Quand p tend vers l’infini, le polygone de Newton ge´ne´rique de ∆
associe´ au premier p, GNP(∆, p), tend vers le polygone de Hodge HP(∆).
The´ore`me 5.2. Il existe un ouvert dense U de´fini sur Q de l’espace des polynoˆmes
de la forme f(x) =
∑n
i=1
∑di
j=−d′i
aijx
jfi a` coefficients dans Q tel que pour tout
polynoˆme dans U , on ait
lim
p→∞
NPq(f mod p) = HP(∆).
Dans toute la suite, on suppose que p est un nombre premier impair.
Soit F = (f1, . . . , fn) une famille libre de Z
n
, qui engendre un sous module N
de Z
n
tel que le quotient Z
n
/N soit un groupe d’exposant 2. On note M = (fij)
la matrice de passage de la base canonique a` la famille F dans Mn(Z), et k la
dimension comme F2-espace vectoriel de Z
n
/N . On a donc la suite exacte
(1) 0→ Z
n
→ Z
n
→ Z
n
/N ≃ F
k
2 → 0,
ou` la premie`re fle`che est l’action de M .
On peut trouver une base (e1, . . . , en) de Z
n
(comme Z-module) telle que la
famille e1, . . . , en−k, 2en−k+1, . . . , 2en soit une base de N . De fac¸on e´quivalente,
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la matrice M est e´quivalente, sur Mn(Z), a` la matrice diagonale dont les n − k
premiers coefficients diagonaux valent 1, et les k derniers valent 2 ; remarquons
qu’on doit avoir detM = 2k.
De´finition 5.1. On note M2 l’application line´aire de F
n
2 induite par la re´duction
modulo 2 de la matrice M . Soit E son noyau, et pour tout ε = (ε1, . . . , εn) ∈ E,
on note ε = (ε1, . . . , εn) le rele`vement de ε a` {0, 1}n. Finalement, soit E le sous
ensemble de {0, 1}n forme´ des ε quand ε de´crit E.
L’ensemble E qu’on vient de de´finir va nous servir a` de´crire les points entiers d’un
domaine fondamental de Z
n
/N . D’autre part, rappelons que si x = (x1, . . . , xn),
on note Mx = (y1, . . . , yn), avec yi =
∏n
j=1 x
fji
j . L’ensemble E va aussi nous ser-
vir a` de´crire l’image du morphisme ϕM : x 7→M x de k×n dans lui-meˆme, et
a` re´exprimer les sommes pures, (ainsi que leurs fonctions L et groupes de coho-
mologie) associe´es au polynoˆme f(Mx) en fonction de sommes mixtes associe`es
au polynoˆme f et a` certains caracte`res quadratiques. On rappelle qu’on note χε2,
avec ε = (ε1, . . . , εn) ∈ {0, 1}n, le caracte`re (multiplicatif) de k×n de´fini par
χε2(x1, . . . , xn) = χ
ε1
2 (x1) . . . χ
εn
2 (xn).
Lemme 5.1. i/ L’ensemble des points entiers contenus dans le polye`dre
[0, 1[f1 × · · · × [0, 1[fn =
{∑
i=1n
xifi, 0 ≤ xi < 1
}
est {fε :=
1
2
∑n
i=1 εifi, ε ∈ E}.
ii/ Le sous-groupe du groupe des caracte`res multiplicatifs de k×n orthogonal a`
l’image du morphisme ϕM est
(ImϕM )
⊥ = {χε2, ε ∈ E} .
De´monstration. Le polye`dre [0, 1[f1×· · ·×[0, 1[fn est un domaine fondamental pour
l’action de N sur R
n
par translations. En particulier il contient detM = 2k points
entiers. Puisque M2 est de rang k, E contient 2
k e´le´ments, et il suffit de ve´rifier
que les points 12
∑n
i=1 εifi sont entiers. Mais par construction l’image de
∑n
i=1 εifi
dans F
n
2 est nulle, c’est a` dire que toutes les coordonne´es de
∑n
i=1 εifi sont paires,
et on a prouve´ l’assertion i/.
On a suppose´ p impair, et le groupe k×n est isomorphe a` (Z/(q − 1)Z)n, avec
q − 1 pair. En tensorisant la suite exacte (1) par le groupe Z/(q − 1)Z, on obtient
donc la suite exacte
(2) (Z/(q − 1)Z)n → (Z/(q − 1)Z)n → Fk2 → 0.
Ainsi l’image du morphisme ϕM est d’indice 2
k dans k×n, et il suffit encore une fois
de montrer une inclusion. Un calcul facile montre que χε2(
Mx) = χe12 (x1) . . . χ
en
2 (xn),
ou` ei est la i-e`me coordonne´e du vecteur Mε. Mais comme plus haut, quand ε est
dans E, le vecteur Mε a toutes ses coordonne´es paires. Donc χε2 est dans l’ortho-
gonal de l’image de ϕM , ce qui termine la de´monstration. 
Nous pouvons maintenant re´exprimer les sommes pures associe´es a` un polynoˆme
de Laurent de la forme f(Mx).
Proposition 5.1. Soit f ∈ k[x,x−1] un polynoˆme de Laurent, et M comme
pre´ce´demment ; on rappelle que Mf est le polynoˆme de Laurent f(Mx). On a les
de´compositions suivantes
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i/ des sommes de caracte`res∑
x∈k×nr
ψ(Mf(x)) =
∑
ε∈E
∑
x∈k×nr
ψ(f(x))χε2(x) ;
ii/ de la fonction L
L(Mf, T ) =
∏
ε∈E
L(f, χε2, T ) ;
iii/ de la suite exacte longue de cohomologie
H•c (G
n
m, (
Mf)∗Lψ) =
⊕
ε∈E
H•c (G
n
m, f
∗Lψ ⊗ Lχε2 ).
De´monstration. Ce sont diffe´rents avatars de la formule de Poisson applique´e a`
notre situation. Montrons le premier : a` l’aide de l’assertion ii/ du lemme 5.1, on a∑
x∈k×n ψ(f(
Mx)) = #KerϕM
∑
y∈ImϕM
ψ(f(y))
= #KerϕM
(
1
#(ImϕM)⊥
∑
χ∈(ImϕM )⊥
∑
x∈k×n ψ(f(x))χ
ε
2(x)
)
=
∑
ε∈E
∑
x∈k×nr
ψ(f(x))χε2(x),
ce qui est exactement la formule recherche´e. 
On va en de´duire une de´composition pour le polygone de Newton ; commenc¸ons
par introduire une nouvelle ope´ration sur les polygones :
De´finition 5.2. Si Π1 et Π2 sont deux polygoˆnes convexes de pentes respectives
(si)1≤i≤a et (s
′
i)1≤i≤b, leur juxtaposition est le polygone convexe Π1
∐
Π2 de pentes
(si, s
′
j)1≤i≤a,1≤j≤b.
A l’aide de cette de´finition, on de´duit de la proposition 5.1 l’e´criture suivante :
Corollaire 5.1. Le polygone de Newton associe´ au polynoˆme Mf est la juxtaposi-
tion des polygoˆnes de Newton associe´s au polynoˆme f et aux caracte`res χε2 quand
ε de´crit E
NPq(
Mf) =
∐
ε∈E
NPq(f, χ
ε
2).
Nous allons maintenant re´e´crire le polygone de Hodge HP(∆) a` l’aide des poly-
gones des sections pre´ce´dentes :
Lemme 5.2. Soit ∆0 le polye`dre convexe de R
n
qui est l’enveloppe convexe de l’en-
semble des points {diei,−d′iei}1≤i≤n et de l’origine si ne´cessaire, pour (e1, . . . , en)
une base du Z module Z
n
. On a la de´composition suivante du polygone de Hodge
associe´ a` ∆ :
HP(∆) = HP(∆0)
∐ ∐
ε∈E\{0,...,0}
HS(∆0,
ε
2
)
 .
De´monstration. On va revenir ici a` la de´finition du polygoˆne de Hodge a` l’aide des
se´ries de Poincare´ des alge`bres A∆ et A∆0, ε2 . Quitte a` permuter les couples (di, d
′
i),
et a` e´changer di et d
′
i dans certains couples, on peut supposer que d
′
1 = · · · = d
′
l = 0
et que les d′i sont tous non nuls pour l + 1 ≤ i ≤ n. Alors d’apre`s le lemme 5.1, les
points de M∆ sont les
fk,ε := k1f1 + · · ·+ knfn + fε, k = (k1, . . . , kn) ∈ N
l
× Z
n−l
, ε ∈ E,
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et le poids d’un tel point est donne´ par
w∆(fk,ε) =
l∑
i=1
ki +
εi
2
di
+
n∑
i=l+1
max
(
ki +
εi
2
di
,−
ki +
εi
2
d′i
)
.
On en de´duit, en notant D le de´nominateur de ∆, que la se´rie de Poincare´ de
l’alge`bre A∆ s’e´crit :
PA∆(t) =
∑
ε∈E
∑
k∈Nl×Zn−l
tDw∆(fk,ε).
Fixons ε ∈ E. Les points de M∆0, ε2 sont les ek,ε = k1e1 + · · · + knen + eε, ou` k
de´crit N
l
× Z
n−l
et eε :=
1
2
∑n
i=1 εiei, et on a
w∆0(ek,ε) =
l∑
i=1
ki +
εi
2
di
+
n∑
i=l+1
max
(
ki +
εi
2
di
,−
ki +
εi
2
d′i
)
.
Si Dε de´signe le de´nominateur de (∆0,
ε
2 ), la se´rie de Poincare´ de A∆0, ε2 s’e´crit
donc
PA∆0, ε2
(t) =
∑
k∈Nl×Zn−l
tDεw∆(fk,ε).
Remarquons au passage que w∆0(M∆0, ε2 ) ⊂ w∆(M∆), c’est a` dire que Dε divise D.
On peut donc e´crire :
PA∆(t) =
∑
ε∈E
PA∆0, ε2
(t
D
Dε ),
et en multipliant les deux membres par (1− tD)n, on trouve
P∆(t) = P∆0(t
D
D0 ) +
∑
ε∈E\{0,...,0}
P∆0, ε2 (t
D
Dε ).
Le re´sultat de´coule maintenant de la construction du polygone de Hodge de
∆0, et du lemme 4.1 qui relie les polygones HS(∆0,
ε
2 ) aux se´ries de Poincare´ des
A∆0, ε2 . 
Ces re´sultats interme´diaires nous donnent tous les e´le´ments pour de´montrer les
the´ore`mes 5.1 et 5.2.
De´monstration. (du the´ore`me 5.1) Remarquons d’abord que
f(x) =
n∑
i=1
di∑
j=−d′
i
aijx
jfi =M g(x),
pour le polynoˆme g(x) =
∑n
i=1
∑di
j=−d′
i
aijx
j
i . D’apre`s le corollaire 5.1, le polygone
de Newton ge´ne´rique de la famille des polynoˆmes f(x) =
∑n
i=1
∑di
j=−d′
i
aijx
jfi , aij ∈
k est donne´ par
GNP(∆0, p)
∐ ∐
ε∈E\{0,...,0}
GNP(∆0,
ε
2
, p)
 .
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Le the´ore`me de spe´cialisation de Grothendieck assure que le polygone de Newton
ge´ne´rique de la famille de tous les polynoˆmes de polye`dre ∆ ve´rifie
GNP(∆0, p)
∐ ∐
ε∈E\{0,...,0}
GNP(∆0,
ε
2
, p)
  GNP(∆, p)  HP(∆).
Finalement le lemme 5.2, joint au the´ore`me 3.1 applique´ au polye`dre ∆0, et au
corollaire 4.1 nous assurent que le membre de gauche tend vers le membre de droite
quand p tend vers∞. Donc le polygone GNP (∆, p) tend vers HP(∆) quand p tend
vers ∞. 
De´monstration. (du the´ore`me 5.2) Pour f un polynoˆme de la forme
f(x) =
n∑
i=1
di∑
j=−d′
i
aijx
jfi
a` coefficients dans Q, on ve´rifie comme plus haut que
lim
p→∞
NPq(f mod p) = HP(∆)
de`s que H(aij) 6= 0, avec le polynoˆme de Hasse
H(Xij) =
n∏
i=1
∏
ε∈E
H[−d′
i
,di],
εi
2
(Xij).

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