In this paper, we propose a novel formulation for building pixelwise alignments between remote sensing images under nonrigid transformation based on matching both sparsely and densely sampled features. Our formulation contains two coupling variables: the nonrigid geometric transformation and the discrete dense flow field. To match sparse features, we fit a geometric transformation specified in a reproducing kernel Hilbert space and impose a locally linear constraint to regularize the transformation. To match dense features, we compute a dense flow field by using a formulation analogous to scale invariant feature transform (SIFT) flow which allows nonrigid matching across different scene appearances. An additional term is introduced to ensure the coherence between the two variables, and we alternatively solve for one variable under the assumption that the other is known. Extensive experiments on both synthetic and real remote sensing images demonstrate that our approach greatly outperforms state-of-the-art methods, particularly when the data contain severe degradations.
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INTRODUCTION
Image registration/alignment is a fundamental and challenging problem in remote sensing, and it is a critical prerequisite in a wide range of applications including terrain reconstruction, environment monitoring, change detection, image mosaic, image fusion, as well as map updating [1] [2] [3] [4] [5] . The primary objective of image registration is to geometrically overlay two images (e.g., a model image and a target image) of the same scene taken at different times, from different viewpoints, or by different sensors. The registration problem can be categorized into rigid or nonrigid depending on the application and the form of the data. Rigid registration, which only involves a small number of parameters, is relatively easy and has been widely studied [6] . However, nonrigid registration is more difficult because the underlying nonrigid transformations are often unknown, complex, and hard to model [7] . However, nonrigid registration is very important for remote sensing images, as they often contain local distortions caused by ground relief variations and imaging viewpoint changes which are not "exactly matchable" via a simple rigid model. In this paper, we focus on accurate registration of remote sensing images with the nonrigid model.
An early example of a widely used nonrigid image registration algorithm is the optical flow technique [8, 9] . It computes a dense correspondence field by directly minimizing pixelto-pixel dissimilarities and hence tends to operate on very similar images, e.g., two adjacent frames in a video sequence. Typical assumptions in optical flow algorithms include brightness constancy and piecewise smoothness of the pixel displacement field. Due to changes of lighting, perspective, and noise, the pixel values are often not reliable for registration. Recently, Liu et al. [10] proposed a scale invariant feature transform (SIFT) flow algorithm for nonrigid matching of highly different scenes. Inspired by the idea of dense correspondences across different scenes in SIFT flow, Kim et al. [11] introduced a fast deformable spatial pyramid (DSP) matching algorithm. Instead of matching brightness of pixels in optical flow algorithms, these methods match densely sampled SIFT features between two images. The SIFT flow and DSP algorithms have demonstrated impressive pixelwise/dense correspondence results, especially for images of complex scenes, however, they are not robust to significant changes in scale and rotation. [12] . The feature-based approaches work by extracting two sets of sparse features from the given image pair, estimating the spatial transformation between them, and aligning the image pair according to the estimated transformation. The features used in these methods can be represented as compact geometrical entities at different levels, such as points, line segments, contours, and regions [13] [14] [15] . In general, features at higher levels are more difficult to extract reliably; the point feature is the simplest form of feature, and it is also more general since lines and contours can be discretized as a set of points [14] . In this sense, the registration problem reduces to determining the correct correspondence and finding the underlying spatial transformation between two extracted point sets. The feature-based methods have the advantage of being more robust to typical appearance changes and scene movements and are potentially faster, if implemented in the right way. They have achieved great success for matching rigid scenes (e.g., in image mosaic [16] ) and small nonrigid motions (e.g., in medical imaging [17] ). However, they are less effective for handling scenes with significant nonrigidity. This can be attributed to that the alignment here is interpolated from sparse correspondence rather than through pixelwise correspondence, which may be problematic when the real correspondence is nonrigid and the transformation model is not known a priori.
Motivated by the fact that sparse feature matching methods are more robust to rotations and scale changes and the pixelwise matching methods are more robust to nonrigid deformations, we introduce a novel formulation consisting of matching both sparsely and densely sampled features for accurate registration of remote sensing images. More specifically, our formulation contains two coupling variables: the nonrigid geometric transformation and the discrete dense flow field. The former corresponds to sparse feature matching, and we introduce a locally linear constraint to regularize the transformation so that the problem is well-posed. The latter corresponds to dense feature matching, where a formulation similar to SIFT flow is adopted and optimized by the belief propagation algorithm [18] . Ideally, the two variables are equivalent, and we alternatively solve for one variable under the assumption that the other is known.
Our contribution in this paper is two-fold: (i) we propose a new formulation based on matching both sparsely and densely sampled features for accurate registration of remote sensing images under nonrigid transformations and (ii) the proposed algorithm is demonstrably effective and outperforms stateof-the-art methods, especially in case of severe degradations.
The rest of the paper is organized as follows. Section 2 describes relevant previous work, followed by our nonrigid registration algorithm via sparse and dense feature matching in Section 3. Section 4 demonstrates the experimental results of our proposed algorithm on both synthetic and real remote sensing images. Finally, we conclude this paper in Section 5.
RELATED WORK
Image registration is commonly used in a variety of domains such as computer vision [19] [20] [21] , pattern recognition [22] [23] [24] , medical image analysis [17, 25] , and particularly in the domain of remote sensing [26] . Exhaustive reviews on image registration methods can be found in the literature [1, 13, 27, 28] . Next, we briefly review two major types of methods, i.e., the area-based methods and feature-based methods, especially in the context of remote sensing image registration.
A. Area-Based Methods
Area-based methods deal directly with the image intensity values without detecting salient structures, where windows of predefined size or even entire images are used for the correspondence estimation. Classical area-based methods can be generally classified into three types: correlation-like methods, Fourier methods, and mutual information (MI) methods [1] .
The classical representative of area-based methods is crosscorrelation and its modifications [29] . They obtain correspondences by computing the maximum similarities of window pairs in two images. In real applications of remote sensing, a correlation-like method has been developed for fast and automatic integration of digital data from multiplatform remote sensing missions, which utilizes the maxima of wavelet coefficients for automatic registration [30] . There are two main drawbacks for the correlation-like methods. One is the flatness of the maximum of similarity measure owing to the selfsimilarity of the images, and the other is the high computational complexity. Despite the above-mentioned drawbacks, these methods are still often in use for real-time applications due to their easy hardware implementation.
Fourier methods exploit the Fourier representation of images in the frequency domain [31] . A common technique is the phase correlation method based on the Fourier shift theorem, which was originally proposed to deal with translated images and later extended to account for rotation and scaling [32] . The applications to remote sensing are described in [33] , where a Fourier-Mellin invariant descriptor is calculated and matched. The Fourier methods have some advantages in computational efficiency and are also robust to frequencydependent noise. However, they have some limitations in the case of image pairs with significantly different spectral contents.
MI-based methods take mutual information as the metric to maximize the dependency between the given images. These methods are particularly suitable for multimodal registration, like in remote sensing related applications, which often require to deal with images captured by different modalities of sensors [34, 35] . Another typical case is medical image registration, where MI-based methods may work either directly with image intensities, or with extracted features, such as the points on the area borders [36] . Despite the superior performance, MI-based methods have no guarantee of finding the global maximum over the entire search space of transformations, which will unavoidably limit the robustness of these methods.
B. Feature-Based Methods
The second category of image registration methods relies on features, namely, visually salient structures in images. It is usually assumed in these methods that the features extracted can be represented as a set of spatial points, called control points in the literature [1] .
The feature matching problem is typically addressed by a two-stage scheme [37] , which first computes a set of putative correspondences, followed by an outlier removal procedure for refinement. The putative correspondences are established according to a certain similarity constraint, that is, requiring points with similar local descriptors (like SIFT [12] or shape context [38] ) to be matched. Due to the presence of ambiguities in the similarity constraint, it is inevitable in practice that the obtained putative correspondences will often contain false matches (or called outliers) to some extent, coupled with the desired true matches (or called inliers). As a result, a second stage is necessitated to remove these outliers, which functions by imposing a geometrical constraint on the putative correspondences to obtain the inliers and the geometric parameters of the transformation accordingly. Representative works of this sort include random sample consensus (RANSAC) [39] , a classical hypothesize-and-verify method which relies on parametric models, and vector field consensus [37] , which is based on nonparametric models.
In remote sensing, existing feature-based registration methods mostly follow the two-stage strategy as well. More specifically, the local descriptors commonly used for remote sensing image registration include SIFT [12] and its variants [40] , speed up robust feature (SURF) [41] and the complex wavelet feature [42] , to name a few. The geometric transformational models in the second stage are typically assumed to be either parametric, like rigid, affine [43, 44] , and projective [2] , or nonparametric, such as the nonrigid model with a thin-plate spline [26] and the graph-based model with restricted spatial order constraints (RSOC) [45] . While these approaches have demonstrated remarkable success in many application scenarios, none of them is yet able to achieve accurate pixelwise alignments in cases of large degrees of nonrigid deformation, since the underlying transformation is unknown a priori and usually difficult to model.
In this work, we introduce a novel method based on a locally linear constraint and SIFT flow to establish dense correspondences between two sets of SIFT features, both sparsely and densely sampled from remote sensing images. We will show later by quantitative evaluation that the proposed method can significantly outperform state-of-the-art methods.
METHOD
Given a pair of remote sensing images, our goal is to establish pixelwise alignment between them. In this paper, we consider that a new formulation consists of matching both sparsely and densely sampled features. To this end, we first introduce a locally linear constraint for sparse feature matching and the well-known SIFT flow algorithm for dense matching.
A. Sparse Feature Matching via Locally Linear Constraint
To build sparse feature correspondence, the first step is to extract a set of putative correspondences S fx n ; y n g N n1 from the images by using some feature detection methods such as SIFT [12] , where x n and y n are two-dimensional column vectors indicating the spatial positions of feature points in the two images, and N is the number of putative correspondences. The correspondence set S typically contains lots of false matches, and the correct matches obey the geometric transformation T between the given images, i.e., y n T x n if x n ; y n is a correct match. Therefore, we need a second step to eliminate the mismatches and achieve a robust estimation of the transformation T .
We define the transformation T as the initial position plus a displacement function v as T x x vx, where v is modeled by requiring it to lie within a specific functional space H, namely, a vector-valued reproducing kernel Hilbert space [46] (associated with a particular kernel). We define H by a matrix-valued kernel Γ∶R 2 × R 2 → R 2×2 , and a diagonal Gaussian kernel Γx i ; x j κx i ; x j · I e −β‖x i −x j ‖ 2 · I is chosen in this paper. Thus, the transformation T has the following form:
Γx; x n c n ;
where β determines the width of the range of interaction between samples (i.e., neighborhood size), and the coefficient c n is a 2 × 1 dimensional vector (to be determined).
As the correspondence set S contains mismatches, we introduce the softassign and deterministic annealing to solve T . Denoting the matching confidence by a diagonal matrix P consisting of diagonal elements fp n g, the softassign technique allows p n ∈ 0; 1 with p n 1, indicating that x n ; y n be a correct match and p n 0 indicating that x n ; y n be a false match. The deterministic annealing technique introduces an additional temperature parameter T to specify the degree of fuzziness of the matching confidence matrix, which is done by adding an entropy term T Σ n p n log p n . Therefore, we consider the following energy function:
where the second term with a parameter η close to 0 is used to discourage mismatches [47] . The transformation T characterizes the global geometrical relation between the image pair, which is useful to keep the overall spatial connectivity of the point correspondences during matching. However, for remote sensing image pairs, the difference between the disparities of the point correspondences in local areas are typically quite small, and hence the local structures among neighboring feature points are also very strong and stable. In addition, the energy function Eq. (2) is ill-posed with respect to the nonrigid transformation T as it is not unique. Therefore, to ensure well-posedness of the problem, a local geometrical constraint on the point correspondences is desired.
To address this issue, a locally linear constraint has been introduced to preserve the local structures in the feature set after the transformation T [4] . First, search the K nearest neighbors for each point in X. Denote by W an N × N weight matrix, and enforce W ij 0 if x j does not belong to the set of neighbors of x i . Second, minimize the reconstruction errors measured by the cost function EW Σ
2 under a constraint that the rows of the weight matrix sum to one:
The optimal weights W ij can be obtained by solving a least-squares (LS) problem. Third, the local geometry of each inlier point after the transformation T could be preserved by minimizing a transforming cost term
Combining it with Eq. (2), a new energy function is obtained as follows:
where λ > 0 controls the trade-off between the two parts of the energy function. The energy function Eq. (3) can be optimized by using the deterministic annealing technique, where the matching confidence P and the transformation T are solved alternatively by gradually reducing the temperature T (e.g., T new T old · r, where r is called the annealing rate) and the regularization parameter λ (e.g., λ λ init T ) [48] . After the iteration converges, the transformation T will be obtained, and the image alignment can be performed according to it. Moreover, the sparse feature correspondences could be estimated from the matching confidence P with a predefined threshold τ: I fnjp n > τ; n 1; …; N g.
B. Dense Matching via SIFT Flow
The SIFT flow [10] is inspired by optical flow methods [8, 9] which are able to produce dense, pixel-to-pixel correspondences between two images. It adopts the computational framework of optical flow but by matching pixelwise SIFT descriptors instead of raw pixels. The SIFT features allow robust matching across different scene appearances. Hence, it is appropriate for matching remote sensing images which are often taken at different times, from different viewpoints, or by different sensors.
Similar to optical flow, the SIFT flow wants SIFT descriptors to be matched along the flow vectors and the flow field to be smooth, with discontinuities agreeing with object boundaries. Denote u as a dense discrete flow, and let p be the grid coordinate of the model image, so that up then is the displacement vector at p, i.e., the point p in the model image that corresponds to the point p up in the target image. In addition, u is only allowed to have integral entries. Let s 1 and s 2 be the per-pixel SIFT features for two images. The set e contains all the spatial neighborhoods (a four-neighbor system is used). Denote up u 1 p; u 2 p T , so the energy function for SIFT flow is defined as
where the three terms are the data term, small displacement term, and smoothness term, respectively. The first data term constrains the SIFT descriptors to be matched along with the flow vector up. The second small displacement term constrains the flow vectors to be as small as possible when no other information is available. The third smoothness term constrains the flow vectors of adjacent pixels to be similar. In this objective function, truncated L1 norms are used in both the data term and the smoothness term to account for matching outliers and (4) is optimized by using a belief propagation algorithm combined with a coarse-to-fine matching scheme.
C. Registration via Sparse and Dense Feature Matching
As remote sensing image pairs typically contain unknown nonrigid motions, sparse feature matching methods cannot obtain accurate pixelwise correspondences. On the other hand, dense matching methods are easily affected by rotations and scale changes. To address this problem, here we introduce a new formulation to match both sparse and dense SIFT features.
Problem Formulation
According to Eqs. (3) and (4), the new energy function is defined as
where L is the total number of evaluation pixels, and δ is a positive parameter controlling the trade-off between sparse and dense matching. We briefly go through all the components of the new energy function. The first four terms are from the sparse matching energy function in Eq. (3), which perform a robust estimation of the displacement function v from sparse correspondences. The remaining three terms correspond to the data term, small displacement term, and smoothness term of the SIFT flow energy function in Eq. (4), which perform dense matching between two images. The only difference is that the second to last term in the SIFT flow algorithm is P p ‖up‖ 1 , rather than P p ‖vp − up‖ 2 in our formulation. This term acts as a bridge between sparse and dense feature matching; it constrains the displacement function v and flow u to be consistent.
Optimization
There are two unknown variables in the energy function: the displacement function v and the flow u. While solving for either variable without information regarding the other is quite difficult, an interesting fact is that solving for one variable once the other is known is much simpler than solving the original, coupled problem [47] . Now we first consider the terms of the energy function in Eq. (5) that is related to v, which can be expressed in the following form:
where X x 1 ; ; x N T and Y y 1 ; ; y N T are matrices of size N × 2 indicating the two feature point sets, K ∈ R N ×N is called the Gram matrix with K ij κx i ; x j e −β‖x i −x j ‖ 2 , C c 1 ; ; c N T ∈ R N ×2 is the coefficient matrix of the displacement function v, V ∈ R L×N with V ij κp i ; x j e −β‖p i −x j ‖ 2 , U u 1 ; ; u L T is the flow field of size L × 2, and ‖ · ‖ F denotes the Frobenius norm.
We iteratively solve the matching confidence and the displacement function, which involves two major steps. By using the currently displacement function v, the first step is to update the matching confidence. This can be achieved by seeking the extremum of Eq. (6), which has a closed form solution
After the matching confidence is updated and fixed, the second step is to solve the coefficient set C of the displacement function v. Considering the terms in Eq. (6) related to C, we obtain
Taking the derivative of EC with respect to C and setting it to 0, the solution of C is determined by the following linear system:
Algorithm 1 Deterministic annealing procedure for solving displacement function v .
1. Initialize parameters T , r, λ; 2. Initialize P I, C 0; 3. Begin A: deterministic annealing; 4. Begin B: alternating update; 5.
Update P by Eq. (7); 6.
Update C by using Eq. (9); 7.
End B 8.
Decrease T , λ; 9. End A The two steps are iterated while gradually reducing the temperature T and the regularization parameter λ. We summarize the deterministic annealing procedure in Algorithm 1.
Next, we consider the terms of the energy function in Eq. (5) related to u, which involves the last three terms
To solve the flow u, we utilize the SIFT flow algorithm [10] by modifying the small displacement term from Σ p ‖up‖ 1 to
, where efficient belief propagation is used for optimization [18] .
The two steps of estimating displacement function v and flow u are iterated to obtain a reliable result.
Convergence analysis. To solve the displacement function v and the flow u in our model, we adopt an iterative strategy and solve one variable by fixing the other. We decompose our objective function in Eq. (5) into two subproblems, i.e., Eqs. (6) and (10) . To optimize Eq. (6), the standard deterministic annealing technique is used according to [47] , which can enable us to find the global optimum, at least a good local optimum. Deterministic annealing is a global optimization approach based on information theory principles with analogies to statistical physics that has been successfully used as a remedy to the problem of poor local minima in nonconvex optimization problems. To optimize Eq. (10), we follow [10] and use the belief propagation technique. The belief propagation algorithm can yield a near-optimal solution with lesser complexity than the known best algorithms designed for optimality in worst-case settings. That is to say, it can theoretically ensure that a near-optimal solution could be achieved in each step during the iteration. Although this cannot guarantee an optimal solution of the original objective function in Eq. (5), its value can be decreased in each step, which guarantees convergence of the algorithm. In our evaluation, we found that three rounds of iterations are enough to achieve satisfying performance.
Implementation Details
Observe that the last term of objective function in Eq. (5) is the average difference between v and u on the image lattice. Therefore, to estimate the coefficient matrix C, it is possible to downsample the image lattice to achieve a significant speedup without much performance degradation. In our evaluation, we use the uniform sampling strategy with a sampling interval of 10 pixels.
Algorithm 2 The proposed algorithm.
1.
Input: a pair of images, parameters K ; T ; r; λ; β; γ; α; d; δ; 2.
Output: a pixelwise flow u; 3. Extract a set of sparse SIFT correspondence from the image pair: S fx n ; y n g N n1 ; 4. Establish dense SIFT features fs 1 g and fs 2 g for two images, respectively, according to the orientations and scales of the sparse correspondences; 5. Construct Gram matrix K, matrix V; 6. Search the K nearest neighbors for each point in X; 7. Compute W by minimizing the reconstruction errors; 8. Repeat; 9.
Compute C by using Algorithm 1; 10.
Update the displacement function v ← VC; 11.
Optimize the energy function Eq. (10) by using the SIFT; 12.
Flow algorithm to compute the flow u; 13. Until reach the maximum iteration number; 14. The pixelwise image alignment can be obtained from u after the iteration.
In addition, we initialize C independent of U by using Algorithm 1. We also use data normalization so that the Research Article two sets of sparse feature points fx i g n i1 and fy i g n i1 both have zero mean and unit variance.
The SIFT flow algorithm suffers from scale and rotation problems. Here we address this issue in our dense matching scheme. Note that sparse SIFT matching provides the orientations and scales for each correspondence, and for each inlier correspondence, the orientation difference and scale ratio between the two feature points are, in general, constants. Based on this observation, we choose a small part of the sparse SIFT correspondences (e.g., 20%) with the highest matching scores which are, in general, inliers and then set the orientation and scale of the dense SIFT features to the mean orientation difference and mean scale ratio of the chosen correspondences.
Parameter setting. There are mainly five parameters for matching sparse features in our formulation: K , T , r, λ, and β. Parameter K controls the number of nearest neighbors for linear reconstruction. Parameter T and r are the initial temperature and annealing rate, respectively, used for deterministic annealing. Parameter λ controls the influence of the local geometrical constraint on the transformation T . Parameter β determines how wide the range of interaction is between feature points for the nonrigid transformation. We tune the parameters according to two related sparse matching algorithms [4, 47] and the dense SIFT flow algorithm [10] . We set K 15, T 0.5, r 0.93, λ 1000, and β 0.1 throughout this paper. There is an additional parameter δ that needs to be set in Eq. (8) after the first iteration, which controls the trade-off between sparse matching and dense matching. We set it according to the equation δγ 10 3 . Our registration method based on matching both sparse and dense features is summarized in Algorithm 2.
EXPERIMENTAL RESULTS
In this section, we evaluate the performance of our method on real remote sensing images. We first introduce the dataset and settings used in our experiments and then give some qualitative results to get an intuitive impression of the proposed method. Finally, we present some quantitative comparisons to further verify the effectiveness of the proposed method.
A. Dataset and Settings
The test dataset contains 400 pairs of panchromatic aerial photographs with size 800 × 740 provided by the Chinese Academy of Surveying and Mapping, which were captured by a frame camera over Tokyo, Japan and Wuhan, China. The image pairs involve ground relief variations and imaging viewpoint changes and hence are not exactly matchable via a parametric model such as rigid or affine transformation.
To give quantitative evaluations of the methods, we manually construct a set of 100 point correspondences for each image pair as ground truth, for example, the point correspondences located on the intersections of line segments which have little ambiguity. Here we give two example pairs in Fig. 1 . In each row, the first two images are an image pair with manually labeled Fig. 1 . Two example image pairs characterizing the manually labeled ground truth correspondences. In each row, the manually labeled correspondences are given in the first two images, where two points of a correspondence in the two images are marked with the same number. The third image is the corresponding motion field, with the head and tail of each arrow corresponding to the positions of the selected points in the two images.
correspondences, and the third image is the motion field related to the correspondences, where the head and tail of each arrow correspond to the positions of selected points in two images. We compare our method with the other four state-of-the-art feature matching methods such as locally linear transforming (LLT) [4] , RSOC [45] , SIFT flow [10] , and DSP [11] , where the first two are sparse-feature-matching-based methods and the other two are pixelwise dense matching methods. We implement RSOCand tune all parameters accordingly tofindoptimalsettings. For LLT, SIFT flow, and maximum likelihood estimation sample consensus (MLESAC), we implement them based on the publicly available codes and all parameters are set according to the original papers. Throughout the experiments, five algorithms' parameters are all fixed. The experiments are performed on a laptop with 3.0 GHz Intel Core CPU, 8 GB memory, and MATLAB code.
B. Qualitative Experiments
To get an intuitive impression of our method's performance, we demonstrate the registration results between two typical remote sensing image pairs, as shown in the first two images in Figs. 2 and 3. The first pair involves only small viewpoint changes, while the second pair contains large rotation and scale changes. The results are also reported in Figs. 2 and 3 . In each figure, parts (c), (e), (g), (i), and (k) are the registration results (i.e., the warped model images) of our method, SIFT flow, DSP, LLT, and RSOC, respectively. To clearly demonstrate the registration accuracy, we compute the corresponding residual images, e.g., the absolute differences between the warped model images and target images, as shown in parts (d), (f), (h), (j), and (l), respectively.
From the results, we see that LLT and RSOC are robust to different kinds of degradations. For LLT, the nonparametric transformation model and the locally linear constraint adopted in the algorithm grant robustness to nonrigid deformation. The RSOC method performs slightly worse than LLT due to it using an affine model to approximate nonrigid deformation. The orientation and scale information of the sparse features used in these two methods helps to deal with the rotation and scale changes. However, their registration accuracies are not that [10] which is based on dense matching; (g) and (h) show the registration result of DSP [11] which is based on dense matching; (i) and (j) show the registration result of LLT [4] which is based on sparse feature matching; and (k) and (l) show the registration result of RSOC [45] which is based on sparse feature matching. For each group of results, the first image is the warped model image, and the second image is the residual image.
Research Article satisfying, since sparse-feature-matching-based methods operate only on a set of feature points rather than on the whole pixels, which may be problematic in cases of complex nonrigid deformations. In contrast, the SIFT flow and DSP algorithms aim to compute a whole dense displacement field for a given image pair, and they work quite well for complex unknown nonrigid deformation. However, the densely sampled SIFT feature is computed at a fixed orientation and scale; when the image pair involves large rotation and scale changes, the dense SIFT features cannot be correctly matched. Hence, the performance will be badly degraded, as shown in Figs. 3(e) and 3(g). Nevertheless, our proposed method based on matching both sparse and dense features can work well for these degradations. The orientation and scale information of the sparse features allows us to compute the dense SIFT with an adaptive orientation and scale. Moreover, the matching of sparse features plays the role of an anchor so that dense matching has a good initialization and will not get trapped into an unsatisfying local optimum. [10] which is based on dense matching; (g) and (h) show the registration result of DSP [11] which is based on dense matching; (i) and (j) show the registration result of LLT [4] which is based on sparse feature matching; and (k) and (l) show the registration result of RSOC [45] which is based on sparse feature matching. For each group of results, the first image is the warped model image, and the second image is the residual image. Note that the absolute differences of our method in Figs. 2(d) and 3(d) seem large. This is due to the changes of illumination in the image pairs, and the absolute differences are, in general, not zero even when the two images are perfectly aligned.
C. Quantitative Experiments
We next give quantitative comparisons of the three methods on all 400 image pairs in the dataset. The experiment is conducted as follows. For a certain method, we first compute the average registration error of the 100 ground truth correspondences on each image pair, where the registration error is measured by using the pairwise distance, e.g., the Euclidean distance between a point in the warped model image and the corresponding ground truth point in the target image. We then compute the recall as the metric used in [7] . The recall, or true positive rate, is defined as the proportion of true positive image pairs to the whole dataset, and a true positive image pair is counted when its average registration error falls within a given accuracy threshold. The results are reported in Fig. 4 . We see that SIFT flow and DSP do not work well on about half of the dataset, which is due to image pairs involving large-scale changes or rotation. LLT and RSOC can always generate good results, especially LLT, since they are not affected by such deformations. By combining the advantages of sparse and dense matching, our method can produce even better results, where about half of the image pairs have an average registration error of below 1 pixel, and the largest average registration error for an image pair is about 3 pixels. The means and standard deviations of average registration errors on 400 image pairs are reported in Table 1 . Clearly, our method has the lowest average registration error. The average registration error of our method is about 0.5 pixels less than the second best LLT method. In fact, this degree of performance promotion is not slightly. The reason is given as follows.
In most parts of a remote sensing image pair, the disparity is small or changes slowly. In these areas, sparse feature matching methods such as LLT can work well. Hence, it is no surprise that LLT can generate a relatively small average registration error. However, in some parts such as the edges of buildings, the disparity is often large, and sparse feature matching methods can hardly generate satisfying results. In these areas, the registration error of our methods is often over 3 pixels less than LLT, which can be seen from the qualitative results in Figs. 2 and 3 . This is significant for some applications of image registration which rely heavily on registration accuracy, such as 3D scene reconstruction, where the reconstructed edges of buildings will be badly degraded without accurate registration.
We also report the average run times of the three methods on the dataset, as shown in Table 2 . We see that DSP and LLT are more efficient than the other methods, where the former is due to the use of principle component analysis (PCA) to reduce the feature dimensionality, and the latter is due to the relatively small scale of sparse features. RSOC costs the most, as it uses a complex graph matching method which has time complexity of ON 2 log N . Our method expends the second most time, and the time cost depends on the number of iterations.
CONCLUSION
In this paper, we have presented a new approach for nonrigid pixelwise registration of remote sensing images. A key characteristic of our approach is the matching of both sparsely and densely sampled features, where sparse matching is regularized by a locally linear constraint and dense matching is formulated analogous to scale invariant feature transform (SIFT) flow. The qualitative and quantitative experimental results on several types of remote sensing image pairs demonstrate that our method significantly outperforms other state-of-the-art methods. Research Article
