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Abstract 
The ability to remotely sense ocean winds has numerous research and commercial 
applications. High Frequency radar operating in ground wave mode has proven itself 
to be an effective means of remotely sensing the ocean surface. This is because at 
the typical operating frequencies (3-30 MHz), the radar signal can travel very large 
distances. Also, wavelengths in this band interact closely with the most energetic 
ocean waves. The problem that is dealt with in this thesis is the extraction of the 
wind speed blowing over a radar-illuminated patch of ocean. 
The Doppler spectra of the returned radar signal contain a wealth of oceanographic 
information. This is owing to the various complex electromagnetic scattering mech-
anisms. The radar cross section of the ocean surface that results has many salient 
features that can be used to extract particular ocean parameters. Based on the exist-
ing HF radar theory, an expression is derived that extracts the peak frequency of the 
ocean spectrum from the radar cross section. This spectral peak frequency is then 
linked to oceanographic models which dictate the growth of an ocean spectrum to a 
given wind condition. 
The models are applied to simulated noisy data. In addition, appropriate signal 
processing techniques are applied to mitigate the effects of noise and to improve the 
robustness of the models. Finally, the models are applied to sample HF radar data 
provided by Rutger 's University. This data was obtained from a Coastal Ocean Dy-
namics Applications Radar (CODAR) operating in Breezy Point, NY. The results are 
then compared to ground truth data provided by the National Oceanic and Atmo-
spheric Administration (NOAA) from a weather station located in the vicinity of the 
illuminated patch of ocean. 
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Chapter 1 
Introduction 
1.1 Research Rationale 
The ability to remotely sense ocean winds has far-reaching applications. Most im-
portant of these is ensuring human safety. Mariners can be advised of local weather 
conditions for particular regions of the ocean and hence make informed decisions 
about the safest course to chart. Knowledge of ocean winds also facilitates the track-
ing of drifting vessels and survivors from nautical disasters, which in turn assists 
search and rescue efforts. 
The growing offshore oil industry also benefits from such knowledge. Winds play 
a significant role in the drifting of icebergs. It would be possible then to determine 
whether an iceberg will come into collision with a floating platform, so that evacuation 
or other preemptive measures may be taken. Knowledge of the local ocean winds also 
allows easier tracking of oil spills , leading to more effective cleanup measures. 
Finally, ocean winds have obvious meteorological applications, such as offshore 
hurricane detection and tracking. As oceans cover the majority of the earth's su r-
face, knowledge of local wind speeds would only aid in developing models for more 
accurate weather forecasting. Physical oceanographers will be able to measure ocean 
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winds safely and inexpensively from the shoreline. This is much easier than the ex-
isting method of deploying measurement vessels into the sometimes dangerous ocean 
environment. 
1.1.1 Conventional Ocean Wind Speed Measurement 
Currently, ocean winds are measured either by an anemometer onboard a coastal 
surveillance ship, by permanently moored wave buoys, or via satellite means. On a 
ship, the anemometer measures wind the same way that it would on land. Several 
drawbacks come with this method. First, a ship must be fueled and manned to survey 
the ocean surface. This can be very costly. Secondly, ships can only provide the 
measurement for a particular location on the ocean and at a particular time. Finally, 
there is the safety consideration of the the ship and its crew which are subject to the 
dangerous ocean environment. 
Wave buoys are also employed. Environment Canada has deployed several buoys 
along the nation's coastline. Buoys have the advantage of not being manned, so their 
operating cost is lower as is the risk of endangering human life. They also provide 
continuous coverage once deployed. However, they can only monitor the one point 
of the ocean surface they occupy. To provide more coverage would involve deploying 
many wave buoys which would be very expensive. Also, as they are susceptible to 
the harsh ocean environment, wave buoys require frequent maintainence. 
Ocean winds can also be measured by satellite means, such as the Sea Winds scat-
terometer aboard the QuickSCAT satellite operated by the National Aeronautics and 
Space Administration (NASA). Microwaves emitted from the satellite are scattered 
by the ocean surface and the returned signal is processed to extract the ocean winds. 
Implementation of such as system is obviously very costly. In addition, since the 
satellite must orbit the Earth, it can only monitor a particular patch of ocean for a 
particular time. 
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1.1.2 HF R adar W ind Speed Measurement 
The ocean, being both an extremely dangerous environment and vast area, would best 
be monitored via a remote sensing tool such as high frequency (HF) radar. An HF 
radar unit can operate in two modes when interrogating the ocean surface. Sky wave 
radar directs its beam towards the ionosphere which then reflects the electromagnetic 
energy towards its intended target. The returned signal, or backscatter, is reflected 
back to the radar via the same route. Tremendous ranges can be achieved by sky wave 
radar. However, the returned signal is normally highly contaminated by ionospheric 
interference. The composition of the ionosphere varies throughout the year, indeed 
throughout the day, and also responds unpredictably to astronomical events such as 
sunspots. 
Ground, or surface, wave radar is considerably less affected by ionospheric con-
tamination. In the HF band of frequencies (3-30 MHz), the sea surface operates as 
an excellent conductor. In the lower end of this band, the radar signal can travel 
distances of up to 450 kilometres, much greater than traditional line-of-sight radar 
systems. In addition, the wavelengths produced by this band range from ten metres 
to a hundred metres , which is the same order as the wavelengths of ocean waves. The 
signal will therefore interact intimately with the ocean surface and the "echo" will 
contain a wealth of information about the state of the sea. 
The sea condition is largely a product of local wind. Waves are generated from the 
energy input by the wind as it blows over the ocean surface. These waves will behave 
in different manners depending on the strength and duration of the wind. It should 
therefore be possible to work backwards. Given a snapshot or series of snapshots of 
the sea state extracted from the returned HF radar signal, it should be possible to 
link these to oceanographic models in order to find the generating wind condition. 
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Figure 1.1: Typical radar cross section for operating frequency of 15 MHz, wind speed 
of 15 m/s and wind direction of 30°. 
1.2 Literature Review 
Crombie [1] noted that the Doppler spectrum of echo from an HF radar operating 
in surface wave mode over the ocean surface exhibited peaks above and below the 
carrier frequency. These discrete Doppler shifts are produced exclusively by waves 
that have a length of one-half the radar wavelength: one moving away from the radar, 
one moving toward the radar. He correctly deduced that Bragg scattering [2] is the 
physical mechanism responsible for this behaviour. The peaks resulting from the 
first-order Bragg scatter can be seen in Figure 1.1. 
Crombie's results were later verified by Barrick and Peake [3] based on a reduction 
of the boundary perturbation theory of Rice [4] as applied to the analysis of backscat-
ter from a slightly rough surface. Wait [5] also cited Bragg scatter as an explanation 
for the results of his analysis of backscatter from sinusoidal waves. 
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Barrick [6] went on to develop a theoretical model of the first order cross section 
that was consistent with Crombie's observations. This cross section model assumed 
plane-wave incidence and infinite conductivity of the scattering patch. Walsh et al. 
[7] later derived a model of the first order cross section without these assumptions. 
They hence produced a more realistic model with the Bragg peaks represented by 
sampling functions instead of delta functions. 
Surrounding the Bragg peaks is a continuum of backscatter that still needed to be 
explained. Ward [8] first suggested that this continuum is due to higher order wave 
interactions. Hasselmann [9] first proposed the two sources of spectral contribution: 
the second order terms for scatter from Rice's boundary perturbation theory, and 
the second order terms from the hydrodynamic equations which describe the water 
surface height. Hasselmann, along with Crombie [10] and Barrick [11] , also suggested 
that the second order backscatter could be used to recover more information about 
the sea state. 
Barrick [12] developed a mathematical model for the second order cross section 
via perturbation analysis. He found that this cross section was related to the di-
rectional ocean wave spectrum via a non-linear two-dimensional Fredholm integral. 
Barrick's second order expression once again assumed plane-wave incidence and infi-
nite conductivity. Gill and Walsh [13] derived an expression that, more realistically, 
incorporated a dipole source. 
Extraction of the wind direction from the Bragg peaks of the radar return has 
been extensively documented [14], [15]. All methods involve an expression which 
relates the mean wave direction to the ratio of the left and right first-order Bragg 
peaks (see Figure 1.1). The only uncertainty lies in the fact that the wave directional 
models used in the derivation are strongly dependent on wind speed, and hence a 
priori knowledge of the wind speed is required for accurate results [16]. Heron and 
Rose [17) , however , made the case that the ocean waves represented by the Bragg 
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peaks are shorter and will tend to respond very quickly to changes in the local wind 
conditions. 
Stewart and Barnam [14] postulated that the 10 dB width of the first order Bragg 
peak could be used to estimate the local wind speed. However, the use of this pa-
rameter was found not to be robust, as it requires a specific spectral resolution and 
is dependent on factors other than wind speed [18]. 
It has been noted extensively in the literature (e.g., Barrick [12] and Gill [19]) 
that the second order return is greatly dependent on the local wind speed. The peaks 
of the second order return both increase in amplitude and move closer to the first 
order Bragg peaks with higher wind speeds. Barrick [20] originally suggested using 
the ratio of the second order peak amplitudes to the Bragg peak amplitude in order 
to find the local wind conditions. 
Ahearn et al. [21] first proposed using the ratio of the second order continuum 
closer to zero Doppler to the amplitude of the first order Bragg peak for wind speed 
extraction. The short waves represented by the continuum in this region will more 
likely reflect the local wind conditions since they are the first to be excited by the 
wind. This method was extended upon by Gaffard and Parent [22] who introduced a 
correction factor to account for the dependence of this ratio on the radar beam direc-
tion relative to the wind direction. The results of their study were quite encouraging. 
However, the scatter between observed and radar-inferred values of wind speed was 
still quite high. 
Dexter and Theodorides [16] outline two methods that estimate wind speed using 
significant wave height and period. One method employs the Sverdrup, Munk, and 
Bretschneider (SMB) curves, outlined in detail by Kinsman [23]. The other method 
employs relationships developed by the Joint North Sea Wave Project (JONSWAP) 
[24]. Huang et al. [25] have used the SMB curves in determining the wave parameters 
for a region of the China Sea. The radar inferred wind speeds were in fairly good 
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agreement with the ship measured counterparts. 
The methods referred to above are viable. However they break down for high sea 
states and higher frequencies due to the inadequacy of the non-linear wave theory in 
these situations [26]. There is also an approximation in the electromagnetic scatter 
theory which is violated [6]. Both methods have also been demonstrated to be subject 
to contamination due to the presence of swell [27]. Wyatt [28] proposed that the swell 
component of the measurement could be identified and then removed. It was later 
shown that this approach could not be taken in general since the direction of swell 
travel can be much different than the wind direction inferred from the first order 
Bragg peaks [29]. 
All of the HF radar literature pertaining to wind speed extraction makes very 
little reference to the temporal nature of the response of the ocean surface to a 
particular wind condition. Oceanographers have documented this behaviour, the so-
called duration-limited wave growth, though not extensively. The JONSWAP project 
[24] details a relation that models the growth of ocean waves as a function of both 
time and wind speed. The Coastal Engineering Research Corps ( CERC) 1977 Shore 
Protection Manual (SPM) [30] outlines a similar model. This was updated in the 
1984 SPM to use a relationship that was more consistent with the JONSWAP model. 
An ocean wave modelling project headed by the SWAMP group [31] sought to 
describe the evolution of the sea state as a balance of source terms. Many forms 
were proposed for these source terms. The most problematic is the nonlinear transfer 
source term, a six-dimensional Boltzmann integral whose evaluation is very compu-
tationally demanding. A paramaterized form of this term, called the Discrete Inter-
action Approximation is presented by Hasselmann et al. [32]. Resio and Perrie [33] 
later improved on this approximation. 
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1.3 Scope of Thesis 
This body of work represents a method of wind information extraction from the 
Doppler spectra of high frequency ocean clutter. In deriving the expression relating 
the spectral peak to the location of the second order peaks of the radar cross section, 
it is assumed that the ocean is fully developed. Later, this spectral peak is taken 
to represent a wind-driven sea that is currently in development, since the spectral 
peak is a time varying quantity for any given wind condition. It is also assumed 
that the ocean spectrum will not be significantly limited by fetch; that is, temporal 
spectral development is taken to occur regardless of the distance of the wind field 
from the shoreline. Finally, the analysis assumes deep-water spectral analysis, that 
is dekametric water depths. To the best of the author's knowledge, this technique of 
wind speed extraction from HF radar backscatter has not been attempted. 
In Chapter 2, the mathematical models developed to date which represent the 
radar cross section of the ocean surface, and which include noise, are overviewed. 
Also in this chapter are mathematical models which represent the ocean spectrum. 
The derivation of an expression which relates the saturated wind speed to discernible 
features of the radar Doppler spectrum is outlined in Chapter 3. In Chapter 4, the 
recovered wind speed is converted to a spectral peak, and a differential equation which 
represents the change in the spectral peak given a wind condition and the passage of 
time is derived. The susceptibility of the models given in Chapter 3 and Chapter 4 to 
noise is addressed in Chapter 5, and measures of mitigating these effects via several 
signal processing methods are also discussed. The utility of all of the presented models 
is demonstrated in extracting information from sample data collected at Breezy Point, 
NY by Rutgers University, and the results are compared to ground truths provided by 
the National Oceanic and Atmospheric Administration (NOAA). Finally, the overall 
results are presented in Chapter 7 and suggestions for further work are outlined. 
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Chapter 2 
Relevant Models 
When the electromagnetic signal is returned from the ocean surface, it is mixed with 
a radio frequency (RF) signal and then converted to a periodogram which shows the 
response of the radar return for a particular Doppler frequency. The periodogram 
is frequently referred to as the radar cross section of the ocean surface. The cross 
section of the ocean surface can be roughly broken down into first and second order 
cross sections. Each constituent cross section is added to yield an overall cross section; 
i.e. 
(2.1) 
where wd is the angular Doppler frequency and O'x represents the different cross sec-
tions. A depiction of a typical, ideal overall radar cross section can be seen in Figure 
1.1. The constituent radar cross sections will be discussed in Section 2.2 and Section 
2.3. First , several ocean wave models will be discussed. 
2.1 Ocean Spectrum Models 
The state of the ocean environment is mathematically characterised by a wind-wave 
ocean spectrum. An ocean spectrum provides a measure of how much energy a wave 
with a certain frequency and in a certain direction has in a region of ocean due to a 
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particular wind speed. Many mathematical models for wind wave ocean spectra exist, 
including the Philips spectrum, the Pierson-Moskowitz spectrum, and the JONSWAP 
spectrum. Typically a directional ocean spectrum has the form 
S(f, B) = F(f)G(B) (2.2) 
where F(f) represents the prevalence of a particular ocean wave frequency f and 
G(B) is the directional factor which accounts for the azimuthal direction of travel. 
G (B) has the property that 1: G(B)dB = 1 (2.3) 
and is usually of the form 
(2.4) 
where s is the spread parameter, Bu is the angle of the wind direction, and BK is the 
angle of the wave vector. r is a proportionality constant that ensures equation (2.3) 
is satisfied. It has been found that s = 2 for many applications [25], which leads to 
r = 4/(37r). 
The Pierson-Moskowitz spectrum for fully developed seas is still in frequent use, 
and mathematically defined as 
(2.5) 
where a.pM = 0.0081 is the Pierson-Moskowitz constant, and U19.5 is the speed of the 
wave-generating wind at 19.5 m above sea level. Figure 2.1 illustrates the Pierson-
Moskowitz spectrum for wind speeds of 10, 15, and 20 meters per second. A more 
popular ocean spectrum model is the JONSWAP (Joint North Sea Wave Project) 
spectrum which is tailored towards a growing wind sea. It has the same basic form 
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Figure 2.1: Pierson-Moskowitz spectrum at different wind speeds. 
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as the Pierson-Moskowitz spectrum, except that it is multiplied by a shape factor Ia 
which accounts for fetch-limited and duration-limited spectral growth. Mathemati-
cally it is defined as 
F(f) = (2~~~5 exp [ -0.74 ( 2"J,•sf) '] -y• 
where 
and 
where X is the fetch and 
(
X )-o.22 
aJ = o.076 ufo 
1 = 3.3 
(J J = 0.07 f < fp 
(J J = 0.09 f > fp 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
The wind speed U10 used in the JONSWAP model is referenced at 10 m above sea 
level. Expressions for the fetch X will be developed in Chapter 4. A plot contrasting 
the JONSWAP spectrum with the Pierson-Moskowitz spectrum for a wind speed of 
U10 = 10 m/s is shown in Figure 2.2. Ocean winds are frequently measured from 
different heights above sea level. These can be related, however, by employing the 
logarithmic profile of ocean winds over the sea surface. The governing equation is 
[23] 
U(z) = u* log(!_) 
/'i, zo 
(2.11) 
where z is the height above sea level , u* is the friction velocity, and z0 is the roughness 
length. The von Karman constant has an accepted value of /'i, = 0.4. Further, u* and 
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z0 are related by the Charnock relation [34] 
2 
O'.chU* 
zo=--
g 
(2.12) 
where ach = 0.0144. Hence, for a given wind speed U at a height z above the ocean 
surface, the parameter z0 can be found and used to extract other U values at different 
heights. 
2.2 First Order Cross Section 
Crombie [1] showed that the mechanism primarily responsible for the first order cross 
section is Bragg scattering. Electromagnetic wavelengths in the HF band are on the 
order of tens of metres, which closely match the lengths of waves in the most energetic 
part of the ocean spectrum. Therefore an EM wave of length ).. travelling along the 
ocean surface will resonate over ocean waves of length >-./2 when scattered. In terms 
of wave numbers the Bragg condition becomes 
K = 2k0 (2 .13) 
where K = w2 / g is the ocean wave number and k0 is the radar wave number. Bar-
rick originally modelled the Bragg scattering with Dirac Delta functions under the 
assumption that the scattering patch of ocean was infinite. Walsh et al. [7], how-
ever, have relaxed these assumptions and modelled the first order cross section with 
sampling functions. Mathematically, the first order cross section is given as 
4 2 .... 2 UPs K 5/2 [A l 
o-u(wd) = 2 1rk0 m~,l .;g Sn(mK)Sa - 2- (K- 2ko) (2.14) 
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where Su(mK) is the ocean spectrum and Sa(x) = sin(x)jx is the sampling function. 
Here the Doppler axis is broken down into two zones 
m= 1 
(2.15) 
m = -1 wd > 0 
where the Doppler radial frequency wd = -m.;gK. From equation (2.14) it can be 
seen that the peaks occur when the argument of the sampling function is zero. That 
is , 
Wd = ±-yl2gko = ±WB , (2.16) 
which is the Bragg frequency for a given radar operating frequency. 
15 
--
Figure 2.4: Second order cross section geometry 
2.3 Second Order Cross Section 
Second order radar return is due to the second order scatter terms from Rice's per-
turbation theory, and the second order hydrodynamic terms which describe the water 
surface. This cross section can be further broken down into three components: 
1. Scatter which results from a first order scatter near the transmitter followed by 
a first order scatter at the illuminated patch. 
2. Scatter which results from a first order scatter at the illuminated patch followed 
by a first order scatter near the receiver 
3. Double scatter at the illuminated patch 
It is the last of these three that is of most interest. The geometry for this situation 
is given in Figure 2.4. The wave K1 represents the wave between the transmitter and 
first scatter point, and the wave K2 represents the wave between the first and second 
scatter points. 
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The radar cross section due to this behaviour has been derived by Barrick [12] 
and is given by 
<T2P ( wd) "' 2
6
1T
2 kt m"[;.l m"{;.,l: 1= S( m, K,)S ( m,K,) jr T I' 
·6 ( wd + m1-j9K; + m2-j9K;) K1dK1dfJK1 (2.17) 
The cross section is found by integrating over all possible arrangements of K1 and K2 
that result from varying fJK1 over the interval [-1r, 1r). The magnitudes K 1 and K 2 
are limited by the delta constraint of equation (2.17): 
wd + m1 .jgK; + m2 vgi(; (2.18) 
Further, K 2 is related to K 1 by the law of cosines 
(2.19) 
The parameters m 1 and m 2 can take on values of 1 or -1. They therefore delineate the 
different Doppler regions of the cross section. These regions and the corresponding 
values of m 1 and m 2 are listed below. 
m1 = 1 m 2 = 1 Wd < -Ws 
m1 = -1 m 2 = 1 -Ws < Wd < 0 (2.20) 
m 1 = 1 m 2 = -1 0 < wd < -ws 
m1 = -1 m 2 = -1 wd >ws 
The vectors K1 and K2 trace out closed contours for different Doppler frequencies wd. 
These contours can be seen in Figure 2.5 for m 1 = m 2 . Note that for Doppler frequen-
cies lwdl :::; vf2ws, the locus surrounds only one of the two focal points. For larger 
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magnitude Doppler frequencies, the locus will surround both focal points. Finally, 
fr is the hydrodynamic and electromagnetic coupling coefficient. The hydrodynamic 
portion f H of f T is defined as 
(2.21) 
withwn=~. 
The expression in equation (2.17) can be simplified by applying the delta con-
straint to the inner integral. To do so, the arguments of the delta function must 
expressed in terms of K1 . Lipa and Barrick (35] approach this by first defining 
(2.22) 
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with differentials related by 
2YdY = dK1 . (2.23) 
Next, the function Dp is defined as 
such that the delta constraint becomes b(wd - Dp)· Finally, the differential dDP is 
introduced via the Jacobian of the transformation 
(2.25) 
with 
(2.26) 
Hence the second order radar cross section can be expressed as 
For each Doppler frequency wd and angle e x 1 , a value of Y is sought such that the 
following is satisfied 
(2.28) 
This is typically done via numerical solving methods, such as the Newton-Raphson 
root finding algorithm [36]. 
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2.4 Noise Model 
The cross sections presented in Sections 2.2 and 2.3 are idealized models. They are 
effectively the average of all measurements over all locations for each given condition. 
Also, they fail to account for external noise limiting at high frequencies. The wind 
parameter extraction techniques presented in Chapter 3 are highly sensitive to noise. 
It is necessary to quantify the effect of noise and develop theoretical signal processing 
techniques to limit it. 
The average power spectral density of the ocean clutter Pc as returned to the 
receiving antenna array is given by the radar range equation 
(2.29) 
where Pt is the average transmitter power, Gt and Gr are, respectively, the gains of 
the transmitting and receiving antenna array, Ae is the effective cross sectional area 
of the receiving array, and de is the duty cycle of the transmit pulse. F(p, w0 ) is the 
spherical earth attenuation function [37] for a given patch range p and radar radial 
operating frequency w0 . 
The power spectral density of the external noise must now be found. External 
noise may be categorized as atmospheric, galactic, or manmade [38]. The effects of 
these noise sources is dependent on the location, time, and frequency of operation. 
The value of the noise figures can be measured for particular operating conditions, 
but for the purposes of this discussion an average value will be sufficient. 
It is assumed that the noise is a stationary, white, Gaussian process. Hence, the 
power spectral density is [38] 
(2.30) 
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in which k is Holtzman's constant (1.38 x 10-23 J/K), T0 is the reference temperature 
(290K) and Fam is the noise figure. It should be noted that SN(w) = 0 outside of the 
noise bandwidth of the receiving array. 
Typically a radar sends out a stream of many pulses. In this case, Gill [19] has 
shown that for sampling at the pulse centre, the external Doppler noise spectral 
density becomes 
r ~~ 1 
PN(wd) = dcSN(w) L Sa[m7rdc] 
m=L~~J 
(2.31) 
The power spectral densities of clutter in equation (2.29) and noise in equation (2.31) 
are based on an infinite time series. More realistically, a radar cross section is based 
on a finite time series. This can be emulated by employing Pierson's model for a 
single variable stationary Gaussian process [39]. For a given spectral form (either 
clutter or noise) F(w), the finite time signal becomes 
(2.32) 
where E is a random phase term which has a uniform distribution over the interval 
E E [0, 21r). The differential under the square root precludes the possibility of an 
analytical expression for f ( t); however, the integral can be approximated by the 
summation 
p 
f(t) = L dwkteifJF(wk)D.w. (2.33) 
k=O 
As in [19], the time series of both the ocean clutter and the external noise are calcu-
lated and then added to get a representation of the total returned signal. The signal 
is then converted back into the frequency domain via Fourier transformation to yield 
a simulated noisy cross section. 
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Chapter 3 
Recovering Wind Information 
3.1 Wind Direction 
The Bragg peaks of the first order cross section can be used to obtain the wind direc-
tion. The derivation, originally done by Stewart and Barnum [14] is straightforward. 
The value of the first order cross section at the negative Bragg peak (wli) is given by 
substituting m = 1 and K = 2k0 into equation (2.14). The sampling function reduces 
to unity, giving 
Similarly, the positive Bragg peak (w~) is given by substituting m = -1 and K = 2k0 
into equation (2.14): 
(3 .2) 
Only the directional factors differ in these two equations. Making use of the identity 
cos(x+Jr/2) = -sin(x), and dividing equation (3.2) by equation (3.1) gives 
(3 .3) 
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which is easily solved for Bu to obtain 
(3.4) 
For monostatic operation, this wind direction is ambiguous. That is, it cannot be 
determined whether the wind is blowing from the left or the right of the radar beam. 
Usually this ambiguity can be resolved by additional meteorological information. For 
example, winds blow in a counterclockwise fashion around a low pressure system in 
the Northern hemisphere. Huang et al. [25] have recently developed another method 
for resolving this ambiguity, involving minimizing the sum of differences from three 
readings representing three different angles. 
This method of wind direction extraction assumes that the Bragg waves (w =wE) 
are travelling in the same direction as the wind. Ocean waves respond to a given 
wind condition with different time scale responses according to their length. Heron et 
al [17] have concluded that the waves represented by the Bragg peaks are relatively 
short and will therefore respond very quickly to the local wind conditions. The time 
response is typically under ten minutes, and hence it is reasonable to assume that the 
wind direction extracted via this method is accurate. 
3.2 Wind Speed 
As noted in Section 2.3, the second order radar cross section exhibits peaks surround-
ing the Bragg peaks of the first order cross section. These second order peaks are 
highly dependent upon the wind speed. Also, they can be clearly distinguished from 
the first order cross section, as they are typically 10 to 20 dB higher than the first 
order cross section. Figure 3.1 shows the second order cross section for wind speeds 
of 10 m/s, 15 m/s, and 20 mfs. As can be seen, the peaks grow and become more 
prominent at a higher wind speed. Also, the position of the peaks on the Doppler axis 
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changes: for higher wind speeds, the peaks are located closer to the Bragg frequency. 
From this it should be possible to relate both the power of the peak as well as the 
position of the peak to the wind speed. 
Relating by Power 
The power of the second order peaks depend on many factors other than the wind 
speed: 
1. Ocean spread parameter ( s) 
2. Wind direction (Bw) 
3. Range of the illuminated patch from the radar 
4. Operating frequency 
Hence relating by power requires a priori knowledge of all of these parameters 
before the wind speed can be inferred. The operating frequency and range are of-
ten known, but determining the spread parameter can be very difficult. The wind 
direction can be calculated from the derivation given in Section 3.1. However this 
procedure is sensitive to noise and also assumes that the wind has been blowing 
sufficiently long to saturate the directional spectrum. 
Relating by Position 
The position of the second order peaks on the Doppler axis depends only on operating 
frequency and wind speed. Since the directional factor of the wave spectrum is not 
a function of frequency, it does not affect the location of the spectral peak. It only 
scales the value of the spectral peak. Hence the two constituent parameters Bw and s 
need not be known to relate the wind speed to the location of the second order peak 
on the Doppler axis. 
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3.3 Differentiating the Second Order Cross Sec-
tion 
From elementary calculus, the derivative of any continuous function is zero at a 
local maximum. The location of the maximum of a second order cross section is of 
interest. The expression given in equation (2.17) can be differentiated with respect 
to the Doppler frequency. By setting the result to zero, an expression can be derived 
which relates the wind speed to the position of the second order peak on the Doppler 
axis. 
In attempting to differentiate the second order cross section, several approxima-
tions must be made. Underlying these approximations is the knowledge that the 
range of the typical locations of the second order peaks is given by 
(3.5) 
Figure 3.2 shows the contours of constant Doppler which constrain the vectors K1 
and K2 . 
K 2 is roughly constant 
For this region of interest, K 2 is typically much larger than K 1 and roughly constant 
over the range of BK1 • K 2 will be roughly the same magnitude regardless of how the 
vector K1 is arranged along the contour. Furthermore, this magnitude is roughly that 
of the Bragg wave vector K = 2k0 . To show this mathematically, the cosine law of 
equation (2.19) is rearranged as a completed square: 
(3.6) 
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Next, the delta constraint of equation (2.18) is solved for K 1 and substituted into the 
above 
(3.7) 
Next assume the Doppler frequency is very close to the Bragg frequency; that is 
wd = (1 + E)wB where E < 1 and E2 ~ 0. Substituting this into the above and dividing 
both sides by K 2 gives the following 
(3.8) 
It is known that w1 = gK, hence 
When WB is positive, m 2 = -1, and when wB is negative, m 2 = 1. The assertion 
(3.10) 
is now made, leading to 
(3.11) 
Suppressing the E2 term above results in a well-known trigonometric identity, and 
thus consistency is verified. Since K 2 ~ K =constant, dK2 = 0. 
K 1 is constant over angular integral 
As is seen in Figure 3.2, the frequency contours for frequencies near the Bragg fre-
quency trace out nearly circular loci. As the Doppler frequency increases, these loci 
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become more and more eccentric. For the region of interest, circular loci can be as-
sumed. Treating the cosine law of equation (2.19) as a quadratic in K 1 , ](1 can be 
solved for explicitly via 
(3.12) 
Only the negative radical yields a possible configuration, since K 1 ~ K. Differenti-
ating with respect to BK1 results in 
(3.13) 
If the approximation ](2 ~ J( is made here, the bracketed term in the radicand 
disappears. After all cancellations 
(3.14) 
Hence for the region of interest, K 1 is roughly independent of BK1 • Figure 3.3 shows 
the variation of K 1 with BK1 for different Doppler frequencies. Note that this approx-
imation becomes less valid for lower magnitude Doppler frequencies. For a Doppler 
frequency of 0.9f3 , the peak error in assuming K 1 is constant with respect to ()K1 is 
about 12 %, whereas for a Doppler frequency 0.75fs the peak error is about 30 %. 
The Jacobian of the transformation is also assumed to be constant with respect 
to ()Kll since it is only a function of K 1 . The hydrodynamic coupling coefficient, 
however, cannot be assumed to be constant, since it varies significantly with respect 
to its mean value. 
Before beginning the differentiation, several symbols are defined to simply the 
algebraic manipulation. 
(3.15) 
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4 
'1/J = gK + (w1 + w2)2 
gK- (w1 + w2 ) 2 
A= K1 + K2 + B 
(3.16) 
(3.17) 
(3.18) 
With these definitions, the hydrodynamic portion of the coupling coefficient r H from 
equation (2.21) is now 
(3.19) 
The Y3 = K{12 factor is grouped in with the spectrum for the wave K1 , resulting in 
(3.20) 
The spectrum for the wave K2 is left as 
(3.21) 
With these substitutions the second order cross section of equation (2.17) becomes 
(3.22) 
where C = 27n 2k6. It was mentioned earlier in this chapter that the directional 
factors G1(BKJ and G2 (BK2 ) have no effect on the location of the peak, so these can 
be treated as constants for the purposes of this discussion and absorbed into a new 
constant C' = CG1G2 . Now the factors S1 , S2 , and (3 are approximately independent 
of BK1 and can therefore be taken outside of the integral. Expanding the 1rH1 2 term 
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results in 
C'S1S2,8[A21: d()K1 - 2AB 1: cos(BK2 - ()K1 )d()K1 
+B2 1: cos2 (BK2 - ()K1 )d()K1 ] (3.23) 
since A and Bare also roughly independent of ()K1 • It is inferred from Figure 2.4 that 
the angle BK2 is approximately the same no matter what the arrangement of the wave 
vector K1 . The integrations therefore evaluate to 27r 1 0, and 1r respectively, yielding 
(3.24) 
The factor S2 (K2 ) will be constant since its argument is roughly constant. All other 
factors are functions of K 1 , so that differentiating CJ2p with respect to wd results in 
(3.25) 
From the delta constraint in equation (2.18), and the fact that K 2 is constant 
(3.26) 
which is nonzero. Differentiating the S1 (K1) term with respect to K1 results in 
(3.27) 
Thus, S1 (K1) appears in each bracketed term of equation (3.25). Factoring this out 
and dividing both sides by the non-zero constants C', S2 (K2 ), S1 (K1), and dKI/d!..ud 
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yields 
(3.28) 
Or, solving for F(K1 , U) 
(3.29) 
where primed functions indicated differentiation with respect to K 1 . The function 
F(Kb U) can now be inverted to find an expression for the wind speed U. The delta 
constraint of equation (2.18), along with the fact that .;gJ(; ~ w3 , is used to find 
K 1 from the Doppler frequency where the second order peak occurs. 
(3.30) 
Figure 3.4 shows a plot of equation (3.29), as well as a plot of the locations of 
spectral peak locations from the second order model for differing wind speeds. The 
second order peak used in this plot is the one immediately to the right of the receding 
(negative) Bragg peak, with fs = 0.3951 Hz and a radar operating frequency of fo = 
15 MHz. 
The slope of this graph becomes large for higher wind speeds. This means that 
a small error in locating the Doppler frequency of the second order peak results 
in a larger error in the calculated value for the wind speed. It was found that U = 
30 m/s = 108 km/h was the practical limit for wind speed extraction via this method. 
However, the maximum wind speed recoverable is more limited by radar saturation 
[6]. Conversely, for lower wind speeds, the approximation made in equation (3.10) 
becomes less valid. This is seen in Figure 3.4 where the two plots diverge more for 
low wind speeds. However, it should be noted that for very low wind speeds, the 
second order peaks become less discernable from the radar return. 
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It should also be noted that this derivation has only taken into consideration the 
second order, double patch scatter cross section of the radar return. Theoretically, 
the peaks in question could be contaminated somewhat by the first order cross section 
and the other second order cross sections. However, it is found [19] that the second 
order, double patch scatter cross section is much larger at the peaks than all of the 
other cross sections. 
One nice advantage of this method is that there are up to four second order peaks 
to work with. Equation (3.29) can be used for the four different peaks by varying 
the parameters m 1 and m 2 to reflect the Doppler regions from which they are taken 
(see equation (2.20)). Hence, U can be calculated for the four different peaks and 
average the results to get an overall more accurate estimate for the wind speed. Also, 
note that a similar procedure can be used for any ocean wave spectrum model - not 
just the Pierson-Moskowitz spectrum - to derive an equation that relates Doppler 
frequency to wind speed. 
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Chapter 4 
Spectral Growth 
In Sections 3.1 and 3.2 methods have been outlined for extracting the wind direction 
and wind speed from a given radar cross section. A major constraint on these methods 
is the assumption that the wind has been blowing sufficiently long to result in a fully 
developed sea. It is therefore entirely possible that the radar can take a snapshot 
of the sea state in a particular locale where a given wind speed has been blowing 
for a time less than that required for full development, resulting in an inaccurate 
measurement. From a given snapshot, it is impossible to tell if the generating wind 
speed is weaker and has been blowing for a long time, or if a much stronger wind 
speed has been blowing for a shorter time. Compounding the difficulty is the wind 
direction. A stronger wind will cause the propagation direction of the ocean waves 
to shift more quickly. 
The quantity of interest in this chapter is the ocean spectral peak frequency; that is, 
the frequency at which the ocean spectrum is a maximum. Through straightforward 
differentiation of equation (2.5) with respect to wave frequency, the wind speed for a 
fully developed sea is found to be related to the spectral peak frequency via 
f - 0.14g p-
ul9.5 
(4.1) 
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Hence for a wind speed reading extracted from a radar return, the spectral peak 
for the illuminated patch of the ocean can be found. Note that the wind speed in 
most oceanographic models is normally measured from ten metres above sea level, 
and denoted simply as U. Using the logarithmic profile of wind speed above the sea 
surface [40], an expression for U in terms of the Pierson-Moskowitz peak frequency is 
obtained as 
f ~ 0.13g p u (4.2) 
The total energy density of the wave spectrum is also of interest. This is found by 
integrating equation (2.5) over all frequencies: 
(4.3) 
4.1 Description of spectral growth 
A constant wind speed blowing over a hypothetically calm extent of ocean (called 
the fetch), will result in small waves due to the pressure fluctuations caused by the 
turbulent flow of air over the ocean surface. Pressure differences resulting from the 
wind blowing over these small waves will then cause them to grow. This is an unstable 
process since larger waves cause larger pressure differences [23]. Nonlinear effects 
between these pressure-induced waves will then result in longer, lower frequency waves 
[41]. The peak frequency of the ocean wave spectrum therefore decreases with time. 
Eventually, the sea spectrum will saturate and no further wave growth will occur. 
This is precisely what the Pierson-Moskowitz spectrum of equation (2.5) reflects. 
In the case that the wind has not been blowing over the fetch for a sufficiently 
long time to saturate the spectrum, the spectrum is said to be duration limited. 
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Two notable studies have explicitly examined duration limited growth: the Shore 
Protection Manual (SPM) of the U. S. Army Coastal Engineering Research Centre 
(CERC) [30], [42] and the JONSWAP project [24]. The results of these studies can 
be used to construct curves of spectral peak frequencies as functions of time and wind 
speed. Before describing these methods, several parameters must be defined [43]. The 
non-dimensional fetch x is given by 
gX 
x= U2 
where X is the length of the fetch. The non-dimensional duration ~ is given by 
gt 
<; =-
u 
(4.4) 
(4.5) 
where tis the duration for which the wind speed has been blowing in seconds. Finally, 
the non-dimensional frequency v is given by 
(4.6) 
The 1977 SPM by CERC [30] gives a relation between<; and x as 
c; = 6.5882 exp [ Jo.0161ln2 x - 0.3692ln x + 2.2024 + 0.8798ln x] ( 4. 7) 
The non-dimensional frequency is given by: 
0.133 
V= . 
tanh(0.077x0·25)' (4.8) 
Thus, equation ( 4. 7) can be solved for different values of <; from equation ( 4.5), and 
the spectral peak frequency fP can be recovered via equation (4.8) and equation (4.6). 
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The JONSWAP results [24] give a much simpler relation between x and~ as 
(4.9) 
and a correspondingly simpler expression for the non-dimensional frequency as 
v = 3.5x-o.33 ( 4.10) 
It is easily deduced from equations (4.10), (4.9), (4.5), (4.6), and (4.4) that 
( 4.11) 
The 1984 SPM by CERC [42] gives a slightly different variation of the JONSWAP 
method, whereby the non-dimensional fetch and duration are given by 
and 
gX 
X= u2 
A 
(4.12) 
(4.13) 
where UA = 0.71UL23 is the so-called adjusted wind speed. From equations (4.10), 
( 4.9), ( 4.13), ( 4.6), and ( 4.12), JP may be explicitly expressed as 
fp = 30.7y/gc~u-0 · 54 (4.14) 
which, upon comparison, is not appreciably different from equation (4.11). 
Plots of spectral peak frequency as functions of time and wind speed, from both the 
1977 SPM and JONSWAP project, are given in Figure 4.1. Note that there is definite 
discrepancy between the two curves, but both show the near-asymptotic approach of 
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the spectral peak to a saturated value. A plot of the JONSWAP growth curves for 
different wind speeds is given in Figure 4.2. This demonstrates that the wind speed 
dictates not only the saturation value but the rate of change of the spectral peak. 
Stronger winds will cause the spectral peak to change more quickly during early stages 
of sea development . Hence, given a peak frequency, and a time derivative of the peak 
frequency, a wind speed reading can be recovered at any stage of the spectral growth 
process. 
Straightforward differentiation of equation ( 4.11) results in 
( 4.15) 
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Solving equation ( 4.11) for t and substituting into equation ( 4.15), an explicit expres-
sion for U is found as 
u = -1687.41; (4.16) 
4.2 Numerical spectrum growth techniques 
The spectral energy balance equation, commonly used in physical oceanography, is 
given by 
oF(!, B) + C · \l F(f B) = S [)t g , tot ( 4.17) 
where F(f, B) is the directional ocean wave spectrum. C9 is the group velocity of the 
ocean waves, also known as the celerity of the waves. It has been shown that for 
large fetches, the C9 • \l F(f, B) term vanishes. This is because the ocean spectrum 
under these conditions is not dependent on position. Stot is the total spectral energy 
change, given by the sum 
( 4.18) 
Each of the terms on the right hand side of equation (4.18) represents a physical 
process responsible for spectral growth and decay: 
Sin is the energy input from the atmosphere to the wave spectrum. 
Sds represents energy dissipated from the spectrum via mechanisms such as white-
capping. 
Snt is the energy transfer from one portion of the spectrum to another because of 
non-linear wave-wave interactions. 
The non-linear transfer term is crucial in developing third generation wave models. 
Its evaluation is extremely computationally demanding, even when employing the 
simplification techniques outlined in [33]. Fortunately, the shape of the spectrum as 
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it grows is not of particular interest, but rather only the amount of energy in the 
spectrum, which is directly related to the spectral peak frequency. Also, the non-
linear term is conservative: it only transfers energy from one portion of the spectrum 
to another (40]. As such its average value is zero across all frequencies. If both sides 
of equation ( 4.17) are integrated over all frequencies, the Snl term vanishes, giving 
( 4.19) 
Many different forms for Sin have been proposed. The form of choice here is that 
used in the EXACT-NL model (31] as given by 
U COS Bw > C 
U COS Bw < C 
(4.20) 
where Pa and Pw are the respective densities of air and seawater, Bw is the angle 
between the wind direction and the wave propagation direction, and c = g / w is the 
phase velocity of the wave. 
As with Sin , many different forms of Sds have been proposed, and again the form 
used in (31] will be used: 
(4.21) 
With the intention of numerically integrating equation ( 4.19) with respect to time, 
the partial derivative is replaced with its discrete approximation 
(4.22) 
Note that the left hand side of equation ( 4.22) is simply the difference of energy in 
the spectra F' and F. Substituting equation ( 4.3) into equation ( 4.22) , and solving 
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explicity for the energy of the new spectrum 
E' = E + /::).t 1oo (Sin+ Sds)df . ( 4.23) 
Next, the expressions for Sin and Sds, as found in equations (4.21) and (4.20) respec-
tively, are substituted into equation (4.23). Note that since these terms use w instead 
of f, the radial frequency form of the PM spectrum as given by 
Ci.PM9 W 2 ( 5 ( )4) F(w) = w5 exp -4 Wp ' ( 4.24) 
is used and the integration variable df = dw j21r is changed to get 
E' E + ~: 100 (max { O, 0.25 ;: ( wU ;s 8w _ 1) w} 
-1.2 x 109a 6w;3w4)F(w)dw. ( 4.25) 
The plot of peak frequency versus time is generated by choosing a time step /::).t and 
calculating the new energy of the spectrum from equation (4.25) given an initial peak 
frequency. The new peak frequency is recovered via equation ( 4.3) and the process 
is repeated. A comparison of the growth curves resulting from the spectral energy 
balance equation and the JONSWAP project growth curves is presented in Figure 
4.3. The chosen wind speed was U = 15 mfs, and Bw = 0. One point of interest is 
that at the saturation value, 
4u t = 7.15 X 10 - , 
g 
of the duration-limited JONSWAP curve [40], the peak frequency of the Pierson-
Moskowitz spectrum which has evolved via the numerical spectrum growth techniques 
is consistent with the saturation value of equation (4.2). 
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Figure 4.3: Growth curves for JONSWAP and numerical spectrum from energy bal-
ance equation. 
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Chapter 5 
Tests on Simulated Noisy Data 
The theory developed in Chapter 3 and Chapter 4 has assumed ideal data; that is, the 
effects of noise have not been accounted for . In this chapter, the robustness of these 
models is tested on simulated noisy data which is generated as outlined in Section 
2.4. Various signal processing techniques are also mentioned that will condition the 
noisy data for use in these models. 
5.1 Extracting Simulated Wind Speed 
In Section 3.2 an equation was derived that related the location of the second order 
peaks on the Doppler axis to the saturated wind speed. As can be seen from Figure 
3.4, a slight error in locating the second order peak can result in a large error in the 
calculated wind speed, especially for peaks located nearer to the Bragg frequency. It 
is obvious that noise may threaten the effectiveness of this expression. 
Figure 5.1 shows a typical simulated noisy cross section for a radar operating at 
25 MHz and with a wind speed of 15 m/s and a wind direction of 90 o to the radar 
beam direction. The second order peaks are not discernable from tllis cross section, 
and hence signal processing is required. A logical approach would be to take many 
of these noisy cross sections and average them, with the hope that the contribution 
46 
-45 
f0 = 25 MHz 
-50 eu =goo 
U = 15 m/s 
-55 
w 
:3. 
:v -60 
3: 
0 
a.. 
"0 (]) 
> 
-65 
"Qi 
(.) 
(]) 
0:: 
-75 
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 
Doppler Frequency (Hz) 
Figure 5.1: Typical simulated noisy radar Doppler spectrum. 
47 
-20 .----.----.----.----.----.----.----.----.-----.---~ 
co 
~ 
Qi 
3: 
0 
-30 
-40 
a_ -50 
"0 
Ql 
> -~ 
Ql 
a:: 
-60 
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 
Doppler Frequency (Hz) 
0.6 
Figure 5.2: Ten averaged Doppler spectra. 
0.8 
of noise to the cross section will average to nearly zero. Figures 5.2 and 5.3 show the 
results of averaging ten and twenty-five cross sections respectively. Notice that the 
second order peaks are now discernable. However automated location of the peak is 
still difficult because of the jagged edges of the graph. 
To eliminate the spectral roughness, the cross section was convolved with a Ham-
ming window. Figures 5.4, 5.5, and 5.6 show the results of convolving 5, 10, and 
15-point Hamming windows, respectively, with the twenty-five averaged spectra in 
Figure 5.3. Generally, the longer the window, the more pronounced the second order 
peaks become. The length cannot be too great , however , because then the second 
order peaks will be convolved with the Bragg lines. 
While averaging and windowing the cross sections minimizes the impact of noise, 
the second order peaks are still variant; that is the locations of the peak is still quite 
inconsistent among several cross sections. To address this issue, the wind speed is 
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Figure 5. 7: Wind speed recovered from conditioned Doppler spectra. 
calculated at each of the available second order peaks, and all of the results averaged. 
Figure 5. 7 show the results of the extraction algorithm of Section 3.2 when the above 
mentioned signal processing techniques are employed. Twenty-five generated cross 
sections were averaged for an operating frequency of 25 MHz, and this was done for 
wind speeds ranging from 8 mjs to 23m/sin increments of 1 mjs. As can be seen, 
the results are quite good with a maximum error of less than 6%. 
5.2 Extracting Wind Speed from Spectral Growth 
In Section 4.1 a model was developed that would convert a time series of spectral 
peak frequencies as read from the radar spectra to a time series of wind speeds. The 
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governing differential equation from equation ( 4.16) is 
(5.1) 
and JP is obtained by employing the method outlined in Section 3.2 to find U and 
then using 
f ~ 0.13g p u (5.2) 
It was demonstrated that U could be recovered from a typical noisy radar return 
to within 10%. Hence the recovered values for JP should be recovered to 10% as 
well. Unfortunately, the differential equation is of order J;. Hence a 10% error in 
measurement can result in a 33% error in calculating the wind speed. Also, since 
discrete differentiation is required, the errors could add up to 20% for the subtraction 
required in calculating jP. This will lead to even more significant error. A method is 
sought which will suppress the noise of the JP(n) discrete time series. 
One noticeable property about wind blowing over the ocean surface is that it has 
a very smooth distribution and sudden large changes in wind speed are unlikely. Also, 
the time response of the ocean to a given wind condition is quite slow, as dictated 
by the large denominator on the right-hand side of equation (5.1). As such, sudden 
changes in the spectral peak frequency fp(n) are impossible. 
Figure 5.8 shows the ocean spectral response to a wind speed of 10 m/s increasing 
to 15 m/s, over a period of 10,000 seconds, with an initial peak frequency of 0.4 Hz. 
Figure 5.9 shows the same time series distorted by a normally distributed 6% noise. 
That is 
(5.3) 
where ¢ is a normally distributed random variable with a mean of fl, = 0. A normal 
distribution is chosen because the central limit theorem will apply to averaging many 
radar cross sections with a w1iform distribution [44]. Further, the standard deviation 
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Figure 5.8: Ocean spectral growth for a wind speed of 10 m/s increasing to 15 mfs. 
of the distribution of¢ is taken to be CJ<t> = 6%/.J25 = 1.2%, as per the formula in 
[44]. 
Low-pass filtering seems like an obvious solution to the problem. Applying a 
Hamming window or Butterworth filter indeed results in a "smoother" signal. The 
key problem to be addressed here is that there are only a certain range of slopes 
for the signal JP( n) which represent physically possible wind conditions. Assuming a 
maximum wind speed of 30 m/s suddenly applied to a fairly calm sea state having an 
ocean spectral peak frequency of 2Hz , this range of slopes is (from equation (5.1)) 
(5.4) 
It is possible to find an average slope along many points using a regression line 
technique. This approach poses two problems. First , the result would represent the 
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average of the wind speeds present in the time encompassed by the fp(n) points. 
Secondly, a suitable number of points must be determined . Even then it is possible 
to have a slope outside the acceptable range. It would therefore be preferable to 
generate a non-linear curve, according to the differential equation in equation (5.1), 
which best fits the given data. For this, a non-linear fitting algorithm is required, such 
as the Gauss-Newton least squares method [45]. The shaping parameters would be 
the vector of wind speeds, and an initial spectral peak frequency. The results of using 
this approach can be seen in Figure 5.10. As can be seen, the curve-fitting method 
yields acceptable results , with a peak error of roughly 20%. Note that the recovered 
results near the end of the time series are more deviant that those in the beginning 
and in the middle. This is owing to the nature of the least-squares curve fitting 
algorithm and the differential equation in equation (5.1). An error in an estimated 
wind speed toward the beginning of the time series will accumulate to a very large 
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square error overall. In comparison, the effects of an error later in the time series will 
have a much smaller impact on the overall square error. Hence more importance is 
shifted towards the convergence of earlier time series points than later ones. Later 
time series points can hence be expected to be more erroneous. 
I 
58 
Chapter 6 
Application of Models 
HF ground wave radar data were collected from a Coastal Ocean Dynamics Applica-
tions Radar (CODAR) unit that Rutgers University operates at Breezy Point, New 
York. The scanned patch of ocean is at 40°30' N latitude and 73°54' W longitude. 
The run was over a seven hour period on August 31 , 2004, from 14:11:20 EDT to 
21:11:39 EDT. Ground truth data were acquired from the National Oceanic and At-
mospheric Administration (NOAA) website. NOAA has a weather station deployed 
in the Atlantic Ocean at 40°27' N latitude and 73° 48' W longitude, which is very near 
where the Breezy Point CODAR unit operates. 
Radar information was grouped in range bins of 10 km each. A Doppler spec-
trum was generated every 256 seconds. The data, as received, were represented as a 
discrete-time series of complex voltages as received by the three receiving antennas of 
the CODAR. Lipa and Barrick [46) have derived the relationship between the three 
antenna voltages as 
(6.1) 
where Vi(w) and V2 (w) are the complex frequency spectra obtained from the two loop 
antennas, and V3 (w) is that of the monopole. The constants a 1 and a2 are normally 
found by fitting the data using a least-squares algorithm [46). With an interest in 
reducing computation time, only the monopole voltage will be used to construct 
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Figure 6.1: Sample cross section from Breezy Point run. 
the Doppler spectra that will be used for wind speed extraction. This is a valid 
approach, since recall that the extraction method of Section 3.2 does not depend on 
the magnitude of the second order peaks, but rather their positions along the Doppler 
frequency axis. Figure 6.1 depicts a sample radar cross section taken from a range bin 
at 14:11:20 EST. As can be seen, the cross section requires the conditioning outlined 
in Section 5.1. 
Figure 6.2 shows the same cross section convolved with a twenty-point Hamming 
window, with the first nine and last ten points truncated. The second order peaks are 
now recognizable, and it is entirely possible to apply the method outlined in Section 
3.2 to obtain an assumed saturated wind speed from this cross section. First, however, 
the effects of surface currents must be removed from the cross section. 
Surface currents result in a shift of the idealized cross section along the Doppler 
axis. To undo the effects of surface currents, a new zero-Doppler point must be 
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I ' 
identified on the axis. Zero-Doppler occurs halfway between the two Bragg peaks 
when there are no surface currents present. Hence, it will be assumed that the 
average of the two indices representing the Doppler location of the left and right 
Bragg lines will be the index of effective zero-Doppler, n zero· Given the indicia! 
distance between effective zero-Doppler nzero and the Bragg linens that is closest to 
the second order peak of interest , the index of the second-order peak nsoP can be 
normalized between zero (zero-Doppler) and one (Bragg line). Mathematically, the 
radial Doppler frequency wsoP of the second order peak is given as 
nsoP- n zero 
wsoP = ws 
ns- nzero 
(6.2) 
and it is this value that will be used in the method outlined in Section 3.2. Using 
the second order peaks identified in Figure 6.2, and reading from left to right, values 
of 10.57, 9.52, 9.26, and 9.33 are obtained for wind speeds in metres per second. 
Averaging these four quantities gives a saturated wind speed of Usat = 9.67 m/s, and 
an implied spectral peak of JP = 0.1319 Hz. 
Performing this same method over all of the Doppler spectra acquired during the 
duration of the run, a series of U sat readings is obtained and presented in Figure 
6.3. Note that the trend suggests that the wind speed is increasing. This series of 
Usat values was then converted to implied spectral peak frequencies using the relation 
given in equation (4.2). 
Finally, a Gauss-Newton least-squares fitting algorithm was used to fit the dif-
ferential equation in equation (5.1) to the radar-inferred data using 100 wind speeds 
corresponding to the 100 time points reflected by the data as fitting parameters. Fig-
ure 6.4 shows the spectral peaks inferred from the radar, as well as a plot of the fitted 
curve. 
The wind speeds which were recovered via this method are shown against the 
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ground truth values given from the NOAA data. The anemometer employed by the 
NOAA weather station was situation 29.0 metres above sea level. Hence the values 
have been adjusted to the standard JONSWAP 10 metre level, using the logarithmic 
profile of wind speed over the ocean surface. 
As can be seen, the radar inferred values closely match the ground truth values. 
Figure 6.6 shows a percentage error plot for each of the time points. There is a 
maximum error of 20% throughout, except for the last several points, for which the 
deviation seems to be greater. This phenomenon is consistent with that observed 
in Section 5.2 when the same method was applied to simulated noisy data, and is 
explained in that section. 
Figure 6. 7 shows the radar recovered wind speed when the numerical spectral 
growth curved in Section 4.2 was used in the model. The radar-inferred wind speed 
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Figure 6.7: Radar recovered values using techniques in Section 4.2. 
seems to follow the trend rather faithfully. However, the recovered wind speeds seem 
to be off by a constant factor of about 30 %. This is quite possibly due to the choice 
of the Sin term, recalling from Section 4.2 that there are many such models available. 
Also, it is noted that there is significant computation time required to fit this model 
using a Gauss Newton algorithm. 
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Chapter 7 
Conclusions and Recommendations 
In Chapter 3, an expression was derived that related the saturated wind speed to the 
position of the second order radar cross section peaks along the Doppler axis. This 
was done by differentiating the mathematical model based on certain assumptions 
that could be made in the regions of interest. Using the resulting expression, it was 
possible to extract the saturated wind speed from simulated, ideal radar cross sections 
to a very high degree of accuracy. 
From the radar-inferred saturated wind speed it is possible to calculate the peak 
frequency of the ocean spectrum. The dependence of ocean spectral growth with 
respect to both time and local wind conditions was addressed in Chapter 4. A differ-
ential equation was derived based on existing JONSWAP models that related wind 
speed, time, and the spectral peak frequency. By solving this equation using a dis-
crete approximation, it is possible to extract a wind speed record from a time series of 
ocean spectral peaks. It is also possible to recover the wind speed from spectral peaks 
using numerical spectrum growth techniques such as the SWAMP project. However, 
it was found that this method is much more computationally demanding. 
The models developed in Chapters 3 and 4 are quite vulnerable to noise. Signal 
processing techniques were discussed in Chapter 5 that would mitigate the effects of 
ordinary HF radar noise. These techniques and the models themselves were tested 
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against simulated noisy data. Finally, in Chapter 6, these methods were applied to 
real HF radar data obtained by Rutger's University from a CODAR unit operating 
over the ocean surface near Breezy Point, NY. The wind speeds extracted from the 
radar data were compared to ground truth data acquired from a weather station 
operated by NOAA. The results were very encouraging, with an error of less than 
20% for the majority of the time series. 
7.1 Suggestions for Further Work 
More Doppler spectra of the HF ocean echo could be obtained and averaged to yield 
more accurate saturated wind speed values and hence more accurate spectral peak 
frequency readings. In addition, more spectral peak frequency readings could be 
obtained over the same period of time - that is, readings could be taken closer than 
256 seconds apart. This would result in a better curve fit for the method outlined in 
Section 5.2. 
Note that all of the spectral peak frequency time series was used in the wind speed 
recovery algorithm. Also the last few wind speed points that were recovered were quite 
deviant as compared to the rest of the time series. With this in mind, and using the 
outlined methods, future spectral peak readings are required to obtain an accurate 
current wind speed reading. A higher density of spectral peak readings would help 
to lessen this problem, as well as to improve the accuracy. Also, more research could 
be conducted to develop more sophisticated signal processing techniques than those 
mentioned in Chapter 5 to yield more accurate results. 
More research needs to be conducted on decaying sea states. The spectral peak 
frequency of the illuminated patch of ocean cannot keep decreasing. Eventually, the 
swell will move out of the fetch region and result in lower or less developed ocean 
state. The models presented in Chapter 4 do not address an increase in the spectral 
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peak frequency, though this obviously must happen at some point. The literature 
appears to be quite scarce on the nature of decaying sea states. This subject needs to 
be studied further before the presented models can be expanded to incorporate them. 
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