Dynamics in wormhole spacetimes: a Jacobi metric approach by Argañaraz, Marcos & Andino, Oscar Lasso
Dynamics in wormhole spacetimes: a Jacobi metric
approach
Marcos Argan˜araza and O´scar Lasso Andinob
aFacultad de Matema´tica, Astronomı´a, F´ısica y Computacio´n, Universidad Nacional de
Co´rdoba, Instituto de F´ısica Enrique Gaviola, CONICET, (5000) Co´rdoba, Argentina.
b Escuela de Ciencias F´ısicas y Matema´ticas, Universidad de Las Ame´ricas,
C/. Jose´ Queri, C.P. 170504, Quito, Ecuador
Abstract
This paper deals with the study of geodesic motion in different wormholes
geometries. Using the Jacobi metric approach we study the geodesic motion on
the Morris-Thorne wormhole with different types of redshift functions. We also
study geodesic motion in dynamic wormholes by a modification of the metric
with the so called Eisenhart-Duval lift. We solve the 2-dimensional Kepler
problem in a wormhole background. Using the Gaussian curvature (depending
on energy) we provide a classification of trajectories. We show that the flare-out
condition is related with the Gaussian curvature.
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1 Introduction
In 1935 Einstein and Rosen introduced the idea of wormholes. However, it was not until
Morris and Thorne published their article [1] that the study of wormholes explode. These
wormholes where supposed to be traversable but only if we accept the existence of certain
type of matter, what they called ”exotic” matter. This kind of matter violates the energy
conditions and therefore it is considered unphysical[2][3]. There has been a lot of effort
in building wormholes sustained by normal matter. For instance in [4] it is proposed
that the existence on an extra dimension is the responsible for the violation of the null
energy condition. In [5] it is shown that the wormhole can be traversable in spacetimes
with torsion. See also [7, 8, 6]. There are also studies of wormholes in the context of
the Noncommutative geometry, which seems to be a promising branch in the wormhole
community, for more details see [9][10][11] [14].
Recently, it has been discovered that certain kind of long traversable wormholes are allowed
[12]. These long wormholes, that connect two different regions of spacetime, allow to go
through them, but it is faster to go from one side to the other through the ambient space.1.
The existence of wormholes is under debate. In cite [13] it is discussed the possible existence
of wormholes in the galactic halo region, while in [15] the wave forms of the echoes of static
and stationary, traversable wormholes are studied. They studied the quasinormal spectrum
of perturbations in some wormhole spacetimes, and how the echoes coming from the signal
connected to such spectrum can be reconstructed from a primary signal.
An important aspect related to traversability is the geodesic motion of point particles.
What we are usually looking for are geodesics capable of tunnelling through the worm-
hole throat. In [25] the authors study the geodesic configuration of three different types
of wormhole solutions: The Minkowski, the Schwarzschild, and the Reissner–Nordstrom-
like wormholes. The most important conclusion is that these wormhole spacetimes allow
geodesically complete paths, and therefore they can be traversed.
There are different approaches for studying wormhole geodesics. In [24] the author studied
the null and timelike geodesics using the typical way, namely solving the geodesic equation,
and writing his results in terms Jacobian elliptic and elliptic integral functions. The ana-
lytical findings make it possible to find a geodesic connecting any two distant events in the
wormhole spacetime. In [23] an study of null and timelike geodesics in the background of
wormhole geometries is presented. Dealing with static and dynamic spherically symmetric
wormholes they find null geodesics and photon spheres.
However, if we want to study wormholes in the context of a purely geometric theory, such
as string theory, we need to use a different approach. In this article we want to use a much
more geometric way of studying the geodesic motion in wormhole geometries, giving sup-
port to the already known results but also bringing new insights from an completely differ-
ent view. We want to study geodesic motion using the Jacobi metric approach.[16, 18, 19].
This approach will allows us to study, for example, the Kepler problem, in a more easy way
1 These objects are not allowed in classical physics. The authors are able to build a wormhole taking
into account quantum effects .See[12] for more details.
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(sometimes the only one). Moreover, the Jacobi metric approach is a much more geomet-
rical way of studying geodesics, in the future it will help us to study geometrical aspects
of the wormhole traversability, and linked to this the model for extracting information of
a black hole.
On the Jacobi approach there is a fixed energy restriction. The Lagrangian from which
the equations of motion are obtained has to be restricted. This Lagrangian is going to be
dependent on the Jacobi metric which involves the particle energy in an explicit way.
The energy becomes an additional parameter such as the rest mass of the particle, although
the motion is still geodesic in the Jacobi metric space. Associated with the Jacobi metric
is the Gaussian curvature, which will let us to classify the trajectories. Thus, trajectories
can be classified in the following way: positive curvature corresponds to elliptic orbits,
negative curvature corresponds to hyperbolic curvature and zero curvature corresponds to
parabolic orbits.
Wormhole geometries have not been studied using this approach, and we hope that the
geometric properties such as the flare-out condition can be reinterpreted in a more profound
or an alternative way.
In section 2 we present a brief review of the Jacobi metric formalism. We describe the
Jacobi metric and its properties. In section 3 we apply the Jacobi metric approach to static
wormhole geometries, we work for different type of redshift functions and solve the Kepler
problem in the simplest spacetime. In section 4 we study the dynamic wormhole using the
Eisenhart-Duval lift. In section 5 we present the discussion and final comments. Finally,
in section 6 we present the calculated Jacobi metric for different wormhole spacetimes.
2 The Jacobi metric and the Marpetuis principle
Here we provide an introduction to the Jacobi metric approach. We will use this approach
to study the dynamics of different types of wormholes.
Given a n−dimensional Lagrangian L(qi, q˙i) ,where qi is a generalized coordinate, the
extremals of its correspondent action S =
∫ L(qi, q˙i) are also the extremals of a reduced
action in a (n − 1)− dimensional phase space. This phase space is a level set of the
Hamiltonian H(qi, pi) = E, where pi is the conjugated momenta of qi .
In general, let us define a Hamiltonian in a Riemannian manifold with metric gij
H(q, p) = gij(q)pipj + V (q). (2.1)
In a fixed energy submanifold the trajectories of H will be the same trajectories as the
ones for an alternative Hamiltonian given by
H¯ = g
ij(q)
E − V (q)pipj, (2.2)
together with the transformation
dt¯ = (E − V (q))dt. (2.3)
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The transformation given in (2.2) and (2.3) is a Jacobi transformation. This new Hamil-
tonian has properties that are attractive, for instance, it gives geodesic motion, allowing
to study dynamic problems as a geodesic motion. It also let us to classify al trajectories
using the Gauss curvature induced by the Jacobi metric
Let us consider a Lagrangian of the form
L =
1
2
mijx˙
ix˙j − V (x), (2.4)
where mij is a mass matrix depending on space coordinates. The constrained motion
(H(qi, pi) = E) of a particle is described by the geodesics of a rescaled metric
Jijdx
idxj = 2(E − V )mijdxidxj. (2.5)
According to the Marpetuis principle, the trajectories of the system described by the
constancy of (2.4) are the geodesics of the metric (2.5). This fact has profound geometrical
implications. The metric (2.5) is called the Jacobi metric.
The Jacobi metric formalism has been used by Gibbons [16] to study the dynamics of a
massive particle in a Schwarzschild spacetime. The free motion of a static particle in a
static spacetime can be described by a energy dependent metric, which turns out to be
a Riemannian metric on the spatial sections, in clear analogy to the classical case. The
Kepler problem has been studied in [17]. Recently, the motion of massive particles in the
Reissner-Nordstro¨m spacetime have been studied in [20]. For a good introduction see [22]
The previous reasoning can be extended to Lorentzian geometries, where the temporal part
is going to behave as the potential in the equation (2.4). We start with static spacetimes.
Thus, let us consider a Lorentzian metric written as
ds2 = −V 2dt2 + gijdxidxj, (2.6)
where V = V (r) is a continuous function of r. The action for a massive particle becomes
S = −m
∫
dt
√
V 2 − gijx˙ix˙j, (2.7)
where, as usual, x˙i = dx
i
dt
. The canonical momentum is
pi =
mx˙i√
V 2 − gijx˙ix˙j
, (2.8)
which leads to the hamiltonian
H =
√
V 2gijpipj +m2V 2. (2.9)
Using pi = ∂iS we can write the Hamilton-Jacobi equation as√
V 2gij∂iS∂jS +m2V 2 = E. (2.10)
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Defining fij = V
−2gij (the Fermat metric) the eq.(2.10) can be expressed as
1
E2 −m2V 2f
ij∂iS∂jS = 1, (2.11)
Equation (2.11) is the Hamilton-Jacobi equation for the geodesics of the Jacobi metric Jij
given by
Jijdx
idxj = (E2 −m2V 2)V −2gijdxidxj. (2.12)
For massless particles (m = 0), the Jacobi metric becomes the Fermat metric up to a factor
of E2, and therefore the geodesics do not depend upon E. In the massive case (m 6= 0)
the dependence of the geodesics upon the energy E will appear, see [16] for more details.
Throughout the article we will compare, whenever possible, the results from the Jacobi
metric approach with the results obtained using the conventional approach. There is a
similar result in the second-order variational calculus. In [21] it is shown that the Morse
theory associated to the dynamical problem is the Morse theory associated to the Jacobi
metric. This is a result that have not been exploited, specially in the field of wormholes.
3 Static wormhole geometries and the Jacobi metric
There are different ansatz for metrics describing wormhole geometries. The simplest one
is the Morris-Thorne one:
ds2 = −e2Φ(r)dt2 + dr
2
1− b(r)
r
+ r2(dθ2 + sin2(θ)dφ2), (3.1)
where Φ(r) is the redshift function, and b(r) is the shape function. It describes a horizon-
less, spherically symmetric spacetime [1]. The metric (3.1) is a solution of the Einstein
equations.
The radial coordinate r has a minimum value, it decreases from +∞ to b(ro) = ro, and
then, it goes from ro to∞. The throat of the wormhole is located at ro. The grr component
of the metric diverges in the throat. Moreover, the proper distance l(r) is required to be
finite everywhere.2 In order to ensure the traversability of the wormhole it is required that
gtt 6= 0, implying that Φ(r) mus be finite. See [3] for more details.
Using (2.12) it is straightforward to find the Jacobi metric corresponding to (3.1), it is
given by
Jijdx
idxj =
(
E2 −m2e2Φ(r))
 dr2(
1− b(r)
r
)
e2Φ(r)
+
r2dθ2 + r2 sin2(θ)dφ2
e2Φ(r)
 . (3.2)
2The proper distance is defined by l(r)±∫ r
ro
(
1− b(r)r
)
. It decreases form +∞ to 0 (in the throat), and
then, it decreases form 0 to −∞
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The Jacobi metric (3.2) is defined in the spatial sections of the original metric (3.1)3
For studying geodesics, and without loss of generality -because of spherical symmetry- we
can consider the sections of the metric when θ = pi
2
, then the equation (3.2) becomes
ds2 =
(
E2 −m2e2Φ(r))
 dr2(
1− b(r)
r
)
e2Φ(r)
+
r2dφ2
e2Φ(r)
 . (3.4)
The Clairaut constant corresponds physically to the angular momentum,which is constant,
thus
l =
(
E2 −m2e2Φ(r)) r2e−2Φ(r)(dφ
ds
)
, (3.5)
then (
E2 −m2e2Φ(r))
 1(
1− b(r)
r
)
e2Φ(r)
(
dr
ds
)2
+
r2
e2Φ(r)
(
dφ
ds
)2 = 1. (3.6)
Using (3.4) and (3.5) we find
(E2 −m2e2Φ(r))2
e4Φ
(
dr
ds
)2
=
(
E2
e2Φ
−m2 − l
2
r2
)(
1− b(r)
r
)
, (3.7)
Making the change of variable
dτ =
me2Φ
E2 −m2e2Φds (3.8)
we get the known result, (see eq.(36) in [23]):
m2
(
dr
dτ
)2
=
(
E2
e2Φ
−m2 − l
2
r2
)(
1− b(r)
r
)
(3.9)
It is common to set u = 1
r
, and therefore, u will satisfy the Binet’s equation(
du
dφ
)2
=
1
h2
(
E˜2
e2Φ(1/u)
− 1− h2u2
)
(1− b(1/u)u), (3.10)
where we have set E˜ = E
m
and h = l
m
. We have found a first integral depending on the Φ
and b functions. We will take the shape function 4
b(r) = bnor
1−n , n > 0. (3.11)
3 The quantity in the first bracket of (3.2) is the conformal factor and the Fermat metric is
Fij =
 dr2(
1− b(r)r
)
e2Φ(r)
+
r2dθ2 + r2 sin2(θ)dφ2
e2Φ(r)
 . (3.3)
4The case n = 2 is the Morris-Thorne wormhole
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which in terms of the variable u is
b(u) = bnou
n−1. (3.12)
The equation (3.10) transforms to(
du
dφ
)2
=
1
h2
(
E˜2
e2Φ(
1
u
)
− 1− h2u2
)
(1− bnoun). (3.13)
After some massage we arrive to(
du
dφ
)2
= bno
(
un+2 − 1
h2
(
E˜2
e2Φ
− 1
)
un − u
2
bno
+
1
h2bno
(
E˜
e2Φ
− 1
))
. (3.14)
The previous equation is a first integral of motion, it is one of our important results.
However, if we want to solve the equation we have to provide a redshift function Φ. As a
first example we take Φ = 0, later on we will take a less trivial redshift function.
3.1 The simplest redshift function: e2Φ = 1
Here we study the dynamics of the wormhole with the redshift function given by eΦ = 1.
Thus, the equation (3.14) becomes(
du
dφ
)2
= bno
(
un+2 − Cun − u
2
bno
+
C
bno
)
, (3.15)
where we have set C = E˜
2−1
h2
and h = l
m
. Now we study the circular orbits for a particle of
mass m.
3.1.1 Circular orbits
If we define f(u) = bno
(
un+2 − Cun − u2
bno
+ C
bno
)
we can study the existence of circular
orbits. We require that f(u) and f ′(u) become zero at some point (u = uc). Hence, we set
f(u) = 0, (3.16)
f ′(u) = bno
(
(n+ 2)un+1 − nCun−1 − 2u
bno
)
= 0. (3.17)
Using (3.16) and (3.17) we find that for a circular orbit, the energy per unit mass E˜ and
the momentum per unit mass h have to satisfy
E˜2 − 1
h2
=
1
b2o
(3.18)
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Contrary to what happens in the Schwarzchild and Reissner- No¨rdstrom black hole cases
we have that E˜
2−1
h2
is independent of u, and therefore we will have only one circular orbit
at the throat. Indeed, from equation (3.17) we find
C =
u2c
n
(
2 + n− 2
bnou
n
c
)
. (3.19)
After replacing (3.19) in (3.16) we obtain
bnou
n
c − 1 = 0, (3.20)
which clearly implies that rc = bo. The existence of circular orbits for a given E˜ and h˜
only depends on the factor bo of the shape function.
On the other hand, we will have the smallest stable orbit at the inflection point of f(u)
i.e. f ′′(u) = 0. In general, a stable orbit will be reached when
f ′′(u) = bno
(
(n+ 2)(n+ 1)unc − C(n− 1)nun−2c −
2
bno
)
> 0. (3.21)
In the wormhole geometries (3.1), the only circular orbit will satisfy
f ′′(u = uc, C =
1
b2o
) = 4n > 0. (3.22)
From the previous equation we conclude that the only stable circular orbit is located at
the throat.5
Using (3.19) in (3.15) we obtain(
du
dφ
)2
=
1
bnou
n
c
(bnou
n − 1) (2unc + bnounc (nu2 − (2 + n)u2c)) (3.23)
The previous equation can be solved for different values of n. In the case of the Morris-
Thorne wormhole (n = 2) we obtain an exact solution, and it is given by
φ =
√
Qc + b2ou
2
(Qc + b2ou
2)Qc
sn(bou,K) (3.24)
whre Qc = 1− 2b2ou2c , with the modulus of the elliptic function 6 sn given by K = 12b2ou2c−1 .
Let us take a closer look to the particular case of the Morris-Thorne wormhole.
5If there would be more stable orbits, it is useful to calculate the inner most stable circular orbit,
located at f ′′(u) = 0. In our case of study there is only one orbit, and therefore it does not make any
sense to look for the smallest radius of a stable orbit.
6The first elliptic Jacobi function sn is defined as the inverse of the Fk(x) function given by Fk(x) =∫ x
o
dr√
(1−r2)(1−k2r2)
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• Bound states for The Morris-Thorne wormhole (n=2)
The equation (3.15) can be solved for any n. Nevertheless, it is going to be really difficult
to solve it for higher n (n > 3). We take n = 2, the Morris-Thorne wormholes, then eq.
(3.15) becomes (
du
dφ
)2
= b2o
(
u4 −
(
C +
1
b2o
)
u2 +
C
b2o
)
. (3.25)
The integral of (3.25) is(
du
dφ
)2
= b2o
(
u4 −
(
C +
1
b2o
)
u2 +
C
b2o
)
= b2o(u− α)(u− β)(u− γ)(u− δ), (3.26)
with
α + β + γ + δ = 0
(
1
b2o
+ C
)
= (β + α)(δ + γ) + γδ + αβ (3.27)
αβγδ =
C
b2o
αβδ + αβγ + βγδ + αγδ = 0 (3.28)
It can be easily seen that the constants are given by
α = −
√
C, β = − 1
bo
, γ =
1
bo
, δ =
√
C. (3.29)
The solution of (3.26) can be written as a function of the Jacobi’ elliptic functions, assuming
7
α > β ≥ u ≥ γ > δ > 0, (3.30)
the equation (3.26) can be written
du√
(u− α)(u− β)(u− γ)(u− δ) = b
2
odφ, (3.31)
hence, the solution is given in the expression
(α− δ)(β − u)
(β − δ)(α− u) = sn
2
(
1
2
ωφ
)
, (3.32)
where ω = (β − γ)(α− δ) and the modulus of the Jacobi function sn given by
k =
(α− γ)(β − δ)
(β − γ)(α− δ) . (3.33)
7We take α > β ≥ u ≥ γ > δ > 0 as one of the possible cases where u can be located. If we chose a
different order we are going to have different results, specially because of the limits of integration.
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From (3.32) we obtain (
β−δ
α−δ
)
sn2
(
1
2
ωφ
)
α− β(
β−δ
α−δ
)
sn2
(
1
2
ωφ
)− 1 = u, (3.34)
then (
β−δ
α−δ
)
sn2
(
1
2
ωφ
)
α− β
cn2
(
1
2
ωφ
) = u. (3.35)
Finally
u = βnc2
(
1
2
ωφ
)
− α
(
β − δ
α− δ
)
sc2
(
1
2
ωφ
)
, (3.36)
where we have used
nc =
1
cn
sc =
sn
cn
. (3.37)
Using the properties of the elliptic functions, relation (3.36) can be written
1
r
=
1
L
(1 + e nc2), (3.38)
where
L =
(
α− δ
β − δ
)
β2
α
e =
β
α
(
α− δ
β − δ
)
− 1. (3.39)
Note that L can be interpreted as the semi-latus rectum and e as the eccentricity. The
equation (3.38) has a very simple structure We have found the equation (3.25) directly by
using the Jacobi metric approach. This is one of the advantages of the present method
compared with the traditional one. Now, let see how we can solve the equation (3.25)
directly.
3.2 The classical approach: Weierstrass functions
The eq. (3.25) can be solved by the use of Weierstrass functions. The right hand side has
at least a real root α, then with the change of variable s = u− β˜ the eq (3.25) transforms
to
(s′)2 = Ps4 +Qs3 +Rs2 + Ts, (3.40)
with
P = b2o (3.41)
Q = 4b2oβ˜ (3.42)
R = b2o
(
6β˜2 −
(
C +
1
b2o
))
(3.43)
T = b2o
(
4β˜3 − 2
(
C +
2β˜
b2o
))
(3.44)
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We make the substitution ψ = 4y
T
− R
3T
into the eq. (3.40) and we get
(y′)2 = 4y3 − g2y − g3, (3.45)
where
g2 = −1
4
(
QT − 2
3
R3 +
1
3
R2
)
(3.46)
g3 = −PT 2 − 2R
3
27
(3.47)
then, the solution for (3.9) is
1
r(φ)
= β +
T
4P(φ+ ζo) , (3.48)
where P represents the Weierstrass elliptic function, and ζo is a complex parameter. A
similar result, with another approach was found in [24].
The orbits for massive particles are given by
1
r
= −
√
C + b2o
(
5C +
1
b2o
)
1
4P(φ+ ζo) . (3.49)
3.3 The Gauss curvature and the Kepler problem
We want to see how the geometric properties, such as Gauss curvature are related to the
wormhole properties, specially with the flare-out condition. We are going to calculate the
gauss curvature of the metric given in (3.4). This metric can be written as
ds2 = f(r)2
(
dr2
g(r)2
+ r2dφ2
)
, (3.50)
where
f(r)2 = (E2 −m2e2Φ(r)), g(r)2 = 1− b(r)
r
. (3.51)
If we take
er =
f
g
dr, eφ = frdφ, (3.52)
and using the Cartan structural equation we have
ωφr = (fr)
′ g
f 2r
dφ ⇒ dωφr =
(
(fr)′′
g
f
+ (fr)′
(
g
f
)′)
g
f 2r
dr ∧ dφ, (3.53)
hence, the Gaussian curvature is
KG = −
(
(fr)′′
g
f
+ (fr)′
(
g
f
)′)
g
f 2r
. (3.54)
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Replacing (3.51) in (3.54), and in the case of e2Φ(r) = 1 we obtain
KG =
(rb′ − b)
2r3(E2 −m2) (3.55)
Clearly, the factor that determines the sign of the Gauss curvature is (b′r − b), which
turns out to be the the flare-out condition of the wormhole, therefore, it has to be positive,
meaning that the Gauss curvature has to be positive. This is a very interesting relationship,
it implies that the only possibility8 for the Jacobi metric is to have a positive intrinsic
curvature, it will lead us to a definite sign when studying the Kepler problem. Moreover,
it is showing that traversability is related to the way in how the surface of constant energy
is embedded in spacetime.
In [26] the flare-out condition was generalized, they define the throat as a two-dimensional
minimal surface taken in any constant-time slice, then three types of flare-out conditions
are defined using normal Gaussian coordinates9. The Gauss curvature (3.55) is positive
everywhere E2 > m2. Therefore, for this particular zone all points are elliptic points. Since
the flare-out condition is coordinate dependent we have to be careful with the result. In
our case, equation (3.55) shows a relationship between an intrinsic quantity, such as the
Gauss curvature, and the flare-out condition, which in general grounds is related to the
surface embedding in a higher dimensional space. In this context, it is important to note
that we are calculating the gauss curvature of the Jacobi metric, corresponding to (3.4),
which is a two dimensional metric (because we are taking surfaces of constant energy, and
because of spherical symmetry) and therefore the trace of the Ricci tensor is the Gaussian
curvature. In the following section we study briefly the Kepler problem. There should be
a relationship between the flare-out condition and the type of trajectories.
3.3.1 The Kepler problem
One of the advantages of the Jacobi metric formalism is that it allows the geometrization
of the dynamics. We are going to study the Kepler problem for the static wormhole. In
order to do so, we consider a radial potential U(r) = −α
r
and assume spherical symmetry.
Therefore, we are entitled to work with the spatial part of the metric, and because of
angular momentum conservation we only consider two dimensions, the radial r and the
angular φ . The Jacobi metric is given by [17]
ds2K = 2(E − U(r))
(
dr2
1− b(r)
r
+ r2dφ2
)
, (3.56)
8This is the only possibility if want ordinary matter sustaining the wormhole.
9Taking −→n the vector normal to the surface. K is the trace of the extrinsic curvature, it will depend
on how the surface is embedded in the ambient space. The authors make three definitions of flare-out
conditions, the strong condition which requires that at a point x the trace satisfies K = 0 and everywhere
∂K
∂−→n ≤ 0. Having the strict inequality at the point x. The weak condition is satisfied if K = 0 and∫ √
g ∂K
∂−→n d
2x < 0. Finally, the simple flare-out condition, which requires K = 0 and ∂K
∂−→n ≤ 0 everywhere.
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and, as before, we can write the previous metric in the form of (3.50), where
f(r)2 = 2(E − U(r)), g(r)2 = 1− b(r)
r
. (3.57)
Then, using equation (3.54), and taking e2Φ = 1 we can find a general expression for the
Gaussian curvature
KG =
(4E2r2 + 2α2 + 6Erα)(rb′ − b)− 4Erα(r − b)
16r2(Er + α)3
(3.58)
We were not able to write this curvature as a function of the flare-out condition only.
Therefore, we can not define de global sign of the curvature, it will depend on how big
is the positive factor 4Erα(r − b) compared with the other factor in the numerator. In
particular, when E > 0 and b < r together with flare-out condition being negative we have
that the Gauss curvature is negative, and therefore, the trajectories are going to be elliptic.
For the case of the Morris-Throne wormholes10 (n = 2) it can be seen that (3.58) do not
have a global sign, it will depend on the sign of E. If E > 0 then (3.58) is negative, but if
E < 0 then we have two options: If |bo| >
√
Er3α
2E2r2+2Erα+α2
the Gauss curvature is negative
otherwise it is positive.
As we have seen, the Kepler problem can be solved in this kind of static spaces. However,
since the flare-out condition is coordinate dependent, in order to make a deep analysis we
recommend to study the covariant formulation of the flare-out condition and its relationship
with the Gaussian curvature, which as far as we know, it is not studied in the literature.
3.3.2 Another redshift function
As we have seen, we can find the Jacobi metric straightforwardly. Depending on the redshift
function the calculation is going to increase in difficulty, see Appendix 6 for different cases.
Here we present a brief example, with a non-zero redshift function.
We take the redshift function e2Φ = (1− b(u)u) + (u), where  is a continuous function
with vanishing contribution far from the throat. The respective Jacobi metric, after setting
θ = pi
2
, is written as
ds2 =
E2 −m2(1− b(r)
r
+ (r))
1− b(r)
r
+ (r)
(
dr2
1− b(r)
r
+ r2dφ2
)
. (3.59)
In this particular case the Clairut constant is given by
l =
E2 −m2(1− b(r)
r
+ (r))
1− b(r)
r
+ (r)
r2
(
dφ
ds
)
, (3.60)
10The Morris-Thorne wormholes with shape function b(r) = bno r
1−n do not satisfy the flare-out condition.
Indeed rb′(r)− b = − 2b2or
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hence
E2 −m2(1− b(r)
r
+ (r))2
(1− b(r)
r
+ (r))2
(
1− b
r
) (dr
ds
)2
+
l2
r2
=
E2
1− b(r)
r
+ (r)
−m2. (3.61)
Taking
dτ =
m
(
1− b(r)
r
+ (r)
)
E2 −m2
(
1− b(r)
r
+ (r)
)ds, (3.62)
we recover (see eq.(44) in [23])
m2
1− b(r)
r
(
dr
dτ
)2
=
E2
1− b(r)
r
+ (r)
−m2 − l
2
r2
. (3.63)
Then, we can start the analysis of bounded and unbounded orbits.For the classical anal-
ysis we refer the reader to [23]. Instead of doing that, we are going to study dynamical
wormholes. In this particular case we have to modify the metric in order to use a Jacobi
metric approach.
4 Dynamic wormhole geometries: the Eisenhart-Duval
lift
In this section we are going to consider a dynamic wormhole. Some of the coefficients of the
wormhole metric will depend on time, and therefore we cannot use the Jacobi formalism
directly. We have to adapt the technique for finding the Jacobi metric. Usually, in time
dependent systems, the energy is not conserved, an therefore the systems become dissipa-
tive. The usual Jacobi method 11 projects the geodesics to a constant energy hypersurface.
When the metric is dynamic we do not have a surface where we can project. However,
there is a way to circumvent this problem, we can use the Eisenhart-Duval lift[18]. This
lift help us to embed non-relativistic theories into a Lorentzian geometry. This method
allows us to geometrize classical systems by building a dynamically equivalent system but
in higher dimensional Lorentzian space. For a good introduction see [27, 28].
Let us consider the following time dependent wormhole metric
ds2 = −c2e2Φdt2 + a2(t)
 dr2(
1− b(r)
r
) + r2dθ2 + r2 sin2(θ)dφ2
 . (4.1)
As before e2Φ is the redshift function and b(r) is the shape form. The function a(t) is a
continuous function of time. We modify the metric (4.1) by introducing a dummy variable
11We call usual method to the time-independent one.
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σ in the following way
ds2 = −c2e2Φdt2 + a2(t)
 dr2(
1− b(r)
r
) + r2dθ2 + r2 sin2(θ)dφ2
+ 2cdtdσ. (4.2)
The corresponding line element Lagrangian becomes
L(r, r˙, t) = m
2
(−c2V 2(r, t)t˙2 + 2cσ˙t˙− gij(r, t)x˙ix˙j) , (4.3)
where V 2(r, t) = −e2Φ. The Jacobi metric is
ds2 = (2qpt − q2c2V 2(r, t)−m2c2)a2(t)
 dr2(
1− b(r)
r
) + r2dθ2 + r2 sin2(θ)dφ2
 . (4.4)
where q is a conserved quantity and pσ = qc = cte.
Taking θ = pi
2
we got
ds2 = (2qpt − q2c2V 2(r, t)−m2c2)a2(t)
 dr2(
1− b(r)
r
) + r2dφ2
 . (4.5)
Hence,
1 = (2qpt − q2c2V 2(r, t)−m2c2)a2(t)
 1(
1− b(r)
r
) (dr
ds
)2
+ r2
(
dφ
ds
)2 . (4.6)
In this case the Clairaut constant is
l = (2qpt − q2c2V 2(r, t)−m2c2)a2(t)r2
(
dφ
ds
)2
. (4.7)
Using (4.7) and (4.6) we find
(2qpt−q2c2V 2(r, t)−m2c2)
(
dr
ds
)2
=
1
a2(t)
(
1− b(r)
r
)(
2qpt − q2c2V 2(r, t)−m2c2 − l
2
a2(t)r2
)
.
(4.8)
Then, with the change of parameter
ds =
1
m
(2qpt − q2c2V 2(r, t)−m2c2)dτ, (4.9)
we obtain
m2
(
dr
dτ
)2
=
1
a2(t)
(
1− b(r)
r
)(
2qpt − q2c2V 2(r, t)−m2c2 − l
2
a2(t)r2
)
. (4.10)
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We can see that pσ = qc by taking the derivative with respect to σ˙ in the Lagrangian (4.3).
Similarly we can find
pt = c
2e2Φ(r)q − mcσ˙
2
. (4.11)
Therefore, equation (4.8) becomes
m2
(
dr
dτ
)2
=
1
a2(t)
(
1− b(r)
r
)(
e2Φ(r)q2c2 −mcq2σ˙ −m2c2 − l
2
a2(t)r2
)
. (4.12)
The previous equation will give as a result geodesics in 5 dimensions, we project to four
dimensions by taking12 σ˙ = 0, then(
dr
dτ
)2
=
1
a2(t)
(
1− b(r)
r
)(
e2Φq2c2 − c2 − l
2
m2a2(t)r2
)
. (4.13)
4.1 The null case
In the null case we take m = 0, then the Jacobi metric becomes, after setting θ = pi
2
Jijdx
idxj =
(
2qpt − q2c2V 2(r, t)
)
a2(t)
 dr2(
1− b(r)
r
) + r2dφ2
 . (4.14)
The Clairut constant becomes
l =
(
2qpt − q2c2V 2(r, t)
)
a2(t)r2φ˙. (4.15)
Proceeding as usual we obtain(
dr
dλ
)2
=
1
a2(t)
(
1− b(r)
r
)(
2qpt − q2c2V 2(r, t)− l
2
a2(t)r2
)
, (4.16)
provided that
ds =
(
2qpt − q2c2V 2(r, t)
)
dλ. (4.17)
Using pt =
∂L
∂t˙
we can find pt, and therefore,(
dr
ds
)2
=
1
a2(t)
(
1− b(r)
r
)(
e2Φq2c2 − cqσ˙ − c2 − l
2
a2(t)r2
)
. (4.18)
After taking σ˙ = 0 we obtain(
dr
ds
)2
=
1
a2(t)
(
1− b(r)
r
)(
e2Φt˙2c2 − c2 − l
2
a2(t)r2
)
. (4.19)
12It will imply that pσ = −cmt˙ 6= cte.
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We can find an equation for t˙. Using the Lagrangian formalism we find a general expression
t¨
t˙
+ 2
dΦ
dr
r˙ + δ
a˙(t)
a(t)
e−2Φ
c2t˙2
+
a˙(t)
a(t)
= 0, (4.20)
where (δ = −1) for temporal case, (δ = 0) for the null case, and (δ = 1) for the spatial
case. This equation can be solved easily for the null case, but for the temporal case we
need an extra assumption Φ = 0. These results represent a generalization of the cases
studied in [23]. Thus, for the null case we have
t¨
t˙
+ 2
dΦ
dr
r˙ +
a˙(t)
a(t)
= 0. (4.21)
The previous equation can be expressed13
d
dλ
(
ln(t˙) + ln(a(t)) + 2Φ(r)
)
= 0, (4.23)
This equation is difficult to solve, a numerical approach will work provided the function Φ.
Finally we get
r˙2null =
1
a4(t)
(
1− b(r)
r
)(
E2e−2Φ − L
2
r2
)
. (4.24)
Comparing (4.24) with eq. (78) in [23] we can see that there is an extra factor in our
equation, the factor corresponding to the redshift equation. Our result is more general and
it includes the three possible cases for δ.
As we can see, the Jacobi method is a powerful tool for finding geodesic equations. More-
over, it provides us with a deep geometrical intuition. We can completely geometrize the
dynamics. In the following section we calculate the Gaussian curvature.
4.2 The Gaussian curvature
We want to calculate the Gaussian curvature, in this particular case, setting
f 2 = (2qpt − c2q2V (r, t)− c2m2)a2(t), g2(r) =
(
1− b(r)
r
)
, (4.25)
and taking taking Φ = 0 in equation 3.50 we obtain 14
KG =
b′(r)r − b(r)
2m2c2(t˙2 − 1)a2(t)r3 (4.27)
13What we can obtain analytically is
t˙ =
E
a(t)
e−2Φ(r). (4.22)
14This result can also be written
KG = − b
′(r)r − b(r)
2(−c2m2 − c2q2 + 2qpt)a2(t)r3 (4.26)
. this Gaussian curvature will depend on the sign of −m2 − q2 + 2qpt.
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This Gaussian curvature is very similar to (3.55). The flare-out has to be positive and the
only condition definig the sign of the Gaussian curvature is t˙2 > 1 where t˙ is a solution
of 4.20. Similarly, the Kepler problem can be studied and we can see that the flare-out
condition plays a crucial role.
5 Discussion and final remarks
We have studied the dynamics of wormholes using the Jacobi metric approach. Until now,
every study of dynamics related to wormholes have been done by the usual techniques,
namely, solving the geodesic equation. The Jacobi metric approach let us geometrize the
dynamics,and allows to study trajectories in a Riemannian manifold as if it where geodesics
of a Lorentzian manifold. In particular, the study of wormholes was eyes opening, specially
regarding the properties of the spacetime at the throat of the wormhole. We found the
Jacobi metric, and the equation of motion for different types of wormholes. In the case
of the Morris-Thorne wormhole we have studied circular stable orbits. Moreover, using
Jacobi elliptic functions we were able to find a simple equation (eq. 3.38)for describing the
orbits.
We have shown that the flare-out condition is in direct relationship with the Gaussian
curvature of the Jacobi metric, restricting the sign of the Gaussian curvature. We have
argued about the possibility of relating the covariant formulation of the flare-out condition
with the Jacobi metric and its Gaussian curvature. We need a more profound study about
this aspect. We have to remember that the flare-out condition can be related with the
matter sustaining the wormholes, and therefore the Gaussian curvature can be related
too. However, we know that the flare-out condition is coordinate dependent, therefore
we need to make a covariant approach, see [26] for a covariant definition of the flare-out
condition. We know that a restricted variational principle in an arbitrary metric and
constant particle energy is completely equivalent to a variational principle, which now is
unrestricted, but defined in the Jacobi metric, which involves the particle energy in an
explicit way. Therefore, the paths of a given constant energy are still geodesics of the
Jacobi metric. On this context, and knowing that the geodesics equation can be obtained
using the classical Hamilton-Jacobi method with the Jacobi metric, the Jacobi approach
has similar limitations as the classical method. However, it has more advantages in other
aspects, one prominent example is the solution of the Kepler problem. We have briefly
studied the problem in our wormhole metric, but we have discovered, again, that the flare-
out condition determines de sign, and therefore the type, of geometries allowed. Finally,
it will be useful to study stationary wormholes, in similar way that stationary black hole
metrics have been studied in [29].
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6 Appendix
6.1 Exponential metric
An interesting example of a wormhole is the exponential metric. This metric was known
to be horizonless, however, it was not until the reference [30] appeared that it started to
be considered as a wormhole. This metric has nice features, for example, it is a traversable
wormhole, with time slowed down on the other side of throat. The innermost stable circular
orbits and unstable photon orbits exist and are a little bit shifted from where they would
be located in Schwarzschild spacetime. For more details see [30]. The exponential metric
is a wormhole given by
ds2 = −e− 2mr dt2 + e 2mr {dr2 + r2(dθ2 + sin2(θ)dφ2)}. (6.1)
Using the same procedures as in previous sections we can calculate the Jacobi metric:
ds2 =
E2 −m2e− 2mr
e−
2m
r
e
2m
r {dr2 + r2(dθ2 + sin2 θdφ2)}. (6.2)
Taking θ = pi
2
we have
ds2 =
E2 −m2e− 2mr
e−
2m
r
e
2m
r (dr2 + r2dφ2). (6.3)
The Clairut constant is
l =
(
E2 −m2e− 2mr
)
e
4m
r r2
(
dφ
ds
)
= cte. (6.4)
Using (6.4) in (6.3) we get(
E2 −m2e− 2mr
)2
e
4m
r
(
dr
ds
)2
= E2 −m2e− 2mr − l
2
r2
. (6.5)
We recover the usual expression [30]
m2e
4m
r
(
dr
dτ
)2
= E2 −m2e− 2mr − l
2
r2
, (6.6)
provided that
dτ =
me
2m
r
E2 −m2e− 2mr ds. (6.7)
As we can easily see from the previous calculations we can proceed with a similar study
as the one carried in this paper but for the exponential metric or for almost any other
wormhole metric.
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6.2 Darmour-Solodukin wormholes
The Darmour-Solodukin wormhole is a modification of the Schwarzschild metric in order to
make it horizonless. Usually thought as a good candidate for cosmological observations, the
”black hole foils” are objects that mimic some aspects of black holes, while lacking some of
their defining features, such as the horizon [31]. The Darmour-Solodukin wormhole metric
is
ds2 = −
(
1 +
2GM
r
+ λ2
)
dt2 +
dr2(
1− 2GM
r
) + r2(dθ2 + sin2(θ)dφ2). (6.8)
The Jacobi metric is then
ds2 =
E2 −m2 (1− 2GM
r
+ λ
)(
1− 2GM
r
+ λ2
) ( dr2(
1− 2GM
r
) + r2dφ2) , (6.9)
where we have set θ = pi
2
. Then, the Clairut constant is
l =
(
E2 −m2 (1− 2GM
r
+ λ2
))
r2(
1− 2GM
r
+ λ2
) (dφ
ds
)
. (6.10)
Hence
E2 −m2 (1− 2GM
r
+ λ2
)(
1− 2GM
r
+ λ2
) (
1− 2GM
r
) (dr
ds
)2
= E2 −
(
1− 2GM
r
+ λ2
)(
m+
l2
r2
)
, (6.11)
if we make
dτ =
m
(
1− 2GM
r
+ λ2
)
E2 −m2 (1− 2GM
r
+ λ2
)ds. (6.12)
We are ready for studying charged wormholes. The dynamics is going to be more compli-
cated that their uncharged counterparts , but we can apply the same procedure without
any problem.
6.3 Scalar charged wormhole
Charged wormholes can be found by introducing matter to an static wormhole which is
already sustained by exotic matter. The charges play the role of the additional matter.
In [32] the author introduced the charged wormholes. In particular he works with scalar
charged wormholes, whose metric is given by
ds2 = −dt2 + dr
2(
1− b(r)
r
+ α
r2
) + r2(dθ2 + sin2(θ)dφ2), (6.13)
and the shape function b(r) is restricted to be
b = b
2β
2β+1
o r
1
2β+1 β < 1/2. (6.14)
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The Jacobi metric is
ds2 = (E2 −m2)
 dr2(
1− b(r)
r
+ α
r2
) + r2dφ2
 . (6.15)
where we have set θ = pi
2
. The Clairut constant is
l = (E2 −m2)r2
(
dφ
ds
)
. (6.16)
Using (6.15) and (6.16) we found
(E2 −m2)2(
1− b
r
+ α
r2
) (dr
ds
)2
+
l2
r2
= E2 −m2. (6.17)
Setting
dτ =
m
E2 −m2ds, (6.18)
we recover the expected results
m2(
1− b
r
+ α
r2
) (dr
dτ
)2
= E2 −m2 − l
2
r2
. (6.19)
In the same article [32] the author introduced electrically charged wormholes, changing the
scalar charge α to the electrical charge Q, we obtain a similar metric as (6.13).
6.4 Modified charged wormhole
There is a way to generalize even more the charged wormhole. The new generalization is
called modified charged wormhole [33] and its metric is given by
ds2 = −
(
1 +R(r) +
Q2
r2
)
dt2 +
dr2(
1− b(r)
r
+ Q
2
r2
) + r2(dθ2 + sin2(θ)dφ2), (6.20)
where R(r) is any positive function of r, and when R(r) = 0 we recover the electrically
charged wormhole given in [32].
The Jacobi metric for the modified charged wormholes is
Jij =
E2 −m2
(
1 +R(r) + Q
2
r2
)
(
1 +R(r) + Q
2
r2
)
 dr2(
1− b(r)
r
+ Q
2
r2
) + r2dθ2 + dφ2
 . (6.21)
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The Clairut constant is
l =
E2 −m2
(
1 +R(r) + Q
2
r2
)
r2(
1 +R(r) + Q
2
r2
) (dφ
ds
)
. (6.22)
Then, using (6.21) and (6.22) we obtain(
E2 −m2
(
1 +R(r) + Q
2
r2
))2
(
1 +R(r) + Q
2
r2
)2 (
1− b
r
+ Q
2
r2
) (dr
ds
)2
=
E2(
1 + r + Q
2
r2
) −m2 − l2
r2
. (6.23)
which after setting
dτ =
m
(
1 +R(r) + Q
2
r2
)
E2 −m2
(
1 +R(r) + Q
2
r2
)ds. (6.24)
becomes
m2(
1− b
r
+ Q
2
r2
) (dr
dτ
)2
=
E2(
1 +R + Q
2
r2
) −m2 − l2
r2
. (6.25)
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