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Knowing a quantum system’s environment is critical for its practical use as a quantum device. Qubit sensors
can reconstruct the noise spectral density of a classical bath, provided long enough coherence time. Here we
present a protocol that can unravel the characteristics of a more complex environment, comprising both unknown
coherently coupled quantum systems, and a larger quantum bath that can be modeled as a classical stochastic
field. We exploit the rich environment of a Nitrogen-Vacancy center in diamond, tuning the environment behav-
ior with a bias magnetic field, to experimentally demonstrate our method. We show how to reconstruct the noise
spectral density even when limited by relatively short coherence times, and identify the local spin environment.
Importantly, we demonstrate that the reconstructed model can have predictive power, describing the spin qubit
dynamics under control sequences not used for noise spectroscopy, a feature critical for building robust quantum
devices. At lower bias fields, where the effects of the quantum nature of the bath are more pronounced, we find
that more than a single classical noise model are needed to properly describe the spin coherence under different
controls, due to the back action of the qubit onto the bath.
I. INTRODUCTION
Characterizing the interaction of a qubit with its environ-
ment is critical to realize robust quantum devices. A full
understanding of the qubit environment enables developing
effective strategies against decoherence, including optimized
dynamical decoupling (DD) sequences1,2 and quantum error
correction codes3. Moreover, part of the environment might
display coherent coupling to the qubit and thus provide an
additional resource to enhance its computational or sensing
performance4–6.
Fortunately, the qubit itself is a sensitive probe of its local
environment. In addition to T ∗2 relaxometry
7–10 and spin lock-
ing schemes11,12, the most common and powerful noise spec-
troscopy methods13–17 rely on the systematic analysis of the
sensor decoherence under sets of DD control sequences18–21.
Periodic DD sequences realize narrow frequency filters that
select only a specific noise contribution, while canceling all
other interactions. This method has been used for noise iden-
tification with spin qubits in diamond22–24, superconductive
flux qubits25, trapped ions26, and nanoelectronic devices27.
While the filter function approach has been extended in some
cases to more complex and quantum baths2,28, most of these
noise spectroscopy methods usually assume the environment
to be a classical stochastic bath16,21,29. In addition these meth-
ods rely on the assumption that the noise is weak enough to
allow relatively long qubit coherence time under the applied
control.
Here, we experimentally demonstrate a protocol for char-
acterizing the qubit environment that overcomes the chal-
lenges arising when those assumptions are not verified. We
implement the protocol using the electron spin qubit associ-
ated with a single Nitrogen-vacancy (NV) center in diamond,
which has emerged as a powerful platform for quantum tech-
nologies32,33. The NV qubit displays a complex environment,
comprising 13C nuclear spins randomly distributed in the di-
amond lattice. The thermal and quantum fluctuations of this
environment, and the distribution of environment-qubit inter-
action strengths make this an extremely rich scenario where
FIG. 1. System-environment model and experimental protocol.
The NV electronic spin (blue sphere) is sensitive to 13C impurities
in the diamond (brown spheres), including isolated nearby spins and
a larger ensemble spin bath. The NV is addressed and manipulated
via optically-detected magnetic resonance in the presence of an ex-
ternal bias magnetic field, aligned with the NV axis. After optical
initialization in the ms = 0 spin state, the NV is manipulated with
resonant microwave pulses (in blue), and read out optically (red). A
detailed description of our experimental setup can be found in1,30,31.
to test our protocol. The environment can be divided into a
small set of resolved 13C, and a large ensemble of unresolved
13C that we treat as a collective bath (Fig. 1). We can further
tune the ratio between the environment internal energy and
its coupling to the NV center by varying the strength of an
applied external magnetic field, thus exploring different bath
regimes22.
Crucially for quantum devices, we show that the acquired
knowledge of a classical (weakly-coupled) bath can reliably
predict the qubit dynamics even under drivings that differ
from the ones used for noise spectroscopy. Conversely, we
find that the assumption of one simple classical model de-
scribing an intrinsically quantum bath, strongly coupled to the
qubit, is not always appropriate to achieve a predictive model
for all dynamics. Instead, distinct classical models of the spin
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2FIG. 2. (a-c) Spin coherence, mapped onto population Pn, as a function of n. The inter-pulse delay time t1 is fixed: (a) t1 = 242 ns,
B = 635 G; (b) t1 = 456 ns, B = 528 G; (c) t1 = 585 ns, B = 208 G. (d) NSD and coupling with nearby nuclei. We report 1/TL2
(blue, left-hand side vertical scale) and the amplitude of the observed coherent modulations (red, right-hand side vertical scale), for different
magnetic field strengths (B = 208−635 G). Blue lines are the fit of high-order harmonics to extract the NSD, and red lines are the simulations
of the completely resolved nearby Carbons (see text). The red shadow describes the uncertainty on the estimation of the coupling strength
components. The coupling strength to the third carbon is too weak to be distinguishable from the 0th-order collapse, thus it has been extracted
from higher-order harmonics (see Fig. III.S31).
bath are needed to predict the qubit spin behavior under dif-
ferent control schemes, reflecting that the bath feels the qubit
back action, which varies with the control sequences driving
the qubit dynamics.
II. EXPERIMENTAL SYSTEM
We investigate the environment of a single deep NV cen-
ter in an electronic-grade bulk diamond (Element6), with ni-
trogen concentration [14N] < 5 ppb, and natural abundance
of 13C (nuclear spin I = 1/2). In the presence of a static
bias field B aligned along the NV axis, we can restrict the
description to an NV spin subspace, {|0〉, |−1〉}. The system-
environment Hamiltonian is
H = ω0σ(NV)z +
ωL
2
∑
k
σ(k)z + ~
∑
k
σ(NV)z ω
(k)
h · σ(k), (1)
where ω0 = γeB and ωL = γnB, with γe and γn being
the electron and nuclear gyromagnetic ratios, and ω(n)h the
hyperfine-interaction frequency tensor. The last term incor-
porates a small set of discrete couplings that can be fully re-
solved, as later shown, and a broad unresolved distribution
of couplings that we describe as a collective bath. In the
strong coupling regime, where the typical coupling strength
overcomes the environment internal energy (‖ωh‖ ≥ ωL), the
creation of entanglement between spin qubit and a large en-
vironment, with subsequent tracing over of the environment,
induces loss of qubit coherence. In the weak coupling limit,
‖ωh‖  ωL, the environment can be modeled as a classical
stochastic field, as described in the Supplemental Material31,
also leading to a non-unitary qubit dynamics (dephasing).
To characterize the spin environment, we reconstruct the
environment-induced NV dynamics under sets of resonant
multipulse control14,15. The control field acting on the spin
qubit can be described by a modulation function yn(t) and its
squared Fourier transform defines the filter function Yn(ω)21.
Due to the presence of the bath, coherence decays as W (t) =
e−χ(t), where χ(t) depends on the noise spectral density
(NSD) S(ω), as
χ(t) =
∫
dω
piω2
S(ω)|Y (ω)|2. (2)
To measure S(ω), we perform a systematic spectral analy-
sis of coherence under DD sequences of equispaced pi pulses,
with increasing number of pulses. We use the XY-8 se-
quence34 as a base cycle (Fig. 1), as it is designed to improve
robustness against detuning and imperfections of the pi-pulse
shape. The DD sequences are incorporated in a Ramsey inter-
ferometer that maps residual coherence after n pulses into the
observable population of the |−1〉 state, Pn = (1 +W )/2.
III. ENVIRONMENT SPECTROSCOPY
Collective bath. For long enough evolution time (i.e., large
number of pulses n), equispaced sequences with interpulse
delay 2t1 are well described by narrow monochromatic filters
given by δ-functions centered at ω = pi/2t1. In this limit, χ
depends only on the NSD spectral weight at that specific fre-
quency, whereas all nearby noise components are filtered out.
Then, varying the number of pulses at fixed t1 the coherence
is expected to show an exponential decay, with a generalized
coherence time TL2
14
W (nt1) = exp
(
−2nt1
TL2
)
with S(pi/2t1) ' pi
2
8TL2
. (3)
The decay is faster for t1 corresponding to the spin bath
characteristic frequencies (coherence collapses), as shown in
Fig. 2 (b-c). Then, a practical protocol would be to map out
TL2 varying t1 around the first collapse, a region that carries
the most information about the NSD. Fig. 2(d) shows 1/TL2
as a function of ω = pi/2t1 (blue dots).
3FIG. 3. 1/TL2 and S(ω). (a-b) Dots are experimental 1/TL2 values
peaked (a) at ωL/5 (l = 1) and ωL/3 (l = 2), and (b) at ωL (l = 0),
withB = 635(1) G. The blue line is a Gaussian fit of harmonics l =
1, 2, from which we extract S(ω) (red dashed line, peaked at ωL).
(c-d) Reconstruction of a model NSD, used to proof self-consistency
of the method. The blue squares are 1/TL2 values resulting from the
fit of the simulated coherence. The solid lines are the Gaussian fits
to the harmonics of orders l = 1, 2 (blue) and l = 0 (green). The red
dashed line is the original model NSD.
However, a strongly-coupled spin bath may lead to very fast
decay (already at n < 8) for t1 around the first collapse, so
that using large number of pulses is not possible. Unfortu-
nately, for low number of pulses the filter induces an addi-
tional broadening of the NSD. Since a sequence of equidis-
tant pi pulses acts on the spin evolution as a step modulation
function yn(t) with periodic sign switches, the filter function
Yn(ω) is not a single δ-function, but shows periodic sinc-
shaped peaks at frequency ωl = (2l + 1)ω, which can be
well approximated by a periodic comb of δ-functions only for
large n. Then, TL2 (ω) is affected not only by S(ω), but also
by its higher harmonics14,15,
1
TL2 (ω)
=
8
pi2
∞∑
l=0
1
(2l + 1)2
S(ωl), (4)
giving the approximation in Eq. 3 for l = 0.
This last observation gives us a simple tool to overcome the
limitation of the short coherence decay time in the collapses
time windows: We center the higher order harmonics of the
filter function around the expected NSD peak and combine
the information from several harmonics. This partially attenu-
ates strong noise that would saturate the coherence decay and
achieves a better approximation to a δ-function, as for fixed
number of pulses, the filter function gets narrower at higher
orders.
To validate our protocol, we simulate W (nt1) under a sim-
ple noise model (a Gaussian centered at ωL= 2pi×750 kHz),
and verify that 1/TL2 obtained from the 0
th-order filter har-
monics (l = 0) exhibits significant disagreement with the
original spectrum, whereas the l = 1, 2 harmonics are suf-
ficient to fully reconstruct the NSD peak (Fig. 3(c)-(d), and
Table I.S31). In experiments, we extract the NSD lineshape
from a Gaussian fit of 1/TL2 around first and second order
collapses (Fig. 3(a)). Figure 3(b) shows the obtained NSD
lineshape (red dashed line), compared with data from the 0th-
order collapse35.
Resolved nuclear spins. The reconstruction of the NSD
from a classical model fails in some narrow time windows,
where the coherence presents sharp dips reaching even nega-
tive values (Pn < 0.5). This allows us to identify the coherent
coupling of the NV spin to a local small quantum environ-
ment, which becomes visible as the equispaced DD sequences
partially filter out the larger spin bath. The hyperfine interac-
tion to single proximal nuclear spins (Eq. 1) induces different
phases for the two states |±〉 = (|0〉 ± |1〉)/√2 during the
spin evolution time36–38. The residual NV spin coherence then
presents coherent modulations as a function of the pulse num-
ber [Fig. 2(a)], which give information on the hyperfine cou-
pling tensor between the NV spin and nearby nuclear spins.
The modulation amplitude shows sharp peaks as a function
of frequency [red dots in Fig. 2(d)], from which we can iden-
tify three different 13C nuclei and obtain an estimate of the
energy-conserving component of the coupling strength, ω||h
36.
By fitting the modulations with a periodic function Mn(T )31
as shown in Fig. 2(a), we extract a refined estimate of the par-
allel and orthogonal components of the coupling strength (see
Table III.S31). Note that we treat each coherently coupled 13C
spin separately, since intra-spin couplings are negligible. A
more detailed analysis (see e.g. refs.5,39) could be used to
identify as well couplings between nuclear spins if they are
strong enough to affect the dynamics.
Characterizing the spin environment of a qubit is critical
to achieve improved error correction protocols. One could,
e.g., exploit the coherently coupled nuclear spins in the en-
vironment to create quantum error correction codes40–43, that
could be further tailored to the measured noise spectrum3. An
alternative strategy is to optimize dynamical decoupling se-
quences2,44–47, for example to allow both noise suppression
and quantum sensing1. It is then essential to test whether the
reconstructed environment model has predictive power.
IV. VALIDITY AND LIMITS OF THE CLASSICAL NOISE
MODEL
Having devised a practical protocol to reconstruct the NV
environment, we implement it at different magnetic field in-
tensities, to test whether we can obtain a predictive model of
the spin environment over a range of conditions where either
classical or quantum properties of the bath are expected to be
visible22. While we expect the spin bath effects on a central
spin qubit to be always described by a classic noise source
model48, noise spectroscopy allows us to mark the boundary
between quantum and classical regime. The bias magnetic
field applied along the NV spin not only changes the NSD cen-
tral frequency (13C Larmor frequency ωL), but also its prop-
erties.
In the weak coupling regime, when R = ω⊥h /ωL  1 for
most nuclei, the unpolarized nuclear bath can be described
as formed by classical randomly-oriented magnetic dipoles31.
The orthogonal component of each nuclear dipole σ⊥n under-
goes Larmor precession around the external magnetic field.
The coupling to the spin qubit thus assumes the form of an
effective dephasing Hamiltonian H = γβ(t)σNVz with β(t) a
4FIG. 4. NSD peak across the quantum-to-classical spin bath transi-
tion. Peak position (a), width (b), and area (c), are obtained from
a Gaussian fit of the measured NSD, and reported as a function of
the magnetic field strength. The blue line in (a) is a linear fit, con-
sistent with the expected coupling frequency for a 13C spin bath.
The vertical dashed line represents a guide for the eye indicating a
sudden change of the bath behavior – where the condition R  1
is no longer fulfilled. The gray horizontal region in (c) denotes
the mean value A¯ and standard deviation σ of the NSD area for
B > 150 G. Values at field B ≤ 150 G deviate from A¯ by > 6σ.
Inset: mean squared residuals of the experimentally observed coher-
ence with the simulation obtained from the measured NSD (squares)
and with the 2-model simulation (triangles). Each point results from
several datasets collected under different controls31.
time-varying mean field with stochastic amplitude and phase,
which can be characterized by its NSD. In Fig. 4 we plot
peak center, width, and area of the measured S(ω). The cen-
ter scales linearly with the magnetic field, with a slope of
1.069(2) kHz/G, the gyromagnetic ratio of 13C (Fig. 4.a). We
can ascribe the small increasing trend of the NSD width with
increasing magnetic field to variations in the internal bath dy-
namics, as we expect more spin flip-flops at higher fields as
the energy of all nuclear spins become dominated by the Zee-
man energy and become energetically favorable. A detailed
study of this effect, which can be included in the classical bath
model, goes however beyond the scope of this work. Remark-
ably instead, the NSD width and area (Fig. 4(b) and Fig. 4(c))
show a discontinuity at B ∼ 150 G, where R ∼ 1, indicating
a sudden change in the bath properties that we can associate
with the boundary between the quantum and classical regimes.
Having gained in principle a full picture of the NV spin
environment – noise spectrum of the bath and coherent in-
teraction with nearby impurities, we want to confirm this to
be a predictive model of the spin evolution under different
kinds of time-dependent control, beyond monochromatic fil-
ters. We thus use the measured spectrum and hyperfine cou-
plings to simulate the spin coherence under other kind of DD
sequences, and we compare this prediction to measurements.
We calculate the residual coherence after a given n-pulse
sequence, Pn, as due to both the spin bath and the m = 3
observed strongly-coupled single spins,
Pn(T ) =
1
2
(
1 + e−χn(T )
m∏
i=1
M (i)n (T )
)
. (5)
Here, χn(T ) is obtained from the measured NSD, whereas
Mn(T ) is extracted by evolving the spin under conditional
evolution operators31.
FIG. 5. Time evolution of spin coherence under different DD
sequences. Dots are experimental data with statistical error. Red
lines are the predicted coherence simulated using the measured en-
vironment, with no free parameters. (a) Four repetitions of XY-8
(n = 32). (b) UDD with n = 32. (c) AXY-8, with n = 40 pulses at
positions tij = T80 (10i+j−8), with i = 1...8 and j = 1...531. (d-e)
Low-field results for (d) spin-echo and (e) Uhrig n = 32. The blue
dashed line is obtained from the NSD best fit to a set of multipulse se-
quences (Uhrig, AXY-4, and AXY-8). Mean squared residuals of the
experiments with simulation are summarized in the inset of Fig.4(c).
Figure 5 compares simulation and experimental Pn. In ad-
dition to equispaced sequences, such as spin echo and XY8-N
used for noise spectroscopy, we implemented Uhrig dynam-
ical decoupling (UDD2), which was recently used to detect
remote nuclear spin pairs39, as it highly suppresses the effect
of coupling to single nearby nuclei; and adaptive XYN se-
quences, AXY-N49, which have been proposed to improve the
robustness and discrimination of single nuclear spins.
At high field, the excellent agreement between data and
simulations (see also inset of Fig. 4(c), squares) demonstrates
that the spin bath can be described independently of the NV
dynamics, since the coupling of the NV center to the spin bath
can be neglected compared to the bath internal energy. In the
strong-coupling regime, atB ≤ 150 G, we expect the bath dy-
namics to be modified by the controlled NV dynamics due to
the back action of the NV onto the bath itself. In other words,
one single classical model is no longer suitable to describe
the bath when the NV dynamics is driven by different kinds
of DD sequences. We observe indeed that the NSD measured
with equispaced sequences does not predict correctly the mea-
sured coherence independently of the applied control. How-
ever, since the NV spin is a simple two-level system, once
5fixed the control sequence acting on the NV spin we should
be able to find a classical model of the spin bath48 (we note
that we still can correctly model the contribution from the co-
herently coupled nuclear spins using the same parameters and
Hamiltonian as in the high-field regime). We find that two
classical noise spectra are enough to achieve predictive results
(Fig. 5 (d,e), and inset of Fig. 4(c)). The NSD extracted with
the method described in Sec. III correctly describes the coher-
ence for DD sequences with small n numbers (e.g. Hahn echo
in Fig. 5 (d)). On the other hand, the spin dynamics under se-
quences with a large number of pulses can be predicted by an
alternative NSD line shape, obtained from the simultaneous fit
of Pn under different multi-pulse controls, which fails in turn
to predict Hahn echo (Fig. 5 (d,e)). The two line shapes differ
from each other significantly31, but this combined two-model
picture well describes the spin behavior under all the explored
controls (inset of Fig. 4(c), triangles).
V. CONCLUSIONS
We have experimentally demonstrated a method to spec-
trally characterize the nuclear spin environment of NV cen-
ters, even when the resulting NV coherence time is short. The
environment comprised both nearby nuclei, that induce coher-
ent modulations, as well as a larger ensemble of nuclear spins,
which we aim to model with a classical bath. Our method al-
lows identifying the characteristic parameters of both compo-
nents of the environment (Hamiltonian of nearby nuclei and
NSD of the bath). The reconstruction of the full environment
model can be then used to predict the NV coherence even
when the spin dynamics is driven by different kinds of con-
trol.
In a weak coupling regime, at high magnetic fields, the
environment model fully predicts the measured spin coher-
ence under various control sequences. At low magnetic fields,
where the quantum dynamics of the nuclear spin bath is ex-
pected to have larger influence, still we can always identify
a classical noise model describing the NV central spin deco-
herence, even if decoherence is fundamentally induced by the
nuclear spin bath via entanglement with the NV center. How-
ever, due to the control-driven qubit back action on the bath,
the classical noise model is not generally predictive, and we
find that different environment models are needed to describe
the evolution under different types of applied controls.
By studying the validity and limits of a robust environment
characterization protocol, able to address a complex quantum
environment and provide a simplified (classical) model, our
results pave the way to more robust quantum devices, pro-
tected by noise-tailored error correction techniques.
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VI. SUPPLEMENTAL MATERIAL
A. Experimental system
The qubit system used in experiments was given by the
ms = {0,−1} levels of a single deep nitrogen-vacancy (NV)
center in an electronic-grade bulk diamond (Element6), with
nitrogen concentration [14N] < 5 ppb. The spin qubit envi-
ronment was given by an ensemble of 13C nuclear spins, with
1.1% natural abundance. In the experiment, the NV electronic
spin is addressed and manipulated via optically-detected mag-
netic resonance, as schematically depicted in Fig. 1 of the
main text. A home-built confocal microscope enables the op-
tical initialization of the electronic spin S = 1 of a single NV
center in the ms = 0 spin projection of the ground state |g〉.
Resonant control is performed by irradiating the spin qubit
with microwave radiation delivered by an antenna. More de-
tails can be found in1,30.
A Ramsey free-induction-decay experiment features the
presence of at least one strongly-coupled nucleus close to the
NV spin (coupling strength ωh/2pi ∼ 700 kHz), apart from
the nitrogen composing the NV center itself. The coupling of
the NV spin to the carbon nuclear spin bath, is visible in spin-
echo experiments at low magnetic field strength (B . 150 G)
as periodic collapses and revivals of coherence spaced by the
bare 13C Larmor period, as expected50.
To implement our method for environment spectral recon-
struction, we measured the generalized coherence decay time
TL2 under pulsed dynamical decoupling (DD) sequences. We
collected data for a large set of t1 values (0.15− 6.5µs), and
repeated each measurement for different number of pulses,
typically multiple of n = 8. We use the XY-8 sequence34,51
as a base cycle. We found that in our setup applying the pi/2
pulses along Y improves coherence with respect to using pi/2
pulses along X, and thus used this choice of phase. Still, we
maintained the usual “XY” sequence nomenclature through-
out the manuscript. In all the experiments, we also average the
signal over two measurements where the last pi/2 rotation is
applied respectively along Y and−Y, to improve reproducibil-
ity of the signal. For t1 values with coherence showing a fast
decay, we also included n = 1, 4, and 12. By combining the
data sets associated to each t1 value, we separated the contri-
bution of different noise frequency components ω = pi/2t1.
We then categorized the coherence behavior as a function of n
into two different cases: decay and modulation, as presented
in Fig.2(d) of the main text.
B. Classical model for a quantum bath
While decoherence is usually described as the loss of quan-
tum coherence due to the creation of system-environment en-
tanglement and subsequent tracing over of the environment,
non-unitary dynamics can also arise from the stochastic vari-
ation of a classical parameter52,53. If decoherence arises from
the stochastic variation of a classical parameter {Bk}, then the
system dynamics can always be written as a random unitary
map (RUM).
7What is more, it has been shown48,54 that for a qubit (and
qutrit) it is always possible to rewrite any decoherence process
as a RUM, even when it arises from an underlying quantum
bath. Note however that the classical model for a qubit bath
is in general non-predictive: although for a given (quantum)
bath and qubit (controlled) dynamics we can find a RUM that
describes the qubit evolution, the generators of this RUM do
not in general describe the qubit evolution when subjected to
a different control. For the spin bath considered in our work,
we can show that the classical model becomes predictive in
the limit of weak coupling between the system and the envi-
ronment.
The Hamiltonian of the system plus bath is
H = HS +HB +HSB (6)
with [HS ,HSB ] = 0 for a generalized dephasing noise:
HSB =
∑
a
υa(t) |a〉〈a| ⊗Ba.
Here υa(t) is a scalar representing the coupling to level a of
the quantum system, which can be time dependent if pulsed
control is applied on the system (we restrict here to bang-bang
control). As [HS ,HSB ] = 0, we can setHS = 0 without loss
of generality. Note that for a classical stochastic noise HB =
0 and Ba are stochastic (time-dependent) scalar functions.
The total system evolves in time as ρSB(t) = U(ρS(0) ⊗
ρB(0))U
†. Assuming we prepare the system in a superposi-
tion state ψS(0) = 1√2 (|a〉 + |b〉), we want to measure the
survival probability P (T ) = 〈ψS(0)|TrB [ρSB(T )] |ψS(0)〉.
Since we can write the propagator as U =
∑
a |a〉〈a|Ua,
given the form of the Hamiltonian, the probability can be sim-
plified to (here assuming a qubit system):
P (T ) =
1
2
(
1 + Re[TrB(U0ρBU
†
1 )]
)
(7)
Note that for a classical bath the noise dependence on a is
encoded in υa and the Ua are scalars, thus we need to replace
the trace over the bath with an average. We then have
P (T ) = 12
(
1 + 〈e−i
∫ T
0
[υa(t)+υb(t)]B(t)dt〉
)
≈ 12
(
1 + e−
1
2
∫ T
0
[υa(t)+υb(t)][υa(t
′)+υb(t′)]〈B(t)B(t′)〉dtdt′
)
,
(8)
where the approximation is exactly valid for a Gaussian sta-
tionary noise. The last term can be rewritten in terms of
the overlap between the DD sequence filter and the noise
spectral density (the Fourier Transform of the correlation
〈B(t)B(t′)〉).
For a quantum bath, it is convenient to first remove the bath
internal Hamiltonian by going into the interaction picture. We
thus obtain
B(t) = eiHBtBe−iHBt (9)
Then the evolution is governed by the propagator:
U(T ) = T exp
[
−i ∫ T
0
∑
a υa |a〉〈a| ⊗Ba(t)dt
]
≈ exp [−i∑a |a〉〈a| (Ba + Ca + . . . )T ] , (10)
where the expansion is given by the Magnus expansion with
the first two orders given by:
Ba =
1
T
∫ T
0
dtυa(t)Ba(t) (11)
Ca(T )=
−i
2T
∫ T
0
dt1
∫ t1
0
dt2 υa(t1)υa(t2)[Ba(t1), Ba(t2)]
(12)
We consider a bath of non-interacting spins that interact
with the quantum system as
Ba =
1
2
∑
k
ω
k,‖
h σ
k
z + ω
k,⊥
h σ
k
x (13)
and have internal Hamiltonian
HBs =
ω0
2
∑
σkz . (14)
In the interaction picture of the bath internal Hamiltonian, the
noise operator becomes
Ba(t) =
1
2
∑
k
ω
k,‖
h σ
k
z cos θk+ω
k,⊥
h [cos(ω0t)σ
k
x+sin(ω0t)σ
k
y ].
(15)
The survival probability can be written as
P (T ) =
1
2
(
1 +
∏
k
Tr
[
ei(B
k
b+C
k
b )ρkBe
−i(Bka+Cka)
])
(16)
We can simplify this further by assuming ρB = 1 /N and
considering the system to be a qubit (two-level system). For a
qubit, the leading contribution is given byB
k
, while the terms
Ck cancel out, if we neglect the third order term ∝ [B,C], as
B0 = B1 and C0 = −C1. Given 12Tr
[
eA
]
= cosh(‖A‖1/2)
(for traceless operators A), we then have∏
k
1
2
Tr
[
e−2iB
k
]
=
∏
k
cosh(‖−2iBk‖1/2) ≈ e−2
∑
k ‖B
k‖21
(17)
We finally obtain the residual coherence for a Ramsey (free
evolution)
P (T ) =
1
2
+
1
2
e−
T2
2
∑
k |ωk,‖h |2exp
[
−2
∑
k
|ωk,⊥h |2
sin(ω0T/2)
2
ω20
]
(18)
and for a DD sequence such as CPMG with n cycles:
P (T ) =
1
2
+
1
2
exp
[
−2
∑
k
|ωk,⊥h |2
sin4
(
Tω0
4
)
sin2 (nTω0)
ω20 cos
2
(
Tω0
2
) ]
(19)
These results can be modeled by assuming the presence
of a classical magnetic field, with a static component with
rms ∆B2 =
∑
k |ωk,‖h |2 (which gets refocused by DD
sequences) and a stochastic one, with spectrum S(ω) =∑
k |ωk,⊥h |2δ(ω − ω0). Since the B terms only include a
8TABLE I. Comparison between three different simulated NSD and
their correspondent reconstruction from the simulated data. The
NSD is defined by its center νL = ωL/2pi, amplitude A, width σ
and offset y0. The original parameters for B = 635(1) G corre-
spond to the dashed red line in Fig. 3(d) of the main text, and the
parameters of the reconstructed NSD using the first two harmonics
correspond to the blue line in the same figure of the main text.
NSD
Reconstructed NSD
0th-order 1st&2nd-orders
B
=
2
0
8
(1
)
G νL † 221.2 220.8(1) 221.202(3)
A † 600 297(5) 600.9(5)
σ † 4.3 9.9(2) 4.304(3)
y0
† 5.6 6.23(4) 6.791(4)
NSD
Reconstructed NSD
0th-order 1st&2nd-orders
B
=
6
3
5
(1
)
G νL † 679.9 680(2) 679.91(4)
A † 380 197(32) 381(2)
σ † 8.5 16(3) 8.70(4)
y0
† 3.7 3.66(4) 4.337(2)
NSD
Reconstructed NSD
0th-order 1st&2nd-orders 1st–10th-orders
B
=
7
0
0
G νL † 750 748(2) 750.0(2) 750.02(2)
A † 600 266(34) 601(13) 603(1)
σ † 9 21(4) 9.0(1) 9.01(2)
y0
† 5 5.00(5) 5.860(4) 5.983(2)
† Values have units of kHz.
simple average over the DD sequence, if higher terms can
be neglected, this classical model of the spin bath has pre-
dictive powers, for any other pulsed DD sequence. The con-
dition for neglecting the higher orders is related to the ratio
‖ωh‖/ω0 (or, in the case of DD sequences, ω⊥h /ω0). Here,
bath couplings without an index indicate the “typical” inter-
action strength (indeed, a discrete number of more strongly
coupled bath spins could be treated separately, following their
coherent evolution, as done in the main text). For strong noise
(‖ωh‖ ≈ ω0), where one needs to take into account higher
order terms, it would still be possible to find a classical model
but the model must be varied every time one select a different
control scheme, even when we limit the control to pi-pulses
(DD sequences).
C. Noise spectral density analysis
When we characterized the noise spectral density (NSD)
using equidistant-pulse sequences, we found a discrepancy
between the results obtained for the first collapse, i.e. the
0th-order harmonic, and the higher order collapses. The prob-
lem stems from the very fast decay in terms of the number of
pulses for the first collapse. This means that using large num-
ber of pulses to extract TL2 is not possible. For low number
of pulses, unless one performs a deconvolution of the sinc-
like modulation, the filter induces an additional broadening
of the NSD. An accompanying issue is that XY-8 sequences
can no longer be used for the measurement of TL2 , but one
needs to use alternative equidistant-pulse sequence, as CPMG
or XY-4, which although robust enough for small n, might
still introduce some pulse error effects.
As explained in the main text, to overcome this issue, we
used higher harmonics of the filter function in order to re-
construct the NSD. To confirm our experimental results and
validate our noise spectroscopy method we simulated the de-
cay of a spin qubit under DD sequences in the presence of a
simple noise model. By comparing the experimental and sim-
ulated results we verified self-consistency of the method. We
considered a Gaussian noise with NSD
S(ν) = y0 +Ae
−(ν−νL)2/(2σ2), (20)
where νL = ωL/(2pi) is the Larmor frequency of a carbon nu-
clear spin bath. We then calculated the temporal dependence
of the spin coherence under control sequences with different
numbers of equidistant pulses, and we used this coherence to
reconstruct the simulated NSD with the same procedure used
to treat the experimental data.
As shown in Fig. 3(d) of the main text, the 0th order peak of
the reconstructed spectrum from the simulated data shows the
same trend of the experimental data (Fig. 3(b)), and exhibits
highly significant disagreement from the original spectrum.
Using instead the 1st and 2nd harmonics we reliably recon-
struct the NSD peak (see Table I). From these results we can
observe how the original NSD is not correctly reconstructed
from the 0th-order harmonic, meanwhile the first two harmon-
ics are enough to obtain the NSD with good precision. We
also performed the same analysis taking the first ten harmon-
ics, with similar results. For the reconstruction, we simulated
the coherence only for n ≥ 8, including the points with n < 8
increases the percentage error on the estimated amplitude and
width by a factor of 100 and 40, respectively. The estimation
of the center was the same, within the error bars, in all cases.
In experiment, we measured the NSD at different magnetic
fields. The parameters that describe the NSD are listed on
Table II, they correspond to a Gaussian distribution S(ω) =
y0 + Ae
−(ω−ωL)2/(2σ2ω). Figure 6 completes the dataset
shown in Fig. 2 of the main text.
D. Spin evolution with coupling to a single nucleus
The time evolution of the qubit coherence under the effect
of a single nuclear spin can be calculated as59
M(T ) = Tr
(
U0U
†
1
)
(21)
where U0 = · · · e−iH0t3e−iH1t2e−iH0t1 , and U1 =
· · · e−iH1t3e−iH0t2e−iH1t1 . Here ti is the free evolution time
between two consecutive microwave pulses. H0(1) is the
Hamiltonian that describes the interaction between the ms =
0(±1) electron spin and a nearby nucleus36:
H0 = ωLσz, (22)
H1 = (ms ω
‖
h + ωL)σz +ms ω
⊥
h σx, (23)
9TABLE II. Experimental results. Parameters obtained for the NSD peak using only the 0-th order collapse and using higher harmonics.
B-field [G]
0th-order Higher orders: 1st & 2nd
y†0 A
† ν†L σ
† y†0 A
† ν†L σ
†
635* 0.0191(7) 0.35(8) 0.683(3) 0.018(2) 0.0037(2) 0.38(5) 0.6799(8) 0.0085(7)
528 0.0174(8) 0.16(3) 0.571(2) 0.019(2) 0.0040(3) 0.48(7) 0.5647(7) 0.0062(6)
394 0.0144(7) 0.25(4) 0.425(2) 0.017(1) 0.0061(3) 0.42(6) 0.4220(6) 0.0048(5)
309 0.0260(8) 0.21(3) 0.331(2) 0.018(1) 0.0070(6) 0.53(7) 0.3306(6) 0.0059(5)
208 0.016(1) 0.29(2) 0.223(1) 0.0187(8) 0.0056(4) 0.60(8) 0.2212(4) 0.0043(4)
* For 635 G we also used the 3rd order harmonic.
† Values have units of MHz.
FIG. 6. NSD and coupling with nearby nuclei. We report 1/TL2
(blue, left-hand side vertical scale) and the amplitude of the observed
coherent modulations (red, right-hand side vertical scale), for differ-
ent magnetic field strengths (B = 208 − 635 G). Blue lines are
the fit of high-order harmonics to extract the NSD, and red lines are
the simulations of the completely resolved nearby Carbons. The red
shadow describes the uncertainty on the estimation of the coupling
strength components.
where σi are the Pauli matrices on the nuclear spin basis and
ms is the eigenvalue of Sz for the electronic spin. This treat-
ment allows us to simulateM(T ) under different kinds of DD
sequences.
To experimentally determine the components of the cou-
pling strength, ω‖h and ω
⊥
h , we used Eq. (5) of the main text
together with an analytic expression for M(T ) valid for an
even number of equidistant pulses n
Mn(2nt1)=1−2
(
ω⊥h
ω1
)2
sin2
(
ω1t1
2
)
sin2
(
ωLt1
2
) sin2(nφ2 )
sin2
(
φ
2
) ,
(24)
FIG. 7. Probability Pn of the electronic spin to be in the state
|−1〉, in terms of the number of pi-pulses n (external bias field B =
(528 ± 1) G). The gray points are the experimental data, the blue
and red solid lines are obtained from fit when considering φ and φ′,
respectively (see text). The blue points show the intersection points
of the two curves with even n values.
where ω1 =
√
(ms ω
‖
h + ωL)
2 + (ω⊥h )2 is the frequency seen
by the spin in the ms = ±1 state, and the phase φ is the mod-
ulation frequency of the transition probability as a function of
n, given by
cosφ =
ms ω
‖
h + ωL
ω1
sin(ω1t1) sin(ωLt1)−cos(ω1t1) cos (ωLt1) .
(25)
We observe that φ is small for times t1 corresponding to the
minimum values of M .
Note that equations (24) and (25) were obtained from
Refs.36,37 with the simple transformation φ → φ′ = pi − φ.
Both of these conventions are consistent with the model and
suitable to evaluate the two components of the hyperfine
strength, because they assume the same M values for even
integer n; nonetheless, they result in a very different period-
icity of Pn as a function of n, as shown in Fig. 7, making the
analysis of the data very different in terms of the convergence
of the fit.
The components of the coupling strength associated with
each of the three carbons are shown on Table III. An example
of the amplitude of the modulations, used to extract the cou-
pling strengths, is shown in Fig. 8. Two of the three observed
nuclei are so weakly coupled that they are not visible in usual
Ramsey experiments. The more strongly coupled nucleus is
visible with a Ramsey experiment, which still gives a consis-
tent but less precise estimate of the coupling strength, due to
decoherence.
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FIG. 8. Amplitude of the observed coherent modulations, at
B = (635 ± 1) G. The points represent the experimental data and
the lines represent the simulation after the characterization of ω‖h and
ω⊥h , using Eq. (24). The colors red, green and orange represent the
different nearby carbons, following the same order than the Table III.
Panels (b), (d) and (f) show the modulation for the 0th-order har-
monic of the filter function; (a), (c) and (e) show the modulation
amplitudes for higher harmonics of the filter function. Note that the
third carbon is so weakly coupled to the NV spin, that the 0th-order
is not distinguishable from the bath for all the investigated magnetic
fields (see Fig. 6).
TABLE III. Coupling components of the NV spin to three 13C nuclei.
ω
‖
h/2pi [kHz] ω
⊥
h /2pi [kHz]
−698± 8 148± 13
−73± 4 59± 3
−25± 2 42± 1
E. Summary of simulation and experiment results
The predictive capabilities of the measured NSD and the
coupling strengths of the nearby Carbons is critical to prove
the noise characterization method. We use the experimentally
determined environment model to simulate the time evolution
of the NV coherence under different control sequences, and
we compare the simulation with experiments. In the follow-
ing, we add detail on the examples shown in the main text,
and we present additional data, with other control sequences,
which we describe below, to further validate our results.
1. Adaptive XY-8 sequence.
Nonuniformly-spaced pi-pulse sequences56,57 have been de-
signed to improve resolution of single nuclear spin spec-
troscopy. In addition, adaptive XY-N (AXY-N) sequences49
have been proposed to enhance robustness by sending the
pulses along different axes within each other. AXY-8 is
FIG. 9. Time evolution of spin coherence at field B = (394± 1) G.
The dots are the experimental data, and the red line is the simulation,
in both cases the prediction was done using the same environment,
i.e. same NSD and same nearby nuclei coupling strengths. (a) Two
level system formed by {|0〉 , |+1〉}. Sequence: one repetition of
XY-4 (n = 4). (b) Two level system formed by {|0〉 , |−1〉}. Se-
quence: four repetitions of XY-8 (n = 32).
constructed by eight blocks, each containing five equidistant
pulses with specific phases – known as Knill pulse49,58. The
phase distribution of the pulses in each block is:
Πφ = piφ+pi/6 − piφ − piφ+pi/2 − piφ − piφ+pi/6 (26)
to form the AXY-8 sequence, the eight blocks must be:
ΠX − ΠY − ΠX − ΠY − ΠY − ΠX − ΠY − ΠX
(27)
The blocks are equidistant, thus the position
in time for each pi-pulse is given by ti,j(rm) =
(1/N )
(
2i−1
2 + rm
2j−M−1
2M
)
where M = 5 is the number
of pulses inside each block and N = 8 is the number of
blocks, i ∈ {1, . . . ,N}, j ∈ {1, . . . ,M}, and rm defines
how close within each other are the pulses inside each block.
With rm = 1 the 40 pulses are equidistant, whereas the
limit of rm = 0 corresponds to eight pi pulses (each one
formed by the superposition of five pulses). In Figure 10
we show the case for rm = 1.0, 0.75, 0.5, and 0.25. We
verified that, as expected, AXY-8 and XY-8 are more robust
compared to CPMG and XY-4 against detuning and pulse
shape imperfections, which our simulations do not take into
account.
2. Prediction for the ms = +1 projection.
We can exploit the spin triplet nature of the NV center to
further validate the fact that the reconstructed environment
model is predicted independently of the qubit properties, that
is, the environment model extracted from the dynamics of the
the two spin states |0〉 and |−1〉 can predict also the dynam-
ics of the ms = {0,+1} manifold and not only the {0,−1}
manifold as presented in the main text. Figure 9 shows two
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FIG. 10. Time evolution of spin coherence for different cases of AXY-8 sequences at fieldB = (635±1) G. The gray dots are the experimental
data, and the red line is the simulation. Below each plot we show the temporal distribution of the pi pulses. (a) rm = 1.0; (b) rm = 0.75; (c)
rm = 0.5; (d) rm = 0.25.
FIG. 11. Evolution of spin coherence for an external magnetic field B = (394 ± 1) G. The dots are the experimental data, the red line is
the simulation done with the NSD obtained using the TL2 method, and the blue line is the simulation done with the NSD obtained by directly
fitting the data (see text). (a) XY-8 for n = 8 with 91 points. (b) Hahn-echo with 145 points. (c) XY-8 for n = 32 with 326 points. (d) XY-8
for n = 24 with 326 points. For this field we used 888 points to calculate the mean-squared-residuals.
different sequences for the two different spin projections to-
gether with their simulation. In both cases we found a good
agreement between the prediction and the experimental data.
3. Residuals – An estimation of the prediction capability.
The predictive power of the model can be estimated quanti-
tatively by calculating the mean-squared-residuals (defined as
the reduced chi squared) between simulation and experimen-
tal data:
χ2{N−1} =
1
N − 1
N∑
i=1
(si − yi)2
δ2i
(28)
where N is the number of data points, yi are the experimen-
tal values of Pn with statistical error δi, calculated over 105
measurements, and si are the points simulated under the same
conditions as the experimental data, using Eq. (5) of the main
text. For each different magnetic field, we take into account
different kinds of DD sequences in order to calculate the resid-
uals of all of them at once. For example, at (635 ± 1) G
we obtain the mean-squared-residuals from four datasets of
AXY-8 together with one dataset of an Uhrig (UDD) se-
quence, as shown in Fig. 10 and Fig. 5(b)–main text, respec-
tively. A second example is shown in Fig. 11. , where the
experimental data together with the simulation are shown for
B = (394± 1) G.
Performing this kind of analysis for all the investigated
magnetic field intensities, we obtain χ2ν with respect to the
NSD obtained by measuring TL2 , shown as squares in the in-
set of Fig. 4(c) of the main text. It is important to notice that
the values of the mean-squared-residuals increase strongly for
low magnetic fields, this will be addressed in the following
section. A summary of the DD sequences used to calculate
the values of χ2ν is shown in Table IV.
4. Strong coupling regime.
As mentioned in the main text and in section VI B, in the
strong coupling regime (low bias magnetic field) we expect
the nuclear spin bath to be affected by the NV-spin back ac-
tion dependently on the applied control sequence. Therefore,
we find that we need more than one classical noise spectrum
in order to achieve predictive results. We used two different
methods to extract the NSD.
Method 1: We extract the NSD from the measurement
of T2L, as illustrated in the main text and in Sec. VI C. In
the weak-coupling regime (high field), this method enables
a spectrum reconstruction with a fully predictive capabil-
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FIG. 12. NSD obtained from the measurement of TL2 , as described in
the main text (blue) and NSD obtained from the minimization of χ2ν .
The shaded area represent the errorbars on the parameters that de-
scribe the Gaussian peak. (a) For B = (394± 1) G – weak coupling
regime. The simulation using each versions of the NSD is shown on
Fig. 11. (b) For B = (132 ± 1) G – strong coupling regime. The
simulation using each versions of the NSD is shown on Fig.5 (d,e) of
the main text.
ity. In the strong coupling regime, the reconstructed noise
model reliably predicts the NV coherence only under DD se-
quence with low n, owing to decoherence. For example, with
B ∼ 110 G and n ≥ 24 equidistant pulses, the collapse re-
lated to the 2nd harmonic peak occurs at total times T ≥ T12 .
Any scheme to extract TL2 would require to use a small set of
data with small n values, thus entailing to relax the require-
ment of a large number of pulses in the definition of TL2 . In
addition, at low fields the collapses of the coherence function
are overly deep, even for n = 1, so that one can access only
the tails of the NSD peak. Still, the obtained noise model ef-
fectively predicts the NV spin dynamics under sequences with
small n (as Hahn-echo, shown in Fig. 5 (d) of main text) that
have broad filter functions, less sensitive to the shape of the
NSD. Under sequences associated to narrower filter functions,
the NSD model is no longer suitable to make this prediction,
as shown by Fig. 5 (e) of the main text and by the square-
points in the inset of Fig. 4 (c) of the main text.
Method 2: For a given field, we simultaneously fit the Pn
datasets recorded under different control sequences, with sim-
ulation. For this fitting process we use as free parameters the
NSD offset, amplitude and width, while we fix its center given
by the Larmor frequency νL = BγC13 , with B the ampli-
tude of the external magnetic field and γC13 the nuclear spins
gyromagnetic ratio. This method correctly describes the ex-
perimental data for sequences with n ≥ 20, but it fails for se-
quences with low number of pulses, like Hahn-echo or CPMG
with n = 2. An example of this is shown in Fig.5 (d,e) of the
main text.
In the strong-coupling regime, these two methods result
in NSD peak functions that are strongly different from each
other, as shown in Fig. 12 (b). Conversely, this is not the case
for the weak-coupling regime, where the two noise models
are slightly different (Fig. 12 (a)), but both of them effectively
predict the spin dynamics, as shown in Fig. 11.
The triangles in the inset of Fig. 4 (c) of the main text, are
calculated by evaluating the residuals using the first method
for sequences with low n values, and the second method for
sequences with high number of pulses. This is referred to as
the two-model picture in the main text. We note that using the
two-model picture results in values of χ2ν comparable to the
ones obtained from the TL2 -based NSD measurement in the
TABLE IV. Summary of the data sets used to extract the mean-
squared-residuals, in terms of the external magnetic field. The χ2ν
values resulting from comparison between simulation and experi-
ment are shown as squares in the inset of Fig. 4(c) of the main
text. Note that these datasets doesn’t include the experiments used to
characterize the NSD using the TL2 method. Notation: XY-8 is the
equidistant sequence described in the main text, AXY-8 is the adap-
tive XY-8, UDD means Uhrig sequence, and SE stands for spin-echo.
B-field [G] Base DD sequence number of pulses
635(1)
UDD 32
AXY-8 (rm = 1) 40
AXY-8 (rm = 0.75) 40
AXY-8 (rm = 0.5) 40
AXY-8 (rm = 0.25) 40
528(1)
XY-8 8
XY-8 24
XY-8 32
UDD 32
XY-8 48
394(1)
SE 1
XY-8 8
YX-8 24
YX-8 32
309(1) YX-8 24
208(1)
AXY-4 (rm = 0.75) 20
YX-8 24
132(1)
SE† 1
AXY4† (rm = 1) 20
AXY4† (rm = 0.75) 20
UDD† 32
UDD 32
AXY8† (rm = 1) 40
AXY8† (rm = 0.75) 40
78(1)
SE 1
CPMG 2
AXY4 (rm = 1) 20
AXY4 (rm = 0.75) 20
UDD 32
AXY8 (rm = 1) 40
AXY8 (rm = 0.75) 40
† Using the {|0〉 , |+1〉} qubit.
weak coupling regime.
