ABSTRACT Click-through rate (CTR) prediction plays a predominant role in the online advertisements. CTR prediction is a problem of binary classification with imbalanced data. Many existing approaches for imbalance learning only focus on over-sampling and under-sampling, but these methods definitely ignore some vital information of the original data. In this paper, we first propose a weighted output extreme learning machine (WO-ELM) to learn the imbalanced data. A hierarchical extreme learning machine (H-C-ELM) is proposed based on the proposed WO-ELM and the weighted extreme learning machine (W-ELM). The H-C-ELM has two levels in its structure. In the first level, the WO-ELM and the W-ELM are trained on different combined fields of the CTR (each field has some attributes). The two extreme learning machines (ELMs) output their predicted scores of the corresponding combined fields of the CTR. The WO-ELM and the W-ELM have different predicted results on the same combined fields because of the difference of the two ELMs. Therefore, in the second level, another ELM is applied based on the outputs of the two ELMs in the first level and the actual outputs in order to improve the prediction accuracy. The experimental results demonstrate that the proposed H-C-ELM method has better performance for the binary classification with imbalanced data than the other related algorithms on CTR prediction, such as the WO-ELM, the W-ELM, and the stacked autoencoder-logistic regression.
I. INTRODUCTION
With the dramatic development of Internet, the advertising industry pays more attention to the online advertisements rather than the traditional advertisements such as newspapers and TVs. One of the fundamental technologies of the online advertisements is the prediction of Click-Through Rate (CTR) [1] , which not only heightens the advertising companies' reputation and earnings, but also helps the advertisers to optimize the advertising budgets.
Nowadays, CTR prediction has attracted much more attention, and many different approaches have been proposed. Shan et al. [2] proposed two dimensional matrix factorization model which simultaneously took users, ads and publishers into consideration because of the complicated interaction among the three factors. Due to the biased information of search engine click logs, Dupret and Piwowarski [3] provided a unbiased estimate of the document relevance through a set of assumptions on user browsing behavior. Fang et al. [4] established a bayesian network model which was selected as a framework for representing and inferring dependencies and uncertainties among variables to predict the CTRs of new ads. Kumar et al. [5] proposed and established a model to predict the CTR by adopting Logistic Regression (LR). Ma et al. [6] presented a useful CTR prediction model for ads of abundant history data by using Logistic Regression. Wang et al. [7] used the ensemble method for reference and proposed a feature selection algorithm based on the gradient boosting. Wang et al. [8] adopted multiple criteria linear programming regression model for the CTR prediction. Shan et al. [9] proposed a feature-based fully coupled interaction tensor factorization to predict CTR. Li et al. [10] proposed a model of CTR prediction based on a convolution neural network.
An embedding layer was proposed to learn a distributed representation of categorical data in CTR prediction [11] - [13] . Zhu et al. [14] proposed a Softmax-based ensemble model for CTR estimation in Real Time Bidding(RTB) advertising. As a matter of fact, the experimental results in [2] - [14] were got in an ideal condition where the data was approximately balanced. Shi and Jin-Ji [15] adopted a balanced sampling strategy to the CTR prediction, but this method will definitely lose the fully information of the original data. Some methods about the prediction of CTR focus on the representation of attributes. For instance, Jiang et al. [17] used Deep Belief Network (DBN) [16] to extract the complex attributes of the original dataset and then logistic regression was trained on the extracted features; in the model of stacked autoencoder-logistic regression(SAE-LR) [18] , the outputs of autoencoder [19] were regarded as the inputs of logistic regression. However, these two methods are a little timeconsuming because lots of time is needed to train the DBN and the autoencoder.
Single hidden layer feedforward networks (SLFNs) can work as universal approximators, which was proved in an incremental constructive method. Extreme Learning Machine (ELM), as a training method of SLFNs, has some exceptional features such as fast learning speed, good generation, etc. Inspired by the relationship between ELM network and its subnetworks [20] , we give separate analysis on the minority class and the majority class. A novel cost-sensitive method WO-ELM, in this paper, is proposed to solve the issue of the imbalanced data. The WO-ELM and the W-ELM [25] will give their predicted scores on different combined fields. It's hard for us to figure out the contributions of different scores by experience. Therefore, we design a model structure of hierarchical ELM (H-C-ELM) to find effective representation between the predicted scores of two ELMs and the real outputs.
The paper is organized as follows: Section II gives the background of CTR prediction. Evaluation metric of CTR prediction is introduced in Section III. Section IV has a brief review of ELM theory. The details of the proposed WO-ELM and H-C-ELM including the difference between the W-ELM and the WO-ELM are described in Section V. Section VI gives the experimental results. Section 7 draws the conclusions.
II. THE BACKGROUND OF THE CTR PREDICTION
The online advertising can be divided into two categories. One is the searching advertising which means that the search engine uses the inputting keywords of the users to orient the advertising content and the position. The other one is real time bidding (RTB) advertising. RTB advertising has three important parts: Supply Side Platform (SSP), Ad Exchange (ADX) and Demand Side Platform (DSP). DSP, ADX, SSP and advertisers are included in the transaction model of RTB. Advertisers will put their demand of the advertisement on DSP. Through SSP, media websites will put their ad impression on the corresponding ADX. The advertisers will begin the bid competition through DSPs and ADX. Finally, the ADX will choose the ads for impression which has the highest bidding price [1] .
CTR can be expressed as
where Click_num and Impression_num are the number of the clicks and the number of the impressions. Currently, the popular advertising model is Cost Per Click (CPC). That is to say, the advertiser need to pay for every click. The specific computing way is shown as
where value is the profit of the advertising company. In the equation above, CPC usually is a constant. If the advertising companies expect to make a healthy profit, they should spare no effort to increasing the value of CTR as much as possible.
III. EVALUATION METRIC
Accuracy is not the ideal evaluation metric for imbalance learning. In this paper, we select Area Under Curve (AUC) [21] as the evaluation metric of binary classification with imbalanced data. AUC, which is the abbreviation of the Area Under ROC Curve [22] , is based on confusion matrix (see Table 1 ), where the true positive, the false negative, the false positive and the true negative are denoted as TP, FN, FP and TN respectively. ROC curve can be obtained by the horizontal coordinate FPR and the vertical coordinate TPR. The results of the classification are excellent when the value of AUC is close to 1. We can compute the FPR and the TPR as
IV. A BRIEF INTRODUCTION OF ELM
As displayed in Fig. 1 , ELM [23] is a learning algorithm for single-hidden layer feedforward neural networks. Given
} and the hidden layer input (with L nodes) matrix X , where
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T is the weight vector bridging the input layer and the i-th hidden neuron and n is the number of the input neurons. b i is the bias of the i-th hidden neuron.
T is the connecting weight vector between the output layer and the i-th hidden neuron, m is the number of the output neurons.
The output matrix of the hidden layer is
β is calculated in the way of (7).
where H + is the Moore−Penrose generalized inverse of the matrix H . The optimization problem can be written as Minimize:
Subject to:
where ξ i is the training error vector of the m-th output node with respect to the training sample x i . C is the regularization parameter.
According to KKT theorem, we can get if N < L,
if N > L,
where I is the unit matrix.
V. THE PROPOSED APPROACH

Given the target vector
, X − and X + are input matrixs of the two classes, we propose the weighted output ELM(WO-ELM) for the binary classification with imbalanced data. Furthermore, a hierarchical ELM based on the outputs of the WO-ELM and the W-ELM [25] is given in subsection V.C.
FIGURE 2. WO-ELM for imbalance learning.
A. THE WEIGHTED OUTPUT EXTREME LEARNING MACHINE (WO-ELM)
As shown in Fig. 2 , the WO-ELM amplifies the outputs of the positive samples by moving h(x i )β which is denoted as the blue plus sign to the place that is denoted as the red plus sign. Intuitively speaking, this method maintains a long distance between h(x i )β and the separating boundary and obtains two similar errors of the classes indirectly. From (14), we can find that if a instance x i belonging to the positive class is misclassified as the negative class, its error ζ i is enlarged by parameter ε, compared to (9) .
According to the analysis above, the optimization problem of the WO-ELM can be written as Minimize:
where ξ i is the error of i-th negative sample and ζ i is the error of i-th positive sample. According to KKT theorem, the equivalent dual optimization problem is
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According to the KKT conditions, we can get
H is written as
We can compute β as follows. If N > L,
If N < L,
where
Finally, the WO-ELM classifier is obtained as the following equation for the binary classification.
B. THE DIFFERENCE BETWEEN THE WO-ELM AND THE W-ELM
The optimization problem of the W-ELM [25] , weighting scheme W 1 , weighting scheme W 2 and the calculating way are shown as the following equations. Minimize:
Subject to :
Weighting Scheme W 1 :
Weighting Scheme W 2 :
β is written as
where #(t i ) is the number of samples belonging to a specific class, the weight matrix W = diag{W ij } is obtained by (27) and (28). As shown in (27) and (28), two distinct weighting schemes are introduced to assign different weights to the error of samples from different classes in W-ELM. Specifically speaking, a larger weight will be assigned to the error of minority class.W-ELM only focus on the errors of the classification in the outer manner. In other words, they ignore the ways that the errors are generated concretely. Besides, the two weighting schemes may not give much attention to minority samples. Therefore, W-ELM may not have a obvious advantage to unravel the problem of imbalanced data. A new way is adapted to process the errors of two classes in WO-ELM. The difference between WO-ELM and W-ELM is the way to get similar errors of two classes. 
C. THE PROPOSED HIERARCHICAL ELM (H-C-ELM)
There are some fields with many attributes in the dataset of advertisement click-through rate. We usually use all attributes as inputs to train the CTR prediction model. In this way, all fields with some attributes decide the predicted results directly. Several algorithms aiming at resolving the problem of the imbalanced data failed to explore the relationship between the combined fields in the CTR and the results of the classification, such as Adaboost W-ELM [24] , W-ELM [25] . In this subsection, we incorporate the advantages of the WO-ELM and the W-ELM in the two layers H-C-ELM to explore the contribution of different combined fields of the CTR. The model structure of H-C-ELM is shown in Fig. 3 . In the first level of H-C-ELM, the WO-ELM and the W-ELM will give their scores on a specific combined fields. But it is hard to define the contributions of different scores by experience. Therefore, in this model structure, all outputs of the WO-ELM and the W-ELM are concatenated as the inputs of ELM, which is expected to explore the relationship between the real outputs and the scores of the WO-ELM and the W-ELM. 
VI. PERFORMANCE EVALUATION
In this section, we will evaluate the performance of H-C-ELM. 5-fold cross validation is applied in the experiments. Five datasets with different imbalance ratios are used in these experiments to verify the effectiveness of the WO-ELM and the H-C-ELM. These are four fields in these datasets. They are Media ID (MD), Advertising Position ID (APD) and Anonymous Fields (AF1 and AF2). The detailed description of the four fields is given in Table 2 . 2 6 is chosen as the value of C. A grid search of ε on {2,4,6,. . . ,300} and L on {50,100,150,. . . ,350} is conducted to find the optimal value of the related models. sigmoid = 1 1+e −x is selected as the activation function of ELM.The imbalance ratio is defined as
where #positive is the number of the positive samples, and #negative is the number of the negative samples.
A. THE EXPERIMENTAL RESULTS
In real CTR application, AUC is used to evaluate the performance of the predicted results in the fields of advertisement CTR prediction. There are five datasets with different imbalanced ratios in the following experiments. Table 3 describes the detailed distribution of the five datasets. As shown in Fig. 4 , in view of the issue of complexity, the suitable numbers of hidden neurons of H-C-ELM, W-ELM and WO-ELM are 50, 100,100 respectively. The detailed results of different fields are described in Table 4 . According to the table, we can find that each combination of different fields makes a little contribution to the performance of classification. The W-ELM and the WO-ELM, as two cost-sensitive methods, have a better performance to train the imbalanced data, compared to the original ELM. In these combined fields, the W-ELM and the WO-ELM give their different scores. However, the scores only represent the potential relation between output and the combined fields. Assimilating different scores of different combined fields, H-C-ELM bridges a complex connection between the scores and the outputs, where the highest AUC (0.731) was obtained. Furthermore, in order to test the advantage of H-C-ELM, some related algorithms for advertisement CTR prediction are listed to make a comparison, as illustrated in Table 5-Table 9 . These algorithms are trained with the whole attributes, without taking the interaction of fields into consideration. In Fig. 5 , we can find that 1) by assigning a big weight in a new way to the error of minority sample, the performance of the WO-ELM is slightly better than the W-ELM; 2) when IR is small (from 1:5 to 1:150), compared with the LR, the W-ELM and the WO-ELM, the SAE-LR [18] has an obvious advantage to tackle the problem of the imbalanced data, but the SAE-LR has a similar performance with the WO-ELM and the W-ELM when IR is 3:1000; 3) among the five algorithms, the H-C-ELM's performance is the best. From the statistic above, we can draw a conclusion that the model structure H-C-ELM have explored the potential representation of the combined fields and the output.
VII. CONCLUSIONS
In this paper, we firstly propose a weighted output extreme learning machine (WO-ELM) to learn the imbalanced data. According to the real problem of the advertisement CTR, the model structure of H-C-ELM is proposed to explore the contributions of distinct combined fields in the CTR.
H-C-ELM has two levels. In the first level of H-C-ELM, the WO-ELM and the W-ELM are used to give their scores on each combined fields. ELM is selected as the final classifier in the second level of the model. Experimental results disclose that the proposed WO-ELM has a good performance on the imbalance learning, and H-C-ELM has better performance compared to the WO-ELM. Furthermore, the H-C-ELM offers a significant guide to the display of ads. However, some deep relationship between the attributes may not be fully explored. The future work may include the use of deep neutral network such as CNN [26] and RBM [27] to explore the interaction between attributes in CTR prediction. His current research focuses on wireless localization and tracking, energy-harvesting-based network resource management, wearable computing for healthcare, big data processing, wireless sensor networks, and Internet of Things. He has authored about 150 papers in journals and conferences and has been participating in a number of research and industrial projects in the related areas. He is actively participating in the organizations for more than 70 international conferences and is a reviewer for many top international journals. VOLUME 6, 2018 
