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1 Introduction
The so-called principle of multiple point criticality[1, 2, 3, 4] states that Nature
- in for example a field theory - seeks out values of action parameters that are
located at the junction of a maximum number of phases in a phase diagram of
a system that undergoes phase transitions. The phases to which we here ascribe
physical importance are normally regarded as artifacts of a calculational regulation
procedure. This latter often takes the form of a lattice. Contrary to the notion that
a regulator is just a calculational device, we claim that the consistency of any field
theory in the ultraviolet limit requires an ontological fundamental scale regulator. In
light of this claim, the “lattice artifact” phases of, for example, a lattice gauge theory
acquire the status of physically distinguishable fluctuation patterns at the scale of
the fundamental regulator that can have important consequences for fundamental
physics.
We have applied the principle of multiple point criticality[1, 3, 4] to the system
of different (Planck scale) lattice phases that can be provoked using a suitably
generalised action in a lattice gauge theory with a gauge group that is taken to
be a Planck scale predecessor to the Standard Model Group (SMG) - namely the
Ngen-fold Cartesian product of the SMG (here Ngen denotes the number of fermion
generations). This gauge group, denoted as SMGNgen , is referred to as the Anti
Grand Unified Theory (AGUT) gauge group. The number of generations Ngen is
taken to be three in accord with experimental evidence; the AGUT gauge group
SMG3 has one SMG factor for each family of quarks and leptons. Ambiguities
that arise under mappings of the gauge group SGM3 onto itself result in the Planck
scale breakdown to the diagonal subgroup of SMG3. The diagonal subgroup is
isomorphic to the usual standard model group.
In the context of a Yang-Mills lattice gauge theory, the principle of multiple point
criticality states that Nature seeks out the point in the phase diagram at which a
maximum number of phases convene. This is the multiple point. The physical
values of the three SMG gauge couplings at the Planck scale are predicted to be
equal to the diagonal subgroup couplings corresponding to the multiple point action
parameters of the Yang Mills lattice gauge theory having as the gauge group the
AGUT gauge group SMG3. It is indeed truly remarkable that this prediction leads
to agreement with experiment to within 10 % for the non-Abelian couplings and 5%
for the U(1) gauge coupling. For the Abelian as well as the non-Abelian cases, the
deviation is of the order of the calculational uncertainty.
In order to compare Planck scale predictions for gauge coupling constants with
experiment, it is of course necessary to extrapolate experimental values to the Planck
scale. This is done with a renormalization group extrapolation in which a “desert”
scenario is assumed. It should be emphasised that the prediction put forth here
for the gauge couplings using our model with the AGUT gauge group SMG3 is
incompatible with the currently popular SU(5) or SU(5) super-symmetric grand
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unified models and is therefore to be regarded as a rival to these.
In a more general context, the Multiple Point Criticality Principle (MPCP) is
proposed as a fundamental principle of Nature that also may be able to explain
essentially all of the well known fine-tuning enigma in high energy physics[5, 6,
2]. Indeed, the conspicuous values assumed by many physical constants (e.g., fine-
structure constants, the vanishing effective cosmological constant, the smallness of
Higgs mass compared to Planck scale, ΘQCD) seem to coincide with values that are
obtained if one assumes that Nature in general seeks out multiple point values for
intensive parameters.
Multiple point values of intensive parameters could be explained - indeed, would
be expected - by having the presence of many coexisting phases separated by first
order transitions. Phase coexistence would be enforced for many combinations of
universally fixed but not fine-tuned amounts of extensive quantities. The intensive
parameters conjugate to such extensive quantities would then have fine-tuned values.
And the higher the degree of first-orderness of the phase transition between the
coexisting phases, the greater the number of combinations of the extensive quantities
that could only be realized by having coexisting phases. As a useful illustrative
prototype, one can think of an equilibrium system consisting of a container within
which there is water in all three phases: solid, liquid, and ice. If the container is
rigid and also impenetrable for heat and water molecules, we have accordingly the
fixed amounts of the extensive quantities energy, mole number of water, and volume.
If these quantities are fixed at values within some rather wide ranges, the fact that
the heats of melting, vaporisation, and sublimation are finite forces the system to
maintain the presence of all three phases of water. The permanent coexistence
of all three phases accordingly “fine-tunes” the values of the intensive parameters
temperature and pressure to those of the triple point of water.
However, having fixed amounts of such extensive quantities is tantamount to
having long range non-local interactions of a special type: these interactions are
identical between fields at all pairs of space-time points regardless of the space-time
distance between them. Such omnipresent nonlocal interactions, which are present
in a very general form of a reparameterization invariant action[7], would not be
perceived as “action at a distance” but rather most likely incorporated into our
theory as constants of Nature. Hence one can speculate[5, 6] that this mild form
of non-locality is the underlying explanation of Nature’s affinity for the multiple
point. We also speculate that nonlocal effects, described by fields depending on
two space-time points, may be responsible for the replication of the fields in three
generations[6]. Such a nonlocal mechanism would also triple the number of boson
fields. As this feature is inherent to the AGUT model, a tripling of boson fields is a
welcome prediction.
Originally, the MPCP was suggested on phenomenological grounds in conjunc-
tion with the development of methods for constructing phase diagrams for lattice
gauge theories with non-simple gauge groups. These methods have been used to im-
plement the MPCP in the most recent of a series of models that have been developed
with the aim of calculating the standard model gauge coupling constants.
Indeed, the theoretical calculation of the fine structure constant α = 1/137.0360...
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and the other Yang Mills coupling constants, the information content of which is
identical to that of the Weinberg angle θW and the scale parameter ΛMS, continues
to pose a challenge to be surmounted by theories at a more fundamental level.
The Multiple Point Criticality Principle (MPCP), developed by Holger Bech
Nielsen and me, is but one of the more recent results in a long series of interwoven
projects involving many people in which the undisputed central figure and prime
instigator has been my teacher and colleague Holger Bech Nielsen. In the course of
the last 15 years or so, I have also had the privilege of working together with H.B.
Nielsen and others on several other projects some of which have been predecessors
to the multiple point criticality idea. Also included among the projects to which
I have contributed is some of the work on Random Dynamics. The philosophy of
Random Dynamics is the creation of H. B. Nielsen[8] and came to my attention over
15 years ago[9, 10, 11].
Section 2 reviews some earlier work belonging more or less directly to the con-
voluted ancestry of the multiple point criticality idea. Being somewhat historical,
the presentation in this Section is not logically streamlined but rather emphasises
the inspirational role that Random Dynamics has played in a number of contexts
that somehow are part of the lineage of the multiple point criticality principle. Sec-
tion 2.1 describes a sort of forerunner to the MPCP that has emerged in a number
of models considered - namely an inequality relating gauge couplings at the Planck
scale, the number Ngen of quark and lepton generations and the critical couplings
in a lattice gauge theory. Section 2.2 describes the AGUT gauge group SMGNgen
which is inextricably interwoven with the development of the multiple point criti-
cality principle and various Random Dynamics-inspired models. The AGUT gauge
group
SMGNgen
def
= SMG× SMG× · · · × SMG︸ ︷︷ ︸
Ngen. Cartesian product factors
. (1)
is assumed to be a more fundamental predecessor to the phenomenologically es-
tablished standard model group. The latter arises as the diagonal subgroup of
SMGNgen that survives the Planck scale breakdown of SMGNgen . In particular, this
Section describes the way that inverse squared gauge couplings are enhanced by a
Ngen-related factor in conjunction with the breakdown to this diagonal subgroup.
By definition, the diagonal subgroup of SMG has excitations of the (group valued)
lattice link variables that are identical for each of the Ngen Standard Model Group
factors of SMG3. The philosophy of Random Dynamics is sketched in Section 2.3.
The Random Dynamics approach is used in the rather lengthly Section 2.4 to “de-
rive” gauge symmetry in the context of a field theory glass. This Section develops
and relates many ideas the rudiments of which have been presented by H.B. Nielsen
in lectures given at his inspiring course series “Q.C.D. etc”. This legendary course is
a veritable forum of new ideas in physics. The so-called “confusion” mechanism by
which the AGUT gauge group SMG3 breaks down at the Planck scale to its diagonal
subgroup is reviewed in Section 2.5. This happens as a result of ambiguities that
arise under group automorphic symmetry operations. The AGUT gauge group is
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viewed as the final link in a chain of increasingly robust SMG predecessors selected
by Random Dynamics in going to lower and lower energies at roughly the Planck
scale. In Section 2.6, a model with a string-like regularization in a Kaluza-Klein
space-time at the fundamental scale is used to derive the inequality of Section 2.1.
Section 3 is devoted to the Multiple Point Criticality Principle (MPCP).
Though the MPCP was from the start formulated in the context of a lattice gauge
theory in order to predict standard model gauge coupling constants, generalisations[4,
12, 5, 6, 2] in the formulation and applicability of this principle have been consid-
ered. Multiple point criticality as a way of explaining “fine-tuned” quantities in
Nature is discussed in Section 3.1. This fine-tuning mechanism entails having uni-
versally fixed amounts of extensive quantities conjugate to intensive quantities (e.g.,
fine-structure constants); these latter have a finite probability for being fine-tuned
that increases as the number of combinations of extensive variables that cannot be
realized as a single phase becomes larger. However, having universally fixed amounts
of extensive quantities actually implies having a mild form of non-locality that is
analogous to that inherent to a micro-canonical ensemble in statistical mechanics:
an inherent feature of a micro-canonical ensemble is the introduction of long range
correlations that strictly speaking breaks locality. However it has been shown [7]
that non-locality of the type analogous to that introduced by the assumption of a
micro-canonical ensemble is harmless insofar as it does not lead to experimentally
observable violations of locality. Multiple point criticality as related to the prob-
lem of fine-tuning and the presence of non-locality is discussed at some length in
Section 3.2.
Section 4 deals with the phases distinguishable at the scale of the lattice in a
lattice gauge theory implementation of the MPCP. The junction in the phase dia-
gram to which the maximum number of such phases are adjoined is sought out for
the purpose of determining gauge coupling constants. Such phases are really what
would normally be regarded as “lattice artifacts”. However, in light of our philos-
ophy that a lattice is one of perhaps many ways of implementing what is assumed
to be the necessity of a ontological Planck scale regulator, these “artifact phases”
acquire a physical meaning. These phases are governed by which micro physical fluc-
tuation patterns yield the maximum value of logZ where Z is the partition function.
Qualitatively different short distance physics could consist of different distributions
of group elements along various subgroups for different regions of (bare) plaquette
action parameter space. For example, if in going from one region of parameter space
to another, the correlation length goes from being shorter than the lattice constant
to being of the order of several lattice constants, we would see a transition from a
confining to a “Coulomb phase” if the determination of phase was done at the scale
of the lattice. Even if such different lattice scale phases become indistinguishable
in going to long wavelengths1 because such phases turn out to be confining, this
in no way precludes physical significance for lattice-scale phases that come about
as a result of a physically existing fundamental regulator. At the scale of what is
1E.g., non-Abelian groups for which (if matter fields are ignored as is the case here) there are
no long range correlations (corresponding to finite glue-ball masses) in going to sufficiently large
distances.
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assumed to be the fundamental regulator, there is a distinguishable “phase” for each
invariant subgroup H of a non-simple gauge group G including discrete (invariant)
subgroups. Any invariant subgroup H of the gauge group G labels a confinement-
like phase the defining feature of which is that Bianchi variables (i.e., the variables
that must coincide with the unit element in order that the Bianchi identity be ful-
filled) have a distribution on the group such that essentially all elements of H would
be accessed by quantum fluctuations if the fluctuations in the plaquette variables
did not have to be correlated in such a way as the fulfil the Bianchi identities. So
a phase confined w.r.t. H has appreciable quantum fluctuations along H while the
degrees of freedom corresponding to the cosets of the factor group G/H have a dis-
tribution peaked at the coset for which the identity of G is a representative. These
latter degrees of freedom are said to have Coulomb-like behaviour. Such a phase is
often referred to as a partially confining phase . The classification of these partially
confining phases is the subject of Section 4.4.
Section 5 addresses the problem of distinguishing all (or some chosen set) of
the possible partially confining phases (with each phase corresponding to an invari-
ant subgroup H). This requires using a class of plaquette actions general enough
to provoke these phases. Some general features of such actions are examined in
Section 5.1. Phase diagrams for non-simple gauge groups suitable for seeking the
multiple point are considered in Sections 5.2 and 5.3. Section 5.4 outlines prob-
lems encountered in implementing the principle of multiple point criticality in the
case of U(1) (or U(1)3) as compared to the simpler case of the non-Abelian sub-
groups of the standard model. One of these problems, related to the “Abelian-ness”
of U(1), is a result of the interactions between the Ngen replicas of U(1) in the
AGUT gauge group SMG3. In the roughest approximation, these interactions re-
sult in a weakening of the diagonal subgroup coupling of U(1) ∈ SMG3 by a factor
of 1
2
Ngen(Ngen+1) = 6 instead of the weakening factor Ngen = 3 that applies to the
non-Abelian subgroups (for which such interaction are not gauge invariant).
In constructing actions suitable for implementing the MPCP for the purpose of
determining gauge couplings, we reach in Section 6 a point in the development where
it is expedient to consider separately the Abelian and non-Abelian couplings. The
simpler case of the non-Abelian couplings is treated first in Section 6 followed by
the Abelian case in Sections 7 and 8. These latter two sections contain the essence
of very recent work[1].
Section 6 deals with the determination of the multiple point couplings (with
the AGUT gauge group SMG3) for the non-Abelian subgroups of the SMG. After
writing down some formalism in Section 6.1, the a priori lack of universality of
the model is discussed in Section 6.1.1 inasmuch as the phase transitions at the
multiple point are typically at first order. However, our restriction on the form
of the plaquette action nurtures the hope of at least an approximate universality.
Section 6.2 develops a modified Manton action that leads to distributions eS✷ of
group-valued plaquette variables consisting of narrow maxima centred at elements p
belonging to certain discrete subgroups of the centre of the gauge group. The action
at these peaks is then expressed as truncated Taylor expansions around the elements
p. With this action ansatz, it is possible to provoke confinement-like or Coulomb-
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like behaviour independently (approximately at least) for the 5 “constituent” in-
variant subgroups Z2, Z3, U(1), SU(2), and SU(3) of the SMG which “span” the
set of “all” invariant subgroups2 of the SMG. In our approximation, the mutually
un-coupled variation in the distributions along these 5 “constituent” invariant sub-
groups is accomplished using 5 action parameters: 3 parameters β1, β2, and β3 that
allow adjustment of peak widths in the U(1), SU(2), and SU(3) directions on the
group manifold and 2 parameters ξ2 and ξ3 that make possible the adjustment of
the relative heights of the peaks centred at elements p ∈ span{Z2,Z3}. A lengthly
digression in Section 6.4 develops techniques for constructing phase diagrams for
non-simple gauge group in the simpler approximation in which phases solely con-
fined w.r.t discrete subgroups are not included. Methods for constructing phase
diagrams also having this latter type of phase (which are necessary for having a
multiple point) are then considered in Section 6.5. Correction due to quantum
fluctuations are considered in Section 6.6. The first four Appendices 11.1, 11.2,
11.3 and 11.4, which are not essential to the continuity of the thesis, deal with
various improvements to the methods of constructing approximate phase diagrams
considered in Section 6. In Appendix 11.4 for example, interactions between the
“constituent” invariant subgroups mentioned above are considered.
Section 7 considers the gauge group U(1)3 that is used as an approximation
to the AGUT SMG3 for the purpose of determining the U(1) gauge coupling. The
normalisation problems with U(1) are considered in Sections 7.1.1, 7.1.2 and
7.1.3. Phase diagrams for the gauge group U(1)3 in which we can seek out multiple
point parameter values are needed. In Section 7.2, a formalism is developed that
allows us to seek multiple point parameter values by adjusting the metric (which
amounts to adjusting the parameters of a Manton action) in a Ngen-dimensional
space upon which is superimposed an hexagonally symmetric lattice of points iden-
tified with the identity of U(1)3. The hexagonal symmetry takes into account the
allowed interactions between the Ngen = 3 U(1) factors of U(1)
3. Using this formal-
ism, two approximative methods of determining phase boundaries are developed:
the independent monopole approximation (Section 7.3.1) and the group volume
approximation (Section 7.3.2). These describe respectively phase transitions that
are purely second order and strongly first order.
Section 8 is devoted to calculations where we interpolate between the extreme
situations described by the group volume and independent monopole approxima-
tions. This interpolation is done by calculating the discontinuity ∆γeff at the
multiple point in an effective coupling γeff (introduced in Section 8.2). In Sec-
tion 8.3 it is seen that the dominant contributions to ∆γeff are due to multiple
point transitions between phases that differ by the confinement of discrete subgroups
(rather than continuous subgroups). The calculated ∆γeff reflects the degree of
first-orderness of these transitions. As a result of including this effect, the weaken-
ing factor Ngen(Ngen+1)/2 = 6 is seen in Section 8.4 to increase to about 6.5. The
quantity ∆γeff is also used (together with γeff) to calculate the continuum U(1)
coupling corresponding to the multiple point of a single U(1) in Section 8.5. In
2Here we for the most part do not consider the infinity of invariant subgroups ZN ⊂ U(1) for
N > 3.
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the tables at the end of Section 8.5, this value of the continuum U(1) coupling is
multiplied by the weakening factor of about 6.5 (calculated in Section 8.4) to get
our prediction for the value of the running U(1) coupling at the Planck scale.
Section 9 presents the results from multiple point criticality for all three gauge
couplings. Values are given at the Planck scale as well as at the scale of MZ .
The latter are obtained using the assumption of the minimal standard model in
doing the renormalization group extrapolation. In the case of U(1), a number of
slightly different values are presented that reflect the differences that arise due to
approximations that differ in how some details are treated. In presenting what we
take to be the “most correct” result, we compute the uncertainty from the deviations
arising from plausibly correct ways of making distinctions in how different discrete
subgroups enter into the calculation of ∆γeff . The value of α
−1 predicted from
multiple point criticality is calculated to be 136.8 ± 9. This is to be compared
with the experimental value of 137.036 · · ·. The thesis ends with some concluding
remarks.
Although the presentation of the current state of the MPC model for predicting
gauge coupling constants and the techniques devised for implementing it will consti-
tute the major part of this thesis, earlier work will be reviewed and the most recent
developments in ongoing work will be included.
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2 History of the project including the inspira-
tional role of Random Dynamics
2.1 A Planck scale inequality relating gauge coupling to
number of fermion generations
The evolution of the MPC model for predicting the Standard Model gauge coupling
constants is inseparably tied together with the ideas of Random Dynamics as well
as speculations as to the origins of the SMG and the number Ngen of generations
of fermions. The work preceding the MPC principle has involved a number of
models all of which lead to or at least suggest features of an inequality relating the
gauge coupling constants at the Planck scale, the number Ngen of quark and lepton
generations, and the critical values of inverse squared gauge couplings βcrit in a
regularised (i.e., latticised in most cases) gauge theory:
βexperimental(µP lanck) ≥ Ngenβcrit (2)
This inequality, originally suggested on phenomenological grounds[13, 14, 15, 16,
17, 18], is, when supplemented with arguments for why it is realised in Nature as an
equality, the forerunner of the multiple point criticality idea. Various “derivations”
of this inequality share some common and interrelated features (that, depending on
which model is considered, are used as assumptions or show up as consequences):
1. The phenomenologically observed Standard Model Group (SMG) is, at the
fundamental (≈ Planck) scale, replicated a number of times. The Cartesian
product of these replicas of the SMG, assumed to be a predecessor to the
usual SMG, breaks down at the Planck scale to the diagonal subgroup of the
Cartesian product.
2. In order to be phenomenologically relevant, the replicas of the Standard Model
Group at the fundamental scale must have coupling constants that are on the
weak coupling side of the “critical” value in order to avoid a confinement-like
phase already at the fundamental scale. This amounts to an upper bound on
allowed Planck scale couplings.
3. The Planck scale criticality referred to in 2. pertains to transitions between
“phases” that conventionally would be regarded as artifacts of the regulariza-
tion procedure used (which, for almost all the models considered up to now,
means a lattice). Ascribing physical significance to such “phases” is tanta-
mount to assuming the existence of a regulator as an intrinsic property of
fundamental scale physics.
4. The upper bound on Planck couplings for the SMG replicas appears to be sat-
urated; i.e., couplings assume the largest possible (i.e., critical) values that are
consistent with avoiding confinement. This feature, which may be necessary
in order to avoid a Higgsed phase at the Planck scale, is intrinsic to the idea
of MPC.
8
5. It is assumed that the more fundamental Cartesian product gauge group as-
sumed in 1. above contains (at least) one SMG factor for each generation of
quarks and leptons. Collaboration of the Ngen replicated SMG factors near
the Planck scale reduces the gauge symmetry from that of the Cartesian pro-
duct group to that of the diagonal subgroup (which of course is isomorphic
to the usual SMG). Assuming the validity of the saturation property in 4.
above for each SMG factor in the Cartesian product gauge group, this sponta-
neous reduction in the gauge symmetry is accompanied by an enhancement in
the values of the three SMG inverse squared gauge couplings of the diagonal
subgroup by a factor equal to the number Ngen of quark and lepton genera-
tions. This was originally suggested on phenomenological grounds: early on
the observation was made that the magnitude of the non-Abelian gauge cou-
pling constants is of the order one divided by the square root of the number
of generations Ngen provided that unit coupling strength is taken to be that
at the transition between the confined and Coulomb phases in the mean field
approximation.
2.2 The Anti Grand Unified Theory Gauge Group (AGUT
Gauge Group) SMG3
As mentioned several times already, a central feature that emerges or that at least
is suggested in the context of various different models is that the phenomenologi-
cally well-established Standard Model Group SMG stems from a more fundamental
predecessor referred to as the “anti-grandunified theory” (AGUT) gauge group and
denoted by SMGNgen . This group is the Ngen-fold Cartesian product of essentially
SMG factors with one SMG factor for each of the Ngen generations of quarks and
leptons. In terms of the Lie algebra
SMGNgen
def
= (3)
= U(1)× U(1) × · · · × U(1)︸ ︷︷ ︸
Ngen
×SU(2)× SU(2)× · · · × SU(2)︸ ︷︷ ︸
Ngen
×SU(3)× SU(3)× · · · × SU(3)︸ ︷︷ ︸
Ngen
.
The identification of the number of SMG factors in the Cartesian product SMGNgen
with the number of families Ngen allows the possibility of having different gauge
quantum numbers for the Ngen different families. The integer Ngen designates the
number of generations and is taken to have the value Ngen = 3 in accord with
experimental results.
In this work, an alternative to the usual Standard Model Group U(1)×SU(2)×
SU(3) will be used; here the Standard Model Group (SMG) is defined as
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SMG
def.
= S(U(2)× U(3)) def.=


U2
0 0 0
0 0 0
0 0
0 0
0 0
U3

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
U2 ∈ U(2),
U3 ∈ U(3),
detU2 · detU3 = 1

(4)
This group is suggested by the representation spectrum of the standard model[19];
it has of course the same Lie algebra as the more commonly used group U(1) ×
SU(2)× SU(3).
The usual standard model description of high energy physics comes about as the
diagonal subgroup of SMG3:
SMG3
breakdown−→ (SMG3)diag. subgr. def.= {(g, g, g) | g ∈ SMG} (5)
resulting from the Planck scale 3 breakdown of the gauge group SMG3. The di-
agonal subgroup of SMG3 is of course isomorphic to the SMG. The breakdown to
the diagonal subgroup can come about due to ambiguities that arise under group
automorphic symmetry operations. This is usually referred to as the “confusion”
mechanism[20, 21, 22].
The breakdown of the group SMG3 to the diagonal subgroup has consequences[23]
for the SMG gauge couplings that we now briefly describe. Recalling that the di-
agonal subgroup of SMG3 corresponds by definition to identical excitations of the
Ngen = 3 isomorphic gauge fields (with the gauge couplings absorbed) and using the
names Peter, Paul, · · · as indices that label the Ngen. different isomorphic Cartesian
product factors of (SMG)Ngen. , one has4
(gAµ(x))Peter = (gAµ(x))Paul = · · · = (gAµ(x))Ngen. def.= (gAµ(x))diag.; (6)
this has the consequence that the common (gFµν)
2
diag in each term of the Lagrangian
density for (SMG)Ngen. can be factored out:
L = −1/(4g2Peter)(gF aµν(x))2Peter−1/(4g2Paul)(gF aµν(x))2Paul−· · ·−1/(4g2Ngen.)(gF aµν(x))2Ngen.
(7)
= (−1/(4g2Peter)−1/(4g2Paul)−· · ·−1/(4g2Ngen.))·(F aµν(x))2diag = −1/(4g2diag)·(gF aµν(x))2diag.
(8)
3The choice of the Planck scale for the breaking of the (grand) “anti-unified” gauge group
SMG3 to its diagonal subgroup is not completely arbitrary insofar as gravity may in some sense
be critical at the Planck scale. Also, our predictions are rather insensitive to variations of up to
several orders of magnitude in the choice of energy at which the Planck scale is fixed.
4As it is gAµ rather than Aµ that appears in the (group valued) link variables u ∝ eiagAµ , it is
the quantities (gAµ)Peter , (gAµ)Paul, etc. which are equal in the diagonal subgroup.
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The inverse squared couplings for the diagonal subgroup is the sum of the in-
verse squared couplings for each of the Ngen. isomorphic Cartesian product fac-
tors of (SMG)3. Additivity in the inverse squared couplings in going to the di-
agonal subgroup applies separately for each of the invariant Lie subgroups5 i ∈
{SU(2), SU(3)} ⊂ SMG. However, for U(1) it is possible to have terms in the
Lagrangian of the type F Peterµν F
µν Paul in a gauge invariant way. Therefore it be-
comes more complicated as to how one should generalise this notion of additivity.
Terms of this type can directly influence the U(1)3 continuum couplings6. But for
the non-Abelian couplings we simply get
1
g2i,diag
=
1
g2i,P eter
+
1
g2i,Paul
+ · · ·+ 1
g2i,Ngen
(i ∈ {SU(2), SU(3)}). (9)
Assuming that the inverse squared couplings for a given i but different la-
bels {Peter, Paul, · · · , Ngen.} are all driven to the multiple point in accord with
the principle of multiple point criticality (discussed at length in a later section),
these {Peter, Paul, · · · , Ngen} couplings all become equal to the multiple point value
gi,multi. point; i.e.,:
1
g2i,P eter
=
1
g2i,Paul
= · · · = 1
g2i,Ngen
=
1
g2i, multi. point
. (10)
It is seen that the inverse squared coupling 1/g2i, diag for the ith subgroup of
the diagonal subgroup is enhanced by a factor Ngen relative to the corresponding
subgroup i of each of the Ngen Cartesian product factors Peter, Paul, · · · , Ngen. of
(SMG)Ngen. :
1
g2i,diag
=
Ngen
g2i, multi. point
. (11)
It is this weakening of the coupling for each of the subgroups i ∈ {SU(2), SU(3)}
of the diagonal subgroup (i.e., the SMG) that constitutes the main role of the anti-
unification scheme in our model. Anticipating the later discussion of the role of
the multiple point, we point out prematurely that while it is the gi, multi. point (i.e.,
i = SU(2) or SU(3)) which are to be identified with the critical values (at the
multiple point) of coupling constants for the bulk phase transition of a lattice Yang-
Mills theory with gauge group i, it is the gi, diag. = gi, multi. point/
√
Ngen. that, in the
5For U(1), a modification is required.
6In seeking the multiple point for SMG3, one is lead to seek criticality separately for the
Cartesian product factors as far as the non-Abelian groups are concerned. For U(1), one should
seek the multiple point for the whole group U(1)3 rather than for each of the Ngen. = 3 factors U(1)
separately. The reason for this complication concerning Abelian groups (continuous or discrete) is
that these have subgroups and thereby invariant subgroups (infinitely many for continuous Abelian
groups) that cannot be regarded as being a subgroup of one of the Ngen. factors of SMG
3 or a
Cartesian product of such subgroups. A phenomenologically desirable factor of approximately “6”
is indicated for the ratio
αcrit., U(1)
α1(µPl. )
(where αcrit., U(1) is the critical coupling for the gauge group
U(1)) instead of the factor “3” (from Ngen.) that would naively be expected for this ratio by
analogy to the predictions for the non-Abelian couplings.
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continuum limit, are to be identified with the corresponding experimentally observed
couplings extrapolated to the Planck scale[24, 25].
The validity of the principle of multiple point criticality together with the as-
sumption of the AGUT gauge group SMGNgen as the immediate predecessor to the
usual SMG at the Planck scale can be claimed to be justifiable a posteori alone
on the grounds of phenomenological success in predicting gauge coupling constants.
Even though the idea of multiple point criticality can stand alone as a model that
predicts gauge coupling constants and as a plausible candidate for explaining fine-
tuned quantities in Nature, I think it is important to emphasise the important in-
spirational role that Random Dynamics has played in developing the various models
that culminated in the principle of multiple point criticality.
2.3 The philosophy of Random Dynamics
The idea behind Random Dynamics is outlined in this section. In the following
three Sections 2.4, 2.5 and 2.6 three representative applications of Random Dynam-
ics have been chosen from various models that motivate various aspects that have
been important in arriving at what today refer to as the principle of multiple point
criticality with AGUT gauge group. In Section 2.4 we present a field theory glass
model for Planck scale physics that, in keeping with the idea of Random Dynamics,
is proposed as being sufficiently general and unrestricted so as to have a good chance
of yielding low energy physics (LEP) in the long wavelength limit. This Section ends
with arguments that indicate that the phenomenologically suggested realisation of
the inequality (2) as an equality can be understood in the context of a field theory
glass. In Section 2.5, a brief review is given of a possible mechanism - the confusion
mechanism - for the Planck scale breakdown of the AGUT gauge group SMG3 to
its diagonal subgroup. In Section 2.6 we discuss a model in which experimental
couplings extrapolated to the Planck scale suggest constraints on the volume of the
compactification space in a model with a Kaluza-Klein space-time. This leads to
a constraint on the value of Ngen as well as the scale at which grand-unification, if
realised in Nature, could take place. All three models involve arguments suggested
by the ideas of Random Dynamics.
The idea behind the Random Dynamics principle is that at very high energies
(i.e., ≥ Planck energies), almost any model for fundamental physics that possesses
sufficient complexity and generality will in the low energy limit (i.e., at energies
accessible to experiment) yield physics as we know it. In other words, it is the
constraints dictated by the process of taking the low energy limit (of a fundamental
model for supra-Planck scale physics) that are decisive in determining the form of
low energy physics. Taking this viewpoint means that essentially any (e.g., ran-
domly chosen) model for supra-Planck scale physics will be shaped into low energy
physics as we know it because the process of going to low energies “filters away”
all features of any supra-Planck scale model except the features that characterise
low energy physics. These latter features “survive” a sort of selection process that
is assumed to be inherent in taking the long wavelength limit of any fundamental
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theory. The assertion that we get the same low energy physics (LEP) for almost
any sufficiently general set of assumptions for fundamental scale physics suffices as
a starting point for taking a long wavelength limit is equivalent to deriving LEP
from almost no assumptions about fundamental scale physics. This is because few if
any assumptions are so important that they couldn’t be excluded from some set of
sufficiently general assumptions that would also yield LEP in the long wavelength
limit.
2.4 Gauge symmetry from a field theory glass
Here a field theory glass[26, 27] is taken as the starting point for a Random Dynamics
“derivation” of the gauge symmetry of the Standard Model description of LEP
physics. By examining a field theory glass, one hopes to find as a generic possibility
the approximate gauge symmetry needed as the starting point for the the FNNS 7
gauge symmetry exactification mechanism[28]. Subsequently, we shall use the formal
technique used in demonstrating the FNNS mechanism to argue that in a statistical
sense MPC offers the best chance for reconciling a conflict between on one hand
avoiding confinement and the other hand avoiding Higgsing.
The field theory glass is envisioned as residing in a discretized space-time. In
other words, each physically realisable space-time event corresponds to a site in a
very irregular lattice. As regards Lorentz invariance, which is obviously absent in this
discretized space-time, the hope is that it can be recovered in the long wavelength
limit.
Denoting the fundamental set of such space-time points as {j}, we define a
generalised field φ that for each site j takes values on a site-associated manifold
Mj. The site-associated manifoldsMj, each of which is presumed to be individually
very complicated, depend on j in a quenched random way. The generalised field φ
is described by the mapping [29, 26]
φ : {j} → ∪j{Mj} with the restriction φ(j) ∈Mj . (13)
Having the field theory glass degrees of freedom, we want now to define a very
general action subject to the constraint that (semi)locality is to be retained. This
is accomplished by defining the action to be additive in contributions from small
quenched randomly chosen space-time regions (generally overlapping) distinguished
here by the index “r”: S[φ] =
∑
r Sr(φ |r) where φ |r denotes the restriction of
the mapping φ to the sites i ∈ r. Each regional contribution Sr to the action is a
7Fo¨rster, Nielsen, Ninomia and Schenker; the remarkable result of the FNNS mechanism is
illustrated by a simple example using an approximate U(1) lattice gauge theory: even for a action
having an explicit gauge breaking term Sg.b. (in addition to a gauge invariant term Sg.i.): for an
action of the form
Sfund. = Sg. i. + Sg. b. = β
∑
✷
ReU(✷) + κ
∑
q q
ReU(q q) (12)
there is a whole range of values for β and κ for which β is large enough to avoid confinement and κ
is small enough so as not to bring about a global breakdown of gauge symmetry due to Higgsing.
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mapping Sr: ×cart prodj∈r Mj → R that depends on the region r in a quenched random
way. This could be accomplished by assigning to each region r a random set of
expansion coefficients for the action Sr expressed in terms of a (complete) system
of orthogonal functions. The quantum field theory based on this quenched random
structure is what we refer to as a field theory glass.
It is instructive to think of how one might in principle use a computer simulation
procedure to study the way in which gauge symmetry at LEP might evolve from a
field theory glass model for fundamental scale physics. To begin such a computer
study, one could proceed in the following manner.
1. Set up a random set {j} of points j in 4 dimensions that are the space-time
points that exist in the theory.
2. Set up a field φ on these space-time points such that the values that the field
φ can take at the space-time point j lie on a randomly chosen manifold Mj
that is assigned to the space-time point j.
3. Choose in a random way overlapping regions r of space-time points i ∈ r. The
overlap is necessary in order to have correlations between space-time regions.
4. Assign in a random way an action Sr (i.e. a set {βr} of action parameters)
to each region r such that Sr depends only on the values φ(i) of the field φ
that correspond to i ∈ r. This means that the action S = ∑r Sr is semi-
local in the sense that the total action S is a sum of possibly non-local action
contributions Sr defined on small localised regions r; it is only within the small
localised regions r that there can be non-locality.
Such a very random action S =
∑
r Sr could a priori be taken as an expansion
in some system of orthogonal functions with a set {βr} of expansion coefficients
that, for each region r, is chosen as a quenched random set.
It is important to emphasise that the above features of the model (i.e., sites {i},
field target spaces {Mi}, local action regions r, and the parameters {βr} associated
with each region r that define the local action contribution Sr) are quenched random;
that is, they are beforehand randomly fixed once and for all. Accordingly they are
held constant under the functional integration used to get the partition function.
• Parallel to the discussion of the general case of the field theory glass, a very
restricted form of a field theory glass will also be considered as a concrete
example. In this very special case, let the set of fundamental spacetime points
{i} coincide with the middle of the links of a hyper-cubic lattice; let Mi =
U(1)
−≃ S1 ∀ i ∈ {j}. Let each of the (non)local action regions r include
just the four link-centred i of a simple plaquette. Finally, let us assume that
the (semi)local action contribution Sr defined on each (non)region r is of the
simple identical form
Sr = βReU(✷) + κ
∑
q q∈✷
ReU(q q); (14)
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i.e., we assign the same quenched random set {β, κ} to each (non)local action
region r.
Roughly speaking, the hope is by some means to discover degrees of freedom
that have patterns of quantum fluctuations that are independent of the manner in
which distant boundary conditions are chosen. This behaviour is assumed to be the
characteristic feature of (physical) gauge degrees of freedom because even by a very
ingenious choice of boundary conditions (e.g., a fixing of boundary conditions in a
gauge variant way) it is not possible to influence the fluctuation pattern of gauge
degrees of freedom inasmuch as these are not in any way coupled to anything on a
distant boundary.
One can think of doing a search for such (would be) gauge field directions (i.e.,
patterns of quantum fluctuations independent of distant boundary conditions) in
configuration space - that is, the space that is the Cartesian product of all the
(fundamental site associated) target spaces Mi. This Cartesian product space is
denoted as ×cart. prod.i∈{j} Mi. A point in this space - a microstate - is sometimes denoted
as Φ{j}.
By trial and error one could imagine using a computer routine (for illustrative
purposes one might also envision enlisting the assistance of a small “demon”) to
find approximate local gauge symmetries (in practice, it is uncertain whether large
enough computers are available). By this imagined procedure is meant the discovery
of space-time neighbourhoods B(sµ) labelled by a space-time point sµ such that the
φ(i) for i ∈ B(sµ)) undergo large fluctuations along some orbit in the configuration
space ×cart. prod.i∈B(sµ) Mi. Here sµ denotes a space-time point (generally not coinciding
with an i of the set {j} of fundamental spacetime points) that the demon uses
to label such a neighbourhood B(sµ). Such large fluctuation directions or orbits -
designated as ORB
large fluc in×cart. prod.i∈B(sµ) Mi - are subsets of ×
cart. prod.
i∈B(sµ) Mi:
ORB
large fluc in×cart. prod.i∈B(sµ) Mi ⊂ ×
cart. prod.
i∈B(sµ) Mi. (15)
These orbits can be considered as possible candidates for what can turn out to
be a gauge transformation direction along which there is approximate invariance
of the action contributions Sr corresponding to region(s) r having a non-vanishing
intersection with B(sµ). Guided by the ORB
large fluc in×cart. prod.i∈B(sµ) Mi , let us assume
that the demon can by trial and error put together transformations Λ(sµ) of the φ(i)
for i ∈ B(sµ) that leave action contributions Sr invariant (when r ∩ B(sµ) 6= ∅ for
the region r associated with Sr). In general, such transformation Λ(s
µ) transforms
all the φ(i)|i∈B(sµ) - perhaps differently but in a coordinated way - so as to leave the
Sr with r ∩ B(sµ) 6= ∅ approximately invariant.
It should be pointed out that it is generically unlikely a priori that local fluc-
tuations would be coupled to distant boundary conditions. Fluctuation patterns
sensitive to distant boundary conditions need long range correlations the presence
of which would imply massless (or light) particles. In the absence of strictly imposed
symmetries (we assume no symmetries in a field theory glass model), having such
particles would, naively at least, seem very unlikely as a generic possibility. How-
ever, the essence of the FNNS mechanism is precisely that the emergence of exact
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Figure 1: In this very special case field theory glass the fundamental space-time
points {j} (indicated by the “•”) lie at the centres of the links of a hyper-cubic
lattice. The target space Mi of each φ(i) is assumed to be a U(1) group manifold.
The “quenched random” regions r, r′, r′′, · · · on which the semi-local action contri-
butions Sr are defined are the overlapping, round-cornered “squares” drawn with
broken lines each of which contains just four of the fundamental space-time points
• of the set {j}. The “quenched random” semi-local action contribution Sr is taken
to be of the identical form βReU(✷) + κ
∑
q q ∈r ReU(
q q) for each non-local action
region r. In other words, the quenched random set {βr} = {β, κ} associated with a
non-local action region r is the same for all regions in this very special case.
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gauge symmetry is a generic possibility when approximate symmetries are present
in a model such as a field theory glass.
Having in some way exact gauge symmetry, we would expect to see massless
gauge particles that would survive down to low energies. Such degrees of freedom
could couple to distant boundary conditions. Potential gauge symmetry directions
in configuration space - coinciding with closed orbits along which there are large
fluctuations - should not be affected by changes in distant boundary conditions in
the sense that such changes either should not change gauge symmetry orbits at
all or at most “parallel translate” such orbits in a direction in configuration space
corresponding to massless degrees of freedom (having long range correlations) that
can couple to distant boundary conditions8.
Let us make a few remarks about the transformations Λ(sµ) associated with the
gauge ball B(sµ). First, we point out that the requirement that these transforma-
tions leave the relevant Sr invariant (together with the requirement that the Carte-
sian product structure ×cart. prod.i∈B(sµ) Mi should remain intact) essentially insures that
the Λ(sµ) have the structure of a group9. Let us denote this group of transforma-
tions associated with B(sµ) as G(sµ): i.e., Λ(sµ) ∈ G(sµ). It should be understood
that, by definition of a gauge ball B(sµ), the field variables φ(k) corresponding to
k 6∈ B(sµ) are transformed trivially under the Λ ∈ G(sµ).
If the demon were, in the manner outlined above, to discover another neighbour-
hood B(s′) of another site s′ such that B(sµ)∩B(s′) 6= ∅, then he would hope to find
among the (hopefully large) set of variables {φ(i)} for which i ∈ B(sµ) ∩ B(s′) 6= ∅
some that behave as link variables in the sense that they are transformed both by
transformations (necessarily corresponding to the same representation) associated
with the “site” sµ and with transformations associated with the “site” sµ′ as indeed
is characteristic of a link variable. Such a “link-like” configuration is illustrated in
Figure 2.
In order to have a microstate configuration that has a chance of giving rise to
invariant terms of a (semi)local action contribution Sr, it is necessary that “link-like”
variables are sufficiently profuse so as to ensure what we can call “plaquette-like”
variables as a generic possibility: if “link-like” variables are sufficiently copious, one
could hope to have part of the overlap of each of (at least) three “link-like” pairs
8There is a problem here. If the photon field is set up in a configuration space direction
orthogonal to the direction corresponding to gauge transformations, how do we get the spontaneous
breakdown of gauge symmetry under gauge transformations ΛLinear having linear gauge functions
as in Section 4.4.2 will be espoused as the defining feature of a Coulomb phase? Presumably this
problem is a statement of Elitzur’s Theorem in disguise. It is well-known that various tricks must
be used to put this theorem out of commission if spontaneous symmetry breaking is to be achieved.
9The subset ORB
large fluc in×cart. prod.
i∈B(sµ)
Mi
⊂ ×cart. prod.i∈B(sµ) Mi is defined (or discovered) as that
corresponding to combinations of values of fields variables φ(i)|i∈B(sµ) for which the Sr for which
r∩B(sµ) 6= ∅ are roughly constant. The transformations Λ(sµ) are just bijective mappings of such a
subsetORB
large fluc in×cart. prod.
i∈B(sµ)
Mi
onto itself. It turns out that the invariance requirement defines
a subset ORB
large fluc in×cart. prod.
i∈B(sµ)
Mi
of points in ×cart. prod.i∈B(sµ) Mi within which certain permutations
are allowed. These correspond to subgroups of the group of all permutations. The composition of
elements of such a permutation subgroup has of course the structure of a group.
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Figure 2: If the number of fundamental space-time points i ∈ {j} lying within
B(sµ) ∩ B(s′µ) is large enough, then it becomes likely that there will be at least a
single fundamental space-time point i for which the corresponding field φ(i) trans-
forms under the same representation of a common subgroup of G(sµ) and G(s′µ).
Such a field variable will be said to have link-like behaviour.
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of three gauge balls B(sµn) (n ∈ {1, 2, 3}) that intersect a (non)local action region
r. Field variables from each of three such overlap regions (“link-like” variables - see
last paragraph) of three gauge balls can be combined so as to simulate a “plaquette-
like” variable (see Figure 3). If the coefficient of such a “plaquette variable” term
in the action turns out to be large compared say to the coefficients of non-invariant
contributions to Sr (e.g., a “link-like” term), Sr would be approximately invariant
under the groups of (local) transformations G(sn) (n ∈ {1, 2, 3}) associated with the
three gauge balls B(sn).
• In the “special case” field theory glass (really it turns out a priori to be close
to being a gauge glass, but it is still illustrative to see how a demon might
reveal this), a demon would eventually discover a gauge ball B(sµ) centred
at an sµ that coincides with a site of the hyper-cubic lattice (such a site is
not one of the fundamental spacetime point i ∈ {j} located at the centres of
the links of the lattice). Let such a gauge ball B(sµ) contain the i’s located
at the centres of the 2d (d denotes dimension) links of the lattice emanating
from the centre sµ of B(sµ). In Figure 4 (with d=2), B(sµ) is indicated by the
circle that contains four “fundamental space-time points” i (labelled by the set
{I, II, III, IV }) and has a non-vanishing intersection with four (overlapping)
non-local action regions r (corresponding to plaquettes containing four i’s).
Each region r such that r ∩ B(sµ) 6= ∅ contains two (adjacent) i’s of the four
i ∈ B(sµ) = {I, II, III, IV }. Let us make the (fortuitous) assumption that
the action parameters {β, κ} assigned to each non-local action region r are
(in addition to being identical for each region r) such that β is large and κ is
small. Then the demon would, for example, observe large fluctuations on
×cart. prodi∈B(sµ) Mi = (16)
Mi=I×Mi=II×Mi=III×Mi=IV = U(1)i=I×U(1)i=II×U(1)i=III×U(1)i=IV
along an orbit coinciding with the elements of the group G(sµ) of symmetry
operations
G(sµ) = {(exp(iθI), exp(iθII), exp(iθIII), exp(iθIV ))| (17)
|θI = −θII = θII = −θIV [eiθI ∈ U(1)I∧eiθII ∈ U(1)II∧eiθIII ∈ U(1)III∧eiθIV ∈ U(1)IV ]};
i.e., G(sµ) is the group of (approximate) symmetry operations associated with
the gauge ball B(sµ).
For small κ and large β, this group of transformations leaves the four non-
local action contributions corresponding to the four regions r that overlap
B(sµ) approximately invariant.
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Figure 3: Consider three gauge balls B(sµ), B(s′µ) and B(s′′µ) for which the pair-
wise overlap of each of three gauge ball pairs has a non-vanishing intersection with
a (non)local action region r. Assume that the overlap of each such pair of gauge
balls is populated by a number of fundamental space-time points i. Then it may
be possible, for example, to find three fields φ(j), φ(k) and φ(i) - with let us say
j ∈ B(sµ)∩B(s′µ)∩r 6= ∅, k ∈ B(s′µ)∩B(s′′µ)∩r 6= ∅ and i ∈ B(s′′µ)∩B(sµ)∩r 6= ∅
- such that all three fields transform as elements (in a common representation) of a
subgroup common toG(sµ), G(s′µ) and G(s′′µ). This being the case, the composition
φ(i)·φ(j)·φ(k) would be meaningful and would behave in a plaquette-like way in that
a term of Sr containing the trace of φ(i)·φ(j)·φ(k) would be approximately invariant
under transformations corresponding to the above-mentioned common subgroup of
G(sµ), G(s′µ) and G(s′′µ) associated with the three gauge balls B(sµ), B(s′µ) and
B(s′′µ).
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Figure 4: The 2-dimensional special case field theory glass is readily revealed
by the demon as a priori being very nearly a gauge glass. Moving a point in
the configuration space (16) along the orbit corresponding to the application of
the elements of (17) to the fields φ at the four fundamental spacetime points
i ∈ {I, II, III, IV } lying within the gauge ball B(sµ) leave the action contributions
Sr = βReU(✷) + κ
∑
q q ∈rReU(
q q) (with r ∩ B(sµ) 6= ∅) approximately invariant
if κ is small. The index r labels the non-local action regions (on which the Sr are
defined); these are drawn as broken-line rounded squares.
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2.4.1 The FNNS mechanism of exactification of an approximate gauge
symmetry
The essential result of the FNNS mechanism is that the emergence of exact gauge
symmetry in the long wavelength limit is, without fine-tuning, a generic possibility
for a very broad class of field theories.
A prerequisite needed in order for the FNNS mechanism to work is an approx-
imate gauge symmetry at say the fundamental scale. Then FNNS promises exact
gauge symmetry (i.e. massless gauge bosons) in going to long wavelengths. Let
us assume that such an approximate gauge symmetry has, in the manner sketched
above, been found on a field theory glass - presumably from observing directions in
configuration space along which there are large quantum fluctuations. Large fluc-
tuations are expected in directions corresponding to orbits in configuration space
along which the action S is almost independent of the combinations of the φ(i) lying
on such an orbit.
The validity of the FNNS statement is hard to see unless one uses the technique
that the founders of FNNS used to construct the argument leading to the conclusion
that the emergence of massless gauge bosons is a generic possibility for a broad class
of fundamental scale field theories.
The technique consists in the (formal) rewriting of the (single) “God given” field
φ in terms of new fictive fields10 φh(i) andH(s
µ) defined respectively on fundamental
space-time points i and gauge ball centres sµ. These new variables are defined by
φ(i)
def
= φ
H(sµ)
h (i) (18)
With this formal replacement, we trivially acquire a formal symmetry under the
transformations
φh → φΩh (19)
H → Ω−1H (20)
inasmuch as transforming back and forth between φh and H in this way that doesn’t
change the φ field containing the physics; i.e.,
φ = φHh → (φΩh )Ω
−1H = φHh = φ (21)
leaves S[φh, H ]
def
= S[φ] invariant.
Having this formal symmetry also allows the freedom of choosing a gauge con-
dition for the formal symmetry. The fact that these just formal manipulations will
be done in a special way so as to make possible the analysis leading to the FNNS
result in no way limits the (completely general) validity of the FNNS mechanism
conclusion (i.e., photons without fine-tuning) because these formal manipulations
are completely decoupled from the physics. In fact it is precisely because the formal
10This procedure was first described by H.B. Nielsen et al in [28]; since then, developments in
and reviews of this idea has appeared in many works; e.g., [8, 26, 7].
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manipulations of the φh and H fields do not affect the physics that we can conclude
that a physical result obtained using a very special manipulation of these fictive
variables will remain valid in general (also when the fictive variables are manipu-
lated away). The formal manipulations are however important in the sense that
they reveal “hidden” physics that is otherwise not easy to see.
In the FNNS mechanism, the freedom to choose a gauge is used to rewrite the
field φ(i) (with i ∈ B(sµ) say) as a site “s” associated part H(sµ) that is somehow
common to the field variables φ(i) (with i ∈ B(sµ) and a part φh(i) that is the part
of φ(i) that cannot be described by H(sµ). So the gauge choice that is made fixes
H to be the part of the φ(i) fluctuation pattern that for all i ∈ B(sµ) is common to
the φ(i) field. Even though each field φ(i) takes values on a different target space
Mi, the pattern of fluctuation along differentMi can be correlated in the sense that
in moving a point in configuration space along an orbit of large fluctuations results
in changes in the various fields φ(i) that are correlated. For example, a common
phase factor of fixed norm could be “factored out” of the fluctuation pattern of each
φ(i) (with i ∈ B(sµ)) and absorbed into the H(sµ) field defined on the centre of
the gauge ball B(sµ). This renders the H field a sort of non-linear Higgs field that
fluctuates wildly in the target (configuration) space ×cart. prod.i∈B(sµ) Mi. Since the H(sµ)
field has the same value at all fundamental spacetime points i ∈ B(sµ) as a result
of the choice of gauge, the action S is roughly independent of H . Hence H(sµ) can
have large fluctuations that can prevent the theory from Higgsing.
The remarkable result of the FNNS mechanism is that if it is possible to formally
choose the gauge so that to a large extent the φ(i) field fluctuations come to reside
in the site associated H(sµ) field, there is a generically good chance for having the
φh field in a Coulomb phase without fine-tuning.
So far the H field is not a proper Higgs field in that in general it will be a
non-linear field that fluctuates on a non-convex (e.g. group) target space manifold.
However, by block spinning the H field, one can effectively introduce a new variable
(not present on the group manifold) that allows the H to effectively become linear.
Block spinning essentially re-expresses the fluctuations in (the non-linear) H on the
target manifold in terms of this new variable that in effect fills out the non-convex
target space manifold so as to form the convex closure of the latter. Of course
the space in which the convex closure of the target space comes to reside must be
postulated as being a reality. Such a constructed extension of the target space could
be taken as the simplest possible space in which H can be embedded linearly. For
example, if a non-linear H field takes values in a U(1) target space, it could, by
block spinning, become a normal linear Higgs field if U(1) is first embedded in C.
For large H fluctuations, H can even come to lie in the symmetric point of the
convex envelope of the group manifold thereby attaining a vanishing value as indeed
is also possible for a proper Higgs field. The founders of the FNNS mechanism[28]
have demonstrated in a number of field theory models that there is a whole range
of action parameters for which the fluctuations in H are large enough to prevent
the theory from being Higgsed and for which the correlations in the φh field are of
sufficiently long range to yield a Coulomb phase.
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• In the special case “field theory glass” for which there a priori is approximate
U(1) gauge symmetry, the derivation of the FNNS mechanism would first
involve the introduction of the formal variables[27] φh(i) and H(s
µ). The first
is
φh(i) = Uh( q q
sµ sµ+aδµν ) ∈ U(1) defined on“links” i of lattice (22)
(a is the distance between adjacent gauge ball centres; e.g., the centre adjacent
to that with coordinate sµ in the the direction ν has coordinates sµ + aδµν ).
The second new variable is
H(sµ) = H( qs
µ
) ∈ U(1) defined on “sites” sµ of lattice. (23)
These two new variable are defined by
φ(i) = H−1( qs
µ
)Uh( q q
sµ sµ+aδµν )H( qs
µ+aδµν ). (24)
The action
S[Uh, H ]
def
= S[φ(i)] = S[H−1( qs
µ
)Uh( q q
sµ sµ+aδµν )H( qs
µ+aδµν )] (25)
is readily shown to be invariant under the following (formal) gauge transfor-
mations of the formal variables Uh and H :
Uh( q q
sµ sµ+aδµν )→ Λ−1( qsµ)Uh( q qs
µ sµ+aδµν )Λ( qs
µ+aδµν ) (26)
H( qs
µ
)→ Λ−1( qsµ)H( qsµ). (27)
In terms of the new formal variables Uh and H the “semi-local” action contri-
butions (14) (identical for each region r in this very special case) each become
Sr = S[Uh, H ] = βReUh(✷)+κ
∑
q q
sµ sµ+aδ
µ
ν ∈✷
Re(H−1( qs
µ
)Uh( q q
sµ sµ+aδµν )H( qs
µ+aδµν ).
(28)
Let us now choose a gauge: e.g.,
∏
q q
xµ
meeting at qx
µ
Uh(q q) = 1 (the lattice equiva-
lent of the Lorentz gauge) or Uh(q q) = 1 for links in the direction x
0 (temporal
gauge). Now, if β is sufficiently large we will have
Uh(q q) ≈ 1 in the measure DUh(q q)DH( q )eS[Uh,H]/Z (29)
and the action (28) becomes
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Sr = S[Uh = 1 ∀ q q, H ] =
∑
β1+ κ
∑
q q
sµ sµ+aδ
µ
ν ∈✷
Re(H−1( qs
µ
)H( qs
µ+aδµν ) (30)
∝ κ ∑
q q
sµ sµ+aδ
µ
ν
Re(H−1( qs
µ
)H( qs
µ+aδµν ).
This is recognised as the “x− y”-model in 4-dimensions; from the decay cor-
relation theorem it is known that there are no long range correlations for
sufficiently small κ. Hence the Higgsed phase is avoided and for sufficiently
large β a Coulomb phase emerges complete with photons!
2.4.2 Relating microstates to macroscopic gauge fields
Starting with the microstate vacuum, we shall now demonstrate a procedure for
setting up a macroscopic gauge potential Aaµ(yI). This will be done by transform-
ing the field variables φ(i) at the fundamental space-time points i ∈ {j} using the
local microlevel transformations Λ(sµ) ∈ G(sµ) that are associated with the gauge
balls B(sµ) within which a fundamental space-time point i (corresponding to φ(i))
lies. We shall also demonstrate that there is a microstate transformation that cor-
responds to a pure gauge transformation of a macroscopic Aaµ field. Recall that a
microstate is specified by a point in ×cart. prod.i∈{j} Mi (i.e., configuration space). Such a
point corresponds to a value of φ(i) for each i ∈ {j} where {j} denotes the set of
fundamental space-time sites.
We begin by choosing an (arbitrary) partition of the set of fundamental space-
time sites {j} in the field theory glass into a set {PyµJ} of non-overlapping cellsPyµ
I
∈ {Pyµ
J
} in such a way that every fundamental space-time point i lies in one
and only one cell PyµI . Cells are labelled by the coordinate y
µ
I that by definition lies
within the cell Pyµ
I
. We require that a cell is small to a degree sufficient to validate
the assumption that the variation of Aaµ within any cell is negligible.
Any fundamental site i ∈ {j} will always fall within a unique cell of the partition
- let us say that i falls within the cell Pyµ
J
:
i ∈ Pyµ
J
∈ {Pyµ
I
}. (31)
In general, i will also belong to a set of gauge balls:
{B(s′µ)|i ∈ B(s′µ)}. (32)
The set (32) can be empty or contain a number of gauge balls depending on the
density of gauge balls.
Choose now some cell Pyµ
J
and consider the following subset of the set {j} of
fundamental space-time points:
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{k|k ∈ {j} ∧ k ∈ PyµJ ∧ k ∈ B(s′µ)}. (33)
Now let each fundamental space-time point k belonging to the set (33) be trans-
formed according to
λa(s′µ) = Aaµ(yJ)(s
′µ − yµJ ) + c(yJ). (34)
where Aaµ is the macroscopic field that we want to set up at y
µ
J and s
′µ labels the
gauge balls B(s′µ) for which B(s′µ) ∩ PyµJ 6= ∅. The c(y
µ
J ) is a quantity depending
only on yµJ that without loss of generality can be set to zero (because we assume the
theory is not Higgsed11). This λa(s′µ) is the generator of an element Λ(s′µ) ∈ G(s′µ)
Λ(s′µ) = exp(iλa(s′µ)τa/2) (35)
that transforms all φ(i) with i ∈ B(s′µ). Recall that G(s′µ) is the set of symmetry
operations associated with the gauge ball B(s′µ) such that each element of Λ(sµ) ∈
G(sµ) transforms all the φ(i) corresponding to fundamental spacetime points i within
the gauge-ball B(sµ). These transformations are such that action contributions Sr
associated with regions r ∈ {r′|r′ ∩ B(sµ) 6= ∅} remain approximately invariant if
and only if all k ∈ B(sµ) are transformed by the same element Λ(sµ) ∈ G(sµ).
In general this is not the case. From (34) it is seen that fundamental spacetime
points get transformed by transformations that depend on the cell Pyµ
J
(labelled by
yµJ ) within which these points lie. The important point is that if a gauge ball B(s
µ)
falls within more than one cell, then k ∈ B(sµ) get transformed by (different) Λ(sµ) ∈
G(sµ) according to which cell k belongs. If an action region r (corresponding to an
Sr that depends only on the field variables φ(i) with i ∈ r) contains fundamental
spacetime points lying within the same gauge ball B(sµ) but different cells of the
partition, then fields φ at the fundamental spacetime points in different cells get
transformed by different elements Λ(sµ) ∈ G(sµ). The result is an operation under
which Sr is not invariant. Such operations can be used to alter the microstate
vacuum so as to set up any prescribed macroscopic Aµa(yJ) corresponding to a field
configuration with non-vanishing F µν .
By way of example, consider the case where the two field variables φ(l) and
φ(m) with l, m ∈ B(sµ) fall respectively into two different cells PyµI and PyµK of the
partition {Pyµ
J
}. Then φl and φm are transformed by different group elements of
G(sµ): the field variable φl is transformed by the element Λ(s
µ) ∈ G(sµ) generated
by the Lie algebra element λ(sµ) = A(yI)(s
µ − yµI ) while φm is transformed by the
element of G(sµ) generated by λ(sµ) = A(yK)(s
µ − yµK). Were the field variables
φl and φm “links” of a plaquette lying in in some local action contribution Sr, the
corresponding plaquette term of Sr would not be invariant under the modification of
the microstate vacuum outlined above. Indeed, such a modification would in general
lead to a non-vanishing curvature for such a plaquette.
11An un-Higgsed system is invariant under any global gauge transformation. In particular, this
is true of a global transformation generated by c(yµJ ).
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In the special case that a gauge ball B(sµ) lies entirely within a single cell Pyµ
I
of the partition {PyµJ}, the fundamental spacetime points in this gauge ball are all
transformed by the same element
Λ(sµ) = exp(iAaµ(yJ)(s
µ − yµJ )τa/2) ∈ G(sµ) (36)
which just leaves us in the vacuum. This will be seen to correspond simply to a
gauge transformation of the microstate vacuum.
• In the special case “field theory glass” (i.e., in the case where we almost have
a gauge glass from the start), let the partition P{yµ
J
} be the squares formed
by the dashed diagonal lines in Figure 5. Assume that the points yµK and
yµJ are arbitrarily situated in respectively the cells PyµK and PyµJ . Then the
field φ(I) at the fundamental spacetime point I is transformed by the ele-
ment Λ(sµ) = exp(iAµ(yK)(s
µ − yµK)) ∈ G(sµ) corresponding to the setup
of the field value Aµ(yK) at y
µ
K in PyµK . In an analogous fashion, the field
φ(II) at the fundamental spacetime point II is transformed by the element
Λ′(sµ) = exp(iAµ(yII)(sµ − yµII)) ∈ G(sµ) corresponding to the set-up of the
field value Aµ(yII) at y
µ
II ∈ PyµII . The essential point is that φ(I) and φ(II)
are transformed by different elements Λ(sµ) and Λ′(sµ) of the symmetry group
G(sµ) associated with the same gauge ball (namely the gauge ball containing
both the fundamental spacetime points I and II. The (semi)local action con-
tribution Sr defined on the (non)local region r within which I and II lie is
approximately invariant when the fields at the fundamental spacetime points
(within any gauge ball B(sµ) with B(sµ) ∩ r 6= ∅) are all transformed by the
same element of the gauge group G(sµ). But this is in general not true when
such fields φ(I) and φ(II) are transformed by different elements of G(sµ). It
is precisely this situation - i.e., different fields φ(I) and φ(II) corresponding to
fundamental spacetime points within the same gauge ball that are transformed
by different elements of G(sµ) - that is needed in order to set up macroscopic
fields Aµ of any desired curvature.
It has been demonstrated that any macroscopic Aµ field can be set up by a
modification of the fields φk of the (quenched) microstate vacuum using (local)
transformations from (approximate) symmetry groups G(sµ) associated with the
different gauge balls B(sµ) of the overlapping system of gauge balls that contain the
fundamental space-time sites k at which the fields φ(k) are defined.
It is important to see that there is also a correspondence between a usual gauge
transformation of a macroscopic gauge field Aµ and a modification of the microstate
vacuum that corresponds to a (pure) gauge transformation. To see this, consider a
usual gauge transformation of a macroscopic gauge field Aµ
def
= Aaµτ
a/2:
Aµ(x)→ Aµ(x)Ω(x) def= Ω−1(x)Aµ(x)Ω(x) + iΩ−1(x)∂µΩ(x) (37)
We want to see the relation between two microstate transformations leading to two
macroscopic gauge fields that are related by (37). In doing this, it is easier to work
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Figure 5: In the figure, the chosen partition of the special field theory glass is
shown as the diagonal broken-line grid; Pyµ
K
and Pyµ
J
denote cells of this partition
containing respectively the (arbitrarily placed) points yµK and y
µ
J . Consider by way
of example the fields φ(I) and φ(II) at the fundamental spacetime points I and II
that both fall within the same gauge ball B(sµ). As φ(I) (with I ∈ Pyµ
K
) and φ(II)
(with I ∈ PyµJ ) are transformed by the different elements exp(Aµ(yK)(sµ− y
µ
K)) and
exp(Aµ(yJ)(s
µ − yµJ)), of G(sµ), we can choose these elements so as to correspond
to mutually independent fields Aµ(yK)(s
µ− yµK) and Aµ(yJ)(sµ− yµJ) of any desired
values.
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with the group elements Λ(sµ) ∈ G(sµ) that transform the microstate in the desired
way rather than the Lie algebra elements λ(sµ) that generates this transformation.
In setting up some macroscopic Aµ field by performing transformations of mi-
crostates, we can deal with one cell at a time. Consider therefore some cell Pyµ
J
;
this cell PyµJ generally contains some subset of the set {j} of fundamental spacetime
points:
{k|k ∈ {j} ∧ k ∈ PyµJ } (38)
and intersects some set of gauge balls
{B(s′µ)|B(s′µ) ∩ PyµJ 6= ∅}. (39)
For each of the gauge balls B(sµ) in the set (39) we perform the microstate trans-
formation
Λ
Aµ
yν
J
(sν)
def
= P
(
exp
(
i
∫ sν
yνJ
Aµ(x
ν)dxµ
))
∈ G(sν) (40)
that is determined by the Aµ field that we want to set up (hence the superscript
“Aµ” on Λ
Aµ
yν
J
(sν)). The subscript indicates that this is a (microstate) transformation
of the fields φ(k) with k ∈ PyνJ . The argument sν indicates that the fields φ(i) that
get transformed are those associated with i lying in B(sµ)∩PyµJ . The “P” preceding
the integral indicates that a path ordered product is to be taken.
The number of such transformations performed in each cell in setting up a given
macroscopic Aµ field is just the number of elements in the set (39); a field φ(j) at a
fundamental spacetime point j contained in the set (38) gets transformed once for
each gauge ball of the set (39) within which j lies.
Now if we want to set up the field that has been gauge transformed according
to (37)), then we want to use the microstate transformations (40) after these have
been transformed according to
Λ
Aµ
yν
J
(sν)→ ΛAΩµyνJ(sν) = Ω−1(sν)ΛAµyνJ (s
ν)Ω(yνJ) (Ω ∈ G(sν)). (41)
In order to establish that this corresponds to a pure gauge transformation of
the microstate vacuum, we need to show that all the φ(k) corresponding to k lying
within a given gauge ball B(sµ) get transformed by only one element Λ(sµ) ∈ G(sµ)
of the group G(sµ) associated with this gauge ball. This is the opposite of the
situation needed to set up an Aµ in general (with non-vanishing curvature): recall
from above that in setting up an Aµ field in general, it was essential that the fields
φ(k) corresponding to k ∈ B(sµ) transform in a cell dependent way. This being
the case, a gauge ball intersected by more than one cell could have fields φ(k)
and φ(l) (corresponding to fundamental spacetime points in different cells) that
would be transformed by different elements of G(sµ) with the consequence that
Aµ fields with non-vanishing (or modified) Fµν could be set up. In order to show
that Λ
Aµ
yν
J
and Λ
A
Ω(x)
µ
yν
J
both set up macroscopic Aµ fields having the same Fµν (i.e.,
macroscopic fields related by a pure gauge transformation), we need to show that
the transformation (41) takes place in a cell independent way. Looking at (41), this
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would at first glance seem difficult because (41) involves a transformation Ω(yµJ ) with
a cell dependent argument yµJ : while it is true that in (41) both Ω(y
ν
J) and Ω(s
ν)
are elements of G(sν), they are not the the same element of G(sν). The element
Ω(yνJ) ∈ G(sν) is obtained by the parallel transport of G(sν) from sν to yνJ along
yνJ − sν using (40).
But now we make use of the fact that we are assuming that our field theory
glass is un-Higgsed. This means that two vacua that are related by a global gauge
transformation are really exactly the same vacuum. In particular, we can do global
transformations for each cell; when we get to the cell Pyµ
J
, we perform the global
gauge transformation Ω(yµJ )
−1 on all gauge balls. Letting Ω−1(yµJ ) act on (41) from
the right yields a transformation
Λ
A
Ω(x)
µ
yνJ
Ω(yνJ)
−1 = Ω−1(sν)ΛAµyνJ (s
ν) (42)
of the same vacuum that is completely equivalent to (41). The right-hand side of (42)
is a single element of G(sν) namely that obtained as the group product of Ω−1(sν) ∈
G(sν) and the transformation Λ
Aµ
yνJ
(sν) ∈ G(sν) that sets up the macroscopic field
Aµ before it is subjected to the gauge transformation (37). The important point is
that the transformation (42) depends only on sν and not on the cell PyνJ .
Repeating this procedure for each cell PyµJ of the partition, it is seen that the
net result is that the fields φ(k) for k ∈ B(sµ) always get transformed by the same
element Λ(sµ) ∈ G(sµ) even if such a gauge ball lies in more than one cell of the par-
tition. Accordingly, we can conclude that the application of the microstate transfor-
mations Λ
Aµ
J and Λ
A
Ω(x)
µ
J to the microstate vacuum sets up respectively macroscopic
fields Aµ(x) and A
Ω(x)
µ (x) that are related to each other by a pure gauge transfor-
mation. This was what we set out to show.
2.4.3 Multiple point criticality from a field theory glass
We have demonstrated a procedure for setting up a macroscopic Aµ field locally in
space-time regions delineated by gauge balls B(sµ) using the gauge ball-associated
group G(sµ) of (approximate) symmetry transformations Λ(sµ) ∈ G(sµ) to modify
the microstate vacuum Φ{i} at space-time points i lying within the gauge ball B(sµ).
More specifically, it was seen that in order to set up a gauge field having non-
vanishing curvature, it is necessary that a gauge-ball B(sµ) be intersected by more
than one cell of an (arbitrary) partition {PyµJ} of the fundamental set of space-time
sites {i}. This being the case, it is generically possible to find two fundamental space-
time sites j and k such that even when j, k ∈ B(sµ), the associated φj and φk get
transformed by different group elements of the set of gauge transformations G(sµ)
that are approximate symmetries of (non)local action contributions Sr for which
r∩B(sµ) 6= ∅. This will generally be the case when j and k belong to different cells
Pyµ
I
and Pyµ
L
of the partition {Pyµ
J
} in which case the fields φj and φk transform
according to φj → exp(iAµ(yI)(sµ − yµI ))φj and φk → exp(iAµ(yL)(sµ − yµL))φk. In
general, such a combination of transformations does not coincide with just a single
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element Λ(sµ) of the set G(sµ) of (approximate) symmetries of the Sr for which
r ∩B(sµ) 6= ∅.
An implicit assumption in this procedure is that there are microstate field vari-
able degrees of freedom φi that can be modified non-trivially under the transforma-
tions of the various G(sµ) associated with the various gauge balls B(sµ); otherwise
the action can only remain constant. The point is that a continuum limit 1
g2
must
stem from a sum of contributions coming from microstate configurations that can
represent a gAµ field. An essential prerequisite for setting up such macroscopic gAµ
fields in the manner outlined above is that there is a sufficient density of sites among
the set {i} of fundamental space-time sites at which the associated field variables
φ(i) transform non-trivially under the approximate symmetry group G(sµ) associ-
ated with some gauge ball B(sµ).
When the demon succeeds in finding a set of transformations Λ(sµ) ∈ G(sµ)
where G(sµ) is a group associated with a gauge ball B(sµ), he was presumably
helped by the observation of large quantum fluctuations along a (closed) orbit
ORB
large fluc in×cart. prod.i∈B(sµ) Mi ⊂ ×
cart. prod.
i∈B(sµ) Mi (or a set of “parallel” orbits correspond-
ing to different choices of (distant) physical boundary conditions) on the manifold
×cart. prod.i∈B(sµ) Mi. That large fluctuations are allowed along these orbits is a indication
that the action is almost constant along such orbits. For a given set of distant bound-
ary conditions, the different points on ORB
large fluc in×cart. prod.i∈B(sµ) MiMi are related by
the transformations Λ(sµ) ∈ G(sµ).
Along such orbits, the distributions of target space values taken by the fields
φ(i) are such that there are correlations in the way that the values assumed by
these φ change. In other words, in moving the configuration space point along such
an orbit, we expect that the different fields φ(i) (with i ∈ B(sµ)) will change in a
correlated way. This behaviour would also follow from the properties that we expect
to be characteristic of such an orbit. Recall that having such an orbit is presumably
tantamount to having found a subset of the set of possible field variable combinations
φ : {i} ∩ B(sµ) → ×cart. prod.i∈B(sµ) Mi for which the Sr (with r ∩ B(sµ) 6= ∅) are invariant
and for which the Cartesian product structure of ×cart. prod.i∈B(sµ) Mi is intact. If these
properties are fulfilled, there will be points along such a configuration space orbit
that can be transformed into each other under the action of a group (see footnote on
page 17). The effect of such group operations is to permute points in configuration
space (on the orbit) that correspond to whole sets of values of the φ(i) on such an
orbit. This permutation symmetry is in itself an expression of the correlated way in
which the φ(i) change when a point in configuration space is moved along such an
orbit ORB
large fluc in×cart. prod.i∈B(sµ) Mi ⊂ ×
cart. prod.
i∈B(sµ) Mi.
We seek now to extract the common variation in the various φ(i) field combina-
tions corresponding to permutations (i.e., displacements) of configuration points on
such orbits. The idea is to incorporate this common movement of the φ(i)’s into a
fictive (formal) field variable H(sµ) that takes values in G(sµ). The fictive variable
H(sµ) (that maps sites s into configuration space) is defined together with another
fictive variable φh(i) by
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φ(i) = φ
H(sµ)
h (i). (43)
This completely formal replacement of a “God-given” variable by a combination of
formal variables is reminiscent of the technique used in establishing the FNNS The-
orem. Recall that the physical content of the FNNS Theorem is revealed by formal
manipulations un-coupled to the physics of a field theory but which are extremely
useful in exposing the validity of the physical content of the FNNS mechanism. That
real physics can be uncovered using an analysis with fictive variables relies on the
fact that such formal operations cannot modify the physical content of a theory.
However if such formal manipulations help to reveal real physics, such real physics
is still there even when such fictive variables are manipulated in some other way
(and in particular when such fictive variables are completely manipulated away).
The argumentation to be given below suggests that MPC actually results from a
rather precise compromise between competing behaviour the one extreme of which
favours the avoidance of a Higgs phase by having confinement while the other ex-
treme favours the avoidance of confinement by having a Higgsed phase. It will be
argued that at the multiple point, the chances of avoiding confinement and Higgsing
are best.
In the spirit of the FNNS fictive variable technique, the second new field variable
φh(i) corresponds to the part of the fluctuation pattern of the φ(i) (with i ∈ B(sµ))
that remains after “correlated variations” in the values assumed by the variables φ(i)
have been absorbed12 into the new fieldH(sµ) defined at the gauge ball centre s. This
amounts to choosing a gauge for the formal symmetry that comes from introducing
fictive variables in such a way that the φ(i)h have smaller fluctuations than the
original fields φ(i).
Now recall that the orbit ORB
large fluc in×cart. prod.i∈B(sµ) Mi ⊂ ×
cart. prod.
i∈B(sµ) Mi corresponds
to transformations that are only approximately symmetries of the action contribu-
tions Sr corresponding to the (non)local regions r that overlap the gauge ball B(s
µ).
There can be small imperfections - i.e., points on the orbitORB
large fluc in×cart. prod.i∈B(sµ) Mi ⊂
×cart. prod.i∈B(sµ) Mi corresponding to (shallow) relative minima in one or more of the (cou-
pled) Sr corresponding to (non)local regions r that overlap B(s
µ).
Having a shallow minimum in an Sr - coupled to other (semi)local action contri-
butions Sr′ , Sr′′, . . . due to the overlap of (non)local regions r, r
′, r′′, . . . with B(sµ)
- makes for the risk of an alignment of the field H at s that can become correlated
with H at other points s′, s′′, . . . separated from s by distances large enough to lead
to Higgsing.
However, Higgsing can be rendered less likely if the fluctuations in φh(i) are large
enough (corresponding to not having a coupling for the field φh(i) that is too weak)
to inhibit such correlations in H over large distances. Presumably, the weaker the
coupling of the φ(i), the more of the original fluctuation pattern is common to the
φ(i) (with i ∈ B(sµ)) and therefore incorporated into theH(sµ) field. The remainder
of the fluctuation pattern of the φ(i) fields - the incoherent part that cannot be put
12Even though fluctuations of the φ(i) occur on different target spacesMi, it is still meaningful
to consider correlations in the pattern of fluctuation.
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into the H(sµ) field - resides in the φh(i) and in a statistical sense at least can help
to drown out imperfections in the approximate symmetries under the group G(sµ)
that could lead to Higgsing.
But if the coupling is too strong, the fluctuations in the (new) variables φh(i)
are so large that we get confinement of these degrees of freedom (and at the same
time more effectively reduce the risk of Higgsing of the H-fields).
What we want is long range correlations for the degrees of freedom corresponding
to the new variables φh(i) while at the same avoiding a Higgsing of the new variable
H(sµ). This is the compromise that we claim is sought out by the MPCP.
The weaker the coupling for the variables φh(i) - (corresponding to smaller fluctu-
ations in φh(i) that accordingly are less effective in preventing correlations in the H
field over long distances) - the more near perfect must be the “approximate” gauge
symmetries found by the demon if the small uncorrelated fluctuations in φh(i) (with
i ∈ B(sµ)) are - at least statistically speaking - to be effective in reducing correlations
in the H-field over distances that can lead to Higgsing.
Consider a gauge ball B(sµ). We want to define a quantity that expresses
the amount by which a group of transformations G(sµ) associated with this gauge
ball B(sµ) deviates from being a perfect symmetry. Such a quantity, denoted by
∆dev, is considered for each local action contribution Sr for which the correspond-
ing (non)local region r (containing all the field variables φi on which Sr depends
non-trivially) is such that r ∩ B(sµ) 6= ∅. This quantity ∆dev is defined by
∆dev(G(s
µ)) =
max
over r ||Sr[φΛ]−〈Sr[φΛ]〉Λ∈G(sµ)|| for r∩B(sµ) 6= ∅ and Λ(sµ) ∈ G(sµ).
(44)
According to the argumentation above, the quantity ∆dev(G(s
µ)) must be smaller
the larger the inverse squared coupling if the risk for Higgsing due to deviations
from perfect symmetry is not to increase. We can express this requirement by an
inequality that must be satisfied:
∆dev(G(s
µ)) ≤ f( 1
g2
) (45)
where f( 1
g2
) is a monotonically decreasing function of 1
g2
and ∆dev(G(s
µ)) is given
by (44).
So the gauge ball B(sµ) is useful only if the associated group of transformations
G(sµ) satisfy the criterion (45) above. The weaker the coupling (i.e., the larger the
value of 1
g2
) the smaller the allowed deviation from perfect symmetry (∆dev) and the
less likely it will be that a gauge ball is useful in the sense that (45) is satisfied. The
density of such useful gauge balls decreases as the coupling for the φh(i) variables
decreases; concurrently, the fundamental space-time points i and associated field
variables φ(i) lying within the gauge balls “rejected” according to the criterion (45)
are no longer available for use in setting up a macroscopic gAµ field. But it is
necessary that such gAµ can be set up if there are to be contributions to 1
g2
in the
continuum limit.
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Let us denote the number of gauge balls to which are associated sufficiently
accurate symmetry G(sµ) groups (i.e., useful gauge balls) as
#{B(sµ)|∆inv(G(sµ)) ≤ f( 1
g2
)}. (46)
There are two competing relationships between 1
g2
and #{B(sµ)|∆inv(G(sµ)) ≤
f( 1
g2
)} (see Figure 6) that can be stated as follows:
1. the larger the number of “useful” gauge balls #{B(sµ)|∆inv(G(sµ)) ≤ f( 1g2 )},
the larger the number of microstate degrees of freedom φ that are connected
to the macroscopic field gAµ and hence the larger is 1
g2
.
2. The weaker the coupling the more readily will there be long distance correla-
tions in the field H(sµ) with the danger of Higgsing as a consequence; avoiding
such correlations necessitates a smaller allowed deviation (45) from perfect
symmetry for the groups G(sµ) associated with gauge balls B(sµ) and conse-
quently a reduction in the number of “active” gauge balls #{B(sµ)|∆inv(G(sµ)) ≤
f( 1
g2
)}.
The point to be made is that the field theory glass model for fundamental scale
physics is a Random Dynamics scenario that, apart from yielding exact LEP gauge
symmetry by the FNNS mechanism if there is an approximate symmetry at the
fundamental scale, suggests that the inequality (2) is obeyed in Nature as an equality.
Point 1. above implies that having a value of 1
g2
that at the Planck scale is large
enough to avoid confinement (i.e., the fulfilment of the inequality (2)) is really a
question of having sufficiently many gauge balls that can be connected to a macro-
scopic gAµ field. That the inequality (2) must be realised as an equality is suggested
by point 2) above inasmuch as weaker than necessary couplings increase the risk of
correlations over distances large enough to lead to Higgsing.
The two relations between 1
g2
and #{B(sµ)|∆inv(G(sµ)) ≤ f( 1g2 )} (points 1.
and 2. above) are depicted schematically in Figure (6). The suggestion that the
inequality (2) is realised as a equality - if understood as applying to all possible
partially confining phases - is tantamount to suggesting the validity of the principle
of multiple point criticality.
2.5 Breakdown of the AGUT SMG3 by confusion
As an inequality, (2) expresses the important requirement that Yang-Mills degrees
of freedom at the Planck scale that give rise to the observed Yang-Mills fields of the
Standard Model cannot, already at the Planck scale, have developed a strong cou-
pling/high temperature/confinement-like physics. We make the important assump-
tion that only Yang-Mills degrees of freedom that are Coulomb-like in behaviour at
the fundamental scale have a chance of surviving down to experimentally accessible
energies. This is what is insured by the inequality (2). In a simple lattice gauge the-
ory with a gauge invariant action Sg.i. given by Sg.i. = β
∑
✷ReU(✷), confinement
is avoided by having a large enough β.
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Figure 6: There are two competing relationships between #{B(sµ)|∆inv(G(sµ)) ≤
f( 1
g2
)} and 1
g2
shown as curves 1 and 2. Curve 1 suggests the manner in which
more and more gauge balls fail to satisfy (45) as 1
g2
increases. The suddenness with
which curve 1 is depicted as dropping off with increasing 1
g2
is intended to suggest
that #{B(sµ)|∆inv(G(sµ)) ≤ f( 1g2 )} varies rapidly at the confinement to Coulomb
phase transition. Curve 2 shows that 1
g2
increases with the number of useful gauge
balls. Because of the rapid variation of curve 1 near 1
g2crit
, the intersection of the
two curves can be expected to be at least very close to critical coupling values.
Applying this argumentation to each possible partially confining phase, the analogue
of the intersection of the two curves becomes the multiple point where all possible
combinations of degrees of freedom can coexist in confinement and in configurations
with long range correlations
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However, a direction in the configuration space of a field theory glass along
which there is only approximate gauge symmetry has accordingly at least small
gauge breaking action contributions Sg.b. to the quenched random action. We call
this latter the fundamental action Sfund. Let us take as a prototype for Sg.b. a term
Sg.b. = κ
∑
q q
U(q q) that explicitly breaks gauge symmetry.
The random dynamics philosophy for fundamental physics has played a decisive
role in motivating the theoretical picture we have for the origin of the SMG via the
SMGNgen gauge group.
A possible theoretical motivation for the AGUT gauge group SMG3 and its
subsequent breakdown to the diagonal subgroup could start with a scenario from
“random dynamics”[29, 26]: at an energy a little above the Planck scale, one has
a multitude of gauge symmetries resulting from the FNNS13 exactification[28] of
chance occurrences of approximate gauge symmetries. This collection of symmetries
can be expected to be dominated by low-dimensional groups as such symmetries are
most likely to occur by chance. We envision that the symmetry embodied by this
collection of groups is broken down by a succession of steps the last of which, before
the Weinberg-Salam breakdown, is the breakdown of the AGUT group SMG3 to its
diagonal subgroup. This succession of symmetry breakdowns is pictured as occurring
for decreasing energies within a range of a few orders of magnitude at the Planck
scale.
The succession of breakdowns envisioned coincides with gauge groups that are
more and more depleted of group automorphisms14. We (and others) have proposed
a breakdown mechanism[20, 21, 22] called “confusion” that is active when gauge
groups possess automorphisms.
We speculate that confusion breaking - that can be called into play by different
types of automorphisms - can successively break very general groups with many
Cartesian product factors down to a collection of groups with especially few auto-
morphisms as is characteristic of the SMG itself. It is noteworthy that the SMG
has been shown in a certain sense [30, 31] to be the group of rank 4 (and dimension
less than 19) that is maximally deficient in automorphisms. We propose the group
SMG3 as the last intermediate step on the way to the SMG.
We now briefly explain how the confusion breakdown mechanism functions for
gauge groups with outer automorphisms. First it is argued that, in the spirit of
assuming a fundamental physics that can be taken as random, one is forced to allow
for the possibility of having quenched random “confusion surfaces” in space-time.
The defining property of these surfaces is that (e.g. gauge) fields obey modified
continuity conditions at such surfaces; for example, the permutation of a gauge field
with an automorphic image of the field can occur. A non-simply connected space-
time topology is essential for the presence of nontrivial confusion surfaces; a discrete
13Fo¨rster, Nielsen, Ninomiya, Shenker
14A group automorphism is defined as a bijective map of the group onto itself that preserves the
group composition law. The set of all group automorphisms is itself a group some of the elements
of which are inner automorphisms (i.e., just similarity transformations within the group). There
can also be outer automorphisms (essential for confusion) which are defined as factor groups of the
group of automorphisms modulo inner automorphisms.
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space-time structure such as a lattice is inherently non-simply connected because of
the “holes” in the structure.
The essential feature of the “confusion” breakdown mechanism is that, in the
presence of “confusion surfaces”, the distinct identities of a field and its automorphic
image can be maintained locally but not globally. To see how this ambiguity arises,
imagine taking a journey along a closed path on the lattice that crosses a confusion
surface at which the labels of a gauge group element and its automorphic image are
permuted. Even if one could, at the onset of the journey, unambiguously assign say
the names “Peter” and “Paul” to two gauge fields related by an automorphism,
our careful accounting of the field identities as we travel around the loop would not,
upon arriving back at the starting point, necessarily be in agreement with the names
assigned when we departed on our journey. So an attempt to make independent
global gauge transformations of Peter and Paul (sub)groups would not succeed.
Therefore, for the action at confusion surfaces, there is not invariance under global
gauge transformations of the whole gauge group but only under transformations of
the subgroup left invariant by the automorphism.
The ambiguity under the automorphism caused by confusion (surfaces) is re-
moved by the breakdown of the gauge group to the maximal subgroup which is left
invariant under the automorphism. The diagonal subgroup of the Cartesian product
of isomorphic groups is the maximal invariant subgroup of the permutation auto-
morphism(s); i.e., because the diagonal subgroup is the subgroup left invariant by
the automorphism, it has the symmetry under gauge transformations generated by
constant gauge functions (corresponding to the global part of a local gauge transfor-
mation) that survives after the ambiguity caused by the automorphism is removed
by breakdown to the diagonal subgroup.
For the purpose of illustrating a possible origin of the “anti-unified” gauge group
and its subsequent breakdown to the standard model group, we describe two im-
portant examples of group automorphisms - examples 1 and 2 below - that call the
confusion mechanism into play:
Example 1. Many groups have a charge conjugation-like automorphism correspond-
ing in the SU(N) case to complex conjugation of the matrices element by
element. While for SU(2) this is an inner automorphism, it is for higher
SU(N) groups an outer automorphism. According to the speculated confu-
sion mechanism, such a group should break down to the subgroup consisting
of only the real matrices which is the largest subgroup that is invariant under
the automorphism. If the group is provided with C-breaking chiral fermions,
the automorphism can be broken in this way thereby thwarting the “attack”
from the confusion mechanism.
Example 2. There can be automorphisms under the permutation of identical group
factors in a Cartesian product group: we argue that the symmetry reduction
(at the Planck scale) from (SMG)Ngen. to SMG = S(U(2)×U(3)) is triggered
by the symmetry under the automorphism that permutes theNgen SMG factors
in (SMG)Ngen. .
37
Elaborating briefly on example 1 above, we point out that with the exception of
the semi-simple groups such as SU(2), SO(3) , the odd N spin or SO(N)-groups
and the symplectic groups, all groups have outer automorphisms of the complex
conjugation- or charge conjugation-like type. Following a series of confusion break-
downs activated by charge conjugation-like automorphisms, we expect that the (in-
termediate) surviving gauge symmetry (i.e., that of (SMG)Ngen.) must have matter
fields that break charge conjugation-like symmetries. In other words, the presence of
such matter fields serves to protect the surviving symmetry from further breakdown
by eliminating the possibility for further confusion of the surviving group with its
automorphic image under charge conjugation.
In particular, we expect that a necessary condition for the survival of gauge
groups like U(1) and SU(3) is the presence of some matter fields not invariant under
charge conjugation. Protection against this sort of breakdown can be provided by
chiral fields that break the charge conjugation symmetry of the gauge fields. In
the case of the Standard Model, left- and right-handed fermions always appear in
different representations so that confusion breakdown by way of a charge conjugation
automorphism is not possible. In fact, the number of particles in a single generation
in combination with the rather intricate way these are represented in the Standard
Model can be shown to be the simplest possible manner in which gauge anomalies
can be avoided[32, 33, 34, 35].
As mentioned in example 2 above, it is assumed that the confusion breakdown
of the intermediate gauge group SMG3 to the standard model group SMG (at the
Planck scale) is activated by the automorphism that permutes the Ngen isomor-
phic Cartesian product factors in (SMG)Ngen. . The elimination of the ambiguities
that can arise in trying to keep track of the identities of a group element and its
automorphic image under such permutations coincides with the breakdown to the
standard model group SMG = S(U(2) × U(3)) which, being the diagonal sub-
group of (SMG)Ngen. , is invariant under the automorphism that permutes the SMG
group factors in (SMG)Ngen. . In order for this final confusion breakdown to work
effectively, the Cartesian product factors of (SMG)Ngen. must presumably be truly
isomorphic - i.e., the matter field content of each factor must essentially have the
same structure. This combined with the fact that one usual fermion generation is
known to provide the least complicated arrangement of particles that avoids gauge
anomalies would strongly suggest that the Ngen factors of (SMG)
Ngen. are simply
dull repetitions of the standard model group each having a comparable matter field
content but with the possibility of having different gauge quantum numbers as a
distinguishing feature of the different families. Each of the Ngen factors is the “an-
cestor” to one of the Ngen generations of the diagonal subgroup identified with the
usual Standard Model Group.
It should be emphasised that all the confusion breakdowns - those utilising a
series of charge conjugation automorphisms leading to (SMG)Ngen. as well as the
final confusion breakdown of the SMG3 to the diagonal subgroup that is caused by
the permutation automorphism - are assumed to take place within a rather narrow
range of energies at the Planck scale.
Before leaving the confusion breakdown mechanism, we should point out that
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any mechanism that breaks the SMG3 down to the diagonal subgroup would suffice
for our model. A Higgs field mechanism could for example provide an alternative to
the confusion mechanism of breakdown.
2.6 A string-regulated model using a Kaluza-Klein space-
time
In this model, the Random Dynamics-inspired input is that the (quenched random)
values of gauge couplings are given at the fundamental scale independent of low
energy physics. This assumption can be implemented by insisting that, from the
point of view of low energy physics, the value of gauge couplings at the fundamental
scale must appear to be random. In the context of this model which will be briefly
described now, it is argued that there is a range of fundamental scale coupling values
that must be avoided if the suspicion of fine-tuning is not to be aroused. The weakest
coupling in this range provides an upper limit on how strong a coupling should be
observed experimentally.
Using a regularised Kaluza-Klein space-time at the fundamental scale with Yang-
Mills fields in D − 4 compactified dimensions, we examine the β-function for a
dimensionless expression β(1/a) = (2/g2)aD−4 for the coupling constants g in D-
dimensions. Here a is the lattice constant and defines the renormalization point
µ = 1/a. The “running” β(µ) is defined so as to describe observed continuum
physics as a lattice with lattice constant a = 1/µ. The β-function for this β(1/µ) is
shown to have an ultraviolet stable fixed point βcrit. The argument is that in order
to avoid the suspicion that the values at the fundamental scale are fine-tuned to
experimentally observed values (recall that couplings are assumed to be given at the
fundamental scale independent of low energy physics), a small range of fundamental
scale (≈ Planck scale) coupling values centred at βcrit must be avoided. Due to a scale
dependent effective dimensionality D, this “forbidden” interval of values expands
due to renormalization group effects into a large range of values in going towards
the infrared that should not be observed at low (i.e., experimentally accessible)
energies (see Figure 7. It is the larger β boundary of the “forbidden” interval (at
low energies) that provides an upper bound on “allowed” values for experimental
couplings inasmuch as this boundary corresponds to being on the “Coulomb-like”
side of βcrit at the fundamental scale. The small β boundary of the “forbidden”
interval at low energies would correspond to a fundamental scale β for which there
was confinement already at the fundamental scale and accordingly would not lead
to physics observable at low energies.
In this model, the scale dependence of the space-time dimensionality D has
several consequences. At the fundamental scale, the Kaluza-Klein space R4 ×K is
of dimension D > 4 but in going to lower energies, one at some point encounters
the energy corresponding to the linear dimension ρ of the compactification space K.
At energies corresponding to distances longer than ρ, the dimensionality of space-
time is reduced to D = 4 and renormalization group effects are just the normal
quantum mechanical ones. At the energy 1/µ ≈ ρ coinciding with the transition
D > 4 −→ D = 4, it is argued that couplings are weakened by a factor roughly
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Figure 7: In the string regulated model using a Kaluza-Klein space-time with
D − 4 compactified dimensions at the fundamental scale, the idea is that in order
not to arouse the suspicion of fine-tuning, a small interval centred at βcrit at the
fundamental scale must be avoided. This small “forbidden” interval ǫ expands due
to renormalization group effects into a whole range of “forbidden” values of βcrit
that should not be observed in going to low energies. It is the upper limit of this
range that provides an upper bound on allowed experimental couplings.
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equal to the number of fundamental string regulation volumes reg. vol. that can be
accommodated in the volume vol(K) of the compactification space. Subsequently it
is proposed that this factor cannot be less than the number of generations Ngen by
invoking an argument reminiscent of that sometimes encountered in string model
“T.O.E.” the essence of which is that the quark and lepton generations correspond
to various zero modes of a Weyl operator in the compactifying space.
Using string physics as a way of achieving a regularization of the Yang-Mills
fields in the limit of zero slope is an alternative to a fundamental scale lattice as a
way of implementing what we regard as the necessity of an ontological fundamental
scale regularization in order that field theories be consistent. In a string theory, the
compactification space K is a continuum and what is needed, roughly speaking, is
an argument for vol(K) being large enough to accommodate a string from each gen-
eration without an overlapping of the domains of the different strings. A plausible
line of reasoning would be that if the compactifying space K becomes too small,
the fields in K corresponding to the zero modes could become so compressed and
thereby so strong that the fluctuations giving rise to the extension of a string (cor-
responding for example to a gauge particle) become limited because the maximal
string extension is constrained to be of the order of a typical length related to the
field. For instance, it is quite possible that a string in a very curled-up Riemannian
space with many niches and corridors will be constrained to be inside one (or sev-
eral) of these niches even if this means that the string cannot have the usual
√
α′
extension.
As an example, we can think of a string as a rigid rotor on an S2-sphere. If
the sphere has a very small radius, even a string of small angular momentum (e.g.
l = 1) about a pole of the sphere can readily attain maximal extension - namely
that corresponding to the ends of the string rotating in the equatorial plane. So
in this case, the length of the string state (leading to a gauge particle) can be no
more than πr where r is the radius of the S2-sphere. This means that it is the
scale of the curvature of the Riemannian space-time rather than the
√
α′ string
extension that determines the string size in a very strongly curved space-time. In
summary, the conclusion we want to make is that when a compactifying space of
given topology (Euler number) is diminished in linear dimension, at some stage
of this squeezing process, the property dictating the effective string regularization
switches from being a characteristic of the string to being a characteristic of the
curvature of the compactifying space. This in turn has the effect of “squeezing
down” the otherwise string-determined regularization scale.
A variation on this scenario is the suggestion[36] that a string cannot be affected
by the components in the background (e.g. gravitational) field having frequencies
above the 1√
α′
scale. Effectively this means that such components do not exist in
which case it would be impossible to have the compactifying space-time of extent
less than that necessary in order to have a curvature that is of the order α′. This
would in turn mean that vol(K)
reg. vol.
would be at least of the same order of magnitude
as the Euler number of K.
Arguments of the type just presented aid in justifying the assertion that, at
least to order of magnitude validity, the effective number of regularization volumes
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in K (namely vol(K)
reg. vol.
) is larger than the number of zero modes Ngen. This form
of argumentation together with the requirement that suspicions of fine-tuning be
avoided leads to the inequality (2) in the slightly modified form
βexperimental(µP lanck) ≥ vol(K)N0 ≥ Ngenβcrit. (47)
Here βexperimental(µP lanck) denotes the experimental values of the inverse squared
couplings (one for each of the SMG subgroups SU(3), SU(2), and U(1) that have
been extrapolated to the Planck scale using the assumption of a “desert” in the
renormalization group extrapolation. The lower bound Ngenβcrit of the inequality
(47) depends obviously on Ngen as well as βcrit. The latter tends to be larger the
larger the group. This is corroborated for SU(N) groups by the approximate rela-
tionship
βcrit, M.F.A.
N
≈ 0.8 (48)
known from studies using the Mean Field Approximation (MFA). It is shown that
for Ngen = 3 and for a SU(N) group with N = 3, the lower limit Ngenβcrit is pushed
so high up in value that the experimentally observed inverse squared couplings are
only just barely large enough to escape the “forbidden gap”. In fact, a gauge group
no larger than SU(5) would be on the verge of predicting less than three generations
of fermions in the “forbidden gap” is to be avoided. This allows several tentative
conclusions:
1. There is not “room” for many more than the three experimentally known
generations of quarks and leptons.
2. Grand unification cannot be accommodated in the 4-dimensional scale region
as this would increase βcrit prohibitively; in fact, grand unification could only
be tolerated at a scale close to the Planck scale. This implies a large desert.
Already for SU(2) and SU(3) the inequality (47) is close to being saturated
insofar as Ngen is experimentally established as not being less than three.
3. A “blooming” of the desert in excess of that already “known” to couple to the
SMG Yang-Mills fields is not allowed inasmuch as additional scalars or fermions
at low energies would make unwelcome contributions to the 4-dimensional
Callan-Symanzik β-function.
4. The compactifying spaceK should be no larger “than necessary”; i.e.,., vol(K)
should not exceed the number of generations times the regulation volume of a
fundamental string region.
5. At the string or fundamental scale, the couplings are expected only to be just
enough larger so as not to arouse the suspicion of fine-tuning.
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3 The principle of multiple point criticality
A central theme of this work can be stated as a proposed fundamental principle -
the principle of multiple point criticality. This principle has evolved from being a
specific assertion about the values assumed by the gauge fine-structure constants
in the context of a Yang-Mills lattice gauge theory to a general statement about
Nature that essentially aspires to be a solution to all the fine-tuning paradoxes in
fundamental physics. In the specific context in which this principle originated, it
can be stated as follows:
At the fundamental scale (taken to be the Planck scale), the actual running gauge
coupling constants correspond to the multiple point critical values in the phase dia-
gram of a lattice gauge theory.
In this context, the multiple point is a point in the phase diagram of the lattice
gauge theory at which all - or at least many - “phases”15 convene. This point
corresponds to critical values for the parameters used to describe the form of the
action. In the rather crude mean field approximation considered here, there is one
“phase”16 for each combination (K,H) where K is a subgroup of the gauge group G
and H is an invariant subgroup of K; i.e., there is a “phase” for each combination
(K ⊆ G,H ✁K) where H can also be a discrete invariant subgroup.
If one adopts the viewpoint that the actual existence of a fundamental regu-
lator is a prerequisite for the consistency of any field theory at sufficiently short
distances, then one must accept phases distinguishable at the scale of the regulator
as also being real and physically existing. In this context, the MPCP would assert
that there is an affinity for parameters corresponding to the junction of a maximum
number of “regulator-scale” distinguishable phases regardless of how the ontological
regulator of field theories at the fundamental scale is implemented. We have consid-
ered the MPCP in the context of a lattice regulator; however, assuming that such
a fundamental regulator can be formulated or implemented in ways alternative to
a lattice (e.g., as strings), a credible MPCP would need to give the same values of,
for example, fine-structure constants upon seeking out the junction of a maximum
number of phases distinguishable at the scale of the alternative regulator.
3.1 Multiple Point Criticality: a prototype for fine-tuning
3.1.1 What are fine-tuning problems?
One has a fine-tuning problem when the experimental values of physical constants
are found to have very special values relative to an a priori expectation. An expla-
nation of why constants of Nature have seemingly non-generic values cries out for
15These “phases” are explained in Section 4.
16In reality, such “phases” are not necessarily separated by a phase boundary everywhere in the
action parameter space; e.g., phase boundaries that end at a critical point can be circumvented in
going from one phase to another.
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a theoretical explanation. Why for instance is the cosmological constant so exceed-
ingly small in terms of Planck scale units, which one would naturally suspect were
the fundamental units in Nature? Why is the Higgs expectation value, which deter-
mines the weak interaction scale, so small compared to the Planck mass or, if one
believes in Grand Unification, to the unification scale? Addressing the fine-tuning
problems offers the hope of being able to use hints coming directly from Nature -
rather than from pure speculation - to learn about what the physics should be like
at much shorter distances than those presently accessible and known.
The values assumed by the fine-structure constants of the Standard Model also
constitute a fine-tuning problem in that these rather remarkably take the values
at “the” multiple point. In the formulation that we have used so far, the mul-
tiple point is the point in the phase diagram of a lattice gauge theory (having a
sufficiently general plaquette action) at which all - or at least many - phases con-
vene. Actually the experimental values of the fine-structure constants only coin-
cide with the multiple point values if we make the assumption of an AGUT gauge
group[3, 37, 38, 39, 7, 20, 21, 22] with the gauge group SMG3 (which is the 3-
fold Cartesian product of the “usual” Standard Model Group (SMG): SMG3
def
=
SMG×SMG×SMG). The “usual” Standard Model Group SMG = S(U(2)×U(3))
arises as the group surviving the Planck scale breakdown of SMG3 to its diagonal
subgroup. With the anti-grand unified gauge group SMG3, each generation acquires
its own 12 gauge fields just as in the Standard Model). Hence, if the assumption of
the gauge group SMG3 etc. is accepted as the immediate (Planck scale) predecessor
to the SMG, it is indeed a fine-tuning problem that is addressed in explaining why
the fine-structure constants should take just the multiple point values, on a par with
explaining the smallness of, for example, the cosmological constant.
We propose that all the fine-tuning problems, including the fine-structure con-
stant one, are unified (or at least reformulated) if it is assumed that Nature in
general has an affinity for the multiple point, where a lot of phases meet for a single
combination of the “intensive parameters”. The latter are really just parameters of
the action. Included among such parameters - generalised “coupling constants” -
are lattice artifact parameters. This is because we take the lattice as really existing,
in the sense that a lattice is one of many ways of implementing what we assume to
be the actual existence of a fundamental regularization at roughly the Planck scale.
This assumption is inspired by the fact that the consistency of any field theory seems
to require a cut-off.
3.1.2 How does multiple point criticality solve fine-tuning problems?
So our basic explanation for the fine-tuning problems is that, for some reason, the
coupling constants etc. in Nature take values that correspond to the multiple point
where “all” (or as many as possible) phases convene.
An analogous phenomenon is known from other fields of physics: e.g., a mixture
of ice and water (and vapour) chooses its temperature and pressure to be that of
the melting point (the triple point). By mixtures of well chosen but not fine-tuned
amounts of various different molecules, it would be possible to realise a multiple point
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with more than just three phases that convene. Here it is the enforced coexistence
(insured by choosing combinations of extensive quantities like mole number, energy
and volume such that the universe is not realizable as a single phase17) of the phases
that consequently enforces the multiple point values for the chemical potentials,
temperature and pressure so that there is a balance w.r.t. exchange of molecules
between the phases.
It is very tempting to speculate that an analogous scenario, in which there are
(e.g., primordially) fixed but not fine-tuned amounts of perhaps a great many exten-
sive quantities (analogous to number of molecules, energy and volume in the above
example), can provide an explanation for all fine-tuned quantities in Nature. We
shall see in the sequel that having fixed amounts of extensive quantities in, say, the
universe implies a mild form of non-locality (or vice versa) that, in turn, implies
multiple point criticality and thereby universally fixed physical constants.
3.2 Fine-tuning demands non-locality
In this section it is argued that at least the cosmological constant fine-tuning problem
really calls for the breakdown of the principle of locality in the mild sense referred
to above. Any fine-tuning problem concerning coupling constants - among which
we may also include the cosmological constant - calls for some way by which these
coupling constants are rendered “dynamical”, in the sense that their values are not
simply fixed a priori but can in some way take on values that must (for the sake of
translational invariance) be maintained at a constant value. That a physical constant
(e.g., coupling constant) can depend on something (i.e., in spite of being constant as
a function of space-time, is not simply fixed a priori) is the most important content
of the baby-universe[40, 41, 42, 43, 44] theory. The latter theory indeed aspires with
some success to solve the cosmological constant problem. The baby-universe theory
also makes use of an effective breakdown of the principle of locality and renders the
coupling constants dynamical. Hereby this theory has the right ingredients needed
if the goal of explaining why the cosmological constant is small is to be achieved 18.
The problem in local theories - i.e., healthy theories inasmuch as locality is
seemingly well confirmed - is that, if the coupling constants and in particular the
(bare) cosmological constant are “dynamical”, the strict validity of a principle of
locality in the theory would imply that the bare dynamical cosmological constant
could only depend on the situation at the space time point in question and, indirectly,
also on previous times but certainly not on the future! However, a bare cosmological
constant that is constant in space-time should already in the first moment after the
Big Bang have had its value fine-tuned once and for all - up to, say, 120 decimal
places - to the value which makes the dressed (renormalised) cosmological constant
so exceedingly small (as only can be seen in a background so depleted of matter as is
the case today). That means that the bare constant had to “know” about the details
of a vacuum that did not exist at the time when the bare cosmological constant was
17Such a choice is not in itself a fine-tuned choice but can be a generic possibility if the analogies
to the heat of melting are large.
18Tsamis and Woodard[45] may have a way around this.
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already tuned in to the vacuum that would eventually evolve! Such a tuning of the
bare cosmological constant seems to need some form of pre-cognition! But this is
precisely what is achieved by breaking the principle of locality. So we are forced to
accept that at least a strict principle of locality is not allowed, if we are to explain
the cosmological constant problem in a way commensurate with having dynamical
(bare) couplings and the renormalization corrections of quantum field theory with
a well-defined vacuum.
3.2.1 The possibility for having non-locality commensurate with phe-
nomenology
In [7] it is argued that, even if the principle of locality were indeed broken at the
fundamental level, it might be regained effectively by restricting the breakdown of
locality to a form that does not violate the principle of general reparameterization
invariance of general relativity.
A theory having non-localities extending only over fundamental scale distances
may usually be considered local when viewed at distances long compared to the
fundamental scale. So the form of non-locality that potentially could be in con-
flict with the phenomenologically obeyed principle of locality must involve distances
much longer than the fundamental scale (the Planck scale say). We want to argue
that even non-locality over extremely large distances is not in conflict with what
we regard as the phenomenological validity of the principle of locality, if the (long
distance) non-locality is restricted to being invariant under diffeomorphisms or repa-
rameterization. This class of non-locality includes that of interest to us - namely
nonlocal interactions surviving at distances much longer than the fundamental scale
and that are the same between the fields at any pair of points in space-time inde-
pendent of the distance between these points.
It can be argued[7] that quantum gravity fluctuations will at large distances
∫ y
x ds
smooth out the effective interaction between a pair of fields φ(x) and φ(y) in such a
way that interaction coefficients c(x, y) decay exponentially as a function of distance
to values independent of the distance
∫ y
x ds: i.e., c(x, y) = const. Here the c(x, y)
are defined by there being an action term∫ ∫
d4xd4y
√
g(x)g(y)c(x, y)Li(x)Lj(y). (49)
The expected exponential decay of c(x, y) to the long distance constant value
const. has decay rates not differing by more than a few orders of magnitude from
the fundamental scale. Hence, for the purposes of very long distances, (49) becomes
const. ·
∫ ∫
d4xd4y
√
g(x)
√
g(y)Li(x)Lj(y) def= const. · IiIj
The interaction between a number of fields can similarly be taken into consideration,
in such a way that the long distance physics takes the form of non-linear functions
of integrals Ij =
∫
d4x
√
g(x)Lj(x). Here the Li(x)’s denote expressions of the type
that could be usual Lagrangian density terms. The reparameterization invariance
of general relativity is in essence assumed in this argumentation.
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Figure 8: Exponential decay of interaction coefficients c(x, y) as a result of quantum
gravity fluctuations[7] (Figure from a lecture by H.B. Nielsen in his course “Q.C.D.
etc.”).
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Indeed a principle like reparameterization invariance is needed, in order to have
a symmetry between all pairs of space-time points that implies the same interaction
between all such pairs regardless of the distance separating them.
The important point is that an interaction that has the character of being the
same between the fields located at any pair of points (regardless of separation)
is really hardly perceivable as a nonlocal interaction. Rather we would tend to
interpret such effects as being a part of the laws of Nature, since such effects are
forever everywhere the same. Such an omnipresent effect is therefore effectively
unobservable and we would not in practice see any deviation from locality.
Finally, having once renounced a strict principle of locality, it is natural to go
a step further and enquire as to whether it might be possible for fields to depend
on more than one space-time point (separated by large distances). We propose that
such fields might cause a spontaneous breakdown of reparameterization invariance,
so that distant points in space-time become related. Degrees of freedom at distant
points, related by this breakdown, would be interpreted as several degrees of freedom
at the same point. Such a field replication mechanism that comes from “explaining
away” ontological non-locality would be welcome, as a possible explanation for the 3-
fold replication seen in the three generations of quarks and leptons. This possibility
is discussed more extensively in Section 3.2.4. That a 3-fold replication mechanism
for fermions would, probably unavoidably, also provide a 3-fold replication of bosons
is also a very welcome prediction in the context of the AGUT gauge group model
that uses the gauge group SMG3 (i.e., the 3-fold Cartesian product of the Standard
Model Group). This gauge group, the Planck scale breakdown of which yields the
normal SMG in our model, is an important ingredient in our predictions of gauge
couplings using multiple point criticality.
3.2.2 Non-locality as the underlying explanation of the affinity of Nature
for a multiple point
We shall now argue that the assumption of non-locality implies having the the
principle of multiple point criticality. For the purpose of explaining why Nature seeks
out the multiple point, we assume in accord with the argumentation of Section 3.2.1
that we have fields φ depending on a single space-time point that interact non-
locally, in such a way that the long distance remnants of the nonlocal interactions
between fields φ(x) and φ(y) are the same for all pairs of space-time points x and
y. As the reparameterization invariance of general relativity implies this symmetry
between space-time points, we write our nonlocal action as a non-linear function of
reparameterization invariant integrals of the form
Ij
def
=
∫
d4x
√
g(x)Lj(x) (50)
where the Lj denote the usual sort of terms in a local Lagrangian density. An Lj
could, for example, be a polynomial of degree n in the (scalar) field φ(x): Lj =
φn(x) or the kth partial derivative of such a field: Lj = ∂kφn(x) (somehow made
rotationally invariant).
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We achieve non-locality by considering actions Snl(I1, I2, ..., IN) that are non-
linear functions of the integrals Ij. Note that nonlinearity is tantamount to non-
locality, because nonlinearity in the quantities Ij implies having integrals with more
than one integration variable; e.g., an action term ∝ IiIj is indeed nonlocal because
IiIj =
∫ ∫
d4xd4y
√
g(x)
√
g(y)L(x)iL(y)j
contains contributions from fields at independent (and therefore in general different)
space-time points x and y. Note that had we taken a linear function of the integrals
Ij : S =
∑
gjIj , we would get an ordinary local action.
An important property of the reparameterization invariant integrals Ij is that
any function of such integrals - even a non-linear and thereby nonlocal one - is also
reparameterization invariant. So we can say that we restrict the non-locality allowed
in our model to the non-locality that comes about, due to having an action that
is a non-linear function of a lot of integrals Ij having integrands corresponding to
the various Lagrangian densities Lj being used. Our speculation is that this form
of non-locality (formulated with the Ii’s) is really the only form that can survive
at long distances, when reparameterization invariance is insisted upon (see however
Section 3.2.4 for a generalisation).
However, we now want to argue that this restricted form of non-locality would
not be easily observable and could therefore really exist in Nature without ever
having been observed as, for example, an “action at a distance” sort of non-locality.
Rather we would say that the only traces of the restricted form of non-locality that
we consider are (some) solutions of fine-tuning problems.
Formally we can think of having the functional integral of Nature with a nonlocal
action Sˆnl that is a functional of the fields φ of the theory:∫
DφeiSˆnl[φ]. (51)
where
Sˆnl[φ]
def
= Snl(I1[φ], I2[φ], . . . IN [φ]) (52)
and φ is used as a symbol for all the fields of the theory. As with any classical
approximation for a field theory, it can be argued that this functional integral is
dominated by field values in the neighbourhood of the field values φ0 for which the
action is stationary:
δSˆnl
δφ
|φ0 = 0. (53)
Were the quantities Ii effectively independent, we would deduce from Eq. (53) that
∂Snl({Ii})
∂Ij
= 0. (54)
If there are some necessary relations between the Ii’s, because of their functional
forms as functionals of the same fields φ, the Ii’s may be constrained to take values
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in only some allowed region of the space spanned by the {Ii} (see Figure 9 for an
example). In the event that Snl has an extremum on the border of the allowed
region, we should only require that the variation of Snl vanish along this border. In
this event,
∂Snl({Ii})
∂Ij
= λaj. (55)
where the variation along the border obeys the restriction
∑
ajdIj = 0 and λ is a
Lagrange multiplier. If the border is of co-dimension greater than one, there will
be a Lagrange multiplier for each co-dimension and a corresponding contribution in
Eq. (55).
We illustrate the idea of how a nonlocal reparameterization invariant action
can lead to fine-tuning by an example in which we ignore derivative terms in the
action. Thus we consider only a nonlocal pure scalar field potential type action,
in which the potential term is nonlocal at very long distances in such a way that
the interaction is independent of the distance between space-time points. This is
insured by taking a nonlocal potential Vˆnl[φ] = Vnl({Ij[φ]}) that is a (non-linear)
function of the quantities {Ij}.
We now seek the minimum for a nonlocal potential Vnl({Ij}) in a space spanned
by quantities Ij/V - i.e., the volume densities of the quantities Ij. For illustrative
purposes we consider the simple situation in which there are just two quantities I1
and I2 where
I1 =
∫
d4x
√
g(x)φ(x)
def
=
∫
d4x
√
g(x)v1(φ(x)) (56)
and
I2 =
∫
d4x
√
g(x)(φ4(x)− 5φ2(x) + φ(x)) def=
∫
d4x
√
g(x)v2(φ(x)) (57)
where v2(φ(x)) is some polynomial that, for illustrative purposes, is taken as being
4th order; e.g., v2(φ(x)) = φ
4(x)− 5φ2(x) + φ(x).
One should bear in mind that the integrals I1 and I2 of field polynomials over
space-time cannot take values that are completely independent of each other. If, for
instance, the integral I2 of v2(φ(x)) over space-time is required to be rather small,
the value of φ cannot be too large over most of space-time. This in turn would
limit the possible values of the integral over space-time of φ itself. Taking such
relationships into account leads to an allowed region of values for the {Ij}. Including
many polynomials in the fields φ can lead to allowed regions that can be somewhat
complicated. We shall continue to restrict our example to the two quantities I1 and
I2 defined above. Figure 9 depicts schematically the allowed region of I1 and I2
values, with values of I1/V = 〈φ〉 plotted along the abscissa and I2/V = 〈v2(φ)〉
along the ordinate. The average 〈〉 denotes an average over space-time. The part
of the boundary of the convex envelope of allowed values drawn as the heavy solid
curve corresponds to having a constant φ(x) in space-time: φ(x) = I1/V .
A priori, the nonlocal potential Vnl(I1, I2) can have its minimum at any point
in the interior (the cross-hatched region of Figure 9) or on the boundary of the
allowed region (convex envelope). The heavy solid curve of Figure 9 corresponds
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Figure 9: The nonlocal potential Vnl(I1, I2) can have its minimum at any point in
the interior (e.g., point 3) or on the boundary (e.g., points 1 or 2) of the convex
closure of allowed (I1/V, I2/V ) combinations (the cross-hatched area). The three
inserts show the characteristic form of the effective local potential Veff at the three
generic possibilities for the minima of Vnl. For minima of Vnl at interior points,
Veff is just flat (see insert at point 3). At minima of Vnl on the heavy solid curve
portion of the boundary, the characteristic feature of Veff is one absolute minimum
(see insert at point 1) corresponding to (I1/V, I2/V ) combinations realisable in a
universe with just one (dominant) value of φ(x) in the vacuum. At minima of Vnl
located at boundary points indicated by the heavy broken line, the characteristic
feature of Veff is two equally deep minima (see insert at point 2), corresponding to
(I1/V, I2/V ) combinations that can be realised as the vacuum of a universe having
different dominant constant values of φ(x) in different space-time subregions.
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to the (I1/V, I2/V ) combinations that can be realised in a universe having just
one dominant value of (i.e., almost everywhere in space-time constant) φ(x) in the
vacuum. Here the symbol V denotes the volume of the universe. That is, φ(x) =
〈φ〉 for almost all of space(time). Allowed (I1/V, I2/V ) combinations, not lying on
the heavy solid curve portion of the boundary of the convex envelope, cannot be
realised in a universe having a single dominant (for all space-time) constant value of
φ(x). However, such points can be realised by means of a positively weighted linear
combination of points on the heavy solid curve. Such points would correspond to
a universe the vacuum of which has different dominant constant values of φ(x) in
different space-time subregions, where the extent of these subregions in space-time
is proportional to the positive weights needed, in the combination of the several
constant values of φ(x), to get a universe having the average values 〈φ〉 = I1/V and
〈v2(φ)〉 = I2/V .
In Figure 9, we also indicate with the points 1, 2 and 3 representatives for the
three generic classes of points, in the convex envelope of allowed (I1, I2) combina-
tions, at which Vnl(I1, I2) can have its minimum: point 3 represents the interior,
point 1 represents the class of points on the heavy solid curve coinciding with the
boundary of the convex envelope, and point 2 is a prototype for the remainder of
the boundary of the convex envelope. It is reasonable to claim that all of these 3
prototypes represent generic possibilities - even though one might a priori think that
a minimum on the border would require some degree of fine-tuning19.
A moment’s reflection can perhaps convince the reader that a point such as 3 can
be obtained as a suitably (positively) weighted combination of infinitely many points
on the heavy solid curve in Figure 9. Points on this heavy solid line in Figure 9 (i.e.,
points of type 1) correspond to universes that can only be realised with fields that
are almost everywhere equal to the average values of these fields (i.e., essentially the
same constant value for φ(x) at almost all space-time points x): ∀x, φ(x) = 〈φ〉.
Indeed a point such as 1 on the convex closure of the convex envelope of allowed
(I1/V, I2/V ) combinations can only be obtained as a single-term “combination” of
different constant values of φ(x) - namely the constant value of φ(x) at the point 1.
The final prototype point at which Vnl(I1, I2) can have its minimum - the inter-
esting case as it turns out - is point 2, located on the closure of the convex envelope
that is not on the heavy solid curve. Such a point corresponds to a universe not
realisable with a single constant (i.e., everywhere in space-time constant) value of
φ(x).
At such a point, there are only two constant values of φ(x) (having one constant
value at points in some space-time subregion and the other constant value at all
other points in space-time) that together can participate in a weighted combination
that can realise the prototype point 2. These are the constant values, φ = φA and
φ = φB, at the points on the convex closure at which the heavy broken line of
universes, un-realisable with single constant values of φ(x), is tangent to the heavy
solid curve (corresponding to all universes that are realisable with a single value of
φ(x) = 〈φ〉):
19Actually, a point seeking a minimum in the allowed region would statistically often tend to
accumulate somewhere along the border.
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I1
V
= 〈φpoint 2〉 = wAφA + wBφB (wA + wB = 1) (58)
where wA is proportional to the extent of the space-time region having the constant
value φA and wB to that of the space-time region having the constant value φB.
We want to examine the effective local potential in the three cases, in which the
nonlocal potential is located at the three types of points 1, 2 and 3.
The effective local potential Veff is defined as that function of φ for which the
derivatives are equal to the corresponding (functional) derivatives of the nonlocal
potential Vnl. We can think of Veff as the potential observed in a laboratory very
small compared to the volume of the universe and arbitrarily placed at some space-
time point. The derivative of Veff is the change in Veff observed in the laboratory,
when the value of the field φ is changed only in the laboratory and kept constant at
all other points of space. If φ is changed by a finite amount in the laboratory, the
effective local potential can be integrated up: Veff(φA)−Veff (φB) = ∫ φBφA V ′eff(φ)dφ.
Formally we make the definition
∂Veff (φ(x))
∂φ(x)
def
=
δVnl({Ij[φ]})
δφ(x)
|near min. =
∑
i
(
∂Vnl({Ij})
∂Ii
δIi[φ]
δφ(x)
)
|near min. (59)
=
∑
i
∂Vnl({Ij})
∂Ii
|near min. v′i(φ(x))
This definition implicitly assumes that, to a very good approximation, Vnl takes on
its lowest possible value. But this does not preclude small regions of space-time from
having φ values that deviate, by essentially any desired amount, from the average
value(s) in the vacuum or vacua20. The subscript “near min” in this formula denotes
the approximate ground state of the whole universe, up to deviations of φ(x) from
its vacuum value (or vacuum values for a multi-phase vacuum) in relatively small
regions.
As a solution to Eq. (59) we have
Veff(φ) =
∑
i
∂Vnl({Ij})
∂Ii
vi(φ) (60)
where the vi(φ) are the (field polynomial) integrands of the “extensive” (reparam-
eterization invariant) quantities Ij =
∫
d4x
√
g(x)vj(φ(x)). We can identify the
∂Vnl({Ij})
∂Ii
as intensive quantities conjugate to the Ii.
That Eq. (60) solves Eq. (59) is easily seen by differentiating Eq. (60) and using
that the right hand side of Eq. (59) is
∑
j
∂Vnl
∂Ij
δIj [φ]
δφ
=
∑
j
∂Vnl
∂Ij
v′j(φ(x)). The seeming
x-dependence of this right-hand side of (59) for prescribed values of φ(x) is effectively
absent due, at the end, to the reparameterization invariance hidden in the form of
the Ij ’s.
20i.e., more than one vacuum in the, for us, interesting case of competing vacua corresponding
to different phases in different regions of space-time.
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We now proceed with a study of the effective potential Veff for the field config-
urations φ near the minimum of Vnl, when this minimum is near one of the three
types of points 1, 2 and 3.
At an interior point of type 3, the absolute minimum of Vnl is also a local mini-
mum and
∂Vnl({Ij})
∂Ii
= 0 for all i. Accordingly,
Veff =
∑
i
∂Vnl
∂Ii
|near min. at “3”vi(φ) = 0 (61)
So when Vnl has its minimum in the interior, the effective potential Veff is flat. Recall
that an interior point such as 3 can be obtained as a suitably (positively) weighted
combination of infinitely many points on the boundary of the allowed region. This
is related to the fact that Veff has infinitely many minima (because it is flat) at an
interior point at which Vnl has its minimum.
If Vnl has its minimum at a point of the type 1 or 2 (i.e., on the border of the
convex envelope), we have in general that
Veff =
∑
i
∂Vnl
∂Ii
|near min. at “1” or “2” vi(φ) 6= 0 (62)
because in general ∂Vnl({Ij})
∂Ii
6= 0 at an absolute minimum of Vnl located on the
boundary of the convex envelope.
For the minimum of Vnl located at a point of the type 1, there is only one value
of φ(x) realised in the vacuum (i.e., in extended regions of space-time) - namely the
value 〈φ〉 = I1/V at which the minimum of Vnl is located. Accordingly, Veff has a
single deepest minimum - namely that at φ1 where the latter denotes the value of
I1/V at the point 1 on the convex closure where Vnl has its minimum.
That there is only one deepest minimum at a type 1 point is readily seen, by
showing that the assumption of a second equally deep minimum at some other value
φC would lead to a contradiction. First we make the observation that the gradient
of Vnl, which cannot be zero for a generic point of type 1, is perpendicular to the
tangent to the convex envelope at point 1. Secondly, note that the line connecting
φ1 with φC determines a chord of the convex envelope that necessarily lies in the
interior of the convex envelope. A displacement away from point 1, along such a
chord, has therefore always a component along the gradient of Vnl. But moving along
this chord, defined by the two equally deep minima in Veff at respectively φ1 and
φC , corresponds to replacing φ1 by φC (or vice versa) in a small space-time region
at no cost in energy. This is inconsistent with the observation that a displacement
along this chord necessarily has a component along the gradient of Vnl. We conclude
that Veff cannot have two (or more) equally deep minima.
The most interesting case is that for which the minimum of Vnl is located at
a point of type 2 (with coordinates denoted as (I1, I2)type 2, see Figure 9) on the
convex closure of the convex envelope of the allowed region. Such a universe cannot
be realised with (φ(x), v2(φ(x))) = (I1/V, I2/V )type 2. It can be shown that, in
order to realise (I1/V, I2/V )type 2, only the two constant contributions (φA, v2(φA))
and (φB, v2(φB)) can participate in the (unique) weighted combination. A universe
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corresponding to the point (I1/V, I2/V )type 2 could be realised with the field
φ(x) =
 φA for x ∈ RAφB for x ∈ RB . (63)
where RA and RB are large regions of space-time.
It is interesting that two minima of Veff will be seen to have the same depth.
This is tantamount to fine-tuning, in that the relation Veff (φA) = Veff (φB) can be
used to eliminate a bare parameter (for example, the bare Higgs mass mH). Having
two equally deep minima of Veff , for φA and φB, is characteristic of a vacuum with
two coexisting phases. This is tantamount to being at the multiple point.
That we in fact have Veff(φA) = Veff(φB), when the minimum of Vnl is at a type
2 point, can be seen by considering the directional derivative of Vnl along the line
connecting the points (φA, v2(φA)) and (φB, v2(φB)). This line is parameterised by
(I1/V, I2/V ) = ξ(v1(φA), v2(φA)) + (1− ξ)(v1(φB), v2(φB)) (64)
with ξ as the parameter. Along this line we have
dIj/V
dξ
= vj(φA)− vj(φB) (65)
for j = 1, 2. The directional derivative is
dVnl
dξ
=
∑
j
∂Vnl
∂Ij
dIj
dξ
=
∑
j
∂Vnl
∂Ij
(vj(φA)− vj(φB))V = Veff(φA)− Veff (φB) (66)
which means that, if Eq. (66) is zero as must be the case at an (absolute) minimum
at a point of type 2, the effective potential Veff will take the same value in φA and
φB. Let us emphasise that having demonstrated Veff(φA) = Veff(φB) amounts to
having derived multiple point criticality at least with finite probability, i.e. in one
generic situation.
3.2.3 Multiple Point Criticality as the solution of non-locality paradoxes
This section begins with the familiar example (in three space dimensions) of tem-
perature fine-tuning that can be accomplished by enforcing the coexistence of ice
and water phases by fixing the values of extensive quantities. The generalisation of
phase coexistence enforced by having fixed values of extensive quantities is subse-
quently examined for (4-dimensional) space-time. It will be seen that in general,
intensive quantities (conjugate to fixed extensive quantities) - we sometimes refer
to such quantities as generalised “coupling constants” - depend on the future (as
well as on the past). Such behaviour is of course blatantly non-local and also can
lead to paradoxes. It will be seen however that such paradoxes can be resolved[2].
The interesting point is that the resolution of paradoxes that would arise by having
non-locality is a compromise that Nature can only realise by obeying the principle
of multiple point criticality.
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Consider first an ice-water system at 1 atm. pressure. The system - let it be
enclosed in a soft, insulated plastic bag - has a fixed total energy ETOT and number
of moles nH2O. Under what conditions is the system forced to exist in two phases?
The coexistence of both phases is insured (and the temperature fine-tuned to 0o C
(273o K)) if the total energy ETOT lies in the interval
nH2O
∫ 273o K
0o K
Cp,ice(T )dT < ETOT < nH2O
∫ 273o K
0o K
Cp,ice(T )dT+nH2O·(molar heat of fusion)
(67)
(Cp,ice is the molar heat capacity of ice at constant pressure)
because a total energy ETOT in this interval cannot be realised as nH2O moles of ice
alone or nH2O moles of water alone. Rather an ETOT in the interval (67) (or equiva-
lently, if ETOT is such that 0 <
ETOT
nH2O
− ∫ 273o K0o K Cp,ice(T )dT < molar heat of fusion)
can only be realised as a mixture of a well defined (equilibrated) mixture of ice and
water because the heat of fusion is a finite quantity (because the ice-water transi-
tion is first order). In fact the larger the heat of fusion, the better is a system as a
“fine-tuner” because there is a better chance that a randomly chosen ETOT will fall
in the interval (67).
By also fixing the extensive quantity volume V (in addition to ETOT and nH2O)
using say a thermos flask (instead of a soft, insulated plastic bag), there are many
combinations of the extensive quantities V , ETOT and nH2O that can only be realised
by maintaining the presence of the three phases ice, liquid water, and water vapour
at the triple point of water. Here the temperature and pressure are fine-tuned to the
triple point values. The triple point is a multiple point where three phases coexist
instead of just two as is the case for values of ETOT and nH2O satisfying (67) (with
unconstrained volume). As a consequence of also constraining the volume V , we
can have two fine-tuned intensive parameters instead of one.
In suggesting how we humans might explain the presence of fine-tuned quantities
in Nature, we can compare ourselves to an intelligent, well-educated fish that makes
the observation that the temperature of the water in which it lives is suspiciously fine-
tuned to the value of 0◦ C. Despite the fact that the clever fish had never observed
other than the liquid phase of water, it might deduce that in some remote region of
its large tank there must be an ice phase of water that coexists in equilibrium (or
close to equilibrium) with the water phase in which the fish lives.
It should be emphasised that the mechanism of fine-tuning by enforced coexis-
tence of phases is, to be effective, contingent upon having phase transitions that are
strongly first order (corresponding to the largest possible “heats of fusion”, “heats
of vaporisation” and “heats of sublimation” in the water system analogy). The more
strongly first order the phase transitions are, the more combinations of fixed amounts
of extensive variables - even random combinations - that can only be realised as a
mixture of phases.
Analogies to the ice-water system just described can be sought in treating the
universe having a (4-dimensional) space-time volume V . What does it mean to
have coexisting phases in (4-dimensional) space-time? In addressing this question,
consider first the effective potential (60) in the special case that
56
Vnl({Ij}) = Vnl(I2, I4) (68)
where I2 and I4 (the extensive quantities) are the spacetime integrals over respec-
tively the polynomials |φ2(x)| and |φ4(x):
I2 =
∫
V
d4x
√
g(x)|φ2(x)| (69)
and
I4 =
∫
V
d4x
√
g(x)|φ4(x)|. (70)
In this case, (60) becomes
Veff =
∂Vnl(I2, I4)
∂I2
|φ2(x)|+ ∂Vnl(I2, I4)
∂I4
|φ4(x)| def= 1
2
m2Higgs|φ2(x)|+
1
4
λ|φ4(x)| (71)
where the right hand side of this equation defines m2Higgs and λ; the right hand side
of (71) is recognised as the prototype SMG scalar potential at the tree level. Here
it serves to illustrate how “coupling constants” (think of m2Higgs as a prototype for
a “coupling constant”) are related to the nonlocal potential Vnl:
1
2
m2Higgs =
∂Vnl(I2, I4)
∂I2
(72)
1
4
λ =
∂Vnl(I2, I4)
∂I4
. (73)
Of course the form of Vnl is, at least a priori, completely unknown to us so - for
example - (72) cannot be used to calculate the coupling constant m2Higgs.
The potential
Veff =
1
2
m2Higgsφ
2 +
1
4
λφ4 (74)
is for m2Higgs < 0 characteristically different from that for m
2
Higgs > 0: in the usual
scenario, the casem2Higgs < 0 leads to spontaneous symmetry breakdown and thereby
masses for the gauge bosons and fermions without compromising renormalizability
if the Lagrangian has gauge symmetry. This is just standard physics (without non-
locality). Actually we want to consider a potential having two minima; such a
potential comes about when radiative corrections to (74) are taken into account.
The next order approximation to (74) is obtained[46] by considering one particle
irreducible (1PI) diagrams with a single loop and with zero external momenta. As-
suming that scalar loops are negligible (justifiable if the Higgs scalar mass and
thereby λ is small), the effective potential Veff 1−loop so obtained is of the form
Veff 1−loop =
1
2
m2Higgsφ
2 + φ4(
λ
4
+B log
φ2
Λ
) (75)
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where Λ is an arbitrary (non-vanishing) mass scale and B depends on the Yakawa
coupling gY and gauge couplings g and g
′:
B =
3
16
(3g4 + 2g2g′2 + g′4)− g4Y (76)
Using a renormalization group improved effective potential of the type (75), it
can be shown that if the top quark is very heavy, the potential will be unbounded:
an asymmetric minimum will still exist at the weak scale, but at some large value
of φ, the potential will turn over and fall to negative infinity[46]. If the top quark
mass is not too heavy, the Yukawa coupling will eventually be small enough so that
B will be positive; the potential will then turn back around. There will be two
relative asymmetric minima (i.e., both minima at non-vanishing values of φ). The
two relative minima of such a potential would correspond to two possible vacua of
the universe. Which of these vacua would dominate depends on the value of, for
example, the parameter m2Higgs. The case of interest here will be that for which the
vacua are essentially degenerate; this is tantamount to the coexistence of more than
one phase.
Coexistence of more than one phase in a simple model of the universe
Thinking now of the double well potential, we want to use a simple cosmological
model for the universe in order to illustrate that one of the ways of achieving the
coexistence of several phases in spacetime is to have different vacua in different
epochs of the history of the universe.
Digression
Non-locality can be introduced using the assumption that the values of (perhaps
many) space-time integrals Ii - extensive quantities - are fixed at values Ii fixed. This
amounts to choosing the non-local action Snl({Ij}) such that
exp(Snl({Ij})) =
∏
i
δ(Ii − Ii fixed). (77)
This highly non-linear function of the space-time integrals Ii is just one of many pos-
sible ways of having non-locality. It turns out, as will be discussed in the sequel, that
the essential feature - namely that the presence of non-local (but reparameterization
invariant) Lagrangian contributions renders multiple point values of intensive pa-
rameters generically very probable - is rather insensitive to which non-local function
of the Ii is considered. The partition function corresponding to (77) is then
Z =
∫
Dφ∏
i
δ(Ii − Ii fixed). (78)
Rewriting the δ-function we have
Z =
∫
Dφ
∫ ∏
j
dβje
iβj(Ij−Ij fixed) (79)
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and then
〈Ii − Ii fixed〉 = 1
Z
∫
Dφ
∫ ∂
∂βi
∏
j
dβje
iβj(Ij−Ij fixed). (80)
Requiring 〈Ii〉−Ii fixed = 0 determines the value of the dominant βi (〈Ii〉 is function
of the set {βj}). The βi are the intensive variables conjugate to the Ii. The important
point is that for a first order phase transition, there is a finite probability that the
set {Ii fixed} will fall within some range of values that can only be realized as two
or more coexisting phases.
In general, a volume in action parameter space
∏
i∆βi( ~β0) (i.e. in phase-diagram
space) at the point ~β0 can be mapped into a corresponding volume in the space of
extensive variables (spanned by the Ij):∏
i
∆βi( ~β0) −→
∏
j
∆Ij(
∏
i
∆βi( ~β0)) (81)
This volume in Ij-space contains the combinations of values of extensive quantities
that lead to parameter space values within the volume
∏
i∆βi( ~β0). Generally, even
an entire (single) phase corresponds to some finite volume in the space of extensive
quantities spanned by the {Ij}. The useful feature for the purpose of fine-tuning is
that, for a first order phase transition, the single points (belonging to a measure zero
set) along phase borders (including the system of multiple points) correspond to a
finite volume in the space of extensive quantities of size comparable to the volume
associated with the dense set of points in action parameter space corresponding to
the values of an entire (single) phase.
Thinking in terms of a random dynamics scenario, the values of extensive quan-
tities Ij are envisioned as having been randomly fixed at some set of values corre-
sponding to a point ~I0 in the space of extensive quantities. The probability that the
“coupling constants” realized in Nature fall within a small volume
∏
j ∆βj(~β) at some
set {β0 i} = ~β0 of values is proportional to the volume ∏i∆Ii in the space spanned
by the extensive quantities corresponding to this small volume
∏
j ∆βj(~β)|~β= ~β0.
In the case that the values in a finite volume in the space of extensive quantities
all result in the action parameter values at a single point (e.g., a multiple point)
greatly increases the probability that a random choice ~I0 of values in the space of
extensive quantities will result in action parameter values at a phase transition. At
such points (which must be first order phase transitions) the “coupling constants are
“infinitely well” fine-tuned. The probability for the realization of such “infinitely
well” fine-tuned values for “coupling constants” is greater the greater the “heat of
fusion” at the transition.
If we think of an abstract phase diagram with a labyrinth of phase boundaries
having a system of multiple points at which some number of the various phase
boundaries convene, we could ascribe probabilities that one or another of the cor-
responding sets of values of “coupling constants” were realized in Nature according
to the volume in extensive parameter space associated with these various multiple
points.
59
Figure 10: The essential feature of the MPCP fine-tuning mechanism is that phase
transitions are first order. This being the case, there will be finite volume in the space
of possible combinations of extensive variables associated with single points the in ac-
tion parameter. In part a) of the figure, it is seen that the volume ∆Ii(βcrit) that get
mapped to the single point βcrit is comparable in size the the volumes ∆Ii(Phase 2)
and ∆Ii(Phase 1) that get mapped respectively to finite intervals β > βcrit and
β < βcrit in parameter space that correspond to entire phases. Thinking of a com-
plicated system of phase boundaries (as suggested in part b) of the figure), one
could assign probabilities that random choices of extensive quantities would result
in fine-tuned values corresponding to the various multiple points 1, 2, 3, 4, · · ·. These
probabilities are proportional to the volumes in the space of possible combinations
of extensive variables that are mapped into the points 1, 2, 3, 4, · · · (i.e., analogous
to δIi(βcrit) in part a) of the figure). The important point is that fine-tuning by
multiple point criticality work because a finite probability is associated with a set
of points in parameter space of measure zero.
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The non-locality resulting from having “fixed” amounts Ii = Ii fixed of exten-
sive quantities in the space-time manifold is of the same type as that introduced
in the water example above where the coexistence of three phases was enforced by
appropriately fixing the values of V , ETOT and nH2O so as to fine-tune the temper-
ature and pressure to triple point values. However, non-locality that comes about
in this way can essentially be “approximated away” by the standard technique of
approximating a microcanonical ensemble by a canonical ensemble 21.
The long range correlations that strictly speaking are present in microcanonical
ensembles because the total energy is “known”(thinking classically) will go unnoticed
because they can be absorbed into coupling constants. In other words, this form of
non-locality is acceptable because it is manifested in all space-time in the same way
- namely as contributions to constants of Nature.
In implementing the 4-dimensional space-time analogy to using a canonical en-
semble as an approximation to a microcanonical one, the idea[4] is to assume that
the Feynman path integral of the “quantum field theory of Nature” is constrained
by the requirement of fixed amounts of some (perhaps a multitude of) extensive
quantities Ii by using an action that satisfies (77). This procedure results in “cou-
pling constants” that are maintained at critical values in a dynamical way. The mild
form of non-locality discussed above (i.e., non-local terms of the Lagrange density
that are reparameterization invariant) is the reason that this dynamical mechanism
works in the same way everywhere in spacetime so that intensive parameters are
keep at (universally) constant (critical) values.
This is also the essence of the claim to fame of Baby Universe theories: these
use the effective breakdown of locality to render “coupling constants” dynamical.
In the context of quantum field theory, the picture to have in mind is a universe
completely permeated by a labyrinth of quantum fluctuation worm-holes. Coupling
constants only “notice” the resulting non-locality in the sense that these constants
are fixed as (non-local) averages over all space-time.
Back to simple model for multi-phase universe
Let us take as a prototype extensive variable the space-time integral
21For a statistical mechanical system with Hamiltonian H , it is a standard procedure to
approximate a microcanonical ensemble with fixed energy Efixed by a canonical ensemble:
δ(H − Efixed)Dφ ≈ e−β(H−Efixed) when the “Lagrange multiplier” β (= 1/kT ) is determined
so that
〈H〉 def=
∫
Heβ(H−Efixed)Dφ∫
eβ(H−Efixed)Dφ = Efixed. (82)
For a large number of degrees of freedom, this becomes a very good approximation because phase
space volume (or functional integration measure) Dφ is a very rapidly varying function of energy.
However, it can happen that there is no β that can fulfil (82) because Efixed falls within a range
of energies corresponding to the “jump” (e.g., heat of fusion) at a (first order) phase transition. In
this “forbidden interval”, the energy Efixed can only be realised as a mixture of two phases (e.g.,
ice + water) at the fine-tuned parameter value β = βcrit.
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I2
V
def
=
∫
V
d4x|φ2(x)| def= 〈|φ2|〉. (83)
There is one such integral for each Feynman path history of the universe. Let
us assume that the value of such an integral (i.e., an extensive quantity) is fixed at
some “God-given” value 〈|φ2|〉“God”. This requirement
〈|φ2|〉 = 〈|φ2|〉“God” (84)
is a selection criterion that singles out a subset of all possible Feynman paths -
namely those for which (84) is satisfied.
Inasmuch as this rule is a statement about the allowed values of Feynman paths
when integrated from time tBig Bang to tBig Crunch, it is appropriate to call this crite-
rion (84) a non-local Law of Nature for times t such that tBig Bang < t < tBig Crunch.
The justification for calling (84) a non-local law is that it implements a criterion for
selecting a subset of all possible Feynman paths in configuration space that is based
on what will happen in the future (as well as the past of course).
This is to be contrasted to the situation for a fixed quantity ETOT/V in the 3-
dimensional ice-water system. Here there is really no time inasmuch as the system is
in equilibrium. The fixed extensive quantity ETOT/V is a remnant of the initial con-
ditions of the system that (due to conservation laws) survives as an easily measured
quantity in equilibrium. Fixed quantities such as ETOT/V in the 3-dimensional
ice-water system select a subset of all possible microstate configurations in a way
analogous to the manner in which the requirement (84) selects an allowed subset of
all possible Feynman paths in the 4-dimensional model.
Returning now to the toy model of the universe that we want to consider, let us
assume that the fixed value 〈|φ2(x)|〉God cannot be realised in all space-time (i.e.,
throughout the history of the universe) but instead must be realised as a “coexisting”
combination of two vacua (“phases”) 〈|φ2(x)|〉A and 〈|φ2(x)|〉B corresponding to the
two relative minima in the double-well potential of Sher mentioned above. We
can think of a two-minima Standard Model effective Higgs field potential. For
the sake of later discussion, let us assume that 〈|φ2(x)|〉A ≤ 〈|φ2(x)|〉B. We shall
sometimes use “us” and “other” (i.e., the vacuum we live in and some other vacuum)
instead of respectively the subscripts A and B. In what follows, spacetime averages
(designated with the brackets 〈· · ·〉) that have a subscript “A”, “B”, “us” or “other”
always denote values of spacetime averages that correspond to relative minima of
Veff . Hence 〈· · ·〉A, 〈· · ·〉B, 〈· · ·〉“us”, and 〈· · ·〉“other” always denote average values
〈f(φ)〉 of the integrand of 1
V
∫
V d
4xf(φ(x)) that correspond either to true vacua or
meta-stable vacua.
One possibility (the one to be considered here) would be for the fixed value
of 〈|φ2(x)|〉God to be realised as a combination of the two vacua 〈|φ2(x)|〉us and
〈|φ2(x)|〉other that exist in two different time periods in the life of the universe:
〈|φ2(x)|〉God = 〈|φ2(x)|〉us(tignition − t0) + 〈|φ2(x)|〉other(tcrunch − tignition) (85)
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where tignition stands for “time of ignition” and denotes the time at which the tran-
sition from one vacuum to the other occurs. The scenario in which the thermo-
dynamics of the Big Bang is such that the universe starts off in what becomes a
“false” vacuum is considered in the literature[46]. This would correspond to the
relative minimum in Veff that has the smaller value of the space-time integral∫
d4x
√
g(x)|φ2(x)|; i.e., the value 〈|φ2(x)|〉us. At the time tignition, the transition
22 〈|φ2(x)|〉us → 〈|φ2(x)|〉other occurs.
Note that I2 and I4 are in this simple case a function of tignition which means
that m2Higgs
def
= ∂Vnl({I2,I4})
∂I2
is also a function of tignit.
Let us first use “normal physics” to see how the relative depths of the two minima
of the double well are related to m2Higgs and to tignition. From the work of Sher, it
can be deduced that a large negative value of m2Higgs corresponds to the minimum
at 〈|φ2(x)|〉other being deeper relative to the depth of the minimum at 〈|φ2(x)|〉us
than for less negative values of m2Higgs (see Figure 11). It can also be argued quite
plausibly that a minimum at 〈|φ2(x)|〉other much deeper than that at 〈|φ2(x)|〉us
would correspond to an early (small) tignition inasmuch as the “false” vacuum at
〈|φ2(x)|〉us is very unstable. However, as the value of the potential at 〈|φ2(x)|〉other
approaches that at 〈|φ2(x)|〉us, tignition becomes longer and longer and approaches
infinity as the depth of the wells at 〈|φ2(x)|〉us and 〈|φ2(x)|〉other become the same; it
may be that tignition becomes infinite before the minimum at 〈|φ2(x)|〉us becomes as
deep as the minimum at 〈|φ2(x)|〉other. The development in the form of the double
well potential as tignition becomes larger corresponds to less and less negative values
of m2Higgs. The development of the double well potential and m
2
Higgs as a function
of tignition is illustrated in Figure 11.
In the simple cosmological model being considered, it is readily seen that the
“coupling constant” m2Higgs, regarded as function of tignition, depends on the future
as well as the past. Note that the larger the difference |〈|φ2(x)|〉other − 〈|φ2(x)|〉us|
the greater the dependence of I2 “God”
def
= 〈|φ2(x)|〉“God” on tignition (this corresponds
to a large heat of fusion in the ice-water analogy). If 〈|φ2(x)|〉us = 〈|φ2(x)|〉other, the
dependence on tignition disappears as does the non-locality in the theory.
Prediction of top quark and Higgs masses
In very recent work[47], our multiple point criticality principle has been used to
predict the masses for the top quark and the Higgs mass. This is done by making
the the multiple point criticality optimally effective. First the MPCP is assumed
using the formulation that the two minima - denoted Vus and Vother - of the Standard
Model Higgs field potential (with one-loop corrections) are degenerate: Vus = Vother.
Secondly, it is assumed that |〈|φ2(x)|〉other − 〈|φ2(x)|〉us| is as large as “possible”
subject to the constraint that we should stay below the Planck scale. This insures
the largest possible number of combinations of fixed extensive quantities that are not
realisable as a single phase (or, more generally, not realisable with a smaller number
of phases than are present at the multiple point). The analogy to this assumption
22This transition is the essence of the “vacuum bomb” described to me by H.B. Nielsen
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Figure 11: The development of the double well potential andmHiggs as a function of
tignition. Note that all the more or less randomly drawn non-locality curves intersect
the “normal physics” curve near where the vacua are degenerate (i.e., the MPCP
solution).
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in the example above with water (in which ice, liquid, and vapour coexist at the
triple point) would be that Nature had chosen large values for the heats fusion,
vaporisation, and sublimation.
In the work[47] in which the top quark and Higgs masses are predicted, the
authors take |〈|φ2(x)|〉other − 〈|φ2(x)|〉us| as being of order unity in Planck units.
This amounts to taking the vacuum expectation value of |〈|φ2(x)|〉other to be of
order unity in Planck units and 〈|φ2(x)|〉us| (the vacuum corresponding to physics
as we humans know it) to be as determined by the Standard Model (which turns
out to be very small in terms of Planck scale units). This amounts having the
minimum Vother at the Planck scale; this assumption is consistent with Planck scale
units being regarded as important in fundamental physics and at the same time
maximises the probability that the intensive quantities Higgs mass and top quark
mass acquire values dictated by the MPCP fin-tuning mechanism. This follows
because even randomly chosen values of 〈φ2(x)〉 are not likely to fall outside the
interval |〈|φ2(x)|〉other − 〈|φ2(x)|〉us| that is of order unity in Planck scale units.
This assumption of maximally effective MPCP fine-tuning leads to remarkably
good predictions for the top quark and Higgs masses. The prediction is (Mt,MH) =
(173 ± 4, 135 ± 9) GeV. The authors of this work[47] conclude that if this very
good prediction of the top quark mass and reasonable prediction for the expected
Higgs mass are not regarded as accidental, one is essentially forced to accept the
validity of the multiple point criticality principle fine-tuning mechanism as well as
the minimal standard model (at least as far as the top quark and Higgs interactions
are concerned). The latter implies that super-symmetry would not be allowed.
Avoiding paradoxes arising from non-locality
In general the presence of non-locality leads to paradoxes. While the form that
the non-local action (or potential Vnl in this discussion) is, at present at least,
unknown to us, we can make some guesses as to its form. These guesses could
correspond to the non-locality curves in Figure 11. In particular, non-locality curves
having a negative slope as a function of tignition lead to paradoxes in the following
manner. Consider specifically the non-locality curve in Figure 12. Now let us make
the assumption that tignition is large and see that this leads to a contradiction.
Assuming that tignition is large, it is seen from the non-locality function in Figure 12
that this implies thatm2Higgs has a large negative value. But a large negative value of
m2Higgs corresponds to a vacuum 〈|φ2(x)|〉us that is very unstable and hence to a very
short tignition (corresponding to a rapid decay to the stable vacuum 〈|φ2(x)|〉other).
So the paradox appears: the assumption of a large tignition implies a small tignition.
This is very much akin to the “matricide” paradox encountered for example when
dealing with “time machines”. It is well known[48, 49, 50] that Nature avoids such
paradoxes by choosing a very clever solution in situations where these paradoxes
lure.
In the case of the paradoxes that can come about due to non-locality of the
type considered here, the clever solution that Nature uses to avoid paradoxes is that
of obeying the Principle of Multiple Point Criticality[2]. This corresponds to the
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Figure 12: Many non-locality curves could lead to paradoxes similar to the “mat-
ricide” paradox. Such paradoxes are avoided if the value of mHiggs is fine-tuned to
the multiple point critical value.
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intersection of the “normal physics” curve and the “non-locality” curve in Figure 12.
This point corresponds to a value of m2Higgs for which the vacua at 〈|φ2(x)|〉us and
〈|φ2(x)|〉other are (almost) degenerate. This is equivalent to being at the multiple
point. The paradox is avoided by taking the multiple point value of m2Higgs. But at
the multiple point, an intensive parameter has its value fine-tuned for a wide range
of values for the quantity conjugate to this intensive quantity. Fine-tuning is to be
understood as a consequence of Nature’s way of avoiding paradoxes that can come
about due to non-locality.
It should be pointed out that the paradox-free solution corresponding to the in-
tersection of the two curves in Figure 12 occurs for a value of m2Higgs corresponding
to “our” vacuum at 〈|φ2(x)|〉us being very slightly unstable. The value of m2Higgs
corresponding to the vacua at 〈|φ2(x)|〉us and 〈|φ2(x)|〉other being (precisely) degen-
erate is slightly less negative than that corresponding to the multiple point value of
m2Higgs at the intersection of the curves.
It is very satisfying from the point of view of Random Dynamics to see that the
the multiple point value of m2Higgs is very insensitive to which “guess” we use for
the non-local action. Indeed all the “non-locality” curves in Figure 12 intersect the
“normal physics” curve at values of m2Higgs that are tightly nested together. The
reason for this is that the m2Higgs is a very slowly varying function of tignition as
m2Higgs(tignition) approaches the value corresponding to degenerate vacua. The more
nearly parallel the “normal physics” and the “non-locality” curves at the point
of intersection, the less are the (paradoxical) effects of non-locality. For a point of
intersection at values of tignition sufficiently large thatm
2
Higgs(tignition) ≈ m2Higgs(∞)),
the non-locality effects disappear as the curves become parallel since both curves
become independent of tignition. If the curves were parallel, there would also be
the possibility that they don’t intersect in which there would be no “miraculous
solution” that could avoid the paradoxes imbued in having non-locality.
If the interval |〈|φ2(x)|〉other-〈|φ2(x)|〉us| is large (e.g. of the order of the largest
physically conceivable scale (Planck?) if tuning is to be maximally effective) and
if 〈|φ2(x)|〉“God” falls not too close to the ends of this interval, then tignition will be
something of the order of half the life of the universe. Actually, the approximate
degeneracy of the vacua 〈|φ2(x)|〉other and 〈|φ2(x)|〉us may be characteristic of the
temperature of the post-Big Bang universe in the present epoch and not character-
istic of the high temperature that prevailed immediately following the Big Bang.
Such a much higher temperature universe might very plausibly have favoured the
vacuum at 〈|φ2(x)|〉us very strongly at the expense of the “phase” corresponding to
the 〈|φ2(x)|〉other > 〈|φ2(x)|〉us. This could be explained as being due to the fact
that at high temperatures, the free energy is considerably less than the total energy
if the entropy is large enough. A phase with a large number of light particles - for
example a Coulomb-like vacuum such as the “us” phase in which we live - could
very plausibly be so strongly favoured at high temperatures that other phases - for
example the “other” vacuum - simply disappeared at the high temperature of the
universe immediately following the Big Bang.
If this were to have depleted the universe of the phase 〈|φ2(x)|〉other at high
temperatures, it would indeed be difficult to re-establish it in a lower temperature
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universe even if the vacuum 〈|φ2(x)|〉us were only meta-stable and 〈|φ2(x)|〉other were
were the true vacuum at the lower temperature. Such an exchange of the true vac-
uum is indeed a possibility in going to lower temperatures inasmuch as the difference
between the total energy and the free energy decreases in going to lower tempera-
tures. Accordingly this difference becomes less effective in favouring a Coulomb-like
phase at the expense of a phase with heavy particles.
On the other hand, the value of 〈|φ2(x)|〉“God” can easily (i.e. as a generic possibil-
ity) assume a value that requires the the universe to be in the “phase” 〈|φ2(x)|〉other
during a sizeable period of its life if the universe is to have multiple point param-
eters in the course of its evolution (as required for avoiding the paradoxes that
accompany non-locality). How can Nature overcome the energy barrier that must
be surmounted in order to bring about the decay of the slightly unstable (false)
vacuum at 〈|φ2(x)|〉us to the vacuum at 〈|φ2(x)|〉other? Even producing just a tiny
“seed” of the vacuum 〈|φ2(x)|〉other would be very difficult. What miraculously clever
means can Nature devise so as to avoid deviations from a multiply critical evolution
of the universe? One extraordinarily ingenious master plan that Nature may have
implemented has recently been proposed by Holger Bech Nielsen. Maybe life was
created with the express “purpose” of evolving some (super intelligent?) physicists
that could ignite a “vacuum bomb” by first creating in some very expensive accel-
erator the required “seed” of the “correct” vacuum 〈|φ2(x)|〉other that subsequently
would en-gulf the universe in a (for us) cataclysmic transition to the “other” phase
thereby permitting the continued evolution of a “paradox-free” universe!
3.2.4 Two-position fields/particles replicated at one position
In Sections 3.2.1 and 3.2.2 we have suggested that, if fields are defined the usual way
as functions of space-time points (and if for simplicity short distance non-localities
are ignored), we can interpret long distance non-locality that is independent of space-
time as being incorporated into the laws of Nature rather than being observable in
some offensive way. However, having once relinquished the principle of locality
in this mild ontological sense, there is no longer any compelling reason to assume
that fields depend on just one space-time point! Rather it becomes quite natural to
contemplate the possibility of having, for example, a field φ(x, y) that depends on two
space-time points x = xµ and y = yµ. If we for simplicity take φ(x, y) as a scalar field,
it transforms under reparameterization transformations (i.e., diffeomorphisms), in
both x and y:
φ→ φ′ where φ′(x′, y′) = φ(x(x′), y(y′)). (86)
Physically a field such as φ is just a function of a couple of space-time points regarded
as abstractly defined (i.e. coordinate independent) events.
The integrals that can be used for constructing a nonlocal but still reparameteri-
zation invariant action, depending on such double-position fields φ(x, y), can hardly
be imagined to be anything but double integrals of the form∫
d4x
∫
d4yF(φ(x, y), φ(x), φ(y), ∂φ(x, y)/∂xµ, ...). (87)
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Roughly such a model can be thought of as one in which space-time is 8-
dimensional rather than just 4-dimensional but in which there are two types of
particles:
a) “ordinary” particles (or fields) having only one position and really only de-
pending on four out of the eight coordinates, e.g. on x but not on y.
and
b) “double position particles (or fields)” (e.g., φ(x, y)) that can take values in
the entire 8-space.
In practice we presumably have something we may call “vacuum” for both sorts
of fields: vacuum values in the classical approximation are constant (zero say) over
most combinations of x and y. Assuming “we” humans are primarily composed of
“ordinary” particles, we could not readily interact with the Fourier components of
the φ(x, y) field unless these components have zero momentum along either x or y.
Genuine excitations of φ(x, y) locally in the 8-dimensional space can only occur by
interaction of two ordinary particles and therefore are presumably rather suppressed.
This makes it very difficult in practice to discover the non-locality related to the
two-position fields, unless there are some huge amounts of matter in 8-space so to
speak.
If reparameterization invariance is not to be broken spontaneously, we must have
fields - for example φ(x, y) -that are constant in all 8-space points (x, y) except along
the diagonal x = y (and, presumably, infinitesimally close to x = y). However, the
absence of non-locality that we experience phenomenologically is probably insured
if there is not spontaneous breakdown under reparameterizations in a local region.
So if the reparameterization in one neighbourhood differed from that prescribed by
reparameterization invariance at another very far removed region, this might well
not be observed as a breaking of locality. So a priori it would not be forbidden
phenomenologically if the field φ(x, y) takes on some other values (i.e., departing
from the almost everywhere dominant constant vacuum value) along a thin band
representing a graph of a function yielding y as function of x. We assume that the
structure is the same everywhere along this band so that there is still reparameteri-
zation invariance under the special type of transformation that transforms the x and
y at a point (x, y) in the band in the same way. Field configurations corresponding
to this band make up a 4-dimensional manifold in the 8-dimensional (x, y) space,
along which there can be a systematic communication between a space-time point
x and its image y.
If we had efficient communication by non-locality between say x and y due to
the above-outlined spontaneous breakdown of reparameterization invariance, one
can enquire as to whether this effect would be perceived as a breaking of locality.
Probably not: rather we would interpret the related space time points - the ones
with (x, y) on the band - as representing different degrees of freedom at a single
space-time point x say. Because we would experience the space-time point x and
its image y as the same space-time point, locality is effectively restored. Concurrent
with this, we would experience a replication of the field degrees of freedom at one
space-time point! In Nature we seem to see a 3-fold replication with respect to the
fermions, in the sense that we observe three generations. A tripling of the number of
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fields can easily be achieved with (just) two-position fields that are applied a couple
of times: the two-position field may have several “bands” as proposed, so that one
point - x say - can be connected to several (e.g. two) far away points y, by two
different bands in the same φ(x, y)-field.
Indeed, in the experimentally supported Standard Model, we find a trinity of
similar (but not exactly replicated) field types: the three generations of quarks and
leptons! But the three generations found in Nature are not exact replicas of each
other, as one at first might expect if these truly represented particles of the same sort
just at different points in space and time. However these generations may correspond
to superpositions of states at different related space-time points; there is also the
possibility of some sort of (later) spontaneous breakdown of the symmetry between
the different related space time points. There is therefore no necessity for perfect
symmetry between the different generations, in order to uphold the interpretation
that these are due to the non-locality with spontaneously broken reparameterization
symmetry.
Moreover, we would expect that a 3-fold (approximate) replication mechanism
due to non-locality would not only triple the quark and lepton fields but also the
boson fields! In fact, such a tripling of boson fields is an intrinsic feature of our
long standing SMG3 “anti-grand unification” gauge group model. In this model,
we predict that the values of the fine-structure constants at the multiple point
of the phase diagram for the gauge group SMG3 should agree with experimental
values. For the moment let us content ourselves with the observation that non-
locality can easily lead to a picture in which not only the fermions are tripled but
also, essentially unavoidably, the bosons. That is to say, we would predict, roughly
speaking, 3 photon-types, threeW+’s, threeW− ’s, three Z0’s, and 24 gluons. There
may also be some predicted but not observed gauge bosons (and presumably even
more Higgses or replacements for them) that would need to be given large masses.
3.2.5 Concluding remarks on non-locality and MPC
Relinquishing strict adherence to the principle of locality has several attractive fea-
tures from a theoretical point of view. In other work[29, 26, 7] we have in the spirit of
Random Dynamics also investigated the possibility of removing this principle from
the list of initial assumptions necessary for constructing a fundamental theory.
Starting with the problem of the cosmological constant being almost zero23 -
from a Planck scale point of view at least - we have argued that there should be a
breakdown of the principle of locality for field interactions from a fundamental point
of view. We have also argued that if fundamental physics obeys the multiple point
criticality principle in 4-dimensions, non-locality is implied (at least in the mild
form in which reparameterization invariance remains intact) inasmuch as it seems
difficult to find another explanation if one accepts the phenomenological validity
of the MPCP. Going the other way, we have also argued that if non-locality is an
inherent feature of fundamental physics, the solution whereby paradoxes due to non-
locality are avoided coincides with the choice of the multiple point values of coupling
23Nowadays it seems from cosmological studies that it may not be exactly zero
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constants.
As already mentioned, it appears that a theory with non-locality (that retains
reparameterization invariance) or, equivalently, a theory for which the MPCP is
valid provides a promising approach to explaining a series of fine-tuning problems.
The principle of multiple point criticality - which essentially asserts the coexistence
of a number of phases - leads to such an impressive number of good predictions for
fine-tuned quantities that one is almost forced to take it seriously!
Essentially all of the well known fine-tuning mysteries in high energy physics
are potentially solved: 1) the vanishing of the dressed cosmological constant; 2) the
small Higgs field expectation values and masses; 3) the hierarchy of quark and lepton
masses; 4) strong CP conservation and 5) the multiple point values of fine-structure
constants.
The values obtained assuming the MPCP for the three Standard Model gauge
couplings are discussed at length elsewhere in this thesis. The manner in which
the MPCP might solve the mysteries of the first four fine-tuning enigma are briefly
mentioned now.
1. Cosmological constant Λeff = 0 at transition from finite to infinite universe
According to the multiple point criticality model for fine-tuning, one should
expect to find the fine-tuned parameters observed in Nature at parameter
values that coincide with MPCP values. Since the cosmological constant value
Λeff = 0 corresponds to the border between finite and infinite space spheres
(universes), it is not surprising that computer simulations[51, 52] of quantum
gravity indicate singular behaviour at the value Λeff = 0 for the cosmological
constant. We can therefore claim that the phenomenologically indicated value
Λeff = 0 coincides with the MPCP prediction for the value of the cosmological
constant.
2. Our “unfortunate ” prediction of the Higgs mass
A promising proposal for the explanation of the fine-tuning problem of the
expected small value of the Weinberg-Salam Higgs mass (compared say to the
Planck scale) is at hand if the multiple point criticality idea for gauge cou-
plings is assumed to be valid in a slightly extended form that requires not only
that a maximum number of Coulomb-like and confinement-like “phases” (i.e.
partially confining phases ) be accessible at the multiple point (by making in-
finitesimal changes in the multiple point coupling values) but also that (Planck
scale) multiple point parameters should be at the border between Higgsed and
un-Higgsed phases. At such boundaries there is a change of sign in m2Higgs
which, for transitions that are not too strongly first order, would imply that
values of m2Higgs relative to the Planck scale are strongly suppressed. So in a
certain sense, our fine-tuning model explains the physical fine-tuning problem
related to the so-called hierarchy problem. The hierarchy problem might then
be said to be Nature’s way of telling us that the Yang-Mills vacuum is very
close to a Higgs phase boundary! It should be pointed out that the need for
solving this problem has often been used to argue for super-symmetry.
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Let us elaborate briefly on this a priori promising but de facto experimentally
refuted approach. Using one-loop corrections, logarithms can get introduced
into the condition for the coexistence of phases in such a way that the Higgs
mass, or equivalently the Higgs field expectation value appears only in a loga-
rithm in the equation imposing the coexistence of the Weinberg Salam Higgs
phase and the unbroken phase (in which W+, W− and Z0 would be massless).
In this event, we can argue that the fine-tuning mystery of why the scale of
the Higgs expectation value is so very low compared say to the Planck scale
is solved: once the ratio is determined by its logarithm, it can easily become
very large.
The calculation of what happens when we impose the requirement of the equal-
ity of the Higgs field potential depths for the two minima corresponding to
the mentioned phases - the Higgs and the unbroken (= Coulomb) phase -
has in fact already been performed; this specially adjusted Higgs potential
corresponds to the Linde-Weinberg bound[53, 54] which is slightly different
that the better known Coleman-Weinberg bound[55]. In the Linde-Weinberg
bound, the Higgs bare mass is fine-tuned to the requirement that the two
minima be equally deep. This is precisely what our prediction using multi-
ple point criticality (or fundamental non-locality) would suggest: we predict
the Linde-Weinberg situation as the solution to the problem of why the Higgs
field expectation value is so small. Indeed, in the Linde-Weinberg situation,
the vacuum expectation value of the Higgs field is obtained from a logarithm
and in this way comes to deviate exponentially from the input mass. In the
philosophy of a fundamental scale, we would of course take the input mass
to be at the Planck scale (or whatever the fundamental scale is taken to be).
This looks wonderful at first: we have solved the problem of the small Higgs
expectation value by postulating fundamental non-locality! The technical hi-
erarchy problem, that, in going to different orders in perturbative calculations,
includes quadratic divergences (if you do not have super-symmetry at least)
which are expected to be of the order of the cut-off scale, is now argued away.
This is done by claiming that in going to different orders in the perturbative
calculations, we should for each order recalculate the amount of space-time
volume which is in the unbroken phase (and the amount which is in the Higgs
phase). After this recalculation - which is not really performed inasmuch as
we do not actually know the non-local action - we find that we have just to use
the Linde-Weinberg situation in which case the Higgs mass and expectation
value are not renormalised away.
However, the Linde-Weinberg bound does not agree well with experiment. The
prediction obtained from the requirement of remaining within this bound - this
must also be taken as our prediction from non-locality - is a Higgs mass which,
using the usual expectation value known from experimental weak interactions,
turns out to be 7.8 GeV and, in the same connection, a top-quark mass of less
than about 90 GeV. This is a failure of our model that might be resolvable
if there were several Higgs fields in which case the simple Linde-Weinberg
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calculation would not hold true. With this scenario, one could hope to retain
the exponential behaviour of the Higgs field expectation value and thereby still
solve the hierarchy-related problem of why the Higgs particle is so light.
Another possible scenario would be that Nature ends up at a point in the mul-
tiply critical manifold (presumably of high dimension) at which phase tran-
sitions are maximally first order. In this picture, m2Higgs becomes small by
using the well-known two-minima Higgs field potential of the pure Standard
Model with one-loop corrections[46] in conjunction with the MPCP fine-tuning
mechanism. This latter states that the Higgs field minima should be degen-
erate (i.e., have identical energy densities) and furthermore, that the generic
probability for having a universe that can only be realized with two or more
coexisting phases should be maximised (maximum “heat of melting”). This
latter is implemented in[47] by postulating that one of the minima is at the
largest thinkable energy - the Planck scale. This is tantamount to taking
the “heat of melting” to be of order unity in Planck scale units; it is then
generically unlikely that a universe can be realised as a single phase. The two
minima of the degenerate vacua of the Higgs field potential get in this way
separated by energies that differ maximally; i.e., of order of unity in Planck
units. By assuming that this gap in energy is as large as possible, it is al-
most insured that even randomly chosen values of “extensive variables” (e.g.,
energy) will fall within this gap and that the conjugate intensive quantities
(e.g., Higgs mass and top quark mass) will accordingly be fine-tuned. This
implementation of the multiple point criticality fine-tuning mechanism yields
extremely good predictions[47] for the top quark mass and the expected Higgs
mass. This has been discussed in Section 3.2.3.
Furthermore, by postulating that Nature seeks out multiple point criticality at
maximally first order transitions (on for example a multi-dimensional multi-
ply critical surface), we might also alleviate the universality problem inherent
to first order transitions[56] inasmuch as the requirement of maximal first-
orderness might place us at a unique position in the multiply critical manifold
in parameter space. This could lead to unique values of continuum couplings.
3. Mass Hierarchies of Quark-Lepton Generations
As one of the fine-tuning mysteries we also count the question of why the
masses for most quarks and leptons are so small compared to the weak in-
teraction scale, which is the mass you would expect if the Yukawa couplings
were simply of order unity [5, 6]. The explanation suggested is that, in the
physics at the fundamental scale, there are some Higgs fields that get relatively
small expectation values, much in analogy to the above speculation about the
Weinberg-Salam Higgs field. They might even easily be exponentially light,
due to the fact that their masses are determined via a logarithm. But even just
the presence of the phase transition makes the Higgs masses small. After all,
it is at a transition between positive and negative mass squared that we have
the boundary between the Higgsed and the Coulomb phases. This then means
that the transitions between left and right handed components of fermions,
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which need such Higgses for their occurrence, are suppressed. Recent work
[57, 58, 59] explores the mass hierarchy of fermions (leptons and quarks) as
a consequence of Higgsed gauge symmetries that are only weakly broken, due
to the Higgs fields having only “small” expectation values. Such a mechanism
can rather naturally explain the large gaps between the generations in the
mass spectrum.
From the point of view of a very general picture with approximately conserved
quantum numbers, searches have been made for clues as to which approxi-
mately conserved gauge quantum numbers should exist beyond the Standard
Model. Using the extra quantum numbers in the SMG3 model (that is used
here to in connection with our MPCP predictions of fine-structure constants)
leads to a rather natural explanation of the generation mass gaps. However, a
problem is encountered in getting the top quark mass sufficiently heavy com-
pared to the bottom quark and τ lepton masses. However adding a fourth
Abelian gauge group U(1)f helps[57, 58, 59].
4. Strong CP-conservation also at a junction of phases
Yet another fine-tuning problem is the strong CP-problem. The ΘQCD de-
pendence of the first order de-confining phase transition has recently been
studied[60]. It is found that in the continuum limit there is a critical point at
ΘQCD = 0, where the confinement phase corresponding to ΘQCD = 0 meets
the “Higgs” phase corresponding to ΘQCD 6= 0. It then follows, assuming that
QCD is in the confinement phase, that ΘQCD = 0 and CP is conserved by
the strong interactions. However, from our point of view, we look for a more
“ontological” type of solution and do not accept that Nature at the bare level
should be precisely renormalised to, for example, reveal the confining phase
of long distance QCD. We can nevertheless, in the spirit of our multiple point
principle above, use the phase diagram of [60] to suggest the possibility that
ΘQCD = 0 can be characterised as a meeting point for phases. Therefore,
even the strong CP-problem of why ΘQCD is so small can find an explanation
derivable from the coexistence of phases in the same spirit as our solution of
the other fine-tuning problems.
3.3 A speculative alternative proposal for the stability of
the multiple point
The most current and probably most eloquent explanation for Nature’s affinity for
the multiple point stems from the apparent necessity of having long distance (dif-
feomorphism invariant) nonlocal interactions if the fine-tuning of physical constants
is to be dynamical (discussed in Section 3.2). However, an earlier pursuit of a the-
oretical explanation for why the multiple point should be realised in Nature has
some merits. This proposal of a mechanism for the stability of the multiple point
(outlined in more detail in Appendix ??) assumes a nonlocal lattice gauge glass
with a random plaquette action (e.g.; an action with quenched random values for
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character expansion parameters). Here “non-locality” is restricted to fundamental
scale distances: action terms for Wilson loops of extent A very large compared to
the lattice constant a are effectively nonlocal as seen from scales in the intermedi-
ate length range [a, A]. We define gauge couplings that run due to the inclusion of
successively larger Wilson loops in going towards the infrared. The effect of these
terms on the running of the couplings is describable by an extra term in the Callan-
Symanzik β-function. The inclusion of these glassy nonlocal action terms in such a
generalised β-function (really a multicomponent vector of generalised β-functions) is
in addition to but opposite in sign to the normal Yang-Mills renormalization group
contribution. It is argued that rapid variations in the generalised β-functions at
the multiple point can easily lead to zeros of these β-functions close to the multiple
point. It is estimated that already at energies near the Planck scale the running pla-
quette action parameter values are presumably very close to those of the “infrared
stable” fixed point zeros of the generalised β-functions which in turn are close to
the multiple point (see Appendix 11.5).
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4 The phases of a non-simple gauge group
4.1 Features of the phases that can convene at the multiple
point
Since it is postulated that Nature seeks a special point in plaquette action parameter
space - the multiple point - where many “phases” come together, it is necessary to
clarify what is meant by these “phases” as well as how such different “phases” are
distinguished. This is the purpose of this Section.
First it should be made clear that when referring to phases of groups at the
Planck scale, it is phase transitions between what are usually referred to as lattice
artifact “phases”. Distinguishing quantitatively different physical behaviours - here
referred to as “Higgs-like”, “Coulomb-like” and “confinement-like phases” - at the
lattice scale (here taken as the Planck scale) is motivated from results[61, 62, 63,
64, 65] obtained using the mean field approximation (MFA) which intrinsically
distinguishes phases on the basis of the qualitative differences in the physics that
are discernible at the scale of the lattice. All “phases” involving non-Abelian degrees
of freedom will of course, for sufficiently long distances, turn out to be confining with
no long range correlations (corresponding to finite glue-ball masses) when, as is the
case in this section, matter fields are ignored.
An important feature of the phases of interest here is that they be identifiable at
the scale of the lattice. The following discussion of some qualitative features of such
phases motivates the more or less well known fact that transitions between the lattice
artifact phases of interest to us are first order transitions (at least near the multiple
point). Let us write the logarithm of the partition function as logZ ∝ Vtot · log f(β)
where Vtot is the geometrical volume of the system and f(β)
def
= 1
Vtot
logZ is the
free energy density. As Z is essentially the product of the average height 〈eSaction〉
of the distribution of plaquette variables times the average width W (β) of this
distribution, we can write f(β) = 〈saction〉 + sentropy where 〈saction〉 def= 1Vtot 〈Saction〉
and sentropy
def
= 1
Vtot
logW (β).
Let us clarify the properties required of two phases - call them phases I and
II - in order that they be distinguishable using a small geometric sampling volume
of the order of a few lattice cubes. The hope for being able to do this lies in not
having much overlap in the regions of configuration space 24 that are appreciably
populated in different phases 25. This being the case, it is meaningful to introduce
free energy density functions fI(β) and fII(β) that very much dominate respectively
in the phases I and II:
24A point in configuration space assigns an element of the gauge group to each degree of freedom
(link variable in the case of a lattice).
25Within each phase, the configuration space appreciably populated by quantum fluctuations
varies continuously as a function of the plaquette action parameters.
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f(β) ≈
 fI in phase IfII in phase II (88)
which corresponds to a partition function Z that approximately factorizes with one
factor for each of the two phases I and II:
Z ≈ ZI(β) + ZII(β). (89)
The disjointness of the regions of configuration space appreciably populated in
phases I and II is tantamount to requiring that the quantity
log(
ZI(β)
ZII(β)
) = Vtot(fI(β)− fII(β)) (90)
be very large or very small depending on whether we are in phase I or II (assuming
that we are sufficiently far removed from the phase boundary where by definition
ZI(β)
ZII(β)
= 1). The relation (90) is equivalent to saying that if, in going from phase
I to II, this quantity that contains Vtot as a factor changes by a large amount, a
change could also be detected using a smaller volume (e.g., a lattice scale volume
Vlattice scale).
This scenario relies in an essential way on the assumption that the quantity
fI(β)−fII(β), which vanishes at the phase boundary, rapidly becomes large or small
in going to parameter values β removed from the boundary. This in turn relies on
having to a good approximation a discontinuous change at the phase boundary in
the configuration space appreciably populated by the two phases. This would be
reflected as a discontinuity at the boundary in the entropy
∆sentropy = sI, entropy(βcrit + ǫ)− sII, entropy(βcrit − ǫ). (91)
Such a discontinuity can come about at the phase boundary if there is a compen-
sating jump in the average plaquette action
∆〈saction〉 = 〈sI, action(βcrit + ǫ)〉 − 〈sII, action(βcrit − ǫ)〉. (92)
in accord with having (by definition) fI = fII at the phase boundary; i.e., in the
limit ǫ→ 0, we must have
0 = log fI(βcrit + ǫ)− log fII(βcrit − ǫ) = ∆〈saction〉 −∆sentropy (93)
But the average plaquette action is essentially the derivative of logZ w.r.t log β so
a jump in 〈saction〉 is tantamount to a discontinuity in ∂ logZlog β which is of course the
defining feature of first order phase transitions. In fact it is known from Monte Carlo
calculations based on lattice gauge theories that phase transitions at the multiple
point are first order. So the idea of distinguishing lattice artifact phases at the scale
of the lattice is not inconsistent with known results.
However, determination of gauge couplings based on first order phase transition
are intrinsically plagued by problems of non-universality. From this point of view,
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second order phase transitions would be preferable. However, it is rather meaningless
to talk about second order phase transitions at a given scale. The phases separated
by a second order phase transition are defined relative to distinct (different) fixed
points in parameter space; a particular phase is identified by which fixed point the
running coupling(s) converge to in the long wavelength limit. That second order
phase transitions can first be identified in the limit of long wavelengths can be
understood intuitively when it is recalled that the derivative of logZ w.r.t. β is
continuous at the phase boundary of a second order phase transition. It is therefore
difficult to avoid overlap in the regions of configuration space appreciably populated
by the two phases. Hence the quantity fI(β)− fII(β), which can be expected to be
large for first order transition, become smaller (and a more poorly defined quantity)
in the transition from a first order to second order phase transition - even for points
in the phases I and II far removed from the phase boundary. In this case, the
condition ZI(β)
ZII(β)
6= 1 (which really has no meaning for a fully second order phase
transition) that is necessary for being able to see that there are two phases requires
a larger and larger sample volume ≈ Vtot. This is another way of saying that we
have to take a long wavelength limit in order to see a second order phase transition.
For small sampling volumes Vsample, first order phase transitions dominate com-
pletely over second order transitions in determining the physically realized phase
boundary.
At the multiple point of a phase diagram for a lattice gauge theory, the different
lattice artifact phases are presumably separated by first order phase transitions and
accordingly are distinguishable using a small sampling volume which is assumed to
be of the order of the Planck scale lattice. Such phases are therefore completely
governed by which micro (e.g. Planck scale) physical fluctuation patterns yield the
maximum value of logZ. Qualitatively different short distance physics could consist
of different distributions of group elements along various subgroups or invariant sub-
groups of the gauge group for different regions of (bare) plaquette action parameter
space. It is therefore the physics at the scale of the lattice that is of interest because
it is lattice scale physics that dominates the different logZ ansatz that prevail (i.e.,
are maximum) in different parameter space regions separated by first order transi-
tions. However, this does not mean that longer distance behaviour is unchanged in
passing from one “phase” to another. As an example, consider the string tension at
the transition between two different lattice scale phases that both really correspond
to confining phases in the usual sense: in what we designate as confining in the
mean field approximation (MFA) or “confinement at the lattice scale”, the string
tension has an order of magnitude given by dimensional arguments from the lattice.
On the other hand, in what we call the “Coulomb phase at the lattice scale”, or the
Coulomb phase in the MFA approximation, the string tension is much smaller; i.e,.
smaller by an exponential factor.
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4.2 Goal: the classification of the phases of the vacuum for
a lattice gauge theory with non-simple gauge group
Now we want to assign names to the different lattice artifact phases, i.e., qualitatively
different physical behaviours of the vacuum of a lattice gauge theory at the lattice
scale. The different phases that are possible depend on the gauge group G. There
is a possible phase for each combination of a subgroup Ki ∈ G and an invariant
subgroup Hj ⊳ Ki. Pairs such as (Ki, Hj) can be used as labels for the possible
phases. The criterion as to which phase is realized is according to whether or not
there is spontaneous breakdown of the gauge symmetry remaining after a partial
fixing of the gauge. It is necessary to use the freedom to choose a gauge in order
to put Elitzur’s Theorem out of commission. Otherwise spontaneous symmetry
breakdown is precluded insofar as Elitzur’s Theorem states that any gauge variant
quantity vanishes when averaged over the full gauge symmetry.
For illustrative purposes, one can think of a lattice formulation of a gauge theory
with gauge group G. Let the dynamics of the system be described by a Lagrangian
L(Aµ, φ) that is invariant under (local) gauge transformations Λ of the gauge po-
tential Aµ and the (complex) scalar field φ. In the continuum, the fields Aµ and φ
transform under gauge transformations as
gAµ(x)→ Λ−1(x)gAµ(x)Λ(x) + iΛ−1(x)∂µΛ(x) (g = coupling constant) (94)
φ(x)→ Λ(x)φ(x) (95)
In the lattice formulation, each of the four components of the Aµ field corresponds
to a group-valued variable U(q q) defined on links q q of the lattice; under a local gauge
transformation, the U( q q
xµ yµ
) transforms as
U( q q
xµ yµ
)→ Λ−1(x)U( q qxµ yµ)Λ(y) = Λ−1(x)U( q qxµ yµ)Λ(x+aδν) ≈ Λ−1(x)U( q qxµ yµ)(Λ(x)+∂νΛ(x)aδν)
(96)
= Λ−1(x)U( q q
xµ yµ
)Λ(x)(1+∂ν(log Λ(x))aδν) ≈ Λ−1(x)U( q qx
µ yµ
)Λ(x) exp(i∂ν(log Λ(x))aδν)
This is readily verified: write U( q q
xµ yµ
) = exp(iAν(x)aδ
ν) ≈ 1 + iAν(x)aδν in which
case the gauge transformation above is
Λ−1(x)(1 + iAν(x)aδν)Λ(x)(1 + ∂
ν(log Λ(x))aδν) ≈
1 + Λ−1(x)(iAν(x)aδν)Λ(x) + ∂ν(log Λ(x))aδν
= 1 + Λ−1(x)(iAν(x)aδν)Λ(x) + Λ
−1(x)Λ(x)
1
Λ(x)
∂ν(Λ(x))aδν
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which corresponds to the transformation (94) for the gauge potential.
On the lattice, the group-valued field φ is defined on lattice sites; the transfor-
mation rule is as in (95) above.
As the aim is to determine the transformation properties of the vacuum under
gauge transformations consistent with the gauge choice, it is necessary to charac-
terise the vacuum for the Yang-Mills field U( q q
xµ yµ
) as well as the scalar field φ( qx
µ
) in
some way. The Yang-Mills vacuum could be characterised by a probability density
P (U(q q
l0)):
P (U(q q
l0)) =
∫ ∏
q q 6= q q
l0
dHaarU(q q)eS. (97)
Here U(q q
l0) ∈ SMG3 is the link variable associated with an arbitrary link q ql0 of the
lattice A similar probability density function can be envisaged for the site-defined
scalar field φ:
P (φ( qx
µ
)) =
∫ ∏
q 6= qxµ
dφ( q )eS (98)
where qx
µ
is an arbitrary site of the lattice. Assuming that translational and rota-
tional symmetry is not spontaneously broken, the density functions P (U(q q
l0)) and
P (φ( qx
µ
)) can be taken as the same for respectively all links and sites.
We assume that the action S contains a term that partially fixes the gauge in accord
with the choice of gauge. It it also assumed that the action contains a parameter ǫ
that multiplies a term that explicitly breaks the symmetry under consideration; ǫ is
set equal to zero at the end of the calculation.
By expanding the vacuum density functions P (U(q q
l0)) and P (φ( qx
µ
)) in contin-
uous unitary irreducible representations of the gauge group, it can be seen that
the investigation of the transformation properties of these functions is reduced
to an examination of the transformation properties of the expansion coefficients∫
dHaarU(q q
l0)D
(ν)∗
kl (U(
q q
l0))P (U(q q
l0))
def.
= 〈D(ν)∗kl (U(q ql0))〉 where D(ν)kl (U(q ql0)) denotes a
matrix element[66] of the continuous unitary irreducible representation in the rep-
resentation (ν).
4.3 Some motivation for vacuum phase classification scheme
The scheme to be used for vacuum phase classification utilises transformation prop-
erties of the vacuum that are suggested by examining the requirements for getting
a massless gauge particle as the Nambu-Goldstone boson accompanying the spon-
taneous breakdown of the vacuum 〈U( q qxµ yµ)〉. These requirements should certainly
be consistent with the transformation properties of the vacuum 〈U( q qxµ yµ)〉 that we
use to define a Coulomb phase in the classification scheme to be given.
As already pointed out, a gauge choice must be made in order that spontaneous
breakdown of gauge symmetry is at all possible. Otherwise Elitzur’s Theorem insures
that all gauge variant quantities vanish identically.
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Once a gauge choice is made - the Lorenz gauge is strongly suggested inasmuch
as we want, in order to classify phases, to retain the freedom to make gauge transfor-
mations with constant and linear gauge functions - the symmetry under the remain-
ing gauge symmetry must somehow be broken in order to get a Nambu-Goldstone
boson that, according to the Nambu-Goldstone Theorem, is present for each gener-
ator of a spontaneously broken continuous gauge symmetry. However the proof of
the Nambu-Goldstone Theorem requires the assumption of translational invariance.
This is tantamount to the requirement that the vacuum is invariant under gauge
transformations having gauge functions such that these transformations correspond
to gauge transformations generated by the commutator of the momentum operator
with the generator of the spontaneously broken symmetry.
Recalling from (96) that a link variable U( q q
xµ yµ
) transforms under gauge trans-
formations as
U( q q
xµ yµ
)→ Λ−1(x)U( q qxµ yµ)Λ(x) · exp(i∂ν(log Λ(x)) · aδν︸ ︷︷ ︸
gradient part of transf.
, (99)
it is seen that, for the special case of an Abelian gauge group, a gauge function
that is linear in the coordinates (or higher order in the coordinates) is required for
spontaneous breakdown because the only possibility for spontaneously breaking the
symmetry comes from the “gradient” part of the transformation (99). However, we
need also to take into account the requirement of translational invariance.
We show now that these two requirements. i.e.,
1. spontaneous breakdown via the gradient in (99)
2. translational invariance
can only be satisfied for gauge transformations with linear gauge functions. Let Qν
denote the generator of such transformations. For such transformations, the first
requirement is obviously satisfied. The second requirement is equivalent to requir-
ing that the vacuum 〈U( q qxµ yµ)〉 is annihilated by the commutator [Pµ, Qν ] = igµνQ
where Q denotes the generator of gauge transformations with constant gauge func-
tions. So the condition for having translational invariance translates into the re-
quirement that the vacuum 〈U( q qxµ yµ)〉 be invariant under gauge transformations
with constant gauge functions. An examination of (99) verifies that this is always
true for Abelian gauge groups and also for non-Abelian groups if the vacuum expec-
tation value 〈U( q qxµ yµ)〉 lies in the centre of the group (which just means that the
vacuum is not “Higgsed”).
Note that while gauge transformations with gauge functions quadratic (and
higher order) in the coordinates would suffice for giving spontaneous symmetry
breaking, such gauge functions would preclude translational invariance.
In summary, the conditions to be fulfilled in order that the Nambu-Goldstone
boson accompanying a spontaneous breakdown of gauge symmetry can be identified
with a massless gauge particle (the existence of which is the characteristic feature of
a Coulomb-like phase) suggest that the Coulomb phase vacuum is invariant under
81
gauge transformations having a constant gauge function but spontaneously broken
under gauge transformations having linear gauge functions. These transformation
properties of the vacuum will emerge in Section 4.4.2 as the defining features of a
Coulomb-like phase.
4.4 “Phase” classification according to symmetry properties
of vacuum
When the gauge field U( q q
xµ yµ
) takes values in a non-simple gauge group such as
SMG3 having many subgroups and invariant subgroups (including discrete sub-
groups), it is possible for degrees of freedom corresponding say to different subgroups
to take group values according to distributions that characterise qualitatively differ-
ent physical behaviours along the different subgroups. Some degrees of freedom can
have a fluctuation pattern characteristic of a Higgsed phase; some of the degrees of
freedom having fluctuation patterns characteristic of an un-Higgsed phase can be
further classified according to whether they have Coulomb-like or confinement-like
patterns of fluctuation. The point is that a “phase”, which of course corresponds
to a region in the action parameter space, can, for a non-simple gauge group, be
described in terms of characteristics that differ along different subgroups.
The fluctuation patterns for the various degrees of freedom corresponding to
these subgroups can be classified according to the transformation properties of the
vacuum under the two classes of gauge transformations ΛConst and ΛLinear; following
a partial fixing of the gauge, the (lattice artifact) phases of the vacuum are to be
classified[7, 3] according to whether or not there is spontaneous breakdown of gauge
symmetry under gauge transformations corresponding to the sets of gauge func-
tions ΛConst and ΛLinear that are respectively constant and linear in the spacetime
coordinates:
ΛConst ∈ {Λ : R4 → G|∃α[∀x ∈ R4[Λ(x) = eiα]]} (100)
and
ΛLinear ∈ {Λ : R4 → G|∃αµ[∀x ∈ R4[Λ(x) = eiαµxµ]]}. (101)
Here α = αata and αµ = α
a
µt
a where a is a “colour” index in the case of non-
Abelian subgroups. The ta denote a basis of the Lie algebra satisfying the commu-
tation relations [ta, tb] = cabc t
c where the cabc are the structure constants.
Spontaneous symmetry breakdown is manifested as non-vanishing values for
gauge variant quantities. However, according to Elitzur’s theorem, such quanti-
ties cannot survive under the full gauge symmetry. Hence a partial fixing of the
gauge is necessary before it makes sense to talk about the spontaneous breaking of
symmetry. We choose the Lorentz gauge for the reason that this still allows the
freedom of making gauge transformations of the types ΛConst and ΛLinear to be used
in classifying the lattice artifact “phases” of the vacuum. On the lattice, the choice
of the Lorentz gauge amounts to the condition
∏
q q
xµ
emanating from qx
µ
U(q q) = 1 for all
sites ·.
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It will be seen that the set of possible “phases” corresponds one-to-one to the
set of all possible subgroup pairs (K,H) 26 consisting of a subgroup K ⊆ SMG3
and invariant subgroup H ⊳ K. Each “phase” (K,H) in general corresponds to a
partitioning of the degrees of freedom (these latter can be labelled by a Lie algebra
basis) - some that are Higgsed, others that are un-Higgsed; of the latter, some degrees
of freedom can be confining, others Coulomb-like. It is therefore useful to think of
a group element U of the gauge group as being parameterised in terms of three sets
of coordinates corresponding to three different structures that are appropriate to
the symmetry properties used to define a given phase (K,H) of the vacuum. These
three sets of coordinates, which are definable in terms of the gauge group SMG3,
the subgroup K, and the invariant subgroup H ⊳ K, are the homogeneous space
SMG3/K, the factor group K/H , and H itself:
U = U(g, k, h) with g ∈ SMG3/K, k ∈ K/H, h ∈ H. (102)
The coordinates g ∈ SMG3/K will be seen to correspond to Higgsed degrees of
freedom, the coordinates k ∈ K/H to un-Higgsed, Coulomb-like degrees of freedom
and the coordinates h ∈ H to un-Higgsed, confined degrees of freedom.
4.4.1 Higgsed or un-Higgsed vacuum
The degrees of freedom belonging to the subgroup K are said to be un-Higgsed
if, after fixing the gauge in accord with say the Lorentz condition, K ⊆ G is the
maximal subgroup of gauge transformations belonging to the set ΛConst that leaves
the vacuum invariant27. For the vacuum of field variables defined on sites (denoted
by 〈φ( qxµ)〉), invariance under transformations ΛConst. is possible only if 〈φ( qxµ)〉 = 0.
For the vacuum of field variables defined on links (denoted by 〈U( q qxµ yµ)〉, invariance
under transformations ΛConst requires that 〈U( q qx
µ yµ
)〉 takes values in the centre of
the subgroup K. Conventionally, the idea of Higgsed degrees of freedom pertains to
field variables defined on sites. With the above criterion using ΛConst, the notion of
Higgsed degrees of freedom is generalised to also include link variables.
If K ⊆ G is the maximal subgroup for which the transformations ΛConst leave
the vacuum invariant, the field variables taking values in the homogeneous space
G/K (see for example [67, 68]) are by definition Higgsed in the vacuum. For these
26In this classification scheme it has been assumed that the action energetically favoursU(✷) ≈ 1;
however, a vacuum also having fluxes corresponding to nontrivial elements of the centre could be
favoured if for instance there are negative values for coefficients of plaquette terms in the action.
Such terms would lead to new partially confining phases that were Coulomb-like but for which
fluctuations in the degrees of freedom are centred at a nontrivial element of the centre instead of
at the identity.
27The vacuum invariance referred to really means the invariance of the coefficients
〈D(µ)ij (U( q q
xµ yµ
))〉vac in an expansion in (matrix elements of) continuous unitary irreducible repre-
sentations D
(µ)
ij (U(
q q
xµ yµ
)). The expansion referred to is that corresponding to some link variable
probability density function P (U(q q
l0
)) =
∫ ∏
q q 6= q q
l0 d
HaarU(q q)eS .
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degrees of freedom, gauge symmetry is spontaneously broken in the vacuum under
gauge transformations ΛConst.
Before leaving the discussion of the Higgs phase, a simple model allowing a
Higgsed vacuum is presented. Taking by way of example the gauge group G =
SO(3), we consider a model for which there is the possibility of Higgsed degrees of
freedom. To this end consider a field variable defined on sites - denoted φ( q ) - and
taking values in the cosets of the homogeneous space G/K = SO(3)/SO(2) in such
a way that the gauge symmetry is spontaneously broken down to that of SO(2).
Upon identifying the field degrees of freedom φ( q ) with the cosets of SO(3)/SO(2),
the action of the gauge group on the variables φ( q ) corresponds to moving these vari-
ables around on a S2 inasmuch as S2 is the orbit of an element of SO(3)/SO(2) (e.g.,
the “north pole”) under the action of representatives of the cosets of SO(3)/SO(2)
(the same applies of course to the action of the whole gauge group because every
g ∈ G is the representative of some coset of SO(3)/SO(2)). Formally, the action of
the group[69] SO(3) on the homogeneous space SO(3)/SO(2) is given by
g · φ( qxµ) = φ′( qxµ) · R

g ∈ SO(3)
φ, φ′ ∈ SO(3)/SO(2)
R ∈ SO(2)
(103)
As g · φ( qxµ) ∈ SO(3), this can element can always be expressed as the (unique)
coset decomposition φ′( qx
µ
) ·R. The mapping of SO(3)/SO(2) onto itself under the
action of the group SO(3) is given by
SO(3) :
SO(3)
SO(2)
g−→ SO(3)
SO(2)
(104)
φ
g−→ φ′ φ, φ′ ∈ SO(3)/SO(2).
Think of having an S2 at each site q
xµ of the lattice. In this picture, the variable
φ( qx
µ
) at each site qx
µ
corresponds to a point on the S2 at this site. A priori there
is no special point in this homogeneous space SO(3)/SO(2)
−≃ S2 which implies28
〈φ( q )〉 = 0. The Higgs mechanism comes into play when, for all sites on the lattice,
28Even if one were to succeed in embedding a homogeneous space in an affine space in a natural
manner, such an embedding would not in general be convex. Therefore it would generally be
necessary to construct the convex closure (e.g., in a vector space) if we want to talk about the
averages of field variables. As an example, think of the homogeneous space SO(3)/SO(2) which
is metrically equivalent with an S2 sphere. In this case, one could obtain the complex closure
as a ball in the linear embedding space R3. Alternatively, we can imagine supplementing the
SO(3)/SO(2) manifold with the necessary (strictly speaking non-existent) points needed in order
to render averages on the S2 meaningful. Either procedure eliminates the problem that an average
taken on a non-convex envelope is generally unstable; e.g., for an S2 the average of two points near
a pole can jump discontinuously when these two points are moved around slightly in the vicinity
of the pole. In particular, by including the points in the ball enclosed by an S2, it is possible for
〈φ〉 to have a value lying in the symmetric point. This point, corresponding to 〈φ〉 = 0, is of course
unique in not leading to spontaneous breakdown under rotations of the S2.
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the vacuum distribution of the φ( q ) - modulo parallel transport between sites by
link variables - clusters about some point in SO(3)/SO(2)
−≃ S2 and we conclude 29
that 〈φ( q )〉 6= 0. In the Higgsed situation, the point of S2 about which there is a
clustering of the values of φ( q ) for all sites of the lattice (modulo parallel transport)
defines the “north pole” of the rotations of the SO(2) gauge symmetry surviving
the spontaneous breakdown of the SO(3) symmetry by Higgsing.
The Higgs mechanism outlined above can be provoked if a term
κdist2(φ( qx
µ
), U( q q
xµ yµ
)φ( qy
µ
)) (105)
where κ is a parameter and dist2(φ( qx
µ
), U( q q
xµ yµ
)φ( qy
µ
)) is the suitably defined
squared distance on the S2 at the site q
xµ between the point φ( qx
µ
) and the point φ( qy
µ
)
after the latter is “parallel transported” to qx
µ
using the link variable U( q q
xµ yµ
) ∈ G.
In terms of of elements g ∈ SO(3),
dist2(φ( qx
µ
), U( q q
xµ yµ
)φ( qy
µ
))
def
= (106)
inf{dist2(gx · SO(2), U( q qx
µ yµ
)gy · SO(2)|
gx & gy are reps. of respectively the cosets φ( q
xµ) & φ( qy
µ
)}
In order to provoke the Higgs mechanism, not only must the parameter κ be
sufficiently large to ensure that it doesn’t pay not to have clustered values of the
variables φ(·). It is also necessary that “parallel transport” be well defined so that
it makes sense to talk about the values of φ( q ) being organised (i.e., clustered) at
some coset of SO(3)/SO(2). This would obviously not be the case if the theory were
confined. In confinement, 〈U( q qxµ yµ)〉 = 0 and parallel transport is meaningless. In
the continuum theory, this would correspond to having large curvature (i.e., large
Fµν) which in turn would make parallel transport very path dependent
30.
4.4.2 Confined and Coulomb-like degrees of freedom in the vacuum
In the vacuum, the un-Higgsed degrees of freedom - taking values in the subgroup
K - can be in a confining phase or a Coulomb-like phase according to the way these
degrees of freedom transform under gauge transformations ΛLinear ∈ K having linear
gauge functions.
Degrees of freedom taking values in the invariant subgroup H ⊳ K are by def-
inition confined in the vacuum if H is the maximal invariant subgroup of gauge
transformations ΛLinear that leaves the vacuum invariant; i.e., h consists of the set
of elements h = exp{iα1ata} such that the gauge transformations with linear gauge
function ΛLinear exemplified by
31ΛLinear
def.
= hx
1/a leave the vacuum invariant.
29There are technical problems here. This conclusion presumably requires the validity of the
“cluster decomposition principle” [70]
30Even when confinement is absent, there are technical difficulties in defining parallel transport
over large spacetime distances; presumably it is necessary to average over a bundle of spacetime
parallel paths.
31In the quantity x1/a, a denotes the lattice constant; modulo lattice artifacts, rotational invari-
ance allows the (arbitrary) choice of x1 as the axis xµ that we use.
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IfH⊳K is the maximal invariant subgroup of degrees of freedom that are confined
in the vacuum, the cosets belonging to the factor group K/H are by definition in a
Coulomb phase (again, in the Lorentz gauge). For degrees of freedom corresponding
to this set of cosets, there is invariance under coset representatives of the type
ΛConst while gauge symmetry is spontaneously broken in the vacuum under coset
representatives of the type ΛLinear.
In conclusion, the phase classification scheme used here allows a unique phase
for each subgroup K and invariant subgroup H satisfying the condition H ⊳K ⊆ G
where G denotes the gauge group. For a non-simple group such as the SMG, any
given phase (K ⊆ G,H ⊳ K) generally has degrees of freedom of all possible types:
Higgsed, confined, and Coulomb-like.
The different possible “phases” of the vacuum will be classified on the basis of
the transformation properties of the vacuum under gauge transformations of the
types ΛConst.(x) = e
iαata and ΛLinear(x) = e
iαaµt
axµ [7].
For the degrees of freedom that have as values the cosets of the factor groupK/H ,
there is invariance of the vacuum expectation value under the corresponding constant
gauge transformations, while there is spontaneous breakdown under the linear gauge
transformations corresponding to these degrees of freedom. Such degrees of freedom
will be said to demonstrate “Coulomb-like” behaviour.
Having now formal criteria for distinguishing the different phases of the vacuum,
it would be useful to elaborate a bit further on what is meant by having a phase
associated with a subgroup - invariant subgroup pair (Ki ⊆ G,Hj ✁Ki). A phase
is a characteristic region of action parameter space. Where does an action parame-
ter space come from and what makes a region of it characteristic of a given phase
(Ki ⊆ G,Hj✁Ki)? An action parameter space comes about by choosing a functional
form of the plaquette action. Having an action allows the calculation of the partition
function and subsequently the free energy. As each phase (Ki ⊆ G,Hj ✁ Ki) cor-
responds to different micro physical patterns of fluctuations along the subgroup Ki
and invariant subgroup Hj (recall that we are dealing with phases separated by first
order phase transitions), the partition function and hence the free energy is a differ-
ent function of the plaquette action parameters for each phase (Ki ⊆ G,Hj ✁Ki).
A region of plaquette action parameter space is characteristic of a (i.e., in a) given
phase (Ki ⊆ G,Hj✁Ki) if the free energy logZKi⊆G,Hj⊳Ki associated with this phase
has the largest value of all free energy functions (i.e., one free energy function for
each phase (L ⊆ G,M ✁ L)) in this region of plaquette action parameter space.
In seeking the multiple point, we seek the point or surface in parameter space
where “all” (or a maximum number of) phases (Ki ⊆ G,Hj ✁ Ki) “touch” one
another.
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5 Generalised action is required
5.1 The general idea
In implementing the multiple point criticality principle, the goal, a priori at least, is
to bring all phases (Ki ⊆ G,Hj ✁Ki) together in plaquette action parameter space
at the multiple point/surface. In practice we settle for a point in parameter space
at which a chosen set of partially confining phases come together. In referring to
the multiple point, it is, in practice at least, such a point that is meant.
A condition that can be used as a criterion for when a partially confining phase
(Ki ⊆ G,Hi ⊳ Ki) is in contact with the multiple point is that there must be a
region of parameter space infinitesimally close to the multiple point in which the
free energy function logZKi⊆G,Hj⊳Ki corresponding to this phase has a value that in
this region is greater than the values of the free energy functions corresponding to
all other partially confining phases . This obviously requires that the free energy
function for each phase (Ki ⊆ G,Hj ✁Ki) depends specifically on an ansatz for the
micro physical fluctuation pattern along the subgroup Ki ⊆ G and the invariant
subgroup Hj ✁Ki - at least at the multiple point. The picture to have in mind is
that, for each ansatz (i.e., each partially confining phase) that can be realized, the
corresponding free energy function, which is defined everywhere in parameter space,
dominates over the free energy functions of all other partially confining phases in
some region of parameter space. A point in parameter space a neighbourhood of
which contains a region in which each chosen phase has a dominant free energy
function is the multiple point.
Note that a free energy function logZKi⊆G,Hj⊳Ki is determined, via the partition
function Z, from the plaquette action. The latter has in turn a functional form that
is determined by the choice of action parameters. So if a phase (Ki ⊆ G,Hj⊳Ki) is to
be in contact with the multiple point, the choice of action parameters must include
parameters that specifically govern the micro physical fluctuation patterns along
this subgroup - invariant subgroup pair in such a way that the corresponding free
energy function logZKi⊆G,Hj⊳Ki can come to dominate in some region of parameter
space at the multiple point.
A further requirement on the action parameters is that they are sufficiently
independent in the sense that the adjustment of the parameters relevant for making
the free energy function for one phase dominant in a neighbourhood of the multiple
point does not, in so doing, preclude the variation of the free energy function for
some other phase that is necessary in order that it can dominate in some other
region adjoining the multiple point.
5.2 The SMG (and U(N)) can have an infinity of phases
What is needed is a way to seek the multiple point in a phase diagram for gauge
groups such as SMG, SMG3 and U(N) (collectively referred to by the symbol “G”);
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U(N) is useful because it has many features in common with the SMG and SMG3
while, for expositive purposes, being simpler to deal with. All these groups have
nontrivial subgroupsK ⊆ G and invariant subgroups H⊳K. In fact, for all the gauge
groups G considered, the number of possible phases (Kj ⊆ G,Hi ⊳ Kj) is infinite.
For example, for all these gauge groups G, there is an infinity of possible subgroups
Kj including U(1), the Cartesian product of U(1) subgroups and an invariant U(1)
subgroup as well as subgroups of such Cartesian products, and then also discrete
subgroups of the centre of non-Abelian subgroups. Possible invariant subgroups
Hi include the infinitely many discrete (invariant) subgroups ZN of U(1) the latter
of course being an invariant subgroup as well as a subgroup of the gauge groups
considered.
So the goal, in principle at least, is to bring together the infinity of possible phases
(Kj, Hi) at the multiple point. In general this would require an infinite number of
action parameters that could, in principle at least, be taken as the coefficients of an
expansion in group characters corresponding to each imaginable way of associating
group characters with Wilson loops. A priori then, the number n of possible phases
as well as the dimension d of action parameter space are infinite.
It is not clear whether the number n of possible phases approaches infinity more
or less rapidly than the number of possible action parameters that could be used
to span a parameter space in which the phase diagram for a system with n → ∞
phases could be constructed. The suspicion is that the number of phases n increases
less rapidly than the total number of available plaquette parameters as n → ∞.
This suspicion is motivated by considering the phases involving the infinity of ZN
invariant subgroups of say U(1). For a given N , the number of conjugacy classes
is N (i,e., one class for each discrete element of the (invariant) subgroup ZN). To
each of the N conjugacy classes there corresponds a coefficient that could be used
as the basis of the action parameter space. On the other hand, the number of
subgroups of a ZN subgroup (= the number of possible phases w.r.t which there can
be confinement for a ZN subgroup) is limited to the number of possible factors of
N . As the number of factors of N is generally less than N , the indication is that
when all subgroups ZN are taken into account (i.e., N →∞) the potential number
of possible plaquette action parameters increases more rapidly than the number of
possible phases w.r.t. which there can be confinement.
5.3 Practical considerations in implementing the MPCP
In practice we shall restrict consideration to a finite number n of possible phases
(Kj, Hi). In an infinite dimensional action parameter space this finite number n of
phases could (using an appropriate action) presumably be made to come together
along an infinite dimensional manifold Mcrit,∞ of co-dimension no greater than
n − 1. The symbol Mcrit,∞ denotes the manifold along which all n phases under
consideration have critical parameter values; the second subscript ∞ indicates that
this manifold is embedded in an infinite dimensional plaquette action parameter
space. The claim that the restriction to a finite number n of (judiciously chosen)
phases will lead to a multiple point that gives good values for gauge couplings is
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tantamount to the assumption that having criticality or not for the infinitely many
“forgotten” phases is not important for the values of the action parameters used to
calculate the continuum couplings; i.e., the coordinates of the multiple point for the
restricted phase diagram would not be changed much if the “forgotten” phases had
been appended to the multiple point of the restricted n phase system.
Concurrent with the restriction to a finite number n of phases, it will be as-
sumed from now on that the action parameter space can be restricted to a finite
d-dimensional subspace of the in principle infinite dimensional action parameter
space. The idea is to choose a combination of action terms in such a way that all
of the n phases (K ⊆ G,H ⊳ K) under consideration can, in the the d-dimensional
parameter subspace, be brought together along a sub-manifold Mcrit d of the codim
n−1 manifoldMcrit∞ embedded in the most general infinite dimensional parameter
space as described above. Denoting a point in this restricted parameter space by
a d-dimensional vector ~β, the points lying in the manifold Mcrit d embedded in the
d-dimensional parameter space can formally be defined as follows:
{~β|∀ Hi ✁Kj ⊆ G ∃ ~ǫinfinitesimal = (107)
= (ǫ1, · · · , ǫd) [logZKj,Hi(~β + ~ǫ) = logZ = max{logZL,M |M ✁ L ⊆ G}]}.
There can be a constraint on the number n of phases that can be provoked by
varying the action parameters chosen to span a d-dimensional parameter space. Con-
sider a multiply critical manifoldMcrit. d embedded in the d-dimensional parameter
space along which all n phases meet. If codim(Mcrit. d) = n− 1, then the manifold
Mcrit. d is referred to as being a generic multiply critical manifold. Multiply critical
manifolds that are generic can be found systematically for many parameter choices.
Sometimes, however, it is possible to have multiply critical manifolds along which
more than the generic number of phases come together; i.e., along such surfaces,
n > codim(Mcrit. d) + 1. Such manifolds are referred to as being non-generic and
can generally only be found for judicious choices of the d-dimensional parameteri-
sation when, for example, there is some degree of symmetry. On the other hand,
codim(Mcrit. d) cannot exceed the dimension d of the action parameter space. In
summary, it is seen that
d ≥ codim(Mcrit. d)
 = n− 1 in the generic case< n− 1 in the non-generic case .
The case d = n − 1(= codim(Mcrit. d)), corresponds to the largest possible
number of phases than can come together generically in a d-dimensional parameter
space: n − 1 phases meet along a multiply critical manifold Mcrit. d of dimension
zero (generic multiple point). If d > n − 1, then we would generically expect
to have a multiple point critical surface32 of co-dimension n − 1. For a special
32Our crude approximation[71] used to extract qualitative features of the phase diagram implies
that the continuum couplings at different points on the multiple surface have the same values.
Variations in the continuum couplings along the multiple point surface cannot be seen in the
approximation where we use the truncated Taylor expansion of (120) and (121).
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choice of parameterisation, utilising for example the symmetries afforded by multiple
occurrences of a given gauge subgroup/invariant subgroup, it may be possible to have
n > codim(Mcrit. d)+1; i.e., the number of phases n coming together at the multiple
point exceeds the number of phases that meet at a generic multiple point.
In order to see the difference between a generic and a non-generic multiple point,
consider a journey in action parameter space that starts at a random point and
subsequently seeks out phase boundaries for which a successively greater number of
phases are accessible by making infinitesimal changes in the action parameters at
the points along the journey. In the generic case, the co-dimension codim of the
boundary goes up by one each time an additional phase is encountered so that a
phase boundary surface/curve is in contact with codim + 1 phases. In the non-
generic case, the number of phases accessible goes up faster than the co-dimension -
at least once in the course of the journey in parameter space. So for the non-generic
case, it is possible to have points in phase space (e.g., a non-generic multiple point)
forming a surface at which infinitesimal variations in action parameters give access
to a number of phases exceeding codim+ 1 where codim is the co-dimension of this
surface.
The choice of plaquette action parameters that span this restricted d-dimensional
subspace amounts to a choice of which types of terms are to be included in the
plaquette action. These parameters are the coefficients of (gauge invariant) action
terms defined on fields the vacua of which can transform in characteristic ways under
the gauge symmetry remaining after a partial fixing of the gauge: in the phase
classification scheme outlined in the previous section, the phases of the vacuum
were in fact labelled according to the transformation properties of the vacuum using
the gauge symmetry remaining after fixing the gauge in accord with the Lorentz
condition.
Included in the gauge symmetry remaining after adopting the Lorentz condition
are the class of gauge transformations ΛConst generated by elements of the Lie al-
gebra that are constants. The maximal subgroup K of gauge transformations of
the class ΛConst that leave the vacuum invariant is the criterion used to identify the
subgroup K as the field degrees of freedom that in the vacuum are not Higgsed.
Accordingly, the field degrees of freedom (in the vacuum) taking values in the set
of cosets belonging to the homogeneous space G/K are in a Higgsed phase. This is
just the generalised notion of a Higgsed phase [7] that was used in Section 4.4.1.
Also included in the gauge transformations allowed after fixing the gauge in
accord with the Lorentz condition are gauge transformations ΛLinear generated by
elements of the Lie algebra that depend linearly on spacetime. The maximal invari-
ant subgroup H ⊳ K of gauge transformations belonging to the class ΛLinear that
leave the vacuum invariant is used as the defining feature of an invariant subgroup
H of field degrees of freedom that are confined in the vacuum. The vacuum ex-
pectation values of field degrees of freedom taking values in the factor group K/H
are accordingly invariant under gauge transformations of the class ΛConst. but led
to spontaneous breakdown under gauge transformations of the class ΛLinear. These
transformation properties are the defining features of field degrees of freedom that
are in a Coulomb-like phase.
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The boundaries between the various phases are characterised by singularities in
the derivatives of logZ = max{logZ(L,M)|L ⊆ G, M ✁ L} where G denotes the
gauge group. At the boundary delineating a phase for which an subgroup Kj ⊆ G
and an invariant subgroup Hi ✁ Kj are realized as being respectively un-Higgsed
and confinement-like, logZ(Kj ,Hi) dominates in a part of the neighbourhood of such
a boundary. Recall that the quantity logZ(K⊆G,H⊳K) is by definition logZ when the
latter is calculated for a field configuration distribution for which the lattice gauge
theory is in a phase for which the homogeneous space G/K is Higgsed, the invariant
subgroup H ✁K is “confining” and the factor group K/H is “Coulomb-like”33.
In implementing the multiple point criticality principle MPCP in practice, we
seek a multiple point in some restriction to a finite dimensional subspace of the in
principle infinite dimensional action parameter space. This just amounts to making
an action ansatz. Consider an action parameter space that has been chosen so that
we can realize a given phase (K ⊆ G,H ⊳ K). In this paper, we consider only
the special case K = G corresponding to not having degrees of freedom that are
Higgsed. However, we want to include a suggestion of the manner in which one - at
least in a discretised gauge theory - could also have convening phases at the multiple
point that are Higgsed w.r.t. to various degrees of freedom even though we shall not
make use of Higgsed phases in the sequel.
In order to bring about a Higgsing of the gauge group G down to the subgroup
K, one could use action terms defined on gauge invariant combinations of site-
defined fields φ( qx
µ
) and the link variables U(q q). The fields φ( qx
µ
) take values on
homogeneous spaces G/K of the gauge group G where K ⊆ G. Such action terms
34 are designed so that for sufficiently large values of a coefficient κ, the field φ( qx
µ
)
acquires a non-vanishing vacuum expectation value: 〈φ( qxµ)〉 6= 0 with the result
that the gauge symmetry is spontaneously Higgsed from that of the gauge group
G down to that of the subgroup K. Then degrees of freedom corresponding to the
cosets of G/K are Higgsed and degrees of freedom corresponding to elements of K
are unHiggsed. We have seen that the defining feature of the subgroup K is that it
is the maximal subgroup of gauge transformations having constant gauge functions
that leave the vacuum invariant.
Other coefficients - call them β and ξ - multiply action terms defined on factor
groups K/H of the un-Higgsed subgroup K where H ⊳K. Two types of coefficients
β and ξ having to do with respectively continuous and discrete invariant subgroups
H are distinguished. For sufficiently large values of the parameters β and/or ξ,
the gauge symmetry is spontaneously broken from that of K down to that of the
invariant subgroup H under gauge transformations of the class ΛLinear. The degrees
of freedom corresponding to cosets of the factor group K/H are Coulomb-like while
elements of the invariant subgroup H correspond to confined degrees of freedom.
The feature used to define H is that H ⊳ K is the maximal invariant subgroup of
the class of gauge transformations ΛLinear that leaves the vacuum invariant.
33i.e., Bianchi identities are ignored for degrees of freedom along H and MFA is used w. r. t.
G/H with link averages 〈U(q q)G/H〉 6= 0.
34For example, such term could be dist(φ( qx
µ
), U( q q
xµ yµ
)φ( qy
µ
)) where “dist” denotes a distance
function appropriate to the (convex) manifold of the homogeneous space.
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Actually, were we to include the possibility of Higgsed phases, an extra interac-
tion between the Higgs field and the gauge field (in addition to the one implemented
by the use of covariant derivatives in the kinetic term for the Higgs field) would
be needed in order to make the various phases meet at the multiple point. Other-
wise there is the risk that the fine-structure constant changes (e.g., does not remain
equal to αcrit) in going from 〈φ( qxµ)〉 = 0 to 〈φ( qxµ)〉 6= 0. A suitable interaction
term might be of a rather explicit form; for example, it could be implemented by
replacing the parameters β and ξ by functions of the Higgs fields so that the interac-
tion effectively (i.e., via the Higgs fields) will depend on the subgroup K ⊆ SMG3
of un-Higgsed degrees of freedom.
This could be accomplished using a term in the action of the form
c|φ( qxµ)|2Tr(U(✷)). (108)
A term such as (108) comes into play when the gauge symmetry is spontaneously
broken by Higgsing from G down to K ⊆ G. It could compensate changes in the
critical coupling that accompany such a spontaneous breakdown inasmuch as it is
obvious that
〈φ( qxµ)〉
 = 0 in phase (G, 1)6= 0 in phase (K, 1), φ( qxµ) ∈ G/K . (109)
In other words, a term such as (108) vanishes in the phase (G, 1) where 〈φ( qxµ)〉 =
0 but can, in going into the phase (K, 1) where 〈φ( qxµ)〉 6= 0, make a contribution
to the inverse squared coupling for K.
5.4 Seeking the multiple point in a phase diagram for SMG3
Ideally it is at the multiple point of the gauge group SMG3 that critical values of
action parameters are sought. This is technically rather difficult however. Hence it
is fortuitous that there are approximate ways of constructing the phase diagram for
SMG3 such that we do not have to deal with the whole SMG3 at once. Instead,
it is possible to piece together an approximation of the phase diagram for SMG3
by separately considering subgroups the treatment of which can be found in the
literature [72, 73, 74, 75, 76, 77, 78]. This is possible because SMG3 is a Cartesian
product group and therefore allows an action that is additive in contributions from
each SMG group factor of SMG3. That is, for the gauge group
SMGPeter × SMGPaul × SMGMaria
it is possible to have an action of the form
S = SPeter + SPaul + SMaria. (110)
With such an action, we are restricted to bringing together at an approximative
multiple point the confining phases that correspond to factorizable invariant sub-
groups which means invariant subgroups that are Cartesian products of invariant
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subgroup factors each of which can be identified as coming from just one of the
isomorphic SMG factors (labelled by “Peter”, “Paul”, · · ·) of SMGNgen . So if we
restrict ourselves to an additive action of the type (110), the phase diagram for the
“fundamental” gauge group SMGNgen is completely determined from a knowledge
of the phase diagram for just one of the group factors (e.g. SMGPeter) of SMG
Ngen .
The additive action approximation yields the same value of the coupling for the
U(1) subgroup of each of the SMG factors (labelled by the Ngen indices “Peter”,
“Paul”, · · ·). The same applies for the three SU(2)’s and SU(3)’s. In going to the
diagonal subgroup, all three SMG fine-structure constants (i.e. for U(1), SU(2)
and SU(3)) are each enhanced by the same factor Ngen = 3:
1
αdiag
(µP l) =
1
αPeter
(µP l) +
1
αPaul
(µP l) +
1
αMaria
(µP l) = (111)
=
1
αmulticr.
+
1
αmulticr.
+
1
αmulticr.
=
3
αmulticr.
.
For the non-Abelian subgroups, it turns out that the approximate multiple point
found in this way lacks contact with relatively few of the possible partially confining
phases whereas such an approximate multiple point lacks contact with an infinity
of partially confining phases of U(1)3. Accordingly, we have found that the approx-
imate multiple point critical couplings obtained using an additive action (110) yield
excellent predictions for the non-Abelian fine-structure constants whereas the anal-
ogous prediction for the U(1) fine-structure constant is off by about 100 %. We shall
see that the reason for this has to do with the “Abelian-ness” of U(1): interactions
between the Ngen = 3 replicated SMG factors in the AGUT gauge group SMG
3
give rise to terms of the type F µνPeterFµν Paul (here the indices “Peter, Paul, · · ·′′
label the Ngen = 3 replicated SMG factors in the AGUT gauge group). Having
such terms (which would break gauge symmetry in the case of non-Abelian groups)
results in 1
2
Ngen(Ngen + 1) = 6 quadratic Fµν contributions to the Lagrangian in-
stead of the Ngen = 3 possible terms in the non-Abelian case. For the SU(2) and
SU(3) subgroups of SMG3, the only possible non-factorizable subgroups are diag-
onal subgroups of Cartesian products of Z2 and Z3 subgroups from the different
SMG factors of SMG3. The multiple point obtained when these few phases are
neglected is therefore a good approximation. In this approximation, the couplings
for SU(2) and SU(3) can be found separately and then multiplied by the factor
Ngen = 3 by which the inverse squared couplings for the non-Abelian subgroups are
enhanced in going to the diagonal subgroup of SMG3.
For the U(1) couplings, the situation is more complicated because of the “mixed”
terms in the Lagrangian and the related fact that, for U(1), the phases involving
non-factorizable subgroups are important in the determination of the multiple point.
Therefore it is necessary to effectively treat U(1)3 rather than a single U(1) when
determining multiple point U(1) couplings.
The problem with phases that are lacking when the action is restricted to being
additive - i.e., phases corresponding to confinement along non-factorizable subgroups
- is present unless all the group factors of a Cartesian product group are without
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common nontrivial isomorphic subgroups of the centre. In the case of the Cartesian
product group SMG3, the centre (which itself is a Cartesian product) has nontrivial
repeated subgroup factors that are in different SMG factors of SMG3. Diagonal
subgroups of such repeated subgroup factors are non-factorizable in the sense that
they cannot be factorized into parts that each are unambiguously associated with
just one SMG factor of SMG3. With an additive action, it is not possible to have
confinement alone along the diagonal subgroups of such repeated factors.
Getting the phases that are confined w.r.t. non-factorizable invariant subgroups
to convene at the multiple point (together with phases for factorizable invariant sub-
groups) requires interaction terms in the action that obviously are incommensurate
with having an additive action. Having such interaction terms means that in in
general it is necessary to seek the multiple point for the whole SMG3. For simplic-
ity, we might approximate the problem by considering U(1)3, SU(2)3 and SU(3)3
separately - but even this may ignore some non-factorizable subgroups that could
confine by having appropriate interaction terms in the action. As mentioned above,
for the non-Abelian groups, an even rougher approximation is rather good: finding
the multiple point couplings for SU(2) and SU(3) instead of respectively for SU(2)3
and SU(3)3 corresponds to finding the multiple point using the approximation of an
additive action (110).
Having non-factorizable subgroups requires having invariant (and therefore nec-
essarily central) “diagonal-like” subgroups (i.e., diagonal subgroups or subgroups
that are diagonal up to automorphisms within subgroups of the centre). The centre
of SMG3 is the Cartesian product
[(U(1)×Z2×Z3)/“Z6”]Peter×[(U(1)×Z2×Z3)/“Z6”]Paul×[(U(1)×Z2×Z3)/“Z6”]Maria
(112)
In the case of the non-Abelian subgroups SU(2)3 and SU(3)3, the possibility
for non-factorizable subgroups is limited to the finite number of “diagonal-like”
subgroups that can be formed from Z32 and Z
3
3 (i.e., the respective centres of SU(2)
and SU(3)). An examples is
{(g, g)|g ∈ Z3} −≃ Z3 (113)
where the element (g, g) is the special (diagonal) case of say an element (gPeter, gPaul) ⊂
SMG3 for which gPeter = gPaul
def
= g. Other examples are
{(g, g−1)|g ∈ Z3} −≃ Z3, (114)
{(g, g, g)|g ∈ Z3} −≃ Z3, (115)
{(h, h′, h′′)|h, h′, h′′ ∈ Z2, two out of three of the h, h′, h′′odd} (116)
= {(1, 1, 1), (1,−1,−1), (−1, 1,−1), (−1,−1, 1)} −≃ Z2 × Z2
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and
{(h, h, g, g)|h ∈ Z2, g ∈ Z3} −≃ Z2 × Z3}. (117)
In the case of U(1)3 ⊂ SMG3, any subgroup is invariant (because U(1)3 lies en-
tirely in the centre of SMG3). In particular, any diagonal-like subgroup is invariant
and constitutes therefore a non-factorizable subgroup along which there separately
can be confinement. While the non-factorizable (invariant) subgroups for SU(2)3
and SU(3)3 are exclusively of dimension 0, such subgroups can occur for U(1)3 with
dimension 0, 1, 2 and 3. For U(1), non-factorizable subgroups occur as diagonal-like
subgroups of all possible Cartesian products having two or three repeated subgroup
factors (with different labels “Peter”, “Paul”, · · ·). These repeated factors can be
discrete ZN subgroups (for all N ∈ Z) and also U(1) subgroups. The latter are of
importance as regards plaquette action terms that are bilinear in gauge fields: unlike
the case for continuous non-Abelian subgroups, it is possible to have gauge invari-
ant quadratic action terms of, for example, the type Fµν PeterF
µν
Paul defined on, for
example, U(1)Peter × U(1)Paul ⊂ U(1)3. Because the subgroup U(1)Peter × U(1)Paul
lies in the centre of SMG3, diagonal-like subgroups are invariant and it is there-
fore meaningful to consider the transition between phases that are confining and
Coulomb-like for such diagonal-like subgroups. By introducing terms in the action
of the type Fµν PeterF
µν
Paul, we can extend the space of parameters and thereby find
additional phases that we subsequently can try to make accessible at the multiple
point. In fact, such terms can explain the factor “6” enhancement of Abelian inverse
squared couplings in going to the diagonal subgroup of U(1)3. The analogous factor
for the non-Abelian diagonal subgroup couplings is recalled as being only three -
i.e., Ngen = 3.
Because the procedure for getting the Abelian and non-Abelian couplings from
the parameter values at the multiple point of SMG3 utilise different approximations
of the full SMG3 group, it is convenient to treat the two case separately. The non-
Abelian couplings, being in many ways simpler than for U(1), are treated first (in
Section 6 immediately following this section). After this, U(1) is considered in
Sections 7 and 8.
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6 Implementing the MPCP for the purpose of
determining the non-Abelian SMG gauge cou-
plings
6.1 General remarks
For the purpose of determining the non-Abelian couplings from MPC, it is a good
approximation to seek the multiple point for a single SMG rather than the full
gauge group SMG3 to which the MPCP in principle is to be applied. The multiple
point for the gauge group SMG is the point/surface where the infinity of phases
(K,H) (with H ✁ K ⊆ SMG) convene in the (presumably infinite-dimensional)
phase diagram for SMG. Also, we shall deal only with a finite subset of the infinity
of possible phases (K,H). First of all, consideration will be restricted to the subset
of phases for which K is identical with the gauge group 35 G where of course we are
interested in the case G = SMG (but sometimes consider the similar but simpler
case of G = U(N)). Taking K = G is tantamount to the assumption that all
degrees of freedom of G are “un-Higgsed” (i.e., all ΛConst ∈ G leave the vacuum
invariant). Secondly, only a finite number of the infinity of discrete (invariant)
subgroups ZN ⊆ U(1) are considered: namely the ones that are also invariant
subgroups of (the centres of) the non-Abelian subgroups of the SMG (i.e., Z2 ⊂
SU(2) and Z3 ⊂ SU(3)). The analogous restriction in the case of U(N) would be
to the ZN ⊂ SU(N).
The restrictions described above amount to a specification of a finite number
n of phases that we seek to bring together at the multiple point. In the case of
U(N) this is the set of phases that can be confined w.r.t. the following 5 invariant
subgroups H :
H =

1
U(1)
SU(N)
U(N)
ZN
(118)
In the case of the SMG, this set would be the 13 invariant subgroups
35Sometimes G = U(N) will be considered for the purpose of illustration; U(N), which is
simpler to deal with than the SMG, is a prototype for the SMG insofar as both groups are factor
groups modulo a discrete subgroup common to both a U(1) subgroup and (the centre of) a SU(N)
subgroup.
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H =

1
U(1)
SU(2)
SU(3)
(U(1)× SU(2))/Z2 = U(2)
(U(1)× SU(3))/Z3 = U(3)
SU(2)× SU(3)
SMG = S(U(2)× U(3))
Z2
Z3
Z2 × Z3
SU(2)× Z3
SU(3)× Z2
. (119)
Having now specified the finite set of phases that are to convene at a multiple
point, the question of choosing a plaquette action that can do this must now be
addressed. It is obviously necessary to restrict the class of actions considered to those
having a finite number of parameters. One could for example in some way truncate
the most general group character expansion. An alternative approach corresponding
to that used here is to consider the restriction to the class of plaquette actions S✷
that correspond to distributions eS✷ of plaquette variables that consists of narrow
“peaks”36 centred at elements p belonging to discrete subgroups of the centre of the
gauge group. In accord with the above-mentioned restriction to a finite number of
the infinity of discrete subgroups ZN ⊂ U(1), this amounts, for the gauge group
G = SMG, to sharply peaked maxima centred at elements p ∈ span{Z2,Z3}. For
G = U(N), p ∈ ZN . This restricted class of plaquette actions can be formulated
as low order Taylor expansions around such elements p in the span of the discrete
subgroups considered. The simplest of this restricted class of plaquette actions
(neglecting zero order terms) would then be of the form
∂2Sact.
∂ka∂kb
∣∣∣∣∣
~k(p)
(ka − k(p)a )(kb − k(p)b ) (120)
Here the ka are coordinates on the group manifold in a neighbourhood of just
one of the elements p belonging to the span of discrete subgroups considered. The
coordinates at p are denoted ~k(p) = (k
(p)
1 , k
(p)
2 , · · · , k(p)dim(G))).
36We are assuming that a procedure using a weak coupling approximation is valid even in a
neighbourhood at the critical β’s. The approximation in which 16β is considered to be very small
is discussed below and in reference [71].
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From the assumption of a distribution eS(✷) of narrow peaks centred at the
elements p ∈ ZN (thinking for the moment of G = U(N) for illustrative purposes),
a group element not close to some p ∈ ZN leads to a vanishing value of eS(✷); i.e., a
non-vanishing value of eS(✷) at a given group element ~k = (k1, k2, · · · , kdim(G)) gets
its value in our ansatz action solely from the Taylor expansion centred at just one
element p ∈ ZN (i.e., the one for which the quantity ∑a,b gab(~k(p))(ka−k(p)a )(kb−k(p)b )
is minimum). Here gab is the metric tensor defined by requiring invariance under left
and right group multiplication supplemented with normalisation conventions. We
define the quantities βi (at the point p) by
∂2Sact.
∂ka∂kb
∣∣∣∣∣
~k(p)
def. of βi=
∑
i
βig
ab
i (p) (121)
where the index i labels the Lie subgroups of the gauge group invariant w.r.t. the
algebra.
Let us define dist(p, u)
def
=
∫ u
p ds where ds = gabdk
adkb is the left-right invariant
Riemann space metric. We sometimes write (120) as
∑
i
βidist
2
i (
~k(p), ~k) (122)
or ∑
i
βidist
2
i (k
(p), k) (123)
where dist2i is the component of dist
2 along the ith invariant subgroup. At least for
small distances on the group manifold, this decomposition is well defined.
Later we shall also need to define the volume of - for example - an invariant
subgroup. It turns out to be useful in dealing with distances along- and volumes of
invariant subgroups to let the quantities βi be absorbed in the metric tensor defined
on the various invariant subgroups.
With this convention, we write the squared distance along the ith invariant
subgroup as Dist2i with uppercase “D”. The relation to squared distances dist
2
i in
the non-absorbed notation is
Dist2i = βidist
2
i . (124)
Using the absorbed notation, we can define Dist2
def.
=
∑
iDist
2
i . Formally we have
Dist(1, k) =
∫ k
1
ds with ds2 = gabdk
adkb (125)
where the ka are a set of coordinates (on the group) for the element k ∈ G. These
coordinates are chosen so as to split into separate sets along each of the three Lie
groups associated with the three “basic” invariant sub-Lie algebras U(1), SU(2),
and SU(3). This could be done by choosing a basis in the Lie algebra with each
basis vector in only one of the “basic” invariant sub-algebras whereupon the group
could be parameterised by means of the exponential map.
The metric tensor gab in the adjoint representation is given by
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gab(k) =

(gU(1) · β1)(1×1) 0(1×3) 0(1×8)
0(3×1) (gSU(2)(k) · β2)(3×3) 0(3×8)
0(8×1) 0(8×3) (gSU(3)(k) · β3)(8×8)
 (126)
where g
U(1)
ab , g
SU(2)
ab (k), and g
SU(3)
ab (k) are the metrics along the various invariant
subgroups.
Using this metric with absorbed β’s, a volume can be defined for any sub-
manifold - for instance, a subgroup H - of the group G = S(U(2)× U(3)). Such a
volume, denoted by “V olH” with uppercase “V ”, is given by
1
(dim(H))!
∫
H
ddim(H)h
√
ga1b1(k(h))ga2b2 · · · gadim(H)bdim(H)(k(h))· (127)
·
(
∂ka1
∂hl1
∂ka2
∂hl2
· · · ∂k
adim(H)
∂hldim(H)
εl1l2···ldim(H)
∂kb1
∂hm1
∂kb2
∂hm2
· · · ∂k
bdim(H)
∂hmdim(H)
εm1m2···mdim(H)
) 1
2
the coordinates h1, h2, . . . hdim(H) parameterise the manifold H and εl1,l2,...ldim(H) is
totally antisymmetric in dim(H) indices.
It is also possible by means of the metric gab(k) to induce a metric on a factor
group G/H = {gH | g ∈ G} by defining the distance between two cosets g1H and
g2H as the distance between representatives for these cosets that is shortest:
Dist(g1H, g2H)
def.
= inf{Dist(k1, k2) | k1 ∈ g1H and k2 ∈ g2H}. (128)
With this metric on a factor group, a volume for a factor group can be defined:
V ol(G/H) =
∫
ddim(G/H)f
√
det{g(factor gr.)pq (f)} (129)
where g(factor gr.)pq denotes the metric induced into the factor group, i.e.,
ds2factor gr. = (inf{Dist(k1, k2) | k1 ∈ gH, k2 ∈ (g + dg)H})2 (130)
= g(factor gr.)pq (gH)df
pdf q.
Here g + dg is a representative for a coset (g + dg)H infinitesimally close to gH . In
the coordinatization of G/H , gH and (g + dg)H take respectively the coordinate
sets f p and f p + df p.
The need will arise for consideration of 4th and 6th order terms when applying the
principle of multiple point criticality to the subgroup U(1)3 = U(1)×U(1)×U(1) ⊂
SMG3. A 4th order term would be of the form
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∂4S
∂ka∂kb∂kc∂kd
|
k
(p)
a ,k
(p)
b
,k
(p)
c ,k
(p)
d
(ka − k(p)a )(kb − k(p)b )(kc − k(p)c )(kd − k(p)d ) (131)
where
∂4S
∂ka∂kb∂kc∂kd
|
k
(p)
a ,k
(p)
b
,k
(p)
c ,k
(p)
d
def.
=
∑
i,j
γijg
ab
i (
~k(p))gcdj (
~k(p)) (132)
The parameter γij is the coefficient of a term of the action that is present if there
is an interaction between the degrees of freedom corresponding to the ith and jth
subgroups. The effects of such terms are elaborated upon in Appendix 11.4. A 6th
order term would describe the interaction between the degrees of freedom associated
with three different subgroups.
6.1.1 Problems with universality
A priori, the model considered here lacks universality because the determination of
multiple point critical surfaces is based on first-order phase transitions. However
an action ansatz of the type considered (i.e., narrow maxima centred at elements
pi, N = e
i2πpi, N/N ∈ ZN (pi, N ∈ Z), has the advantage that it intrinsically has at
least an approximate universality. This can be argued as follows.
Consider the space of all (analytic) plaquette action mappings S✷ : G→ R. Let
this space be spanned by a basis consisting of the set of coefficients of the terms of
all orders of a Taylor expansion of an analytic function.
If we restrict our considerations to actions sharply peaked at identity (and at
elements of discrete subgroups of centre), this is essentially the same as to say that
we are considering actions that are very much dominated by the second order term
of a Taylor expansion. Actions dominated by second order terms include all actions
with large coefficients to second order terms regardless of higher order terms.
Physical quantities (e.g., continuum couplings) or properties (e.g., phase transi-
tions) are generally calculated as functional integrals weighted with the exponenti-
ated action. If the the exponent (i.e., the action) of this weight function depends
essentially only on the (large) coefficient of the second order term of a Taylor expan-
sion, this is tantamount to saying that physical quantities essentially have contour
curves that are orthogonal to the axis of coefficients of second order terms of Taylor
expansion provided the coefficient values are sufficiently large.
Universality for our model means that we can move along the infinite dimensional
multiple point surface (i.e., surface of co-dimension n − 1 embedded in our action
function space) without intersecting contours of continuum couplings. This will
generally not be the case because the multiple point surface and the contours of
constant continuum couplings will depend in different ways on the higher order terms
in Taylor expansion of action such that multiple point surface intersects contours of
constant continuum coupling values thereby dashing any hope of universality.
However, if the location of the multiple point surface in action space spanned
by Taylor expansion parameters is at a position corresponding to sufficiently large
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values of coefficients of second order Taylor expansion term, it too (i.e., just like all
other physical quantities such as continuum couplings) will essentially only depend
on the second order term of any action S with this large value of S ′′. This would
tend to make the multiple point surface parallel to surfaces of constant continuum
couplings thereby leading to approximate universality.
6.2 The modified Manton action
Non-generic multiple points will be sought using the simplest possibility from among
the class of actions that can be expressed as low order Taylor expansions around
elements p in the span of discrete subgroup(s) of the centre of the gauge group.
This simplest possible action can be characterised as the projection of the class of
all possible actions onto the subspace of actions having the form of second order
Taylor expansions in group variables with one Taylor expansion at each element p
in the span of the relevant discrete subgroup(s). For illustrative purposes, one can
think of the gauge group U(N) with p ∈ ZN ⊂ U(N). Assuming for simplicity
that the peaks expanded around each element p ∈ ZN are symmetric (so that odd-
order derivatives vanish), the simplest of this restricted class of plaquette actions
(neglecting zero order terms) would then be of the form (120) and (121). When (121)
is used with G = U(N), i ∈ {U(1), SU(N)} and p ∈ ZN . So the action to be used
- from now on referred to as the modified Manton action - leads to Gaussian peaks
at each p; βi is the action parameter that determines the width of the Gaussian
distribution along the ith Lie subgroup. The parameter βi is assumed to be the
same37 at all elements p ∈ ZN . A full specification of the modified Manton action
also requires parameters that specify the relative height of peaks at the different
elements p ∈ ZN . For N = 2 or 3, one parameter - denote it by ξN - is sufficient.
Using the parameters of the modified Manton action (e.g., for U(N), the parame-
ters are βi and ξN as described above), non-generic multiple points are readily found.
The selection of subgroups to which these parameters correspond make up what we
call the “constituent” invariant subgroups38 (e.g., for U(N), the “constituent invari-
ant subgroups are U(1), SU(N), and ZN). The corresponding set of parameters
has the advantage that they are essentially independent: variation of one of these
parameters leads to a change in the width of the distribution eS✷ along the corre-
sponding “constituent” invariant subgroup that is approximately un-coupled from
the distributions of group elements along other “constituent” invariant subgroups.
Also, all possible invariant subgroups H of the gauge groups considered here can be
constructed as factor groups associated with a subset of the set of the “constituent”
invariant subgroups.
For the SMG, the “constituent” invariant subgroups are U(1), SU(2), SU(3),
37In a more sophisticated ansatz, this need not be assumed.
38 By constituent invariant subgroups we refer essentially to the Cartesian product factors of
the covering group together with a selection of the discrete subgroups of the centre - namely the
ones of special importance in obtaining the gauge group as a factor group (e.g., Z2 is of special
importance in obtaining the factor group U(2) from the covering group U(1) × SU(2) because
U(2)≃(U(1)× SU(2))/Z2.
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Z2, and Z3. The βi (i ∈ {U(1), SU(2), SU(3)}) constitute three of the five required
parameters for the modified Manton action. The remaining two parameters are
designated as ξ2 and ξ3. These are associated with the discrete invariant subgroups
Z2 and Z3 and determine the relative heights of peaks of the distribution e
S✷ at
various elements p ∈ span{Z2,Z3}.
The modified Manton action for the SMG is
S✷(U(✷)) =

∑
i∈{U(1),SU(2),SU(3)} βidist
2
i (U(✷), p) + log ξ(p) for U(✷) near p ∈ span{Z2,Z3}
≈ −∞ for U(✷) not near any p ∈ span{Z2,Z3}
(133)
where the symbol dist2i (U(✷), p) denotes the component of the distance squared
(defined in Section ??) 39 between the group element U(✷) and the nearest element
p ∈ span{Z2,Z3} along the ith invariant Lie subgroup and
log ξ(p) =
 0 for p ∈ Z3log ξ2 for p 6∈ Z3
+
 0 for p ∈ Z2log ξ3 for p 6∈ Z2
 . (134)
This action gives rise to a distribution eS✷ having 6 Gaussian peaks at the elements40
pr
def.
=

e
i2pir
2 12×2
0 0 0
0 0 0
0 0
0 0
0 0
e
−i2pir
3 13×3

∈ span{Z2,Z3} = Z6 with r = 0, 1, · · · , 5. (135)
all having widths (2β1)
−1/2, (2β2)−1/2, and (2β3)−1/2 in respectively the U(1), SU(2),
and SU(3) subgroup directions. For r = 0 (i.e., at the group identity), the peak
height is 1; for r = 3, (i.e., at the nontrivial element of Z2) the peak height is ξ2; for
r = 2, 4 (i.e., the nontrivial elements of Z3), the peak heights are ξ3; for r = 1, 5,
the peak heights are ξ2ξ3.
Note that the assumption of very sharp peaks at the elements p ∈ span{Z2,Z3}
means that actions of this class are in essence completely specified by parameters
corresponding to the coefficients of second order terms in their Taylor expansions
about these elements p. Higher order terms in the Taylor expansion are irrelevant.
Roughly speaking, this also means that physical quantities such as continuum cou-
plings and the logZH for various invariant subgroups H (and therefore the realizable
39Left-right invariance of a Riemann space metric ds2 = gabdk
adkb specifies dist2i for each simple
invariant sub-algebra i up to a normalisation factor. The decomposition of dist(p, u) =
∫ u
p ds into
components disti along the ith invariant subgroup is at least well defined for small distances.
40The notation used here is that of the footnote in the beginning of the Introduction where the
SMG is embedded into SU(5).
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phases) can only depend on the coefficients of second order action terms. Hence,
the multiple point critical surface can be expected to be approximately parallel to
surfaces of constant continuum coupling values thereby yielding an approximate
universality.
6.3 Factorising the free energy
The critical coupling values for the transitions on the lattice which we are interested
in here happen to be so relatively weak that a weak coupling approximation makes
sense. We therefore make use of such an approximation in conjunction with a mean
field approximation (MFA) in our very crude exploratory studies of the qualitative
features to be expected for the phase diagram of a lattice gauge theory. A sensible
weak coupling approximation requires that β−1 is small compared to the squared
extension of the group where of course β is the coefficient of the real part of the trace
of a plaquette variable in the action. Because we assume weak coupling, we use the
approximation of a flat space measure in the evaluation of functional integrals with
the limits of integration extended to ±∞.
It is natural to enquire as to how such a weak coupling approximation can have
a chance of being sensible in dealing with the onset of a confinement-like phase at
the lattice phase transition. Recall first that we use as the defining feature of a
confinement-like phase that Bianchi identities can be ignored to a good approxima-
tion41. But the variables to which the Bianchi identities apply42 are not plaquette
variables but rather the variables taken by 3-dimensional volumes enclosed by pla-
quettes - in the simplest case, just the cubes bounded by six plaquettes. Now the
distribution of such cube variables is the 6-fold convolution of the distribution of
plaquette variables were it not for Bianchi identities. So if the distribution of pla-
quette variables has a width proportional to β−1, the width of the distribution of
group elements taken by cubes enclosed by six plaquettes is proportional to (β/6)−1.
Therefore, the question of the validity of using a weak coupling approximation at
the phase transition on a lattice is really a question of whether the number 6 can be
regarded as large compared to unity. Accepting this as true, we can conclude that
even when β−1 is small compared to the squared extension of the group as required
for a meaningful weak coupling approximation, the quantity (β/6)−1 is large enough
compared to the squared extension of the group so as to justify the the use of the
Haar measure distribution for the Bianchi-relevant cube variables obtained as the
convolution of six plaquette variable distributions. This amounts to ignoring the
Bianchi identities. A phase for which Bianchi identities can be ignored is, according
to our ansatz, a confinement-like phase.
In this approximation we obtain an expression for the free energy logZ in terms
41This is consistent with the definition in section 3.3: when fluctuations are so strong that gauge
symmetry is not broken by a gauge transformation with a linear gauge function ΛLinear (leading to
a translation of the gauge potential Aµ by a constant), then the fluctuations can also be assumed
to be so strong that the effect of Bianchi identities are washed out.
42Recall that Bianchi identities impose a constraint (e.g., modulo 2π for U(1)) on the divergence
of flux from a volume enclosed by plaquettes
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of quantities V ol(L)
def.
= vol(L)
“fluctuation vol.”
·(πe) dim(L)2 where L is a factor group/invariant
subgroup of the SMG and vol(L) is the volume of L. The “fluctuation volume” is
defined as the width of the flat distribution that yields the same entropy Sent as the
original distribution; i.e.,
∆Sent =< − log(e
βdist2√
π/β
)− log(“flat distribution”) >= 0.
For large β (weak coupling approximation), we have the approximation V ol(L) ≈
β
dim(L)
2 vol(L) which we shall use in the sequel.
For the partially confining phase that is confined w. r. t. the invariant subgroup
H , the free energy per active43 link is[71]
logZper active link = maxH{logZH |H ✁G} (136)
where
logZH = log[
(π/6)(dim(G/H))/2
V ol(G/H)
] + 2 log[
(π)(dim(H))/2
V ol(H)
] (137)
= log[
(π/6)(dim(G))/2
V ol(G)
] + log[
(6π)(dim(H))/2
V ol(H)
]
where it is understood that logZH is calculated using an ansatz that results in
confinement for the invariant subgroup H and Coulomb-like behaviour for the factor
group SMG/H .
In our approximation (137), it can be shown that at the multiple point, any two
invariant subgroups H1 and H2 of the gauge group must satisfy the condition
log(
√
6π)dim(HJ )−dim(HI ) = log
V ol(HJ)
V ol(HI)
(138)
where it is recalled that the quantity V ol(HJ) is essentially the volume of the sub-
group HJ measured in units of the critical fluctuation volume. In special case where
HI = 1, we get
log V ol(HJ)
dim(HJ)
= log(
√
6π); (139)
i.e., for any invariant subgroup HJ the quantity V ol(HJ) per Lie algebra dimension
must be equal (in this approximation) to the same constant (“
√
6π ”) at the multiple
point.
The condition expressed by (139) is referred to as the free energy factorisation
property and must be fulfilled in order to have a multiple point in the approxima-
tion we are considering. In general this property can only be fulfilled if one uses
43Active link means a link not fixed by a gauge choice - for example, the axial gauge.
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an action that can also provoke phases confined solely w.r.t. discrete subgroups.
Consideration of this latter type phase will be postponed until after the digression
in the next section (Section (6.4)). in which we consider the approximation in which
the confinement of discrete subgroups occurs only when the continuous (sub)groups
to which discrete subgroups belong are also confined; i.e., discrete subgroups are not
alone confined.
6.4 Digression: developing techniques for constructing phase
diagrams for non-simple gauge groups (without confine-
ment of discrete subgroups)
Before proceeding to show the factorisation property (139) which is necessary for
having a multiple point, a digression is made at this point. The formula (137) will
now be derived in the special case where p in (133) always coincides with the identity
element. This amounts to the restriction to the first 8 of the 13 invariant subgroups
H in the list (119) - namely the ones that do not involve the discrete subgroups Z2
and Z3. These 8 invariant subgroups correspond, in the approximation considered,
to the partially confining phases of the SMG that can be realized using the set
{U(1), SU(2), SU(3)} as the constituent invariant subgroups. The construction of
crude phase diagrams using this set will be considered in some detail. It will be
seen that the absence of action terms that can render the discrete subgroups Z2 and
Z3 critical coincides with not being able to have the first 8 phases of (119) meet
at a multiple point. The crucial role of the discrete subgroups Z2 and Z3 will be
demonstrated explicitly in a later section.
With the restriction to the set of invariant subgroups {U(1), SU(2), SU(3)}, the
action in (133) becomes
Saction =
∑
i
βi
∑
✷
dist2i∈{U(1), SU(2), SU(3)}(1, U(✷)) (140)
The symbol disti(g, k) denotes the component of the distance between the group
elements g and k along the invariant subgroup i (see Section ??). Here {i} =
{U(1), SU(2), SU(3)}.
The symbol U(✷) of course designates the group-valued plaquette variable ob-
tained from the group composition of the link variables for the links enclosing the
plaquette in question:
U(✷) =
∏
q q∈ ∂ ✷
U(q q) (141)
With the convention in which the β’s are absorbed in the metric (see Section ??),
the Manton action (140) becomes:
Saction = −
∑
✷
Dist2(1, U(✷)) = −∑
i
∑
✷
Dist2i (1, U(✷)). (142)
As alluded to in Section ??, the concept of projecting a distance onto invariant
subgroups is well defined only for the covering group (e.g., R × SU(2)× SU(3) for
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the SMG). For a group obtained by identifying a discrete subgroup of the centre of
the covering group the decomposition of the distance between two group elements g
and k along basic invariant subgroups can be ambiguous due to the global structure
of the group. This could be a problem for the group S(U(2) × U(3)) used here as
the SMG (obtained from R×SU(2)×SU(3) by identifying elements of the discrete
subgroup (2π,−12×2, ei 2pi3 13×3)p with p ∈ Z). However, this ambiguity is absent
when, for dominant configurations, group elements are clustered together at the
identity as is inherently the case in the weak coupling approximation used here.
Given the gauge group G and the phase that is partially confining with con-
finement along H ⊆ G, we have claimed that the Coulomb-like Yang-Mills fields
can be regarded, essentially without loss of information, as mappings of the set
of links of the lattice into the factor group G/H (instead of the whole group
G) 44. Therefore the actions that regulate the distribution of Coulomb-like and
confinement-like link variables are in a sense defined on different groups each of
which contribute mutually orthogonal components to distances Dist in G. It is
useful in the calculations that follow to rewrite the plaquette action Saction as the
sum of contributions from confinement-like and Coulomb-like degrees of freedom:
Saction = Saction, conf + Saction, Coul. Using this decomposition for a given phase, ac-
tion contributions from components of the distance along invariant Lie sub-algebras
corresponding to gauge field degrees of freedom that are Coulomb-like are separated
from invariant sub-algebra components corresponding to confined gauge field degrees
of freedom. We can write
Saction = −
∑
✷
Dist2(1, U(✷)) = −∑
✷
∑
i
Dist2i (1, U(✷)) (143)
= Saction, Coul. + Saction, conf. = −
∑
✷
(Dist2Coul.(1, U(✷)) +Dist
2
conf.(1, U(✷)))
where the indices “Coul.” and “conf” denote sets of the three “basic” invariant sub-
groups that correspond respectively to Coulomb-like and confinement-like (physical)
gauge field degrees of freedom in any given one of the 23 = 8 general phases obtain-
able as combinations of Coulomb or confining “basic” invariant sub-algebras:
44“Confinement” w. r. t. the subgroup H means quantum fluctuations in the corresponding
degrees of freedom that are sufficiently large so that Bianchi identities can be ignored. Defining
the symbol P
q q
(g) as the link variable probability density at the field value g ∈ G, a field theory
with confinement along a subgroup H ⊆ G, means that P
q q
(g) is more slowly varying along the
cosets gH = {g · h | h ∈ H ⊆ G; gıG} of G/H than along group orbits “orthogonal” to these
cosets. So the information needed to specify the distribution P
q q
(g) over the entire gauge group
G is, roughly speaking, contained in a specification of how P
q q
(g) varies over the set of cosets of
the factor group G/H . The density function P
q q
(g) can essentially be replaced by function defined
on the cosets of the factor group G/H . Relative to the full gauge group G, fluctuations along the
Coulomb-like degrees of freedom are more or less strongly concentrated about the coset 1 ·H where
1 is the identity element of the gauge group G. The phase with confinement-like behaviour along
the invariant subgroup H ⊳G will sometimes be referred to as the phase that is partially confining
w.r.t. H . It is to be implicitly understood then that the degrees of freedom identified with the
cosets of the factor group have Coulomb-like behaviour.
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−Dist2Coul.(1, U(✷)) = −
∑
i∈“Coul.”
Dist2i (1, U(✷)
−Dist2conf.(1, U(✷))) = −
∑
i∈“conf.”
Dist2i (1, U(✷).
In limiting our considerations to these 23 = 8 phases, we are explicitly ignoring
the denumerable infinity of distinct phases that could arise if one considered all
group-theoretically possible invariant subgroups (e.g. the discrete subgroups a few
of which will be taken into account in a later section).
Here we shall consistently use the terminology “confining phase” even though,
in many cases, the designation “strong coupling phase ” or “short range correlation
phase” would be more appropriate. Inasmuch as we are unconcerned as to whether
a “confining phase” also has matter field representations (e.g. quarks) that actually
suffer confinement, the word confinement is possibly misleading. Here the essential
property that distinguishes Coulomb and confinement phases is whether the phase
has long or short range correlations.
The mean field approximation (MFA) calculation in the weak coupling approx-
imation begins with the addition and subtraction of an ansatz action Sansa to the
plaquette action Saction.
For the ansatz action Sansa we take
Sansa = −
∑
j∈“Coul”
αj
∑
q q
dist2j(1, U(
q q)) = − ∑
j∈“Coul”
α˜j
∑
q q
Dist2j(1, U(
q q)) (144)
where α˜j = αj/βj. The parameters α˜j are to be adjusted in accordance with the
requirement that the distribution defined by Sansa should effectively approximate the
distribution given by the original action. In fact, we approximate by fitting Sansa
to the most rapidly varying (i.e., Coulomb-like) behaviour of the gauge field which
means that the α’s are to be chosen so as to minimise the quantity Saction, Coul−Sansa.
This implies that the necessary variation of Sansa can be realized by defining it on
the de facto domain of SCoul - namely the cosets of the factor group G/H where
again it is to be remembered that the symbol H denotes one of the (invariant)
subgroups H as enumerated in (119) along which (physical) gauge field degrees of
freedom are in confinement. In practice the α’s are chosen so as to maximise the
partition function in an approximate form to be elaborated upon below.
In light of the discussion above, the partition function
Z =
∫
G
· · ·
∫
G
DU(q q) exp(Saction) def.=
∫
G
· · ·
∫
G
∏
q q
dHaarU(q q) exp(Saction) (145)
can now be written as
Z =
∫
G
· · ·
∫
G
DU(q q) exp(Saction, Coul. − Sansa + Saction, conf. + Sansa). (146)
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def
= exp(“− βF”)
The partition function Z can be reformulated:
Z = 〈exp(Saction, Coul − Sansa)〉Sansa+Saction, conf. · ZSansa+Saction, conf.
where we define
ZSansa+Saction conf. =
∫
G
· · ·
∫
G
DU(q q) exp(Saction, conf. + Sansa) (147)
and where the notation 〈· · ·〉Sansa+Saction, conf. denotes the average obtained under
functional integration over the (above-mentioned Cartesian product) Haar measure
weighted with the exponentiated “action” Saction, conf. + Sansa; i.e.
〈A〉Sansa+Saction, conf =
∫
G · · ·
∫
GDU(q q) exp(Saction, conf. + Sansa) · A∫
G · · ·
∫
GDU(q q) exp(Saction, conf. + Sansa)
. (148)
〈A〉Sansa+Saction, conf =
∫
G · · ·
∫
GDU(q q) exp(Saction, conf. + Sansa) · A∫
G · · ·
∫
GDU(q q) exp(Saction, conf. + Sansa)
. (149)
Repeating this procedure, we rewrite
ZSansa+Saction, conf. (150)
as
〈exp(Saction, conf.)〉Sansa · ZSansa . (151)
where the average 〈· · ·〉Sansa is defined by
〈A〉Sansa =
∫
G · · ·
∫
GDU(q q)A exp(Sansa)∫
G · · ·
∫
GDU(q q) exp(Sansa)
. (152)
and
ZSansa =
∫
G
· · ·
∫
G
DU(q q) exp(Sansa) (153)
The original expression for the partition function in Eqn. (145) has been re-
expressed as the product of three factors:
Z = 〈exp(Saction, Coul.−Sansa)〉Sansa+Saction, conf. · 〈expSaction, conf.〉Sansa ·ZSansa. (154)
Using the inequality
〈exp(Saction, Coul − Sansa)〉Sansa+Saction, conf. (155)
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≥ exp(〈Saction, Coul − Sansa〉Sansa+Saction, conf.),
we note that if the difference between the two distributions given by Sansa and
Saction, Coul is small, the inequality becomes an approximate equality. This being the
case, we can hence-forward fit the parameters αi by maximising the right hand side
of this inequality.
Z ≥ ZMFA def.= (156)
= exp(〈Saction, Coul. − Sansa〉Sansa+Saction, conf.)〈exp(Saction, conf.)〉SansaZSansa . (157)
Before proceeding with the calculation, it is useful to establish some conventions.
We designate the squared distance between the group identity 1 and a nearby group
element U = exp(A) as dist2(1, exp(A)) where A is an element of the Lie algebra.
Throughout this paper, the representation of Lie algebra elements, denoted with
bold type, is assumed to be anti-Hermitian.
In the weak coupling approximation, functional integrals on group manifolds
can be approximated by integrals in the tangent space located at the group identity.
In the tangent space, we can take the distance squared as the Cartan-Killing form
CK(A,A) defined as−Tr((ρdef. rep.(A))2). It is assumed that the 12 basis generators
of the Lie algebra have been chosen so that each generator is orthogonal to all
but one basic sub-algebra. A completely unambiguous notation is a cumbersome
combination of sums over the sub-algebras of basis invariant subgroups as well as
over Lie algebra generators within a given sub-algebra. For example, a distance
measured along the Coulomb-like degrees of freedom of a partially confining phase
is written with all the details as
dist2Coul.(1, exp(A)) =
∑
i∈“Coul.”
dist2i (1, exp(Ai)) (158)
=
∑
i∈“Coul.”
dist2i (1, exp(
∑
ai∈i th basic inv. subalg.
Aai
λai
2
))
def.
= −Trdef. rep.
 ∑
i∈“Coul.”
(
∑
ai∈i th basic inv. subalg.
Aai
λai
2
· ∑
bi∈i th basic inv. subalg.
Abi
λbi
2
)

=
∑
i∈“Coul.”
∑
ai∈i th basic inv. subalg.
1/2(Aai)2i (with normalisation Trdef. rep.(
λai
2
,
λbi
2
) = −δaibi/2)
(159)
From now on we use a more streamlined notation that can be defined by rewriting
Eqn. (159):
∑
i∈“Coul.”
∑
ai∈i th basic inv. subalg.
1
2
(Aai)2i
def.
=
∑
i∈“Coul.”
1
2
A2i
def.
=
A2
2
(160)
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That is, when we write A2i , it is assumed that we have summed over all “col-or
indices” (a, b, · · ·) labelling generators spanning the ith basic sub-algebra. If we write
(Aa)i, we mean the ath Lie algebra component of A that, moreover, is assumed to
lie entirely within the ith sub-algebra. With this understanding, sub-algebra indices
i, j, · · · on the colour indices a, b, · · · can be omitted.
The Lie algebra basis (in the defining representation) is normalised such that Tr(λ
a
2
, λ
b
2
) =
δab/2 where a and b label the relevant subset of the 12 generators of the SMG. The
choice of representation for calculating the trace is of course a matter of conven-
tion since, for simple groups, different representations simply give different overall
normalisation factors that can be absorbed into the coupling constant.
We deal first with the argument of the exponential in the first factor in (157):
〈Saction, Coul. − Sansa〉Sansa+Saction, conf. .
Commence by using the observation made above: 〈· · ·〉Sansa+Saction, conf. ≈ 〈· · ·〉Sansa
because the essential information contained in Saction, Coul. and Sansa is retained when
these are defined on the set of cosets of H and, if considered as a function on G,
they have little variation along each coset of H . Expressed slightly differently, we
recall that both Saction, Coul. and Sansa are proportional to Dist
2
Coul which is slowly
varying along the “H-parallel” cosets. Recall that along these cosets, fluctuation
are sufficiently large so that Bianchi identities are not important for these degrees
of freedom.
〈Saction, Coul. − Sansa〉Saction, conf.+S ansa (161)
≈ 〈Saction, Coul. − Sansa〉G/H, Sansa
=
∫
G/H
DUcoset(q q)(−
∑
✷
Dist2Coul.(1, Ucoset(✷)) +
∑
q q
∑
i∈“Coul.”
α˜iDist
2
i (1, Ucoset(
q q)))·
· exp(−
∑
i∈“Coul.”
α˜iDist
2
i (1, Ucoset(
q q))) (162)
Before calculating this integral approximatively in the weak coupling limit, it is
useful to describe how we implement the gauge constraint necessary to eliminate
unphysical gauge degrees of freedom. In say the axial gauge, it is seen that, for
a 4-dimensional cubic lattice, 6 of the 8 links emanating from a site are “active
links”; i.e., not gauge-fixed. We therefore take the gauge condition into account
approximatively by using the statistically correct distribution: on the average, 3 of
the 4 link variables demarcating a plaquette are active even though any given (2-
dimensional) plaquette has either 2 or 0 links in the gauge-fixed direction. Denoting
by U1(q q), U2(q q) and U3(q q) ∈ G/H the three link variables that on the average are
active for any plaquette, we conclude, again on the average, that a plaquette variable
U(✷) is specified by the group product U1(q q) · U2(q q) · U3(q q) ∈ G/H of the three
active links. We can now write Dist2(1, U(✷)) = Dist2(1, U1(q q) · U2(q q) · U3(q q)).
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For a partially confining phase for which the link degrees of freedom correspond-
ing to the ith basic sub-algebra are Coulomb-like, we shall assume a link distribution
for distances
√
A2/2 that is Gauss distributed with normalised density F (
√
A2/2)
given by
F
q q
(
√
A2/2) = (
∏
i
(
α˜i
π
)
di
2 )·V ol(G/H)·e−
∑
i∈“Coul.”
1
2
α˜iA
2
i dHaarU(q q) with
∑
i
di = dim(G/H).
(163)
and where we have normalised
∫
G/H d
HaarU(q q) = 1. In this (tangent space) approx-
imation we have
〈Sansa〉Sansa ≈
∑
q q
(
∏
i
(
α˜i
π
)
di
2 ) · V ol(G/H)·
·
∫ ∞
−∞
ddim(G/H)(Aa)i/
√
2
V ol(G/H)
(
∑
i∈“Coul.”
1
2
α˜iA
2
i ) exp(−
∑
i∈“Coul.”
1
2
α˜iA
2
i )
=
∑
q q
∑
i∈“Coul.”
〈α˜iA2i /2〉F
q q
(Ai/
√
2) =
∑
q q
∑
i
di
2
(164)
where the approximation of extending the limits of integration to the interval ] −
∞; ∞[ is justified in consequence of our using the weak coupling approximation.
For a plaquette variable, we want the distribution of distances corresponding to
the group product of the three active link variables. In the tangent space approxi-
mation, such a distribution is obtained as the convolution of the distributions for the
distances for each of the three link variables. For each link, the distribution is given
by Eqn. (163). That is, distances corresponding to plaquette variables (denoted by
P ≈ A1+A2+A3 in the flat space approximation) are distributed with the density
F✷(
√
P 2/2) = F
q q
∗ F
q q
∗ F
q q
(
√
A2/2). (165)
Using the normalisation Norm given by
Norm =
=
∑
✷
∫
G/H
· · ·
∫
G/H
dHaarU1 coset(q q)d
HaarU2 coset(q q)d
HaarU3 coset(q q)·exp(−
∑
i∈“Coul.”
α˜iDist
2
i (1, U(
q q)))
we have
〈Saction, Coul.〉Sansa = (166)
1
Norm
∑
✷
∫
G/H
· · ·
∫
G/H
dHaarU1 coset(q q)d
HaarU2 coset(q q)d
HaarU3 coset(q q)·
·(−Dist2Coul.(1, U1, coset(q q) · U2, coset(q q) · U3, coset(q q))) · exp(−
∑
i∈“Coul.”
α˜iDist
2
i (1, U(
q q))) ≈
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≈
∑
✷
∏
i
((
α˜i
π
)
di
2 · V ol(G/H))3·
·
∫ ∞
−∞
ddim(G/H)(P a)i/
√
2
V ol(G/H)
(−1/2
∑
i∈“Coul.”
P 2i )(
∫ ∞
−∞
ddim(G/H)(Aa)1, i/
√
2
V ol(G/H)
∫ ∞
−∞
ddim(G/H)(Aa)2, i/
√
2
V ol(G/H)
·
· exp(−
∑
i∈“Coul.”
(
1
2
α˜iA
2
i, 1)) exp(−
∑
i∈“Coul.”
(1/2α˜iA
2
i, 2)) exp(−
∑
i∈“Coul”
(1/2α˜i(Pi −Ai, 1 −Ai, 2)2))
=
∑
✷
V ol(G/H)(
∏
i
(
α˜i
3π
)
di
2 )·
∫ ∞
−∞
ddim(G/H)(P a)i/
√
2
V ol(G/H)
(−1/2
∑
i∈“Coul.”
P 2i ) exp(−
∑
i∈“Coul.”
α˜i
3
P 2i /2)
= −
∑
✷
∑
i
〈P 2i /2〉F
q q
∗F
q q
∗F
q q
(Pi)
= −
∑
✷
∑
i
di · 3
2α˜i
. (167)
The factor ZSansa in the expression (157) for ZMFA is readily calculated:
ZSansa =
∏
q q
∫
G
dHaarU(q q) exp(− ∑
i∈“Coul.”
α˜iDist
2
i (1, U(
q q)) (168)
≈∏
q q
∫
G/H
dHaarUcoset(q q) exp(−
∑
i∈“Coul.”
α˜iDist
2
i (1, Ucoset(
q q)).
where in the last step we have used that Sansa, regarded as a function on G, is slowly
varying along each of the cosets of H . Assuming a normalised Haar measure in the
functional integral over the cosets of G/H , the tangent space approximation yields
ZSansa =
∏
q q
∫ ∞
−∞
ddim(G/H)(Aa)i/
√
2
V ol(G/H)
exp(− ∑
i∈“Coul.”
1
2
α˜iA
2
i ) (169)
=
∏
−
1
V ol(G/H)
· ∏
i∈“Coul.”
((
π
α˜i
)di/2)
Finally, the factor 〈expSaction, conf.〉Sansa in Eqn. (157) must be calculated. For
the confining degrees of freedom we shall use the approximation in which Bianchi
identities are ignored:
〈expSaction, “conf.”〉Sansa = 〈
∏
✷
exp(− ∑
i∈“conf.”
Dist2i (1, U(✷)))〉Sansa ≈
≈∏
✷
〈exp(− ∑
i∈“conf.”
Dist2i (1, U(✷)))〉Sansa (170)
≈∏
✷
∫
H
dHaarU(q q) exp(− ∑
i∈“conf.”
Dist2i (1,Pi))).
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Restriction of the region of integration to H in the last step reflects the fact that
contributions from cosets far from the region near the coset 1·H are suppressed by
Sansa. Assuming a normalised Haar measure on H , the approximation in which we
use the tangent space at the group identity yields
〈exp(Saction, conf.)〉Sansa ≈ (171)
≈
∏
✷
∫ ∞
−∞
· · ·
∫ ∞
−∞
ddim(H)(P a)i/
√
2
V ol(H)
exp(−
∑
i ∈ “conf.”
P 2i /2) =
∏
✷
∏
j∈“conf.”(π)
dj/2
V ol(H)
where again, in allowing the limits of integration to be infinite, we are assuming that
the finite group volume is effectively very large in the weak coupling approximation.
Before proceeding, we should comment briefly on the validity and accuracy of the
approximation of ignoring Bianchi identities in Eqn. (170). The reliability of this
approximation depends on the values of the βi’s (and hereby, Dist
2
i in the metric
with absorbed βi’s) in such a way that it is better for small βi’s than for larger ones.
We have estimated the effect of taking the Bianchi-identities into account in a crude
way and find that this is accomplished by the replacement of a number of factors
〈exp(−∑i∈“conf.” D˙ist2i (1, U(✷)))〉Sansa by 1/√6. In fact, one should replace one
such factor for each independent Bianchi-identity. For increasing β-values, a crude
criterion for determining the β-value at which the Bianchi identity correction should
start to be included is that the correction should increase rather than decrease the
partition function.
We have also looked into a refined approximation for this correction and found
that the correction is expressible by means of a complete elliptic integral that arises
via a θ3-function that in turn is obtained as a sum over exponentials of squares of
integers times a constant. We shall not elaborate further on the refined correction
here; we consider only the crude correction outlined above.
In the region of “large” βi’s where the Bianchi-identities are to be taken into
account, it turns out that the slope of the “ − βF”per active link, conf. for degrees of
freedom that are confined is the same as that of “ − βF”per active link, Coul. for these
same degrees of freedom in the Coulomb phase. As a consequence, the free energies
“−βF”per active link, conf. and “−βF”per active link, Coul. for respectively the confinement
and Coulomb phases (both as functions of log β) cannot intersect for β-values larger
than those for which the Bianchi identity correction commences. In fact, the two free
energies are not only parallel but in fact coincident in the lowest order approximation
we consider (see Figure 13).
In going to weaker couplings, the fact that the values of the inverse squared
couplings βi for which Bianchi identities become important coincides with the onset
of the Coulomb phase should a priori probably be regarded as a chance artifact
of the lowest order approximation. However, we suspect that the transition to
the Coulomb (organised) phase may be fundamentally related to having couplings
weak enough to allow the self-organising effects of Bianchi identity constraints to be
enforced in which case the coincidence may not be just a chance occurrence. In either
event, the fact that “ − βF”per active link, conf. is parallel to “ − βF”per active link, Coul.
for β values exceeding that for which Bianchi identity corrections set in precludes an
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Figure 13: The free energies “− βF”conf and “− βF”Coul. as a function of log V ol.
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intersection of “−βF”per active link, conf. and “−βF”per active link, Coul. in this region of
β values. Therefore ignoring Bianchi identity corrections is justified when the βcrit.
are determined by the phase transition in the lowest order MFA.
For β values corresponding to confinement,it is justifiable to neglect Bianchi
identity corrections in the lowest order calculation of 〈expSaction, conf.〉Sansa as the
corrections first become relevant at the βi, crit. - i.e., upon leaving the confinement
phase when the critical points are determined as the points of intersection for “ −
βF”per active link, conf. and “− βF”per active link, Coul..
Collecting the various factors in the expression (157) for ZMFA that have been
calculated yields
ZMFA = exp(〈Saction, Coul. − Sansa〉Saction, conf.+Sansa)〈exp(Saction, conf.)〉Sansa · ZSansa
Z = exp(“−βF”) ≥ ZMFA ≈ exp(−
∑
✷
(
∑
i∈“Coul.”
di · 3
2α˜i
)+
∑
q q
(
∑
i∈“Coul.”
di · 1
2
))· (172)
·∏
✷
∏
j∈“conf.”
(π)dj/2
V ol(H)
·∏
q q
1
V ol(G/H)
∏
i∈“Coul.”
(
π
α˜i
)di/2.
that is,
“− βF” = logZ ≥ −∑
✷
∑
i∈“Coul.”
di
3
2α˜i
+
∑
−
∑
i∈“Coul.”
di
2
+
∑
✷
log
∏
j∈“conf”(π)
dj/2
V ol(H)
+
(173)
+
∑
−
log(
1
V ol(G/H)
∏
i∈“Coul.”
(
π
α˜i
)di/2)
As we want to calculate a “ − βF” density rather than “ − βF” for the entire
lattice (“− βF” for an infinite lattice would of course be divergent), we now choose
to work with the quantity “ − βF” = logZ per active link. For a 4-dimensional
hyper-cubic lattice, there are 3 active links per site (i.e., the number of dimensions
reduced by the one dimension along which the gauge is fixed) and 6 plaquettes per
site. This yields 2 plaquettes per active link. The expression for the total lattice
“βF” can now be rewritten as a “free energy density per active link”:
logZper active link = “− βF”per active link ≥ (174)
− 2 ∑
i∈“Coul.”
di
3
2α˜i
+
∑
i∈“Coul.”
di
2
+ 2 log
 ∏
j∈“conf.”
πdi/2
V ol(H)
+ (175)
+ log
 1
V ol(G/H)
∏
i∈“Coul.”
(
π
α˜i
)di/2
 .
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The extremum for “− βF”per active link w. r. t. the α˜i is found for
α˜i = 6 (∀i ∈ “Coul.”) (176)
Inserting α˜i = 6 in (175) yields “− βF”per active link to the approximation used here:
“− βF”per active link =
∑
i∈“Coul.”
(−2di 3
2 · 6 +
di
2
+ log((
π
6
)di/2)))+ (177)
+2 log
(π)
∑
j∈“conf.”
dj
2
V ol(H)
+ log( 1V ol(G/H))
= log[
(π/6)(dim(G/H))/2
V ol(G/H)
] + 2 log[
(π)(dim(H))/2
V ol(H)
] (178)
6.4.1 The phase diagram for SMG in lowest order MFA
The expression (178) for “ − βFper active link” provides a means of constructing an
approximate phase diagram depicting the phase boundaries separating the partially
confining phases of a non-simple gauge group. Using the weak coupling approxima-
tion, the goal in this section is the construction of a phase diagram for the SMG
using an action parameter space spanned by the logarithm of the volumes of the
three different “basic” invariant subgroups Hi where {i} = {U(1), SU(2), SU(3)}
(Figure17). In the absorbed notation, increasing values along the ith axis of this
space correspond to increasing values of the “scaling” factor β
dim(Hi)/2
i . Recall from
Eqn. (124) that the relationship between volumes with and without the β’s absorbed
into the metric is V ol(Hi) = β
(dim(Hi))/2
i vol(Hi) where “V ol” and “vol” designate
respectively volumes in terms of the metric with and without the βi’s absorbed. In
the “V ol”
At the boundary between a partially confining phase that confines along an
invariant subgroup HI and another partially confining phase that is in confinement
along an invariant subgroup HJ , the condition to be fulfilled for the critical volumes
of the subgroups is obtained by equating the “free energy”, “− βF”, for these two
phases. This leads to the condition
log(6π)
dim(HJ )−dim(HI )
2 = log
V ol(HJ)
V ol(HI)
. (179)
Uppercase indices I, J, · · · label the invariant subgroups corresponding to the
eight possible partially confining phases of the SMG obtainable when the discrete
subgroups are not included among the basic invariant subgroups (i.e., using just
the basic invariant subgroups Hi with i ∈ {U(1), SU(2), SU(3)}). Of course the
invariant subgroups HJ do not in all cases coincide with one of the three “basic”
invariant subgroups, but each HJ is spanned by some subset of the basic invariant
subgroups Hi (having perhaps a discrete subgroup of the centre identified with the
group identity).
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Table 1: The first entry in a row is the quantity “V ol” for an invariant subgroup
H w.r.t which there can be confinement. The second entry in a row is the quantity
“V ol”for the corresponding factor group G/H degrees of freedom that behave in a
Coulomb-like fashion.
V ol({1}) = 1 V ol(SMG) = V ol(SMG/{1}) = V ol(U(1)large)V ol(SU(2))V ol(SU(3))/6
V ol(U(1)(large)) = V ol(U(1)large) V ol(SMG/U(1)) = V ol(So(3)× SU(3)/Z3) = V ol(SU(2))V ol(SU(3))/6
V ol(SU(2)) = V ol(SU(2)) V ol(SMG/SU(2)) = V ol(U(3)factorgr.) = V ol(U(1)large)V ol(SU(3))/6
V ol(SU(3)) = V ol(SU(3)) V ol(SMG/SU(3)) = V ol(U(2)factor gr.)V ol(U(1)large)/6
V ol(U(2)subgroup) = V ol(U(1)large)V ol(SU(2))/2 V ol(SMG/U(2)) = V ol(SU(3)/Z3factorgr.) = V ol(SU(3))/3
V ol(U(3)subgroup) = V ol(U(1)large)V ol(SU(3))/3 V ol(SMG/U(3)) = V ol(So(3)factorgr.) = V ol(SU(2))/2
V ol(SU(2)× SU(3)subgroup) = V ol(SU(2))V ol(SU(3)) V ol(SMG/(SU(2)× SU(3))) = V ol(U(1)small) = V ol(U(1)large)/6
V ol(SMG) = V ol(U(1)large)V ol(SU(2))V ol(SU(3))/6 V ol(SMG/SMG) = V ol({1}) = 1
.
(180)
The quantities “V ol” corresponding to the first eight invariant subgroups in
the list (119) w.r.t. which there can be confinement in the approximation being
considered in this Section are listed in the first column of Table 1. The second
column contains the corresponding “V ol” quantities for the Coulomb-like factor
group degrees of freedom.
In particular, setting one of the invariant subgroups (HI for example) in Eqn.
(179) equal to the group identity 1 yields the value of the volume of the subgroup
HJ at the interface with the totally Coulomb phase. That is, log V ol(HJ)subgr. =
log((6π)(dim(HJ ))/2) at the boundary between the totally Coulomb phase and the
partially confining phase with confinement along HJ . Within this partially confining
phase, log V ol(HJ)subgr. ≤ log((6π)(dim(HJ ))/2).
Alternatively, setting one of the invariant subgroups (HJ for example) in (179)
equal to the entire gauge group G yields the value of the volume for the invari-
ant factor group G/HI at the interface with the totally confining phase. That
is log V ol(G/HI)factor gr. = log(6π)
(dim(G/HI ))/2 at the boundary between the to-
tally confining phase and the partially confining phase that is Coulomb-like w.r.t.
(G/HI)factorgr.. Within this partially confining phase, log V ol(G/HI)factorgr. ≥ log(6π)(dim(G/HJ ))/2.
In general (but not considering Higgsed degrees of freedom), each partially con-
fining phase can be characterised by the invariant subgroup HJ along which the
corresponding degrees of freedom are confined or the factor group G/HJ the cosets
of which constitute the Coulomb-like degrees of freedom. Denoting by LHJ and
LG/HJ the Lie algebras of respectively the invariant subgroup HJ and the factor
group G/HJ , we have of course that these Lie algebras span the gauge group Lie
algebra LG: LG = LHJ ⊕ LG/HJ .
To understand the approximate phase diagram of the SMG sought here, it is
useful to have as a reference the parallel study of the simpler Lie algebra-identical
Cartesian product group U(1) × SU(2) × SU(3). As stated previously, the group
that we use as the Standard Model Group (SMG) is consistently taken to be
SMG = U(1)× SU(2)× SU(3)/“Z6” (181)
where
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“Z6”
def
= {(2π,−1(2×2), exp(i2π/3)1(3×3))p | p ∈ Z}. (182)
This group has of course the same Lie algebra as the Cartesian product group U(1)×
SU(2)×SU(3) but has quite another global structure - namely that resulting when
the subgroup of centre elements generated by the element (2π, −1(2×2), exp(i2π/3)1(3×3))
are identified with the group identity. In other words, the elements of the Standard
Model Group (SMG) are, in this work, the set of cosets g·(2π, −1(2×2), exp(i2π/3)1(3×3))p
where g ∈ U(1)×SU(2)×SU(3) and p ∈ Z. Each such coset consists of 6 elements
of the group U(1)× SU(2)× SU(3).
A characteristic feature of the phase diagram for the SMG is that there is an ex-
tended phase boundary separating the totally confining and the totally Coulomb-like
phases in the action parameter space spanned by just the three variables log V ol(Hi)
(i ∈ {U(1), SU(2), SU(3)}). This feature, which makes it impossible for all of the
8 possible partially confining phases to convene at a multiple point, is not present in
the phase diagram for the Cartesian product group U(1)×SU(2)×SU(3) where in
fact the boundary separating the totally confining phase from the totally Coulomb-
like phase is just one point in the 3-dimensional phase space where the 8 partially
confining phases come together.
This difference in the phase diagrams for SMG and U(1)×SU(3)×SU(3) stems
from the different way in which the volume of an invariant subgroup and the Lie
algebra-identical factor group are related to each other and to the volume of the
whole gauge group.
Generally, the volume of a confining subgroup V ol(HJ) and the volume of the
factor group with the same Lie algebra are simply related. For a Cartesian product
group G = H1×H2×· · ·×HJ ×· · ·, the relation between the volume of a subgroup
factorHJ and the volume of the factor group with the same Lie algebra is particularly
simple:
V ol(HJ) = V ol(G/
∏
cart. prod., I 6=J
· · · ×HI · · ·)
where G/
∏
cart. prod., I 6=J
· · · ×HI · · ·
is the factor group having the same Lie algebra as the subgroup HJ . Characteristic
for a Cartesian product group is that the centre is “disjoint” in the sense that the
centre of a Cartesian product group is multiplicative in the centres of the subgroup
factors. The centres of SU(N) subgroups and U(1) are isomorphic to respectively
ZN (cyclic group of order N) and S1 (a circle).
The situation is a little more complicated when various subgroups of the centre
of the Cartesian product group are identified with the identity element of the group
(as is the case for SMG). In the case of SMG 181, which is obtained from the
Cartesian product group U(1) × SU(2) × SU(3) by identifying the discrete “Z6”
subgroup 182 of centre elements with the unit element (181), the volume is smaller
by a factor 6 (the number of centre elements identified with the group identity) than
that for the Cartesian product group U(1)×SU(2)×SU(3). The greater complexity
of the phase diagram for the SMG arises because of the different ways that the total
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volume reduction factor “6” can be shared between (confined) invariant subgroups
and corresponding (Coulomb-like) factor groups.
The group U(N) = (U(1)×SU(N))/“ZN” as illustrative analogy to SMG =
(U(1)× SU(2)× SU(3))/“Z6”
In order to see how we get the phase diagram for the SMG in the approximation
considered here, it is useful to see how the distinctive difference in the phase diagrams
for the gauge group SMG = S(U(2) × U(3)) of Eqn. (181) and the Lie algebra-
identical Cartesian product gauge group U(1) × SU(2) × SU(3) comes about. To
this end, it is enlightening (because it is easier) to consider the essentially analogous
pair of groups U(N) and the Cartesian product group U(1) × SU(N) (which of
course has the same Lie algebra as U(N)). The relation of the group U(N) to the
Cartesian product group U(1) × SU(N) is analogous to the relation of the SMG
(Eqn. (181)) to the Cartesian product group U(1)×SU(2)×SU(3) because U(N),
like the SMG, is obtained by identifying a discrete subgroup of the centre of the
Cartesian product group with the group identity:
U(N) = (U(1)× SU(N))/“ZN” (183)
where
“ZN”
def
= {(2π, exp(i2π/N)1(N×N))p} (p ∈ Z). (184)
For both U(N) and U(1) × SU(N), the choices for confining subgroups are
the four invariant subgroups SU(N), U(1), G (i.e., the whole group U(N) or
U(1)×SU(N)) and 1 (the group identity). The Lie algebra-identical factor groups,
listed in the same order, are G/U(1), G/SU(N), G/1, and G/G. The invariant
(subgroup, factor group) pairs characterising (in a redundant way) the four par-
tially confining phases are (U(1)subgroup, (G/U(1))factor gr.), (SU(N)subgroup, (G/SU(N))factor gr.),
(Gsubgroup, (G/G)factor gr.), (1subgroup, (G/1)factor gr.).
The last two (subgroup, factor group) pairs designate the two special cases
of partially confining phases in which all (physical) Yang-Mills degrees of freedom are
respectively confining and Coulomb-like. The two remaining (subgroup, factor group)
pairs correspond to phases for which some of the (physical) Yang-Mills degrees of
freedom are in confinement while others are in the Coulomb phase. For example,
(U(1)subgroup, (G/U(1))factor gr.) designates the partially confining phase with con-
fining degrees of freedom along U(1) and degrees of freedom that are Coulomb-like
w.r.t. the factor group G/U(1).
The phase diagram for U(N) is different from that for the Cartesian product
group U(1)×SU(N): the phase in which the U(1) degrees of freedom are confining
and the SU(N) degrees of freedom are Coulomb-like and the phase in which the
roles of U(1) and SU(N) are exchanged have phase boundaries that do not have
any points in common in the action parameter space (phase diagram) considered
(Figure 15). Rather there is an extended boundary between the totally Coulomb
and the totally confining phases in contrast to the phase diagram for U(1)× SU(2)
where the boundary between the totally Coulomb-like and totally confinement-like
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phases is just a point (the multiple point) at which the other partially confining
phases also convene.
For the Cartesian product group U(1) × SU(N), subgroups and correspond-
ing (i.e., Lie algebra-identical) factor groups have equal volumes. In the met-
ric in which the β’s are not absorbed into the metric tensor, this means simply
that vol(U(1))subgr. = vol((U(1)× SU(N))/SU(N))factor gr. and vol(SU(N))subgr. =
vol((U(1)×SU(N))/U(1)) where we continue to use the notation in which “vol” with
lower case “v” designates group volumes without absorbed β’s. For U(1)× SU(N)
the equality log V ol(U(1))subgr. = log V ol((U(1) × SU(N))/SU(N))factorgr. is ful-
filled for the same value of the absorbed quantity (β1)
1
2 on the right and left sides
of the equation. The same applies for the absorbed quantity (β)
N2−1
2
N in the equality
log V ol(SU(N))subgr. = log V ol((U(1) × SU(N))/U(1))fac.gr.. Therefore, the phase
boundaries separating the confinement and Coulomb phases - for either the U(1) or
the SU(N) gauge degrees of freedom - coincide and the phase diagram consists of
the two straight lines
log V ol(U(1)) = log(6π(dim(U(1)))/2) = log
√
6π
and
logV ol(SU(N)) = log(6π(dim(SU(N)))/2).
that intersect at the multiple point where all 4 partially confining phases convene.
(see Figure 14).
The Phase Diagram for the Group U(N)
For U(N) this is not the case: rather vol(U(1))subgr. = N ·vol(U(N)/SU(N))factor gr.
and vol(SU(N))subgr. = N · vol(U(N)/U(1))factor gr.. The reason is that the iden-
tification (with the group identity) of a N -element discrete subset common to the
centre of the subgroups U(1) and SU(N) reduces the volume of U(N) relative the Lie
algebra-identical Cartesian product group U(1)×SU(N) by a factor equal to the N
centre elements identified with the identity in obtaining U(N) from U(1)×SU(N).
That is,
V olU(N) =
V ol(U(1)× SU(N))
N
=
V olU(1)subgr.V ol(SU(N))subgr.
N
. (185)
But it is also true that
V ol(U(N)) = V olU(1)subgr.V ol(U(N)/U(1))fac. gr. (186)
= V olSU(N)subgr.V ol(U(N)/SU(N))fac. gr..
From Eqn. (185) and Eqn. (186) it can be concluded that for U(N) one has
V ol(U(N)/SU(N))fac. gr. =
V olU(1)subgr.
N
(187)
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Figure 14: Phase diagram for the Cartesian product group U(1)× SU(N).
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and
V ol(U(N)/U(1))fac. gr. =
V olSU(N)subgr.
N
(188)
i.e., in going from U(1)×SU(N) to U(N), the volume of a factor group with a given
sub-Lie algebra is reduced by a factor N relative to the subgroup with this sub-Lie
algebra. This happens because the subgroup corresponding to any given sub-Lie
algebra has the same volume in U(N) as in U(1)× SU(N), so it is the factor group
that bears the entire 1/N group volume reduction factor.
Inasmuch as critical values for the inverse squared couplings (i.e., the βi’s) must
ultimately be extracted from the volume expressed in the metric into which the βi’s
are absorbed (Eqn. (124)), it is important to realize that a given βi can be absorbed
into: (1) a subgroup volume or (2) a factor group volume. This is true for U(N) as
well as the SMG:
1. Consider a subgroup HJ that coincides with a the ith basic invariant subgroup
Hi or a Cartesian product of basic invariant subgroups that includes Hi. In
these cases, βi is absorbed into the quantity V ol(HJ) that, in directions within
the ith basic Lie sub-algebra, is calculated using in the metric induced by
the group along the invariant subgroup Hi. Distances within this subgroup
are proportional to
√
βi. This essentially means that distances along Hi are
measured in units of the root mean square extent of quantum fluctuations.
For the partially confining phase confined along the Cartesian product of say
the ith and jth basic invariant subgroups: HJ = Hi ×Hj , the interface with
the totally Coulomb phase coincides with the critical value of V ol(HJ) as
determined by Eqn. (179) when the invariant subgroup HI is set equal to the
gauge group identity:
(6π)(dim(Hi)+dim(Hj ))/2 = V ol(Hi)V ol(Hj) = (189)
= βdim(Hi)/2ββ(Hj)/2vol(Hi)vol(Hj).
In the case of U(N), taking HI =1 in (179) and the other invariant subgroup
HJ to be HJ = U(1) or SU(N) leads to the equations
(6π)(dim(U(1)))/2 = V olcrit(U(1)subgr.) =
√
β1 critvol(U(1)subgr) (190)
and
(6π)(dim(SU(N)))/2 = V olcrit(SU(N)subgr) = (
√
βN crit)
(N2−1)vol(SU(N)subgr)
(191)
at the interface of the totally Coulomb-like phase and the phases confined
w.r.t. respectively U(1) and SU(N).
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2. Another occurrence of βi is in the Volume expressed in the metric induced by
the group along an invariant factor group the Lie subalgebra of which includes
that of the ith basic invariant subgroup Hi. Assuming that the Lie algebra of
the factor group coincides with that of the invariant subgroup HI , we can write
this factor group as G/HJ (J 6= I). where G denotes the gauge group U(N)
or SMG as appropriate to the context. By assumption we have Hi ⊆ HI (i.e.,
the Lie algebra of the factor group includes but does not necessarily coincide
with the Lie sub-algebra of the ith basic invariant subgroup). The Volume of
the factor group is the Volume of the Lie sub-algebra-identical basic invariant
subgroup divided by a natural number n:
V ol(G/HJ) =
V ol(HI)
n
(192)
This natural number nis the the total number of identified45 centre elements
of the gauge group divided by the number of these same identified group
elements that are identified in the invariant subgroup HJ if the latter is not
simply a basic invariant subgroup (or a Cartesian product of basic invariant
subgroups). As an example, consider the factor group SMG/U(2) having the
same Lie algebra as SU(3). For V ol(SMG/U(2)) (which contains an absorbed
βSU(3), we have that V ol(SMG/U(2)) = V ol(SMG/((U(1) × SU(2))/Z2) =
V ol(SU(3)subgr/(6 · 12). The “natural number” n = 6 · 12 = 3 arises as the
number of centre elements of U(1)× SU(2)× SU(3) that are identified in the
SMG (i.e., 6) divided by the the number of these that are already identified in
U(2) (i.e., 2). For the critical value of Vol(SMG/U(2)), the absorbed quantity
βSU(3) is a factor (
6
2
)2/dim(SU(3)) larger that the βSU(3) value absorbed in the
critical value of Vol(SU(3)).
For the partially confining phase having a Coulomb-like distribution of the
cosets g · HJ with g ∈ G (or, equivalently, the partially confining phase that
is confined along HJ)), the interface with the totally confined phase coincides
with the critical value of V ol(G/HJ as determined by Eqn. (179) upon setting
one of the subgroups in this equation equal to the whole gauge group. Thinking
of G = U(N), this yields for the critical volume of the factor group with the
Lie algebra of U(1) (i.e., U(N)/SU(N))
(6π)(dim(U(N))−dim(SU(N)))/2 = (6π)dim(U(1))/2 = V ol((U(N)/SU(N))factor group) =
(193)
= (βU(1))
(dim(U(1))/2
fac gr ·vol((U(N)/SU(N))factor group) = (βU(1))(dim(U(1))/2fac gr ·
vol(U(1))
N
.
But we also have that (193) is the critical value of V ol(U(1)) = (βU(1))
dim(U(1))
2
subgr vol(U(1)).
Using that vol(U(1)) = N ·vol(U(N)/SU(N)), we see that the relation between
45The term “identified elements” denotes group elements identified with the group identity.
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the βU(1) absorbed into V ol(U(1)) and that absorbed into V ol(U(N)/SU(N))
is
(βU(1))fac gr = N
2
dim(U(1)) (βU(1))sub gr (194)
An analogous argument leads to the relation
(βSU(N))fac gr = N
2
dim(SU(N)) (βSU(N))sub gr (195)
The subscripts “fac gr” and “subgr” on β, put in above for clarity, are nor-
mally omitted inasmuch as these subscripts can be figured out from the context
in which a β appears.
= V ol((U(N)/U(1))factor group) = (βN)
(dim(SU(N))/2vol((U(N)/U(1))factor group).
In a coordinate system spanned by the variables log V ol(Hi) (Hi ∈ {U(1), SU(N)}),
the phase diagram for U(N) is completely determined by locating two special points
“1” and “2” of the phase diagram: denote by “1” a point in the partially confining
phase that is Coulomb-like solely along U(1) but which is very close to the corner
where this phase is in contact with the totally Coulomb and totally confining phases;
denote by “2” a point in the partially confining phase that is confined solely along
U(1) but which again is very close to the corner where this phase is in contact with
the phases that are totally confining and totally Coulomb-like (see Figure 15). As
has been pointed out, the centre of U(N) contains a ZN that is shared by both of
the invariant subgroups SU(N) and U(1). Near “1” but in the phase with only
SU(N) confining, the (Coulomb-like)U(1) degrees of freedom are realized as the
cosets g · SU(N) ∈ U(N)/SU(N) (g ∈ U(N)). The picture one can have in mind is
that the distribution of U(1) degrees of freedom is tightly clustered about the coset
1 · SU(N) whereas the confining SU(N) degrees of freedom fluctuate (within the
the cosets) somewhat more. Effectively, the large fluctuations along these cosets46
G ·SU(N) make the elements within these cosets equivalent to the group identity as
46Recall that the defining feature of a confining phase is that the correlations between plaquette
variables introduced by Bianchi identities can be neglected for confinement-like degrees of freedom
(as opposed to the Coulomb-like phase for which such correlations are assumed to be important).
But Bianchi identities show up as constraints on closed 3-volumes. The simplest “Bianchi variable”
is therefore the cube enclosed by 6-plaquettes. If we pretend that the Bianchi identity constraint
is absent, then distribution of such variables would essentially be the 6-fold convolution of the
distribution of plaquette variables. The criterion for whether or not Bianchi identities are important
is as follows: calculate the distribution of the 6-fold convolution of the distribution of a plaquette
variable without regard to Bianchi identities; if this distribution is essentially flat, we take this as
the indication that the neglect of Bianchi identities is justified. The situation in which Bianchi
identities are effectively absent corresponds to distributions of plaquette variables that are (at least
approximately) independent of each other. Note that even a distribution of plaquette variables
for which a weak coupling approximation is not meaningless can lead to a distribution of cube
variables that is essentially flat. In this case, Bianchi identities are (by definition) not important
and the corresponding degrees of freedom are (again by definition) confined.
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Figure 15: Phase diagram for U(N).
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far as the U(1) degrees of freedom are concerned. This applies also to the elements
of the ZN subgroup of the centre that is shared with the U(1): at the point “1”,
large fluctuations along U(N) render the elements of the ZN ⊂ U(N) essentially
equivalent to the identity. But this same ZN is shared with U(1): ZN ⊂ U(1).
Hence the Coulomb-like U(1) degrees of freedom are realized on the manifold (con-
sisting of the cosets u ·ZN ∈ U(1)/Z2 ≃ U(N)/SU(N)) (u ∈ U(1)) having a volume
that is reduced by a factor #ZN
def
= N relative to the volume of the manifold of the
U(1) subgroup.
Near the point “2” (but in the phase with confinement along U(1)) in the
phase diagram for U(N), the roles of U(1) and SU(N) are reversed: the larger
fluctuations are within the cosets of the confinement-like U(1) degrees of free-
dom and the Coulomb-like SU(2) degrees of freedom are realized as the cosets
g · U(1) ∈ SU(N)/Z2 ≃ U(N)/U(1) (g ∈ U(N)).
The coordinates of corner “1” are
(log V ol(SU(N))subgr.), log V ol((U(N)/SU(N))fac. gr.)) = (log(
√
6π)N
2−1, log
√
6π)
(196)
and the coordinates of corner “2” are
(log V ol((U(N)/U(1))fac. gr.), log V ol((U(1))subgr.) = (log(
√
6π)N
2−1, log
√
6π).
(197)
To plot the coordinates of the two corners “1” and “2” in a space spanned by
axes corresponding to the variables log V ol(Hi) (i ∈ {U(1), SU(N)}), we shall work
with two sets of labels for each axis: one set for subgroups and another set for the
Lie algebra identical factor group. These are simply related: the set of axis labels
for factor groups is shifted relative to the axis labels for subgroups by an amount
logN in the direction of increasing log V ol(Hi). This simply reflects the fact that
for a factor group, the quantity V olfac. gr. attains the same numerical value as the
quantity V olsubgr. for the Lie algebra-identical subgroup only after βi is “scaled up”
by a factor N2/di (where di = dim(Hi) with Hi ∈ {U(1), SU(N)}).
To be in the partially confining phase of U(N) that is Coulomb-like solely
w.r.t. U(1), one of the requirements is that log V ol((SU(N))subgr) ≤ (6π)N
2−1
2 .
To be in the phase that is confining solely w.r.t. U(1), one of the requirements
is that log V ol((U(N)/U(1))fac gr) ≥ (6π)N
2−1
2 . But it has been seen that when
V ol(SU(N)) = V ol(U(N)/U(1)), the βSU(N) absorbed into V ol(U(N)/U(1)) is a
factor N2/dimSU(N) larger than than the βSU(N) absorbed into V ol(SU(N)). So there
is an interval of length logN extending from log V ol(SU(N))subgr. = log(6π)
dim SU(N)/2
to log V ol(U(N)/U(1))factor gr. = log(6π)
dimSU(N)/2 in which it is only possible to re-
alize the totally confining or totally Coulomb-like phases of U(N). The same is
seen to be true for the interval of length logN extending from log V ol(U(1))subgr. =
log(
√
6π) to log V ol(U(N)/SU(N))factorgr. = log(
√
6π).
The straight line connecting the points “1” and “2” in the phase diagram of
Figure 15 is the phase interface separating the total confinement and total Coulomb
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phases of the theory. To see this, write the equation for this line:
log V ol((U(N)/SU(N))fac. gr.) = log
√
6π−(log V ol(SU(N))subgr.−log((
√
6π)N
2−1)).
(198)
Rearranging yields
log(6π)N
2/2 = log(V ol(SU(N))subgr.V ol((U(N)/SU(N))fac. gr.) = log V olU(N)
(199)
which from Eqn. (179) with HI = U(N) and HJ = 1 is seen to be the condition
to be satisfied at the interface separating the totally Coulomb and totally confining
phases.
In other words, starting at the point “1” in Figure 15 (where U(1) alone is
Coulomb), the other end of the phase boundary separating the totally confining
and the totally Coulomb-like phases (point “2” where alone SU(N) is Coulomb in
Figure 15) is attained by going − logN along the log V ol(U(1)) axis and + logN
along the log V ol(SU(N)) axis.
Phase Diagram for the Standard Model Group
With the relationship between U(1)× SU(N) and U(N) and the corresponding
phase diagrams in mind, the slightly more complicated phase diagram for the SMG
can essentially be constructed by analogy insofar as the SMG and U(1)× SU(2)×
SU(3) are related in a way much like the relation between U(N) and U(1)×SU(N).
For the SMG, the corner of the partially confining SMG phase where U(1) alone
is Coulomb (call it point “1” as it is the point analogous to point “1” in Figure 15)
and the corner of the partially confining phase where alone U(1) is confining (call it
point “2” as it is the point analogous to point “2” in Figure 15) have coordinates in a
2-dimensional phase diagram spanned by log V ol((SU(2)×SU(3)) and log V ol(U(1))
(containing the shaded planes of Figure 16) that are given by respectively
(log V ol(SU(2)× SU(3))subgr., log V ol(SMG/(SU(2)× SU(3))factor gr.) = (200)
(log(
√
6π)3+8), log(
√
6π))
at point “1” and
(log V ol(SMG/U(1))factor gr., log V ol(U(1))subgr.) = (201)
= (log((
√
6π)3+8), log(
√
6π))
at point “2”. The (somewhat redundant) subscripts “subgr.” and “fac. gr.” in-
dicate explicitly which set of labels on a log V ol axis that the numbers on the
right-hand side of the equalities refer to. Starting at point “1” in Figure 16, point
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Figure 16: Construction of the phase diagram for the Standard Model Group to
lowest order.
128
“2” is reached by decreasing log V ol((SMG/(SU(2)× SU(3)))factor gr. by log 6 and
increasing log V olcrit.((SU(2)× SU(3))subgr. by log 6.
While point “1” and “2” are the termini of a line separating the total confinement
and total Coulomb phase, this is not the complete story for the SMG. Recall
that in the U(N) phase diagram, all the elements of the ZN of centre elements
shared by U(1) and SU(N) are shared in such a way that, in going from “1” to
“2” (or vice versa) there is a redistribution of fluctuations along the cosets of just
two possible coset structures (recall that is this section possibility of having ZN
confined is ignored). At point “1” there are large fluctuations along the cosets
g · SU(N) ∈ U(N)/SU(N) (g ∈ U(N)) while the coset-valued U(1) degrees of
freedom are rather tightly clustered about the coset 1 · SU(N). At point “2”,
fluctuations have become large along the cosets g · U(1) ∈ U(N)/U(1) g ∈ U(N)
while the Coulomb-like SU(N) degrees of freedom are tightly clustered about the
coset 1 · U(1). For U(N), there are only two sets of cosets; fluctuations are large
along one or the other of these sets at the points “1” or “2”. The volume reduction
factor N = #ZN for U(N) relative to U(1)×SU(N) is bourn solely by the Coulomb-
like U(1) degrees of freedom at “1” and solely by the Coulomb-like SU(N) degrees
of freedom at “2”.
Unlike the case for U(N), the SMG has among the possible invariant sub-
groups two that have centre elements identified relative to the corresponding sub-
groups in U(1)× SU(2) × SU(3): these are U(2)≃(U(1)× SU(2))/Z2 and U(3) −≃
(U(1)× SU(3))/Z3. We want now to think about going from “1” to “2” by way of
“3” in the SMG phase diagram. Now in our SMG
def
= S(U(2) × U(3)) we know
that the elements of “Z6” are identified (which means that they are rendered indis-
tinguishable because of fluctuation patterns of one sort or another). Now at point
“1”, the fluctuation pattern that causes the identification of the elements of Z6 is
that of large fluctuations along SU(2) and SU(3). In going from point “1” towards
point “3”, fluctuations along SU(3) decrease and fluctuations along U(1) increase
until, at “3”, the Z3 ∈ “Z6” are identified due to fluctuations along U(1) instead
of fluctuations along SU(3) while the increased fluctuations along U(1) means that
the Z2 ∈ “Z6” are now accessed by fluctuations both along U(1) and SU(2). But
the group for which the elements of a Z2 can be accessed either by going along a
U(1) subgroup or a SU(2) subgroup is just U(2) which in fact coincides with the
confined degrees of freedom at point “3” (see Figure 17). In going from point “3” to
point “2”, fluctuations along U(1) increase even more while now fluctuations along
SU(2) decrease (and fluctuations along SU(3) remain small). Upon reaching point
“2”, all elements of “Z6” are accessed exclusively by fluctuations along U(1) corre-
sponding to U(1) alone confining at point “2”. Having U(2) and U(3) allows the
volume factor of six bourn by the U(1) Coulomb-like degrees of freedom at “1” to be
redistributed to Coulomb-like SU(2) and SU(3) degrees of freedom at respectively
corner “3” and “4” (see Figure 17). At the intermediate point “3” en route from
“1” to “2”, the volume reduction factor bourn by the U(1) degrees of freedom is
reduced from six at “1” to three at “3”; at point “3” the remaining fac two of the
total volume reduction factor of six is bourn by the U(2) = (U(1) × SU(N))/ZN
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Figure 17: The lowest order phase diagram for the SMG showing the 8 partially
confining phases and the “diamond” interface separating the totally confining and
totally Coulomb-like phase.
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subgroup of confined degrees of freedom. An analogous scenario involves a point
“4” in Figure 17 where the Coulomb-like U(1) degrees of freedom bear a volume
reduction factor of 2 while the remaining factor of 3 is bourn by the confining U(3)
degrees of freedom.
In the MFA weak coupling approximation, having U(2) and U(3) as invariant
subgroups in the SMG has the effect of changing the phase boundary line separat-
ing the total confinement and total Coulomb phases into a phase boundary plane in
the space spanned by the log V oli. Here i is any one of the three “basic” invariant
subsets of the SMG. The reason as suggested above is that the presence of the U(2)
and U(3) subgroups allows two alternatives to the straight line route connecting the
corner of the partially confining phase with U(1) alone Coulomb with the corner of
the partially confining phase with U(1) alone in confinement. These two alternative
routes define the boundaries of the SMG phase boundary plane separating the to-
tal confinement and total Coulomb phases. Starting at point “1” in Figure 16, one
alternative route to point “2” is that for which log V ol(SU(2)subgr.) is held at the con-
stant value (
√
6π)3 until point “3” is reached by decreasing respectively increasing
the log V ol((SMG/(SU(2)×SU(3))factor gr.) and log V ol(SU(3)subgr.) coordinates of
point “1” by the amount log 3. At point “3”, log V ol((SMG/U(2))factor gr.) is held
at the constant value (
√
6π)8+log 3 while decreasing respectively increasing the co-
ordinates log V ol((SMG/(SU(2)×SU(3)))factor gr.)− log 3 and log V ol(SU(2)subgr.)
by the amount log 2. This brings us to point “2”. Exchanging the roles of SU(2)
and SU(3) yields the second alternative route to point “2” via point “4” . These two
alternative routes via point “3” and point “4” define the boundaries of the diamond-
shaped interface separating the total confinement and total Coulomb phases as
shown in Figure 16.
6.4.2 Next order in perturbation
The weak coupling approximation used above is really the approximation in which
the fluctuations around the unit element are so small that one can approximate
the group by the Lie algebra (the tangent plane approximation). For the invari-
ant subgroup(s) in the confining phase, the calculations above utilise only that the
fluctuation of the plaquette variable is small enough for the validity of this approx-
imation whereas it is used for both the link and the plaquette variables for the
Coulomb phase degrees of freedom. For the same values of the βi ’s, the fluctuations
are larger for the confinement phase than for the Coulomb phase. Therefore it is to
be anticipated that the numerically most important correction will come from the
next order correction estimate for the confining degrees of freedom.
Next order corrections come about by using a corrected Haar measure that re-
flects the curvature of the group manifold and a corrected rule of composition of
Lie algebra vectors for non-Abelian groups when group multiplication is referred to
the Lie algebra. In the tangent space approximation for the group manifolds with
curvature that were used in calculations to leading order, the rule of composition is
approximated by simple vector addition of Lie algebra elements. This approximation
neglects the non-commutativity of the non-Abelian group generators.
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When both corrections - i.e., the correction for the Haar measure and the cor-
rection for non-commutativity - are included, the defining condition for the phase
boundary separating the totally Coulomb and totally confined phases becomes
log V ol(SMG) = log(6π)6 − 1
2β2
− 2
β3︸ ︷︷ ︸
Haar measure
+
1
24β2
+
1
6β3︸ ︷︷ ︸
non-commutativity
(202)
The leading order terms of this equation, i.e., V ol(SMG) = log(6π)6 are identical
with the condition (179) in the special case where HJ = SMG and HI = 1. The
details of these next to lowest order corrections are dealt with in Appendices 11.1,
11.2 and 11.3.
6.5 Using discrete subgroups of the centre to get a multiple
point
In the SMG phase diagram of Figure 17, it is seen that the 8 partially confining
phases that can be realized in a parameter space spanned by parameters propor-
tional to β1, β2, and β3 do not convene at a multiple point/surface. When the
set of constituent invariant subgroups is restricted to the set {SU(3), SU(2), U(1)},
the factorisation property (139) cannot be realized for all of the first 8 invariant
subgroups of (119).
This factorisation property can be realized for all the 13 invariant subgroups
H✁SMG (or all the 5 invariant subgroups H✁U(N)) using the previously defined
set of constituent invariant subgroups. That is, it is possible to factorise V ol(H)
into a product of some subset of a common set of 5 factors (1/pi)V ol(Ki) (with
pi ∈ N+) (3 such factors for U(N)) corresponding to the constituent invariant sub-
groups Ki ∈ {Z2,Z3, U(1), SU(2), SU(3)} for the SMG (for U(N), the constituent
invariant subgroups are Ki ∈ {SU(N), U(1),ZN}). Then it is possible by adjust-
ment of the parameters β1, β2, β3, ξ2, ξ3 to make the quantities logZH per active link
equal for each invariant subgroup H ✁ SMG (the same applies to each invariant
subgroup H ✁ U(N) using the parameters β1, βN , ξN). This is equivalent to finding
a non-generic multiple point (because 5 < nSMG − 1 = 13 − 1 for the SMG and
3 < nU(N) − 1 = 5− 1 for U(N)).
We explicitly demonstrate the factorisability of V ol(H) in the sense that we
show that it is of the form V ol(H) = product of some factors(1/pi)V ol(Ki) for each
invariant subgroup H of both SMG and U(N). To do this, we use a calculational
trick in which we replace each H by a Cartesian product group related to H by a
homomorphism that is locally bijective. This (to H) locally isomorphic Cartesian
product group consists of the covering Lie (sub)groups corresponding to the gauge
degrees of freedom that the invariant subgroup H involves supplemented by the
discrete constituent invariant subgroups contained in these Lie subgroups. For all the
invariant subgroups H , the Cartesian product group replacement can be obtained
by simply omitting factors in the Cartesian product group replacement Z2 × Z3 ×
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U(1) × SU(2) × SU(3) for the whole SMG. Of course such a Cartesian product
group in general differs in global structure from the invariant subgroup H that it
replaces. However, as we are only interested in the quantity V ol(H) for invariant
subgroups H , we can use a correction factor47 1/p
H
to adjust the quantity V ol of
the Cartesian product group replacement for H so as to make it equal to V ol(H).
As an example, consider the invariant subgroup H = U(2) ⊂ SMG which is
locally isomorphic to the Cartesian product group U(1) × SU(2) × Z2 × Z3. By
this we mean that, assuming the modified Manton action (133) and a weak coupling
approximation, the Cartesian product group U(1) × SU(2) × Z2 × Z3 simulates
the subgroup U(2) ⊂ SMG in the sense that the regions on the group manifold
of U(2) ⊂ SMG in which the probability distribution eS✷ is concentrated can be
brought into a one to one correspondence with centres of fluctuation sharply peaked
around points in the Cartesian product group. In other words, for U(2) ⊂ SMG,
the region of correspondence with the Cartesian product group is the composite
of 6 small neighbourhoods around the elements p ∈ span{Z2,Z3}. Even though
the Cartesian product group in this example contains 2 · 2 · 3 elements for each
element in U(2), the action on the Cartesian product group is defined so as to be
−∞ everywhere except at one of the these 12 elements where this action then has
the same value as the action at corresponding element of U(2).
In order to make the quantity V ol(U(1)× SU(2)×Z2×Z3) equal to V ol(U(2))
(for U(2) ⊂ SMG) , the former must be reduced by a factor pU(2) obtained as
follows: Remember that the U(1) embedded in the SMG has a length 6 · 2π so
that the U(2) subgroup lying in the SMG is (U(1)12π×SU(2))/Z2. Comparing the
quantity V ol(U(2)) = V ol(U(1)12π) · V ol(SU(2))/Z2 and the quantity V ol for the
locally isomorphic Cartesian product group: V ol(U(1)12π)×V ol(SU(2))×V ol(Z2)×
V ol(Z3)), it is seen that, relative to V ol for the Cartesian product group, the quan-
tity V ol(U(2)) is down by (#Z2) · (#Z2) · (#Z3) = 2 · 2 · 3 = 12 def= pU(2).
47We define the quantity pH = #(H∩D) whereD (which has #(D) = 36) is the discrete subgroup
of the centre that must be divided out of the Cartesian product group Z2×Z3×U(1)×SU(2)×SU(3)
in order to get the SMG; i.e., ((Z2×Z3×U(1)×SU(2)×SU(3))/D)≃SMG def.= S(U(2)×U(3)).
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Table 2: The quantity V ol(H) for any one of the 13 invariant subgroups H of the
SMG (these are listed in left column), can be written as a product of some subset
of the set of five quantities (1/pi)V ol(Ki). The common set of factors 1/pZ2 = 1,
1/p
Z3
= 1, 1/p
U(1)
= 1/6, 1/p
SU(2)
= 1/2, and 1/p
SU(3)
= 1/3, some subset of which
make possible the factorisation of all the V ol(H) into the product of correspond-
ing subsets of the quantities (1/p
Z2
)V ol(Z2), (1/pZ3 )V ol(Z3), (1/pU(1))V ol(U(1)),
(1/p
SU(2)
)V ol(SU(2)), and (1/p
SU(3)
)V ol(SU(3)), are given in the last five columns.
V ol(H) locally isomorph. cart. prod. gr. 1p
H
1
p
Z2
1
p
Z3
1
p
U(1)
1
p
SU(2)
1
p
SU(3)
V ol(1) 1
V ol(Z2) V ol(Z2) 1 1
V ol(Z3) V ol(Z3) 1 1
V ol(Z2 × Z3) V ol(Z2 × Z3) 1 1 1
V ol(SU(2)) V ol(SU(2) × Z2) 1/2 1 1/2
V ol(SU(3)) V ol(SU(3) × Z3) 1/3 1 1/3
V ol(SU(2)× Z3) V ol(SU(2) × Z2 × Z3) 1/2 1 1 1/2
V ol(SU(3)× Z2) V ol(SU(3) × Z3 × Z2) 1/3 1 1 1/3
V ol(U(1)) V ol(U(1) × Z2 × Z3) 1/6 1 1 1/6
V ol(SU(2)× SU(3)) V ol(SU(2) × SU(3)× Z2 × Z3) 1/6 1 1 1/2 1/3
V ol(U(3)) V ol(U(1) × SU(3)× Z2 × Z3) 1/18 1 1 1/6 1/3
V ol(U(2)) V ol(U(1) × SU(2)× Z2 × Z3) 1/12 1 1 1/6 1/2
V ol(SMG) V ol(U(1) × SU(2)× SU(3)× Z2 × Z3) 1/36 1 1 1/6 1/2 1/3
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Table 3: In a manner analogous to that of Table 2, the quantities V ol(H) for the
5 invariant subgroups H of U(N) (listed in left column) factorise into products of
subsets of the constituent quantities (1/pi)V ol(Ki). The coefficient 1/pi of any cor-
responding V ol(Ki) is, as seen in the last three columns, the same for all the V ol(H)
in which such a V ol(Ki) contributes in the factorisation of V ol(H). Figures 18 and
19, which depict the phase diagram for U(2), illustrate how the 5 partially confining
phases of a U(N) group meet at the multiple point in our approximation.
V ol(H) locally isomorphic cart. prod. gr. 1
p
H
1
p
ZN
1
p
U(1)
1
p
SU(N)
V ol(1) 1
V ol(ZN ) V ol(ZN) 1 1
V ol(U(1)) V ol(U(1)× ZN) 1/N 1 1/N
V ol(SU(N)) V ol(SU(N)× ZN ) 1/N 1 1/N
V ol(U(N)) V ol(U(1)× SU(N)× ZN ) 1/N2 1 1/N 1/N
In Table 2, we demonstrate explicitly that the volume correction factors 1/pH for
all the invariant subgroups H✁SMG can be factored into a subset of 5 factors 1/pi
associated with each of the “constituent” invariant subgroupsKi ∈ {Z2,Z3, U(1), SU(2), SU(3)}.
For a given i, pi is always the same in any pH in which pi is a factor. Listed in the
first column of Table 2 are the quantities V ol(H) for all 13 invariant subgroups H of
the SMG; listed in the second column are the quantities V ol for the corresponding,
locally isomorphic Cartesian product groups. The third column consists of the vol-
ume correction factors 1/pH by which the quantities V ol for the Cartesian product
group in the second column must be multiplied in order to get the corresponding
quantity V ol(H) in the first column. In the next five columns, we give the fac-
torisation of the correction factors 1/pH into subsets of five rational quantities 1/pi
with i ∈ {Z2,Z3, U(1), SU(2), SU(3)} that are associated with the five quantities
V ol(Z2), V ol(Z3), V ol(U(1)), V ol(SU(2)), and V ol(SU(3)). Table 3 is constructed
in an analogous fashion for the 5 invariant subgroups of U(N) using ZN , U(1), and
SU(N) as the constituent invariant subgroups. For both the SMG and U(N), the
important point is that, for any invariant subgroup H , the factorisation
V ol(H) =
∏
i
(
V ol(Ki)
pi
) (i runs over a subset of constituent invariant subgroups) (203)
is such that the correction factor 1/pi corresponding to a given constituent invariant
subgroupKi is always the same (unless the quantity V ol(Ki) is absent in the product
(203) in which case there is no entry in the column headed by 1/pi) in Tables 2 and 3.
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The meeting of 13 partially confining phases at the (non-generic) multiple point
in the phase diagram for the SMG in the 5-dimensional action parameter space is
virtually impossible to depict clearly in a figure. However, the group U(N), which
has many features in common with the SMG, has a phase diagram with a non-
generic multiple point in 3 dimensions when we use an action ansatz analogous to
that used for the SMG: Gaussian peaks at elements of ZN ⊂ U(N). The phase
diagram for U(2) seen in Figures 18 and 19 shows, in our approximation, the 5
partially confining phases (corresponding to the 5 invariant subgroups of a U(N)
group) that meet at the multiple point.
6.5.1 Need for discrete subgroup parameters
It is instructive to answer the question: Why do we need the discrete group ac-
tion parameters? Recall that in our modified Manton action, there can be sharp
“peaks” in the distribution eS✷ of plaquette variables centred not only at the group
identity but also at nontrivial elements of discrete subgroups. However, to motivate
the answer to our question, we revert for a moment to an action S✷ leading to a
distribution eS✷ of plaquette variables with just one “peak” (at the identity) - this
is just the normal Manton action. Then the quantities V ol corresponding to the the
same Lie algebra ideals in the Lie Algebra of the SMG - i.e., volumes measured in
units proportional to the fluctuation volume - obey the relations
V ol(U(1)subgr.) = 6V ol(SMG/(SU(2)× SU(3)))
V ol(SU(2)subgr.) = 2V ol(SMG/U(3))
V ol(SU(3)subgr.) = 3V ol(SMG/U(2))
V ol(U(2)subgr.) = 3V ol(SMG/SU(3))
V ol(U(3)subgr.) = 2V ol(SMG/SU(2))
V ol(SU(2)× SU(3))subgr. = 6V ol(SMG/U(1)).
(204)
The important feature of this list is that each equality relates the quantity V ol
for a subgroup and factor group that both correspond to the same Lie algebra ideal
(in the Lie algebra of the SMG). It is seen that V ol for a subgroup with a given
Lie algebra is larger than a factor group with the same Lie algebra by an integer
factor equal to the number of centre elements of the subgroup that are identified
in the factor group. It is important not to lose sight of the fact that quantity
V ol is, by definition, the volume of the group measured in the units proportional
to the average group volume accessed by quantum fluctuations. This fluctuation
volume is
∏
i∈{U(1),SU(2),SU(3)}(2βi)
−dim(i)/2 where it is understood that i runs over
the appropriate Lie sub-algebras. In the sequel, it is to be understood that when we
refer to the volume of a group, we mean the quantity V ol.
Without the extra “peaks” of the modified Manton action, it is not possible to
vary the volume on the left hand side of one of the equations (204) independently of
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Figure 18: For the gauge group U(2), this figure shows the region of allowed pa-
rameters (log V ol(SU(2)), log V ol(U(1)), log V ol(Z2)) for the modified Manton ac-
tion: log(πe)3/2 ≤ log V ol(SU(2)) (≈ 3
2
log β2 + log vol(SU(2))) < ∞, log(πe)1/2 ≤
log V ol(U(1)) (≈ 1
2
log β1 + log vol(U(1))) < ∞, 0 ≤ log V ol(Z2) ≤ log 2. These
intervals reflect our having used V olH that, up to a factor (πe)
dim(H)
2 , are measured
in units of the fluctuation volume. The cube with the chopped off corner represents
the region of total confinement. Walls that extend to +∞ are terminated in the
drawing with irregular wavy boundaries.
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Figure 19: Phase diagram for lattice gauge theory with gauge group U(2) in
our weak coupling approximation with modified Manton action. We have drawn
the figure with positive effective dimension for the discrete constituent invariant
subgroup Z2. Rectangular signs on signposts are marked with the confining invariant
subgroup H and indicate the regions corresponding to the 5 possible phases; these
5 phases are seen to meet at the multiple point. The oval signs lie in the phase
boundaries and specify the factor group L = H1/H2 formed from the two invariant
subgroups H1 and H2 that are confined on the two sides of the boundary. It is
these groups L that change behaviour in crossing the phase boundary in question.
Unbroken shading lines indicate phase boundaries as seen from within the totally
Coulomb-like phase.
138
the volume on the right hand side. For example, because of the (nontrivial) integer
factor disparity in the volumes on the two sides of the equations (204), we cannot
have V ol(U(2)subgr.) = V ol(SMG/SU(3)) at the same point in the β parameter
space. In particular, two such volumes can never have critical values for the same
values of the β’s which means that the two corresponding partially confining phases
(i,e., confinement w.r.t. U(2) and SU(3)) cannot meet at a multiple point.
This feature is seen in Figure 19 which shows the phase diagram for the gauge
group U(2). In the plane defined by logV ol(Z2) = log 2 (the maximum value of
logV ol(Z2)), we have the phase diagram corresponding to the normal Manton action
(one “peak” in the distribution of plaquette variables, centred at the identity; the
fluctuation volume is accordingly also centred at the identity). Due to the fact
that say V ol(SU(2)subgr.) = 2V ol(U(2)/U(1)) (measured in the same unit of volume
which is proportional to
∏
i∈{U(1),SU(2),SU(3)}(2βi)
−dim(i)/2), it is impossible to have
V ol(SU(2)subgr.) = V ol(U(2)/U(1)) for the same values of the β parameters; i.e.,
because the volumes of the subgroup and factor group corresponding to the same
Lie algebra differ by a factor two, these two volumes cannot be critical for the same
set of β parameters. This in turn precludes phases partially confined w.r.t. SU(2)
and U(1) from coming together. In the plane logV ol(Z2) = log 2 of Figure 19, it
is indeed seen that these partially confining phases do not touch; the maximum
number of phases that come together in this plane is three (i.e., not all four possible
phases) where three is generic number of phases that can meet in two dimensions.
In order to succeed in having, for example, V ol(SU(2)subgr.) = V ol(U(2)/U(1))
in the case of the group U(2), it is necessary to introduce a parameter that allows
us to change the volume V ol(SU(2)subgr.) without changing the volume of the Lie
algebra-identical factor group V ol(U(2)/U(1)). In this U(2) case, this is what is
achieved by introducing the parameter log V ol(Z2) which allows the variation of the
relative heights of the plaquette distribution “peaks” centred at the two elements of
Z2.
By introducing an action giving rise to extra “peaks” in eS✷ that are centred at
elements that are (by definition) identified in a factor group but not in the subgroup
having the same Lie algebra as the factor group, we admit the possibility of extra
centres of fluctuation which increases the fluctuation volume (i.e., the unit in which
V ol is measured) for the subgroup but not for the factor group (because all centres of
fluctuation are identified with the group identity in the factor group). Hence we gain
a way of varying the volume of the subgroup (measured in fluctuation-volume units)
without varying the volume of the factor group. In the example of U(2) referred to
above, the possibility of a peak in eS✷ at the nontrivial element of Z2 in addition to
the peak at the identity means that the total fluctuation volume for the subgroup
SU(2) can be made up of contributions from both peaks whereas the fluctuation
volume of the Lie algebra-identical factor group U(2)/U(1) can only come from the
fluctuations centred at the identity since both elements of Z2 are identified in the
factor group.
Relative to the approximate U(2) phase diagram of Figure 19, the variation of the
parameter logV ol(Z2) can be described roughly as follows. Recall from above that in
the plane defined by logV ol(Z2) = log 2, there is only one “peak” in the distribution
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eS✷ (centred at the identity). In this plane, the volume of the subgroup is, for given β
values, identically twice that of the factor group since there are by definition only half
as many elements (i.e., cosets) in the factor group U(2)/U(1) as there are elements
in the subgroup SU(2) with the same Lie algebra. Now as the value of the parameter
logV ol(Z2) is reduced, the pattern of fluctuations changes in such a way that the
nontrivial element of Z2 becomes a centre of quantum fluctuations with fluctuations
that become progressively larger in the sense that more and more probability is
relocated at the nontrivial element of Z2. However, fluctuations about the nontrivial
element of Z2 are not “noticed” by the factor group because fluctuations about the
identity and fluctuations about the nontrivial element correspond to fluctuations
about the same coset of the factor group - namely the identity of the factor group.
In our approximation, the parameter logV ol(Z2) decreases until the two peaks of e
S✷
(one at each element of Z2) have the same height and accordingly each contribute
with half of the total fluctuation volume (i.e., the volume accessible to quantum
fluctuations) of the subgroup SU(2). This coincides with reaching the multiple
point at which logV ol(Z2) = 0.
So at the multiple point, the unit of volume (i.e., the total fluctuation volume)
used to measure the volume of the subgroup is just twice the fluctuation volume of
the Lie algebra-identical factor group. This has the consequence that the volume
of the subgroup SU(2) is reduced by a factor two which is just the factor by which
V olSU(2) is larger than the Lie algebra-identical factor group V ol(U(2)/U(1)) in
the absence of the extra parameter logV ol(Z2) that at the multiple point leads to a
two-fold increase in fluctuation volume.
More generally, having discrete group action parameters allows the possibility of
having a number of fluctuation centres in a subgroup that is just equal to the number
of elements identified in going from a subgroup to the Lie algebra-identical factor
group. At the multiple point, these additional centres increase the total fluctuation
volume and thereby the unit of volume measurement for the subgroup relative to the
fluctuation volume of the factor group by a factor equal to the number of elements
identified in the factor group.
In summary, we have developed a generalised action that deals with the need for
more than the usual number of parameters in the plaquette action if one wants to
make the phases corresponding to confinement of the various invariant subgroups -
including discrete (invariant) subgroups) share a common point (i.e., the multiple
point) in the phase diagram. With our plaquette action parameterisation, we can
show the existence of and also the coincidence in one multiple point of phases cor-
responding to all invariant subgroups of the non-Abelian components of the SMG.
The invariant subgroups that we do not consider here correspond solely to additional
discrete (invariant) subgroups of U(1). The defining feature of a confinement-like
phase for an invariant subgroup is equivalent to the assumption that Bianchi identity
constraints can be neglected for such a phase in a crude weak coupling approximation
using a mean field approximation.
At the multiple point, we are dealing with first order phase transitions; there-
fore, a priori at least, our multiple point principle suffers from lack of universality.
However, the fact that a weak coupling approximation is at least approximately ap-
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plicable - even for the determination of critical couplings - leads to the irrelevance of
terms greater than second order in Taylor expansions of the action and consequently
fosters the hope of an approximative universality.
6.6 Correction due to quantum fluctuations
In our model, the SMG gauge coupling constants are to be identified with the cou-
plings for the diagonal subgroup that results from the Planck scale breakdown of
SMG3. While in the naive continuum limit, the diagonal subgroup field configura-
tions consist (by definition) of excitations that are identical for the Ngen. = 3 copies
(labelled by names “Peter”, “Paul”, · · ·) of any SMG gauge degree of freedom Abµ,
a more realistic view must take into account that the Ngen. copies of A
b
µ in SMG
3:
Abµ, Peter, A
b
µ, Paul, · · · , Abµ, Ngen. undergo quantum fluctuations relative to each other.
In this section this correction is first estimated for a confinement-like phase (hereby
justifying a disregard of Bianchi identities) and subsequently corrected so as to be
approximately correct for a Coulomb-like phase.
Including the effect of fluctuations of a general quantum field θ in the continuum
limit is done using the effective action Γ[θcl.]:
Γ[θcl.] = S[θcl.]− 1
2
Tr(log(S
′′
[θcl.])). (205)
The correction to the continuum couplings that we calculate below consists in iden-
tifying the classical continuum action
∫
d4x −1
4g2
(gF aµν)
2 with the effective action Γ -
instead of with the lattice action S - in the naive continuum limit approximation.
In calculating this correction, we ignore non-Abelian effects and assume that the
action S
Monte Carlo
used in the literature[74, 73, 78] deviates only slightly from the
Manton action for which the Trlog correction is simply a constant. The SMonte Carlo
could for example be the popular cosine action in the U(1) case. First, however,
we note that a change in the functional form of the action by δS(θcl.) leads to a
functional change in the effective action Γ(θcl.) that differs from δS(θcl.) by a term
proportional to Tr δS
′′
[θcl.]
S′′ [θcl.]
:
δΓ[θcl.] = δS[θcl.] +
1
2
Tr(δ(log(S
′′
[θcl.]))) = δS[θcl.] +
1
2
Tr(
δ(S
′′
[θcl.])
S ′′[θcl.]
) (206)
But as we are assuming that the variation δS[θcl.] is done relative to the Manton
action, we have
1
2
Tr(
δ(S
′′
[θcl.])
S
′′
Manton[θcl.]
) =
1
2
Tr(S
′′
[θcl.]〈(θ − θcl.)2〉) (207)
where we have used that S
′′
Manton[θcl.] ∝ 〈(θ − θcl.)2〉−1 = const. and that, up to a
constant, δ(S
′′
[θcl.]) = S
′′
[θcl.] (modulo a constant).
Neglecting non-Abelian effects, we generalise this result to non-Abelian gauge
groups and write it more concretely using U = eiθ
ata and S[U ] =
∑
✷ S✷(U(✷)):
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Γ[Ucl.] = S[Ucl.] +
1
2
∆S✷(Ucl.(✷))〈(θa✷(✷)− θa✷ cl.(✷))2〉 (summation over a) (208)
We have for the Laplace-Beltrami operator
1
2
∆S(U(✷))
def.
= lim
ǫ→0+
∫
dN
2−1f exp(− 12ǫf2a )(S(U · eifbtb)− S(U))∫
dN2−1f exp(− 12ǫf2d )f2e
(sum over a, b, d, e).
(209)
where fa and ta denote respectively the ath Lie algebra component and Lie algebra
generator. Upon expanding (in the representation r) the exponential exp(ifbTb, r)
representing exp(ifbtb) the argument of which is assumed to be small inasmuch as
the fb are assumed to be small, there obtains
= lim
ǫ→0+
∑
r
βr
dr
∫
dN
2−1f exp(− 12ǫf2a )Tr(U · (−12fbfcTb, rTc, r))∫
dN
2−1f exp(− 12ǫf2d )f2e
(sum over a, b, c, d, e)
(210)
=
∑
r
βr
dr
Trr(U · (−12(Tb, r)2))
N2 − 1 (sum over b) (211)
where we have expanded the plaquette action in characters: for the representation
r of dimension dr the character χr is given by χr = Trr(U(✷)) and
S(U(✷)) =
∑
r
βr
dr
Trr(U(✷)). (212)
We have
1
2
∆S(U(✷)) =
∑
r
−1
2
βr
dr
Trr(U(✷))
C(2)r
N2 − 1 (213)
where C(2)r is the quadratic Casimir for the representation r. The Casimir is de-
fined as C(2)r 1r
def.
=
∑
b(Tb, r)
2. For the groups SU(2) and SU(3), the Lie alge-
bra bases in the fundamental (defining) representations are taken respectively as
Tb, r=f = Tb, r=2 =
σb
2
and Tb, r=f = Tb, r=3 =
λb
2
. The subscript f denotes the fun-
damental representation; σb and λb are the Pauli and Gell-Mann matrices with the
normalisation Tr(σ
a
2
σb
2
) = δ
b
a
2
and Tr(λ
a
2
λb
2
) = δ
b
a
2
. With this basis convention, and
with the left-handed quark doublet field as an example, the covariant derivative is
D j βµi α = ∂µδ
j
i δ
β
α − ig2Abµ
(σb) ji
2
δ ji − ig3Abµ
(λb) βα
2
δ βα − ig1
1
6
Aµδ
j
i δ
β
α . (214)
where the index b labels Lie algebra components, the indices i, j label matrix ele-
ments of the (2-dimensional) fundamental representation of SU(2), and the indices
α, β label the matrix elements of the (3-dimensional) fundamental representation
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of SU(3). The factor 1
6
in the last term is the U(1) quantum number y
2
where y is
weak hyper-charge; the convention used is Q = y
2
+ IW3 .
The above convention for the generators of SU(2) and SU(3) in the fundamental
representation f leads to a Casimir C
(2)
f =
N2−1
2N
for an SU(N) group. From this it
follows that, for the adjoint representation (denoted by adj.), the Casimir C
(2)
adj. for
an SU(N) group is given by C
(2)
adj. = N .
Ignoring Bianchi identities, we get for the deviations
〈(θPeter − θdiag.)2a〉 =
N2 − 1
2
(
1
2
∑
r
βr
C(2)r
N2 − 1)
−1(sum over a) (confinement phase)
(215)
= −{βf
df
Trf(Udiag.(✷))C
(2)
f +
βadj.
dadj.
Tradj.(Udiag.(✷))C
(2)
adj.}
1
2
N2 − 1
βfC
(2)
f + βadj.C
(2)
adj.
Letting the sum over representations run only over the fundamental (=defining)
and adjoint representations labelled respectively by the subscripts f and adj. (the
only representations used in the Monte Carlo runs of references [74, 73, 78]), we get
for the effective action (208)
Γ(Udiag.(✷)) = (216)
=
βf
df
Trf(Udiag.(✷))(1−
C
(2)
f (N
2 − 1)
2(βfC
(2)
f + βadj.C
(2)
adj.)
)+
βadj.
dadj.
Tradj.(Udiag.(✷))(1−
C
(2)
adj.(N
2 − 1)
2(βfC
(2)
f + βadj.C
(2)
adj.)
)
So with the continuum correction we have to make the replacement
βr → βr(1− C
(2)
r (N
2 − 1)
2
∑
rˆ βrˆC
(2)
rˆ
) (for “confinement phase”) (217)
This expression for the effective action has been obtained using the approxi-
mation that all plaquette variables can be regarded as independent (i.e., Bianchi
identities have been disregarded). This approximation is appropriate for the con-
finement phase. However, as we are interested in criticality as approached from
the Coulomb phase (i.e., Coulomb phase in our scale dependent sense), we want
the quantum fluctuation correction in this phase where Bianchi identities must be
respected. These identities reduce the number of degrees of freedom per plaquette
that can fluctuate independently by a factor 2. In going to the Coulomb phase, the
continuum-corrected βr is modified as follows:
βr(1− C
(2)
r (N
2 − 1)
2
∑
rˆ βrˆC
(2)
rˆ
)confinement → βr(1− C
(2)
r (N
2 − 1)
4
∑
rˆ βrˆC
(2)
rˆ
)Coul. phase (218)
Without the continuum correction, we have for the fine structure constants at the
multiple (i.e., triple ) point
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1αtriple point, no cont.
= 4π
∑
r
C(2)r βr, triple point
N2 − 1 (naive continuum limit). (219)
With the continuum-corrected βr in the Coulomb phase we have for the fine structure
constants at the triple point
1
α
triple point, cont.
= 4π
∑
r
C
(2)
r
N2 − 1βr triple point(1−
C
(2)
r (N2 − 1)
4
∑
rˆ βrˆ, triple pointC
(2)
rˆ
) = (220)
4π
∑
r
C(2)
N2 − 1βr triple point(1− πC
(2)
r αtriple point, no cont.)
6.7 Calculation of non-Abelian critical couplings at Planck
scale
It can be argued that at the multiple point of the phase diagram for the whole
SMG3 = SMG×SMG×SMG, the non-Abelian (plaquette) action parameters for
each of the three Cartesian product factors take the same values as at the multiple
point for a single gauge group SMG. This allows us to determine the multiple point
action parameters for the gauge group SMG3 from a knowledge of the multiple point
action parameters for just one of the SMG factors of SMG3. Accordingly, we can
calculate the multiple point critical couplings from the couplings for the isolated
SU(2) and SU(3) groups. To this end, we have used figures from the literature
[74, 73, 79] to graphically extract the coordinates (βf , βadj.)triple point of the triple
point:
For SU(2): (βf , βadj.)triple point = (0.54, 2.4)
For SU(3): (βf , βadj.)triple point = (0.8, 5.4)
The calculation of α−12 and α
−1
3 are presented in Tables 4 and 5 respectively. In these
tables, the subscripts adj. and f denote respectively the adjoint and fundamental
representations of the groups considered.
In order to get an idea of the order of magnitude of the error involved in estimat-
ing the average over the Laplace-Beltrami of the plaquette action only to next to
lowest order, we note that we can calculate such an average to all orders in the case
of a cos θ action for a U(1) gauge theory. In this case the averaging is readily per-
formed and leads to an exponential for which the first terms of a Taylor expansion
coincide with the terms we calculated using (220). This suggests that also in the
non-Abelian cases it might be quite reasonable to “exponentiate” our “continuum”
corrections and subsequently use the change made by such a procedure as a crude
estimate of the error due to our omission of the second order perturbative terms.
By exponentiated continuum corrections we mean by definition that, instead of the
replacements (217) and (218), we use respectively
βr → βr exp(−C
(2)
r (N
2 − 1)
2
∑
rˆ βrˆC
(2)
rˆ
(for “confinement”) (221)
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Table 4:
Table 4: SU(2) Gauge Coupling
Prediction for continuum limit cou-
pling estimate, 1/α2, triple point, cont.,
using
1. not exponentiated:
14.2︷ ︸︸ ︷
0.71 · 20+
1.5︷ ︸︸ ︷
0.89 · 1.7 = 15.7 ± 1
2. exponentiated:
15.0︷ ︸︸ ︷
0.75 · 20+
1.5︷ ︸︸ ︷
0.89 · 1.7 = 16.5 ± 1
Experimental value[24, 25] for
1/α2 reduced by a factor 3:
1
3 · α−12 (MZ) = 13 · (29.7 ± 0.2) = 9.9± 0.07
“desert extrapolation[24, 25]” to
Planck scale with one Higgs:
desert−→ 13 · α−12 (µP l.) = 13 · 49.5 = 16.5
βadj., triple point (i.e., at triple point) 2.4 (ca. 5% uncertainty from MC)
βf triple point (i.e., at triple point) 0.54 (ca. 10% uncertainty from MC)
βadj.-contribution to 1/α2, triple point
(without continuum correction) 4π
C
(2)
adj.
(22−1)βadj, triple point = 4π · (2/3) · 2.4 = 20
βf -contribution to 1/α2, triple point
(without continuum correction): 4π
C
(2)
f
(22−1)βf triple point = 4π · (34/3) · 0.54 = 1.7
Full 1/α2, triple point (without
continuum
correction): 1/α2, triple point, full, no cont. = 20 + 1.7 = 21.7
Continuum correction factor for
βadj.-contribution:
1. not exponentiated (using (220)): 1− C(2)adj.πα2, triple point, full, no. cont. =
1− 2π/21.7 = 1− 0.290 = 0.71
2. exponentiated: exp(−C(2)adj.πα2, triple point, full, no. cont.)=
exp(−2π/21.7) = exp(−0.290) = 0.75
Continuum correction factor for
βf -contribution:
1. not exponentiated (using (220)): 1− C(2)f πα2, triple point, full, no. cont. =
1− (34 )π/21.7 = 1− 0.109 = 0.89
2. exponentiated: exp(−C(2)f πα2, triple point, full, no. cont.) =
exp(−(34 )π/21.7) = exp(−0.109) = 0.90
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Table 5:
Table 5: SU(3) Gauge Coupling
Prediction for continuum limit cou-
pling estimate, 1/α3, triple point, cont.,
using
1. not exponentiated:
16.3︷ ︸︸ ︷
0.65 · 25+
1.4︷ ︸︸ ︷
0.84 · 1.7 = 17.7 ± 1
2. exponentiated:
17.5︷ ︸︸ ︷
0.70 · 25+
1.4︷ ︸︸ ︷
0.85 · 1.7 = 18.9 ± 1
Experimental value[24, 25] for
1/α3 reduced by a factor 3:
1
3 · α−13 (MZ) = 13 · (8.47 ± 0.5) = 2.8± 0.2
“desert extrapolation[24, 25]” to
Planck scale with one Higgs:
desert−→ 13 · α−13 (µPl.) = 13 · 53± 0.7 = 17.7 ± 0.3
βadj., triple point (i.e., at triple point) 5.4 (ca. 5% uncertainty)
βf triple point (i.e., at triple point) 0.8 (ca. 20% uncertainty)
βadj.-contribution to 1/α3, triple point
(without continuum correction) 4π
C
(2)
adj.
(32−1)βadj, triple point = 4π · (3/8) · 5.4 = 25
βf -contribution to 1/α3, triple point
(without continuum correction): 4π
C
(2)
f
(32−1)βf triple point = 4π · (43/8) · 0.8 = 1.7
Full 1/α3, triple point (without
continuum
correction): 1/α3, triple point, full, no cont. = 25 + 1.7 = 26.7
Continuum correction factor for
βadj.-contribution:
1. not exponentiated (using (220)): 1− C(2)adj.πα3, triple point, full, no. cont. =
1− 3π/26.7 = 1− 0.35 = 0.65
2. exponentiated: exp(−C(2)adj.πα3, triple point, full, no. cont.)=
exp(−3π/26.7) = exp(−0.35) = 0.70
Continuum correction factor for
βf -contribution:
1. not exponentiated (using (220)): 1− C(2)f πα3, triple point, full, no. cont. =
1− (43 )π/26.7 = 1− 0.16 = 0.84
2. exponentiated: exp(−C(2)f πα3, triple point, full, no. cont.) =
exp(−(43 )π/26.7) = exp(−0.16) = 0.85
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and
βr → βr exp(−C
(2)
r (N
2 − 1)
4
∑
rˆ βrˆC
(2)
rˆ
(for “Coulomb” phase) (222)
As evidenced by Tables 4 and 5, this exponentiation yields a change of the order of
one unit in 1/αcrit., cont. ≈ 20 from which we can estimate the uncertainty due the
neglect of higher order terms as being of the order of say 5 %.
Since our deviations from the experimental couplings extrapolated to the Planck
scale[24, 25] are of the same order of magnitude as the uncertainty in the Monte
Carlo data and the uncertainty due to chopping off the higher order continuum
corrections, a calculation of the next order corrections and increased accuracy in
the calculations are called for in order to determine if our deviations are significant.
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7 Implementing the MPCP in determining the
SMG U(1) coupling: Methods for constructing
phase diagrams
The gauge group to which we ultimately want to apply theMultiplePointCriticality
Principle (MPCP) is the Anti Grand Unified Theory (AGUT) gauge group SMG3
or some group in which the latter is embedded in such a way that SMG3 dom-
inates as the group to be considered. However for the purpose of finding the
multiple point U(1) coupling, it can be argued that we can approximately ignore
the interaction between the Abelian and non-Abelian subgroups provided we iden-
tify the U(1)i factors in U(1)
3 with the factor groups SMGi/(SU(2) × SU(3))i
(i ∈ {Peter, Paul,Maria}). In this approximation, we essentially treat SU(3)3,
SU(2)3 and U(1)3 separately. We shall now address the U(1) degrees of freedom by
endeavouring the construction of some rather rough approximations to the phase
diagram for a lattice gauge theory with the gauge group U(1)3. In order to provoke
the many possible phases (K,H), including in principle the denumerable infinity of
“phases” involving the discrete subgroups of U(1)3, it is necessary to use a functional
form for the plaquette action that is quite general.
7.1 Special problems with U(1)3
In the case of the non-Abelian subgroups of the SMG that we have dealt with in
earlier work[3, 4], the correction factor in going from the multiple point couplings
of SMG3 to the diagonal subgroup couplings is 3 corresponding to the value of the
number of generations Ngen. Recall that the diagonal subgroup couplings are in our
model predicted to coincide with the experimental U(1) coupling after extrapolation
to the Planck scale.
However, the relation of the diagonal subgroup couplings to the multiple point
critical couplings in the case of U(1)3 turns out to be more complicated than for
the non-Abelian SMG couplings. The resolution of these complications helps us
to understand the phenomenological disagreement found when a naively expected
correction factor of Ngen = 3 is used in going from the U(1) couplings at the multiple
point of U(1)3 to the couplings for the diagonal subgroup of U(1)3.
For the fine-structure constants of the non-Abelian groups SU(2) and SU(3),
it was found that experimental values extrapolated to the Planck scale agree to
within the uncertainties of our calculation with the predicted values 1/αdiag multicr =
3/αmulticr. (i.e. the inverse fine-structure constants for the diagonal subgroups of
the non-Abelian subgroups of SMG3). While the factor 3 correction to the multiple
point inverse squared coupling values obtained for a lattice gauge theory yields rather
noteworthy agreement with the experimental values of non-Abelian fine-structure
constants, the analogous relation does not hold for the U(1) gauge algebra (weak
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hyper-charge). For U(1) a correction factor of roughly 6 (or 7) is indicated phe-
nomenologically. This would naively suggest that at the Planck scale we should
postulate something like
U(1)6 or 7 =
6 or 7 factors︷ ︸︸ ︷
U(1)× · · · × U(1) (223)
rather than U(1)3 as suggested by our preferred “fundamental” gauge group SMGNgen
with Ngen = 3.
An explanation for this disparity when we use U(1)3 as the gauge group (rather
than the naively indicated U(1)6 or U(1)7) can be sought by considering how the
“Abelian-Ness” of U(1) distinguishes it from the non-Abelian subgroups.
7.1.1 The normalisation problem for U(1)
For U(1), there is no natural unit of charge in contrast to the non-Abelian groups
SU(2) and SU(3). For these latter, there is a way to normalise the fine-structure
constants by means of the commutators. The commutation algebra provides a means
of unambiguously fixing a convention for the gauge couplings that alone pertains
to the Yang-Mills fields without reference to the charge of, for example, a matter
field; the Yang-Mills fields are themselves charged in the non-Abelian case and can
therefore be used to define a charge convention. Essentially this is because the Lie
algebra commutator relations are non-linear and are therefore not invariant under
re-scalings of the gauge potential gAµ. Such scalings, if not forbidden, would of
course deprive gauge couplings of physical significance.
Because such a rescaling is possible in the case of U(1), the weak hyper-charge
fine-structure constant is only normalizable by reference to some quantum of charge.
This immediately raises the question of which particle should be declared as having
the unit quantum of charge as its hyper-charge. An equivalent way to address this
question is to ask which U(1)-isomorphic factor group of SMG should be identified
with the U(1) on the lattice to give us the critical coupling.
It is only when - on the lattice - the group of real numbers R (in the covering
groupR×SU(2)×SU(3) of the SMG) is compactified to a U(1) that a normalisation
becomes possible and thereby that the idea of a critical coupling acquires a meaning.
The only remnant in the continuum of having chosen a specific group on the lattice
is the quantisation rule of the charges (more generally, a constraint on the allowed
representations) and the lattice artifact monopoles. This suggests that we should
take the length of the U(1) in such a way as to enforce empirical charge quantisation
rules. When we state that the critical coupling for a U(1) lattice gauge theory is
given by
αcrit ∝ 1
4πβcrit
=
1
4π · 1.01 , (224)
the meaning is that this αcrit is the fine-structure constant at the phase transition
corresponding to the coupling to the smallest charge quantum allowed on the lattice.
For the SMG as we define it:
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SMG
def
= S(U(2)× U(3)) def= (R× SU(2)× SU(3))/{(2π, 12×2, ei 2pi3 13×3)n|n ∈ Z},
(225)
the charge quantisation rule for weak hyper-charge is very sophisticated[30, 31, 80]:
y/2 + d/2 + t/3 = 0 (mod 1). (226)
This means that depending on whether the non-Abelian subgroups are represented
trivially or non-trivially, the smallest allowed quantum for the weak hyper-charge
is respectively y/2 = 1 and y/2 = 1/6. This complicated quantisation rule can be
regarded as a consequence of Nature having chosen the gauge group[19, 81] S(U(2)×
U(3)). In spite of the fact that the global structure of this group imposes the severe
restriction (226) on the possible representations, it still allows all representations
that are seen phenomenologically.
The U(1) centre of SMG is embedded in the latter in a complicated way. In order
to determine the non-Abelian coupling of the SMG, one must relate the U(1) centre
of the SMG and the simple U(1) studied using Monte Carlo methods on a lattice.
Our earlier work suggests that the disconnected Z2 and Z3 centres of respectively
the non-Abelian SMG subgroups SU(2) and SU(3) should both alone be confined
in phases that convene at the multiple point. In order to respect this requirement in
the present work, it is necessary to require that the class of ZN discrete subgroups
ZN for which there can be phases convening at the multiple point that are solely
confined along ZN must be as follows: when ZK is in this class, then so are the
groups ZK + Z2 = ZK ′ (where K
′ is the smallest integer multi-plum of K that is
divisible by 2) and the groups ZK + Z3 = ZK ′′ (where K
′′ is the smallest integer
multi-plum of K divisible by 3). Hence, for the phases that convene at the multiple
point, the greatest N of a phase that is solely confined w.r.t a subgroup ZN must
be such that N is divisible by 2 and 3 and thus also by 6.
A rule48 from our earlier work[71] states that the coupling for a continuous Lie
(sub)group L at the multiple point is given - to a good approximation - by the
critical coupling for a the factor group L/ZNmax anywhere along the phase border
where the Coulomb-like degrees of freedom corresponding to this factor group are
critical. Here Znmax denotes the largest discrete subgroup that alone confines in a
phase that convenes at the multiple point. We shall refer to this rule as the ZNmax
factor group rule.
We shall argue below that the largest discrete subgroup of the U(1) centre of
SMG that is solely confined in a phase that convenes at the multiple point does not
result in a U(1)-isomorphic factor group of length shorter than that corresponding to
the identification of SU(2)× SU(3) with the identity. This corresponds to dividing
the largest possible non-Abelian subgroup out of the SMG; the result is a factor
group isomorphic with U(1)/Z6:
48In calculating the continuum coupling for a continuous Lie (sub)group, the effect on this
continuum coupling due to having discrete subgroups that convene at the multiple point can be
taken into account by calculating as if these discrete subgroups were totally confined (instead of
being critical as is the case at the multiple point).
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U(1)/Z6
−≃ SMG/(SU(2)× SU(3)). (227)
Consequently, we shall also argue that the U(1) critical coupling
√
4παcrit ob-
tained using Monte Carlo simulations of a U(1) lattice gauge theory is to be identified
with the charge quantum of the factor group SMG/(SU(2)×SU(3)). Subsequently
we shall substantiate that it is reasonable to take this charge quantum as the weak
hyper-charge of the left-handed positron (i.e., y/2 = 1). The arguments for this
choice are indeed pivotal for the credibility of the proposed model. Had we for
example taken the lattice critical coupling
√
4παcrit as the hyper-charge of the left-
handed quarks - which are assigned to the 2⊗ 3 representation of SU(2)× SU(3): ur ub uy
dcr d
c
b d
c
y
 , (228)
this would lead to an αcrit(µP l) that was a factor 6
2 = 36 times larger than that
obtained the left-handed positron.
We return to these matters in Section 7.1.3.
7.1.2 The infinity of discrete subgroups of U(1)3
Recall that at the multiple point, there are, in addition to phases confined w.r.t.
continuous subgroups, also phases that are confined solely w.r.t. discrete subgroups.
We use as the definition of confinement that Bianchi identities can be disregarded
in the sense that plaquette variables can be treated as independent variables. We
define Bianchi variables to be the group product of the plaquette variables enclosing
a 3-volume. The simplest Bianchi variable on a hyper-cubic lattice are the 3-cubes
enclosed by six plaquettes. Bianchi variables are identically equal to the group
identity. This constraint introduces in general correlations between the values taken
by plaquettes forming the boundary of a 3-volume. In the case of a first order phase
transition, there is a “jump” in the width of the distribution of plaquette variables
in going from a Coulomb to a confining phase. Our claim is that this “jump” is
explained by a change in how effective Bianchi identities are in enforcing correlations
between plaquette variable distributions for different plaquettes forming the closed
surface of a 3-volume. In the Coulomb phase, Bianchi identities can presume-ably
only be satisfied by having the sum of phases (thinking now of U(1)) of the plaquettes
bounding a 3-volume add up to zero. At the transition to a confining phase, the
width of plaquette variable distributions is large enough so that Bianchi identities
are readily fulfilled in any of a large number of ways in which the values of plaquette
variables can sum to a non-zero multiple of 2π. This greater ease (energetically)
with which Bianchi identities can be satisfied for a variety of configurations of values
of boundary plaquette variables means that Bianchi identities are less effective in
causing correlations between plaquette variables which in turn allows even greater
fluctuations in plaquette variables in a sort of chain reaction that we claim is the
explanation for the sudden decrease in the Wilson loop operator at the Coulomb to
confining phase transition.
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Were it not for Bianchi identities, the distributions of values taken by Bianchi
variables would correspond (for a simple 6-sided cube) to the 6-fold convolution of an
independent plaquette variable distribution (i.e., uncorrelated with the distribution
on other plaquettes). For such a distribution, it turns out that the critical value
of the inverse squared coupling coincides with a change from a distribution cen-
tred at the group identity to an essentially “flat” (i.e., Haar measure) distribution.
That the 6-fold convolution of independent plaquette variable distributions becomes
rather“flat” at the critical value of the coupling concurs nicely with our characteri-
sation of confinement as the condition that prevails when the fulfilment of Bianchi
identities has become almost “infinitely easy” energetically and can therefore be
neglected in the sense that plaquette variable distributions for different plaquttes
can be taken as approximately independent.
If it is a discrete subgroup that is confined, there will be subsidiary peaks in the
exponentiated plaquette action eS✷ at nontrivial elements of this discrete subgroup.
Confinement occurs just when the subsidiary peaks are accessed with sufficient prob-
ability so that the 6-fold convolution of the plaquette distribution over elements of
the discrete subgroup leads to comparable probabilities for accessing all of these
discrete subgroup elements (i.e., when the 6-fold convolution of a plaquette variable
distribution takes values at all elements of the discrete subgroup with roughly the
same probability).
Having in the plaquette distribution the presence of subsidiary peaks (i.e., max-
ima of the distribution of group elements) at nontrivial elements of discrete sub-
groups affects the value of the critical coupling of the continuous (i.e., Lie) group
degrees of freedom at the Coulomb to confinement phase transition. However, once
the discrete subgroup is in the confining phase, the dependence of the Lie group crit-
ical coupling on the relative heights of the peaks has essentially reached a plateau.
This is so because fluctuations along the discrete subgroup are by definition large
enough so that the transition-relevant distribution obtained as the 6-plaquette con-
volution of the plaquette distribution over the discrete group is essentially already
flat so that going deeper into confinement will hardly access more elements of the
Lie group. So the Lie group coupling is essentially unchanged in going from the mul-
tiple point to where the discrete subgroup is deeply confined (meaning parameter
values for which the discrete peaks are equally high). Here the fluctuations along the
discrete subgroup and the cosets that are translations of it are maximal (i.e., equal
probabilities for all the elements in a coset) and one therefore needs effectively only
to consider the factor group obtained by dividing out the discrete subgroup. This
is the reasoning underlying the ZNmax factor group rule discussed above. The rule
states that to a good approximation, the multiple point continuous group coupling
equals the critical coupling for this factor group.
7.1.3 Resolving the U(1) normalisation problem
There is the problem with U(1) that the principle of multiple point criticality sug-
gests that there should even be phases convening at the multiple in which there
is solely confinement of ZN subgroups of arbitrarily large N . This would result in
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couplings that vanish. However, if we also give the matter fields some arbitrarily
large number of the charge quanta of the U(1) that corresponds to the lattice com-
pactification of R, the coupling of these matter particles need not be zero. But then
our prediction would (only) be that the matter coupling is a rational number times
the multiple point critical coupling.
In order to suggest the manner in which this rational factor might arise, let us
speculate in terms of a model for how our universe came about. First we describe
the model; then we formulate two concise statements from which the model follows.
We end this Section by arguing for the validity of the two statements.
Assume that at high temperatures (e.g. immediately following the“Big Bang”),
the phase that dominates is that having the largest number of light particles. Recall-
ing that the various phases convening at the multiple point have the same vacuum
energy density (in Minkowski language), such a phase would constitute the ”highest
pressure” phase that could be expected to expand at the expense of other phases.
We speculate that such a phase has an optimal balance of unconfined fermions and
unconfined monopoles. However, unconfined monopoles are present in phases that
are confined w.r.t. discrete subgroups (i.e., ZN subgroups). So in terms of our specu-
lative picture, we do not expect the high temperature dominant phase to be a totally
Coulomb-like phase but rather a phase confined w.r.t. some discrete subgroups. In
this scenario, we would claim that the phase in which we live - “our” cold-universe
phase - has the maximal number of monopole charges consistent with having the
phenomenologically known electrically charged particles (quarks and leptons). This
leads us to a system of monopoles (in “our” cold-universe phase) causing confine-
ment for any fraction of the electric charges known to exist phenomenologically.
The picture to have in mind is that “our” cold-universe phase is but one of many
degenerate phases that can convene at the multiple point of a cold universe. We
speculate that the reason that only our phase is realized is because “our” phase
dominated so effectively at the high temperatures following the “Big Bang” that
all other phases disappeared with the result that these phases are non-existent in
the present low-temperature universe. Had there existed “seeds” of these phases in
the present universe, they could have competed more or less successfully with “our”
phase.
Let us examine this proposal for “our” universe in the context of a U(1) lattice
gauge theory. We denote by the symbol U(1)fund the U(1) gauge group that is
associated with the compactification that establishes the Abelian degrees of freedom
on the fundamental lattice. Let us furthermore assume that there is some integer
Nmax such that ZNmax is the largest discrete subgroup of U(1)fund that can confine
alone in one of the phases convening at the cold-universe multiple point. This
corresponds to having Coulomb-like behaviour for the coset-degrees of freedom of
the factor group U(1)fund/ZNmax . This means that if a ZN with N > Nmax confines
in a phase that convenes at the multiple point, it does so not alone but because the
continuous U(1) degrees of freedom also confine. Finally, let Nour be defined such
that ZNour is the largest discrete subgroup that alone is confined in “our” phase
(which is assumed to be among the phases that meet at the multiple point).
With the assumption of anNmax, we can immediately conclude that the U(1)fund/ZNmax
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representation of U(1)fund has the largest minimum allowed charge quantum. Let
us denote this as Qmax. Furthermore, we can conclude that the smallest allowed
charge quantum - namely that of U(1)fund - is Qmax/Nmax.
In terms of monopoles, we have of course the dual situation: denoting the small-
est allowed monopole charge for U(1)fund asmfund, the factor group U(1)fund/ZNmax
allows monopoles of fractional charge the only restriction being that these must be
multiples of mfund/Nmax.
The above proposal for “our” cold-universe phase as a vacuum that allows
monopoles causing confinement for any fraction of the electric charges (measured in
charge quanta of U(1)fund) known to exist phenomenologically follows as a conse-
quence of the validity of two statements:
1. Nour and Nmax are such that:
Nmax = 6 ·Nour
Nour not divisible by 2 or 3.
2. The critical coupling ecrit =
√
4παcrit for a U(1) lattice gauge theory de-
termined using Monte Carlo methods should be identified with the charge
quantum Qmax of the factor group U(1)fund/ZNmax .
Before substantiating these statements, we first discuss some conclusions that
that follow from assuming the validity of them.
As long as the conditions of statement 1 are fulfilled, Nmax can be arbitrarily
large without making the coupling at the multiple point vanish (see first paragraph
of (this) Section 7.1.3). The smallest allowed charge quantum in “our” phase is
Nour(Qmax/Nmax)
def
= Qour; the discrete subgroups Z2 and Z3 are not confined in
“our” phase. These discrete subgroups Z2 and Z3 - which are only found once as
subgroups of ZNmax - are confined (alone) only in phases to which are associated
minimum allowed charge quanta larger than Qour. Using the statement 2, we can
fix the value of the smallest allowed charge quantum in the phase with /bzNmax alone
confined as
√
4παcrit and thus in “our” phase as Qour = Nour · (
√
4παcrit/Nmax).
It is now necessary to give an argument for which physical particles should have
Qmax =
√
4παcrit as its charge quantum. As stated above, earlier work leads us to
expect the Z2 and Z3 centres of respectively SU(2) and SU(3) to confine alone in
phases convening at the multiple point. The phase with Z2 × Z3 confined alone co-
incides with the phase with Coulomb-like behaviour for the coset degrees of freedom
of the factor group SMG/(SU(2)× SU(3)) −≃ U(1)/Z6 corresponding to the trivial
representation of the SU(2)× SU(3) degrees of freedom. The left-handed positron
e+L is the singlet under SU(2)× SU(3) that has the smallest charge.
At the end of this Section, we shall give a speculative argument for why it is natu-
ral that the phase in which there alone is confinement of SMG/(SU(2)×SU(3)) −∼
U(1)/Z6 should be identified with the phase in which there is confinement solely
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of the discrete subgroup ZNmax corresponding to Coulomb-like degrees of freedom
for the cosets of
U(1)fund/ZNour
Z6
= U(1)fund/ZNmax . This identification puts the
hyper-charge of the left-handed positron into correspondence with the factor group
U(1)fund/ZNmax charge quantum
√
4παcrit.
Use now the usual convention for hyper-charge: y/2 = Q/6QL (for particles of
hyper-charge Q) and associate (y/2)e+L
= 1 with Q = Qmax =
√
4παcrit (the U(1)
lattice gauge critical coupling). This determines the hyper-charge quantum QL of
“our” phase (which has unconfined quarks and leptons at the Planck scale) as QL =√
4παcrit
6
. This is the charge quantum of the 2⊗ 3 representation of SU(2)× SU(3).
The properties ascribed to “our” cold-universe phase are contingent upon the
validity of statements 1 and 2 above. Let us now argue for the validity of these
statements (in reverse order).
Statement 2 follows basically from the ZNmax factor group rule for the multiple
point coupling of continuous degrees of freedom as discussed on page 7.1.3. This rule
states that if the multiple point for U(1)fund has contact with a phase in which a
discrete subgroup ZN ∈ U(1)fund is alone confined, then to a very good approxima-
tion, the multiple point value of the coupling for the continuous degrees of freedom
(i.e., the coupling values that reflect the effect of also having a phase confined alone
w.r.t ZN that convenes at the multiple point) is obtained by assuming that this
discrete subgroup is totally confined (instead of having the multiple point (i.e., crit-
ical) coupling value). This is tantamount to identifying the multiple point value
of the coupling of the continuous degrees of freedom of U(1)fund with the value of
the critical coupling for the factor group U(1)fund/ZN . If there are more than one
phase convening at the multiple point that is confined solely w.r.t. some discrete
subgroup, then the best approximation to the multiple point coupling of the con-
tinuous degrees of freedom of U(1)fund is given by the critical value of the coupling
of the factor group with the largest discrete subgroup ZNmax divided out: i.e., the
critical coupling value of U(1)fund/ZNmax . We referred to this approximation as the
ZNmax factor group rule.
The approximate validity of statement 2) follows using results from Monte Carlo
simulations of lattice gauge theories. From these results the critical value ecrit =√
4παcrit of the coupling for factor groups groups of the type U(1)fund/ZN with
N = 2 or 3 can be deduced. As the identification of the critical coupling for
U(1)fund/ZNmax with the critical coupling for U(1)fund/ZN (N = 2 or 3) is good
even for N << Nmax, the approximate validity of statement 2) follows.
To establish the validity of statement 1, write as above Nmax = pNour where
p ∈ Z and Nour is such that ZNour is the largest discrete subgroup of U(1)fund that is
confined in “our” phase. We note first that Nour cannot be divisible by 2 or 3. Had
this been the case, we would have respectively the subgroups Z2 and Z3 confined in
“our” phase. This would correspond to a restriction of the possible Coulomb-like de-
grees of freedom to those having the charge quantum of a factor group isomorphic to
SMG/(SU(2)×SU(3)). The latter is a singlet w.r.t SU(2)×SU(3) and accordingly
has a charge quantum too large to allow the 2⊗ 3 representation of SU(2)× SU(3)
needed for having the phenomenologically observed left-handed quarks and leptons.
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Phenomenologically at least, our phase does not have confinement of quarks and
leptons at the Planck scale.
However, in order to have the (unrealized) phases with Z2 and Z3 alone confined
among the degenerate cold-universe phases that convene at the multiple point, it is
necessary that p be divisible by 2 and 3: p = q ·6. To establish statement 1) however,
we need to argue that q = 1. This somewhat speculative argument goes as follows.
Let us imagine that there are extra degrees of freedom that are hidden from us but
which also tend to go into different phases. Let us speculate that the extra hidden
degrees of freedom influence the form of our “fundamental” Lagrangian. So really
our “fundamental” Lagrangian is an effective Lagrangian; which effective Lagrangian
is realized as our “fundamental” Lagrangian can depend on which phases that hid-
den degrees of freedom are in. It is important for the argument that the difference
that these extra degrees of freedom can make as to which effective Lagrangian is
realized as our “fundamental” Lagrangian can even be manifested as different num-
bers of quanta of U(1)fund for quarks and leptons for different effective Lagrangians.
From this point of view, figuring out which phase would have maximum pressure
immediately following the “Big Bang” also requires looking at different “possible”
effective Lagrangians (corresponding to hidden degrees of freedom being in different
phases and even perhaps having quarks and leptons made up of different numbers
of quanta of U(1)fund) before “deciding” on what our “fundamental” Lagrangian
should be. These different “fundamental ” Lagrangians (i.e., different effective La-
grangians among which ours is found) are different because the extra to us hidden
degrees of freedom of other fundamental theories can be in phases having various
different minima. Using as input that observed quarks and leptons must not be con-
fined, this picture favours a choice for our “effective” Lagrangian that corresponds
to quarks and leptons having the largest possible number of the charge quanta of
U(1)fund; i.e., the largest possible number of the quanta Qmax/Nmax. This allows
the largest possible discrete subgroup to be confined in “our” phase and accordingly
the greatest number of monopoles consistent with having observed fermions.
Another way of putting this is that phenomenology tells us that Z2 and Z3
cannot be confined in our phase. So the corresponding monopoles are not available
for helping to have a high pressure at the high temperatures immediately following
the Big Bang. However, all possible other monopoles can help create high pressure at
high temperatures; the corresponding discrete subgroups are expected to be confined
in “our” phase. The argument is that when the hidden degrees of freedom can go into
one or another phase that lead to one or another “effective” Lagrangian for us, the
effective Lagrangian that can be expected to become our “fundamental” Lagrangian
is one that doesn’t “waste” monopoles in the sense that the charge quanta of “our”
phase (i.e., of the factor-group U(1)fund/ZNour) do not consist of a smaller number
of fundamental quanta Qmax/Nmax than absolutely necessary in order to have the
phenomenologically forbidden Z2 and Z3 monopoles convene in (unrealized) cold-
universe degenerate phases convening at the multiple point49. This dictates that
49E.g., if there were two effective Lagrangians Leff 1 and Leff 2 - one leading toNmax = 42·Nour1
and the other to Nmax = 6 · Nour2 (assuming Nmax the same in both cases) - we would expect
Leff 2 to be be realized as the “our” effective Lagrangian because Qour2 = Nour2 QmaxNmax =
Qmax
6
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Nmax is just a single factor 6 larger than Nour so that q = 1 above as we set out to
show.
7.2 Portraying U(1)3 and its subgroups
The phase diagram for the group U(1)3
def
= U(1)Peter×U(1)Paul×U(1)Maria ⊂ SMG3
can be expected to be rather complicated because of its many subgroups. There is a
denumerable infinity of compact subgroups of U(1)3 (discrete as well as continuous
subgroups ranging in dimension from zero to three). We shall seek an approximate
U(1)3 phase diagram in the context of a Lattice gauge theory with a Manton action.
As mentioned above, even a continuum action term of for example the form∫
d4xF Peterµν F
µν Paul is invariant under gauge transformations in the case of Abelian
groups such as U(1)3 simply because F Peterµν and F
µν Paul are separately gauge in-
variant 50. In particular, a Manton action can have a term of this type and therefore
a general Manton action can be written
S✷;,Man(θ
Peter, θPaul, θMaria) = min{θˆigikθˆk|θˆj = θj mod (2π)} (230)
where i, k ∈ {Peter, Paul,Maria} and gik is the metric tensor.
We may choose more general coordinates by defining new coordinates θi as linear
combinations of the old ones θ˜j : θi → Kikθ˜k. Under such a transformation, an action
term of for example the type (F Peterµν )
2 may transform into a linear combination
involving also terms of the type F µν PeterF Paulµν and vice versa. Also, the identification
mod 2π is transformed into a more general identification modulo a lattice L in the
covering group R3:
~θ ˜identified ~θ +~l where ~l ∈ L (231)
The meaning of (231) is that ~θ and ~θ +~l corresponds to the same group element of
U(1)3.
Because the requirement of gauge invariance for an action defined on the Abelian
gauge group U(1)Peter×U(1)Paul×U(1)Maria does not prohibit linear combinations
of F µνPeter, F
µν
Paul and F
µν
Maria that can lead to bilinear terms of the type F
µν
PeterFµν Paul,
there are many possible formulations corresponding to the same physics (this as-
sumes of course that the functional form of the action and the quantisation rules
are changed appropriately in going from one formulation to another). So points in
the phase diagram should correspond to equivalence classes of formulations having
the same physics.
The gauge group U(1)3 is a (compact) factor group of the covering group R3
obtained by dividing out a discrete subgroup L isomorphic to Z3 that we refer to as
is larger than Qour1 =
Qmax
42 . Relative to the Lagrangian Leff 2, the Lagrangian Leff 1 lacks a
confined Z7 subgroup and therefore the pressure contribution from the corresponding monopoles.
50Under a gauge transformation, we have
Tr[FPeterµν F
µν Paul]→ Tr[Λ−1 PeterFPeterµν ΛPeterΛ−1 PaulFµν PaulΛPaul] 6= Tr[FPeterµν Fµν Paul]
(229)
unless gauge transformations commute with the F Iµν ’s I ∈ {“Peter”, “Paul”, · · ·}.
157
the identification lattice L. This is just the 3-dimensional lattice of elements of R3
that are identified with the unit element in going to U(1)3. If we assume that R3
is provided with an inner product, there will be a recipe for constructing a unique
Manton action
S✷(~θ) = min{~θ′Tg~θ′|~θ′ ∈ ~θ + L}. (232)
where g denotes the metric tensor. The point is that we construct the metric g so
that it describes the Manton action. The expression (232) is just the generalisation
of (50) to the case of an arbitrary choice of coordinates instead of the special case
in (50) where coordinates are referred to basis vectors ~l ∈ L.
For ease of exposition, it is useful to consider U(1)2 as a representative prototype
for U(1)3. Physically different Manton actions correspond to different classes of
isometric-ally related embeddings of the identification lattice into the Euclidean
plane (i.e., R2 provided with the action-related metric). A pair of embeddings where
one is rotated w.r.t. the other correspond to physically the same Manton action.
Such rotations could be implemented by coordinate transformations that transfers
the coordinate set from one embedding into being the coordinate set of the rotated
embedding. Obviously the two lattice constants (call them aPeter and aPaul) and the
angle (call it φ) between the two lattice directions are isometric-ally invariant (i.e.,
invariant under rotations). Hence the specification of the properties of a physically
distinct Manton action (for U(1)2) requires three parameters. These can be taken
as the three independent matrix elements of the metric tensor. We re-obtain the
coordinate choice (50) by adopting as our coordinate choice the requirement that
the identification lattice has the coordinates51
2π(nPeter, nPaul) with nPeter, nPaul ∈ Z. (233)
We give now a concrete example. Using the coordinates (233) for the identifica-
tion lattice, the class of embeddings corresponding to a given Manton action S✷(~θ)
given by (232) is specified by the metric tensor
g =
 g11 g12
g21 g22
 =
 βPeter2
√
βPeterβPaul
4
cosφ√
βPeterβPaul
4
cos φ βPaul
2
 . (234)
In particular, for ~θ = (2π, 0) it follows that
S✷Man(~θ) = (2π, 0)g
 2π
0
 = βPeter
2
(2π)2. (235)
We define
51We require of this coordinate system that it allows the group composition rule (denoted with
“+”) for two elements (θPeter , θPaul) and (θ
′
Peter , θ
′
Paul): (θPeter , θPaul)+(θ
′
Peter , θ
′
Paul) = (θPeter+
θ′Peter , θPaul + θ
′
Paul).
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βPeter
2
(2π)2
def
= a2Peter. (236)
βPaul
2
(2π)2
def
= a2Paul.
where aPeter and aPaul denote respectively the identification lattice constants in the
respectively the Peter and Paul directions along the lattice.
Strictly speaking, two different metric tensors (235) may correspond to the same
physical action because there are different ways of representing the same physics that
are related by (discrete) isomorphic mappings of the identification lattice into itself.
But these discrete ambiguities do not affect the number of (continuous) parameters
needed - namely three for U(1)2.
Using the covering group R3 with the Manton-action metric and the embedded
identification lattice, it is possible to depict, among other things, the denumerable
infinity of compact subgroups of U(1)3. Starting at the identity of the covering group
R3, it is seen that the identification lattice induces a U(1) subgroup on any direction
along which a lattice point is encountered at a finite distance from the unit element
of R3. Recall from above that the lattice constant ai is inversely proportional to
the coupling: ai = 2π
√
βi
2
(i ∈ {Peter, Paul,Maria}) . So the larger the distance
from the identity to the first encountered lattice point along some one-dimensional
subgroup of U(1)3, the weaker is the coupling for this subgroup. In particular, if we
have ai = ai crit = 2π
√
βi crit
2
for all nearest neighbour lattice points, then all other
one-dimensional subgroups will be in a Coulomb-like phase and at least somewhat
removed from the phase boundaries at which confinement would set in.
We want to let the MPCP single out the identification lattice L - which of
course means a system of couplings - that will bring the maximum number of phases
together. We shall consider phases corresponding to subgroups of dimension ranging
from 0 to 3 as candidates for phases that can meet at a multiple point.
If the Peter, Paul and Maria directions of the lattice are chosen to be mutually
orthogonal (corresponding to a cubic identification lattice), we have in this choice a
proposal for a multiple point in the sense that, by choosing the nearest neighbour
lattice constants to correspond to critical couplings, we have a Manton action de-
scribed by the geometry of this identification lattice such that various phases can
be reached by infinitesimal changes in this lattice and thereby in the action form.
By such infinitesimal modifications, one can reach a total of 8 phases with con-
finement of 8 subgroups. These subgroups are the ones corresponding to directions
spanned by the 6 nearest neighbour points to, for example, the origin (i.e., unit
element) of the orthogonal lattice: 1 zero-dimensional subgroup (with the Manton
action, we do not get discrete subgroups confining), 3 one-dimensional subgroups,
3 two-dimensional subgroups and 1 three-dimensional “subgroup” (i.e., the whole
U(1)3). For the choice of the orthogonal lattice, the action (50) is additive (i.e.,
without interactions) in the Peter, Paul, and Maria terms and the diagonal cou-
pling is multiplied by the same factor 3 as for the non-Abelian couplings (see (111)
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above). However, as already mentioned, an additive action is without interaction
terms. These are important for the U(1) diagonal coupling.
It turns out that we can get a larger number of phases to convene at the mul-
tiple point using a hexagonal lattice. Really this refers to a special way of having
interaction terms of the type F Peterµν F
µν Paul in such a way that there is an abstract
symmetry similar to that of a hexagonal lattice. The hexagonal identification lattice
results in a better implementation of theMPCP . With the hexagonal choice of lat-
tice, it is possible with infinitesimal departures from a lattice with critical distance
to the nearest neighbours to provoke any one of 12 different phases in the “volume”
approximation (after some slight extra modifications; see Section (7.3.2) below) or
15 different phases in the “independent monopole” approximation (Section (7.3.1)
below): one phase corresponding to confinement of the zero-dimensional subgroups,
six phases corresponding to confinement of one-dimensional subgroups, four phases
(seven in the “independent monopole” approximation) corresponding to confinement
of two-dimensional subgroups and one phase corresponding to confinement of the
whole three-dimensional U(1)3. The choice of the hexagonal lattice obviously better
satisfies the MPC principle. The fact that the hexagonal lattice introduces interac-
tions between the Peter, Paul and Maria degrees of freedom in the Lagrangian is
not forbidden for U(1) contrary to the situation for the non-Abelian couplings where
such mixed terms in the Lagrangian would not be gauge invariant (unless they were
of fourth order or higher).
Originally the hexagonal identification lattice was invented as a way of optimally
realizing the multiple point criticality idea for U(1)3 and its continuous subgroups.
But we should also endeavour to have phases confined alone w.r.t. discrete Abelian
subgroups in contact with the multiple point. However, it is a priori not obvious
that this hexagonal identification lattice can be used for implementing the multiple
point criticality principle in the case of the discrete subgroups ZN of U(1)
3 which,
according to theMPCP should also be present at the multiple point. For example, it
seems unlikely that subgroups of Z32 can in analogy to the 6+4+1+1 = 12 continuous
subgroups U(1)3 (in the hexagonal scheme) separately confine at the multiple point.
The reason is that Z2 does not have sufficiently many conjugacy classes so that
the subgroups of Z32 can have a generic multiple point at which 12 phases convene
inasmuch as Z32 has only 8 elements and consequently only 8 conjugacy classes
52.
Consequently, at most 8 phases can convene at a generic multiple point if we restrict
ourselves to single plaquette action terms and only allow confinement of Z32 and
subgroups thereof.
In general, having a phase for a gauge group G that confines alone along an
(invariant) subgroup H requires that the distribution of elements along H is rather
broad and that the cosets of the factor group G/H alone behave in a Coulomb-like
fashion which most often means that the distribution of these cosets must be more or
52 By including action terms involving several plaquettes it would in principle be possible to have
an action parameter space of dimension high enough to have a generic confluence of the 12 phases
each which is partially confined w.r.t. a different discrete subgroup of Z32. However, even assuming
that our MPCP were correct, it might not be sufficiently favourable for Nature to implement it
to this extreme.
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less concentrated about the coset consisting of elements identified with the identity.
Let us think of the hexagonal identification lattice for U(1)2 (the latter for the
sake of illustration instead of U(1)3) that is spanned by the variables θPeter and θPaul
say. In the most general case, the action for a U(1)2 gauge theory could be taken as
an infinite sum of terms of the type
anmcos(nθPeter +mθPaul) (237)
Let us enquire as to what sort of terms could be used to attain criticality for
Z2 Peter×Z2 Paul ⊂ U(1)2 itself as well as for subgroups of Z2 Peter×Z2 Paul ⊂ U(1)2.
Denote elements of U(1)2 as (θPeter, θPaul) and use additivity in the Lie algebra as
the composition rule:
(θ1 Peter, θ1 Paul) ◦ (θ2 Peter, θ2 Paul) = (θ1 Peter + θ2 Peter, θ1 Paul + θ2 Paul). (238)
Relative to the identity (0, 0), the elements of Z2 Peter × Z2 Paul ⊂ U(1)2 (each
of which constitutes a conjugacy class) are (0, π), (π, 0), and (π, π) (assuming a
2π normalisation). Note that the terms in (237) having even values of both m
and n cannot be used to suppress the probability density at nontrivial elements of
Z2 Peter × Z2 Paul relative to the identity element (0, 0); such even n and even m
terms of (237) therefore leave Z2 Peter × Z2 Paul and its subgroups totally confined.
Note however by way of example that all terms of (237) with odd n and even m
contribute to the suppression of the element (π, θPaul) ∈ Z2 Peter×Z2 Paul relative to
the element (0, θPaul) ∈ Z2 Peter×Z2 Paul (where θPaul ∈ Z2 Paul can be anything) and
can therefore be used to render the subgroup Z2 Peter critical (while the distribution
over the elements of the subgroup Z2 Paul is flat for any element of Z2 Peter which
means that Z2 Paul is left totally confined). We observe that while all such odd-n
even-m terms
n = 2p+ 1 for p ∈ Z (239)
suppress the probability density at (π, θPaul ∈ Z2 Paul) relative to (0, θPaul ∈ Z2 Paul),
these odd-n terms also concentrate probability density at p different maxima along
U(1)Peter \ Z2 Peter; i.e., at elements (0 < θPeter < π, θPaul ∈ Z2 Paul). However
these p extra maxima in probability are not “noticed” by Z2 Peter × Z2 Paul and its
subgroups because such maxima are located at elements of U(1)Peter×U(1)Paul that
do not coincide with elements of Z2 Peter × Z2 Paul. The point to be gleaned from
this example is that for the purpose of rendering the Z2 Peter ∈ U(1)Peter ×U(1)Paul
degrees of freedom critical, we can do the job with any one representative from
among the infinite number of terms of (237) having coefficients anm with n odd and
m anything. We can therefore make the choice n = 1 without loss of generality. This
choice will also be seen to be a convenient way to approximately decouple the action
parameters relevant to degrees of freedom corresponding to continuous subgroups of
U(1)Peter×U(1)Paul and the degrees of freedom corresponding to discrete subgroups
of U(1)Peter × U(1)Paul.
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Generalising the above example, we can enumerate a choice for the smallest set of
parameters anm in (237) that permits us maximal freedom in trying to get partially
confining phases w.r.t. subgroups of U(1)Peter×U(1)Paul (including Z2 Peter×Z2 Paul
and subgroups thereof) to convene at the multiple point. Such a choice is conve-
niently made as follows:
• confinement alone along Z2 Peter and a peaked Coulomb-like distribution of
the cosets of the factor group (Z2 Peter×Z2 Paul)/Z2 Peter is achieved using any
term anm of (237) for which with n is even andm is odd; we choose a01
def
= βPaul
and set all other n-even, m-odd terms equal to zero.
• confinement alone along Z2 Paul and a peaked Coulomb-like distribution of the
cosets of the factor group (Z2 Peter×Z2 Paul)/Z2 Paul is achieved using any term
anm of (237) for which m is even and n is odd; we choose a10
def
= βPeter and set
all other m-even, n-odd terms equal to zero.
• confinement alone along53 {(1, 1), (−1,−1)} ⊂ Z2 Peter ×Z2 Paul and a peaked
Coulomb-like distribution of the cosets of the factor group (Z2 Peter×Z2 Paul)/{(1, 1), (−1,−1)}
is achieved using any term anm of (237) for which both with n and m is odd;
we choose a11
def
= βinteraction and set all other n-odd, m-odd terms equal to
zero.
This gives us effectively three free parameters with which we can try to bring discrete
partially confining phases together at the multiple point. This choice using
anm = a10
def
= βPeter, (240)
anm = a01
def
= βPaul
and
anm = a11
def
= βinteraction
is the most smooth choice. Other choices for action terms with n and/or m odd
could potentially result in additional maxima in the probability density that are not
centred at elements of Z2 Peter × Z2 Paul ⊂ U(1)Peter × U(1)Paul (e.g., for p 6= 0 in
(239)). But these additional maxima would effectively not influence the distribution
of continuum degrees of freedom as such additional maxima can easily be suppressed
by (dominant) n-even, m-even action terms everywhere on U(1)Peter × U(1)Paul
except at elements of Z2 Peter×Z2 Paul Representing these dominant n-even, m-even
action terms by the smoothest ones corresponds to using just three non-vanishing
parameters to adjust the continuum degrees of freedom along subsets of U(1)Peter×
U(1)Paul:
53We want the anti-diagonal subgroup if we want an analogy to the third direction in the
hexagonal identification lattice; however for Z2 the anti-diagonal subgroup coincides with the
diagonal subgroup {(1, 1), (−1,−1)}. Here we have changed to a notation for the elements of
U(1)Peter × U(1)Paul corresponding to a multiplicative composition of group elements.
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a20
def
= γPeter. (241)
a02
def
= γPaul
and
a22
def
= γinteraction.
So we end up with six parameters where the three n-even, m-even ones can be
used to bring phases confined w.r.t. continuous subgroups of U(1)Peter × U(1)Paul
together at the multiple point. These parameters are approximately independent of
the parameters βPeter, βPaul and βinteraction than can be used to bring phases confined
w.r.t. discrete subgroups of U(1)Peter×U(1)Paul together at the multiple point. We
end up with an action S
S = γPeter cos(2θPeter)+βPeter cos θPeter+ γPaul cos(2θPaul)+βPaul cos θPaul+ (242)
+βinteract cos(θPeter + θPaul) + γinteraction cos(2(θPeter + θPaul)).
Let us assume that γPeter, γPaul and γinteraction have been chosen so as to bring
U(1)2 and the continuous subgroups of U(1)2 together at the multiple point. This
leaves three approximately independent parameters that can be used as coefficients
to plaquette action terms defined on Z2 × Z2 and its subgroups. These parameters
can be adjusted so as to bring phases confined w.r.t. subgroups of Z2×Z2 together
at the multiple point. That we have three (effectively) independent parameters up to
a constant action term is in accord with Z2×Z2 having just four elements (i.e., four
possible conjugacy classes). With three parameters we can have a generic multiple
point at which four phases convene. However, the number of possible different phases
(regardless of whether they can all meet at the multiple point) obtainable by varying
the parameters βPeter, βPaul, and βinteract is five. Two of the five possible phases
correspond to total confinement and totally Coulomb-like behaviour for Z2 Peter ×
Z2 Paul; the remaining three possible phases correspond to confinement along 1-
dimensional54 subgroups of Z2 Peter × Z2 Paul enumerated above in connection with
our procedure for choosing βPeter, βPaul, and βinteract. However, only two of these
three phases with confinement solely along 1-dimensional subgroups can convene at
a (generic) multiple point. This is different from the situation for U(1)2 (i.e., for
the continuum); it is shown elsewhere that in this case, all three phases that are
confined solely along a 1-dimensional subgroups can convene at a single (generic)
multiple point.
On the other hand, for ZN (with N > 3) there are enough conjugacy classes (and
thereby potential action parameters) so that for any of the three directions θPeter,
θPaul and θPaul − θPeter in Z3 we can independently choose to have a somewhat flat
distribution of group elements (corresponding to confinement-like behaviour)) along
54Strictly speaking, Z2 Peter×Z2 Paul and subgroups hereof are of course all 0-dimensional; when
we talk about “1-dimensional subgroups of discrete groups” we mean the (measure zero) sets that
coincide with elements of, e.g., the 1-dimensional subgroup U(1)Peter ∈ U(1)3.
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for example the θPeter direction while at the same time having a peaked distribution
of the cosets of the factor group (ZN Peter × ZN Paul)/ZN Peter (corresponding to
Coulomb-like behaviour for these degrees of freedom). This is of course just the
partially confining phase confined w.r.t. ZN Peter. It turns out that also for Z3, this
is in principle at least just barely possible.
For U(1)3, an analogous difference between the subgroups Z32 and Z
3
N (N > 3)
is found. Of the six possible 1-dimensional subgroups of Z32, only three of the
corresponding partially confining phases can convene at any (generic) multiple point
as compared to the situation for U(1)3 where six such phases can convene at the
multiple point.
According to the multiple point criticality principle, we should determine the
critical U(1) coupling corresponding to the multiple point in a U(1)3 phase diagram
where a maximum number of partially confining phases convene. This also applies
of course to the possible 1-dimensional discrete subgroups. We deal with these latter
subgroups by using an appropriate correction to the continuum U(1) coupling in a
later Section.
Beforehand, it is not known whether it is even numerically possible to have
criticality for the discrete subgroups using the hexagonal symmetry scheme for the
couplings. At least in the case of Z2, the subgroups in some directions are lacking
because there are not enough action parameters to bring them all to the multiple
point. Hence the Z2 correction should only have a weight reflecting the contribution
from the fraction of these 1-dimensional discrete subgroups that (alone) can be
confined at the multiple point. For Z32, it turns out that only one half (i.e., three
out of six) of the hexagonal nearest neighbour 1-dimensional subgroups can convene
at a (generic) multiple point. In the boundary case of Z33, it is not entirely clear as
to whether the contribution should also be reduced by some factor.
On the other hand, for Z3N (N > 3), it is not strictly excluded to have the
six 1-dimensional phases at a (generic) multiple point that correspond to the six
analogous phases of U(1)3. This reflects the fact that for Z3N with N > 3, there
are sufficiently many conjugacy classes55 so that the hexagonal identification lattice
that is so efficient in getting phases corresponding to continuous subgroups of U(1)3
to convene at the multiple point can presumably also bring the analogous phases of
discrete subgroups Z3N (N > 3) together at the multiple point.
When we talk about “contributions” of ZN subgroups to
1
g2
, we are anticipating
that in a later Section, we shall make approximate corrections for our having initially
neglected that there should also be phases convening at the multiple point for which
the various discrete invariant subgroups are alone confining while the corresponding
continuous factor groups behave in a Coulomb-like fashion. The correction procedure
that we use results in small corrections to the critical continuum couplings that we
loosely refer to as “contributions” to the inverse squared couplings from Z2, Z3, etc.
55Strictly speaking, this is also true for Z3: there are eight conjugacy classes corresponding
to the eight elements of Z3. However, it can hardly be useful to have separate action terms for
elements g ∈ Z23 and −g ∈ Z23. So for the purpose of provoking different partially confining phases
independently, there are effectively only four conjugacy classes. But four action parameters are in
principle at least just sufficient to bring 1 + 3+ 1 = 5 phases together at a generic multiple point.
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In summary, it is possible for ZN discrete subgroups of large enough N to real-
ize all possible combinations of phases for the (nearest neighbour) 1 - dimensional
subgroups of the hexagonal identification lattice coupling scheme. These partially
confining phases should also convene at the multiple point; we deal with this re-
quirement in an approximate way in a later Section by making a correction to 1
g2
for
discrete subgroups ZN with various values of N . The result of the discussion above
is that the approximate correction that will be made to ( 1
g2
)mult point coming from
taking into account that we also want to have partially confining phases w.r.t. Z32 at
the multiple point is reduced by a factor 3
6
= 1
2
relative to the analogous correction
for Z3N (N > 3). It may also well be that the contribution in the marginal case of Z3
should also be reduced by some factor. These considerations will be incorporated
into the presentation of our results.
7.3 Mapping out the phase diagram for U(1)3: approxima-
tive techniques
7.3.1 Monopole condensate approximation - outline of procedure
The philosophy of the first approximation to be used to estimate which phase is ob-
tained for given parameters is that the decisive factor in distinguishing the Coulomb-
like phase (or Coulomb-like behaviour of some of the degrees of freedom) from the
confinement phase is whether quantum fluctuations are such that the Bianchi iden-
tities are important or essentially irrelevant in introducing correlations between pla-
quette variables.
That is to say we imagine that the phase transition between a “Coulomb” and
confining phase - as function of the parameters β - occur when the fluctuations of
the plaquette variables take such values that the fluctuation of the convolution of the
number of plaquette variable distributions (coinciding with the number of plaquettes
bounding a 3-cube - e.g., six for a hyper-cubic lattice) become just large enough so
as to be essentially spread out over the whole group (or over the elements within
the cosets of a factor group) in question and thereby rendering Bianchi identities
essentially irrelevant.
The idea behind this philosophy is that when the fluctuations are so large that a
naive (i.e. neglecting Bianchi constraints) convolution of the 6 plaquettes making up
the boundary of a 3-cube fluctuates over the whole group (leading essentially to the
Haar measure distribution), the Bianchi-identity is then assumed to be essentially
irrelevant in the sense that each plaquette fluctuates approximately independently
of the other plaquettes that form the boundary of a 3-cube. In this situation there is
essentially no (long range) correlations. This is of course the characteristic feature
of a confining phase.
If, however, fluctuations of the convolutions of plaquettes variable distributions
eS✷ for the six plaquettes bounding a 3-cube do not cover the whole group, the
Bianchi identities are important in the sense that the constraint that these impose
leads to a correlation of plaquette variable fluctuations over “long” distances (i.e.,
at length scales of at least several lattice constants). Such “long” range correlations
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are taken as the characteristic feature of a Coulomb-like behaviour.
The idea of phase determination according to whether the fluctuations in pla-
quette variables are small enough so that Bianchi identity constraints can introduce
“long” range correlations or not can be translated into a lattice monopole scenario:
a Coulomb-like phase corresponds to a scarcity of monopoles while the vacuum of
a confining phase is copiously populated by monopoles. For a single U(1) gauge
group, a monopole (or rather the cross section in the time track of a monopole)
is just a 3-cube for which the values of the bounding plaquette variables - defined
say by the convention that Lie-algebra (angle) variables take values in the interval
[−π, π) - have fluctuations large enough so as to get back to the unit element by first
adding up to a circumnavigation of the whole group. Such a traversal of the whole
2π length of the group as the way the Bianchi identity is realized is tantamount to
having a lattice artifact monopole. The confinement phase is characterised by the
copious occurrence of such monopoles.
The case where the gauge group is U(1)3 is slightly more complicated. As seen
above, the group U(1)3 can be thought of as the cosets of the group R3 modulo
an identification lattice. A unique assignment of an element of the group R3 to
each U(1)3-valued plaquette requires a convention which we take to be the choice
of that element among the coset representatives having the shortest distance to
the zero-element of R3. With such a convention, we can, for any 3-cube, now
ask if the sum of the R3 representatives for the surrounding plaquette variables
typically add up to the unit element (as is characteristic of the Coulomb-like phase)
or instead add up to one of the nontrivial elements of the identification-lattice (as
is characteristic of a confining phase) corresponding respectively to not having a
monopole or having a monopole with some Ngen-tuple of magnetic monopole charges
2π(nPeter, nPaul, nMaria) (nPeter, nPaul, nMaria ∈ Z).
Monopoles come about when the Bianchi identities (one for each of the Ngen
U(1) subgroups labelled by names “Peter”, “Paul” and “Maria”) are satisfied by
having the values of the plaquette variables of a 3-cube add up to a lattice point
other than that corresponding to the identity element of R3. In other words, a
monopole is a jump from the origin of the R3 identification lattice to another point
of the identification lattice that takes place when values of the variables for the
plaquettes surrounding a 3-cube add up to a nonzero multiple of 2π for at least one
of the Ngen = 3 U(1)’s of U(1)
3 as the way of fulfilling the Bianchi identities.
Having a phase in which for example a one-dimensional subgroup - U(1)Peter
say - is confined corresponds to having, statistically speaking, an abundance of
cubes of the lattice for which the monopole charge 2π(nPeter, nPaul, nMaria) is typi-
cally ±2π(1, 0, 0) but (depending on couplings) also with less frequent occurrences
of the monopole charges ±2π(2, 0, 0), ±2π(3, 0, 0), · · · as well as only occasional
monopoles with nPaul 6= 0 and nMaria 6= 0. Which phase is realized is determined
of course by the values of the couplings. We recall that the information about
the couplings is “built into” the distance between lattice points of the identifica-
tion lattice. Confinement along for example the U(1)Peter subgroup corresponds to
having a less than critical distance between nearest neighbour lattice points lying
along the U(1)Peter subgroup. It is also possible to have confinement along two di-
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mensional subgroups (including the orthogonal two-dimensional subgroups) and the
entire (three-dimensional) U(1)3.
We want to use the monopole condensate model to construct a phase diagram
for U(1)3. A confining subgroup is generated in a direction along which the spacing
between nearest (identification lattice) neighbours is smaller than that corresponding
to critical coupling values. In general, the critical coupling for a given subgroup
depends on which phases are realized for the remaining U(1) degrees of freedom.
For example, confinement for a given one dimensional subgroup of U(1)3 occurs for a
weaker coupling when one or both of the other U(1) degrees of freedom are confined
than when both of these other degrees of freedom are in Coulomb-like phases. In
the roughest monopole approximation, these interactions between phases is ignored.
Accordingly, the critical distance in one direction is taken to be independent of
the distance between neigh-boring identification lattice points in other directions.
This approximation is appropriate if we take the transition as being second order
because the fluctuation pattern then goes smoothly through the transition so that
the transition for one subgroup does not abruptly change the fluctuation pattern
significantly for another subgroup.
In this approximation, seeking the multiple point is easy. Multiple point critical-
ity is achieved simply by having the critical distance between identification lattice
points in all nearest neighbour directions. In this approximation, the number of
phases convening at the multiple point is maximised by having the largest possible
number of nearest neighbour directions (i.e., maximum number of one-dimensional
subgroups). This just corresponds to having the tightest possible packing of iden-
tification lattice points. In three dimensions (corresponding to Ngen = 3) tightest
packing is attained using a hexagonal lattice. The generalisation to U(1)3 for the
coordinate choice of (233) is that the points to be identified with the unit element
are
2π(nPeter, nPaul, nMaria) (nPeter, nPaul, nMaria ∈ Z). (243)
and with this coordinate choice the value of the Manton action at the multiple point
is given by
S✷Man(~θ(✷)) = θ
i(✷)gikθ
k(✷) (i, k ∈ {Peter, Paul,Maria}) (244)
where
g =
βcrit
2

1 1
2
1
2
1
2
1 1
2
1
2
1
2
1
 . (245)
Here we review briefly the symmetry properties of the hexagonal lattice in the
metric of (245). A point of the lattice has 12 nearest neighbours that define a cub-
octahedron. Under an isometric transformation that leaves the identification lattice
invariant (as a set), one of the 12 nearest neighbours be transformed into another one
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Figure 20: The nearest neighbours of a chosen point in the identification lattice
form a cub-octahedron. The metric used is that which corresponds to taking the
squared distance as the Manton action.
in 12 ways. Moreover, the 4 points adjacent to any one of the 12 nearest neighbour
points must be transformed into each other in 4 ways. In this way we account for
the 4 × 12 operations that exhaust the allowed symmetry operations of the point
group characterising the symmetry of the hexagonal lattice.
For the purpose of elucidating the symmetries of the hexagonal identification
lattice, it is useful to introduce an extra (superfluous) coordinate θ4. First let us
rewrite S✷Manton in (244) as
~θTg~θ = ~θT

β
2


1/2 0 0
0 1/2 0
0 0 1/2
+
1
2

1 1 1
1 1 1
1 1 1



~θ = (246)
=
β
4
(θ21 + θ
2
2 + θ
2
3 + (−θ1 − θ2 − θ3︸ ︷︷ ︸
def
= θ4
)2) =
β
4
4∑
i=1
θ2i
where θ1 = θPeter, · · · , θ3 = θMaria; θ4 = −∑3i=1 θi.
In this coordinate system with the superfluous coordinate θ4, we have the con-
straint
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4∑
i=1
θi = 0 (247)
and the hexagonal lattice is characterised as the set of points with coordinates
(θ1, θ2, θ3, θ4) ∈ 2πZ4. (248)
In this notation, it is apparent that the symmetry group for the lattice and the
metric consists of the permutations combined with or without a simultaneous sign
shift of all four coordinates.
Each of the 12 nearest neighbours to any site of the identification lattice (e.g.
the group identity) have, in the 4-tuple coordinate notation, just two non-vanishing
coordinates (that sum to zero). The 1-dimensional subgroups correspond to the 6
co-linear pairs of these 12 nearest neighbours.
The 2-dimensional subgroups are of two types. One type, of which there are 4,
are spanned by the identity and any (non-co-linear) pair of the 12 nearest neighbour
sites that have a common non-vanishing coordinate. A given subgroup of this type
contains 6 nearest neighbour sites positioned at the corners of a hexagon; all 6 such
sites of a given 2-dimensional subgroup of this type have a vanishing coordinate in
common; e.g., the 6 nearest neighbours with a “0” for the first coordinate belong to
the same 2-dimensional subgroup of this type. That there are four such subgroups
follows from the fact that there are 4 possibilities for having a common vanishing
coordinate in the 4-tuple notation. The other type of 2-dimensional subgroups -
there are 3 mutually orthogonal such subgroups - are each spanned by 2 pairs of
nearest neighbour sites where the two sites of each such pair have no common non-
vanishing coordinates. There are 3 such pairs:
(±2π, 0,∓2π, 0)
(0,±2π, 0,∓2π)
(249)
(±2π,∓2π, 0, 0)
(0, 0,±2π,∓2π)
(250)
(±2π, 0, 0,∓2π)
(0,±2π,∓2π, 0).
(251)
Any of the 3 pairs (249), (250), (251) span one of the
 3
2
 = 3 orthogonal 2-
dimensional subgroups.
The 3-dimensional “subgroup” (which of course is the whole R3 space) corre-
sponds in the 4-tuple notation to the (whole) hyper-plane specified by
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{~θ|
4∑
i=1
θi = 0}. (252)
The 0-dimensional subgroup corresponds simply to the identification lattice site that
is chosen as the group identity.
7.3.2 Group volume approximation
In this approximation, which is an alternative to the monopole approximation, we
calculate the free energy as a function of the couplings for each phase ansatz (i.e.
each partially confining phase). The criterion for having a phase in contact with the
multiple point is that there is some region of plaquette action parameter space in-
finitesimally close to the multiple point where the corresponding free energy function
is the most stable (i.e., larger than the free energy functions of all the other phases
that meet at the multiple point). In Section 6.3, the approximate expression (137)
for the free energy was derived56 per active link57. We use the notation logZH⊳G
for the free energy function corresponding to the phase for which H is the largest
confined invariant subgroup of the gauge group G:
(logZH⊳G)per active link = log
 (π/6) dG2
β
dG
2
G vol(G)
+ log
 (6π) dH2
β
dH
2
H vol(H)
 . (253)
where
β
1
2
dim H
H
def
=
∏
i
β
1
2
dim Hi
i (254)
and the index i runs over the Lie algebra ideals 58 of H .
Consider two partially confining phases in the case that one of these is confined
w.r.t to the invariant subgroup HI and the other is confined w.r.t. the invariant
subgroup HJ . At any point in parameter space where these two partially confining
phases meet (including the multiple point of course) the condition to be satisfied
is logZHI⊳G = logZHJ⊳G. This together with (253) leads to the following condition
that is fulfilled at any point on the phase boundary separating these two phases:
56In obtaining this relation, we used Gaussian integrals in the Lie algebra to approximate group
integrals, the approximation of independent plaquettes for the confined subgroup H (i.e., Bianchi
identities are neglected), and a weak coupling mean field description for the Coulomb phase degrees
of freedom G/H .
57 For a 4-dimensional hyper-cubic lattice, there are 3 active links per site (i.e., the number of
dimensions reduced by the one dimension along which the gauge is fixed) and 6 plaquettes per
site. This yields 2 plaquettes per active link. So the quantity logZ per active site is the half of
the quantity logZ per plaquette.
58For example, for H = SMG, β
1
2dim H
H = β
1
2
U(1)β
3
2
SU(2)β
8
2
SU(3) and for H = U(3), β
1
2 dim H
H =
β
1
2
U(1)β
8
2
SU(3). Note that vol(U(3)) =
1
3vol(U(1))·vol(SU(3)) because U(3) is obtained by identifying
the 3 elements of the Z3 subgroup of the centre of U(1)× SU(3).
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log(6π)
dim(HJ )−dim(HI )
2 = log
β
dim(HJ )
2
HJ
vol(HJ)
β
dim(HI )
2
HI
vol(HI)
. (255)
We want of course to consider (253) in the special case for which G = U(1)3.
Using here a slightly different notation, designate by logZHn the free energy per
active link for the phase ansatz for which one of the above-mentioned n-dimensional
subgroups Hn of U(1)
3 (dim(Hn) = n; n ∈ {0, 1, 2, 3}), is confining and the fac-
tor group U(1)3/Hn behaves in a Coulomb-like way (Hn could be one of the 1-
dimensional subgroups: e.g., H1 = U(1)Peter say). Let us denote by a the lattice
constant of the identification lattice. Rewriting (253) and specialising to the case of
the gauge group G = U(1)3 and HJ = Hn reveals the dependence of the free energy
per active link on the quantity loga:
logZHn = C − (dim(U(1)3) + dim(Hn)) log a (256)
where dim(U(1)3) = 3 and dim(Hn) are respectively the dimension of the gauge
group (i.e., the U(1)3 part of SMG3) and the dimension of the subgroup Hn and
C is a quantity that does not depend on the identification lattice constant a. The
slope of the various phase ansa¨tze is just
d logZHn
d log a
= −(dim(U(1)3) + dim(Hn)). (257)
Upon rewriting (255), one obtains for the condition defining the phase boundary
between the phase with confinement along the subgroup Hn and the phase with
confinement along Hm the equation
(6π)(dim(Hn)−dim(Hm))/2 =
( a
2
2π2
)dim(Hn)/2cn(2π)
dim(Hn)
( a
2
2π2
)dim(Hm)/2cm(2π)dim(Hm)
(n,m ∈ {0, 1, 2, 3}) (258)
where the volume vol(Hn) of the subgroup Hn ⊆ U(1)3, measured in the coordinate
θ, is
vol(Hn) = cn(2π)
dim(Hn). (259)
The quantity cn is a factor associated with the subgroup Hn that depends on the
geometry of the identification lattice.
As an example, consider first a cubic identification lattice (actually we shall end
up using an hexagonal lattice as this better satisfies the principle of multiple point
criticality). For the cubic lattice with a = a1 crit
def
= 2π
√
βcrit
2
, it is possible to have
the confluence of three phases of the type corresponding to 1-dimensional subgroups
of U(1)3 at a multiple point - namely those corresponding to the 1-dimensional
subgroups along the Peter, Paul, andMaria directions of the lattice having a1 crit =
2π
√
βcrit
2
(the subscript “1” on a1 crit denotes that it is a one dimensional subgroup
that is critical). Furthermore, in the case of the cubic identification lattice, it will
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be seen that phases corresponding to all subgroups of G = U(1)3 are simultaneously
critical when the identification lattice constant a = a1 crit = 2π
√
βcrit
2
. This follows
by observing that the free energy logZn (n ∈ {0, 1, 2, 3}) for the different ansa¨tze
(i.e., confinement along the various possible subgroups) are equal for the same value
of the identification lattice constant a (i.e., for a = a1 crit) because the constants cn
in (258) are independent of the dimension dim(Hn) of the subgroup (and therefore
equal). Hence the condition (258) that defines the boundary between two partially
confining phases is independent of dimension. This then means that for the unit cell
of the cubic identification lattice, all the quantities logZn (n ∈ {0, 1, 2, 3}) intersect
for a = a1 crit = 2π
√
βcrit
2
= 2π
√
1.01
2
= 4.465. So the use of the cubic identification
lattice with a = a1 crit shows that it is possible to have a multiple point at which
8 partially confining phases are in contact: there is one totally confining phase
(corresponding to H3), three phases corresponding to three 2-dimensional subgroups
H2, three phases corresponding to three 1-dimensional subgroups H1, and a totally
Coulomb-like phase corresponding to H0. In particular, the coupling corresponding
to the diagonal subgroup of U(1)3 (in the first approximation, this is the coupling
that we identify with the continuum U(1) coupling) is down by a factor
√
3 relative
to the critical coupling for a U(1) lattice gauge theory. This follows because the
inverse of the ratio of the length of the diagonal to the critical lattice constant is√
3. Phenomenologically, a factor of roughly
√
6 rather than
√
3 is needed so we must
conclude that for the U(1) continuum coupling, the prediction of the multiple point
criticality principle using a cubic identification lattice is at odds with experiment.
However, the multiple point criticality principle states that we should seek the
values of the continuum U(1) coupling at a point in parameter space at which a max-
imum number of phases come together. We have already seen that for a hexagonal
identification lattice in the covering group R3 of the gauge group U(1)3, we can, in
terms of the 12 nearest neighbours of a site in the hexagonal identification lattice,
identify a total of 15 subgroups corresponding to 15 partially confining phases. Even
though we shall discover in the sequel that 3 of these 15 partially confining phases
- the 2-dimensional “orthogonal” phases given by (249-251) - are not realistically
realizable in the volume approximation inasmuch as these phases are “pushed” too
far away from the multiple point in the volume approximation, there remains 12
partially confining phases that can be made to convene at the multiple point. This
is, in view of the multiple point criticality principle, an improvement upon the to-
tal of 8 phases that can be realized at the multiple point in the case of the cubic
identification lattice.
It will be seen that the price we must pay for realizing these 12 remaining partially
confining phases at the multiple point in the case of the hexagonal identification
lattice instead of the 8 partially confining phases of the cubic identification lattice
is that these 12 phases no longer come together exactly at a common value of the
identification lattice constant a if we use a pure Manton action (232).
For the hexagonal identification lattice, the problem is that when the lattice
constant a is chosen so that a = a1 crit
def
= 2π
√
βcrit
2
corresponding to criticality for
the 1-dimensional subgroups, this choice fixes the values of the couplings for the 2-
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and 3-dimensional subgroups at sub-critical values. For example, for a = a1 crit, the
free energy functions logZ0 and logZ1 are equal corresponding to the coexistence
of the totally Coulomb-like phase and the six phases that are confined along 1-
dimensional subgroups. However, if for example one wishes to have coexistence
of the totally Coulomb-like phase and the four phases that are confined along the
four 2-dimensional subgroups, it will be seen (Table 7) that log a must be decreased
by 1
4
log(4/3). But this reduction in log a would put the phases corresponding to
1-dimensional subgroups into confinement.
Information about the cubic and hexagonal lattices are tabulated in Tables 6
and 7. Table 6 pertains to the cubic lattice; Table 7 to the hexagonal identification
lattice. The entries in the first four (five) rows and columns of Table 6 (Table 7) give
the values of the identification lattice constant a2 (in terms of a21 crit) at which pairs
(corresponding to a row and column heading) of free energy phase ansa¨tze intersect;
i.e., these entries are the quantities
a2
a21 crit
=
(
cn
cm
) −2
dim(Hn)−dim(Hm)
(n,m ∈ {0, 1, 2, 3}) (260)
obtained by rewriting (258) and using that a21 crit = 3π (obtained from (258) with
n = 1 and m = 0. The quantities a and a1, crit = 2π
√
βcrit
2
are respectively the
identification lattice constant and the critical value of the (identification) lattice
constant. The quantities cn are the volume correction factors associated with the
subgroup Hn (n ∈ {0, 1, 2, 3}). These are also tabulated in the tables below. All
the volume correction factors are unity for the cubic identification lattice. For the
hexagonal lattice, c0 and c1 are both unity whereas c2 =
√
3/4 and c3 =
√
1/2
corresponding respectively to the ratio of area of a minimal parallelogram in the
hexagonal lattice to the area of a simple plaquette in the cubic lattice and the ratio
of the volume of a (minimal) parallelpipidum of the hexagonal lattice to the volume
of a simple cube in the cubic lattice.
However, the amount by which the free energy functions for these different phases
fail to intersect at a common value of the identification lattice is hopefully small
enough to be dealt with meaningfully by perturbing the Manton action (using 4th
and 6th order terms) in such a way as to allow 12 phases to convene at a multiple
point.
We therefore replace the Manton action (containing by definition only second
order terms) by a more complicated action:
S✷, Manton → S✷, Manton + S✷, h.o.
where S✷, h.o. designates higher than second order terms. In choosing the higher
order terms, we want to use the lowest possible order terms that bring together the
desired phases at the multiple point.
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Table 6: Parameters pertaining to the cubic identification lattice. The entries in
the first four rows and columns are all unity because phases corresponding to all
subgroups convene at the multiple point for the critical value of the coefficient
1
e2
U(1) crit
in the Manton action; i.e., the quantity a
2
a21 crit
=
(
cn
cm
) −2
dim(Hn)−dim(Hm) (n,m ∈
{0, 1, 2, 3}) is unity for allm,n ∈ {0, 1, 2, 3}. The quantities in the last three columns
are as explained in Table (7).
CUBIC logZH0 logZH1 logZH2 logZH3
d logZHn
d log a
# phases cn
logZH0 1 1 1 1 -3 1 1
logZH1 1 1 1 -4 3 1
logZH2 1 1 -5 3 1
logZH3 1 -6 1 1
Table 7: Parameters pertaining to the hexagonal identification lattice. As regards
the five rows and first five columns, the entry in the nth column and the mth row is
the coefficient a
2
a21 crit
=
(
cn
cm
) −2
dim(Hn)−dim(Hm) (n,m ∈ {0, 1, 2, 3}) . This is the quantity
by which 1
e2
U(1) crit
must be multiplied in order that the phases confined w.r.t. the n-
dimensional and m-dimensional subgroups can come together at the multiple point.
The slope of the
d logZHm
d log a
, calculated from (257), is given in the sixth column. Column
seven gives the number of phases of dimension m. The entries in column eight are
the “volume” correction factors cn (see (259)) in the hexagonal lattice relative to
the corresponding (unit) “volumes” in the cubic lattice.
HEXAG. logZH0 logZH1 logZH2orthog logZH2 logZH3
d logZHn
d log a
# phases cn
logZH0 1 1 1
√
4
3
3
√
2 -3 1 1
logZH1 1 1
4
3
√
2 -4 6 1
logZH2orthog 1 2 -5 3 1
logZH2 1
3
2
-5 4
√
3
4
logZH3 1 -6 1
√
1
2
174
The number of additional terms needed depends on how many phases we want
to bring together at the multiple point. As explained above, we have decided to
settle for the 12 phases (corresponding to one 0-dimensional, six 1-dimensional, four
2-dimensional, and one 3-dimensional subgroups) that have the smallest possible
volume on the hexagonal lattice and which are not too far from being able to convene
at the multiple point with the Manton action alone. These 12 phases seem to exhaust
the ones for which a modification of the couplings using the procedure to be explained
below can be regarded as a small perturbation; for example, the diagonal subgroup
coupling (with pure Manton action) is so far removed from the critical couplings
of the 12 hexagonal lattice phase discussed above that we a priori give up trying
to have a phase confined along the diagonal subgroup in contact with the multiple
point. The same applies presumably to the 2-dimensional “orthogonal” subgroups
(249-251) as already mentioned above.
Due to the high degree of symmetry of the hexagonal lattice, the conditions
for the criticality are identical for phases corresponding to the four 2-dimensional
subgroups and the six 1-dimensional subgroups. So the number of parameters we
need to get all 12 phases to convene is effectively that for four phases (corresponding
to the four possible dimensionalities of subgroups). This requires 4-1=3 parameters.
This can be compared to the generic number of parameters necessary for the meeting
of 12 phases: 12-1=11 parameters. The point is that the symmetry of the hexagonal
identification lattice allows a non-generic multiple point in an action parameter space
spanned by just three parameters. These can be chosen as the Manton parameter
(i.e., the coefficient to the second order term in a Taylor expansion of the action)
and two parameters that are coefficients to respectively a 4th and a 6th order term.
These 4th and 6th order terms are to be chosen so as to have the same symmetry
as the hexagonal lattice; otherwise we lose the symmetry that allows a non-generic
multiple point. Without the symmetry, we would in general need 11 parameters
instead of 3. It is also necessary that these two terms contribute differently to the
different free energy functions for the different types of subgroup that we want to
bring to the multiple point. Otherwise we could compensate for the effect of these
higher order terms for all subgroups by using a single new effective coefficient to the
Manton term. In other words, we want our high order terms to be such that these
give different new effective coefficients to the second order action term for different
subgroups. The effective second order coefficient is defined as the coefficient in the
Manton action that would give the same fluctuation width inside the subgroup in
question as there would be with the higher order terms in place. To this end we
use linear combinations of spherical harmonics Ylm with l = 4 and l = 6 that have
the same symmetry as the cub-octahedron (which can be taken as the “unit cell”
of the hexagonal identification lattice). These linear combinations, denoted Y4 comb
and Y6 comb, are invariant under the symmetry of the cub-octahedron.
In using the Y4 comb and Y6 comb as perturbations to the Manton action, we obtain
an effective Manton inverse squared coupling strength that varies with the direction
~ξ:
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Table 8: The 4th and 6th order action contributions needed to realize 12 partially
confining phases at the multiple point. The contributions have the symmetry of the
hexagonal identification lattice.
subgroup Y4 comb Y6 comb
〈Yl∈{4,6}〉3−dim 0 0
〈Yl∈{4,6}〉2−dim
√
7
4
5
4
√
3
35
Yl∈{4,6}; 1−dim
√
7
4
117
32
√
3
35
Yl∈{4,6}; diagsubgr 2
√
7
3
−4
√
3
35
(264)
1
e2eff (
~ξ)
. (261)
Here ~ξ denotes a vector in R3 (the covering space of U(1)3).
The desired combinations Y4 comb and Y6 comb that have the symmetry of the
cub-octahedron turn out, after a rather strenuous calculation, to be
Y4 comb =
2
3
√
7Y40 +
4
3
√
5(Y43 + Y4,−3)/i
√
2 (262)
and
Y6 comb = (−4
√
3
35
)Y60 +
√
11
10
(Y66 + Y6,−6)/
√
2 + (Y63 + Y6,−3)/i
√
2. (263)
These have been calculated in a coordinate system in which the z-axis coincides with
a 3-axis of symmetry of the cub-octahedron. In Table 8 these combinations Y4 comb
and Y6 comb are averaged over the 1,2 and 3-dimensional subgroups of U(1)
3. The
fact that both combinations vanish for U(1)3 (the 3-dimensional subgroup) reflects
of course the property that spherical harmonics vanish when integrated over the
surface of a sphere. Table 8 also gives the values of Y4 comb and Y6 comb along the
diagonal subgroup of U(1)3.
Using the Tables 6, 7, and 8, let us now determine the coefficients to the 2nd order
(i.e. Manton) as well as 4th and 6th order action terms by using the requirement
that averages over the 1, 2 and 3-dimensional subgroups of U(1)3 are equal to the
U(1) critical inverse squared coupling 1/e2U(1) crit when the volume correction factors
for the hexagonal lattice are taken into consideration. These latter are given by
(260). Using that β = 1/e2 = a2/2π2 we can write the condition to be satisfied if
the average over the subgroupHn - i.e., 〈1/e2(~ξ)〉Hn - is to have a value corresponding
to the boundary between a phase confined along Hn and the totally Coulomb phase:
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Figure 21: Contours of constant perturbed Manton action for U(1)2 represented in
the covering group R2 with the metric in the plane of the paper that is identified
with the Manton action metric. The hexagonal lattice of “•” are points identified
in compactifying from R2 to U(1)2. The purpose of the correction - it is sixth order
and gives the contours a “webbed feet” look - is to increase logZ for the phases
with confinement along one of the three 1-dimensional subgroups - i.e., along the
θPeter axis, the θPaul axis and along the line given by θPeter + θPaul = 0 - while
disfavouring fluctuations along directions that bisect the angles between these 1-
dimensional subgroup directions. This is accomplished by decreasing the gradient
of the action in these three subgroup directions while increasing the gradient in
directions that bisect the above-mentioned three subgroups
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〈 1
e2(~ξ)
〉Hn =
(
cn
c0
) −2
dim(Hn)−dim(H0) 1
e2U(1) crit
(265)
where c0 and H0 correspond to the totally Coulomb phase. Eqn. (265) yields three
equations - one for each type of subgroup Hn (n = dim(Hn)).
For n = 3 there are no contributions to 〈 1
e2
eff
(~ξ)
〉3−dim subgr from Y4 comb and Y6 comb.
The second order coefficient 1
e2
Manton
is therefore determined by the one equation
〈 1
e2eff(
~ξ)
〉3−dim subgr = 1
e2Manton
=
(
c3
c0
) −2
3−0 1
e2U(1) crit
= 2
1
3
1
e2U(1) crit
. (266)
The coefficients to Y4 comb and Y6 comb - denoted respectively as B4 and B6 - can be
obtained from the equations for 〈 1
e2
eff
(~ξ)
〉1−dim subgr and 〈 1e2
eff
(~ξ)
〉2−dim subgr. Assigning
dimensionality to the strictly speaking dimensionless quantity 1/e2, we use that
[B4]=[
1
e4
] and [B6]=[
1
e6
].
For n = 1 we have:
〈 1
e2eff(
~ξ)
〉31−dim subgr = B6〈Y6 comb〉1−dim subgr +
(
1
e4Manton
+B4〈Y4 comb〉1−dim subgr
) 3
2
=
(267)
= B6
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32
√
3
35
+
 2 23
e4U(1) crit
+B4
√
7
4
 32 =
(c1
c0
) −2
3−0 1
e2U(1) crit
3 =
1 1
e2U(1) crit
3 .
For n = 2 we have:
〈 1
e2eff(
~ξ)
〉32−dim subgr = B6〈Y6 comb〉2−dim subgr +
(
1
e4Manton
+B4〈Y4 comb〉2−dim subgr
) 3
2
=
(268)
= B6
5
4
√
3
35
+
 2 23
e4U(1) crit
+B4
√
7
4
 32 =
(c2
c0
) −2
2−0 1
e2U(1) crit
3 =
√4
3
1
e2U(1) crit
3 .
The values of the geometric factors cn are from Table 7 and the values of 〈Y6 comb〉n−dim subgr Hn
and 〈Y4 comb〉n−dim subgr Hn (n = dim(Hn) ∈ {0, 1, 2, 3}) are taken from Table 8.
Solving these equations for the coefficients B4 and B6 yields
B4 = −0.1463 and B6 = −0.7660 (269)
We have now succeeded in fitting three coefficients of a modified Manton (i.e. a
plaquette action dominated by a second order “Manton” term but having perturba-
tive 4th and 6th order terms) in such a way that 4 types of phases Hn convene at a
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multiple point in the sense that 〈1/e2eff(~ξ)〉Hn (n = dim(Hn) ∈ {0, 1, 2, 3}) is equal
to the U(1) critical coupling up to a factor pertaining to the geometry of the hexag-
onal identification lattice. Because the modified Manton action has the symmetry of
the hexagonal lattice, multiple point criticality for a phase corresponding to a given
dimension implies multiple point criticality for all phases corresponding to a given
dimension. For this reason we achieve multiple point criticality for a total of 12
phases. The averaging 〈1/e2eff(~ξ)〉Hn can be taken as an average over all directions
within the subgroup Hn using a measure defined by being invariant under rotations
leaving the Manton metric invariant.
So we now have at our disposal a means of calculating a directionally dependent
effective inverse squared coupling where the directional dependence comes from the
perturbative 4th and 6th order action terms. In a later section, we shall want to
calculate 1/e2eff in the direction corresponding to the diagonal subgroup (in a chosen
coordinate system).
Having now developed some tools for constructing approximate phase diagrams
for the gauge group U(1)3 in which the (or some chosen) multiple point can be
sought out, we proceed to do calculations in the next Section (Section 8).
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8 Calculation of the numerical value of the con-
tinuum coupling
8.1 Outline of procedure
The aim now is to calculate the continuum U(1) standard model weak hyper-charge
coupling corresponding to the “diagonal subgroup” coupling at the multiple point
of the AGUT gauge group SMG3. In principle, the multiple point should be sought
in a very high dimensional action parameter space that is also in contact with a
multitude of phases that are alone confined w.r.t discrete ZN subgroups. In an even
more correct search for the multiple point involving phases with confining discrete
subgroups, we should really consider Abelian and non-Abelian groups at the same
time (i.e, the full SMG3 or perhaps an even larger group) because discrete subgroups
having the characteristic of being non-factorizable could a priori simultaneously
involve Abelian subgroups and centres of semi-simple subgroups.
As a crude prototype to a U(1)3 phase diagram, we consider the (generic) phase
diagram spanned by the parameters of an action with cos θ, cos θ
2
and cos θ
3
terms.
This action, which is one of the simplest generalisations of the pure Wilson action,
has been studied extensively[72] and many features of the phase diagram (Figure 22)
are well understood. From the triple point (TP) (which is the “multiple point” in
this 2-dimensional phase diagram) emanate three characteristic phase borders: the
phase border “3” separates the totally confining and totally Coulomb-like phases;
the phase border “1” separates the totally confining phase from the phase where
only the discrete subgroup Z2 is confined; this latter phase is separated from the
totally Coulomb-like phase by the phase border “2”.
The calculational procedure to be used in determining the continuum U(1) cou-
pling is approximative and is done in two steps:
A. first we calculate the factor analogous to the factor 3 = Ngen in the non-Abelian
case; we call this the enhancement factor and denote it as
1/αU(1)3 diag
1/αU(1)crit TP
. This
factor lies in the range 6.0 - 8.0 depending on the degree of “first-orderness”
of the triple point (TP) transition at boundary “2”.
B. In the second step, the continuum U(1) coupling corresponding to the multiple
point value for a single U(1) is determined using an analogy to a procedure
proposed by Luck[82] and developed by Jersa`k[83].
This two-step calculation can be done using more or less good approximations
as regards the extent to which the continuum U(1) coupling value reflects having
phases solely confining w.r.t. discrete subgroups among the phases that convene
at the multiple point. Let us outline the possible approximations in the order of
increasing goodness.
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Figure 22: The phase diagram for U(1) when the two-parameter action is used. This
type of action makes it possible to provoke the confinement of Z2 (or Z3) alone.
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1. The roughest calculation would be to use a single parameter action with hexag-
onal symmetry without regard to having phases at the triple point (TP) that
are confining solely w.r.t. the discrete subgroups Z2 and Z3 of U(1)
3. In
this approximation, these discrete subgroups are treated as though they were
totally confining inasmuch as it is a U(1)-isomorphic factor group obtained es-
sentially by dividing Z2×Z3 out of the U(1) centre of SMG that is identified
with the lattice U(1) critical coupling.
2. By using a two-parameter action (later a three parameter action) leading to the
phase diagram of Figure 22, the action now acquires a (nontrivial) dependence
on the elements within the cosets of the factor group U(1)/Z2 (or the factor
group U(1)/(Z2×Z3) in the case of a three-parameter action) that can reveal
how close the discrete subgroups are to being critical. However these details
are of little importance to the U(1) continuum coupling; the latter depends
essentially only on a single yet to be defined parameter γeff the critical value
of which is very nearly constant along the phase boundary “1” of Figure 22.
Hence the U(1) continuum coupling is also approximately constant along this
phase boundary in accord with the rule described in the footnote on page 150.
The critical value γeff crit of the parameter γeff is expressible in terms of the
critical lattice parameters available from computer data for a lattice gauge
theory with a single U(1).
3. The effect on the continuum coupling of having phases convening at the mul-
tiple point that are confined solely w.r.t. Z2 and solely w.r.t. Z3 appears first
when we take into account the discontinuity in ∆γeff encountered in crossing
the boundary “2” at the multiple point. As we in both steps A. and B. above
want to use the value of γeff corresponding to the totally Coulomb-like phase
at the multiple point, it is important for our calculation of the U(1) continuum
coupling to take the “jump” ∆γeff into account. Inasmuch as the continuum
subgroup degrees of freedom are in the same phase on both sides of bound-
ary “2”, this discontinuity ∆γeff is entirely due to a phase transition for the
discrete subgroup(s). Moreover, the presence of a discontinuity presumably
reflects the degree of first-orderness of the triple point transition at border “2”
inherited from a pure Z2 and Z3 transition (i.e., for γ >> 1 in Figure 22).
4. The discrete subgroups Z2 and Z3 contribute differently to the “jump” ∆γeff
in crossing the boundary “2” due to the fact that Z32 does not inherit the
hexagonal symmetry of U(1)3 while Z33 is more likely to do so. This is discussed
at the end of Section 7.2.
It is important to recall that the normalisation of the U(1) that we have argued
for is implemented by the identification of the U(1) lattice critical coupling with the
(U(1)-isomorphic) factor-group = SMG/(SU(2)×SU(3)) for some one of the Carte-
sian product factors say SMGPeter. Since we have argued or assumed that phases
with genuine discrete subgroups of this U(1) factor-group are not to be in contact
with the multiple point chosen by Nature, the only discrete subgroups that are to
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be taken into account are discrete subgroups of the U(1) subgroup of SMG. The
relation between the U(1) subgroup and the factor-group SMG/(SU(2) × SU(3))
can be described as U(1)factorgr = U(1)subgr/Z6.
In using U(1)/Z6 as the factor group to be identified with the lattice critical U(1),
we identify the elements of Z6 and thereby “hide” any differences that there might
be in the probabilities for being at different elements of Z6 when a one-parameter
action is used (approximation 1 in list above). But the details of how the heights of
the peaks in probability at different elements of Z6 differ are important if we want to
arrange that the discrete subgroups of Z6 are by themselves to be confined in phases
convening at the triple point. However such details become visible again if the (one-
parameter) Wilson action (roughest approximation 1 in the list above) is replaced
by the (two-parameter) “mixed” fundamental-adjoint action (approximation 2 and
3 in the list above). By introducing an additional parameter in this way, we render
the group elements identified in the factor groups U(1)subgr/Z2 and U(1)subgr/Z3
inequivalent (i.e., the action acquires a dependence on the elements within the cosets
of these factor groups). So in effect, by going from the Wilson action to the two-
parameter action we lift the factor group up into a kind of covering space. The result
is that by replacing the U(1)factorgr critical coupling by the triple point coupling for
the U(1)subgr of SMG, we essentially arrange that the subgroups Z2 and Z3 can
confine individually in phases that convene at the triple point (TP).
In both steps A. and B. of the calculation of the continuum U(1) coupling, we
make use of the “jump” ∆γeff in the quantity γeff that in Section 8.2 below will
be argued to be an effective coupling in the sense that in the region of the phase
diagram near the phase border “1” in Figure 22 (i.e., on both sides of “1”) it is
to a good approximation valid that the phase realized (i.e., the totally confined or
the phase with only Z2 confined) is determined by the value of this one variable
γeff (γeff is a certain combination of the parameters γ and β of the two-parameter
action (see Figure 22)). Consequently, the variable γeff is necessarily constant along
the phase boundary “1” and we can also assume that the corresponding continuum
coupling has a constant value along this boundary. The change in γeff - i.e. ∆γeff
- comes first at the boundary “2” in going into the totally Coulomb-like phase. The
value of ∆γeff (calculated in Section 8.3) depends on the degree of “first-orderness”
that at the multiple point (γ ≈ 1) is inherited from the pure Z2 and Z3 transitions
at γ → ∞. Without the correction for discrete subgroups embodied by ∆γeff ,
the multiple point coupling is obtained as if the discrete subgroups were totally
confining.
In the step A., the quantity ∆γeff , which reflects the degree of first-orderness in-
herited from the pure Z2 and Z3 transition in crossing boundary “2” at the multiple
point, is used to interpolate between the enhancement factor of about 8 obtained
with the volume approximation and the enhancement factor of 6 obtained with the
independent monopole approximation. These approximations are most suitable for
respectively first and second order transformations. The calculation of the enhance-
ment factor is done in Section 8.4.
In step B. of the calculation (performed in Section 8.5), the quantity ∆γeff is
again used - this time in the combination γeff+∆γeff - to calculate the U(1) contin-
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uum coupling corresponding to the triple point values of a (single) U(1) lattice gauge
theory. We seek the continuum coupling in the corner of the totally Coulomb-like
phase (necessary if Planck-scale confinement of observed fermions is to be avoided)
that lies at the triple point - that is, in the “corner” formed by the phase borders “2”
and “3”. According to the above argumentation, we know that the continuum cou-
pling at any position along the border “1”: it is just equal to the value at γ = γcrit
and β = 0. In particular, this is true at the multiple point in the phase with only
Z2 confining (i.e., in the “corner” formed by the phase boundaries “1” and “2”).
But as argued above, we want the coupling corresponding to the Coulomb phase
“corner” formed by borders “2” and “3”. This requires a correction that accounts
for going from the multiple point corner formed by “1” and “2” to the multiple point
corner formed by borders “2” and “3” (and in principle also a small correction from
crossing border “1”). It is this transition, corresponding to the transition from a
phase with solely Z2 confining to a totally Coulomb-like phase that is accompanied
by the “jump” denoted by ∆γeff .
8.2 The approximation of an effective γ
In the literature ([72, 73]) we find the phase diagram for a U(1) group with a mixed
lattice action having a γ term defined on the factor-group U(1)/Z2:
S✷(θ) = γcos(2θ) + βcos(θ). (270)
With this action it is easy to provoke confinement of the whole group as well as
the totally Coulomb phase and phase confined solely w.r.t. a discrete subgroup
isomorphic to Z2 for a judicious choice of the action parameters γ and β that span
the phase diagram in Figure 22. Indeed the phase diagram of Figure 22 clearly
reveals a triple point common to three phases. The interpretation of these phases
as the three referred to above is confirmed by rough mean field estimates for the
phase borders. In the case of the non-Abelian subgroups SU(2) and SU(3), two of
the phases in Figure 22 are actually connected, because one of the phase borders
ends at a tri-critical point. However, this does not of course preclude the existence
of a multiple (i.e., triple) point.
Before proceeding, it is useful to change notation by scaling the variable θ down
by a factor two inasmuch as it is recalled (see 7.1.1) that we want to normalise
relative to the factor group 59 U(1)/Z2.
S✷(θ) = γ cos(θ) + β cos(θ/2). (271)
Note that with this notational convention, Bianchi identities are fulfilled modulo 4π.
In discussions of monopoles dealt with in later sections, we shall have occasion to
59The motivation is that the normalisation that we use to define the coupling α1 (i.e., α1, Peter ,
etc.) is relative to the factor group rather than the subgroup (i.e., U(1)factorgr = SMG/(SU(2)×
SU(3)) ∼ U(1)subgr/Z6 rather than U(1)subgr). Instead of U(1)/Z6, we consider for illustrative
purposes the analogous situation U(1)/Z2. This case is also comparable with readily available
results to be found in the literature[72].
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distinguish “full” 4π-monopoles and “minimal strength” 2π
4π
-monopoles. The latter
will be seen to correspond to the “length” of the factor group U(1)/Z2. These
remarks first become relevant and more transparent when, in a later section, we
explain the idea of “minimal strength” monopoles. In the case of Z2, such monopoles
are referred to as 2π
4π
-monopoles. These will be seen to be the monopoles present
relative to a Z2 background field.
In order to obtain numerical results, the multiple point coupling in this diagram
will in a later Section be related to the point at which β = 0, γ = γcritical inasmuch
as we have a procedure for relating this point to the continuum coupling at the triple
point (hereafter “TP”) “corner” formed by the phase boundaries “1” and “2” and
subsequently at the for us interesting TP “corner” formed by the phase boundaries
“2” and “3” (i.e., the totally Coulomb phase at the TP - see Figure 22). We shall
actually argue that to a very good approximation the continuum coupling does not
vary along the phase border “1” (separating the “total confinement” and the “phase
with only Z2 confining”) in going from (β, γ) = (0, γcrit) to the corner at the TP
formed by the phase boundaries “1” and “2”. It is first upon crossing the phase
boundary “2” into the totally Coulomb phase at the TP that there is a change -
a jump ∆γeff - in the quantity γeff that immediately below will be seen to be an
effective coupling. This jump ∆γeff comes from a jump in the relative probability of
finding the plaquette variable at the(a) non-trivial element of Z2(Z3) upon making
the transition at boundary “2” separating the totally Coulomb-like phase from the
phase solely confined w.r.t. Z2 or Z3 in Figure 22. As the continuum degrees of
freedom are in the same phase on both sides of the boundary “2”, the discontinuity
∆γeff must be entirely due to the discrete subgroup transition which inherits a
considerable degree of the first order nature of the pure (i.e., for γ → ∞) discrete
group transition.
In order to see how the effective coupling γeff comes about, we consider the
partition function for the action (271)
Z =
∫
Dθ(q q) exp(∑
✷
(γcos(θ) + βcos(θ/2))). (272)
It can be rewritten as
Z =
∫
Dθˆ(q q) exp(∑
✷
(γ cos(θˆ)+log(cosh(β(cos(θˆ/2)−1)))+log(1+〈σ〉θˆ(tanh(β(cos θˆ/2−1))))
(273)
where
σ = sign cos(θ/2) (274)
and where the variable θˆ, which takes values on the interval 0 ≤ θˆ ≤ 2π, is related
to θ by
θˆ =
 θ for σ = +1θ ± 2π for σ = −1
 (mod 4π) (275)
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and
〈σ〉θˆ = 〈σ〉with restriction θ(✷A )=θˆ (mod 2π) = (276)
=
∫ Dθ(q q)eSδ(θ(✷A)− θˆ (mod2π))σ(✷A )∫ Dθ(q q)eSδ(θ(✷A )− θˆ (mod2π)) (277)
where ✷A is some fixed plaquette (that due to long distance translational invariance
can be arbitrarily chosen). Up to now, this (rather formal) treatment has been
exact.
The effective coupling is defined by requiring equality of averages of the second
derivatives of two expressions for the action: namely the action γeff cos θ and the
action appearing as the exponent of (273); that is,
〈 d
2
dθ2
(γeff cos θ)〉 = (278)
〈 d
2
dθ2
(γ cos(θˆ) + log(cosh(β(cos(θˆ/2)−1))) + log(1+〈σ〉θˆ(tanh(β(cos θˆ/2−1)))〉.
Before taking the derivative on the right-hand side of (278), we expand the sec-
ond and third terms of the action in the exponent of (273) in the small quantity
β(cos(θˆ/2)− 1). To leading order, the second term in the exponent of (273) is
log(cosh(β(cos(θˆ/2)− 1))) = 1
2
(β(cos(θˆ/2)− 1))2 + . . . ≈ 1
2
(β(−( θˆ
2
8
))2) · · · (279)
while the third term to leading order in β(cos(θˆ/2)− 1) is
log(1 + 〈σ〉θˆ(tanh(β(cos(θˆ/2)− 1)))) ≈ 〈σ〉θˆ(β(cos(θˆ/2)− 1)). (280)
Performing the derivatives in (278) yields
〈γeff cos θˆ〉 = 〈γ cos θˆ + 〈σ〉θˆβ
4
cos(θˆ/2)〉 (281)
where on the right-hand side the term with cos ˆθ/2 arises as the second derivative
of the leading term in (280):
〈σ〉θˆβ(cos(θˆ/2)− 1)) (282)
which is of degree one in β(cos(θˆ/2)−1). In the approximation used, the contribution
from the leading term in (279) is neglected as this term is of second degree in
β(cos(θˆ/2)− 1).
Rewriting cos(θˆ/2) as cos(θˆ/2)
cos θˆ
cos θˆ on the right-hand side of (281), we can extract
the effective coupling γeff as
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γeff = γ +
〈σ〉θˆβ
4
〈cos(θˆ/2)
cos θˆ
〉 ≈ γ + 〈σ〉θˆβ
4
〈cos− 34 θˆ〉 (283)
In the roughest approximation, we take 〈cos− 34 θˆ〉 = 1 in (283) and thereby obtain
γeff as
γeff = γ + 〈σ〉θˆ
β
4
≈ γ + 〈σ〉β
4
(284)
where in the last step, 〈σ〉θˆ has been replaced by 〈σ〉 inasmuch as 〈σ〉θˆ is to a good
approximation independent of θˆ. The reason is that the region in θˆ over which we
shall average is not very large - even for critical γ. This combined with the fact that
〈σ〉θˆ depends (for symmetry reasons) to lowest order on θˆ2 allows us to ignore the
dependence of 〈σ〉 on θˆ.
Near the boundary “1” separating the totally confining phase from the phase
where Z2 alone is confined, it is claimed that the physics is quite accurately described
by a particular single combination of the two lattice action parameters β and γ that
can be used as a replacement for the dependence on both parameters. That this
is a rather good approximation has to do with the fact that fluctuations in the Z2
degrees of freedom are strong all the way along the phase border “1” because Z2 is
confined on both sides of this boundary. This gives rise to a very effective averaging
over the distribution at θ and θ + 2π; this combined with the argument that the
dependence of the distribution on θˆ is small means that the information content in
both γ and β that is relevant is manifested essentially as a single parameter γeff .
In particular, both the continuum coupling and the question of which phase is
realized (i.e. the position of the phase boundary “1”) should, in the region where this
approximation is valid, only depend the single parameter γeff . Hence the continuum
coupling will not vary along this phase border. This implies that γeff will have the
same value at the triple point (TP) as for β = 0. At the TP, there are three corners
because three phases meet here; each has it own continuum coupling provided the
phase transitions are first order. The above argument leads to the conclusion that
the continuum coupling at the multiple point in the corner of the phase with alone
Z2 confined equals the value of this coupling in the same phase but where β = 0
and where γ is infinitesimally above γcrit. Analogously, the continuum coupling in
the totally confining phase (to the extent that this makes sense) is the same at the
multiple point corner and the point in this phase where β = 0 and γ is infinitesimally
below the critical value.
If we want to be able to provoke confinement solely along other discrete subgroups
than Z2 (e.g., along Z3), an action more general than (270) is needed. Such a more
general action would be
S = γ cos θ + β2 cos
θ
2
+ β3 cos
θ
3
+ β6 cos
θ
6
(285)
Taking the second derivative of S:
− S ′′ = γ cos θ + β2
4
cos
θ
2
+
β3
9
cos
θ
3
+
β6
36
cos
θ
6
(286)
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Assume that γ is large compared to β2, β3, and β6. We can then write
γeff = (−S ′′(0))P0+(−S ′′(2π)P2+(−S ′′(4π))P4+(−S ′′(6π))P6+(−S ′′(8π))P8+(−S ′′(10π))P10 =
(287)
=
(
γ +
β2
4
+
β3
9
+
β6
36
)
P0 +
(
γ − β2
4
− β3
18
+
β6
72
)
P2 +
(
γ +
β2
4
− β3
18
− β6
72
)
P4+
(288)
+
(
γ − β2
4
+
β3
9
− β6
36
)
P6 +
(
γ +
β2
4
− β3
18
− β6
72
)
P8
(
γ − β2
4
− β3
18
+
β6
72
)
P10
where P0, P2, P4, P6, P8 and P10 are the probabilities that a plaquette takes a value
near (in the corresponding sequence) 0, 2π, 4π, 6π, 8π and 10π. Regrouping, we have
γeff = P0 + P2 + P4 + P6 + P8 + P10)︸ ︷︷ ︸
=1
γ+ (289)
+
β2
4
(P0(1) + P2(−1) + P4(1) + P6(−1) + P8(1) + P10(−1))︸ ︷︷ ︸
〈σZ2〉
+
+
β3
9
(P0(1) + P2(−1
2
) + P4(−1
2
)P6(1) + P8(−1
2
) + P10(−1
2
))︸ ︷︷ ︸
〈σZ3〉
+
+
β6
36
(P0(1) + P2(
1
2
) + P4(−1) + P6(−1) + P8(−1
2
) + P10(
1
2
))︸ ︷︷ ︸
〈σZ6〉
=
= γ +
β2
4
〈σZ2〉+
β3
9
〈σZ3〉+
β6
36
〈σZ6〉 (290)
where
σZ2 = sign cos(θ/2) (291)
σZ3 = sign cos(θ/3)
σZ6 = sign cos(θ/6)
Equation (290) contains (284) as a special case; the more detailed derivation of
(284) was included for illustrative purposes.
Note that with the action (285), Bianchi identities are now fulfilled modulo 12π.
The analogy to the remarks pertaining to monopoles immediately following (271) are
188
for the action (285) that “full” monopoles correspond to charge 12π and “minimal
strength” monopoles - denoted 2π
12π
- to the “length” of the factor group U(1)/Z6.
These “minimal strength” monopoles will be described as monopoles relative to a
Z6 background field or alternatively as monopoles modulo a Z6 background. These
remarks become more relevant in the following section where we consider the effect
of including phases at the multiple point that are critical w.r.t. Z2 and Z3.
8.3 Estimating the degree of “first -orderness” in the transi-
tion from the Z2 confining phase to the totally Coulomb
phase at the triple point
In the limit of very large γ values, the phase transition at border “2” becomes a
pure Z2 transition inasmuch as all the probability is concentrated at a Z2 subgroup
of U(1). We want to use known results for Z2 to estimate the degree of “first-
orderness” of the transition in crossing the boundary “2” at the multiple point. A
proper Z2 transition corresponds to infinite γ whereas γ at the multiple point is
of the order unity. However, we expect the phase transition in crossing the border
“2” at the triple point to inherit to some extent the properties (i.e., a degree of
first-orderness) of a Z2 phase transition even though γ at the triple point is only of
order unity. The reason is that, also at the triple point, the transition at the border
“2” (from the phase with Z2 alone confining to the totally Coulomb phase) really
only involves the Z2 degrees of freedom. That the transition in crossing border
“2” at the triple point presumably does not have the full degree of first-orderness
of a pure Z2 transition is due to the importance of group elements of U(1) that
depart slightly (and continuously) from the elements of Z2 ⊂ U(1). Having such
elements make possible “2π
4π
-monopoles” the density of which increases as γ becomes
smaller. What are “2π
4π
-monopoles”? Here we make connection with the remarks
immediately following (271) and, more generally, the remarks in the last paragraph
of the preceding section. Think of the six plaquettes bounding a 3-cube. In the phase
with Z2 alone confining (and with γ large but not infinite), plaquette configurations
of a 3-cube can involve an odd number of plaquettes that have plaquette variable
values near the nontrivial element of Z2 (in the notation of (271) in which Bianchi
identities are fulfilled modulo 4π, the nontrivial element of Z2 corresponds to 2π so
Z2 = {0, 2π} ⊂ U(1)) in combination with small deviations from Z2 (the deviations
lie along U(1) in which of course Z2 is embedded) such that together the six plaquette
values of a 3-cube sum to zero (mod 4π in the notation of (271)). We can regard
the flux through such a configuration as that coming from a “2π
4π
-monopole” relative
to a 2π “background” flux coming from the general abundance of plaquettes having
the value near the (nontrivial) element 2π ∈ Z2 ⊂ U(1).
If one considers an isolated Z2 theory (i.e., a Z2 that is not embedded in a U(1)
as is the case for infinite γ), there can be no monopoles because there is for Z2 no
way to have 6 “small” elements that sum up to a circumnavigation of the whole
group. However, for finite γ, the distribution of group elements accessible due to
quantum fluctuations spreads out slightly from Z2 to U(1) elements “close to Z2”
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with the result that it is possible to have 2π
4π
-monopoles in the sense introduced
above. In other words, in the phase with only Z2 confining, it is possible to have
monopoles modulo a Z2 background (i.e.,
2π
4π
-monopoles) if γ is not so large as to
preclude continuous plaquette variable deviations from Z2 along U(1) of sufficient
magnitude so that these deviations from Z2 for plaquette values of a 3-cube can add
up to the length of the factor group U(1)/Z2. When Bianchi identities are satisfied
modulo 4π by such configurations, we can say that we get half (i.e., 2π
4π
) of the way to
0 (mod 4π) using 2π
4π
-monopoles; the other half of the way to 0 (mod 4π) is provided
by the 2π background field having as the source an odd number of plaquettes with
values near the nontrivial element of Z2 ⊂ U(1).
In the sequel, we shall restrict our attention to “minimal strength” monopoles60
(i.e., 2π
4π
-monopoles in the case of the action (270)) inasmuch as such “minimal
strength” monopoles in the dominant configuration in which a foursome of 3-cubes
encircles a common plaquette. This dominant configuration can be expected to
constitute the vast majority of the monopoles present. In the case of the action (271),
the dominant monopoles are the 2π
4π
monopoles (These are the only possible only less
than full strength monopoles) In the case of the action (285), minimal strength (and
presumably dominant) monopoles are 2π
12π
monopoles; in principle there could also
be monopoles of strength 4 4π
12π
and 6π
12π
.
We claim that as γ →∞, the probability of having such a dominant configuration
monopole decreases exponentially; accordingly there is only a thin population of
minimal “strength monopoles” (and an even much thinner population of monopoles
other than the “minimal strength” type). Hence it is presumably a very good
approximation to describe the presence of monopoles as due solely to the dominant
configuration of “minimal strength” monopoles.
In the case of the action (271), this means four 3-cube 2π
4π
-monopoles that en-
circle a common plaquette having a value corresponding to the nontrivial element
of Z2. Consider by way of example the case where each of the four 3-cubes in
this dominant configuration have the value 2π/5 on five plaquettes (with the sixth
“encircled” common plaquette having the value ±2π). Such a 3-cube configuration
would, relative to a Z2 background flux (expected for large γ and small β’s), behave
as a 2π
4π
-monopole with a flux of 2π/5 emanating from each of five plaquettes.
The dominant-configuration 2π
4π
-monopoles can be expected to occur with some
low but nonzero density in the lattice near the phase border “2” even for large (but
not too large) γ values. Our suspicion, confirmed by calculations below, is that the
degree of “first-orderness” of the phase transition at the boundary “2” is greater
the smaller the chance that small deviations from Z2 (lying in U(1)) can, for the six
plaquettes of a 3-cube, add up to a 2π
4π
-monopole (or, stated equivalently, add up to
the length of the factor group U(1)/Z2).
As γ decreases, an increasing number of 2π
4π
-monopoles is encountered. At the
triple point (TP), where γ ≈ 1, the presence of a larger number of 2π
4π
-monopoles
than for very large γ mitigates but does not eliminate the high degree of “first-
60A “minimal strength” ZN monopole is a configuration of 6 plaquettes surrounding a 3-cube
such that the sum of continuous deviations from elements of ZN add up to the length of the factor
group U(1)/ZN .
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Figure 23: The important monopoles are expected to be of minimal strength and
to be found essentially only in the dominant configuration of four cubes surrounding
a common plaquette. The dominant configuration is illustrated above in a picture
having one dimension less than the actual (4-dimensional) dominant configuration.
The actual dominant configuration - i.e., a plaquette common to four 3-cubes has in
the above dimensionally reduced picture become a link common to four plaquettes.
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orderness” characteristic of pure Z2 transitions (for which the deviations from Z2
(along U(1)) of six 3-cube plaquette variable values cannot sum to the length of the
whole U(1)/Z2 due to γ being too large).
In order to deal quantitatively with the effect of 2π
4π
-monopoles, and thereby with
the question of how much of the behaviour of a pure Z2 transition is inherited by
the phase transition at border “2” at the triple point, it is useful to define two new
variables Usign U(✷)(✷) and UBIO(✷):
Usign U(✷)(✷)
def
=
 +1 if U(✷) closest to e
i0 ∈ Z2
−1 if U(✷) closest to eiπ ∈ Z2
(292)
The other new variable UBIO(✷) (the subscript “BIO” is an acronym for Bianchi
Identity Obeying) is defined as follows:
UBIO(✷)
def
= Usign U(✷)(✷)· (293)
·
 +1 for ordinary ✷ (i.e. not the encircled ✷ in the dominant config.)−1 for ✷ encircled by four 3-cube 2pi4pi -monopoles in the dominant config.
The variable UBIO(✷) differs from the variable Usign U(✷)(✷) only by a sign change of
Usign U(✷)(✷) in the case where the plaquette ✷ coincides with the “encircled” pla-
quette. The “encircled” plaquette is always present in the four 3-cube 2π
4π
-monopoles
of the dominant monopole configuration.
Let us make the observation that the values assigned by the variable Usign U(✷)(✷)
to the plaquettes of a 3-cube satisfy the Z2-Bianchi identity if the 3-cube is not a
2π
4π
-monopole; i.e., in our approximation, not one of the four 3-cube 2π
4π
-monopoles
encircling a common plaquette in the dominant 2π
4π
-monopole configuration. Note,
however, that the Bianchi identity is violated by the values assigned by the variable
Usign U(✷)(✷) to the plaquettes of a 3-cube when there is a
2π
4π
-monopole. For in-
stance, it is readily seen that for the very special 2π
4π
-monopole example given above
(U(✷) = ei
2pi
4pi
·2π = −1 on the “encircled” plaquette; U(✷) = ei2π/5 on the remaining
5 plaquettes of the 2π
4π
-monopole 3-cube), the Bianchi identity is violated:
∏
✷∈∂( 2pi
4pi
−monopole 3−cube)
Usign U(✷)(✷) = (−1) · 15 = −1 6= 1 (294)
inasmuch as Usign U(✷)(✷) = −1 for U(✷) = −1 and Usign U(✷)(✷) = 1 for U(✷) =
ei2π/5.
More generally, a 2π
4π
-monopole (which really just means a monopole modulo a
Z2 background) consists of a configuration of plaquette variable values of a 3-cube
that deviate continuously from elements of Z2 in such a way that the total sum
of continuous deviations (lying in U(1)) from Z2 equals, modulo 4π, 2π multiplied
by the number of plaquettes for which the continuous deviations are centred at the
nontrivial element of Z2. Note that in order to have a monopole, an odd number of
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the six plaquettes of a three cube must be near the nontrivial element (i.e., 2π) of
Z2
Even more generally, we have for a monopole modulo a ZN background (i.e., a
monopole for which the continuous U(1) deviations from ZN ⊂ U(1) add up to a
multiple of the length of the factor group U(1)/ZN ):
∏
✷ ∈ 3-cube
(U(✷)gnearest(U(✷))
−1) =
∏
✷ ∈ 3-cube
gnearest(U(✷)) (gnearest(U(✷)) ∈ ZN)
(295)
where gnearest(U(✷)) is defined as that element of ZN which is nearest to U(✷):
dist2(U(✷), g nearest(U(✷)))
def
= inf{dist2(U(✷), g′)} (g′ ∈ ZN ) (296)
where dist2(U(✷), g′) denotes the squared distance from a plaquette variable value
U(✷) and an element g′ ∈ ZN . We are really interested in Z6 = Z2 × Z3 inasmuch
as we are also interested in the modification of first-orderness due to an increasing
number of monopoles modulo Z3 in going from large γ to the triple point. However,
for the purpose of exposition, we continue to use the example of monopoles modulo
Z2.
With the modification of the variable Usign U(✷)(✷) that defines the variable
UBIO(✷), we have in UBIO(✷) a variable that, for sufficiently large γ, assigns val-
ues to configurations of plaquettes that respects the Z2 Bianchi identities - also for
2π
4π
-monopole configurations (when the monopoles are of the dominant configuration
type which is the only type for which the variable UBIO(✷) is defined).
Note that the variable UBIO(✷) differs from the variable Usign U(✷)(✷) only if
there are 2π
4π
-monopoles. For γ → ∞ such monopoles disappear and UBIO(✷) =
Usign U(✷)(✷) ∈ Z2 = {+1,−1}. In going to smaller values of γ in the phase with only
Z2 confining, an increasing range of fluctuations along U(1) centred at the elements
of {0, 2π} = Z2 ⊂ U(1) provide alternative (Bianchi identity-obeying) configurations
that supplement the essentially discrete group-valued plaquettes characteristic of
large γ configurations.
We want now to determine approximately the (γ dependent) relation between
the distributions of the two variables Usign U(✷)(✷) and UBIO(✷). The average value
of Usign U(✷)(✷) is estimated using the identity
〈Usign U(✷)(✷)〉 = P (UBIO(✷) = +1)〈Usign U(✷)(✷)〉(UBIO(✷)=+1)+ (297)
+P (UBIO(✷) = −1)〈Usign U(✷)(✷)〉(UBIO(✷)=−1)
where P (UBIO(✷) = +1) and P (UBIO(✷) = −1) denote respectively the proba-
bilities that UBIO(✷) = +1 and UBIO(✷) = −1 while 〈Usign U(✷)(✷)〉UBIO(✷)=+1 and
〈Usign U(✷)(✷)〉UBIO(✷)=−1 denote averages of Usign U(✷)(✷) subject respectively to the
constraints that UBIO(✷) = +1 and UBIO(✷) = −1.
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Denoting by ξ = ξ(γ) the (γ dependent) probability that a plaquette coincides
with the “encircled plaquette” of the dominant 2π
4π
-monopole configuration, there
obtains
〈Usign U(✷)(✷)〉UBIO(✷)=+1 =
eβ · 1 + ξe−β · (−1)
eβ + ξe−β
(298)
and
〈Usign U(✷)(✷)〉UBIO(✷)=−1 =
e−β · (−1) + ξeβ · (+1)
e−β + ξeβ
(299)
Using
P (UBIO(✷) = +1) =
1
2
+
1
2
〈UBIO(✷)〉 (300)
and
P (UBIO(✷) = −1) = 1
2
− 1
2
〈UBIO(✷)〉 (301)
we have
〈Usign U(✷)(✷)〉 = 1
2
(
eβ − ξe−β
eβ + ξe−β
+
ξeβ − e−β
ξeβ + e−β
)
+
1
2
(
eβ − ξe−β
eβ + ξe−β
− ξe
β − e−β
ξeβ + e−β
)
〈UBIO(✷)〉
(302)
≈ 〈UBIO(✷)〉(1− 2ξ cosh 2β) + 2ξ sinh 2β (303)
where in the last step we have used that ξ is assumed to be small.
We want now to calculate the jump in (284) in going from the phase with only
Z2 confining to the totally Coulomb phase at the the triple point. That is, we want
∆γeff along the boundary “2” in Figure 22 as a function of γ:
∆γeff = ∆(γ + 〈σ〉βcrit(γ)
4
) = ∆〈σ〉βcrit(γ)
4
=
βcrit(γ)
4
∆〈Usign U(✷)(✷)〉. (304)
where we have made the identification 〈σ〉 = 〈Usign U(✷)(✷)〉. Substituting (303) into
(304) we get
βcrit(γ)
4
∆〈Usign U(✷)(✷)〉 = βcrit(γ)
4
∆〈UBIO(✷)〉(1− 2ξ cosh 2β(γ)) (305)
In our approximative procedure we identify ∆〈UBIO(✷)〉 with the jump in ∆〈S✷〉
for a Z2 gauge theory since the phase transition “2” at the triple point is determined
from the phase of Z2.
Let us define a parameter βBIO as the action parameter β in a Z2 gauge theory
which optimally reproduces the distribution of the variables UBIO(✷) in the U(1)
theory (with the mixed action (271)) by using an action of the form
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S = βBIO
∑
✷
UBIO(✷). (306)
In other words, βBIO is defined such that
〈UBIO(✷)〉in U(1)theory with S=S(β,γ) = 〈UBIO(✷)〉Z2 theory withS=βBIO∑
✷
UBIO(✷)
(307)
We now want to obtain βBIO as a function of β and ξ (and hereby γ inasmuch
as ξ = ξ(γ)) by equating the ratio of the probabilities
P (UBIO(✷) = 1)
P (UBIO(✷) = −1) (308)
for the two actions S = S(β, γ) and SBIO = βBIO
∑
✷
UBIO(✷):
Usign U(✷)(✷)=+1︷︸︸︷
eβ +
Usign U(✷)(✷)=−1︷ ︸︸ ︷
ξe−β
e−β︸︷︷︸
Usign U(✷)(✷)=−1
+ ξeβ︸︷︷︸
Usign U(✷)(✷)=+1
=
eβBIO
e−βBIO
. (309)
This procedure for estimating βBIO is somewhat errant in that Bianchi identities are
ignored on both sides of equation (309) in various ways: first in the calculation of
the ratio (308) and second, and presumably less importantly, in the simulation-by
a-Z2 theory that defines βBIO. The hope is that these error roughly cancel inasmuch
as the same error is present on both sides of the equation.
Taking the logarithm of both sides of (309) and solving for βBIO yields
βBIO = β +
1
2
log
1 + ξe−2β
1 + ξe2β
(310)
We want to use (310) to relate βBIO and βcrit(γ) along the boundary “2” in Figure 22.
Using that ξ << eβ, 1 there obtains
βcrit BIO ≈ βcrit(γ) + 1
2
ξ(e−2β − e2β) = βcrit(γ)− ξ sinh 2β. (311)
Substituting (311) for βcrit(γ) on the right-hand side of (305) yields
∆γeff =
βcrit(γ)
4
∆〈Usign U(✷)(✷)〉 = 1
4
βcrit BIO
(
1 +
ξ sinh 2β
βBIO
)
∆〈UBIO(✷)〉(1−2ξ cosh 2β) =
(312)
=
1
4
βcrit BIO∆〈UBIO(✷)〉
(
1 + ξ
(
sinh 2β
βcrit BIO
− 2 cosh 2β
))
. (313)
Solving (311) for ξ and substituting into (313) yields
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∆γeff =
1
4
βcrit BIO∆〈UBIO(✷)〉
(
1 + (βcrit(γ)− βcrit BIO)
(
1
βcrit BIO
− 2
tanh 2β
))
.
(314)
From the literature [84] we have values for 〈S✷〉Z2 = ∆〈UBIO(✷)〉 and βcrit BIO.
The quantity βcrit(γ)−βcrit BIO is estimated graphically using a U(1) phase diagram
found in the literature[72] corresponding to the action (271). It is now finally possible
to calculate ∆γeff at the triple point for the transition from the phase with only Z2
confining to the totally Coulomb-like phase.
It is indeed fortunate that the subtraction 1
βBIO
− 2
tanh 2β
almost cancels thereby
rendering our calculation of ∆γeff rather insensitive to the large uncertainty in the
graphical estimate of βcrit(γ)−βBIO. This means that the major contribution to the
change in first-orderness in going from very large γ to γ ≈ 1 at the triple point is
achieved simply by determining βcrit(γ) by the condition that βcrit BIO = βcrit(γ =
∞). This makes it possible to perform an analogous correction to the first-orderness
in going from a pure Z3 theory to the triple point for an action γ cos θ + β3 cos
θ
3
without having access to the phase diagram for the U(1) theory with an action of
this form (that we need for the graphical estimate of βTP crit(γ)− βZ3 BIO).
In subsequent calculations, we shall make use of the fact that the probability
ξ of having a Z2 and a Z3 monopole must be roughly equal. The argument goes
as follows: we can assume that essentially all monopoles present will be of the
“minimal strength” type. In the case of the SMG, this means monopoles modulo
a Z6 background: i.e.,
2π
12π
-monopoles. These are built up of U(1) elements close
to Z6 such that the deviations from Z6 of six 3-cube plaquette variables add up
to the full extent of U(1)/Z6. Of course it is still assumed that these “minimal
strength” monopoles essentially only are found in dominant configuration of four
3-cubes that encircle a common plaquette But such a “minimal strength” monopole
is a superposition of a Z2 and a Z3 monopole:
2π
12π
=
6π
12π
− 4π
12π
(315)
Assuming a rarity of ±2π
4π
-monopoles (i.e., ± 6π
12π
-monopoles in the 12π normali-
sation) as well as ±4π
12π
-monopoles (i.e., monopoles corresponding to the strength of
a nontrivial element of the Z3 subgroup), monopoles are for all practical purposes
exclusively of the 2π
12π
type. And each of these “minimal strength” monopoles is
formally a linear combination of exactly one Z2-monopole and one Z3-monopole.
Hence these latter monopole types are “present” in essentially equal numbers.
As we would like to include not only the degree of first orderness inherited from
Z2 at the triple point, but also that inherited from Z3, we need to generalise (304)
and (313) which were derived for Z2 alone. The generalisation of (304) is obtained
by varying (290):
∆γeff =
β2
4
∆(〈σZ2〉) +
β3
9
∆(〈σZ3〉) +
β6
36
∆(〈σZ6〉). (316)
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Table 9: The quantity ∆γeff calculated using the appropriate terms in (318). In the
last row, the quantities for Z6 are calculated (incorrectly) in a manner analogous to
that used for Z2 and Z3. This procedure presumably overestimates the effect of Z6
contributions.
βcrit ZN ∆〈S✷〉ZN ξ ∆γeff
Z2 0.44 0.44 0.04 0.0473
Z3 0.67 0.56 0.04 0.0393
(Z6) (1.00) (0.13) (0.0437) (0.0033)
(319)
where the notation has been changed such that 〈σ〉 def= 〈Usign U(✷)(✷)〉 in (304) is in
(316) denoted by 〈σZ2〉. For Z3 the analogous quantity is denoted by 〈σZ3〉 in (316).
Moreover, we have the notational change βcrit BIO → βcrit Z2 in going from (304)
to (316). In (316) the analogous quantities for Z3 and Z6 are denoted respectively
as βcrit Z3 and βcrit Z6 . We have taken the β6 term in (316) as being zero. This is
presumably justified by the smallness of the Z6 “jump” contribution when treated
(incorrectly) as being independent of Z2 and Z3.
In going to the new notation, (313) becomes (for Z2)
∆γeff =
1
4
βcrit Z2∆〈S✷〉Z2
(
1 + ξ
(
sinh 2β
βcrit Z2
− 2 cosh 2β
))
(317)
The generalisation that also includes the discontinuity inherited from Z3 that con-
tributes to ∆γeff at the triple point transition from the phase with just the discrete
subgroups Z2 and Z3 confining to the totally Coulomb-like phase is
∆γeff =
∑
N∈{2,3}
1
N2
βcrit ZN∆〈S✷〉ZN
(
1 + ξ
(
sinh 2β
βcrit ZN
− 2 cosh 2β
))
. (318)
From the argumentation above, we know that ξ is expected to have the same value
in both terms of (318).
In (318) it is seen that the subgroups Z2 and Z3 both contribute a term to
∆γeff at the triple point. Presumably it is a good approximation to calculate ∆γeff
as if contributions from Z2 and Z3 are mutually independent inasmuch as these
subgroups factorize at the multiple point. However, even in this approximation
there will still be an indirect interaction between these subgroups via the continuum
degrees of freedom in U(1) and via the encircled plaquette in the dominant monopole
configuration. Using (318), the contributions from Z2 and Z3 to ∆γeff are calculated
and tabulated in Table 9.
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8.4 Calculating the enhancement factor for 1/αU(1) corre-
sponding to the Planck scale breakdown of U(1)3 to the
diagonal subgroup
The two approximations that we have developed in order to gain an insight into the
phase diagram for the group U(1)3 - the independent monopole approximation and
the group volume approximation - are more or less suitable according to whether
the phase transitions are second or first order.
To determine the correct enhancement factor, we interpolate between the inde-
pendent monopole approximation that gives this factor as 6 and the volume approx-
imation that puts this factor at about 8. This interpolation is done by calculating
the jump ∆W✷ “3” in the Wilson operator at the boundary “3” transition at the TP
(see Figure 22) that reflects the degree of first-orderness inherited at this transition
from pure Z2 and Z3 transitions. As ∆γeff expresses the degree of first-orderness
at the TP in going into the totally Coulomb-like phase, ∆W✷ “3” is calculated using
the assumption that it depends essentially on ∆γeff .
The first approximation is the monopole condensate approximation in which the
relevant quantity for which phase is realized is the amount of fluctuation in the
convolution of the 6 plaquette variables enclosing a 3-cube.
In the second approximation - based on the group volume approximation - it
turns out that to attain the multiple point in the hexagonal symmetry scheme, it
is necessary to introduce additional parameters in the form of coefficients to 4th
and 6th order perturbations to the Manton action. These additional parameters are
used to get the free energy functions (corresponding to different phases) to coincide
in parameter space at a point - “the” multiple point. This point is shared by what
we expect is a maximum number of phases.
If, for example, the Coulomb to confining phase transition for a Peter-U(1)
subgroup is purely second order, this phase transition would not be expected to
cause any change in at what value of the distance along another subgroup axis (e.g.,
the Paul-axis) the first identification-lattice point is encountered. The reason is that
there is no discontinuous change in the degree of fluctuation in the Peter-plaquette
variable in making the transition. In this case we expect the independent monopole
approximation to work well.
On the other hand, if the phase transition is very strongly first order so that the
fluctuations along the Peter-subgroup become discontinuously larger upon passing
into the Peter confinement phase, this can be expected to affect the threshold at
which other subgroups go into confinement in a sort of “interaction effect”. In this
situation the volume-approximation can be useful because it can take into account
(and actually overestimates) the influence that fluctuations along different directions
in the group can have on each other. The independent monopole approximation
tends to ignore this effect.
Because the group volume approximation accounts for the interaction effect be-
tween fluctuations along different subgroups, it was necessary to use 4th and 6th
order action terms in order to get a multiple point at which 12 phases convene
(corresponding to continuous invariant subgroups; we neglect an infinity of discrete
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subgroups in this approximation). The effect of the higher order terms is the pref-
erential enhancement of quantum fluctuations along the one dimensional (nearest
neighbour) subgroup directions of the identification lattice thereby effectively elim-
inating the influence that fluctuations along one subgroup have on the fluctuations
along another subgroup and vice versa.
In fact, the volume approximation effectively replaces the gauge group G by
its factor group G/H when H has confinement-like behaviour. This amounts to
treating the fluctuations along the component of the group lying within the cosets
gH (g ∈ G) as being so large that, as far as Bianchi identities are concerned, we
can regard the distribution of elements within the cosets of H as essentially being
that of the Haar measure 61.
8.4.1 The independent monopole condensate approximation - the cal-
culation
In the independent monopole approximation, we can reach the multiple point using
the Manton action alone (i.e., no higher order terms). The diagonal U(1) subgroup
to be identified with the U(1) of the SMG is that given by θ(1, 1, 1) in the coordinate
choice (243).
The first identification lattice point met by this diagonal subgroup occurs for
θ = 2π; i.e., the point 2π(1, 1, 1). Hence the quantisation rule y/2 ∈ Z (for particles
not carrying non-Abelian gauge coupling) is achieved by the naive continuum limit
identification
exp(iθ(−)) = exp(iag1Aµy/2) for y/2 = 1. (320)
For y/2 = 1 (corresponding to e+L), the covariant derivative is
Dµ = ∂µ − ig1Aµ. (321)
61We are interested in whether or not Bianchi identities introduce correlations between plaquette
variables that are sufficiently coherent so as to lead to spontaneous breakdown of gauge symmetry
under transformations of the type (101). If the distribution along cosets of H is effectively the
Haar measure, all elements within a coset are accessed with equal probability and there is not
spontaneous breakdown under transformations of the type (101) as far the degrees of freedom cor-
responding to the invariant subgroup H are concerned. Hence, the fulfilment of Bianchi identities
in the case of the degrees of freedom for which we may not forget about them (i.e., when these
identities can introduce coherent correlations between plaquettes) is insured by the more lenient
requirement that Bianchi identities only need be fulfilled after mapping the U(✷) ∈ G into the
factor group G/H . This is consistent with our definition of confinement, which is that correlations
between values of different plaquette variables that are imposed by Bianchi identities effectively
disappear when a subgroup goes into the confining phase. In the volume approximation, we can
for calculational purposes therefore assume the Haar measure for the distribution of plaquette vari-
ables. Recall from earlier sections that this is really not the case. Rather, going into confinement
at a first order phase transition is accompanied by a discontinuous broadening of the width of
the distribution of elements within the cosets of the confined subgroup. But this is sufficient to
suddenly allow the fulfilment of Bianchi identities by having the sum of plaquette variables add
up to a nonzero multiples of 2π which in turn reduces the effectiveness of Bianchi identities in
introducing coherent correlations between plaquettes which again allows larger plaquette variable
fluctuations which again makes it even easier to avoid correlations from Bianchi identities in a sort
of self-perpetuating chain of events.
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The equation analogues to (236) for the diagonal subgroup (on the 3-dimensional
identification lattice) is
βdiag
2
(2π)2 = length(2π(1, 1, 1)) = (322)
= (2π)2(1, 1, 1)
βcrit
2

1 1
2
1
2
1
2
1 1
2
1
2
1
2
1


1
1
1
 = (2π)2
βcrit
2
· 6
for the multiple point. Contrary to the case of the non-Abelian couplings that are
weakened by a factor Ngen = 3 in going to the diagonal subgroup of U(1)
3, the U(1)
coupling at the multiple point is weakened by a factor 6 in going to the diagonal
subgroup of U(1)3. In general, the weakening factor in the hexagonal case in going
from U(1)Ngen to the diagonal subgroup U(1) along the direction (1, 1, · · · , 1) is
Ngen +
 Ngen
2
 = Ngen(Ngen + 1)/2:
so that
g2diag =
g2crit
Ngen(Ngen + 1)/2
. (323)
8.4.2 The volume of groups scheme
In the earlier section 7.3.2, we have developed a means for calculating an effective
inverse squared coupling having a directional dependence on 4th and 6th order
action terms. We now calculate the effective inverse squared coupling (261) along
the diagonal subgroup:
1
e2eff(
~ξ)
(for ξ = (1, 1, 1)) = (324)
B6Y6 comb(diag) +
(
1
e2Manton
+B4Y4 comb(diag)
) 3
2

1
3
=
=
 −0.766
e6U(1) crit
(−4
√
3
35
) +
 2 23
e4U(1) crit
+
−0.146
e4U(1) crit
2
3
√
7
 32

1
3
=
= 1.34 · 1
e2U(1) crit
(in vol. approx.)
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From (322) we have that the inverse squared coupling corresponding to the diagonal
subgroup of U(1)3 is a factor 6 larger than 1
e2
U(1) crit
|ξ=(1,1,1) :
1
e2(diag)
= 6 · 1
e2eff (
~ξ)
∣∣∣~ξ=(1,1,1) = 6 · 1.34 = 8.04 (325)
8.4.3 The calculation of the enhancement factor
We have seen that the enhancement factor
1/αU(1)3
1/αU(1)
has respectively the values 6.0
and 1.34 · 6.0 according to whether the “independent monopole” or the “volume”
approximation is used. These approximations tend respectively to ignore and to
overestimate the dependence that fluctuations in one subgroup can have on which
phase is realized along other subgroups or factor-groups. This interaction effect
depends on the degree of first-orderness of the phase transition; this degree of first-
orderness is used in our procedure to determine to what extent the pure “monopole
approximation” should be “pushed” towards the “volume approximation”. We seek
a combination of these two approximations - with the relative weight determined
by the degree of first-orderness - that is to be embodied in the value of ∆γeff that
subsequently is used in both steps of the calculation of the U(1) continuum coupling.
In this section, we use ∆γeff to determine the U(1) coupling at the multiple point
of a phase diagram for a U(1)3 gauge group.
The correction for the degree of first-orderness will be implemented by choosing
the “hop” ∆W = ∆〈cos θ〉 in the Wilson operator at the TP transition to the totally
Coulomb-like phase in such a way that it reflects the residual first-orderness. This
transition obviously has to separate confinement-like and Coulomb-like phases for
the continuum degrees of freedom. There are two possibilities - namely the TP
transition at border “1” and the TP transition at border “3” corresponding let us
say to respectively the jumps ∆W✷ TP “1” and ∆W✷ TP “3” in the Wilson operator.
But we now argue that ∆W✷ TP “1” is not what we want because it doesn’t reflect
the degree of “residual” first-orderness (at the TP) that is due to the ZN transition
62
The reason has to do with ZN (N = 2, 3) being in the same phase on both sides of
the border “1” at the TP. Accordingly, ∆W✷ TP “1” cannot reflect the discrete group
transition.
So it is the discontinuity ∆W✷ TP “3” that we want to use to interpolate between
the “independent monopole” and the “volume” approximation so as to obtain the
enhancement factor
αU(1)3 diag
αU(1) crit
that reflects the appropriate degree of first-orderness
for the TP transition in going from confinement to Coulomb-like behaviour for the
continuum degrees of freedom.
In order to estimate the residual “first-orderness” present at the multiple point
in making the transition to the totally Coulomb-like phase from the phase(s) with
62In fact by using a trick of changing variables (more on this below), we can actually show that
∆W✷ TP “1” ≈ ∆W✷ γ=0 “3”. The latter reflects (less pronounced) residual first-orderness of the
ZN transition quite far removed from the TP - namely that for γ = 0 which is not so far from the
tri-critical point at γ = −0.11 where all remnants of the ZN transition disappear and the transition
at boundary “3”continues for γ < −0.11 as a pure second order transition.
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confinement solely w.r.t to discrete subgroup(s), we shall use the already proposed
scenario in which we speculate that the increased frequency of minimal strength
monopoles (i.e., 2π
4π
monopoles in the 4π normalisation implicit in (271)) is related to
the fact that the phase transition along the border “2” in Figure 22 becomes less and
less strongly first order as γ decreases. That is, we speculate that the increasing role
of minimal strength monopoles (in the 4π normalisation, the minimal strength 2π
4π
monopoles are the only monopoles; in the 12π normalisation, there are, in addition
to minimal and most abundant 2π
12π
monopoles, also (less common) 6π
12π
- and 4π
12π
-
monopoles) in typical plaquette configurations is the reason that the transitions to
the totally Coulomb-like phase at border “2” and subsequently, also at border “3”
in Figure 22 becomes less and less first order as γ is diminished.
As mentioned just above, it is well known that, for U(1), the phase transition
at border “3” becomes second order at the tri-critical point (at a slightly negative
value of γ) and continues as a second order phase transition for γ values less than
the tri-critical value γTCP . The above picture is not inconsistent with the results of
numerical studies that clearly reveal even a pure U(1) gauge theory with a Wilson
action (i.e., a theory with γ = 0) as having a weakly first order phase transition as
evidenced by a “jump” ∆W✷ in the Wilson operator W✷. Indeed one finds in the
work of Jersa`k[85] et al fits that relate the “jump” ∆W✷ in the Wilson operator
W✷
def
= 〈cos(θ✷)〉 to ∆γ def= γ − γTCP where γTCP denotes the value of γ in the
tri-critical point:
∆W✷ = A(γ − γTCP )βµ (326)
The values for γTCP and βµ are given respectively as γTCP = −0.11 ± 0.05 and
βµ = 1.7 ± 0.2 while the constant A is deduced to be A = 0.6835. For γ = 0
(corresponding to a Wilson action), there obtains ∆W✷ = 0.68(0.11)
1.7 = 0.016.
Actually this latter discontinuity will be seen to be of interest to us because it can
be shown that this jump is to a good approximation the jump ∆W✷, “1” encountered
in crossing border “1” near the multiple point. The reasoning is as follows: the
jump ∆W✷, “1” is to a good approximation constant along the phase border “1”;
consequently, ∆W✷, “1” near the multiple point is essentially the same as that at
γ = 1.01 and β = 0 which, in turn, is, by a simple change of notation, identical with
the discontinuity ∆W✷ at γ = 0, β = 1.01 that using (326) was found to have the
value ∆W✷ = 0.016.
So what is wanted for the purpose of calculating the enhancement factor is the
jump ∆W✷, “3” encountered at the multiple point in traversing border “3” separating
the totally Coulomb-like and totally confinement-like phases. What we have is a way
to calculate ∆W✷; “2”: this procedure relates ∆W✷, “2” to the cubic root[75, 86] of
the quantity ∆γeff (see Section 8.3) encountered in crossing the border “2” at the
multiple point. Were it not that the transition at border “1” is (weakly) first order
but instead second order, then we would have had ∆W✷, “1” = 0 and
∆W✷, “2” = ∆W✷, “3” = A(∆γeff)
1
3 (when ∆W✷, “1” = 0) (327)
where A = 0.252. However, having argued that ∆W✷, “1” = 0.16 6= 0 corresponding
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to a weakly first order transition in crossing border “1” in the vicinity of the multiple
point, we conclude on the grounds of continuity that this jump must be the difference
in the “jumps” ∆W✷, “2” and ∆W✷, “3” in crossing respectively the borders “2” and
“3” at the multiple point (see Figure 22). Recall that these jumps, observed in
crossing the borders “2” and “3” near the multiple point are essentially assumed to
be the residual effects of first-order pure discrete subgroup transitions at large γ.
So in principle at least, the “jump” ∆W✷; “3” is obtained by correcting
63 ∆W✷ “2”
(calculated by using (327)) by the amount of the “jump” ∆W✷, “1” in crossing border
“1”. Using that ∆W✷, “1” is small, we make this correction in an approximate way
by increasing ∆γeff in (327) by the corrective quantity
∆γcorr “1”
def
= (
∆W✷, “1”
A
)3 (328)
obtained by inverting (327). In this approximation, we obtain
∆W✷, “3” ≈ A(∆γeff +∆γcorr “1”) 13 = (329)
= A(∆γeff + (
0.016
0.252
)3)
1
3
where we have used that ∆W✷, “1” = 0.016 in (328) which in turn has been used
in (329). Strictly speaking, it is inconsistent to assume additivity in the “jumps”
∆W✷, “1”, ∆W✷, “2”, and ∆W✷, “3” (essential because of continuity requirements) and
at the same time that both ∆W✷, “2” and ∆W✷, “3” are related to an appropriate γeff
by a cubic root law. Consistency requires ∆W✷, “1” = 0 corresponding to a second
order transition. For small ∆W✷, “1”, this inconsistency is not bothersome and the
approximation (329) is good. In fact the corrective term ∆γcorr “1” is so small so as
not to yield a difference in ∆W✷, “2” and ∆W✷, “3” that is discernible to within the
calculational accuracy.
Equation (329) provides a way of calculating the for us interesting ∆W✷, “3” at
the multiple point. Various values of ∆W✷, “3” are tabulated in Table 10. These are
calculated for different values of ∆γeff that in turn are obtained as combinations of
the ∆γeff in Table 9 calculated for the Z2, Z3, and Z6 discrete subgroups of U(1).
Before we use these various ∆W✷, “3” values to calculate the enhancement factor
αU(1)3 diag
αU(1) crit
, we need to develop a way of using the ∆W✷, “3” to interpolate between
the “pure monopole” and the “volume” approximation. We now do this for the
general case of any discontinuity ∆W✷. In general, when there is a “jump” ∆W✷,
we estimate that we get the most correct enhancement factor
1/αU(1)3 diag
1/αU(1) crit
by linearly
interpolating between the enhancement factor “6” corresponding to the independent
63The reason that we do the calculation in this circuitous way - instead of trying to directly
estimate ∆W✷ “3” by first calculating the “∆γeff” at boundary “3” - is that it is not clear what
this latter ∆γeff means. The reason that we calculate ∆γeff at boundary “2” is that the phases
on both sides of this boundary are very similar w.r.t the continuum degrees of freedom. This
allows us to conclude that our ∆γeff at boundary “2” can be associated essentially alone with the
discrete subgroup transition.
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monopole approximation and the enhancement factor 1.34 · 6 = 8.04 corresponding
to the volume approximation. That is, the enhancement factor is calculated as(
1/αU(1)3 diag
1/αU(1)
)
actual
=
(
1/αU(1)3 diag
1/αU(1)
)
ind mono
+
+
η
τ
[(
1/αU(1)3 diag
1/αU(1)
)
vol
−
(
1/αU(1)3 diag
1/αU(1)
)
ind mono
]
= 6 +
η
τ
[6(1.34− 1)] (330)
where η
τ
is given by
η
τ
=
(
Coul fluc
conf fluc
)2
ind mono
−
(
Coul fluc
conf fluc
)2
actual(
Coul fluc
conf fluc
)2
ind mono
−
(
Coul fluc
conf fluc
)2
vol
(331)
and η is defined as the numerator while τ the denominator on the right hand side
of (331). Write(
Coul fluc
conf fluc
)2
def
=
1− 〈cos θ〉Coul
1− 〈cos θ〉conf = 1−
∆W✷
1− 〈cos θ〉conf (332)
where in the last step we have used that 〈cos θ〉Coul = 〈cos θ〉conf +∆W✷.
Using that
(
Coul fluc
conf fluc
)2
ind mono
= 1 essentially by definition, we have using (331)
and (332) that
η =
∆W✷
1− 〈cos θ〉conf = ∆W✷/0.377 (333)
where in (333) we have used 〈cos θ〉conf ph = 0.623.
Various values of η are tabulated in Table 10 corresponding to the values of
∆W✷, “3′′ that are also tabulated in the same Table.
The quantity η
τ
are used to obtain the values for the enhancement factors
1/αU(1)3 diag
1/αU(1) crit
tabulated in the final two columns of Table 10. The two columns correspond to
1/αU(1)3 diag
1/αU(1) crit
for two different values of τ . The first, corresponding to the roughest ap-
proximation, is for τ = 1 inasmuch as we make the approximation
(
Coul fluc
conf fluc
)2
vol
≈ 0.
The enhancement factors in the column at the extreme right hand side are obtained
using a better estimate64 of τ :
τ = 1−
(
Coul fluc
conf fluc
)2
vol
= 1− 0.21 = 0.79. (334)
64τ = 1−
(
Coul fluc
conf fluc
)2
vol
= 1− 2(1−〈cos θ〉)Coul/ crit〈θ2〉conf = 1−
2(1−0.65)
pi2/3 ≈ 1−0.21 = 0.79. Here 〈θ2〉conf
is calculated as though one had the ideal Haar measure distribution which is the distribution used
in effect in our volume approximation.
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The values of
1/αU(1)3 diag
1/αU(1) crit
in the last column of Table 10 will appear in Table 11
in conjunction with the calculation of the Planck scale value of the continuum U(1)
fine-structure constant 1/αU(1) P l. scale.
8.5 Continuum critical coupling from critical U(1) lattice
coupling
The Planck scale prediction for the U(1) fine-structure constant is to be obtained
as the product of the enhancement factor and the continuum critical coupling that
corresponds to the lattice critical coupling.
We have the enhancement factor in Table 10 (calculated using different approx-
imations) but we have yet to translate the lattice U(1) critical coupling into a
continuum one. This is the purpose of this section.
We use a procedure analogous to that used by Jersa`k et al[83]. In this work the
continuum coupling is calculated numerically. Using Monte Carlo methods on the
lattice, the Coulomb potential is computed and fitted to the formula proposed by
Luck ([82]). In the Coulomb phase with the Wilson action, the fit yields
Wilson : α(β) = 0.20− 0.24(β − βcrit
β
)0.39 = 0.20− 0.24(1− 1.0106
β
)0.39. (335)
For the Villain action (in the Coulomb phase) the analogous result is
V illain : α(β) = 0.20− 0.33(1− 0.643
β
)0.52. (336)
It is of course our intention to substitute γeff for what Jersak et al. designates
as β. This is justified in as much as (335) is valid for β ≥ βcrit; i.e., for β lying
within the Coulomb phase. The replacement of
β − βcrit (337)
by
γeff tot Coul ph − γeff. only Z2 conf def= ∆γeff (338)
is valid inasmuch as the phases separated by the phase boundary “2” in Figure 22 are
both in the Coulomb phase as far as the continuum degrees of freedom are concerned.
Values obtained for α using (335) with β replaced by γeff and β − βcrit by ∆γeff
are tabulated for various values of the latter in the third column of Table 11.
66 Making that the assumption that the phase transitions for both the Wilson and Villian actions
are second order, we take the difference 〈θ2〉 − 〈θ2〉crit. as being the same when the string tension
is the same for both action types. Using figure 4a in Jersak et al: Nucl. Phys. B251, 1985, 299, we
obtain the coefficient 0.23 as the coefficient of (∆γeff )
.29. Allowing for the fact that the transitions
are not strictly second order gives rise to a correction that results in a coefficient of 0.16 instead
of the 0.23.
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Table 10: Enhancement factors given in the last four columns on the right are
given for two ways of calculating τ as well as with and without ∆γcorr“1” included
in the calculation of ∆W✷ in (329). For the quantity τ
def
= 1 −
(
Coul fluc
conf fluc
)2
we
have τ = 1 when confinement fluctuations are taken as infinite and τ = 0.79 when
confinement fluctuations are taken as finite. The second and third columns contain
∆W✷ calculated respectively with and without the quantity ∆γcorr“1” in (329). The
values for ∆γeff in the first column are taken from Table 9. The quantity η in the
fourth and fifth columns is defined in (331) and calculated according to (333) with
and without the quantity ∆γcorr“1” in the expression (329) for ∆W✷.
Procedure ∆γeff ∆W✷,“3” from (329) η from (333)
1/α
U(1)3
“diag”
1/αU(1)“crit”
from (330)
with ∆γcorr“1” with ∆γcorr“1” with ∆γcorr“1” ∆γcorr“1” = 0
∆γcorr“1” = 0 ∆γcorr“1” = 0 τ = 0.79 τ = 1 τ = 0.79 τ = 1
Vol Approx:
Haar (ideal) (〈cos θ〉Coul = 0.65) 1 8.04
Haar, compact (〈cos θ〉Coul = 0.65) 0.79 8.04
Mean field 12 7.29 7.02
Ideal ind mono 0 0 1 6 6
No discrete 0 0.016 0 0.0424 0 6.110 6.087 6 6
subgroups
Using
Z2 only: 0.0473 0.0913 0.0911 0.242 0.242 6.625 6.494 6.624 6.493
Using 0.0473+
Z2 + Z3: 0.0393 0.112 0.111 0.296 0.296 6.764 6.604 6.764 6.603
Using 0.04732 +
1
2 (Z2 + Z3): +
0.0393
2 0.0887 0.0885 0.235 0.235 6.607 6.480 6.606 6.479
Using 0.04732
1
2Z2 + Z3: +0.0393 0.100 0.100 0.266 0.266 6.688 6.543 6.687 6.542
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Table 11: Our Planck scale prediction for the U(1) fine-structure constant is obtained
as the product of the enhancement factor (from the last four columns of Table (10))
and the value of 1/αcont obtained from the critical value of the lattice parameter
γeff and the “jump” ∆γeff in this same quantity in crossing the phase border “3”
(see Figure 22) at the multiple point. We list a number of combinations that differ
according to how the discrete subgroups are treated w.r.t. whether the discrete
subgroups are large enough to have the symmetry of the hexagonal identification
lattice and how τ (see Table 10) is calculated as an indication of the sensitivity of our
prediction to such details. The prediction marked with “•” indicates the predicted
value calculated in what we regard as the most correct manner. Also included are
results for the Villian action where (336) has been used to calculate α(β). In this
table, we use the same ∆γeff in both (335) and (336) (this is incorrect; see next
table). In the Villian case, the ∆W✷ “3” used in calculating the enhancement factor
is calculated as ∆W✷ “3” = 0.16(∆γeff)
0.29 (this is the counterpart of (329) for the
Wilson action) with ∆“1” corr = 0). The coefficient “0.16” is estimated from Monte
Carlo data in ([83]) and is rather uncertain66.
single U(1)
Procedure ∆γeff αcont. 1/αcont. enh. fac Haar prediction 1/αPl.scale
τ = 0.79 τ = 1 τ = .79 τ = 1
Wilson action (using (335))
Z2 only with ∆γcorr“1” in (329) 0.0473 0.1286 7.778 6.625 6.494 51.5 50.5
Z2 only without ∆γcorr“1” in (329) 0.0473 0.1286 7.778 6.624 6.493 51.5 50.5
Z2 + Z3 with ∆γcorr“1” in (329) 0.0866 0.1108 9.021 6.764 6.604 61.0 59.6
Z2 + Z3 without ∆γcorr“1” in (329) 0.0866 0.1108 9.021 6.764 6.603 61.0 59.6
1
2 (Z2 + Z3) with ∆γcorr“1” in (329 ) 0.0433 0.1309 7.640 6.607 6.480 50.5 49.5
1
2 (Z2 + Z3) without ∆γcorr“1” in (329) 0.0433 0.1309 7.640 6.606 6.479 50.5 49.5
1
2Z2 + Z3 with ∆γcorr“1” in (329) 0.0630 0.1206 8.292 6.689 6.543 55.5 • 54.3
1
2Z2 + Z3 without ∆γcorr“1” in (329) 0.0630 0.1206 8.292 6.687 6.542 55.5 • 54.3
Villian action (using (336))
Z2 only 0.0473 0.118 8.465 6.452 6.357 54.6 53.8
Z2 + Z3 0.0866 0.0911 10.98 6.539 6.426 71.8 70.6
1
2 (Z2 + Z3) 0.0433 0.122 8.226 6.441 6.348 53.0 • 52.2
1
2Z2 + Z3 0.0630 0.106 9.424 6.491 6.388 61.2 • 60.2
(339)
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The γeff used in Table 11 is that calculated in (284) to lowest order in θˆ. We
want now to go to next order in θˆ. For the Wilson action suitable for having a phase
confined solely w.r.t. Z2, the appropriate effective coupling is given by (283). We
denote this improved effective coupling by γeff corr:
γeff corr = γ +
〈σZ2〉θˆβ
4
〈cos(θˆ/2)
cos θˆ
〉 ≈ γ + 〈σZ2〉θˆβ
4
〈cos− 34 θˆ〉 (Wilson action). (340)
The improved γeff corr for the Villian action case has the cos θˆ in the denominator
in the average on the left-hand side of (340) removed corresponding to the Villian
action being approximately a Manton action (having a second derivative that is θˆ-
independent) instead of being equal to cos θˆ as in the Wilson case. So for the Villian
action we have
γeff corr = γ +
β
4
〈σZ2〉 · 〈cos(θˆ/2)〉 ≈ γ +
β
4
〈σZ2〉 · 〈cos
1
4 θˆ〉 (Villian action). (341)
The effective couplings (340) and (341) are for respectively the Wilson and Villian
actions. In both cases there can be a phase confined solely w.r.t. Z2. The analogous
couplings for the Wilson and Villian actions in the case where there is a phase
confined solely w.r.t. Z3 are given respectively by (342) and (343) below; i.e., by
γeff corr = γ +
β
9
〈σZ3〉〈cos−
8
9 θˆ〉 (Wilson action) (342)
and
γeff corr = γ +
β
9
〈σZ3〉 · 〈cos
1
9 θˆ〉 (Villian action). (343)
Table 12 lists the U(1) fine-structure constant at the Planck scale that is calcu-
lated for different combinations of contributions from Z2 and Z3 in the Wilson and
Villian action cases using the improved effective couplings γeff corr in (340), (341)
(342) and (343).
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Table 12: Here we use the improved effective couplings γeff corr in (340) and (341)
corresponding respectively to Wilson and Villian actions for which there is a phase
confined solely w.r.t. Z2. The analogous improved effective couplings (342) and
(343) are used respectively for the Wilson and Villian actions that can provoke
phases confined solely w.r.t. Z3. Strictly speaking, for the improved calcula-
tion of ∆γeff - i.e., ∆γeff corr - we should (for say the Wilson action in the case
where we have a phase confined solely w.r.t Z2) calculate as follows: ∆γeff corr =
β
4
(
〈σ〉Coul
〈
cos θˆ
2
cos θˆ
〉
Coul
− 〈σ〉conf
〈
cos θˆ
2
cos θˆ
〉
conf
)
but because 〈σ〉conf << 〈σ〉Coul we have
∆γeff corr ≈ β4
(
〈σ〉Coul
〈
cos θˆ
2
cos θˆ
〉
Coul
)
. We calculate ∆γeff corr iteratively inasmuch as
the latter is needed to get ∆W which is needed to get 〈cos θˆ〉 which in turn is needed
to calculate ∆γeff corr. The ∆W obtained iteratively using ∆γeff corr is also used in
calculating the enhancement factor in Table 12. In the case of the Villian action,
the cosθˆ in the denominator of
〈
cos θˆ
2
cos θˆ
〉
is removed. The case having a phase confined
solely w.r.t. Z3 is calculated in a way analogous to that for Z2 for respectively the
Wilson and Villian action cases.
corrected U(1)
Procedure ∆γeff, corr αcont. 1/αcont. enh. factor Haar prediction 1/αPl.scale
τ = 0.79 τ = 1 τ = 0.79 τ = 1
Wilson action (using (335))
Z2 only with ∆γcorr“1” in (329) 0.0600 0.1220 8.196 6.677 6.535 54.7 53.6
Z2 + Z3 with ∆γcorr“1” in (329) 0.1094 0.1031 9.697 6.826 6.653 66.2 64.5
1
2 (Z2 + Z3) with ∆γcorr“1” in (329 ) 0.05615 0.1239 8.072 6.662 6.523 53.8 • 52.7
1
2Z2 + Z3 with ∆γcorr“1” in (329) 0.08108 0.1129 8.854 6.748 6.591 59.7 • 58.4
Villian action (using (336))
Z2 only 0.04318 0.1217 8.219 6.441 6.348 52.9 52.2
Z2 + Z3 0.08119 0.09424 10.61 6.529 6.418 69.3 68.1
1
2 (Z2 + Z3) 0.04044 0.1241 8.055 6.432 6.341 51.8 • 51.1
1
2Z2 + Z3 0.05941 0.1087 9.204 6.483 6.382 59.7 • 58.7
(344)
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9 Results of MPCP predictions compared with
experimental values of fine-structure constants
and conclusion
We use the principle of multiple point criticality to calculate the values of the three
standard model gauge couplings. These agree with experiment to well within the
calculational accuracy of 5 to 10%. In the context used here, the principle states
that Nature seeks out the action parameter values in the phase diagram of a lattice
gauge theory that correspond to the multiple point. At this point, a maximum
number of phases convene. The gauge group is taken as the Ngen-fold Cartesian
product of the standard model group: SMGNgen where Ngen = 3 is the number
of fermion generations. So there is a SMG factor for each family of quarks and
leptons. This gauge group is referred to as the Anti Grand Unified Theory (AGUT )
gauge group. At the Planck scale, the gauge couplings are predicted to have the
multiple point values corresponding to the diagonal subgroup of SMGNgen . The
diagonal subgroup, which is isomorphic to the usual standard model group, arises
as that surviving the Planck scale breakdown of the more fundamental SMGNgen
under automorphic symmetry operations.
In order to provoke the many phase that should convene at the multiple point
- including those corresponding to confinement solely of discrete subgroups of the
gauge group - we need a rather general action the parameters of which span a
multi-dimensional phase-diagram space. In many cases, such phases would be called
lattice artifacts because the boundary between such lattice-scale phases disappears
in going to long wavelengths and what is distinguishable as a Coulomb-like phase at
lattice scales becomes indistinguishable from a confining phase at large distances.
Such phases are usually regarded as not being of physical significance because they
depend on the presence of a lattice which has been introduced only as a calculational
regulator that must leave no trace of its presence upon taking a continuum limit.
Our point of view is that a Planck scale lattice is one way of implementing the
fundamental necessity of having a truly existing regulator at roughly the Planck
scale. We would claim that field theories are intrinsicly inconsistent without the
assumption of a fundamental regulator. While the lattice seems to play a funda-
mental role in our model, it is really only a way of manifesting the necessity of a
fundamental regulator. We would of course hope that critical behaviour for any
field theory formulated using other regulators (e.g., strings) would lead to approxi-
mately the same critical values for the coupling constants so that MPC predictions
based on the assumption that Nature had chosen a different regulator would not
yield very different values for couplings than those obtained using a lattice regula-
tor. Obtaining the same values of couplings when using different regulators would
suggest that the principle of multiple point criticality has a validity that transcends
the particulars of the regulator.
Our claim is then that even the presence of phases that are only distinguishable
on a Planck scale lattice can have profound consequences for physics. And this is so
despite the fact that such phases can - even though quantitatively distinguishable at
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the lattice scale (e.g., two phases with different finite correlation lengths) - become
qualitatively indistinguishable at long distances. This situation is not unfamiliar in
other situations. For example, at the triple point of water, three different phases
can be accessed by suitable changes in intensive parameters by just a small amount.
However, two of the three phases are not qualitatively distinct: at the tri-critical
point, the distinction between liquid and vapour disappears. This however does not
change the fact that all three phases are important in defining the triple point values
of temperature and pressure.
Our Planck scale predictions for the gauge coupling constants come about as the
product of the continuum value of the lattice critical coupling and the appropriate
enhancement factor in going from the multiple point of SMG3 to the diagonal
subgroup.
The main difference between the Abelian and non-Abelian case is a factor two
in the squared coupling weakening factor that comes from going from SMG3 to the
diagonal subgroup of SMG3: the diagonal subgroup squared coupling for U(1) is a
factor
Ngen +
 Ngen
2
 = (Ngen + 1)Ngen/2 = 6 (345)
weaker than the critical values obtained from Monte Carlo data for a single U(1).
This is to be compared to the naively expected weakening factor Ngen = 3 that is
found for the non-Abelian couplings in going to the diagonal subgroup. The reason
for the difference in the weakening factor in going to the diagonal subgroup of SMG3
is that in the case of U(1) there is the possibility of interaction terms Fµν PeterF
µν
Paul in
the Lagrangian (in the non-Abelian case, such terms are not gauge invariant). The
indices Peter, Paul, · · · label the various SMG factors of SMGNgen (of which there
are Ngen = 3). Had the phase transition at the multiple point been purely second
order, we would expect the enhancement factor for the inverse squared U(1) coupling
to be exactly 1
2
Ngen(Ngen−1) = 6. However, the fact that transitions between phases
solely confined w.r.t. discrete subgroups and the totally Coulomb-like phase inherit
a residual first-orderness from the pure discrete subgroup transitions leads to an
enhancement factor larger than 1
2
Ngen(Ngen − 1) = 6. The enhancement factor for
U(1) is calculated using different approximations the result of which are tabulated
in Table 10
The values we have calculated for the U(1) gauge coupling (i.e., the values for
the diagonal subgroup of SMG3 at the multiple point of SMG3) and the values
calculated for the non-Abelian couplings are predicted to coincide with experimental
values that have been extrapolated to the Planck scale using the assumption of a
minimal standard model. In the renormalization group extrapolation procedure[25]
used, we accordingly assume a desert with just a single Higgs (NHiggs = 1). The
number of generations (families) is of course taken to be 3.
In doing the renormalization group extrapolation of experimental values to Planck
scale, we start the running at the scale of MZ = 91.176 ± 0.023 using values from
LEP experiments[24]. We also extrapolate the other way: we extrapolate our Planck
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scale predictions down to the scale of MZ so as these can be directly compared with
experimental values of fine-structure constants. Predicted and experimental[25] val-
ues of the three fines-truce constants are compared at both the Planck scale and the
scale of MZ are compared in Table 13. We have included predicted values obtained
using several different variations in some details of our model. For the non-Abelian
fine-structure constants, the naive continuum limit and the continuum-corrected
continuum limit values are taken from our earlier work[3].
In trying to estimate the uncertainty in our calculation of the U(1) gauge cou-
pling, two points of view can be taken:
a) we could take the viewpoint that we do not really know which of the phases
characterised by being solely confined w.r.t. discrete subgroups should also convene
at the multiple point in certain cases. In particular, we could claim that we do
not know to what extent that Z2− and Z3-like subgroups, in analogy to the U(1)-
continuum, give rise to a hexagonal phase system at the multiple point. If this is the
case, we have to let our lack of knowledge about such details of the phase diagram
(and the multiple point chosen by Nature) be included in the uncertainty in our
prediction.
b) we could take the standpoint that our choice of procedure for including the
effects of having solely confining Z2− and Z3-like subgroups at the multiple point is
correct and that we accordingly can do our calculations based on a correct picture of
the pattern of phases that convene at the multiple point, also w.r.t. solely confining
discrete subgroups. In this case, uncertainties in our results are assumed to be due
only to uncertainties in the Monte Carlo procedures used and in the approximations
we use in our corrections of Monte Carlo data in order to get our predictions.
In the case a) we must regard the differences in predictions arising when Z2−
and Z3-like subgroups are taken into account in different ways as being a measure of
the uncertainty. For the predicted U(1) coupling at the Planck scale, this viewpoint
leads to an estimated uncertainty of about 5%. We implement this point of view
in Table 14 by averaging all combinations in which there is a 1
2
Z2 contribution.
This results in an average of the combinations having Z3 and those having
1
2
Z3
as the contributions from Z3. This reflects our lack of certainty as to how the Z3
contribution should be treated.
In addition to this uncertainty, there will of course be the uncertainties in the
Monte Carlo results which we have used which may be taken as 5%. Also, our
corrections are presumably not performed to better than some 4%, so it is unlikely
that the uncertainty in our prediction in case b) is less than 6.4%. In case a) we
should rather take the uncertainty as being 8%. These percent-wise uncertainties
concern the squared couplings referred to the Planck scale. These correspond to ab-
solute Planck scale uncertainties of 4.5 and 3.5 in the inverse fine-structure constant
in respectively the cases a) and b). But since the renormalization group correc-
tion consists basically of adding a rather well-determined constant to the inverse
fine-structure constants, the absolute uncertainty in the 1/α’s is the same at all
scales.
It is remarkable that in spite of these uncertainties being rather modest we have
agreement with experiment within them!
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Table 13: Our predictions using slightly different calculational methods (approx-
imations) and assumptions; these are compared with experimental values (Delphi
results) extrapolated using the renormalization group to the Planck scale. The min-
imal Standard Model has been assumed in doing the extrapolation. The predicted
values for U(1) in the last eight rows are taken from Table 12 (with τ = 0.79).
SU(3) α−1(µP l.) α−1(MZ)
Experimental values 53.6 9.25±0.43
Continuum corrected continuum limit 56.7 • 12.8 •
Monopole correction 56± 6 • 12.1 ± 6 •
Naive continuum limit 80.1 36.2
SU(2) α−1(µP l.) α−1(MZ)
Experimental values 49.2 30.10±0.23
Continuum corrected continuum limit 49.5 • 29.8 •
Monopole correction 48.3 ± 6 • 28.5 ± 6 •
Naive continuum limit 65.1 45.3
U(1) α−1(µP l.) α−1(MZ)
(SU(5) norm. in parenthesis) (SU(5) normalisation in parenthesis)
Experimental values: 54.8 (32.9) 98.70±0.21 (59.22± 0.13)
Continuum corrected continuum limit 66 (39.6): 109.1 (65.5)
Naive continuum limit (w. enh. 6.8): 84.6(50.8) 127.7 (76.6)
Independent monopole approx. 30 (18) 73 (44)
Z2 (Wilson action): 54.7 (32.8) 97.8 (58.7)
Z2 (Villian action): 52.9 (31.7) 96.0 (57.6)
Z2 + Z3 (Wilson action): 66.2 (39.7) 109.3 (65.6)
Z2 + Z3 (Villian action): 69.3 (41.6) 112.4 (67.5)
1
2
(Z2 + Z3) (Wilson action): 53.8 (32.3) • 96.9 (58.2) •
1
2
(Z2 + Z3) (Villian action): 51.8 (31.1) • 94.9 (57.0) •
1
2
Z2 + Z3 (Wilson action): 59.7 (35.8) • 102.8 (61.7) •
1
2
Z2 + Z3 (Villian action): 59.7 (35.8) • 102.8 (61.7) •
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Table 14: The predicted values of α−1(MZ) for SU(3) and SU(2), are obtained
as the average of several calculational procedures. The first set of uncertainties
comes from Monte Carlo data and from the approximation procedure that we used
to get our predictions from the Monte Carlo critical couplings. The second set of
uncertainties are the RMS deviations from the average value of α−1(MZ) using the
several different calculational procedures. The predicted α−1(MZ) values for U(1)
and uncertainties arise as the result of the implementing the viewpoints a) and b)
elaborated upon immediately above.
α−1(MZ) α−1(MZ)
predicted experimental
SU(3) 12.4± 6± 6 9.25± 0.43
SU(2) 29.2± 6± 3.5 30.10± 0.23
U(1)
a) 99.4± 5
b) 102.8± 3.5
98.70± 0.23
(349)
It is interesting to formulate our predictions as a number that can be compared
with the famous α−1 = 137.036 . . .. From Table 14 we deduce that the phenomeno-
logically observed value of α−1 decreases by 8.2 ± 0.5 in going from low energies to
that of MZ :
137.036−(α−11 (MZ)+α−12 (MZ)) = 137.036−(98.70±0.23+30.10±0.23) = 8.2±0.3
(346)
Our theoretical prediction for the famous α−1 = 137.036 is in the case a)
α−11 (MZ) + α
−1
2 (MZ) + 8.2± 0.5 = (347)
= 99.4± 5 + 29.2± 6± 3.5 + 8.2± 0.3 = 136.8 ± 9
and in the case b)
α−11 (MZ) + α
−1
2 (MZ) + 8.2± 0.5 = (348)
= 102.8± 3.5 + 29.2± 6± 3.5 + 8.2± 0.3 = 140.2 ± 8.
Since α−1s is rather small at experimental scales, the absolute uncertainty is
percent-wise large at these scales. But really it is probably best to see our αs-
prediction (at Planck scale) as a prediction of the logarithm of the ratio of the strong
interaction scale to the Planck scale which then allows only a crude prediction of
αs(MZ). Note that the strong scale to Planck scale ratio is actually one of Dirac’s
surprising 1020 factors! So this “large number” is found here as an exponential of
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an order one number that is proportional to the number of generations (π2 in the
denominator of the β-functions leads to couplings that walk slowly with scale).
Assuming the coexistence of more than one phase separated by transitions that
are first order is roughly equivalent to assuming the principle of multiple point
criticality. This principle offers the hope of a general explanation for the occurrence
of fine-tuned intensive quantities in Nature. Indeed, the conspicuous values taken by
a number of physical constants - e.g., the vanishing effective cosmological constant,
the fine-structure constants, ΘQCD - have values that coincide with values obtained if
it is assumed that Nature seeks out multiple point values for intensive parameters67.
As mentioned above, multiple point values of intensive parameters occur in the
presence of coexisting phases separated by first order transitions. Such coexistence
could be enforced by having fixed but not fine-tuned amounts of extensive quanti-
ties. We have shown in recent work[5, 6] that the enforced coexistence of extensive
quantities in spacetime is tantamount to having long range nonlocal interactions of
a special type: namely interactions that are identical between fields at all space-
time points regardless of the spacetime distance between them. Such omnipresent
nonlocal interactions, which can be described by a very general form of a repa-
rameterization invariant action, would not be perceived as non-locality but rather
most likely absorbed into physical constants. Even still, the presence of nonlocal
interactions opens the possibility for having contradictions of a type reminiscent of
the “grandfather paradox” naively encountered in “time machines”. However, we
can show[2] that generically there is a “compromise” that averts paradoxes. It is
interesting that this solution coincides with multiple point values of intensive quan-
tities such as fine-structure constants and the cosmological constant. Hence one can
speculate that it is a mild form of non-locality, intrinsic to fundamental physics,
that is the underlying explanation of Nature’s affinity for the multiple point.
In a sense, the MPCP can also be said to have some predictive power as to the
form assumed by the “the true action of Nature”. For example, if two proposed
actions differ in the number of “phases” that can be brought together at a multiple
point, the action that can bring together the larger number of phases would, accord-
ing to the MPCP, come closer to being the “true action of Nature”. The same sort
of argument may be applicable to proposed candidates for gauge groups: having a
MPCP would favour a non-simple gauge group over a simple gauge group. While
the implementation of the MPCP can be be said to be rather complicated techni-
cally, the underlying idea is extremely eloquent in its simplicity. This combined with
the noteworthy accuracy with which a number of constants of Nature are predicted
makes the MPCP a serious contender as an important link in our understanding of
fundamental physics.
67The smallness of the Higgs mass relative to (say) the Planck scale is also a conspicuous quantity
that could have been expected to be explainable as a multiple point value. It is interesting that
recent work[47] indicates that the high value of the top quark mass precludes an explanation of the
lightness of the Weinberg-Salam Higgs as a multiple point. However, the assumption that Nature
has multiple point(s) together with the requirement that the phase transition between degenerate
phases at the multiple point is maximally first order leads to strikingly impressive predictions for
the mass of the top quark and the expected mass of the Weinberg-Salam Higgs.
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9.1 Loose speculations as to the relevance of the MPCP in
the evolution of living organisms
In concluding this thesis, it is interesting to speculate as to the possibe wider range
of applicability of the principle of multiple point criticality. In 1992, while I held
an associate professorship at the Royal Danish School of Pharmacy, I put forth the
idea[87, 88] that complicated biological regulatory mechanisms may achieve max-
imum stability by seeking out the multiple point in the parameter space of what
is probably the intractably complicated action of a biological system. By seeking
out the multiple point, Nature can utilize easy access to the maximum number of
phases as a means of maximizing the stability of the complicated forms of regula-
tion required for the dynamical stability of a biological system in the presence of
an ever-changing enviornment. Being at the multiple point is tantamount to being
simultaneously on the verge of undergoing a phase transition to any one of many
more or less ordered phases. A system in the most ordered phase (a “Coulomb-
like” phase characterised by degrees of freedom all of which are correllated over long
distances) that at the same time is infinitesimally close to the multiple point has
access to plethora of phases that are more or less chaotic (depending on the degree
of “first-orderness” of the transition) w.r.t. any of the various degrees of freedom
(analogous for example to U(1) degrees of freedom, SU(3)/Z3 degrees of freedom,
Z2 degrees of freedom, etc., etc. in the lattice gauge theory implementation of the
MPCP with the gauge group SMG3) simply by effecting infinitesimal changes in
intensive parameters. In being at the multiple point, a system is at what can be
said to be the ultimative “edge of chaos”.
The idea that the multiple point criticality principle might apply in some sense to
biological systems occurred to me in connection with work I have been doing together
with John Ipsen (The Technical University of Denmark) and Holger Bech Nielsen
(The Niels Bohr Institute). First we were interested in the use of a lattice gauge
theory formulation as a way of implementing the constraint of self-avoiding surfaces
in computer simulations of lipid membranes. Most recently we have been involved
in designing ways of doing computer simulations using Kalb-Ramond lattice gauge
theories as a way of introducing a “volume fugacity”. Together with the usual area
and topological fugacities as control parameters, having this additional parameter
will allow simulation of membrane models that are considerably more complicated
that those presently tractable. This ongoing work on membranes springs from earlier
work with Ole Mouritsen and also Peter Leth Christiansen (both from The Technical
University of Denmark) the focus of which was a Cand. pharm. Ph.D. student who
wanted to do serious studies of the way in which pharmaceutical agents affect the
very complicated interdependence of the internal state of a lipid membrane and
the activity of membrane-bound proteins. Phase transitional regions turn out to
play an extremely important role in the mechanism by which pharmaceutical agents
exert physiologically observable effects as we showed in a series[89, 90, 91, 92, 93] of
work. It is really this work that suggested the validity of the principle of multiple
point criticality for biological systems inasmuch as it is well-known that biological
membranes are rather meticulously maintained at values of intensive parameters
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(i.e. temperature) that lie very close to a phase transition.
It is interesting that my suggestion that life processes seek out the stability
and regulatory flexibility afforded by being at the multiple point is an idea that,
superficially at least, bears a strong resemblence to a school of thought that has
emerged at the Santa Fe Institute in recent years. The first essential element in
this thinking, which to a large extent has been put forth by Stuart Kauffman and
Christopher Langton (both at the Santa Fe Institute), is that order, and in particular
self-replicability, tend inherently to emerge in systems having sufficient complexity.
Kauffman’s view is that the dynamics of any sufficiently complicated system of
agents (e.g., cells, genes, protein fragments, business corporations, members of a
democracy, etc.) that registers input and generates output that subsequently is
interpreted as input by other perhaps neighbouring agents will evolve basins of
attraction that entrap the system into persistent patterns possessing a high degree
of diffrentiation that interact in a highly organized, stable and self-sustaining way.
This is sometimes referred to as “catalytic closure”. In Kauffman’s words, one has
the unavoidable emergence of “order for free”.
Kauffman and Langton go even further: having made the case for “order for free”,
they inquire as to the conditions under which the evolution of self-organized systems
is maximally robust when faced with the perpetual changes in the enviornment that
must be accommodated by a self-organized system if it is to survive. In considering
this problem, Kauffman is lead to propose that the control of self-organized order
also emerges spontaneously. How does a systems evolves a system of contol that
assures maximum adaptability? Here adaptability refers to the ability of a system
to adjust the system of “links”68 between its agents so that the system fits its
enviornment over time. Obviously a system with a deficiency of such links will not
be well-suited to a cooperative effort on the part of its agents in devising an optimal
survival strategy in the face of external changes. The uncoordinated performance of
non-percollating structures cannot contribute optimally to the solution of a problem
(e.g., a change in the enviornment) faced by the system as a whole. What is perhaps
more surprising is that an over-abundance of links between agents is also debilitating
for a system challenged by changes in the enviornment. Such systems are frozen
into inactivity by the constraints of too many links and hence are unable to be
optimally innovative in solving problems. It seems that self-organized systems need,
for optimal adaptability, to have a mechanism for dynamically “self-tuning” the
system of links between its agents in such a way as to be able to deal optimally with
coevolutionary external changes.
Langton may have found a clue as to how such such a dynamical fine-tuning
mechanism comes about. Using systems of cellular automata as a simplified form
of a parallel-processing (Boolean) network, Langton finds static and propagating
structures at the phase transition separating chaotic and ordered regimes that can
support information storage and tranmission as well as phenomena that can be in-
terpreted as a form of information processing. Kauffman and Langton propose that
at levels in systems which must coordinate complicated tasks, selection attains a
68 A system of “links” can be thought of as the (evolving) set of rules that express the interde-
pendence of the agents.
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near-universal “poised” state that hovers at the phase transition between sponta-
neous order and chaos. In the words of C. Langton and N. Packard, it may be that
life seeks out and is sustained at the edge of chaos.
The principle of multiple point criticality, in asserting that the universe can-
not avoid seeking out multiple point values of intensive parameters, is essentially
asserting that the fundamental laws of physics69 reside at the “edge of chaos”.
The point I wish to make is that the multiple point (i.e., “the ultimative edge
of chaos”) functions as an attractor that can provide a useful stabilisation mecha-
nism that quite plausibly could be inherited by biological systems as the tendency
of evolving life processes to be maintained at the edge of chaos. This would be
consistent with the idea of Kauffman and Langton that selection results in a chain
of biological systems in the course of evolution that perpetually seek out and “ride
along” on the ever-changing “edge of chaos” as the way of achieving the most sus-
tainable evolution of ever more complicated organisms. Recent discussions[94] and
the exchange of notes[95] with Stuart Kauffman in Santa Fe reveal that he fully
shares my sentiments as to the importance of exploring the idea that the apparent
tendency of biological systems to cling to the edge of chaos in the course of evolu-
tion may be a manifestation of a fundamental physical principle of multiple point
criticality. We have made plans for continuing this avenue of investigation in the
months to come.
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11 Appendices
11.1 Appendix: Haar measure to next to leading order
For the contribution to “−βF” from the confining degrees of freedom, the most im-
portant next order correction to the tangent space or weak coupling approximation
comes from taking into account the influence on the Haar measure arising from the
curvature of the group manifold for a non-Abelian Lie group G. In the neighbour-
hood of the unit element the exponential map exp : Lie algebra → Lie group
is one to one, and it may be used to induce in the Lie algebra a measure from the
Lie group. However, for a group manifold with curvature, it is only infinitesimally
close to the unit element that the correct Haar measure coincides with the “flat”
measure:
dHaarU = dHaar(exp(A)) = ρflat ddA/
√
2 =
ddA/
√
2
vol(G)
. (350)
Here, as in the preceding text, the uniform Haar measure density ρflat is taken as
ρflat =
1
vol(G)
.
Because a left translation in the Lie algebra and in the Lie group do not coincide
exactly for a non-Abelian group (due to curvature), the Haar measure that is to
be invariant under left translation on the group will deviate from being constant
relative to that on the algebra. Consider all the group elements corresponding to
the Lie algebra elements in a small volume element at the origin of the Lie algebra.
These group elements correspond, after left (or right) translation by say the group
element exp(A), to a volume at the translated position in the Lie algebra that is
expanded by some factor relative to the small volume at the origin. Invariance of
the Haar measure on the group manifold under left (or right) group multiplication
by exp(A) requires therefore a compensating factor in the Haar measure density
ρHaar(A) at the left translated position exp(A) on the group manifold relative to
the density at the unit element of the group.
Let B1,B2, · · ·Bj=dim(G) be infinitesimal displacements in the dim(G) indepen-
dent directions of the Lie algebra at the origin of the Lie algebra.
Designate by Lexp(A) the operation of left multiplication in the group: Lexp(A)g =
exp(A)g (exp(A), g ∈ G).
Denote by TL(A)B
j the Lie algebra vector that is vectorially added to the Lie
algebra vector A when the group element exp(Bj) is translated by Lexp(A); i.e.,
Lexp(A)exp(B
j) = exp(A+ TL(A)B
j).
In the “flat” or tangent space approximation we have A + TL(A)B
j = A + Bj
corresponding to the Lie algebra composition rule of simple vector addition when
the group operation Lexp(A)exp(B
j) is referred to the Lie algebra.
For a group manifold with curvature, the Lie algebra composition rule - we denote
it with the symbol “+′” - is more complicated. Under the action of L
exp(A) on the
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group we have A+ TL(A)B
j = A+′ Bj .
Denote by ∆V the volume element spanned by the Bj ’s at the origin of the Lie
algebra: ∆V = B1 ∧B2 ∧ · · · ∧Bdim(G). Let C be an infinitesimal vector specifying
a point within the volume ∆V .
For one of the infinitesimal displacements Bj at the origin of the Lie algebra, the
effect of the group operation Lexp(A) referred to the Lie algebra can be expressed as
(A+TL(A)B)
j = (A+′B)j = (A+′ 0)j + (d(A+′ ·)
0
)jkB
k = Aj + d((A+′ ·)
0
)jkB
k
(351)
where
d((A+′ ·)
0
)jk =
∂(A+′ C)j
∂Ck
|
C=0
. (352)
It follows that the Bj at the origin of the Lie algebra has become
(TL(A)B)
j =
∑
k
∂(A+′ C)j
∂Ck
|
C=0
Bk (353)
under the group operation Lexp(A).
The volume element ∆V = B1∧B2∧· · ·∧Bdim(G) at the origin of the Lie algebra
expands into the volume TL(A)∆V under the group operation Lexp(A). We can write
TL(A)∆V = TL(A)B
1 ∧ TL(A)B2 ∧ · · · ∧ TL(A)Bdim(G) (354)
=
∂(A+′ C)1
∂Ck
|
C=0
Bk ∧ · · · ∧ ∂(A+
′ C)dim(G)
∂Cm
|
C=0
Bm
=
∥∥∥∥∥∂(A +′ C)j∂Ck
∣∣∣
C=0
∥∥∥∥∥ (B1 ∧B2 ∧ · · · ∧Bdim(G)) = det(d(A+′ ·)0)∆V
Really, the map (A+′ ·)
0
is the composed map consisting of
1. a map from very near the origin of the Lie algebra to very near the identity of
the group;
2. left translation to very near the element exp(A) in the group and
3. a log mapping back to the Lie algebra from very near the group element
exp(A).
Linearising this composed map we get
d(A+′ ·)
0
= d(exp−1 ◦ Lexp(A) ◦ exp)0 (355)
= d(exp−1)exp(A) ◦ d(Lexp(A))1 ◦ d(exp)0 = d(exp−1)exp(A) ◦ d(Lexp(A))1
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where in the last step we have essentially identified exp
0
with the unit operator by
identifying the neighbourhood of the unit element with the Lie algebra.
In terms of the composed map, we have
TL(A)∆V = det(d(exp
−1 ◦ Lexp(A))0)∆V ; (356)
i.e., under the group operation Lexp(A), an infinitesimal volume element ∆V at the
origin of the Lie algebra is expanded by a factor equal to the Jacobian determinant
of the map d(exp−1 ◦ Lexp(A))0 .
Invariance of the Haar measure under left translations requires:
Haar(∆V ) = ρHaar(0)∆V = ρHaar(A)TL(A)∆V. (357)
The Haar measure, correct to next order, for a group manifold with curvature is
given by
dHaarU = ρHaarddA(A) =
det(d(exp−1 ◦ Lexp(A))0)−1
vol(G)
ddA(A) (358)
We now make use of the theorem [96]
d expA = d(Lexp A)|1 ◦
1− exp(−ad A)
ad A
, (359)
which yields
d(A+′ ·) = d(exp−1 ◦ Lexp(A))1 = (1− exp(−adA)
adA
)−1 (360)
where ad A denotes the linear transformation associated with each element A of the
Lie algebra such that the operation ad A on any element B of the Lie algebra yields
the Lie algebra vector [A,B]. We have
ad A(B)
def.
= [A,B]. (361)
Combining equations (359) and (358) we find
dHaarU = ddA/vol(G) · det(1− exp(−ad A)
ad A
). (362)
Up to second order in A we have
1− exp(−ad A)
ad A
= 1− 1
2
ad A+
1
6
(ad A)2 (363)
and this leads to
det(
1− exp(−ad A)
ad A
) = det(1− 1
2
ad A+
1
6
(ad A)2) (364)
= exp(Tr(log(1− 1
2
ad A+
1
6
(ad A)2)))
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= exp(Tr(−1
2
ad A+
1
6
(ad A)2 − 1
8
(ad A)2))
= exp(Tr((ad A)2)/24) = 1 +
1
24
Tr((ad A)2).
where we have used that ad A, as a commutator, is traceless.
So the left (or right) invariant Haar measure to next to leading order is given by
dHaarU(q q) =
1 + 1
24
Tr(adA)2
vol(G)
TL(A)∆V (365)
As ad A(B) = [A,B] is a commutator, it is anti-Hermitian and its square is negative
definite. Hence the term +(1/24)Tr((adA)2) is actually negative and reflects the
fact that the group manifold of compact groups have positive Gauss curvature in
the invariant metric. This means that the surface area of a sphere in the group
manifold of a compact group is smaller than in flat space when measured in the
invariant metric. For a compact group it is intuitively reasonable that the Gauss
curvature is positive insofar as one would expect that the area of a sphere on a group
manifold of finite size must, for large enough radius, return to zero.
For say SU(N), we would like to express Tr((ad A)2) in the defining representa-
tion. To this end, start by writing the Lie algebra vectors A and B asA = AaXa and
B = BaXa where the Xa is a basis for the Lie algebra in the adjoint representation.
We have for the linear operator ad A
(ad A(B))aXa = c
a
bcA
bBcXa = (adA)
a
cB
cXa. (366)
We can write
((ad(A)))ac
def.
= ([A, ·])ac = cabcAb (367)
In particular
(ad(Xb))
a
c = c
a
bc. (368)
Furthermore, for
(ad A ad B)C
def.
= [A, [B,C]] (369)
we get
(ad A ad B)ij = c
i
bac
a
cjA
bBc. (370)
Taking the trace yields the symmetric bilinear form (inner product)
Tr(ad A ad B) = cjbac
a
cjA
bBc = gbcA
bBc. (371)
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For a simple Lie algebra such as SU(N), there exists, up to a multiplicative constant,
only one symmetric bilinear form. Therefore, the two bilinear forms (inner products)
Tr(ad Aad B) and Tr(AdefiningBdefining) (where Adefining and Bdefining denote the
N−dimensional defining representations) differ at most by a constant that can be
determined by evaluating the same inner product in both representations. Assuming
for the operator ad A the existence of a set of eigenvectors and corresponding
eigenvalues, we can take Adefining as the diagonal matrix diag(λ1, λ2, · · · , λN−1, λN)
in which case there obtains
Tr((ad A)2) =
∑
ij
(λi − λj)2 = 2N
∑
i
λ2i = 2N · Tr(A2defining). (372)
In general we have
Tr(ad A ◦ ad B) = 2N · Tr(Adefining,Bdefining). (373)
For the Haar measure correct to next to leading order, we have arrived at the
expression
dHaarU(q q) =
1 + (N/12)Trdef.(A
2)
V ol(G)
TL(A)∆V (374)
in the defining representation. In a more usual notation, we can write the Haar
measure as
dHaarU(q q) =
1 + (N/12)Trdef.(A
2)
V ol(G)
ddA. (375)
11.2 Appendix: Correction for curvature of group manifold
We want to reexamine our calculation of “ − βF” in light of the corrected Haar
measure that, to next to leading order, takes the curvature of the group manifold
for a non-Abelian group into account.
To this end, recall the expression (157) for Z ≥ ZMFA def.= exp(“ − βFMFA”):
ZMFA = exp(〈Saction, Coul. − Sansa〉Sansa+Saction, conf.)〈exp(Saction, conf.)〉SansaZSansa .
Consider first the calculation of 〈exp(S
action, conf.
)〉
Sansa
. The leading order ap-
proximation of Eqn. (171) using the flat Haar measure involves the integral
〈exp(Saction, conf.)〉Sansa ≈
∏
✷
∫ ∞
−∞
· · ·
∫ ∞
−∞
ddim(H)(P a)i/
√
2
vol(H)
exp(− ∑
i∈“conf”
βiP
2
i /2).
where for later convenience we have rewritten the integrals in terms of the metric
without absorbed βi’s. Insofar as the correction to the Haar measure coming from
the curvature of the group manifold is only relevant for non-Abelian groups, one need
only consider the correction for partially confining phases containing non-Abelian
basic invariant subgroups. We can write
223
∏
✷
∫
H
dHaarU(q q)exp(−Dist2U(1)⇔U(1)∈“conf”(1,PU(1))−
∑
i∈“conf”∧i 6=U(1)
Dist2i (1,Pi))
where the next to leading order correction is contained in∫
H
dHaarU(q q)exp(− ∑
i∈“conf”∧i 6=U(1)
Dist2i (1,Pi)) (376)
≈
∫ ∞
−∞
· · ·
∫ ∞
−∞
ddim(H)(P a)i/
√
2
vol(H)
(1− ∑
i∈“conf”∧i 6=U(1)
Ni
12
P 2i /2)exp(−
∑
i∈“conf”∧i 6=U(1)
βiP
2
i /2)
(377)
≈
∫ ∞
−∞
· · ·
∫ ∞
−∞
ddim(H)(P a)i/
√
2
vol(H)
exp(− ∑
i∈“conf”∧i 6=U(1)
Ni
12
P 2i /2)exp(−
∑
i∈“conf”∧i 6=U(1)
βiP
2
i /2)
(378)
≈
∫ ∞
−∞
· · ·
∫ ∞
−∞
ddim(H)(P a)i/
√
2
vol(H)
exp(− ∑
i∈“conf”∧i 6=U(1)
(βi +
Ni
12
)P 2i /2) (379)
The result is that the βi’s for SU(2) and SU(3) are effectively increased by respec-
tively the factors (1+ 2
12β2
) and (1+ 3
12β3
) when the next to leading order corrections
to the Haar measure are included. As a consequence, the confinement free energy
“− βFconf.”
2log(
π(dim(H))/2
V ol(H)
) (380)
for the group SU(N) is shifted by −2 (N2−1)N
2·12βN corresponding to a shift in logV ol by
(N2−1)N
2·12βN when next to leading order corrections are taken into consideration.
The effect of next to leading order corrections to the Haar measure on the Cou-
lomb phase contribution to “ − βF” must also be considered. To this end, one
should note that the integrals performed in obtaining 〈Sansa〉Sansa , 〈Saction, Coul.〉Sansa
and Zansa all involve the parameter α˜ that, at the end of the calculation, is to be
adjusted so as to yield a link variable distribution that approximates the plaquette
action optimally. The parameter α˜ can be introduced in two ways: the fit can be
done by determining parameters α˜flat that optimise the fit in the flat (tangent) space
or by determining parameters α˜group that optimise the fit on the group manifold.
The relation between these choices is
dHaarU(q q)(1 +
NP 2/2
12
)exp(Sansa(α˜flat)) = d
HaarU(q q)exp(Sansa(α˜group)) (381)
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for an SU(N) group. Note that the factor (1 + NP
2/2
12
) converts (to next to leading
order) the correct Haar measure dHaarU(q q) for the group manifold into the flat
(tangent) space measure. If the parameters α˜flat are used for fitting, the results
of the calculations for 〈Sansa〉Sansa , 〈Saction, Coul.〉Sansa and Zansa are such that the
Coulomb phase free energy “− βF”Coul. per active link = 2log(π(dim(H))/2V ol(H) ) is unchanged
in going to the Haar measure that is correct to next to leading order provided we
ignore the effect of non-commutativity on the convolution leading to the plaquette
distribution from that for the link variables.
The choice of fitting parameters is not relevant in the calculation of 〈exp(Saction, conf.〉ansa
insofar as the later is not included in the quantity to be fitted: recall that it was the
quantity Saction, Coul. − Sansa that was minimised by adjusting the link distribution
parameters α˜i. The calculation of 〈exp(Saction, conf.)〉ansa is performed by integrating
along the single coset 1 ·H and is therefore independent of Sansa.
Including the next to leading order correction to the Haar measure causes a de-
formation of the “diamond-shaped” phase boundary separating the totally confining
and totally Coulomb-like phases. To see this, note that, to lowest order, the deter-
mining condition log(6π)6 = logV ol(SMG) for the phase diamond-shaped interface
separating the totally Coulomb and totally confining phases is obtained by equating
the Coulomb phase and confinement phase free energies:
“− βcrit.F”
∣∣∣total conf. (H=SMG) = “− βcrit.F” ∣∣∣totally Coulomb−like (H=1) (382)
The expression log(6π)6 = logV ol(SMG) is of course also just a special case of Eqn.
(179) with HJ = SMG and HI = 1.
Going to next to leading order, we have seen that the Coulomb contribution to
“− βF” is not affected if again the effect of non-commutativity on the convolution
leading to the plaquette distribution from that for the link variables is disregarded:
“− βcrit.F” |Coul., 0. order = “− βcrit.F” |Coul., next order (383)
whereas the confinement phase free energy effectively acquires larger inverse squared
couplings and consequently is displaced in such manner that a given confinement
free energy value is attained at smaller logV ol(SU(2)) and logV ol(SU(3)) values:
“−βcrit.F” |conf., next order ≈ 2log π
dim(SMG)/2
(1 +
NSU(2)
12β2
)dim(SU(2))/2(1 +
NSU(3)
12β3
)dim(SU(3))/2V ol(SMG)
(384)
≈ “− βcrit.F” |conf., 0. order − 2
4β2
− 2
β3
(385)
This results in the deformation of the original flat “diamond” shaped interface sep-
arating the totally Coulomb and totally confining phases. The defining condition
for the deformed diamond is
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“− βcrit.F” |Coul., next order = “− βcrit.F” |conf., next order (386)
or
log
(
(π/6)dim(SMG)/2
V ol(SMG)
)
= 2log
 πdim(SMG)/2
(1 + 2
12β2
)3/2(1 + 3
12β3
)8/2V ol(SMG)
 (387)
This leads to the defining condition to next to leading order for the phase boundary
separating the totally Coulomb and totally confined phases:
logV ol(SMG) = log(6π)6 − 1
2β2
− 2
β3
. (388)
The latter replaces the lowest order condition
logV ol(SMG) = log(6π)6 (389)
that determines the flat diamond phase boundary of Figure 17. Figure 24 shows the
projection of the deformed “diamond-shaped” interface onto a plane parallel to the
logV ol(SU(3)) and logV ol(SU(2)) plan as compared to the same projection of the
lowest order flat diamond interface.
11.3 Appendix: Correction for non-commutativity in 〈Sact., Coul〉
In the lowest order approximation we used simple vector addition as the rule of
composition for Lie algebra vectors for non-Abelian groups. The correct rule of
composition (to next to lowest order) for Lie algebra vectors corresponding to non-
Abelian group multiplication yields a deviation in the distribution of plaquette vari-
ables that was obtained by convoluting link variable distributions. For a plaquette
variable composed of a number m (typically m = 3) of active link variables, we
need the distribution of the convolution of m link variables in terms of Lie algebra
elements corresponding to non-Abelian addition; this kind of addition, hereafter
designated with the symbol +’ , leads to vector sums denoted with the notation
P’ =
∑′
rAr = A1 +
′ A2 +′ · · ·+′ Am. In particular, we are interested in the width
of the distribution of plaquette variables corresponding to the Lie algebra element
P’.
For m = 2 we have the expansion (Baker-Campbell-Hausdorff formula):
A1 +
′ A2 = A1 +A2 + 1/2[A1,A2] + 1/12[A1 −A2, [A1,A2]] (390)
The analogous expression for m > 2 is
P’ =
m∑
r
Ar + 1/2
m∑
r,s;r<s
[Ar,As] + 1/12
m∑
r,s
[Ar, [Ar,As]] (391)
(modulo a term with average zero).
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Figure 24: The projection of the “diamond-shaped” interface corrected for the
curvature of the group manifold onto a plane parallel to the logV ol(SU(3))-
logV ol(SU(2)) plane as compared to the same projection of the lowest order flat
diamond interface.
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where higher order terms and terms that vanish upon averaging over symmetric
fluctuations are omitted.
For an arbitrary Cartan Killing form CK(.,.), there obtains
〈CK(P’,P’)〉 =
m∑
r
〈CK(Ar,Ar)〉+ (1/4− 2/12)
m∑
r,s;r<s
〈CK([Ar,As], [Ar,As])〉
(392)
=
m∑
r
〈CK(Ar,Ar)〉+ 1/12
m∑
r,s;r<s
〈CK([Ar,As], [Ar,As])〉
Assuming the same Gaussian distribution for all the Lie algebra elements Ar,
the sum
∑
r,s;r<s〈CK([Ar,As], [Ar,As])〉 in the last equation can be replaced by
m(m−1)
2
〈CK([Ar,As], [Ar,As])〉 (r and s now just two arbitrary, different active
links in the plaquette) in which case
〈CK(P’,P’)〉 =
m∑
r
〈CK(Ar,Ar)〉+ m(m− 1)
24
〈CK([Ar,As], [Ar,As])〉. (393)
Let P1 and P2 stand for a couple of independently distributed stochastic Lie
algebra-valued variables (assume 〈P21〉 ≈ 〈P22〉 and 〈P1P2〉 ≈ 0) distributed as∑m
r=1Ar. We have thatm
2〈CK([Ar,As], [Ar,As])〉 = 〈CK([P2,P1], [P2,P1])〉. and
Eqn. (393) can be written
< CK(P’,P’) >=< CK(P1,P1) > +
(m− 1)
(24m)
· < CK([P2,P1], [P2,P1]) > .
(394)
Rewrite the last factor in (394) as
〈CK([P2,P1], [P2,P1])〉 = −〈CK(P1, [P2, [P2,P1]])〉 = −〈CK(P1, (adP2)2P1)〉
(395)
where we have used the invariance of the Cartan-Killing form under cyclic permu-
tations of the arguments and the definition of (adP2)
2. Note that the operator
〈(adP2)2〉 is invariant under similarity transformations by a group element U in the
adjoint representation:
ρadj. rep.(U)(adP2)
2ρadj. rep(U)
−1 = (adP2)2 (396)
To see this, combine Eqns. (368) and (370) to get
(((adP2)
2)ij = (ad(Xb)ad(Xc))ijP2, bP2, c. (397)
Recall however that 〈CK([P2,P1], [P2,P1])〉 involves an average that insures that
〈P2, bP2, c〉 = 〈P
2
2, a〉
d
δbc in which case we have
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〈CK(P1, (adP2)2P1)〉 = 〈CK(P1, P 22, a(ad(Xa))2P1)〉 (398)
But 1
d
P 22, a((ad(Xa))
2) is just the Casimir operator for the adjoint representation
and therefore, by Schur’s Lemma, just proportional to the identity 1. This in turn
means that we can write
〈CK([P2,P1], [P2,P1])〉P1, P2 = −
〈(adP2)2〉P2
1
〈CK(P1,P1)〉P1 (399)
where 〈· · ·〉
P1
, P2
denote averages w. r. t. both P1 and P2 whereas 〈· · ·〉P1 and〈· · ·〉
P2
denote respectively averages w. r. t. just P1 and just P2. Eqn. (394)
becomes
< CK(P’,P’) >=< CK(P1,P1) > (1− (m− 1)
24m
〈(adP2)2〉P2
1
) (400)
< CK(P’,P’) >=< CK(P1,P1) > (1− (m− 1)
24m
〈Tradj. rep.((adP2)2)/d〉P2)
where d is the dimension of the representation.
As we have defined squared distances as the Cartan-Killing form defined in terms
of the defining representation:
dist2(1, exp(P2)) = −Trdef. rep.(P2,P2) (401)
we can rewrite Eqn.(400) as
〈Trdef. rep.(P’,P’)〉 = 〈Trdef. rep.(P1,P1)〉(1− (m− 1)
24m
· 2N
d
〈Trdef. rep.(P2,P2)〉)
(402)
where we have used the result (373) for SU(N) groups that
Tradj. rep.(P2,P2) = 2NTrdef. rep.(P2,P2) (403)
Assuming (for Coulomb-like degrees of freedom) the distribution of Eqn. (163) for
the link variables:
F (
√
A2/2) ∝ exp(−α˜dist2(1, exp(A)) = exp(α˜Trdef. rep.(A2)) = exp(−1
2
α˜A2),
(404)
we have
− 〈Trdef. rep.(Ar,As)〉 = δrs d
2α
. (405)
For a plaquette consisting of m active links, the corresponding result is
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− 〈Trdef. rep.(P2,P2)〉 = md
2α
(406)
From Eqn. (402) obtains
〈Trdef. rep.(P’,P’)〉
〈Trdef. rep.(P,P)〉 = 1 +
(m− 1)
24m
· 2N m
2α˜β
(407)
where we have used that α˜
def.
= α
β
Implementing the correction due to non-commutativity in the expression (167)
for the convolution of m = 3 link variables requires making the replacement
1
α˜
→ 1
α˜
(1 +
m− 1
24m
· 2N m
2α˜β
) (408)
This in turn means that the contribution to “−βF”per active link coming from 〈Sact., Coul.〉
(Eqn.(175)) is modified as follows:
− 2 ∑
i∈“Coul.”
di
3
2α˜i
→ −2 ∑
i∈“Coul.”
di
3(1 + m−1
24m
· 2Ni · m2α˜β )
2α˜i
(409)
It is sufficiently accurate to assume that the extremum w. r. t. α˜ is the same as for
the lowest order calculation: α˜i = 2m for all i.
For m = 3, the correction for non-commutativity in “− βF” |Coul. is:
− 2 ∑
i∈“Coul.”
di
3
2 · 2m
(m− 1)
24m
· 2Ni m
2mβi
= − ∑
i∈“Coul.”
diNi
144βi
(410)
Taking this correction into account in Eqn. (387) leads to
log
(
(π/6)dim(SMG)/2
V ol(SMG)
)
− ∑
i∈“Coul.”
diNi
144βi
= 2log
 πdim(SMG)/2
(1 + 2
12β2
)3/2(1 + 3
12β32
)8/2V ol(SMG)

(411)
When both corrections - i.e., the correction for the Haar measure and the cor-
rection for non-commutativity in calculating 〈Sact., Coul.〉 - are included, the defining
condition for the phase boundary separating the totally Coulomb and totally con-
fined phases becomes
log V ol(SMG) = log(6π)6 − 1
2β2
− 2
β3︸ ︷︷ ︸
Haar measure
+
1
24β2
+
1
6β3︸ ︷︷ ︸
non-commutativity
(412)
While the sign of the correction to 〈Sact., Coul.〉 for non-commutativity tends to
compensate the correction for the Haar measure correction, the latter dominates in
magnitude.
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11.4 Appendix: Interaction terms in the action
It is illustrative to point out that the non-generic multi-critical point we get using
the three parameters β1, βN , ξ is an approximation that presupposes that there are
no interaction terms of the type (132) in the physical action we seek to approx-
imate. If such terms were present in the action of Nature, we could introduce a
fourth parameter γ as a coefficient to an action contribution that could compensate
for interaction terms of the type (132). It is interesting to briefly consider how
the presence of such interaction terms preclude a multi-critical point by explicitly
introducing such a term. To this end, consider a term of the form
γdist2(1, UU(1)(✷))dist
2(1, USU(N)(✷)) (UU(1)(✷) ∈ U(1), USU(N)(✷) ∈ SU(N))..
(413)
which is a slightly special case of (132).
If, for example, we consider the SU(2) degrees of freedom, it is seen that the
presence of this γ-term leads to an increase in the effective inverse squared coupling
for the SU(N) degrees of freedomby a quantity depending on dist2(1, UU(1)(✷)):
βSU(N), eff. = βSU(N) + dist
2(1, UU(1)(✷)). (414)
An analogous argument applies to the U(1) degrees of freedom:
βU(1), eff. = βU(1) + dist
2(1, USU(N)(✷)). (415)
The presence of such terms precludes a factorisation of the free energy. Equiva-
lently, (127) is invalidated by such interaction terms. We can also reformulate the
factorisation property (127) as an entropy additivity property. In this completely
equivalent but perhaps more intuitive formulation, the condition for having the type
of (non-generic) multiple points that we consider is that the total entropy is additive
in entropy contributions from the “constituent” invariant subgroups. The additivity
requirement for the entropy essentially means that the distribution of gauge degrees
of freedom within the cosets of a factor group is the same for all the cosets of such
a factor group.
The Entropy Formulation
Assuming the validity of the weak coupling approximation, we consider first distri-
butions obtained from the exponentiated Manton action: eβdist
2(1,Ul)/Z (l ∈ L ⊆ G)
where dist2(1, l) is the squared distance from the identity 1 to the group element l.
If l ∈ L is a coset of a factor group - i.e., if L = G/H where G is the gauge group and
H ⊳G - the function dist2 is rendered unambiguous (for weak coupling) by requiring
that the element g ∈ G such that gH = l ∈ G/H is generated alone by the Lie alge-
bra of G/H . Such a distribution is a single normalised Gauss of width (2β)−(dim(L))/2
centred at the group identity. We introduce the symbol Gaussβ(l) as the designation
of such a single-peaked distribution of plaquette variables l that is centred at the
identity. Bianchi identities are ignored. For the distribution Gaussβ(l), the quantity
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V ol(L) is the subgroup (or factor group) volume with the inverse squared couplings
absorbed: V ol(L)
def.
= β
dim(L)
2 vol(L) where vol(L) is the volume of L. This coincides
with the definition of V ol(L) as the group volume measured in units proportional
to the fluctuation volume:
V ol(L) =
vol(L)
“fluctuation volume”
(πe)dim(L)/2
The V ol(L) are well defined in terms of the entropy if the distribution is additive
in entropy contributions from the “constituent” invariant subgroups. Using the nor-
malised70 plaquette distribution for a single plaquette (ignoring Bianchi identities)
Gaussβ(l)
def
=
e−βdist
2(1,l)
(π
β
)
dim(L)
2 · 1
vol(L)
(l ∈ L), (416)
the entropy can then be calculated as:
Sentropy, Gaussβ = 〈− logGaussβ(l)〉Gaussβ = 〈− log(
exp(−βdist2(1, l))
(π
β
)(dim(L))/2 · 1
vol(L)
)〉
= − log((β
π
)(dim(L))/2vol(L)) + 〈βdist2(1, l)〉
= −dim(L)
2
(log(
β
π
)− 1)− log vol(L)
=
dim(L)
2
log(
eπ
β
)− log vol(L)
Sent =
dim(L)
2
log(eπ)− log V ol(L).
The quantity V ol(L) can be expressed in terms of the entropy Sentropy as
V ol(L) = e−Sentropy · (eπ) dim(L)2 . (417)
As the quantity V ol(L) is the group volume measured in units of the fluctuation
volume determined on the basis of a single Gauss distributed peak Gaussβ(l) centred
at the identity, we append Gaussβ as a subscript to the quantity V ol(L). Hence,
(417) is rewritten
V olGaussβ(L) = e
−Sentropy, Gaussβ · (eπ) dim(L)2 . (418)
70The normalisation is such that integration over the Haar measure
∫
dHaarU
vol(L) (U ∈ G) yields
unity.
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For illustrative purposes, let us write down the entropy in the case of the U(N)
group when the distribution is given by the modified Manton action. By this is
meant a distribution that, in addition to having a narrow maximum at the unit
element 1, also can have narrow maxima at nontrivial elements of the discrete ZN
subgroups Z2 and Z3 inasmuch as we only consider U(2) and U(3) (these are the
U(N) groups relevant for the SMG). Having now the possibility of these subsidiary
peaks, we supplement the parameters βU(1) and βSU(N) with a parameter ξ
(p). The
parameter ξ(p) specifies the height of the subsidiary maxima centred at nontrivial
elements p ∈ ZN relative to the maximum in the distribution that is centred at the
group identity 1. In the approximation that there are no interaction terms in the
action, it is then possible to have non-generic multiple points in a 3-dimensional
action parameter space spanned by the variables
(β
(p)
U(1), β
(p)
SU(N), ξ
(p)). (419)
where the superscript p labels the element p ∈ ZN to which the parameters pertain.
This set of three parameters determines a distribution e
Smod. Manton
Z
on the group
U(N) (N = 2 or 3) in the neighbourhood of the element p ∈ ZN ⊂ U(N).
As we only need to consider the local structure of the gauge group, we can
decompose a U(N) plaquette variable UU(N)(✷) into a U(1) part and a SU(N) part:
UU(N)(✷) = (UU(1)(✷), USU(N)(✷)).
For U(✷) near the element p ∈ ZN (N = 2 or 3), the distribution eSmod. MantonZ is
dominated by the Gauss function
Gauss
(ξ(p),β
(p)
U(1)
,β
(p)
SU(N)
)
(U(✷))
def
= (420)
exp(β
(p)
U(1) dist
2(p, UU(1)(✷))) · exp(β(p)SU(N) dist2(p, USU(N)(✷)))
Z
where (2β
(p)
U(1))
1
2 respectively (2β
(p)
SU(N))
1
2 is the width of the maximum along the
U(1) and the SU(N) direction(s) of the maximum centred at p ∈ ZN . The are
N such Gauss-shaped maxima in the distribution exp(Smod.Man.(U(✷)))/Z when
U(✷) ∈ U(N); ξ(p) is the height of the maximum at p ∈ ZN relative to the height of
the Gauss-shaped maximum centred at the identity. The latter maximum is denoted
Gauss
(1,β
(1)
U(1)
,β
(1)
SU(N)
)
U(✷). The partition function Z that normalises the N -maxima
(N = 2 or 3) modified Manton distribution exp(Smod.Man.)/Z is
Z =
πN
2/2
vol(U(1))vol(SU(N))
 1
(β
(1)
U(1))
1
2 (β
(1)
SU(N))
N2−1
2
+
N − 1
(β
(p)
U(1))
1
2 (β
(p)
SU(N))
N2−1
2

(421)
It is easy to show that β(p) = β(1)/ξ(p) if we let β(p) be defined by
eβ
(p)dist2(p,U(✷)) = ξ(p)eβ
(1)dist2(1,U(✷)). (422)
233
The partition function can now be written
Z =
πN
2/2
(β
(1)
U(1))
1
2 (β
(1)
SU(N))
N2−1
2 vol(U(1))vol(SU(N))
(1 + ξN
2
(N − 1)) (423)
For completeness we write down the distribution function for the modified Man-
ton action:
eSmod. Manton
Z
= (424)

Gauss
(1,β
(1)
U(1)
,β
(1)
SU(N)
)
U(✷) if UU(1)(✷), USU(N)(✷) near identity of U(N)
Gauss
(ξ(p),β
(1)
U(1)
/(ξ(p))2,β
(1)
SU(N)
/(ξ(p))2)
(U(✷)) if UU(1)(✷), USU(2)(✷) near nontrivial element of ZN
0 if UU(1)(✷), USU(2)(✷) not near any element of ZN
It is of course to be understood the p ∈ ZN is chosen so as to minimise dist2(p, U(✷))
(U(✷) ∈ U(N)). We have in mind a weak coupling approximation which implies
that the distribution eSmod. Manton/Z is only appreciable near the elements of ZN so
at any place in the group, at most one Gaussian peak contributes to a non-vanishing
value of the distribution. With this restriction there is no ambiguity in talking about
the squared distance between group elements.
The distribution (424) is normalised w.r.t the Haar measure. Recall that the
quantity V ol(L) is the volume of the subgroup (or factor group L) measured in units
of the fluctuation volume. Note however that in the case of the modified Manton
action, the unit of volume for V ol(L) is the sum of the fluctuation volumes of several
Gauss distributions that, in addition to a distribution centred at the identity, can
also include distributions centred at nontrivial elements p = e±i2π/N1 (N = 2, 3)
of ZN subgroups having height ξ and width (2β
(p))
1
2 = ( 2β
(1)
(ξ(p))2
)
1
2 . This is sometimes
indicated explicitly by writing V ol(L) using the notation V olGauss
(ξ(p),β
(p)
U(1)
,β
(p)
SU(N)
).
The entropy of the distribution (424) is
Sentropy
def
= −〈e
S
mod. Manton
Z
〉 = − 1
1 + (N − 1)ξ 〈log
Gauss
(1,β
(1)
U(1)
,β
(1)
SU(N)
)
1 + (N − 1)ξ 〉− (425)
− (N − 1)ξ
1 + (N − 1)ξ 〈log
ξ(Gauss
(p,β
(p)
U(1)
,β
(p)
SU(N)
)
1 + (N − 1)ξ 〉−
= − 1
1 + (N − 1)ξ log(
1
1 + (N − 1)ξ )−
(N − 1)ξ
1 + (N − 1)ξ log(
ξ(N
2+1)
1 + (N − 1)ξ )−
−〈logGauss(1,β1
U(1)
,β1
SU(N)
)〉
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where we have used that Gauss
(p,β
(p)
U(1)
,β
(p)
SU(N)
)
= ξN
2
Gauss
1,β
(1)
U(1)
,β
(1)
SU(N)
)
.
Rearranging yields
Sentropy = (426)
− log( 1
1 + (N − 1)ξ · (ξ)
(N2+1)(N−1)ξ
1+(N−1)ξ )︸ ︷︷ ︸
Sentropy, ZN
−
−〈logGauss
(1,β
(1)
U(1)
)
〉︸ ︷︷ ︸
Sentropy, Gauss
(1,β
(1)
U(1)
)
−
−〈logGauss
(1,β
(1)
SU(N)
)
〉︸ ︷︷ ︸
Sentropy, Gauss
(1,β
(1)
SU(N)
)
−
The quantity Sentropy,ZN is the entropy due to presence of the discrete Gaussian peaks
at the elements of ZN . The quantities Sentropy, Gauss(1,βU(1)) and Sentropy, Gauss(1,βSU(N))
are the entropies due respectively to fluctuations of (average) widths (2β1)
−1/2 and
(2βN)
−1/2 within the Gaussian peaks situated at the identity.
We have shown that the distribution (424) defined on the non-simple group
U(N) (N = 2 or 3) has the property that
Sentropy = Sentropy, ZN + Sentropy, Gauss(1,βU(1))
+ Sentropy, Gauss(1,βSU(N))
. (427)
We refer to this property as “entropy additivity”. In the absence of interactions
between the degrees of freedomof the constituent invariant subgroups, the distribu-
tion (424) defined on U(N) by the three parameters β
(p)
U(1), β
(p)
SU(N), and ξ
(p) has this
property and the U(N) phase diagram spanned by these three parameters has a
non-generic multiple point at which 5 phases convene.
In order to construct the phase diagram for U(N) we equate the free energies
(137) using the ansatz corresponding respectively to confinement w. r. t. H1 and
H2. This yields
V ol(H1)
V ol(H2)
= (6π)
dim(H1)−dim(H2)
2 (428)
as the condition to be fulfilled at the phase boundary separating a phase confined
w. r. t. H1 from a phase confined w. r. t. H2.
For distributions such as (424) that, in addition to peaks at the group identity,
also have peaks at nontrivial elements of discrete invariant subgroups, we can now
write down an expression for V ol(L) in terms of the entropy. By analogy to (418),
we have, for example, for L = SU(N)/1
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V ol(SU(N)/1) = e
−Sentropy, Gauss
(1,β
(1)
SU(N)
)
−Sentropy, ZN · (eπ)N
2−1
2 (429)
= V olGauss(1,βSU(N))(SU(N)) · e
−Sentropy, ZN
= β
N2−1
2
N vol(SU(N) ·
1
1 + (N − 1)ξ · (ξ)
(N2+1)(N−1)ξ
1+(N−1)ξ
where we have used (418) and (426) in the final step.
Returning now to the discussion of interaction terms in the action of the type
(413) that give rise to effective inverse squared couplings of the types (414) and (415),
we briefly argue that if the coefficient γ of such an interaction term (413) is large,
the entropy is not (approximately) additive in contributions from the constituent
invariant subgroups. Moreover, a consequence of this is that there is no approximate
multi-critical point in the three-parameter space spanned by β
(p)
U(1), β
(p)
SU(N), and
ξ(p). To illustrate this, we consider again the phase boundaries involving degrees of
freedomisomorphic with the SU(N).
One of these phase boundaries, defined by the condition V ol(U(N)/U(1)) =
(6π)(N
2−1)/2), separates the totally confining phase from the phase with confinement
w. r. t. U(1). The quantity V ol(U(N)/U(1) is well defined because the the
distribution of cosets belonging to the factor group U(N)/U(1) has a well defined
width and thereby a well defined entropy.
The other phase boundary defined by a condition on the SU(N) degrees of
freedomis that separating the phase with confinement w. r. t. SU(N) from the phase
having confinement only w. r. t. ZN . At this boundary, the condition to be fulfilled
is V ol(SU(N)/ZN ) = (6π)
(N2−1)/2. The quantity V ol(SU(N)/ZN) is determined
as an average over the distributions of SU(N) elements within cosets gSU(N) ∈
U(N)/SU(N). We can use the restriction g ∈ U(1) as we only want to use g as
a label for the cosets of U(N)/SU(N). Unless γ = 0, a distribution of SU(N)
elements within a coset gSU(N) will depend on g ∈ U(1). Hence the quantity
V ol(SU(N)/ZN) is calculated as an average (with weights given by the distribution
of cosets gSU(N) ∈ U(N)/SU(N) −≃ U(1)) of SU(N) distributions that, for γ 6= 0,
are different for each coset gSU(N). The calculation of V ol(SU(N)/ZN) depends
therefore on the distribution of the cosets gSU(N) ∈ U(N)/SU(n). Only if γ =
0 is the distribution of SU(N) degrees of freedomwithin each coset gSU(N) ∈
U(N)/SU(N) the same. In this case one obtains the same result for V ol(U(N)/ZN)
for all distributions of the cosets of the factor group U(N)/SU(N) that coincides
with the value of V ol(U(N)/U(1)) at a non-generic multi-critical point.
A similar line of reasoning applies to the U(1) degrees of freedom. For both the
U(1) and the SU(N) degrees of freedom, we can say that an action with γ = 0
leads to a distribution of the group that is “entropy-additive” because the widths
of the distributions of U(1) and SU(N) elements within respectively the cosets and
gSU(N) ∈ U(N)/SU(N) (g ∈ U(1)) hU(1) ∈ U(N)/U(1) (h ∈ SU(N)) are the
same for all displacements g and h.
236
Figure 25: Action terms of the type (413) give rise to interactions in the sense
that the distribution of group elements within cosets varies along the distribution
of cosets.
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11.5 Appendix: Proposed model for the stability of the mul-
tiple point
We propose a mechanism for the stability of the multiple point that is based on
a model which could be called a “nonlocal gauge glass model”71. which is very
much inspired by the project of “random dynamics[8, 29, 26]”.ese two assumptions -
multiple point criticality and degenerate vacua differing by a quantity of order unity
in Planck units - leads to The essential feature is the influence of a bias effect that
can occur in the presence of a plaquette (or multi-plaquette) action the functional
form of which is taken to be quenched random. This could mean that for each
Wilson loop Γ, the coefficients (called the “β’s”) in say a character expansion of
the Wilson loop action are fixed at the outset as random values and remain fixed
during the evaluation of the functional integral. While translational invariance is
broken at least at small scales because a different set of random β’s is associated
with each Wilson loop, it is presumably regained at least approximately in going to
large distances inasmuch as it is assumed that the statistical distribution of quenched
random variables is translation-ally invariant.
Randomly weighted terms in the action from the different Wilson loops would
on the average contribute nothing to the inverse squared coupling were it not for the
bias: the vacuum dominant value of a Wilson loop variable (a point in the gauge
group) is correlated with the values of the quenched random coefficients for the
Wilson loop under consideration. This correlation comes about because the vac-
uum field configuration72 adjustments resulting from the tendency to approximately
maximise the exponential of the action exp(S) as a function of link variables will
concurrently tend to make the second derivative w. r. t. Wilson loop variables of
exp(S) more negative.
In the simplest model, the gauge glass we use is rather strongly nonlocal because
we assume that the quenched random contributions to the action are not restricted
to contributions from elementary plaquettes, but in principle include all Wilson
loops. If this should lead to problems with locality, we can postulate that only loops
up to some finite size are present in the action since the most crucial prerequisite for
the bias mechanism is the inclusion of many Wilson loops with the size distribution
being of only secondary importance.
The bias effect can be formulated as an additional term in the Callan-Symanzik
β-functions (in addition to the normal renormalization group contribution). To see
this, envision a series of calculations of the effective couplings g(µ) for successively
larger inverse energies µ−1. For each value of µ−1, Wilson loops of size up µ−1 are
included in computing g(µ); therefore a calculation of g(µ) includes more and more
Wilson loops in going towards the infrared. The inclusion of progressively longer
71The term “gauge glass” was appropriately coined by Jeff Greensite by analogy to a spin glass
which is so named because the “frozen in” structure is reminiscent of that of glass.
72Note that we envision a relatively complicated vacuum state in which the link or rather pla-
quette variables fluctuate around other elements than the unit element. However, these “other
elements” must necessarily be elements of the centre if “collapse” (≈ Higgs-like behaviour) is to be
avoided; this may require a connected centre[97, 98, 99] for the group that extends almost densely
over the group.
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and longer loops takes place in a background field made up of contributions from the
already included smaller loops that are approximately described as a background
continuum Lagrange density − 1
4g2(µ)
F 2µν . This process, in which the coupling g(µ)
becomes smaller and smaller the more loops it accounts for, culminates in g(µ) at-
taining the critical value whereupon the influence of additional loops on the vacuum
configuration is drastically diminished because the transition to a g(µ) correspond-
ing to the Coulomb phase leads to a vacuum configuration that is much less readily
influenced than in the confinement phase. Contributions from larger Wilson loops
are no longer correlated with the vacuum dominant field configuration that is almost
solely determined by the Wilson loops of smaller spatial extent. Without the “pro-
tection” of the bias effect, the contributions from these larger loops cancel out on
the average because of the assumed randomness in the signs of action terms with the
result that the effective couplings will no longer be modified much by the inclusion
of larger Wilson loops that show up in going to larger length scales.
The variation of the effective coupling due to the bias effect might formally be
included in a generalised Callan-Symanzik β-function. (actually we mean a multi-
component vector of generalised β-functions with one component for each parameter
of a single plaquette action of a course-grained lattice at the scale µ). These gen-
eralised β-functions (i.e., the components of the vector of generalised β-functions)
contain contributions that take into account that the part of the Lagrangian of the
theory that is used to define gauge couplings g(µ) is changing as we go to larger
length scales. That this change has a non-vanishing average effect on the couplings
is due to the bias effect. These extra contributions to the β-functions, which are
in addition to the normal renormalization group effects, make the generalised β-
functions explicitly scale dependent. Specifically, we envision rapid variations of the
β-functions as the bias effect is drastically weakened at the transition to a Coulomb-
like phase. If the β-functions become zero, this would result in an infrared attractive
fixed point near the phase transitions at the multiple point.
An important point is that multiple point criticality is implied by almost any
mechanism that drives a gauge coupling to a critical value because a mechanism that
seeks out the critical coupling for some gauge group will probably function in the
same way for all invariant subgroups of a gauge group. But this is tantamount to
seeking out the multiple point which by definition is the point or surface in the phase
diagram at the borderline between confining and Coulomb phases for all invariant
subgroups. In particular, our model as outlined above would, imply that Wilson
loop contributions
∏
q q∈Γ U(
q q) depending only on the cosets in G/H w.r.t. some
invariant subgroup H would become very ineffective in bringing about a further
increase in the inverse squared couplings (for the degrees of freedomcorresponding
to the factor group) once it is only the invariant subgroup H of the group G that
remains “confining”; in other words, the couplings for G/H stop falling (in the
crudest approximation) once G/H “reaches the Coulomb phase”.
Several alternatives to the nonlocal gauge glass explanation for the stability of
the multiple point (assuming it exists) have been considered. We have for example in
previous work, prior to the advent of the principle of multiple point criticality, used
the entropy as the quantity to be maximised in the predictions of gauge couplings
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from criticality. In this earlier work, we have for the non-Abelian Lie subgroups of the
SMG3 considered criticality only w.r.t. the Lie subgroups SU(2) and SU(3) and not
for criticality w. r. t. the Z2 and Z3 discrete invariant subgroups of, respectively,
SU(2) and SU(3). We found that the entropy, calculated to lowest order, was
to first approximation constant on an interface of finite extent that separated the
totally Coulomb-like and totally confinement phases in the parameter space of the
SMG phase diagram. In effect, this interface prohibited other partially confining
phases from meeting at a multiple point. We now find that the addition of action
parameters that also allow the discrete invariant subgroups to become critical results
in the shrinking of this interface into a point that coincides with the multiple point.
This can be expected to affect the entropy because, at the multiple point, we are
also on the verge of confinement for the groups Z2 and Z3. This means that a small
change in the appropriate action parameters can bring about a transition from a
Coulomb-like phase to a confinement-like phase with the difference between the two
being, for example, defined by the respective perimeter and area law decay of Wilson
loops (for charges 1/2 or 1/3 in the case of Z2 and Z3 respectively).
In the action parameter space that includes parameters that can be adjusted so
as to have criticality w. r. t. the discrete invariant subgroups Z2 and Z3, the entropy
is constant to lowest order along a (hyper)surface separating the totally Coulomb
from totally confined phases. But a calculation to next order appears to lead to the
conclusion that the entropy is not maximum at the multiple point thereby obviating
the idea of maximum entropy as an explanation for the multiple point.
However, it can be claimed that the multiple point is such a characteristic “cor-
ner” of the phase diagram that it is extremely likely that there is some relevant
physical quantity or property that is extremised at this point. A possible scenario
that might in part rescue the maximum entropy idea is that, at the multiple point,
there are strong fluctuations along the discrete subgroup directions of the gauge
group that, for given entropy, might be very effective in preventing potential Higgs
fields from bringing the model into a Higgs phase. In other words, the entropy that
comes from the “discretised” lack of knowledge (as to which element of the discrete
invariant subgroups in the neighbourhood of which the plaquette variable takes a
value) may function better in suppressing the tendency for “Higgsing” than the
same amount of entropy arising from fluctuations within the individual Gaussian
distributions eSManton centred at the elements of Z2 and Z3. If this were true, one
might use Higgs suppression as the property to be optimised at the multiple point.
Yet another admittedly rather speculative approach to explaining the multiple
point suggest that the functional integral for the partition function in baby universe
theory should have a maximal value at the multiple point[44].
Meaningful continuum couplings for lattice gauge theories do not exist for cou-
plings that exceed the critical values[100]. This is corroborated by the observation[100]
that Mitrushkin[101] only formally obtains a strong continuum coupling in the Cou-
lomb phase.
In summary, we have in this appendix supplemented the postulate of the principle
of multiple point criticality with proposals as to how a stable Planck scale multiple
point might be realized. To this end, we described a gauge glass model inspired by
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random dynamics. This model, which uses a quenched random action, has a bias
causing weaker couplings that is discontinuously diminished at the multiple point.
This leads to a zero of a generalised Callan-Symanzik β function thereby establishing
the multiple point as an approximate “infrared stable” fixed point.
The speculative nature of these arguments in no way detracts from the most
important justification for the principle which is the noteworthy phenomenological
success.
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