Abstract. We consider the 3D axisymmetric Euler equations without swirl on some bounded axial symmetric domains. In this setting, well-posedness is well known due to the essentially 2D geometry. The quantity ω θ /r plays the role of vorticity in 2D. First, we prove that the gradient of ω θ /r can grow at most double exponentially with improving a priori bound close to the axis of symmetry. Next, on the unit ball, we show that at the boundary, one can achieve double exponential growth of the gradient of ω θ /r.
Introduction
In this paper, we examine vorticity gradient growth in 3D axisymmetric flows without swirl. Global well-posedness of the 3D Euler equations for this class is shown in the work of Ukhovsksii and Yudovich [23] (see [15, 17, 18] for related results). This class of flows share similarities with two dimensional flows for which well-posedness is also well known [15, 7, 16, 21] . In 2D, vorticity is conserved along particle trajectories while in 3D axisymmetric without swirl, the quantity ω θ (r, z)/r plays the same role where ω θ is the angular component of vorticity in cylindrical coordinates and r being the radial variable. This fact is key in showing well-posedness for this class of 3D flows since this provides a priori bounds for vorticity.
Our first main result concerns an upper bound on the growth of the gradient of ω θ /r. For 2D flows, the upper bound for the gradient of vorticity gradient is double exponential growth in time [24] . We will prove a similar upper bound in the axisymmetric case. However, we also show that this upper bound improves to essentially exponential growth near the axis. We make this precise in the next section. This result serves in contrast to 2D Euler flows as we rule out any double exponential growth of the gradient at the axis. The special structure of the axisymmetric Biot-Savart law is used.
For our second result, we explore the sharpness of this upper bound and construct an example of double exponential gradient growth. Such growth will occur on the boundary of the unit ball B(0, 1) = {(r, z) : r 2 + z 2 ≤ 1} away from the axis. For the 2D Euler equations, there have been a number of recent results concerning gradient growth of vorticity [11, 2, 3, 25] . The techniques we will use bear most resemblance to those of Kiselev and Sverak [11] who construct an example of double exponential vorticity gradient growth on the boundary of a unit disk. Their initial data is inspired by the "singular cross" of Bahouri and Chemin [1] and they show that particle trajectories are approximately hyperbolic near their desired point of gradient growth. We will construct an initial data inspired by this scenario for the ball. We anticipate that our construction will work on other domains such as a cylinder.
For both of our results, the proofs rely on adequate expressions and estimates for the Biot Savart law for axisymmetric flows without swirl on bounded domains. In our axisymmetric setting, the Biot Savart law is considerably more complicated than the law for fluid velocity u and vorticity ω Date: July 30, 2018.
Here, G D is Green's function for the Laplacian for the Dirchlet problem on a domain D. In section 2.2, we make a precise statement of the Biot Savart law we use. Similar to 2D Euler, one can express the velocity as vorticity ω θ integrated against some kernel. Away from the axis, this kernel has similar estimates as ∇ ⊥ G D , but near the axis, the kernel will have better decay estimates. This similarity away the axis will lead to the double exponential growth at the boundary away from the axis. Additionally, the better kernel decay for points near the axis will lead to our improved upper bound referenced above.
We believe our work is a small step toward bridging ideas of small scale creation in 2D to 3D. For 3D axisymmetric Euler equations with swirl, a potential scenario for singularity formation was proposed Luo and Hou [9] based upon their numerical simulations. A singularity is reported on the boundary of a cylinder and flow is observed to have hyperbolic structure. In our setting without swirl, we produce an example with double exponential gradient growth where the flow has hyperbolic type structure. Extending our result to prove singularity formation for Euler flows with swirl would require many deep new ideas. Another interesting question is the possible singularity formation of the 3D axisymmetric Euler equations with swirl at the axis of symmetry. For flows without swirl, we intend to address gradient growth of vorticity at the axis in a forthcoming work.
The setup
Consider the 3D Euler equations for a velocity field u and pressure p
where D is a domain with C 2,α boundary in R 3 and we have no-flow condition on the boundary:
Here, we consider u which is axisymmetric without swirl. Specifically, the velocity field u will have the form u(r, z, t) = u r (r, z, t) e r + u z (r, z, t) e z where e r = cos θ sin θ 0 t and e z = 0 0 1 t are unit vectors from cylindrical coordinates, the other unit vector being e θ = − sin θ cos θ 0 t . Since the vector field u has no θ component, the flow u is said to be without swirl. After a change of coordinates, (1) becomes
where w(r, z, t) = ω θ (r, z, t)/r and ω θ is the θ component of vorticity ω := curl u. Throughout, we will assume w 0 (r, z) = w(r, z, 0) ∈ L ∞ and so w(·, t) L ∞ ≤ w 0 L ∞ . The relations between vorticity, velocity, and stream function are as follows
which can be combined to get
Often times, it will be convenient to use an alternate form of (6) which is
From these relations, in the next section, we will derive the Biot-savart law relating ω θ and u. Thus, ω θ completely describes the flow.
Due to axial symmetry, there are additional conditions at the axis. To ensure smoothness of solutions, the stream function must satisfy
which implies the following conditions on u
These conditions follow from the following lemma from Liu and Wang [8] :
Then the vector field
) with a removable singularity at r = 0.
The above lemma has a direct analogoue for vector fields over an axisymmetric domain. The incompressibility condition becomes
Recall the similarity between the system (4) and (6) and the 2D Euler equation in vorticity form:
2.1. Statement of Main Results. We will consider the system on an axial symmetric domain D with C 2,α boundary subject to no-flow boundary condition
Our first main result is the following upper bound on the gradient of w.
(a) We have the following double exponential in time growth estimate for the gradient of w(r, z, t) 
Let's give a derivation of Biot-Savart law for axisymmetric flows without swirl on axial symmetric domains. We will require rather explicit expressions for u and its derivatives in terms of w. We'll emphasize the analogy with the 2D case rather than the general 3D Biot Savart law on domains which is highly non-trivial [4] . To get the relation between u and ω θ , we must solve the following system
Recall, by the divergence free condition (10), there exists a scalar stream function ψ(r, z) such that
Now, let us find a vector potential A such that
With the following lemma, we have an expression for A in terms of the stream function.
Lemma 2.4. Consider (17) with boundary condition A| ∂D = 0. Suppose ω θ (r, z) ∈ C 1 and ω θ (0, z) = 0. Then the vector A only has θ component. In addition, the θ coordinate of A is θ-independent. Moreover, A has the following form
where ψ satisfies
By lemma 2.1 and our hypothesis on ω θ , ω θ e θ is a continuous and bounded vector field and we have solvability of equation (17) .
Let us write (17) out in its components where ∆ is now the scalar Laplacian 
Now, we analyze each component. Let us expand A x into Fourier series
n (r, z) cos(nθ) (21) and applying the Laplacian in cylindrical coordinates ∆f = 1
From the boundary conditions, we can conclude the a 2 n 's are all zero and also a 1 n for n = 1 are zero. Simlarly, we can write (23) and get following equations for the coefficients
2 n = 0, for n = 1. In addition, since A z = 0 on the boundary and ∆A z = 0, A z = 0. By uniqueness and equations (22), (24), we have a 1 1 = −b 2 1 . Furthermore, define the function ψ(r, z) by ψ = r · b 2 1 . Combining everything together, the vector A has the form
By construction ψ will satisfy (19) and (20) .
Since ψ| ∂D = 0, ∇ψ = ψ r e r + ψ z e z is normal to ∂D. This implies ∇ ⊥ ψ · n = (ru r , ru z ) · n = 0. For boundary points not on the axis, this implies u · n = 0. As for the boundary points on the axis, using continuity of u and the boundary, we can conclude u z = 0 at these points.
In addition to showing the stream function exists, we can use well-known results on Poisson equation and Lemma 2.1 to conclude that ψ(r, z) r satisfies axis conditions and has regularity estimates in (r, z) coordinates. The next theorem allows us to do this.
and g ∈ C k+2,α (∂D) and suppose g, f are axial symmetric. Additionally, in cylindrical coordinates, suppose f and g satisfy
Then there exists a unique φ(r, z) satisfying
In particular, φ satisfies the following estimate (25) and φ satisfies
Proof.
Consider the following system
By Lemma 2.1, f e θ corresponds to a C k,α vector field in cartesian coordinates and similarly g e θ corresponds to a C k+2,α vector field. Then by well-known results on Poisson equation (see [10] or Theorems 6.6, 6.19, and Corollary 6.3 of [6] ), there exists a unique vector field Φ in C k+2,α (D) that satisfies the above system. Using a similar argument as in the proof of Lemma 2.4, Φ = φ(r, z) e θ for some φ. Applying Lemma 2.1, we get that φ ∈ C k+2 r,z (D) and satisfies (26). In addition by restricting Φ to the θ = 0 plane, the fact that Φ is Hölder continuous implies that φ is also Hölder continuous so φ ∈ C Now, using the Dirchlet Green's function for the (scalar) Laplacian in 3D, we can write an expression for the Biot Savart law. First, we write the Green's function for the Laplacian as
where for each y ∈ D the corrector function h solves
Writing in cylindrical coordinates y = (r, θ, z) and without loss of generality x = (r, 0,z), we have |x − y| = r 2 − 2rr cos θ +r 2 + (z −z) 2 .
Without loss of generality we can refer to D as our given axial symmetric domain in R 3 or express it in coordinates (r, z), r ≥ 0, z ∈ R, depending on context. This abuse of notation can be justified since we are in the axisymmetric setting and so quantities depend only on their values on one θ plane of D. When in (r, z) coordinates ∂D will only be points which correspond to boundary points in 3D. That is, the points on the axis that are not boundary points in 3D do not "become" boundary points once in (r, z) coordinates. Then we write the θ component of A as
The r cos θ factor above comes from (17) where the vector Laplacian is used. Now, using (18) The function F cannot be expressed in terms of elementary functions. A formula for F in terms of elliptic integrals can be found in Lamb [14] . We can compute and get . Then the stream function ψ can be written as
Define H(r,z, r, z) = 1 4π 2π 0 rr cos θ · h(r,z, r, θ, z)dθ.
We can compute and integrate by parts to see that 
with the axis condition 
In addition, we set
For later use, we also define the kernels in the integrals for u r and u z with the corrector K(r,z, r, z) := − r r ∂zG = K(r,r, z,z) + r r ∂zH (37) J(r,z, r, z) := r r ∂rG = J(r,z, r, z) + r r ∂rH (38) 2.3. Behavior of F . We derive estimates for the function F defined in (30) that will be used frequently later. The details for these estimates can be found in the appendix. One can bound F easily with
but in fact, we have even better asymptotics at s = 0 and s = ∞
and expansions gotten by formally differentiating the series holds. They are as follows:
Let ǫ > 0 be a small constant such that for 0 < s < ǫ, all the expansions above for F, F ′ , and F ′′ near 0 are valid. We will refer to this ǫ in our proofs later.
We summarize upper bounds on F in the following lemma which is from [5] Lemma 2.8. For every non-negative integer k, for all s > 0
We will use the above bounds constantly throughout the rest of our proofs. 
Gradient upper bound
Our first goal is to prove a Kato type estimate on ∇u ∞ ( see [12] ) so we can get an upper bound of ∇w ∞ . We will try to follow in an analogous way for the 2D Euler equations, but the estimates become more tedious due to the more complex Biot-savart law.
3.1. Some estimates for K and J. Here, we will collect computations concerning the kernels K and J arising in the integrals for u r and u z which will be useful in our later estimates. In order to have estimates on ∇u we will need to bound derivatives of K and J which are
where we have defined s = (r −r) 2 + (z −z) 2 rr and ∂rs
For later use, we define x = (r,z), and y = (r, z).
Remark 3.1. Observe that up to factors of r andr, the most singular terms for the derivatives of K and J above are similar to those gotten by computing the second derivatives of the 2D Laplacian Green's function. This will lead to the double exponential upper bound in Theorem (2.2)
Additionally, we will need bounds for the Green's function G of L, which will then allow for bounds on derivatives of J and K. 
Proof.
Recall
where G D is defined through (28). Using the Green's function bound [20, 13 ]
we can arrive at the bound
dθ.
As before, we set s = (r −r) 2 + (z −z) 2 rr . Then applying a similar argument as in section A.1 of the Appendix we can arrive at
Indeed, easily we have
For the other possible upper bound can rewrite the integral as
and then by (70) we get an upper bound of a constant times 1/s. Using the bound (54), we arrive at the desired estimate for ∇ 2 (G/r). 
Remark 3.4. Observe that as we are closer to the axis, the effect of the log on the right hand side is diminished. It is in this respect that the above estimate is different than 2D Euler. so we can use the expansion for F (s) close to s = 0 on this ball later. Let
where c is chosen small so that the set of x such that dist(x, ∂D) > 2δ is non-empty. We will bound ∂ru r (r,z) = D ∂rK(r, z,r,z)w(r, z) dr dz.
By the incompressibility condition and axis condition, bounding ∂ru r will imply the desired bound on ∂zu z . We will sketch the proof for the derivatives ∂ru z and ∂zu r in the appendix.
We divide the integral for u r r into three regions cos φ sin φ ρ (w(ρ, φ) − w(r,z)) dρ dφ
Now, we estimate the contribution from the corrector function H. For y = (r, z) ∈ B δr (x), the function H satisfies
By using bounds for F we obtain obstain,
where we can make δ smaller if needed. By relating this equation to Poisson equation as in the proof of Lemma 2.5, we can use the maximum principle so that for y ∈ B δr (x)
Using the interior estimate (27) of Lemma 2.5, we get
Inserting this estimate to the integral of the corrector over B δr (x):
Combining estimates for I, we get
Now, we will bound II and we use ∂rK(r, z,r,z) = −r∂r∂z Ḡ r .
Using Proposition 3.2,
Using other bound from Proposition 3.2, we can bound III
Above, we have used that r 2 ≤ C(r −r) 2 for some constant C on our domain of integration. The contribution from the other difference of J's will be similar. It suffices to bound
This can be achieved by using Lemma 2.8 and mean value theorem
Thus, as other terms can be handled similarly, we get
Using a similar argument as directly above, one can show that the terms gotten by formally differentiating the error terms of (66) can be similarly controlled by C w 0 ∞z .
The proof of the lemma is complete .
The proof of Theorem 2.3 now follows from the same argument of Kiselev and Sverak [11] using Lemma 4.1 in place of their Lemma 3.1.
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A.1. Estimates at 0. We can write F as Putting these expressions together, we get the desired expansion for F : where for the second integral on the right hand side above we estimate as we did II above. The expansion for the second integral in (69) is done above and putting things together The expansions for the derivatives can be derived similarly.
