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Abstract
We present alternative proofs for the well-known Extension and Closure Theorems of elimination theory
for affine varieties. Assuming knowledge of Gro¨bner basics, the proofs are quite short and elementary. They
also hardly resort to any machinery from more classical algebraic geometry. Instead, they are designed to be
easily presentable along with the (Gro¨bner basis) techniques likely to be used in applications of the results.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
We present new proofs for the Extension and Closure Theorems of elimination theory for
affine varieties, which study the relation between the projection pi`(V (I )) of an affine variety
V (I ) ⊂ AN onto an affine subspace AN−` and the variety V (I`) ⊂ AN−` defined by the `-th
elimination ideal of I . The description of the image of an affine variety under a polynomial map
as a constructible set can be viewed as part of this theory.
Since no new results on the general situation will be obtained, we shall elaborate a little on
why we think the new proofs advantageous for some purposes.
In terms of solutions of systems of polynomial equations the question of how pi`(V (I ))
and V (I`) relate is the question of which solutions of the equations obtained by eliminating
the first ` variables can be extended to solve the entire system. Perhaps the most common
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methods for actually solving systems of polynomial equations use Gro¨bner basis computations
to eliminate variables. The general results concerning extending partial solutions, however, are
usually proved using different techniques of algebraic geometry and commutative algebra. The
classical proofs of the main results of elimination theory are based on the use of resultants to
create useful elements of the elimination ideal; such a proof can be found in Cox et al. (1997).
Our proofs use Gro¨bner bases as the key tool, thus staying close in spirit to the algorithms most
commonly used in the practical solution. We also believe that the proof especially of Theorem 3.2
below, dealing with the elimination of just one variable, is quite short and elementary (assuming
knowledge of “Gro¨bner basics”). In Section 4 we treat the elimination of several variables at
a time, in particular the presentation of the image of the variety V (I ) under a projection as a
constructible set pi(V (I )) = ⋃ V (I (i)) \ V (J (i)). Again, the result is not new, but the proof has
the advantage of being built around a constructive recipe for determining the ideals I (i) and J (i)
with V (J (i)) nowhere dense in V (I (i)), using Gro¨bner bases. The resulting algorithm is again
quite elementary. In particular, it avoids the operations of computing the radical of an ideal, and
determining irreducible components. Both are rather costly, and may not be available for all
fields. Instead, only radical membership needs to be tested, and more generally the saturation of
an ideal with respect to a polynomial needs to be computed. A decomposition of V (I ) is only
done if the equations encountered along the way happen to force one on us.
2. Preliminaries
This section compiles some notation, conventions, and well-known facts regarding
polynomial rings and Gro¨bner bases that we shall use freely below. Our general references are
Cox et al. (1997), Becker and Weispfenning (1993), Adams and Loustaunau (1994).
We denote by R[x] = R[x1, . . . , xN ] the polynomial ring in N variables over a commutative
ring R. For a ring homomorphism σ : R → S we will also denote the induced homomorphism
R[x] → S[x] by σ . Abusing notation we will denote by x = {x1, . . . , xN } = (x1, . . . , xN ) the
family or the set of its variables, and by [x] the set of monomials in these variables, that is, the
free commutative monoid on the set x. Similar notation will be used for other sets of variables.
Fix a monomial order on [x]. For 0 6= f ∈ R[x] write f = ∑m∈[x] fmm with fm ∈ R. Then
we let lmR( f ) = max{m ∈ [x]| fm 6= 0}, lcR( f ) = flmR( f ), and ltR( f ) = lcR( f ) lmR( f )
be the leading monomial, coefficient, and term, respectively, of f . If no confusion is likely, the
superscript R will be omitted, but it is useful if R is itself a polynomial ring over a field k. Then
R[x] can be considered as a polynomial ring over k, or over R.
A standard representation (over R) of f ∈ R[x] with respect to a finite subset G ⊂ R[x]
consists in writing f = ∑g∈G fgg with fg ∈ R[x] satisfying lm( fg) lm(g) ≤ lm f whenever
fg 6= 0. A Gro¨bner basis (over R) in R[x] is a finite subset G ⊂ R[x] that does not contain the
zero element, with the property that every element f ∈ (G) of the ideal generated by G admits
a standard representation with respect to G.
For a monomial m ∈ [x], an m-representation of f with respect to G is an expression
f = ∑g∈G fgg in which lm( fg) lm(g) < m whenever fg 6= 0. In the polynomial ring k[x]
over a field k, a finite set G not containing zero is a Gro¨bner basis if and only if for all g, h ∈ G
the S-polynomial S(g, h) = gcd(lm(g), lm(h))−1 · (lt(g)h − lt(h)g) has an m-representation
with respect to G, for m = lcm(lm(g), lm(h)) (Becker and Weispfenning (1993, Theorem 5.64),
with a different definition of m-representation).
If y = {y1, . . . , y`} ⊂ x is a subset of ` variables, and z = x \ y, we can consider k[x] = R[y]
as a polynomial ring with base ring R := k[z]. Fix a monomial order on [y]. A block order
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eliminating the y-variables is a monomial order on [x] such that mn < m′n′ whenever m < m′
for m,m′ ∈ [y] and n, n′ ∈ [z]. For f ∈ k[x] we then have lmk( f ) = lmk(lcR( f )) lmR( f ), and
lmR( f ) > lmR( f ′) for f, f ′ ∈ k[x] implies lmk( f ) > lmk( f ′). Hence, if f = ∑g∈G fgg is a
standard representation over k, we have lmk( fg) lmk(g) ≤ lmk( f ) for all g with fg 6= 0, which
implies lmR( fg) lmR(g) ≤ lmR( f ), so that f = ∑g∈G fgg is also a standard representation
over R. In particular, a Gro¨bner basis G over k in k[x] is also a Gro¨bner basis over R in R[y].
We will denote the affine N -space over an algebraically closed field k byAN . An affine variety
X ⊂ AN is not assumed to be irreducible. The variety defined by an ideal I ⊂ k[x] is denoted
by V (I ), and the ideal of a subset X ⊂ AN is denoted by I (X).
For 1 ≤ ` < N consider the subsets y = (x1, . . . , x`) and z = (x`+1, . . . , xN ) of variables.
We denote by I` = I ∩ k[z] the `-th elimination ideal of an ideal I ⊂ k[x], by pi` : AN → AN−`
the projection cutting off the first ` components. For b ∈ AN−` we denote by σb the map
k[z] → k with σb( f ) = f (b) as well as the induced map k[x] → k[y]. We observe that
b ∈ pi`(V (I )) if and only if V (σb(I )) 6= ∅ if and only if 1 6∈ σb(I ), and more precisely
pi−1(b) ∩ V (I ) = V (σb(I )) × {b}. Since σb( f ) = f (b) for f ∈ k[x`+1, . . . , xN ] we have
pi`(V (I )) ⊂ V (I`).
3. Eliminating one variable
In this section we prove the Extension Theorem for solutions of systems of polynomial
equations as found, say, in Cox et al. (1997, Ch. 3, §1, Thm. 3). Suppose we are given a system
of polynomial equations in N variables, and a solution (a2, . . . , aN ) of the equations obtained
by eliminating the first variable. The Extension Theorem says that the solution can be extended
to solve the entire system, provided that one of the equations has, considered as a polynomial
in the first variable, a leading coefficient that does not vanish at (a2, . . . , aN ). In fact we will
show that if the system in question is given by a Gro¨bner basis for a suitable order, then the
polynomial of least degree whose leading coefficient does not vanish at (a2, . . . , aN ) generates,
after substituting (a2, . . . , aN ), the ideal whose zeros correspond to extensions of the solution.
Following a suggestion of one of the referees, we formulate this result more generally for Gro¨bner
bases in a polynomial ring in one variable over a commutative base ring:
Proposition 3.1. Let G be a Gro¨bner basis for the ideal I ⊂ R[x], and σ : R → k a ring
homomorphism to a field k. Suppose that G contains a polynomial whose leading coefficient is
not annihilated by σ . Then σ(I ) = (σ (g)), where g ∈ G is of least degree with the property
σ(lc(g)) 6= 0.
Proof. Choose g ∈ G of least degree with the property σ(lc(g)) 6= 0, and set D = deg(g). We
first show that for all δ ∈ N
∀h ∈ G : deg(h) < D ⇒ deg(σ (h)) ≤ deg(h)− δ (3.1)
by induction on δ. In the case δ = 1 the claim holds by the choice of g, which ensures that
the leading coefficient in R of h is annihilated by σ . For the inductive step, let h ∈ G with
d := deg(h) < D, and consider
I 3 S(g, h) = lc(g)xD−dh − lc(h)g,
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which is constructed to have deg(S(g, h)) < D. Let S(g, h) = ∑ j∈G f j j be a standard
representation and j ∈ G with f j 6= 0. Then we have deg( f j ) + deg( j) < D, in particular
deg j < D, and, by the induction hypothesis, deg(σ ( j)) ≤ deg( j)− δ. Thus
deg(σ ( f j j)) = deg(σ ( f j ))+ deg(σ ( j)) ≤ deg( f j )+ deg( j)− δ < D − δ,
so that finally
D − δ > deg(σ (S(g, h)))
= deg(σ (lc(g)xD−dh − lc(h)g))
= deg(σ (lc(g))xD−dσ(h))
= deg(σ (h))+ D − d
and thus deg(σ (h)) < d − δ or deg(σ (h)) ≤ d − (δ + 1).
Note that (3.1) for all δ ∈ N implies σ(h) = 0 for all h ∈ G with deg(h) < D.
We proceed to show σ(h) ∈ (σ (g)) for all h ∈ G by induction on deg(h). We assume that we
have shown σ( j) ∈ (σ (g)) for all j ∈ G with deg( j) < deg(h) = d ≥ D. Consider
S(g, h) := lc(g)h − lc(h)xd−Dg ∈ I,
which is constructed to have deg(S(g, h)) < d . Let S(g, h) = ∑ j∈G f j j be a standard
representation. For j ∈ G with f j 6= 0 we have deg( f j ) + deg( j) < d, and in particular
deg( j) < d . Since
lc(g)h = S(g, h)+ lc(h)xd−Dg =
∑
f j j + lc(h)xd−Dg
and σ(lc(g)) 6= 0, we have
σ(h) ∈ (σ ( j)| f j 6= 0)+ (σ (g)) ⊂ (σ (g))
by the induction hypothesis. 
To get the Extension Theorem, we merely have to specialize R to be a polynomial ring in
several variables.
Theorem 3.2. Let I ⊂ k[x] be an ideal, where k is an algebraically closed field, and let
(a2, . . . , aN ) ∈ V (I1) be a zero of the first elimination ideal. Assume that there exists
0 6= f =
d∑
k=0
fkxk1 ∈ I
with f0, . . . , fd ∈ k[x2, . . . , xN ] such that fd 6∈ I (a2, . . . , aN ). Then there is a1 ∈ k with
(a1, . . . , aN ) ∈ V (I ).
Proof. We put R = k[x2, . . . , xN ] and consider the evaluation homomorphism σ =
σ(a2,...,aN ) : R → k. Choose a Gro¨bner basis G of I ⊂ R[x1] over R, for example a Gro¨bner
basis over k with respect to a suitable block order. In a standard representation f = ∑g∈G fgg
we have degx1( fgg) ≤ degx1( f ) for all g with fg 6= 0. Thus lcR( f ) ∈ (lcR(G)), and in
particular lcR(G) 6⊂ I (a2, . . . , aN ) = Ker(σ ). By Proposition 3.1 there is g ∈ G such that
σ(I ) = (σ (g)) ⊂ k[x1]. Find a zero a1 of σ(g), and observe (a1, . . . , aN ) ∈ V (I ). 
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4. Eliminating several variables
In this section we deal with the general problem of determining the relation between the
projection pi`(V (I )) of an affine variety V (I ) ⊂ AN onto the affine subspace AN−` and the
affine variety V (I`) determined by the `-th elimination ideal. We will find in Theorem 4.3 a
proper subvariety of V (I`) that together with pi`(V (I )) covers V (I`). This of course implies
pi`(V (I )) = V (I`); both statements are called the Closure Theorem in Cox et al. (1997, Ch. 3,
§3, Thm. 3). More details, namely the complete determination of pi`(V (I )) as a constructible set,
can be determined by a repetition of the process, as discussed in Corollary 4.12. Note that the
image of an affine variety under a general polynomial map can easily be described as the image
of an affine variety under a projection.
The main idea of our proof is a criterion for when a Gro¨bner basis stays a Gro¨bner basis after
scalars are substituted for a part of the variables. We follow a suggestion by one of the referees
and formulate the criterion more generally for a Gro¨bner basis in a multivariate polynomial
ring over a commutative base ring. The approach may be viewed as a (somewhat stretched)
continuation of the ideas in Section 3, since a subset of an ideal in a univariate polynomial
ring over a field is a Gro¨bner basis if and only if it contains a generator of the ideal. Notice,
however, that Lemma 4.1 requires that no lead term vanishes under the substitution, while one
nonvanishing lead term was sufficient in Proposition 3.1.
Lemma 4.1. Let G be a Gro¨bner basis in the polynomial ring R[x], and σ : R → k a ring
homomorphism to a field k. Assume that
∀g ∈ G : σ(lc(g)) = 0⇒ σ(g) = 0. (4.1)
Then σ(G) \ {0} is a Gro¨bner basis in k[x].
Proof. For g, h ∈ G with lc(g), lc(h) 6∈ Ker(σ ) consider
S(g, h) = lt(g)h − lt(h)g
gcd(lm(g), lm(h))
∈ (G).
By design, lm(S(g, h)) < lcm(lm(g), lm(h)) =: m. Thus, in a standard representation S(g, h) =∑
j∈G f j j we must have lm( f j ) lm( j) < m whenever f j 6= 0. Now
σ(S(g, h)) =
∑
j∈G
σ( f j )σ ( j),
is anm-representation of σ(S(g, h)) in k[x]with respect to σ(G)\{0}, since whenever σ( f j )σ ( j)
is nonzero, we have σ( j) ∈ σ(G) \ {0}, and lm(σ ( f j )σ ( j)) ≤ lm( f j ) lm( j) < m. But up to a
scalar factor, σ(S(g, h)) is the S-polynomial S(σ (g), σ (h)), andm = lcm(lm(σ (g)), lm(σ (h))),
and thus σ(G) \ {0} is a Gro¨bner basis in k[x]. 
Corollary 4.2. Let I ⊂ k[x] be an ideal, and b ∈ V (I`) a zero of the `-th elimination ideal.
Let G be a Gro¨bner basis of I with respect to a block order eliminating the first ` variables.
Write R = k[x`+1, . . . , xN ], so that k[x] = R[x1, . . . , x`].
If lcR(G \ R) ∩ I (b) = ∅, then b ∈ pi`(V (I )).
Proof. We consider the evaluation homomorphism σ = σb : R → k. By assumption, if
lcR(g)(b) = 0 for g ∈ G, then g ∈ R, and hence g ∈ I` and thus σ(g) = g(b) = 0. Thus
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the hypotheses of Lemma 4.1 are satisfied, and σ(G) \ 0 = σ(G \ R) is a Gro¨bner basis
of σ(I ). Also, none of the elements of σ(G \ R) is a constant, and thus V (σ (I )) 6= ∅. But
V (σb(I ))× {b} ⊂ V (I ). 
Theorem 4.3. Let I ( k[x] be an ideal, and 1 ≤ ` < N. We can find an ideal I` ⊂ J ⊂
k[x`+1, . . . , xN ] such that V (I`) \ V (J ) = V (I`) and pi`(V (I )) ∪ V (J ) = V (I`).
Proof. Consider a reduced Gro¨bner basis G ′ of I with respect to a block order eliminating the
first ` variables. Put R = k[z], so I` = I∩R, and G ′∩R is a Gro¨bner basis of I`. Put G = G ′\R.
We have V (J ) = ⋃g∈G V (lcR(g)) ∩ V (I`) for either choice of J = (∏g∈G lcR(g)) + I` or
J = ⋂g∈G(lcR(g)) + I`, so Corollary 4.2 tells us that V (I`) = V (J ) ∪ pi`(V (I )). However,
V (J ) might cover all of V (I`), or at least one of its irreducible components. The proof consists
in dealing with these cases by reducing the problem to the same for ideals properly containing I .
First, assume that V (I`) ⊂ V (lcR(g)) for a certain g ∈ G. This is the case if and only if
lcR(g) ∈ √I`. Since lcR(g) 6∈ I` by the assumption that G ′ is reduced, we have
I ( I + (lcR(g)) ⊂ √I ,
and we can reduce the problem to the larger ideal I + (lcR(g)). Thus, we will now assume that
none of the V (lcR(g)) contains all of V (I`).
Now, for g ∈ G, we compute the saturation I` : lcR(g)∞. We note that it is convenient to do
this during the preceding step of the analysis, because 1 ∈ I` : lcR(g)∞ if and only if lcR(g) ∈√
I`. We have V (I` : lcR(g)∞) = V (I`) \ V (lcR(g)). By checking if I` : lcR(g)∞ ⊂ √I`,
we can thus verify whether V (I`) \ V (lcR(g)) = V (I`). If this fails to hold, we have a proper
decomposition V (I`) = V (I`+ (lcR(g)))∪ V (I` : lcR(g)∞). Further, pi−1` (V (I`+ (lcR(g))))∩
V (I ) = V (I + (lcR(g))) and pi−1` (V (I` : lcR(g)∞)) ∩ V (I ) = V (I + (I` : lcR(g)∞)) yield a
proper decomposition V (I ) = V (I+(lcR(g)))∪V (I+(I` : lcR(g)∞)). It is easy to see that it is
sufficient to prove the assertion of the theorem for each of the two (larger) ideals involved in the
decomposition. On the other hand, if V (I`) \ V (lcR(g)) = V (I`) holds for each g ∈ G, then (the
intersection of finitely many dense open sets being dense) we can take J = I` + (∏g∈G lcR(g))
or J = I` +⋂g∈G(lcR(g)).
Remark 4.4. In one step of the proof, the required analysis of pi`(V (I )) was carried out by
treating the two parts of a decomposition of V (I ) separately and appealing to the possibility of
joining the informations obtained on each part. Of course, for most conceivable applications it
would be preferable to keep the decomposition, which is in itself valuable information on the
structure of V (I ).
The ideal J found in Theorem 4.3 gives us sufficient criteria for extending partial solutions
for the polynomial equations defining the ideal I : If a solution of the equations defining the
elimination ideal I` is not a solution of the equations defining J , then it can be extended, and
this criterion is guaranteed to be fulfilled on a dense (open) subset of V (I`). This motivates the
awkward name chosen below for the algorithm computing J from I as in Theorem 4.3. The
algorithm implicitly assumes given a block order on k[x] eliminating the first ` variables. In
this and the other algorithms described later we treat many standard computations for ideals and
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Gro¨bner bases as basic operations.



Algorithm 4.5: EXTENSIONCRITERIA(I )
G ′← a reduced Gro¨bner basis of I
G ← G ′ \ R
J ← I` +
⋂
g∈G
(
lcR(g)
)
comment: If no problems are detected, this will be the result.
T ← G; T ′← G
comment:We test all of G twice.
while T 6= ∅
do

choose g ∈ T ; T ← T \ {g}
Kg ← I` : lcR(g)∞
if 1 ∈ Kg
then

T ← ∅; T ′← ∅
comment: Done, after dealing with a larger ideal:
J ← EXTENSIONCRITERIA(I + (lcR(g)))
while T ′ 6= ∅
do

choose g ∈ T ′; T ′← T ′ \ {g}
if not Kg ⊂ √I`
then

T ′← ∅
comment: Done, after dealing with two larger ideals:
J+← EXTENSIONCRITERIA(I + (lcR(G)))
J−← EXTENSIONCRITERIA(I + (Kg))
J ← J+ ∩ J−
return (J )
Example 4.6. Consider the polynomial ring k[x, y, z] and the ideal I = (xy + z − 1, y2z2). It
is plain to see that V (I ) = V (y, z − 1) ∪ V (xy − 1, z). A Gro¨bner basis for I with respect to
the lex order with x > y > z is G ′ = {xy + z − 1, y2z2, yz3 − yz2, z4 − 2z3 + z2}, so that
V (I1) = V (y, z − 1) ∪ V (z). The leading coefficient in R = k[y, z] of the unique polynomial
g ∈ G = G ′ \ R is y. Thus the zeros of lmR(g) cover one of the irreducible components of
V (I1). Algorithm 4.5 deals with this situation as follows: The saturation of I1 with respect to
y is I1 : y∞ = (z2). One verifies that z2 is not contained in √I1. Thus we properly decompose
V (I ) = V (I+) ∪ V (I−) with I+ = I + (y) and I− = I + (z2). A Gro¨bner basis for I+
is {y, z − 1}, so V (I+) = V (y, z − 1) and pi(V (I+)) = V (I+1 ). A Gro¨bner basis for I− is
G− = {xy+z−1, z2}. The leading coefficient in k[y, z] of the unique polynomial in G−\k[y, z]
is again y, so that pi1(V (I−)) ∪ V (I−1 + (y)) = V (I−1 ). Also, V (I−1 ) \ V (y) is dense in V (I−1 ),
which we could verify by computing (z2) : y∞ = (z2) ⊂ √(z2) = √I−1 . We conclude that
J = I−1 + (y) = (z2, y) satisfies pi1(V (I )) ∪ V (J ) = V (I1) and V (I1) \ V (J ) = V (I1).
Example 4.7. For the following two examples we consider the ring k[w, x, y, z] subject to the
lex order with w > x > y > z.
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(1) Consider the ideal I = (xz + y − 1, w + y + z − 2, z2). It is straightforward to check that
V (I ) = V (w−1, y−1, z) and pi2(V (I )) = V (I2). Again, we watch Algorithm 4.5 compute
this. The ideal I has the reduced Gro¨bner basis G ′ = {w+ y+ z− 2, xz+ y− 1, y2− 2y+
1, yz− z, z2}. Thus I2 = (y2− 2y+ 1, yz− z, z2). The leading coefficients in k[y, z] of the
elements of G ′ \ k[y, z] are 1 and z. We see that V (z) covers all of V (I2) by computing that
z ∈ √I2. Thus V (I ) = V (I ′) for I ′ = I + (z) = (w − 1, y, z − 1). The leading coefficients
in k[y, z] of the elements outside of k[y, z] of a Gro¨bner basis of I ′ are thus constant, and
the algorithm gives V (I2) = pi2(V (I )).
(2) Consider the ideal I = (wy + z − 1, xz + y − 1, y2z2). One works out easily that
V (I ) = V (w − 1, y − 1, z) ∪ V (x − 1, y, z − 1). The reduced Gro¨bner basis of I is
G ′ = {wx+wz−2w+ xy−2x−3y−3z+5, wy+ z−1, wz2−2wz+w− yz+ y−2z2+
4z − 2, xz + y − 1, yz2 − yz + z3 − 2z2 + z, z4 − 2z3 + z2, y2 + 2yz − 2y + z2 − 2z + 1}.
The leading coefficient of wy + z − 1 in k[y, z] is y, and its zeros cover an irreducible
component of V (I2), which we can see by calculating I2 : y∞ = (y2 − 2y + 1, yz − z, z2)
and checking z2 6∈ √I2. Thus we have a proper decomposition V (I ) = V (I+) ∪ V (I−)
with I+ = I + (I2 : y∞) = (w + y + z − 2, xz + y − 1, y2 − 2y + 1, yz − z, z2) and
I− = I + (z) = (z, y − 1, w − 1). We see pi2(V (I−)) = V (I−2 ), and we have already
obtained pi2(V (I+)) = V (I+2 ) in (1), so that pi2(V (I )) = V (I2) altogether.
Example 4.8. We consider the polynomial ring k[v,w, x, y, z] subject to the lex order with
v > w > x > y > z, and the ideal I = (wy + z − 1, y2z2, vx − z). A Gro¨bner basis is
G ′ = {vx − z, wy+ z− 1, y2z2, yz3− yz2, z4− 2z3+ z2}. In particular, the second elimination
ideal is I2 = (y2z2, yz3 − yz2, z4 − 2z3 + z2). The leading coefficient in k[x, y, z] of the
second polynomial in G ′ is y, and its zeros cover an irreducible component of V (I2). In fact,
the saturation I2 : y∞ = (z2) 6⊂ √I2. We consequently apply Algorithm 4.5 to the ideals
I+ = I + (y) and I− = I + (z2) with respective Gro¨bner bases {z − 1, y, vx − 1} and
{z2, vx − z, wy + z − 1}. We read off the elimination ideals I+2 = (z − 1, y) and I−2 = (z2),
and we find J+ = I+2 + (x) = (y, z − 1, x) and J− = I−2 + (xy) = (z2, xy), with
V (I±2 ) = pi2(V (I±)) ∪ V (J±) and V (I±2 ) \ V (J±) = V (I±2 ). If we take J = J+ ∩ J− =
J+ J− = (xz2, yz2, z3 − z2, xy), then V (I2) = pi2(V (I )) ∪ V (J ) and V (I2) \ V (J ) = V (I2).
Using Theorem 4.3 one can of course continue and exhibit the projection pi`(V (I )) of an
affine variety as a constructible set. To get a sharper result, we first strengthen Theorem 4.3 to
get
Corollary 4.9. In Theorem 4.3 the ideal J can be chosen to satisfy in addition
V (J ) \ V ((I + (J ))`) = V (J ). (4.2)
Proof. We note first that for any ideal J ⊃ I` we have
pi`(V (I )) \ (V (I`) \ V (J )) = pi`(V (I + (J ))) (4.3)
by the calculation
pi`(V (I )) \ (V (I`) \ V (J )) = pi`(V (I )) ∩ V (J )
= pi`(pi−1` (V (J )) ∩ V (I )) = pi`(V (I + (J ))),
which uses pi`(V (I )) ⊂ V (I`) in the first step.
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Put I ′ = I +(J ) and apply Theorem 4.3 to find J ′ ⊃ I ′` such that V (I ′`) = pi`(V (I ′))∪V (J ′)
and V (I ′`) = V (I ′`) \ V (J ′). Compute the saturation J˜ = J : (I ′`)∞ and assume that
V ( J˜ ) = V (J ) \ V (I ′`) ( V (J ).
Since V (J ′) contains no irreducible component of V (I ′`), we then also have V ( J˜ ) ∪ V (J ′) (
V (J ). Since
pi`(V (I )) ⊃ (V (I`) \ V (J )) ∪
(
V (I ′`) \ V (J ′))
=
(
V (I`) \ (V ( J˜ ) ∪ V (I ′`))
)
∪ (V (I ′`) \ V (J ′))
⊃ V (I`) \
(
V ( J˜ ) ∪ V (J ′)
)
,
we can replace J by the larger ideal J˜ ∩ J ′, and, by noetherian induction, we will eventually find
an ideal above J such that (4.2) is satisfied. 




Algorithm 4.10: IMPROVEDEXTENSIONCRITERIA(I )
J ← EXTENSIONCRITERIA(I )
I ′← I + (J )
J˜ ← J : (I ′`)∞
while not J ⊂
√
J˜
do
J ← J˜ ∩ EXTENSIONCRITERIA(I
′)
I ′← I + (J )
J˜ ← J : (I ′`)∞
return (J )
Example 4.11. Consider k[w, x, y, z] under the lex order with w > x > y > z, and the ideal
I generated by the Gro¨bner basis {xy2z − y, wxyz − w}. We have I2 = 0. Application of
Algorithm 4.5 yields J = (yz). Next, we consider I ′ = I + (J ) = (y, w). Application of
Algorithm 4.5 gives J ′ = (1). On the other hand we have I ′2 = (y) and J˜ = J : y∞ = (z). Thus,
we can choose Jˆ = (z) instead of J . Again I ′′ = I + ( Jˆ ) = (w, y), but now Jˆ : y∞ = J , so we
are done.
Corollary 4.12. Let I ⊂ k[x] be an ideal, and 1 ≤ ` < N. Then one can find ideals
I (1) ⊂ J (1) ⊂ I (2) ⊂ J (2) ⊂ · · · ⊂ I (r) ⊂ J (r) ⊂ k[x`+1, . . . , xN ]
such that
pi`(V (I )) =
r⋃
i=1
V (I (i)) \ V (J (i)).
Moreover, the ideals can be so chosen that
∀1 ≤ i ≤ r V (I (i)) \ V (J (i)) = V (I (i)), (4.4)
∀1 ≤ i < r V (J (i)) \ V (I (i+1)) = V (J (i)). (4.5)
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Thus pi`(V (I )) is described by alternately adding on and taking away successively smaller
affine varieties. The two conditions (4.4) and (4.5) remove certain redundancies by precluding
that either an entire irreducible component that has been added on is removed in the next step, or
an entire irreducible component of a removed variety is added back on in the next step.
Proof. We do noetherian induction, the case I = k[x] being obvious. For smaller I we take
I (1) = I` and J (1) = J ⊃ I` as in Theorem 4.3; in particular V (I (1)) \ V (J (1)) = V (I (1)). By
(4.3) we have
pi`(V (I )) \ (V (I (1)) \ V (J (1))) = pi`(V (I + (J (1)))),
and since I + (J (1)) is strictly larger than I we can find, by the induction hypothesis, suitable
ideals
(I + (J (1)))` = I (2) ⊂ J (2) ⊂ · · · ⊂ I (r) ⊂ J (r)
such that (4.4) holds, and
pi`(V (I + (J (1)))) =
r⋃
i=2
V (I (i)) \ V (J (i)).
If we choose J (1) to satisfy the sharper requirements of Corollary 4.9, and choose I (2), . . . , J (r)
to satisfy (4.5) as well, then the whole chain I (1) ⊂ · · · ⊂ J (r) satisfies (4.5). 
The following algorithm computes a chain of ideals as in Corollary 4.12 satisfying (4.4) and
(4.5).



Algorithm 4.13: CONSTRUCTIBLE(I )
r ← 0
I (1)← I
repeat
r ← r + 1
J (r)← IMPROVEDEXTENSIONCRITERIA(I (r))
I (r+1)← I (r) + (J (r))
until I (r+1) = k[x]
return (r, I (1), . . . , I (r), J (1), . . . , J (r))
Example 4.14. We consider the polynomial ring k[w, x, y, z] and the projection to the last three
coordinates of the variety
V (w(x5 + x4 + 2− yz)− 1) ∪ V (y − z, wy − 1).
That is, we start with the ideal
I = (wx5y − wx5z + wx4y − wx4z − wy2z + wyz2 + 2wy − 2wz − y + z,
w2x5z + w2x4z − w2yz2 + 2w2z − wx5 − wx4 + wyz − wz − 2w + 1).
We work with the lex order with w > x > y > z, with respect to which the two listed generators
form a Gro¨bner basis. In particular, we take I (1) = I1 = 0.We collect the two leading coefficients
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in k[x, y, z] and form the ideal
J = (x5y − x5z + x4y − x4z − y2z + yz2 + 2y − 2z) ∩ (x5z + x4z − yz2 + 2z)
= (x5yz − x5z2 + x4yz − x4z2 − y2z2 + yz3 + 2yz − 2z2).
We set I ′ = I + (J ), with reduced Gro¨bner basis
g′1 = yz − z2,
g′2 = wx5y − wx5z + wx4y − wx4z + 2wy − 2wz − y + z,
g′3 = w2x5z + w2x4z − w2z3 + 2w2z − wx5 − wx4 + wz2 − wz − 2w + 1.
The saturation of I (2) = I ′1 = (yz − z2) with respect to the leading coefficient in k[x, y, z] of g2
is
S = (yz − z2) : (x5y − x5z + x4y − x4z + 2y − 2z)∞ = (z),
and easily seen not to be contained in
√
I ′1. Thus, we decompose I ′ = I ′+ ∩ I ′− with
I ′+ = I ′ + (z) = (z, wx5 + wx4 + 2w − 1),
I ′− = I ′ + (x5y − x5z + x4y − x4z + 2y − 2z)
= (y − z, w2x5z + w2x4z − w2z3 + 2w2z − wx5 − wx4 + wz2 − wz − 2w + 1).
From J ′+ = (z, x5 + x4 + 2) and J ′− = (y − z, x5z + x4z − z3 + 2z) we find
J ′ = J ′+ ∩ J ′− = (yz − z2, x5z + x4z − z3 + 2z, x5y + x4y + 2y − z3).
From here, matters proceed differently, depending on whether we wish to use Theorem 4.3 or the
sharper form Corollary 4.9.
(1) If we are content with a chain of ideals satisfying (4.4), we can set J (1) = J , I (2) = I ′, and
J (2) = J ′. We then pass to I ′′ = I ′ + (J ′) with reduced Gro¨bner basis
g′′1 = y − z,
g′′2 = x5z + x4z − z3 + 2z,
g′′3 = wx5 + wx4 + wz + 2w − z − 1,
g′′4 = wz2 − z.
So we put I (3) = I ′′1 = (y − z, x5z + x4z − z3 + 2z). The saturation with respect to the lead
coefficient in k[x, y, z] of g′′4 is
I ′′1 : (z2) = (y − z, x5 + x4 − z2 + 2),
which is not contained in
√
I (3). Thus we are led to decompose I ′′ = I ′′+ ∩ I ′′− with
I ′′+ = I ′′ + (y − z, x5 + x4 − z2 + 2) = (y − z, x5 + x4 − z2 + 2, wz − 1),
I ′′− = I ′′ + (z2) = (z, y, wx5 + wx4 + 2w − 1).
We find J ′′+ = I ′′+1 + (z) = (z, y, x5+ x4+ 2) as well as J ′′− = I ′′+1 + (z, y, x5+ x4+ 2),
and so J (3) = J ′′ = (z, y, x5 + x4 + 2). Since I ′′ + (J ′′) = (1), we are done and
pi1(V (I )) =
(
V (I (1)) \ V (J (1))
)
∪
(
V (I (2)) \ V (J (2))
)
∪
(
V (I (3)) \ V (J (3))
)
.
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(2) If we want a chain of ideals satisfying both (4.4) and (4.5), we compute
J˜ := J : (I ′1)∞ = (x5 + x4 − yz + 2),
which is not contained in
√
J . Abusing notation, we then replace J by the larger ideal
J := J˜ ∩ J ′ = (x5y + x4y − y2z + 2y, x5z + x4z − yz2 + 2z),
and replace I ′ by I ′ = I + (J ) with reduced Gro¨bner basis
g′1 = wx5 + wx4 + wz + 2w − z − 1,
g′2 = wz2 − z,
g′3 = x5z + x4z − z3 + 2z,
g′4 = y − z.
The leading coefficient in k[x, y, z] of g′2 is z2. The saturation I ′1 : (z2) = (y−z, x5+x4−z2+
2) is not contained in
√
I ′1. Thus we decompose I ′ = I ′+∩ I ′− with I ′+ = I ′+ (I ′1 : (z2)) =
(y−z, x5+x4−z2+2, wz−1) and I ′− = I ′+(z2) = (z, y, wx5+wx4+2w−1). From J ′+ =
I ′+1 + (z) = (x5+ x4+2, z, y) = I ′−1 + (x5+ x4+2) = J ′− we get J ′ = (x5+ x4+2, z, y).
Once more, we compute the saturation J˜ := J : (I ′1)∞ = (x5 + x4 − yz + 2), which is not
contained in
√
J . Thus (abusing notation) we replace J by J := J˜ ∩ J ′ = J˜ , and we replace
I ′ by I ′ = I + (J ) = (y− z, wz− 1, x5+ x4− z2+ 2) with I ′1 = (y− z, x5+ x4− z2+ 2).
This time, the saturation J : (I ′1)∞ = J , so we put J (1) = J and I (2) = I ′1. Also, we can
choose J (2) = I ′1 + (z) = (y, z, x5 + x4 + 2) and arrive at
pi1(V (I )) =
(
A3 \ V (x5 + x4 − yz + 2)
)
∪
(
V (y − z, x5 + x4 − z2 + 2) \ V (x5 + x4 + 2, y, z)
)
.
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