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ZEROS OF CERTAIN WEAKLY HOLOMORPHIC MODULAR FORMS
FOR THE FRICKE GROUP Γ+0 (3)
Seiichi Hanamoto, Seiji Kuga
Abstract
Let M !k(Γ
+
0 (3)) be the space of weakly holomorphic modular forms of weight k
for the Fricke group of level 3. We introduce a natural basis for M !k(Γ
+
0 (3)) and
prove that for almost all basis elements, all of their zeros in a fundamental domain
lie on the circle centered at 0 with radius 1√
3
.
1 Introduction
Rankin and Swinnerton-Dyer studied the location of the zeros of the Eisenstein series
Ek(z) := 1 − 2kBk
∑∞
n=1 σk−1(n)q
n of weight k for the full modular group SL2(Z), where
q = e2πiz, Bk is the kth Bernoulli number, and σk−1(n) =
∑
d|n d
k−1. They showed that the
zeros of Ek lie on the lower boundary arc of a fundamental domain for SL2(Z) [5]. Next,
Duke and Jenkins showed that the zeros of certain natural basis for the space of weakly
holomorphic modular forms for SL2(Z) lie on the arc of the fundamental domain [3].
Recently, the locations of the zeros of weakly holomolphic modular forms for congruence
subgroups or Fricke groups have been studied for various levels. In 2016, Choi and Im
studied for the Fricke group of level 2 and obtained a similar result in the case of SL2(Z)
[1]. In this paper, we study the location of the zeros of natural basis for the space of
weakly holomorphic modular forms for the Fricke group of level 3.
Let k ∈ 2Z, H := {z ∈ C | Im(z) > 0}, Γ0(3) :=
{(
a b
c d
)
∈ SL2(Z) | c ≡ 0 (mod3)
}
,
Γ+0 (3) := Γ0(3) ∪
(
0 − 1√
3√
3 0
)
Γ0(3), and q := e
2πiz for z ∈ H. A holomorphic function
f on H is a weakly holomorphic modular form of weight k with respect to Γ+0 (3) if f
satisfies 

f
(
az+b
cz+d
)
= (cz + d)kf(z) for all
(
a b
c d
)
∈ Γ+0 (3) and z ∈ H.
f has the q-expansion of the form f(z) =
∑∞
n≥nf anq
n.
We define f is holomorphic if nf ≥ 0, a cusp form if nf ≥ 1. We denote the space
of weakly holomorphic modular forms of weight k on Γ+0 (3) by M
!
k(Γ
+
0 (3)), the space of
holomorphic modular forms by Mk(Γ
+
0 (3)), and the space of cusp forms by Sk(Γ
+
0 (3)).
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Let
F
+(3) :=
{
z ∈ H | |z| ≥ 1√
3
,−1
2
≤ Re(z) ≤ 0
}
∪
{
z ∈ H | |z| > 1√
3
, 0 < Re(z) <
1
2
}
,
S :=
{
1√
3
eiθ | π
2
≤ θ ≤ 5π
6
}
.
Then, F+(3) is a fundamental domain of Γ+0 (3) [4, p. 694] and S is the lower boundary
arc of F+(3).
Put k = 12ℓk + rk where ℓk ∈ Z, rk ∈ {0, 4, 6, 8, 10, 14}, and
εk := dim Srk(Γ
+
0 (3)) =
{
0 if rk = 0, 4, 6
1 if rk = 8, 10, 14
.
For each integer m such that m ≥ −2ℓk − εk, there exists a unique weakly holomorphic
modular form fk,m ∈M !k(3) with q-expansion of the form
fk,m(z) = q
−m +O(q2ℓk+εk+1).
Then, {fk,m}m≥−2ℓk−εk form a natural basis of M !k(3).
Let η(z) := q
1
24
∏∞
n=1(1−qn) be the Dedekind eta function. To construct the canonical
basis for M !k(3), we now define some weakly holomorphic modular forms as follows.

∆+3 (z) := (η(z)η(3z))
12 ∈ S12(Γ+0 (3)),
E+k (z) :=
1
1+3
k
2
(Ek(z) + 3
k
2 (3z)) ∈ Mk(Γ+0 (3)),
j+3 (z) := (
η(z)
η(3z)
)12 + 12 + 36(η(3z)
η(z)
)12 ∈M !0(Γ+0 (3)).
Furthermore, we define the holomorphic forms ∆3,rk ∈Mrk(Γ+0 (3)) as follows.
∆3,rk(z) :=


1 (rk = 0),
E+4 (z) (rk = 4),
E+6 (z) (rk = 6),
41
1728
(E+4 (z)
2 −E+8 (z)) (rk = 8),
61
432
(E+4 (z)E
+
6 (z)−E+10(z)) (rk = 10),
−22427
272160
(E+6 (z)E
+
8 (z)− E+14(z)) (rk = 14).
Referring to [2, Remark 2.2], ∆3,rk can also be defined as the unique holomorphic form of
weight rk with q-expansion of the form
∆3,rk(z) = q
εk +O(qεk+1).
Hence, ∆3,rk∆3,14−rk = ∆3,14 for any rk ∈ {0, 4, 6, 8, 10, 14}.
Then, we can construct the canonical basis {fk,m}m≥−2ℓk−εk for M !k(Γ+0 (3)) explicitly [2,
Theorem 2.4].
fk,m = (∆
+
3 )
ℓk∆3,rkFf(j
+
3 ), (1)
where Ff is the monic polynomial with integer coefficients of degree 2ℓk+εk+m determined
by f .
Now, our main theorem is following.
Theorem 1.1. If m ≥ 18|ℓk|+ 23, then all of the zeros in F+(3) of fk,m lie on S.
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2 Out line of the proof of Theorem 1.1
In this section, we introduce four propositions to prove the main theorem and its proof.
Proposition 2.1. For f(z) =
∑∞
n≥n0 a(n)q
n ∈ M !k(Γ+0 (3)) with a(n) is real for all n,
then e
ikθ
2 f( 1√
3
eiθ) is real for all θ ∈ [π
2
, 5π
6
]. In particular, e
ikθ
2 fk,m(
1√
3
eiθ) is real for all
θ ∈ [π
2
, 5π
6
].
Proof. For all z ∈ H, we note that
f
(−1
3z
)
= (
√
3z)kf(z),
and
f(z) =
∑
n≥nf
a(n)e2πinz =
∑
n≥nf
a(n)e2πinz =
∑
n≥nf
a(n)e2πin(−z) = f(−z).
Put z = 1√
3
eiθ (π
2
≤ θ ≤ 5π
6
), then −1
3z
= − 1√
3
e−iθ = −z. Hence
f
(
1√
3
eiθ
)
= f(z) = f(−z) = f
(−1
3z
)
= (
√
3z)kf(z) = eikθf
(
1√
3
eiθ
)
.
Thus, we obtain
e
ikθ
2 f
(
1√
3
eiθ
)
= e
ikθ
2 f
(
1√
3
eiθ
)
.
Proposition 2.2 (valence formula). Let f ∈ M !k(Γ+0 (3)), which is not identically zero.
We have
v∞(f) +
1
2
v i√
3
(f) +
1
6
vρ3(f) +
∑
ρ6= i√
3
,ρ3
ρ∈F+(3)
vρ(f) =
k
6
,
where vρ(f) is the order of f at ρ, and ρ3 =
1√
3
e
5pii
6 . (see [6])
Proposition 2.3. For f ∈M !k(Γ+0 (3)), we have
v i√
3
(f) ≥ sk (sk = 0, 1 such that 2sk ≡ k mod 4),
vρ3(f) ≥ tk (tk = 0, 1, 2, 3, 4, 5 such that − 2tk ≡ k mod 12).
Proof. The claim is true for k ≥ 4 and f ∈ Mk(Γ+0 (3)) [4, Proposition B.1]. For general
k ∈ 2Z and f ∈ M !k(Γ+0 (3)), (1) implies that f can be written as the product of ∆3,rk ∈
Mrk(Γ
+
0 (3)) and some f0 ∈M !12ℓk(Γ+0 (3)). Hence, the claim is also true for f .
Proposition 2.4.
(a) For all θ ∈ [π
2
, 23
10
], if m ≥ 9|ℓk| − 2ℓk + 18,∣∣∣∣e−2πm 1√3 cos θe ikθ2 fk,m
(
1√
3
eiθ
)
− 2 cos
(
kθ
2
− 2πm 1√
3
cos θ
)∣∣∣∣ < 1.9674.
(b) For all θ ∈ [23
10
, 5π
6
− 12
25m
], if m ≥ 18|ℓk|+ 23,∣∣∣∣e−2πm 1√3 cos θe ikθ2 fk,m
(
1√
3
eiθ
)
− 2 cos
(
kθ
2
− 2πm 1√
3
cos θ
)∣∣∣∣ < 0.99728.
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We will prove Proposition 2.4 in 4 and 5.
(The proof of Theorem 1.1)
Proof. Put h(θ) := e
−2πm 1√
3
cos θ
e
ikθ
2 fk,m(
1√
3
eiθ) and α(θ) := kθ
2
− 2πm 1√
3
cos θ (π
2
≤ θ ≤
5π
6
− 12
25m
). Then, Proposition 2.1 implies h(θ) is a real valued function. α(θ) is mono-
tonically increasing on the interval [π
2
, 5π
6
− 12
25m
] and the image of α contains the interval
[k
4
π, (5k
12
+m− 1
3
)π]. By Proposition 2.4,
θ ∈
[
π
2
,
23
10
]
=⇒ |h(θ)− 2 cosα(θ)| < 1.9674, (2)
θ ∈
[
23
10
,
5π
6
− 12
25m
]
=⇒ |h(θ)− 2 cosα(θ)| < 0.99728. (3)
Let ⌊·⌋ be the floor function and ⌈·⌉ be the ceiling function. When α(θ) moves from
⌈k
4
⌉π to (⌊5k
12
⌋ + m − 1)π, there are exactly ⌊5k
12
⌋ + m − ⌈k
4
⌉ values of θ in the interval
α−1(
[⌈k
4
⌉π, (⌊5k
12
⌋+m− 1)π]) where 2 cosα(θ) has absolute value 2, alternating between
2 and −2 as θ increase. (2), (3), and the intermediate value theorem imply that h(θ)
must have at least ⌊5k
12
⌋ +m − ⌈k
4
⌉ − 1 distinct zeros as θ moves through in the interval
α−1((⌈k
4
⌉π, (⌊5k
12
⌋+m− 1)π)).
When α(θ) moves from (⌊5k
12
⌋+m− 2
3
)π to (⌊5k
12
⌋+m− 1
3
)π, 2 cosα(θ) moves from ±1
to ∓1. (3) and the intermediate value theorem imply that h(θ) must have a zero in the
interval α−1((⌊5k
12
⌋+m− 2
3
)π, (⌊5k
12
⌋+m− 1
3
)π)).
Thus h(θ) must have at least ⌊5k
12
⌋ + m − ⌈k
4
⌉ distinct zeros as θ moves through in the
interval (π
2
, 5π
6
− 12
25m
).
We note that ⌊5k
12
⌋+m−⌈k
4
⌉ = 2ℓk+m+εk, the main theorem follows from Propositions
2.2, 2.3, and a simple calculation.
3 Integral formula for fk,m
Referring to [2, p. 756] we have the following integral formula of fk,m which plays an
important role in the proof of Proposition 1.2.
Proposition 3.1. Let fk := fk,−2ℓk−εk = (∆
+
3 )
ℓk∆3,rk , we have
fk,m(z) =
1
2πi
∮
C
fk(z)f2−k(τ)q′
−m−1
j+3 (τ)− j+3 (z)
dq′,
where q′ := e2πiτ and C is the circle centered at 0 in the q′-plane with a sufficiently small
radius.
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Since q′ = e2πiτ , dq
′
dτ
= 2πiq′, ℓ2−k = −ℓk − 1, r2−k = 14− rk, and dj
+
3
dτ
= −2πi∆3,14
∆+
3
, we
can rearrange the integral formula of fk,m as follows.
fk,m(z) =
∫ 1
2
+iA
− 1
2
+iA
fk(z)f2−k(τ)e−2πimτ
j+3 (τ)− j+3 (z)
dτ
=
∫ 1
2
+iA
− 1
2
+iA
{∆+3 (z)ℓk∆3,rk(z)}{∆+3 (τ)−ℓk−1∆3,14−rk(τ)}e−2πimτ
j+3 (τ)− j+3 (z)
dτ
=
∫ 1
2
+iA
− 1
2
+iA
e−2πimτ∆+3 (z)
ℓk∆3,rk(z)∆3,14−rk(τ)
∆+3 (τ)
ℓk+1(j+3 (τ)− j+3 (z))
dτ
=
∫ 1
2
+iA
− 1
2
+iA
e−2πimτ
∆+3 (z)
ℓk∆3,rk(z)
∆+3 (τ)
ℓk∆3,rk(τ)
· ∆3,14(τ)
∆+3 (τ)
· 1
j+3 (τ)− j+3 (z)
dτ
=
∫ 1
2
+iA
− 1
2
+iA
e−2πimτ
−2πi
∆+3 (z)
ℓk∆3,rk(z)
∆+3 (τ)
ℓk∆3,rk(τ)
d
dτ
(j+3 (τ)− j+3 (z))
j+3 (τ)− j+3 (z)
dτ, (4)
where A > 0 is sufficiently large. We write briefly
G(τ, z) : = e−2πimτ
∆+3 (z)
ℓk∆3,rk(z)
∆+3 (τ)
ℓk∆3,rk(τ)
· ∆3,14(τ)
∆+3 (τ)
· 1
j+3 (τ)− j+3 (z)
=
e−2πimτ
−2πi
∆+3 (z)
ℓk∆3,rk(z)
∆+3 (τ)
ℓk∆3,rk(τ)
d
dτ
(j+3 (τ)− j+3 (z))
j+3 (τ)− j+3 (z)
. (5)
4 The case of π2 < θ <
23
10
Put z = 1√
3
eiθ (π
2
< θ < 23
10
) and A′ = 0.35. We move the countor of integration given in
(4) downward to a height A′. As we do so, each pole τ0 of G(τ, z) in the region defined by
−1
2
< Re(τ) < 1
2
and A′ < Im(τ) < A
will contribute a term 2πi · Resτ=τ0G( · , z) to the equation. The pole of G( · , z) occurs
only when τ = z or −1
3z
which are equivalent to z under the action of Γ+0 (3). Then the
residue theorem yields
∫ 1
2
+iA′
− 1
2
+iA′
G(τ, z)dτ = fk,m(z)−
∫ − 1
2
+iA
− 1
2
+iA′
G(τ, z)dτ +
∫ 1
2
+iA
1
2
+iA′
G(τ, z)dτ + 2πi
∑
τ=z,−1
3z
ResτG( · , z)
= fk,m(z) + 2πi
∑
τ=z,−1
3z
ResτG( · , z). (6)
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By using (5), we can calculate ReszG( · , z) and Res−1
3z
G( · , z) directly
ReszG( · , z) = e
−2πimz
−2πi
=
e
2πm 1√
3
sin θ
e
−2πim 1√
3
cos θ
−2πi , (7)
Res−1
3z
G( · , z) = e
−2πim−1
3z
−2πi(√3z)k
=
e
2πm 1√
3
sin θ
e
2πim 1√
3
cos θ
e−ikθ
−2πi . (8)
By substituting (7) and (8) for (6), we have
∫ 1
2
+iA′
− 1
2
+iA′
G(τ, z)dτ = fk,m(z)− (e2πm
1√
3
sin θ
e
−2πim 1√
3
cos θ
+ e
2πm 1√
3
sin θ
e
2πim 1√
3
cos θ
e−ikθ).
Multiplying the both side by e
−2πm 1√
3
sin θ
e
ikθ
2 , we have
e
−2πm 1√
3
sin θ
e
ikθ
2 fk,m
(
1√
3
eiθ
)
− 2 cos
(
kθ
2
− 2πm 1√
3
cos θ
)
= e
−2πm 1√
3
sin θ
e
ikθ
2
∫ 1
2
+iA′
− 1
2
+iA′
G(τ, z)dτ. (9)
Hence, the absolute value of the left hand side of (9) is bounded above by
e
−2πm 1√
3
sin θ
∫ 1
2
+iA′
− 1
2
+iA′
|G(τ, z)|d|τ |
≤ e−2πm 1√3 sin θ
∫ 1
2
+iA′
− 1
2
+iA′
e2πmIm(τ)
|∆+3 (z)|ℓk
|∆+3 (τ)|ℓk
· |∆3,rk(z)||∆3,14−rk(τ)||∆+3 (τ)||j+3 (τ)− j+3 (z)|
d|τ |
≤ e−2πm( 1√3 sin ( 2310 )−0.35)
∫ 1
2
+iA′
− 1
2
+iA′
|∆+3 (z)|ℓk
|∆+3 (τ)|ℓk
· |∆3,rk(z)||∆3,14−rk(τ)||∆+3 (τ)||j+3 (τ)− j+3 (z)|
d|τ |. (10)
To prove the Proposition 2.4 (a), we show the next lemma.
Lemma 4.1. Let z = 1√
3
eiθ with π
2
≤ θ < 23
10
and τ = x+ 0.35i with −1
2
≤ x ≤ 1
2
,
(a) 2.8964× 10−4 < |∆+3 (z)| < 1.0258× 10−2.
(b) 4.3086× 10−4 < |∆+3 (τ)| < 5.0415× 10−2.
(c) |j+3 (τ)− j+3 (z)| > 0.41095.
(d) For rk = 0, 4, 6, 8, 10, 14, |∆3,rk(z)||∆3,14−rk(τ)| < 3.1448.
Proof. We have used MATHEMATICA 11 for the following computation.
(a) and (b)
∆+3 (z) = e
4πiz
∞∏
n=1
(1− e2πinz)12
∞∏
n=1
(1− e6πinz)12.
6
By Euler’s pentagonal number theorem,∣∣∣∣∣
∞∏
n=1
(1− e2πinz)
∣∣∣∣∣ =
∣∣∣∣∣
∑
n∈Z
(−1)ne2πiz· 3n
2−n
2
∣∣∣∣∣ ≤
∑
n∈Z
e−πIm(z)(3n
2−n)
and by the triangle inequality,∣∣∣∣∣
∞∏
n=1
(1− e2πinz)
∣∣∣∣∣ =
∞∏
n=1
|1− e2πinz| ≥
∞∏
n=1
|1− |e2πinz|| =
∞∏
n=1
(1− e−2πnIm(z)
for all z ∈ H.
Hence, for z = 1√
3
eiθ with π
2
< θ < 23
10
, we have
|∆+3 (z)| ≤ e−4πIm(z)
(∑
n∈Z
e−πIm(z)(3n
2−n)
)12(∑
n∈Z
e−3πIm(z)(3n
2−n)
)12
≤ e− 4pi√3 sin ( 2310 )
(∑
n∈Z
e
− pi√
3
sin ( 23
10
)(3n2−n)
)12(∑
n∈Z
e−
√
3π sin ( 23
10
)(3n2−n)
)12
< 1.0258× 10−2
and
|∆+3 (z)| ≥ e−4πIm(z)
∞∏
n=1
(1− e−2πnIm(z))12
∞∏
n=1
(1− e−6πnIm(z))12
≥ e− 4pi√3
∞∏
n=1
(1− e− 2√3π sin ( 2310 )n)12
∞∏
n=1
(1− e−2
√
3π sin ( 23
10
)n)12
> 2.8964× 10−4
Also for τ = x+ 0.35i with −1
2
≤ x ≤ 1
2
, we have
|∆+3 (τ)| ≤ e−4πIm(τ)
(∑
n∈Z
e−πIm(τ)(3n
2−n)
)12(∑
n∈Z
e−3πIm(τ)(3n
2−n)
)12
= e−1.4π
(∑
n∈Z
e−0.35π(3n
2−n)
)12(∑
n∈Z
e−1.05π(3n
2−n)
)12
< 5.0415× 10−2
and
|∆+3 (τ)| ≥ e−4πIm(τ)
∞∏
n=1
(1− e−2πnIm(τ))12
∞∏
n=1
(1− e−6πnIm(τ))12
= e−1.4π
∞∏
n=1
(1− e−0.7πn)12
∞∏
n=1
(1− e−2.1πn)12
> 4.3086× 10−4.
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(c)
|j+3 (τ)− j+3 (z)| ≥
∣∣∣∣j+3 (τ)− j+3
(
1√
3
e
pii
2
)∣∣∣∣−
∣∣∣∣j+3
(
1√
3
e
pii
2
)
− j+3 (z)
∣∣∣∣ .
First, we estimate |j+3 (τ)− j+3 ( 1√3e
pii
2 )|.
Put ω = e
pii
3 ,
j+3 (τ)− j+3
(
1√
3
e
pii
2
)
= j+3 (τ)− 66
=
(
η(τ)
η(3τ)
)12
+ 36
(
η(3τ)
η(τ)
)12
− 54
=
{(
η(τ)
η(3τ)
)6
− 33
(
η(3τ)
η(τ)
)6}2
=
5∏
k=0
(
η(τ)
η(3τ)
−
√
3ωk
η(3τ)
η(τ)
)2
.
Hence, we have
∣∣∣∣j+3 (τ)− j+3
(
1√
3
e
pii
2
)∣∣∣∣ =
5∏
k=0
∣∣∣∣ η(τ)η(3τ) −
√
3ωk
η(3τ)
η(τ)
∣∣∣∣
2
.
Put
η(τ) = q
1
24
∞∑
n=0
αnq
n,
η(3τ) = q
1
8
∞∑
n=0
βnq
n,
η(τ)
η(3τ)
= q−
1
12
∞∑
n=0
anq
n,
η(3τ)
η(τ)
= q
1
12
∞∑
n=0
bnq
n,
where q = e2πiτ . Then, Euler’s pentagonal number theorem implies that |αn|, |βn| ≤ 1.
We show that |an|, |bn| ≤ 2n for all n ∈ Z≥0.
Since, αn =
∑n
k=0 akβn−k, we have
|an| = |anβ0| =
∣∣∣∣∣−
n−1∑
k=0
akβn−k + αn
∣∣∣∣∣ ≤
n−1∑
k=0
|ak|+ 1.
Then, induction on n implies |an| ≤ 2n. Similarly, we also have |bn| ≤ 2n.
To calculate a lower bound for j+3 (τ) − j+3
(
1√
3
e
pii
2
)
, we bound the derivative of η(τ)
η(3τ)
−
8
√
3ωk η(3τ)
η(τ)
with respect to x by
∣∣∣∣ ddx
(
η(τ)
η(3τ)
−
√
3ωk
η(3τ)
η(τ)
)∣∣∣∣
=
∣∣∣∣∣ ddx
(
q−
1
12
∞∑
n=0
anq
n −
√
3ωkq
1
12
∞∑
n=0
bnq
n
)∣∣∣∣∣
=
∣∣∣∣∣
∞∑
n=0
2πi
(
n− 1
12
)
anq
n− 1
12 −
√
3ωk
∞∑
n=0
2πi
(
n +
1
12
)
bnq
n+ 1
12
∣∣∣∣∣
≤2π
∞∑
n=0
(∣∣∣∣n− 112
∣∣∣∣ |an|e−0.7π(n− 112 ) +√3
(
n +
1
12
)
|bn|e−0.7π(n+ 112 )
)
=2π
100∑
n=0
(∣∣∣∣n− 112
∣∣∣∣ |an|e−0.7π(n− 112 ) +√3
(
n +
1
12
)
|bn|e−0.7π(n+ 112 )
)
+ 2π
∞∑
n=101
(∣∣∣∣n− 112
∣∣∣∣ |an|e−0.7π(n− 112 ) +√3
(
n+
1
12
)
|bn|e−0.7π(n+ 112 )
)
≤2π
100∑
n=0
(∣∣∣∣n− 112
∣∣∣∣ |an|e−0.7π(n− 112 ) +√3
(
n +
1
12
)
|bn|e−0.7π(n+ 112 )
)
+ 2π
∞∑
n=101
(∣∣∣∣n− 112
∣∣∣∣ 2ne−0.7π(n− 112 ) +√3
(
n +
1
12
)
2ne−0.7π(n+
1
12
)
)
<4.0200.
If we evaluate | η(τ)
η(3τ)
− √3ωk η(3τ)
η(τ)
| at the points τ0 = n2000 + 0.35i for −1000 ≤ n ≤
1000, the spacing between the points is small enough that on the entire interval. When
|x − n
2000
| ≤ 1
4000
, the difference between | η(τ)
η(3τ)
− √3ωk η(3τ)
η(τ)
| and its value at τ0 can not
exceed
√
2× 4.0200× 1
4000
≤ 1.4213× 10−3 < | η(τ0)
η(3τ0)
−√3ωk η(3τ0)
η(τ0)
|. Hence, we have
∣∣∣∣j+3 (τ)− j+3
(
1√
3
e
pii
2
)∣∣∣∣ ≥ min−1000≤n≤1000
5∏
k=0
∣∣∣∣
∣∣∣∣ η(τ0)η(3τ0) −
√
3ωk
η(3τ0)
η(τ0)
∣∣∣∣− 1.4213× 10−3
∣∣∣∣
2
> 106.42886.
Second, we estimate |j+3 ( 1√3e
pii
2 )− j+3 (z)|.
Since j+3 (
1√
3
e
pii
2 ) = 66, j+3 (
1√
3
e
5pi
6 ) = −42, and j+3 ( 1√3eiθ) is real for θ ∈ [π2 , 5π6 ], j+3 ( 1√3eiθ)
must be monotonically increasing. Hence, we have∣∣∣∣j+3
(
1√
3
e
pii
2
)
− j+3 (z)
∣∣∣∣ ≤
∣∣∣∣j+3
(
1√
3
e
pii
2
)
− j+3 (
1√
3
e
23
10
i)
∣∣∣∣ < 106.01791
In conclusion,
|j+3 (τ)− j+3 (z)| > 106.42886− 106.01791 = 0.41095.
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(d)
For k, k1, k2 ∈ {0, 4, 6, 8, 10, 14}, put
E+k (z) =
∞∑
n=0
sk,nq
n,
E+k1(z)E
+
k2
(z) =
∞∑
n=0
tk1,k2,nq
n.
Then,
sk,n =


1 (n = 0)
− 1
1+3
k
2
· 2k
Bk
σk−1(n) (n /∈ 3N)
− 1
1+3
k
2
· 2k
Bk
(σk−1(n) + 3
k
2σk−1(n3 )) (n ∈ 3N).
Hence, we can get upper bounds of sk,n and tk1,k2,n as follows.
|sk,n| ≤ 2k|Bk|σk−1(n) + 1 ≤
2k
|Bk|n
k + 1 ≤ 504nk + 1 ≤ 504(n+ 1)k
and
|tk1,k2,n| =
∣∣∣∣∣
n∑
ℓ=0
sk1,ℓsk2,n−ℓ
∣∣∣∣∣ ≤
n∑
ℓ=0
|sk1,ℓ||sk2,n−ℓ|
≤ 5042
n∑
ℓ=0
(ℓ+ 1)k1(n− ℓ+ 1)k2
≤ 5042
n∑
ℓ=0
(n+ 1)k1+k2
= 5042(n+ 1)k1+k2+1.
Therefore, we can get an upper bound of ∆3,rk at z and τ as follows.
|∆3,4(z)| = |E+4 (z)| =
∣∣∣∣∣
∞∑
n=0
s4,nq
n
∣∣∣∣∣
≤
∞∑
n=0
|s4,n|e−2πnIm(z)
=
200∑
n=0
|s4,n|e−2πnIm(z) +
∞∑
n=201
|s4,n|e−2πnIm(z)
≤
200∑
n=0
|s4,n|e−2πnIm(z) + 504
∞∑
n=201
(n + 1)4e−2πnIm(z)
≤
200∑
n=0
|s4,n|e−
2pi√
3
sin ( 23
10
)n
+ 504
∞∑
n=201
(n+ 1)4e
− 2pi√
3
sin ( 23
10
)n
< 3.8757,
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|∆3,4(τ)| ≤
200∑
n=0
|s4,n|e−2πnIm(τ) + 504
∞∑
n=201
(n+ 1)4e−2πnIm(τ)
=
200∑
n=0
|s4,n|e−0.7πn + 504
∞∑
n=201
(n+ 1)4e−0.7πn
< 7.8622,
|∆3,6(z)| = |E+6 (z)| =
∣∣∣∣∣
∞∑
n=0
s6,nq
n
∣∣∣∣∣
≤
∞∑
n=0
|s6,n|e−2πnIm(z)
≤
200∑
n=0
|s6,n|e−2πnIm(z) + 504
∞∑
n=201
(n + 1)6e−2πnIm(z)
≤
200∑
n=0
|s6,n|e−
2pi√
3
sin ( 23
10
)n
+ 504
∞∑
n=201
(n+ 1)6e
− 2pi√
3
sin ( 23
10
)n
< 6.7891,
|∆3,6(τ)| ≤
200∑
n=0
|s6,n|e−2πnIm(τ) + 504
∞∑
n=201
(n+ 1)6e−2πnIm(τ)
=
200∑
n=0
|s6,n|e−0.7πn + 504
∞∑
n=201
(n+ 1)6e−0.7πn
< 21.157,
|∆3,8(z)| = 41
1728
|E+4 (z)2 − E+8 (z)|
=
41
1728
∣∣∣∣∣
∞∑
n=0
(t4,4,n − s8,n)qn
∣∣∣∣∣
≤ 41
1728
(
200∑
n=0
|t4,4,n − s8,n|e−2πnIm(z) +
∞∑
n=201
(|t4,4,n|+ |s8,n|)e−2πnIm(z)
)
≤ 41
1728
(
200∑
n=0
|t4,4,n − s8,n|e−2πnIm(z) + 2 · 5042
∞∑
n=201
(n+ 1)9e−2πnIm(z)
)
≤ 41
1728
(
200∑
n=0
|t4,4,n − s8,n|e−
2pi√
3
sin ( 23
10
)n
+ 2 · 5042
∞∑
n=201
(n+ 1)9e
− 2pi√
3
sin ( 23
10
)n
)
< 0.10414,
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|∆3,8(τ)| ≤ 41
1728
(
200∑
n=0
|t4,4,n − s8,n|e−2πnIm(τ) + 2 · 5042
∞∑
n=201
(n+ 1)9e−2πnIm(τ)
)
≤ 41
1728
(
200∑
n=0
|t4,4,n − s8,n|e−0.7πn + 2 · 5042
∞∑
n=201
(n + 1)9e−0.7πn
)
< 0.24233,
|∆3,10(z)| = 61
432
|E+4 (z)E+6 (z)−E+8 (z)|
=
61
432
∣∣∣∣∣
∞∑
n=0
(t4,6,n − s10,n)qn
∣∣∣∣∣
≤ 61
432
(
200∑
n=0
|t4,6,n − s10,n|e−2πnIm(z) +
∞∑
n=201
(|t4,6,n|+ |s10,n|)e−2πnIm(z)
)
≤ 61
432
(
200∑
n=0
|t4,6,n − s10,n|e−2πnIm(z) + 2 · 5042
∞∑
n=201
(n+ 1)11e−2πnIm(z)
)
≤ 61
432
(
200∑
n=0
|t4,6,n − s10,n|e−
2pi√
3
sin ( 23
10
)n
+ 2 · 5042
∞∑
n=201
(n+ 1)11e
− 2pi√
3
sin ( 23
10
)n
)
< 0.26974,
|∆3,10(τ)| ≤ 61
432
(
200∑
n=0
|t4,6,n − s10,n|e−2πnIm(τ) + 2 · 5042
∞∑
n=201
(n+ 1)11e−2πnIm(τ)
)
≤ 61
432
(
200∑
n=0
|t4,6,n − s10,n|e−0.7πn + 2 · 5042
∞∑
n=201
(n+ 1)11e−0.7πn
)
< 0.81140,
|∆3,14(z)| = 22427
272160
|E+6 (z)E+8 (z)−E+8 (z)|
=
22427
272160
∣∣∣∣∣
∞∑
n=0
(t6,8,n − s14,n)qn
∣∣∣∣∣
≤ 22427
272160
(
200∑
n=0
|t6,8,n − s14,n|e−2πnIm(z) +
∞∑
n=201
(|t6,8,n|+ |s14,n|)e−2πnIm(z)
)
≤ 22427
272160
(
200∑
n=0
|t6,8,n − s14,n|e−2πnIm(z) + 2 · 5042
∞∑
n=201
(n+ 1)15e−2πnIm(z)
)
≤ 22427
272160
(
200∑
n=0
|t6,8,n − s14,n|e−
2pi√
3
sin ( 23
10
)n
+ 2 · 5042
∞∑
n=201
(n+ 1)15e
− 2pi√
3
sin ( 23
10
)n
)
< 0.54192,
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|∆3,14(τ)| ≤ 22427
272160
(
200∑
n=0
|t6,8,n − s14,n|e−2πnIm(τ) + 2 · 5042
∞∑
n=201
(n+ 1)15e−2πnIm(τ)
)
≤ 22427
272160
(
200∑
n=0
|t6,8,n − s14,n|e−0.7πn + 2 · 5042
∞∑
n=201
(n+ 1)15e−0.7πn
)
< 3.0481.
Hence, we have
|∆3,rk(z)||∆3,14−rk(τ)| < 3.1448.
(The proof of Proposition2.4(a))
Proof. When ℓk ≥ 0, the value of the right hand side of (10) is bounded above by
e
−2π(7ℓk+18)( 1√
3
sin ( 23
10
)−0.35) ×
(
1.0258× 10−2
4.3086× 10−4
)ℓk
× 3.1448
4.3086× 10−4 × 0.41095
=
(
e
−14π( 1√
3
sin ( 23
10
)−0.35) 1.0258× 102
4.3086× 10−4
)ℓk
× e−36π( 1√3 sin ( 2310 )−0.35) 3.1448
4.3086× 10−4 × 0.41095
< (0.68936)ℓk × 1.9674
≤ 1.9674.
When ℓk < 0, the value of the right hand side of (10) is bounded above by
e
−2π(−11ℓk+18)( 1√
3
sin ( 23
10
)−0.35) ×
(
5.0415× 10−2
2.8964× 10−4
)−ℓk
× 3.1448
4.3086× 10−4 × 0.41095
=
(
e
−22π( 1√
3
sin ( 23
10
)−0.35)5.0415× 10−2
2.8964× 10−4
)−ℓk
× e−36π( 1√3 sin ( 2310 )−0.35) 3.1448
4.3086× 10−4 × 0.41095
< (0.66589)−ℓk × 1.9674
≤ 0.66589× 1.9674
< 1.3101.
We complete the ploof of Proposition 2.4(a).
5 The case of 23
10
< θ < 5π
6
− 12
25m
Put z = 1√
3
eiθ (π
2
< θ < 23
10
) and A′ = 0.15. We move the countor of integration given in
(4) downward to a height A′. As we do so, each pole τ0 of G(τ, z) in the region defined by
−1
2
< Re(τ) < 1
2
and A′ < Im(τ) < A
13
will contribute a term 2πi · Resτ=τ0G( · , z) to the equation. The pole of G( · , z) occurs
when τ = z, −1
3z
, z
3z+1
, −1
3z+3
, −z−1
3z+2
or 3z+1
6z+3
which are equivalent to z under the action of
Γ+0 (3). Then the residue theorem yields
∫ 1
2
+iA′
− 1
2
+iA′
G(τ, z)dτ = fk,m(z)
+ 2πi


∑
τ=z,−1
3z
ResτG( · , z) +
∑
τ= z
3z+1
, −1
3z+3
ResτG( · , z) +
∑
τ=−z−1
3z+2
, 3z+1
6z+3
ResτG( · , z)

 .
By the same calculation as 4, we have
e
−2πm 1√
3
sin θ
e
ikθ
2 fk,m
(
1√
3
eiθ
)
− 2 cos
(
kθ
2
− 2πm 1√
3
cos θ
)
= e
−2πm 1√
3
sin θ
e
ikθ
2
∫ 1
2
+iA′
− 1
2
+iA′
G(τ, z)dτ +Bk,m(θ) + Ck,m(θ), (11)
where
Bk,m(θ) : = −e−2πm
1√
3
sin θ
e
ikθ
2 · 2πi
∑
τ= z
3z+1
, −1
3z+3
ResτG( · , z)
= e
−2πm 1√
3
(sin θ− sin θ
4+2
√
3 cos θ
){ei(kθ2 −2πm
√
3+cos θ
4
√
3+6 cos θ
)
(
√
3eiθ + 1)−k
+ e
−i(kθ
2
−2πm
√
3+cos θ
4
√
3+6 cos θ
)
(
√
3e−iθ + 1)−k},
Ck,m(θ) : = −e−2πm
1√
3
sin θ
e
ikθ
2 · 2πi
∑
τ=−z−1
3z+2
, 3z+1
6z+3
ResτG( · , z)
= e
−2πm 1√
3
(sin θ− sin θ
7+4
√
3 cos θ
){ei(kθ2 −2πm 3
√
3+5 cos θ
7
√
3+12 cos θ
)
(
√
3eiθ + 2)−k
+ e
−i(kθ
2
−2πm 3
√
3+5 cos θ
7
√
3+12 cos θ
)
(
√
3e−iθ + 2)−k}.
Hence, the absolute value of the left hand side of (11) is bounded above by
e
−2πm 1√
3
sin θ
∫ 1
2
+iA′
− 1
2
+iA′
|G(τ, z)|d|τ |+ |Bk,m(θ)|+ |Ck,m(θ)|
≤ e−2πm 1√3 sin θ
∫ 1
2
+iA′
− 1
2
+iA′
e−2πmImτ
|∆+3 (z)|ℓk
|∆+3 (τ)|ℓk
· |∆3,rk(z)||∆3,14−rk(τ)||∆+3 (τ)||j+3 (τ)− j+3 (z)|
d|τ |
+ |Bk,m(θ)|+ |Ck,m(θ)|
≤ e−2πm( 12√3−0,15)
∫ 1
2
+iA′
− 1
2
+iA′
|∆+3 (z)|ℓk
|∆+3 (τ)|ℓk
· |∆3,rk(z)||∆3,14−rk(τ)||∆+3 (τ)||j+3 (τ)− j+3 (z)|
d|τ |
+ |Bk,m(θ)|+ |Ck,m(θ)|. (12)
To prove the Proposition 2.4 (b), we show the next lemma.
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Lemma 5.1. Let z = 1√
3
eiθ with 23
10
≤ θ < 5π
6
− 12
25m
and τ = x+ 0.15i with −1
2
≤ x ≤ 1
2
,
(a) 3.4094× 10−4 < |∆+3 (z)| < 0.22521.
(b) 7.8764× 10−6 < |∆+3 (τ)| < 61.432.
(c) |j+3 (τ)− j+3 (z)| > 4.1403.
(d) For rk = 0, 4, 6, 8, 10, 14, |∆3,rk(z)||∆3,14−rk(τ)| < 1.8006× 103.
(e) |Bk,m(θ)| < 0.62504.
(f) |Ck,m(θ)| < 0.25843.
Proof. We can show (a),(b), and (d) by exactly the same way as the proof of Lemma 4.1.
Hence, we only have to prove (c),(e), and (f).
(c)
|j+3 (τ)− j+3 (z)| ≥
∣∣∣∣j+3 (τ)− j+3
(
1√
3
e
5pii
6
)∣∣∣∣−
∣∣∣∣j+3
(
1√
3
e
5pii
6
)
− j+3 (z)
∣∣∣∣ .
First, we estimate |j+3 (τ)− j+3 ( 1√3e
5pii
6 )|.
Put ω = e
pii
6 ,
j+3 (τ)− j+3
(
1√
3
e
5pii
6
)
= j+3 (τ) + 42
=
(
η(τ)
η(3τ)
)12
+ 36
(
η(3τ)
η(τ)
)12
+ 54
=
{(
η(τ)
η(3τ)
)6
+ 33
(
η(3τ)
η(τ)
)6}2
=
5∏
k=0
(
η(τ)
η(3τ)
−
√
3ω2k+1
η(3τ)
η(τ)
)2
.
Hence, we have
∣∣∣∣j+3 (τ)− j+3
(
1√
3
e
5pii
6
)∣∣∣∣ =
5∏
k=0
∣∣∣∣ η(τ)η(3τ) −
√
3ω2k+1
η(3τ)
η(τ)
∣∣∣∣
2
.
To calculate a lower bound for j+3 (τ) − j+3
(
1√
3
e
pii
2
)
, we bound the derivative of η(τ)
η(3τ)
−
√
3ω2k+1 η(3τ)
η(τ)
with respect to x by similar calculation in the proof of Lemma 4.1 (c) as
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follows. ∣∣∣∣ ddx
(
η(τ)
η(3τ)
−
√
3ω2k+1
η(3τ)
η(τ)
)∣∣∣∣
=
∣∣∣∣∣ ddx
(
q−
1
12
∞∑
n=0
anq
n −
√
3ω2k+1q
1
12
∞∑
n=0
bnq
n
)∣∣∣∣∣
=
∣∣∣∣∣
∞∑
n=0
2πi
(
n− 1
12
)
anq
n− 1
12 −
√
3ωk
∞∑
n=0
2πi
(
n +
1
12
)
bnq
n+ 1
12
∣∣∣∣∣
≤2π
∞∑
n=0
(∣∣∣∣n− 112
∣∣∣∣ |an|e−0.3π(n− 112 ) +√3
(
n +
1
12
)
|bn|e−0.3π(n+ 112 )
)
=2π
100∑
n=0
(∣∣∣∣n− 112
∣∣∣∣ |an|e−0.3π(n− 112 ) +√3
(
n +
1
12
)
|bn|e−0.3π(n+ 112 )
)
+ 2π
∞∑
n=101
(∣∣∣∣n− 112
∣∣∣∣ |an|e−0.3π(n− 112 ) +√3
(
n+
1
12
)
|bn|e−0.3π(n+ 112 )
)
≤2π
100∑
n=0
(∣∣∣∣n− 112
∣∣∣∣ |an|e−0.3π(n− 112 ) +√3
(
n +
1
12
)
|bn|e−0.3π(n+ 112 )
)
+ 2π
∞∑
n=101
(∣∣∣∣n− 112
∣∣∣∣ 2ne−0.3π(n− 112 ) +√3
(
n +
1
12
)
2ne−0.3π(n+
1
12
)
)
<32.023.
If we evaluate | η(τ)
η(3τ)
− √3ω2k+1 η(3τ)
η(τ)
| at the points τ0 = n2000 + 0.15i for −1000 ≤ n ≤
1000, the spacing between the points is small enough that on the entire interval. When
|x− n
2000
| ≤ 1
4000
, the difference between | η(τ)
η(3τ)
−√3ω2k+1 η(3τ)
η(τ)
| and its value at τ0 can not
exceed
√
2× 32.023× 1
4000
≤ 1.1322× 10−2 < | η(τ0)
η(3τ0)
−√3ω2k+1 η(3τ0)
η(τ0)
|. Hence, we have
∣∣∣∣j+3 (τ)− j+3
(
1√
3
e
5pii
6
)∣∣∣∣ ≥ min−1000≤n≤1000
5∏
k=0
∣∣∣∣
∣∣∣∣ η(τ0)η(3τ0) −
√
3ω2k+1
η(3τ0)
η(τ0)
∣∣∣∣− 1.1322× 10−2
∣∣∣∣
2
> 6.1224.
Second, we estimate |j+3 ( 1√3e
5pii
6 )− j+3 (z)|.
Since j+3 (
1√
3
e
pii
2 ) = 66, j+3 (
1√
3
e
5pi
6 ) = −42, and j+3 ( 1√3eiθ) is real for θ ∈ [π2 , 5π6 ], j+3 ( 1√3eiθ)
must be monotonically increasing. Hence, we have∣∣∣∣j+3
(
1√
3
e
5pii
6
)
− j+3 (z)
∣∣∣∣ ≤
∣∣∣∣j+3
(
1√
3
e
5pii
6
)
− j+3 (
1√
3
e
23
10
i)
∣∣∣∣ < 1.9821
In conclusion,
|j+3 (τ)− j+3 (z)| > 6.1224− 1.9821 = 4.1403.
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(e) and (f)
Recall that
Bk,m(θ) = e
−2πm 1√
3
(sin θ− sin θ
4+2
√
3 cos θ
){ei(kθ2 −2πm
√
3+cos θ
4
√
3+6 cos θ
)
(
√
3eiθ + 1)−k
+ e
−i(kθ
2
−2πm
√
3+cos θ
4
√
3+6 cos θ
)
(
√
3e−iθ + 1)−k},
Ck,m(θ) = e
−2πm 1√
3
(sin θ− sin θ
7+4
√
3 cos θ
){ei(kθ2 −2πm 3
√
3+5 cos θ
7
√
3+12 cos θ
)
(
√
3eiθ + 2)−k
+ e
−i(kθ
2
−2πm 3
√
3+5 cos θ
7
√
3+12 cos θ
)
(
√
3e−iθ + 2)−k}.
Since |k|
2m
≤ 1
3
, we can bound above Bk,m(θ) and Ck,m(θ) by
|Bk,m(θ)| ≤ e−2πm
1√
3
(sin θ− sin θ
4+2
√
3 cos θ
)
{
|
√
3eiθ + 1||k| + |
√
3e−iθ + 1||k|
}
= 2e
−2πm 1√
3
(sin θ− sin θ
4+2
√
3 cos θ
)
(4 + 2
√
3 cos θ)
|k|
2
= 2
{
e
−2π 1√
3
(sin θ− sin θ
4+2
√
3 cos θ
)
(4 + 2
√
3 cos θ)
|k|
2m
}m
≤ 2
{
e
−2π 1√
3
(sin θ− sin θ
4+2
√
3 cos θ
)
(4 + 2
√
3 cos θ)
1
3
}m
and
|Ck,m(θ)| ≤ e−2πm
1√
3
(sin θ− sin θ
7+4
√
3 cos θ
)
{
|
√
3eiθ + 2||k| + |
√
3e−iθ + 2||k|
}
= 2e
−2πm 1√
3
(sin θ− sin θ
7+4
√
3 cos θ
)
(7 + 4
√
3 cos θ)
|k|
2
= 2
{
e
−2π 1√
3
(sin θ− sin θ
7+4
√
3 cos θ
)
(7 + 4
√
3 cos θ)
|k|
2m
}m
≤ 2
{
e
−2π 1√
3
(sin θ− sin θ
7+4
√
3 cos θ
)
(7 + 4
√
3 cos θ)
1
3
}m
.
For θ ∈ [23
10
, 5π
6
], put
g(θ) := e
−2π 1√
3
(sin θ− sin θ
4+2
√
3 cos θ
)
(4 + 2
√
3 cos θ)
1
3 ,
h(θ) := e
−2π 1√
3
(sin θ− sin θ
7+4
√
3 cos θ
)
(7 + 4
√
3 cos θ)
1
3 .
First, we show that g′(θ) > 0, h′(θ) > 0 for all θ ∈ (23
10
, 5π
6
) and g′(θ) > 2.4233, h′(θ) >
4.2632 for all θ ∈ (5π
6
− 12
575
, 5π
6
).
g′(θ) =
2√
3
g(θ)×
{
sin θ
4 + 2
√
3 cos θ
(
2
√
3π sin θ
4 + 2
√
3 cos θ
− 1
)
− π cos θ · 3 + 2
√
3 cos θ
4 + 2
√
3 cos θ
}
,
h′(θ) =
2√
3
h(θ)×
{
2 sin θ
7 + 4
√
3 cos θ
(
2
√
3π sin θ
7 + 4
√
3 cos θ
− 1
)
− π cos θ · 6 + 4
√
3 cos θ
7 + 4
√
3 cos θ
}
.
When θ ∈ (23
10
, 5π
6
), it is easy to show that sin θ
4+2
√
3 cos θ
(
2
√
3π sin θ
4+2
√
3 cos θ
− 1
)
, 2 sin θ
7+4
√
3 cos θ
(
2
√
3π sin θ
7+4
√
3 cos θ
− 1
)
are positive monotonically increasing functions and −π cos θ· 3+2
√
3 cos θ
4+2
√
3 cos θ
, −π cos θ· 6+4
√
3 cos θ
7+4
√
3 cos θ
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are positive monotonically decreasing functions.
Hence, we get g′(θ) > 0, h′(θ) > 0. Moreover, when θ ∈ (5π
6
− 12
575
, 5π
6
),
g′(θ) >
2√
3
g
(
5π
6
− 12
575
)
× sin (
5π
6
− 12
575
)
4 + 2
√
3 cos (5π
6
− 12
575
)
(
2
√
3π sin (5π
6
− 12
575
)
4 + 2
√
3 cos (5π
6
− 12
575
)
− 1
)
> 2.4233,
h′(θ) >
2√
3
h
(
5π
6
− 12
575
)
× 2 sin (
5π
6
− 12
575
)
7 + 4
√
3 cos (5π
6
− 12
575
)
(
2
√
3π sin (5π
6
− 12
575
)
7 + 4
√
3 cos (5π
6
− 12
575
)
− 1
)
> 4.2632.
For all θ ∈ [23
10
, 5π
6
− 12
25m
], the mean value theorem implies that there exist θ1, θ2 ∈
(5π
6
− 12
25m
, 5π
6
) such that
g(θ) ≤ g
(
5π
6
− 12
25m
)
= g
(
5π
6
)
− g′(θ1) · 12
25m
= 1− g′(θ1) · 12
25m
< 1− 1.1631
m
,
h(θ) ≤ h
(
5π
6
− 12
25m
)
= h
(
5π
6
)
− h′(θ2) · 12
25m
= 1− h′(θ2) · 12
25m
< 1− 2.0463
m
.
Therefore, we have
|Bk,m(θ)| ≤ 2g(θ)m < 2
(
1− 1.1631
m
)m
< 2e−1.1631 < 0.62504,
|Ck,m(θ)| ≤ 2g(θ)m < 2
(
1− 2.0463
m
)m
< 2e−2.0463 < 0.25843.
(The proof of Proposition 2.4(b))
Proof. When ℓk ≥ 0, the value of the right hand side of (12) is bounded above by
e
−2π(18ℓk+23)( 1
2
√
3
−0.15) ×
(
0.22521
7.8764× 10−6
)ℓk
× 1.8006× 10
3
7.8764× 10−6 × 4.1403 + 0.62504 + 0.25843
=
(
e
−36π( 1
2
√
3
−0.15) 0.22521
7.8764× 10−6
)ℓk
× e−46π( 12√3−0.15) 1.8006× 10
3
7.8764× 10−6 × 4.1403 + 0.88347
< (4.4145× 10−3)ℓk × 0.10931 + 0.88347
≤ 0.10931 + 0.88347
= 0.99728.
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When ℓk < 0, the value of the right hand side of (15) is bounded above by
e
−2π(−18ℓk+23)( 1
2
√
3
−0.15) ×
(
61.432
3.4094× 10−4
)−ℓk
× 1.8006× 10
3
7.8764× 10−6 × 4.1403 + 0.62504 + 0.25843
=
(
e
−36π( 1
2
√
3
−0.15) 61.432
3.4094× 10−4
)−ℓk
× e−46π( 12√3−0.15) 1.8006× 10
3
7.8764× 10−6 × 4.1403 + 0.88347
< (2.7819× 10−2)−ℓk × 0.10931 + 0.88347
≤ 2.7819× 10−2 × 0.10931 + 0.88347
< 0.88652.
We complete the ploof of Proposition 2.4(b).
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