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THE SYMMETRIC SQUARE OF THE THETA DIVISOR IN
GENUS 4
T. KRÄMER AND R. WEISSAUER
Abstract. We study the variation of Hodge structures which arises from
the intersections of two translates of theta divisors on a principally polarized
abelian variety of dimension g = 4, using a Tannakian description for the
convolution product of perverse sheaves on abelian varieties.
Introduction
Let X be a complex principally polarized abelian variety (ppav for short) of
dimension g ≥ 2 with a symmetric theta divisor Θ ⊂ X . It is well known that the
geometry of the intersections
Yx = Θx ∩Θ−x,
where Θx = Θ+ x denotes the translate of Θ ⊂ X by a point x ∈ X(C), is closely
related with Torelli’s theorem [Deb1] and with the Schottky problem [Deb3]. Here
we are interested in the variation of Q-Hodge structures given by H•(Yx,Q) for
varying x. If the theta divisor is smooth, then for general x the intersection Yx
is a smooth variety of dimension g − 2, and by the weak Lefschetz theorem the
cohomology of Yx comes by restriction from the one of X except in degree g− 2. So
we mainly consider the quotient
H = Hg−2(Yx,Q) /H
g−2(X,Q).
The involution σ = −idX acts on Yx and induces a decomposition H = H+ ⊕H−
into eigenspacesH± which are the fibres of two interesting variations V± of Q-Hodge
structures. These variations are studied in section 1, with a special emphasis on
the case of low genus g. The low-dimensional cases in particular motivate the
Conjecture A. If Θ smooth, then V± are simple.
Considered as Hodge modules in the sense of [Sa2], the variations V± of Hodge
structures have two underlying perverse sheaves δ± on X which we introduce in
section 3. Thus conjecture A would follow from
Conjecture B. If Θ is smooth, the perverse sheaves δ± are simple.
The main motivation for this conjecture comes from representation theory. Up
to a skyscraper sheaf we construct δ± in section 3.3 as the symmetric respectively
alternating square of the perverse intersection cohomology sheaf δΘ in the tensor
category introduced in [We2]. This category is equivalent to the category Rep(G)
of algebraic representations of some (albeit in general unknown) complex algebraic
group G = G(X,Θ), so conjecture B would follow from
Conjecture C. If Θ is smooth, then
G(X,Θ) =
{
SO(g!,C) for g odd,
Sp(g!,C) for g even,
and δΘ corresponds to the standard representation of this group.
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In fact, it is not hard to show that the groups on the right hand side give an
upper bound for the group G(X,Θ); see section 4.3. In section 10 we show that the
two conjectures B and C are equivalent, using a classification of low-dimensional
representations [KrW1] and a Mackey argument.
Since every ppav of dimension g ≤ 3 with a smooth theta divisor is a Jacobian
variety, the above conjectures are true in these cases [We1]. The first new case
appears for g = 4. If we drop the assumption that the theta divisor is smooth,
this is also the first non-trivial case for the Schottky problem to characterize the
Jacobian varieties among all ppav’s. The goal of the present paper1 is the
Main theorem. For a general complex ppav X of dimension g ≤ 4 with a
symmetric theta divisor Θ ⊂ X we have
G(X,Θ) =
{
SO(g!,C) for g odd,
Sp(g!,C) for g even,
and δΘ corresponds to the standard representation of this group.
Here by the term general we mean that the claim holds for every ppav in a
suitable Zariski-open dense subset of the moduli space Ag of complex ppav’s of
dimension g. The proof of the main theorem will be given in sections 8 and 9 and
uses a degeneration of X into the Jacobian of a general curve. Such a degeneration
gives a restriction functor ρ : Rep(G(X,Θ)) → Rep(GΨ), where GΨ ⊂ G(X,Θ) is
an algebraic subgroup defined via the formalism of the nearby cycles Ψ as outlined
in section 5. Together with the information obtained from this restriction functor
we consider a second tensor functor MT from Rep(G(X,Θ)) to the category of
representations of the Mumford-Tate group of the theta divisor. To make effective
use of this second functor, we exploit the fact that the primitive cohomology of the
theta divisor is related to the intermediate Jacobian of a cubic threefold [Do], [Iz]
and use results of [Co], [CM] and [IvS] on cubic threefolds, see section 2.
1. Variations of Hodge structures (conjecture A)
In this section we assume that Θ is smooth. We study the variations V± of
Hodge structures and their Hodge decomposition for g ≤ 4.
1.1. Lemma. For generic x ∈ X(C) the translates Θx and Θ−x intersect each
other transversely, hence Yx is smooth.
Proof. Θ is defined by the zero locus of the Riemann theta function θ(z) = θ(τ, z)
on the universal covering p : Cg → Cg/(Zg + τZg) ∼= X(C). For smooth Θ the
gradient θ′(z) is non-zero for all z ∈ Cg with θ(z) = 0. If our claim were false, then
we could find a non-empty analytic open subset V ⊂ Cg and a complex analytic
map s : V → Cg such that Θp(z) and Θ−p(z) intersect non-transversely in s(z) for
all z ∈ V , i.e. such that
θ(s(z) + z) = θ(s(z)− z) = 0,(1.1.1)
θ′(s(z) + z) = λ(z) · θ′(s(z)− z) for some λ(z) ∈ C∗,(1.1.2)
for all z ∈ V . With the g × g unit matrix E and the Jacobian matrix (Ds)(z) of s
at z, taking gradients of (1.1.1) implies
(E + (Ds)(z)) · θ′(s(z) + z) = 0,(1.1.3)
(E − (Ds)(z)) · θ′(s(z)− z) = 0.(1.1.4)
1Recently we have been able by a different method to prove the main theorem for all g,
see [KrW3] where we also discuss the relationship between conjecture C and the Schottky problem.
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If we multiply equation (1.1.4) by λ(z), plug in (1.1.2) and add (1.1.3), we obtain
that θ′(s(z) + z) = 0 which contradicts the smoothness of Θ. 
1.2. Variations of Hodge structures. To construct the variations of Hodge
structures from the introduction, we realize the intersections Yx = Θx ∩ Θ−x as
the fibres of a smooth proper family.
Lemma. Over some Zariski-open dense subset U ⊂ X there exists a smooth proper
family π : YU → U with fibres π−1(2x) ∼= Yx and an étale involution σ : YU → YU
with σ|π−1(2x) ∼= (−idX)|Yx for 2x in U(C).
Proof. Let π : Θ×Θ→ X be the addition. Projecting from π−1(2x) ⊂ Θ×Θ onto
the first factor and translating by x, we get an isomorphism ϕ : π−1(2x) ∼= Θx∩Θ−x
under which the morphism σ : Θ×Θ→ Θ×Θ, (t1, t2) 7→ (t2, t1) becomes identified
with the involution (−idX)|Θx∩Θ−x . By section 1.1 the fibres of π are generically
smooth. So there exists an open dense subset U ⊂ X such that for YU = π−1(U)
the restriction π = π|YU is smooth, and for sufficiently small U the involution σ
will be étale on YU . 
For all ν ∈ Z, the higher direct images Rνπ∗(QYU ) are variations of Q-Hodge
structures [PS, cor. 10.32]. There exists a constant subvariation Hν →֒ Rνπ∗(QYU )
such that for 2x ∈ U(C), the fibre Hν ⊂ Rνπ∗(QYU )2x = H
ν(Yx,Q) is the pull-back
of the cohomology of X to Yx. In particular H
ν ∼= Hν(Yx,Q) for all ν 6= g − 2. In
what follows we define
V = Rg−2π∗(QYU )/H
g−2
and consider the eigenspace of σ∗
V± = ker(σ
∗ ∓ (−1)g−1idV)
with respect to the eigenvalues ±(−1)g−1. The reason for this choice of signs will
become clear in section 3.3.
1.3. Small-dimensional cases. In this section we fix x ∈ X(C) with 2x ∈ U(C).
For Y = Yx, we define Y
+ as the quotient Y/〈σ〉 of Y by the involution σ = −idX |Y .
The case g = 2. Here Y consists of 2 points, Y + is a single point. Hence V− = 0
and V+ = QU is the constant variation with Hodge degree (0, 0).
The case g = 3. Here (X,Θ) is the Jacobian of a smooth curve C and Y + → Y is
an étale double cover of smooth curves with Y of genus 7. To any étale double cover
of curves one may associate a ppav, its Prym variety [Mu1] [BL, ch. 12]. It turns
out that for generic (X,Θ) the Prym variety P of the cover Y → Y + is isomorphic
to (X,Θ). Every étale double cover with this Prym variety arises like this for some x.
Furthermore, the coverings for two points x1, x2 are isomorphic iff x1 = ±x2. Hence
the étale double covers with given Prym variety (X,Θ) are parametrized by an open
dense subset W of the Kummer variety X/〈±1〉. Points outside W parametrize
degenerate double covers. By construction of Prym varieties, the Jacobian JY is
isogenous to the product P ×JY +, hence H1(Y,C) ∼= H1(X,C)⊕H1(Y +,C). So it
follows that V− = 0, and V+ is a variation of Hodge structures of abelian type whose
fibres H1(Y +,Q) = Q8 have Hodge numbers h1,0 = h0,1 = 4. This construction
exhibits the Prym locus in A4 birationally as the universal Kummer variety fibered
over the moduli space A3, studied in [Re], [Kr1].
The case g = 4. Here Y → Y + is an étale covering of smooth surfaces. Via the
Gauss-Bonnet and Grothendieck-Riemann-Roch formulae one checks that V+ has
rank 52, with Hodge numbers h2,0 = h0,2 = 11 and h1,1 = 30, whereas V− has rank 6
and pure Hodge type (1, 1). Again V− seems to be the more accessible one of the two
variations of Hodge structures. Indeed, by the Lefschetz (1, 1)-theorem the fibers
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of V− are spanned by six cycles on Y + generating H1,1(Y +,C)/H1,1(X,C). So V−
has an underlying finite monodromy group Γ = Γ(X,Θ) with a six-dimensional
faithful representation. It turns out that Γ is the Weyl group W (E6) or its finite
simple subgroup of index 2. To show this one uses the classification of lattices
with small discriminant to see that the fibres of V− have the underlying Néron-
Severi lattice E6(−1), so Γ is a subgroup of Aut(E6) = W (E6) × {±1}. From the
intersection configuration of the 27 Prym-embedded curves in Y of [Iz, sect. 4.3],
one furthermore deduces that the projection W (E6) × {±1} → W (E6) maps Γ
isomorphically onto a subgroup of W (E6). On the other hand, one obtains a lower
bound on Γ by a degeneration of (X,Θ) into a Jacobian variety (X0,Θ0). The
monodromy group Γ0, underlying the analog of V− on (X0,Θ0), is a subquotient
of Γ. In the Jacobian case the configuration of the 27 Prym curves of loc. cit. is
no longer symmetric; precisely 12 of them are smooth. They come in 6 pairs of
curves which are interchanged by the involution ±idX0 , and the associated 6 cycles
are permuted by the monodromy operation of Γ0. From this one deduces that Γ0
contains the alternating group A5. Altogether this already forces Γ to be the Weyl
group W (E6) or its finite simple subgroup of index 2, see [Kr2].
2. The Mumford-Tate group MT(Θ) in Genus 4
One of the ingredients to the proof of the main theorem will be the analysis
of the Hodge structure on tensor products of H•(X, δΘ). As we recall below, this
Hodge structure is controlled by the corresponding Mumford-Tate group MT(Θ).
For reductive groups G let Gsc be the simply connected covering of the derived
group [G0, G0] of its Zariski connected component G0. If a subset of an algebraic
variety is contained in a countable union of proper closed subvarieties, it is said to
be a meager subset. The goal of this section is to prove the following result.
2.1. Theorem. For every ppav (X,Θ) outside some meager subset of A4 we have
the Mumford-Tate groups
MT(Θ)sc = MT(X)× Sp(10,C) and MT(X) = Sp(8,C),
so that we have canonical homomorphisms
MT(X) //
&&▲
▲▲
▲▲
▲▲
▲▲
MT(Θ)sc

Sp(10,C)oo
xxqq
qq
qq
qq
q
MT(Θ)
If we view V = H•(X, δΘ) as a representation of MT(Θ), the action of MT(X)
on V describes the part of the cohomology which comes by restriction from X. The
action of Sp(10,C) describes the remaining part.
Recall from [Del1, sect. 2.1] that giving a Q-Hodge structure is tantamount to
giving a finite-dimensional vector space V over Q together with a homomorphism
h : S = ResC/R(Gm,C) → Gl(V )R of real algebraic groups whose composite with
the weight cocharacter of S is defined over Q. The Mumford-Tate group MT(V )
is the smallest algebraic subgroup of Gl(V ) over Q over which h factors. The
Q-Hodge substructures of any tensor power of V are precisely its MT(V )-stable
subspaces. Note that the Mumford-Tate group of polarized Q-Hodge structures is
reductive [Del4, prop. 3.6]; this in particular applies to MT(X) := MT(H•(X,Q))
for smooth projective varieties X over C.
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2.2. The primitive part of the cohomology. Let Λi denote the i-th exterior
power of the standard representation of Sp(2g,Q). Then, by [BL, prop. 17.3.2] for
every ppav (X,Θ) outside a meager subset of Ag we know that
MT(X) = MT(X)sc = Sp(2g,Q) and H
i(X,Q) = Λi .
If Θ is smooth, the weak Lefschetz theorem shows that for 0 ≤ |i| ≤ g−1 and some
Q-Hodge structure B
Hg−1+i(Θ,Q) =
{
Λg−1−|i| for i 6= 0,
Λg−1 ⊕ B for i = 0 .
Hence MT(Θ) = MT
(
H•(X,Q) ⊕ B
)
. For any Q-Hodge structures V1, V2 and
V = V1⊕V2 we have a closed embedding ι : MT(V ) →֒ MT(V1)×MT(V2), and the
image of ι surjects onto each of the two factors. If the Mumford-Tate groups are
reductive, this surjectivity carries over to MT(−)sc, and the kernel of the induced
map ιsc : MT(V )sc → MT(V1)sc×MT(V2)sc is contained in the kernel of the natural
map MT(V )sc → MT(V ). Hence we have a commutative diagram
MT(Θ)sc
ιsc
vvvv♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠
(( ((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
Sp(2g,Q) Sp(2g,Q)×MT(B)sc
p1
oooo
p2
// // MT(B)sc
with ker(ιsc) contained in ker(MT(Θ)sc → MT(Θ)).
Lemma. If for any ppav X outside a meager subset of A4 the Hodge structure B
satisfies EndMT(B) = Q, then theorem 2.1 holds.
Proof. Since B is a Hodge structure of abelian type, by [Ri, th. 1] the condition
EndMT(B)(B) = Q implies MT(B) = MT(B)sc = Sp(10,C). Since the projection
MT(Θ)sc → MT(X) = Sp(8,C) is surjective, there exists a reductive group G with
MT(Θ)sc = Sp(8,C) × G. Hence the simplicity of the Hodge structure B forces
B ∼= B1 ⊠ B2 with irreducible representations B1 of Sp(8,C) and B2 of G. If B1
were non-trivial, then dim(B) = 10 would imply that dim(B1) ∈ {2, 5, 10} which
is impossible [AEV]. Hence B1 is the trivial representation, B2 is the standard
representation of MT(B) = Sp(10,C), and ιsc is an isomorphism. 
For every ppav (X,Θ) outside a meager subset of A4, the Hodge structure B
indeed satisfies EndMT(B)(B) = Q. This is shown in the remaining part of this
section, and by the lemma above completes the computation the Mumford-Tate
group. Notice that MT(B) ⊆ Sp(10,C) by [Go, B.62]. Since the Mumford-Tate
group of a variation of Hodge structures is constant outside the complement of
some meager subset and only becomes smaller on this meager subset, it suffices to
prove EndMT(B)(B) = Q for a single ppav B. For this we consider intermediate
Jacobians of cubic threefolds.
2.3. Intermediate Jacobians of cubic threefolds. Recall from [CG] that for
any smooth cubic threefold T ⊂ P4C the intermediate Jacobian
JT = H2,1(T )∗/H3(T,Z)
is a simple ppav of dimension 5 and determines T up to isomorphism. Let us denote
by T the closure in the moduli space A5 of the locus of all these intermediate
Jacobians. In [Do], to each ppav (X,Θ) in some Zariski-open dense subset A◦4
of A4 a smooth cubic threefold T = T(X,Θ) has been associated together with a
2-torsion point µ of its intermediate Jacobian JT . The associated map ϕ : A◦4 → T
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is generically finite and dominant by [Do, birationality of χ in thm. 5.2 (2)]. Hence
the image of ϕ contains a Zariski-open dense subset of T . For this construction
Donagi analyzes the Prym map, associating to curves of genus 5 together with a
two-torsion point in their Jacobian a Prym variety in A4, and the fibers F˜ of this
Prym map over given points (X,Θ) in A04. By studying Prym varieties for plane
quintic curves of genus six, Donagi defines an involution on the Prym fibers F˜ . He
shows that the associated quotient map F˜ → F is an etale double covering. The
quotient F turns out to be the Fano surface embedded into JT , parametrizing the
projective lines in the cubic threefold T = ϕ(X,Θ). In fact Alb(F ) ∼= JT , whereas
the isogenous abelian variety Alb(F˜ ) is isomorphic to B via a higher Abel-Jacobi
map defined by a family C(X,Θ)→ F˜ of stable curves in Θ as defined in [Iz], p.133,
parametrized by the base F˜ . Using a degeneration argument one can show that this
Abel-Jacobi map is nontrivial. If on the other hand JT is a simple abelian variety,
this map is an isogeny (and then even an isomorphism). Replacing the analytic
definition of JT from [CG] by an algebraic definition, viewing JT as quotient of
the Chow group A(T ), the above constructions can be done over any algebraically
closed field of characteristic zero. Hence if (X,Θ) is defined over Q, then so is T
and the isogeny between B and JT .
For the moment we only use that for (X,Θ) ∈ A◦4(C) the Q-Hodge structures
on H1(B,Q) and H1(JT(X,Θ),Q)(−1) are isomorphic, as shown in [IvS] and [Iz].
For abelian varieties A put End0(A) = End(A) ⊗Z Q. Then a basic property of
Mumford-Tate groups [Go, B.60] shows EndMT(B)(B) = End
0(JT(X,Θ)). Thus to
verify the condition of the last lemma, it remains to show
End0(JT(X,Θ)) = Q
for a suitable (X,Θ) in A◦4. By the above discussion this becomes a question on the
five-dimensional intermediate Jacobians of generic cubic threefolds. So we can now
use a degeneration argument of Collino for cubic threefolds, which in turn reduces
our task to the study of a certain extension class of a generic Jacobian variety JC
of genus 4 by a torus.
2.4. Collino’s family. By [Co, part II] and [CM, p. 44-45] there exists a group
scheme B → S over a non-empty Zariski-open subset S ⊂ P1C and a point s ∈ S(C)
such that
• for all t 6= s one has Bt ∼= JT(Xt,Θt) for some (Xt,Θt) ∈ A
◦
4,
• the special fibre Bs is an extension
E : 0 −→ Gm −→ Bs −→ JC −→ 0
for some general curve C of genus 4. The theta divisor JC has precisely
two singular points ±e. The class of the extension E in Ext(JC,Gm) is
mapped under the isomorphism Ext(JC,Gm)
∼
−→ Pic0(JC)
∼
−→ JC from
[Se, 16.VII] to the point 2e or −2e. Since C is general, we know that e 6= −e
and the extension E is non-trivial.
We will show End0(Bt) = Q for all t outside a meager subset of S(C). Note that
over S∗ = S \ {s} the family B → S restricts to an abelian scheme B∗ → S∗. So by
[Del2, prop. 7.5] and [Del1, 4.1.3.2] the restriction map End0(B∗/S∗)→ End0(Bt) is
an isomorphism for all but countably many t ∈ S∗(C) (this is why we had to exclude
a meager subset of ppav’s in the theorem). So it suffices to show End(B∗/S∗) = Z,
and this is equivalent to the claim in 2.7 below.
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2.5. Endomorphisms of the special fibre. We first show that for general choice
of C one has
End(Bs) = Z.
Proof. Every ψ ∈ End(Bs) preserves the toric part Gm ⊂ Bs and induces an
endomorphism ψJC of JC = Bs/Gm. So we have a ring homomorphism
(−)JC : End(Bs) −→ End(JC), ψ 7→ ψJC .
For general C we know End(JC) = Z, and then (−)JC is surjective because its
image contains 1 = (idBs)JC . Now suppose ψ ∈ End(Bs) and ψJC = 0, i.e. ψ
factors over Gm ⊂ Bs. Then ψ|Gm is a character z 7→ z
n of Gm for some n ∈ Z. If
ψ 6= 0, we must have n 6= 0. However, the image of the restriction map
res : Hom(Bs,Gm) −→ Hom(Gm,Gm) = Z
contains n = res(ψ), so the image of the differential d of the Ext -sequence
· · ·
res
−→ Z = Hom(Gm,Gm)
d
−→ Ext(JC,Gm) −→ · · ·
is a quotient of Z/nZ. In particular, the image of d is an n-torsion group. But by
construction of the Ext-sequence, d(idGm) is the class of the extension defining the
semiabelian variety Bs. Hence ±2e 6= 0 is an n-torsion point of JC. For C varying
this contradicts lemma 2.6 below. Hence (−)JC is an isomorphism. 
2.6. Torsion points. Let M4 be the moduli space of smooth projective curves of
genus 4. Over some Zariski-open dense subset U of M4, the map C 7→ ±2e defines
a section of the universal Jacobian variety, and this is not the zero section 0U .
Lemma. If U ⊂ M4 is a Zariski-open dense subset and Σ 6= 0U is a section of
the universal Jacobian variety π : X → U , then Σ defines a non-torsion point in all
fibres of π over the complement of a meager subset of U .
Proof. For m ∈ Z, let Zm denote the zero locus of m · Σ. Then Zm is a Zariski
closed subset of U , and we must show it is not all of U . If it were for some m ≥ 0,
then for minimal such m the section Σ would define a section over some Zariski
open dense subset of M4 to the map mM4 −→ M4, where mM4 is the moduli
space of cyclic étale covers of precise order m of curves of genus 4. Then mM4
would be reducible, contradicting [BF]. 
2.7. Endomorphisms of the generic fibre. For the generic point η of S we now
claim that
End(Bη) = Z.
Proof. Let N be the Néron model N of Bη over S. Its universal property
gives an S-morphism B → N . Since this morphism induces an isomorphism of
the generic fibre and since Bs0 is semi-abelian, by [BLR, prop. 7.4.3] it induces an
isomorphism of B onto the connected component N 0 ⊂ N . In section 2.5 we have
shown End(Bs0) = Z. Now consider the composite ring homomorphism
ϕ : End0(Bη)
∼
−→ End0(Nη)
∼
−→ End0(N/S)
res
−→ End0(Bs) = Q ,
where the first isomorphism comes from the identification Bη
∼
−→ Nη, the second
isomorphism is due to the universal property of N , and the third map res denotes
restriction to the fibre Bs = (N
0)s. The image of ϕ contains 1 = ϕ(idBη), so ϕ is
surjective. On the other hand, Bη is a simple abelian variety; indeed, all Bt with
t 6= s are intermediate Jacobians of smooth cubic threefolds, hence simple by [CG].
Therefore End0(Bη) is a skew field, and since ϕ is a surjective ring homomorphism,
it follows that ker(ϕ) = 0. Thus End0(Bη) = Q, and our claim follows. 
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If combined, sections 2.4-2.7 show that B is simple for generic (X,Θ) respectively
that JT is simple for a generic cubic threefold T . Hence the conditions of the last
lemma have now been verified.
2.8. ℓ-adic counterpart. Instead of the Mumford-Tate groups MT (Θ), MT (X)
one can consider the Zariski closure of the geometric étale fundamental group acting
on the Qℓ-étale cohomology to define the motivic Galois groups M(Θ), M(X).
Then, one can similarly prove
M(Θ)sc =M(X)× Sp(10,Qℓ) and M(X) = Sp(8,Qℓ)
for a generic ppav X of genus 4. To see this, notice that the image G of M(Θ)sc
under the projection M(X)× Sp(10,Qℓ)→ Sp(10,Qℓ) contains a subgroup which
is isomorphic to Sp(8,Qℓ) (by a degeneration to the curve case). If G 6= Sp(10,Qℓ),
group-theoretic arguments would imply that the normalizer N of the subgroup G
in Sp(10,Qℓ) is contained in a proper Levi subgroup L of Sp(10,Qℓ) which acts
reducibly on the 10-dimensional fundamental representation of Sp(10,Qℓ). But
this is impossible, since by a specialization argument this would also hold for all
points in a Zariski-dense open subset. Consider such a point of T defined over Q.
It is already defined over some number field, say E. Since the arithmetic ℓ-adic
monodromy group of JT normalizes the geometric ℓ-adic monodromy group of JT ,
the arithmetic ℓ-adic monodromy group of JT over E must therefore be contained
in L(Qℓ). Hence by Falting’s theorem JT is not simple.
Since the points of T defined over Q are Zariski dense in T , this provides us
with a Zariski-dense subset of points of T for which JT is not simple. For a generic
threefold T in T the abelian variety JT is simple by the conclusions of sections 2.3
through 2.7 above, and therefore the locus of decomposable JT in T can not be
Zariski dense in T . This contradiction shows that G = Sp(10,Qℓ), and the rest of
the argument is analogous to the proof of the lemma in section 2.2.
2.9. Higher genus. For the rest of this section we drop the assumption g = 4. It
seems likely that for general (X,Θ) the cohomology
Hg−1(Θ,Q)/Hg−1(X,Q)
decomposes into at least ⌊ g−12 ⌋ simple Q-Hodge substructures. To illustrate this
let us consider the case of Jacobians. Let C be a general curve of genus g ≥ 3.
For ν ∈ Z let Λν be the ν-th exterior power of the standard representation of
MT(ΘJC)sc = Sp(2g,Q), and consider H
ν(JC, δΘJC ) as a representation of the
group 〈σ∗〉 ×MT(ΘJC)sc for the involution σ = −idJC . Let sgn be the nontrivial
character of 〈σ∗〉.
Lemma. For |ν| ≤ g − 1 define n(ν) = g − 1− |ν|. Then
Hν(JC, δΘJC ) =
⌊n(ν)2 ⌋⊕
µ=0
sgnn(ν)+µ ⊠ Λn(ν)−2µ .
Proof. Up to the σ-action this is clear as H•(JC, δΘJC ) = Λ
g−1(H•(JC, δC)) by
the non-hyperelliptic case of [We1, cor. 13(iii) on p. 64 and p. 124], but note that
the perverse sheaf δC is not σ-equivariant! To find the σ-action on H
•(JC, δΘJC ),
we use the evaluation map [BrB, sect. 4.2]
H•(JC,Q)⊗Q Q[x] −→ H
•(C(g−1),Q) ∼= H•(JC, δΘJC )[1 − g]
which is an isomorphism in degrees ≤ g − 1 and σ-equivariant, where on the left
hand side σ acts in the usual way on H•(JC,Q) and on the powers of the variable x
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it acts by
σ∗(xµ) =
µ∑
i=0
(−1)i
[ΘJC ]
µ−i ⊗ xi
(µ− i)!
as observed in prop. 4.3.1 of loc. cit. From this our claim easily follows. 
3. Convolutions of perverse sheaves (conjecture B)
In this section we introduce the perverse sheaves δ± that occur in the formulation
of conjecture B.
3.1. The convolution product. Put k = C or k = Ql for a fixed prime l, and
denote by Dc
b(X, k) the triangulated category of bounded constructible complexes
of sheaves with coefficients in k as in [KW]. The group law a : X×X → X induces
a convolution product on this triangulated category via the formula
γ1 ∗ γ2 = Ra∗(γ1 ⊠ γ2) for γ1, γ2 ∈ Dc
b(X, k).
With respect to this convolution product, the categoryDc
b(X, k) becomes a k-linear
tensor category [We1, sect. 2.1] whose unit object is the skyscraper sheaf δ{0} = 1
supported in the origin. For hypercohomology the relative Künneth formula implies
H•(X, γ1 ∗ γ2) = H
•(X, γ1)⊗H
•(X, γ2) .
Let Perv(X) ⊂ Dc
b(X, k) be the abelian category of perverse sheaves on X as
in [KW]. For a closed subvariety i : Z →֒ X of dimension d and a smooth open
dense subset j : U →֒ Z, we denote by
δZ = ICZ [d] = i∗j!∗(kU [d]) ∈ Perv(X)
the perverse intersection cohomology sheaf of Z and put λZ = i∗j∗(kU [d]). If Z
is normal, λZ = kZ [d] by [We1, lemma 1, p. 5]. Both δZ and λZ are of geometric
origin [BBD, sect. 6.2.4] and only depend on Z but not on the choice of U . Thus
for smooth Z we get δZ = λZ = kZ [d].
3.2. A semisimple quotient category. In [We1, cor. 6, p. 36] it has been shown
that every simple perverse sheaf δ ∈ Perv(X) of geometric origin with H•(X, δ) 6= 0
is a rigid object in (Dc
b(X, k), ∗) with dual
δ∨ = (−idX)
∗(D(δ)),
where D denotes the Verdier dual. Using this we want to construct as in [We2] a
semisimple k-linear rigid abelian tensor category P (X) whose objects are given by
semisimple perverse sheaves. Note that in general the convolution of two perverse
sheaves does not have to be perverse.
By [KrW2] the perverse sheaves δ ∈ Perv(X) with Euler characteristic zero
define a thick subcategory T (X) ⊂ Dc
b(X, k), and a perverse sheaf lies in T (X) iff
all its constituents are in T (X). Clearly T (X) defines a tensor ideal in Dc
b(X, k)
with respect to the convolution product, which implies that the quotient category
Dbc (X, k) = Dc
b(X, k)/T (X) is again a k-linear tensor category. All simple objects
in this latter quotient category are rigid.
Although the full abelian subcategory P (X) ⊂ Dc
b(X, k) of semisimple perverse
sheaves onX is not stable under the convolution product, it is shown in loc. cit. that
its image P (X) in Dbc (X, k) indeed is stable under this product, which via [We2]
amounts to saying that every (semisimple) perverse sheaf on X is a multiplier.
So P (X) is a k-linear semisimple rigid abelian tensor category under convolution.
Similarly, via [We1, lemma 10, p. 36] it follows that the mixed perverse sheaves
define a k-linear rigid abelian tensor category Pmixed(X) under convolution, and
this category contains P (X) as a full abelian tensor subcategory.
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3.3. The symmetric square of the theta divisor. Let us now assume that
the theta divisor Θ ⊂ X is normal and hence irreducible [EL]. The convolution
square δΘ ∗ δΘ contains the unit object 1 precisely once because δΘ is a simple
self-dual object of the rigid symmetric monoidal abelian quotient category P (X).
Furthermore the commutativity constraint S : δΘ ∗ δΘ ∼= δΘ ∗ δΘ of [We1, sect. 2.1]
acts as multiplication by (−1)g−1 on H0(δΘ ∗δΘ)0. Indeed δΘ = ICΘ[g−1], and the
commutativity constraint for the intersection cohomology sheaf ICΘ is the identity
on H2g−2(ICΘ ∗ ICΘ)0. This follows from considering fundamental classes, since we
may replace ICΘ by the constant sheaf as Θ is normal. Notice, the shift by g − 1
accounts for the factor (−1)g−1.
This being said, it follows that 1 lies in the alternating square Λ2(δΘ) for even g
and in the symmetric square S2(δΘ) for odd g. So there are perverse sheaves δ±
without constituents from T (X) and complexes τ± ∈ T (X) such that
S2(δΘ) =
{
δ+ ⊕ τ+
1⊕ δ+ ⊕ τ+
and Λ2(δΘ) =
{
1⊕ δ− ⊕ τ−
δ− ⊕ τ−
for
{
g even,
g odd.
If Θ is smooth, our construction of the family π : YU → U in section 1.2 shows
that Rπ∗(kY )[2g − 2] corresponds to (δΘ ∗ δΘ)|U . To prove our claim from the
introduction that conjecture B implies conjecture A, let us check that V±[2g − 2],
considered as Hodge modules in the sense of [Sa1] and [Sa2], have the underlying
perverse sheaves δ±|U .
Indeed, the commutativity constraint is S = Ra∗(φ) for the involution φ of
kΘ[g − 1] ⊠ kΘ[g − 1] given by φ(s ⊠ t) = (−1)g−1 · t ⊠ s. Thus S|U is the σ of
section 1.2 on Rπ∗(kYU ) twisted by (−1)
g−1, and S2(δΘ)|U and Λ
2(δΘ)|U are the
part of Rπ∗(kYU ) on which σ acts by ±(−1)
g−1 respectively. It only remains to note
that the above complexes τ± are the constant subvariations of section 1.2, which is
a consequence of the following lemma.
3.4. Lemma. If Θ is smooth, then
τ± =
⊕
µ odd for “+”
µ even for “−”
Hg−2−|µ|(X, k)⊗ δX [µ].
Proof. By semisimplicity we have a decomposition τ± = τ
′
± ⊕ τ
′′
± where τ
′
±
denote the direct sum of all complex shifts of δX that enter τ
′
±. In particular we
then have H•(X, τ ′′±) = 0 since every translation-invariant simple perverse sheaf
different from δX has vanishing hypercohomology [We1, sect.2.3]. Hence τ
′
± can be
computed from hypercohomology as follows:
Using the Künneth formula H•(X, δΘ∗δΘ) = H•(X, δΘ)⊗H•(X, δΘ) and the fact
that Hν(X, δ±) = 0 for ν ≤ −g by lemma 11.2, one then checks that in perverse
cohomology degrees µ ≤ 0 the complexes τ ′± coincide with the right hand side of
the lemma. By the hard Lefschetz theorem the same then also holds in perverse
cohomology degrees µ > 0. Finally, using the result for τ ′± for µ = 0, we have the
stalk cohomology
H−g(τ ′±)0 = H
g−2(X, k) = Hg−2(Θ, k) = H−g(δΘ ∗ δΘ)0 = H
−g(τ ′± ⊕ τ
′′
±)0 ,
so the non-constant translation-invariant complexes τ ′′± must be zero. 
4. Tannakian categories (conjecture C)
We now discuss the construction the algebraic group G(X,Θ) that occurs in
conjecture C, again following [We2] and [KrW2].
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4.1. The Tannaka group attached to the theta divisor. Suppose now that
the theta divisor Θ ⊂ X is normal. Inside the rigid abelian tensor category P (X)
of section 3.2, we consider the full abelian tensor subcategory P (X,Θ) = 〈δΘ〉
generated by the perverse sheaf δΘ. By the general Tannkian description in [KrW2]
there exists an affine algebraic group G = G(X,Θ) over k and an equivalence
ω : P (X,Θ)
∼=
−→ Rep(G)
of tensor categories, where Rep(G) denotes the category of algebraic representations
of G over k. Since δΘ is a tensor generator of P (X,Θ), the action of G(X,Θ)
on ω(δΘ) is faithful. Let P (X,Θ) ⊂ Dbc(X, k) denote the full monoidal subcategory
which is the preimage of the quotient category P (X,Θ).
4.2. Euler characteristics. Since in our quotient category we only divided out
perverse sheaves of Euler characteristic zero, for objects γ ∈ P (X,Θ) the Euler
characteristic χ(γ) =
∑
i∈Z(−1)
i dimk(H
i(X, γ)) is well-defined. We claim that
dimk(ω(γ)) = χ(γ).
Indeed, the composite ϕ : 1
coev
−→ γ∗γ∨ ∼= γ∨∗γ
ev
−→ 1 of coevaluation and evaluation
in P (X,Θ) satisfies ω(ϕ) = d · id for d = dimk(ω(γ)). Hence H•(X,ϕ) = d · id, and
since H•(ϕ) is also the composite of coevaluation and evaluation in the category of
super vector spaces, we get d = χ(γ).
4.3. An upper bound. On the Tannakian side, having the unit object 1 in Λ2(δΘ)
resp. S2(δΘ) means that the representation ω(δΘ) preserves some symplectic resp.
orthogonal bilinear form. So we obtain
Lemma. If Θ is smooth, then
G(X,Θ) ⊆
{
Sp(g!, k) for g even,
SO(g!, k) for g odd.
Proof. By the dimension formula in section 4.2, a Gauss-Bonnet calculation
shows dimk(ω(δΘ)) = g! if Θ is smooth. Furthermore, in section 3.3 we have seen
that 1 occurs in S2(δΘ) resp. Λ
2(δΘ) for g odd resp. even. This proves the lemma
with O(g!,C) in place of SO(g!,C). But for a generic ppav it follows from [KrW2]
that the group G(X,Θ) does not admit non-trivial characters, hence it must be
contained in SO(g!, k) if g is odd. To deduce the result for arbitrary ppav’s with a
smooth theta divisor one can then use a specialization argument. 
This lemma and the cases g = 2, 3, 4 motivate conjecture C. For g = 2 every
ppav (X,Θ) with smooth Θ is the Jacobian of a hyperelliptic curve; this case is
covered by [We1, p. 124 and th. 14]. For g = 3 every ppav (X,Θ) with smooth Θ
is the Jacobian of a non-hyperelliptic curve, and ω(δΘ) is the second fundamental
representation of G(X,Θ) = Sl(4,C)/µ2 by loc. cit. It corresponds to the standard
representation of SO(6,C) via the exceptional isomorphism Sl(4,C)/µ2 ∼= SO(6,C).
5. Tensor functors defined by nearby cycles
To study the tensor categories P (X) or P (X,Θ) of section 3.2 when (X,Θ)
varies in families, we briefly recall some facts from nearby cycle theory as exposed
in [SGA7, exp. XIII-XIV] [KS]. Let f : X → S be a proper surjective algebraic
morphism from a smooth complex algebraic variety to a smooth algebraic curve.
For s ∈ S(C) we want to relate complexes on the special fibre Xs = f−1(s) to
complexes on Xt = f−1(t) for t in some pointed analytic neighborhood of s.
12 T. KRÄMER AND R. WEISSAUER
5.1. Analytic nearby cycles. Let D ⊂ S(C) be a small coordinate disc centered
at s. The morphism f : X → S yields a proper holomorphic map XD = X×SD → D
of analytic spaces, ditto with D replaced by the pointed disc D∗ = D \ {s} or by
the universal covering D˜∗ of D∗. So we have a cartesian diagram
Xs
  i //

XD

XD∗?
_joo

XD˜∗
πoo

{s} 

// D D∗? _oo D˜∗oo
where π is a covering map and i resp. j are closed resp. open immersions. Let
j˜ = j ◦ π. Following [SGA7, exp. XIV] and [KS, sect. 8.6] we consider the functor
Ψ : Dc
b(X ,C) −→ Dc
b(Xs,C), δ 7→ i
∗Rj˜∗ j˜
∗ (δ|XD )
of nearby cycles. It factors over a functor Dc
b(XD∗ ,C)→ Dc
b(Xs,C) which we also
denote by Ψ. If D has been chosen sufficiently small, one has an isomorphism
(5.1.1) Hi(Xs,Ψ(δ)) ∼= H
i(Xt, δ|Xt) for all t ∈ D
∗.
For δ ∈ Dc
b(XD,C) the pullback of the morphism δ → j˜∗j˜
∗(δ) under i defines a
morphism i∗(δ)→ Ψ(δ). As in [KS, eq. 8.6.7] the cone of this morphism defines the
functor Φ : Dc
b(XD,C)→ Dc
b(Xs,C) of vanishing cycles, so for every δ ∈ Dc
b(XD,C)
we have a distinguished triangle
(5.1.2) i∗(δ) −→ Ψ(δ) −→ Φ(δ) −→ i∗(δ)[1]
inDc
b(Xs,C). Note the various shifting conventions in the literature; our Φ would be
denoted Φ[−1] in [KS]. With our conventions, the shifted functors Ψ[−1] and Φ[−1]
commute with Verdier duality by [Br, 1.4], and they send Perv(X ) to Perv(Xs) in
view of [KS, cor. 10.3.13].
5.2. Algebraic nearby cycles. Localizing in the point s ∈ S(C), let us now
replace S by the spectrum of a Henselian discrete valuation ring centered at the
special point s, and denote by η its generic point. We then have an algebraic
version of the nearby cycles, a functor Ψ : Dc
b(X ) → Dc
b(Xs ×s η) in the sense of
[Il, §3.1 and §4]. It factors over a functor Dc
b(Xη) → Dc
b(Xs ×s η) which we also
denote by Ψ. The properties described in the analytic setting carry over to this
case. We have a sequence (5.1.2), and Ψ maps Perv(Xη) to Perv(Xs) and commutes
with Verdier duality by th. 4.2 and cor. 4.5 of loc. cit. Furthermore, if X → S is
an abelian scheme, then Ψ is a tensor functor with respect to convolution on Xη
resp. Xs by compatibility with proper maps [SGA7, exp. XIII, 2.1.7] and by the
Künneth formula [BB, 5.1].
5.3. Group-theoretical reformulation. For an abelian scheme X → S, in the
setting of 5.2, let T be a tensor subcategory of Pmixed(Xη). Denote by TΨ be the
tensor subcategory of Pmixed(Xs) generated by the image Ψ(T ). If T is a finitely
generated tensor category, so is TΨ. Then there are algebraic k-groups G and GΨ
such that T = Rep(G) and TΨ = Rep(GΨ), where the right hand sides denote the
tensor categories of algebraic representations of G resp. GΨ.
Lemma. The functor Ψ is a k-linear ⊗-functor ACU and maps perverse sheaves
in T (Xη) to perverse sheaves in T (Xs). Hence it induces a k-linear exact ⊗-functor
Ψ : Rep(G) −→ Rep(GΨ).
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Proof. The algebraic analog of the isomorphism (5.1.1) shows that Ψ maps
complexes with vanishing Euler characteristic to complexes with vanishing Euler
characteristic. So we get a ⊗-functor
Pmixed(Xη) −→ Pmixed(Xs),
which immediately implies the assertions. Notice that Ψ maps distinguished trian-
gles to distinguished triangles, hence induces an exact functor. 
Recall that Deligne [Del6, sect. 8] has attached to any Tannaka category T an
Ind(T )-groupscheme π(T ), called the fundamental group of T . By 8.15 of loc. cit.
any k-linear exact ⊗-functor η : T1 → T2 induces a morphism
(5.3.1) π(T2) −→ η(π(T1)).
Under the weak conditions (2.2.1) and (8.1) of loc. cit. (which are verified for
representation categories Ti = Rep(Gi) of algebraic groups Gi over an algebraically
closed field k of characteristic zero) theorem 8.17 of loc. cit. implies that the functor
η induces an equivalence of T1 with the category of objects in T2 endowed with an
action of η(π(T1)) such that the natural action of π(T2) is induced by (5.3.1) above.
If η is a fiber functor to the tensor category T2 = V eck of finite-dimensional vector
spaces over k, this reduces to the assertion T1 = Rep(G1) for G1 = η(π(T1)).
5.4. Subgroups defined by degenerations. Let T1 = T be a finitely generated
tensor subcategory of Pmixed(Xη) as above, and choose a fiber functor ω of T2 = TΨ.
Then ω◦Ψ is a fiber functor of T1 = T , since it is exact and therefore faithful by the
isomorphism (5.1.1). Hence (5.3.1) applied to the functor Ψ induces a morphism
of algebraic k-groups
GΨ = G2 −→ G1 = G.
In [DM, p. 118] it is shown that this morphism GΨ → G is a closed immersion iff
every object K of T2 = Rep(GΨ) is isomorphic to a subquotient of an object Ψ(K ′)
for some K ′ in T1 = Rep(G). In our situation this holds by the definition of TΨ, so
we get the
Lemma. The algebraic k-group GΨ is a closed algebraic k-subgroup of G, and Ψ
can be identified with the restriction functor Rep(G)→ Rep(GΨ).
5.5. Semisimplification. In dealing with Tannakian categories of mixed perverse
sheaves on abelian varieties X over k one can use the following
Lemma. Let 〈δ〉 = Rep(G) be the full tensor subcategory of Pmixed(X) which is
generated by a mixed perverse sheaf δ. Then the full tensor subcategory generated
by the semisimplification δss is
〈δss〉 = Rep(Gred)
where Gred = G/Ru(G) denotes the quotient of G by its unipotent radical.
Proof. This boils down to a statement about the categories of representations of
algebraic groups over a field of characteristic zero; see [KrW2]. 
6. Local Monodromy
In the setting of 5.1, let δ ∈ Perv(X )[−1]. Then Ψ(δ) is a perverse sheaf on
Xs, and for fixed t ∈ D∗ the action of π1 = π1(D∗, t) on the universal cover D˜∗
induces a monodromy operation on this perverse sheaf. In the algebraic setting of
section 5.2 we can proceed similarly, replacing the fundamental group π1 by the
pro-cyclic local monodromy group Zl(1) as in [Il, §3.6], see section 6.4 below.
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6.1. Unipotent nearby cycles. Let T be a generator of π1 acting on Ψ(δ) as
above. We have a direct sum decomposition
Ψ(δ) = Ψ1(δ) ⊕Ψ 6=1(δ)
where Ψ1(δ) ⊆ Ψ(δ) denotes as in [Rei, lemma 1.1] the maximal perverse subsheaf
on which T acts unipotently. Similarly Φ(δ) = Φ1(δ) ⊕ Φ 6=1(δ). We say that δ
has unipotent global monodromy if H•(Xs,Ψ1(δ)) = H•(Xs,Ψ(δ)). Then from the
Picard-Lefschetz formulas [SGA7, exp. XV, th. 3.4(iii)] one draws the
Lemma. If Xs is regular except for finitely many ordinary double points and if
dim(Xs) is odd, then δ = δX [−1] has unipotent global monodromy; more precisely
(T − 1)2 acts trivially on H•(Xs,Ψ(δ)).
Returning to the general case, since by definition T−1 acts nilpotently on Ψ1(δ),
we can define N = 12πi log(T ) : Ψ1(δ) −→ Ψ1(δ)(−1). The cone of N in Dc
b(Xs,C)
is given by
C
(
Ψ1(δ)
N
−→ Ψ1(δ)(−1)
)
= C
(
Ψ(δ)
T−1
2pii−→ Ψ(δ)(−1)
)
= i∗Rj∗j
∗(δ[1]).
Indeed, the first equality holds because T −1 is an isomorphism on Ψ 6=1(δ) whereas
on Ψ1(δ) its kernel and cokernel coincide with those of N up to a weight shift. For
the second equality see [Il, eq. (3.6.2)] and the remarks thereafter. The perversity of
Ψ1(δ) and the above formula for the cone of N imply that if we define specialization
functors by
sp(−) = pH0(i∗Rj∗j
∗(−)) and sp†(−) = pH1(i∗Rj∗j
∗(−)),
we obtain an exact sequence of perverse sheaves on Xs
0 −→ sp(δ) −→ Ψ1(δ)
N
−→ Ψ1(δ)(−1) −→ sp
†(δ) −→ 0.
Since Ψ and hence also Ψ1 preserve distinguished triangles, the functor sp is left
exact on perverse sheaves.
6.2. The monodromy filtration on Ψ1(δ). As in [Del3, section 1.6] the nilpotent
operator N gives rise to a unique finite increasing filtration F• of Ψ1(δ) in Perv(Xs)
such that for all i,
• N(Fi(Ψ1(δ))) ⊂ Fi−2(Ψ1(δ))(−1), and
• N i induces an isomorphism Gri(Ψ1(δ))
∼=
→ Gr−i(Ψ1(δ))(−i).
Each Gr−i(Ψ1(δ)) with i ≥ 0 has an increasing filtration with composition factors
P−i(δ), P−i−2(δ)(−1), P−i−4(δ)(−2), . . . where
Pi(δ) := ker(N : Gri(Ψ1(δ))→ Gri−2(Ψ1(δ))(−1)),
In what follows we will represent this situation as in loc. cit. by a triangle
... . . .
Gr2(Ψ1(δ)) P−2(δ)(−2)
N∼=

Gr1(Ψ1(δ)) P−1(δ)(−1)
N∼=

. . .
Gr0(Ψ1(δ)) P0(δ) P−2(δ)(−1)
N∼=

Gr−1(Ψ1(δ)) P−1(δ) . . .
Gr−2(Ψ1(δ)) P−2(δ)
... . . .
where each line gives the decomposition of the corresponding graded piece. The
lower boundary entries P0(δ), P−1(δ), P−2(δ), . . . in the triangle are the graded
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pieces of sp(δ) = ker(N), with P0(δ) as the top quotient. In the situation of
proposition 7.1(a) below, the entries above these lower boundary entries belong
to Φ1(δ).
6.3. The monodromy filtration on Ψ(δ). For any δ ∈ Perv(X )[−1], the local
monodromy theorem [Il, th. 2.1.2] and the Jordan decomposition of the nearby
cycles [Rei, lemma 4.2] show that there is an a ∈ N such that T a− 1 is nilpotent on
all of Ψ(δ). In this case, using the operator N ′ := 12πi log(T
a) : Ψ(δ) → Ψ(δ)(−1)
in place of N : Ψ1(δ) → Ψ1(δ)(−1) one can define a filtration F ′• as in section 6.2
on all of Ψ(δ). This filtration does not depend on the chosen a such that T a − 1
is nilpotent. Even though in general one has N ′|Ψ1(δ) 6= N , the fact that T acts
unipotently on Ψ1(δ) implies that the kernel and the image of N
′|Ψ1(δ) are the same
as those of N . Hence
F•(Ψ1(δ)) = Ψ1(δ) ∩ F
′
•(Ψ(δ)).
Notice however that sp(δ) = ker(N : Ψ1(δ)→ Ψ1(δ)(−1)), as defined in 6.1, will in
general only be a perverse subsheaf of ker(N ′ : Ψ(δ)→ Ψ(δ)(−1)) because N ′ may
have a non-trivial kernel on Ψ 6=1(δ). On the other hand, working with Ψ(δ) instead
of Ψ1(δ) has the following advantage.
6.4. Tensor functoriality. All of the above has an analog in the algebraic setting
of section 5.2, if T is a topological generator of the local monodromy group Zl(1)
as in [Il, §3.6].
Lemma. For δ ∈ Perv(Xη), denote by Gr′•(Ψ(δ)) =
⊕
i∈ZGr
′
i(Ψ(δ)) the associated
graded with respect to the filtration F ′• on Ψ(δ) as defined above. Then we have an
induced functor
Gr′• ◦Ψ : P (Xη) −→ P (Xs), δ 7→ Gr
′
•(Ψ(δ))
which is a tensor functor with respect to convolution.
Proof. By lemma 5.3, Ψ induces a tensor functor P (Xη) → Pmixed(Xs) with
respect to convolution. If a fixed generator of Zl(1) acts on δi ∈ Perv(Xη) via
endomorphisms Ti : Ψ(δi) → Ψ(δi) for i ∈ {1, 2}, then this generator acts on the
convolution product Ψ(δ1 ∗ δ2) = Ψ(δ1) ∗ Ψ(δ2) via the product T1 ∗ T2. Since the
tensor subcategory of Pmixed(Xs) generated by Ψ(δ1) and Ψ(δ2) is equivalent to
the category of representations of some algebraic group, as in [Del3, prop. 1.6.9]
one deduces Gr′i(Ψ(δ1) ∗Ψ(δ2)) =
⊕
i1+i2=i
Gr′i1(Ψ(δ1)) ∗Gr
′
i2
(Ψ(δ2)). 
6.5. Weights. Concerning weights we have the following observation which is due
to Gabber [Sa2, 1.19] [BB, th 5.1.2].
Lemma. If δ underlies a pure Hodge module of weight w on Xη, then each graded
piece Gr′i(Ψ(δ)) is pure of weight w + i and the filtration F
′
•(Ψ(δ)) is the weight
filtration of Ψ(δ) up to an index shift. Hence the analogous statement also holds
for the filtration F• of Ψ1(δ) .
7. Behavior of G(X,Θ) under specialization
In this section we study the behavior of the Tannaka group G(X,Θ) when the
ppav (X,Θ) degenerates. For this we need to control the specialization functor sp
as defined in section 6.1 above.
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7.1. Proposition. With notations as in section 5.1, for δ ∈ Perv(X )[−1] the
specialization is given by
sp(δ) = i∗(j!∗γ)[−1] with the perverse sheaf γ = δ[1]|XD∗ .
This in particular leads to the following two observations.
(a) If δ = (j!∗γ)[−1], then sp(δ) = i∗(δ). In this case the triangle (5.1.2) yields
an exact sequence of perverse sheaves
0 −→ sp(δ) −→ Ψ(δ) −→ Φ(δ) −→ 0,
and the same also holds with Ψ and Φ replaced by Ψ1 and Φ1.
(b) If δ underlies a mixed Hodge module of weight ≤ w, so does sp(δ).
Proof. Part (a) follows directly from the formula for sp(δ). For exactness of
the sequence it does not matter whether we use the functors Ψ and Φ or their
unipotent counterparts because the monodromy operator T acts trivially on sp(δ).
Part (a) also follows directly from the formula for the specialization, together with
the permanence properties of weights under pull-back and intermediate extensions.
It remains to show that
sp(δ) = i∗(j!∗γ)[−1].
For this notice that a basic property of intermediate extensions [KW, III.5.1] implies
i∗j!∗γ =
pτ<0i
∗Rj∗γ. Furthermore we have
pτ<0i
∗Rj∗γ = sp(δ)[1] since j is affine
so that i∗Rj∗γ ∈ pD
[−1,0](X0) in view of Artin’s vanishing theorem [BBD, th. 4.1.1].
See also the formula for the cone of N in the proof of lemma 6.1. 
7.2. Some further remarks. In the situation of part (a) above, the local invariant
cycle theorem [BBD, cor. 6.2.9] states that for all i ∈ Z the induced morphisms
Hi(Xs, sp(δ))→ Hi(Xs,Ψ(δ)) factor through epimorphisms
Hi(Xs, sp(δ)) ։ H
i(Xs,Ψ(δ))
T
onto the invariants under the local monodromy group. In (b), if δ is pure of some
weight w, we denote by sp(δ) the highest top quotient (of weight w) of the weight
filtration of sp(δ).
Example. (i) If X is smooth over S of relative dimension d, then
sp(CX [d]) = CXs [d].
(ii) If X is regular of dimension d + 1, then sp(CX [d]) = CXs [d]. If in addition
Xs is normal and if the only singularities of Xs are finitely many ordinary double
points, then sp(CX [d]) = δXs .
Proof. Part (i) is obvious. To check the first statement in (ii), note that the
regularity of X implies j!∗j∗(CX [d + 1]) = CX [d + 1]. For the second statement
in (ii) see lemma 11.1, noting that in the case at hand Xs is automatically a local
complete intersection. 
For a principally polarized abelian scheme X → S with relative theta divisor
ΘX ⊂ X over a discrete valuation ring S we denote by Θs = ΘXs and Θη = ΘXη
the theta divisors of the special resp. generic fibre. Then we have the following
Lemma. If ΘX and Θs are normal, then sp(δΘη ) contains δs. In particular, then
Gs = G(Xs,Θs) is a subquotient of G = G(Xη,Θη), and the defining representations
of these groups satisfy dimk(ω(δΘs)) ≤ dimk(ω(δΘη )).
Proof. a) If δΘs is a constituent of sp(δΘη), then Gs is a quotient of the Tannaka
group GΨ, and lemma 5.4 implies GΨ →֒ G. So the second statement of the lemma
follows from the first one. It remains to show that, if ΘX and Θs are normal, δΘs
is a constituent of sp(δΘη ).
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b) If ΘX is normal, lemma 11.1(ii) gives an exact sequence of perverse sheaves
0 → ψΘX → kΘX [g] → δΘX → 0 where ψΘX has weights < g. Recall that
i∗δΘX [−1] = sp(δΘη) is perverse by proposition 7.1. Hence, if we apply i
∗[−1]
to this sequence, we get an exact sequence of perverse sheaves on Xs
0→ pH0(i∗ψΘX [−1])→ kΘs [g − 1]→ sp(δΘη)→
pH1(i∗ψΘX [−1])→ 0 ,
since Θs is a local complete intersection and therefore also i
∗kΘX [g−1] = kΘs [g−1]
is perverse. Since the restriction functor i∗ preserves upper bounds on weights, the
first term pH0(i∗ψΘX [−1]) has weights < g − 1.
c) Lemma 11.1(i) applied to the special fiber gives an exact sequence of perverse
sheaves
0→ ψΘs → kΘs [g − 1]→ δΘs → 0
where ψΘs has weights < g − 1 with pure quotient δΘs of weight g − 1. Thus the
perverse sheaf kΘs [g − 1] admits δΘs as the highest weight quotient. For weight
reasons and by the exact sequence in b), this epimorphism factors over the quotient
perverse sheaf sp(δΘη ), because
pH0(i∗ψΘX [−1]) has weights < g − 1. Again for
weight reasons the epimorphism then also factors over sp(δΘη ), which means that
we get an epimorphism sp(δΘη)։ δΘs . 
In passing we remark that if in the lemma the assumption that Θs is normal is
replaced by the assumption that Θη is smooth, then the argument in b) does imply
that kΘs [g − 1] is a perverse subsheaf of sp(δΘη). Indeed, then ψΘX = i∗(α) for
some perverse sheaf α supported in the fiber Θs, so that
pH0(i∗ψΘX [−1]) vanishes
since i∗ψΘX = α is perverse.
8. Proof of the main theorem for g = 4: Outline
To prove the main theorem from the introduction, let X be a general ppav
of genus 4 with a smooth theta divisor Θ ⊂ X . We want to show that up to
skyscraper sheaves the symmetric and alternating squares of δΘ define irreducible
representations of G, i.e. that the perverse sheaves δ± are simple objects in the
representation category Rep(G(X,Θ)) = P (X,Θ). For this we compare two tensor
functors,
(a) the global motivic functor MT : MHM(X,Θ) → sRep(MT(X,Θ)) related
to the Mumford-Tate group of Θ, and
(b) a restriction functor induced from an embedding GΨ →֒ G = G(X,Θ) of
algebraic groups via the theory of vanishing cycles for a degeneration of X
into the Jacobian JC of a general curve C.
For part (a) recall the realization functor Db(MHM(X)) → Dc
b(X, k) from the
bounded derived category of the abelian category of mixed Hodge modules. We
define MHM(X,Θ) ⊂ Db(MHM(X)) to be the preimage P (X,Θ) ⊂ Dc
b(X, k). The
direct image under the structure morphismX → Spec(C) induces the desired tensor
functor MT to the category of k-linear finite-dimensional super representations of
the Mumford-Tate group MT(X,Θ).
For part (b) we let (X,Θ) degenerate into the Jacobian JC of a general curve of
genus 4. By the formalism of section 7, the subgroup GΨ ⊂ G = G(X,Θ) defined
by this degeneration contains the group G(JC,ΘJC) = Sl(6,C)/µ3 from [We1]. As
explained in section 9.3, the representations of G associated to the perverse sheaf δΘ
and its tensor square become reducible under restriction to the subgroup GΨ, but
only with very few simple constituents. This is the first step of the proof. To
proceed further one considers the same curve degeneration from a Hodge-theoretic
point of view. Notice that the functors in (a) and (b) are not directly related to
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each other, but only indirectly via the following diagram, where the vertical tensor
functor is the composition of the realization functor MHM(X,Θ)→ P (X,Θ) with
the quotient functor P (X,Θ)→ P (X,Θ) = P (X,Θ)/T (X):
MHM(X,Θ)

MT // sRep(MT(X,Θ)) // sRep(MT(JC,ΘJC))
P (X,Θ) // Rep(G) // Rep(GΨ) // Rep(G(JC,ΘJC))
Unlike the functor MHM(X,Θ)→ Rep(G(JC,ΘJC)), the Hodge-theoretic functor
MHM(X,Θ) → sRep(MT(X,Θ)) is non-trivial on T (X). To compare the two
functors we have to keep track carefully of all constituents from T (X) which have
been computed in lemma 3.4.
The key lemma 9.5 is that the two summands δ± of the tensor square of δΘ are
simple up to skyscraper sheaves. To show this we will construct two large simple
subobjects γ± ⊆ δ± and show that they coincide with δ± up to skyscraper sheaves.
For the key lemma we compare the decomposition of the objects δ± ∈ MHM(X,Θ)
in the two representation categories sRep(MT(Θ)) and Rep(G(JC,ΘJC)). The im-
age of δ± in sRep(MT(X,Θ)) has many irreducible summands. Even after ignoring
the terms from T (X) there appear 28 irreducible representations of the Mumford-
Tate group in the representation associated to the tensor square of H•(X, δΘ); the
complete list can be read off from table 1 in section 12.
For a comparison with (b) the behavior of the Mumford-Tate group under the
degeneration of (X,Θ) into (JC,ΘJC) is relevant. SinceMT(ΘJC)sc = Sp(8,C) for
a general curve C of genus 4, this behavior is encoded in a group homomorphism
MT(JC,ΘJC)sc = Sp(8,C)
(id,ϕ)
// Sp(8,C)× Sp(10,C) = MT(X,Θ)sc
where the homomorphism ϕ is defined in section 9.4. It is also important to keep
track on the natural weight filtrations induced by the curve degeneration for both
functors in situation (a) and (b) together with the action of the local monodromy
operator N and the involution σ.
The punchline of the argument is that the local monodromy action is nontrivial
only for 10 of the 28 cohomology summands, namely those where the representation
associated to B is involved. On each of these 10 summands the local monodromy
can be easily described in terms of B. In fact, by the local invariant cycle theorem
the decomposition related to the functor in (b) is compared to the invariants of the
local monodromy on the cohomology, which can be computed from the invariants
BN ⊂ B and table 1. If the N -invariants SN of one of the relevant 10 summands S
contributes to the decomposition of γ± induced by the functor in (b), then already
the complete summand S is contained in the cohomology of γ±. Since B
N is a
large subspace in B, this allows to identify S in the cohomology of the factor γ±
by a comparison with table 2.
9. Proof of the main theorem for g = 4: The details
In order to apply the motivic results of section 2, we give the proof in an analytic
framework. Notice however that all steps in the proof work in the same way if one
replaces the Mumford-Tate group MT(B) by its motivic counterpart M(B) in the
sense of André using section 2.8; in particular, the objects δ± will be shown to be
simple not only as mixed Hodge modules but also as perverse sheaves (as required
for the main theorem).
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Recall that if V is a complex algebraic variety, Dc
b(V, k) is a full subcategory of
the derived category of complexes on the analytic space V an which are constructible
for an algebraic stratification [BBD, 6.1.2]. Hence it is a full subcategory of the
category of all C-constructible complexes on V an in the sense of [KS]. The number
of constituents of a semisimple complex is the same in any of the above triangulated
categories in which it lies, so we will denote all of them indifferently by Dc
b(−,C).
9.1. Degeneration into a Jacobian. We first construct the degenerating family
of ppav’s to be used in the proof. Let C be a generic smooth algebraic curve of
genus g = 4 over C and (JC,ΘJC) its Jacobian variety. Recall that the theta
divisor ΘJC has precisely two distinct ordinary double points ±e as singularities.
Lemma. There exists a principally polarized abelian scheme (X ,ΘX ) over a smooth
quasi-projective curve S,
ΘX
  //
"" ""❋
❋❋
❋❋
❋❋
❋
X
f

S
and a point s ∈ S(C) such that
• the fibre in s is (Xs,Θs) ∼= (JC,ΘJC),
• the total space X and the relative theta divisor ΘX are nonsingular,
• over S∗ = S \ {s}, the structure morphisms XS∗ = X ×S S
∗ → S∗ and
ΘX ∗ = ΘX ×S S∗ → S∗ are smooth.
Proof. Write JC = C4/(Z4 + τ0Z
4) for some point τ0 in the Siegel upper half
plane H4, and choose lifts ±z0 in C4 of ±e ∈ JC. Let π : H4 → A4 be the analytic
quotient map. Since ±e are ordinary double points of ΘJC , by the heat equation
the gradient of the Riemann theta function θ(τ, z) in τ -direction does not vanish
at (τ0,±z0). Since A4 is quasi-projective, we can use a suitable system of regular
parameters of the regular local ring at τ0 to construct Zariski-locally a smooth
algebraic curve S ⊂ A4 intersecting J4 transversely in s = π(τ0) in a tangent
direction along which the gradient of τ 7→ θ(τ,±z0) does not vanish at τ0. We define
(X ,ΘX ) as the restriction of the universal ppav (Cg ×Hg)/(Z2g ⋊ Sp(8,Z))→ A4
to S, shrinking S if required. 
9.2. Some notations. In order to transfer the constructions of section 3.3 to the
relative situation 9.1, consider the pure Hodge module δ = δΘX [−1] = CΘX [3].
By Gabber’s theorem its relative symmetric resp. alternating convolution square
decomposes as S2(δ) = δ+⊕ τ+ resp. Λ2(δ) = 1X ⊕ δ−⊕ τ− where 1X is a complex
supported on the zero section of X and concentrated in degree zero, where δ± are
semisimple complexes and τ± =
⊕
µ≡α±(mod 2)
f∗(R−3−|µ|f∗(δX ))⊗ δX [µ− 1] as in
lemma 3.4. For each t ∈ S∗(C) the restrictions τ±|Xt and δ±|Xt are the complexes
that were previously denoted by τ± resp. δ±. To prove the main theorem it clearly
suffices to show that the new δ± ∈ Dc
b(X ,C) are simple.
We consider equivariant perverse sheaves [KW, section III.15] with respect to
the involution σ = −idXs . Let 1σ± be the σ-equivariant skyscraper sheaf 1 with σ
acting by ±1. For x ∈ Xs \{0} let 1±x = t∗x(1)⊕ t
∗
−x(1) be the simple σ-equivariant
skyscraper sheaf supported in {±x}, with σ flipping the two summands.
9.3. Monodromy filtrations. Recall that by construction Θs = ΘXs is regular
except for two distinct ordinary double points ±e. In particular, then δ = δΘX [−1]
20 T. KRÄMER AND R. WEISSAUER
has unipotent global monodromy by lemma 6.1. From section 6.2 we deduce that
the monodromy filtration diagram of Ψ1(δ) is
1±e(−2)
N∼=

δΘX s
1±e(−1)
since sp(δ) = λΘs by ex. 7.2 and since the weight filtration of λΘs is defined by the
exact sequence 0→ 1±e(−1)→ λΘs → δΘs → 0 of lemma 11.1.
Remark. The above implies χ(δΘs) = χ(Ψ1(δ)) − 4 = g!− 4 = 20. For any g ≥ 4
and r ∈ N, similar arguments show that for a ppav (Xs,Θs) whose theta divisor Θs
has precisely r ordinary double points as singularities, one has χ(δΘs) = g!− 2r.
Now consider Ψ1(δ±). Clearly S
2(1±e) = 1±2e ⊕ 1σ+ and Λ2(1±e) = 1σ−, and
with notations as in [We1], theorem 14 on p. 123 in loc. cit. and the representation
theory of Sl(6,C) imply that
S2(δΘs) = δ3,3 ⊕ δ5,1 and Λ
2(δΘs) = δ4,2 ⊕ δ6,0.
In what follows, we write δα =
pδα⊕ cδα where cδα is a direct sum of complex shifts
of δXs and
pδα has no constituents in T (X). Here c and p stand for the properties
of being constant resp. perverse.
Lemma. Up to constituents with vanishing hypercohomology, the complex Ψ1(δ+)
has the monodromy filtration diagram
(1±2e ⊕ 1σ+)(−4)
N∼=

(δΘs ∗ 1±e)(−2)
N∼=

pδ3,3 ⊕ pδ5,1 ⊕ 1σ−(−3) (1±2e ⊕ 1σ+)(−3)
N∼=

(δΘs ∗ 1±e)(−1)
(1±2e ⊕ 1σ+)(−2)
with graded pieces of weights 4, 5, 6, 7 and 8. For Ψ1(δ−) one has the diagram
1σ−(−4)
N∼=

(δΘs ∗ 1±e)(−2)
N∼=

pδ4,2 ⊕ (1±2e ⊕ 1σ+)(−3) 1σ−(−3)
N∼=

(δΘs ∗ 1±e)(−1)
1σ−(−2)
with graded pieces of the same weights as above.
Proof. Use lemma 6.4 and the fact that Ψ1(δ±) differs from Ψ(δ±) at most
by constituents with vanishing hypercohomology, taking into account that δ± has
unipotent global monodromy. To lift the obtained result from P (Xs) to Perv(Xs),
note that the complex translates of δX0 which enter Ψ1(S
2(δ)) and Ψ1(Λ
2(δ)) can
be computed as in lemma 3.4, so no additional such terms occur in Ψ1(δ±). 
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9.4. The degenerate Hodge structure. For a suitable choice of (X ,ΘX ) in
lemma 9.1 and suitable (fixed) t ∈ S∗(C) we abbreviate Θt = ΘXt. Then section 2
shows
MT(Θt)sc = MT(Xt)× Sp(10,C) where MT(Xt) = Sp(8,C).
In section 12 we compute the natural pure Hodge structure on H•(Xt, δ±|Xt) as
a representation of this group MT(Θt)sc. But H
•(Xt, δ±|Xt) can also be equipped
with a different (mixed) Hodge structure which is induced from the mixed Hodge
modules Ψ(δ±) via the isomorphism H
•(Xt, δ±|Xt) ∼= H
•(Xs,Ψ(δ±)).
Let us call this Hodge structure on H•(Xt, δ±|Xt) the degenerate one. Note that
the subquotients of the degenerate Hodge structure, such as its invariants under
the monodromy operator N , are no longer representations of MT(Θt)sc but only
representations of MT(Θs)sc = MT(C) = Sp(8,C).
To obtain the degenerate Hodge structure on H•(Xt, δ±|Xt), one easily sees that
in table 1 of section 12 the representations of MT(Xt) = Sp(8,C) are unchanged
(including their weights) when viewed as representations of MT(Xs) = Sp(8,C). In
particular, all of them are invariant under the monodromy operator N . However,
for the standard representation B of Sp(10,C) the situation is different as we will
see in the lemma below: The degenerate Hodge structure arises from the natural
one by pull-back along a monomorphism
(id, ϕ) : MT(Θs)sc = Sp(8,C) →֒ MT(Θt)sc = Sp(8,C)× Sp(10,C)
for some embedding ϕ : Sp(8,C) →֒ Sp(10,C).
Put Λi = Hi(Xs,Q) for i ∈ N. As representations of the group Sp(8,C) the Λi
are considered as the exterior powers of the standard representation. Notice that
we have Λ0 = (0000),Λ1 = (1000), Λ2 = (0100)⊕ Λ0 and Λ3 = (0010)⊕ Λ1 in the
notations of section 12.
Lemma. On the quotient B of H3(Θt,C) ∼= H0(Xt, δΘt) ∼= H
0(Xs,Ψ(δ)) with its
degenerate limit Hodge structure, the monodromy operator N has the coinvariants
B/BN = Λ0(−2)
which are pure of weight 4, and the weight filtration of the invariants BN is given
by an exact sequence
0 −→ Λ0(−1) −→ BN −→ Λ1(−1) −→ 0
with Λ1(−1) pure of weight 3 and with Λ0(−1) pure of weight 2.
Proof. Since Φ(δ) = 1±e(−2) and sp(δ) = λΘs by section 9.3, we get from
proposition 7.1(a) an exact sequence
0 −→ H0(Xs, λΘs)
α
−→ H0(Xt, δΘt)︸ ︷︷ ︸
=Λ3⊕B
β
−→ H0(X0,1±e(−2))︸ ︷︷ ︸
=(0000)⊕2
where α and β are morphisms of Hodge structures if the middle term is equipped
with the degenerate limit Hodge structure. By the local invariant cycle theorem
the image of α is the subspace of N -invariant elements. Since dimC(B) = 10 and
dimC(Λ
0) + dimC(Λ
1) = 9, by a dimension count the claim follows once we can
exhibit an exact sequence
(9.4.1) 0 −→ Λ0(−1) −→ H0(Xs, λΘs) −→ Λ
3 ⊕ Λ1(−1) −→ 0
The sequence (9.4.1) is obtained as the short exact sequence
(9.4.2) 0 −→ ker(H0(ν)) −→ H0(Xs, λΘs) −→ H
0(Xs, δΘs) −→ 0
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obtained by splicing up the long exact sequence attached to the short exact sequence
0→ 1±e(−1)→ λΘs → δΘs → 0 of lemma 11.1, i.e. with ker(H
0(ν)) isomorphic to
the quotient
(9.4.3) 0 −→ H−1(Xs, λΘs) −→ H
−1(Xs, δΘs) −→ ker(H
0(ν))→ 0.
The right hand side of (9.4.2) and the middle term of (9.4.3) are given by the
cohomology of the smooth curve C via H•(δΘs) = Λ
g−1(H•(δC)), see [We1]. Thus
H0(Xs, δΘs) = Λ
3 ⊕ Λ1(−1) and H−1(Xs, δΘs) = Λ
2 ⊕ Λ0(−1).
To finish the proof it remains to compute H−1(Xs, λΘs) in (9.4.3). For this use the
long exact cohomology sequence associated with the triple (Xs \Θs,Xs,Θs). Since
we have Hic(Xs \Θs,C) = 0 for i ≤ 3 by the ampleness of the theta divisor, we get
H−2(Xs, λXs) = H
2(Xs,C)
∼
−→ H2(Θs,C) = H
−1(Xs, λΘs)
which is isomorphic to Λ2. From this one easily concludes the proof. 
9.5. Two big constituents. We now exhibit two irreducible constituents γ± →֒ δ±
such that sp(γ±) differs from sp(δ±) at most by skyscraper sheaves. For w0 ∈ Z
and a mixed perverse sheaf π on Xs, we will denote by πw<w0 the maximal perverse
subsheaf of π of weights < w0.
Key lemma. There exist unique irreducible constituents γ± →֒ δ± in Perv(Xt)
with the property pδ5,1 ⊕ pδ3,3 →֒ sp(γ+) and pδ4,2 →֒ sp(γ−) in Perv(Xs). The
perverse sheaves sp(γ+)w<6 and sp(γ−)w<6 both admit δΘs ∗1±e(−1) as a quotient.
Proof. Recall from lemma 9.3 that K = δΘs ∗ 1±e(−1) is a σ-equivariant simple
constituent of sp(δ±)w<6. Suppose ǫ± is a constituent of δ± for which sp(ǫ±) does
not contain K. Then sp(ǫ±)w<6 and Φ(ǫ±) are skyscraper sheaves, hence
H−3(Xs,Φ1(ǫ±)) = 0 and H
−2(Xs, sp(ǫ±))
∼
−→ H−2(Xs,Ψ1(ǫ±)).
By the local invariant cycle theorem we then have an isomorphism
H−2(Xs,Ψ1(ǫ±))
∼
−→ H−2(Xt, ǫ±|Xt)
N .
To compute H−2(Xt, ǫ±|Xt)
N we use the second line of table 1 in section 12 where
H−2(Xt, δ±|Xt) is listed. The monodromy operator N acts non-trivially only on B,
and B/BN and BN were computed in lemma 9.4.
We claim that the summand (1000)⊗BN of H−2(Xt, δ±|Xt)
N is linearly disjoint
from H−2(Xt, ǫ±|Xt)
N . Otherwise the summand (1000)⊗ BN would be contained
in H−2(Xs, sp(ǫ±)) by global monodromy reasons since ǫ± are complexes defined
globally on X . Namely, (1000)⊗B would occur in H•(Xs,Ψ(ǫ±)) = H•(Xt, ǫ±) as a
representation of the Mumford-Tate group, so by the local invariant cycle theorem
the representation (1000)⊗BN would occur in H−2(Xs, sp(ǫ±)). This is impossible,
since BN is not pure.
By section 12, our claim shows H−2(Xs, sp(ǫ±)) ⊆ (1010)⊕ (0100). Hence again
by section 12, the simple perverse sheaves
L = pδ5,1,
pδ4,2 or
pδ3,3
cannot appear as constituents of sp(ǫ±) because for these perverse sheaves L the
representation of the group MT(Xs) = Sp(8,C) on H−2(Xs, L) is not contained in
(1010)⊕ (0100) (see line 2 of table 2).
Hence for any σ-equivariant constituent γ± of δ± such that sp(γ±) contains one
of the constituents L above, sp(γ±) has K as a constituent. Since from lemma 9.3
we know K enters with multiplicity one in sp(δ±), it follows that there are unique
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σ-equivariant simple constituents γ± of δ± containing one of the simple perverse
sheaves L above. These satisfy
pδ5,1 ⊕
pδ3,3 →֒ sp(γ+) and
pδ4,2 →֒ sp(γ−),
which easily concludes the proof. 
9.6. How to exclude skyscraper sheaves. Now define ε± ∈ Dc
b(X ,C) by the
decomposition δ± = γ± ⊕ ε± of semisimple perverse sheaves. To prove the main
theorem we must show ε± = 0. From lemmas 9.5 and 9.3 we know
spw<6(ε+) →֒ (1±2e ⊕ 1σ+)(−2), sp(ε+) →֒ 1σ−(−3),
spw<6(ε−) →֒ 1σ−(−2), sp(ε−) →֒ (1±2e ⊕ 1σ+)(−3).
In particular, sp(ε±) and hence Ψ(ε±) are skyscraper sheaves, so H
0(Xs, ε±) is a
direct sum of trivial representations (0000). A look at table 1 shows that these
can only arise from lines 2 and 4 of this table; possible candidates arising from
(1000) ⊗ B in line 2 are ruled out by global monodromy reasons since B is an
irreducible representation of MT(Θt). The irreducibility of 1±2e as a σ-equivariant
perverse sheaf hence implies
sp(ε+) = spw<6(ε+) →֒ 1σ+(−2) and sp(ε−) = sp(ε−) →֒ 1σ+(−3).
We now claim sp(ε+) = 0. Indeed, otherwise H
0(Xs, sp(ε)) would be the trivial
representation (0000) of weight 4. But the trivial representation could only arise
from one of the summands
(S2(B))N , (0010)⊗BN or (0000)
in line 4 of the first column of table 1. The first two of these summands cannot
contribute because of global monodromy reasons, and the last one has the wrong
weight 6. This proves our claim that sp(ε+) = 0. But then also Ψ(ǫ+) = 0 and
hence
H•(Xt, ε+|Xt) = H
•(Xs,Ψ(ε+)) = 0
which easily implies ε+ = 0 since ε+|Xt /∈ T (Xt).
By the same argument, to show ε− = 0 it suffices to see that sp(ε−) = 0. If
sp(ε−) 6= 0, then by what we have seen above
sp(ε−) = sp(ε−) = 1σ+(−3),
hence also Ψ(ε−) = 1σ+(−3) and therefore Hν(Xt, ε−|Xt) is C for ν = 0 and zero
otherwise. Therefore χ(ε−|Xt) = 1, and by [KrW2] then ε−|Xt = 1. But this is
impossible since δΘt ∗ δΘt contains the unit object 1 only with multiplicity one. 
10. Equivalence of conjectures B and C
In this section we prove our earlier statement that the conjectures B and C are
equivalent for any g. Again let k = Ql or k = C. Let G be a reductive group over k
and let H →֒ G be a closed subgroup of finite index. For a representation U of G we
will denote by RGH(U) the restriction of U to H . Similarly, for a representation V
of H , let IGH denote the induced representation of G. One then easily proves the
following version of Mackey’s lemma.
Lemma. For every irreducible representation U of G there is a subgroup H ′ ⊆ G
containing H and an irreducible representation V ′ of H ′ with the property that the
restriction RH
′
H (V
′) is isotypic and U ∼= IGH′(V
′).
Corollary. If U is an irreducible representation of G and RGG0(U) contains the
trivial representation, then all constituents of RGG0(U)
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Using this we now prove the equivalence of conjectures B and C for all g. We
must see that B implies C. If B holds, the irreducible representations U = ω(δΘ)
and W± = ω(δ±) of G = G(X,Θ) satisfy
S2(U) =
{
W+
W+ ⊕ k
and Λ2(U) =
{
W− ⊕ k
W−
for
{
g even,
g odd.
Then U cannot be a representation induced from a proper subgroup of G because
otherwise S2(U) would contain at least two non-trivial irreducible constituents.
Hence by the isotypic case of the lemma, RGG0(U) = U
⊕n
0 for some irreducible super
representation U0 of G
0 and some n ∈ N.
If n > 1, then for g even resp. odd, RGG0(W+) resp. R
G
G0(W−) contains U0 ⊗ U0.
Since by self-duality of U0 the trivial representation enters U0 ⊗ U0 and since W+
and W− are irreducible, the corollary would then imply that U0 were trivial. By
faithfulness then G0 would be trivial, i.e. G were a finite group. Then we could
find K ∈ Perv(X) with ω(K) being the regular representation R = k[G]. Since
R⊗R = Rm for m = |G|, then K ∗K ≡ K⊕m modulo T (X), so Hi(X,K) = 0 for
all i 6= 0 by [We1, lemma 5, p. 17], a contradiction since δΘ is a direct summand
of K (every representation of G enters the regular representation R).
Hence n = 1 and RGG0(U) = U0 is irreducible. Then R
G
G0(U) contains a unique
highest weight vector up to scalars, so the same holds for RGG0(S
2(U)). Thus
RGG0(W+) is neither induced nor isotypic in a non-trivial way, hence by the lemma
it must be irreducible. It follows that W+ is irreducible as a super representation
of the super Lie algebra g of G. The classification in [KrW1] and the fact that
dim(V ) = g! then imply that
(a) if g is even, G is of type Ag!−1 or of type Cg!/2,
(b) if g is odd, G is of type Dg!/2,
and that in all these cases V is the standard representation. On the other hand, we
have already observed in section 4.3 that the faithful action of G on V preserves a
nondegenerate alternating resp. symmetric bilinear form β : V ×V → k, defining an
embedding of G into Sp(V, β) resp. O(V, β), for g even resp. odd. So G = Sp(V, β)
in case (a). In case (b) either G = O(V, β) or G = SO(V, β); but the arguments
of [KrW2] show that G does not admit any non-trivial character, so G = SO(V, β)
and we are done. 
11. Appendix: Two lemmas on perverse sheaves
Let k = Ql or k = C, and for a variety Y over an algebraically closed field of
characteristic zero, let kY ∈ Dc
b(Y, k) denote the constant sheaf on Y .
11.1. Weight filtrations. For the computation of nearby cycles the following finer
version of [We1, lemma 2] has been used.
Lemma. (i) If Y is an irreducible normal local complete intersection of dimension d
with singular locus Σ ⊂ Y , then on Y we have an exact sequence of perverse sheaves
0 −→ ψY −→ kY [d] −→ δY −→ 0
where ψY is a mixed perverse sheaf of weights < d whose support is contained in Σ
and δY = ICY [d] is a pure perverse sheaf of weight d.
(ii) If furthermore the only singularities of Y are finitely many ordinary double
points y1, . . . , yn, then ψY = ⊕ni=1δyi(−
d−1
2 ) is a direct sum of skyscraper sheaves
for d odd and ψY = 0 otherwise.
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Proof. (i) This follows from lemma 1 and 2 in [We1]. For the convenience of
the reader we sketch the proof. Suppose Y is irreducible and normal. Then as in
loc. cit. there exists a natural morphism ν : λY → δY of sheaf complexes, such
that H−d(ν) is an isomorphism. For Y normal λY = kY [d], hence λX is a complex
of weights ≤ d whereas δY = ICY [d] is pure of weight d. Since λY ∈ pD≤0(Y ) by
definition and δY is a perverse sheaf, ν factorizes over the truncation morphism
λY → pH0(λY ). Since δY is an irreducible perverse sheaf and ν is nontrivial, it
is easy to see that the induced morphism µ : pH0(λY ) → δY is nontrivial. Hence
µ defines an epimorphism in the category of perverse sheaves. So we obtain a
distinguished triangle
0 −→ ψY −→ kY [d] −→ δY −→ 0 .
with ψY ∈ pD≤0(Y ). The long exact sequence of cohomology sheaves for this distin-
guished triangle implies H−ν(ψY ) ∼= H−ν−1(δY ) for ν ≥ −d+ 2 and H−ν(ψY ) = 0
otherwise, and hence ψY is of weights < d. Finally, if Y is also a local complete
intersection, it follows from [KW, III.6.5] that λY itself is a perverse sheaf.
(ii) Let π : Y˜ → Y be the blow-up of Y in Σ = {y1, . . . , yn}. Notice that Y˜
is smooth. Since π restricts to an isomorphism over U = Y \ Σ, it follows from
purity that Rπ∗(λY˜ ) = δY ⊕ γ for some γ ∈ Dc
b(Y, k) with Supp(γ) ⊆ Σ. Let
us write γ =
⊕n
i=1
⊕
j∈Z(δyi((j − d)/2)[j])
⊕mij with mij ∈ N0. Since the yi are
ordinary double points, the Qi = π
−1(yi) are smooth quadrics of dimension d− 1,
so by [SGA7, exp. XII, th. 3.3]
Hj(Qi, k) =


k(− j2 ) for j ∈ {0, 2, . . . , 2(d− 1)} \ {d− 1},(
k(− j2 )
)2δ
for j = d− 1,
0 otherwise,
where δ = 1 for d odd and δ = 0 for d even. Now H•(Rπ∗(λY˜ ))yi = H
•(Qi, k)[d].
In particular, Hd(γ)yi = 0 and H
d−2(γ)yi = k, so mi,d = 0 and mi,d−2 = 1.
Then mi,±d = 0 and mij ≥ 1 for j = d − 2, d − 4, . . . , 4 − d, 2 − d by the hard
Lefschetz theorem. Another look at stalk cohomology then shows that mij = 1 for
j = d− 2, d− 4, . . . , 4− d, 2− d and mij = 0 otherwise. Thus
Hr(δY )y =


k for r = −d and all y,(
k(− d−12 )
)δ
for r = −1 and y ∈ Σ,
0 otherwise,
with δ as above. On the other hand, kY [d] = λY = H−d(δY ) = stτ≤−d(δY ) by
normality of Y [We1, lemma 1] and [KW, III.5.14]. 
11.2. Counting IC-constituents. Let Y be a variety of dimension g over an
algebraically closed field of characteristic zero, and let δ ∈ Perv(Y ).
Lemma. The perverse sheaf δ admits δY as a constituent iff H
−g(Y, δ) 6= 0.
Proof. We know that δ ∈ stD
≥−g
(Y,C), so Ep,q2 =H
p(Y,Hq(δ))⇒ Hp+q(Y, δ)
implies that H−g(Y, δ) = H0(Y,H−g(δ)). Let j : U →֒ Y be an open dense subset
such that G = δ[−g]|U is locally constant, possibly zero. Then [KW, III.5.14] shows
that H−g(δ) = j∗(G), hence H0(Y,H−g(δ)) = H0(U,G), and this group is zero if
and only if G has no constant subsheaf. 
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• H•(X, δ+) H•(X, δ−)
[3]t (0000)σ+ ⊗ B (0000)σ+ ⊗B
(0010)σ−
[2]t (1000)σ− ⊗B (1000)σ− ⊗ B
(1010)σ+ (0100)σ+
(0100)σ+
[1]t (0100)σ+ ⊗ B (0100)σ+ ⊗B
(1100)σ− (1100)σ−
(1000)⊕2
σ−
(1000)σ−
(0110)σ−
[0]t S2(B) Λ2(B)
(0010)σ− ⊗B (0010)σ− ⊗ B
(2000)⊕2
σ+
(2000)σ+
(0200)σ+ (0200)σ+
(0020)σ+ (0000)σ+
(0000)σ+
Table 1. Decomposition of the Hodge structures H•(X, δ±) as
representations of MT(Θ)sc = Sp(8,C)× Sp(10,C)
• H•(JC, pδ5,1) H•(JC, pδ4,2) H•(JC, pδ3,3)
[3]t (1000) (1000)
(0010)
[2]t (0000) (2000) (2000)
(0100)⊕2 (1010)
(0000)⊕3 (0100)⊕2
(0000)
[1]t (1000)⊕2 (1100)⊕2 (1100)⊕2
(1000)⊕4 (1000)⊕3
(0010) (0110)
(0010)
[0]t (2000) (2000) (2000)⊕2
(0100) (1010) (1010)
(0000) (0200) (0200)
(0100)⊕3 (0100)
(0000)⊕2 (0020)
(0000)⊕2
Table 2. Decomposition of the Hodge structure H•(JC, pδα) as
representations of MT(C) = Sp(8,C)
12. Appendix: Hypercohomology computations
In this appendix we determine the hypercohomology of some perverse sheaves
required in section 9. Let (X,Θ) be a general ppav in A4 as in section 2, and
define δ± ∈ Perv(X) as in 3.3. Let JC be the Jacobian of a general curve C
of genus g = 4, and consider the associated perverse sheaves pδα on JC as in
section 9.3. Let us group the hypercohomology of perverse sheaves into packages
[n]t which are stable under the Lefschetz operator and occur precisely in degrees
n, n − 2, . . . , 2 − n,−n for some n ∈ N0. Denote by (a1, a2, a3, a4) the irreducible
representation of Sp(8,C) with highest weight a1ω1+ · · ·+a4ω4 for the fundamental
dominant weights ω1, . . . , ω4, and let B be as in section 2 for (X,Θ). To indicate
that a representation enters with multiplicity m > 1 we use a superscript ⊕m, and
we specify the action of σ = −idX with a a subscript σ±.
Lemma. The representation of MT(Θ)sc = Sp(8,C) × Sp(10,C) on the Hodge
structure H•(X, δ±) is given in table 1, with σ = −idX acting trivially on B. The
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representation of MT(C) = Sp(8,C) on H•(JC, pδα) for α ∈ {(5, 1), (4, 2), (3, 3)} is
given in table 2.
Proof. This has been worked out using the computer algebra systems MAGMA
and SAGE. For the case of H•(X, δ±) take the symmetric resp. alternating square
of H•(X, δΘ) = (0000)[3]t ⊕ (1000)[2]t ⊕ (0100)[1]t ⊕ ((0010)⊕B))[0]t in the super
sense and then subtract H•(X, τ±). Here σ acts by −1 on (1000) and on (0010) but
trivially on (0000), (0100), (0001). To check that σ acts trivially on B, note that
by [BL, ex. 4.12(14)] the number of 2-torsion points on Θ is 2g−1(2g−1) = 120; the
Lefschetz fixed point formula for σ then implies that σ∗|B = idB. For the last three
columns, for a ≥ b > 0 the Littlewood-Richardson rule in [We1] says that pδa,b is
the difference of pδa ∗ pδb and pδa+1 ∗ pδb−1 up to complex shifts of δJC . These
complex shifts of δJC can be computed as in the proof of lemma 3.4. 
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