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Abstract. Noise plays a fundamental role in a wide variety of physical and biological dynamical
systems. It can arise from an external forcing or due to random dynamics internal to
the system. It is well established that even weak noise can result in large behavioral
changes such as transitions between or escapes from quasi-stable states. These transitions
can correspond to critical events such as failures or extinctions that make them essential
phenomena to understand and quantify, despite the fact that their occurrence is rare. This
article will provide an overview of the theory underlying the dynamics of rare events for
stochastic models along with some example applications.
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1. Introduction. Recent years have seen a dramatic rise in the use of stochastic
systems to model a wide variety of important physical and biological phenomena.
Studies of subcellular processes and tissue dynamics [85], large-scale population dynamics [74], genetic switching [7], magnetic devices [57], optical devices [51, 81, 75, 20],
Josephson junctions [37], fluid mechanics [34, 33, 48], weather and climate [87], and
geosciences [82] have included numerous investigations into how noise affects physical
and biological phenomena at a wide variety of scales. One often sees rare transition
events in these systems that are induced by noise which may be internal or external
to the system. These noise-induced rare events may be associated with a desirable
outcome, such as the extinction of an infectious disease outbreak [6, 11] or eradication
of a pest [71], or an undesirable outcome, such as the sudden clustering of cancerous
cells [55], the outbreak of an infectious disease [72], or a bit error in a digital communication system [29]. Another important class of systems are those that exhibit rare
events due to intermittently activated finite-time instabilities [64, 30]. These types of
rare events include freak water waves in the ocean [17] and ship rolling and capsizing [65]. The need to understand these phenomena has fueled a demand for methods
that quantify the impact of noise on complex systems.
In these stochastic systems, noise can affect the system in a variety of ways.
Assessing the full impact of noise is rarely possible due to the ``curse of dimensionality."" Analysis and computations must often concentrate on the most important
noise-induced events, which include spontaneous switching between coexisting stable states, critical failure of a system, and nucleation of coherent structures. One
important feature of interest when studying noise-induced transitions is the optimal
transition pathway of escape from a metastable state either to another metastable
state or to a stable (absorbing) state. We define the optimal path as the path that
is most likely to occur among all possible paths, recognizing that this path may not
be unique or even exist (i.e., belong to the set of admissible paths). For systems out
of equilibrium such that detailed balance is not satisfied, knowledge of the optimal
path is required for the computation of the mean switching time between states or
the mean time to exit.
This article provides a tutorial overview of noise-induced rare events. By providing theoretical and numerical background along with several example applications
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(a) Particle moving in a potential well under the influence of external noise. (b) Stochastic
realization of the particle position in time.

of recently developed methods to compute the most likely noise pathways to critical events, we hope to enable the reader to quickly apply the methods to original
applications of interest.
1.1. Noise Sources. Stochasticity manifests itself as either external or internal
noise. External noise comes from a source outside the system being considered (e.g.,
population growth under the influence of climatic effects, or a random signal fed into
a transmission line), and often is modeled by replacing an external parameter with
a random process. Internal noise is inherent to the system itself and is caused by
the random interactions of discrete particles (e.g., individuals in a population, or
molecules undergoing a chemical reaction) [46, 39, 86, 84]. Both types of noise can
lead to a rare switching event between metastable states or a rare escape event from
a metastable state.
Figure 1(a) shows a snapshot in time of a particle moving in a quartic potential
well under the influence of external noise. Figure 1(b) shows a single realization of
the particle position in time which shows multiple rare stochastic switches from one
well to another. Figure 2 shows a single realization of the population size in time
for an Allee effect [2] problem in population biology. In this example, the noise is
internal and arises from the random interactions of individuals in a population; the
population fluctuates about the carrying capacity for a long period of time until the
rare extinction event occurs.
There are many possible escape/switching paths, but there is a path along which
switching or escape is most likely to occur. We call this most likely path of escape
or switching the optimal path. It is of great importance in a variety of applied
problems to determine this optimal path since knowledge of the path then enables
the determination of the mean time to escape from a metastable state or to switch
from one metastable state to another metastable state.
Mathematically, the effect of external noise is often described using a Langevin
equation or the associated Fokker--Planck equation (though the dynamics of external
noise may sometimes be described by a master equation [78]). Feynman famously
pointed out that each noise realization corresponds to a particular trajectory of the
system, and therefore the probability density of realizations of trajectories is determined by the probability density of noise realizations [31]. This idea can be used
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Stochastic realization of the population size in time where the local dynamics of the population
exhibit the Allee effect. The solid green line denotes the carrying capacity, while the dashed
red line denotes the Allee threshold.

to formulate a variational problem to find the optimal path that ultimately reduces
to considering trajectories of an auxiliary Hamiltonian dynamical system. One can
solve for the Hamiltonian dynamics, either analytically or numerically, for the most
probable (i.e., optimal) path of escape or switching [36, 25].
The effect of internal noise due to the random interactions of individuals within
the system is described mathematically using a master equation. The master equation
is a large, or even infinite, set of differential equations that cannot in general be solved
analytically. However, the optimal fluctuation path is found to solve an eikonal equation obtained via Wentzel--Kramers--Brillouin--Jeffreys (WKBJ) analysis of the master
equation in the limit of weak internal noise [60, 38, 25, 28, 54, 6, 32, 80, 71, 11, 72].
As in the case of external noise, the optimal path is found by transforming the original stochastic problem into a new deterministic system described by a Hamiltonian
\scrH (x, \lambda ). The dimension of the Hamiltonian is twice the dimension of the original
system due to the conjugate momentum variables \lambda . An optimal path starting at
a metastable state is identified with \scrH (x, \lambda ) = 0; therefore, the method amounts to
finding a zero-energy trajectory of an effective mechanical system, and at least one
of the solutions to the zero-energy Hamiltonian is the optimal path. There may be
other escape, switching, or extinction paths, but the optimal path is the path that
maximizes the probability of escape, switching, or extinction [10].
1.2. Infinite-Dimensional Equations and Large Deviation Theory. Although
it is often straightforward to extend the framework discussed in this article to infinitedimensional systems with states defined on Hilbert spaces [18], we generally restrict
our discussion to finite-dimensional examples. The exception to this is the formal introduction of stochastic PDEs used to model mode-locked lasers and communication
systems introduced in sections 3.1 and 3.2. The simulations performed in these sections, particularly those using importance sampling applied to (95), effectively limit
the bandwidth of noise that is otherwise taken to be delta-correlated in both time and
space. To the authors' knowledge no proof of well-posedness exists for this equation,
and indeed when c2 = 0 in (95), there is evidence to suggest that the stochastic PDE
is ill-posed [14, 15].
Finally, we note that large deviation results for stochastic PDEs are becoming
more common in the literature, particularly in the context of parabolic equations with
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damping at high wavenumbers [44, 45]. Large deviation principles for the nonlinear
Schr\"
odinger equation with additive and multiplicative noise have been shown when
the noise is colored in space [19, 40, 41].
2. Transitions, Exits, and Extinctions.
2.1. Mean First Exit Time Due to External Noise. The effect of noise on a
physical system can be described in a variety of ways, all of which aim to capture
how a single deterministic solution has been transformed by noise into a distribution
of solutions and what the characteristics are of that distribution. This can take the
form of a boundary value problem with random data or random coefficients, as one
might find in the forward (scattering) problem associated with imaging of the earth
or of living tissue, or it can take the form of an initial value problem with random
data, as in numerical weather prediction. We will focus here on initial value problems
with time-dependent random forcing, specifically on stochastic dynamical systems
described by a well-defined state evolving in time, where the evolution is probabilistic
due to the presence of noise. This section provides some definitions to set the context
of what follows. Although we will consider a one-dimensional (1D) framework, one
can naturally extend the results to the multidimensional case.
We begin by considering the stochastic differential equation (SDE) described by
(1)

x\. = f (x) + \eta (t),

where \eta (t) expresses an additive randomly distributed noise term influencing the state
x(t). Whether resulting from truly random (e.g., quantum) phenomena or simply an
assortment of physical phenomena not included in the model for reasons of scale or
uncertainty, \eta (t) can often be equated with the formal time derivative of a Brownian
motion, resulting in paths x(t) that are continuous and Markovian (i.e., ``memoryless""). Since these paths, referred to as diffusion processes, are generally not differentiable, it is helpful to consider the statistics of finite increments \Delta \eta  = \eta (t + \Delta t)  -  \eta (t).
These increments are drawn from a Gaussian distribution with mean and variance
given by
(2)

\BbbE [\Delta \eta ] = 0

and

\BbbE [(\Delta \eta )2 ] = D\Delta t,

where \BbbE [\cdot ] denotes the expectation or expected value of a quantity with respect to
its distribution. A natural way to think of (1) is therefore as the limit of the Euler-Maruyama method [73], which is simply the expression of the comments above in the
form of a numerical integration method to obtain \Delta x = x(t + \Delta t)  -  x(t):
(3)

\Delta x = f (x(t))\Delta t + \Delta \eta .

Then (1) is understood as the limiting process as \Delta t \rightarrow  0, such that
(4)

\BbbE [\eta (t)] = 0

and

\BbbE [\eta (t)\eta (t\prime  )] = D\delta (t  -  t\prime  ),

where D is the noise intensity. Details of the Euler--Maruyama method can be found
in Appendix A.
Some of the SDEs considered in the following sections have state-dependent functions multiplying the random term, i.e.,
(5)

x\. = f (x) + \sigma (x)\eta (t).
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This expression is subject to interpretation depending on how one determines the limit
described above. Two standard interpretations of this stochastic integral predominate,
including the prepoint or It\^o interpretation,
\int 

(6)

t+\Delta t

t

\sigma (x(s))\eta (s) ds \approx  \sigma (x(t))\Delta \eta ,

and the midpoint or Stratonovich interpretation,
(7)

\int 

t

t+\Delta t

\sigma (x(s))\eta (s) ds \approx 

1
[\sigma (x(t)) + \sigma (x(t + \Delta t))] \Delta \eta .
2

The examples that follow will use only the It\^
o interpretation for simplicity, although
for many physical models the Stratonovich interpretation is more appropriate [86].
Reflecting the fact that (1) is best understood as a distribution of paths determined by possible realizations of the random driving term \eta (t), its solution can be
alternatively expressed as a transition density p(x, t| y, s) such that the probability of
finding x(t) in a measurable set \Omega  conditioned on x(s) = y with s \leq  t is given by
\int 
(8)
P (x(t) \in  \Omega | x(s) = y) =
p(x, t| y, s) dx.
\Omega 

The time evolution of this transition density satisfies the forward Fokker--Planck equation
(9)

\partial 
1 \partial  2 p
\partial  p
=  -  (f p) + D 2
\partial t
\partial x
2 \partial x

with initial condition p(x, s| y, s) = \delta (x  -  y). Conditional expectations can then be
computed against this density using
\int 
(10)
g(y, t) = \BbbE [g(x(t))| y, s] = g(x)p(x, t| y, s) dx,
or the quantity g(y, t) can be evolved directly using the backward Fokker--Planck
equation
(11)

\partial  g
\partial  g
1 \partial  2 g
= f (y)
+ D 2
\partial t
\partial y
2 \partial y

with initial condition g(y, s) = g(y).
An important application of the Fokker--Planck equation is in computing exit
times of state x from a domain \Omega . If we define g to be the indicator function associated
with set \Omega , g(x) = 1x\in \Omega  , then g(y, t) is the probability of being in \Omega  at time t having
started at x(0) = y (we set s = 0 without loss of generality for time-homogeneous
processes). If we focus only on the first exit from \Omega , we note that this probability
satisfies (11) with absorbing boundary condition g| \partial \Omega  = 0 [39, 76]. Now we note that
over a time interval (t, t + \Delta t), the probability of exit from a trajectory starting at y
is given by
(12)

g(y, t)  -  g(y, t + \Delta t) \approx   - 

\partial  g
\Delta t.
\partial t
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In other words,  - \partial g/\partial t is the exit time density. Under the assumption that all
trajectories exit with probability 1, the density can be used to compute the mean first
exit time \tau  (y) for any y \in  \Omega ,
\biggr) 
\int  \infty  \biggl( 
\int  \infty 
\partial  g
t  - 
(13)
\tau  (y) =
dt =
g(y, t) dt,
\partial t
0
0
where we have integrated by parts and assumed that tg \rightarrow  0 as t \rightarrow  \infty . Integrating (11) thus yields a boundary value problem referred to as Dynkin's equation for
the mean first exit time [39],
(14)

f (y)

\partial  \tau 
1 \partial  2 \tau 
+ D 2 =  - 1,
\partial y
2 \partial y

\tau  |  \delta \Omega  = 0.

2.2. Large Deviation Theory, Action, and Optimal Paths. Section 2.1 poses
two broad alternatives for computing expectations of functions of a diffusion process.
The first is to solve the Fokker--Planck equation (9) using, for example, eigenfunction
expansions (with an inner product defined with respect to a weighting that renders the
operator self-adjoint). This approach is viable in one dimension but quickly becomes
numerically intractable if the state is high- or infinite-dimensional. This is partly due
to the fact that in the limit of small noise, where D \rightarrow  0, the differential operator
in (9) is singular. This feature implies the existence of boundary layers, rendering
the computation numerically stiff. Analytically, the existence of a small parameter
suggests the use of asymptotic methods such as singular perturbation or WKBJ theory
to approximate the expectation [12, 63].
The second broad approach is to simulate the random walk in (1) multiple times
and to compute the expectations empirically using, for example, a Monte Carlo
method. The difficulty in using this approach for rare events in high-dimensional
systems stems primarily from the fact that the desired expectation is dominated by a
small set of events of interest. This problem is exacerbated in the small-noise limit due
to an exponential drop-off in likelihood as the random walker moves away from this
set. In this scenario of high dimension and small noise, it is thus critically important
to bias the Monte Carlo simulations such that a substantial number of simulated trajectories coincide with those that sample from the set of interest with high likelihood.
This search for a good bias function is made all the more important by the inherent
inefficiency of the\surd Monte Carlo method, which produces estimators with relative error
that scales as 1/ N , where N is the sample size of simulations. The importance of
this issue has led to the development of many techniques appropriate for rare-event
sampling in a variety of physical contexts [47, 88, 90, 1].
Regardless of whether one uses asymptotic methods to approximate an expectation or uses importance sampling to concentrate Monte Carlo simulations on states
of interest, both approaches lead to the theory of large deviations described in detail
in the text by Freidlin and Wentzell [36]. We will now present a description of this
theory, focusing on providing a practical introduction to exit problems on finite and
infinite time horizons.
We return to (1),
(15)

x\. = f (x) + \eta (t),

where the noise \eta (t) is as described in (4). Each noise realization \eta (t) produces an
associated trajectory x(t). Therefore, the probability of generating a given path x(t)
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is proportional to that of generating the corresponding noise realization \eta (t) [31]. The
formal probability density for this Gaussian noise process satisfies
\biggl( 
\biggr) 
\int  tf
1
2
\eta  dt .
(16)
P [\eta (t)] \propto  exp  - 
2D ti
Substitution of (15) into (16) gives [31, 24]
\biggl( 
\biggr) 
\int  tf
1
2
(17)
P [x(t)] \propto  exp  - 
(x\.  -  f (x)) dt .
2D ti
Since we are concerned with maximizing this probability density over a set of
eligible paths satisfying, for example, boundary conditions x(ti ) = xi and x(tf ) = xf ,
we express (17) using the conventions of variational calculus, where
\biggl( 
\biggr) 
\int 
1
[x\.  -  f (x)]2 dt \propto  exp ( - \scrS [x(t)]/D),
(18)
P [x(t)] \propto  exp  - 
2D
with action \scrS  and Lagrangian \scrL  [35, 24, 36, 62] defined by
\int  tf
1
(19)
\scrS [x(t)] =
\scrL (x,
\. x; t) dt,
\scrL (x,
\. x; t) = [x\.  -  f (x)]2 .
2
ti
Next, we calculate the probability of a transition between two states. In the limit
as D \rightarrow  0, this probability will be increasingly dominated by the path that minimizes
\scrS [x(t)] so that P [x(t)] is a maximum. This optimal fluctuational path xopt is found
as a solution to the variational problem \delta \scrS [x] = 0, where
\int  tf
\int  tf
\delta \scrS [x] = \scrS [x + \delta x]  -  \scrS [x] =
\scrL (x\. + \delta  x,
\. x + \delta x; t) dt  - 
\scrL (x,
\. x; t) dt
(20)

=

\int 

tf

ti

\biggl[ 

d
\partial \scrL 
 - 
\partial x
dt

\biggl( 

ti

\partial \scrL 
\partial  x\.

\biggr) \biggr] 

ti

\delta x dt = 0.

Since the variation \delta x is arbitrary, one is left with the Euler--Lagrange equation
\biggl( 
\biggr) 
\partial \scrL 
d \partial \scrL 
(21)
 - 
= f (x)f \prime  (x)  -  x
\" = 0,
\partial x
dt \partial  x\.
which is then solved for the optimal path xopt . It is worth noting that the optimal
path has been found by transforming the original stochastic problem into a new
deterministic system described by the Euler--Lagrange equation (21). The dimensions
of the Euler--Lagrange equation are twice the dimensions of the original system.
Following the standard progression of classical mechanics, it is sometimes of use to
move from the Lagrangian \scrL  expressed in terms of the state x and associated velocity
x\. to the Hamiltonian \scrH  formulated as a function of x and the conjugate momentum
\lambda  defined as
(22)

\lambda  =

\partial \scrL 
= x\.  -  f (x).
\partial  x\.

Note that we are denoting the conjugate momentum variable as \lambda  rather than the
usual p to avoid conflict with our use of p for probability density and to emphasize the
connection between conjugate momentum and the costate (i.e., Lagrange multiplier)
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from the optimal control formulation below. One way to move from the Lagrangian
\scrL  to the Hamiltonian \scrH  is through the Legendre transformation
\scrL  = \lambda x\.  -  \scrH (x, \lambda ),

(23)

where x\. is found as a function of x and \lambda  from \lambda  = \partial \scrL 
\partial  x\. using the inverse function
theorem. Starting with (1), the Legendre transformation yields
(24)

x\. = f (x) + \lambda 

and \scrH  =

\lambda 2
+ \lambda f (x),
2

illustrating the connection between the classical momentum \lambda  and the optimal fluctuation \eta .
One can then write the action \scrS  as
\int  tf
\int  tf
(25)
\scrS [x(t)] =
\scrL (x,
\. x; t) dt =
(\lambda x\.  -  \scrH (x, \lambda )) dt.
ti

ti

The optimal path is found as a solution to the variational problem \delta \scrS [x, \lambda ] = 0, where
variations in both x and \lambda  must be considered. This leads to
\delta \scrS [x, \lambda ] = \scrS [x + \delta x, \lambda  + \delta \lambda ]  -  \scrS [x, \lambda ]
\int  tf
\int 
=
[(\lambda  + \delta \lambda )(x\. + \delta  x)
\.  -  \scrH (x + \delta x, \lambda  + \delta \lambda )] dt  - 
(26)

=

ti
\int  tf
ti

\biggr) 
\biggl( 
\biggr)  \biggr] 
\biggl[ \biggl( 
\partial \scrH 
\partial \scrH 
\.
\delta \lambda   -  \lambda  +
\delta x dt = 0.
x\.  - 
\partial \lambda 
\partial x

tf

ti

[\lambda x\.  -  \scrH (x, \lambda )] dt

As with the Lagrangian formulation, both variations are arbitrary. Therefore, one is
left with Hamilton's equations
(27)

x\. =

\partial \scrH 
\partial \lambda 

and

\partial \scrH 
\lambda \. =  - 
.
\partial x

To avoid potential inverse function theorem issues, one could find the Hamiltonian
from the outset. Thus,
(28)
\biggl( 
\biggr) 
\int  tf
\int 
1
1 tf 2
2
P [\eta (t)] \propto  exp  - 
\eta  dt = exp( - \scrR \eta  /D) and \scrR \eta  [\eta (t)] =
\eta  dt,
2D ti
2 ti
where we regard R\eta  as an objective function. To find the optimal trajectory, one must
minimize the functional
\int  tf
(29)
\scrR [x, \eta , \lambda ] = \scrR \eta  [\eta (t)] +
\lambda [x\.  -  f (x)  -  \eta (t)] dt,
ti

where \lambda  is the Lagrange multiplier enforcing the dynamic constraint (1). Therefore,
(30)

P [x(t)] \propto  exp( - R/D),

where the value R is obtained from
(31)

R = min\scrR [x, \eta , \lambda ].
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We extremize \scrR [x, \eta , \lambda ] with respect to \eta , \lambda , and x as follows:
\int  tf
\delta \scrR 
(32)
= \scrR [x, \eta  + \delta \eta , \lambda ]  -  \scrR [x, \eta , \lambda ] =
(\eta   -  \lambda )\delta \eta  dt = 0,
\delta \eta 
ti
so that
(33)

\lambda  = \eta ;
\delta \scrR 
= \scrR [x, \eta , \lambda  + \delta \lambda ]  -  \scrR [x, \eta , \lambda ] =
\delta \lambda 

(34)

\int 

tf

(x\.  -  f (x)  -  \eta (t))\delta \lambda  dt = 0,

ti

so that
(35)

x\. = f (x) + \eta (t);

and
\delta \scrR 
= \scrR [x + \delta x, \eta , \lambda ]  -  \scrR [x, \eta , \lambda ] =
\delta x

(36)

\int 

tf

ti

\biggr) 
\biggl( 
\partial f
\delta x dt = 0,
 - \lambda \.  -  \lambda 
\partial x

so that
\partial f
\lambda \. =  - \lambda  .
\partial x

(37)
Taken together we have

\partial f
\lambda 2
\lambda \. =  - \lambda  , and \scrH (x, \lambda ) =
+ \lambda f (x).
\partial x
2
By comparison with the Lagrangian formulation, it is clear that the Lagrange multiplier plays the role of the conjugate momentum.
As mentioned in section 1.1, in both formulations the optimal path is found by
transforming the original stochastic problem into a new deterministic system described
by a Hamiltonian with \scrH (x, \lambda ) = 0, where xi is a metastable state and ti =  - \infty . The
dimensions of the Hamiltonian are twice the dimensions of the original system due to
the conjugate momenta \lambda . The method amounts to finding a zero-energy trajectory
of an effective mechanical system, and at least one of the solutions to the zero-energy
Hamiltonian is in the set of optimal paths.

(38)

x\. = f (x) + \lambda ,

2.3. Escape in Finite and Infinite Time. In section 2.2 we formulated a criterion
satisfied by optimal (i.e., most likely) diffusion paths produced by (1). These paths
must also satisfy time constraints and boundary conditions reflecting, for example, a
transition between quasi-stable states either in finite time or over an arbitrarily long
time. The minimal action and associated paths depend strongly on the time horizon
relevant to the computations. Computing mean first exit times from \Omega  generated
by (5) requires minimizing the following action over all exit times tf :
\int 
1 tf
(39)
\scrS tf =
(x\.  -  f (x))\dagger  a - 1 (x)(x\.  -  f (x)) dt,
2 ti
where we generalize the presentation in section 2.1 to higher dimension so that x \in  \BbbR n
and a(x) = \sigma (x)\sigma  \dagger  (x). Performing this minimization over paths from points xi to xf
yields the function
(40)

Q(xi , xf ) = inf \scrS tf [x(t)| x(ti ) = xi , x(tf ) = xf ],
tf
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known as the quasi-potential for its similarity in form to a potential defined between
any two points. Indeed, in the case of overdamped Langevin dynamics [58, 77, 39, 86]
when (5) is a noise-driven gradient flow so that
\biggl( 
\biggr) \dagger 
\partial  U
(41)
f (x) =  - 
,
\partial x
the quasi-potential is intimately related to the potential U , and under additional
assumptions Q(xi , xf ) = 2(U (xf )  -  U (xi )). Regardless of whether or not f is a
gradient, the quasi-potential determines the scaling law of exit rates \tau  (x) := inf\{ t :
Xt \in 
/ \Omega | Xi = x\}  as D \rightarrow  0, with
\biggl( 
\biggr) 
\BbbE [\tau  (x)] \sim  exp inf Q(x, y)/D .
y \in \Omega 
/

SDEs with sufficient complexity require a numerical approach to compute the
quasi-potential [13], starting either from the optimal control formulation in (29) or
from the Hamiltonian framework presented in (27). To include the matrix a(x) in (39),
assumed positive-definite to reflect a nondegenerate noise process in (5), the Hamiltonian is changed slightly to
(42)

\scrH (x, \lambda ) =

1 \dagger 
\lambda  a\lambda  + \lambda \dagger  f.
2

Finite-time paths can then be solved using a shooting method to solve the two-point
boundary value problem expressed by
(43)
(44)

x\. = f (x) + a\lambda  and
\biggl(  \biggr) \dagger 
\biggl[ 
\biggr] \dagger 
1 \partial  \dagger 
\.\lambda  =  -  \partial  f
\lambda   - 
(\lambda  a\lambda ) ,
\partial x
2 \partial x

where we have used the convention of representing vectors as columns and derivatives
with respect to those vectors as rows. Given a typical exit problem with fixed initial
condition xi and exit criterion forcing x(tf ) to lie on the boundary \partial \Omega  of set \Omega , for
instance, a straightforward shooting method would start with an initial guess for \lambda 
(e.g., \lambda (t) \equiv  0), integrate (43), adjust \lambda (tf ) and integrate (44) backwards, then iterate
this process until the terminal condition is satisfied [16, 28].
Different alternatives exist for finding optimal paths in the case of gradient systems, including the nudged elastic band method [52] and the string method [27]. A
powerful method for more general dynamical systems is the minimum action method
(MAM), which can be adapted via a rescaling in time to accommodate infinite-time
optimal paths, e.g., where either ti =  - \infty  in (39) or (40) or the minimization over
tf in those expressions yields tf = \infty . It sets up the minimization as the gradient
descent of the action \scrS tf . This can be accomplished in a number of ways, including by
differentiating out the dependence of Hamilton's equations on the quasi-momentum \lambda 
and advancing a PDE whose steady state is the optimal path sought. The adaptation
of this method to infinite-time problems, referred to as the geometric minimum action method (GMAM) [49], reparameterizes the optimal path to depend on arclength
rather than time, removing the obvious difficulty of enforcing boundary conditions at
infinity. The iterative action minimization method (IAMM) is a similar method that
employs a direct, fully explicit iterative scheme [61]. Basic details of both the GMAM
and the IAMM can be found in Appendix B.
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ΔU

x1

Fig. 3

x min

x2

x max

A

Schematic of a potential well U (x). The local minimum of the well is located at x = xmin ,
while the top of the barrier is located at x = xmax .

2.3.1. Escape from Potential Well. As an example of an infinite-time calculation, consider a particle in a potential well under the influence of external Gaussian
noise. The noise causes the particle to escape from the well in which it resides, an
event that grows increasingly rare as the strength of the noise decreases. To determine
the mean time to escape (MTE) in this limit, we consider again the Langevin equation
\partial U
+ \eta (t),
\partial x
where x is the particle's position, U determines the potential well, and \eta  is additive
Gaussian noise as described by (4). The associated Fokker--Planck equation is
\biggl[ 
\biggr] 
\partial  \partial U (x)
1 \partial  2 p(x, t)
\partial p(x, t)
=
p(x, t) + D
,
(46)
\partial t
\partial x
\partial x
2
\partial x2
x\. =  - 

(45)

where p is the probability density. The first term on the right-hand side is the drift
or transport term, and the second term on the right-hand side is the diffusion or
fluctuation term. It is possible to rewrite (46) as
(47)

\partial p
\partial J
=  -  ,
\partial t
\partial x

J =  - 

\partial U
1 \partial p
p  -  D .
\partial x
2 \partial x

\partial J
Therefore, \partial p
\partial t + \partial x = 0 is a continuity equation for the probability density p, and J
is interpreted as a probability current. For a stationary process, J = constant.
Figure 3 shows a schematic of a potential well U (x). We assume the well height
is much larger than the noise intensity, so that \Delta U/D \gg  1. We will determine the
escape rate/time for particles sitting in a deep well near x = xmin .
The probability current given by (47) can be rewritten as

\partial 
1
[exp (2U (x)/D)p(x, t)] .
J =  -  D exp ( - 2U (x)/D)
2
\partial x
Integration from xmin to A gives, under the assumption of quasi-stationarity (i.e., J
is constant),

(48)

(49)

J=

D exp (2U (xmin )/D)p(xmin , t)
,
\int  A
2 xmin exp (2U (x)/D) dx
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where x = A is the location of an arbitrary point far to the right of the location of
the top of the well barrier (see Figure 3). For a high barrier the quasi-stationary
distribution of the Fokker--Planck equation satisfies
\biggl[ 
\biggr] 
1 \partial  2 p(x, t)
\partial  \partial U (x)
,
p(x, t) + D
(50)
0 \approx 
\partial x
\partial x
2
\partial x2
where the time dependence of p(x, t) arises from a slow leakage of probability from
the well. The quasi-stationary distribution function near xmin is then
p(x, t) = p(xmin , t) exp ( - 2[U (x)  -  U (xmin )]/D).

(51)

The probability P (t) of finding the particle in the well is
\int 
\int  x2
p(x, t) dx = p(xmin , t) exp (2U (xmin )/D)
(52) P =

x2

exp ( - 2U (x)/D) dx,

x1

x1

where x = x1 and x = x2 are the locations of arbitrary points in the potential well
found, respectively, to the left and the right of x = xmin (see Figure 3). Since the
probability P times the escape rate r is the probability current J, the inverse escape
rate (escape time) is
\int 
\int  A
1
P
2 x2
(53)
\tau  = =
=
exp ( - 2U (x)/D) dx
exp (2U (x)/D) dx.
r
J
D x1
xmin
The first integral is largest near xmin . We expand
(54)

1
U (x) \approx  U (xmin ) + U \prime \prime  (xmin )(x  -  xmin )2 .
2

The second integral is largest near xmax . Again, we expand
(55)

1
U (x) \approx  U (xmax )  -  | U \prime \prime  (xmax )| (x  -  xmax )2 .
2

By extending the integral boundaries to \pm \infty  in both directions, one obtains the
expression for the MTE as
2\pi 
(56) \tau  = \sqrt{} 
exp (2[U (xmax )  -  U (xmin )]/D) = K exp (2\Delta U/D).
\prime 
\prime 
U (xmin )| U \prime \prime  (xmax )| 

It is important to note in (56) that the escape time increases exponentially with
increasing barrier height and decreasing noise intensity, and the prefactor K depends
on the curvature at xmin and xmax .
A specific example is shown in Figure 4(a)--(b). Figure 4(a) shows the potential
well given by U (x) =  - x3 + 34 x with associated well height \Delta U = 12 . We numerically integrate (45) using the Euler--Maruyama method (see Appendix A), and the
time needed for a particle to escape from the well is determined. By performing the
computation for 10,000 particles, the MTE is computed for a variety of noise intensities. By taking the logarithm of (56), one has ln \tau  = ln K + 2\Delta U
D . By plotting ln \tau 
versus 2/D, the analytical prediction is that the data should lie along a line with
slope m = \Delta U . Figure 4(b) shows the numerical results for the potential shown in
Figure 4(a) along with a line of best fit through the data. One can see excellent
agreement between the numerical and analytical results.
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Fig. 4. (a) Graph of the potential well given by U (x) = −x3 + 34 x with associated well height
∆U = 12 . (b) Logarithm of the numerically computed mean time to extinction (black circles) as a
3 data. The equation of the best
function
of Graph
2/D with
a line
of best well
fit (red
line)
Fig.
4 (a)
of the
potential
given
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U (x) =through
 - x3 + the
x with associated barrier height
4
fit line is y = 0.5x
+ 0.59, whose slope agrees perfectly with the analytical
prediction of ∆U = 1 .
1
\Delta U = 2 . (b) Logarithm of the numerically computed MTE (circles) as a function of 22/D
with a line of best fit (solid line) passing through the data. The equation of the best fit line
is y = 0.5x + 0.59, whose slope agrees perfectly with the analytical prediction of \Delta U = 12 .

By extending the integral boundaries to ±∞ in both directions, one obtains the
expression for the mean time to extinction as
Returning to the SDE description, the optimal fluctuation equations given by (27)
2π gradient case under consideration to give
are
easily
in the
p
(56) τ = shown
exp (2[U (xmax ) − U (xmin )]/D) = K exp (2∆U/D).
00
U (xmin )|U 00 (xmax )|
\partial  U \partial  2 U
(57)
x
\" =
,
It is important to note in (56) that the
\partial xescape
\partial x2 time increases exponentially with
barrier height, the prefactor K depends on the curvature at xmin and xmax , and the
which integrates once to give
escape time increases with decreasing noise intensity.
\biggr) 2
\biggl(  4(a)-(b).
A specific example is shown in Fig.
Figure 4(a) shows the potential
\partial  U
2
3
3
c. height ∆U = 12 . We numerically
(58)
x\. =associated +
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\partial x
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Optimal paths computed from the stable fixed point to the saddle for final times tf = 1/2
(blue), tf = 1 (red), tf = 2 (orange), tf = 4 (purple), tf = 8 (green), and tf = \infty  (black). (a)
Optimal paths rescaled to unit exit time. (b) Optimal paths with time shifted so that passages
through zero coincide. (c) Phase portrait (x\. vs. x). (d) Minimum action \scrS  vs. tf .

by a(x)), the optimal path quickly approaches the infinite-time path as tf increases.
Once these paths are indistinguishable, i.e., by tf = 4, increases in tf simply add
to the time spent vanishingly close to either fixed point. By this value of tf , the
action has also converged to its quasi-potential value of \scrS  = Q( - 1/2, 0) = 1. The
phase portrait depicted in Figure 5(c) demonstrates again that for short times tf the
optimal path tends to a constant velocity that generates the straight-line path depicted
in Figure 5(b); however, for large times the path through phase space collapses onto
the antigradient flow described above.
Finally, we note that the reference to ``infinite-time optimal paths"" implies passage
from, to, or through a hyperbolic fixed point. The optimization suggested by (39)
performed on paths connecting two points that are not hyperbolic fixed points of
the dynamical system and that do not pass through one, e.g., x(ti ) =  - 1/4 and
x(tf ) = 1/4, yields an action determined by the quasi-potential Q = 2\Delta U = 11/16
and an optimal path time of
(61)

\Delta t =

4
1
tanh - 1 = 0.73.
3
2

2.4. Master Equation Formalism for Internal Noise. Just as we considered the
mean exit time due to external noise in section (2.1), we would like to determine the
mean time to extinction (MTE) and the optimal path for internal noise. Assuming
again that we can model stochastic population dynamics using a Markov process, we
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describe the evolution of the probability density using the master equation
\partial  \rho (X, t) \sum 
(62)
=
[Wr (X  -  r)\rho (X  -  r, t)  -  Wr (X)\rho (X, t)] ,
\partial t
r
where \rho (X, t) is the probability of finding X individuals at time t, and Wr (X) is the
transition rate from X to X + r, where r is a positive or negative integer increment.
The first term of (62) is the gain in state X from state X  -  r. The second term of (62)
is the loss from state X to other states.
The master equation is a large, or even infinite, set of differential equations. A
diffusion approximation leading to a Fokker--Planck equation as in (9) is often used but
is very (exponentially) inaccurate [42, 21, 54, 5]. Assuming that the typical size of the
population X \sim  K as determined by the maximum of the quasi-stationary probability
distribution, we can use a WKBJ approximation of the master equation [60, 38, 25,
28, 54]. If the mean-field equation associated with the original stochastic problem is
n-dimensional, then the WKBJ method transforms the problem into one of classical
mechanics in 2n-dimensional phase space, where the doubling of dimension is due to
the conjugate momenta. It is important to note that these deterministic dynamics
are not the system size K \rightarrow  \infty  mean-field dynamics of the original stochastic model,
but rather provide auxiliary dynamics that describe processes not captured by the
mean-field dynamics.
For large populations, the time to extinction is long. The MTE is determined by
the probability flux (extinction rate) into the extinct state, and is determined by the
tail of the quasi-stationary probability distribution where \partial \rho 
\partial t \approx  0. Therefore,
\sum 
(63)
0=
[Wr (X  -  r)\rho (X  -  r)  -  Wr (X)\rho (X)] .
r

Let X be scaled by K, the typical population size in the metastable state. Using
x = X/K, the transition rate Wr (X) = Wr (Kx) can be represented as the expansion
in K
(64)

Wr (Kx) = Kwr (x) + ur (x) + \scrO (1/K),

where x and the scaled transition rates wr and ur are \scrO (1). Additionally we can
write
(65)

\rho (X) \equiv  \rho (Kx) = \pi (x).

Then the scaled master equation is
\Bigr] 
\sum  \Bigl[  \Bigl( 
r \Bigr) 
r \Bigr)  \Bigl( 
\pi  x  - 
 -  wr (x)\pi (x) = 0.
(66)
wr x  - 
K
K
r

For K \gg  1 we approximate the scaled master equation using the WKB approximation. To apply the WKB approximation, we assume that
(67)

\pi (x) = A(x) exp [( - K\scrS (x))(1 + \scrO (1/K))].
2

r
r \prime 
r
\prime \prime 
We substitute the WKB ansatz along with \scrS (x  -  K
) = \scrS (x)  -  K
\scrS  (x) + 2K
2 \scrS  (x) +
r
r
\prime 
2
3
\scrO (1/K ) and A(x  -  K ) = A(x)  -  K A (x) + \scrO (1/K ) into the master equation, and
at leading order one obtains a Hamilton--Jacobi equation with Hamiltonian
\sum 
\partial \scrS 
(68)
\scrH (x, \lambda ) =
.
wr (x)[exp (r\lambda )  -  1] = 0,
\lambda  =
\partial x
r
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Hamilton's equations are
(69a)
(69b)

\partial \scrH  \sum 
=
rwr (x) exp (r\lambda ),
\partial \lambda 
r
\sum 
\partial \scrH 
\partial wr (x)
\lambda \. =  - 
=  - 
[exp (r\lambda )  -  1]
.
\partial x
\partial x
r
x\. =

In summary, the WKB solution amounts to finding a zero-energy trajectory of an effective mechanical system, and at least one of the solutions to the zero-energy Hamiltonian is the optimal path. The x dynamics along the \lambda  = 0 deterministic line are
described by
\bigm| 
\partial \scrH (x, \lambda ) \bigm| \bigm| 
,
(70)
x\. =
\partial \lambda  \bigm| \lambda =0
which is the rescaled mean-field rate equation associated with the original deterministic problem. For a single step process, this simplifies to x\. = w1 (x)  -  w - 1 (x).
In section 3.3, we will discuss the application of this master equation formalism
to two examples involving extinction in population biology. For the simple models
discussed in section 3.3, the deterministic steady states are nodes. It is easy to show
that the WKB method transforms these steady state nodes in the original 1D deterministic system into steady state saddle points in the 2D set of Hamilton's equations.
This allows for noise-induced escape from a metastable state and provides a path to
extinction that did not exist in the original deterministic model.
2.5. Mean Time to Extinction. In a single step process, such as the two examples considered in section 3.3, the optimal path \lambda opt (x) will always have the general
form
(71)

\lambda opt (x) =  -  ln (w+1 (x)/w - 1 (x)).

Using the definition of the conjugate momentum \lambda  = d\scrS /dx, the action \scrS opt along
the optimal path \lambda opt (x) is given by
\int  x
(72)
\scrS opt =
\lambda opt (x)dx,
where the limits of integration are determined by the appropriate equilibrium points
of the specific problem. Therefore, the MTE can be approximated by
(73)

\tau  = B exp(K\scrS opt ),

where B is a prefactor that depends on the system parameters and on the population
size. An accurate approximation of the MTE depends on obtaining B. The specific
form of the prefactor differs for the two types of extinction problems considered in
section 3.3, and they are provided in that section.
2.6. Sampling for Exits. In the simple gradient flow discussed in section 2.3.1 it
is possible to obtain or approximate not only the exponential scaling law in \epsilon  of the
exit probability over finite times, but also the normalization constant that provides
the pre-exponential factor K in (56). In flows that are more complex, including nonpotential flows that do not satisfy detailed balance [86] and those of higher (or infinite)

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

Downloaded 07/05/22 to 130.68.140.66 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

986

ERIC FORGOSTON AND RICHARD O. MOORE

dimension, this is no longer possible analytically. Nor is it practical computationally,
due to the formation of boundary layers with the singular perturbation introduced as
D \rightarrow  0 in Dynkin's equation (14) or the time-dependent Fokker--Planck equation (9).
An alternate method to obtain the normalization constant uses sampling through
Monte Carlo simulations. This too is subject to the ``curse of dimensionality"" in
cases of high dimension such as discretizations of stochastic PDEs; however, variance
reduction techniques can be used to improve the numerical efficiency of obtaining an
estimate. We will focus here on importance sampling, a variance reduction method
that uses information from the controlled dynamics of the deterministic system to
inform a bias applied to the distribution from which the Monte Carlo simulations are
drawn.
Suppose we wish to calculate the probability that, after time tf , a stochastic
process x(t) evolving according to (5) terminates outside of set \Omega , i.e., with x(tf ) \in 
/ \Omega ,
where we assume for concreteness that the deterministic evolution x\. = f (x, t) yields
x(t) \in  \Omega  for x(ti ) = xi and t \leq  tf . In other words, we wish to calculate the probability
that the stochastic forcing term \sigma (x, t)\eta  drives the state some distance away from its
deterministic trajectory. The standard Monte Carlo estimator for this probability P
is given by
N
1 \sum 
(k)
I(Xtf ),
P\^MC =
N

(74)

k=1

(k)

where \{ Xtf , k = 1, . . . , N \}  are N independent simulations of (1) and I(x) is an
indicator function evaluating to 0 if x \in  \Omega , and 1 otherwise. Thus, I(Xtf ) forms a
Bernoulli random variable, implying that the estimator P\^MC has variance given by
\Bigl[ 
\Bigr]  P (1  -  P )
,
(75)
\BbbV  P\^MC =
N
with a relative error (coefficient of variation) of
\sqrt{}  \bigl[ 
\bigr] 
\surd 
\Bigl[ 
\Bigr] 
\BbbV  P\^MC
1  -  P
\^
(76)
\BbbC var PMC =
.
\bigl[ 
\bigr]  = \surd 
\^
NP
\BbbE  PMC

Ensuring
\bigl[ 
\bigr] that (74) is an accurate estimator for the true probability requires that
\BbbC var P\^MC \ll  1. However, if the set \Omega  and noise strength D are such that P \ll  1 (i.e.,
Xtf \in 
/ \Omega  is a rare event), this requirement is approximately expressed by N \gg  1/P ,
which implies that a very large (and often unattainable) number of Monte Carlo runs
is required to obtain an accurate estimate.
The idea behind importance sampling for diffusions is to replace the original
dynamics given by (5) with
(77)

x\. = f (x, t) + \sigma (x, t)(b + \eta ),

so that the noise term \eta  is biased in such a way that the events of interest, x(tf ) \in 
/ \Omega ,
are much more likely. The particular form of bias suggested by (77) is mean-biasing;
other forms of biasing the noise are possible but less common. Mean-biasing effectively
replaces increments \Delta \eta  drawn from the original distribution (e.g., Gaussian) p(\Delta \eta )
by shifted increments
(78)

\Delta \~
\eta  = \Delta \eta  + b\Delta t,
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which is equivalent to drawing \Delta \~
\eta  from biased distribution p(\Delta \~
\~ \eta ) = p(\Delta \~
\eta   -  b\Delta t).
Despite the biased dynamics described by (77), an unbiased estimator can be recovered from Monte Carlo simulations of this equation through an appropriate weighting
referred to as the likelihood ratio
(79)

l(\Delta \~
\eta ) =

p(\Delta \~
\~ \eta )
,
p(\Delta \~
\eta )

with the likelihood ratio for the kth simulated path given by the product of these
increments. The unbiased estimator is then
(80)

N
1 \sum  \~ (k) (k)
I(Xtf )l
P\^IS =
N
k=1

with

lk =

\prod 

(k)

l(\Delta \~
\eta j )

j

and with variance
(81)

\Bigl[ 
\Bigl[ 
\Bigr] 
\Bigr] 
\~ I(X
\~ t )l2  -  P 2
\~ t )l
\Bigl[  \Bigr]  \BbbE 
\BbbE  I(X
f
f
\~ P\^IS =
\BbbV 
\approx 
,
N
N

\~ and \BbbV 
\~ denote expectation and variance with respect to the biased noise
where \BbbE 
process.
A ``good"" importance sampling density is one that produces a small variance, i.e.,
one that satisfies p\~ \gg  p for the events of interest, x(tf ) \in 
/ \Omega . In the present example,
the biased density is determined by the control term in (77). In general, determining
the control is a difficult task and one that depends sensitively on the deterministic
dynamics and noise covariance structure. To motivate a particularly effective choice
of b, we appeal again to the optimal control problem described above arising in the
theory of large deviations. In particular, note that (77) essentially just adds noise
to (43) with control b = \sigma  \dagger  \lambda . Thus, building a control that satisfies (44) provides
paths that form the most likely routes to the rare events of interest in (1).
3. Applications.
3.1. Phase Slips in Mode-Locked Lasers. Mode-locked lasers provide an important example of systems subject to failure caused by large noise-induced phase
excursions. These lasers produce pulses of light whose electric field envelope's phase
is locked to the phase of the underlying carrier wave. In frequency space, this corresponds to a highly regular comb of laser lines with broad bandwidth and narrow
linewidth [51]. Important applications of the temporal and spectral properties of
mode-locked lasers depicted in Figure 7 include laser manipulation of ultrafast chemical reactions and extremely precise measurement of time intervals [89].
A typical analysis of the effect of noise on laser operation is restricted to the
induced linewidth obtained by linearizing the model equations for the laser about
their desired operational state to produce Ornstein--Uhlenbeck dynamics; see, for
example, [9],
x\. =  - Ax + \eta , x = (\Delta g, \Delta w, \Delta \omega , \Delta \tau , \Delta \theta )\dagger  ,
where \Delta g, \Delta w, \Delta \omega , \Delta \tau  , and \Delta \theta  represent fluctuations in saturated gain, pulse energy, central frequency, central pulse timing, and phase, respectively. The conclusion
suggested by Figure 6 is that the timing and phase dynamics provide the dominant
mechanisms by which noise affects linewidth. As explained below, however, this analysis neglects another important source of uncertainty.
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Fig. 6

Linewidth analysis of a mode-locked laser, demonstrating the dominant role played by timing
and phase dynamics in determining linewidth. Reprinted with permission from [9], The
Optical Society.

The generation of a frequency comb with narrow individual lines over a broad
spectral region requires precise control over the carrier-envelope phase offset, depicted
as \Delta \phi  in Figure 7. This control is implemented through interferometric feedback that
typically only measures \Delta \phi  modulo full rotations of 2\pi . If a sequence of noise events
successfully pushes \Delta \phi  to \pm \pi  (assuming without loss of generality that \Delta \phi  = 0 for
the noise-free operational state), then the feedback drives \Delta \phi  to the neighboring
equilibrium value of \pm 2\pi . This situation is referred to as a phase slip and is an additional source of uncertainty in the laser's output. A noise-driven damped pendulum
provides a good conceptual framework for these two sources of uncertainty, where
the linewidth is provided by the stationary measure obtained in the small-amplitude
limit of a damped linear oscillator, while phase slips correspond to the occasional full
rotations induced in the pendulum by very unlikely sequences of noise increments.
To account for these rare events, consider the heuristic mode-locked laser model
with active modulation introduced in [22],
(82) i

\partial  u 1 \partial  2 u
\partial  2 u
+
+| u| 2 u =  - c0 cos(\omega \xi )u - ic1 u+ic2 2 +id1 | u| 2 u - id2 | u| 4 u+i\eta (\xi , t),
2
\partial t 2 \partial \xi 
\partial \xi 

where u is the normalized complex electric field envelope, \xi  is the averaged transverse
variable (e.g., time, for temporal pulses as seen on an oscilloscope), and t is the
longitudinal variable (e.g., a continuous approximation of the cavity round-trip index).
Constants c1 , c2 , d1 , and d2 , respectively, represent coefficients of linear cavity loss,
spectral filtering, nonlinear gain, and gain saturation. Constants c0 and \omega  are the
amplitude and inverse width of active modulation intended to stabilize the pulse with
its center position at the origin, and \eta (\xi , t) is space-time white noise with
(83)

\BbbE [\eta  \dagger  (\xi , t)\eta (\xi  \prime  , t\prime  )] = D\delta (\xi   -  \xi  \prime  )\delta (t  -  t\prime  ).

The stabilization term in (82) provides a restoring force on the pulse parameters
that mitigates the impact of disturbances, including noise. This effect is characterized
below through a linearized analysis of the reduced system of pulse parameters. The
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Sketch of electric field output from a mode-locked laser, in time (top) and in frequency space
(bottom). A phase slip occurs when \Delta \phi  undergoes a noise-driven rotation of 2\pi . Reproduced
from [51]. Reprinted with permission from AAAS.

stabilization has a secondary effect, however, of producing additional equilibria that
become dynamically accessible upon the introduction of noise. Transitions to these
equilibria represent phase slips in the context of mode-locked lasers, and their rate of
occurrence is an important quantity. We demonstrate below how this rate is computed
approximately using the quasi-potential, and how the optimal paths provide insight
into how phase slips arise.
When all coefficients are trivial, so that c0 = c1 = c2 = d1 = d2 = D = 0, (82)
is the integrable nonlinear Schr\"odinger equation, which supports a four-parameter
family of soliton solutions with functional form
us (\xi , t) = A(t)sech[A(t)(\xi   -  \Xi (t))]ei\Theta (t)+i\xi \Omega (t) ,

(84)

\. = 1 (A2  -  \Omega 2 ). In the perturbative limit where the
where A\. = \Omega \. = 0, \Xi \. = \Omega , and \Theta 
2
coefficients are small, the dynamics of (82) can be approximated well for short times
by a diffusion process in the four parameters induced by the noise term \eta  [50]. Related
approximations made outside the perturbative limit are not rigorously justifiable yet
often agree well with numerics [56]. We employ an approach based on averaging the
Lagrangian density,
1
1
L[us , us\xi  , ust ] := \Im (u\ast st us )  -  | us\xi  | 2 + | us | 4 + c0 cos(\omega \xi )| us | 2 ,
2
2

(85)

of the variational (i.e., nondissipative) terms in (82) over the ansatz expressed by (83).
The dissipative terms in (82) are included through their projections against the tangent space of (83) [3, 8], i.e.,
\nabla y \scrL  - 
(86)

\partial 
(\nabla y\. \scrL )
\partial t
\int 
= 2 Re i[ - c1 us + c2 us\xi \xi  + d1 | us | 2 us  -  d2 | us | 4 us + \eta (\xi , t)]\nabla y u\ast s d\xi ,
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\int 
where \scrL  = L d\xi  and y = (A, \Omega , \Xi , \Theta )T . Note that this Lagrangian \scrL  and its
density L are associated with the variational model reduction technique used in this
application, and they are not related to the Lagrangian associated with the action
minimization described in section 2.2.
Keeping only the first three components of y, i.e., xj = yj for j = 1, . . . , 3, we
have
(87)

x\. = f (x) + \sigma (x)\eta (t),

with drift
(88)

f (x) =

\left( 

5
2
 - 2c1 x1 + ( 34 d1  -  23 c2 )x31  -  16
15 d2 x1  -  2c2 x1 x2
4
2
2
 -  3 c2 x1 x2  -  \pi c0 \omega  csch(\pi \omega /2x1 ) sin(\omega x3 )/2x31
x2

\right) 

and diffusivity
(89)

\sigma (x) =

\left( 

\surd 

x1
0
\surd 
 - x3 / x1

\sqrt{}  0
x1 /3
0

0
0
\sqrt{} 
\pi  2 /12x31 + x23 /x1

\right) 

.

The phase dynamics for y4 = \Theta  are slaved to the other independent variables, with
\Bigl( 
\Bigr)  \Bigl( 
\Bigl(  \pi \omega  \Bigr) \Bigr) 
\pi \omega 
\. =  -  \pi \omega c0 cos(\omega \Xi ) csch \pi \omega 
1
+
coth
\Theta 
2
A3
2A
\Biggl(  \surd 2A
\Biggr)  2A
2
1
12 + \pi 
\surd 
(90)
 -  \Xi  + (A2  -  \Omega 2 ) +
\eta 4 .
2
6 A
The noise term \eta (t) \in  \BbbR 3 in (87) satisfies
\BbbE [\eta (t)\eta (t\prime  )T ] = DI\delta (t  -  t\prime  )

(91)

and is obtained from \eta (\xi , t) in (82) using the same averaged Lagrangian method; it essentially represents that portion of the stochastic driving term that directly influences
the parameters in x. Matrix I is the 3 \times  3 identity.
In the deterministic (D = 0) limit, the nontrivial equilibria are x(n) = (A0 , 0, n\pi /\omega )
for n \in  \BbbZ , with
\Biggl( 
\Biggr) 
\sqrt{} 
5
96
2
2
A0\pm  =
2d1  -  c2 \pm  (2d1  -  c2 )  -  c1 d2 .
16d2
5
Of these, the equilibria with A0+ are stable nodes or spirals for n even and saddles
for n odd. The equilibria with A0 -  are always saddles. To repeat the analysis from
[9], linearization about u0 gives steady state covariance
\int 
\bigl[ 
\bigr]  \bigl[ 
\bigr] \dagger 
D
(92)
\Sigma  =
ds (isI  -  M ) - 1 \sigma (x0 ) (isI  -  M ) - 1 \sigma (x0 ) ,
2\pi 
where
(93)

\left( 
8c1  -  34 (2d1  -  c2 )A20
M=
0
0

0
4
 -  3 c2 A20
1

0
n

3

\pi \omega 
0 \omega 
 -  ( - 1)2A\pi c
csch( 2A
)
3
0
0
0

\right) 

.
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Left axis: Expected phase slip rate according to large deviation theory. Right axis: Square
root of diagonal elements of covariance \Sigma , representing the root-mean-squared linewidth based
on a conventional linearized analysis. Minimum escape probability is achieved at a different
1/2
value of \omega  than minimum position jitter \Sigma \Xi  .

As discussed above, however, the feedback mechanism requires that we consider
two sources of uncertainty in the laser output, the first associated with laser linewidth
and the second associated with the expected rate of phase slips. A complete analysis
of the phase slip rate requires a consideration of the phase dynamics expressed by (87)
and (90), including contributions from the dynamics of all other parameters. For simplicity of presentation, we consider here transitions between the equilibria described
above, noting that the drift term in (90) changes by 2\pi /\omega  between neighboring stable
equilibria. In appropriate parameter regimes, this is the dominant contributing factor
to phase slips.
As described in section 2.3, the expected time for transition between neighboring
equilibria is exp(Q(x0 , x2 )/D), where Q is the quasi-potential. Figure 8 plots these
distinct types of uncertainty against one of the active feedback parameters, \omega , where
the reciprocal of the transition time has been expressed as a rate. It is clear from the
figure that one cannot in general expect to be able to minimize both linewidth and
phase slip rate simultaneously; practical considerations inform the balance that must
be struck between these sources of uncertainty [66].
Although the action Q provided by the GMAM computation is the quantity that
determines the mean exit rate estimate, it is also instructive to examine the paths
associated with minimum action for various choices of physical constants.
Figure 9 graphs the minimum action as a function of the inverse width of the active
feedback trap, represented by \omega  in (82). For small values of \omega , the trap is so wide as
to be essentially constant over the support of the pulse. This leaves (82) effectively
invariant with respect to translations of the pulse offering no restoring force to noise
that moves the pulse's position from the origin. The action for a change in position
along this neutrally stable manifold is therefore zero. This is reflected in Figure 10(a),
where the most likely transition path involves simple translation in \xi . Conversely, for
large values of \omega , as seen in the green curve, the trap's wavelength is much shorter
than the pulse's width, so that its ability to stop the pulse from moving is limited.
Neighboring equilibria are also very close together in this limit. The action therefore

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

992

ERIC FORGOSTON AND RICHARD O. MOORE

Downloaded 07/05/22 to 130.68.140.66 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

0.3

1.5

0.25

action (Q)

1

0.2
0.5

0.15
0

0.1
−0.5

0.05
ω
0

0

2

4

6

8

−1
−5

10

(a)
Fig. 9

5

(b)

(a) Minimum action connecting stable fixed point at origin (n = 0) to saddle (n = 1),
plotted vs. parameter \omega  from (82). (b) Laser pulse (black) and active feedback for \omega  = 0
(blue), \omega  = 1.9 (red), and \omega  = 10 (green), corresponding to the squares in (a).
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Fig. 10 Minimum action paths from stable fixed point (n = 0) to saddle (n = 1) for (a) \omega  = 0, (b)
\omega  = 1.9, and (c) \omega  = 10, corresponding to squares in Figure 9(a).

approaches zero and the most likely transition path between equilibria is again a linear
translation, as shown in Figure 10(c). Between these values of \omega , however, is a range
of values where variations of the trap are commensurate in scale with the support
of the soliton, such that the trap offers maximal resistance to large excursions and
generates a large value of action. Figure 10(b) shows that this increased action is
associated with an exit path that exploits the internal dynamics of the SDE much
more significantly. This picture is qualitatively similar to the impact of varying \omega  on
the standard deviation, or jitter, in pulse position, but the minimum is achieved at a
different value of \omega , as illustrated in Figure 8.
Figure 11 illustrates a different dependence of action on parameter value c0 , the
amplitude of the active feedback trap for fixed \omega  = 1. In this case, the action increases
monotonically with c0 , and the minimum action paths are seen to become more and
more tortuous as the trap becomes more and more effective at blocking the transition
mechanism of simple translation.
3.2. Importance Sampling for Large Soliton Walks. In the laser dynamics example in section 3.1, the minimum action calculated for passage from a stable fixed
point to a neighboring saddle is used to approximate the average rate at which noise
is expected to drive the laser from its desired operating point. The paths associated
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Fig. 11 (a) Minimum action path connecting stable fixed point at origin (n = 0) to saddle (n = 1),
plotted vs. parameter c0 from (82). Minimum action paths for squares on (a) are plotted in
(b), (c), and (d).

with these minimum action computations are informative in their own right since they
illustrate the dynamic paths taken on these most probable excursions. In fact, these
paths provide the information necessary to implement importance sampling in Monte
Carlo simulations designed to compute correct expectations of exit probabilities in finite time as described in section 2.6. Figure 12 demonstrates that these paths change
significantly as the time horizon for an exit is varied, from a geodesic path with respect to a norm dictated by the diffusion tensor to the limiting path corresponding
to the quasi-potential calculations from section 3.1.
For exit probabilities on finite times, traditional large deviation theory provides
an asymptotic scaling law,
(94)

lim D ln P (x(tf ) \in 
/ \Omega ) =  -  inf

D\rightarrow 0

x(tf )\in \Omega 
/

\scrS tf [x],

where the probability P contains an undetermined prefactor. For the reduced model
provided by (87), computing this prefactor is at least possible using more substantial
analysis of the Fokker--Planck equation [63]. Given that the model reduction from
the stochastic PDE (82) is itself imperfect, one would ideally seek to perform Monte
Carlo simulations on the original model to verify the accuracy of estimates obtained
through the reduced model. To compute exit probabilities in the context of small
noise, a naive Monte Carlo approach is computationally prohibitive, requiring the
use of importance-sampled Monte Carlo simulations based on the paths computed
above [67, 68, 83].

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

Downloaded 07/05/22 to 130.68.140.66 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

994

ERIC FORGOSTON AND RICHARD O. MOORE

Fig. 12 Minimum action paths for the SDE given by (87) as the horizon time tf is varied.

For example, a simplified version of (82) relevant to optical communications includes spectral filtering, compensatory gain (c1 < 0), and white noise:
(95)

i

\partial  u 1 \partial  2 u
\partial  2 u
2
+
+
| u| 
u
=
 - ic
u
+
ic
+ i\eta (\xi , t).
1
2
\partial t 2 \partial \xi  2
\partial \xi  2

Filters have been used as a mechanism for reducing jitter in the position of solitons
by adding a restoring force to the spatial frequency, which is tied to the soliton's
speed through the dispersion relation [50]. Damping fluctuations in spatial frequency
is therefore an effective way to suppress position jitter, as illustrated in Figure 13.
The same reduction method used above produces the SDE given by
(96)

x\. = f (x) + \sigma (x)\eta 

with x = (A, \Omega , \Xi )T , where the drift is
\left( 
\right) 
 - 2c1 x1  -  32 c2 x31  -  2c2 x1 x22
 -  34 c2 x21 x2
f (x) =
x2

(97)

and the diffusivity is

(98)

\sigma (x) =

\left( 

\surd 

x1
0
\surd 
 - x3 / x1

\sqrt{}  0
x1 /3
0

0
0
\sqrt{} 
\pi  2 /12x31 + x23 /x1

\right) 

,

and where we have again omitted the dynamics in \Theta . The GMAM presented in
section 2.3 can be applied to compute the optimal path from a pulse centered at
the origin with amplitude, frequency, and position coordinates (A, \Omega , \Xi ) = (1, 0, 0)
to a final position \Xi (tf ) = \Xi f with the other two final coordinates left unspecified.
By picking different values of \Xi f , one can reconstruct a histogram of probabilities
from which the entire probability density function (pdf) for the final position \Xi  can
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Fig. 13 Probability density p associated with the diffusion of position \Xi  obtained from importancesampled Monte Carlo simulations of the stochastic PDE (95) (black squares) and from
unbiased simulations (brown circles). The black curve is the Gaussian pdf predicted by
linearizing the reduced ODE given by (96)--(98).

be computed well down into the low-probability tails. Figure 13 illustrates such a
reconstructed pdf, where 50,000 importance-sampled Monte Carlo simulations of the
stochastic PDE (95) have been used to compute pdf tail probabilities on the order of
10 - 12 and below. Also shown is the Gaussian pdf predicted by a linearization of the
ODE reduction given by (96)--(98). This curve and simulations of the nonlinear ODEs
(not shown) demonstrate that the low-order reduction fails to accurately compute
probabilities in the tails of the pdf, but Figure 13 clearly shows that it is effective at
generating appropriately biased simulations of the original PDE model.
3.3. Extinction in Biological Populations. We now consider internal noise and
how it may induce the rare event of extinction of a species or of an infectious disease.
Extinction can be good (disease) or bad (species); either way, it is important to
understand why and how often it can be expected to happen for different model
parameters. We consider two examples: (1) the susceptible-infectious-susceptible
(SIS) epidemic model, and (2) the Allee effect model.
The deterministic SIS model has two fixed points. One is an extinct state where
no infectious individuals are present, while the other is an endemic state where the
infection is maintained. The stability of these two fixed points is determined by
the value of the reproductive number R0 . The reproductive number can be thought
of as the average number of new infectious individuals that one infectious individual
generates over the course of the infectious period, in an entirely susceptible population.
For R0 > 1, the extinct state is unstable while the endemic state is stable, as shown
in Figure 14(a). Note that since the model is deterministic, a population at the
attracting endemic state can never go extinct.
The deterministic Allee effect model has three fixed points. One can see in Figure 14(b) that the extinct state x0 is stable, as is the carrying capacity x2 . The Allee
threshold x1 is unstable, so when initial values lie between x1 and x2 , the determin-
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Fig. 14 (a) Topology of the deterministic SIS model. There are two fixed points: a stable endemic
state and an unstable extinct state. (b) Topology of the deterministic Allee effect model.
There are three fixed points: a stable carrying capacity, a stable extinct state, and an
unstable Allee threshold.

istic solution will increase to x2 , while for initial values less than x1 the deterministic
solution decreases to the extinct state. Similar to the deterministic SIS, a population
at the attracting carrying capacity can never go extinct.
To capture extinction events, we must consider a stochastic model with internal
noise that represents the random interactions of individuals in the population. Figure 15 shows a time series of infectious individuals for a stochastic SIS model. One
can see fluctuations about the endemic state for a long period of time until eventually the noise-induced rare event (extinction) occurs. Similarly, Figure 2 shows a
time series of individuals for a stochastic Allee effect model: the population fluctuates
about the carrying capacity for a long period of time until the rare extinction event
occurs. Details of the Monte Carlo method used in both simulations can be found in
Appendix A.
The two examples considered in this section have different mean-field topologies,
as seen in Figure 14. For the SIS model, the extinct state x0 is a repelling point of the
deterministic mean-field equation, while the endemic state x1 is an attracting point.
In this extinction scenario, the optimal path to extinction is a heteroclinic trajectory
with nonzero momentum that connects the equilibrium point (x, \lambda ) = (x1 , 0) with
a fluctuational extinct state (x, \lambda ) = (0, \lambda f ). This new fluctuational extinct state is
an equilibrium point of Hamilton's equations given by (69b). Figure 16 shows the
optimal path topology in the expanded 2D space.
For the Allee effect model, the extinct state x0 is an attracting point of the
deterministic mean-field equation. Additionally, there is an intermediate repelling
point x1 that lies between the extinct state and another attracting state x2 . In this
extinction scenario, the optimal path to extinction is composed of two segments. The
first segment is a heteroclinic trajectory with nonzero momentum that connects the
equilibrium point (x, \lambda ) = (x2 , 0) with the intermediate equilibrium point (x, \lambda ) =
(x1 , 0). The second segment consists of the segment along \lambda  = 0 from x1 to the
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Fig. 15 Stochastic realization of an SIS system showing extinction after fluctuating about the endemic state for a long time.

(0, 0)

(x1 , 0)
x

\lambda opt

(0, \lambda f )

\lambda 
Fig. 16 Steady states of Hamilton's equations (69b) and zero-energy trajectories of the Hamiltonian (68) for the SIS model as well as other models with deterministic mean-field topology
of the type shown in Figure 14(a). The extinct state x0 = 0 is a repelling point of the
deterministic mean-field equation, while the endemic state x1 is an attracting point. In
this extinction scenario, the optimal path to extinction \lambda opt is a heteroclinic trajectory with
nonzero momentum that connects the equilibrium point (x, \lambda ) = (x1 , 0) with a fluctuational
extinct state (x, \lambda ) = (0, \lambda f ).
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x

\lambda opt
\lambda 
Fig. 17 Steady states of Hamilton's equations (69b) and zero-energy trajectories of the Hamiltonian (68) for the Allee effect model as well as other models with deterministic mean-field
topology of the type shown in Figure 14(b). The extinct state x0 = 0 is an attracting point
of the deterministic mean-field equation. Additionally, there is an intermediate repelling
point x1 that lies between the extinct state and another attracting state x2 . In this extinction scenario, the optimal path to extinction is composed of two segments. The first
segment is a heteroclinic trajectory with nonzero momentum that connects the equilibrium
point (x, \lambda ) = (x2 , 0) with the intermediate equilibrium point (x, \lambda ) = (x1 , 0). The second
segment consists of the segment along \lambda  = 0 from x1 to the extinct state x0 .

extinct state x0 . Figure 17 shows the optimal path topology in the expanded 2D
space.
3.3.1. SIS Epidemic Model. The SIS problem has mean-field equations given as
(99a)
(99b)

\beta 
S\. = \mu K  -  SI + \gamma I  -  \mu S,
K
\beta 
I\. = SI  -  \gamma I  -  \mu I,
K

where \beta  is the contact rate, \gamma  is the recovery rate, and \mu  is the birth/death rate.
Using a constant population assumption S + I = K leads to [59, 69, 4, 70]
\beta 
I\. = (K  -  I)I  -  \gamma I  -  \mu I.
K
\bigl( 
\bigr) 
\beta 
Steady states of (100) are I = 0, and I = K 1  -  R10 , where R0 = \mu +\gamma 
is the
reproductive number. The endemic state is stable for R0 > 1, as seen in Figure 14(a).
Therefore, deterministically, there is no way for the disease to go extinct, as mentioned
previously. However, as is shown in Figure 15, the internal noise can in fact induce a
large fluctuation which brings the population into the extinct state. Employing the
theory described in sections 2.4 and 2.5, one can find the optimal path to extinction
that connects the deterministic endemic state to a new fluctuational extinct state.
We constrain the population size so that S = K  -  I. This allows one to consider
the dynamics of the constrained SIS model in terms of only the infectious individuals
I. Rescaling time by \mu  + \gamma , the mean-field equation of the constrained SIS model
becomes

(100)

(101)

R0
(K  -  I)I  -  I.
I\. =
K
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In rescaling time by \mu  + \gamma , the corresponding stochastic population model is represented by the transition processes of infection, and of removal due to recovery [21, 26,
79]. The associated rates W (X; r) are given as
W (I; 1) = (R0 /K)I(K  -  I),
W (I;  - 1) = I,

Infection:
Recovery:
and the master equation is then
(102)
(103)

\partial \rho (I, t)
= [(I + 1)\rho (I + 1, t)  -  I\rho (I, t)]
\partial t
R0
+
[(I  -  1)(K  -  (I  -  1))\rho (I  -  1, t)  -  I(K  -  I)\rho (I, t)].
K

The scaled transition rates in (64) are given as
(104)

w+1 (x) = R0 (1  -  i)i,

w - 1 (x) = i,

u+1 (x) = 0,

u - 1 (x) = 0,

where i = I/K is the fraction of infectious individuals in the population.
Substitution of (104) into (68) leads to the Hamiltonian given as
(105)

\scrH (I, \lambda ) = R0 (1  -  i)i(e\lambda   -  1) + i(e - \lambda   -  1).

Solutions to \scrH (I, \lambda ) = 0 are
(106)

i = 0,

\lambda  = 0,

and \lambda (i) =  -  ln (R0 (1  -  i)).

The third solution is \lambda opt and can also be found using (71). Taking derivatives of (105)
with respect to x and \lambda  (see (69b)) leads to the following system of Hamilton's equations:
(107a)
(107b)

\partial \scrH 
i\. =
= R0 (1  -  i)ie\lambda   -  ie - \lambda  ,
\partial \lambda 
\partial \scrH 
=  - R0 (1  -  2i)(e\lambda   -  1)  -  (e - \lambda   -  1).
\lambda \. =  - 
\partial i

This system of Hamilton's equations has three steady states given by an extinct
state (i, \lambda ) = (0, 0), an endemic state (i, \lambda ) = (1 - 1/R0 , 0), and a fluctuational extinct
state (i, \lambda ) = (0,  -  ln (R0 )). These steady states along with the zero-energy curves of
the Hamiltonian are shown in Figure 18.
The action along the optimal path given by (72) is
(108)

\scrS opt =

\int 

0

1 -  R1
0

\lambda (i) di = ln (R0 )  -  1 +

1
.
R0

The general form of the MTE for single-step problems with a similar topology to that
shown in Figure 14(a) is
\Bigl( \int  \Bigl( 
\Bigr)  \Bigr) 
\surd 
x
u+1 (x)
u - 1 (x)
\biggl(  \int  x1 \biggl( 
\biggr)  \biggr) 
2\pi R exp x01 w
 - 
dx
(x)
w
(x)
w+1 (x)
+1
 - 1
\sqrt{} 
exp K
ln
dx ,
(109) \tau  =
w - 1 (x)
x0
(R  -  1)w (x ) K\lambda \prime  (x )
+1

1

opt

1
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Fig. 18 Steady states of Hamilton's equations (107) and zero-energy curves of the SIS model Hamiltonian (105) for R0 = 1.5. The extinct state is located at (0, 0) (black dot), the endemic state
is located at (1/3, 0) (red dot), and the fluctuational extinct state is located at (0,  -  ln (1.5))
(green dot). The optimal path \lambda opt =  -  ln (1.5(1  -  i)) (blue curve) runs from the endemic
state to the fluctuational extinct state.
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Fig. 19 Comparison of analytical (solid line) and numerical (circles) MTE versus R0 for SIS model.

\prime 
\prime 
where R = w+1
(0)/w - 1
(0). The SIS problem therefore has an MTE given as

(110)

R0
\tau  = B exp (K\scrS opt ) =
(R0  -  1)2

\sqrt{} 

\biggl[  \biggl( 
\biggr) \biggr] 
2\pi 
1
exp K ln (R0 )  -  1 +
.
N
R0

The analytical MTE is confirmed using numerical simulations. By numerically
computing thousands of stochastic realizations and the associated extinction times,
one can calculate the MTE. Figure 19 shows a comparison of the analytical and
numerical MTE as a function of reproductive number R0 . There is excellent agreement
except at low R0 , where the quasi-stationary assumption breaks down.
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3.3.2. Allee Effect Model. The Allee effect problem has a mean-field equation
given as
\alpha x2
\sigma x3
(111)
x\. =
 -  \mu x  - 
,
2
6
where \mu  is the death rate of low-density populations, \alpha  is the growth rate when
the population is large enough, and \sigma  is a negative growth rate for an overcrowded
population.
\surd 
3\alpha \mp 

9\alpha 2  - 24\sigma \mu 

, where x0 is
The steady states of (111) are x0 = 0, and x1,2 =
2\sigma 
stable, x1 is unstable, and x2 is stable as shown in Figure 14(b) [6, 71]. Therefore,
deterministically, there is no way for the disease to go extinct, as mentioned previously. However, as shown in Figure 2 the internal noise can in fact induce a large
fluctuation which brings the population into the vicinity of the repelling fixed point
of the deterministic rate equation. From there, the population travels essentially deterministically to the extinct state. Employing the theory described in sections 2.4
and 2.5, one can find the optimal path to extinction.
The corresponding stochastic population model is represented by the following
transition processes and associated rates W (X; r):
\mu 

X  - \rightarrow  \varnothing ,
\alpha /K

2X  - \rightarrow  3X,
\sigma /K 2

3X  - \rightarrow  2X,

\mu X,
X(X  -  1)
,
2K
X(X  -  1)(X  -  2)
.
\sigma 
6K 2
\alpha 

The first two transitions involving the death rate \mu  and the growth rate \alpha  are required
to capture the Allee effect. The negative growth rate \sigma  allows for an overcrowded
population to decline to the carrying capacity K [6, 71].
The scaled transition rates in (64) are given as
\alpha x2
\sigma x3
,
w - 1 (x) = \mu x +
,
2
6
(112)
\sigma x2
\alpha x
u - 1 (x) =  - 
.
u+1 (x) =  -  ,
2
2
Substitution of (112) into (68) leads to the Hamiltonian given as
\biggl( 
\biggr) 
\alpha x2 \lambda 
\sigma x3
(113)
\scrH (x, \lambda ) =
(e  -  1) + \mu x +
(e - \lambda   -  1).
2
6
w+1 (x) =

Solutions to \scrH (x, \lambda ) = 0 are

(114)

x = 0,

\lambda  = 0,

and \lambda (x) = ln

\biggl( 

\biggr) 
6\mu  + \sigma x2
.
3\alpha x

The third solution is \lambda opt and can also be found using (71). Taking derivatives of (113)
with respect to x and \lambda  (see (69b)) leads to the following system of Hamilton's equations:
\biggl( 
\biggr) 
\partial \scrH 
\alpha x2 \lambda 
\sigma x3
(115)
x\. =
=
e  -  \mu x +
e - \lambda  ,
\partial \lambda 
2
6
\biggl( 
\biggr) 
\partial \scrH 
\sigma x2
\lambda 
\.
(116)
\lambda  =  - 
=  - \alpha x(e  -  1)  -  \mu  +
(e - \lambda   -  1).
\partial x
2
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Fig. 20 Steady states of Hamilton's equations (115) and zero-energy curves of the Hamiltonian (113)
for \mu  = 0.2, \alpha  = 1.5, and \sigma  = 3. The extinct state is located at (0, 0) (black dot), the Allee
threshold state is located at (0.35, 0) (green dot), and the carrying capacity state is located
at (1.15, 0) (red dot). The optimal path \lambda opt =  -  ln [(1.2 + 3x2 )/4.5x] (blue curve) runs
from the carrying capacity state to the Allee threshold state, and from there it continues
deterministically to the extinct state.

This system of Hamilton's equations has three steady states given as (x, \lambda ) =
(x0 , 0) = (0, 0), (x, \lambda ) = (x1 , 0), and (x, \lambda ) = (x2 , 0), where x0 , x1 , and x2 are the
steady states of the mean-field equation (111) provided above. These steady states
along with the zero-energy curves of the Hamiltonian are shown in Figure 20.
The general form of the MTE for single-step problems with a similar topology to
that shown in Figure 14(b) is
\Bigl( \int  \Bigl( 
\Bigr)  \Bigr) 
x
u+1 (x)
u - 1 (x)
\biggl(  \int  x1 \biggl( 
\biggr)  \biggr) 
2\pi  exp x12 w
 - 
w - 1 (x) dx
w - 1 (x)
+1 (x)
\sqrt{} 
exp K
ln
(117)
\tau  =
dx .
w+1 (x)
x2
w (x ) | \lambda \prime  (x )| \lambda \prime  (x )
1

2

opt

1

opt

2

It is worth noting that the derivation of (117) involves matching the solution from
x2 to x1 asymptotically with the deterministic solution from x1 to x0 . Because this
latter solution is associated with \lambda  = 0, its final form does not involve an integral
from x1 to x0 . Nevertheless, the deterministic contribution is in fact included in (117).
Details regarding the derivation of the prefactor B in (109) and (117) as well as details
regarding the MTE for multistep problems can be found in [6].
The analytical MTE for the Allee effect problem is found using (117) and is confirmed using numerical simulations. By numerically computing thousands of stochastic realizations and the associated extinction times, one can calculate the MTE. Figure 21 shows the comparison between the analytical and the numerical MTE as a
function of \alpha  for various choices of \sigma  [71].

4. Conclusions. The study of rare events in noise-driven physical and biological
models presents a unique opportunity to combine tools from different arenas of applied
mathematics, including variational calculus, optimal control, singular perturbation
theory, WKBJ theory, asymptotics of integrals, and sampling techniques, to provide
considerable insight into ostensibly intractable problems. The examples included here
are just a sample of the important questions that can be answered by an intuitive
combination of theory and numerics. The applicability of these tools can only grow
with the explosion of interest in stochastic PDEs and geometric growth in computing
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Fig. 21 Comparison of analytical and numerical MTE versus \alpha  for various \sigma  for the stochastic
Allee effect problem.

power. It is the authors' hope that this primer facilitates the entry of new researchers
into this exciting and rapidly growing field.
Appendix A. Numerical Methods for Stochastic Differential Equations. The
simplest numerical method to generate a random walk approximating a diffusion
process is the stochastic Euler method, sometimes referred to as the Euler--Maruyama
method. Given the It\^o SDE expressed in (5), the stochastic Euler scheme is given by
(118)

Xn+1 = Xn + f (Xn )\Delta t + \sigma (Xn )\Delta \eta n ,

where the time increment is \Delta t = tn+1  -  tn and the noise increment is \Delta \eta n = \eta tn+1  - 
\eta tn . To implement the stochastic Euler scheme, we note that the noise increments are
independent Gaussian random variables with the first and second moments
(119)

\BbbE (\Delta \eta n ) = 0,

\BbbE ((\Delta \eta n )2 ) = D\Delta t,

so that
(120)

\Delta \eta n \sim  \scrN  (0, D\Delta t).

In practice, one can solve (118) numerically, using a random number generator to draw
noise values from the distribution given by (120). Alternatively, one can numerically
solve
\surd 
(121)
Xn+1 = Xn + f (Xn )\Delta t + D\Delta t \sigma (Xn ) \eta \^n ,
where
(122)

\eta \^n \sim  \scrN  (0, 1).

For the Ornstein--Uhlenbeck process expressed by f (x) =  - x with D\sigma  \equiv  1, this
becomes
\surd 
(123)
Xn+1 = (1  -  \Delta t)Xn + \Delta t \eta n ,
\eta n \sim  \scrN  (0, 1).
To generate a solution of a stochastic equation, where the noise is internal, we
use the Doob--Gillespie algorithm (also known as the Gillespie algorithm or Gillespie's
stochastic simulation algorithm (SSA)) [23, 43]. The algorithm is a type of Monte
Carlo method that was originally proposed by Kendall [53] for simulating birth-death
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processes and was popularized by Gillespie [43] as a useful method for simulating
chemical reactions based on molecular collisions. The results of a Gillespie simulation
is a stochastic trajectory that represents an exact sample from the probability function
that solves the master equation. Therefore, the method can be used to simulate
population dynamics where molecular collisions are replaced by individual events and
interactions including birth, death, and infection.
Let x = (x1 , . . . , xn )T denote the state variables of a system, where xi provides
the number of individuals in state xi at time t. The first step of the algorithm is
to initialize the number of individuals in the population compartments x0 . For a
given state x of the system, one calculates the transition rates (birth rate, death
rate, contact rate, etc.) denoted as ai (x) for i = 1, . . . , l, where l is the number of
\sum l
transitions. Thus, the sum of all transition rates is given by a0 = i=1 ai (x).
Random numbers are generated to determine both the next event to occur as well
as the time at which it will occur. One simulates the time \tau  until the next transition
by drawing from an exponential distribution with mean 1/a0 . This is equivalent to
drawing a random number r1 uniformly on (0, 1) and computing \tau  = (1/a0 ) ln (1/r1 ).
During each random time step exactly one event occurs. The probability of any
particular event taking place is equal to its own transition rate divided by the sum of
all transition rates ai (x)/a0 . A second random number r2 is drawn uniformly on (0, 1)
and is used to determine the transition event that occurs. If 0 < r2 < a1 (x)/a0 , then
the first transition occurs; if a1 (x)/a0 < r2 < (a1 (x) + a2 (x))/a0 , then the second
transition occurs; and so on. Last, both the time step and the number of individuals
in each compartment are updated, and the process is iterated until the disease goes
extinct or until the simulation time has been exceeded.
Appendix B. Numerical Methods for Optimal Path Computations. Although
the two-point boundary value problem given by (43) and (44) in section 2.3 naturally
suggests a shooting method for numerical solution, an alternative approach used in the
present work is to combine the state and costate equations into a single second-order
differential equation,
x
\"i =
(124)

\partial  aij
\partial  fk  - 1
\partial  fi
x\. j + (x\. l  -  fl )(a - 1 )lj
x\. k  -  aij
(a )kl (x\. l  -  fl )
\partial xj
\partial xk
\partial xj

\partial  (a - 1 )kl
1
+ aij (x\. k  -  fk )
(x\. l  -  fl ),
2
\partial xj

i = 1, . . . , d,

where a := \sigma \sigma  T and we have used the summation convention over doubled indices.
The supplementary boundary conditions for \lambda  are reexpressed as Robin conditions for
x at t = tf . Introduction of an artificial time T allows a simple initial condition for
x(t, T ), generally a linear interpolant, to relax to the optimal path through
\biggl( 
\biggr) 
\biggl( 
\biggr) 
\partial  xi \partial  2 xi
\partial  fi \partial  xj
\partial  xl
\partial  aij \partial  xk
\partial  fk  - 1
\partial  xl
 - 1
= 2  - 
 - 
 -  fl (a )lj
+ aij
(a )kl
 -  fl
\partial T
\partial t
\partial xj \partial t
\partial t
\partial xk \partial t
\partial xj
\partial t
\biggl( 
\biggr) 
\biggl( 
\biggr) 
1
\partial  xk
\partial  (a - 1 )kl \partial  xl
(125)  -  aij
 -  fk
 -  fl .
2
\partial t
\partial xj
\partial t
In the present work, this PDE was solved using central differences in space and a
semi-implicit method in time, with the second derivative handled implicitly and the
remaining terms on the right-hand side of (125) handled explicitly. The PDE was
evolved in artificial time T until the maximum of the residual dropped below threshold.
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The relaxation described in (125) occurs over curves parameterized by true time
t. This parameterization is not convenient in cases where the true time of travel over
the trajectory is infinite, such as for quasi-potential or mean exit time computations,
or where the speed is highly nonuniform and the action is therefore concentrated in
a particular segment of the path. It is convenient in such cases to reparameterize the
curve in terms of arclength. Following [49], we see that the action
\int 
1 tf
(126)
\| x\.  -  f (x)\| 2 dt
\scrS tf =
2 t0
\int 
\bigr) 
1 tf \bigl( 
(127)
=
(\| x\| 
\.  -  \| f \| )2 + 2\| x\| \| f
\.
\|   -  2(x,
\. f ) dt
2 t0
\int  tf
(128)
\geq 
(\| x\| \| f
\.
\|   -  (x,
\. f )) dt
t0

(129)

=2

\int 

tf

t0

1
\| x\| \| f
\.
\|  sin2 \theta (t) dt,
2

where \theta  is the angle between x\. and f (x). In the case of infinite-time paths, time can
be rescaled to force
(130)

\| x\| 
\. = \| f (x)\| ,

so that the above inequality becomes an equality, and
\int 
1
(131)
V (0, y) = 2 inf \| f (x(\alpha ))\|  sin2 \theta (\alpha ) d\alpha ,
\gamma 
2
\gamma 
i.e., the time-parameterized minimization can be replaced by a minimization using
arclength as a parameter, where in (131) the admissible paths are absolutely continuous. This approach to the numerical computation of Wentzell--Freidlin action
minimizers is referred to as the geometric minimum-action method (GMAM) and requires a modification of (125) to simultaneously compute the time parameterization.
The reader is referred to [49] for more details.
A similar method that employs a direct, fully explicit iterative scheme is the
iterative action minimization method (IAMM) [61]. The IAMM is useful in the general
situation where a path connecting steady states Ca and Cb starts at Ca at t =  - \infty 
and ends at Cb at t = +\infty . A time parameter t exists such that  - \infty  < t < \infty . For
this method, we require a numerical approximation of the time needed to leave the
region of Ca and arrive in the region of Cb . Therefore, we define a time T\epsilon  such that
 - \infty  <  - T\epsilon  < t < T\epsilon  < \infty . Additionally, C( - T\epsilon  ) \approx  Ca and C(T\epsilon  ) \approx  Cb . In other
words, the solution stays very near the equilibrium Ca for  - \infty  < t \leq   - T\epsilon  , has a
transition region from  - T\epsilon  < t < T\epsilon  , and then stays near Cb for T\epsilon  < t < +\infty . The
interval [ - T\epsilon  , T\epsilon  ] is discretized into n segments using a uniform step size h = (2T\epsilon  )/n
or a suitable nonuniform step size hk . The corresponding time series is tk+1 = tk +hk .
The derivative of the function value qk is approximated using central finite differences by the operator \delta h given as
(132)

h2 qk+1 + (h2k  -  h2k - 1 )qk  -  h2k qk - 1
d
qk \approx  \delta h qk \equiv  k - 1
,
dt
hk - 1 h2k + hk h2k - 1

k = 0, . . . , n.

Clearly, if a uniform step size is chosen, then (132) simplifies to the familiar form
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given as
d
qk+1  -  qk - 1
qk \approx  \delta h qk \equiv 
,
dt
2h

(133)

k = 0, . . . , n.

Thus, one can develop the system of nonlinear algebraic equations
(134)

\delta h xk  - 

\partial H(xk , pk )
= 0,
\partial p

\delta h pk +

\partial H(xk , pk )
= 0,
\partial x

k = 0, . . . , n,

which is solved using a general Newton's method. We let
(135)

qj (x, p) = \{ x1,j . . . xn,j , p1,j . . . pn,j \} T

be an extended vector of 2nN components that contains the jth Newton iterate, where
N is the number of populations. When j = 0, q0 (x, p) provides the initial ``guess"" as
to the location of the path that connects Ca and Cb . Given the jth Newton iterate
qj , the new qj+1 iterate is found by solving the linear system
(136)

qj+1 = qj  - 

F (qj )
,
J (qj )

where F is the function defined by (134) acting on qj and J is the Jacobian. Equation (136) is solved using LU decomposition with partial pivoting.
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