Abstract. The paper describes a Petri net as well as a structural operational semantics for an algebra of process expressions. It speci cally addresses this problem for the box algebra, a model of concurrent computation which combines Petri nets and standard process algebras. The main result is that it is possible to obtain a framework where process expressions can be given two, entirely consistent, kinds of semantics: one based on Petri nets, the other on SOS rules. This consistency can also be extended to a partial order semantics.
Introduction
This paper is about combining two widely known and well studied theories of concurrency: process algebras 1, 16, 17, 20] and Petri nets 2, 21, 24] . Process algebras: (i) allow the study of connectives directly related to actual programming languages; (ii) are compositional by de nition; (iii) come with a variety of logics facilitating reasoning about important properties of systems; and (iv) support a variety of algebraic laws. On the other hand, Petri nets: (v) sharply distinguish between states and activities (the latter being de ned as changes of state); (vi) treat global states and global activities as derived from their basic local counterparts; (vii) have a graphical representation which is easy to grasp and has therefore some wide appeal for practitioners; and (viii) have useful links both to graph theory and to linear algebra.
The work presented in this paper (in itself a continuation and consolidation of, among others, 4, 5, 18]) does not subscribe to the ambition of trying to achieve a full combination of (i){(viii) above { at least not immediately. However, it attempts to forge links between a fundamental but restricted class of Petri nets and a basic but again restricted process algebra. This paper will investigate the structural and behavioural aspects of these two basic models, and its main point is that there is, in fact, an extremely strong equivalence between them.
The box algebra is based on a set of process terms, called box expressions. Each box expression has associated two consistent kinds of semantics: a Petri net called a box (with its standard Petri net transition ring rule), and an operational semantics de ned using SOS derivation rules 23] . A particular instance of the box algebra is the Petri Box Calculus (PBC) 3, 4, 11, 15] { a direct inspiration for the introduction of the box algebra. Note that the technique of associating Petri nets with process algebra expressions has also been studied for other models 9, 10, 13, 14, 22, 25] .
The model we are going to describe is based on a set of operators, OpBox, which can be used to construct valid box expressions. For each operator op 2 OpBox there is an associated operator in the domain of boxes, op . This allows one to compositionally de ne, for every box expression E = op(E 1 ; E 2 ; : : :), a corresponding net, box(E) = op (box(E 1 ); box(E 2 ); : : :), where the application of op to an operand tuple (box(E 1 ); box(E 2 ); : : :) corresponds to net theoretic re nement. The set of PBC operators includes sequence (denoted by the semicolon), choice (denoted by ), and parallel composition (denoted by k).
However, the box algebra supports much richer a set of constructs because op can be chosen from a very large set of boxes.
The two semantical models of the box algebra have been studied and developed in, e.g., 3, 5, 18] . In particular, it has been shown there that the two semantics are equivalent in the sense of generating strongly equivalent behaviours (in bisimulation sense 20] ). This paper extends the already published results in three directions. First, the previous results were only applicable to nite operators; i.e., it was assumed that op(K 1 ; K 2 ; : : :) = op(K 1 ; K 2 ; : : :; K n ), for some n. In this paper, op can in general take any number of arguments, in particular in nitely many. The interest in such general operators is motivated by a need to model operators like i2I E i , i.e., a fully generalised choice operator of Milner's CCS 20] , which in turn can be used to give formal semantics to a process algebra with value-passing. Second, we remove two restrictions previously imposed on nets representing operators and operands for reasons of behavioural integrity; but we also analyse the conditions under which such a step does not compromise the integrity of the model. The third extension concerns consistency between the net semantics and operational semantics. The interest here is in establishing as strong as possible semantical correspondence between the two models, thus allowing a direct transfer of behavioural properties from one framework to another. We strengthen the previous results by proving that they generate, for every process expression, not only bisimulation equivalent, but in fact isomorphic transition systems; thus providing arguably the strongest possible consistency result.
The paper is organised as follows. In the next section, we introduce various classes of Petri nets used throughout the paper. Section 3 de nes net re nement, the basic device to compose nets. Sections 4 and 5 develop a variant of the structured operational semantics (SOS) for the class of composite nets de ned through net re nement. Sections 6{8 present an algebra of process expressions based on the formalism developed in the preceding sections, and prove the above consistency result. Section 9 completes the comparative study of the net algebra and expression algebra, by extending the consistency results to a partial order semantics based on Mazurkiewicz traces.
The paper is a full version of the conference paper 6]. If the labelling of a place s is e, i or x, then s is an entry, internal or exit place, respectively. By convention, , and denote respectively the entry, exit and internal places of . For every place (transition) x, we use x to denote is pre-set, i.e., the set of all transitions (places) y such that there is an arc from y to x, that is, W(y; x) > 0. The post-set x is de ned in a similar way. The pre-and post-set notation extends in the usual way to sets R of places and transitions, e.g., R = S r2R r. In what follows, all nets are assumed to be T-restricted, i.e., the pre-and post-sets of each transition are nonempty. is called simple if W always returns 0 or 1, and pure if for all transitions t 2 T, t\t = ;. For the labelled net of gure 1 we have 0 = fs 0 ; s 3 g, 0 = fs 2 g, 0 = fs 1 g, s 0 = ; and fs 0 ; s 1 g = ft 0 ; t 1 g. This net is nite and simple, but not pure as s 3 2 t 2 \ t 2 .
We will use three explicit ways of modifying the marking of . We de ne b c as (S; T; W; ; ;) which amounts to erasing all the tokens. Moreover, and are, respectively, (S; T; W; ; ) and (S; T; W; ; ). These operations correspond to placing one token on each entry (resp. exit) place and nothing elsewhere, forming the entry marking (resp. the exit marking) of .
Execution semantics The behaviour of is de ned by its nite step sequence semantics: a nite multiset of transitions U, called a step, is enabled by if for every place s 2 S, M(s) P t2U (U(t) W(s; t)). We denote this by M Ui or Ui . An enabled step U can be executed leading to a follower marking M 0 de ned, for every s 2 S, by M 0 (s) = M(s) + X t2U (U(t) (W(t; s) ? W(s; t))):
We will denote this by M Ui M 0 or Ui 0 , where 0 = (S; T; W; ; M 0 ). For 0 in gure 1, ft 0 ; t 2 g is an enabled step. After its execution, ft 1 g is enabled and, hence, ft 0 ; t 2 gft 1 g is a step sequence of 0 .
Transition labelling may be extended to steps, through the formula In particular, we will denote ?i lab whenever there is a multiset of transitions U such that Ui and ? = (U). This allows one to translate various behavioural notions de ned in terms of multisets of transitions into notions based on multisets of transition labels (or labelled steps).
A step sequence of is a possibly empty sequence of steps, ! = U 1 : : :U k , such that there are nets 1 ; : : :; k satisfying U 1 i 1 U 2 i U k i k . We will denote this by !i k or k 2 i , and call k derivable from and its marking, M k , reachable from M .
A marking M is safe if M(S) f0; 1g. A marking is clean if it is not a proper super-multisetset of nor , i.e., if M or M implies = M or = M, respectively. The marking of the net in gure 1 is both safe and clean. A labelled net is: ex-restricted if 6 = ; 6 = ; e-directed if ( ) = ;; x-directed if ( ) = ;; and ex-directed if it is both e-directed and x-directed. is ex-exclusive if, for every marking M reachable from M or or , it is the case that M \ = ; or M \ = ;. It is called the independence relation, because two distinct transitions belonging to ind have no impact on their respective environments. If they are both enabled separately, then they are enabled simultaneously (as a step). Conversely, if is safe (which will later be our exclusive case of interest), it can be shown that any two transitions occurring in the same step are independent. Notice that T-restrictedness implies the irre exivity of the independence relation, i.e., ind \ id T = ;, since for every t 2 T, (t; t) 6 2 ind .
T-restrictedness also implies that the emptiness (non-emptiness) of markings is preserved over transition steps. Later, when we say that a net is`marked', this will mean that its marking is nonempty.
Behavioural equivalence Although the whole set of step sequences of a net may be speci ed by de ning the full reachability graph (see gure 1), we do not nd it a satisfactory representation in the presence of labellings. For example, gure 2 demonstrates that isomorphism (and, indeed, other reasonable notion of behavioural equivalence) of reachability graphs is not preserved by sequential composition of nets. This is due to the fact that it is necessary to distinguish the entry and exit markings when comparing the behaviour of nets which are subsequently composed. Instead of modifying the de nition of isomorphism, we address this problem by adding to (arti cially, and only for the purpose of de ning the reachability graph) two fresh transitions, skip and redo, so that skip = redo = , skip = redo = , (skip) = skip and (redo) = redo. Moreover, all the arcs adjacent to the skip and redo transitions are unitary and redo; skip 6 2 Lab. Denote the net augmented with skip and redo by sr .
The transition system of a marked net is de ned as ts = (V; L; A; v 0 ) where V = f j skip; redo 6 2 T ^ sr 2 sr i g is the set of states, v 0 = is the initial state, L = mult(Lab fredo; skipg) is the set of arc labels, and A = f( ; ?; ) 2 V L V j sr ?i lab sr g is the set of arcs. In other words, ts is the labelled full reachability graph of sr with all references to skip and redo in the nodes of the graph (but not in the arc labels) erased. The transition system of an unmarked net is de ned as ts = ts . Figure 2 shows that adding skip and redo does solve the problem; although the nets and have isomorphic reachability graphs, their ts's are di erent. This is not a mere chance; ts-isomorphism is a congruence in the algebra of nets described in this paper.
Two base classes of labelled nets
Plain boxes A box is a (possibly in nite) ex-restricted labelled net . Ex-restrictedness is important since without it, composing boxes would yield undesired results 7, 8] .
A box is, by de nition, plain if each transition t 2 T is labelled by a constant relabelling, i.e., (t) 2 Lab. A plain box is static if M = ; and every marking reachable from or is safe and clean. A plain box is dynamic if M 6 = ; and every marking reachable from M or or is safe and clean. A dynamic box is an entry (exit) box if M = (resp. M = ). Note that the labelled net 0 in gure 1 is not a box since it has a reachable marking, M = fs 2 ; s 3 g, which is not clean. The sets of plain entry, dynamic, exit and static boxes will, respectively, be denoted by Box e , Box d , Box x , and Box s . Proposition 2.1. Let be a dynamic box and U be a step enabled by .
(1) Every labelled net derivable from is a dynamic box. (2) U is a set of mutually independent transitions: U U ind id T .
(3) All the arcs adjacent to the transitions in U are unitary: W (U S ) W (S U) f0; 1g.
Proof: (1) Suppose that is derivable from a dynamic box . is marked since is T-restricted. Clearly, all the markings reachable from M and and are safe and clean since those reachable from M and and are safe and clean and = and = . Hence is a dynamic box. . Five nets and the corresponding (labelled) full reachability graphs demonstrating that isomorphism of reachability graphs is not preserved by sequential composition; the two discriminating ts's for and are also shown.
Operator boxes An operator box is a simple box with all relabellings being transformational such that M = ; and all the markings reachable from or are safe and clean. But we still need to impose on one more property, called factorisability 18], de ned next. As the transitions of are meant to be re ned by potentially complicated boxes, it is justi ed to consider that their execution may take long time or, indeed, may last inde nitely. This may be captured by a special kind of extended markings.
A complex marking of is a pair M = (M; Q) composed of a normal marking M of (i.e., a possibly in nite multiset of places) and a nite multiset Q of engaged transitions of . and s = T n ( e d x ). itself will be called factorisable if for every safe complex marking of reachable from or , there is at least one factorisation. We will denote by fact the set of all the factorisations of all the complex markings of reachable from or , and including also the only factorisation (;; ;; ;; T ) of the empty marking.
Factorisability is absolutely necessary for the consistency results that will be obtained in this paper. In 5, 18] we show counterexamples when an operator box is only assumed to be simple, safe and clean, but not factorisible. Fortunately, but of course not coincidentally, all the standard process algebraic constructs such as pre x, sequence, choice (of various sorts), parallel composition (of various kinds), restriction, etc, can all be translated into (factorisable) operator boxes 5, 7] .
Properties of factorisations A factorisation of a reachable marking (M; Q) is essentially a way of representing its real part, M, as the disjoint union of the pre-sets of a set of transitions, e , and the post-sets of another set of transitions, x . Intuitively, e are transitions which can be concurrently executed at (M; Q), and x are (possibly) transitions which have just been concurrently executed. However, such an interpretation may be somewhat misleading since, besides the fact that e and x may be in nite, it may happen that although (M; Q) is a reachable marking and v 2 x , neither (Mnv ; Q fvg) nor ((Mnv ) v; Q) are reachable from the entry or exit marking of ; it may even happen that v is a dead transition, whose sole role is to ensure the factorisability of . This is illustrated in gure 3 where the operator is factorisable but the transition v 2 is dead from the entry and exit markings. Yet if we dropped this dead (hence supposedly useless) transition, the operator would become unfactorisable since after the occurrences of v 1 (Dom2) (Dom1) is meant to prevent the non-safeness of re nements in which a box is re ned into a transition with a side place. This refers to expressions such as ( k ) , which informally means:`repeat the concurrent execution of and arbitrarily many times'. A naive attempt to translate this expression into a net gives a 2-safe, but not 1-safe net. The other condition, (Dom2), is related to the possible presence of dead transitions in an operator box. Referring again to the operator box in gure 3, we may observe that if we were allowed to re ne the transition v 2 with a non-x-directed box v2 , then some behaviours originating from v2 could be possible from the entry marking of the re ned net, while no behaviour beginning at the entry nor exit marking of the operator box can possibly involve v 2 . It it therefore justi able to insist that v2 be x-directed
In the previously published work on the box algebra, it was assumed that all boxes are ex-directed and, in addition, that operator boxes are both nite (though this restriction was dropped in 12]) and pure. Then (Dom1) and (Dom2) are trivially satis ed. Making such assumptions resulted in a simpli cation of the formal treatment and proofs. The present framework is more di cult to handle, but at the same time it is much more expressive with obvious implications for the practical applicability of the box algebra.
Net Re nement
Net re nement embodies a mechanism by which transition re nement and interface change speci ed by relabellings are combined. Both operations are de ned for an operator box which serves as a pattern for gluing together a tuple of plain boxes along their entry and exit interfaces. The relabellings annotating the transitions of specify the interface changes to which the boxes in are subjected.
As far as net re nement as such is concerned, the names (identities) of newly constructed transitions and places are basically irrelevant. However, in our dealing with partial order semantics of process expressions, it will be important that such naming is done systematically (cf. section 9). Also, the names play a crucial role when recursion is treated (see 7, 8] ). We found it convenient to use trees as names. Moreover, if using such explicit names is not agreeble with the reader, one might rather think of these trees as simply an additional injective labelling for places and transitions of a labelled net (whose nodes are then de ned up to isomorphism).
Place and transition trees We shall assume that there are two disjoint in nite sets of basic place and transition names, P root and T root . Each name 2 P root T root can be viewed as a special tree with a single root labelled with which is also a leaf. We shall also employ more complex trees as transition and place names, and use a linear notation to express such trees. To this end, an expression x S, where x is a basic name in P root T root or a pair (t; a) 2 T root Lab, and S is a multiset of trees, denotes a tree where the trees of the multiset are appended (with their multiplicity) to an x-labelled root. Moreover, if S = fpg is a singleton then x S will be denoted by x p, and if S is empty then x S = x.
We shall further assume that in every operator box, all the places and transitions are basic names (i.e., single root trees) from respectively P root and T root . For the plain boxes, the trees used as names may be more complex. Each transition tree is a nite tree labelled with elements of T root (at the leaves) and T root Lab (elsewhere), and each place tree is a possibly in nite (in depth and width) tree labelled with basic names from P root and T root , which has the form t 1 t 2 : : : t n s S, where t 1 ; : : :; t n 2 T root (n 0) are transition names and s 2 P root is a place name (so that no confusion will be possible between transition-trees and place-trees: the latter always have a label from P root and the former never). We comprise all these trees (including the basic ones consisting only of a root as special cases) in our sets of allowed transition and place names, denoted respectively by P tree and T tree . 
is in fact a set, possibly in nite, because even in case there is a side-loop between s and v = w, then x v 6 = e w since x v is an exit place and e w is an entry place of v . The following notation is useful in manipulating the tree names upon which a newly constructed place is based.
Let y be a transition in . Transitions The set of transitions of ( ) is de ned as the (disjoint) union
Notice that the multiset R in (v; ) R will never be empty since no pair in v (v) has the empty multiset as its left argument.
Similarly as for places, we will denote by trees(u) the multiset of transitions R upon which a newly 
Weight function For a place p in S ( ) and transition u in T v new , the weight function is given by:
where trees(u)(t) denotes the number of occurrences of t in the multiset trees(u).
3.1 A running example Figure 4 shows an operator box 0 which will serve as a running example. 0 is a simple, pure, safe and clean box. A justi cation that 0 is also factorisable is provided by the 1 C C C C C C C C C C C C C C C A p1 = s1 v1 q11 p2 = s1 v1 q12 w1 = (v1; f) ft11; t12g p3 = s3 fv1 q13;v3 q31g p4 = s3 fv1 q14;v3 q31g w2 = (v2; c) t21 p5 = s2 v2 q21 p6 = v2 q22 w3 = (v2; d) t22 p7 = s4 fv2 q23;v3 q31g p8 = s5 v3 q32 w4 = (v3; e) t31 Figure 4 shows an 0 -tuple of boxes, = ( v1 ; v2 ; v3 ) whose factorisation, (fv 1 g; fv 2 g; ;; fv 3 g), belongs to fact 0 , and the tuple itself belongs to the domain of application of the operator box 0 . The box 0 ( ) exempli es net re nement, and the full linear notation for its place and transition (tree) names is also shown in gure 4.
Static properties of composite nets
In the rest of this paper, we will make frequent references to various notions used in the de nition of net re nement, ( ). In particular, we will use the notations T v new , ST v new and SP s new (the latter also lifted to sets of places R, through SP R new = S s2R SP s new ), and the notations trees(u) and trees v (p), where u and p are respectively a transition and a place in ( ), and v is a transition in . Using these notations, we can characterise several useful structural properties of the box ( ).
Proposition 3.1. The net ( ) is a plain box which is unmarked if and only if each v is unmarked.
Proof: We rst observe that, 8v 2 T 8q 2 S v 9p 2 S ( ) : q 2 trees v (p): (6) Indeed, if q 2 v then we can take p = v q 2 SP v new . If q 2 v then we take any s 2 v (which can be done since is T-restricted) and after that any p = s f: : : ; v q; : : :g 2 SP s new will satisfy our requirement (at least one such p exists since all the boxes in are ex-restricted). If q 2 v , we proceed similarly.
Moreover, we observe that, 8s 2 S : SP s new 6 = ; (7) which follows directly from the de nition (for an isolated s), or from the fact that all the boxes in are exrestricted (for a non-isolated s). Indeed, in the latter case, we can choose, for each v 2 s (if any) an entry place e v 2 v , and for each w 2 s (if any) an exit place x w 2 w . Then s (fv e v g v2s +fw x w g w2 s )
is a place in SP s new . We now proceed with the proof proper.
It is clear that ( ) is a plain labelled net; in particular, place markings are all natural numbers thanks to the fact that only nitely many nets v may contribute to the marking of a place in ( ). The Trestrictedness and ex-restrictedness (needed to make it a plain box) are inherited from the corresponding properties of the components, as shown below.
( ) is T-restricted. Let u = (v; ) R 2 T ( ) . To show u 6 = ;, we take any t 2 R and q 2 t (the former is possible since R 6 = ;, and the latter since v is T-restricted); by (4) it su ces to nd p 2 S ( ) such that q 2 trees v (p). This, however, follows immediately from (6) . To show u 6 = ;, we proceed similarly.
( ) is ex-restricted. Follows immediately from the ex-restrictedness of and (7). The second part of the proposition follows directly from the de nition of the marking of ( ) together with (6) and (7). u t Proposition 3.2. If and v , for every v 2 ( ) , are all e-directed boxes, then so is ( ). Similarly, if and v , for every v 2 ( ), are all x-directed boxes, then so is ( ).
Proof: If is e-directed then each entry place p of ( ) is isolated, or arises from (i.e., it has a root labelled by) an entry place of , followed by its output transitions, followed by entry places of some of the v 's for v 2 ( ) . Since each such v is e-directed, by the de nition of the arc weights, p may only have output transitions. And similarly for the x-directedness. ( In the results that now follow, we use predicates, In e t , In x t , Out e t and Out x t , where t is a transition in T v new , to respectively denote: trees(t)\ v 6 = ;, trees(t)\ v 6 = ;, trees(t) \ v 6 = ; and trees(t) \ v 6 = ;. Proposition 3.7. Let t; u 2 T v new . Then t \ u 6 = ; () trees(t) \ trees(u) 6 = ; _ ( v \ v 6 = ;^(In e t^I n x u _ In x t^I n e u )) t \ u 6 = ; () trees(t) \ trees(u) 6 = ; _ ( v \ v 6 = ;^(In e t^O ut x u _ In x t^O ut e u )) t \ u 6 = ; () trees(t) \ trees(u) 6 = ; _ ( v \ v 6 = ;^(Out e t^I n x u _ Out x t^I n e u )) t \ u 6 = ; () trees(t) \ trees(u) 6 = ; _ ( v \ v 6 = ;^(Out e t^O ut x u _ Out x t^O ut e u )): Proof: Suppose that p 2 t \ u. Then, by proposition 3.6, there are q 2 trees v (p) \ trees(t) and r 2 trees v (p)\ trees(u). If q = r then trees(t)\ trees(u) 6 = ;. Otherwise, trees v (p) = fq; rg and, without loss of generality, q 2 v and r 2 v (and so In e t^I n x u ). Moreover, jtrees v (p)j > 1 implies v \ v 6 = ;.
Hence the (=)) implication holds. The reverse implication ((=) follows from propositions 3.4(4) and 3.6.
The other three equivalences can be shown in the same way. Similar remarks apply to the proofs of the next two propositions. 11 ; t 12 g \ v1 = fq 13 ; q 14 g \ fq 13 ; q 14 g 6 = ;
(i.e., Out x w1 ) ft 31 g \ v3 = fq 31 g \ fq 31 g 6 = ;
(i.e., In e w4 ) v 1 \ v 3 = fs 3 g \ fs 3 ; s 4 g 6 = ;: Proposition 3.9. Let t 2 T v new . Then
Markings of composite nets
We now will show that the marking of any net obtained by applying an operator box to a tuple of boxes in its domain is safe and clean. This will be preceded by two auxiliary results clarifying the relationship between the marking of the re ned net ( ) and the markings of the re ning nets . The results stem from an observation that although in the general formulation of net re nement a token in a newly created place can be contributed by any of the places which were used to construct that place, the restrictions imposed on an operator box and on the tuples of boxes in its domain mean that at most one such box can actually contribute tokens.
Let be an operator box and 2 dom be an {tuple of boxes with the factorisation , xed for the rest of this section. For every transition v in , we de ne the set mar (v) of places of ( ) which are markable by v, in the following way:
That is, mar (v) comprises all places into which the box v re ning v can possibly insert tokens 6 (and so, in particular, mar (v) is empty for a static v ). From proposition 2.2(4) it follows that a given place is markable by at most one transition, i.e., for all transitions v and w in , v 6 = w =) mar (v) \ mar (w) = ;: (9) Notice also that if p 2 mar (v) then trees v (p) is always non-empty. For our running example in gure 4, we will assume also that = (fv 1 g; fv 2 g; ;; fv 3 g), which is the factorisation of the tuple of gure 4, is the running factorisation. Then, we have: mar (v 1 ) = fp 1 ; p 2 g, mar (v 2 ) = fp 5 ; p 6 ; p 7 g and mar (v 3 ) = ;.
Using the notion of markable places, we can relate the marking of ( ) to those of the nets in . u t A useful corollary of the results proved in this section is the following closed formula for the safe and clean marking of ( ):
Applying it to the re nement in gure 4 yields the marking of 0 ( ) (recall that the factorisation of is (fv 1 g; fv 2 g; ;; fv 3 g)):
M 4 Structured operational semantics of composite boxes
The generic rules of the operational semantics of a process algebra (see, for instance, 20]) specify how the behaviour of a compound process term is related to the behaviour of its sub-terms. We will now take this idea and apply to the domain of compositional nets de ned using operator boxes. Let be an operator box and be an {tuple in its domain, dom . When dealing with the operational semantics of the compositional box ( ), we shall use the notation 
to mean that the boxes can individually make moves which, when combined, yield step U and lead to new boxes . By de nition, this will be the case whenever U is a nite set of transitions of ( ) and, 
Consider, for example, the boxes of the running example depicted in gure 4. Notice that fw 1 ; w 3 g is also a valid step for the box 0 ( ) and 0 ( ) fw 1 ; w 3 gi 0 ( ). We shall soon see that this is not accidental. Each multiset trees(u i ) in (13) is in fact a set of mutually independent transitions of v , and trees(u i ) and trees(u j ) are disjoint sets, for all distinct i and j. Both properties follow from the safeness of the boxes in and proposition 2.1(2). We can therefore denote the multiset sum in (13) as the disjoint union of k sets, trees(u 1 ) trees(u k ). Notice also that U \ T v new 6 = ; (and so v 6 = v ) only for nitely many v, since U is nite. Assuming that U is a multiset rather than a set would not add any new moves (12) since T v new \ T w new = ; for v 6 = w, and all boxes in are safe. The above de nition of operational semantics does not involve the redo/skip transitions, which are not re ned but added only afterwards to obtain transition system semantics of boxes.
Instead of expressing behaviours in terms of transitions, it is also possible to express them using actions, through the labelling function
This returns multisets rather than sets since di erent transitions may have the same label. For the example above, this would yield the multiset 0 (fw 1 ; w 3 g) = ff; dg, which is also here, by chance, a set.
Finally, we need to observe that although each derivation (12) is underpinned by the derivations (13) for the boxes in , not all possible moves of the v 's do correspond to a derivation captured by (12) . For example, if we again take the running example, then Yet there is no move ( 0 : ) U 0 ?! ( 0 : 0 ) corresponding to it because there is no transition w in T v1 new such that trees(w) = ft 11 g. This is due to the fact that the of gure 4 leads to a synchronisation of t 11 and t 12 .
Soundness
What now follows is the (easier) half of the SOS rule for boxes. is the factorisation of . Moreover, by multiple applications of all parts of proposition 2.2(3) we obtain that 0 2 fact (note that V ed V ex V de V dx V xe V xd is a nite set since U is nite, and if v 2 V xe V xd then v is non-x-directed and therefore, by (Dom2), v is reversible). We also observe that (Dom1) and (Dom2) are satis ed by since they were satis ed by . Hence 2 dom . Let U v = U \ T v new , for every v 2 T (recall that both U v and each trees(u), for u 2 U v , is a set). It follows from the de nition of U such that b c = b c and, for every v 2 T and every q 2 S v , 
We only show that (17) holds, the proof for (18) 
We then observe that from trees z (p) = ; (for z 6 = v) and (4) it follows that W ( ) (p; u) = 0, for every u 2 UnU v , so (17) where the rst equality follows from (2) and M (s) = 0; the second from (15); the third from (2) and M (s) = 0 and x v 6 = e w (for v = w 2 s s ); and the last from (4) and trees(u) being sets. We then observe that from trees z (p) = ; (for z = 2 s s ) and (4) it follows that W ( ) (p; u) = 0, for every u 2 Un S h2 s s U h , so (17) holds also for this p. Since U is nite, by (17) , it is enabled at M ( ) . Let be the box such that ( ) Ui . Then, by (17) , (18) Hence, by the symmetric version of (20) To complete the proof of , we still need to show that e x = e x . This, however, follows directly from lemma 3.11 and ( ) = ( ). u t The condition b c = b c in the second part of the last result cannot be omitted. For example, with our running example in gure 4, if we take 0 to be v1 with the label of t 11 changed to b, and 00 to be v1 with the label of t 12 changed to a, then 0 ( 0 ; v2 ; v3 ) = 0 ( 00 ; v2 ; v3 ), yet ( 0 ; v2 ; v3 ) ( 00 ; v2 ; v3 ) clearly does not hold.
Completeness
We are now ready to prove the second half of the SOS rule for boxes. Together with theorem 4.1, this will mean that for the class of operator boxes, the standard step sequence semantics of compositionally de ned nets obeys a variant of the SOS rule introduced originally for process algebras. The result is preceded by an auxiliary lemma which provides a characterisation of the enabling relation for the transitions in a re ned net. Below, is a tuple in the domain of an operator box , and is the factorisation of . By lemma 3.11, the latter always holds if v 2 e , so we may assume that v 2 s x and q 2 X \ v . To the contrary, suppose that M ( ) (p) = 0, for some s 2 v and p 2 SP s new . Let q 0 2 v be such that q 0 2 trees v (p) (note that it may happen that q = q 0 , but it is always the case that 0 = M v (q) M v (q 0 )). Then, by the de nition of net re nement, there is p 0 2 SP s new such that trees v (p 0 ) = trees v (p) n fq 0 g fqg and trees w (p 0 ) = trees w (p), for all w 6 = v. Thus, by (2), M ( ) (p 0 ) M ( ) (p) = 0. This, however, contradicts U being enabled in ( ) and p 0 2 U (by (4)). In a similar way, we may show that if X \ v 6 = ; then SP (v ) new M ( ) .
Thus we only need to prove is that it is impossible to have X \ v 6 = ; 6 = X \ v . The above lemma characterises two cases where a step U derived from the net re ning a transition v can be executed in ( ). The rst is that the step is made possible by the marking of v and thus can be deduced using the rule (12); this is captured by part (3), and by part (4) 
Behavioural conditions
In the previous section, we have seen how the behaviour of a compositionally de ned net can be computed from the behaviour of its components, and conversely. So far, however, this is unrelated to any process algebraic considerations, except that the shape of the SOS rule is inspired by process algebra theory. Starting with this section, we shall investigate relationships between operations on nets (incarnated by operator boxes) and process algebraic operators. In the present section, we address a behavioural consistency issue that pertains to such an investigation. Consider the operator box on the left hand side of gure 6, whose terminated behaviours are modelled by the expression v 2 v 1 (in other words, any number of repetitions of the net re ning v 2 followed by a behaviour of the net re ning v 1 ). Allowing operator boxes like raises the danger of creating composite nets which are not in agreement with an intuitive behavioural meaning of operations speci ed by operator boxes. For consider an expression such as (N ; (N ; N ) ) (using the boxes in gure 7), whose behaviour is, intuitively: do either , or . According to our intuition about the operation speci ed by , one might expect that the net corresponding to this expression could be constructed by rst applying to N and N , and then putting the result in a choice with N , yielding the net shown on the right-hand side of gure 6. This net, however, allows evolutions such as f gf gf g, which do
not correspond to what one expects from a choice construct. This phenomenon is not particular to our approach, nor to Petri nets in general (cf. 1, 13]) If we imposed ex-directedness on all boxes, then the problem would disappear. However, such a strict solution is not always desirable, because boxes such as are useful in modelling guarded whileloops in programming languages (basically, v 1 corresponds to the negation of the guard(s), and v 2 to the repetitive behaviour). On the other hand, if it is ascertained that a loop does not occur initially in an enclosing choice, or in an enclosing loop, then the problem also disappears, and ex-directedness is no longer required. To our experience, in practical programming languages such a case (i.e., a loop occurring initially in enclosing loops or choices) does not arise, and we therefore formulate a set of conditions in such a way that it is excluded, and still is an allowed operator box. (Beh5) In the rest of this section, we will argue that indeed, (Beh1){(Beh5) guarantee that behaviours of a composite net are composed from behaviours of its components. It is limited to the (relevant) case of operator boxes with one single token, of which both and are special instances.
The appropriateness of the conditions (Beh1){(Beh5) Let us consider an operator box such that each marking reachable from or has at most one token (in other words, we may assume that is a state machine which means that j j = j j = 1 as well as j vj = jv j = 1, for every v 2 T ) and that each transition of is labelled by the identity relabelling, id . Furthermore, let ( ) be a valid application of satisfying (Beh1){(Beh5), and U 1 : : :U k be a nonempty step sequence composed of nonempty sets of transitions such that 7 We do not exclude the possibility that vi = vi+1. 8 Thus (Beh5) excludes the situation whereby, from the entry marking of the composed net, we can execute a behaviour originating from v 1 which bears no relationship to any possible behaviour of (this intuitively corresponds to the backward reachability in , which is not allowed). 9 Thus, with (Beh1), it is not possible to start the execution of v i and later, without nishing it, to enter v i+1 for a con icting vi+1 because the initial state of v i was reached. 
u t
This result shows that, as was claimed, the original sequence U 1 : : :U k can (even uniquely) be decomposed into a behaviour of (i.e., the fw 1 g : : : in part (2) of the theorem), such that each w i { except possibly the last one { corresponds to a full behaviour, i , of wi (cf. part (1) of the theorem). Part (3) of the theorem states that full behaviours of ( ) and full behaviours of correspond to each other.
A process algebra and its semantics
We now introduce an algebra of process expressions, called the box algebra, which is based on the class of operator boxes de ned in the previous section. The box algebra is in fact a meta-model parameterised by two non-empty, possibly in nite, sets of Petri nets: a set ConstBox of static and dynamic plain boxes providing a denotational semantics of simple process expressions, and a disjoint set OpBox of operator boxes providing interpretation for the connectives.
The only assumption made about the operator boxes in OpBox and the static boxes in ConstBox is that they have disjoint sets of simple root-only trees as their place and transition names, i.e., for all distinct static and/or operator boxes and in OpBox ConstBox, S T P root T root and S \ S = T \ T = ;:
The above will be useful in de ning a global independence relation on transitions in nets associated with process expressions. We do not require that the boxes in OpBox and ConstBox be nite. Signature We consider an algebra of process expressions over the signature where Const is a xed non-empty set of constants which will be modelled through the boxes in ConstBox, (:) and (:) are two unary operators, and each op is a connective of the algebra indexed by an operator box taken from the set OpBox. 13 The set of constants is partitioned into the static constants, of box expressions. These tuples have to satisfy some conditions determined by the domain of application of the net operator induced by , and so the factorisations of E, F and G are respectively factorisations of the complex empty, entry and exit marking of , and the factorisation of H is a factorisation of a marking reachable from the entry or exit marking of di erent from and .
The above syntax only re ects the rst part of the de nition of the domain of an operator box, dom , which stipulates that an {tuple of boxes should have a factorisation belonging to fact . The remaining two conditions, (Dom1) and (Dom2), are not captured and their treatment will be given separately below. There are two reasons why we decided to proceed in this way. The rst is that in many cases (Dom1) and (Dom2) are already satis ed because of the speci c properties of the operator boxes which parameterise the box algebra; 15 in particular, this is true of the extended PBC syntax de ned in 7] . And, in all such cases, (33) will be exactly what is needed. The second reason is that introducing (Dom1) and (Dom2) through a BNF-like notation would involve a signi cant number of syntactic classes. We will instead introduce them through explicit conditions imposed on expressions satisfying the syntax (33). 13 The number of transitions in a nite operator box is often called the arity of the operator it de nes. 14 We allow operators with in nitely many transitions, which may lead to a notational problem to specify such {tuples explicitly when expressions are viewed as strings. This problem may be solved by viewing expressions as (syntax) trees rather than strings, and we will show how these can be de ned. 15 More precisely, if all the operators are pure and have all transitions reversible. (Expr7) In the above, (Expr2)(ii) and (Expr2)(iii) encode (Dom1) and (Dom2), respectively; (Expr3) encodes theorem 4.7; and (Expr4-5) encode proposition 3.2. Moreover, (Expr6-7) serve as a means for syntactic induction.
If all the operator boxes in OpBox are pure and have only reversible transitions, then (Expr2)(ii) and (Expr2)(iii) are vacuously satis ed and thus Expr Notice that the assumption that Expr , for 2 fwf ; xcl; edir; xdirg, are the largest sets satisfying (Expr1){(Expr7) means that, for example, if E is a well formed static expression then E is a well formed entry expression (see 7]).
A running example: the DIY algebra
We will continue to use the running example based on the boxes depicted in gure 4, in order to construct a simple algebra of process expressions. More precisely, we will consider the Do It Yourself (DIY) algebra based on the following two sets of boxes: x ) . For instance, the rst syntactic clause in the line starting with F comes about because (fv 1 ; v 2 g; ;; ;; fv 3 g) factorises the entry marking (fs 1 ; s 2 g; ;) of 0 . Using the syntax we can see, for example, that op 0 (c 1 ; c 22 ; c 3 ) is a valid dynamic expression of the DIY algebra. As we shall see, it corresponds to the net re nement 0 ( ) of gure 4 discussed extensively earlier on.
The syntax for Expr d can be simpli ed. For example, we can replace op 0 (E; E; F) and op 0 (E; E; e H) by op 0 (E; E; H) since op 0 (E; E; G) is part of the syntax for G, and G itself occurs in the syntax for In fact, the syntax (33) can always be presented so that Expr d does not refer to e H.
In nite operators
In the case that each operator box in OpBox has nitely many transitions, the meaning of the syntax (33) is clear; it simply de nes four sets of nite strings, or terms. In the general case, however, we need to take in account 's with in nite transition sets (possibly uncountable, as allowed by the generalised parallel and choice composition), and one should ask what is meant by the syntax (33) and the expressions it generates. A possible answer is that expressions can, in general, be seen as trees and the syntax de nition above as a de nition of four sets of such trees, in the following way.
We will de ne such trees not just for the syntax (33), but even for a more general set of process expressions over the signature (32), denoted by Expr and referred to simply as expressions. They are de ned by:
where c 2 Const is a constant, and C is an {tuple of expressions, for 2 OpBox. For instance, this allows one to write expressions such as , ( ) and ; . Clearly, Expr box de nes a subset of Expr. (34) is used will be done because we shall need a richer set of expressions later on, in the de nition of a similarity relation on process expressions and their operational semantics.
To give meaning to expressions de ned by this syntax, we consider the set ExprTrees of all nite and in nite labelled trees , satisfying the following.
-Each node of is labelled by an element of the signature (32); moreover, each x 2 Const is identi ed with a single node tree in ExprTrees whose only node is labelled by x.
-If a node is labelled by a constant then is a leaf.
-If a node is labelled by (:) or (:), then has exactly one child node to which it is connected by an unlabelled arc.
-If a node is labelled by op , for some 2 OpBox, then its child nodes are f v j v 2 T g and each (36) Notice that (35) implies that the factorisation of an {tuple of box expressions is always a partition of the set T of transitions of .
As in the domain of boxes and PBC expressions, it is convenient to have a notation for turning an expression in Expr into a corresponding static one. We again use b:c to denote such an operation. To achieve the desired e ect, we assume that: (i) for each dynamic constant c there is a unique static constant bcc satisfying c 2 Const () bcc 2 Const , for 2 fxcl; edir; xdirg; and (ii) if C is an expression, then bCc is the static expression obtained by removing all occurrences of (:) and (:), and replacing every occurrence of each dynamic constant c by the corresponding static constant bcc. (37) We also make some additional assumptions which are not an inherent part of the de nition of the denotational semantics. Their role is to ensure a consistency between the box semantics of dynamic constants and the corresponding static constants, as well as to guarantee that there is enough constants to model internal states of evolving static or dynamic constants.
Formally, it assumed that, for every dynamic constant, the underlying box is the same as that for the corresponding static constant, and that it is reachable from the entry or exit marking of the latter; i.e., for every c in 
The above formulae are well formed since the ranks of the expressions appearing on the right hand sides of the equality sign have strictly smaller ranks than the corresponding expressions on the left hand sides.
Example In the case of the DIY algebra, we de ne the box mapping by setting, for every static constant c i , box(c i ) = i , and for every dynamic constant c ij , box(c ij ) = ij . Other than that, we follow the general de nitions. Thus, for example, the box in gure 4 can be derived in the following way: box op 0 (c 1 ; c 22 ; c 3 ) = (by line 1 of (40) (1) and (2) are satis ed.
We have shown that (1) and (2) are satis ed. We then observe that (3) follows from (Expr3){(Expr5), the induction hypothesis, box(D) = (box(D)), theorem 4.7 and proposition 3.2.
u t
The semantic translation commutes with removing of the over-and underbars and replacing dynamic constants by static ones. Moreover, in a box generated from an expression, either all transitions are single-node trees, or none is. In this section, we will introduce two kinds of structured operational semantics for box expressions, based respectively on the transitions of the corresponding boxes, and the actions labelling these transitions.
Structural similarity relation on expressions
We rst de ne a structural similarity relation on box expressions, . It identi es expressions which can be shown denotationally equal by purely syntactic means. The way in which it will be de ned resembles to some extent the de nition of the similarity relation for (tuples of) boxes. This should not be too surprising since the denotational semantics of the box algebra is essentially derived from the algebra of boxes presented earlier on.
The reason why we introduced, in (34), a larger set of expressions than it was necessary to de ne the domain of box expressions is that the rules of the structural equivalence (and, later, operational semantics) should act as term rewriting rules. That is, whenever a (well formed) box expression can match one side of such a rule, then it should be guaranteed that the other side is a (well formed) box expression too. To be able to express and prove such a property we need to allow for more general expressions, such as , ( ) and ; .
In the de nition of the structural similarity on box expressions, we need to take into account possible factorisations of the operator boxes (since the relation we are going to de ne can be seen as a counterpart of the similarity relations on {tuples of boxes). Formally, we de ne to be the least binary relation on expressions in Expr such that (42){ (49) Properties By a straightforward application of (trans nite) induction on the rank of expressions in Expr, one can see that is an equivalence relation, and if E and F are structurally equivalent static expressions, then no derivation for E F can use the rules (44), (45), (46) and (48). Moreover, the structural similarity relation is closed in the domain of box expressions and preserves their types. In the inductive step, we consider four cases. u t
We now will show that is a sound equivalence notion from the point of view of the denotational semantics. This central property of the structural similarity relation is preceded by two auxiliary lemmata. 
Label based operational semantics
The operational semantics based on transition names and captured by full transition systems is very expressive; in particular, we will see in section 9 that it contains enough information to retrieve partial order semantics of nets corresponding to box expressions. However, it may often be su cient to record only the labels of executed transitions, in the usual style of process algebras. Such a treatment can be accommodated within the scheme developed so far. First, we retain the structural similarity relation on box expressions without any change. Next, we de ne moves of the form D ?
?! H where D and H are expressions as before, and ? is a nite multiset in mlab sr = mult(Lab fskip; redog). We keep the rules (50), (51) and (52) The results concerning transition based operational semantics directly extend to the label based one. Let D be a well formed box expression. In view of proposition 8.10, the label based operational semantics of D is faithfully captured by the transition system of D, denoted by ts D and de ned as fts D with each arc label U changed to lab(U). The consistency result for the label based operational semantics can then be formulated thus. 
The relation we just de ned can be thought of as a global independence relation for the boxes generated by the denotational semantics of box expressions. Theorem 9.2. For every static expression E, ind box(E) = (T box(E) T box(E) ) \ ind box : Proof: Let t and u be transition trees in box(E). We proceed by induction on h = maxfdepth(t); depth(u)g.
In the base step (h = 0), by proposition 7.2(2) and (31), box(E) = net t = net u 2 ConstBox \ Box s .
Hence, by the de nition of ind box and (59), (t; u) 2 ind box(E) if and only if (t; u) 2 ind box .
In the inductive step (h > 0), we may assume that E = op (E), by proposition 7.2(2). Thus t = (v; ) Q and u = (w; ) R, and so, by (31), = net v = net w We now consider two cases. Proof: Follows from theorems 8.7, 8.8 and 9.2, after making an easy observation that for any partial order there is at least one step sequence consistent with it (one can simply perform a topological sort and consider singleton steps). u t
Concluding remarks
In this paper we omitted entirely the treatment of recursion both in the net domain and process expression domain. The treatment of the former is contained in a companion paper 8] which deals with recursion in the most general setting. Crucially, it states that any system of recursive equations on boxes has a solution. With the results obtained there, an extension of the results obtained in the present paper to recursive process expressions is straightforward and can be found in 7] .
The results presented in this paper extend those contained in 18], by allowing non-pure and nonex-directed operator boxes with possibly in nitely many transitions. The consistency results have also been strengthened since now they are formulated in terms of transition system isomorphism rather than bisimulation equivalence.
