Sequential data is being increasingly used in a variety of applications. Publishing sequential data is of vital importance to the advancement of these applications. However, as shown by the re-identification attacks on the AOL and Netflix datasets, releasing sequential data may pose considerable threats to individual privacy. Recent research has indicated the failure of existing sanitization techniques to provide claimed privacy guarantees. It is therefore urgent to respond to this failure by developing new schemes with provable privacy guarantees. Differential privacy is one of the only models that can be used to provide such guarantees. Due to the inherent sequentiality and high-dimensionality, it is challenging to apply differential privacy to sequential data. In this paper, we address this challenge by employing a variable-length n-gram model, which extracts the essential information of a sequential database in terms of a set of variable-length n-grams. Our approach makes use of a carefully designed exploration tree structure and a set of novel techniques based on the Markov assumption in order to lower the magnitude of added noise. The published n-grams are useful for many purposes. Furthermore, we develop a solution for generating a synthetic database, which enables a wider spectrum of data analysis tasks. Extensive experiments on real-life datasets demonstrate that our approach substantially outperforms the state-of-the-art techniques.
INTRODUCTION
Sequential data (see a formal definition in Section 3.1), such as DNA sequences, web browsing histories and mobility traces, is being increasingly used in a variety of real-life applications, spanning from genome and web usage analysis to location-based recommendation systems. Publishing sequential data is important, since they enable researchers to analyze and understand interesting patterns. For example, mobility traces have become widely collected in recent years and have opened the possibility to improve our understanding of large-scale social networks by investigating how people exchange information, interact and develop social relationships. With billions of handsets in use worldwide, the amount of sequential data has been gigantic. When aggregated, it can help understand complex processes (e.g., the spread of viruses), build better transportation systems, and prevent traffic congestion [20] . While the benefits provided by sequential data are indisputable, it, unfortunately, poses considerable threats to individual privacy [19] . In fact, sequential data might be used by a malicious adversary to discover potential sensitive information about a record owner, such as his habits, religion or relationships. Because privacy is so important to people, companies and researchers are reluctant to publish datasets by fear of being held responsible for potential privacy breaches. As a result, only very few of them are actually released and available. This limits our ability to analyze such data to derive information that could benefit the general public.
Several sequential data sanitization algorithms have been presented recently [19] , [3] . However, their privacy properties are still dubious, since they rely on privacy models that are either ad-hoc or considered weak. It is therefore urgent to respond to the failure of existing sanitization techniques by developing new schemes with provable privacy guarantees. Differential privacy [9] is one of the only models that can be used to provide such guarantees. The main idea of differential privacy is to add noise to a dataset so that an adversary cannot decide whether a particular record (e.g., a sequence in our case) is included in the dataset or not. Due to the inherent sequentiality and high-dimensionality of sequential data, it is challenging to apply differential privacy to sequential data. In particular, naively adding noise to the occurrence count of each distinct sequence in the dataset negatively impacts both privacy and utility. First, unless we always release the noisy counts of all possible sequences (whether in or not in the dataset), which is computationally infeasible in practice, adding a new record will most likely entail the inclusion of a new sequence that has not been present in the dataset. This clearly breaks ε-differential privacy and requires to relax the privacy model to the weaker (ε, δ)-differential privacy [8] . Second, since most sequences are unique, the added noise will most likely be much larger than the actual occurrence counts, which reduces data utility considerably.
In this paper, we demonstrate that there is no need to release the noisy counts of all possible sequences in order to retain sequentiality information of a sequential dataset. Instead, we leverage on the well-established n-gram model, which has been heavily used in natural language processing [14] . With this model, it is often sufficient to publish the most common n-grams (contiguous subsequences of size n, where n is typically smaller than 5) for accurately "reconstructing" the original dataset. This fact positively impacts both privacy and utility. First, the universe of all grams with a small n value is relatively small (note that our approach does not even require to explore the entire universe of all ngrams), and thus we can employ the stronger ε-differential privacy model. Second, the counts of shorter grams are often large enough to resist noise. Finally, the inherent Markov assumption in the n-gram model allows to reduce the injected noise and therefore further improves utility.
Contributions. The major contributions of this paper are three-fold:
• For the first time, we introduce the n-gram model as an effective means of achieving differential privacy in the context of sequential data. To better suit differential privacy, we propose the use of a novel variable-length n-gram model, which balances the trade-off between information of the underlying database retained and the magnitude of Laplace noise added. The variablelength n-gram model intrinsically fits differential privacy in the sense that it retains the essential information of a sequential dataset in terms of a set of high-quality n-grams whose counts are large enough to resist Laplace noise.
• We develop a series of techniques to guarantee good utility under the variable-length n-gram model, including an adaptive privacy budget allocation scheme, a formal choice of a threshold value, and the enforcement of consistency constraints. These techniques make use of the inherent Markov assumption in an n-gram model. In addition, we develop an efficient method to generate a synthetic dataset from released n-grams, enabling a wider spectrum of data analysis tasks.
• We conduct an extensive experimental study on the variable-length n-gram model over real-life datasets, which provides important insights for future work.
In particular, we demonstrate that our solution substantially outperforms the state-of-the-art techniques [16] , [4] in terms of count query and frequent sequential pattern mining.
The rest of the paper is organized as follows. We provide a literature review in Section 2. Section 3 presents the preliminaries of our solution. Section 4 discusses our sanitization solution in detail. Section 5 gives the formal privacy guarantee of our solution. Comprehensive experimental results are reported in Section 6. Finally, we conclude the paper in Section 7.
RELATED WORK
Sequential data could be considered as a special type of trajectory data. Due to the ubiquitousness of trajectory (sequential) data, some recent works [1] , [21] , [24] , [12] , [5] , [18] have been done on privacy-preserving trajectory data publishing. Abul et al. [1] propose the (k, δ)-anonymity model based on the inherent imprecision of sampling and positioning systems, where δ represents the possible location imprecision. They propose to modify trajectories by space translation so that k different trajectories co-exist in a cylinder of the radius δ. Terrovitis and Mamoulis [21] model an adversary's background knowledge as a set of projections of sequences in a sequential database and propose a data suppression technique to limit the confidence of inferring the presence of a location. Yarovoy et al. [24] propose to k-anonymize a moving object database (MOD) by considering timestamps as the quasi-identifiers. Adversaries are assumed to launch privacy attacks based on attack graphs. Monreale et al. [18] present an approach based on spatial generalization in order to achieve k-anonymity. They develop a generalization scheme that depends on the underlying trajectory dataset rather than a fixed grid hierarchy.
Hu et al. [12] present the problem of k-anonymizing a trajectory database with respect to a sensitive event database with the goal of ensuring that every event is shared by at least k users. They propose a new generalization mechanism known as local enlargement, which achieves better utility. Chen et al. [5] consider the emerging trajectory data publishing scenario, in which users' sensitive attributes are published with trajectory data, and consequently propose the (K, C)L-privacy model that thwarts both identity linkages on trajectory data and attribute linkages via trajectory data. They develop a generic solution for various data utility metrics by use of local suppression. All these approaches [1] , [21] , [24] , [12] , [5] , [18] are built based on partition-based privacy models, and therefore are not able to provide sufficient privacy protection for sequential data. Compared with the above works, the major contribution of our paper is the use of differential privacy, which provides significantly stronger privacy guarantees.
With the recent emergence of differential privacy, there has been extensive research on applying it to non-interactive privacy-preserving data publishing. Blum et al. [2] demonstrate that it is possible to release synthetic private databases that are useful for all queries over a discretized domain from a concept class with polynomial Vapnik-Chervonenkis dimension. However, their mechanism is not efficient, taking runtime complexity of superpoly(|C|, |I|), where |C| is the size of a concept class and |I| the size of the universe. Dwork et al. [10] propose a recursive algorithm for generating a synthetic database with runtime complexity of poly(|C|, |I|). This improvement, however, is still insufficient to handle real-life sequential datasets due to the exponential size of |C|. Xiao et al. [23] propose a wavelet-transformation based approach for relational data to lower the magnitude of noise, rather than adding independent Laplace noise. Two recent papers [17] , [6] point out that data-dependent approaches are more efficient and more effective for generating a dif- Table 3 : 2-grams
ferentially private release. Mohammed et al. [17] propose a generalization-based sanitization algorithm for relational data with the goal of classification analysis. Chen et al. [6] propose a probabilistic top-down partitioning algorithm for set-valued data. Both approaches [17] , [6] make use of taxonomy trees to adaptively narrow down the output domain. However, these approaches cannot be directly applied to sequential data due to its inherent sequentiality.
To our best knowledge, the paper [4] is the only work that applies differential privacy to sequential data release. They make use of the prefix tree structure to group sequences with the identical prefix into the same branch. However, with the growth of the prefix tree, the number of sequences falling into a branch decreases quickly, resulting in poor utility. In addition, though not dedicated to sequential data, McSherry and Mahajan [16] develop a method for finding frequent (sub)strings. This method also makes use of a prefix structure. In contrast, we make use of the variable-length n-gram model, which achieves significantly improved utility.
PRELIMINARIES

Sequential Database
Let I = {I1, I2, · · · , I |I| } be the universe of items, where |I| is the size of the universe. The semantic meaning of an item could be different from application to application. For example, an item could be a station in a transportation system, a word in a natural language processing application, or a nucleobase in a DNA sequence. Each record in a sequential database is a sequence of (time-)ordered items drawn from the universe. For instance, a sequence can represent the movement history of a record owner (i.e., his trajectory), where each item corresponds to a location visited, or a user's password, where each item corresponds to a character.
Formally, a sequence S of length |S| is an ordered list of items S = L1 → L2 → · · · → L |S| , where ∀1 ≤ i ≤ |S|, Li ∈ I. An item may occur multiple times in S, and may occur consecutively in S. Therefore, S = I1 → I2 → I2 is a valid sequence. A sequential database D of size |D| is composed of a multiset of sequences D = {S1, S2, · · · , S |D| }. Table 1 presents a sample sequential database with I = {I1, I2, I3}.
N -Gram Model
An n-gram model is a type of probabilistic prediction model based on an (n − 1)-order Markov model. It can compactly model large-scale sequential data and provide scalable trade-off between storage and accuracy. N -gram models have been proven to be very robust in modeling sequential data and have been widely used in probability, communication theory, computational linguistics (e.g., statistical natural language processing), computational biology (e.g., biological sequence analysis), and data compression.
N -gram models estimate the probability of the next item for a given sequence by making use of the Markov independence assumption (of order n − 1) that the occurrence of each item in a sequence depends only on the previous n − 1 items (instead of all previous items), where n is typically a small value (e.g., [3] [4] [5] . Let the probability that a sequence L1 → L2 → . . . → Li, where Lj ∈ I (∀1 ≤ j ≤ i) and i ≥ n, is followed by Li+1 ∈ I be denoted by
N -gram models provide a trade-off between storage and accuracy: a larger n value retains more information of the dataset, but it requires more storage and time to process. For example, Tables 2 and 3 show the set of all unigrams and 2-grams, respectively, along with their counts and probabilities for the sample dataset in Table 1 , where & is a special symbol representing the termination of a sequence. Consider the calculation of the (approximate) number of occurrences of I3 → I1 → I2 → I3, whose true number is 2. Using 2-grams, one possible approximation is #(I3 → I1) · P (I2|I1) · P (I3|I2) = 4 · 0.4 · 0.67 = 1.07. In contrast, using 3-grams, a better approximation could be #(I3 → I1 → I2) · P (I3|I1 → I2) = 2 · 1.0 = 2.0. However, this better scheme requires to process all 3-grams at the cost of storage and time.
Differential Privacy
Dwork proves that absolute privacy protection is impossible in the presence of background knowledge [7] , resulting in the notion of differential privacy based on indistinguishability. Differential privacy [9] requires that the outcome of any computation be insensitive to the change of a single record. It follows that any information that can be learned from the database with a record can also be learned from the one without this record. Consequently, for a record owner, it means that any privacy breach will not be a result of participating in the database.
Definition 3.1 (Differential privacy).
A privacy mechanism A gives ε-differential privacy if for any database D1 and D2 differing on at most one record, and for any possible output O ∈ Range(A),
where the probability is taken over the randomness of A.
A fundamental concept for achieving differential privacy is the global sensitivity of a function [9] that maps an underlying database to (vectors of) reals.
Definition 3.2 (Global Sensitivity). For any function
for all D1, D2 differing in at most one record.
Laplace Mechanism. A standard mechanism to achieve differential privacy is to add properly calibrated Laplace noise to the true output of a function, which is known as Laplace mechanism [9] . It takes as inputs a database D, a function f , and the privacy parameter ε. The noise is generated according to a Laplace distribution with the probability density function (pdf) p(x|λ) =
2λ
e −|x|/λ , where λ is determined by both ∆f and the desired privacy parameter ε. Let L(λ) denote a Laplace random variable with a probability density function defined as above.
gives ε-differential privacy if λ = ∆f /ε and Li(λ) are i.i.d Laplace random variables.
SANITIZATION ALGORITHM
Overview
The main idea of our scheme is simple: we add properly calibrated Laplace noise to the counts of high-quality grams and release them. Our goal is two-fold: (1) to release grams whose real counts are large enough to increase utility 1 , and (2) to maximize the sizes of released grams (i.e., the n value) to preserve as much sequentiality information as possible. There is a fundamental trade-off between the utility of noisy n-grams and their sizes: shorter grams enjoy smaller relative error due to Laplace noise but carry less sequentiality information; longer grams contain more sequentiality information but have smaller counts (and thus larger relative error). In this paper, we address this trade-off by releasing variable-length n-grams with counts larger than a threshold 2 and of sizes less than a maximal size nmax 3 . For most practical datasets, setting nmax to a small value (e.g., 3-5) has been sufficient to capture most of the sequentiality information. Since short grams are typically of large real counts, this property, which is also experimentally justified in Appendix A, explains why the n-gram model is so powerful and why it provides an excellent basis for differentially private sequential data publishing.
To identify the set of high-quality (i.e., having low relative error) n-grams with possibly varying n values (1 ≤ n ≤ nmax ) from an input sequential dataset, we propose a welldesigned tree structure, called exploration tree. It groups grams with the same prefix into the same branch so that all possible n-grams with size 1 ≤ n ≤ nmax can be explored efficiently. The exploration starts with unigrams and then proceeds to longer grams until nmax is reached. Intuitively, if the noisy count of a gram g is small (i.e., close to the standard deviation of the added noise), its real count also tends to be small and thus the relative error is large. Since all grams having the prefix g (i.e., all nodes in the subtree rooted at g) have smaller real counts than g's real count, Uc ← all possible children of v ij with labels I ∪ {&}; 8:
//Compute the noisy count of each u k ∈ Uc 9:
for each node u k ∈ Uc do 12:
Add u k to T ; 13: they can be omitted from further computation. This observation makes our approach significantly faster than naively processing every single gram regardless of its size. It also explains why we do not adopt the approach that generates all possible n-grams and then prunes the tree.
Terminology
We first give some notations used in our solution. The exploration tree is denoted by T . Each node v ∈ T is labeled by an item I ∈ I ∪ {&}, where & is a special symbol representing the termination of a sequence. The function lb(v) returns v's item label. Each node v is associated with an n-gram defined by the sequence of items from the root of T to v, denoted by g(v). We slightly abuse the term count to mean the number of occurrences of g(v) in the input dataset, which is denoted by |g(v)|. Note that an n-gram may occur multiple times in a sequence. For example, the count of I2 → I3 in the sample dataset in Table 1 is 6, instead of 5. Each node v also keeps a noisy version of |g(v)|, denoted by c(v). In addition, each node v conveys a conditional probability, denoted by P (v), which predicts the probability of the transition from v's parent to v. P (v) can be obtained by normalizing the noisy counts of v's siblings and v. For example, in Figure 1 ,
The set of all nodes in level i of T is denoted by levelSet(i, T ) and these nodes represent all i-grams in the dataset. The level number of node v in T is denoted by level(v, T ). The root of T is in level zero. In the sequel, the probability P (Li+1|Lj → Lj+1 → . . . → Li) is shortly denoted by P (Li+1|L j i ).
Detailed Descriptions
Private Sequential Database Release
Algorithm 1 provides an overview of our approach. It takes as inputs a sequential database D, the total privacy budget ε, the maximal sequence length ℓmax and the maximal n-gram size nmax , and returns a sanitized sequential database D satisfying ε-differential privacy. ℓmax is a parameter specified by the data holder to limit the influence of a single sequence in computation. The algorithm considers only the first ℓmax items in each input sequence. A larger ℓmax allows more information to be retained from D, but requires more noise to be injected in later computation; a smaller ℓmax does the opposite. We discuss and report the effect of different ℓmax values in Section 6, and provide insights for a data holder to select a good ℓmax value in practice. nmax bounds the height of the exploration tree T and thus the maximal size of released grams. The choice of nmax affects the privacy parameter assigned to each level of T , and, therefore, is also related to the magnitude of noise. In practice, nmax could be set to 5, which is the maximal n value popularly used in the literature. Similarly, we present more details on the selection of a reasonable nmax in Section 6. We emphasize that this does not mean that all released grams have a size of nmax but rather their sizes can vary between 1 and nmax . In Algorithm 1, we first preprocess D by keeping only the first ℓmax items of each sequence in order to bound the influence of a single sequence by ℓmax (Line 1). The construction of T starts by creating an empty tree with a virtual root (Line 2). In Lines 4-15, the algorithm iteratively constructs each level of T . For level i of T , we decide whether to expand a node vij ∈ levelSet(i, T ) by comparing its noisy count c(vij) with a threshold θ. If c(vij) ≥ θ, we expand vij by explicitly considering every possible item in I ∪ {&} as a child of vij in order to satisfy differential privacy. By definition, nodes labeled by & cannot be expanded because it means the termination of a sequence. The entire exploration process ends when either the depth of the tree reaches nmax or no node can be further expanded (since their noisy counts do not pass θ or their privacy budgets have run out). Example 4.1 illustrates the construction of a possible exploration tree on the sample dataset in Table 1 .
Example 4.1. Given nmax = 5, ℓmax = 5 and θ = 3, the construction of a possible exploration tree over the sample dataset in Table 1 is illustrated in Figure 1 (ignore the privacy budget information and node v13 for now).
In the following, we detail the key components of Algorithm 1: how to compute the privacy budget εij for each node in T (Section 4.3.2), how to compute the threshold θ for each node (Section 4.3.3), how to make T consistent (Section 4.3.4), and how to generate a synthetic version of the input database D from T (Section 4.3.5). Finally, in Section 5, we prove the privacy guarantee of our scheme.
Adaptive Privacy Budget Allocation
Given the maximal gram size nmax , a simple privacy budget allocation scheme is to expect the height of T to be nmax and uniformly assign ε nmax to each level of T to calculate the noisy counts of the nodes in each level. However, in reality, many (or even all) root-to-leaf paths have a length much shorter than nmax for the reason of their counts not being able to pass θ. Hence assigning privacy parameters solely based on nmax is clearly not optimal. For example, in Example 4.1, since the height of the exploration tree is 3 and nmax = 5, at least privacy budget would be wasted in all paths.
To address this drawback, we propose an adaptive privacy budget allocation scheme that allows private operations to make better use of the total privacy budget ε. Intuitively, a desirable privacy budget allocation scheme should take into consideration the length of a root-to-leaf path: for a shorter path, each node in the path should receive more privacy budget; for a longer path, each node should use less privacy budget. Hence we adaptively estimate the length of a path based on known noisy counts and then distribute the remaining privacy budget as per the estimated length.
At the beginning of the construction of T , in the absence of information from the underlying dataset, we can only assume that each root-to-leaf path is of the same length nmax so that our algorithm would not exceptionally halt due to running out of privacy budget. Therefore, ε nmax is used to calculate the noisy counts of nodes in level 1. Once we obtain some information from the underlying dataset (e.g., nodes' noisy counts), we can make more accurate predictions on the length of a path. For a node v in level i ≥ 2 with noisy count c(v), we predict the height hv of the subtree rooted at v, denoted by Tv, as follows. Let Pmax be the estimation of the probability of transiting from v to the mode of its children (i.e., v's child with the largest noisy count). Assume that the probability of the mode at each level of Tv is also Pmax 4 . Under this assumption, we can estimate the largest noisy count of the nodes in level hv of Tv by c(v) · (Pmax )
hv . Recall the fact that Tv will not be further expanded if none of the nodes in level hv can pass the threshold θ. We get c(v)·(Pmax )
, nmax − i).
Next we discuss how to calculate Pmax for v. Let the igram associated with v be L1 → L2 → · · · → Li (∀1 ≤ j ≤ i, Lj ∈ I ∪{&}). Then we need to estimate the probability distribution of v's children from the noisy counts known by far. We resort to the Markov assumption for this task. Recall that the order i−1 Markov assumption states P (Li+1|L 1
to find the best estimation of P (Li+1|L 1 i ), which is the conditional probability with the longest condition (i.e., the leftmost conditional probability in the chain) that is known in T . Since T contains all unigrams, there is always an estimation of P (Li+1|L
If P (Li+1|L Once Pmax is calculated, we can calculate the privacy parameter εv that is used for calculating the noisy counts of v's children as follow:
whereε is the remaining privacy budget (i.e., the total privacy budget ε minus the sum of privacy parameters consumed by v and v's ancestors). It can be observed that this scheme ensures that the privacy budget used in a root-to-leaf path is always ≤ ε. . For the expansion of node v3, we have Pmax = 4 9 and hv 3 = 1. Thus, is used to compute the noisy counts of v3's children.
The sensitivities of Q (Line 9) in different levels are different. For Q in level i, a single record of length ≤ ℓmax can change Q by at most ℓmax − i + 1. However, under the adaptive privacy budget allocation scheme, we have to use the largest sensitivity among all levels, that is ℓmax , in all Laplace mechanisms; otherwise, ε-differential privacy may be violated.
Computing Threshold θ
A node in T is not further expanded if its noisy count is less than the threshold θ. The main source of error in T comes from the nodes that are of a true count of zero but of a noisy count greater than θ (referred to as false nodes). For this reason, we design a threshold to limit the total number of false nodes in T with the goal of lowering the magnitude of noise in T .
For each expansion, a false node v will generate, on average, |I|P θ false children, where P θ is the probability of Laplace noise passing θ. This is because a descendant of v must have a true count of zero. With the expansion of T , the number of false nodes accumulates exponentially with the factor of |I|P θ , resulting in excessive noise. To limit the exponential growth of false nodes, we require |I|P θ ≤ 1, that is, P θ ≤ 1 |I| . Since, under Laplace mechanism, given the threshold θ and the privacy parameter ε ′ ,
we get the threshold θ = ℓmax ·ln
We show in Section 6 that this threshold is effective in eliminating false nodes while having limited influence on nodes with large counts.
Enforcing Consistency Constraints
The generated exploration tree T may contain some inconsistencies for the reason that: (1) the sum of children's noisy counts is very unlikely to equal their parent's noisy count, and (2) there are some leaf nodes whose noisy counts are missing (since their counts cannot pass the threshold θ). In this section, we propose a method to resolve such inconsistencies with the goal of improving data utility. In Appendix A, we experimentally show that this method helps achieve better performance.
The general idea is to approximate the missing counts by making use of the Markov assumption and then normalize children's counts based on their parent's count. More specifically, our method works as follows. If none of the children of a node v in T exceed the threshold θ, it is strong evidence that v should not be further expanded, and therefore all children of v (leaf nodes in T ) are assigned noisy counts 0. If all children pass θ, we first calculate the conditional probability of each child based on the sum of all children's noisy counts, and then obtain a consistent approximation by multiplying this probability with their parent's noisy count. If some children (but not all) of v pass θ, we approximate the noisy counts of the other children by the Markov assumption. Let vc and C(vc) denote a child of v whose noisy count cannot pass θ (called a missing node) and its Markov parent in T , respectively. Let V denote the set of v's children. We partition V into V + and V − , where V + contains all nodes passing the threshold, whereas V − contains the rest.
1. Define the following ratio for each vi ∈ V − :
For each vj ∈ V + , let A(vj) denote the noisy count resulted by the Laplace mechanism in Line 10 of Algorithm 1.
If level(C(vc
If vc can find a high-quality Markov parent in T (i.e., one representing an n-gram with n ≥ 2 5 ), we estimate its counts from its high-quality siblings based on the ratio defined in Step 1. The idea behind this definition is that the ratio of any node insignificantly changes between Markov neighbors, and hence, it can be well approximated from the Markov parents. Otherwise, we approximate the noisy counts by assuming a uniform distribution, that is, equally distribute the count left among the missing nodes (Step 3). In Step 4, these estimated counts are normalized by the parent's count in order to obtain consistent approximations. 
Synthetic Sequential Database Construction
The released n-grams are useful for many data analysis tasks. However, it is often necessary to generate a synthetic database for different types of queries and tasks. In this section, we propose an efficient solution to construct a synthetic sequential database from the exploration tree T (Line 17). The general idea is to iteratively generate longer grams (up to size ℓmax ) based on the Markov assumption and make use of the theorem below for synthetic sequential database construction.
Theorem 4.1. Given the set of n-grams with size 1 ≤ n ≤ ℓmax , the (truncated) input database (with maximal sequence length ℓmax ) can be uniquely reconstructed.
Proof. (Sketch) Since ℓmax -grams can only be supported by sequences of length ℓmax , all sequences of length ℓmax can be uniquely reconstructed by ℓmax -grams. Once all ℓmax sequences have been identified, we can update the n-gram counts by decreasing the numbers of occurrences of the ngrams in ℓmax sequences. The resulting set of n-grams (1 ≤ n ≤ ℓmax − 1) can then be considered as if they were generated from an input database with maximal sequence length ℓmax − 1. Therefore, sequences of length ℓmax − 1 can be uniquely reconstructed as well. Following this iterative process, all sequences can be uniquely identified. This proof explains the way we generate the synthetic database based on noisy n-grams. 5 A unigram conveys an unconditional probability and therefore cannot provide a very accurate estimation.
Intuitively, longer grams can be generated by "joining" shorter grams. Formally, we define a join operation over two n-grams. Let g1 = L11 → L12 → · · · → L1n and g2 = L21 → L22 → · · · → L2n. Then g1 can join with g2 if ∀2 ≤ i ≤ n, L1i = L 2(i−1) , denoted by g1 ✶ g2, and g1 ✶ g2 = L11 → L12 → · · · → L1n → L2n. Note that the join operation is not symmetric: it is possible that g1 can join with g2, but not vice versa.
Let the height of T be h. We iteratively extend T by generating n-grams with h < n ≤ ℓmax , starting from level h of T . We extend T level by level, where level n + 1, representing all (n + 1)-grams, can be generated by joining all possible n-grams in level n. Let g1 and g2 be two n-grams that can be joined. Then we can estimate the count of the joined (n + 1)-gram as follows: = 2. This 4-gram is represented as a new node in T , as illustrated by v13 in Figure 1 . Similarly, I2 → I3 → I1 can join with I3 → I1 → I1, resulting in I2 → I3 → I1 → I1. Since these two 4-grams cannot be joined, the extension of T ends at level 4.
After extending T , we can generate the synthetic database in the following way. Let the height of the extended T be he. We start from level he. For each v ∈ levelSet(he, T ), we publish c(v) copies of g(v), and update the counts of all nodes supported by g(v) (i.e., all nodes representing a gram that can be generated from g(v)). An n-gram supports at most
nodes and therefore requires at most
updates. With a hash map structure, each update can be done in constant time. 
PRIVACY ANALYSIS
We give the privacy guarantee of our approach below.
Theorem 5.1. Algorithm 1 satisfies ε-differential privacy.
Proof. (Sketch) Due to the correlation of the counts in the same level of T (i.e., a single sequence can affect multiple counts in a level), the sequential composition and par-allel composition properties [15] must be applied with caution. Hence, we prove the theorem by the definition of ε-differential privacy. Consider two neighboring databases D and D ′ . We first consider Lines 1 − 15 of Algorithm 1, that is, the construction of T . Let this part be denoted by A. Then we need to prove
ε . In essence, T is built on the noisy answers to a set of count queries (via Laplace mechanism). Let each root-to-leaf path be indexed by j. We denote a node in level i and path j by vij, its privacy parameter by εij, and its count in D and D ′ by Q(D)ij and Q(D ′ )ij, respectively. Then we have
We first claim that a single record can only affect at most ℓmax root-to-leaf paths. This is due to two facts: (1) all ancestors of a node that is influenced by the additional record must also be influenced; (2) j |Q(D)ij − Q(D ′ )ij| ≤ ℓmax . Therefore, Equation 4 could be rewritten as
Note that εij is calculated based on noisy counts. Hence, the construction of T satisfies ε-differential privacy. In addition to the construction of T , we enforce consistency constraints on T and generate the synthetic sequential database in Lines 16 and 17. Since these two steps are conducted on noisy data and do not require access to the original database, they satisfy 0-differential privacy. Therefore, our solution as a whole gives ε-differential privacy.
PERFORMANCE ANALYSIS
Error Analysis
The error of the sanitized data comes from three major sources: first, using n-grams with 1 ≤ n ≤ h to estimate longer n-grams with h < n ≤ ℓmax (recall that h is the height of the unextended tree, see Section 4.3.5); second, the truncation conducted to limit the effect of a single sequence; third, the noise added to the n-grams with 1 ≤ n ≤ h to satisfy differential privacy. We call the first two types of error approximation error and the last type of error Laplace error. Given a specific ε value, the total error of our approach is determined by ℓmax and nmax . Intuitively, a smaller ℓmax value incurs larger approximation error, but meanwhile it introduces less Laplace error because of a smaller sensitivity. Analogously, a smaller nmax value causes larger approximation error, but results in more accurate counts. Therefore our goal is to identify good values for ℓmax and nmax that minimize the sum of approximation error and Laplace error. Due to the space limit, we experimentally study the effect of varying ℓmax and nmax values on the performance of our solution and provide our insights in Appendix A. In general, our solution is designed to perform stably well under a relatively wide range of ℓmax and nmax values. In the rest of this section, we only report the major results of our solution in terms of count query and frequent sequential pattern mining.
Experimental Evaluation
We experimentally evaluate the performance of our solution (referred to as N-gram) in terms of two data analysis tasks, namely count query and frequent sequential pattern mining. As a reference point, for count query, we compare the utility of our solution with the approach proposed in [4] , which relies on a prefix tree structure (referred to as Prefix ); for frequent sequential pattern mining, we compare our approach with both Prefix and the method designed in [16] for finding frequent (sub)strings (referred to as FFS ). Two reallife sequential datasets are used in our experiments. MSNBC describes sequences of URL categories browsed by users in time order on msnbc.com. It is publicly available at the UCI machine learning repository 6 . STM records sequences of stations visited by passengers in time order in the Montreal transportation system. It is provided by the Société de transport de Montréal 7 . The detailed characteristics of the datasets are summarized in Table 4 , where |D| is the number of records (sequences) in D, |I| is the universe size, max |S| is the maximum length of sequences in D, and avg|S| is the average length of sequences.
Count Query
To evaluate the performance of our approach for count queries, we follow the evaluation scheme that has been widely used in previous works [23] , [22] , [6] . The utility of a count query Q is measured by the relative error of its answer on the sanitized sequential database Q( D) with respect to the true answer on the original database Q(D), which is formalized as follows:
where s is a sanity bound that mitigates the effect of the queries with extremely small selectivities [23] , [22] . Following the convention, s is set to 0.1% of |D|, the same setting as [23] , [22] , [6] . In particular, the answer to Q is defined to be the number of occurrences of Q in a database. For example, given Q = I2 → I3, its answer over the dataset in Table 1 is 6. This type of count queries plays an important role in many applications, for example, calculating riderships in a transportation system. In the first set of experiments, we examine the average relative errors of count queries under different query sizes (i.e., the number of items in a query) and different privacy budgets. We divide all queries into five subsets with different maximal query sizes (4, 8, 12, 16 and 20) . For each subset, we generate 10,000 random queries of sizes that are uniformly distributed at random between 1 and its maximal size. Each item in a query is uniformly selected at random from the item universe. Figures 2 and 3 report the average relative errors of different schemes under different query sizes over two typical ε values 8 while fixing ℓmax = 20 and nmax = 5. It can be observed that the average relative errors of N-gram are consistently lower than those of Prefix under all settings. The improvements are substantial, ranging from 32% to 63%. The relative errors of N-gram are relatively small even under a strong privacy requirement (i.e., ε = 0.1).
To demonstrate the effectiveness of the n-gram model, we apply the synthetic database generation technique described in Section 4.3.5 on non-noisy 5-grams of both MSNBC and STM, and issue count queries on the two synthetic databases (referred to as Baseline). The average relative errors of Baseline give the approximation error due to the employment of the n-gram model, while the differences between Baseline and N-gram ascribe to Laplace error. As one can observe, the approximation errors are relatively small on both datasets, demonstrating that the n-gram model is effective in capturing the essential sequentiality information of a database. For Laplace error, we stress that the n-gram model provides a general and flexible framework that can accommodate other more advanced noise injection mechanisms, such as the matrix mechanism [13] and the MWEM mechanism [11] . Hence it may require less noise added than Laplace mechanism, resulting in smaller Laplace error. It may even allow a larger nmax value to be used and therefore further reduce approximation error. Thus, we deem that the variable-length n-gram model bears great promise for differentially private sequential data release.
To prove the benefit of our adaptive privacy budget alloca- Due to the truncation operation conducted in Algorithm 1, any count query with a size greater than ℓmax receives an answer 0 on the sanitized dataset. However, we point out that in reality it is not a problem because the true answer of such a query is typically very small (if not 0). For many real-life analyses (e.g., ridership analysis), the difference between such a small value and 0 is negligible. In addition, this limitation also exists in Prefix and is inherent in any differentially private mechanism because Laplace mechanism cannot generate reliable answers on extremely small values.
Frequent Sequential Pattern Mining
The second data analysis task we consider is frequent sequential pattern mining, a more specific data mining task. Given a positive integer number K, we are interested in the top K most frequent sequential patterns (i.e., most frequent subsequences) in the dataset. This data analysis task helps, for example, a transportation agency better understand passengers' transit patterns and consequently optimize its network geometry.
We compare the performance of N-gram with Prefix and FFS. All size-1 frequent patterns are excluded from the results since they are of less interest and trivial in frequent sequential pattern mining. We would like to clarify that FFS actually has two assumptions: 1) all frequent patterns are of the same length; 2) the lengths of frequent patterns are identical to the lengths of input sequences. Since generally these two assumptions cannot be satisfied in a frequent sequential pattern mining task, it is not fair to directly compare FFS with N-gram and Prefix. However, there are very few approaches that support frequent sequential pattern mining under differential privacy. Hence we still report the perfor- To give an intuitive impression on the performance of these three approaches, we first report their true positive ratios under different K and ε values in Tables 5 and 6 . Given K, we generate the top K most frequent sequential patterns on both the original dataset D and the sanitized dataset D, which are denoted by FK (D) and FK ( D), respectively. The true positive ratio is then defined to be the percentage of frequent patterns that are correctly identified, that is,
The results indicate that N-gram can reliably identify the most frequent patterns in a given database with strong privacy guarantee.
To measure the utility of sanitized data more precisely, we adopt the metric proposed in [6] , which further takes into consideration the accuracy of the supports of patterns in FK ( D) 9 . The utility loss on the sanitized dataset is defined to be the difference between FK (D) and FK ( D), that is, In Figures 4 and 5 , where ℓmax = 20 and nmax = 5, we can observe that our proposal significantly outperforms the 9 The support of a pattern is the number of its occurrences in a database. other two approaches. In addition, for the frequent patterns that are correctly identified, the relative errors of their supports are typically very small even when ε = 0.1. The main reason is that N-gram extracts the essential information of a database in terms of a set of n-grams, which are actually the most frequent patterns in the database. This fact allows N-gram to perform well even under a small ε value. In contrast, in Prefix, the noise added to a frequent pattern's count accumulates quickly in proportion to the number of longer sequences that contain this frequent pattern. The major limitation of FFS is its prefix data structure, which generates frequent patterns based on very short prefixes.
CONCLUSION
In this paper, we proposed a novel approach to differentially private sequential data publication based on a variablelength n-gram model. This model extracts the essential information of a sequential database in terms of a set of variable-length n-grams whose counts are relatively large and therefore subject to lower Laplace error. We developed a set of key techniques that are vital to the success of the n-gram model. Furthermore, we designed a synthetic sequential database construction method, which allows published n-grams to be used for a wider range of data analysis tasks. Extensive experiments on real-life datasets proved that our solution substantially outperforms state-of-the-art techniques [16] , [4] in terms of count query and frequent sequential pattern mining.
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APPENDIX
A. ADDITIONAL EXPERIMENTS
In this section, we present the performance of N-gram under different ℓmax and nmax values and discuss several hints for selecting reasonable ℓmax and nmax values. In addition, we demonstrate the utility improvement due to the approximation technique proposed in Section 4.3.4.
A.1 Count Query
We examine the impact of different parameters (i.e., ℓmax and nmax ) of the n-gram model on average relative error of count queries. In Figure 6 , we study how relative error changes under different ℓmax values with ε = 1.0, nmax = 5 and query size equal to 8. In theory, a larger ℓmax value allows more information of the underlying database to be retained at the cost of higher sensitivity (and hence larger Laplace noise). Therefore, the selection of ℓmax needs to take into consideration the trade-off between approximation error and Laplace error. However, in reality, a reasonable ℓmax value could be chosen more easily because the average sequence length of many real-life datasets is relatively small. Consequently, Laplace error is the major concern in this case. This is confirmed by Figure 6 . Since most sequences in M SN BC and ST M are of a small length, when ℓmax is sufficiently large (i.e., 16), increasing ℓmax does not significantly lower approximation error, but simply increases Laplace noise. Moreover, we can observe that our approach performs relatively stable under varying ℓmax values. This can be explained by the large counts of short grams, which are more resistant to Laplace noise. Figure 7 examines the performance of N-gram with respect to varying nmax values, where ε = 1.0, ℓmax = 20 and query size is 8. Similar to the selection of ℓmax , the selection of nmax also involves the trade-off between approximation error and Laplace error. A larger nmax reduces approximation error while increasing Laplace error. To obtain a reasonable trade-off, we develop the adaptive privacy budget allocation scheme and the formal choice of the threshold value, which automatically select the best gram sizes on the fly. Even a data holder specifies an unreasonably large nmax , our ap- proach will end up with shorter grams. Therefore, it can be observed that the performance of our solution is insensitive to varying nmax values. From our experimental results, we believe that, in most cases, nmax = 5 is a good choice. In addition, we point out that a good nmax value is related to |D| and |I|, a larger |D| or a smaller |I| suggests a larger nmax value.
One key technique that we develop to improve accuracy of count queries is to enforce consistency constraints by approximating the counts of the nodes that cannot pass the threshold (Section 4.3.4). In the next set of experiments, we demonstrate that this technique indeed improves the accuracy of count queries compared to the case where we naively set the noisy counts of all nodes that cannot pass the threshold to 0. In Figure 8 , we set ℓmax = 20 and nmax = 5. MSNBC No-Approx and STM No-Approx give the relative errors of N-gram without the approximation technique. As we can observe, this technique improves the relative error for all query sizes under different ε values, up to 47%.
A.2 Frequent Sequential Pattern Mining
In the last set of experiments, we study the impact of ℓmax and nmax on frequent sequential pattern mining. Figure 9 reports the utility loss of N-gram under different ℓmax values with ε = 1.0 and nmax = 5. The aforementioned trade-off in the selection of ℓmax still applies to frequent sequential pattern mining. This time, we can clearly observe such a trade-off in Figure 9 : when ℓmax is small, the approximate error is the main source of error; when ℓmax becomes larger, the total error is dominated by Laplace error. Nevertheless, N-gram can provide good utility for a wide range of ℓmax values. This property makes it easier for a data holder to select a good ℓmax value.
Similar trade-off due to nmax can be observed in Figure 10 , where ℓmax is fixed to 20. There exists a nmax value that minimizes the sum of approximation error and Laplace error. Due to the series of techniques we propose, the utility lost under different nmax values is comparable.
