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The electronic structure in unconventional superconductors holds a key to understand the
momentum-dependent pairing interactions and the resulting superconducting gap function. In su-
perconducting Fe-based chalcogenides, there have been controversial results regarding the impor-
tance of the kz dependence of the electronic dispersion, the gap structure and the pairing mechanisms
of iron-based superconductivity. Here, we present a detailed investigation of the van der Waals inter-
action in FeSe and its interplay with magnetic disorder and real space structural properties. Using
density functional theory we show that they need to be taken into account upon investigation of
the 3-dimensional effects, including non-trivial topology, of FeSe1−xTex and FeSe1−xSx systems. In
addition, the impact of paramagnetic (PM) disorder is considered within the spin-space average
approach. Our calculations show that the PM relaxed structure supports the picture of different
competing ordered magnetic states in the nematic regime, yielding magnetic frustration.
PACS numbers:
I. INTRODUCTION
Among the several types of Fe-based superconductors
(FeSC) discovered so far, FeSe has the simplest crystal
structure consisting only of superconducting layers. This
system turns out to be unique not only due to its struc-
tural properties but also due to the lack of any mag-
netic transition at ambient pressure [1]. The tetragonal
to orthorhombic structural transition at Ts ≈ 90K [2, 3],
where the orthorhombic structure is called nematic phase
analogue to liquid crystals [4], occurs in FeSe without the
presence of any ordered magnetic state [2, 5]. In addition,
the interplay of physical pressure and chemical substitu-
tion causes dramatic changes in the phase diagram [6–9].
This underlines the delicate interplay between real space
crystal structure and the electronic properties including
magnetism in this compound.
Although electronic correlations are relatively strong
in Fe-based superconductors, the application of density
functional theory (DFT) has proven to reliably provide
insights into their physical properties. The band struc-
ture calculations correctly predict the main electronic
properties for most of the Fe-based superconductors in-
cluding their Fermi surface topology, structural and mag-
netic transitions and the possible strength of electron-
phonon interactions [10]. In combination with a projec-
tion onto Wannier functions, based on symmetry consid-
erations, it further yields low-energy models that are then
used to describe the broken symmetries in these systems
[11, 12].
In most of the Fe-based superconductors the magnetic
ground state is in DFT and experiment given by the C-
type anti-ferromagnetic order (often dubbed as stripe-
type anti-ferromagnetic (sAFM) order) [13–15]. For FeSe
DFT also predicts the sAFM state to be the ground state
[16]. However, in experiment this magnetic phase ap-
pears only at finite pressure, while at ambient pressure
the so-called nematic (structural) transition without any
long range magnetic order is observed [2, 3, 17, 18]. Sev-
eral ab initio calculations explained the absence of the
long-range magnetic order by the presence of competing
magnetic phases with different ordering vectors [19]. The
resulting magnetic frustration prevents the formation of
the long-range magnetic order, but allows the nematic
transition, which is breaking Z2 symmetry [20–23]. This
mechanism is supported by recent experiments indicat-
ing two different types of magnetic fluctuations in FeSe
[24].
Especially the complex pressure dependent phase dia-
gram of FeSe is highly debated [25]. Moreover, a clear
impact of the nematic transition on the magnetism in the
material indicates a strong coupling between the struc-
ture and spin fluctuations [26, 27]. To get a deeper un-
derstanding of the structural properties in the absence
of magnetic order at low temperatures, as it is seen for
the nematic state, we avoid long-range magnetism by em-
ploying a paramagnetic (PM) approach based on the spin
space averaging technique [28].
As we know from previous works, superconductivity in
FeSe is quite sensitive to structural changes, in particu-
lar to the height of the Se-atoms above the iron layer, zSe
[29] (see Fig. 1). More generally, the three dimensional
superconductivity and the physics explaining the devia-
tion of calculated lattice parameters from experimental
results are of high interest. In particular there are indica-
tions that dynamic dipole-dipole (van der Waals (vdW))
interactions might be important, as they drive interlayer
attraction [29, 30]. The nature of these interactions can
only be resolved, if different models for the vdW interac-
tions are compared. Those implementations allow us to
investigate the nature of the interactions between atom
species in detail [31, 32]. Moreover, the interplay of vdW
and PM allows us to access charge based interactions
without breaking the translational symmetry.
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2The paper is organized as follows. In section II we
describe the PM and vdW extensions to standard DFT
calculations. In section III the implementation of param-
agnetic DFT is discussed. In section IV we compare two
different vdW-correction schemes in application to FeSe
for the sAFM and the PM state. Finally, we summarize
our results in Section V.
II. METHODS
A. Paramagnetism
In contrast to experiment, standard DFT predicts the
sAFM state to be stable in FeSe and is commonly used
although other magnetic stats are close in energy. Due to
this degeneracy the competition of several magnetic con-
figurations may yield frustration and prevent the stability
of long-rang magnetic order in FeSe. It is well known that
the presence of magnetic order and disorder has a strong
effect on the structural properties of Fe-based materials
[33]. This calls for a systematic study within the PM
state to investigate the structural behavior of the sys-
tem in the nematic phase without long-range magnetic
order and with higher precision. In particular, we con-
struct different special quasi-random structures (SQS’s)
to maximize the magnetic disorder in a finite simulation
box. This approach is based on geometrical considera-
tions and determines for a given real space structure the
best possible spin configuration to mimic the PM state.
For FeSe we distinguish three species (Se-atoms, Fe-up-
atoms, Fe-down-atoms), where the SQS is performed for
the Fe-atoms. Hereby, we used the ATAT package [28]
to create three different setups of the magnetic moments.
The difference of those SQS’s is the real space cutoff radii
for the correlations considered in the construction algo-
rithm. To make a systematically treatment of the mag-
netism possible, the magnetic moments of each Fe-atom
has the same magnitude.
Due to convergence issues with automatized relaxation
algorithms for the ionic positions and the magnetic mo-
ments, the height of Se-atoms with respect to the iron
layer (zSe), the volume and c/a ratio were relaxed sequen-
tially. Moreover constrained magnetic moments are used,
where both direction and magnitude are constrained, to
avoid non-magnetic (NM) final structures.
To calculate the local magnetic moments an integral
over a sphere ΩI , which depends on a radius given by the
chosen structure and the volume of the unit cell (UC) in
particular, is taken. This system specific radius is chosen
in such a way, that 98% of the UC is used for evaluating
the magnetic moment, what also leads to an overlap of
some of those spheres within the UC.
To get the magnetic moment mopt that is energetically
preferred by the system, we fit the total energy to a poly-
nomial function
f(m) = αm2 + βm4 with α, β ∈ R , (1)
Se
Fe
zSe
a
a
c
Figure 1: Atomic structure of tetragonal FeSe. The three
structural parameters that have to be relaxed are the a and c
lattice constants as well as zSe , i.e., the height of the Se-atoms
with respect to the iron layer.
which is the simplest form of the Landau free energy
expansion.
B. Selected van der Waals implementations
FeSe is a compound with strongly different polarizabili-
ties, thus the distribution of Fe and Se atoms yields differ-
ent interlayer and intralayer vdW contributions. There-
fore we have carefully investigated the interdependence
of vdW interactions and modifications of all lattice pa-
rameters. In order to resolve this interdependence, we
have chosen two different vdW approaches. On the one
hand, the DFT-D2 approach of Grimme [31], referring
to dispersion correction version 2, is a conceptually more
simple approach. On the other hand, we employ DFT-TS
of Tkatchenko and Scheffler [32], which includes the de-
sired geometrical weighting based on the used compound.
Those represent different levels of complexity. For FeSe
the DFT-D2 method has already been used, a detailed
comparison to the DFT-TS method, however, is so far
missing [30]. While for details about the individual ap-
proaches we refer to Refs. [31, 32], we focus the upcoming
discussion on the differences of the DFT-D2 method and
the DFT-TS method.
In general the vdW interactions are introduced by
adding a semi-phenomenological correction EvdW to the
standard DFT energy given by
EvdW = −s
2
Nat∑
A,B
fdmp (RAB)
C6,AB
R6AB
, (2)
where s is a global scaling factor depending on the cho-
sen exchange-correlation functional and usually obtained
by least-square fits for the total energy deviations of dif-
ferent test samples (see [31] for details). Nat describes
the total number of atoms in the unit cell, A and B de-
note different atoms, where RAB refers to the distance
between these atoms. C6,AB is the corresponding C6 pa-
3rameter of the polarizability and fdmp is a global damping
function.
The main difference between those two approaches is
the choice of the C6,AB parameters. For DFT-D2 least
square fits of experimentally found atomic C6 parame-
ters given by the dipole oscillation strength distribution
method (DOSD) are taken to generate the C6 parameters
for the calculations [34]. For binary contributions the ge-
ometric mean is taken, C6,AB =
√
C6,AC6,B [31]. This by
construction ignores the specific atomic configuration in
a given system and is less suited for bulk materials and
alloys. For example, in the case of FeSe the intralayer
Se-Se interaction is calculated without including the un-
derlying Fe-layer.
For the DFT-TS method the C6,AA parameters are de-
rived from the parameters for one free standing atom of
the same species given by
C6,AA =
ηA
ηatA
(
κA
κatA
)2(
VA
V atA
)2
Cat6,AA , (3)
where the index "at" marks properties of the free stand-
ing atom. All quantities without the index refer to the
effective parameters of the full system. The Cat6,AA are
taken from Ref. [35] and η is an effective frequency (in-
troduced in the London formula [36]). Here the effective
volume VA = κAαA dresses the C6 parameter by includ-
ing the local environment in the form of VA/V atA , where
the Hirschfeld atomic partitioning weights wA(r) [37] are
used to obtain this ratio. κA is a scaling factor for the
polarizability αA. The ratio is given by
κA
κatA
αA
αatA
=
VA
V atA
=
∫
r3wA(r)n(r)d
3r∫
r3natA (r)d
3r
, (4)
with
wA(r) =
natA (r)∑
B n
at
B (r)
, (5)
where the sum over natB (r) is the so called promolecule
electronic density. As a combination rule for C6 param-
eters DFT-TS uses the expression
C6,AB =
2C6,AAC6,BB
αB
αA
C6,AA +
αA
αB
C6,BB
. (6)
III. PARAMAGNETIC CALCULATIONS
The calculations are performed using the Vienna Ab-
Initio Simulation Package (VASP) [38–40] with the pro-
jector augmented wave method [41] and Perdew, Burke,
and Ernzerhof [42] type exchange-correlation functionals.
Calculations for the UC use a 12×12×8 Monkhorst-Pack
k-points mesh [43]. The PM calculations are performed
in a 2 × 2 × 2 supercell with a 6 × 6 × 4 k-point mesh
accordingly. The energy cut-off is set to 450 eV justified
by a convergence of the bulk modulus to an accuracy
of 1%. For the electronic smearing we chose first order
Methfessel-Paxton smearing [44] with σ = 0.1 eV. Setting
up all calculations, postprocessing and analyzing is done
by using the integrated development environment pyiron
[45].
To investigate the disordered magnetic phase, we con-
strain the magnetic moments of the Fe-atoms as de-
scribed in the previous section. To compare the influence
of disorder to the structural properties, we also calculate
the equilibrium state structural parameters for the sAFM
state for comparison. As explained later in the section,
the cell shape is in the PM calculations not fully con-
verged. Since the differences in structure and energy for
each calculation step are small, we took a snapshot after
9 complete minimization steps for the following analysis.
The exemplary results for one used SQS spin setup are il-
lustrated in Fig. 2, where the fits are obtained by Eq. (1).
Here the transition from the NM state at V = 75Å3 to
the PM state at V = 95Å3 can be clearly seen. Only by
constraining the magnetic moments, the smooth phase
transition can be investigated. Extracting the minimal
energy values and corresponding magnetic moments, we
calculate the equilibrium volume for each SQS.
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Figure 2: Fe-atom magnetic moment dependent total energy
of spin constrained DFT-TS calculations aligned to its energy
of zero magnetization. The polynomial fits are obtained from
Eq. (1). The colorbar shows to the chosen volumes. The gray
dashed dotted line indicates the dependency for the experi-
mental volume at 298 K taken from [46].
Since several SQS’s are required to get sufficient statis-
tics for the PM average, the energy-volumes curves for
the mean of three SQS’s are shown for one exemplary
relaxations step in Fig. 3 (b). Since there is almost no
scatter between the different structures, the setup for the
SQS (i. e., the size of the supercell) is sufficient to describe
the PM ground state.
Moreover, the obtained fit to the Rose-Vinet equation
of states [47] is in good agreement with the given data,
confirming a smooth transition from the PM (V = 87Å3)
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Figure 3: (a) Magnetic moments and (b) total energies per
Fe-atom as obtained at the minima of the fits in Fig. 2 com-
pared to the sAFM state (red solid line) for the same struc-
tural parameters. The error bars are connected to the fit
and the dashed line indicates the optimal volume for the SQS
configuration. The optimal volume is obtained by Rose-Vinet
equation of states [47] and the fit is shown by the solid curves.
to the NM (V ≈ 80Å3) ground state. We learn from
Fig. 3 (a) that the equilibrium state has a finite mag-
netic moment, while the NM state does not represent an
equilibrium state. The larger error bar for the intermedi-
ate volumes (V ≈ 81Å3) between the PM and NM state
reflects the competition of these phases, when both are
close in energy. Those errors, however, do not show a
large influence on the Rose-Vinet fit, which means PM
calculations are still sufficiently reliable even in the re-
gions of comparably small magnetic moments. Also the
mean magnetic moment of the Fe-atoms at the equilib-
rium lattice constant (MPMopt ≈ 1.6µB) is comparable for
PM and sAFM (M sAFMopt ≈ 1.8µB). We see a small vari-
ation of the magnitude of the magnetic moments for the
Fe-atoms in the PM state, what is in the tolerance of the
used approach. This might be related to several mag-
netic sublattices with different absolute magnetic mo-
ments, what was discussed for the 11 compounds pre-
viously [48]. As the variation is small, we consider this
effect to be less important for the structural parameter
relaxation.
It should also be noticed, that the total energy per
atom at the equilibrium for the PM state is about 30meV
larger than that one for the sAFM state. It indicates
that the PM state is not predicted as the ground state
in the present DFT approach, but would only become
stabilized by magnetic entropy. However, the PM calcu-
lations include constrained magnetic moments, thus the
total energy includes a penalty which is also in the or-
der of 10meV. Since a competition of several short range
magnetic orders is also considered to drive the PM state
in the nematic region [19], it might also explain the re-
maining difference as ordered states are usually lower in
energy.
Although the equilibrium volume changes only by less
than 1% for the PM state compared to the that of the
sAFM one later discussed for Fig. 5, the structural pa-
rameters show a more critical behavior due to magnet-
ically driven changes. In Fig. 5 it can be seen that the
lattice parameter in a-direction is significantly reduced
while the lattice parameter c increases, what is in con-
tradiction to the experimental results. This is caused by
a lack of interlayer interactions also found by a previous
work [30]. The lack of interlayer attraction is presumably
caused by missing vdW interactions in the DFT calcula-
tions for FeSe.
As an interim summary we see that the magnetic mo-
ment gives a smooth transition from the NM to the PM
state, without any convergence issues for the magnetic
moments. By introducing the PM state, the interlayer
interactions are reduced compared to the sAFM state
and not able to glue both FeSe-layers together, result-
ing in a quasi-free behavior of those layers. It also ex-
plains that the cell shape in our calculations never con-
verges. We observe both layers drifting apart for each
minimization step with no significant change in total en-
ergy, caused by missing interlayer attraction. This indi-
cates that magnetic interactions are not able to explain
the interlayer coupling in this compound for a disordered
magnetic state. Since the magnetic moment of the Fe-
atoms in the PM state is comparable to that of the sAFM
calculations, the covalent bonds are considered to not ex-
plain the interlayer attraction, however, a minimum in
the total energy is observed for the sAFM state.
IV. VAN DER WAALS CALCULATIONS
To account for the interlayer attraction mentioned in
the previous section, we include vdW forces for the PM
state. In order to decouple it from magnetic disorder and
due to numerical efficiency, however, we start the analy-
sis of vdW corrections for the sAFM state. For that part
we investigate the structural response for the DFT-D2
and the DFT-TS approach, where we analyse the per-
formance of these methods by analyzing the response to
volume and shape changes for FeSe.
A. Total Energies
The sAFM ordered magnetic configuration is known to
be the magnetic ground state of many other FeSC’s [1].
5Moreover, most of the possible stable anti-ferromagnetic
structures are energetically close and their impact on the
atomic structures is similar [19]. This makes our anti-
ferromagnetic calculations representative for Fe-based
chalcogenides.
In DFT and ab initio thermodynamics it is required
to analyze the energetics of materials as a function of
volume. Here, we particularly use this dependence to
investigate the origin of the electronic interlayer and in-
tralayer interactions. If both interactions are of the same
origin and magnitude, the ratio between the lattice con-
stants a and c is expected to change only weakly after
a cell-shape relaxation. Moreover, zSe should be propor-
tional to changes in the volume.
For the volume dependent calculations we relax the
cell shape as well as the ionic positions simultaneously.
Although the full relaxation may lead in special cases
to slightly different positions and energy values due to
changing numbers of plane waves in the calculation, we
do not find any significant changes of the structure com-
pared to relaxing one quantity after another.
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Figure 4: Calculated total energy vs. volume for the non-
vdW sAFM state (red dashed) compared to vdW corrected
calculation by the DFT-D2 method (violet solid) and DFT-
TS one (green solid). The values are aligned to the minimum
of the total energy of the non-vdW curve. The dashed dotted
lines indicate the experimental volume at 298 K by [46] (grey),
the non-vdW optimized volume (red) and the optimized ones
for the DFT-D2 approach (violet) and the DFT-TS approach
(green).
The total energy behavior in Fig. 4 shows a shal-
low minimum for non-vdW sAFM. The small binding
energy indicates that the material could be unstable
already at moderate temperatures. In contrast, both
DFT-D2 and DFT-TS show a clear minimum at V D2min =
73.022Å3 and V TSmin = 73.059Å
3. The corresponding vol-
umes are smaller than the non-vdW optimized volume at
V non-vdWmin = 86.931Å
3 which is about ≈ 10Å3 larger than
the experimentally measured volume [46] (see Fig. 5 (a)).
We will discuss below to what degree the nearly similar
optimal volume for DFT-D2 and DFT-TS is coincidence
or indicating the similarity of the implemented physi-
cal concepts. For non-vdW calculations the deviation
of the lattice constant a from the experimental value is
only about 1%, yet the lattice parameter c is ∼ 13%
too large. This indicates that the failure of the uncor-
rected DFT Hamiltonian primarily affects the interlayer
interactions. As discussed below the smaller vdW cor-
rected volume can be explained by an overestimation of
intralayer interactions. The missing interlayer interac-
tion for non-vdW calculations is also reflected in the bulk
modulus Bnon-vdW0 = 3.86GPa, which is approximately
an order of magnitude smaller than the vdW values of
BDFT-D20 = 30.12GPa and BDFT-TS0 = 33.12GPa. The
later are in the same region as the experimental values
[49, 50].
A minor effect is the volume expansion due to tem-
perature. Since the experimental values are measured at
room temperature, the volume at T = 0K will be re-
duced. Indeed other works on 11-compounds show that
the volume decreases with decreasing temperature [51].
B. Structural Properties
Comparing the lattice parameters for non-vdW, the
DFT-D2 and DFT-TS corrections in Fig. 5 yield a signif-
icant improvement. Especially zSe/c is in nearly perfect
agreement with the experiment value for both vdW im-
plementations (see Fig. 5 (e)). The origin is a reduction of
the lattice parameter in c-direction and the c/a ratio (see
Fig. 5 (b), (d)). This reduction is a direct consequence of
the improved description of the interlayer attraction by
taking the vdW interaction correctly into account.
However, the lattice parameters of the vdW corrected
calculations in a-direction are ≈ 3% smaller than the
experimental ones. This has also consequences for the
c/a ratio. Compared to non-vdW calculations it is re-
duced, due to the interlayer layer effect of vdW interac-
tions. Since at the same time the intralayer interactins
are overestimated, the c/a ratio is still larger than the
experimental value.
To investigate the intralayer interactions in detail, we
additionally calculate an isolated FeSe layer in vacuum,
i. e., a case where by construction no interlayer interac-
tions occur. In Fig. 6 (a) it can be seen, that the relaxed
lattice parameter a for the bulk compound and the vac-
uum layer (VL) do not show a significant difference. Thus
the overbinding in a-direction is mostly caused by the in-
tralayer vdW interactions. This result clearly shows that
both approaches to include vdW bonding work well when
other bond types such as covalent or ionic are absent, but
do no consider the reduction of vdW interactions when
they are present, as it is the case for intralayer interac-
tions.
While the intralayer lattice constant a is almost iden-
tical for the bulk and the isolated layer, the two systems
665
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Figure 6: Lattice parameters for bulk FeSe and a FeSe vacuum
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show a pronounced difference on the internal structure
parameter zSe. Switching the interlayer interaction off,
systematicall increases this parameter compared to the
bulk compound (see Fig. 6 (b)). Thus, the interlayer in-
teractions cause a compression in c-direction of the FeSe
layers. Since these interactions are mostly driven by the
vdW attraction of the Se-atoms, we consider the ratio
zSe/c rather than the bare zSe displacement to analyze
structural improvement.
The investigation of the isolate layer shows that the
lattice parameters in a-direction (mainly driven by in-
tralayer non-vdW interactions) and c-direction (mainly
driven by interlayer vdW interactions) are decoupled.
Thus the non-vdW calculations provide a sufficiently ac-
curate description of lattice parameter a, whereas vdW
corrected calculations are mandatory to describe the lat-
tice parameter c. To simultaneously improve both quan-
tities a vdW implementation would be needed that takes
the effect of strong covalent bonds on the vdW interaction
into account. A possible approach to remove overbinding
by VdW corrections is to perform the sum in Eq. (2) only
over the pairs of atoms that are in different layers. Since
this requires a new implementation of vdW in the DFT
code, we did not test it.
Next we systematically analyze the structural impact
of the volume reduction from the non-vdW optimized
volume at V non-vdWmin = 86.931Å
3 to the corrected volume
(compare Fig. 4). As can be seen in Fig. 7 the difference
between DFT-D2 and DFT-TS is along this path more
pronounced than the equilibrated values in Fig. 5.
In the first place, the reduction in volume is connected
with a reduction in the c/a ratio to match the experi-
mental values. As can be seen in Fig. 7 (c), the DFT-TS
approach has a qualitatively different impact on the c/a
ratio than the DFT-D2 approach. In the latter case it is
enhanced next to V non-vdW, what is caused by the treat-
ment of the intralayer interactions. This causes a reduc-
tion of the lattice parameter in a-direction in Fig. 7 (b)
and consequently an increase of that one in c-direction
in Fig. 7 (a). The overestimates of the intralayer inter-
action is for this volume region less pronounced in the
DFT-TS approach. The increase of the lattice param-
eter a might be caused by a Poisson effect due to the
decreased c value. The zSe parameter in Fig. 7 (d) shows
a roughly anti-proportional trend compared to the lat-
tice parameter a, thus the bond length tries to remain
constant. A similar effect is also visible for the VL in
Fig. 6.
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Figure 7: Volume dependence of the sAFM state for standard DFT calculations (red dashed) compared to vdW corrected ones
by the DFT-D2 (violet solid) and the DFT-TS (green solid) method of (a) the lattice parameter in c-direction, (b) the lattice
parameter in a-direction, (c) the fraction of lattice parameter c and a, (d) the height of Se-atoms above the iron-plane (zSe) and
(e) the angle between a and b. The dashed dotted lines indicate the experimental values by [46] (grey), the non-vdW optimized
volume (red) and the optimized ones for the DFT-D2 approach (violet) and the DFT-TS approach (green).
For even larger volumes, the lattice parameter a and
zSe are nearly constant for the non-vdW curve, what is
caused by vanishing interlayer bonds. As the lattice pa-
rameter in c-direction steadily increases for increasing
volume, the Fe-layers drift apart. This behavior corre-
sponds to the well known exfoliation of graphene [52],
where vdW interactions also play a leading role. As
V non-vdWmin is close to that region, it is most likely that the
optimized lattice parameter of this approach are heavily
influenced by those missing interactions.
When approaching the experimental volume at V expmin =
78.679Å3 the slopes of the c/a ratios for the vdW ap-
proaches are reduced compared to the region of higher
volumes. This effect is strongest for the DFT-TS method.
As the cell is compressed, the overestimation of the in-
tralayer vdW attraction causes now a stronger decrease of
the lattice parameter a, whereas the value in c-direction
is less influenced. The same effect is also reflected in the
steep slope of zSe in Fig. 7 (d). Here, zSe for the DFT-
TS method varies a lot, while the value for the DFT-D2
approach does not show any significant changes. More-
over, for the DFT-D2 approach the values of the lattice
parameter a and the c/a ratio are in this volume region
nearly the same as for the non-vdW approach.
In the volume region around V ≈ 70Å3, which is close
to the vdW optimized volumes of DFT-D2 and DFT-TS,
the structural parameters for the DFT-D2 and DFT-
TS method and in particular the c/a ratio are similar.
Therefore, the effects of interlayer and intralayer vdW
corrections are comparable for both approaches. The
difference in the total energy, however, is still large (see.
Fig. 4). For even smaller volumes the proximity of the
second FeSe-layer causes several structural changes: At
V < 65Å3 the displacement zSe decreases for all ap-
proaches. Note that the overestimated intralayer interac-
tions cause also a squeezing of the Se-atoms in c-direction
as the attraction of intralayer Se-up-atoms and Se-down-
atoms is also overestimated. The kink visible for all ap-
proaches around V = 75Å3 is caused by a tetragonal
in-plane distortion (γ ≤ 89.4◦, see Fig. 7 (e)) seen for
most AFM like structures in FeSe.
By looking at the complete volume region, the DFT-D2
and DFT-TS approaches, i.e., their different treatment of
the Hirschfeld partitioning and geometrical composition,
imply significantly different behaviors. While the lattice
parameters for the DFT-D2 agree for some volumes even
less with experiment than the non-vdW ones, the val-
ues of the DFT-TS approach are overall closer to the
experiment. The zSe parameter is within DFT-D2 for
large volumes close to the experimental value, but the
largely reduced gradient of zSe with respect to volume as
compared to DFT-TS indicates a cancellation of interac-
tions. Similar to the assessment of exchange correlation
functionals in DFT [53], the good agreement of the vdW
approaches close to their equilibrium volumes increases
confidence in the vdW corrections. One should, however,
keep in mind that the intralayer interactions are overes-
timated in both approaches.
C. Paramagnetic van der Waals Calculations
The PM vdW corrected calculations are similar to
those from Sec. III. In contrast to the non-vdW calcu-
lations, the minimization of the total energy is resulting
into a well defined equilibrium volume, due to the cor-
rect description of the interlayer binding. The converged
optimal structural parameters are illustrated in Fig. 5.
The lattice parameters are comparable to those of the
sAFM state. The c/a ratio is slightly enlarged, what
can be related to the reduced interlayer magnetic inter-
actions already mentioned when discussing the non-vdW
PM state. By looking at Fig. 5 (e), it can be seen, that
zSe/c does not show any significant changes compared
8to the sAFM state. This underlines again the similarity
of both magnetic configurations. It also shows that the
interlayer attraction is solely caused by the presence of
vdW interactions. It indicates that the zSe coordinate
does not depend on the magnetic structure and can only
be correctly reproduced by DFT calculations with vdW
corrections.
D. Band Dispersion
To investigate the electronic band dispersion we take
the NM calculations with structural parameters obtained
by experiments [46] (see Fig. 5) as a reference. Although,
the NM state and the sAFM state differ for the structural
parameters, their band dispersion is very similar except
for some slight differences (see Fig. 8 (a)). For exam-
ple, the kz-dependence of Se pz-orbital, which crosses
the Fermi surface (FS) along Γ → Z, is stronger for the
experimental values, and the Fe 3d-orbitals are mostly kz
independent. As a result we find a similar shape of elec-
tron pockets around the M-point and the A-point of the
Brillouin Zone and flatter dispersions from the Γ-point
to the Z-point, what is due to dxz- and dyz-orbitals along
Γ→ Z direction.
For the vdW corrected calculations the changes in the
real space structure are also reflected in the electronic dis-
persion. Comparing the band dispersion with and with-
out vdW corrections, the sizable kz-dependence of the
Fe 3d-orbitals is indeed found, consistent with previous
works [30]. Additionally, the shape of the electron pock-
ets for kz = pi is the same as for calculations with the
experimental lattice parameters, a clear improvement to
non-vdW sAFM calculations. Although other works pro-
pose interlayer driven effects on the band dispersion to be
less important for superconductivity, a reconstruction of
the FS by the Se pz-orbital dominated band from Γ→ Z
is found [29]. This may be related to an overestimation
of interlayer Se-attraction.
Comparing both vdW approaches for FeSe (presump-
tive for all 11-based FeSC), the electronic band disper-
sion turns out to be very similar. Most important is that
the enhancement of the interlayer interaction, which is
in agreement with considerations of other works claim-
ing vdW interactions to be important for FS reconstruc-
tions [29]. The DFT-TS approach includes the impact of
the local environment on the vdW interaction, slightly
reducing the overestimation of the intralayer interaction
in DFT-D2 and improving the zSe/c ratio. The only no-
ticeable consequence in the band dispersion, however, is
a modified band energy near the FS at the Z point.
V. SUMMARY
Based on a systematic DFT study, we show that the
delicate interplay between the real space structure of
FeSe and the resulting electronic dispersion requires the
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Figure 8: Electronic band dispersion near the Fermi energy
obtained by non-magnetic DFT calculations for the differ-
ent lattice parameters given in Fig. 5. Specifically, non-vdW
DFT calculation using experimental lattice parameters by [46]
(black solid) and (a) non-vdW sAFM state (red dashed) as
well as (b) DFT-D2 vdW (violet dashed) and DFT-TS vdW
(green solid) corrections have bee used.
inclusion of vdW interactions and spin-disorder (PM).
The introduced interlayer attraction makes FeSe a much
more 3-dimensional material in ab initio calculations and
agrees with recent ARPES experiments [54]. For the
ground state the two most common vdW approaches
DFT-D2 and DFT-TS yield similar lattice parameters at
ambient conditions, yet for the pressure-dependent calcu-
lations DFT-TS is more appropriate, as it takes the real
space local environment to estimate the vdW strength.
Those investigations underline the fact that charge driven
Se-Se interactions play an important role, similar to the
the magnetic Fe-Fe interactions. The calculated lattice
parameters using vdW and PM effects show the need for
interlayer vdW corrections. For both magnetic configu-
rations, sAFM and PM, the height of the Se-atoms zSe/c
are mostly identical, substantiating a lack of interlayer
attraction to be responsible for the lattice mismatch of
9all previous ab initio approaches. We also show that
the intralayer coupling do not include vdW interactions,
however, the presence of them is negligible for the elec-
tronic dispersion. To further improve the lattice param-
eters, a vdW correction neglecting all intralayer contri-
butions is required, as we showed that the mismatch in
a-direction is mostly driven by overestimated intralayer
attraction. We also conclude, that the used magnetic
structure will be less important for the lattice param-
eters, if the overall magnetic moment is close to zero.
It indicates that the zSe coordinate is actually indepen-
dent of the magnetic structure and can only be correctly
reproduced by DFT calculations with vdW corrections.
Moreover, the fact that those magnetic structures lead to
the very same structural properties substantiate the pres-
ence of competing magnetic orders in the nematic phase
[19, 55]. Since those structural properties are essential for
the superconductivity in FeSC, the improvement of the
ab initio methods obtained in this work can be important
for its understanding. The change of the character of the
electronic dispersion from quasi two-dimensional towards
more three-dimensional one with a significant contribu-
tion of the Se pz-orbitals is also relevant in the context of
topological features, discussed previously [56] and needs
to be explored further both experimentally and theoret-
ically.
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