In this paper, we introduce a new type of integral equations called anticipated backward stochastic Volterra integral equations (anticipated BSVIEs). The generators of these BSVIEs involve the future values of the solution (Y, Z). We obtain the existence and uniqueness theorem and a multi-dimensional comparison theorem for the solutions of these equations. In the comparison theorem, the generator functions are allowed to contain the anticipated term of Z, and do not need any monotonicity assumptions on the anticipated term of Y .
Introduction
Stochastic Volterra integral equations (SVIEs, for short) were introduced by Berger and Mizel [1] , and developed to the anticipating SVIEs in [2] , [3] . Backward stochastic Volterra integral equations (BSVIEs, for short) were introduced in [9] , [12] , [13] . In more details, let (Ω, F , P, F t , t ≥ 0) be a complete stochastic basis such that F 0 contains all P -null elements of F and suppose that the filtration is generated by a d-dimensional standard Brownian motion W = W (t) t≥0 . Let (Y (·), Z(·, ·)) be the unique adapted M -solution to the following backward stochastic integral equation: 2 | t ≤ s}. Such an equation is of BSVIEs introduced by Yong [12] and [13] . And there are many applications of BSVIEs, such as in risk management [14] , capital allocations [15] , mathematical finance and stochastic optimal controls [13] . It will become more and more clear for BSVIEs to increasingly bring out incontestable significance in the theory and applications.
On the other hand, an important special case of BSVIE (1.1) is as follows:
where f : Ω× [0, T ]× R m × R m×d → R m and ξ is an F T -measurable L p -integral random variable (p > 1). This is the integral form of a so-called backward stochastic differential equation (BSDE, for short); see [4] , [5] , [8] , etc., for systematic discussions. A simple glance tells us that BSVIE (1.1) is a natural generalization of BSDE (1.2) .
Recently, Peng and Yang [6] introduced the following type of anticipated BSDE:
−dY t = f (t, Y t , Z t , Y t+δ(t) , Z t+ζ(t) )dt − Z t dW t , 0 ≤ t ≤ T ; Y t = ξ t , Z t = η t , T ≤ t ≤ T + K, (
where ξ · , η · are given adapted stochastic processes, and δ(·), ζ(·) are given nonnegative deterministic functions. There have been a lot of developments and applications of the anticipated BSDEs, see [7] , [8] , [16] , etc. These tempt us to introduce the following new type of BSVIEs:
(1.4) See Section 3 for detailed discussions. We call the equation (1.4) an anticipated backward stochastic Volterra integral equation (ABSVIE, for short). One can note that, comparing with BSVIE (1.1), the distinct development of ABSVIE (1.4) is that the generator of ABSVIE (1.4) involves not only the present values of solutions but also the future ones of solutions.
In this paper, we prove the existence and uniqueness of the solution to ABSVIE (1.4) under proper assumptions. The method used to prove the existence and uniqueness theorem (Theorem 3.3 below) is much more convenient than the four steps method in Yong [13] . Since the comparison theorem is a fundamental tool, which plays an important role in the theory and applications of BSVIEs, we also prove a comparison theorem for multi-dimensional ABSVIEs, which covers one of the main results in Wang and Yong [11] . It's worthy pointing out that, in the comparison theorem (Theorem 4.1 below), the generator functions are allowed to contain the anticipated term of Z, and do not need any monotonicity assumptions on the anticipated term of Y , that generalizes the comparison theorem in Peng and Yang [6] . Similar to BSVIE (1.1) and the anticipated BSDE (1.3), ABSVIE (1.4) can also be applied in mathematical finance, risk management, especially in the field of stochastic optimal controls. About this topic, we will give some further studies in the coming future researches. This paper is organized as follows. In Section 2, we introduce some preliminaries. Section 3 is devoted to the proof of the existence and uniqueness of the solutions to ABSVIEs. In Section 4, a comparison theorem for multi-dimensional ABSVIEs is given.
Preliminaries
Let (Ω, F , P, F t , t ≥ 0) be a complete stochastic basis such that F 0 contains all P -null elements of F and suppose that the filtration is generated by a d-dimensional standard Brownian motion W = W (t) t≥0 . Denote the norm in R m by | · | and R m×m d
= {A = (a ij ) ∈ R m×m |a ij = 0, i = j}. Given T > 0, and let K ≥ 0 be a constant. We will use the following notations:
2 ; R m×d ) = {R m×d -valued and F t∨s -adapted stochastic processes such that
Clearly, H
2,β ∆
[0, T + K] is a Hilbert space. It is easy to see that for any β ≥ 0, the norm
The following propositions can be found in [10, 11, 13] . Our Proposition 2.1 is a special case of Lemma 3.1 in [10] , which provides a helpful estimate in BSVIEs. Proposition 2.2 is Theorem 3.7 of Yong [13] , a basic result of BSVIEs: an existence and uniqueness theorem. Proposition 2.3 is Theorem 3.4 of Wang and Yong [11] , which is a comparison theorem of BSVIEs.
Proposition 2.1. We consider the following simple BSVIE
, and we have the following estimate:
2) Hereafter C is a positive constant which may be different from line to line.
where L : ∆ → R is a deterministic function such that the following holds:
For i = 0, 1, we assume that
be respectively the solutions of BSVIEs as follows:
Moreover, g z (t, s, y, z) exists and
Then for any
Existence and uniqueness theorem
We now consider a new form of BSVIEs as follows:
(3.1) where δ(·) and ζ(·) are two R + -valued continuous functions defined on [0, T ] such that:
(ii) There exists a constant M ≥ 0 such that, for all non-negative and integrable
We call equation (3.1) the anticipated BSVIE. 
Assume that for all (t, s) ∈ ∆, g(t, s, ω, y, z, x, ξ, η, ς) :
To establish the well-posedness of the anticipated BSVIE (3.1), we introduce the following space. For any β ≥ 0, we let
Different from H

2,β ∆
[0, T + K] defined in the previous section, we see that Z(·, ·) is defined on 
We now state and proof a well-posedness theorem for ABSVIE (3.1).
Theorem 3.3. Suppose that g satisfies (H1) and (H2), and δ, ζ satisfy (i) and (ii). Then for any given terminal conditions
Proof. For any (y(·), z(·, ·)) ∈ M 2 [0, T + K], consider the following BSVIE:
where
From Proposition 2.1, we know that (3.5) admits a unique adapted solution (
We define Z(·, ·) on ∆ c from the following:
is an adapted M-solution to Eq. (3.5). Thus, the map (y(·), z(·, ·)) → (Y (·), Z(·, ·)) is well-defined. By the estimate (2.2) in Proposition 2.1, one has
For the second term, from (H1) we have
This completes the proof. 
A comparison theorem for ABSVIEs
In this section we prove a comparison theorem for ABSVIEs of the following type: For i = 0, 1,
For ABSVIEs of the above form, we need only the values Z i (t, s) of Z i (·, ·) for (t, s) ∈ ∆ and the notation of M -solution is not necessary. For the generator g i (·) of ABSVIE (4.1), we adopt the following assumptions.
Assume that for all (t, s) ∈ ∆, g i (t, s, ω, y, z, ξ, η) :
, where r, r ′ ∈ [s, T + K], and g i satisfies the following conditions:
It is known that under (i), (ii) and (H3), (H4), for any
Theorem 4.1. Let (i), (ii) and (H3), (H4) hold. Suppose for all (t, s) ∈ ∆, g :
Moreover, g z (t, s, y, z, ξ, η) exists and
[0, T + K] be the unique adapted solution to the following ABSVIE:
and consider the following ABSVIE:
[0, T + K] be the unique adapted solution to the above equation. Since
By Proposition 2.3, we obtain that
Next, we consider the following BSVIE:
[0, T + K] be the adapted solution to the above equation. Now, since ξ → g(t, s, y, z, ξ, η) is nondecreasing, we have
Hence, similar to the above, we obtain
By induction, we can construct a sequence
Similarly, we deduce
Next we will show that the sequence
To show this, we introduce an equivalent norm of the space
By utilizing an estimate in Proposition 2.1, we have Similarly, we can prove that
Therefore, our conclusion follows. Remark 4.3. In Theorem 4.1, the generator functions g 0 and g 1 are allowed to contain the anticipated term of Z, and do not need any monotonicity assumptions on the anticipated term of Y , that generalizes the comparison theorem (Theorem 5.1) in Peng and Yang [6] .
For a special case when g 0 and g 1 are independent of the anticipated term of Z, we easily get the following comparison result. 
