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GEOMETRIC PROPERTIES OF CLAUSEN’S HYPERGEOMETRIC
FUNCTION 3F2(a, b, c; d, e; z)
KONERI CHANDRASEKRAN AND DEVASIR JOHN PRABHAKARAN
Abstract. The Clausen’s Hypergeometric Function is given by
3F2(a, b, c; d, e; z) =
∞∑
n=0
(a)n(b)n(c)n
(d)n(e)n(1)n
zn ; a, b, c, d, e ∈ C
provided d, e 6= 0,−1,−2, · · · in unit disc D = {z ∈ C : |z| < 1}. In this paper, an op-
erator Ia,b,c(f)(z) involving Clausen’s Hypergeometric Function by means of Hadamard
Product is introduced. Geometric properties of Ia,b,c(f)(z) are obtained based on its
Taylor’s co-efficient.
1. Introduction and preliminaries
Let A be the class of functions
f(z) = z +
∞∑
n=2
an z
n(1.1)
analytic in the open unit disc D = {z ∈ C : |z| < 1} of the complex plane.
Let S, S∗, C and K be the class of univalent , Starlike, Convex and Close-to-Convex
functions respectively. We will be particularly focussing on the classes S∗λ, λ > 0 and Cλ
are defined by
S∗λ =
{
f ∈ A |
∣∣∣∣zf ′(z)f(z) − 1
∣∣∣∣ < λ, z ∈ D
}
.
and
Cλ = {f ∈ A | zf ′(z) ∈ S∗λ} .
The following are the sufficient conditions for which the function f is in S∗ and Cλ
respectively
∞∑
n=2
(n+ λ− 1)|an| ≤ λ.(1.2)
and
∞∑
n=2
n (n+ λ− 1)|an| ≤ λ.(1.3)
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Let for β < 1,
R(β) = {f ∈ A : ∃ η ∈
(
−pi
2
,
pi
2
)
|Re [eiη(f ′(z)− β)] > 0, z ∈ D}.
Note that when β ≥ 0, we have R(β) ⊂ S and for each β < 0, R(β) contains also non
univalent functions.
The concept of uniformly convex and uniformly starlike functions were introduced by
Goodman[4, 5] and denoted by UCV and UST respectively. Subsequently Rønning [3]
and Ma and Minda [6] independently gave the one variable analytic characterization of
the class UCV as follows: f ∈ UCV if and only if Re
(
1 +
zf
′′
(z)
f ′(z)
)
>
∣∣∣∣zf ′′(z)f ′(z)
∣∣∣∣.
In [4], the condition on the function f defined in (1.1) belongs to UCV is that
∞∑
n=2
n (n− 1)|an| ≤ 1
3
(1.4)
The subclass Sp of starlike functions was introduced by Rønning [3] in the following
way
Sp = {F ∈ S∗/F (z) = zf ′(z), f(z) ∈ UCV }.(1.5)
It is easily seen that f(z) ∈ Sp if and only if∣∣∣∣zf ′(a)f(z) − 1
∣∣∣∣ < Re
(
zf ′(z)
f(z)
)
, z ∈ D(1.6)
and has a sufficient condition
∞∑
n=2
(2n− 1)|an| ≤ 1,(1.7)
We observe that SP is the class of functions for which the domain of values of zf ′(z)/f(z),
z ∈ D is the region Ω defined by Ω = {w : Re(w) > |w−1|}. Note that Ω is the interior of
a parabola in the right half plane which is symmetric about the real axis and has vertex
at
(
1
2
, 0
)
. It is well- known that the function
φ(z) = 1 +
2
pi2
(
log
1 +
√
z
1−√z
)2
maps unit disc D onto the parabolic region Ω and hence is in Sp.
Let f(z) = z+
∞∑
n=2
an z
n and g(z) = z+
∞∑
n=2
bn z
n be analytic in D. Then the Hadamard
product or convolution of f(z) and g(z) is defined by
f(z) ∗ g(z) = z +
∞∑
n=2
anbnz
n.
For any complex variable a, define the ascending factorial notation
(a)n = a(a + 1)(a+ 2) · · · (a+ n− 1) = a(a + 1)n−1
2
for n ≥ 1 and (a)0 = 1 for a 6= 0. When a is neither zero nor a negative integer, we have
(a)n = Γ(n + a)/Γ(a).
The Clausen’s hypergeometric function 3F2(a, b, c; d, e; z) is defined by
3F2(a, b, c; d, e; z) =
∞∑
n=0
(a)n(b)n(c)n
(d)n(e)n(1)n
zn; a, b, c, d, e ∈ C(1.8)
provided d, e 6= 0,−1,−2,−3 · · · Which is an analytic function in unit disc D.
For n = 1 in Theorem 1 in Miller and Paris [2] yields the following formula
3F2(a, b, c; b+ 1, c+ 1; 1) =
bc
c− bΓ(1− a)
[
Γ(b)
Γ(1− a+ b) −
Γ(c)
Γ(1− a+ c)
]
,(1.9)
provided that Re(2− a) > 0, b > a− 1 and c > a− 1. Alternatively we drive the same by
putting m = n = 0 in the equation (3) in Shpot and Srivastava [1]. We use the formula
(1.9) to prove our main results.
For f ∈ A, we define the operator Ia,b,c(f)(z)
Ia,b,c(f)(z) = z 3F2(a, b, c; b+ 1, c+ 1; z) ∗ f(z) = z +
∞∑
n=2
An z
n(1.10)
with A1 = 1 and for n ≥ 1,
An =
(a)n−1(b)n−1(c)n−1
(b+ 1)n−1(c+ 1)n−1(1)n−1
an.
The following Lemma is useful to prove our main results.
Lemma 1.11. Let a, b, c > 0. Then we have the following
(1) For b, c > a− 1
∞∑
n=0
(n+ 1)(a)n (b)n (c)n
(b+ 1)n (c+ 1)n (1)n
=
bcΓ(1− a)
c− b
[
(1− b)Γ(b)
Γ(1− a+ b) −
(1− c)Γ(c)
Γ(1− a+ c)
]
.
(2) For b, c > a− 1
∞∑
n=0
(n + 1)2(a)n (b)n (c)n
(b+ 1)n (c+ 1)n (1)n
=
bcΓ(1− a)
c− b
[
(1− b)2Γ(b)
Γ(1− a + b) −
(1− c)2Γ(c)
Γ(1− a+ c)
]
.
(3) For b, c > a− 1. Then
∞∑
n=0
(n+ 1)3(a)n (b)n (c)n
(b+ 1)n (c+ 1)n (1)n
=
bcΓ(1− a)
c− b
[
[(1− b)3 − b2]Γ(b)
Γ(1− a+ b) −
[(1− c)3 − c2]Γ(c)
Γ(1− a + c)
]
.
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(4) For a 6= 1, b 6= 1, and c 6= 1 with b, c > Max{0, a− 1}
∞∑
n=0
(a)n (b)n (c)n
(b+ 1)n (c+ 1)n (1)(n+1)
=
bc
(a− 1)(b− 1)(c− 1)
×
[
Γ(2− a)
c− b
(
(c− 1)Γ(b)
Γ(1− a+ b) −
(b− 1)Γ(c)
Γ(1− a+ c)
)
− 1
]
.
Proof. (1) Using ascending factorial notation, we can write
∞∑
n=0
(n+ 1)(a)n (b)n (c)n
(b+ 1)n (c+ 1)n (1)n
=
∞∑
n=0
(a)n+1 (b)n+1 (c)n+1
(b+ 1)n+1 (c+ 1)n+1 (1)n−1
+
∞∑
n=0
(a)n (b)n (c)n
(b+ 1)n (c+ 1)n (1)n
Using the formula (1.9) and the fact that Γ(1− a) = −aΓ(−a), the above reduces to
∞∑
n=0
(n+ 1)(a)n (b)n (c)n
(b+ 1)n (c+ 1)n (1)n
=
bc
c− b Γ(1− a)
[
(1− b)Γ(b)
Γ(1− a+ b) −
(1− c)Γ(c)
Γ(1− a+ c)
]
Hence, (1) is proved.
(2) Using ascending factorial notation and (n+ 1)2 = n(n− 1) + 3n+ 1, we can write
∞∑
n=0
(n + 1)2(a)n (b)n (c)n
(b+ 1)n (c+ 1)n (1)n
=
∞∑
n=2
(a)n (b)n (c)n
(b+ 1)n (c+ 1)n (1)n−2
+
∞∑
n=1
3 (a)n (b)n (c)n
(b+ 1)n (c+ 1)n (1)n−1
+
∞∑
n=0
(a)n (b)n (c)n
(b+ 1)n (c+ 1)n (1)n
Using the formula (1.9) and Γ(1− a) = −aΓ(−a), the above reduces to
∞∑
n=0
(n+ 1)2(a)n (b)n (c)n
(b+ 1)n (c+ 1)n (1)n
=
bcΓ(1− a)
c− b ×
[
(1− b)2Γ(b)
Γ(1− a+ b) −
(1− c)2Γ(c)
Γ(1− a+ c)
]
Which completes the proof of (2).
(3) Using shifted factorial notation and by adjusting coefficients suitably, we can write
∞∑
n=0
(n + 1)3(a)n (b)n (c)n
(b+ 1)n (c+ 1)n (1)n
=
∞∑
n=0
(a)n+3 (b)n+3 (c)n+3
(b+ 1)n+3 (c+ 1)n+3 (1)n
+ 5
∞∑
n=0
(a)n+2 (b)n+2 (c)n+2
(b+ 1)n+2 (c+ 1)n+2 (1)n
+6
∞∑
n=0
(a)n+1 (b)n+1 (c)n+1
(b+ 1)n+1 (c+ 1)n+1 (1)n
+
∞∑
n=0
(a)n (b)n (c)n
(b+ 1)n (c+ 1)n (1)n
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Using the formula (1.9), we have
∞∑
n=0
(n+ 1)3(a)n (b)n (c)n
(b+ 1)n (c+ 1)n (1)n
=
bcΓ(1− a)
c− b ×
[
[(1− b)3 − b2]Γ(b)
Γ(1− a+ b) −
[(1− c)3 − c2]Γ(c)
Γ(1− a+ c)
]
and the conclusion follows.
(4) Let a be a positive real number such that a 6= 1, b 6= 1 and c 6= 1 with b, c >
Max{0, a− 1}. We find that
∞∑
n=0
(a)n (b)n (c)n
(b+ 1)n (c+ 1)n (1)n+1
=
bc
(a− 1)(b− 1)(c− 1)
[
Γ(2− a)
c− b
(
(c− 1)Γ(b)
Γ(1− a + b) −
(b− 1)Γ(c)
Γ(1− a + c)
)
− 1
]
and the result follows. 
2. Starlikeness of z3F2(a, b, c; b+ 1, c+ 1; z)
Theorem 2.1. Let a ∈ C\{0}, b > |a| − 1 and c > |a| − 1. The sufficient condition for
the function z3F2(a, b, c; b+ 1, c+ 1; z) belongs to the class S∗λ, 0 < λ ≤ 1 is that
bc
c− b Γ(1− |a|)
[
Γ(b) (λ− b)
Γ(1− |a|+ b) −
Γ(c) (λ− c)
Γ(1− |a|+ c)
]
≤ 2λ(2.2)
Proof. Let f(z) = z3F2(a, b, c; b+ 1, c+ 1; z). Then by the equation (1.2), it is enough to
show that
T =
∞∑
n=2
(n+ λ− 1)|an| ≤ λ.
Since f ∈ S, we have |an| ≤ 1, and using the fact that |(a)n| ≤ (|a|)n,
T ≤
∞∑
n=2
(n− 1 + λ)
(
(|a|)n−1(b)n−1(c)n−1
(b+ 1)n−1(c+ 1)n−1(1)n−1
)
Using the formula (1.9) and the result (1) of Lemma 1.11 in above equation, we get
T ≤ bc
c− b Γ(1− |a|)
[
Γ(b)(λ− b)
Γ(1− |a|+ b) −
Γ(c)(λ− c)
Γ(1− |a|+ c)
]
− λ
Because of (2.2), the above expression is bounded by λ and hence
T ≤ bc
c− b Γ(1− |a|)
[
Γ(b)(λ− b)
Γ(1− |a|+ b) −
Γ(c)(λ− c)
Γ(1− |a|+ c)
]
− λ ≤ λ
Hence z3F2(a, b, c; b+ 1, c+ 1; z) belongs to the class S∗λ. 
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Theorem 2.3. Let a ∈ C\{0}, c > 0, b > 0, |a| 6= 1, b 6= 1, c 6= 1, b > |a| − 1 and
c > |a| − 1. For 0 < λ ≤ 1, assume that
bc
c− b Γ(1− |a|)
[(
b− λ
b− 1
)
Γ(b)
Γ(1− |a|+ b) −
(
c− λ
c− 1
)
Γ(c)
Γ(1− |a|+ c)
]
(2.4)
≤ λ
(
1 +
1
2(1− β)
)
+
(λ− 1)bc
(|a| − 1)(b− 1)(c− 1)
Then the integral operator Ia,b,c(f) maps R(β) into S∗λ.
Proof. Let a ∈ C\{0}, c > 0, b > 0, |a| 6= 1, b 6= 1, c 6= 1, b > |a| − 1 and c > |a| − 1.
Suppose that f(z) is defined in (1.1) is in R(β). By MacGregor [7], We have
|an| ≤ 2(1− β)
n
.(2.5)
Consider the integral operator Ia,b,c(f) is defined by (1.10). According to the equation
(1.2), we need to show that
T =
∞∑
n=2
(n+ λ− 1)|An| ≤ λ.
Then, we have
T =
∞∑
n=2
[(n− 1) + λ]
∣∣∣∣ (a)n−1(b)n−1(c)n−1(b+ 1)n−1(c+ 1)n−1(1)n−1
∣∣∣∣ |an|
Using (2.5) in above, we have
T ≤ 2(1− β)
[
∞∑
n=1
(n + 1)
(|a|)n(b)n(c)n
(b+ 1)n(c+ 1)n(1)n(n+ 1)
+(λ− 1)
∞∑
n=1
(|a|)n(b)n(c)n
(b+ 1)n(c+ 1)n(1)n
(
1
n + 1
)]
:= T1
Using the formula given by (1.9) and the results (1) and (4) of Lemma 1.11, we find that
T1 ≤ 2(1− β)
[
bc
c− bΓ(1− |a|)
(
Γ(b)
Γ(1− |a|+ b) −
Γ(c)
Γ(1− |a|+ c)
)
− 1
+(λ− 1)
(
bc
(a− 1)(b− 1)(c− 1)
((
2− a
c− b
)(
(c− 1)Γ(b)
Γ(1− |a|+ b) −
(b− 1)Γ(c)
Γ(1− |a|+ c)
)
−1)− 1)]
Using the fact that Γ(a+ 1) = aΓ(a), we have
T1 ≤ 2(1− β)
[
bc
c− bΓ(1− |a|)
(
Γ(b)
Γ(1− |a|+ b)
(
b− λ
b− 1
)
− Γ(c)
Γ(1− |a|+ c)
(
c− λ
c− 1
))
+
(λ− 1) bc
(a− 1)(b− 1)(c− 1) − λ
]
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Under the condition given by (2.4)
2(1− β)
[
bc
c− bΓ(1− |a|)
(
Γ(b)
Γ(1− |a|+ b)
(
b− λ
b− 1
)
− Γ(c)
Γ(1− |a|+ c)
(
c− λ
c− 1
))
+
(λ− 1) bc
(a− 1)(b− 1)(c− 1) − λ
]
≤ λ
Thus, the inequality T ≤ T1 ≤ λ and (2.5) are holds. Therefore, we conclude that the
operator Ia,b,c(f) maps R(β) into S∗λ. Which completes the proof of the theorem. 
When λ = 1, we get the following results from Theorem 2.3.
Corollary 2.6. Let a ∈ C\{0}, b > |a| − 1 and c > |a| − 1. Assume that
bc
c− b Γ(1− |a|)
[
Γ(b)
Γ(1− |a|+ b) −
Γ(c)
Γ(1− |a|+ c)
]
≤ 1 + 1
2(1− β)
Then the integral operator Ia,b,c(f) maps R(β) into S∗1 .
Theorem 2.7. Let a ∈ C\{0}, b > |a| − 1 and c > |a| − 1. Suppose that a and 0 < λ ≤ 1
satisfy the condition
bc
c− b Γ(1− |a|)
(
(1− b)(λ− b)Γ(b)
Γ(1− |a|+ b) −
(1− c)(λ− c)Γ(c)
Γ(1− |a|+ c)
)
≤ 2λ(2.8)
then the integral operator Ia,b,c(f) maps S to S∗λ.
Proof. Let a ∈ C\{0}, b > |a| − 1 and c > |a| − 1. Suppose that f(z) is defined by (1.1)
is in S, then we know that
|an| ≤ n.(2.9)
Suppose that the integral operator Ia,b,c(f) is defined by (1.10). In the view of the equation
(1.2), it is enough to show that
T =
∞∑
n=2
(n+ λ− 1)|An| ≤ λ.
Using the fact that |(a)n| ≤ (|a|)n and the equation (2.9) in above, we have
T =
∞∑
n=2
(n− 1 + λ)
∣∣∣∣ (a)n−1(b)n−1(c)n−1(b+ 1)n−1(c+ 1)n−1(1)n−1
∣∣∣∣ |an|
Using (1) and (2) of Lemma 1.11, we find that
T ≤ bc
c− bΓ(1− |a|)
(
(1− b)Γ(b)
Γ(1− |a|+ b) [λ− b]−
(1− c)Γ(c)
Γ(1− |a|+ c) [λ− c]
)
− λ
By the condition given by (2.8), the above expression is bounded by λ and hence
bc
c− bΓ(1− |a|)
(
(1− b)(λ− b)Γ(b)
Γ(1− |a|+ b) −
(1− c)(λ− c)Γ(c)
Γ(1− |a|+ c)
)
− λ ≤ λ
Under the stated condition, The integral operator Ia,b,c(f) maps S into S∗λ. Which gives
the appropriate conclusion. 
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3. Convexity of z3F2(a, b, c; b+ 1, c+ 1; z)
Theorem 3.1. Let a ∈ C\{0}, b > |a| − 1, c > |a| − 1 and 0 < λ ≤ 1. The sufficient
condition for the function z3F2(a, b, c; b+ 1, c+ 1; z) belongs to the class Cλ is that
bc
c− b Γ(1− |a|)
[
(1− b) (λ− b) Γ(b)
Γ(1− |a|+ b) −
(1− b)(λ− c)Γ(c)
Γ(1− |a|+ c)
]
≤ 2λ.
Proof. The proof is similar to Theorem 2.7. So we omit the details. 
Theorem 3.2. Let a ∈ C\{0}, b > 0, c > 0, |a| 6= 1, b 6= 1, c 6= 1, b > |a|−1, c > |a|−1
and 0 < λ ≤ 1. For 0 ≤ β < 1, assume that
bc
c− bΓ(1− |a|)
(
(λ− b) Γ(b)
Γ(1− |a|+ b) −
(λ− c) Γ(c)
Γ(1− |a|+ c)
)
≤ λ
(
1
2(1− β) + 1
)
then the operator Ia,b,c(f) maps R(β) into Cλ.
Proof. The proof is similar to Theorem 2.1. So we omit the details. 
Theorem 3.3. Let a ∈ C\{0}, b > |a| − 1 and c > |a| − 1. Suppose that a and 0 < λ ≤ 1
satisfy the condition
bc
c− bΓ(1− |a|)
(
[b2 − b− b3 + λ(1− b)2]Γ(b)
Γ(1− |a|+ b)(3.4)
− [c
2 − c− c3 + λ(1− c)2]Γ(c)
Γ(1− |a|+ c)
)
≤ 2λ
then Ia,b,c(f) maps S into Cλ.
Proof. Let a ∈ C\{0}, b > |a| − 1 and c > |a| − 1. Suppose that f(z) is defined by (1.1)
is in S, then
|an| ≤ n.(3.5)
Suppose the integral operator Ia,b,c(f) defined by (1.10). In the view of the sufficient
condition given by (1.3), it is enough to prove that
T =
∞∑
n=2
n (n + λ− 1) |Bn| ≤ λ.
i.e.,
T =
∞∑
n=2
n (n+ λ− 1)
∣∣∣∣ (a)n−1(b)n−1(c)n−1(b+ 1)n−1(c+ 1)n−1(1)n−1
∣∣∣∣ |an| ≤ λ.
Using the fact that |(a)n| ≤ (|a|)n and the equation (3.5) in above, we have
≤
∞∑
n=0
(n+ 1)3 (|a|)n(b)n(c)n
(b+ 1)n(c+ 1)n(1)n
+ (λ− 1)
∞∑
n=0
(n+ 1)2 (|a|)n(b)n(c)n
(b+ 1)n(c + 1)n(1)n
− λ
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Using (2) and (3) of Lemma 1.11, we find that
T ≤ 2 bc
c− bΓ(1− |a|)
(
[(1− b)3 − b2]Γ(b)
Γ(1− |a|+ b) −
[(1− c)3 − c2]Γ(c)
Γ(1− |a|+ c)
)
+
bc(λ− 1)
c− b Γ(1− |a|)
(
(1− b)2Γ(b)
Γ(1− |a|+ b) −
(1− c)2Γ(c)
Γ(1− |a|+ c)
)
− λ
By the equation (3.4), the above expression is bounded by λ and hence
bc
c− bΓ(1− |a|)
(
[b2 − b− b3 + λ(1− b)2]Γ(b)
Γ(1− |a|+ b) −
[c2 − c− c3 + λ(1− c)2]Γ(c)
Γ(1− |a|+ c)
)
≤ 2λ
Hence, the integral operator Ia,b,c(f) maps S into Cλ and the proof is complete. 
4. Admissibility condition of z3F2(a, b, c; b+ 1, c+ 1; z) in Parabolic domain.
Theorem 4.1. Let a ∈ C\{0}, b > |a| − 1 and c > |a| − 1. The sufficient condition for
the function z3F2(a, b, c; b+ 1, c+ 1; z) belongs to the class UCV is that
bc
c− b Γ(1− |a|)
[
(1− c) Γ(c+ 1)
Γ(1− |a|+ c) −
(1− b) Γ(b+ 1)
Γ(1− |a|+ b)
]
≤ 1
3
.
Proof. The proof is similar to Theorem 2.7. So we omit the details. 
Theorem 4.2. Let a ∈ C\{0}, b > 0, c > 0, b > |a| − 1 and c > |a| − 1. For 0 ≤ β < 1,
assume that
bc
c− bΓ(1− |a|)
(
Γ(c + 1)
Γ(1− |a|+ c) −
Γ(b+ 1)
Γ(1− |a|+ b)
)
≤ 1
6(1− β)(4.3)
then Ia,b,c(f) maps R(β) into UCV .
Proof. Let a ∈ C\{0}, b > 0, c > 0, b > |a| − 1 and c > |a| − 1.
Consider the integral operator Ia,b,c(f) is given by (1.10). According to sufficient con-
dition given by (1.4), it is enough to show that
T =
∞∑
n=2
n (n− 1) |Bn| ≤ 1
3
.
Using the fact that |(a)n| ≤ (|a|)n and the equation (2.5) in above, we have
T ≤ 2(1− β)
∞∑
n=2
n (n− 1)
∣∣∣∣ (|a|)n−1(b)n−1(c)n−1(b+ 1)n−1(c+ 1)n−1(1)n−1n
∣∣∣∣
Using the formula given by (1.9) and (1) of Lemma 1.11, we find that
T ≤ 2(1− β)
[
bc
c− bΓ(1− |a|)
(
(1− b− 1) Γ(b)
Γ(1− |a|+ b) −
(1− c− 1) Γ(c)
Γ(1− |a|+ c)
)]
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Using the fact that Γ(a+ 1) = aΓ(a), the above reduces to
T ≤ 2(1− β)
[
bc
c− bΓ(1− |a|)
(
Γ(c+ 1)
Γ(1− |a|+ c) −
Γ(b+ 1)
Γ(1− |a|+ b)
)]
By the formula given by (4.3), the above expression is bounded by 1
3
and hence
2(1− β)
[
bc
c− bΓ(1− |a|)
(
Γ(c+ 1)
Γ(1− |a|+ c) −
Γ(b+ 1)
Γ(1− |a|+ b)
)]
≤ 1
3
By Hypothesis, the operator Ia,b,c(f) maps R(β) into UCV and the result follows. 
Theorem 4.4. Let a ∈ C\{0}, b > |a| − 1 and c > |a| − 1. Assume that
bc
c− bΓ(1− |a|)
(
(b2 − b− b3)Γ(b)
Γ(1− |a|+ b) −
(c2 − c− c3)Γ(c)
Γ(1− |a|+ c)
)
≤ 1
3
then the integral operator Ia,b,c(f) maps S to UCV .
Proof. The proof is similar to Theorem 3.3. So we omit the details. 
5. Inclusion Properties of z 3F2(a, b, c; b+ 1, c+ 1; z) in Sp-CLASS
Theorem 5.1. Let a ∈ C\{0}, b > |a| − 1 and c > |a| − 1. The sufficient condition for
the function z 3F2(a, b, c; b+ 1, c+ 1; z) belongs to the class Sp is that
bc
c− b Γ(1− |a|)
[
(1− 2b) Γ(b)
Γ(1− |a|+ b) −
(1− 2c) Γ(c)
Γ(1− |a|+ c)
]
≤ 2.
Proof. The proof is similar to Theorem 4.2. So we omit the details. 
Theorem 5.2. Let a ∈ C\{0}, b > 0, c > 0, |a| 6= 1, b 6= 1, c 6= 1, b > |a| − 1 and
c > |a| − 1. Assume that
bc
c− b Γ(1− |a|)
((
2b− 1
b− 1
)
Γ(b)
Γ(1− |a|+ b) −
(
2c− 1
c− 1
)
Γ(c)
Γ(1− |a|+ c)
)
(5.3)
+
bc
(|a| − 1)(b− 1)(c− 1) ≤
1
2(1− β) + 1.
then Ia,b,c(f) maps R(β) into Sp class.
Proof. Let a ∈ C\{0}, b > 0, c > 0, |a| 6= 1, b 6= 1, c 6= 1, b > |a| − 1 and c > |a| − 1.
Consider the integral operator Ia,b,c(f) is given by (1.10). In the view of the equation
(1.7), it is enough to show that
T =
∞∑
n=2
(2n− 1)|Bn| ≤ 1.
10
(or)
T =
∞∑
n=2
(2n− 1)
∣∣∣∣ (a)n−1(b)n−1(c)n−1(b+ 1)n−1(c+ 1)n−1(1)n−1
∣∣∣∣ |an| ≤ 1.
Using the inequality |(a)n| ≤ (|a|)n and the equation (2.5) in above, we have
T ≤ 2(1− β)
[
2
∞∑
n=0
(|a|)n(b)n(c)n
(b+ 1)n(c+ 1)n(1)n
−
∞∑
n=0
(|a|)n(b)n(c)n
(b+ 1)n(c+ 1)n(1)n+1
− 1
]
:= T1
Using the equation (1.9) and the result (3) of Lemma 1.11, we find that
T1 ≤ 2(1− β)
[
2
bc
c− bΓ(1− |a|)
(
Γ(b)
Γ(1− |a|+ b) −
Γ(c)
Γ(1− |a|+ c)
)
− bc
(|a| − 1)(b− 1)(c− 1)
((
Γ(2− a)
c− b
)(
(c− 1)Γ(b)
Γ(1− |a|+ b) −
(b− 1)Γ(c)
Γ(1− |a|+ c)
)
− 1
)
− 1
]
Using the fact that Γ(a+ 1) = aΓ(a), the above reduces to
T ≤ 2(1− β)
[
bc
c− bΓ(1− |a|)
(
Γ(b)
Γ(1− |a|+ b)
(
2b− 1
b− 1
)
− Γ(c)
Γ(1− |a|+ c)
(
2c− 1
c− 1
))
+
bc
(|a| − 1)(b− 1)(c− 1) − 1
]
By the condition (5.3), the above expression is bounded by 1 and hence
2(1− β)
[
bc
c− bΓ(1− |a|)
(
Γ(b)
Γ(1− |a|+ b)
(
2b− 1
b− 1
)
− Γ(c)
Γ(1− |a|+ c)
(
2c− 1
c− 1
))
+
bc
(|a| − 1)(b− 1)(c− 1) − 1
]
≤ 1
Under the stated condition, the operator Ia,b,c(f) maps R(β) into Sp and the proof is
complete. 
Theorem 5.4. Let a ∈ C\{0}, b > |a|−1 and c > |a|−1. Suppose that a, b and c satisfy
the condition
bc
c− b Γ(1− |a|)
(
(1− b)(1− 2b)Γ(b)
Γ(1− |a|+ b) −
(1− c)(1− 2c)Γ(c)
Γ(1− |a|+ c)
)
≤ 2.
then Ia,b,c(f) maps S into Sp class.
Proof. The proof is similar to Theorem 4.1. So we omit the details. 
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6. Conclusion and Future Scope
We derived the geometric properties for the Clausen’s Hypergeometric Series 3F2(a, b, c; b+
1, c+ 1; z) in which the numerator and denominator parameters differs by arbitrary neg-
ative integers.
It would be of great interest to determine conditions on the parameters a, b, c, λ and β
so that the integral operator defined by (1.10) associated with some classes of univalent
functions using Dixon’s summation formula which we state as an open problem.
Problem: To determine the conditions on the parameters a, b, c, such that the hyper-
geometric function 3F2(a, b, c; 1+ a− b, 1+ a− c) associated with the Dixon’s summation
formula or its equivalence has the admissibility to be the classes like S∗λ, Cλ, UCV and Sp.
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