Abstract-Orthodontic craniometric landmarks provide critical information in oral and maxillofacial imaging diagnosis and treatment planning. The Dent-landmark, defined as the odontoid process of the epistropheus, is one of the key landmarks to construct the midsagittal reference plane. In this paper, we propose a learning-based approach to automatically detect the Dent-landmark in the 3D cone-beam computed tomography (CBCT) dental data. Specifically, a detector is learned using the random forest with sampled context features. Furthermore, we use spacial prior to build a constrained search space other than use the full three dimensional space. The proposed method has been evaluated on a dataset containing 73 CBCT dental volumes and yields promising results.
I. INTRODUCTION
Orthodontic craniometric (cephalometric) anatomical landmarks provide important symmetry measurements for oral and maxillofacial imaging diagnosis and treatment planning [1] . For example, facial asymmetry is a widely used feature in the analysis of craniofacial deformities. Another example is the analysis of superimposition of cranial base structures, which is used to monitor temporal changes associated with orthodontic treatment and growth. Detection or localization of these anatomical landmarks is a key asset for clinic diagnosis and treatment planning in orthodontics.
Two dimensional cephalometric measurements from lateral and/or frontal cephalograms were widely studied in last several decades [2] . As a projection of 3D volumes, 2D images suffer from several disadvantages including nonhomogenous enlargement and distortion on lateral structures, inaccurate landmark locations due to overlapping structures, and landmarks that appear on the lateral may not appear on the frontal image or vice versa [3] . Three dimensional computed tomography (CT)-based cephalometric analysis were recently introduced as a new method for 3D diagnosis and as an aid in 3D virtual planning for orthognathic surgery. Recently, cone-beam computed tomography (CBCT) data has been studied to supply more advance opportunities in orthognathic analysis [4] . Technological advances in CBCT offer significant advantages in both quality and quantity of data representation. The most recent studies involving CBCT scans have shown 3D measurements are much more accurate than 2D measurements.
Anatomic landmarks for symmetry measurements are reported as being manually annotated by experts in both 2D images and 3D volumes. These landmarks are used to construct reference planes for symmetry evaluation. In 2D images, landmarks are traced and measured in lateral and/or frontal cephalograms. Axial, sagittal and coronal views help locating landmarks in 3D volumes [5] . Existing methods for localizing these landmarks, however, mainly relies on manual annotation that are tedious and time consuming.
We aim at solutions for automatically detecting anatomical landmarks in 3D CBCT volumes. We expect these solutions to enable us to take full advantage of CBCT scans in performing 3D measurements and analysis. Object detection from visual input has achieved great progress in the past decade and has been successfully applied to tasks such as face and vehicle detection [6] using machine learning approaches. Similar approaches have recently been applied to anatomical structure localization tasks as well [8] , [10] .
In this paper, we focus on detection of the Dent-landmark (or Dent in short), which is the most superior point of the odontoid process of the epistropheus. Together with the sella turcica (S), the junction of the nasal and frontal bones in the midline (N), Dent is selected as the midsagittal (x) reference plane [4] . Fig. 1 gives an example of the Dent-landmark in a 3D CBCT volume, where the Dent (in red) is annotated in Axial, Sagittal and Coronal planes in the volume.
We propose a learning-based Dent-landmark detection by employing the random forest [7] as the discriminative learning framework with sampled context features. Random forest has the capability to handle large training samples with high feature dimension. We use sampled context features to capture the rich context information around Dent-landmarks in the three dimensional space. Furthermore, spatial prior is used to boost the efficiency of search procedure.
To validate the proposed method, it is tested using a dataset containing 73 CBCT volumes. Our detector is learned using 50 training volumes with Dent-landmark groundtruth. The rest 23 volumes are used for testing. We compare the proposed method with the method using AdaBoost [9] . The results demonstrate the effectiveness of our approach.
The rest of the paper is organized as follows: In Section II, we present the methodology used in the paper. Experiments and analysis are proposed in Section III. Finally, conclusion 
II. METHODOLOGY
In this section, we describe the methodology for automatical Dent-landmark detection. A discriminative detector is learned using the random forest framework with sampled context features. To utilize the strong spacial prior for Dentlandmark, we constrain the searching in a subspace to improve the efficiency.
A. Spatial prior
We observed that, the spatial distribution of Dentlandmark is clustered in a small region other than the whole three dimensional space. The uninform and exhaustive searching in the original three dimensional space is not necessary and time consuming. By taking count of the strong spatial prior of Dent-landmark, we apply our proposed method in the constrained search space other than the whole three dimensional space. Note that similar ideas have been used in anatomic structure detection in previous studies [10] . Fig. 2 demonstrates a constrained search space of a Dent-landmark. The full three dimensional space in the 3D CBCT data is of size 400 × 400 × 327. The blue dots are groundtruth of Dent-landmarks. The constrained search space is represented by the red cube.
Based on this observation, we define the constrained search space by
where X size , Y size and Z size define the size of the constrained search space. Here, the constrained search space is simply the bounding box of groundtruth of the training volumes. In the experiment, the constrained search space is chosen to cover 90% training volumes in comparison with the clustered center.
We apply the spatial prior of Dent-landmark in both training and testing stages. A detector is trained using the small constrained region other than the whole three dimensional space. Searching the Dent-landmark candidates is restricted in the same constrained space.
B. Training samples
With 3D CBCT dental data, to train a detector, we need to obtain positive and negative samples from these training volumes based on their distance to the groundtruth. Both positive and negative samples are extracted using the spatial prior of Dent-landmark.
Let (X t ,Y t , Z t ) be an annotated location of a Dentlandmark, a positive sample (X p ,Y p , Z p ) and a negative sample (X n ,Y n , Z n ) should satisfy the following condition:
In other words, in the training stage, we draw positive instances around the groundtruth within a certain distance. Negative training samples are randomly extracted in the constrained search space S constrained . These negative samples are with distances between groundtruth larger than a threshold (say four voxels). After sampling positive and negative samples in the constrained search space in the training volumes, a detector is trained using the random forest with sampled context features.
C. Sampled context feature
A Dent-landmark is surrounded of different hard and soft tissues. The context information is significant for determine its location. Such context information would help us in detecting Dent-landmark in CBCT dental data. In our work, we apply sampled context features to capture such context information. Basically, for a potential candidate position, we sample a few points around it in the volume under a sampling pattern. The sampling pattern is centered at the voxel being calculated. Then, a few local features are extracted for each sampling point (e.g. voxel intensity and gradient) from the original volume. The descriptive power of sampled context features is achieved by using flexible sampling patterns. We can manipulate the sampling pattern by changing the size of the pattern and the number of sampled points. Fig. 3 shows the sampling pattern (illustrated in 2D case for better visualization) used in our work. The sampling points are represented by red dots. The sampling pattern is centered at a (candidate) Dent-landmark (shown in white) and the size of sampling pattern is indicated by a blue rectangle.
Suppose that the sampling pattern is of size s 1 × s 2 × s 3 in the three dimensional space. We extract P points from that pattern. At each sampling point (x, y, z), we include its intensity I and gradient g in the feature representation. In addition to the sampled context features, the normalized coordinate (x/X size , y/Y size , z/Z size ) is also added into the feature pool. Here, (X size ,Y size , Z size ) define the size of the being used volume. Overall, we get a feature vector F with size of N (N = 2P + 3) for one training sample.
D. Learning framework
Combined with sampled context features in the constrained search space, we employ the random forest as the discriminative learning framework in our work. Random forest [7] has been successfully applied to medical image analysis in various tasks [8] . As illustrated in Fig. 4 , a random forest is an ensemble classifier consisting of T decision trees, with each of them consisting of split (in blue) and leaf nodes (in green). A split node consists of a feature f θ and a threshold π. A leaf node, in contrast, is associated with an estimated class distribution. Each tree is trained on a different subset randomly sampled from the original training dataset. The trees grown are not pruned. The algorithm of training each tree is given in Algorithm 1.
To classify a voxel v in volume V , the feature extracted from v goes through all trees in the forest (e.g., the red paths in Fig. 4) . In each tree, it starts at the root and branches left or right according to the comparison of threshold π. At the leaf node reached in tree t, a previously learned distribution P t (c|V, v) is recorded. The distributions from all trees are 
4: Find the φ that maximize the Gini index:
wherep i is the probability of class i estimated from the samples in the subset Q. 5: If the largest Gini index gini(φ * ) is sufficient, and the depth in the tree is below a maximum, then iterate recursively for left and right subsets Q l (φ * ) and Q r (φ * )
averaged to generate the final classification,
where c = 1 indicates v is a Dent-landmark, and c = 0 indicates that v is not a Dent-landmark. We compare the random forest and Adaboost [9] in the experiments. Adaboost is an efficient ensemble learning method that builds a strong classifier as a weighted linear combination of a set of weak classifiers. Specifically, let x ∈ ℜ d be a d dimensional input feature vector, the final (strong) classifier h(x) : ℜ d → {−1, 1} has the following form:
where h 1 (x), · · ·, h n (x) are the n weak classifiers, c i is the weight of each selected weak classifier. The probabilistic responses (through logistic transformation) utilized in the inference stage is III. EXPERIMENT
In this section we describe the experiments to evaluate the proposed method.
A. Data
The dataset used in the experiment has 73 CBCT volumetric data. The CBCT scan was obtained with 400 × 400 matrix taken at 0.4mm slice thickness. The number of slices in one CBCT volume is around 327. We randomly split the dataset into a training set with 50 volumes and a testing set with the rest 23 volumes.
B. Experiment setup
By considering the constrained search space, we sample training samples from region centered at P(195, 320, 135) with size of 40 × 60 × 110. The sampling pattern for sampled context features in the experiment is of size 100 × 100 × 100. In particular, 216 = 6 × 6 × 6 points are uniformly drawn from the sampling pattern. Intensity I and gradient g of each point are used to form the feature vector. Together with normalized coordinate of each point, the feature dimension is 216×2+3 = 435. Using Eq. 1, 125 positive and 150 negative samples are extracted from the constrained search space. In summary, we use 13750 = (125 + 150) × 50 samples for training.
C. Experimental results
A random forest with 10 trees is learned with training samples from the constrained search space. Each tree is with depth of 6. For each node in a tree, 10 features are randomly selected as input. For Adaboost as discriminative learning framework, 50 weak classifiers are selected to build a strong classifier.
To locate the Dent-landmark in a testing volume, we search in the constrained search space. Each candidate returns a probability of being a Dent-landmark. Candidates with probability value larger than 80% are used to evaluate the final result. The average of coordinates of these selected candidates is chosen as Dent-landmark location.
We evaluate the results by random forest and Adaboost as learning framework. The detection error (in mm) is taken to analyze the results. Detection errors of all 23 testing CBCT volumes are given in Fig. 5 . The statistics of these detection errors is listed in Table I . The average detection error by random forest as learning framework yield to 3.15mm. The results demonstrate that the proposed method is effective to detect Dent-landmark in CBCT dental volume. IV. CONCLUSIONS In this paper we propose a discriminative method for automatic Dent-landmark detection in 3D CBCT dental volumes. Specifically, we use the random forest combined with sampled context features for this purpose. In addition, spacial prior is integrated to form a constrained search space for increase the efficiency. Promising results are obtained in the dataset with 73 CBCT volumes. In the future, we plan to explore high-level features for landmark detection in 3D CBCT dental data. More landmarks will be studied in our future work as well.
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