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Abstract
Automatic caption generation of images has gained significant interest. It gives rise to a lot of interesting image-related applications.
For example, it could help in image/video retrieval and management of vast amount of multimedia data available on the Internet. It
could also help in development of tools that can aid visually impaired individuals in accessing multimedia content. In this paper, we
particularly focus on news images and propose a methodology for automatically generating captions for news paper articles consisting
of a text paragraph and an image. We propose several deep neural network architectures built upon Recurrent Neural Networks. Results
on a BBC News dataset show that our proposed approach outperforms a traditional method based on Latent Dirichlet Allocation using
both automatic evaluation based on BLEU scores and human evaluation.
Keywords:Recurrent Neural Networks, Image caption generation, Deep learning, Order Embedding.
1. Introduction
There is rich information available on the Internet. Many
on-line news sites like CNN, Yahoo, BBC etc. publish im-
ages with their stories and even provide photo feeds related
to current events. These news sites are a good resource
for multimedia files containing information in the form of
videos, images and natural language texts. Presence of this
vast amount of multimedia data has provided strong im-
petus to develop machine-learning based applications that
jointly model data from different modalities. For exam-
ple, Ngiam et al. (2011) develops a speech recognition sys-
tem where they jointly model audio and visual modality.
They focus on learning representations of audio data which
are coupled with the videos of the lips. Another such ap-
plication is image caption or visual description generation,
which aims to generate text descriptions for an image, often
times capturing all the different objects depicted and their
spatial relationships.
News image caption generation, however, is different from
the typical image captioning task. The input to news image
caption generation is both a news article and its accompa-
nying image, as opposed to the traditional image caption-
ing task where the input is only an image. Hence, rather
than enumerating objects in a given image and describing
their properties or relationships to each other as in the tra-
ditional image captioning task, the output of news image
caption generation is informative text not only describing
the key semantics conveyed in the given image, but also
summarising the content of its relating news article (Berg
et al., 2004). An example is shown in Figure 1. It can be
seen that the captions of news images provide more infor-
mation than what have been depicted in images only. For
example, a reasonable caption for the second image would
be “A building”. But its actual caption conveys much more
information and it is evident that the text content of news
articles would also need to be considered when generating
good captions for news images.
News caption generation tools can assist journalists in cre-
ating descriptions for the images associated with their arti-
cles or in finding images that appropriately illustrate their
text. It also helps in increased accessibility of web for visu-
Figure 1: BBC News Corpus shows sample news articles
containing text, image and caption in the bold.
ally impaired individuals (blind or people with partially im-
paired vision) users who cannot access the content of many
sites in the same way sighted users can (Ferres et al., 2006).
A wide variety of techniques exist for caption generation
ranging from semantic space learning (Karpathy and Fei-
Fei, 2017), where both supervised and unsupervised meth-
ods exist to learn associations between features extracted
from image and words, to latent variable models (Feng
and Lapata, 2013). There are models inspired by infor-
mation retrieval and instantiations of noisy-channel model
(Lavrenko et al., 2004). Semantic space learning models
learn parameters to map an image to a caption, whereas la-
tent variable models are probabilistic in nature. Recently,
there has been a surge of interests in neural caption gener-
ation methods due to ground-breaking results produced by
deep learning. Mainly, they all have a fundamental archi-
tecture in common which is inspired by encoder-decoder
architecture from neural machine translation. (You et al.,
2016) (Karpathy et al., 2014) (Chen and Zitnick, 2015)
In the encoder-decoder models, caption generation is seen
as a translation problem where image is translated to a
natural language. Convolutional Neural Networks (CNNs)
are typically used as an image encoder, whereas Recurrent
Neural Networks (RNNs) are used for decoding sentences,
because of their sequence modeling capability. Although
there are other variants proposed, for example, with atten-
tion mechanisms included, the encoder-decoder architec-
ture is at the heart of these methodologies (Xu et al., 2015).
Existing work to news image captioning generation is
scarce. An early approach tackled the problem with a
two-stage process, content selection and surface realiza-
tion. The first stage consists of an image annotation model,
where a given image is tagged with a set of keywords based
on topics learned from both news article texts and images
using a variant of Latent Dirichlet Allocation (LDA) (Blei,
2004). The second stage uses extractive and abstractive
summarisation techniques in forming a sentence from these
set of keywords. Word-based models are highly specific in
nature and may results in ambiguous results. There is need
of sentential integration with the images, as a sentence de-
scribes an image without any ambiguity.
In this paper, we propose a sequence-to-sequence deep
learning model to address the news image caption gener-
ation problem. Specifically, we first encode each sentence
of a given news article using an order-embedding vector
and extract semantic features from the accompanying im-
age using a pre-trained CNN Network, which are further
projected to same semantic space, such that both text and
image vectors reside in a common semantic space (Ven-
drov et al., 2015). We then feed the sentence vectors to-
gether with the image vector to a Long Short-Term Mem-
ory (LSTM) network (Sak et al., 2014) to generate a vector
representation of the image caption. Finally, we use the
generated vector to retrieve the most similar sentence from
the original news article based on cosine similarity mea-
surement as the caption of the given image. We also ex-
plore a number of variants of our proposed architecture and
compare them with the previous work on the news image
captioning task.
Our experimental results on the BBC News Corpus show
that our proposed strategies outperform traditional meth-
ods according to automatic evaluation metrics like BLEU
scores (Papineni et al., 2002) and are comparable in terms
of Meteor Scores (Lavie and Agarwal, 2007). Since auto-
matic evaluation metrics are currently limited by their capa-
bility to measure the quality of caption generation models,
a human evaluation experiment has also been conducted,
where users were shown the news articles from our test
dataset.
Our evaluation results show that captions generated by our
proposed approach were more favoured than captions gen-
erated by an existing model based on LDA. In what follows,
we first discuss related work and then describe our pro-
posed methodology, followed by experiments and results,
and finally conclude the paper and outline future research
directions.
2. Related Work
Our work is related to two lines of research, image caption-
ing and encoder-decoder architecture.
2.1. Image Captioning
The most fundamental problem that connects computer vi-
sion and natural language processing is of automatic cap-
tion generation of an image. For a long time, there has
been significant work in image classification, object detec-
tion and image annotation, but a relatively little focus on
generating sentential descriptions. So, some of the obvi-
ous solutions consist of using the results of these methods,
that annotates an image with a set of keywords. These key-
words are fed to another stage, that arranges these keywords
in the form of a sentence. All of these methods fall under
two-stage architecture methods.
Two stages are content selection and surface realization.
The former stage, content selection consists of an image
annotation model that analyses the content of an image and
identifies “what to say” of the image. The latter stage, sur-
face realization consists of a language model, that analyses
the keywords and identifies “how to say” of the image.
Image Annotation Methods. Much work within computer
vision has focused on image annotation, a task which is
very much related but distinct from image description gen-
eration. The goal in image annotation is to label an im-
age with keywords relating to its content. Image anno-
tation methods can be classified as supervised and unsu-
pervised. Supervised image annotation is similar to image
classification, as the keywords (or categories) are fixed and
pre-defined at training time. The fixed set of categories
are identified usually in the form of classes of vocabulary
words. Machine learning algorithms are applied to learn
a one-to-one correspondence between an image and these
categories. The core notion behind is to learn a mapping
between visual feature vectors and semantics of the im-
age. A detailed review of supervised methods for image
annotation can be found in F Tsai and Hung (2008). Un-
supervised image annotation methods do not have a fixed
set of pre-defined classes. Instead, algorithms attempt to
learn the connections between visual features and words
and automatically cluster them into classes of words, which
will finally denote the semantics of the image. Typical so-
lutions to this involve introducing latent variables such as
LDA models (Pan et al., 2004). Standard latent semantic
analysis (LSA) and it’s probabilistic variant (PLSA) have
been applied to this task (Pan et al., 2004). Barnard et al.
(2003) provide a more sophisticated model, they estimate
the joint-distribution of words and regional image features
while treating annotation as a problem of statistical infer-
ence in a graphical model. The final output is clusters of
words, which appropriately describe the content of the im-
age.
Surface Realization. The output of the previous stage is a
set of keywords that appropriately describe the content of
the image. The aim of this stage is to go from keywords
to a sentence. Two methods are generally popular for this
approach, extractive methods and abstractive methods. The
main idea behind extractive methods is to retrieve most rel-
evant sentences from a document database given the key-
words identified in image annotation. Various metrics could
be used to calculate the relevance of a sentence with a set
of keywords, for example, word-overlap based sentence se-
lection score, vector-space based sentence selection score
or topic-based sentence selection score. Jones (1998) pro-
vided a comprehensive overview on sentence-selection al-
gorithms. Although extractive methods help in coming up
with grammatically correct sentences and require relatively
less linguistic analysis, there are few caveats to consider.
Sometimes, there is no single sentence in the document
database that best describes the image and is one big lim-
itation for such methods. Abstractive methods try to com-
pose a sentence from the words based on language models.
Examples of language models are probabilistic generative
models or neural-language based models.
In Farhadi et al. (2010), images are parsed into <
object, action, scene > triplets. A more complex graph of
detections beyond triplets is used by Kulkarni et al. (2013).
State-of-the-art object recognition and language generation
techniques are used in their model Babytalk. Feng and La-
pata (2013) provide a news article caption generator. They
use an LDA-based model for image annotation and use
wide variety of surface realization techniques.
All of these two-stage architecture methods have some seri-
ous limitations. As mentioned before, a list of keywords is
often ambiguous. A set of keywords “blue, sky, car, green”
could depict “a blue sky and a green car” or “a blue car and
a green sky”. Therefore, the models should be designed
such that there is strong correlation between phrases and
images or sentences and images that are semantically rele-
vant. In other words, a direct leap is taken from image to
sentence and vice versa. Moreover, these approaches are
heavily hand-designed and rigid when it comes to text gen-
eration. So, their applicability becomes limited and they
cannot be generalized for new domains (Hofmann, 2001).
In recent years, some deep learning approaches like neu-
ral networks are used to co-embed images and sentences in
the same vector space also called semantic space (Socher
et al., ). Karpathy et al. (2014) co-embed image-crops
and subsentences into semantic space. But even such ap-
proaches cannot solve the problem of limited applicabil-
ity. These cannot describe unseen compositions of features
even though individual features might have been observed
in the training data.
Recently, an encoder-decoder architecture inspired from
machine translation has been applied to image captioning
and has achieved state-of-the-art performance. In the next
subsection, we describe this architecture.
2.2. Encoder-Decoder Architecture
In neural machine translation, an encoder is used to read a
sentence in the source language and transforms it into a rich
fixed-length embedding vector representation. This embed-
ding vector is in turn fed to a decoder that generates the
sentence in the target language. This encoder-decoder ar-
chitecture has been adopted in image captioning and a class
of methods called “neural image captioning” methods have
been developed. The idea here is to view captioning as a
translation problem, where image is a source language and
caption is a target language. Typically a CNN is used as an
encoder for the image and RNN as a decoder.
Over the last few years, it has been convincingly shown
the CNNs can produce rich representation of the input im-
age by embedding it to a fixed-length vector, such that this
representation can be used by a variety of vision tasks (Ser-
manet et al., 2013). Therefore, it is natural to use CNN as
image encoder,
In specific, CNN is first pre-trained for classification. This
network is subsequently used as an off-the-shelf feature ex-
tractor, where the last hidden layer of the network is used
as a feature vector. This hidden representation is fed to
the decoder to generate descriptions for the image. Vinyals
et al. (2014) proposed a model with a similar architec-
ture. Karpathy and Fei-Fei (2017) developed a deep neural
network that infers the latent alignment between segments
of sentences and region of image they describe. They use
CNN for encoder and a bi-directional RNN over sentences
as decoder.
Rather than compressing an entire image into a static rep-
resentation, attention mechanisms have been introduced
which allow salient features to dynamically come to fore-
front as needed. Using representations from top layer of a
CNN that distill information in an image down to the most
salient objects is one effective solution. But it has a po-
tential drawback of losing information present in the lower
layers which could be useful for generating richer and more
descriptive captions. You et al. (2016) propose a soft and
hard attention mechanism for image captioning tasks. They
use a CNN to encode the images and a RNN with attention
mechanism to generate a description. By visualizing atten-
tion weights, they switch what the model is looking at while
generating a word. You et al. (2016) propose a CNN with
an attention mechanism that weights the image features and
RNN to generate captions to describe weighted image fea-
tures.
3. Methodology
Our problem is formulated as follows: given a news image
I , and its associated article D, create a sentence descrip-
tion S that best describes the image given D. The training
data thus consists of document-image-caption tuples like
the ones shown in Figure 1. During testing, we are given
a document and an associated image for which we need to
generate a caption.
In this section, we propose a novel deep Neural Network
(NN) architecture to automatic caption generation of news
images. Figure 2 provides a block diagram of the model ar-
chitecture. We first convert sentences in a news article into
a sequence of vectors using a pre-trained order-embedding
model (Vendrov et al., 2015). We then encode the accompa-
nying image into an image embedding using the pre-trained
Oxford VGGNet (Simonyan and Zisserman, 2014) as an
off-the-shelf feature extractor. The VGG Features are fur-
ther projected to the same order-embedding space. Both
sentence and image vectors are represented in a 1,024 di-
mensional semantic space. The sentence vector sequence
is then fed to a LSTM network, which is a specific type of
Recurrent Neural Network (RNN). The output of the the
network is fed into another LSTM cell which also takes
the image vector as an additional input. The final output is
considered as a representation which captures the seman-
tics conveyed in both text and image. The cross entropy be-
tween the output vector and caption order-embedding vec-
tor is used as an objective function to train the LSTM pa-
Figure 2: Our proposed deep Neural Network (NN) architecture for news image caption generation.
rameters.
3.1. Text and Image Representation
For encoding sentences, we use a pre-trained order-
embedding model (Vendrov et al., 2015) to encode sen-
tences using distributed representations. Order-embeddings
exploit the partial order structure of the visual-semantic hi-
erarchy by learning a mapping between sentences and se-
mantic vector space. This projects each sentence into a
1024-dimensional embedding space.
For encoding images, we first use a pre-trained Convolu-
tional Neural Network (CNN), which is an important class
of learnable representations applicable, among others, to
numerous computer vision problems. Deep CNNs, in par-
ticular, are composed of several layers of processing, each
involving linear as well as non-linear operators. We use
pre-trained Oxford VGGNet as an off-the-shelf feature ex-
tractor. The whole network consists of 22 layers. We
use the fc7 features, that is the output of the penultimate
fully-connected layer, as a representation for the image.
The VGG features are projected to same order-embedding
space, where sentence vectors reside. As such, both image
and sentence vectors reside in a common semantic space
which enables direct comparison between them.
3.2. LSTM Training
RNNs surely do a great job at modelling sequences. Un-
fortunately, the shortcoming of such networks is that they
are unable to carry forward information when the length of
the chain grows beyond a measure. This is called vanishing
gradient effect. To solve this problem, a forgetting mecha-
nism has been proposed in LSTM. LSTMs have many vari-
ations. One cell consists of three gates i.e. input, output and
forget. Gates typically use sigmoid activation, while input
and cell state is often transformed with the hyperbolic tan-
gent function, tanh.
At timestep t, an LSTM has two inputs, xt the input vector
at that timestep and ht−1, the hidden state vector of pre-
vious timestep. All the W are weight matrices and b are
biases, which are learnable model parameters. In the for-
ward pass, this is how updates are done in the input gate it,
forget gate ft, the output gate ot, the input transform cint
is taken and the state ct and ht is updated in this manner.
it = g (Wxixt +Whiht−1 + bi)
ft = g (Wxfxt +Whfht−1 + bf )
ot = g (Wxoxt +Whoht−1 + bo)
cint = tanh (Wxcxt +Whcht−1 + bcin)
ct = ftct−1 + itcint
ht = ot. tanh (ct)
In encoder-decoder based models, information is encoded
to a context vector which is then fed to the decoder.
At training time, in the forward pass, both sentence vectors
and an image vector are fed to a LSTM network to obtain
a context vector, as shown in Figure 2. It is assumed that
the context vector summarises the information conveyed in
both textual and visual formats. We use the cross-entropy
between the output of the LSTM network and the order-
embedding vector of the image caption as the loss function
to backpropagate and update model weights. We set the
learning rate to 0.6, momentum to 0.9 and train the model
with 30 epochs using stochastic gradient descent.
During testing, given a news article and its accompanied
image, we retrieve the most relevant sentence from the ar-
ticle based on the cosine similarity measurement between
the output vector from the LSTM and the order-embedding
vector of each sentence.
3.3. Variant Architecture
There are multiple ways, in which sequential information
can be propagated through an LSTM network. Another
variant of the proposed architecture is to feed the image
vector at each timestep of the LSTM such that the input to
each LSTM cell is a concatenation of a sentence vector and
the image vector. Figure 3 shows a variant of our proposed
architecture which is called the Deep NN Dual Architec-
ture.
Figure 3: A Deep NN Dual architecture for news image caption generation.
4. Experiments
4.1. Experimental Setup
Dataset. We use the BBC News dataset collected in Feng
and Lapata (2013), which contains 3,361 news documents
in total. The dataset covers a wide range of topics. Each
news article consists of a text article, an image which are
normally 200 pixels wide and 150 pixels high, and a caption
of the image which has an average length of 20.5 words.
On an average each news article contain 421.5 words. The
caption vocabulary is 6,180 words and the document vo-
cabulary is 26,795 words. The vocabulary shared between
captions and documents is 5,921 words. Some example
news articles with their accompanying images and image
captures are shown in Figure 1. The original dataset was
split into a training set consisting of 3,115 news articles,
and a test set consisting of 237 remaining news articles.
Baselines. We compare our proposed model with the fol-
lowing baselines:
• LDA-based (KL). We reproduced the results from
Feng and Lapata (2013). For content selection, we
first synthesized textual and visual dictionaries where
a textual dictionary was created by assigning a unique
token id to each word present in any of the articles
and visual dictionary was made by clustering SIFT de-
scriptors into 2,000 different visual words. We then
trained a LDA model with 1,000 topics on the BBC
news dataset containing both text and images. For sur-
face realization, we only used extractive summarisa-
tion. It has been shown in Feng and Lapata (2013) that
retrieving sentences based on the Kullback-Leibler
(KL) divergence between the topic distribution of a
sentence and the topic distribution of a news article
with its accompanying image gives the best results in
terms of human evaluation.
• Nearest Neighbour. We also implemented a Near-
est Neighbour approach in the order-embedding space.
Since both sentences and images are projected to the
same semantic space, we can simply choose the sen-
tence which is nearest to a given image as its caption.
We use cosine similarity measurement to calculate the
similarity score between a sentence vector and an im-
age vector.
• Deep NN (text input only). We explore a variant of
our proposed architecture where the input is only text
from news articles. This is similar to news headline
generation based on text input only except that what
we generated here are image captions.
• Deep NN (dual). This is the variant of the architecture
shown in Figure 3 where the input to an LSTM cell at
each timestep is the concatenation of a sentence vector
and the image vector.
Evaluation Metrics. We compare the generated image
captions with the actual captions using both BLEU and Me-
teor scores. The BLEU scores are typically used to evaluate
machine translation models. They are calculated based on
number of n-gram matches. The Meteor score overcomes
the limitation of BLEU by also taking synonyms into con-
sideration. Apart from objective evaluation using BLEU
and Meteor, we have also invited human participants to
evaluate the generated results by various models. For hu-
man evaluation, we have invited 16 human evaluators to
choose between the caption generated by the baseline mod-
els and our approach for each pair of news article and image
presented to them. If human evaluators found none of the
captions generated can describe the image well, they can
choose the option “none”.
4.2. Experimental Results
Method BLEU Meteor
LDA-based (KL) 0.3002 0.0706
Nearest Neighbour 0.3237 0.0672
Deep NN (text only) 0.3315 0.0642
Deep NN (dual) 0.3303 0.0609
Deep NN 0.3427 0.0677
Table 1: News image caption generation results.
The objective evaluation results are shown in Table 2. It can
be observed that the simple Nearest Neighbour approach al-
ready outperforms the LDA-based method in terms of the
BLEU score. Deep NN with text input only improves Near-
est Neighbour slightly on BLEU. Deep NN (dual) performs
almost the same as Deep NN (dual). This shows that feed-
ing an image vector at each time step somehow diffuse
the semantic information captured in images. Our model
(deep NN), where the image vector was only fed in the last
timestep in the LSTM network, gives the best overall BLEU
score of 0.3427, which outperforms the LDA approach by
4%.
In terms of Meteor scores, both Deep NN and Nearest
Neighbour give similar results and they slightly outperform
other variants of the deep NN model. Deep NN also per-
forms on par with LDA since the difference of their Meteor
scores is only 0.003.
For human evaluation, 38.3 percent of times, the caption
generated by our approach was selected as the most appro-
priate image description by the users, whereas only 28.8
percent of times, the caption generated by the LDA-based
model was preferred. We also notice that a staggering 32.91
percent of times, no caption was picked by the users, which
could be due to the limited capability of extractive sum-
marisation techniques. Figure 4 shows qualitative study of
generated captions.
When only using text content of news articles as the in-
put to our NN architecture, the original model reduces to
one-sentence summarisation based purely on text content.
As expected, without taking into account the image infor-
mation, the model has a difficulty in producing appropriate
description of a given image. As such, the results are worse




Table 2: Human Evaluation results.
5. Error Analysis
In this section, we present more results from the experi-
ments conducted. Figure 4 shows three cases of results.
The first case, shows the case, where majority of users
picked “Deep NN” caption as a right caption for the given
article. In this case, Deep NN methodology is clearly able
to identify the subject “Chris Langham” in the picture. It
is also able to capture background knowledge of the arti-
cle. The second case, is where the majority of users picked
“LDA” caption as a right caption for the given article. In
this case, LDA methodology is able to identify the sub-
ject. However, the third case shows, where majority of
users picked “No” caption as a suitable description for the
given article. This is an example case, where both “LDA”
as well as “Deep NN” methodologies have failed to capture
the content of the articles. It is quite a challenging case.
The gold standard caption is “Parts of Charlie and Choco-
late factory were also filmed there.”, which is not clearly
evident from the image.
38.3% of times, “Deep NN” caption has been picked as a
right choice by the users. 32.9% of times, “No” caption has
been picked as a suitable choice. 28.8% of times “LDA”
caption has been picked as a right choice by majority of
users.
6. Conclusion
In this paper, we have proposed a novel deep NN-based
architecture for the task of automatic caption generation
for news images. The experimental evaluation on the BBC
News corpus show that proposed methodology gives a bet-
ter BLEU score than baseline models and performs sim-
ilarly compared to the LDA approach on Meteor scores.
Nevertheless, we notice that the captions generated by our
approach were favoured over the captions generated by the
LDA based model most of time by human evaluators. In fu-
ture, this model can be extended to a full-fledged encoder-
decoder architecture, where the context vector from the
LSTM cell used in our model can be passed to another
LSTM cell, which acts as a decoder for word sequence gen-
eration.
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