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Abstract
The dynamics of a degree of freedom associated to an axial vector in contact with
a heat bath is described by means of a probability distribution function obey-
ing a Fokker-Planck equation. The equation is derived by using mesoscopic non-
equilibrium thermodynamics and permits a formulation of a dynamical theory for
the axial degree of freedom (orientation, polarization) and its associated order pa-
rameter. The theory is used to describe dielectric relaxation in homogeneous and
non-homogeneous systems in the presence of strong electric fields. In the homoge-
neous case, we obtain the dependence of the relaxation time on the external field as
observed in experiments. In the non-homogeneous case, our model accounts for the
two observed maxima of the dielectric loss giving a good quantitative description
of experimental data at all frequencies, especially for systems with low molecular
mass.
Key words: Mesoscopic entropy, Fokker-Planck equations, axial degrees of
freedom, dielectric relaxation.
1 Introduction
Orientational dynamics of a nematic director or of a dipole in an applied
electric field plays a crucial role in numerous modern technologies. For exam-
ple, the reorientation of the director vector in nematic liquid-crystals changes
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the electro-optical properties of these materials, making of central interest
the response of these systems to constant and time varying electrical fields
[1]. Liquid crystals, polymer solutions and dielectrics are systems showing
strong anisotropies in their physical properties such as viscosities, transla-
tional and rotational diffusion coefficients, and dielectric or magnetic suscep-
tibilities [1,2,3,4,5,6,7,8,9,10]. This fact together with the interaction of these
systems with their environment, leads to a number of phenomena not ob-
served in isotropic phases, like the dependence of the characteristic relaxation
times of the reorientation of molecules on the intensity of an externally applied
electrical field [11,12].
From a fundamental viewpoint, the interaction with the surroundings and the
orientational relaxation of the system can be modelled in terms of the dynam-
ics of an axial degree of freedom nˆ in contact with a heat bath [1,2]. Due to the
importance of thermal fluctuations in the dynamics of the axial vector, in this
article we begin our analysis by calculating the mesoscopic entropy production
σ of the system using the rules of mesoscopic nonequilibrium thermodynamics
[13]. Then, from the entropy production and the probability conservation, we
derive a Fokker-Planck equation for the probability density f(~r, nˆ, t) which
depends on time t, position ~r, and the axial vector nˆ. This Fokker-Planck
equation allows us to formulate evolution equations for the average of the
axial vector and for the associated order parameter in two important physi-
cal situations: i) When the systems can be considered homogeneous and ii)
when non-homogeneities are important. The results we have obtained can be
compared with experiments [12,14] and previous theories based on other ap-
proaches [12,15,16].
The paper is organized as follows. In Sec. 2 we calculate the mesoscopic entropy
production, derive the Fokker-Planck equation for the probability density and
obtain the evolution equations for the axial degree of freedom and its associ-
ated order parameter under the assumption of the system’s homogeneity. In
Sec. 3 we apply our results to the case of dielectric relaxation and in Sec. 4
we compare with experiments and with other theories. In sec. 5 we analyze
the relaxation dynamics in non-homogeneous systems by taking into account
the diffusion of the polarization. Finally, in the last section we summarize our
main results.
2 Mesoscopic entropy and Fokker-Planck dynamics
Consider a system of particles in contact with a heat bath at constant tem-
perature T and in the presence of an external potential U . The state of the
system is characterized by the position vector ~r and the axial degree of freedom
nˆ which may be associated to an orientation or a polarization vector.
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The mesoscopic dynamics of the system can be described in terms of the
single-particle probability density f(~r, nˆ, t) satisfying the normalization con-
dition
∫
fdnˆd~r = 1. This condition imposes that f must obey the probability
conservation equation [17]
∂f
∂t
= −
∂
∂~r
·
(
f ~V
)
− ~R ·
(
f~Ω
)
, (1)
where ~R = nˆ× ∂
∂nˆ
is the rotational operator and ~V is the velocity conjugated
to the position vector ~r. Eq. (1) can be obtained by taking into account the
corresponding boundary and periodic conditions over ~r and nˆ after applying
the triple product identity and considering that the change in time of the axial
vector ˙ˆn is perpendicular to nˆ: ˙ˆn = ~Ω× nˆ, with ~Ω the angular velocity [2].
The explicit expressions for the unknown probability currents f ~V and f~Ω
in (~r, nˆ)-space, can be found by calculating the entropy production σ of the
system during its evolution in time. To this end, we will follow the rules of
mesoscopic nonequilibrium thermodynamics which makes use of the Gibbs
entropy postulate (GEP) [13,18]
ρs(t) = −kB
∫
f ln
(
f
feq
)
dnˆ+ ρseq, (2)
where kB is the Boltzmann constant, ρ = m
∫
fdnˆ is the mass density with m
the mass of a particle and seq is the equilibrium entropy. feq is the probability
density characterizing the equilibrium state of the system, given by [19,20,21]
feq (~r, nˆ) = f0e
−mU/kBT , (3)
where, U = U (~r, nˆ) is a potential energy field per unit of mass and f0 is a
normalization constant.
The GEP formulated in (2) is compatible with the Gibbs equation [18]
Tδs = δe+ pδ
(
ρ−1
)
−m
∫
µ˜δ
(
f
ρ
)
dnˆd~r, (4)
where s, e, p and µ˜(~r, nˆ, t) are the non-equilibrium entropy, energy, pressure
and chemical potential per unit mass of the system. Taking the variation of
Eq. (2) and comparing with (4) keeping constant e and ρ, we may identify the
nonequilibrium chemical potential
µ˜ = µ˜eq +
kBT
m
ln
f
f0
+ U, (5)
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where µ˜eq is the chemical potential in the equilibrium state. The balance equa-
tion for the non-equilibrium entropy follows from the Gibbs equation (4) (with
e and ρ constant) by taking the time derivative, integrating by parts and us-
ing the corresponding boundary and periodic conditions for the currents. We
obtain
ρσ = −
m
T
∫ [∂µ˜
∂~r
·
(
f ~V
)
+ ~Rµ˜ ·
(
f~Ω
)]
dnˆd~r. (6)
Eq. (6) contains two contributions of the type flux-force pair, each one coming
from the diffusion process in ~r- and nˆ-space, respectively. Following nonequi-
librium thermodynamics rules, linear phenomenological relationships between
currents and thermodynamic forces can be established in the form [13,18]
~V =−Lrr ·
∂µ˜
∂~r
− Lrn · ~Rµ˜, (7)
~Ω=−Lnn · ~Rµ˜− Lnr ·
∂µ˜
∂~r
. (8)
Here, Lrr, Lrn, Lnr and Lnn are the (tensorial) Onsager coefficients which are,
in general, functions of ~r, nˆ, T and ρ, [13,18]. However, for simplicity we will
assume here that the Onsager tensors have constant components. Since nˆ is an
axial vector and ~r a polar vector, the Onsager-Casimir relationships impose
the relation Lnr = −Lrn, [18,22].
Substituting Eqs. (7) and (8) into (1), we finally arrive at the Fokker-Planck
equation
∂f
∂t
=
∂
∂~r
·
[
kBT
m
Lrr ·
(
∂f
∂~r
+
mf
kBT
∂U
∂~r
)]
+ ~R ·
[
kBT
m
Lnn ·
(
~Rf +
mf
kBT
~RU
)]
. (9)
Eq. (9) constitutes the basis of the mesoscopic description of the system and
enables one to derive the evolution equation of the moments of the proba-
bility density. A similar equation has been obtained by using hydrodynamic
methods in Ref. [2] and from a Langevin approach in the case of a mean field
approximation describing inhomogeneous nematics [23]. The present deriva-
tion allows the generalization of Eq. (9) to cases in which inertia effects could
be important, [24].
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2.1 Relaxation equations for the average value of the axial degree of freedom
and the order parameter
In order to derive the relaxation equations for the average axial vector ~N
and the order parameter S, we will assume that the system is homogeneous,
that is, the interaction potential of the particles with an external force only
depends on nˆ, U˜ = U(nˆ). In this case, the translational part of Eq. (9) can
be integrated over nˆ, yielding a free diffusion equation for the center of mass
of the particles from which the evolution equation for the second moment of
position, 〈~r2〉 =
∫
~r2f(~r, ~n, t)d~nd~r, is
∂ 〈r2〉
∂t
= 2Tr[Dtr]. (10)
Here, Tr[Dtr] is the trace of the translational diffusion tensor Dtr assumed
constant for simplicity and which is related to the Onsager coefficient Lrr
through the expression Dtr = (kBT/m)Lrr, [2]. Eq. (10) implies that the center
of mass of the particles performs Brownian motion with second moment 〈r2〉 =
2Tr[Dtr]t. In the case of solid systems at sufficiently low temperatures, the
translational diffusion coefficient can be taken as zero.
Thus, by integrating Eq. (9) over ~r we obtain the following Fokker-Planck
equation for the reduced probability distribution g (nˆ, t) =
∫
fd~r
∂g
∂t
= ~R ·
[
kBT
m
Lnn ·
(
~Rg +
mg
kBT
~RU˜
)]
. (11)
In the present case, the Onsager coefficient Lnn is related with the matrix
of rotational relaxation times γ through Lnn =
m
kBT
γ−1, which defines the
rotational diffusion coefficient. From Eq. (11), we can obtain the relaxation
equations for the first and second-order moments of g (nˆ, t) corresponding to
the average axial vector ~N and the order parameter S, defined by [2]
~N(t) =
∫
nˆgdnˆ and S(t) = 〈S〉(t) = (1/2)
∫
(3nˆnˆ− 1)gdnˆ, (12)
where 1 is the unit tensor and S = (1/2)(3nˆnˆ − 1) is the microscopic order
parameter. It is convenient to mention that when nˆ represents the orientation
vector of a molecule, then S is the orientation tensor [2,1] that is related
to the well known Onsager order parameter characterizing the order-disorder
transition in suspensions of rod-like molecules [3]. For polar systems, nˆ and S
are related to the polar and quadrupolar terms of the corresponding multipolar
expansion.
5
Now, taking the time derivative of equation (12) and using (11), after inte-
grating by parts assuming periodic conditions for the probability current, one
obtains the evolution equation
∂ ~N
∂t
= −γ˜−1 ·
[
~N −
2m
3kBT
γ˜ ·
〈
M(S) ·
∂U
∂nˆ
〉
+
m
3kBT
〈
∂U
∂nˆ
〉]
, (13)
where M(S) is defined by
M(S) =
[
γ˜−1 · S+
(
γ−1 : S
)
1− γ−1 · S
]
. (14)
In Eq. (13), the matrix of relaxation times is given by γ˜−1 = Tr(γ−1)1 −
γ−1, implying that, in the general case, the characteristic relaxation times are
combinations of the elements of the rotational diffusion tensor. The first term
on the right-hand side of Eq. (13) comes from the diffusion term of Eq. (11),
whereas the other terms are due to the external force. Eq. (13) is expected to
be valid for characteristic values of the interaction energy, U , of the order of
the thermal energy kBT .
Following a similar procedure, Eqs. (11) and (12) yield the evolution equation
for S
∂S
∂t
=−2Ms(S)− 2
(
γ˜−1 · S
)s
+
6m
5kBT
〈
M˜(Q) ·
∂U
∂nˆ
〉s
−
3m
5kBT
[
2
〈(
γ˜−1 ·
∂U
∂nˆ
)
nˆ
〉s
+
〈
γ˜−1
(
nˆ ·
∂U
∂nˆ
)〉s]
+
3m
5kBT
[〈(
γ˜−1 ·
∂U
∂nˆ
)
· nˆ
〉
1+
〈(
γ−1 · nˆ
) ∂U
∂nˆ
〉s]
, (15)
where the superscript s stands for the symmetric part of a tensor and M(S)
has the same form as in Eq. (14) but in (15) depends on the averaged order
parameter S. In Eq. (15) we have introduced the average tensor Q defined by
Q(t) = 〈Q〉(t) = (1/2)
∫
[5nˆnˆnˆ− (nˆ1)s] gdnˆ, (16)
and the tensor
M˜(Q) =
[
γ˜−1 ·Q+
(
γ˜−1 : Q
)
1− γ−1 ·Q
]
. (17)
Here, Q is the microscopic octupolar tensor and (nˆ1)sijk = niδjk+njδki+nkδij .
In Eq. (15), the first three terms come from the diffusion term in Eq. (11)
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whereas the others are due to interactions with the external field. Eqs. (13)
and (15) constitute the first two evolution equations of the complete hierarchy
of moments of the distribution function g.
3 Dipole and quadrupole relaxation in a homogeneous system
The relaxation of the polarization vector in dielectrics can be described by
means of equations (13) and (15) since nˆ can be interpreted as the dipole
moment of a molecule through the expression: nˆ = µ−1~p where µ is the mag-
nitude of the dipole moment of the molecule. In this form, the polarization ~P
and the cuadrupolar moment Sp per unit volume are defined by [25]
~P = Nµ ~N and Sp = N
2µ2 〈S〉 (18)
where the tensor Sp is the quadrupole moment induced by thermal fluctua-
tions. In first approximation, the potential energy per unit mass of a polar
molecule interacting with an external electric field ~E is given by [2]
U˜(~p) = −
~p · ~E
m
. (19)
From Eqs. (13), (15) and (18), it follows that the evolution equation for ~P is
∂ ~P
∂t
=−γ˜−1 ·
[
~P +
2
3NkBT
γ˜ ·M(Sp) · ~E −
Nµ2
3kBT
~E
]
, (20)
where M(Sp) is defined according to Eq. (14). The evolution equation for Sp
takes the form
∂Sp
∂t
=−2Ms(Sp)− 2
(
γ˜−1 · Sp
)s
−
6
5NkBT
[
M˜(Qp) · ~E
]s
+
3Nµ2
5kBT
{
2
[(
γ˜−1 · ~E
)
~P
]s
+
[
γ˜−1
(
~P · ~E
)]s}
−
3Nµ2
5kBT
{[(
γ˜−1 · ~E
)
· ~P
]
1+
[(
γ−1 · ~P
)
~E
]s}
, (21)
where Qp = N
3µ3Q with M˜(Qp) defined according to Eq. (17). The con-
tribution of higher order moments will be neglected for convenience. These
equations generalize the Debye theory of dielectric relaxation by taking into
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account the coupling between the dipolar and quadrupolar moments natu-
rally contained in the distribution function g. Debye’s theory is recovered if
quadrupolar contributions are neglected in Eqs. (20) and (21).
A closed set of equations for ~P and Sp can be obtained by approximating
Qp by its equilibrium average, which can be calculated using the equilibrium
distribution function
geq = Z
−1emU˜/kBT . (22)
Eq. (22) is the stationary solution of (11) and Z−1 =
∫
emU˜/kBTd~p is the
partition function of the system. Notice that, when the externally applied field
is weak, it is usual to take the so-called homogeneous isotropic approximation
of (22), given by [2]
geq ∼=
1
4π
. (23)
We will use Eqs. (22) and (23) in order to complete the set of equations (20)
and (21) and to make comparisons with previous theories.
3.1 Dielectric relaxation in the homogeneous-isotropic approximation
By using Eqs. (20) and (21), and the isotropic distribution function (23), the
dielectric response of a polar system will be analyzed in terms of the complex
dielectric susceptibility χ.
To proceed, we will now assume that the external electric field is time depen-
dent and given by the sum of a strong constant electric field ~E0 applied along
the z axis, and a weak AC probe field ~E1(t) = ~E1e
iωot applied in an arbitrary
direction, that is: ~E = ~E0 + ~E1(t). In addition, we will assume for simplicity
that ∂Sp/∂t ∼ 0 and solve Eqs. (20) and (21) for ~P . This quasi-stationary as-
sumption leads to a considerable simplification of the obtained formulas and
do not modifies considerably the results of our model. Thus, since the average
of the octupolar tensor (16) with (23) vanishes ([Qp]ijk = 0), from Eq. (21) we
obtain the following relation for Sp
Ms(Sp) + 2
(
γ˜−1 · Sp
)s
=
3Nµ2
5kBT
{
2
[(
γ˜−1 · ~E(t)
)
~P
]s
+
[
γ˜−1
(
~P · ~E(t)
)]s
−
[(
γ−1 · ~P
)
~E(t)
]s
−
[(
γ˜−1 · ~E(t)
)
· ~P
]
1
}
. (24)
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From Eqs. (24) and (20), it is possible to obtain two equations for the parallel
P‖(t) and perpendicular P⊥(t) components of the polarization vector defined
with respect to the constant field ~E0. Hence, using the condition E1 << E0
in the second term of Eq. (20) and keeping dominant terms, the equation for
P‖(t) becomes
∂P‖(t)
∂t
= −τ−1‖
[
P‖(t)− ǫoχ‖E‖(t)
]
, (25)
where E‖ = E0+E
‖
1 with E
‖
1 the component of ~E1 paralel to ~E0, and we have
assumed that the matrix of relaxation times γ is diagonal with components γ⊥,
γ⊥ and γ‖. By definition, γ˜ and γ have the same symmetries. The relaxation
time τ‖ and the zero frequency susceptibility χ‖ in Eq. (25) are given by
τ‖ =
γ⊥/2
1 + ξ
2
30
(4− Γ)
and χ‖ =
χo
1 + ξ
2
30
(4− Γ)
. (26)
Here, we have introduced Γ ≡ γ⊥/γ‖ to simplify the notation and defined
χo ≡ Nµ
2/3ǫokBT with ǫo = 8.854× 10
−12F/m, [25]. It is important to notice
the fact that the constant electric field introduces corrections to τ‖ and χ‖
through the dimensionless parameter ξ = µE0/kBT .
Using Fourier transform techniques, from Eq. (25) one obtains
P‖(t) = ǫoχ‖Eo + ǫoχ‖(ωo)E
‖
1(t), (27)
where χ‖(ωo) = χ‖(1+ iωoτ‖)
−1. The evolution equation for the perpendicular
component of the polarization vector can be calculated in similar form. One
obtains
∂P⊥(t)
∂t
= −γ−1⊥
[
P⊥(t)− ǫoχoE
(⊥)
1 (t)
]
, (28)
where E
(⊥)
1 is the component of ~E1 perpendicular to ~E0. Following the same
procedure to obtain (26), we find that: P⊥ = ǫoχ⊥(1+ iωoτ⊥)
−1E
(⊥)
1 (t). In this
case, τ⊥ and χ⊥ take the form
τ⊥ =
γ⊥/(1 + Γ)
1 + ξ
2
10
(2−Γ)
(1+Γ)
and χ⊥ =
χo
1 + ξ
2
10
(2−Γ)
(1+Γ)
. (29)
These results yield the following expressions for the real and imaginary parts
of the parallel and perpendicular components of the complex dielectric sus-
ceptibility tensor
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χ′‖(ωo) =
χ‖
1 + ω2oτ
2
‖
+ χ∞‖ and χ
′′
‖(ωo) =
ωoτ‖χ‖
1 + ω2oτ
2
‖
, (30)
χ′⊥(ωo) =
χ⊥
1 + ω2oτ
2
⊥
+ χ∞⊥ and χ
′′
⊥(ωo) =
ωoτ⊥χ⊥
1 + ω2oτ
2
⊥
. (31)
where χ∞‖ and χ
∞
⊥ are the high frequency susceptibilities of the system. From
Eqs. (26) and (29), it follows that the quadrupole moment induced by thermal
flucutations introduces field dependent corrections in the susceptibility and the
relaxation times, as observed in experiments [12].
We have also calculated the expressions for the parallel and perpendicular
susceptibilities of the system in the non-stationary case. The expressions for
the components of the polarization vector can only be given in Fourier space
and, in the isotropic approximation they are given by
Pˆ ns‖ (ω) = ǫo
χns‖
1− iωc‖τ
ns
‖
Eˆ‖(ω) and Pˆ
ns
⊥ (ω) = ǫo
χns⊥
1− iωc⊥τns⊥
Eˆ⊥(ω), (32)
where the superscript ns indicates the non-stationary case. The relaxation
times τns‖ and τ
ns
⊥ are now given by
τns‖ =
γ⊥/2
1 + ξ
2
30
(4−Γ)
[1+(ωτ⊥/6)2]
and τns⊥ =
γ⊥/(1 + Γ)
1 + ξ
2
10
(2−Γ)
(1+Γ)[1+(ωτ⊥/6)2]
, (33)
whereas the susceptibilities χns‖ and χ
ns
⊥ in this non-stationary case are defined
by
χns‖ =
χo
1 + ξ
2
30
(4−Γ)
[1+(ωτ⊥/6)2]
and χns⊥ =
χo
1 + ξ
2
10
(2−Γ)
(1+Γ)[1+(ωτ⊥/6)2]
. (34)
Finally, the correction factors c‖ and c⊥ due to the time derivative in Eq. (21)
are respectively given by
c‖=1−
ξ2
90
(4− Γ)[
1 + (ωτ⊥/6)
2
] ,
c⊥=1−
ξ2
60
(2− Γ)[
1 + (ωτ⊥/6)
2
] , (35)
In the following section, the comparison with experiments using the complete
set of non-stationary relations for the susceptibilities, Eqs. (32)-(35), or their
non-homogeneous versions (see Sec. 5), will show that the quantitative descrip-
tion is very similar to the one given by means of the stationary expressions,
that are simpler.
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3.2 Relaxation in an homogeneous non-isotropic approximation
Eqs. (26) and (29) for the relaxation times and the susceptibilities have the
correct qualitative dependence on the external field E0 as observed in exper-
iments, but they fail quantitatively. This is due to the fact that the isotropic
approximation is not adequate when strong electrical fields are applied to the
system.
Therefore, the quantitative description can be improved by taking the average
(16) in Eqs. (20) and (21) with the non-isotropic probability distribution (22).
In this case, the components of the tensor Qp do not vanish and more compli-
cated formulas are obtained for Sp and ~P . Thus, following a procedure similar
to that of subsection 3.1, it is possible to derive the following expressions for
the zero frequency parallel and perpendicular susceptibilities
χ˜‖=
χo
{
1 + 2ξ
5
(3− 2Γ)
[(
1 + 15
ξ2
)
L[ξ]− 5
ξ
]}
1 + ξ
2
30
(4− Γ)
,
χ˜⊥=
χo
[
1 + ξ
5
(
2−Γ
1+Γ
) {
L[ξ]− 2Γ
[(
1 + 15
ξ2
)
L[ξ]− 5
ξ
]}]
[
1 + ξ
2
10
(2−Γ)
(1+Γ)
] . (36)
Here, the tilde stands for the non-isotropic case. The expression for the re-
laxation times do not change and are given by the corresponding expressions
in (26) and (29). If we approximate our description by decoupling Eqs. (20)
and (21) by taking the average of Sp with (22), then the expressions for the
components of the susceptibility reduce to
χ˜bh‖ =
3χoL[ξ]
ξ
and χ˜bh⊥ = χo
[
1 +
(
2− Γ
1 + Γ
)(
1−
3L[ξ]
ξ
)]
, (37)
where the parallel component χ˜bh‖ is equal to the one reported in Ref. [12]. In
this approximation, the parallel and perpendicular relaxation times become:
τ‖ = γ⊥/2 and τ⊥ = γ⊥/[1 + Γ].
In this section we have shown that the field dependent corrections of the
relaxation times and susceptibilities of a dielectric are due to the coupling
between the evolution equations for the dipolar, quadrupolar and, in general,
higher order moments of the distribution. The results obtained agree with
previous theories (see, for instance, [16]) and, when ξ ∼ 0, reduce to the ones
derived by means of Debye’s theory.
When considering the non-stationary dynamics of the quadrupole, we obtain
that in the present case the susceptibilities entering in the corresponding Eqs.
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Fig. 1. Comparison of the experimental data of the critical frequency fc(E) (sym-
bols) taken from Ref. [12] with the theoretical results for a strong DC field
(lines) for a dilute solution of PBLG molecules with molecular weights Mw of 1.1
×105(romboids), 2.6 ×105(circles) and 4.6 ×105(squares).
(32) are now given by
χ˜ns‖ =χo
{
1 + ξ
5
(3−2Γ)
(1−iωτ⊥/6)
[(
1 + 15
ξ2
)
L[ξ]− 5
ξ
]}
1 + ξ
2
30
(4−Γ)
[1+(ωτ⊥/6)2]
,
χ˜ns⊥ =χo
{
1 + ξ
5
(2−Γ)
(1+Γ)(1−iωτ⊥/6)
{
L[ξ]− Γ
[(
1 + 15
ξ2
)
L[ξ]− 5
ξ
]}}
1 + ξ
2
10
[(2−Γ)/(1+Γ)]
[1+(ωτ⊥/6)2]
. (38)
The relaxation times and the correction factors c‖, c⊥ are still given by Eqs.
(33) and (35). In the case when there is no coupling we have c‖ = c⊥ = 1, and
therefore the relaxation times and the susceptibilities are given reduce to the
form Eq. (37), as expected.
4 Comparison with experiments
In this section, we use Eq. (26) for the relaxation time to estimate the value of
the dipolar moment of PBLG molecules with different molecular masses [12].
In similar form, the susceptibilities given in (36) are used to fit the experi-
mental data for the dielectric loss of cis-PI polymers in solution reported in
Ref. [26].
4.1 Determination of the dipolar moment using the field dependent relaxation
time
The magnitude of the dipolar moment µ of a molecule can be estimated by
using the critical frequency fc, defined as the value of the frequency at which
12
Mw(×105) Debye BH-1 BH-2 WKC Ullman FP
4.6 8.7 7.1 26 23.3 22.3 23.2
2.6 5.6 4.6 - 14.7 - 13.9
1.1 2.8 2.3 - 4.8 - 4.0
Table 1
Values of the dipolar moment µ (10−27C m) of a dilute solution of PBLG polar
molecules having different molecular masses: Mw = 1.1, 2.6 and 4.6× 10
5. The first
line denotes different models used for comparison (see text for details). The last
column contains the results obtained with our model.
the maximum of the dielectric loss occurs. Since the value of fc depends on
the magnitude of the applied field, see Fig. 1, then µ can be determined by
using the relation [8,26]
fc = (2πτ‖)
−1. (39)
The open symbols in Fig. 1 show isothermal (298 K) data of the critical
frequency fc, reported from experiments with dilute solutions of PBLG having
different molecular masses Mw, [12]. The data were obtained by applying a
strong DC electric field (0 − 9 × 105 V/m) on the system and can be fitted
using Eq. (26) by assuming that the energy of a dipole in the DC field is of
the order of the thermal energy (ξ ≈ 1), and that γ⊥ ∼ γ‖ = γ. In this case
the relaxation time takes the form τ‖ = (γ/2)/[1 + (ξ
2/10)].
Table 1 shows a comparison of the values of µ obtained by using different
theories. The values estimated with the Debye and the Block and Hayes model
1 (BH-1), were obtained in the weak-field approximation. For the system with
the largest molecular mass in the strong-field approximation, the magnitude
of the dipolar moment obtained with the Block and Hayes model 2 (BH-2) is
very similar to those obtained by means of a theory based on the Langevin
equation (WKC) [16], and a classical result reported by Ullman in Ref. [15].
The last column in Table 1 shows that the results obtained with our model
(FP) in the non-isotropic (strong field) approximation are in good agreement
with the experimental results.
4.2 Normal and α relaxations in type-C polymers
Highly concentrated solutions of cis-polyisoprene (cis-PI) show a dielectric
relaxation that involves both normal and α-relaxations characterized by two
absorption peaks of the imaginary part of the dielectric susceptibility; see Fig.
2 and Ref. [26]. The first maximum of the dielectric loss is usually attributed
to the dipolar moment aligned with the chain contour, and is associated to
the normal relaxation characteristic of Type-A polymers. The second maxi-
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Fig. 2. Experimental data (symbols) [26] of the dielectric loss of highly concen-
trated solution of cis-PI chains at 273 K as a function of frequency for different
mass weights Mw. The average molecular mass in kg-mol
−1 are: a) 2; b) 14 and c)
32. The dotted lines correspond to the best fit obtained with Eqs. (30) and (31)
under the assumption of an homogeneous system. The solid lines correspond to the
best fit using Eqs. (43) and (44) for the non-homogeneous approximation where
we have used dispersion relations of the form k2(ω) = (ωo/ω
∗)α for the parallel
and perpendicular components of the translational diffusion coefficient. Here, α 6= 1
and ω∗ is a characteristic frequency associated with the viscoelastic nature of the
medium (see details in Sec. 5). The dashed lines correspond to the non-stationary
and non-homogeneous approximation given by Eqs. (45) and (46).
mum is related to the dipolar moment perpendicular to the chain contour and
characterizes Type-B polymers. The cis-PI presents both types of relaxations
and therefore is classified as a Type-C polymer.
For this system, the polarization ~p can be interpreted as a local degree of
freedom in contact with a heat bath, and therefore its dielectric relaxation
can be described by using Eqs. (30)-(36) only after assuming that the system
is homogeneous (the translational diffusion of the polarization is neglected).
The comparison between experiments (symbols) and theory (lines) shown in
Fig. 2, was performed by taking the total imaginary part of the susceptibility
as the sum of the parallel χ˜′′‖(ωo) and perpendicular χ˜
′′
⊥(ωo) contributions given
in (30) and (31), respectively. The low frequency maximum of χ˜′′ was used
to obtain the values of ξ, χ0 and τ‖ as was done in section 4.1. Then, after
determining the characteristic frequency (τ−1⊥ ) at which the high frequency
maximum appears, Eqs. (30) and (31) were used to fit the whole set of experi-
mental data. From the dotted line in Fig. 2, it is clear that our model gives an
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Polymer χ0 ξ γ‖ [s] γ⊥ [s] τ‖ [s] τ⊥ [s]
PI02 0.13 7.48 1.66×10−5 8.25×10−8 1.96×10−6 6.77×10−9
PI14 0.13 7.98 6.18×10−3 1.69×10−7 6.51×10−4 1.23×10−8
PI32 0.12 7.07 1.24×10−1 1.69×10−7 1.62×10−2 1.54×10−8
Table 2
Values of the parameters obtained with Eqs. (30) and (31) in the homogeneous
approximation (see dotted lines in Fig. 2). χ0 and ξ are dimensionless quantities.
amplitude of the second maximum which coincides well with the experimental
one for the three molecular masses of the cis-PI considered. Table 2 contains
the values of the parameters used to fit the data. Notice that, in this case,
the interaction energy per molecule between the system and the external con-
stant field is about five times larger than the thermal energy. Since only two
relaxation modes were considered, the theoretical curves are narrower than
the experimental ones, as expected. In the following section we will show that,
to obtain broader curves, one has to consider the translational diffusion of
polarization.
5 Diffusion effects in dielectric relaxation
The previous description of dielectric relaxation in cis-PI solutions can be
improved by considering the effects of non-homogeneities of the dipolar and the
quadrupolar moments. Therefore, it is relevant to consider the local definitions
~P (~r, t) = N
∫
~pf(~p, ~r, t)d~p; Sp(~r, t) =
N2
2
∫
(3~p~p− µ21)f(~p, ~r, t)d~p, (40)
where we have assumed that the distribution function depends on the polar-
ization vector
Similarly as in section 2, the evolution equations for ~P (~r, t) and Sp(~r, t) can
be calculated by taking the time derivative of Eqs. (40), substituting (9) in
the resulting expression and integrating by parts assuming the corresponding
boundary conditions. The resulting diffusion equation for ~P (~r, t) is
∂ ~P
∂t
=(Dtr : ∇∇) ~P − γ˜
−1 ·
[
~P +
2
3NkBT
γ˜ ·M(Sp) · ~E −
Nµ2
3kBT
~E
]
, (41)
whereas for Sp(~r, t) the diffusion equation is
∂Sp
∂t
=(Dtr : ∇∇)Sp −
6
5NkBT
[
M˜(Qp) · ~E
]s
− 2Ms(Sp)− 2
(
γ˜−1 · Sp
)s
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Polymer χ0 ξ γ‖(s) γ⊥(s) α β ω‖(Hz) ω⊥(Hz)
PI02 1.48 2.51 4.10×10−6 5.75×10−8 1.03 0.65 2.03×10−1 3.39×10−6
PI14 8.14 2.15 2.93×10−4 1.00×10−8 0.79 0.71 2.19×10−3 3.38×10−6
PI32 3.69 1.87 9.79×10−2 3.73×10−8 0.80 0.65 1.10×10−2 1.12×10−6
Table 3
The numerical values are obtained with nonlinear regression with Eqs. (43) and (44)
in the non-homogeneous approximation (dashed lines in Fig. 2). χ0, ξ, α and β are
dimensionless quantities. The values of the relaxation times τ can be obtained by
using Eqs. (26) and (29).
+
3Nµ2
5kBT
{
2
[(
γ˜−1 · ~E
)
~P
]s
+
[
γ˜−1
(
~P · ~E
)]s
−
[(
γ˜−1 · ~E
)
· ~P
]
1−
[(
γ−1 · ~P
)
~E
]s}
. (42)
The first term on the right-hand side of equations (41) and (42) accounts for
the translational diffusion, ∇ ≡ ∂/∂~r is the gradient operator and we have
assumed that the interaction potential only depends on the externally applied
electric field: U = −~p · ~E0. Eqs. (41) and (42) are coupled through the term
containing the tensor M(Sp).
The expressions for the parallel and perpendicular contributions of the dielec-
tric susceptibility tensor can be obtained by following a procedure similar to
that of Sec. 3. That is, by substituting the components of Sp obtained from
Eq. (42) into (41), in the quasi-stationary approximation one finds
χ‖(~k, ωo) =
χ˜‖
1 +Dtr‖k2τ‖ + iωoτ‖
, (43)
χ⊥(~k, ωo) =
χ˜⊥
1 +Dtr⊥k2τ⊥ + iωoτ⊥
. (44)
The expressions for the relaxation times τ‖ and τ⊥ are given through Eqs. (26)
and (29). The relation for the parallel and perpendicular components of the
susceptibility χ˜‖ and χ˜⊥ are still given by (36).
Comparison with experiments can be performed by using the previous expres-
sions and assuming that the parallel and perpendicular components of the
diffusion tensor are of the form: Dtr‖k
2 = (ωo/ω‖)
α and Dtr⊥k
2 = (ωo/ω⊥)
β.
This dependence on frequency has been suggested in the literature and is re-
lated to the viscoelastic nature of the system [27], and discussed in relation to
the problem of liquid-crystal like relaxing amphiphilic systems such as lipid
membrane. In these last systems, it was shown that the non-Debye relaxation
manifests a memory feeling submesoscopic dynamics that may arise due to
a reduced system’s dimensionality that can be accessed phenomenologically
[28].
16
In the non-stationary case, the expressions obtained for the susceptibilities are
χns‖ (
~k, ω)=
χ˜ns‖
1 +Dtr‖k2τns‖ − iωc‖τ
ns
‖
, (45)
χns⊥ (
~k, ω)=
χ˜ns⊥
1 +Dtr⊥k2τns⊥ − iωc⊥τ
ns
⊥
, (46)
where all the field dependent factors (τns‖ , τ
ns
⊥ , c‖, c⊥, χ˜
ns
‖ and χ˜
ns
⊥ ) are given
by Eqs. (33), (35) and (38).
The solid line in Fig. 2 shows the theoretical results in the non-homogeneous
case. The effect of diffusion is to make the peaks broader due to the power
law relation between the wave number and the frquency. They also introduce
two relaxation times associated to ω−1‖ and ω
−1
⊥ . Fig. 2 shows that our ap-
proach is more appropriate for describing systems made up of particles with
low molecular mass, although both maxima are well described even for sys-
tems of particles having large molecular masses. Table 3 shows the values of
the parameters obtained in the present approximation after using a nonlin-
ear regression of Eqs. (43) and (44) to the experimental data. Calculations
in progress indicate that the description offered here could be improved by
incorporating the effects of mass dispersion.
The results obtained in this section suggest that the coupled relaxation equa-
tions for the dipolar ~P and quadrupolar Sp fields constitute a minimal model
to describe the dielectric relaxation of solutions of Type-C polymers.
6 Conclusions
We have formulated a mesoscopic model describing the dynamics of systems
characterized by an axial degree of freedom in contact with a heat bath. The
description of the dynamics of this degree of freedom is performed by means
of a Fokker-Planck equation for the nonequilibrium probability distribution
function. The equation, derived by calculating the mesoscopic entropy pro-
duction, allows one to formulate a nonequilibrium description of the system
in terms of relaxation equations for the multipoles, related to the moments of
the distribution function.
Applications of the theory to describe dielectric relaxation in homogeneous and
non-homogeneous systems in different approximations allowed us to compare
with previous theories and better elucidate the new contributions of our model.
In the case of dilute polymer suspensions, we found that our theory accounts
for the dependence of the relaxation time on the strong applied electrical field
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and gives values for the dipolar moment of the particles which agree with
previous ones.
We used our model to describe the normal and α relaxations in Type-C poly-
mer solutions. Our results clearly show that, in order to correctly account for
the amplitude of the second maximum of the dielectric loss (associated to the
α relaxation), the minimal model has to take into account the coupled diffu-
sion equations for the dipolar and quadrupolar fields. The anisotropic diffusion
of these quantities introduces new characteristic times leading to a better de-
scription of the experiments. In particular, we found that our theory is very
useful in describing dielectric relaxation of solutions of molecules having low
molecular masses.
The general model describing the dynamics of systems characterized by axial
degrees of freedom presented here can be generalized and applied to other
systems such as suspensions of rod-like particles or liquid crystals through an
adequate choice of the interaction energy. This will be done in future work.
7 Acknowledgements
We acknowledge useful discussions with Drs. H. H´ıjar and L. F. del Castillo.
JGMB thanks CONACYT for financial support and ISH thanks UNAM-
DGAPA for the financial support of Grant No. IN102609.
References
[1] P. G. de Gennes and J. Prost, The Physics of Liquid Crystals, (Oxford Science
Publications, 2001).
[2] M. Doi and S. F. Edwards, The Theory of Polymer Dynamics, (Oxford
University Press, New York, 1998).
[3] L. Onsager, Ann. N. Y. Acad. Sci. 51 (1949) 627.
[4] H. Hı´jar and R. F. Rodr´ıguez, Phys. Rev. E 69 (2004) 051701.
[5] J. M. Rubi, A. Pe´rez-Madrid, Physica A 298, (2001) 177-186.
[6] R. G. Barrera, C. I. Mendoza, Solar Energy Materials and Solar Cells, 32 (1994)
463-476.
[7] J. L. De´jardin, J. Jadzyn, J. chem. Phys. 122, (2005) 074502.
[8] W. T. Coffey, Y. P. Kalmykov, S. V. Titov, J. Chem. Phys. 126 (2007) 084502.
18
[9] J. L. De´jardin, J. Jadzyn, Colloids and Surfaces B: Biointerfaces 56 (2007)
2634.
[10] C. Ma´laga, F. Mandujano, I. Santamar´ıa-Holek, Physica A 369 (2006) 291-300.
[11] Y. Yin, S. V. Shiyanovskii, A. B. Golovin, O. D. Lavrentovich; Phys. Rev. Lett.
95, (2005) 087801.
[12] H. Block, E. F. Hayes, Trans. Faraday Soc. 66 (1970) 2512.
[13] D. Reguera, J. M. Rubi, J. M. G. Vilar, J. Phys. Chem. B 109 (2005) 21502-
21515.
[14] Z. Osawa, T. Tokada and Y. Kobayashi, Macromolecules, 17 (1984) 120.
[15] R. Ullman, J. Chem. Phys. 56 (1971) 1869.
[16] J. T. Waldron, Y. P. Kalmykov and W. T. Coffey, Phys. Rev. E 49 (1994) 3976.
[17] M. Kro¨ger and H. S. Sellers, Complex Fluids, Lecture Notes in Physics Vol. 415
(Springer, New York, 1992), pp. 295301.
[18] S. R. Groot and P. Mazur, Nonequilibrium Thermodynamics, (Dover, New York,
1984).
[19] R. Zwanzig, Nonequilibrium Statistical Mechanics, (Oxford University Press,
New York, 2001).
[20] P. Debye, Polar Molecules (Dover, New York, 1929).
[21] J. P. Hansen and I. R. McDonald, Theory of Simple Liquids, (Elsevier Academic
Press, London, 1986).
[22] I. Gyarmati, Non-equilibrium Thermodynamics: Field Theory and Variational
Principles, (Springer-Verlag, Berlin, 1970).
[23] M. Kro¨ger, P. Ilg, J. Chem. Phys. 127, 034903 (2007).
[24] J. M. Rubi, A. Pe´rez-Madrid, Physica A 264 (1999) 492-502.
[25] J. D. Jackson, Classical Electrodynamics, (John Wiley & Son, New York, 1975).
[26] K. Adachi and T. Kotaka, Prog. Polym. Sci., 58 (1993) 585.
[27] I. Herna´ndez and L.F. del Castillo, Physica A, 377, 531 (2007).
[28] A. Gadomski, Eur. Phys. J. B 9 (1999) 569-571.
19
