As noninvasive sampling techniques for animal populations have become more popular, there has been increasing interest in the development of capture-recapture models that can accommodate both imperfect detection and misidentification of individuals (e.g., due to genotyping error). However, current methods do not allow for individual variation in parameters, such as detection or survival probability. Here we develop misidentification models for capture-recapture data that can simultaneously account for temporal variation, behavioral effects, and individual heterogeneity in parameters. To facilitate Bayesian inference using our approach, we extend standard probit regression techniques to latent multinomial models where the dimension and zeros of the response cannot be observed. We also present a novel Metropolis-Hastings within Gibbs algorithm for fitting these models using Markov chain Monte Carlo. Using closed population abundance models for illustration, we re-visit a DNA capture-recapture population study of black bears in Michigan, USA and find evidence of misidentification due to genotyping error, as well as temporal, behavioral, and individual variation in detection probability. We also estimate a salamander population of known size from laboratory experiments evaluating the effectiveness of a marking technique commonly used for amphibians and fish. Our model was able to reliably estimate the size of this population and provided evidence of individual heterogeneity in misidentification probability that is attributable to variable mark quality. Our approach is more computationally demanding than previously proposed methods, but it provides the flexibility necessary for a much broader suite of models to be explored while properly accounting for uncertainty introduced by misidentification and imperfect detection. In the absence of misidentification, our probit formulation also provides a convenient and efficient Gibbs sampler for Bayesian analysis of traditional closed population capture-recapture data.
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Keywords and phrases: Data augmentation, individual heterogeneity, latent multinomial, mark-recapture, population size, probit regression vidual: '11' (encountered on both occasions), '10' (encountered on the first 48 occasion but not the second), and '01' (encountered on the second occasion 49 but not the first). If the encounter history for animal i is denoted h i , a classic 50 approach is to assume that h i is a realization from a multinomial process,
51
where the probability of observing h i is a function of unknown demographic 52 parameters (θ) and (usually nuisance) parameters related to the observation 53 process (ρ). For example, θ might consist of survival probabilities and ρ of 54 detection probabilities. In this case, the number of unique animals encoun-55 tered (n) is known with certainty, and when conditioning on first capture, a 56 standard likelihood for capture-recapture data is proportional to
Pr(h i |θ, ρ).
58
We note that '00' encounter histories are not observed, hence additional 59 modifications to Eq. 1 are needed to make inferences about individuals that 60 are never encountered.
61
In contrast to the preceding scenario, now consider the situation where 62 individuals may be misidentified. When such errors can occur, three types of 63 encounters for any of the T sampling occasions are possible. These include a 64 non-encounter (denoted by '0'), a correctly identified encounter (denoted by
where f is a vector of recorded history frequencies (see Table 1 the assumption of no individual variation in θ and ρ.
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We will for convenience refer to the latent and recorded histories using 101 indices. With three possible latent encounter types (0, 1, and 2), the latent 102 history for individual i, h i = (h i1 , h i2 , . . . , h iT ), is identified by
such that H i = j indicates individual i has latent encounter history j. For ex- 
Parameters Definition θ
Vector of demographic process parameters (e.g., abundance or survival probability) ρ
Vector of observation process parameters (e.g., encounter or misidentification probability) pit Probability that individual i is encountered at time t α
Probability that an individual, encountered at time t, is correctly identified
Latent variables Definition hi
The latent encounter history for individual i, (hi1, hi2, . . . , hiT ) hit Encounter type for the latent encounter history of individual i at time t; hit = 0 represents no encounter, hit = 1 a correctly identified encounter, and hit = 2 a misidentified encounter Hi Latent encounter history index for individual i, such that Hi = j indicates individual i has latent history j (see Table 2 ) j Index of latent encounter history, e.g., for hit ∈ {0, 1, 2} the 3 T possible latent histories are identified by j = 1 + T t=1 hit3 t−1 (see Table 2 ) xj Latent frequency of encounter history j, where xj = i I (Hi = j). Note that x denotes a column vector of such frequencies Data Definition T Number of sampling occasions f k
Frequency for recorded (observed) encounter history k. Note that f denotes a column vector of such frequencies
Modeling constructs Definition ω
Recorded encounter history, (ω1, ω2, . . . , ωT ) ωt Observation type for a recorded history at time t; ωt = 0 represents no detection and ωt = 1 a detection k Index of recorded encounter history, e.g., for ωt ∈ {0, 1} the 2 T − 1 possible recorded histories are identified by k = T t=1 ωt2 t−1 (see Table 2 ) Ci Occasion of first capture for individual i. For example, Ci = 3 if individual i has latent encounter history hi = 0021 (Hi = 46) Table 2 Latent and recorded histories from marked individual encounters with T = 3 sampling occasions subject to misidentification. The probability of each latent history for individual i, Pr(Hi = j), is for a closed population abundance model, where pit is the probability that individual i is encountered at time t, and α is the probability that an individual, encountered at time t, is correctly identified. Contributed records column shows the recorded histories (k) arising from specific latent histories (j). For example, latent history 25, '022', gives rise to recorded histories '010' and '001' (for which k = 2 and 4). such that f k is the observed frequency of recorded history k.
109
To implement our method it is necessary to construct a matrix A, such for binary (i.e., detection, non-detection) recorded histories as in Table 2 .
116
The 3 T × 2 T − 1 matrix A for this example can be constructed from the 117 corresponding contributed records column in Table 2 by simply replacing 
124
We treat the latent individual encounter histories as unobserved quantities
125
(just like θ and ρ) and use Bayesian analysis methods to evaluate the joint
on θ or ρ; the relation is deterministic rather than stochastic in the cases 129 we consider here. One of the keys to sampling from Eq. 3 using MCMC 130 is proposing latent history frequencies x that satisfy A x = f . This is ac- We adopt a Bayesian perspective and utilize data augmentation both to 158 account for individuals that were never detected (e.g., Royle, Dorazio and 159 Link, 2007) and to formulate a probit model for detection probability (e.g., 160 Albert and Chib, 1993). The data augmentation framework is useful because individual variation in detection probability may then be represented as:
for h it ∈ {0, 1, 2}, where p it is the probability of detection for individual i 172 at time t, and α is the probability that an individual is correctly identified,
173
given detection. Because we assume N | ψ ∼ Binomial(M, ψ), a judicious 174 choice of prior can yield the desired prior for N when marginalized over ψ.
175
For example, ψ ∼ Beta(1, 1) produces a discrete uniform prior on N . process, and letỹ it be a continuous latent version of this process, where
. Assuming y it = 1 ifỹ it > 0 and q i = 1, and 185 assuming y it = 0 ifỹ it < 0 and q i = 1 or q i = 0, then it follows that in detection probability, we define w it = (I (t = 1) , I (t = 2) , . . . ,
and β = (β 1 , β 2 , . . . , β T +1 ), where C i denotes the first capture occasion for
where
and
We complete our Bayesian formulation by assigning the priors 
where T N (L,U ) is a normal distribution truncated at L and U . 3. Update β from the full conditional distribution:
where W is the M T × (T + 1) design matrix with rows w it .
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4. Update γ i for i = 1, . . . , M from the full conditional distribution: 
6. Update α from the full conditional distribution:
I (h it = 2) . Pr (
Update ψ from the full conditional distribution:
235 ψ | · ∼ Beta a ψ + M i=1 q i , b ψ + M − M i=1 q i .
Update the set of M latent encounter histories (h) using a Metropolis-

236
Hastings step. If any x * j < 0 for j = 2, . . . , 3 T or M − 3 T j=2 x * j < 0, go to step Pr (H i = j). With probability 0.5, continue to step 9(b)i followed 246 by step 9(b)ii; otherwise proceed with step 9(b)ii followed by step 
Set H * i = j and q * i = 1 for individuals i ∈ O j+ r , and
. Cycle through each j for which 261 x * j > x j (j = 2, . . . , 3 T ).
262
(c) Propose q * i for the x * 1 individuals with H * i = 1 as in step 7.
263
Accept the proposed latent histories (i.e., set x = x * , H i = H * i ,
264
and q i = q * i ) with probability min (1, R r ), where 
10. Return to step 2 and repeat as needed.
273
Note that N is obtained by calculating 
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Similar to Section 2.2.1, we specify a probit model for the probability of u it = 1 ifũ it > 0 and h it = 1, and assuming u it = 0 ifũ it < 0 and h it = 2 or 291 h it = 0, then it follows that u it | h it ,ũ it ∼ Bernoulli (I (h it > 0) I (ũ it > 0)).
292
The joint posterior distribution for model
, and all other components of the model are specified 295 as in Section 2.2.1 for model M t,b,h,α . We assign the additional priors µ α ∼ 296 N µ µα , σ 2 µα , i | σ 2 ∼ N 0, σ 2 , and σ 2 ∼ Γ −1 (a σ , b σ ).
297
It is straightforward to modify the MCMC algorithm described in Section conditional distributions:
The only other notable difference from our algorithm for model M t,b,h,α is 305 that we instead use Pr (H * * i = 1) = 1 − Pr (H * * i = j) to propose individuals 306 that were never detected in the step corresponding to 9(b)i above. This is 307 because under model M t,b,α h , all individuals have the same probability of 308 never being detected. 
, and
The A matrix, posterior, and MCMC algorithm described in Section 2.2.1 344 are modified accordingly, where the reduced 2 3 T −1 × 2 T − 1 A matrix 345 does not include misidentification for the harvest sampling occasion (t = 346 6), and p hunt is updated from the full conditional distribution:
We used weakly informative analysis using an uninformative prior on α by specifying a α = b α = 1. estimate the number of salamanders used in the experiment.
95%
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Allowing for temporal variation in detection and individual variation in 416 misidentification probability, we modify the posterior and MCMC algo- Table 4 . Posterior summaries for model Mt,α h using salamander data generated from laboratory experiments evaluating the effectiveness of a subcutaneously injected marking material with two light sources (blue and black). The population was of known size (N = 20) with 8 total misidentifications (0-3 per individual) using the blue light and 9 total misidentifications (0-2 per individual) using the black light. 
