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Analiza morfologiczna je˛zyka polskiego
w praktyce
1 Co to jest analiza morfologiczna?
Przez analize˛ morfologiczna˛ rozumiemy pewna˛ operacje˛ (program lub algorytm
ja˛ realizuja˛cy nazwiemy analizatorem morfologicznym), która dla kaz˙dego sło-
wa stanowia˛cego dane wejs´ciowe produkuje pewien jego opis. Aby dokładnie
opisac´ dane wejs´ciowe analizy, trzeba wskazac´, co traktujemy jako słowo. Bez
wzgle˛du na to, czy interesuje nas tekst pisany czy mówiony, słowo jest napi-
sem, tj. cia˛giem znaków. Znaki te moga˛ odpowiadac´ literom i innym znakom
pis´miennym lub mniej lub bardziej pos´rednio reprezentowac´ wymowe˛ słowa. W
przypadku słów pisanych trzeba w szczególnos´ci podja˛c´ decyzje˛, jak traktuje-
my tzw. formy złoz˙one, takie jak be˛de˛ czytac´ czy bardziej pocia˛gaja˛cy. Trzeba
równiez˙ rozwia˛zac´ przeciwstawny problem, które słowa traktujemy jako dwa
lub wie˛cej wyrazów pisanych ła˛cznie — jak juz˙ zwracano na to uwage˛ [28],
traktowanie jako jednostki np. słowa Czys´ w zdaniu «Czys´ to wiedział?» wyma-
gałoby w konsekwencji uznania, z˙e wyraz CZY odmienia sie˛ przez osobe˛1.
Kwestie te dla uz˙ytkownika programu analizy morfologicznej maja˛ duz˙e
znaczenie praktyczne, bo okres´laja˛ sposób przygotowania danych wejs´ciowych.
Aby móc precyzyjnie wypowiadac´ sie˛ na ten temat, wskazane jest wprowadze-
nie m.in. takich poje˛c´ jak wyraz alfabetyczny i wyraz grafemiczny ([4]). Nie
be˛dziemy jednak tutaj rozwijac´ tego tematu, bo o wiele istotniejsza jest forma
wyniku analizy morfologicznej.
Etymologicznie „analiza” to rozkładanie, rozbiór, zas´ słownik PAN [10] po-
daje m.in. taka˛ definicje˛ tego wyrazu «. . . mys´lowe wyodre˛bnienie cech, wła-
s´ciwos´ci lub składników badanego zjawiska czy tez˙ przedmiotu . . . ». Analiza
morfologiczna to wie˛c przypisanie analizowanemu słowu pewnych własnos´ci
1Postaci hasłowe wyrazów, reprezentuja˛ce leksemy lub wyrazy paradygmatyczne, zapisujemy kapitalikami.
Cudzysłowy francuskie stosujemy do cytowania fraz zawieraja˛cych interpunkcje˛.
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morfologicznych, ws´ród których moz˙e byc´ lecz nie musi rozkład tego słowa na
elementy prostsze. Wynika sta˛d jasno, z˙e mamy tyle róz˙nych analiz morfolo-
gicznych, ile jest róz˙nych definicji morfologii. Nawet w ramach jednej definicji
morfologii konkretne analizatory morfologiczne moga˛ sie˛ róz˙nic´ pod wzgle˛dem
zestawu cech, które przypisuja˛ analizowanemu słowu.
Jedna˛ z najwaz˙niejszych cech, które moz˙e przypisywac´ słowu analiza mor-
fologiczna, jest jego postac´ hasłowa. W wielu zastosowaniach praktycznych
informacja o postaci hasłowej jest całkowicie wystarczaja˛ca, a operacja jej usta-
lenia — wykonywana zarówno re˛cznie jak i automatycznie — nosi nazwe˛ ha-
słowania.
Jes´li chcemy jako wynik analizy otrzymac´ bogatsza˛ informacje˛ niz˙ tylko
postac´ hasłowa, to stajemy przed problemem, jaki zestaw kategorii morfolo-
gicznych wybrac´, i jaki przyja˛c´ dla nich repertuar wartos´ci. Szczególny kłopot
sprawia tutaj kategoria rodzaju — dowodem na to, z˙e jest to cia˛gle temat kontro-
wersyjny, jest m.in. najnowsza propozycja Marcina Wolin´skiego wyróz˙niania 8
wartos´ci kategorii rodzaju ([35]). Problemów tych moz˙na cze˛s´ciowo unikna˛c´,
traktuja˛c oddzielnie kategorie morfologiczne — w wa˛skim rozumieniu tego sło-
wa — i kategorie morfosyntaktyczne, patrz [4].
Za skrajny przykład analizy morfologicznej moz˙na uznac´ automatyczna˛ ko-
rekte˛ ortograficzna˛, która przyporza˛dkowuje analizowanemu słowu tylko infor-
macje˛, czy jest ono uznane za poprawne.
2 Analizator SAM
2.1 Indeks Tokarskiego
Jan Tokarski był jednym z redaktorów najwie˛kszego słownika je˛zyka polskiego
[10] składaja˛cego sie˛ z 11 tomów i zawieraja˛cego ponad 120 000 haseł. Był
on odpowiedzialny pierwotnie za projekt morfologicznej cze˛s´ci haseł. W czasie
wieloletniej pracy nad słownikiem gromadził dane je˛zykowe zwia˛zane z ana-
liza˛ morfologiczna˛. Dane te były zorganizowane w postaci unikalnego re˛kopi-
s´miennego indeksu, zawieraja˛cego zarówno ogólne reguły jak tez˙ wyczerpuja˛ca˛
liste˛ wyja˛tków (patrz rysunek 1); re˛kopis ten znajduje sie˛ obecnie w Archiwum
Polskiej Akademii Nauk w kolekcji dokumentów biograficznych do dziejów
kultury polskiej (symbol III-369, pozycja wykazu 19).
Niestety stan zdrowia nie pozwolił Tokarskiemu na dokon´czenie pracy nad
indeksem; dalsze jego rozwijanie przeja˛ł Zygmunt Saloni, który opublikował
ostateczna˛ wersje˛, zatytułowana˛ Schematyczny indeks a tergo polskich form wy-
razowych Jana Tokarskiego ([30], por. takz˙e [12] i [27]), kilka lat po s´mierci To-
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Rysunek 1: Fragment re˛kopisu prof. Tokarskiego.
karskiego. Saloni uz˙ywał komputera we wszystkich stadiach pracy redakcyjnej,
co było moz˙liwe dzie˛ki pomocy Instytutu Informatyki Uniwersytetu Warszaw-
skiego.
(mam XII 1 miec´
-mam mIV N imam, omam
mam z˙IV lG mama
-mam I 1 -mac´ mniemam, imam, dumam, trzymam (70)
mam VIa i mamic´ omam (4)
(nam Za D my
-nam mIV N ignam, Uznam
-nam nIII lG -namo dynam
-nam z˙IV lG -nama panam, izodynam!
-nam I 1 -nac´ z˙egnam, zapinam, przekonam, zrzynam, doz˙ynam (200)
-nam 2 formy -na + )m winnam, powinnam (patrz: Vm)
-pam I 1 -pac´ c´pam, sta˛pam (15)
Rysunek 2: Fragment indeksu Tokarskiego
Spójrzmy na przykładowy fragment indeksu pokazany na rysunku 2.
Kaz˙da reguła, z bardzo nielicznymi wyja˛tkami, zajmuje dokładnie jeden
wiersz i składa sie˛ z czterech pól.
Pierwsze z nich traktowane jest jako nagłówek pozycji indeksu. Reguły uło-
z˙one sa˛ w porza˛dku alfabetycznym odwróconym (a tergo) ze wzgle˛du na to
pole. Zawiera ono wzorzec, który okres´la dla jakich słów dana reguła ma zasto-
sowanie. Wzorzec ten moz˙e odpowiadac´ zarówno kon´cowej cze˛s´ci słowa, jak
np. w regułach
-mam mIV N imam, omam
-mam I 1 -mac´ mniemam, imam, dumam, trzymam (70)
jak tez˙ całemu słowu lub cze˛s´ci kon´cowej słowa, jak np. w regułach
mam z˙IV lG mama
mam VIa i mamic´ omam (4)
albo wyła˛cznie całemu (jednemu) słowu, np.
(mam XII 1 miec´
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Tak wie˛c te ostatnie reguły tworza˛ słownik wyja˛tków, podczas gdy reguły pierw-
szego i drugiego rodzaju sa˛ regułami ogólnymi. W szczególnos´ci reguły ogólne
moga˛ miec´ zastosowanie równiez˙ do słów nowych, nie notowanych jeszcze w
słownikach.
Drugie pole specyfikuje własnos´ci morfologiczne słów, które moga˛ byc´ ana-
lizowane z wykorzystaniem reguły opisywanej przez dany artykuł hasłowy. Ze
wzgle˛du na oszcze˛dnos´c´ miejsca uz˙ywana notacja jest bardzo zwarta, choc´ nie
zawsze łatwo czytelna. Na przykład, słowo mam analizowane zgodnie z pierw-
sza˛ reguła˛ z rysunku 2. jest czasownikiem nalez˙a˛cym do XII grupy koniugacyj-
nej2 w pierwszej osobie czasu teraz´niejszego.
Trzecie pole zawiera instrukcje˛ opisuja˛ca˛, w jaki sposób utworzyc´ postac´ ha-
słowa˛ dla analizowanego słowa; w przypadku słowa mam moz˙e to byc´ zarówno
MAMA (rzeczownik — reguła trzecia, rysunek 2) jak tez˙ MIE ´C (czasownik —
reguła pierwsza, tamz˙e).
Czwarte pole zawiera przykłady, które mniej lub bardziej bezpos´rednio po-
kazuja˛, jak produktywna jest dana reguła; w szczególnos´ci liczba w nawiasie
podaje przybliz˙ona˛ liczbe˛ odpowiednich artykułów hasłowych w słowniku Do-
roszewskiego3.
Oczywis´cie, nie jest tutaj moz˙liwe podanie pełnego opisu reguł indeksu To-
karskiego, nawet w naszym bardzo niewielkim przykładzie znajduja˛ sie˛ pewne
konstrukcje, które wymagałyby dłuz˙szych wyjas´nien´.
2.1.1 Komputerowa realizacja indeksu Tokarskiego
Dzie˛ki dysponowaniu tekstem indeksu na nos´niku komputerowym4, pierwsza
implementacja opartego na nim analizatora morfologicznego — nazwanego
Systemem Analizy Morfologicznej — była gotowa niemal w tym samym mo-
mencie, w którym ukazało sie˛ pierwsze wydanie drukowanej wersji indeksu.
Implementacja ta została przygotowana przez Krzysztofa Szafrana dla potrzeb
jego pracy doktorskiej ([24]), a naste˛pnie rozbudowana do wersji SAM-95 ([25],
[26]).
Działanie analizatora zilustrujemy wynikiem przetworzenia tekstu «Psa mam
tam.». Oto on:
Psa %
{{(G) < pies(mIV)+ } }%
mam %
2Tak w Indeksie oznaczane sa˛ czasowniki nieregularne, w słownikach wyste˛puja˛ce bez numeru grupy.
3Brak liczby oznacza, z˙e pole zawiera wszystkie znane redaktorowi indeksu formy opisywane danym wier-
szem.
4Nie jest przypadkiem, z˙e skład komputerowy i łamanie ksia˛z˙ki wykonał Krzysztof Szafran.
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{{*m(6!) < mój(A)+ }%
{*m(3) < miec´(XII)+ }%
{(1) < miec´(XII)+ }%
{(lG) < mama(z˙IV)+ }%
{(i) < mamic´(VIa)+ } }%
tam.%
{{*m() < ta()+ }%
{*m(6) < ten(A)+ }%
{() < tam()+ }%
{(lG) < tama(z˙IV)+ } }%
Jak widac´, tylko pierwsze słowo ma jednoznaczna˛ interpretacje˛ (na poziomie
morfologicznym, bo na poziomie morfosyntaktycznym mamy synkretyzm do-
pełniacza i biernika). Dla pozostałych słów wyste˛puja˛ce niejednoznacznos´ci sa˛
dwojakiego rodzaju. Pierwsze, zdecydowanie waz˙niejsze maja˛ charakter czysto
morfologiczny — tam moz˙e oznaczac´ zarówno zaimek wskazuja˛cy TAM jak tez˙
dopełniacz liczby mnogiej rzeczownika TAMA.
Drugi rodzaj niejednoznacznos´ci zwia˛zany jest z faktem, z˙e pewne słowa w
teks´cie polskim moga˛ reprezentowac´ nie jedna˛, ale dwie zapisane ła˛cznie formy.
Zjawisko to potraktowane zostało w indeksie marginesowo — przedstawiony
tam opis dopuszcza interpretacje praktycznie nie wyste˛puja˛ce w je˛zyku pol-
skim. Co wie˛cej, nie istnieje zadowalaja˛cy opis tego zjawiska. W konsekwencji
wszelkie interpretacje mam jako ma+m i tam jako ta+m powinny zostac´ zigno-
rowane.
Analizator SAM operuje nie tylko w zakresie niemal 120 000 haseł wspo-
mnianego wczes´niej słownika PAN, ale moz˙e równiez˙ — w przypadku ewen-
tualnych haseł nie notowanych w słowniku — sugerowac´ klasyfikacje˛ morfo-
logiczna˛ i odpowiadaja˛ca˛ jej postac´ hasłowa˛. Dla celów badawczych doste˛pny
jest bezpłatnie pod adresem ftp://ftp.mimuw.edu.pl/pub/users/
polszczyzna/SAM-95/.
3 Zastosowania analizatora SAM
3.1 Analiza syntaktyczna
Najwczes´niejszym zastosowaniem analizatora SAM było jego wykorzystanie w
eksperymentach zmierzaja˛cych do stworzenia analizatora syntaktycznego opar-
tego na gramatyce formalnej Marka ´Swidzin´skiego ([29]); wyniki tych ekspe-
rymentów zostały przedstawione m.in. w referatach [2] i [6], sa˛ one doste˛pne
równiez˙ w Internecie ([3]).
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Kategorie morfologiczne wykorzystywane w gramatyce ´Swidzin´skiego sa˛
w istocie kategoriami morfosyntaktycznymi, sta˛d koniecznos´c´ konwersji wy-
ników analizatora wyraz˙onych w nietradycyjnych kategoriach czysto morfolo-
gicznych. Z technicznego punktu widzenia konwersja ta nie stwarza z˙adnych
problemów, poniewaz˙ i tak informacje uzyskane w wyniku analizy musza˛ byc´
uzupełnione np. o wymagania składniowe czasowników. Te dodatkowe infor-
macje pobierane sa˛ z odpowiedniego słownika; w trakcie tej operacji moz˙na
nie tylko posiadane informacje uzupełnic´, ale — w przypadku róz˙nego rodzaju
wyja˛tków — moz˙na i nalez˙y zasta˛pic´ je całkowicie innym zestawem własnos´ci.
Dotyczy to m.in. wyrazów, które analizator SAM słusznie traktuje jako nie-
odmienne, a które składniowo sa˛ np. przymiotnikami (khaki). Inny przykład to
rzeczowniki me˛skie. Dla typowego takiego rzeczownika analizator rozpoznaje,
z˙e jest on rodzaju me˛skiego i trzeba na tym etapie wskazac´ tylko, o który pod-
rodzaj chodzi — jest to niezbe˛dne dla ustalenia, jakie synkretyzmy morfolo-
giczne nalez˙y uwzgle˛dnic´ przy przejs´ciu na poziom morfosyntaktyczny. Jednak
rzeczownikom me˛skim odmiennym jak rzeczowniki z˙en´skie analizator przy-
pisuje rodzaj z˙en´ski — wartos´c´ te˛ nalez˙y całkowicie wyeliminowac´ i zasta˛pic´
odpowiednia˛ wartos´cia˛ rodzaju me˛skiego.
Warto podkres´lic´, z˙e choc´ rozróz˙nienie poziomu czysto morfologicznego i
morfosyntaktycznego zostało wprowadzone juz˙ w ksia˛z˙ce [1], to włas´nie prace
nad zintegrowaniem analizatora morfologicznego z analizatorem syntaktycz-
nym uzmysłowiły w pełni korzys´ci płyna˛ce z tego rozróz˙nienia.
3.2 Korpus słownika frekwencyjnego
Korpus słownika frekwencyjnego to pie˛c´ zestawów próbek po 100 000 słów
wylosowanych z autentycznych tekstów z lat 1963–1967 nalez˙a˛cych do 5 sty-
lów — tekstów popularnonaukowych, drobnych wiadomos´ci prasowych, pu-
blicystyki, prozy artystycznej i dramatu artystycznego — na potrzeby badan´
frekwencji słów je˛zyka polskiego ([19]).
Pierwotnie korpus miał forme˛ tas´m papierowych wyperforowanych na da-
lekopisie (czego konsekwencja˛ był brak rozróz˙nienia małych i duz˙ych liter).
Został on wczytany do komputera przez Bronisława Rocławskiego (wówczas
na Uniwersytecie Gdan´skim) i zapisany na tas´mie magnetycznej; niestety, w
trakcie tej operacji do korpusu wkradły sie˛ pewne przekłamania. Tas´ma magne-
tyczna została zapisana na komputerze ODRA 1204 w standardzie, który szyb-
ko wyszedł z uz˙ycia. W zwia˛zku z tym tas´ma z korpusem trafiła w re˛ce Krzysz-
tofa Szafrana, który w Instytucie Informatyki Uniwersytetu Warszawskiego na
podstawie list frekwencyjnych dla poszczególnych stylów opracowywał tzw.
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tom zbiorczy, opublikowany jako Słownik frekwencyjny polszczyzny współcze-
snej [20]. Krzysztof Szafran za pomoca˛ specjalnie przygotowanego programu
odczytał tas´me˛ na komputerze SM-4 i zapisał jej zawartos´c´ na bardziej nowo-
czesnych nos´nikach, w wyniku czego korpus stał sie˛ doste˛pny równiez˙ na dys-
kietkach stosowanych w komputerach osobistych.
Choc´ słownictwo korpusu jest juz˙ cze˛s´ciowo przestarzałe, korpus ten na-
dal ma duz˙a˛ wartos´c´ m.in. dla badan´ składniowych. Z tego wzgle˛du Janusz S.
Bien´ wysta˛pił z inicjatywa˛ dokonania korekty korpusu i udoste˛pnienia go w
bardziej nowoczesnej formie. Pierwszy krok w tym kierunku stanowiła zreali-
zowana pod jego kierunkiem praca magisterska Marty Nazarczuk ([22]). Janusz
S. Bien´ wykonał równiez˙ eksperyment polegaja˛cy na przetworzeniu stylu po-
pularnonaukowego dwoma korektorami ortograficznymi: polskiej firmy TiP i
we˛gierskiej firmy Morphologic ([21, s. 153], [37]); współautor tego drugiego
narze˛dzia, Robert Wołosz, przetworzył nim równiez˙ inne style i udoste˛pnił nam
wyniki. Operacje te pozwoliły nie tylko wykryc´ błe˛dy literowe i przekłamania
powstałe przy wczytywaniu tas´m, ale takz˙e odtworzyc´ z duz˙ym prawdopodo-
bien´stwem rozróz˙nienie duz˙ych i małych liter.
Wartos´c´ korpusu bierze sie˛ przede wszystkim sta˛d, z˙e — jak pisza˛ auto-
rzy słownika frekwencyjnego5 —
Homonimie˛ morfologiczna˛ i syntaktyczna˛ usuwano, róz˙nicuja˛c for-
my homonimiczne przez dopisywanie umownych symboli cyfrowych.
Ze wzgle˛du na ograniczona˛ pojemnos´c´ pamie˛ci maszyny liczba sym-
boli gramatycznych została ograniczona do 63; ułoz˙ony kod jest ko-
dem pozycyjnym.
Autorzy pisza˛ jednak równiez˙
Zwracamy uwage˛, z˙e w opracowywanym materiale leksykalnym sym-
bolizacja odpowiednich cech gramatycznych dotyczy tylko słowo-
form i haseł homonimicznych, nie obejmuje wie˛c ona całos´ci bada-
nego słownictwa. Słowoformy i hasła nie kodowane oznaczaja˛ wie˛c
formy nie be˛da˛ce homonimami, których funkcje morfologiczno-syn-
taktyczne łatwo odczytac´ z samej postaci wyrazu (por. domami).
Nasune˛ło sie˛ zatem interesuja˛ce pytanie, czy funkcje morfologiczno-syntak-
tyczne, które człowiek moz˙e łatwo odczytac´ z samej postaci wyrazu, moga˛ byc´
automatycznie dopisane za pomoca˛ analizatora morfologicznego SAM. Cze˛-
s´ciowa odpowiedz´ była znana z góry: funkcje czysto morfologiczne tak, czy-
sto syntaktyczne raczej nie. Podje˛to zatem zadanie dopisania do wszystkich
5Wszystkie tomy pracy [19] zawieraja˛ tekst oryginalnej instrukcji redakcyjnej. Przytoczony cytat pochodzi z
Instrukcji II, z punktu Opis gramatyczny. I. kod fleksyjny.
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słów korpusu tych własnos´ci morfologicznych, które daja˛ sie˛ rozpoznac´ auto-
matycznie — otrzymany wynik nazywamy wzbogaconym korpusem słownika
frekwencyjnego, w skrócie WKSF. Poniewaz˙ postac´ hasłowa nalez˙y do wła-
snos´ci morfologicznych, wzbogacony korpus pozwolił na stworzenie dla niego
konkordancji hasłowanej — praca ta z inicjatywy prof. dr hab. Jadwigi Sam-
bor była sfinansowana z funduszu badan´ statutowych Katedry Je˛zykoznawstwa
Ogólnego i Bałtystyki Uniwersytetu Warszawskiego. Mamy nadzieje˛, z˙e reali-
zatorzy tego ciekawego eksperymentu — ws´ród których był Marcin Wolin´ski i
Maciej Ogrodniczuk — przedstawia˛ jego szczegóły w osobnej publikacji. Tutaj
tylko przedstawimy w charakterze przykładu drobny fragment tej konkordancji:
_____ ___________________________________ c´ma ________________________________________________
D1074 ich w słowa, podobne były do ciem SPGF---------P tłuka˛cych zapamie˛tale w
D1077 C´ma SSNF---------P przeleciała mi koło ucha, a
E0175 Dziwka. Dlaczego to zrobiłas´? .. Bo c´ma SSNF---------P leci do s´wiatła .. Siedziałem
E1210 Dokładnie pani opowiada. Ja te˛ c´me˛ SSAF---------P to widze˛, jak lata koło lampy.
E1225 .. Jurgacz, niech pan złapie te˛ c´me˛. SSAF---------P
D1077 pochopnie powzia˛łem mys´l zgładzenia c´my. SSGF---------P
_____ ___________________________________ c´mic´ ______________________________________________
E1965 jest taki. Jest! Ten, co go c´mi, VS---3TON----P albo ckni jak chce palic´, a
E1992 hulaj, z˙e az˙ sie˛ w oczach c´mi. VS---3TON----P A Walik to nie jez´dzi po
D0509 .. Ładny gips! Przed wrotami, c´mia˛c V----W--N----P papierosa, czekał na niego
_____ ___________________________________ c´wiartka ______________________________________________
D1598 be˛dzie to nic kosztowało. Najwyz˙ej c´wiartke˛ .. SSAF---------P dodał na wszelki wypadek.
D1598 kiwna˛ł głowa˛ .. Tak. Postawicie nam c´wiartke˛, SSAF---------P a my juz˙ damy facetowi rade˛.
3.3 Wspomaganie sporza˛dzania skorowidzów
W s´rodowisku akademickim cze˛sto stosowanym narze˛dziem do składu tekstów
jest bezpłatny system TEX [17] i jego odmiana LATEX 2ε (przy ich uz˙yciu by-
ły przygotowane do druku m.in. publikacje [1, 20, 30]). Uz˙ytkownicy systemu
cze˛sto stosuja˛ równiez˙ bezpłatny edytor tekstów Emacs, wyposaz˙ony w spe-
cjalne rozszerzenia — takie jak AUC TeX i RefTeX — ułatwiaja˛ce współprace˛
z systemem LATEX 2ε[7]. Narze˛dzia te w szczególnos´ci ułatwiaja˛ sporza˛dzanie
skorowidzów, stanowia˛cych istotny element obszerniejszych prac naukowych.
Jedna z moz˙liwych metod sporza˛dzania indeksu czy skorowidza składa sie˛ z
m.in. naste˛puja˛cych etapów:
1. sporza˛dzenie listy wszystkich słów wyste˛puja˛cych w teks´cie;
2. wybranie spos´ród nich tych, które maja˛ stanowic´ hasła w indeksie;
3. przejrzenie dla kaz˙dego hasła jego wszystkich wysta˛pien´ w teks´cie i odpo-
wiednie oznaczenie tych, które maja˛ byc´ odnotowane w indeksie;
Edytor Emacs z rozszerzeniem RefTeX znacznie ułatwia wykonanie tych opera-
cji, ale istotny problem stanowi fakt, z˙e wyrazy w indeksie wyste˛puja˛ w swojej
postaci hasłowej, zas´ w teks´cie wyste˛puja˛ słowa stanowia˛ce ich formy fleksyj-
ne.
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Problem ten został rozwia˛zany przez Kinge˛ Izdebska˛ [15, 16], która roz-
budowała RefTeX o moz˙liwos´ci współpracy z analizatorem morfologicznym
SAM. Po dokładnym przetestowaniu i usunie˛ciu ewentualnych usterek, rozsze-
rzenie to be˛dzie doste˛pne bezpłatnie — podobnie jak sam edytor Emacs — na
zasadach tzw. Licencji GNU Swobodnego Oprogramowania.
4 Inne zastosowania
Analizator SAM jest wykorzystywany równiez˙ przez badaczy nie zwia˛zanych
organizacyjnie w z˙aden sposób z jego autorem. Znamy trzy takie zastosowania.
Pierwsze z nich to finansowany przez KBN projekt POLENG Komputerowe
tłumaczenie z je˛zyka polskiego na angielski tekstów informatycznych umiesz-
czonych na stronach WWW zrealizowany pod kierunkiem Krzysztofa Jassema
na Wydziale Matematyki i Informatyki Uniwersytetu Adama Mickiewicza w
Poznaniu. Jednym z etapów było hasłowanie korpusu polskich tekstów infor-
matycznych. Za pomoca˛ analizatora SAM przetworzono ponad 1 milion słów,
a wyniki omówiono w artykule [13].
Analizator SAM był równiez˙ wykorzystywany w innym projekcie finanso-
wanym przez KBN, mianowicie w zrealizowanym w Instytucie Informatyki Po-
litechniki ´Sla˛skiej projekcie Translacja tekstów w je˛zyku polskim na je˛zyk mi-
gowy. Jest o tym mowa w artykułach [11, 23].
Jeszcze inne zastosowanie to wykorzystanie analizatora SAM do weryfikacji
korektora ortograficznego MSPELL zintegrowanego ze wspomnianym wcze-
s´niej systemem składu TEX. Praca ta, zrealizowana w Instytucie Matematyki
Uniwersytetu Gdan´skiego, jest omówiona w referacie [9].
Oczywis´cie, tak szerokie wykorzystanie analizatora SAM — i to niekiedy w
sposób odległy od jego pierwotnego przeznaczenia — nie mogło odbywac´ sie˛
bezproblemowo. Od jego uz˙ytkowników napłyne˛ło sporo uwag krytycznych,
które zostana˛ uwzgle˛dnione w przyszłych naszych pracach.
5 Inne analizatory
Dla pełnos´ci obrazu nalez˙y wspomniec´, z˙e analizator SAM nie jest jedynym
praktycznym zastosowaniem indeksu Tokarskiego. Jest na nim oparty równiez˙
moduł analizy morfologicznej komputerowego słownika je˛zyka polskiego [18],
przygotowanego przez spółke˛ Litterae dla wydawnictwa PWN; bliz˙sze informa-
cje na ten temat moz˙na znalez´c´ m.in. w artykule [5]. Analizie morfologicznej
moz˙e byc´ poddawany równiez˙ sam tekst definicji słownikowych, co pozwala
odnalez´c´ łatwo objas´nienia wyste˛puja˛cych w nim słów; jest to szczególnie po-
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z˙yteczne dla cudzoziemców ucza˛cych sie˛ jezyka polskiego — por. [31]. Ilustra-
cja 3 pokazuje włas´nie sytuacje˛, gdy w trakcie przegla˛dania artykułu hasłowego
dla MIE ´C uz˙ytkownik postanowił zapoznac´ sie˛ ze znaczeniem słowa konia; po
ustaleniu postaci hasłowej tego słowa program wys´wietlił artytuł hasłowy KO ´N.
Rysunek 3: Komputerowy Słownik Je˛zyka Polskiego PWN w działaniu
Inna zasługuja˛ca na uwage˛ komercyjna implementacja analizy morfologicz-
nej była juz˙ wspomniana wczes´niej. Robert Wołosz, absolwent Uniwersytetu
Jagiellon´skiego od lat zwia˛zany z uniwersytetem w Peczu, nawia˛zał współpra-
ce˛ z we˛gierska˛ firma˛ Morphologic, dla której przygotował dane lingwistyczne
dotycza˛ce je˛zyka polskiego. Sa˛ one wykorzystywane na dwa sposoby: w korek-
torze ortograficznym i we włas´ciwym analizatorze morfologicznym. Programy
te, o nazwie POMOR, sa˛ doste˛pne na rynku mniej wie˛cej od 1995 roku, kie-
dy były prezentowane w kuluarach konferencji Je˛zyk i Technologia w Poznaniu
[32]. Choc´ od dłuz˙szego czasu sa˛ one stosowane w praktyce (por. np. [36]),
bliz˙sze informacje o nich stały sie˛ szerzej doste˛pne dopiero po obronie pracy
doktorskiej [37]. Oto zaczerpnie˛te z niej w sposób dos´c´ przypadkowy przykła-
dy analizy (s. 141, 134, 138, 144):
PROCES: proces[Sm3]=PROCES+[11];
proces[Sm3]=PROCES+[41]
INKRYMINOWANE: inkryminowany[Adj]=INKRYMINOWAN+e[05]=E;
inkryminowac´[Vndk]=INKRYMIN+owane[b05]=OWANE
NIEZNANA: nie[NEG]=NIE+znac´[Vndk]=ZNA+na[b06]=NA
TRZECI: trzeci[Adj]=TRZEC+i[01]=I;
trzeci[Adj]=TRZEC+i[09]=I
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Innymi analizatorami, opracowanymi w ramach mie˛dzynarodowego projek-
tu badawczego, ale doste˛pnymi — o ile nam wiadomo — tylko na zasadach
komercyjnych, sa˛ analizatory POLEX opisany w pracy [33] i LEXAN opisany
w pracy [34]. W niewielkiej opublikowanej próbce udało nam sie˛ znalez´c´ tylko
jedno słowo wyste˛puja˛ce równiez˙ w próbce Wołosza. Oto przykładowe wyniki
POLEXa ([33], s. 111, 114):
proces={proces(N310,1) proces(N310,4)}
poszarpane={poszarpany(ADJPAP,3) poszarpany(ADJPAP,11)
poszarpany(ADJPAP,18) poszarpany(ADJPAP,20)
poszarpany(ADJPAP,24) poszarpany(ADJPAP,28)}
nieznani={nieznani(ADJ1,19) nieznany(ADJ,27)}
W wyniku współpracy mie˛dzynarodowej powstał równiez˙ na Uniwersytecie
Warszawskim analizator POLLEX [8], nie dysponujemy jednak z˙adnym przy-
kładem jego wyników.
Jes´li pomina˛c´ róz˙nice notacyjne w sposobie prezentowania wyników, do-
strzez˙emy istotna˛ róz˙nice˛ w traktowaniu przymiotników. POMOR stosuje ozna-
czenia form wprowadzone przez Saloniego, np. 05 oznacza mianownik i biernik
rodzaju nijakiego, mianownik i biernik rodzaju nieme˛skosobowego, deprecja-
tywny wariant mianownika rodzaju me˛skosobowego, natomiast POLEX (a tak-
z˙e, jak sie˛ wydaje, POLLEX) dla kaz˙dej funkcji składniowej wypisuje odre˛bny
kod.
Moz˙na zatem powiedziec´, z˙e analizator POMOR, podobnie jak SAM, jest
analizatorem s´cis´le morfologicznym, podczas gdy pozostałe moz˙na nazwac´ ana-
lizatorami morfosyntaktycznymi.
Dla porównania, oto wyniki analizatora SAM6 dla słów wyste˛puja˛cych w
powyz˙szych przykładach:
proces %
{{(N) < proces(mIV::m3)+ } }%
inkryminowane %
{{(5) < inkryminowany(A::[p])+ }%
{(A5) < inkryminowac´(IV::ndk)+ } }%
nieznana %
{{(6) < nieznany(A::[p])+ } }%
trzeci %
{{(1,9) < trzeci(A::+)+ } }%
poszarpane %
{{(A5) < poszarpac´(IX::dk (sie˛))+ } }%
nieznani %
6Uz˙yto tu wersji analizatora SAM-99.
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{{(9) < nieznany(A::[p])+ } }%
Obszerne próbki wyników SAMa i innych analizatorów morfologicznych
oraz ich dyskusje˛ (dokonana˛ przy nieco kontrowersyjnych załoz˙eniach metodo-
logicznych) moz˙na znalez´c´ w raporcie [14].
6 Podsumowanie
Przez wiele lat brak komputerowych analizatorów morfologicznych dla je˛zyka
polskiego stanowił bariere˛ nie tylko dla prac badawczych, ale i dla programów
przetwarzaja˛cych teksty polskie w celach czysto uz˙ytkowych. Nie ulega obec-
nie wa˛tpliwos´ci, z˙e bariera ta została juz˙ przełamana — istnieje wiele analiza-
torów, opartych na róz˙nych metodologiach i przeznaczonych do róz˙nych celów
(mys´my wymienili tutaj tylko najwaz˙niejsze z nich) i sa˛ one stosowane w prak-
tyce. Trzeba jednak dobitnie podkres´lic´, z˙e po 8 latach od powstania analizatora
SAM jest on nadal jedynym analizatorem doste˛pnym bezpłatnie do celów nie-
komercyjnych (naukowych i dydaktycznych).
7 Summary
Morphological analysers of Polish in practice
We discuss first the notion of morphological analysis, stressing its dependen-
ce on various technical and conventional decisions. We consider lemmatization
to be a special case of morphological analysis, spell-checking being an extreme
case of it.
We focus next on the practical applications of a specific morphological ana-
lyser, named SAM, which has been developed by Krzysztof Szafran. SAM has
been used in particular to provide data for a parser of Polish, to verify and sup-
plement morphological tags in a corpus of Polish, and to extend the support of
index creation for publications prepared with GNU Emacs and LATEX 2ε pro-
grams.
We mention some other morphological analysers of Polish and their availa-
bility; for the time being SAM is still the only one available free of charge for
research and educational purposes.
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8 Uwagi do wersji elektronicznej
Niniejszy artykuł ukazał sie˛ — z licznymi błe˛dami drukarskimi — w Biulety-
nie Polskiego Towarzystwa Je˛zykoznawczego zeszyt LVII (2001) na s. 171–184;
planowane jest opublikowanie erraty w naste˛pnym zeszycie Biuletynu.
Za zgoda˛ redaktora Biuletynu Prof. Kazimierza Polan´skiego autoryzowana
wersja tekstu jest udoste˛pniona w Internecie.
Aktualnie (19.02.2003) pliki z artykułem formacie Postscript i PDF (odpo-
wiednio JSB-KS-PTJ01.ps i JSB-KS-PTJ01.pdf) znajduja˛ sie˛ pod ad-
resami
http://www.orient.uw.edu.pl/~jsbien/publikacje/JSB-KS-PTJ01.*
http://www.mimuw.edu.pl/~jsbien/publikacje/JSB-KS-PTJ01.*
W przyszłos´ci adresy te moga˛ ulec zmianie.
Ze wzgle˛dów technicznych wersja elektroniczna róz˙ni sie˛ od wersji drukowa-
nej równiez˙ pod wzgle˛dem formalnym, w szczególnos´ci uległ zmianie podział
tekstu na strony.
