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1 Introduction
1.1
Lines play a central role in Euclidean geometry and are rational curves of
minimal degree. Through any two points in the plane exists a unique line
and the family of lines in the plane is 2-dimensional. We investigate the
geometry of real surfaces in projective space, by considering surfaces as a
union of curves that are “simple”. A simple family is an algebraic family
of minimal degree rational curves that covers a surface X ⊂ Pn, such that
a general curve in this family is smooth outside the singular locus of X.
Moreover, we assume that the dimension of a simple family is as large as
possible. A simple curve is a curve that belongs to some simple family.
The intersection product of two simple families that cover X is defined as
the number of intersections between a general curve in the first family and a
general curve in the second family, outside the singular locus of X.
The simple family graph G(X) is defined as follows:
• Each vertex is a simple family of X. A vertex is labeled with the
dimension of the simple family.
• We draw between two simple families an edge if this intersection prod-
uct is at least two. An edge is labeled with the intersection product.
Notice that simple families in G(X) that are not connected by an edge must
have intersection product one.
For example, G(P2) consists of a single vertex labeled 2. Let S2 denote the
projective closure of the unit sphere. We find that G(S2) consists of a single
vertex labeled 3. See Figure 1 for more examples of simple family graphs.
In this article we address the following problem.
Problem. Classify simple family graphs G(X) of real surfaces X ⊂ Pn and
determine properties of X that are encoded in the invariant G(X).
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Figure 1. Simple family graphs of several surfaces. All vertices are labeled
1 and all edges are labeled 2. Vertices are colored according to their
corresponding simple curves.
Figure 1a. smooth quadric
The one-sheeted hyperboloid is covered by two simple families of lines [35,
Christopher Wren, 1669].
Figure 1b. Del Pezzo surface of degree 6 (see Example 4)
3
Figure 1c. Blum cyclide
The Blum cyclide is covered by six simple family of circles [3,
Richard Blum, 1980].
4
Figure 1d. ring torus
The two connected vertices in the simple family graph of a ring torus
correspond to the families of Villarceau circles [32, Yvon Villarceau, 1848].
See also Example 1.
One result in this paper is the following theorem.
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Theorem 1. (classification of simple family graphs)
Let Λ := {1, . . . ,m} for some m ≥ 2 and let [Λ]q denote the set of q-element
subsets of Λ. If G(X) is the simple family graph of a real algebraic surface
X ⊂ Pn, then G(X) is isomorphic to one of the following graphs:
1. The graph that has m ≥ 0 vertices and no edges. If a vertex has label
> 1, then m = 1 and this label is either 2 or 3. If the label is 3, then
the smooth model of X is biregular isomorphic to S2 such that simple
curves correspond to circles.
2. The minimal family graph of a real weak del Pezzo surface. The graph
has at most 2160 vertices and 2262600 edges. A vertex has label 1 and
an edge has label at most 8.
3. The graph with vertex set [Λ]2, where each vertex has label 1. The edge
between vertices A,B ∈ [Λ]2 has label 4 − 2|A ∩ B|. Optionally, there
is one additional vertex (labeled 2), that is connected via edges (labeled
2) with all of the remaining
(
m
2
)
vertices.
4. A completely connected graph with vertex set Λ such that each vertex
has label 1 and each edge has label 2. Optionally, there are additional
vertices (labeled 1) that are connected with an edge (labeled 2) with each
vertex in Λ.
5. The graph with vertex set { A ∈ [Λ]2 | τ(A) = A } where τ : Λ −→ Λ
is some involution. There is an edge between vertices A and B if and
only if |A∩B| = 0. All vertices have label 1 and all edges have label 2.
The Blum cyclide and ring torus in Figure 1 are both weak del Pezzo surfaces
as stated in Theorem 1.2. See §2.1 for the definition of smooth model.
Corollary 1. (simple family graphs)
Suppose that X ⊂ Pn is a real algebraic surface. A vertex in G(X) has label
≤ 3 and an edge in G(X) has label ≤ 8. If an edge has label ≥ 5, then G(X)
contains ≤ 2160 vertices and ≤ 2262600 edges.
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Corollary 2. (when simple curves are like circles on a sphere)
Suppose that X ⊂ Pn is a smooth real algebraic surface. If a vertex in G(X)
has label ≥ 3, then X is biregular isomorphic to the projective closure of the
unit-sphere.
Theorem 2. (parametric bidegree)
If X ⊂ Pn is a real algebraic surface such that G(X) contains two disjoint
vertices, then there exists a real birational map P1 × P1 99K X of bidegree
(d, d), where d is the degree of a simple curve on X. Moreover, if a real
birational map P1 × P1 99K X is of bidegree (a, b), then a, b ≥ d.
Our methods are constructive and we hope to interest both geometric mod-
elers and algebraic geometers. The proofs of Theorem 1, Theorem 2 and
Theorem 3 use results from [17]. With [17, Algorithm 1] we can compute all
simple families of X and the graph G(X) for a given birational map P2 99K X.
See [19, NS-Lattice] and [20, Orbital] for an implementation of our methods.
1.2
A k-web of curves on an algebraic surface X is defined as a set W of alge-
braic curves contained in X such that through almost every point in X pass
exactly k curves in W . Something remarkable can be observed about the 3-
webs of simple curves as visualized in Figure 1[b,c,d] and Figure 2. In 1927,
Thomson and Blaschke talked about such webs during their spring walks on
Posillipo hill in Italy [2, Vorwort]. The observation is that an open space on
the surface is bordered by exactly three simple curves in a discretized realiza-
tion of the web. In particular, many hexagonal patterns emerge and therefore
such triangular 3-webs are also known as hexagonal webs (see Definition 2 or
[8, Lecture 18]). Hexagonal webs of simple curves lead to nice triangulariza-
tions of the underlying surface. The property for a web to be hexagonal is
purely topological, and its existence reveals in some cases properties of the
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surface under study. See [23, Appendix (Introduction in arXiv version)] for
an overview of historical and recent developments in web geometry.
For understanding the geometry of hexagonal webs of simple curves let us
first consider the case where X = P2 (Figure 2). In this case, simple curves
are exactly the lines and G(X) consists of a single vertex labeled 2. Such webs
are of recent interest in combinatorial geometry [10, Figure 14]. Hexagonal
webs of lines are characterized in [9, 1924] (see also [2, Section 1.3, page 24]):
Theorem A. [Graf-Sauer, 1924]
A 3-web of lines in P2 form a hexagonal web if and only if the lines correspond
to points on a cubic curve in the dual plane P2∗ .
plane Veronese surface
Figure 2. On the left we see that three pencils of lines form a hexagonal
web. The three pencils correspond to a reducible cubic consisting of three
lines in the dual plane. On the right we see a projection of the Veronese
embedding of this web in P2 into P5. This particular projection is also
known as the Roman surface.
The next surface one might investigate is when X ⊂ P3 is isomorphic to the
projective closure S2 of the unit sphere S2 ⊂ R3. The simple curves on X are
in this case circles. The classification problem for hexagonal webs of circles is
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known as the Blaschke-Bol problem [2, § 3, Aufgabe 1, page 31]. Hexagonal
webs consisting of three 1-dimensional families of circles are classified in [29].
The general classification might be a very difficult problem, but some recent
progress has been made [1, 22].
The two-sphere S2 can be seen as a degenerate case of a Darboux cyclide.
The Blum cyclide and ring torus in Figure 1 are both examples of Darboux
cyclides. Hexagonal 3-webs of circles on Darboux cyclides have recently been
classified in [26, Theorem 17]. We translated this theorem to our setting:
Theorem B. [Pottmann-Shi-Skopenkov, 2012]
Suppose that X ⊂ P3 is a Darboux cyclide. Three vertices in G(X) define a
hexagonal web if and only if either one of the following holds:
• the vertices do not share an edge in G(X), or
• one of the vertices is isolated in G(X).
We remark that “three vertices do not share an edge” means that no two
of the three vertices are connected by an edge. In this article we prove a
generalization of the above theorem.
Theorem 3. (hexagonal webs of simple curves)
Let X ⊂ Pn be a real algebraic surface. If three vertices in G(X) do not share
an edge, then their corresponding three simple families are 1-dimensional and
form a hexagonal web.
We assume that an embedded surface X ⊂ Pn is not contained in a hyper-
plane section. The following corollary addresses the Blaschke-Bol problem:
Corollary 3. (hexagonal webs of conics)
If X ⊆ Pn is a surface that is covered by a hexagonal web of conics, then X
is (a linear projection of) one of the following:
1. plane with n = 2.
2. quadric surface with n = 3.
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3. cubic geometrically ruled surface with 3 ≤ n ≤ 4.
4. quartic Veronese surface with 3 ≤ n ≤ 5.
5. weak del Pezzo surface of degree d such that 3 ≤ n ≤ d ≤ 6.
In Figure 1[c,d] and Figure 1b we see hexagonal webs of circles covering weak
del Pezzo surfaces of degree four and six respectively. Figure 2 illustrates a
hexagonal web of conics on the Veronese surface.
1.3
The Cayley-Salmon theorem states that a smooth cubic surface over an alge-
braically closed field contains 27 straight lines [4, 1848]. In the cubic Clebsch
surface these 27 lines are real [5, 1871]. Although cubic surfaces are inves-
tigated since at least 1830 [6, Chapter 9, Historical notes] the geometry of
these celebrated surfaces remain more than 150 years later still a topic of
research [25]. Cubic surfaces are special cases of weak del Pezzo surfaces
[6, 21]. See [28] for an introduction to the theory of del Pezzo surfaces with
emphasis on geometric modelling. Del Pezzo surfaces play a central role in
the classification of real rational surfaces [14, Theorem 1.9][30, Corollary 2.6].
The Neron-Severi lattice N(X) of a weak del Pezzo surface X ⊂ Pn encodes
to a large extend the geometry of X and in particular its minimal family
graph G(X). It is remarkable that this algebraic structure is to a large
extend determined by the E8 root system. See §2.2 for the data associated
to the Neron-Severi lattice and see Definition 1 for the notion of weak del
Pezzo surface and its canonical degree. In light of Theorem 1.2 we classify
the Neron-Severi lattices of real weak del Pezzo surfaces.
Theorem 4. (Neron-Severi lattices of weak del Pezzo surfaces)
Suppose that X is a real weak del Pezzo surface of canonical degree d. If
either d ≥ 3, the real structure of X acts trivially on N(X), or X is a del
Pezzo surface, then its Neron-Severi lattice N(X) is — up to isomorphism
— uniquely characterized by exactly one row in the table of §8.4.
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See §8.1 and Example 1 for an explanation of how to read the table. Theo-
rem 4 improves on the classification in [15] and is known with the following
additional assumptions (see also Remark 1):
• X is a real (non-weak) del Pezzo surface [33, Corollary 2.1].
• the real structure of X acts trivially on N(X) [7, Du Val, 1934] (see
also [6, Sections 8.7.1 and 8.8.1]).
If X ⊂ P3 is a real quadric surface with at most isolated singularities, then
N(X) is isomorphic to the Neron-Severi lattice of either a sphere, a quadric
cone or a hyperboloid of one-sheet. What if we consider surfaces of degree
three instead of two? If X ⊂ P3 is a real cubic surface with at most isolated
singularities, then it follows from Theorem 4 that there are up to isomor-
phism 56 different choices for N(X) and the number of real lines in X is in
{1, 2, . . . , 12, 15, 16, 21, 27}. In Figure 3 we see the simple family graph of a
cubic surface that contains 27 real lines.
Figure 3. The simple family graph of the Clebsch surface [5, 1871]. This is
a smooth cubic surface in P3 with 27 real lines. Vertices are labeled 1 and
edges are labeled 2. This 10-regular graph with 27 vertices is known as the
generalized quadrangle GQ(2, 4) [34].
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We can read off from our classification all possible configurations of lines,
isolated singularities and simple families of any surface X ⊂ Pn of degree
n ≥ 3. For each row in the table of §8.4 — such that the P1 × P1 column
entry is ‘y’ — we can construct an explicit surface X ⊂ Pn such that N(X)
is uniquely characterized by the corresponding row (see Example 4). An
implementation of our methods can be found at [19, NS-lattice].
2 Preliminaries
2.1 Real variety
A real variety X is defined as a complex variety together with an antiholomor-
phic involution σ : X −→ X. We call σ the real structure of X. All structures
are compatible with the real structure unless explicitly stated otherwise. A
smooth model of a surface X is a birational morphism Y −→ X from a non-
singular surface Y , such that this morphism does not contract exceptional
curves.
2.2 Neron-Severi lattice
We follow [17, Section 2.2] and make the data associated to the Neron-Severi
lattice more explicit (see also [11, page 461]). The Neron-Severi lattice N(X)
of an algebraic surface X ⊂ Pn consists of the following data:
1. A unimodular lattice defined by divisor classes — modulo numerical
equivalence — on the smooth model Y of X. In addition we consider
two different bases for this lattice:
• type 1 : 〈e0, e1, . . . , er〉Z where the nonzero intersections are e20 = 1
and e2j = −1 for 1 ≤ j ≤ r,
• type 2 : 〈`0, `2, ε1, . . . , εr〉Z where the nonzero intersections are `0 ·
`1 = 1 and ε
2
j = −1 for 1 ≤ j ≤ r.
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2. Two distinguished classes h, k ∈ N(X) corresponding to the class of
hyperplane sections and the canonical class respectively.
3. A unimodular involution σ∗ : N(X) −→ N(X) induced by the real
structure σ of X.
4. A function h0 : N(X) −→ Z≥0 assigning the dimension of global sec-
tions of the line bundle associated to a class.
2.3 Root subsystems
We recall some concepts of root systems, since the terminology in the lit-
erature is not uniform. For the following definitions we mainly follow [12,
Chapter 8]. Let (V, ·) be a real inner product space. We recall that a root
system is a finite subset R ⊂ V with the following properties:
1. The set R spans V .
2. If r ∈ R and αr ∈ R for α ∈ R, then α ∈ {1,−1}.
3. The set R is closed under reflection through the hyperplane perpendic-
ular to any r ∈ R: s− 2(r · s/s · s)r ∈ R for all r, s ∈ R.
4. The projection of r ∈ R onto the line through s ∈ R is a half-integral
multiple of s: 2(r · s/s · s) ∈ Z.
We call B ⊂ R a root base of a root system R if B is a basis for V and
if every element in R can be expressed as an integral linear combination of
elements in B with all coefficients either all positive or all negative.
The incidence diagram of a subset U ⊂ V is defined as a labeled graph
D(U) := ( U, { (r, s, r · s) | r, s ∈ U, r · s 6= 0 } ).
The Dynkin diagram of a root system R is defined as the incidence diagram
of a root base B ⊂ R and is independent on the choice of root base. In this
article, the label of an edge in a Dynkin diagrams is 1 if the edge is not a
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self-loop and all vertices in our Dynkin diagrams admit a self-loop labelled
−2. Thus we can ignore the labelings and self-loops so that the Dynkin dia-
grams in this text will be isomorphic to either the empty graph A0 or one of
the following graphs with ` vertices:
Root systems R and R′ are isomorphic if and only if there exists an iso-
morphism ϕ : (V, ·) −→ (V, ·) such that ϕ(R) = R′. In [12, Definition 8.5]
the notion of isomorphism is slightly weaker, but equivalent in the setting
of this paper. The Dynkin diagram of a root system determines uniquely its
isomorphism class.
A root subsystem is a subset S ⊂ R that forms root system in the vector
space spanned by S. Two root subsystems (S,R) and (S ′, R′) are isomorphic
if and only if there exists an isomorphism of root systems ϕ : R −→ R′ such
that ϕ(S) = S ′. The Dynkin diagram of a root subsystem does in general
not uniquely determine its isomorphism class.
3 Cremona invariant
In this section we will introduce an invariant for Neron-Severi lattices of weak
del Pezzo surfaces.
Definition 1. (weak del Pezzo surface)
We call an algebraic surface X ⊂ Pn a weak del Pezzo surface if −k is nef
and big and if h = −αk for α ∈ Q>0. If −k is also ample, then we call X a
(non-weak) del Pezzo surface. The canonical degree of X is defined as k2. C
The constant α in Definition 1 is characterized in [6, Theorem 8.3.2 and
Section 8.4.1]: if 1 ≤ k2 ≤ 2, then α ∈ Z≥4−k2 , if 3 ≤ k2 ≤ 7, then α ∈ Z>0
and if 8 ≤ k2 ≤ 9, then (k2 − 6)α ∈ Z>0.
14
We call a class c ∈ N(X) indecomposable if h0(c) > 0 and there do not exists
nonzero a, b ∈ N(X) such that c = a+ b with both h0(a) > 0 and h0(b) > 0.
We consider the following inner product space
Vk(X) := ( { c ∈ N(X) | k · c = 0 } ⊗Z R, · ),
and distinguished subsets of N(X):
E(X) := { c ∈ N(X) | k · c = −1, c2 = −1 },
R(X) := { c ∈ N(X) | k · c = 0, c2 = −2 } ⊂ Vk(X),
T (X) := { c ∈ R(X) | h0(c) > 0 or h0(−c) > 0 },
B(X) := { c ∈ T (X) | c is indecomposable },
S(X) := { c ∈ R(X) | σ∗(c) = −c },
A(X) := linear independent subset (bi)i ⊂ S(X) ⊂ Vk(X) such that
S(X) ∩ { ± Σαibi | αi ∈ Z≥0 } = S(X) (if it exists).
If X is a weak del Pezzo surface, then the elements of E(X), R(X) and
B(X) are called (-1)-classes , (-2)-classes and (-2)-curves respectively. The
following proposition summarizes some known facts from the literature.
Proposition 1. (properties of the distinguished subsets)
Let X and X ′ be weak del Pezzo surfaces such that 1 ≤ k2 = k′2 ≤ 8,
h = −αk and h′ = −αk′ for some fixed α ∈ Q>0.
a) R(X) forms a root system in the vector space Vk(X) such that
k2 8 7 6 5 4 3 2 1
Dynkin diagram R(X) A1 A1 A1 + A2 A4 D5 E6 E7 E8
b) Subsets S(X) and T (X) form root subsystems of R(X) with root bases
A(X) and B(X) respectively.
c) Suppose that σ∗ is the identity. One has N(X) ∼= N(X ′) if and only if
T (X) ∼= T (X ′) as root subsystems.
d) Suppose that B(X) is the emptyset. One has N(X) ∼= N(X ′) if and
only if S(X) ∼= S(X ′) as root subsystems.
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Proof. a) This claim is a consequence of [6, Proposition 8.2.10 and Proposi-
tion 8.2.25].
b) It is straightforward to verify that B(X) is a root base of root subsystem
T (X) (see also [6, Section 8.2.7]). For S(X), we recall that an involutory
matrix has eigenvalues ±1. Let V − denote the eigenspace of σ∗ for eigenvalue
−1. Since σ∗ is induced by complex conjugation of a real surface it follows
that σ∗(k) = k. From σ∗(v) · σ∗(k) = −v · k for all v ∈ V −, it follows that
V − ⊂ Vk(X). The intersection of a root system with a subspace is a root
subsystem. We know from [33, Section 2] that V − ∩ R(X) generates V −.
Thus we have shown that S(X) is a root subsystem and A(X) is its root
base by definition.
c) The⇒ direction is immediate. The converse is a direct consequence of [6,
Corollary 8.2.33]. Notice that σ∗ = id is equivalent to X being a complex
weak del Pezzo surface.
d) The ⇒ direction is immediate. For the converse one needs to show that
λ ◦ σ∗ = σ′∗ ◦λ, or in other words, that the involutions are conjugate. This is
a concequence of [33, Theorem 2.1]. Notice that B(X) = ∅ is equivalent to
X being a (non-weak) del Pezzo surface.
Lemma 1. (dimension and indecomposable (−2)-classes)
Let X be a weak del Pezzo surface. The function h0 : N(X) −→ Z≥0 is
uniquely determined by B(X). Thus the Neron-Severi lattice N(X) is uniquely
determined by B(X) together with data 1, 2 and 3 in §2.2.
Proof. Recall that −k is nef and big by definition of weak del Pezzo surfaces.
If c ∈ N(X) is nef, then c−k is nef and big, since c−k is nef and (c−k)2 > 0.
It follows from Riemann-Roch theorem and Kawamata-Viehweg vanishing
that h0(c) = 1
2
(c2 − k · c) + 1 and hi(c) = 0 for i > 0.
If b ∈ E(X), then h0(b) = 1 [6, Section 8.2.6]. If b in B(X), then h0(b) = 1
[6, Section 8.2.7].
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Suppose that b ∈ N(X) is a class such that h0(b) = 1. By Riemann-Roch
theorem h0(b) = 1 ≥ 1
2
(b2−k·b)+1 and thus −b2+k·b ≥ 0. By the adjunction
formula one has that b2 + k · b ≥ −2 and b2 + k · b is even. Therefore, by
nefness of −k we find that 0 ≤ −k · b ≤ 1. If −k · b = 0, then b2 < 0 by
Hodge index theorem and thus b ∈ T (X) ⊂ R(X). If −k · b = 1, then b is
the class of a line in X and thus b2 + k · b = −2 so that b ∈ E(X). It follows
that b ∈ E(X) ∪ T (X).
We established that h0(b) = 1 for some b ∈ N(X) if and only if b is a
positive linear combination of elements in E(X) ∪ B(X). Thus, if c is not
nef, then it must be of the form c = q + Σjbj, where q is a nef divisor and
bj ∈ E(X) ∪ B(X) for all j. Since we know E(X) ∪ B(X) we can recover q
from c. This concludes the proof as hi(c) = hi(q) for i ≥ 0.
Remark 1. If σ∗ is the identity and X a weak del Pezzo surface, then the
root subsystem T (X) ⊂ R(X) is classified in for example [6, Section 8.7.1].
If B(X) is the emptyset, then the root subsystem S(X) ⊂ R(X) is classified
in [33, Theorem 2.1]. We classified T (X), S(X) ⊂ R(X) in [15, Table 13 and
Table 14] without restriction on B(X) and σ∗. In this paper, we improve
on this classification so that it allows us to classify Neron-Severi lattices of
weak del Pezzo surfaces and the algorithm for constructing this classification
is simplified. C
The pair of Dynkin diagrams D(A(X)) and D(B(X)) is not fine enough as
an invariant for the Neron-Severi lattice N(X) of a weak del Pezzo surface
X, since non-isomorphic Neron-Severi lattices might have the same such
pair. Moreover, Neron-Severi lattices N(X) and N(X ′) might be equivalent,
although D(A(X)) 6= D(A(X ′)) [33, discussion after Theorem 2.1]. For this
purpose we introduce a more fine-grained and computable version of the
Dynkin diagram. The Cremona invariant is defined as
C(X) := D
(
E(X) ∪B(X))⋃{ (c, σ∗(c),∞) | c ∈ E(X) ∪B(X) }.
Thus we enhance the incidence diagram of E(X) ∪ B(X) with edges (la-
beled ∞) between conjugate classes. We consider Cremona invariants iso-
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morphic if they are isomorphic as labeled graphs. Notice that we require
that σ∗(B(X)) = B(X).
Proposition 2. (Cremona invariant)
Suppose that X and X ′ are weak del Pezzo surfaces such that 1 ≤ k2, k′2 ≤ 7,
h = −αk and h′ = −αk′ for some fixed α ∈ Q>0. One has N(X) ∼= N(X ′)
if and only if C(X) ∼= C(X ′).
Proof. The ⇒ direction is immediate. In the remainder of this proof we
consider the⇐ direction. With a type 1 basis we verify that ei, e0−e1−e2 ∈
E(X) for 1 ≤ i ≤ r. Thus there exists a subset of E(X) that forms a bases
for N(X). The graph isomorphism restricted to these generators, uniquely
induces an isomorphism λ : N(X) −→ N(X ′) between Z-modules. It is left to
verify that this isomorphism is compatible with the remaining data associated
to Neron-Severi lattices as stated in §2.2. The canonical class k is the unique
element in N(X) such that k2 = 10− rank(N(X)), σ∗(k) = k and k · e = −1
for all e ∈ E(X). It follows that λ(k) = k′. The edges labeled ∞ uniquely
determines the involution σ∗ on these generators such that λ ◦ σ∗ = σ∗ ◦ λ.
It follows from Lemma 1 and λ(B(X)) = B(X ′) that h0 = h0 ◦ λ. The
automorphisms of N(X) are transitive on its bases, thus we may assume
without loss of generality that the isomorphism preserves the bases. Thus
we constructed an isomorphism of Neron-Severi lattices as claimed.
4 Divisor classes of curves and singularities
In this section we describe a correspondence between classes in the Neron-
Severi lattice of a weak del Pezzo surface and the following geometric aspects
on this surface: isolated singularities, unmovable curves and simple families.
Suppose that Y is the smooth model of algebraic surface X ⊂ Pn. The linear
normalization XN ⊂ Pm of X with m ≥ n is defined as the image of Y via
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the map associated to the complete linear series of hyperplane sections of X.
Thus X is a linear projection of XN and XN is unique up to Aut(Pm).
The class of an isolated singularity of XN is the class of a (possibly reducible)
curve C ⊂ Y that is contracted via Y −→ XN to an isolated singularity.
The class of a family of curves is defined as the class of a curve in this family.
We call W ⊆ B(X) a component if its elements define the vertices of an
irreducible component of the incidence diagram D(B(X)).
We define some distinguished subsets of N(X) in addition to the previous
section:
F (X) := { c ∈ N(X) | − k · c = 2 and c2 = 0 },
E?(X) := { c ∈ E(X) | c · r ≥ 0 for all r ∈ B(X) },
F?(X) := { c ∈ F (X) | c · r ≥ 0 for all r ∈ B(X) },
ER(X) := { c ∈ E?(X) | σ∗(c) = c },
FR(X) := { c ∈ F?(X) | σ∗(c) = c },
G(X) := { c ∈ N(X) | c is the class of a simple family of X }.
Notice that the simple family graph G(X), is equal to a modification of the
incidence diagram D(G(X)): all edges with label 1 are omitted and the label
of a vertex c ∈ G(X) has label h0(c) − 1, instead of label c2. Thus G(X) is
uniquely determined by G(X).
We call X R-rational if there exists a real birational map P2 99K X.
Proposition 3. (geometric classes)
Suppose that X ⊂ Pn is a weak del Pezzo surface with 1 ≤ k2 ≤ 6.
a) Isolated singularities of the linear normalization XN are in one-to-one
correspondence with components of B(X). If σ∗(W ) = W for some
component W ⊂ B(X), then the corresponding isolated singularity is
real.
b) There is a one-to-one correspondence between unmovable complex min-
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imal degree rational curves in X and classes in E?(X). If c ∈ ER(X),
then the corresponding curve is real. If h = −k, then the unmovable
rational curves on X are lines.
c) There is a one-to-one correspondence between complex 1-dimensional
simple families of X and classes in F?(X). If c ∈ FR(X), then the cor-
responding simple family is real and if X is R-rational, then FR(X) 6= ∅.
If h = −k, then simple curves on X are conics.
Proof. a) Direct consequence of [6, Proposition 8.1.9, Proposition 8.1.10 and
Theorem 8.2.27].
b) Suppose that C ⊂ X is a (possibly complex) rational curve of lowest
possible degree h · [C] where h = −αk for some α ∈ Q>0. If −k · [C] = 1,
then by the adjunction formula one has [C]2+k·[C] = −2 and thus [C]2 = −1.
Since C is irreducible, it follows from [6, Lemma 8.2.22] that [C] ∈ E?(X)
and thus C is a (-1)-curve. Moreover, [6, Lemma 8.2.22] shows that each
class in E?(X) corresponds to a (-1)-curve. Unmovability and existence of
(-1)-curves is shown in [6, Section 8.2.6]. The remaining assertions for b) are
a straightforward consequence of the definitions.
c) Suppose that C ⊂ X is a (possibly complex) simple curve. Recall from the
proof of b) that if −k · [C] = 1, then C is an unmovable (-1)-curve. Therefore
we find that −k · C ≥ 2. If −k · C = 2, then by the adjunction formula
[C]2 = 0 so that [C] ∈ F (X).
Conversely, suppose that c ∈ F (X) and that c = m+ f is the decomposition
of c into its movable part m and fixed part f . Since −k + m is nef and
big, it follows from Riemann-Roch theorem and Kawamata-Vieweg vanishing
that h0(m) = 2. Thus h0(c) = 2 and h0(f) = 1 so that there exists a
complex curve M ⊂ X with class m = [M ] that is a member of a complex
1-dimensional family of minimal degree curves. Since −k ·m = 2 it follows
that −k · f = 0 so that pa(m) = 0 by the arithmetic genus formula and thus
M is a complex simple curve.
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We show that F?(X) ⊂ F (X) consists exactly of the movable parts of the
classes in F (X). If f = 0, then c ∈ F?(X) as m = c and m · b ≥ 0 for all
b ∈ B(X). Now suppose by contradiction that f 6= 0 and c ∈ F?(X). By
Hodge index theorem, k2 > 0 and −k · f = 0 one has that f 2 < 0. By f 2 < 0
and c2 = (m2 + 2m · f) + (f 2) = (m2 + m · f) + (m + f) · f = 0, it follows
that m2 + 2m · f > 0 and thus m2 + m · f > 0 as well. We established that
(m+ f) · f < 0. We introduce the following notation
f =
∑
0≤i≤t
fi and f>j :=
∑
i>j
fi for 0 ≤ j < t,
where fi is indecomposable for all 0 ≤ i ≤ t. Since −k is nef and k · f = 0
it follows that k · fi = 0 so that by Hodge index theorem f 2i < 0. By the
adjunction formula f 2i + k · fi ≥ −2 is even so that f 2i = −2 and thus
fi ∈ B(X). We set j = 0 so that (m+ f) · f = (m+ f) · (fj + f>j) < 0. Since
c = m+f ∈ F?(X) we find that f = (m+f)·fj ≥ 0 and (m+f)·f>j < 0. We
repeat the argument subsequently with j = 1, 2, ..., t − 1. Since f>t−1 = ft
it follows that (m + f) · ft < 0 for ft ∈ B(X) and thus we arrived at a
contradiction. Thus we have shown that c ∈ F?(X) if and only if c is the
class of a complex 1-dimensional simple family.
Suppose that X is R-rational and that Y is its smooth model. Since 1 ≤
k2 ≤ 6, it follows that Y is the (real) blowup of either P2 in at least three
points or the blowup of P1 × P1 in at least two points. If Y is the blowup of
P2 in at least one real point, then the pullback of a line through this center is
a class in FR(X). If Y is the blowup of P2 in four complex conjugate points,
then the pullback of a conic through these four points has class c ∈ F (X)
such that σ∗(c) = c. If Y is the blowup of P1 × P1 in two complex conjugate
points, then the pullback of a curve of bidegree (1,1), that passes through
these points, has class c ∈ F (X) such that σ∗(c) = c. It follows from the
analysis in the previous paragraph that in both cases c = m + f such that
m ∈ FR(X). Thus if X is R-rational, then FR(X) 6= ∅.
The remaining assertions of c) are a direct consequence of the definitions.
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Proposition 4. (simple families)
If X ⊂ Pn is a weak del Pezzo surface, then one of the following holds:
• 7 ≤ k2 ≤ 9 and G(X) ∈
{
{−1
3
k}, {−1
2
k}, F?(X)
}
,
• 1 ≤ k2 ≤ 6 and G(X) = FR(X), or
• 1 ≤ k2 ≤ 2 and X is not R-rational.
Proof. If 7 ≤ k2 ≤ 9, then the assertion for G(X) follows from [17, Propo-
sition 2]. If 1 ≤ k2 ≤ 6 and X is R-rational, then G(X) = FR(X) by
Proposition 3c. If X is not R-rational, then 1 ≤ k2 ≤ 2 by [17, Lemma 1][30,
Theorem 4.6].
5 Classification of Neron-Severi lattices
In this section we prove Theorem 4. Before we propose Algorithm 1 for
generating the classification table of Theorem 4, we recall [16, Algorithm 1],
which allows us to compute classes in a Neron-Severi lattice that have pre-
scribed intersection products. Before looking in more detail at the proof of
Proposition 5, it might be preferable to first take a look at §8.1, Example 1
and Example 2,
Algorithm A. (AlgoClass [16, Algorithm 1])
• Input:
1. A class d ∈ N(X) with respect to type 1 basis 〈e0, . . . , er〉Z for a
Neron-Severi lattice N(X).
2. Integers α, β ∈ Z≥0.
• Output: The set of classes c ∈ N(X) such that d · c = α, c2 = β and
either one of the following three conditions is satisfied:
1. c = ei − ej for some 1 ≤ i < j ≤ r,
2. c = ei for some 1 ≤ i ≤ r, or
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3. c · e0 > 0 and c · ei ≥ 0 for all 1 ≤ i ≤ r. C
Algorithm 1. (classification of Neron-Severi lattices)
• Input: An integer 2 ≤ r ≤ 8.
• Output: The set Ψ := { [N(X)] | X is a weak del Pezzo surface,
N(X) has rank r + 1 and h = −αk }, where α ∈ Q>0 is fixed and
the equivalence class [N(X)] is representated by B(X) ⊂ 〈e0, . . . , er〉Z
together with a unimodular matrix M corresponding to σ∗.
• Method:
1. V :=
(〈e0, . . . , er〉Z, ·); k := −3e0 + e1 + . . .+ er;
R+ := AlgoClass
(
(V,−k), 0,−2); E := AlgoClass((V,−k), 1,−1);
J := matrix corresponding to the inner product · for type 1 basis;
2. A := ∅; for B ⊆ R+ do
(a) We represent the elements in B as rows of a matrix.
The columns of matrix K form a basis for kernel(B · J).
Let matrix Q be the union of the columns of B> and K.
(b) if detQ 6= 0 and { Q−1(c) | c ∈ 〈B〉Z ∩R+ } ⊂ Zr+1≥0 ∪ Zr+1≤0
then A := A ∪ {(B,Q)};
3. Ψ := ∅; S := ∅; for (A,Q), (B,Q′) ∈ A do
(a) M := Q · D · Q−1; where D is the diagonal matrix with the first
|A| entries −1 and the remaining entries 1.
(b) C := D
(
E ∪B)⋃{ (c,M(c),∞) | c ∈ E ∪B };
(c) if M ∈ GL(Zr+1) and M> · J ·M = J and M(k) = k and
M(B) = B and C /∈ S then Ψ := Ψ ∪ {(B,M)}; S := S ∪ {C};
return Ψ; C
Proposition 5. The output specification of Algorithm 1 is correct.
Proof. In step (1) of Algorithm 1 we present data 1 in §2.2 for N(X) by
type 1 basis V . Thus J is a diagonal matrix with diagonal (1,−1, . . . ,−1).
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We declare R+ so that R := { ± c | c ∈ R+ } represents the set of (-
2)-classes R(X). The set E denotes the set of (-1)-classes E(X). If Y is
the smooth model of weak del Pezzo surface X, then there exists over C a
map τ1 : Y −→ P2, which is the complex blowup of the plane in r points.
Generator e0 is the class of the pullback of any line in P2 that does not meet
the centers of blowup and generators ei for 1 ≤ i ≤ r are the classes of the
pullbacks of exceptional curves that contract to a center of blowup. It follows
that k = −3e0 + e1 + . . . + er. We have that h = −αk by assumption. In
order to determine N(X) it is left to contruct data 3 and 4 in §2.2.
In step (2) we collect all subsets B ⊆ R+ that form the root base of some
root subsystem as defined in §2.3. The class of such a (-2)-curve in V must
be in R+. We consider B as a matrix whose rows correspond to elements
of B with respect to the type 1 basis 〈e0, . . . , er〉Z. The right kernel K of
B ·J is a matrix whose columns are orthogonal to each row of B with respect
to the inner product defined by J . We require that rows of B are linear
independent so that detQ 6= 0 and thus the columns of Q form a basis for V .
If c ∈ R+ is in the span 〈B〉Z, then Q−1(c) represents c with respect to the
type 1 basis as a vector with respect to the B-basis. Thus, if B is a root base,
then Q−1(c) must be a column vector with all coefficients either all positive
or all negative integers. This is checked at step (2b).
In step (3), we consider all pairs of root bases (A,B) such that A spans the
eigenspace of −1 of some involution M : V −→ V and B is the set of indecom-
posable (−2)-classes. Notice that (A,B) is a candidate for (A(X), B(X)). A
real involution M corresponding to A sends an eigenvector in R+ of −1 to its
negative R\R+. Over the complex numbers, each class in B(X) can be real-
ized as either ei−ej for 1 ≤ i < j ≤ r, or the pullback of a curve in the plane
via τ1. Thus in order to obtain all possible candidates for (A(X), B(X)), it
is sufficient to go through all subsets of A,B ⊆ R+. Recall that the first
columns of Q correspond to elements in A. The remaining columns of Q are
eigenvectors of M for eigenvalue 1. Thus for involution M , we require that
M ·Q = Q ·D so that M = Q ·D ·Q−1. It follows from Proposition 1d that
24
if B = ∅, then the choice for the remaining columns of Q does not matter up
to conjugacy of real structure. Since we go through all possible root bases B,
this choice is allowed and we obtain all possible Cremona invariants C. We
check at step (3c), whether involution M is unimodular and preserves k and
B. By Lemma 1, the data M : V −→ V and B ⊂ V determines data 3 and
4 in §2.2 respectively. We may conclude from Proposition 2 that Ψ contains
exactly one representative for each equivalence class of a Neron-Severi lattice
as was claimed in the output specification of the algorithm.
Remark 2. (optimization of algorithm)
We kept Algorithm 1 as simple as possible for explanatory reasons. However,
the algorithm will not terminate within reasonable time when r > 5 as input.
With the Borel-de Siebenthal-Dynkin algorithm we can compute all possible
root bases A(X), B(X) ⊂ R(X) as characterized in Proposition 1 [13, Sec-
tion 12]. See also [33, Theorem 2.1] and [6, Section 8.7.1]. For each B(X) we
compute the set Υ of its orbits under the Weyl group as follows. We initially
set Υ := {B(X)} and start a recursive procedure, which set-theoretically can
be explained as follows:
Υ =
{{
b− 2r · b
b · br | b ∈ B
}
| r ∈ R(X), B ∈ Υ
}
.
This set has finite cardinality and thus this procedure must halt. The next
step is to find — for each root base A(X) corresponding to a unimodular
involution σ∗ — all possible root bases B ∈ Υ such that σ∗(B) = B. We
obtain a list of representatives (σ∗, B) of Neron-Severi lattices. We use the
Cremona invariant to ensure that this list contains exactly one representative
for each equivalence class. For more details we refer to our implementation
[19, NS-Lattice]. C
Proof of Theorem 4. Suppose that Y is the smooth model of weak del Pezzo
surface X with canonical degree k2. If k2 = 9, then Y ∼= P2 so that N(X) is
characterized by row (i) in §8.4. If k2 = 8, then by [6, Section 8.4.1] either
Y ∼= F0 = P1 × P1 so that N(X) is characterized by row (ii) or row (iii),
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Y ∼= F1 is the blowup of P2 in one point so that N(X) is characterized by
row (iv), Y ∼= F2 is the blowup of P2 in two infinitely near points followed
by the contraction of the pullback of the line through these points so that
N(X) is characterized by row (v). Suppose that 1 ≤ k2 ≤ 7. If X is a
(non-weak) del Pezzo surface, then D(B(X)) = ∅. At the time of writing
Algorithm 1 did not terminate in case 7 ≤ r ≤ 8 such that bothD(A(X)) 6= ∅
and D(B(X)) 6= ∅. It is straightforward to check that the assumptions of
Theorem 4 exclude these cases. The assertion is now a direct consequence of
Proposition 5.
Example 1. (how to read the table)
We would like to determine — up to isomorphism — the Neron-Severi lattice
of the ring torus X ⊂ P3 in Figure 1d. The ring torus is a weak del Pezzo
surface of degree four and has four simple families of conics. We know that
X has neither real lines nor real isolated singularities. It follows from The-
orem 4 that N(X) is, up to isomorphism, uniquely characterized by a row
in the table of §8.4. See §8.1 for an explaination of how to use this table.
By Proposition 3 and Proposition 4 we have that |ER(X)| = 0, |G(X)| = 4
and D(B(X)) has an even number of components. It follows that the iso-
morphism class of N(X) is defined by row number 66 such that degX = 4,
D(A(X)) = 2A′1 and D(B(X)) = 4A1. We recover an explicit description for
σ∗ : N(X) −→ N(X), acting on the generators of a type 1 basis, from row
11 in §8.2. The set B(X) ⊂ N(X) is determined by the row in §8.3 with
corresponding row number 66. Recall from Lemma 1 that B(X) uniquely
determines h0 : N(X) −→ Z≥0. C
Example 2. (output of Algorithm 1 with input r = 4)
Let Ψ be the output of Algorithm 1 with input r = 4. Thus Ψ consists of
representatives for equivalence classes of Neron-Severi lattices of weak del
Pezzo surfaces of degree 6. We assume that h = −k. The corresponding row
numbers are 3 until 14 in the table of §8.4.
In Figure 4 we depict the Cremona invariant of each N(X) ∈ Ψ.
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(A0, A0) (A0, A1) (A0, A
′
1) (A0, 2A1)
(A0, A2) (A0, A1 + A2) (A1, A0) (A1, A1)
(A′1, A0) (A
′
1, A1) (A
′
1, A2) (2A1, A0)
Figure 4. All possible Cremona invariants of Neron-Severi lattices of weak
del Pezzo surfaces of degree 6, together with a pair of Dynkin diagrams(
D(A(X)),D(B(X)
)
associated to the real structure σ∗ and the isolated
singularities respectively. The corresponding row numbers in the table of
§8.4 are 3 until 14. The black edges are labeled 1, the dashed red edges are
labeled −1 and the green edges are labeled ∞. A vertex that does not meet a
green edge has a green self-loop labeled ∞. A round vertex has a self-loop
labeled −1. A square vertex has a self-loop labeled −2. The self-loops are
not depicted.
If we follow a hexagon in Figure 4 counter-clockwise starting at the top-left
round vertex, then its round vertices correspond respectively to the following
(−1)-classes in E(X):
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• e1, e0 − e1 − e2, e2, e0 − e2 − e3, e3, e0 − e1 − e3.
The square vertices in the center of a hexagon, north of the center, and
north-east of the center correspond respectively to the following (−2)-classes
in B(X):
• e0 − e1 − e2 − e3, e1 − e2, e2 − e3.
Up to conjugacy, σ∗ : N(X) −→ N(X) sends the generators (e0, e1, e2, e3) of
a type 1 basis to either one of the following (see rows [2-5] in the table of
§8.2):
A0 : (e0, e1, e2, e3).
A′1 : (2e0 − e1 − e2 − e3, e0 − e2 − e3, e0 − e1 − e3, e0 − e1 − e2).
A1 : (e0, e2, e1, e3).
2A1: (2e0 − e1 − e2 − e3, e0 − e1 − e3, e0 − e2 − e3, e0 − e1 − e2).
Notice that the Dynkin diagram D(A(X)) does not uniquely determine the
σ∗, up to conjugacy, so we added a ′-symbol.
We can recover the indecomposable (-2)-classes B(X) ⊂ N(X) from the
square vertices of a Cremona invariant in Figure 4. Moreover, it follows from
Proposition 4 that
G(X) = { c ∈ Γ | σ∗(c) = c, ∀b ∈ B(X) : c · b > 0 },
where Γ := AlgoClass(−k, 2, 0) = { e0−e1, e0−e2, e0−e3 }. The connected
components of a graph spanned by the square vertices and edges that are not
labeled ∞ (thus non-green edges), correspond to isolated singularities of the
linear normalization XN ⊂ P6 by Proposition 3a. The round vertices that
do not meet a dashed red edge with label −1, correspond to lines in X by
Proposition 3b.
At step (1) of Algorithm 1 one has R+ = {e0− ei− ej − ek, ea− eb | 1 ≤ i <
j < k ≤ r, 1 ≤ a < b ≤ r}. If B = {e0 − e1 − e2 − e3, e1 − e2, e2 − e3} at
step (2), then kernel(B · J) = {e0 − e1 − e2 − e3, k} so that at step (3a) we
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find:
Q=
 0 0 1 −31 0 −1 1−1 1 −1 1
0 −1 −1 1
, D=
−1 0 0 00 −1 0 0
0 0 −1 0
0 0 0 1
, M=Q·D·Q−1=
 2 1 1 1−1 − 43 − 13 − 13−1 − 1
3
− 4
3
− 1
3
−1 − 1
3
− 1
3
− 4
3
.
We verify at step (2b) that detQ 6= 0. If for example c = e1 − e3, then
Q−1(c) = (1 1 0 0)> is an element in Z4≥0. Indeed, we find that B is a root base
such that (B,Q) ∈ A. However the unimodular involution M , corresponding
to the root basis B, does in this case not define a unimodular involution. If
instead B is ∅, {e1 − e2}, {e0 − e1 − e2 − e3} or {e1 − e2, e0 − e1 − e2 − e3},
then M corresponds to the involution with Dynkin diagram A0, A1, A
′
1 and
2A1 respectively. C
Example 3. (sextic weak del Pezzo surface: (A1, A1))
If
(
D(A(X),D(B(X)
)
= (A1, A1) in Figure 4, then A(X) = {e1 − e2} and
B(X) = {e0 − e1 − e2 − e3}. It follows from Proposition 3a that the linear
normalization XN ⊂ P6 has a single isolated singularity of type A1. We find
that G(X) = FR(X) = {e0 − e3}, since σ∗(e0 − e1) = e0 − e2. Thus the
simple family graph G(X) consists of a single vertex with label 1. Moreover,
X contains three straight lines with classes e1, e2 and e3 respectively. The
smooth model Y of X is the blowup of P2 in three collinear points such that
two of these points are complex conjugate. C
Remark 3. (constructing blowups of P2)
Suppose we know the Neron-Severi lattice N(X) of weak del Pezzo surface
X ⊂ Pn such that its smooth model Y is the (real) blowup of P2. If h = −k,
then we can construct the linear normalization XN ⊂ Pk2 , by constructing
with [18, Algorithm 2] a linear series of cubic curves in P2 with 9−k2 simple
basepoints (pt)t. We choose pi and pj infinitely near if ei − ej ∈ B(X).
If m0e0 −
∑
mtet ∈ B(X), then we choose each basepoint pt as a point of
multiplicity mt on some curve of degree m0. If h = −αk for α ∈ Z>1, then
we can construct XN using a similar method, but with curves of degree 3α
that pass through the basepoints with multiplicity α. C
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We will show in Example 4 how to construct an example of X in case its
smooth model Y is the (real) blowup of P1 × P1. For this purpose we will
convert the default type 1 basis for N(X) to a type 2 basis with the following
recursive algorithm, which is implemented in [19, NS-Lattice].
Algorithm 2. (AlgoBases)
• Input: A non-empty linear independent subset {a1, . . . , as} ⊂ N(X)
such that σ∗({a1, . . . , as}) = {a1, . . . , as} and X is a weak del Pezzo
surface X with 1 ≤ k2 ≤ 7. The Neron-Severi lattice N(X) is internally
represented by the subsets B(X), E(X) and a matrix representing σ∗.
• Output: A list of all bases of N(X) of the form {a1, . . . , as, b1, . . . , bt}
such that σ∗({b1, . . . , bt}) = {b1, . . . , bt} and b2i = k · bi = −1 and
bi · bj = am · bi = 0 for all 1 ≤ i < j ≤ t and 1 ≤ m ≤ s.
• Method:
1. if s = rank(N(X)) then return
{{a1, . . . , as}};
2. E := { c ∈ E(X) | ∀i : c·ai = 0, ∀b ∈ B(X) : c·b ≥ 0, c·σ∗(c) ≤ 0 };
3. Γ := ∅;
4. for c ∈ E do
B := { b ∈ B(X) | b · c = b · σ(c) = 0 };
E := { e ∈ E(X) | e · c = e · σ(c) = 0 };
Γ := Γ ∪ AlgoBases( {a1, . . . , as, c, σ∗(c)}, (B,E, σ∗) );
5. return Γ; C
Proposition 6. The output specification of Algorithm 2 is correct.
Proof. Since 1 ≤ k2 ≤ 7 and k = −3e0 + e1 + . . . + er with r = 9 − k2, we
find that N(X) is spanned by E(X) so that we can recover data 1 and 2
in §2.2 from E(X). By Lemma 1, we can recover N(X) from B(X), E(X)
and σ∗. The elements in E ⊂ N(X) at step (2) are by Proposition 3b in
one-to-one correspondence with unmovable curves in smooth model Y whose
classes are orthogonal to input {a1, . . . , as}. These unmovable curves are
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exceptional curves. We either contract one real or two disjoint complex con-
jugate exceptional curves in E [30, Corollary II.6.6]. The Neron-Severi lattice
of the resulting surface is defined by classes in N(X), that are orthogonal
to the contracted curves. By subsequently contracting exceptional curves we
want to end up in a surface, whose Neron-Severi lattice is generated by the
input {a1, . . . , as}. We conclude that {a1, . . . , as, b1, . . . , bt} generates N(X)
conform the output specification.
Example 4. (sextic del Pezzo surface: (A′1, A0))
If
(
D(A(X),D(B(X)
)
= (A′1, A0) in Figure 4, then A(X) = {e0−e1−e2−e3}
and B(X) = ∅. We find that G(X) = FR(X) = {e0− e1, e0− e2, e0− e3} and
the simple family graph G(X) is as in Figure 1b. The linear normalization
XN ⊂ P6 is smooth and contains six complex conjugate straight lines. Let Y
denote the smooth model of X. Over the complex numbers, Y is the blowup
of P2 in three points. It is impossible to consider Y as the blowup of P2 over
the real numbers as in Remark 3. Instead, we call Algorithm 2 with input
{ e0−e1, e0−e2 }. At step (2) we find that E = { e3, e0−e1−e2 }. At step (4)
we first consider the class c = e3 in E , so that B = ∅ and E = {e0− e1− e2}.
We call Algorithm 2 recursively so that the final output equals:
Γ =
{{ e0 − e1, e0 − e2, e3, e0 − e1 − e2 }}.
We set (`0, `1, ε1, ε2) := (e0 − e1, e0 − e2, e3, e0 − e1 − e2) and thus we found
a type 2 basis for N(X) such that σ∗(`0) = `0, σ∗(`1) = `1 and σ∗(ε1) = ε2.
It follows that N(X) is isomorphic to the Neron-Severi lattice of P1 × P1
blown up in two general complex conjugate basepoints. In [18, Section 4.6]
we construct a linear series L of curves in P1 × P1 of bi-degree (2, 2) that
pass through two general complex conjugate basepoints. The class [L] ∈
N(X) of the pullback of the linear series L along this blowup is equal to
−k = 2`0 + 2`1 − ε1 − ε2. The map associated to L defines a birational map
P1 × P1 99K XN ⊂ P6. This example shows that if X is a weak del Pezzo
surface such that f · g = 1 for some f, g ∈ G(X) with G(X) = FR(X), then
we can construct a birational map P1 × P1 99K XN of parametric bi-degree
(2, 2). C
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Example 5. (sextic weak del Pezzo surface: (A′1, A2))
If
(
D(A(X),D(B(X)
)
= (A′1, A2) in Figure 4, then A(X) = {e0−e1−e2−e3}
and B(X) = {e1 − e2, e2 − e3}. The subgraph spanned by B(X) and the
non-green edges consists of one component, since (e1 − e2) · (e2 − e3) 6= 0.
Thus the linear normalization XN ⊂ P6 has a single isolated singularity of
type A2. We find that G(X) = FR(X) = {e0 − e1} so that G(X) consists
of a single vertex labeled 1. Moreover, X contains two complex conjugate
straight lines with classes e3 and e0− e1− e2 respectively. If Y −→ X ′ is the
contraction of the exceptional curves with classes e3 and e0 − e1 − e2, then
N(X ′) = 〈e0−e1, 2e0−e1−e2〉Z. It follows that X ′ is the Hirzebruch surface
F2 [6, Section 8.4.1]. C
6 Simple family graphs via adjunction
In this section we prove Theorem 1 and Theorem 2.
We start by recalling an adapted version of classical adjunction as defined in
[17, Section 2.4]. Suppose that X ⊂ Pn is an algebraic surface that contains
a rational curve through a general point and let Y0 be the smooth model of
X. The ruled pair of X is defined as (Y0, h0), where h0 ∈ N(X) is the class of
hyperplane sections. Notice that, by the definition of smooth model, there are
no classes of exceptional curves that are orthogonal to h0. If h
0(h0 +k0) > 1,
then we consider the birational morphism µ : Y0 −→ Y1 that contracts all
exceptional curves E ⊂ Y0 such that (h0 + k0) · [E] = 0. The adjoint relation
is a relation between ruled pairs and defined as
µ : (Y0, h0) −→ (Y1, h1) := (µ(Y0), µ∗(h0 + k0)).
Notice that we abuse notation and denote the adjoint relation by µ as well.
The adjoint chain is a chain of adjoint relations such that h0(hi + ki) > 1 for
0 ≤ i < ` and h0(h` + k`) ≤ 1:
(Y0, h0)
µ0−→ (Y1, h1) µ1−→ . . . µ`−1−→ (Y`, h`).
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The existence and uniqueness of the adjoint chain follows from [17, Proposi-
tion 1]. Moreover, we know that Y` is either a weak del Pezzo surface or a
P1-bundle.
In [17, Theorem 1] we presented a classification of minimal families. Simple
families are so called complete minimal families , since the curves in such
families form a complete linear series [17, Section 2.3]. By Bertini’s theorem,
a general curve in a complete linear series is smooth. By [17, Theorem 1i],
the curves in incomplete minimal families are singular. The pullback of a
general simple curve on the smooth model is smooth by definition and thus
simple families are indeed complete minimal families. In accordance with
[17, Section 2.3], we denote the set of divisor classes of minimal families of a
ruled pair by S(Yi, hi) for 0 ≤ i ≤ `. Notice that S(Yi, hi) may also contain
classes of incomplete minimal families, which do not form a complete linear
series.
Assumption 1. The surface X ⊂ Pn has associated ruled pair (Y0, h0) with
adjoint chain as above such that Y` is a weak del Pezzo surface and S(Y`, h`)
contains the class of a complete minimal family. C
We define Xi := ϕαhi(Yi) where α > 0 is the minimal integer such that
Xi ⊂ Pm is a surface for some m ≥ 2. It follows from Assumption 1 that hi
is nef and big so that α always exists. Recall that X0 = ϕh0(Y0) is the linear
normalization of X as defined in §4.
Since hi is the class of hyperplane sections, the degree of a curve with class
f ∈ N(Yi) equals hi · f . We denote the canonical class of Yi by ki.
Let ηj : Y0 −→ Yj denote the composition of µi : Yi −→ Yi+1 for 0 ≤ i < j.
The map ηj is a birational morphism by Castelnuovo’s contraction theorem.
Recall from §4 that G(Xi) ⊂ N(Xi) denotes the set of classes of simple
families of Xi. Notice that G(X) is uniquely determined by G(X0) and that
G(X0) = G(X) as a consequence of the definitions.
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Lemma 2. (simple families along adjoint chain)
With Assumption 1 we have that
G(Xi) =
{
c ∈ S(Yi, hi) | (c2, ki · c) /∈ {(2,−2), (4,−2)}
}
,
for 0 ≤ i ≤ `. Moreover, if f ∈ G(Xj) such that kj · f = −2 for some
1 ≤ j ≤ `, then G(X0) = { η∗j c | c ∈ G(Xj), kj · c = −2 } and { ηj∗c | c ∈
G(X0) } ⊆ G(Xj).
Proof. It follows from [17, Theorem 1 and Proposition 2] that c ∈ S(Xi, hi) is
the class of an incomplete family if and only if (c2, ki · c) ∈ {(2,−2), (4,−2)}
for 0 ≤ i ≤ `. The remainder of the assertion in the lemma follows from [17,
Proposition 3].
Lemma 3. (case distinction on last pair in adjoint chain)
If (Y`, h`) is the last ruled pair in an adjoint chain conform Assumption 1 ,
then either one of the following holds:
1. k` · f = −2 for all f ∈ G(X`) and G(X`) 6= ∅.
2. Y` ∼= P2 or Y` is isomorphic to P2 blown up in two complex conjugate
points.
3. Y` ∼= P1 × P1 and the real structure σ interchanges the P1’s.
Proof. Direct consequence of [17, Lemma 1 and Proposition 2].
Lemma 4. (at most one simple curve through each point)
If Assumption 1 is not satisfied, then either G(X) = ∅ or G(X) consists of a
single vertex with label 1.
Proof. If X ⊂ Pn is not covered by simple curves, then G(X) = ∅. If Y`
is P1-bundle, then it follows from [17, Theorem 1i] that G(X) consists of a
single vertex with label 1. If all elements in S(Y`, h`) are classes of incom-
plete minimal families, then it follows from [17, Lemma 1, Proposition 2 and
Remark 5] that k` · f = −2 for all f ∈ S(Y`, h`). Therefore, we conclude
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from [17, Theorem 1i] that all classes in S(Y0, h0) are of incomplete minimal
families and N(Y`) is in this case determined by row 190, 275 or 276 in the
table of §8.4 so that G(X) = ∅.
In the proof of Theorem 1 below, we analyze the adjoint chain such that the
last pair (Y`, h`) is one of the cases listed in Lemma 3. Before we start with
this proof we first consider explicit examples that realize cases of Theorem 1.
Example 6. (case 3 of Theorem 1)
Suppose that X ⊂ Pn has associated adjoint chain (Y0, h0) µ0−→ (Y1, h1)
such that Y1 ∼= P2 as in case 2 of Lemma 3, h0 = 4e0 − e1 − . . . − e8 and
k0 = −3e0 + e1 + . . . + e8. We consider a type 1 basis for N(X) as defined
in §2.2. By definition of adjoint relation we obtain h1 = e0 and k1 = −3e0.
Generator e0 is the class of the pullback of lines in P2 and e1, . . . , e8 are the
classes of exceptional curves that are contracted by µ0 : Y0 −→ Y1. For the
involution σ∗ : N(X) −→ N(X) induced by the real structure we assume
that σ∗(e0) = e0 and σ∗(ei) = ei+1 for i ∈ {1, 3, 5, 7}. It follows from [17,
Theorem 1.ii] that G(X1) = {e0} and G(X0) = { e0, 2e0 − e1 − e2 − e3 − e4,
2e0 − e1 − e2 − e5 − e6, 2e0 − e1 − e2 − e7 − e8, 2e0 − e3 − e4 − e5 − e6,
2e0−e3−e4−e7−e8, 2e0−e5−e6−e7−e8 }. We know from [17, Corollary 1b]
that c ∈ G(X0) is the class of a (−k0 ·c−1)-dimensional family. Thus we find
that the simple family graph G(X) is characterized by Theorem 1.3, where
the optional vertex corresponds to the simple family with class e0. C
Example 7. (case 4 of Theorem 1)
Suppose that X ⊂ Pn has associated adjoint chain (Y0, h0) µ0−→ (Y1, h1) µ1−→
(Y2, h2) such that Y2 is isomorphic to P2 blown up in two complex conjugate
points as in case 2 of Lemma 3. Let h0 = 9e0 − 3e1 − 3e2 − 2e3 − 2e4 −
2e5 − 2e6 − e7 − e8 − e9 so that h1 = 6e0 − 2e1 − 2e2 − e3 − e4 − e5 − e6 and
h2 = 3e0−e1−e2. We have k0 = −3e0+e1+ . . .+e9, k1 = −3e0+e1+ . . .+e6
and k2 = −3e0 + e1 + e2. The involution σ∗ : N(X) −→ N(X) is defined
as σ∗(e0) = e0, σ∗(ei) = ei+1 for i ∈ {1, 3, 5}, σ∗(e7) = e7, σ∗(e8) = e8
and σ∗(e9) = e9. It follows from [17, Theorem 1.ii] that G(X2) = { e0 },
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G(X1) = { e0, 2e0− e1− e2− e3− e4, 2e0− e1− e2− e5− e6 } and G(X0) = {
2e0 − e1 − e2 − e3 − e4, 2e0 − e1 − e2 − e5 − e6, e0 − e7, e0 − e8, e0 − e9 }.
Notice that G(X) is characterized by Theorem 1.4 with the optional vertices
corresponding to the simple families with classes e0− e7, e0− e8 and e0− e9.
These three classes correspond to the pullback of pencils of lines in P2. By
Theorem 3, the simple curves in the corresponding families form a hexagonal
web on X. C
Example 8. (case 5 of Theorem 1)
Suppose that X ⊂ Pn has associated adjoint chain (Y0, h0) µ0−→ (Y1, h1) such
that Y1 ∼= P1 × P1 as in case 3 of Lemma 3, h0 = 3(`0 + `1) − ε1 − . . . − ε5
and k0 = −2(`0 + `1) + ε1 + . . .+ ε5. We consider a type 2 basis for N(X) as
defined in §2.2. By definition of adjoint relation we obtain h1 = `0 + `1 and
k1 = −2(`0 + `1). The classes of exceptional curves contracted by µ0 : Y0 −→
Y1 are ε1, . . . , ε5 and the classes of the fibers of the two projections of P1×P1
to P1 are `0 and `1 respectively. The involution σ∗ : N(X) −→ N(X) is
defined as follows: σ∗(`0) = `1, σ∗(εi) = εi for i ∈ {1, 2, 3} and σ∗(ε4) = ε5.
It follows from [17, Theorem 1.iii] that G(X1) = {`0 + `1} and G(X0) = {
`0 + `1 − ε1 − ε2, `0 + `1 − ε1 − ε3, `0 + `1 − ε2 − ε3, `0 + `1 − ε4 − ε5 }.
Notice that the simple family graph G(X) is characterized by Theorem 1.5,
where the involution τ : Λ −→ Λ is determined by σ∗. By Theorem 3, the
simple curves in the families with classes `0 + `1 − ε1 − ε2, `0 + `1 − ε1 − ε3
and `0 + `1 − ε2 − ε3 form a hexagonal web on X. C
Proof of Theorem 1. If Assumption 1 does not hold, then it follows from
Lemma 4 that G(X) is characterized in Theorem 1.1 with m ≤ 1. We use
Assumption 1 in the remainder of this proof. We consider each of the three
possible cases for Y` as stated in Lemma 3.
1. It follows from Lemma 2 that G(X) ∼= G(Y`) and it follows from Propo-
sition 4 that G(X) is characterized by Theorem 1.2.
2. If Y0 ∼= P2, then Theorem 1.1 holds. Otherwise, let 0 ≤ j ≤ ` be the
maximal index such that Yj  P2.
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If Yj is the blowup of P2 in real points, then by [17, Lemma 12] the
simple families are pullbacks of pencils of lines in the plane such that
kj · f = −2 for all f ∈ G(Xj). It follows from Lemma 2 that in this
case Theorem 1.1 holds.
Suppose that Yj is the blowup of P2 in r ≥ 4 complex conjugate points.
We assume without loss of generality that σ∗(ej) = ej+1 for 1 ≤ j < r
and j odd. By [17, Theorem 1.ii and Lemma 13] one has
{ 2e0 − ea − ea+1 − eb − eb+1 | 1 ≤ a < b < r, a, b odd } ⊆ G(Xj).
Optionally we have that e0 ∈ G(Xj) if j = 0 (see Example 6). Notice
that e0 − ea /∈ G(Xj) for 1 ≤ a ≤ r. It follows from Lemma 2 that
G(X) is characterized by Theorem 1.3 with m = 1
2
r.
If Yj is the blowup of P2 in exactly two complex conjugate points, then
G(Xj) = {e0}. It follows from [17, Lemma 17] that either G(X) = {e0}
as covered by Theorem 1.1, or there exists maximal 0 ≤ t < j and
f ∈ G(Xt) such that k · f = −2. In the latter case, the smooth
model Yt is the blowup of smooth model Yt+1 in m ≥ 1 points so that
N(Xt) = 〈e0, e1, . . . , er〉Z with σ∗(e0) = e0, σ∗(e1) = e2 and r = m+2 ≥
3. Here e0 denotes the class of the pullback of a general line P2 and
ei for 1 ≤ i ≤ r are classes of (the pullbacks of) exceptional curves.
Let ξ0 :=
{
2e0 − e1 − e2 − ea − eb | 3 ≤ a < b ≤ r, σ∗({ea, eb}) =
{ea, eb}
}
and ξ1 := {e0 − ej | 3 ≤ j ≤ r, σ∗(ej) = ej} . It follows from
[17, Theorem 1.ii and Lemma 13] that G(Xt) ∈ {ξ0, ξ1, ξ0 ∪ ξ1}. See
Example 7 for a scenario with G(Xt) = ξ0∪ξ1. We know from Lemma 2
that G(X) ∼= G(Xt) and thus G(X) is characterized by Theorem 1.4.
3. If Y0 ∼= P1 × P1 or Y0 is the blowup of P1 × P1 in one point, then
Theorem 1.1 holds with G(X) = {`0 + `1} and G(X) = {`0 + `1 − ε1}
respectively. The isomorphism X0 ∼= S2, as asserted in Theorem 1.1,
follows from [17, Corollary 1a]. Now suppose that j < ` is the index so
that smooth model Yj is P1 × P1 blown up in m ≥ 2 points and Yj+1
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is P1 × P1 blown up in 0 ≤ w ≤ 1 points. By [17, Theorem 1.iii and
Lemma 16] we find that
G(Xj) ⊆
{
`0 + `1 − εa − εb | 1 ≤ a < b ≤ m, σ∗({εa, εb}) = {εa, εb}
}
.
If w = 0, then set equality holds (see Example 8). It follows from
Lemma 2 that G(X) ∼= G(Xj) and thus G(X) is characterized by The-
orem 1.1 or Theorem 1.5 if w = 1 and w = 0 respectively.
We treated all possible cases of Lemma 3 and thus concluded the proof of
Theorem 1.
Proof of Corollary 1 and Corollary 2. Direct consequences of Theorem 1.
Proof of Theorem 2. Recall from §4 that simple family graph G(X) is uniquely
determined by the set G(X) of classes of simple families. Two disjoint ver-
tices correspond to complete minimal families with classes f, g ∈ G(X) such
that f · g = 1. It follows from [17, Theorem 1 and Corollary 1b] that
h0(f) = h0(g) = 2 and f 2 = g2 = 0. Thus the fibers of the associated maps
ϕf : X −→ P1 and ϕg : X −→ P1 are simple curves in their respective fami-
lies. Let ν : X −→ P1 × P1 be the morphism defined by x 7→ (ϕf (x), ϕg(x)).
The map ν is birational, since the general fiber of ϕf and ϕg intersect in one
point. Thus the inverse of ν defines a real birational map P1 × P1 99K X
of bidegree (d, d), where d is the degree of the general fibers of ϕf and ϕg.
This concludes the proof as d is by definition the lowest possible degree for
a rational curve in a complete covering family.
7 Characterization of hexagonal webs
In this section we prove Theorem 3. We start by formally defining the notion
of hexagonal web. Recall from §1.2 that a a k-web of curves on an algebraic
surface X is defined as a set W of algebraic curves contained in X such that
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through a general point in X pass exactly k curves inW . Informally, a 3-web
W is hexagonal if the open spaces in a discrete realization of this web are
bordered by exactly three curves so that many triangles appear.
Definition 2. (hexagonal web)
Suppose that W is a 3-web on a real algebraic surface X. We will consider
a topological procedure as illustrated in Figure 5. The hexagonality of W
depends on the outcome of this procedure.
Figure 5. In a hexagonal web the constructed hexagon closes. On the right
we see an example of a discrete realization of a 3-web that is not hexagonal
so that open spaces are not bordered by exactly three curves.
Fix a general point p ∈ X as illustrated in Figure 5. We consider the three
curves that pass through p ∈ X in some sufficiently small analytic neigh-
borhood U ⊂ X around p ∈ X as illustrated in the 1st image of Figure 5.
Choose q ∈ U on one of the three curves as illustrated in the 2nd image.
The two (orange) remaining curves in W that pass through q intersect two
curves inW that pass through p as is illustrated in the 3th image. We repeat
this procedure as illustrated in the 4th image. We call W a hexagonal web
if the constructed hexagon closes as is illustrated in the 5th image. If the
hexagon does not close as in the 6th image, then W is not hexagonal and
the right image in Figure 5 illustrates an example of a non-hexagonal web.
See Figure 1[b,c,d] and Figure 2 for examples of hexagonal webs. C
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Lemma 5. (triples of families with mutual intersection one)
If X is a weak del Pezzo surface such that 1 ≤ k2 ≤ 5 and u, v, w ∈ G(X)
define simple families such that u · v = v · w = u · w = 1, then there exists
c ∈ E?(X) such that u · c = v · c = w · c = 0.
Proof. We do not require that σ∗(c) = c, thus we may assume without loss of
generality that D(A(X)) = A0 so that the involution σ∗ induced by the real
structure is the identity. By Theorem 4, each possible equivalence class of
N(X), is realized by a row of the classification table in §8.4 whereD(A(X)) =
A0. For each row we recover B(X) from the table in §8.3. Moreover, we
compute G(X) and E?(X), by computing F (X) and E(X) with Algorithm A.
Recall that G(X) = FR(X) by Proposition 4. Finally, we simply verify for
each row that our assertion holds.
Lemma 6. (pullback of pencils of lines)
Suppose that Y is the smooth model of a weak del Pezzo surface X. If there
exists u, v, w ∈ G(X) such that u · v = v · w = u · w = 1, then there exists a
complex birational morphism ξC : Y −→ P2 such that images of simple curves
with class u, v or w define three pencils of lines in P2.
Proof. Since |G(X)| ≥ 3, we find that 1 ≤ k2 ≤ 6 by Proposition 4.
If k2 = 6, then Y is the complex blowup of P2 in three points and admits
exactly three simple families. The pullback of a pencil of lines through any
center of blowup defines a simple family. So this concludes the proof for this
case.
If 1 ≤ k2 ≤ 5, then by Lemma 5 there exists a complex exceptional curve that
is orthogonal to u, v and w. We contract this exceptional curve and by [6,
Proposition 8.1.23] we obtain a weak del Pezzo surface Y ′ of degree one less.
Moreover, by Proposition 3c, the pushforward of the simple families with
classes u, v and w are simple families of Y ′ with respect to an anticanonical
embedding. We repeat the same argument until we obtain a weak del Pezzo
surface Y ′′ of canonical degree 6. We can now conclude the proof of this
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lemma, since we define ξC as the composition of the birational morphism
Y −→ Y ′′ with the birational morphism Y ′′ −→ P2 which is the blowup of
three points in the plane.
Lemma 7. (hexagonal web characterization)
Suppose we are given simple families on a surface X. If there exists a complex
birational map X 99K P2 such that the image of curves in the given simple
families form three pencils of lines in P2, then these simple families form a
hexagonal web.
Proof. The property of hexagonal webs is local does not depend on the real
structure and thus is invariant under complex birational morphisms. The
hexagonal property now follows from Theorem A, since three pencils of lines
in P2 correspond to three lines in P2∗
Proof of Theorem 3. By assumption, there exists u, v, w ∈ G(X) such that
u · v = v · w = u · w = 1. Indeed, u, v and w are classes of simple families
and correspond to three vertices in G(X) that do not share an edge. Let Y0
be the smooth model of X. It follows from the definitions that there exists
a birational map
ψ : X 99K Y0,
such that ψ maps simple curves on X to simple curves of Y0. We follow the
analysis of §6 with the additional assumption that |G(X)| ≥ 3. In particular,
Assumption 1 holds by Lemma 4. We make a case distinction on weak del
Pezzo surface Y` as stated in Lemma 3.
1. By Lemma 2 there exists a birational morphism η` : Y0 −→ Y` such that
simple curves with class u, v or w are mapped to simple curves with u′,
v′ and w′ respectively. Moreover, one has that u′·v′ = v′·w′ = u′·w′ = 1.
By Lemma 6 there exists a complex birational morphism ξC : Y` −→
P2, such that the simple curves with class u′, v′ and w′ are mapped
to three pencils of lines in the plane. The complex birational map
ξC◦η`◦ψ : X 99K P2 and the simple families with classes u, v, w ∈ G(X)
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satisfy the hypothesis of Lemma 7. Thus the three simple families form
a hexagonal web as claimed.
2. Let 0 ≤ j ≤ ` be the maximal index such that Yj  P2. Since |G(X)| ≥
3 we find that 0 < `.
Suppose that Yj is the blowup of P2 in m > 0 real points. By [17,
Lemma 12], a simple family of Yj is defined as the pullback via µj of a
pencil of lines in P2 whose center coincides with the center of blowup. In
particular, we find that m = |G(X)| ≥ 3. The complex birational map
µj ◦ ηj ◦ψ : X 99K P2 and the simple families with class u, v, w ∈ G(X)
satisfy the hypothesis of Lemma 7. Thus these simple families form a
hexagonal web as claimed.
Assume by contradiction that Yj is the blowup of P2 in q ≥ 4 complex
conjugate points. In the proof of Theorem 1 we showed that G(X)
is characterized by Theorem 1.3. Thus we arrived at a contradiction,
since there do not exists three disconnected vertices in G(X).
Finally suppose that Yj is the blowup of P2 in exactly two complex
conjugate points so that |G(Xj)| = 1. It follows from the analysis
of case 2 in the proof of Theorem 1 that G(X) is characterized by
Theorem 1.5. In particular, there exists 0 ≤ t < j such that k · f = −2
for all f ∈ G(Xt). See Example 8 for this scenario with j = ` and t = 0.
It follows from Lemma 2 that the classes u, v, w ∈ G(X) correspond
to classes e0 − ea, e0 − eb, e0 − ec ∈ G(Xt) for some a, b, c > 0. Notice
that the simple families with these classes define optional vertices in
Theorem 1.5 and are the pullback of pencils of lines in P2. Let γ : Y` −→
P2 the birational morphism that is either an isomorphism or contracts
two complex conjugate exceptional curves. The birational map γ ◦
η` ◦ ψ : X 99K P2 and the simple families with class u, v, w ∈ G(X)
satisfy the hypothesis of Lemma 7. Thus these simple families form a
hexagonal web as claimed.
3. We follow the analysis and notation as in case 3 of the proof of The-
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orem 1 (see also Example 8). Since |G(X)| ≥ 3 there exists index
0 ≤ j < ` such that Yj is the blowup of P1×P1 in at least three points
and Yj+1 is the blowup of P1 × P1 in at most one point. In particu-
lar, we find that rankN(Yj) ≥ 5 and kj · f = −2 for all f ∈ G(Xj).
It follows from Lemma 2 that the classes u, v, w ∈ G(X) correspond
to classes u′, v′, w′ ∈ G(Xj) such that u′ · v′ = v′ · w′ = u′ · w′ = 1.
We may assume without loss of generality that u′ = `0 + `1 − ε1 − ε2,
v′ = `0 + `1 − ε2 − ε3 and w′ = `0 + `1 − ε1 − ε3 where σ∗(εi) = εi for
i ∈ {1, 2, 3}. Let γ : Yj −→ Z be the birational morphism that con-
tracts all exceptional curves that are contracted by µi : Yi −→ Yi+1 for
j ≤ i < `, except those exceptional curves with classes ε1, ε2 and ε3.
Recall that the exceptional curves are disjoint by [17, Proposition 1a].
The image Z is the blowup of P1 × P1 in three points. Thus Z defines
the smooth model of a weak del Pezzo surface of canonical degree 5,
where we choose hZ = −kZ as the class of hyperplane sections. It is
straightforward to see that γ∗u′, γ∗v′, γ∗w′ ∈ N(Z) are classes of sim-
ple families with respect to hZ . By Lemma 6 there exists a complex
birational morphism ξC : Z −→ P2 such that the simple families with
classes u′, v′ and w′ are mapped via (ξC ◦ γ) to three pencils of lines in
the plane. The complex birational map ξC ◦ γ ◦ ηt ◦ ψ : X 99K P2 and
the simple families with class u, v, w ∈ G(X) satisfy the hypothesis of
Lemma 7. Thus these simple families form a hexagonal web as claimed.
We concluded the proof of Theorem 3, since we considered all three cases of
Lemma 3.
Proof of Corollary 3. By assumption, X ⊂ Pn contains at least two conics
through each point, and thus we know from [17, Corollary 2] or [27], that
X is either a geometrically ruled surface of degree at most 3 or a weak del
Pezzo surface of canonical degree 3 ≤ k2 ≤ 9 with h ∈ {−1
2
k,−1
3
k,−2
3
k,−k}
the class of hyperplane sections. The linear projection of a hexagonal web is
again hexagonal and thus we only have to classify the linear normalization
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XN ⊂ Pm.
If X is a cubic geometrically ruled surface, then XN ⊂ P4 has parametrization
(1 : t : t2 : s : st) for t, s ∈ R [27, Section 3]. This parametrization gives, for
all β ∈ R, locally an isomorphism between a pencil of conics on XN and a
pencil of lines in R2 defined by s = αt+β with parameter α ∈ R. Therefore,
by Theorem A, X can be covered by an hexagonal web of conics.
Suppose that X is a weak del Pezzo surface. If 8 ≤ k2 ≤ 9, then XN must
be either a quadric surface, the plane or a Veronese surface, since X contains
at least three conics through a general point. Each of these surfaces can
be realized as a hexagonal web (Figure 2). If 3 ≤ k2 ≤ 6, then h = −k,
XN ⊂ Pk2 and by Theorem 4 we can construct a weak del Pezzo surface of
degree k2 such that |G(X)| ≥ 3 and G(X) contains three vertices that do not
share an edge. Thus Corollary 3.5 is a consequence of Theorem 3.
8 TABLES. Classification NS-lattices
8.1 Specification of the tables
We give a description for the headers of the tables in §8.2, §8.3 and §8.4 and
we specify how to use the tables. For the definitions of E(X), R(X), T (X),
B(X), S(X), A(X) ⊂ N(X) and E?(X), F?(X), ER(X), G(X) ⊂ N(X), see
§3 and §4 respectively.
As stated in Theorem 4, each row of the table in §8.4 corresponds to the
isomorphism class of the Neron-Severi lattice of a weak del Pezzo surface X
(see Definition 1). We explain how to reconstruct data [1-4], as specified in
§2.2, for a representative N(X) of a given row in §8.4. In order to find the
generators of a type 1 or type 2 basis, together with the images of the gen-
erators under the unimodular involution σ∗ : N(X) −→ N(X), we determine
the unique row in §8.2 such that the entries degX and D(A(X)) coincide
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with the corresponding entries of the row in §8.4. For a type 1 basis we set
−k = 3e0 − e1 − . . . − er with r = 9 − degX and for a type 2 basis we set
−k = 2(`0 + `1)− ε1− . . .− εs with s = 8−degX. We set h = −αk for some
fixed α ∈ Q>0 (see Definition 1). The set B(X) ⊂ N(X), for a given row in
§8.4, is determined by the row in the table of §8.3 with corresponding row
number. By Lemma 1, the specification of h0 : N(X) −→ Z≥0 is uniquely
determined by B(X). Notice that the row numbers in §8.2 are not linked
with the row numbers of §8.3 and §8.4. See Example 1 for a usecase.
We conclude this section with a description of the table headers:
• deg(X): The canonical degree k2 of X so that data of N(X) is charac-
terized by the corresponding row. The rank of the Neron-Severi lattice
equals 10− deg(X).
• D(A(X)): The Dynkin diagram of the root subsystem S(X) ⊂ R(X)
with root base A(X). This root subsystem determines σ∗ : N(X) −→
N(X) up to conjugacy (see Proposition 1d).
• σ∗: We assume that N(X) is a generated by a type 1 or type 2 basis
and that σ∗ sends generators (e0, . . . , er) or (`0, `1) to the tuple in the
corresponding entry of the table in §8.2.
• D(B(X)): The Dynkin diagram of the root system T (X) ⊂ R(X) with
root base B(X). Each component of the Dynkin diagram D(B(X))
corresponds to an isolated singularity of the linear normalization XN
(see §4).
• B(X): The elements of root base B(X) ⊂ T (X) such that σ∗(B(X)) =
B(X). These elements correspond to the (-2)-curves on Y .
• P1 × P1: The corresponding column entry is ‘y’ if and only if there
exists a real birational map ϕ : P1 × P1 99K X of bidegree (2,2). We
add the *-symbol in case there are no real or disjoint complex conjugate
exceptional curves so that smooth model Y of X is R-minimal [30,
Corollary II.6.6].
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• The remaining headers starting with the #-symbol are cardinalities of
specified subsets of N(X). See Proposition 3 and Proposition 4 for the
geometric meaning of the elements in the subsets.
8.2 Classification of involution σ∗ : N(X) −→ N(X)
See §8.1 for specification of table headers.
deg(X) D(A(X)) σ∗
9 A0 (e0)
8 A′0 (`0, `1)
8 A0 (e0, e1)
8 A1 (`1, `0)
0 7 A0 (e0, e1, e2)
1 7 A1 (e0, e2, e1)
2 6 A0 (e0, e1, e2, e3)
3 6 A′1 (2e0 − e1 − e2 − e3, e0 − e2 − e3, e0 − e1 − e3, e0 − e1 − e2)
4 6 A1 (e0, e2, e1, e3)
5 6 2A1 (2e0 − e1 − e2 − e3, e0 − e1 − e3, e0 − e2 − e3, e0 − e1 − e2)
6 5 A0 (e0, e1, e2, e3, e4)
7 5 A1 (e0, e2, e1, e3, e4)
8 5 2A1 (e0, e2, e1, e4, e3)
9 4 A0 (e0, e1, e2, e3, e4, e5)
10 4 A1 (e0, e2, e1, e3, e4, e5)
11 4 2A′1 (2e0 − e1 − e2 − e3, e0 − e2 − e3, e0 − e1 − e3, e0 − e1 − e2, e5, e4)
12 4 2A1 (e0, e2, e1, e4, e3, e5)
13 4 3A1 (2e0 − e1 − e2 − e3, e0 − e1 − e3, e0 − e2 − e3, e0 − e1 − e2, e5, e4)
14 4 D4 (3e0 − 2e1 − e2 − e3 − e4 − e5, 2e0 − e1 − e2 − e3 − e4 − e5, e0 − e1 − e2,
e0 − e1 − e3, e0 − e1 − e4, e0 − e1 − e5)
15 3 A0 (e0, e1, e2, e3, e4, e5, e6)
16 3 A1 (e0, e2, e1, e3, e4, e5, e6)
17 3 2A1 (e0, e2, e1, e4, e3, e5, e6)
18 3 3A1 (e0, e2, e1, e4, e3, e6, e5)
19 3 D4 (3e0 − 2e1 − e2 − e3 − e4 − e5, 2e0 − e1 − e2 − e3 − e4 − e5, e0 − e1 − e2,
e0 − e1 − e3, e0 − e1 − e4, e0 − e1 − e5, e6)
20 2 A0 (e0, e1, e2, e3, e4, e5, e6, e7)
21 2 A1 (e0, e2, e1, e3, e4, e5, e6, e7)
22 2 2A1 (e0, e2, e1, e4, e3, e5, e6, e7)
23 2 3A′1 (2e0 − e1 − e2 − e3, e0 − e2 − e3, e0 − e1 − e3, e0 − e1 − e2, e5, e4, e7, e6)
24 2 3A1 (e0, e2, e1, e4, e3, e6, e5, e7)
25 2 4A1 (2e0 − e1 − e2 − e3, e0 − e1 − e3, e0 − e2 − e3, e0 − e1 − e2, e5, e4, e7, e6)
26 2 D4 (3e0 − 2e1 − e2 − e3 − e4 − e5, 2e0 − e1 − e2 − e3 − e4 − e5, e0 − e1 − e2,
e0 − e1 − e3, e0 − e1 − e4, e0 − e1 − e5, e6, e7)
27 2 A1 +D4 (3e0 − 2e1 − e2 − e3 − e4 − e5, 2e0 − e1 − e2 − e3 − e4 − e5, e0 − e1 − e2,
e0 − e1 − e3, e0 − e1 − e4, e0 − e1 − e5, e7, e6)
28 2 D6 (4e0 − 3e1 − e2 − e3 − e4 − e5 − e6 − e7, 3e0 − 2e1 − e2 − e3 − e4 − e5 − e6 − e7,
e0 − e1 − e2, e0 − e1 − e3, e0 − e1 − e4, e0 − e1 − e5, e0 − e1 − e6,
e0 − e1 − e7)
29 2 E7 (8e0 − 3e1 − 3e2 − 3e3 − 3e4 − 3e5 − 3e6 − 3e7,
3e0 − 2e1 − e2 − e3 − e4 − e5 − e6 − e7, 3e0 − e1 − 2e2 − e3 − e4 − e5 − e6 − e7,
3e0 − e1 − e2 − 2e3 − e4 − e5 − e6 − e7, 3e0 − e1 − e2 − e3 − 2e4 − e5 − e6 − e7,
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3e0 − e1 − e2 − e3 − e4 − 2e5 − e6 − e7, 3e0 − e1 − e2 − e3 − e4 − e5 − 2e6 − e7,
3e0 − e1 − e2 − e3 − e4 − e5 − e6 − 2e7)
30 1 A0 (e0, e1, e2, e3, e4, e5, e6, e7, e8)
31 1 A1 (e0, e2, e1, e3, e4, e5, e6, e7, e8)
32 1 2A1 (e0, e2, e1, e4, e3, e5, e6, e7, e8)
33 1 3A1 (e0, e2, e1, e4, e3, e6, e5, e7, e8)
34 1 4A1 (e0, e2, e1, e4, e3, e6, e5, e8, e7)
35 1 D4 (3e0 − 2e1 − e2 − e3 − e4 − e5, 2e0 − e1 − e2 − e3 − e4 − e5, e0 − e1 − e2,
e0 − e1 − e3, e0 − e1 − e4, e0 − e1 − e5, e6, e7, e8)
36 1 A1 +D4 (3e0 − 2e1 − e2 − e3 − e4 − e5, 2e0 − e1 − e2 − e3 − e4 − e5, e0 − e1 − e2,
e0 − e1 − e3, e0 − e1 − e4, e0 − e1 − e5, e7, e6, e8)
37 1 D6 (4e0 − 3e1 − e2 − e3 − e4 − e5 − e6 − e7, 3e0 − 2e1 − e2 − e3 − e4 − e5 − e6 − e7,
e0 − e1 − e2, e0 − e1 − e3, e0 − e1 − e4, e0 − e1 − e5, e0 − e1 − e6,
e0 − e1 − e7, e8)
38 1 E7 (8e0 − 3e1 − 3e2 − 3e3 − 3e4 − 3e5 − 3e6 − 3e7,
3e0 − 2e1 − e2 − e3 − e4 − e5 − e6 − e7, 3e0 − e1 − 2e2 − e3 − e4 − e5 − e6 − e7,
3e0 − e1 − e2 − 2e3 − e4 − e5 − e6 − e7, 3e0 − e1 − e2 − e3 − 2e4 − e5 − e6 − e7,
3e0 − e1 − e2 − e3 − e4 − 2e5 − e6 − e7, 3e0 − e1 − e2 − e3 − e4 − e5 − 2e6 − e7,
3e0 − e1 − e2 − e3 − e4 − e5 − e6 − 2e7, e8)
39 1 E8 (17e0 − 6e1 − 6e2 − 6e3 − 6e4 − 6e5 − 6e6 − 6e7 − 6e8,
6e0 − 3e1 − 2e2 − 2e3 − 2e4 − 2e5 − 2e6 − 2e7 − 2e8,
6e0 − 2e1 − 3e2 − 2e3 − 2e4 − 2e5 − 2e6 − 2e7 − 2e8,
6e0 − 2e1 − 2e2 − 3e3 − 2e4 − 2e5 − 2e6 − 2e7 − 2e8,
6e0 − 2e1 − 2e2 − 2e3 − 3e4 − 2e5 − 2e6 − 2e7 − 2e8,
6e0 − 2e1 − 2e2 − 2e3 − 2e4 − 3e5 − 2e6 − 2e7 − 2e8,
6e0 − 2e1 − 2e2 − 2e3 − 2e4 − 2e5 − 3e6 − 2e7 − 2e8,
6e0 − 2e1 − 2e2 − 2e3 − 2e4 − 2e5 − 2e6 − 3e7 − 2e8,
6e0 − 2e1 − 2e2 − 2e3 − 2e4 − 2e5 − 2e6 − 2e7 − 3e8)
8.3 Classification of root base B(X) of singular locus
See §8.1 for specification of table headers.
deg(X) D(A(X)) D(B(X)) B(X)
i 9 A0 A0 {}
ii 8 A′0 A0 {}
iii 8 A1 A0 {}
iv 8 A0 A0 {}
v 8 A′0 A1 {`0 − `1}
0 7 A0 A0 {}
1 7 A0 A1 {e1 − e2}
2 7 A1 A0 {}
3 6 A0 A0 {}
4 6 A0 A1 {e0 − e1 − e2 − e3}
5 6 A0 A1 {e1 − e2}
6 6 A0 2A1 {e1 − e2, e0 − e1 − e2 − e3}
7 6 A0 A2 {e1 − e2, e2 − e3}
8 6 A0 A1 + A2 {e1 − e2, e2 − e3, e0 − e1 − e2 − e3}
9 6 A′1 A0 {}
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10 6 A1 A0 {}
11 6 A′1 A1 {e1 − e2}
12 6 A1 A1 {e0 − e1 − e2 − e3}
13 6 A′1 A2 {e1 − e2, e2 − e3}
14 6 2A1 A0 {}
15 5 A0 A0 {}
16 5 A0 A1 {e1 − e2}
17 5 A0 2A1 {e1 − e2, e3 − e4}
18 5 A0 A2 {e1 − e2, e2 − e3}
19 5 A0 A1 + A2 {e1 − e2, e2 − e3, e0 − e1 − e2 − e3}
20 5 A0 A3 {e1 − e2, e2 − e3, e3 − e4}
21 5 A0 A4 {e1 − e2, e2 − e3, e3 − e4, e0 − e1 − e2 − e3}
22 5 A1 A0 {}
23 5 A1 A1 {e3 − e4}
24 5 A1 A2 {e3 − e4, e0 − e1 − e2 − e3}
25 5 2A1 A0 {}
26 5 2A1 2A1 {e1 − e3, e2 − e4}
27 4 A0 A0 {}
28 4 A0 A1 {e1 − e2}
29 4 A0 2A1 {e4 − e5, e0 − e1 − e2 − e3}
30 4 A0 2A1 {e1 − e2, e3 − e4}
31 4 A0 A2 {e1 − e2, e2 − e3}
32 4 A0 3A1 {e1 − e2, e4 − e5, e0 − e1 − e2 − e3}
33 4 A0 A1 + A2 {e1 − e2, e2 − e3, e4 − e5}
34 4 A0 A3 {e3 − e4, e4 − e5, e0 − e1 − e2 − e3}
35 4 A0 A3 {e1 − e2, e2 − e3, e3 − e4}
36 4 A0 2A1 + A2 {e1 − e2, e2 − e3, e4 − e5, e0 − e1 − e2 − e3}
37 4 A0 4A1 {e2 − e3, e4 − e5, e0 − e1 − e2 − e3, e0 − e1 − e4 − e5}
38 4 A0 A1 + A3 {e1 − e2, e3 − e4, e4 − e5, e0 − e1 − e2 − e3}
39 4 A0 A4 {e1 − e2, e2 − e3, e3 − e4, e4 − e5}
40 4 A0 D4 {e2 − e3, e3 − e4, e4 − e5, e0 − e1 − e2 − e3}
41 4 A0 2A1 + A3 {e1 − e2, e2 − e3, e4 − e5, e0 − e1 − e2 − e3, e0 − e1 − e4 − e5}
42 4 A0 D5 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e0 − e1 − e2 − e3}
43 4 A1 A0 {}
44 4 A1 A1 {e0 − e3 − e4 − e5}
45 4 A1 A1 {e3 − e4}
46 4 A1 2A1 {e0 − e1 − e2 − e5, e0 − e3 − e4 − e5}
47 4 A1 2A1 {e4 − e5, e0 − e1 − e2 − e3}
48 4 A1 A2 {e3 − e4, e4 − e5}
49 4 A1 3A1 {e4 − e5, e0 − e1 − e2 − e3, e0 − e3 − e4 − e5}
50 4 A1 A1 + A2 {e3 − e4, e0 − e1 − e2 − e3, e0 − e3 − e4 − e5}
51 4 A1 A3 {e3 − e4, e4 − e5, e0 − e1 − e2 − e3}
52 4 A1 A1 + A3 {e3 − e4, e4 − e5, e0 − e1 − e2 − e3, e0 − e3 − e4 − e5}
53 4 2A′1 A0 {}
54 4 2A1 A0 {}
55 4 2A′1 A1 {e1 − e2}
56 4 2A1 A1 {e0 − e3 − e4 − e5}
57 4 2A′1 2A1 {e3 − e5, e0 − e1 − e2 − e4}
58 4 2A′1 2A1 {e2 − e3, e0 − e1 − e4 − e5}
59 4 2A1 2A1 {e1 − e3, e2 − e4}
60 4 2A1 2A1 {e0 − e1 − e2 − e5, e0 − e3 − e4 − e5}
61 4 2A′1 A2 {e1 − e2, e2 − e3}
62 4 2A′1 3A1 {e1 − e2, e3 − e5, e0 − e1 − e2 − e4}
63 4 2A′1 A3 {e2 − e3, e3 − e5, e0 − e1 − e2 − e4}
64 4 2A1 A3 {e1 − e3, e2 − e4, e0 − e1 − e2 − e5}
65 4 2A′1 A3 {e1 − e2, e2 − e3, e0 − e1 − e4 − e5}
66 4 2A′1 4A1 {e2 − e4, e3 − e5, e0 − e1 − e2 − e4, e0 − e1 − e3 − e5}
67 4 2A′1 4A1 {e2 − e3, e1 − e5, e0 − e2 − e3 − e4, e0 − e1 − e4 − e5}
68 4 2A1 4A1 {e2 − e3, e1 − e4, e0 − e2 − e3 − e5, e0 − e1 − e4 − e5}
69 4 2A′1 D4 {e1 − e2, e2 − e3, e3 − e5, e0 − e1 − e2 − e4}
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70 4 2A′1 2A1 + A3 {e1 − e2, e2 − e4, e3 − e5, e0 − e1 − e2 − e4, e0 − e1 − e3 − e5}
71 4 3A1 A0 {}
72 4 3A1 A1 {e0 − e3 − e4 − e5}
73 4 3A1 2A1 {e3 − e5, e0 − e1 − e2 − e4}
74 4 3A1 A2 {e2 − e4, e0 − e2 − e3 − e5}
75 4 3A1 3A1 {e3 − e5, e0 − e1 − e2 − e4, e0 − e3 − e4 − e5}
76 4 3A1 2A1 + A2 {e2 − e4, e3 − e5, e0 − e1 − e2 − e4, e0 − e2 − e3 − e5}
77 4 D4 A0 {}
78 4 D4 2A1 {e1 − e5, e0 − e2 − e3 − e4}
79 3 A0 A0 {}
80 3 A0 A1 {e1 − e2}
81 3 A0 2A1 {e1 − e2, e3 − e4}
82 3 A0 A2 {e1 − e2, e2 − e3}
83 3 A0 3A1 {e1 − e2, e3 − e4, e5 − e6}
84 3 A0 A1 + A2 {e1 − e2, e2 − e3, e4 − e5}
85 3 A0 A3 {e1 − e2, e2 − e3, e3 − e4}
86 3 A0 2A1 + A2 {e1 − e2, e2 − e3, e4 − e5, e0 − e1 − e2 − e3}
87 3 A0 2A2 {e1 − e2, e2 − e3, e4 − e5, e5 − e6}
88 3 A0 4A1 {e1 − e2, e3 − e4, e5 − e6, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
89 3 A0 A1 + A3 {e1 − e2, e2 − e3, e3 − e4, e5 − e6}
90 3 A0 A4 {e1 − e2, e2 − e3, e3 − e4, e4 − e5}
91 3 A0 D4 {e2 − e3, e3 − e4, e4 − e5, e0 − e1 − e2 − e3}
92 3 A0 2A1 + A3 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
93 3 A0 A1 + 2A2 {e1 − e2, e2 − e3, e4 − e5, e5 − e6, e0 − e1 − e2 − e3}
94 3 A0 A1 + A4 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e0 − e1 − e2 − e3}
95 3 A0 A5 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6}
96 3 A0 D5 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e0 − e1 − e2 − e3}
97 3 A0 3A2 {e1 − e2, e2 − e3, e4 − e5, e5 − e6, e0 − e1 − e2 − e3, e0 − e4 − e5 − e6}
98 3 A0 A1 + A5 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
99 3 A0 E6 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, e0 − e1 − e2 − e3}
100 3 A1 A0 {}
101 3 A1 A1 {e0 − e3 − e4 − e5}
102 3 A1 2A1 {e0 − e1 − e2 − e5, e0 − e3 − e4 − e5}
103 3 A1 A2 {e5 − e6, e0 − e3 − e4 − e5}
104 3 A1 3A1 {e3 − e4, e5 − e6, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
105 3 A1 A1 + A2 {e3 − e5, e0 − e1 − e2 − e6, e0 − e3 − e4 − e6}
106 3 A1 A3 {e5 − e6, e0 − e1 − e2 − e5, e0 − e3 − e4 − e5}
107 3 A1 2A2 {e4 − e5, e3 − e6, e0 − e1 − e2 − e4, e0 − e3 − e4 − e5}
108 3 A1 A1 + A3 {e3 − e4, e4 − e5, e0 − e1 − e2 − e6, e0 − e3 − e4 − e6}
109 3 A1 A4 {e3 − e4, e4 − e6, e0 − e1 − e2 − e3, e0 − e3 − e4 − e5}
110 3 A1 A5 {e3 − e4, e4 − e5, e5 − e6, e0 − e1 − e2 − e3, e0 − e3 − e4 − e5}
111 3 2A1 A0 {}
112 3 2A1 A1 {e0 − e3 − e4 − e5}
113 3 2A1 2A1 {e1 − e3, e2 − e4}
114 3 2A1 2A1 {e0 − e1 − e2 − e5, e0 − e3 − e4 − e5}
115 3 2A1 A2 {e5 − e6, e0 − e3 − e4 − e5}
116 3 2A1 3A1 {e1 − e3, e2 − e4, e5 − e6}
117 3 2A1 A3 {e1 − e3, e2 − e4, e0 − e1 − e2 − e5}
118 3 2A1 A3 {e5 − e6, e0 − e1 − e2 − e5, e0 − e3 − e4 − e5}
119 3 2A1 4A1 {e0 − e2 − e3 − e5, e0 − e1 − e4 − e5, e0 − e1 − e3 − e6, e0 − e2 − e4 − e6}
120 3 2A1 4A1 {e1 − e3, e2 − e4, e5 − e6, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
121 3 2A1 D4 {e2 − e3, e1 − e4, e5 − e6, e0 − e1 − e2 − e5}
122 3 2A1 2A1 + A3 {e1 − e3, e2 − e4, e0 − e1 − e2 − e5, e0 − e1 − e3 − e6, e0 − e2 − e4 − e6}
123 3 3A1 A0 {}
124 3 3A1 A1 {2e0 − e1 − e2 − e3 − e4 − e5 − e6}
125 3 3A1 2A1 {e1 − e3, e2 − e4}
126 3 3A1 A2 {e0 − e1 − e3 − e5, e0 − e2 − e4 − e6}
127 3 3A1 3A1 {e1 − e3, e2 − e4, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
128 3 3A1 2A1 + A2 {e4 − e5, e3 − e6, e0 − e2 − e4 − e5, e0 − e1 − e3 − e6}
129 3 3A1 2A2 {e2 − e3, e1 − e4, e4 − e5, e3 − e6}
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130 3 3A1 A1 + 2A2 {e2 − e3, e1 − e4, e4 − e5, e3 − e6, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
131 3 3A1 3A2 {e2 − e3, e1 − e4, e4 − e5, e3 − e6, e0 − e1 − e4 − e5, e0 − e2 − e3 − e6}
132 3 D4 A0 {}
133 3 D4 2A1 {e0 − e2 − e3 − e6, e0 − e4 − e5 − e6}
134 3 D4 2A2 {e1 − e2, e5 − e6, e0 − e3 − e4 − e5, e0 − e1 − e5 − e6}
135 2 A0 A0 {}
136 2 A0 A1 {e1 − e2}
137 2 A0 2A1 {e1 − e2, e3 − e4}
138 2 A0 A2 {e1 − e2, e2 − e3}
139 2 A0 3A1 {e4 − e5, e6 − e7, e0 − e1 − e2 − e3}
140 2 A0 3A1 {e1 − e2, e3 − e4, e5 − e6}
141 2 A0 A1 + A2 {e1 − e2, e2 − e3, e4 − e5}
142 2 A0 A3 {e1 − e2, e2 − e3, e3 − e4}
143 2 A0 2A1 + A2 {e1 − e2, e2 − e3, e4 − e5, e6 − e7}
144 2 A0 2A2 {e1 − e2, e2 − e3, e4 − e5, e5 − e6}
145 2 A0 4A1 {e1 − e2, e4 − e5, e6 − e7, e0 − e1 − e2 − e3}
146 2 A0 4A1 {e1 − e2, e3 − e4, e5 − e6, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
147 2 A0 A1 + A3 {e3 − e4, e4 − e5, e6 − e7, e0 − e1 − e2 − e3}
148 2 A0 A1 + A3 {e1 − e2, e2 − e3, e3 − e4, e5 − e6}
149 2 A0 A4 {e1 − e2, e2 − e3, e3 − e4, e4 − e5}
150 2 A0 D4 {e2 − e3, e3 − e4, e4 − e5, e0 − e1 − e2 − e3}
151 2 A0 2A1 + A3 {e1 − e2, e3 − e4, e4 − e5, e6 − e7, e0 − e1 − e2 − e3}
152 2 A0 2A1 + A3 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
153 2 A0 3A1 + A2 {e1 − e2, e2 − e3, e4 − e5, e6 − e7, e0 − e1 − e2 − e3}
154 2 A0 5A1 {e2 − e3, e4 − e5, e6 − e7, e0 − e1 − e2 − e3, e0 − e1 − e4 − e5}
155 2 A0 A1 + 2A2 {e1 − e2, e2 − e3, e4 − e5, e5 − e6, e0 − e1 − e2 − e3}
156 2 A0 A1 + A4 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e6 − e7}
157 2 A0 A1 +D4 {e2 − e3, e3 − e4, e4 − e5, e6 − e7, e0 − e1 − e2 − e3}
158 2 A0 A2 + A3 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e6 − e7}
159 2 A0 A5 {e3 − e4, e4 − e5, e5 − e6, e6 − e7, e0 − e1 − e2 − e3}
160 2 A0 A5 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6}
161 2 A0 D5 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e0 − e1 − e2 − e3}
162 2 A0 2A1 +D4 {e2 − e3, e4 − e5, e5 − e6, e6 − e7, e0 − e1 − e2 − e3, e0 − e1 − e4 − e5}
163 2 A0 2A3 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e6 − e7, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
164 2 A0 3A1 + A3 {e1 − e2, e2 − e3, e4 − e5, e6 − e7, e0 − e1 − e2 − e3, e0 − e1 − e4 − e5}
165 2 A0 3A2 {e1 − e2, e2 − e3, e4 − e5, e5 − e6, e0 − e1 − e2 − e3, e0 − e4 − e5 − e6}
166 2 A0 6A1 {e1 − e2, e3 − e4, e5 − e6, e0 − e1 − e2 − e7, e0 − e3 − e4 − e7, e0 − e5 − e6 − e7}
167 2 A0 A1 + A2 + A3 {e1 − e2, e2 − e3, e4 − e5, e5 − e6, e6 − e7, e0 − e1 − e2 − e3}
168 2 A0 A1 + A5 {e1 − e2, e3 − e4, e4 − e5, e5 − e6, e6 − e7, e0 − e1 − e2 − e3}
169 2 A0 A1 + A5 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
170 2 A0 A1 +D5 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e6 − e7, e0 − e1 − e2 − e3}
171 2 A0 A2 + A4 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e6 − e7, e0 − e1 − e2 − e3}
172 2 A0 A6 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, e6 − e7}
173 2 A0 D6 {e2 − e3, e3 − e4, e4 − e5, e5 − e6, e6 − e7, e0 − e1 − e2 − e3}
174 2 A0 E6 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, e0 − e1 − e2 − e3}
175 2 A0 3A1 +D4 {e1 − e2, e3 − e4, e4 − e5, e5 − e6, e0 − e1 − e2 − e7, e0 − e3 − e4 − e7,
2e0 − e1 − e2 − e3 − e4 − e5 − e6}
176 2 A0 7A1 {e1 − e2, e3 − e4, e5 − e6, e0 − e1 − e2 − e7, e0 − e3 − e4 − e7,
e0 − e5 − e6 − e7, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
177 2 A0 A1 + 2A3 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e6 − e7, e0 − e5 − e6 − e7,
2e0 − e1 − e2 − e3 − e4 − e5 − e6}
178 2 A0 A1 +D6 {e1 − e2, e2 − e3, e4 − e5, e5 − e6, e6 − e7, e0 − e1 − e2 − e3,
e0 − e1 − e4 − e5}
179 2 A0 A2 + A5 {e1 − e2, e2 − e3, e4 − e5, e5 − e6, e6 − e7, e0 − e1 − e2 − e3,
e0 − e4 − e5 − e6}
180 2 A0 A7 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, e6 − e7,
2e0 − e1 − e2 − e3 − e4 − e5 − e6}
181 2 A0 E7 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, e6 − e7, e0 − e1 − e2 − e3}
182 2 A1 A0 {}
183 2 2A1 A0 {}
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184 2 3A′1 A0 {}
185 2 3A1 A0 {}
186 2 4A1 A0 {}
187 2 D4 A0 {}
188 2 A1 +D4 A0 {}
189 2 D6 A0 {}
190 2 E7 A0 {}
191 1 A0 A0 {}
192 1 A0 A1 {e1 − e2}
193 1 A0 2A1 {e1 − e2, e3 − e4}
194 1 A0 A2 {e1 − e2, e2 − e3}
195 1 A0 3A1 {e1 − e2, e3 − e4, e5 − e6}
196 1 A0 A1 + A2 {e1 − e2, e2 − e3, e4 − e5}
197 1 A0 A3 {e1 − e2, e2 − e3, e3 − e4}
198 1 A0 2A1 + A2 {e1 − e2, e2 − e3, e4 − e5, e6 − e7}
199 1 A0 2A2 {e1 − e2, e2 − e3, e4 − e5, e5 − e6}
200 1 A0 4A1 {e1 − e2, e3 − e4, e5 − e6, e7 − e8}
201 1 A0 4A1 {e1 − e2, e3 − e4, e5 − e6, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
202 1 A0 A1 + A3 {e1 − e2, e2 − e3, e3 − e4, e5 − e6}
203 1 A0 A4 {e1 − e2, e2 − e3, e3 − e4, e4 − e5}
204 1 A0 D4 {e2 − e3, e3 − e4, e4 − e5, e0 − e1 − e2 − e3}
205 1 A0 2A1 + A3 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e7 − e8}
206 1 A0 2A1 + A3 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
207 1 A0 3A1 + A2 {e1 − e2, e2 − e3, e4 − e5, e6 − e7, e0 − e1 − e2 − e3}
208 1 A0 5A1 {e1 − e2, e3 − e4, e5 − e6, e7 − e8, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
209 1 A0 A1 + 2A2 {e1 − e2, e2 − e3, e4 − e5, e5 − e6, e7 − e8}
210 1 A0 A1 + A4 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e6 − e7}
211 1 A0 A1 +D4 {e2 − e3, e3 − e4, e4 − e5, e6 − e7, e0 − e1 − e2 − e3}
212 1 A0 A2 + A3 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e6 − e7}
213 1 A0 A5 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6}
214 1 A0 D5 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e0 − e1 − e2 − e3}
215 1 A0 2A1 + 2A2 {e1 − e2, e2 − e3, e4 − e5, e5 − e6, e7 − e8, e0 − e1 − e2 − e3}
216 1 A0 2A1 + A4 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e7 − e8, e0 − e1 − e2 − e3}
217 1 A0 2A1 +D4 {e1 − e2, e3 − e4, e5 − e6, e6 − e7, e7 − e8, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
218 1 A0 2A3 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e6 − e7, e7 − e8}
219 1 A0 2A3 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e6 − e7, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
220 1 A0 3A1 + A3 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e7 − e8, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
221 1 A0 3A2 {e1 − e2, e2 − e3, e4 − e5, e5 − e6, e0 − e1 − e2 − e3, e0 − e4 − e5 − e6}
222 1 A0 4A1 + A2 {e2 − e3, e4 − e5, e6 − e7, e7 − e8, e0 − e1 − e2 − e3, e0 − e1 − e4 − e5}
223 1 A0 6A1 {e1 − e2, e3 − e4, e5 − e6, e7 − e8, 2e0 − e1 − e2 − e5 − e6 − e7 − e8,
2e0 − e1 − e2 − e3 − e4 − e5 − e6}
224 1 A0 A1 + A2 + A3 {e1 − e2, e2 − e3, e4 − e5, e5 − e6, e6 − e7, e0 − e1 − e2 − e3}
225 1 A0 A1 + A5 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, e7 − e8}
226 1 A0 A1 + A5 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
227 1 A0 A1 +D5 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e6 − e7, e0 − e1 − e2 − e3}
228 1 A0 A2 + A4 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e6 − e7, e7 − e8}
229 1 A0 A2 +D4 {e2 − e3, e3 − e4, e4 − e5, e6 − e7, e7 − e8, e0 − e1 − e2 − e3}
230 1 A0 A6 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, e6 − e7}
231 1 A0 D6 {e2 − e3, e3 − e4, e4 − e5, e5 − e6, e6 − e7, e0 − e1 − e2 − e3}
232 1 A0 E6 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, e0 − e1 − e2 − e3}
233 1 A0 2A1 + A2 + A3 {e1 − e2, e2 − e3, e4 − e5, e6 − e7, e7 − e8, e0 − e1 − e2 − e3,
e0 − e1 − e4 − e5}
234 1 A0 2A1 + A5 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, e7 − e8,
2e0 − e1 − e2 − e3 − e4 − e5 − e6}
235 1 A0 2A1 +D5 {e2 − e3, e4 − e5, e5 − e6, e6 − e7, e7 − e8, e0 − e1 − e2 − e3,
e0 − e1 − e4 − e5}
236 1 A0 3A1 +D4 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e7 − e8,
2e0 − e1 − e2 − e5 − e6 − e7 − e8, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
237 1 A0 4A1 + A3 {e1 − e2, e3 − e4, e5 − e6, e7 − e8, e0 − e1 − e2 − e7, e0 − e3 − e4 − e7,
2e0 − e1 − e2 − e3 − e4 − e5 − e6}
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238 1 A0 7A1 {e1 − e2, e3 − e4, e5 − e6, e0 − e1 − e2 − e7, e0 − e3 − e4 − e7,
e0 − e5 − e6 − e7, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
239 1 A0 A1 + 2A3 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e6 − e7, e0 − e5 − e6 − e7,
2e0 − e1 − e2 − e3 − e4 − e5 − e6}
240 1 A0 A1 + 3A2 {e1 − e2, e2 − e3, e4 − e5, e5 − e6, e7 − e8, e0 − e1 − e2 − e3,
e0 − e4 − e5 − e6}
241 1 A0 A1 + A2 + A4 {e1 − e2, e2 − e3, e4 − e5, e5 − e6, e6 − e7, e7 − e8, e0 − e1 − e2 − e3}
242 1 A0 A1 + A6 {e1 − e2, e3 − e4, e4 − e5, e5 − e6, e6 − e7, e7 − e8, e0 − e1 − e2 − e3}
243 1 A0 A1 +D6 {e1 − e2, e3 − e4, e4 − e5, e5 − e6, e6 − e7, e7 − e8,
2e0 − e1 − e2 − e3 − e4 − e5 − e6}
244 1 A0 A1 + E6 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, e7 − e8, e0 − e1 − e2 − e3}
245 1 A0 A2 + A5 {e1 − e2, e2 − e3, e4 − e5, e5 − e6, e6 − e7, e0 − e1 − e2 − e3,
e0 − e4 − e5 − e6}
246 1 A0 A2 +D5 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e6 − e7, e7 − e8, e0 − e1 − e2 − e3}
247 1 A0 A3 + A4 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e6 − e7, e7 − e8, e0 − e1 − e2 − e3}
248 1 A0 A3 +D4 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e6 − e7, e7 − e8,
2e0 − e1 − e2 − e3 − e4 − e5 − e6}
249 1 A0 A7 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, e6 − e7, e7 − e8}
250 1 A0 A7 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, e6 − e7,
2e0 − e1 − e2 − e3 − e4 − e5 − e6}
251 1 A0 D7 {e2 − e3, e3 − e4, e4 − e5, e5 − e6, e6 − e7, e7 − e8, e0 − e1 − e2 − e3}
252 1 A0 E7 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, e6 − e7, e0 − e1 − e2 − e3}
253 1 A0 2A1 + 2A3 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e6 − e7, e0 − e5 − e6 − e7,
2e0 − e1 − e2 − e3 − e4 − e5 − e6, 3e0 − e1 − e2 − e3 − e4 − e5 − e6 − e7 − 2e8}
254 1 A0 2A1 +D6 {e1 − e2, e3 − e4, e4 − e5, e5 − e6, e7 − e8, e0 − e1 − e2 − e7,
e0 − e3 − e4 − e7, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
255 1 A0 2A4 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e6 − e7, e7 − e8,
e0 − e6 − e7 − e8, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
256 1 A0 2D4 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e6 − e7, e7 − e8,
2e0 − e1 − e2 − e5 − e6 − e7 − e8, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
257 1 A0 4A1 +D4 {e1 − e2, e3 − e4, e5 − e6, e7 − e8, e0 − e1 − e2 − e7, e0 − e3 − e4 − e7,
e0 − e5 − e6 − e7, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
258 1 A0 4A2 {e0 − e1 − e2 − e3, e0 − e3 − e4 − e5, e0 − e1 − e5 − e6, e0 − e2 − e5 − e8,
e0 − e3 − e6 − e7, e0 − e2 − e4 − e7, e0 − e4 − e6 − e8, e0 − e1 − e7 − e8}
259 1 A0 8A1 {e1 − e2, e3 − e4, e5 − e6, e0 − e1 − e2 − e7, e0 − e3 − e4 − e7,
e0 − e5 − e6 − e7, 2e0 − e1 − e2 − e3 − e4 − e5 − e6,
3e0 − e1 − e2 − e3 − e4 − e5 − e6 − e7 − 2e8}
260 1 A0 A1 + A2 + A5 {e1 − e2, e2 − e3, e4 − e5, e6 − e7, e7 − e8, e0 − e1 − e2 − e3,
e0 − e1 − e4 − e5, e0 − e6 − e7 − e8}
261 1 A0 A1 + A7 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, e6 − e7,
2e0 − e1 − e2 − e3 − e4 − e5 − e6, 3e0 − e1 − e2 − e3 − e4 − e5 − e6 − e7 − 2e8}
262 1 A0 A1 + E7 {e1 − e2, e2 − e3, e4 − e5, e5 − e6, e6 − e7, e7 − e8,
e0 − e1 − e2 − e3, e0 − e1 − e4 − e5}
263 1 A0 A2 + E6 {e1 − e2, e2 − e3, e4 − e5, e5 − e6, e6 − e7, e7 − e8,
e0 − e1 − e2 − e3, e0 − e4 − e5 − e6}
264 1 A0 A3 +D5 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e6 − e7, e7 − e8,
e0 − e5 − e6 − e7, 2e0 − e1 − e2 − e3 − e4 − e5 − e6}
265 1 A0 A8 {e1 − e2, e2 − e3, e3 − e4, e5 − e6, e6 − e7, e7 − e8,
e0 − e1 − e2 − e3, e0 − e5 − e6 − e7}
266 1 A0 D8 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, e6 − e7, e7 − e8,
2e0 − e1 − e2 − e3 − e4 − e5 − e6}
267 1 A0 E8 {e1 − e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, e6 − e7, e7 − e8,
e0 − e1 − e2 − e3}
268 1 A1 A0 {}
269 1 2A1 A0 {}
270 1 3A1 A0 {}
271 1 4A1 A0 {}
272 1 D4 A0 {}
273 1 A1 +D4 A0 {}
274 1 D6 A0 {}
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275 1 E7 A0 {}
276 1 E8 A0 {}
8.4 Cardinalities of distinguished subsets of N(X)
See §8.1 for specification of table headers.
deg(X) D(A(X)) D(B(X)) P1 × P1 #E?(X) #F?(X) #ER(X) #G(X)
i 9 A0 A0 y∗ 0 0 0 1
ii 8 A′0 A0 y∗ 0 2 0 2
iii 8 A1 A0 y∗ 0 0 0 1
iv 8 A0 A0 n 1 1 1 1
v 8 A′0 A1 n∗ 0 1 0 1
0 7 A0 A0 y 3 2 3 2
1 7 A0 A1 n 2 1 2 1
2 7 A1 A0 n 3 2 1 1
3 6 A0 A0 y 6 3 6 3
4 6 A0 A1 y 3 3 3 3
5 6 A0 A1 y 4 2 4 2
6 6 A0 2A1 y 2 2 2 2
7 6 A0 A2 n 2 1 2 1
8 6 A0 A1 + A2 n 1 1 1 1
9 6 A′1 A0 y 6 3 0 3
10 6 A1 A0 n 6 3 2 1
11 6 A′1 A1 y 4 2 0 2
12 6 A1 A1 n 3 3 1 1
13 6 A′1 A2 n 2 1 0 1
14 6 2A1 A0 n 6 3 0 1
15 5 A0 A0 y 10 5 10 5
16 5 A0 A1 y 7 4 7 4
17 5 A0 2A1 y 5 3 5 3
18 5 A0 A2 y 4 3 4 3
19 5 A0 A1 + A2 y 3 2 3 2
20 5 A0 A3 y 2 2 2 2
21 5 A0 A4 n 1 1 1 1
22 5 A1 A0 y 10 5 4 3
23 5 A1 A1 y 7 4 3 2
24 5 A1 A2 n 4 3 2 1
25 5 2A1 A0 n 10 5 2 1
26 5 2A1 2A1 n 5 3 1 1
27 4 A0 A0 y 16 10 16 10
28 4 A0 A1 y 12 8 12 8
29 4 A0 2A1 y 8 7 8 7
30 4 A0 2A1 y 9 6 9 6
31 4 A0 A2 y 8 6 8 6
32 4 A0 3A1 y 6 5 6 5
33 4 A0 A1 + A2 y 6 4 6 4
34 4 A0 A3 y 4 5 4 5
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35 4 A0 A3 y 5 4 5 4
36 4 A0 2A1 + A2 y 4 3 4 3
37 4 A0 4A1 y 4 4 4 4
38 4 A0 A1 + A3 y 3 3 3 3
39 4 A0 A4 y 3 2 3 2
40 4 A0 D4 y 2 3 2 3
41 4 A0 2A1 + A3 y 2 2 2 2
42 4 A0 D5 n 1 1 1 1
43 4 A1 A0 y 16 10 8 6
44 4 A1 A1 y 12 8 4 6
45 4 A1 A1 y 12 8 6 4
46 4 A1 2A1 y 9 6 3 4
47 4 A1 2A1 y 8 7 4 3
48 4 A1 A2 y 8 6 4 2
49 4 A1 3A1 y 6 5 2 3
50 4 A1 A1 + A2 y 6 4 2 2
51 4 A1 A3 n 4 5 2 1
52 4 A1 A1 + A3 n 3 3 1 1
53 4 2A′1 A0 y 16 10 0 6
54 4 2A1 A0 n 16 10 4 2
55 4 2A′1 A1 y 12 8 0 4
56 4 2A1 A1 n 12 8 2 2
57 4 2A′1 2A1 y 8 7 0 5
58 4 2A′1 2A1 y 8 7 0 3
59 4 2A1 2A1 n 9 6 3 2
60 4 2A1 2A1 n 9 6 1 2
61 4 2A′1 A2 y 8 6 0 2
62 4 2A′1 3A1 y 6 5 0 3
63 4 2A′1 A3 y 4 5 0 3
64 4 2A1 A3 n 5 4 1 2
65 4 2A′1 A3 n 4 5 0 1
66 4 2A′1 4A1 y 4 4 0 4
67 4 2A′1 4A1 y 4 4 0 2
68 4 2A1 4A1 n 4 4 2 2
69 4 2A′1 D4 n 2 3 0 1
70 4 2A′1 2A1 + A3 y 2 2 0 2
71 4 3A1 A0 n 16 10 0 2
72 4 3A1 A1 n 12 8 0 2
73 4 3A1 2A1 n 8 7 0 1
74 4 3A1 A2 n 8 6 0 2
75 4 3A1 3A1 n 6 5 0 1
76 4 3A1 2A1 + A2 n 4 3 0 1
77 4 D4 A0 n∗ 16 10 0 2
78 4 D4 2A1 n∗ 8 7 0 1
79 3 A0 A0 y 27 27 27 27
80 3 A0 A1 y 21 21 21 21
81 3 A0 2A1 y 16 16 16 16
82 3 A0 A2 y 15 15 15 15
83 3 A0 3A1 y 12 12 12 12
84 3 A0 A1 + A2 y 11 11 11 11
85 3 A0 A3 y 10 10 10 10
86 3 A0 2A1 + A2 y 8 8 8 8
87 3 A0 2A2 y 7 7 7 7
88 3 A0 4A1 y 9 9 9 9
89 3 A0 A1 + A3 y 7 7 7 7
90 3 A0 A4 y 6 6 6 6
91 3 A0 D4 y 6 6 6 6
92 3 A0 2A1 + A3 y 5 5 5 5
93 3 A0 A1 + 2A2 y 5 5 5 5
94 3 A0 A1 + A4 y 4 4 4 4
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95 3 A0 A5 y 3 3 3 3
96 3 A0 D5 y 3 3 3 3
97 3 A0 3A2 y 3 3 3 3
98 3 A0 A1 + A5 y 2 2 2 2
99 3 A0 E6 n 1 1 1 1
100 3 A1 A0 y 27 27 15 15
101 3 A1 A1 y 21 21 11 11
102 3 A1 2A1 y 16 16 8 8
103 3 A1 A2 y 15 15 7 7
104 3 A1 3A1 y 12 12 6 6
105 3 A1 A1 + A2 y 11 11 5 5
106 3 A1 A3 y 10 10 4 4
107 3 A1 2A2 y 7 7 3 3
108 3 A1 A1 + A3 y 7 7 3 3
109 3 A1 A4 y 6 6 2 2
110 3 A1 A5 n 3 3 1 1
111 3 2A1 A0 y 27 27 7 7
112 3 2A1 A1 y 21 21 5 5
113 3 2A1 2A1 y 16 16 6 6
114 3 2A1 2A1 y 16 16 4 4
115 3 2A1 A2 y 15 15 3 3
116 3 2A1 3A1 y 12 12 4 4
117 3 2A1 A3 y 10 10 4 4
118 3 2A1 A3 n 10 10 2 2
119 3 2A1 4A1 y 9 9 5 5
120 3 2A1 4A1 y 9 9 3 3
121 3 2A1 D4 n 6 6 2 2
122 3 2A1 2A1 + A3 y 5 5 3 3
123 3 3A1 A0 n 27 27 3 3
124 3 3A1 A1 n 21 21 3 3
125 3 3A1 2A1 n 16 16 2 2
126 3 3A1 A2 n 15 15 3 3
127 3 3A1 3A1 n 12 12 2 2
128 3 3A1 2A1 + A2 n 8 8 2 2
129 3 3A1 2A2 n 7 7 1 1
130 3 3A1 A1 + 2A2 n 5 5 1 1
131 3 3A1 3A2 n 3 3 1 1
132 3 D4 A0 n 27 27 3 3
133 3 D4 2A1 n 16 16 2 2
134 3 D4 2A2 n 7 7 1 1
135 2 A0 A0 y 56 126 56 126
136 2 A0 A1 y 44 93 44 93
137 2 A0 2A1 y 34 68 34 68
138 2 A0 A2 y 32 61 32 61
139 2 A0 3A1 y 25 51 25 51
140 2 A0 3A1 y 26 49 26 49
141 2 A0 A1 + A2 y 24 44 24 44
142 2 A0 A3 y 22 37 22 37
143 2 A0 2A1 + A2 y 18 31 18 31
144 2 A0 2A2 y 16 28 16 28
145 2 A0 4A1 y 19 36 19 36
146 2 A0 4A1 y 20 35 20 35
147 2 A0 A1 + A3 y 15 28 15 28
148 2 A0 A1 + A3 y 16 26 16 26
149 2 A0 A4 y 14 21 14 21
150 2 A0 D4 y 14 19 14 19
151 2 A0 2A1 + A3 y 11 19 11 19
152 2 A0 2A1 + A3 y 12 18 12 18
153 2 A0 3A1 + A2 y 13 22 13 22
154 2 A0 5A1 y 14 26 14 26
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155 2 A0 A1 + 2A2 y 12 19 12 19
156 2 A0 A1 + A4 y 10 14 10 14
157 2 A0 A1 +D4 y 9 14 9 14
158 2 A0 A2 + A3 y 10 16 10 16
159 2 A0 A5 y 7 13 7 13
160 2 A0 A5 y 8 11 8 11
161 2 A0 D5 y 8 9 8 9
162 2 A0 2A1 +D4 y 6 10 6 10
163 2 A0 2A3 y 6 9 6 9
164 2 A0 3A1 + A3 y 8 13 8 13
165 2 A0 3A2 y 8 11 8 11
166 2 A0 6A1 y 10 19 10 19
167 2 A0 A1 + A2 + A3 y 7 11 7 11
168 2 A0 A1 + A5 y 5 8 5 8
169 2 A0 A1 + A5 y 6 7 6 7
170 2 A0 A1 +D5 y 5 6 5 6
171 2 A0 A2 + A4 y 6 8 6 8
172 2 A0 A6 y 4 5 4 5
173 2 A0 D6 y 3 5 3 5
174 2 A0 E6 y 4 3 4 3
175 2 A0 3A1 +D4 y 4 7 4 7
176 2 A0 7A1 y 7 14 7 14
177 2 A0 A1 + 2A3 y 4 6 4 6
178 2 A0 A1 +D6 y 2 3 2 3
179 2 A0 A2 + A5 y 3 4 3 4
180 2 A0 A7 y 2 2 2 2
181 2 A0 E7 n 1 1 1 1
182 2 A1 A0 y 56 126 32 60
183 2 2A1 A0 y 56 126 16 26
184 2 3A′1 A0 y 56 126 0 24
185 2 3A1 A0 n 56 126 8 8
186 2 4A1 A0 n 56 126 0 6
187 2 D4 A0 n 56 126 8 6
188 2 A1 +D4 A0 n 56 126 0 4
189 2 D6 A0 n∗ 56 126 0 2
190 2 E7 A0 n∗ 56 126 0 0
191 1 A0 A0 y 240 2160 240 2160
192 1 A0 A1 y 183 1458 183 1458
193 1 A0 2A1 y 138 981 138 981
194 1 A0 A2 y 127 828 127 828
195 1 A0 3A1 y 103 657 103 657
196 1 A0 A1 + A2 y 94 555 94 555
197 1 A0 A3 y 83 423 83 423
198 1 A0 2A1 + A2 y 69 369 69 369
199 1 A0 2A2 y 62 313 62 313
200 1 A0 4A1 y 76 438 76 438
201 1 A0 4A1 y 77 438 77 438
202 1 A0 A1 + A3 y 60 282 60 282
203 1 A0 A4 y 51 201 51 201
204 1 A0 D4 y 49 171 49 171
205 1 A0 2A1 + A3 y 43 186 43 186
206 1 A0 2A1 + A3 y 44 186 44 186
207 1 A0 3A1 + A2 y 50 244 50 244
208 1 A0 5A1 y 56 291 56 291
209 1 A0 A1 + 2A2 y 45 205 45 205
210 1 A0 A1 + A4 y 36 132 36 132
211 1 A0 A1 +D4 y 34 114 34 114
212 1 A0 A2 + A3 y 38 158 38 158
213 1 A0 A5 y 29 91 29 91
214 1 A0 D5 y 27 66 27 66
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215 1 A0 2A1 + 2A2 y 32 134 32 134
216 1 A0 2A1 + A4 y 25 86 25 86
217 1 A0 2A1 +D4 y 24 75 24 75
218 1 A0 2A3 y 22 79 22 79
219 1 A0 2A3 y 23 79 23 79
220 1 A0 3A1 + A3 y 31 122 31 122
221 1 A0 3A2 y 29 111 29 111
222 1 A0 4A1 + A2 y 36 161 36 161
223 1 A0 6A1 y 41 193 41 193
224 1 A0 A1 + A2 + A3 y 27 102 27 102
225 1 A0 A1 + A5 y 20 58 20 58
226 1 A0 A1 + A5 y 21 58 21 58
227 1 A0 A1 +D5 y 18 43 18 43
228 1 A0 A2 + A4 y 22 72 22 72
229 1 A0 A2 +D4 y 20 64 20 64
230 1 A0 A6 y 15 39 15 39
231 1 A0 D6 y 13 26 13 26
232 1 A0 E6 y 13 19 13 19
233 1 A0 2A1 + A2 + A3 y 19 66 19 66
234 1 A0 2A1 + A5 y 14 37 14 37
235 1 A0 2A1 +D5 y 12 28 12 28
236 1 A0 3A1 +D4 y 17 49 17 49
237 1 A0 4A1 + A3 y 22 80 22 80
238 1 A0 7A1 y 30 128 30 128
239 1 A0 A1 + 2A3 y 16 50 16 50
240 1 A0 A1 + 3A2 y 20 72 20 72
241 1 A0 A1 + A2 + A4 y 15 46 15 46
242 1 A0 A1 + A6 y 10 24 10 24
243 1 A0 A1 +D6 y 9 16 9 16
244 1 A0 A1 + E6 y 8 12 8 12
245 1 A0 A2 + A5 y 12 30 12 30
246 1 A0 A2 +D5 y 10 23 10 23
247 1 A0 A3 + A4 y 12 35 12 35
248 1 A0 A3 +D4 y 11 32 11 32
249 1 A0 A7 y 7 15 7 15
250 1 A0 A7 y 8 15 8 15
251 1 A0 D7 y 5 10 5 10
252 1 A0 E7 y 5 5 5 5
253 1 A0 2A1 + 2A3 y 11 32 11 32
254 1 A0 2A1 +D6 y 6 10 6 10
255 1 A0 2A4 y 6 15 6 15
256 1 A0 2D4 y 5 13 5 13
257 1 A0 4A1 +D4 y 12 32 12 32
258 1 A0 4A2 y 12 38 12 38
259 1 A0 8A1 y 22 85 22 85
260 1 A0 A1 + A2 + A5 y 8 19 8 19
261 1 A0 A1 + A7 y 5 9 5 9
262 1 A0 A1 + E7 y 3 3 3 3
263 1 A0 A2 + E6 y 4 6 4 6
264 1 A0 A3 +D5 y 5 11 5 11
265 1 A0 A8 y 3 5 3 5
266 1 A0 D8 y 2 3 2 3
267 1 A0 E8 n 1 1 1 1
268 1 A1 A0 y 240 2160 126 756
269 1 2A1 A0 y 240 2160 60 252
270 1 3A1 A0 y 240 2160 26 72
271 1 4A1 A0 n 240 2160 8 24
272 1 D4 A0 n 240 2160 24 24
273 1 A1 +D4 A0 n 240 2160 6 12
274 1 D6 A0 n 240 2160 4 4
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275 1 E7 A0 n 240 2160 2 0
276 1 E8 A0 n∗ 240 2160 0 0
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