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Prenez un cercle, caressez-le, il deviendra vicieux ! 
Eugène Ionesco 
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Chapitre 1 
Introduction 
1.1  Variétés symplectiques 
Une variété symplectique (V, !) est la donnée d’une variété différentielle V,
de dimension (nécessairement) paire 2n, et d’une forme différentielle ! de degré 
2,  fermée et non dégénérée. Ce dernier point équivaut à dire que !n est une 
forme volume, aussi V est-elle toujours orientable. 
En chaque point de V, son tangent est alors un espace vectoriel symplectique, 
muni d’une forme bilinéaire alternée et non-dégénérée. Cet espace vectoriel sym-
plectique est isomorphe à R2n ou Cn muni de la forme standard −=h·, ·i, où h·, ·i
représente le produit hermitien usuel. Par extension, !0 désigne la forme dif-
férentielle sur R2n qui vaut −=h·, ·i en chaque point. Mieux,  le théorème de 
Darboux assure que toute structure symplectique est localement standard : au-
tour de chaque point p de V il existe un voisinage ouvert U , un ouvert U 0 de 
R2n et un difféomorphisme ' de U vers U 0 tel que le tiré-en-arrière de !0 par '
vaille ! – un tel difféomorphisme est appelé symplectomorphisme. 
Une particularité de la géométrie symplectique, souvent mise en avant pour 
l’opposer à la géométrie riemannienne, est l’impossibilité de mesurer des lon-
gueurs. En effet, une forme symplectique étant alternée, l’évaluer sur le même 
vecteur en chaque variable donne  invariablement zéro. On peut en revanche 
calculer des aires : dans le plan R2, la forme standard correspond ainsi à l’aire 
algébrique du parallélogramme formé par deux vecteurs. Plus généralement, on 
peut se demander quels espaces sont « sans étendue », et quelle peut être leur 
taille. La réponse à la deuxième question est que les sous-espaces isotropes 1 sont 
de dimension au plus n ; ceux de cette dimension sont dits lagrangiens. 
Dans  le  cadre différentiel,  on définit  alors naturellement  les  sous-variétés 
lagrangiennes comme étant celles dont, en chaque point, l’espace tangent est 
lagrangien. Dans la suite nous nous intéresserons aux lagrangiennes fermées et 
connexes. 
1 .  Sur lesquels la forme symplectique s’annule. 
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1.2  Variétés lagrangiennes de 
(
R2n, ω0
)
La question qui se pose alors est la suivante : quelles variétés (en particulier 
fermées) peuvent être à image lagrangienne dans 
(
R2n, !0
)
? On peut distin-
guer deux sous-questions en se demandant lesquelles admettent une immersion 
dont le tangent est toujours lagrangien, et lesquelles admettent un plongement 
vérifiant cette contrainte. 
Cela fait bientôt 30 ans que le fameux h-principe de M. Gromov développé 
dans [ Gro86 ] permet de répondre à la première question : 
Théorème 1.1 . Soit L une variété de dimension n. Il existe une immersion 
lagrangienne de L dans R2n muni de sa structure symplectique standard si et 
seulement si TL⌦ C est trivialisable. 
C’est le cas par exemple des sphères en toute dimension. 
Pour ce qui est des plongements lagrangiens, un deuxième résultat de M. Gro-
mov, démontré dans [ Gro85 ], implique entre autres que les lagrangiennes fermées 
de R2n ne peuvent être simplement connexes. Un autre résultat de rigidité to-
pologique se trouve dans [ Aud88 ], où M. Audin explique par exemple qu’une 
variété orientable ne peut avoir de plongement lagrangien dans R2n que si sa 
caractéristique d’Euler est nulle — ou ce modulo 4 dans le cas non-orientable. 
En particulier, le tore est la seule surface orientable candidate ; nous verrons 
effectivement plus bas des exemples de tores lagrangiens. Quant aux surfaces 
non-orientables, A. Givental avait déjà deux ans plus tôt dans [ Giv86 ] produit 
des plongements pour toutes excepté la bouteille de Klein. 
Dans le même article de M. Audin, on trouve au contraire un résultat positif : 
Théorème 1.2 .  Si L admet une immersion lagrangienne dans R2n, alors il 
existe un plongement lagrangien de L⇥ S1 dans R2n+2. 
Et, autre proposition en faveur d’une certaine flexibilité, L. Polterovich a 
montré dans [ Pol91 ] que : 
Théorème 1.3 . Notons ⌧ l’application renversant l’orientation sur Sn−1, et 
posons 
Q = [0,1]⇥S
n−1
/(0,p)⇠(1,⌧(p)) et  P = [0,1]⇥Sn−1/(0,p)⇠(1,p) = S1 ⇥ Sn−1 .
Alors pour  toute variété Ln admettant une  immersion  lagrangienne dans 
R2n, la somme connexe de L et d’un nombre k 2 N de copies de la bouteille de 
Klein Q se plonge dans R2n comme sous-variété lagrangienne. 
Si de plus n est impair, P peut être utilisé à la place de Q. 
La somme connexe  ici utilisée permet de supprimer  les points doubles de 
l’immersion lagrangienne pour en faire un plongement. En comptant finement 
ces points doubles, Ekholm, Eliashberg, Murphy, et Smith ont pu prouver par 
exemple dans [ EEMS13 ] que : 
Théorème 1.4 .  Soit L une variété  fermée et orientable de dimension 3.  Il 
existe un plongement lagrangien de L]
(
S1 ⇥ S2
)
dans R6. 
Théorème 1.5 .  Soit L une variété fermée de dimension n > 1 impaire qui 
admette une immersion lagrangienne dans R2n. 
Alors L]
(
S1 ⇥ S2
)
ou L]
(
S1 ⇥ S2
)
]
(
S1 ⇥ S2
)
admet un plongement lagrangien 
dans R2n. 
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Enfin,  le  résultat  suivant  que  démontre  S. Nemirovski  dans  [ Nem09 ]  ré-
pond à la question de la bouteille de Klein standard, tout en soulignant que 
les restrictions topologiques vues plus haut, en particulier celle portant sur la 
caractéristique d’Euler, ne sont pas suffisantes : 
Théorème 1.6 . La bouteille de Klein de dimension n se plonge dans 
(
R2n, !0
)
comme sous-variété lagrangienne si et seulement si n est impair. 
Ces théorèmes, en particulier les plus généraux, vont dans le sens d’une assez 
large flexibilité en ce qui concerne la topologie des sous-variétés lagrangiennes 
de Rn. Nous allons voir que cette flexibilité peut être mise en défaut en ajoutant 
des hypothèses supplémentaires à nos sous-variétés, en particulier lorsqu’elles 
sont monotones. 
1.3  Lagrangiennes monotones de 
(
R2n, ω0
)
Certaines lagrangiennes sont dites monotones ; leur définition est simple. . . 
Définition 1.7 . Une sous-variété lagrangienne L est dite monotone si les mor-
phismes d’aire et de Maslov qui lui sont associés sont positivement proportion-
nels. 
. . . mais demande quelques explications quant aux morphismes en question. 
Ceux-ci sont définis sur le second groupe d’homotopie relative ⇡2
(
R2n, L
)
. 
Remarquons que comme R2n est contractile ses groupes d’homotopie sont tous 
triviaux et on a en particulier ⇡2
(
R2n, L
)
' ⇡1(L). Le premier calcule comme 
son nom l’indique l’aire d’un représentant : 
Définition 1.8 . Soit u :
(
D2, @D2
)
!
(
R2n, L
)
un représentant lisse de a 2
⇡2
(
R2n, L
)
. On définit le morphisme d’aire symplectique par 
I!(a) =
ˆ
D2
u⇤!.
C’est pour le second qu’il est plus simple de se placer sur ⇡1(L). Le long d’un 
lacet de L, l’indice de Maslov compte le nombre de tours qu’effectue l’espace 
tangent à L dans la grassmannienne lagrangienne, c’est-à-dire l’ensemble des 
sous-espaces lagrangiens de R2n. Par exemple pour n = 1, le cercle unité est 
une lagrangienne et la grassmannienne est formée de l’ensemble des droites. En 
faisant une fois le tour du cercle, son tangent revient deux fois sur lui-même : 
l’indice de Maslov associé est donc 2. 
Définition  1.9 .  Soit  γ : S1 ! L un  représentant  de  a 2 ⇡1(L). On  voit 
facilement que la grassmannienne lagrangienne s’identifie à U(n)/O(n), où le carré 
du déterminant (complexe) est bien défini et à valeurs dans le cercle unité. Par 
composition, notre lacet devient une application du cercle unité vers lui-même. 
Son degré constitue l’indice de Maslov de a, noté µL(a). 
Cette classe de Maslov a été initialement décrite par Arnold dans [ Arn67 ] 
comme invariant d’une lagrangienne. 
L’exemple le plus simple de lagrangienne monotone se construit en consi-
dérant pour chaque coordonnée complexe de Cn ' R2n le cercle des points de 
11 
module 1 : c’est  le tore de Clifford sur R2n. Chacun de ces cercles borde un 
disque d’aire ⇡ et d’indice de Maslov 2 comme on l’a vu ci-dessus ; comme ils 
engendrent le groupe fondamental, on obtient bien une lagrangienne monotone. 
Récemment, D. Auroux a décrit dans [ Aur14 ] une famille  infinie de tores 
lagrangiens de R6 qui sont monotones et symplectiquement distincts, c’est-à-dire 
qu’ils ne sont pas les images les uns des autres par des symplectomorphismes. 
Cette notion de monotonie a été très utile dans le cadre de l’homologie de 
Floer, que nous examinerons en détail dans la section 2.2 . Mais pour revenir 
plus près de notre question de départ, on peut se demander si les résultats de 
flexibilité, même relative, obtenus dans le cas général sont encore valables dans 
le cas monotone. La réponse est non, comme l’indique ce théorème de M. Damian 
de [ Dam15 ] : 
Théorème 1.10 . Soit L une lagrangienne compacte, orientable et monotone 
de R2n. Supposons de plus que les groupes d’homologie de degré impair de son 
revêtement universel L̃ s’annulent. Alors il existe un élément non-trivial g 2
⇡1(L) dont le centralisateur est d’indice fini. 
Un corollaire de ce théorème est que les lagrangiennes construites à l’aide du 
théorème 1.3 de L. Polterovich avec plus d’une somme connexe de S1 ⇥ Sn−1
ne peuvent être monotones lorsque n est impair. 
Dans le même article, l’énoncé suivant précise la situation topologique en 
dimension 3 : 
Théorème 1.11 . Soit L ⇢ R6 une lagrangienne monotone fermée et orientable. 
Alors L est difféomorphe au produit de S1 par une surface fermée orientable. 
À l’aune de ce résultat, M. Damian pose la question de sa généralisation : 
est-ce que toute lagrangienne orientable et monotone de R2n s’écrit comme le 
produit d’un cercle par une variété de dimension n− 1 ? 
Nombre de Maslov  On a vu précédemment la définition de l’indice de Ma-
slov. Avant de poursuivre plus avant, citons encore quelques résultats qui dé-
pendent d’une quantité appelée nombre de Maslov. 
Définition 1.12 . Soit L une lagrangienne. Le générateur positif de l’image de 
µL dans Z est appelé nombre de Maslov de L et noté NL. 
On  sait  depuis  [ Arn67 ]  que  si  la  variété  lagrangienne  est  orientable,  ce 
nombre est pair. Un théorème de Y.-G. Oh [ Oh96 ] assure de plus que : 
Théorème 1.13 . Soit L une lagrangienne monotone de R2n. Son nombre de 
Maslov NL vérifie 1 6 NL 6 n. 
L’exemple du tore de Clifford a amené M. Audin à formuler la conjecture 
suivante : 
Conjecture 1.14 . Tout tore lagrangien de R2n a 2 comme nombre de Maslov. 
Dès 1990, C. Viterbo répond dans [ Vit90 ] par oui pour n = 2. Sa version 
monotone a ensuite été prouvée par L. Buhovski dans [ Buh10 ], puis une version 
généralisée a été montrée par M. Damian dans [ Dam12 ] : 
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Théorème 1.15 . Sous les hypothèses du théorème 1.10 , le nombre de Maslov 
de L est 2. 
Plus récemment, K. Cieliebak et K. Mohnke ont formulé dans [ CM14 ] une 
preuve de la conjecture d’Audin originale. 
1.4  Variétés lagrangiennes de (CP n, ωFS)
L’espace projectif complexe CPn peut être doté d’une forme symplectique 
dite de Fubini-Study ; notons-la !FS . C’est la forme dont le tiré en arrière par 
la projection S2n+1 ! CPn est égal à la restriction de la forme standard !0 sur 
S2n+1. 
Dans CPn, comme en fait dans toute autre variété symplectique, on retrouve 
tout d’abord les lagrangiennes de R2n décrites antérieurement. En effet, le flot 
du champ radial X(x) = −x préserve le caractère lagrangien et fait ainsi rentrer 
toute lagrangienne de R2n dans un petit ouvert. Or, grâce au théorème de Dar-
boux, toute variété symplectique est localement un tel ouvert : pour cette raison, 
les lagrangiennes de R2n sont parfois dites locales ; en tout cas elles apparaissent 
ici. 
Ce ne sont pas les seules : on voit aisément que l’application de conjugaison 
γ : [z0 : z1. . .  : zn] 7! [z̄0 : z̄1. . .  : z̄n] vérifie γ⇤!FS = −!FS . En particulier 
l’ensemble de ses points fixes, RPn, est une sous-variété isotrope. Comme elle est 
de dimension n, on a bien trouvé une lagrangienne. Le résultat de M. Gromov 
énoncé dans  [ Gro85 ] et déjà évoqué plus haut assure que toute  lagrangienne 
locale L vérifie H1(L;R) 6= 0. Or ce n’est pas vrai pour RPn, et il s’agit donc 
d’une lagrangienne particulière à CPn, qui sort de tout voisinage de Darboux : 
une telle lagrangienne est parfois dite globale. 
Plusieurs résultats de rigidité topologique ont été montrés sur  les  lagran-
giennes de CPn. On trouve par exemple dans [ Bir06 ] le théorème suivant de 
P. Biran : 
Théorème 1.16 .  Soit L une lagrangienne de CPn vérifiant 2H1(L;Z) = 0, 
alors H⇤(L; Z/2Z) ⇠= H⇤(RPn; Z/2Z) en tant qu’espaces gradués. 
H. Iriyeh y fait écho dans [ Iri14 ] avec le théorème suivant : 
Théorème 1.17 .  Soit L une lagrangienne de CPn vérifiant 3H1(L;Z) = 0, 
alors 3 | n+ 1, n > 5, L est orientable et en tant qu’espace gradué H⇤(L; Z/2Z)
vaut : 
— H⇤
✓
SU(3)
SO(3)Z/3Z
; Z/2Z
◆
si n = 5 ; 
— H⇤
✓
SU(3)
Z/3Z
; Z/2Z
◆
si n = 8. 
Dans la même veine, P. Seidel montre dans le théorème 3.1 de [ Sei00 ] que : 
Théorème 1.18 . Pour toute lagrangienne L de CPn, 
1. H1(L; Z/(2n+2)Z) ! 0, 
2. H1(L; Z/(2n+2)Z) ! (Z/2Z)g pour g > 1, 
3.  si H1(L; Z/(2n+2)Z) ⇠= Z/2Z, alors H⇤(L; Z/2Z) ⇠= H⇤(RPn; Z/2Z) en tant 
qu’espaces gradués. 
13 
On a également ce résultat de M. Damian dans [ Dam12 ] : 
Théorème 1.19 .  Soit L une lagrangienne de CPn vérifiant 2H1(L;Z) = 0, 
alors ⇡1(L) = Z/2Z et son revêtement universel L̃ est homéomorphe à Sn. 
Les deux premiers énoncés ont amené P. Biran et O. Cornea à conjectu-
rer dans [ BC09 ] que toute lagrangienne de L ⇢ CPn dont le premier groupe 
d’homologie entière vérifie 2H1(L;Z) = 0 est difféomorphe à RPn. Cette der-
nière hypothèse est assurément nécessaire : R. Chiang construit par exemple 
dans [ Chi04 ] une lagrangienne de CP 3 ayant la même cohomologie que RP 3 sur 
Z/2Z, mais sans pour autant avoir la même homologie ; elle ne vérifie par contre 
pas les hypothèses en (co)homologie des théorèmes ci-dessus. 
Enfin, le théorème 1.10 de M. Damian et le premier résultat présenté plus bas 
font écho à l’affirmation suivante de K. Fukaya que l’on peut lire dans [ Fuk05 ] : 
Affirmation 1.20. Soit Ln une variété d’Eilenberg-MacLane de type K(⇡, 1) et 
V une variété symplectique. Supposons que L soit une lagrangienne relativement 
spinorielle 2 de M et qu’il existe un difféomorphisme hamiltonien 3 qui disjoint 
L de  son  image  ou que V = CPn. Alors  il  existe  un  élément a 2 ⇡2(V, L)
d’aire symplectique positive et d’indice de Maslov égal à 2 ; de plus son bord 
@a 2 ⇡1(L) est un élément non-trivial dont le centralisateur est d’indice fini. 
1.5  Lagrangiennes monotones de (CP n, ωFS)
Nous avons vu en 1.3 ce qu’est une lagrangienne monotone de R2n. Dans 
le cas général, la définition est la même et celle du morphisme d’aire s’étend 
sans problème. Pour ce qui est du morphisme de Maslov, il nous faut par contre 
développer un peu. Le paragraphe qui suit est valable non seulement pour CPn
mais aussi pour n’importe quelle variété symplectique. 
Soit u :
(
D2, @D2
)
! (CPn, L) un représentant lisse de a 2 ⇡2(CPn, L). 
On peut tirer en arrière au-dessus du disque le fibré tangent à CPn muni de 
sa forme symplectique, et l’on obtient ainsi un fibré associant à chaque point 
un espace vectoriel symplectique. Comme le disque est contractile, ce fibré est 
trivialisable. Le long du cercle, le tiré en arrière de TL donne alors, dans cette 
trivialisation, un lacet dans la grassmannienne lagrangienne. Il suffit enfin de 
calculer l’indice de Maslov associé à ce lacet. 
L’exemple classique de lagrangienne monotone de (CPn, !FS) est le tore de 
Clifford ; on peut le définir par exemple comme Tn = {[z0 : z1. . .  : zn] 2 CPn |
8i, 0 6 i 6 n, |zi| = 1}. Un autre exemple de tore monotone a été décrit par 
F. Schlenk et Y. Chekanov dans [ CS10 ], lequel a ensuite été étudié en détail par 
A. Gadbled dans [ Gad13 ]. Plus récemment, R. Vianna a construit dans [ Via14 ] 
une famille infinie de tores monotones lagrangiens qui, bien qu’ayant le même 
nombre de Maslov, sont distincts du point de vue symplectique – précisément, 
aucune isotopie hamiltonienne ne les lie. 
En outre, RPn que nous avons vu plus haut est aussi monotone. Plus généra-
lement, comme nous le verrons à travers la proposition 2.11 , toute lagrangienne 
de CPn dont le premier groupe d’homologie est fini est monotone. 
2 .  Voir la définition 3.1 dans [ FOOO09 ]. 
3 .  Un type particulier de symplectomorphisme : c’est le flot au temps 1 du gradient sym-
plectique d’une fonction, traditionnellement appelée hamiltonien, sur V . 
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Nombre de Maslov  En mariant le théorème 1.13 à la construction de P. Bi-
ran qui  sera présentée dans  la  section 3 on obtient  l’inégalité  suivante, déjà 
remarquée par exemple dans [ Iri14 ] : 
Proposition 1.21 . Soit L une lagrangienne monotone de CPn. Son nombre 
de Maslov NL vérifie 1 6 NL 6 n+ 1. 
Pour le tore de Clifford ce nombre est 2, donc minimal parmi les  lagran-
giennes  orientables,  tandis  que NRPn = n + 1 ce  qui montre  que  l’inégalité 
supérieure est aussi optimale. 
Ce ne sont par ailleurs pas les seuls exemples de lagrangiennes monotones ; 
certaines  ont  été  construites  qui  possèdent  des  nombres  de Maslov  intermé-
diaires. C’est le cas de celle introduite par R. Chiang dans [ Chi04 ] ; cet exemple 
est étendu et complété par A. Amarzaya et Y. Ohnita dans [ AO03 ] en plusieurs 
familles, qui généralisent les topologies présentées dans le théorème 1.17 . 
Résultats principaux  Nous présentons dans ce mémoire deux autres théo-
rèmes ayant trait à la topologie des sous-variétés monotones de CPn. Le lecteur 
anglophone pourra en trouver la substance dans [ Sch15 ]. Le premier évoque les 
résultats du théorème 1.10 sur R2n, dont les conclusions restent valables sur 
toute variété symplectique où les lagrangiennes sont déplaçables par une isoto-
pie hamiltonienne. Nous l’étendons à CPn, pour lequel les travaux de P. Biran 
présentés  dans  [ Bir06 ]  vont  au  contraire  dans  le  sens  d’un  nombre minimal 
d’intersections entre deux lagrangiennes globales. 
Théorème 1.22 . Soit L une lagrangienne fermée, orientable et monotone de 
CPn. Supposons de plus que les groupes d’homologie de degré impair de son 
revêtement universel L̃ s’annulent. Alors le nombre de Maslov de L est NL = 2, 
et il existe un élément non-trivial g 2 ⇡1(L) dont le centralisateur est d’indice 
fini. 
Notons que l’exemple de RPn diminue sensiblement l’espoir d’une généra-
lisation beaucoup plus poussée : hormis  le  cas n = 1,  où  elle  coïncide à un 
difféomorphisme hamiltonien près avec le tore de Clifford, RPn ne vérifie pas la 
conclusion NL = 2. Cependant, si RPn est toujours compacte et monotone, elle 
est orientable exactement pour n impair, tandis que son revêtement universel 
est la sphère qui vérifie l’hypothèse en homologie exactement dans le cas n pair. 
Corollaire  1.23 .  Soit  (Li)i2I une collection finie d’au moins deux variétés 
compactes, orientables, de dimension 2k+1 dont tous les groupes d’homologie de 
degrés impairs de leurs revêtements universels s’annulent. Alors il n’existe pas 
de plongement lagrangien monotone de la somme connexe ]i2ILi dans CP 2k+1. 
Corollaire 1.24 . Soit p > 1, k > 0. Il n’existe pas de plongement lagrangien 
monotone de la somme connexe 
(
S1 ⇥ S2k
)]p
dans CP 2k+1. 
Le théorème 1.22 se généralise à l’énoncé suivant sur les variétés symplec-
tiques entières, pour lesquelles la classe de la forme symplectique en cohomologie 
(réelle) de De Rahm se relève en une classe de cohomologie entière. 
Théorème 1.25 . Soit Σ une variété symplectique dont le nombre de Chern est 
au moins 2 qui est une hypersurface kählérienne d’une plus grande variété de 
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Kähler M , entière, telle que [Σ] 2 Hn−2(M,Z) soit duale au sens de Poincaré 
de [!M ] 2 H2dR(M,Z) et que M \Σ soit un domaine de Weinstein sous-critique. 
Soit L une lagrangienne fermée, orientable et monotone de Σ. 
Si l’une des conditions suivantes : 
1. L est un espace asphérique,  c’est-à-dire d’Eilenberg-MacLane de  type 
K(⇡, 1), 
2. H2(L,Z) = 0 ou H2(Σ,R) est engendré par [!Σ] ; et les groupes d’ho-
mologie de degré impair du revêtement universel L̃ s’annulent, 
est vérifiée, alors le nombre de Maslov de L est NL = 2, et il existe un élément 
non-trivial g 2 ⇡1(L) dont le centralisateur est d’indice fini. 
Cette contrainte sur le groupe fondamental permet de préciser quelque peu 
les topologies possibles en dimension 3 : 
Théorème 1.26 . Soit L une variété de dimension 3 fermée, orientable et de 
groupe fondamental infini. Si L est une lagrangienne monotone d’une variété Σ
telle que dans le théorème précédent, alors L est un fibré de Seifert indécompo-
sable. 
Remarque 1.27.  On peut alternativement formuler cette conclusion en disant 
que L est un fibré de Seifert irréductible ou S1 ⇥ S2. 
1.6  Plan du mémoire 
Dans une première partie, nous présenterons en détail les outils qui serviront 
à la démonstration des résultats présentés précédemment. 
Tout  d’abord,  le  chapitre  2  sera  dédié  à  l’homologie  de  Floer  relevée  et 
ses applications, issues dans les deux cas des travaux de M. Damian [ Dam10 , 
Dam12 , Dam15 ]. On rappellera dans la section 2.2 la construction de l’homologie 
de Floer « usuelle », puis la section 2.3 viendra décrire sa version relevée. Dans 
les deux cas, on s’attardera particulièrement sur les conditions sous lesquelles 
ces homologies sont bien définies. En particulier, la sous-section 2.3.2 contiendra 
les applications utiles à la preuve des théorèmes principaux. 
Ensuite, le chapitre 3 sera consacré à une autre construction, celle du fibré 
symplectique standard, ainsi qu’à certaines de ses propriétés ; celui-ci s’appuiera 
particulièrement sur les travaux de P. Biran [ Bir01 , Bir06 ]. À une lagrangienne 
monotone L de CPn ou plus généralement d’une hypersurface kählérienne, on 
associera un fibré en cercles ΓL qui sera lui-même une lagrangienne monotone 
de R2n ou  plus  généralement  d’une  variété  de Weinstein.  La  section  3.1  se 
concentrera sur la construction du fibré symplectique, tandis que la section 3.2 
traitera de ΓL et de ses propriétés. 
La seconde partie se concentrera sur la preuve des énoncés précédemment 
exposés. 
Le  chapitre  4  sera  dédié  à  la  preuve du  théorème  4.1  :  « l’homologie  de 
Floer relevée est définie sur le revêtement universel de L si et seulement si elle 
l’est sur celui de ΓL ». Nous suivrons à cette occasion plusieurs raisonnements 
présentés par P. Biran et M. Khanevsky dans [ BK13 ]. On présentera ainsi dans 
la section 4.1 la procédure « d’étirement du cou ». La section 4.2 traitera de la 
question de régularité de la structure presque-complexe en jeu. La section 4.3 
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établira l’élément crucial de la preuve, qui consiste en une bijection d’espaces 
de disques pseudo holomorphes relatifs à bords respectivement dans L et ΓL. 
Dans le chapitre 5 on trouvera les applications du théorème précédemment 
démontré, avec une attention toute particulière portée, dans la section 5.2 , à 
l’un des éléments faisant la particularité du cas CPn : ΓL y est forcément trivial 
en tant que fibré en cercles au-dessus de L. Dans la section 5.4 on expliquera 
comment cette condition topologique permet d’éliminer de nombreuses sommes 
connexes. Enfin,  la section 5.5 se penchera plus précisément sur  le cas de  la 
dimension 3. 
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Chapitre 2 
Homologie de Floer relevée 
Le but de ce chapitre est d’expliquer l’origine du théorème suivant de M. Da-
mian, prouvé dans [ Dam15 ] : 
Théorème 2.1 .  Soit L une lagrangienne compacte, orientable, monotone et 
déplaçable. Supposons de plus que les groupes d’homologie de degré impair de 
son revêtement universel s’annulent. Alors il existe un élément non-trivial g 2
⇡1(L) dont le sous-groupe des commutateurs est d’indice fini. 
L’argument principal repose sur l’homologie de Floer relevée, dont on trouve 
une description plus développée dans [ Dam10 ]. Le lecteur intéressé par la cons-
truction détaillée de l’homologie de Floer classique pourra se reporter au livre 
de M. Audin et M. Damian [ AD12 ]. 
2.1  Rappels sur la monotonie 
Structures complexes et presque complexes  Tout part de la remarque 
que  le produit  scalaire usuel  sur R2n, qui n’est autre que  la partie  réelle du 
produit hermitien, peut s’écrire comme !0(·, i·). Plus généralement, cette rela-
tion entre structures symplectique, complexe et riemannienne définit une variété 
de Kähler : c’est une variété complexe qui possède une forme symplectique !
compatible avec sa structure complexe J , au sens où !(·, J ·) est une métrique 
riemannienne et que !(J ·, J ·) = !. Alors, h = !(·, J ·) − i! est une structure 
hermitienne. 
Lorsque  la  variété  symplectique  n’est  pas  complexe,  elle  peut  néanmoins 
accueillir une structure presque complexe J , c’est-à-dire une section du fibré 
des endomorphismes du fibré tangent dont  le carré est −Id . Celle-ci est dite 
compatible avec ! sous les même conditions que ci-dessus. 
Une manière de définir l’holomorphie d’une application entre deux variétés 
complexes est d’exiger que sa différentielle commute avec les structures com-
plexes J , donc que l’on ait d u ◦ J = J ◦ d u. De même, si une structure presque 
complexe J0 est définie au départ d’une application différentielle, et une autre J1
à l’arrivée, on dira qu’elle est J0- J1-holomorphe si d u ◦J0 = J1 ◦d u ; lorsque les 
structures en jeu sont claires, elle sera plus succinctement désignée par pseudo-
holomorphe. 
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Remarque 2.2. Soit en particulier u une application pseudo-holomorphe d’une 
surface de Riemann (S, j) vers une variété V munie d’une forme symplectique !
et d’une structure presque complexe compatible J . Si (s, t) désignent des coor-
données locales, (@/@s, j · @/@s) forme une base de l’espace tangent à S. En outre, 
d u(j · @/@s) = Jd u(@/@s) donc u⇤!(@/@s, j · @/@s) = !(d u(@/@s), J · d u(@/@s)) =
kd u(@/@s)k2. Cette quantité est toujours positive, et ce strictement en tout point 
où d u est non nulle. 
Monotonie  On a vu dans l’introduction la définition d’une lagrangienne mo-
notone. En réalité, cette notion de monotonie lagrangienne est liée à celle de 
monotonie symplectique, dont la définition est un calque de la première : 
Définition  2.3 .  Une  variété  symplectique V est  dite monotone  si  les mor-
phismes d’aire et de Chern qui lui sont associés sont positivement proportion-
nels. 
Ces deux morphismes sont cette fois définis sur le second groupe d’homotopie 
standard de V. Le premier calcule toujours l’aire d’un représentant : 
Définition 2.4 . Soit u : S2 ! V un représentant lisse de a 2 ⇡2(V ). On définit 
le morphisme d’aire symplectique par 
I!(a) =
ˆ
S2
u⇤!.
Remarque 2.5. En conséquence de la remarque 2.2 précédente, lorsque la struc-
ture presque complexe est compatible toute courbe pseudo-holomorphe est d’aire 
positive, et ce strictement si elle n’est pas constante. 
Encore une fois c’est le deuxième qui pose problème. Soit J une structure 
presque complexe compatible avec !. Muni de cette structure, le fibré tangent 
de V devient un fibré principal dont le groupe structural est le groupe unitaire ; 
ainsi, sa classe de Chern est bien définie. Comme l’ensemble des telles structures 
presque complexes est contractile, les formes ainsi définies ne dépendent pas du 
choix de J . 
Définition 2.6 . Le morphisme de Chern est donné par l’intégration de la pre-
mière classe de Chern le long d’un représentant d’un élément de ⇡2(V ). Comme 
la classe elle-même, on le note c1(V ). 
Remarque 2.7. Ce morphisme est à valeurs dans Z puisque la classe de Chern 
est entière. 
Définition 2.8 . Le générateur positif de l’image de c1(V ) dans Z est appelé 
nombre de Chern de V et noté NV . 
Le lien entre les notions de monotonie symplectique et lagrangienne ne tient 
pas qu’à l’analogie de leur définition, mais plus concrètement à cette proposition 
de Y-G. Oh dans [ Oh93 ] : 
Proposition 2.9 . Notons ' l’application naturelle ⇡2(V ) −! ⇡2(V, L). Pour 
tout A 2 ⇡2(V ), µL('(A)) = 2c1(V ) ·A. 
Une conséquence immédiate est que : 
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Corollaire 2.10 . Si une variété symplectique V admet une sous-variété lagran-
gienne monotone L, alors V est elle-même monotone. 
En s’inspirant de [ Bir06 ] on trouve, par exemple dans [ Gad08 ], que : 
Corollaire 2.11 . Soit L une lagrangienne d’une variété symplectique monotone 
(V, !). Si ⇡1(L) est de q-torsion pour un certain q 2 N⇤, alors L est monotone 
et 2NV | qNL. 
Exemple 2.12 . On a vu que sur R2n la forme symplectique est exacte, ce qui 
implique que le morphisme d’aire est nul. Comme le deuxième groupe d’homo-
topie est de toute façon trivial, le morphisme de Chern est nul également, et la 
variété est monotone. 
Exemple 2.13 . Le deuxième groupe de cohomologie de CPn est quant à lui 
engendré par la forme symplectique, les deux morphismes sont donc nécessaire-
ment liés. Vérifions qu’ils le sont positivement. Le plongement de CP 1 suivant 
v : [z : w] 7! [z : w : 0. . . 0] engendre ⇡2(CPn).  Il  est  clairement holomorphe 
et  d’après  la  remarque  2.5 ,  son  aire  est  positive.  Grâce  au  théorème  14.10 
de [ MS74 ], on calcule que c1(CPn).v = n+ 1. 
2.2  Homologie de Floer lagrangienne 
2.2.1  Présentation générale 
Soit L une sous-variété lagrangienne (compacte) de (V, !). On fixe un dif-
féomorphisme hamiltonien φ, et on considère l’image de L par φ, notée φ(L). 
L’intersection de L et de φ(L) peut être supposée transverse de manière géné-
rique. Ainsi, elle est composée de points isolés, et ceux-ci sont les générateurs 
sur Z/2Z du complexe de Floer associé à φ. Entre ces points on définit les bandes 
de Floer, des demi-cylindres pseudo-holomorphes s’appuyant d’un côté sur L, 
de l’autre sur φ(L), et convergeant aux infinis vers l’un ou l’autre des généra-
teurs du complexe. Précisément, on considère les cylindres pseudo-holomorphes 
simples 
v : R+ i[0, 1] −! V
(s+ it) 7−! v(s, t)
tels que les  lim
s!±1
v(s, t) appartiennent à L\φ(L), v(R, 0) est incluse dans L et 
v(R, 1) dans φ(L). Simple signifie ici que si un revêtement ramifié (complexe) φ
de R + i[0, 1] factorise u, le degré de φ est 1. Comme c’est le cas pour les tra-
jectoires de gradient en théorie de Morse, R agit par translation sur la première 
coordonnée, et l’on va considérer en fait l’espace des bandes de Floer quotienté 
par cette action. Celui des bandes reliant les générateurs x et y sera noté L(x, y), 
et l’on notera éventuellement sa dimension en exposant. 
Parmi ces bandes, on compte celles qui sont isolées pour définir la différen-
tielle : 
@x =
X
y2L\φ(L)
n2(x, y)y
où n2(x, y) désigne le nombre de bandes isolées reliant x à y modulo 2, c’est-à-
dire le cardinal, modulo 2, de L0(x, y). 
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De manière encore une fois analogue à l’homologie de Morse, le caractère bien 
défini de n2(x, y) est dû à la compacité des espaces de trajectoires considérés, 
et  la  relation @2 = 0 s’obtient  en  compactifiant  les  espaces de dimension 1. 
Ainsi, L1(x, y) sera tout de même d’une variété (ouverte), dont le bord de la 
compactification s’identifie aux éléments de L0(x, z)⇥L0(z, y) qui sont autant 
de trajectoires brisées joignant x à y. 
L’homologie construite ne dépend alors pas de φ ni de la structure presque-
complexe choisie pour définir les bandes. Pour le montrer, on construit entre 
deux couples (φ, J) une homotopie générique, laquelle détermine un morphisme 
entre les complexes de Floer qui induit un isomorphisme en homologie. 
Les travaux [ Oh96 ] de Y-G. Oh permettent d’être plus précis : si dans un 
voisinage de Weinstein U(L) autour de L on définit comme hamiltonien une 
fonction de Morse sur L composée à droite par la projection donnée par U(L), 
et que la structure presque-complexe est bien choisie, alors le complexe de Floer 
est exactement le complexe de Morse. De plus, les bandes de Floer qui restent 
dans U(L) s’appuient, dans L, sur les trajectoires de gradient, et sont isolées 
si  et  seulement si  la  trajectoire de gradient correspondante  l’est,  si bien que 
ces  bandes  engendrent  la  différentielle  de Morse. Quant  à  celles  qui  sortent 
du voisinage de Weinstein, elles sont de plus grande énergie et font davantage 
varier la graduation. Plus précisément, la différentielle de Floer se décompose 
en la somme : 
@ = @0 + @1 + @2. . .  (2.1 ) 
où @0 est la différentielle de Morse et les @k sont des applications diminuant la 
graduation de 1− kNL. 
2.2.2  Conditions d’existence 
Comme nous l’avons vu plus haut, la condition essentielle à l’existence de 
l’homologie de Floer est que les espaces L(x, y) soient des variétés, compactes, 
et que le bord de celles de dimension 1 soit constitué des trajectoires brisées. 
Examinons chacun de ces trois points. 
Les travaux d’A. Floer [ Flo88 , Flo89 ] donnent la réponse à la première ques-
tion : pour un choix générique 1 du difféomorphisme hamiltonien φ et de la struc-
ture presque complexe, les espaces de cylindres sont des variétés différentielles ; 
leur dimension au point [v] est µ(v)−1 où µ désigne l’indice de Viterbo-Maslov. 
Ce dernier a été construit par C. Viterbo dans [ Vit87 ] de manière similaire à 
l’indice de Maslov que nous avons déjà vu en 1.5 : puisqu’une bande est contrac-
tile – c’est topologiquement un disque – il s’agit de définir le long de son bord 
un lacet de tangents lagrangiens. Pour cela, on suit d’abord la trace s 7! v(s, 0)
le long de L en prenant en chaque point le tangent de L, puis on le complète en 
suivant s 7! v(s, 1) long de φ(L) mais en prenant cette fois des plans lagrangiens 
transverses à φ(L). La variété ouverte ainsi obtenue se prolonge en une variété 
à bord à l’aide du procédé de « recollement » (gluing), dont on peut trouver 
l’étude dans les travaux de Y-G. Oh [ Oh93 ] ou, de manière plus détaillée, dans 
le livre de M. Audin et M. Damian [ AD12 ]. 
Le deuxième point, la compacité, est traité par les travaux de M. Gromov 
sur la compacité des espaces de courbes simples pseudo-holomorphes, en par-
ticulier dans [ Gro85 ]. De ceux-ci il découle que les obstructions à la compacité 
1 .  Nous reviendrons plus précisément sur cette notion dans la section 4.2 . 
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apparaissent lorsqu’une suite de trajectoires tend – dans un sens que nous ex-
pliciterons dans la sous-section 4.1.1 – vers la concaténation de trajectoires avec 
des courbes pseudo-holomorphes, sphères ou disques à bord lagrangien. Cepen-
dant,  la  somme des  indices de Viterbo-Maslov  et de Maslov  (à  l’aune de  la 
proposition 2.9 dans le cas des sphères) est alors conservée. En outre, toutes ces 
courbes pseudo-holomorphes ont nécessairement une aire positive, donc dans le 
contexte monotone où nous sommes, des indices de Maslov également positifs, 
et un multiple de NL par définition de ce dernier. Puisque nous ne nous intéres-
sons qu’aux bandes dont l’indice est 1 ou 2, ces disques ou sphères ne peuvent 
apparaître dès lors que NL > 3. 
Les mêmes travaux de M. Gromov assurent que le bord de L1(x, y) est bien 
formé de trajectoires brisées dans le cas NL > 3, et permettent également de 
préciser le cas NL = 2. Remarquons que dans le cas qui nous intéresse, celui 
d’une lagrangienne monotone orientée, et comme nous l’avons vu dans l’intro-
duction, V. Arnold a montré dans [ Arn67 ] que c’est sa seule valeur strictement 
inférieure à 3. Dans ce cas, rien n’exclut que le bord d’un des espaces de tra-
jectoires L1(x, y) soit un disque à bord  lagrangien : c’est d’ailleurs ce qui se 
passe dans le cas le plus élémentaire, c’est-à-dire celui d’un cercle lagrangien 
dans C, déplacé par une petite translation de sorte que son image le coupe en 
deux points. Notons ceux-ci x et y, comme sur la figure 2.1 ; ils sont reliés par 
les trajectoires suivantes : u et v de x vers y et w de y vers x. 
x
y
L
φ(L)
u
w
v
Figure 2.1 – Les générateurs x et y du complexe de Floer et les éléments de 
L0(x, y) et de L0(y, x) pour L le cercle lagrangien dans le plan. 
On constate donc que la différentielle de x est nulle 2 , et puisque x est aussi 
2 .  Rappelons que l’homologie est à coefficients dans Z/2Z. 
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l’image de y, le carré de la différentielle est identiquement nul. Que s’est-il passé ? 
Il  faut déjà considérer précisément dans quels espaces L les disques peuvent 
apparaître. Ceux-ci ont un indice de Maslov correspondant à tout ce qui est 
« disponible », comme il n’en reste plus pour une éventuelle trajectoire, cette 
dernière est constante : un disque n’apparaîtra que dans le bord de L1(x, x). 
x
y
L
φ(L)
u
w
x x
Figure 2.2 – Une composante connexe de L1(x, x) avec comme bord une tra-
jectoire brisée à gauche et un disque à droite. 
Ici,  il y a quand même un nombre pair de trajectoires brisées reliant x à 
lui-même, chacune étant un des bords d’une composante connexe de L1(x, x), 
l’autre bord étant un disque. Plus généralement, comme les bords (en nombre 
pair) de L1(x, x) se répartissent entre trajectoires brisées et disques de Maslov 
2, il suffit que ces derniers soient en nombre pair pour que les trajectoires brisées 
reliant x à x le soient aussi, et que l’homologie de Floer soit bien définie. 
Notons D l’ensemble des disques J-holomorphes simples à bord lagrangien de 
Maslov 2. Les résultats de transversalité énoncés par D. McDuff et D. Salamon 
dans [ MS04 ] assurent que, pour une structure presque complexe J générique, 
il s’agit d’une variété de dimension n + 2 dès lors que les disques de D sont 
simples. C’est en effet le cas pour L monotone, comme l’ont montré D. Kwon et 
Y-G. Oh dans [ KO00 , KO98 ] et L. Lazzarini [ Laz ]. Ces arguments son également 
présentés rassemblés dans [ BC07 ] par P. Biran et O. Cornea. 
Le même argument que nous avons déjà présenté pour expliquer  la com-
pactification des espaces L1(x, y) donne ici la compacité tel quel de D : tous 
ces disques ont par monotonie  la même aire symplectique, donc  les résultats 
de [ Gro85 ] assurent que les valeurs d’adhérence d’une suite dans D sont consti-
tuées de disques ou de sphères de Maslov 2, et ceux-ci sont bien des éléments 
de D. 
Posons alors 
M = M0,1(V, L, J ; 2) = D⇥S1/PSL2(R)
où l’action de PSL2(R) est donnée par 
h · (u, p) =
(
u ◦ h, h−1(p)
)
.
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On peut alors considérer l’application d’évaluation 
ev : M −! L
[u, p] 7−! u(p) (2.2 ) 
définie entre deux variétés de même dimension n. Son degré modulo 2 est donc 
bien défini : il y a soit un nombre pair, soit un nombre impair de disques qui 
passent en tout point générique. 
Dans [ Oh96 ], Y.-G. Oh démontre que ce degré est le même pour L et pour 
son image par une isotopie hamiltonienne générique. En particulier l’homologie 
de Floer est bien définie. 
2.3  Homologie de Floer relevée 
2.3.1  Présentation 
Soit L̄ ! L un revêtement (connexe) de L : on voudrait utiliser la construc-
tion précédente pour construire une homologie  sur  L̄. Des générateurs natu-
rels sont les relevés des générateurs du complexe de Floer classique, qui sont 
les points d’intersections L \ φ(L). Pour  la différentielle, on aimerait relever 
les bandes pseudo-holomorphes mais cela signifierait construire un revêtement 
compatible de la variété symplectique, ce qui n’a pas de raison d’exister. Au 
lieu de cela, on considère seulement les empreintes que celles-ci laissent sur L : 
la différentielle du complexe relevé est alors obtenue en comptant  le nombre 
de trajectoires relevées. Pour l’écrire autrement, et en notant  z̄ 2 L̄ un point 
relevant z 2 L, on a : 
@x̄ =
X
y2L\φ(L)
n2(x̄, ȳ)ȳ
où n2(x̄, ȳ) désigne, modulo 2, le nombre de bandes de L0(x, y) dont l’empreinte 
sur L se relève en un chemin de x̄ à ȳ. 
Comme dans la section précédente, et pour les mêmes raisons, cette homo-
logie est bien définie pour NL > 2. Dans le cas NL = 2, le raisonnement tient 
jusqu’au tout dernier paragraphe : en effet, les disques bordés par φ(L) corres-
pondent automatiquement à une trajectoire (nécessairement un lacet, puisqu’elle 
s’appuie sur L1(x, x)) qui est contractile, tandis que ce n’est pas toujours le cas 
pour les disques bordant L. 
Remarque 2.14. Soient (u, p) et (v, q) deux représentant de δ 2 M0,1(V, L, J ; 2) ; 
notons x = ev (δ) et h 2 PSL2(R) tels que (u, p) = h · (v, q). Les bords @u et @v
respectivement de u et v sont des lacets de L naturellement basés en x. Comme 
PSL2(R) est connexe par arcs, il existe dans celui-ci un chemin de l’identité 
vers h, qui induit une homotopie – fixant x – de @v vers @u. Par conséquent 
@ induit ainsi une application M0,1(V, L, J ; 2) ! ⇡1(L, x), que nous noterons 
également @. 
Ainsi, les images correspondantes par la différentielle ne seront pas les mêmes 
pour certains revêtements. Voyons cela à travers notre précédent exemple, pour 
le revêtement universel : 
En effet, l’image par la différentielle d’un relevé x̃ de x est ici x̃+ g · x̃ où g
désigne le générateur positif de ⇡1(L) ; l’image d’un relevé ỹ de y est le relevé 
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x
y
L
φ(L)
Chemin issu de w
Chemin issu de v
Chemin issu de u
Figure 2.3 – Les chemins issus de L0(x, y) et de L0(y, x), dont le décompte 
donne la différentielle du complexe de Floer relevé, pour le cercle dans le plan. 
de x qui suit immédiatement ỹ. Clairement, le carré de la différentielle n’est pas 
nul. 
Cependant,  en  restreignant  l’espace M aux disques d’un bord donné, on 
peut distinguer les cas où l’homologie est tout de même définie. Notons donc, 
dans le cas général, Mg,x l’ensemble des éléments de ev −1(x) ⇢ M0,1(V, L, J ; 2)
dont le bord est la classe g 2 ⇡1(L, x) 3 . Supposons maintenant qu’un disque de 
Mg,x soit l’un des bords d’une composante Λ de L1(x, x), avec une trajectoire 
brisée à l’autre bord. La trace que laisse sur L cette trajectoire brisée est de fait 
un lacet basé en x, et comme Λ forme une homotopie entre ce lacet et le bord du 
disque, il s’agit nécessairement d’un lacet de g. Par le même raisonnement que 
dans le cas non relevé, si le cardinal de Mg,x est pair, le nombre de trajectoires 
relevées menant au même point relevé est lui aussi pair dans le bord de L1(x, x), 
et la différentielle est bien définie. 
Effectivement, M. Damian montre dans [ Dam12 ] que c’est la seule contrainte : 
Proposition 2.15 .  Soit L une  lagrangienne orientée. L’homologie de Floer 
relevée est bien définie sur son revêtement universel si et seulement si 
—  son nombre de Maslov minimal est NL > 2, ou 
— NL = 2 et en tout point générique x 2 L, et pour tout g 2 ⇡1(L, x), 
passe un nombre pair de disques pseudo-holomorphes de Maslov 2 à bord 
lagrangien dans la classe g. 
2.3.2  Application 
On utilise alors la disjonction suivante : soit l’homologie de Floer relevée est 
bien définie, soit elle ne l’est pas. 
3 .  Pour le revêtement universel. Pour un revêtement L̄ quelconque, on pourra faire le même 
raisonnement en remplaçant π1(L, x) par son sous-groupe correspondant à L̄. 
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Le premier cas  équivaut à ce que le nombre de Maslov NL soit strictement 
plus grand que 2, ou que NL = 2 avec pour chaque élément du groupe fon-
damental (ou de son sous-groupe relatif au revêtement considéré) et en chaque 
point générique de L un nombre pair de disques pseudo-holomorphes d’indice de 
Maslov égal à 2 passant par ce point à bord lagrangien dans la classe considérée. 
Dans ce cas il existe, comme dans le cas standard, d’après les travaux [ Oh96 ] 
de Y-G. Oh et de P. Biran dans [ Bir06 ], une suite exacte de l’homologie de L̄
vers son homologie de Floer relevée qui revient à  la décomposition 2.1 de  la 
différentielle ; le lecteur intéressé pourra en trouver un énoncé détaillé dans la 
section 4.4 du recueil de M. Damian  [ Dam10 ]. Remarquons que sous  l’hypo-
thèse NL 2 2N, vérifiée dès que L est orientée, les différentielles autres que celle 
de Morse diminuent toutes la graduation d’un nombre impair. En particulier, 
lorsque les groupes d’homologie d’indice impair de L̄ sont nuls, les différentielles 
depuis ou vers H0
(
L̄, Z/2Z
)
sont toutes zéro, et l’homologie de Floer relevée ne 
peut pas s’annuler lorsqu’elle est bien définie. On a ainsi dans [ Dam15 ] : 
Proposition 2.16 . Si les groupes d’homologie d’indice impair de L̄ sont nuls, 
et que l’homologie de Floer relevée est bien définie, alors elle n’est pas nulle. 
Le deuxième cas  équivaut, pour L orientable, à ce que NL = 2 et qu’il existe 
un point générique 4  x 2 L et un élément g0 2 ⇡1(L, x) qui borde un nombre 
impair de disques pseudo-holomorphes d’indice de Maslov égal à 2. On peut alors 
tenir le raisonnement suivant, qui sous-tend la proposition 3.2 de [ Dam15 ]. 
Dénotons par E l’ensemble des tels éléments de ⇡1(L, x). On a vu que l’espace 
M0,1(V, L, J ; 2) est compact, ce qui implique que E est fini. Montrons alors que 
E est stable par conjugaison. Considérons pour cela un lacet γ basé en x et 
notons h = [γ]g[γ]−1. Alors  sur M, γ induit  un  cobordisme  entre Mg,x et 
Mh,x, puisque par construction on a construit une homotopie entre le bord « à 
l’arrivée » et h. En particulier, ces deux espaces ont bien la même parité. Par 
conséquent : 
Proposition 2.17 . Soit L une lagrangienne monotone orientée. Si l’homologie 
de Floer relevée sur L̃ n’est pas définie, alors le nombre minimal de Maslov de 
L est 2 et il existe g 2 ⇡1(L) dont le centralisateur est d’indice fini. 
4 .  Pour l’application d’évaluation. 
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Chapitre 3 
Fibré symplectique standard 
et fibration lagrangienne 
Comme ! est fermée, elle définit une classe en cohomologie de De Rahm. 
Rappelons aussi que !n est une forme volume, qui est exacte si et seulement 
si ! l’est. Ainsi, d’une part, V est toujours orientable, et d’autre part si V est 
fermée ! n’est pas exacte. Sa classe [!] est alors non nulle, et on peut se poser 
la question de savoir si elle est définie en cohomologie à coefficients entiers : 
Définition  3.1 .  Une  variété  symplectique  (V, !) est  dite  entière  lorsque  la 
classe [!] 2 H2dR(V,R) se relève à H2(V,Z). 
3.1  Fibré symplectique standard 
Soit  (Σ, ⌧) une  variété  symplectique  fermée  entière,  c’est-à-dire  telle  que 
la classe  [⌧ ] en cohomologie de De Rahm est bien définie dans H2(Σ,Z). Le 
fibré symplectique standard, qui a été introduit par P. Biran dans [ Bir01 ] nous 
permettra de comprendre la structure symplectique de M privé d’une partie de 
petite dimension en fonction de celle de Σ. 
Soit N ⇡−! Σ le fibré en droites complexes dont [⌧ ] est la première classe de 
Chern. Choisissons une métrique hermitienne sur N ainsi qu’une connexion r, 
et notons Hr le sous-fibré horizontal associé. La forme de transgression ↵ est 
alors l’unique forme différentielle de degré 1 vérifiant : 
↵ #Hr= 0 ↵(p,u)(u) = 0 ↵(p,u)(iu) =
1
2⇡
où (p, u) 2 N . On a alors d ↵ = −⇡⇤⌧ . Notons r la distance, donnée par  la 
métrique  choisie,  à  la  section nulle 0Σ.  La  forme  symplectique  standard  sur 
N \ 0Σ est alors : 
!std = −d 
⇣
e−r
2
↵
⌘
= e−r
2
⇡⇤⌧ + 2re−r
2
d r ^ ↵ (3.1 ) 
Remarquons  que  dans  la  direction  verticale,  celle  des  fibres,  rd r ^ d ↵ n’est 
rien d’autre que la forme symplectique usuelle sur C. Chaque terme, dans la 
dernière expression de !std, peut donc s’écrire sur tout N , et c’est ainsi que 
33 
nous y étendons !std. De plus, le premier terme est symplectique sur le sous-
fibré horizontal, tandis que le second l’est le long des fibres. 
Le fibré en disques symplectique standard est alors défini comme : 
Er = {(p, u) 2 N , |u| 6 r}
sur lequel !std est la forme symplectique. 
Remarque 3.2. Notons P ⇢ N le fibré en cercles au-dessus de Σ constitué des 
éléments d’un rayon r = r0 fixé. Alors (P, ↵) est une variété de contact. Il suffit 
en effet de vérifier que ↵ ^ (d ↵)n est une forme volume. C’est effectivement le 
cas puisque (−1)n↵^ (d ↵)n = ↵^ (⇡⇤⌧)n, c’est-à-dire le produit de deux formes 
volumes sur les sous-fibrés Hr #P et iR @@r dont la somme directe est TP . 
Définition 3.3 .  Un sous-ensemble d’une variété symplectique M est appelé 
CW-complexe  isotrope  s’il  est homéomorphe à un CW-complexe de manière 
à ce que l’intérieur de chaque cellule soit plongé dans M comme sous-variété 
isotrope. 
Soit ' une fonction lisse sur une variété de dimension n. Grâce au lemme 
de Morse (voir par exemple [ Lau93 , Mil63 ]) on peut définir un point critique p
comme étant non-dégénéré s’il existe des coordonnées (x1, x1. . . xn) centrées en 
zéro au voisinage de p telles que pour un certain k entre 0 et n
f(x1, x1. . . xn) = f(p) +
k
X
i=1
x2i −
n
X
i=k+1
x2i
De même on définit les points de dégénérescence minimale, dits de type naissance-
mort comme : 
Définition 3.4 . Un point critique p est de type naissance-mort s’il existe des 
coordonnées (x1, x1. . . xn) au voisinage de p telles que pour un certain k entre 
1 et n
f(x1, x1. . . xn) = f(p) + x
3
1 +
k
X
i=2
x2i −
n
X
i=k+1
x2i
Une fonction est dite de Morse généralisée si tous ses points critiques sont 
non-dégénérés ou de type naissance-mort. Dans tous les cas, l’indice en un point 
critique est n− k. 
Rappelons la définition d’un domaine de Weinstein : 
Définition  3.5 .  (Voir  l’introduction  de  [ CE12 ])  Un  domaine  de  Weinstein 
est  une  variété  symplectique  (V, !) qui  possède  une  structure  de  Weinstein 
(V, !,X, ') où X est un champ de vecteurs complet et ' une fonction de Morse 
éventuellement généralisée qui est propre et minorée. Il faut de plus que : 
— X soit un champ de Liouville, c’est-à-dire que LX! = ! ; 
— X soit un pseudo-gradient pour '. 
Le domaine (V, !,X, ') est dit sous-critique si aucun point critique de ' n’est 
d’indice  12 dimR V . 
Rappelons maintenant le théorème 1.A de [ Bir01 ], sous sa forme étendue en 
proposition 2.1 de [ BK13 ] : 
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Théorème  3.6 .  Soit 
(
M2n+2, !
)
une  variété  kählérienne  fermée  entière  et 
Σ ⇢ M une hypersurface complexe dont la classe d’homologie [Σ] 2 H2n(M ;Z)
est le dual de Poincaré d’un multiple k[!] de [!] 2 H2(M ;Z). Alors il existe 
un CW-complexe isotrope ∆ ⇢ M dont le complémentaire – le sous-ensemble 
dense ouvert M \ ∆ muni de ! – est symplectomorphe au fibré symplectique 
standard 
(
N , 1
k
!std
)
au-dessus de Σ relativement à ⌧ = k!!Σ. 
Il existe finalement un plongement F :
(
N , 1
k
!std
)
,! (M,!) tel que : 
—  la restriction de F à la section nulle est l’identité sur Σ, 
— ∆ = M \ F (N ) est un CW-complexe isotrope, 
— pour tout r > 0, 
✓
M \ F
✓
◦
Er
◆
, !
◆
est un domaine de Weinstein. 
Remarque  3.7.  Comme ∆ est  isotrope,  il  en découle  immédiatement  que  sa 
dimension est au plus moitié de celle de M . Cette simple remarque sera utile 
dans la sous-section 4.1 . 
Notation 3.8. Dans la suite du texte, M et Σ désigneront des variétés soumises 
aux hypothèses du théorème 3.6 ci-dessus, et ∆ le CW-complexe défini dans sa 
conclusion. Nous poserons W = M \ Σ et, par abus de notation, nous noterons 
par ⇡ la composée ⇡ ◦ F−1, application M \∆ ! Σ. 
La propriété suivante sur les domaines de Weinstein sous-critiques, issue de 
la combinaison du lemme 3.2 de [ BC02 ] et du théorème 1.1 de [ CE12 ], nous sera 
particulièrement utile : 
Proposition 3.9 . Soit (V, !,X, ') un domaine de Weinstein sous-critique, et 
C une partie compacte de V .  Il existe une isotopie hamiltonienne à support 
compact pour laquelle C ne rencontre pas son image au temps 1. 
Exemple 3.10 . CPn peut ainsi être compris comme l’hyperplan {zn+1 = 0}
de CPn+1. La projection ⇡ est alors donnée par 
CPn+1 \∆ −! CPn
[z0 : z1. . . zn : zn+1] 7−! [z0 : z1. . . zn]
où ∆ = {[0 : 0 : 0. . .  : 0 : 1]} 2 CPn+1. Dans ce cas on a k = 1. 
Sur W = CPn+1 \ CPn la fonction de Morse de la structure de Weinstein 
est '([z0 : . . . zn+1]) =
−|zn+1|2
n+1
P
k=0
|zk|2
et X est  son gradient pour  la métrique de 
Fubini–Study. W est sous-critique puisque [0 : 0. . . 0 : 1] est le seul point critique 
de ' et qu’il est d’indice 0. Remarquons que dans ce cas particulier W ' Cn+1. 
Exemple 3.11 . Soit r 2 N⇤, et notons [z0 : . . .  : zn] les éléments de CPn et 
[w0 : . . .  : wn+r] ceux de CPn+r. L’hypersurface 
Σ =
(
n−1
X
k=0
zkwk = zn
n+r
X
k=n
wk
)
⇢ CPn ⇥ CPn+r
vérifie  les hypothèses du théorème 3.6 et  le domaine de Weinstein  formé est 
sous-critique. C’est l’exemple 3.3 de [ Bir01 ]. 
Remarque 3.12.  Dans [ BK13 ], Biran et Khanevsky ont introduit la notion de 
section symplectique hyperplane. Les résultats de ce manuscrit, en particulier 
le théorème 1.25 se vérifient dans ce cadre plus large. 
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3.2  La fibration lagrangienne en cercles 
Suivant les constructions précédentes, on note P le fibré en cercles au-dessus 
de Σ constitué des éléments de rayon r = r0. On définit alors ΓL = P \⇡−1(L) ; 
c’est le fibré en cercles de rayon r0 au-dessus de L. 
En un point p de ΓL ⇢ N , l’espace tangent à N se décompose en TpN =
Hr ⊕C, et l’application tangente à ⇡ identifie Hr à T⇡(p)Σ. De même, T⇡(p)L
s’identifie à un sous-espace R de Hr et TpΓL se décompose en la somme directe 
de R avec une droite réelle de C. La forme symplectique standard se décompose 
elle aussi, comme on peut le voir dans la formule 3.1 , et chaque composante s’an-
nule sur chaque terme de la somme directe. ΓL est donc bien une lagrangienne 
de N et, partant, de M comme de W . 
On considère maintenant le morphisme induit par ⇡ : (W \∆,ΓL) ! (Σ, L)
sur les groupes d’homotopie relative d’indice 2. Rappelons que si Λ est une sous-
variété lagrangienne de (V, !), µΛ : ⇡2(V,Λ) ! Z désigne l’indice de Maslov ; 
nous noterons ◆ l’inclusion W \∆ ! W . 
Proposition 3.13 . (Proposition 4.1.A de [ Bir06 ]) Supposons que dimC Σ > 1
ou que W est sous-critique. 
1. Le morphisme ◆⇤ : ⇡2(W \∆) ! ⇡2(W ) induit par l’inclusion ◆ est sur-
jectif. C’est un isomorphisme si dimC Σ > 2. 
2. Pour tout B 2 ⇡2(W \∆,ΓL), 
µΓL(B) = µL(⇡⇤B)
en particulier, si L ⇢ Σ est monotone alors ΓL ⇢ W est monotone aussi, 
avec le même nombre de Maslov. 
Démonstration. Le premier point découle directement de la dimension de ∆, 
inférieure de moitié à celle de W . 
Grâce à la décomposition C⇤ = R⇤+⇥S1 on peut voir N\Σ ⇡ W\∆ comme un 
fibré de fibre R⇤+ au-dessus de P ; comme cette fibre est totalement asphérique, 
⇡2(W \∆,ΓL) = ⇡2(P,ΓL).  Soit  donc A 2 ⇡2(P,ΓL) dont  ũ : (D, @D) !
(P,ΓL) est un  représentant  lisse ; notons u = ⇡P ◦ ũ,  avec ⇡P : P ! Σ la 
projection de P comme fibré en cercles au-dessus de Σ. 
Par construction de P on a Hr #P⇢ TP et même Hr = ker(↵ #TP ), puisque 
ker(↵) = Hr ⊕R @
@r
et  @
@r
/2 TP . Or sur P la forme symplectique est standard, 
donc d’après la formule 3.1 la définissant, 
(TW #P ,!) '
(
Hr #P ,! #Hr
)
⊕ ⇡⇤P (N ,!N )
avec 
8
<
:
(
Hr #P ,! #Hr
)
=
⇣
Hr #P , e
−r20⇡⇤!Σ
⌘
' ⇡⇤P
⇣
TΣ, e−r
2
0!Σ
⌘
(N ,!N ) =
⇣
N , 2r0e−r
2
0dr ^ ↵
⌘
.
On en déduit que 
ũ⇤(TW #P ,!) ' ũ⇤
(
Hr,! #Hr
)
⊕ ũ⇤⇡⇤P (N ,!N )
' u⇤
⇣
TΣ, e−r
2
0!Σ
⌘
⊕ u⇤(N ,!N ).
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L’indice de Maslov de  ũ est obtenu en trivialisant ce fibré vectoriel sym-
plectique et en considérant le chemin de lagrangiennes sur le bord. On trouve 
celui de u en trivialisant u⇤(TΣ,!Σ) qui est isomorphe à u⇤
⇣
TΣ, e−r
2
0!Σ
⌘
: on 
veut donc vérifier que les lacets lagrangiens sont en bijection, et que le terme 
en u⇤(N ,!N ) n’apporte aucune contribution à l’indice de Maslov. 
Comme ΓL ⇢ P , TΓL =
(
TΓL \Hr
)
⊕Ri @
@r
' ⇡⇤TL⊕Ri @
@r
via T⇡. Alors 
@ũ⇤TΓL ' (@u⇤TL)⊕
✓
@ũ⇤Ri
@
@r
◆
Le lacet sur lequel on calcule l’indice de Maslov peut donc être vu, en trivialisant 
les deux fibrés sommés séparément, comme un lacet dans Λn⇥Λ1 ⇢ Λn+1, où Λk
est l’ensemble des lagrangiennes de Ck et n = dimL. Le lacet dans Λn venant de 
la trivialisation de @u⇤TL dans u⇤
⇣
TΣ, e−r
2
0!Σ
⌘
' u⇤(TΣ,!Σ), il donne µL(u). 
Celui dans Λ1 vient de la trivialisation de @ũ⇤Ri @@r dans u
⇤(N ,!N ). Or, ce 
lacet s’étend à tout le disque unité ( ̃u⇤Ri @
@r
est défini partout). C’est donc un 
lacet trivial, et cette partie ne contribue pas à l’indice de Maslov de µΓL(ũ). 
Il suffit enfin de remarquer que l’application induite par ⇡P est un isomor-
phisme entre ⇡2(P,ΓL) et ⇡2(Σ, L), car il s’agit d’une fibration en cercles. 
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Deuxième partie 
Preuves et corollaires 
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Chapitre 4 
Sur l’homologie de Floer 
relevée pour L et ΓL
Le but de cette partie est de montrer le théorème suivant : 
Théorème 4.1 . Soit Σ une variété symplectique dont le nombre de Chern est 
au moins 2 qui est une hypersurface kählérienne d’une plus grande variété de 
Kähler M , entière, telle que [Σ] dans Hn−2(M,Z) soit duale au sens de Poincaré 
de [!M ] 2 H2dR(M,Z) et que W = M \ Σ soit un domaine de Weinstein sous-
critique. Notons ΓL la lagrangienne de M définie en section § 3.2 . 
L’homologie de Floer relevée est définie sur le revêtement universel de ΓL ⇢
W si et seulement si elle est définie sur celui de L. 
Comme nous l’avons vu dans la proposition 2.15 , l’homologie de Floer relevée 
est définie sur le revêtement universel si et seulement si : 
—  le nombre de Maslov est strictement supérieur à 2 ou, 
—  ce nombre est 2 et pour tout point générique, tout élément du groupe fon-
damental borde un nombre pair de disques pseudo-holomorphes d’indice 
de Maslov 2. 
La proposition 3.13 assure que dans notre cas les nombres de Maslov sont égaux ; 
il s’agit donc de comparer les nombres de disques bordés par L et ΓL pour régler 
le cas NL = 2. 
Notation  4.2.  Notons donc, pour  p̃ 2 ΓL et p 2 L des points génériques par 
rapport à l’application d’évaluation définie en 2.2 : 
— Mg̃,p̃ l’ensemble des disques de M0,1(W,ΓL, J ; 2) – c’est-à-dire de W à 
bord sur ΓL, J-holomorphes et d’indice de Maslov égal à 2 – qui passent 
par p̃ et dont le bord appartient à la classe g̃ 2 ⇡1(ΓL, p̃). 
— Mg,p l’ensemble des disques de M0,1(Σ, L, JΣ; 2) – c’est-à-dire de Σ à 
bord sur L, JΣ-holomorphes et d’indice de Maslov égal à 2 – qui passent 
par p et dont le bord appartient à la classe g 2 ⇡1(L, p). 
L’idée est alors de construire une bijection entre ces ensembles, à l’aide de 
la projection ⇡ : W \ ∆ ! Σ. Afin que les disques pseudo-holomorphes de W
d’indice de Maslov 2 ne puissent s’aventurer trop loin de P et, en particulier, 
n’atteignent pas ∆, nous allons construire une structure presque complexe grâce 
à  la technique « d’étirement du cou ». Cette dernière a été d’abord présenté 
dans [ BEH +03 ] avant d’être adaptée à la présente situation dans [ BK13 ]. 
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Ainsi, la projection sera donc bien définie et l’on aura même : 
Proposition 4.3 .  Il existe une structure presque complexe J sur W telle que 
pour tout p 2 ΓL générique et tout g 2 ⇡1(ΓL), l’application Mg,p ! M⇡⇤g,⇡(p)
de composition à gauche par la projection sur Σ est bien définie, et constitue 
une bijection si Mg,p 6= ;. 
Notons que d’autres contraintes pèsent sur le choix de la structure presque 
complexe, puisqu’on souhaite également que la projection ⇡ soit pseudo-holo-
morphe ;  elle  devra  également  être  régulière,  au  sens  que  donnent  à  ce mot 
McDuff et Salamon dans [ MS04 ]. 
4.1  Étirement du cou 
Commençons par fixer JΣ, une structure presque complexe sur Σ calibrée 
par !Σ. Rappelons ici que le fibré en disques symplectique standard est : 
Er = {(p, u) 2 N , |u| 6 r}
Choisissons un ✏ > 0 tel que la restriction de l’application F du théorème 3.6 
de Biran à Er0+✏ constitue toujours un difféomorphisme. Ici, r0 désigne comme 
dans 3.2 le rayon utilisé pour construire ΓL. Notons alors U le complémentaire 
de Er0+✏ dans M – ou W . C’est un voisinage de ∆, et l’espace dans lequel nous 
voudrions éviter de voir nos disques traîner. 
Définissons maintenant une structure presque complexe JN sur N , en mul-
tipliant par i sur les fibres – qui s’identifient à C – et en appliquant JΣ sur les 
vecteurs horizontaux, c’est-à-dire : 
8v 2 Hr, JN (v) =
✓
T⇡∣
∣Hr
◆−1
◦ JΣ ◦ T⇡(v) (4.1 ) 
Notons qu’ainsi définie, JN est calibrée par !std. 
La dernière étape consiste simplement à pousser JN sur Er0+✏ ⇠= M \ U via 
F , puis à prolonger la structure obtenue sur M tout entier par une structure 
générique calibrant !. De plus, JW désignera sa restriction à W . 
Rappelons que P est le fibré en cercles de rayon r0 dans N qui peut, puisqu’il 
est inclus dans Er0+✏, être vu comme une partie de M ou de W . Nous allons 
dans la suite considérer les composantes connexes de M \ P et W \ P avec les 
notations suivantes : Σ ⇢ M+, W+ = M+ \ Σ et ∆ ⇢ U ⇢ W− = M−. Pour 
tout R > 0 on notera : 
WR = W−
[
{−R}⇥P
[−R,R]⇥ P
[
{R}⇥P
W+
Sur WR on définit la structure presque complexe comme JW sur W− et W+
et par translation sur le cylindre du milieu. Cette structure n’est que continue 
près  du  bord,  c’est  pourquoi  c’est  en  fait  une  approximation  lisse  que  nous 
noterons JR. Plus précisément, on peut effectuer cette opération en n’utilisant 
que les coordonnées radiale t 2 [−R,R] et angulaire dans les fibres de P , de 
manière à ce que la projection de JR ne soit pas modifiée. 
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Σ
W+
W−
[r0, r0 + ✏]⇥ P
∆
Σ
W+
W−
∆
[−R,R]⇥ P
λR
Figure 4.1 – L’étirement du cou. 
Pour ramener JR sur W , introduisons un difféomorphisme décroissant 'R :
[−R− ✏, R] ! [r0, r0 + ✏] dont la dérivée vérifie '0R(t) = −1 au voisinage du 
bord de [−R− ✏, R]. On définit alors le difféomorphisme λR : WR ! W
comme l’identité sur W+ comme sur U , et comme induit par 'R de [−R −
✏, R] ⇥ P vers [r0, r0 + ✏] ⇥ P . On utilise ici l’identification W− \ U ⇡]r0, r0 +
✏] ⇥ P donnée par F . Enfin, on définit JR sur W comme le poussé en avant 
(λR)⇤J
R. Par construction, c’est une structure compatible avec !, et telle que 
⇡ est JR- JΣ- holomorphe en dehors de U . 
Proposition 4.4 .  Il existe R0 > 0 tel que pour tout R > R0 et tout JR ainsi 
construit, chaque disque d’indice de Maslov 2, JR-holomorphe et passant par 
p 2 ΓL est inclus dans l’image de Er0+✏ par F . 
4.1.1  Préliminaires hyperboliques 
Afin de mener à bien l’étirement du cou, nous aurons besoin des résultats 
suivants de [ BEH +03 ]. Ceux-ci permettent de définir la notion de convergence 
d’une surface de Riemann, c’est-à-dire de contrôler ce qui se passe à la source 
des courbes pseudo-holomorphes. 
Définition 4.5 . Une surface de Riemann nodale S = (S, j,M,D) est la donnée 
d’une surface de Riemann compacte (S, j), d’un m-uplet M de points marqués 
distincts et d’un ensemble D de k paires nodales dont l’union consiste en 2k
points de S \M . 
Elle est dite stable si chacune de ses composantes connexes vérifie 
2g +m > 2
où g désigne le genre de la composante et m le nombre de points marqués (issus 
de M ou de D). 
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À une  surface nodale  on peut  associer  la  surface  singulière  construite  en 
identifiant les deux points de chaque paire nodale ; la surface de départ est dite 
connexe dès que cette surface singulière l’est. 
Définition 4.6 . Le genre arithmétique d’une surface de Riemann nodale est 
défini comme g = k + 1 − b0 +
Pb0
i=1 gi, où b0 est le nombre de composantes 
connexes de S et 
P
gi la somme de leurs genres (au sens usuel). La signature 
de cette surface est alors le couple (g, µ), où µ désigne le cardinal de M . 
Théorème 4.7 .  (d’uniformisation de Poincaré) Si S est stable il existe une 
unique métrique h complète, de volume fini et de courbure constante égale à 
−1. 
Cette dernière nous permet de décomposer S : 
Définition 4.8 . Notons ⇢(x) le rayon d’injectivité par rapport à h en un point 
non marqué x 2 S. Pour ✏ > 0, on définit la partie épaisse de S comme étant 
l’ensemble des points vérifiant ⇢(x) > ✏. La partie fine de S est alors l’adhérence 
du complémentaire de la partie épaisse. 
Fait 4.9 . Pour tout ✏ < ln
(
1 +
p
2
)
, toute composante connexe de la partie 
fine est conformément équivalente à : 
— un cylindre fini [−L,L]⇥ S1 en l’absence de point marqué, ou 
— un cylindre  infini R+ ⇥ S1 au bout duquel  se  trouve un unique point 
marqué. 
Ces composantes sont compactes dans le premier cas, non compactes dans le 
second. À chacune d’entre elles, on associe un cercle : 
— dans le cas d’un cylindre fini, il s’agit de l’unique géodésique fermée de 
longueur minimale, dite géodésique minimale, 
— dans le cas d’un cylindre infini, on construit le cercle spécial Γ par écla-
tement du point marqué : en notant z celui-ci on le remplace dans S par 
(TzS \ {0})/R⇤+, ajoutant ainsi une composante de bord. La structure 
complexe induit alors une action naturelle de S1 ⇢ C sur Γ, qui est donc 
canoniquement métrisable. 
Pour tout point marqué z, Sz désignera le résultat de l’éclatement orienté 
en z. À partir d’ici ✏ désigne un réel de 
⇤
0, ln
(
1 +
p
2
)⇥
. 
Définition 4.10 . Une surface de Riemann nodale est dite décorée si à chaque 
paire 
{
d, d
 
de D est associée une application 
S1 =
(
TdS \ {0}
)
/R⇤+ −!
(
TdS \ {0}
)
/R⇤+ = S
1
orthogonale mais inversant l’orientation, qui permet ainsi de recoller les bords 
issus des éclatements Sd et Sd. 
Le résultat d’un tel recollement pour chaque paire de D par une collection 
r d’applications crée une surface non nodale (pour laquelle D = ;) notée SD,r, 
de même bord que S, et dont le genre est le genre arithmétique de S. 
Notation 4.11. On note : 
— Mg,µ l’ensemble des surfaces non nodales stables de signature (g, µ), 
— Mg,µ l’ensemble des surfaces (nodales) stables de signature (g, µ), 
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— M$g,µ l’ensemble des surfaces nodales décorées stables de signature (g, µ). 
Remarque  4.12.  Une  surface  non  nodale  étant  un  cas  particulier  de  surface 
nodale qui n’a pas besoin de décoration, on a naturellement Mg,µ ⇢ Mg,µ et 
Mg,µ ⇢ M
$
g,µ. 
Définition 4.13 . Une suite (Sn, rn) de M
$
g,µ est dite convergente vers (S, r) 2
M$g,µ s’il existe à partir d’un certain rang des difféomorphismes 'n : SD,r !
S
Dn,rn
n respectant M tels que : 
1.  Les cercles spéciaux pour hn sont des images par 'n de cercles spéciaux 
pour h, et les autres cercles spéciaux pour h sont envoyées sur des géo-
désiques minimales. Ici hn et h désignent les métriques définies par le 
théorème 4.7 pour Sn et S respectivement. 
2. '⇤nhn ! h au sens C1loc sur SD,r privé de M et des cercles spéciaux. 
3.  Pour toute composante connexe C de la partie fine de SD,r\M contenant 
un cercle spécial Γ et tout c 2 Γ, en notant δn la géodésique pour '⇤nhn
qui  intersecte orthogonalement Γ en c et  s’arrête  lorsqu’elle  rejoint  la 
partie épaisse de SD,r (munie de '⇤nhn), δn\C converge au sens C0 vers 
une géodésique pour h, continue, et qui passe par c. 
Une suite de Mg,µ est dite convergente s’il existe une décoration pour chaque 
élément telle que la suite obtenue converge dans M$g,µ. 
Théorème 4.14 . (Deligne-Mumford, Wolpert [ DM69 , Wol85 ]) M$g,µ et Mg,µ
sont des espaces métriques compacts, dans lesquels Mg,µ est dense. 
En d’autres termes, ils forment une compactification de Mg,µ. 
4.1.2  Preuve de la proposition 4.4 
Démonstration. Cette preuve suit le raisonnement de [ BK13 ] et se réfère aux 
résultats de  [ BEH +03 ], qui  sont aussi vérifiés pour des  courbes pseudo-holo-
morphes à bord lagrangien. 
Raisonnons par  l’absurde, et supposons qu’il existe une structure presque 
complexe JΣ sur Σ et une suite de réels Rn > 0 tendant vers l’infini avec pour 
disque u0n : (D, @D) ! (W,ΓL) qui est JRn−holomorphe, d’indice de Maslov 2
et quitte Er0+✏ Remarquons dès à présent que par principe du maximum (ou 
précisément ici du minimum), ces disques sont tous à images dans Er0 . 
Pour simplifier les écritures, on dénotera JRn par Jn et W
Rn par Wn. Une 
manière  équivalente  de  considérer  cette  suite  est  de  poser un = λ
−1
Rn
◦ u0n :
(D, @D) ! (Wn,ΓL) ; c’est dans ce cadre que nous allons raisonner. 
Notation 4.15. Notons donc, conformément aux notations précédentes : 
— Mg,µ
(
WR, JR
)
l’espace des courbes JR-holomorphes depuis des surfaces 
stables de signature (g, µ), 
— Mg,µ
(
WR+ , JR+
)
=
S
R2R+
Mg,µ
(
WR, JR
)
. 
F.  Bourgeois,  Y.  Eliashberg,  H.  Hofer,  K.  Wysocki  et  E.  Zehnder  défi-
nissent dans [ BEH +03 ] une notion de convergence sur Mg,µ
(
WR+ , JR+
)
ainsi 
45 
qu’une compactification de cet espace. Cette dernière est  fabriquée en  intro-
duisant un autre type de courbes, appelées immeubles holomorphes. Pour dé-
crire la construction d’un immeuble, nous allons avoir besoin de quelques no-
tations  supplémentaires :  posons donc W+1 =] − 1, 0] ⇥ P
S
W+ et W−1 =
[0,+1[⇥P SW−, chacun recollé  le  long de  leurs bords P . Étendons ensuite 
JW sur les parties cylindriques ] − 1, 0] ⇥ P et [0,+1[⇥P par invariance se-
lon les translations, puis lissons-la près des bords de la même manière que JR. 
L’union disjointe de W+1 et W
−
1 munie de cette  structure presque complexe 
sera notée (W1, J1) ; on peut l’envisager comme la limite de 
(
WR, JR
)
lorsque 
R ! 1. Remarquons que d’un strict point de vue différentiel, W1 ' W \ P . 
On considérera également des cylindres R ⇥ P munis de J1 qui est là encore 
définie par invariance selon les translations. 
Lorsque la surface sous-jacente est un disque et que l’on exige que l’image 
du bord reste dans ΓL, un immeuble ū est composé des éléments suivants : 
— Une base J1-holomorphe u+ : (S+, @S+) ! (W+1,ΓL), où S+ est un 
disque contenant un ou plusieurs points marqués. Au voisinage de ceux-
ci, u+ est asymptotiquement cylindrique et converge vers une orbite pé-
riodique du champ de Reeb de (P,↵), où ↵ est la forme de transgression 
explicitée en 3.1 . Par construction de ↵, les orbites de Reeb périodiques 
sont précisément les fibres du fibré en cercles P ! Σ. 
— Un certain nombre de courbes intermédiaires, des applications J1-holo-
morphes u0i : Si ! R ⇥ P où chaque Si est une sphère avec au moins 
un point marqué. Au voisinage de ceux-ci, les u0i sont asymptotiquement 
cylindriques, en s’appuyant également sur des orbites de Reeb. 
— Un certain nombre de courbes J1-holomorphes servant de toiture, cha-
cune de la forme u− : S− ! W−1 où S− est une sphère avec un point 
marqué au moins. Au voisinage de celui-ci, u− est asymptotiquement cy-
lindrique de la même manière que u+. Pour simplifier les notations, nous 
supposerons qu’il n’y a qu’une seule courbe de ce type ; la preuve est la 
même lorsqu’elles sont plusieurs. 
De plus, ces éléments coïncident au niveau des points marqués, c’est-à-dire qu’à 
chaque cylindre asymptotique en correspond un autre, reposant sur la même or-
bite mais dans l’autre direction dans la composante réelle, de manière à ce qu’ils 
se complètent. Ainsi les différents éléments de ū peuvent-ils être collés ; il en ré-
sulte un unique disque topologique. La compactification de Mg,µ
(
WR+ , JR+
)
se 
fera ainsi en lui ajoutant les immeubles dans (W1, J1) dont la source se recolle 
en une surface nodale de signature (g, µ) ; le résultat sera noté Mg,µ
(
WR+ , JR+
)
. 
Nous pouvons maintenant décrire la convergence d’une suite de Mg,µ
(
WR+ , JR+
)
vers un immeuble. Dans cette convergence, les courbes pseudo-holomorphes u+
et u− auront un  rôle particulier ; on notera u0 leur union comme courbe de 
S0 = S+ [ S− ! W+1 [W−1. 
Définition 4.16 . Soit (un) une suite de Mg,µ(Wn, Jn) et ū 2 Mg,µ
(
WR+ , JR+
)
; 
notons Sn 2 Mg,µ et S̄ 2 Mg,µ leur surface de départ respective. On dit que 
(un) converge vers ū si, quitte à adjoindre un nombre fixé de points marqués 
Mn à Sn et M à S̄, Sn converge vers S̄ et si, en reprenant les notations de la 
définition 4.13 on a : 
1. un ◦ 'n #S0\M converge vers u0 uniformément sur tout compact. 
2.  À partir d’un certain rang, pour chaque i, un ◦'n #Si\M est à image dans 
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la partie cylindrique [−Rn, Rn]⇥ P . 
3.  Pour chaque i,  il existe une suite de réels (ti,n)n2N telle que, sur tout 
compact, (ti,n + pR, pP ) ◦ un ◦ 'n #Si\M converge uniformément vers ui. 
Comme promis, on a alors d’après le théorème 10.3 de [ BEH +03 ] : 
Théorème 4.17 . Mg,µ
(
WR+ , JR+
)
est un espace métrique dont, pour toute 
borne E > 0, l’ensemble des courbes pseudo-holomorphes d’énergie au plus E
est une partie compacte. 
Il nous faut donc encore définir l’énergie d’une courbe et vérifier l’existence 
d’une borne sur celle-ci dans notre cas. 
Définition 4.18 . Soit u : (D, @D) !
(
WR,ΓL
)
un disque JR-holomorphe. Son 
énergie est la somme de son énergie symplectique (ou horizontale) E!(u) et de 
son énergie de contact (ou verticale) notée E↵(u). La première est définie par 
E!(u) =
ˆ
u−1(W+[W−)
u⇤! +
ˆ
u−1([−R,R]⇥P )
u⇤p⇤P!
où pP est la projection [−R,R]⇥ P ! P . La seconde par 
E↵(u) = sup
φ2T
ˆ
u−1([−R,R]⇥P )
(φ ◦ pR ◦ u) · u⇤(d t ^ ↵)
où pR est la projection [−R,R] ⇥ P ! [−R,R], t la variable réelle de [−R,R], 
et T =
n
φ 2 C1([−R,R],R+) |
´
[−R,R] φd λ = 1
o
. 
Montrons d’abord que l’énergie symplectique de (un) est uniformément bor-
née. Pour  ce  faire,  nous  allons  la  comparer  à 
´
u−1n ([−R,R]⇥P )
u0⇤n !,  elle-même 
bornée par monotonie. Pour alléger un tant soit peu les écritures, notons sim-
plement u = un, u0 = u0n et R = Rn. 
Comme λR restreinte à  [−R,R] ⇥ P est  à  image dans Er0,r0+✏ où ! est 
standard, nous avons, avec r = 'R(t) : 
(λR
⇤!)∣
∣[−R,R]⇥P
= e−'R(t)
2
⇡⇤Σ!Σ + 2re
−r2d r ^ ↵ .
Séparons alors 
´
u−1([−R,R]⇥P ) u
0⇤! selon cette somme et considérons le terme de 
droite : 
ˆ
u−1([−R,R]⇥P )
u0⇤
⇣
2re−r
2
d r ^ ↵
⌘
= 2
ˆ
u−1([−R,R]⇥P )
u0⇤
⇣
e−r
2
⌘
u0⇤(rd r ^ ↵)
celui-ci est positif car u0 est JR-holomorphe et JR est, dans les fibres, le produit 
usuel par i : u0⇤
(
rd r ^ ↵r
)
est alors tout simplement une norme au carré. 
Pour le terme de gauche, e−'R(t)
2
> e−(r0+✏) implique que : 
ˆ
u−1([−R,R]⇥P )
u⇤
⇣
e−'R(t)
2
⇡⇤Σ!Σ
⌘
>
ˆ
u−1([−R,R]⇥P )
u⇤
⇣
e−(r0+✏)⇡⇤Σ!Σ
⌘
étant donné que ⇡Σ ◦ u est JΣ-holomorphe partout où il est défini pour notre 
choix de JR. En combinant les deux inégalités, nous obtenons : 
ˆ
u−1([−R,R]⇥P )
u0⇤! >
ˆ
u−1([−R,R]⇥P )
u⇤p⇤P!
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et enfin 
ˆ
D2
u0⇤! > E!(u).
Comme ΓL est monotone dans W et u0n d’indice de Maslov 2,  l’intégrale de 
gauche est constante ; nous avons obtenu une majoration uniforme de l’énergie 
symplectique de (un). 
Le lemme 9.2 de [ BEH +03 ] indique l’existence d’une constante C – qui pré-
cisément dépend de W , de sa structure presque complexe avant l’étirement, de 
P et de ↵ – telle que E↵ + E! 6 CE!. Nous avons montré que l’énergie ! de 
(un) est uniformément bornée, c’est donc aussi le cas de son énergie totale. 
Nous  savons  maintenant  que  (un),  ou  au  moins  une  de  ses  sous-suites, 
converge vers un immeuble ū. Calculons l’indice de Maslov de celui-ci. 
Considérons tout d’abord u+. Par construction de J1 sur W+1, la projection 
⇡+ : W
+
1 ! Σ est (J1, JΣ)-holomorphe, et donc ⇡+ envoie u+ sur un disque 
épointé ⇡+ ◦ u+ : (S+, @S+) ! (Σ, L). On remarque que ⇡+ projette les orbites 
périodiques à l’infini chacune sur un point de Σ car ce sont les fibres du fibré en 
cercles P ! Σ. Comme la convergence à proximité de ces points marqués se fait 
en norme C1 et que la limite a une énergie bornée, ils induisent sur ⇡+ ◦ u+ des 
singularités non-essentielles. On en déduit que ⇡+ ◦ u+ est en fait un véritable 
disque JΣ-holomorphe. 
De même, on peut projeter sur Σ les courbes intermédiaires en oubliant la 
coordonnée réelle et en projetant celle en P . Les singularités sont non-essentielles 
par le même raisonnement que ci-dessus, et on obtient des sphères JΣ-holomor-
phes. 
Hélas, cette méthode ne fonctionne pas directement pour u−, car d’une part 
cette courbe pourrait rencontrer le squelette isotrope ∆, et d’autre part même 
définie la projection n’a pas de raison d’être holomorphe. Comme codim ∆ >
2 = dimu−, on peut du moins perturber u− dans W− ⇢ W−1, de manière à ce 
que le résultat ũ− lui soit homotope, et évite ∆. Cette courbe perturbée n’est par 
contre plus holomorphe en dehors du cylindre [0,+1[⇥P . On peut maintenant 
projeter ũ− sur Σ. Ses singularités sont encore non-essentielles puisqu’elles se 
trouvent dans la partie non-perturbée : on obtient donc une sphère v : S2 ! Σ. 
Nous affirmons que v a un nombre de Chern positif ; comme Σ est monotone il 
suffit de montrer que v a une aire symplectique positive. On a 
ˆ
S2
v⇤!Σ =
ˆ
S−
ũ⇤−⇡
⇤
−!Σ =
ˆ
ũ−1
−
(W−)
ũ⇤−⇡
⇤
−!Σ +
ˆ
ũ−1
−
⇣
W−1\W−
⌘
ũ⇤−⇡
⇤
−!Σ.
Comme u− n’est pas perturbée sur W−1 \W−, où ⇡− est (J1, JΣ)-holomorphe, 
le second terme est strictement positif. Quant au premier, 
ˆ
ũ−1
−
(W−)
ũ⇤−⇡
⇤
−!Σ =
ˆ
ũ−1
−
(W−\∆)
ũ⇤−
(
−d ↵r
)
=
ˆ
@ũ−1
−
(W−\∆)
ũ⇤−
(
−↵r
)
= e(r0+✏)
2
ˆ
@ũ−1
−
(W−\∆)
ũ⇤−
⇣
−e−(r0+✏)2↵r
⌘
48 
= e(r0+✏)
2
ˆ
@ũ−1
−
(W−\∆)
ũ⇤−
⇣
−e−r2↵r
⌘
= e(r0+✏)
2
ˆ
ũ−1
−
(W−\∆)
ũ⇤−d 
⇣
−e−r2↵r
⌘
= e(r0+✏)
2
ˆ
ũ−1
−
(W−)
ũ⇤−!
= e(r0+✏)
2
ˆ
u−1
−
(W−)
u⇤−!
qui  est  positif  puisque  u− est  J1-holomorphe.  Finalement,  on  trouve  bien 
cΣ1 ([v]) > 0. 
Il suffit pour conclure d’utiliser que : 
2 = µΓL(ū) = µL([⇡+ ◦ u+]) +
X
i
2cΣ1 ([⇡ ◦ ui]) + 2cΣ1 ([v])
où  tous  les  termes  son positifs  puisqu’il  s’agit  de  courbes holomorphes dans 
des variétés monotones, et la dernière classe de Chern est strictement positive. 
Étant donné que NΣ > 2, nous avons atteint la contradiction recherchée. 
4.2  Régularité de la structure presque-complexe 
Nous  avons  utilisé  dans  la  sous-section  2.2.2  que  les  espaces  de  courbes 
pseudo-holomorphes simples L(x, y) et M0,1(V, L, J ; 2) (avec ici V = Σ ou W ) 
étaient des variétés différentielles. Vérifions-le ; autrement dit, montrons que les 
structures presque complexes JR et JΣ sont régulières au sens de [ MS04 ]. Pour 
simplifier les écritures, nous présenterons le résultat en détail seulement pour 
l’ensemble D des courbes pseudo-holomorphes à bord lagrangien. 
Considérons en effet l’ensemble B = C1
((
D2, S1
)
, (W,ΓL)
)
des applications 
lisses du disque vers W et à bord dans ΓL. C’est une variété de Fréchet dont le 
tangent en un point u est constitué des champs de vecteurs à valeur dans TW
le long de u, et dans TΓL le long du bord : 
TuB = Ω0G
(
D2, E
)
=
{
⇠ 2 Ω0
(
D2, E
)
| ⇠
(
S1
)
⇢ G
 
où G = (@u)⇤TΓL et E = u⇤(TW, JR). De plus, B est l’ensemble de départ de 
@̄JR : u 7!
1
2
(Tu+ JR ◦ Tu ◦ j)
avec j la multiplication complexe sur le disque. Pour u 2 B, @̄JR(u) est à images 
dans l’espace des formes de degré 1 antilinéaires par rapport à JR, définies le 
long de u, à valeurs u⇤TW à l’intérieur de D2 et (@u)⇤TΓL sur S1, c’est-à-dire 
Eu = Ω0,1G
(
D2, E
)
=
{
⌘ 2 Ω0,1
(
D2, E
)
| ⌘
(
TS1
)
⇢ G
 
.
Globalement, E constitue un fibré au-dessus de B, dont une section est 
S(u) =
(
u, @̄JR(u)
)
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et l’on voit que D est l’intersection du graphe de S avec la section nulle. Pour 
se restreindre aux courbes simples, on prend l’intersection avec l’ouvert de B
constitué des courbes injectives quelque part, c’est-à-dire des applications u pour 
lesquelles il existe z dans l’intérieur de D2 tel que d u(z) 6= 0 et u−1(u(z)) = {z}. 
L’idée est alors d’appliquer  le théorème des fonctions  implicites :  il s’agit 
de montrer que l’intersection du graphe de S avec la section nulle est trans-
verse, c’est-à-dire que pour toute courbe u 2 D on a Im (TuS) + TuB = TuE . 
Comme les vecteurs horizontaux sont déjà donnés par TuB, il faut et suffit que 
la composante verticale de TuS soit surjective ; notons donc Du celle-ci. Toute-
fois, ce théorème demande une application entre deux variétés de Banach. Pour 
satisfaire cette condition, il suffit de prolonger Du sur l’adhérence W
k,p
G
(
D2, E
)
de Ω0G
(
D2, E
)
dans l’espace de Sobolev W k,p
(
D2, E
)
, comme application à va-
leurs dans W k,pG
(
D2,Λ0,1T ⇤D2 ⌦ E
)
qui est  l’adhérence de Ω0,1G
(
D2, E
)
dans 
W k,p
(
D2,Λ0,1T ⇤D2 ⌦ E
)
. Les résultats de régularité elliptique ( 3.1.9 de [ MS04 ]) 
impliquent que les zéros de @̄JR seront tout de même des courbes lisses. 
Il ne nous reste alors qu’un paramètre libre : la structure presque complexe. 
Si celle-ci est compatible avec !, Du est en fait un opérateur de Fredholm (voir 
par exemple le théorème 8.1.5 de [ AD12 ]), et le théorème de Smale (la version 
en dimension infinie du théorème de Sard) assure alors de la surjectivité de Du
pour les structures compatibles en dehors d’un sous-ensemble maigre. 
Remarque 4.19. Cette discussion résume très rapidement le raisonnement condui-
sant au théorème 3.1.5 de [ MS04 ]. 
Il  nous  faut  cependant  rappeler maintenant  que  le  choix  de  la  structure 
presque complexe JR sur W n’était que partiellement libre : plus précisément, 
il nous était possible de choisir n’importe quelle structure compatible avec !
sur un voisinage U de W−, tandis que sur Er0+✏ il s’agissait d’appliquer i le 
long des fibres de N et JΣ sur la distribution horizontale Hr ; JΣ, définie sur 
Σ, n’avait d’autre contrainte que d’être compatible avec !Σ. 
Comme la structure presque complexe sur U est choisie arbitrairement, on 
obtient la régularité des disques sortant de Er0+✏. 
Afin de traiter le cas des disques qui restent dans Er0+✏, remarquons d’abord 
que λR identifie (Er0+✏, JR) avec 
(
E0R, J
R
)
où E0R = [−R,R]⇥ P [{R}⇥P W+ ; 
c’est dans ce cadre que nous raisonnerons. Notons alors JH la restriction de JR
sur Hr, c’est-à-dire essentiellement JΣ à travers l’identification 4.1 . La défini-
tion de JR peut être écrite comme la décomposition 
(
TE0R, J
R
)
'
(
Hr, JH
)
⊕
⇡⇤(N , i). 
Soit u un disque qui reste dans E0R. On pose Tu
∣
∣⇡⇤N la composition de Tu
avec la projection sur ⇡⇤N le long de Hr, et Tu
∣
∣Hr la composition de Tu avec 
la projection de Hr le long de ⇡⇤N . On a donc la décomposition suivante : 
@̄JR(u) =
1
2
✓
Tu
∣
∣⇡⇤N + (⇡⇤i) ◦ Tu
∣
∣⇡⇤N ◦ j
◆
⊕ 1
2
✓
Tu
∣
∣Hr + JH ◦ Tu
∣
∣Hr ◦ j
◆
.
On remarque alors que 
Tu
∣
∣Hr + JH ◦ Tu
∣
∣Hr ◦ j =
✓
T⇡∣
∣Hr
◆−1
(T (⇡ ◦ u) + JΣ ◦ T (⇡ ◦ u) ◦ j)
est nul si et seulement si ⇡ ◦ u est JΣ-holomorphe. 
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Tout comme l’opérateur @̄JR , le fibré vectoriel E se décompose en la somme 
directe 
Eu ⇡ Ω0,1GN
(
D2, u⇤(⇡⇤N , i)
)
⊕ Ω0,1GH
(
D2, u⇤
(
Hr, JH
))
.
où GN = (@u)
⇤
⇡⇤TS1 et où GH = (@u)
⇤
✓
T⇡∣
∣Hr
◆−1
TL. Le terme de droite 
correspond aux formes de degré 1 antilinéaires par rapport à JΣ au-dessus des 
applications lisses 
(
D2, S1
)
! (Σ, L). À la partie de droite de @̄JR nous pouvons 
donc associer une linéarisation qui est surjective si et seulement si la linéarisation 
@̄JΣ l’est. Comme on l’a vu, c’est vrai pour une structure JΣ générique au sens 
du théorème de Smale ; en particulier il existe une telle structure. 
Pour régler le cas du terme de gauche, considérerons une trivialisation holo-
morphe g : (⇡ ◦ u)⇤N ! D ⇥ C. Celle-ci entraine les identifications : 
Ω0,1GN
(
D2, u⇤(⇡⇤N , i)
)
⇡g Ω0,1g−1◦GN
(
D2, (C, i)
)
et 
1
2
✓
Tu
∣
∣⇡⇤N + (⇡⇤i) ◦ Tu
∣
∣⇡⇤N ◦ j
◆
= g−1 ◦ @̄.
Comme la multiplication par i est une structure complexe intégrable, elle est 
régulière par le théorème de Riemann-Roch ( C.1.10 dans [ MS04 ]). 
Comme cette décomposition continue d’être valable pour Du, on obtient un 
opérateur surjectif, puisque surjectif sur chaque sous-espace de la décomposition. 
4.3  Bijection entre les espaces de modules 
Nous allons dans cette sous-section démontrer la proposition 4.3 . 
Rappelons tout d’abord le lemme 7.1.1 de [ BK13 ] : 
Proposition 4.20 . Soit u :
(
D2, S1
)
! (Σ, L) un disque JΣ-holomorphe. Pour 
tout ⇠ 2 S1 et tout  p̃ dans la fibre au-dessus de u(⇠), il existe un unique re-
lèvement  ũ :
(
D2, S1
)
! (N \ Σ,ΓL) de u qui est JN -holomorphe et tel que 
ũ(⇠) = p̃. 
Démonstration. La preuve se fait en se ramenant au cadre de l’analyse complexe 
usuelle : d’abord en tirant (N , JΣ) en arrière par u, puis en trivialisant sur D
le fibré obtenu. Ainsi, relever u en ũ revient à trouver une fonction Ψ : D1 ! C
qui : 
—  ne s’annule pas, puisque ũ ne rencontre pas Σ, 
—  envoie @D dans l’image trivialisée de ΓL, 
—  vérifie Ψ(⇠) = p̂ où (⇠, p̂) est l’image de p̃ dans D ⇥ C. 
La deuxième condition revient à ce que pour ⇣ 2 @D on ait |Ψ(⇣)| = h(⇣) avec 
h : @D ! R⇤+ correspondant à u⇤ΓL. 
Comme Ψ ne s’annule pas sur un domaine simplement connexe, Ψ = expΦ
où Φ est holomorphe. Notons Φ = g + if ses parties  réelles  et  imaginaires. 
Alors  g est  l’unique  solution  du  problème  de Dirichlet  avec  la  condition  de 
bord g = ln ◦h, et f est son conjugué harmonique. Φ est alors déterminée à 
une constante additive près, donc Ψ à une constante multiplicative près. Cette 
dernière est imposée par la troisième condition. 
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Au vu de la proposition 2.15 , tâchons de mettre en correspondance l’espace 
des disques pseudo-holomorphes  ũ passant par  p̃ 2 ΓL, vérifiant  [@ũ] = g̃ 2
⇡1(ΓL, p̃) et µΓL(ũ) = 2 avec son homologue pour (Σ, L). 
Grâce à la proposition 4.4 , les projections u = ⇡ ◦ ũ de ces disques sont bien 
définies ; elles passent par p = ⇡(p̃), vérifient  [@u] = g = ⇡⇤g̃ et µL(u) = 2
par  3.13 ,  et  la  construction  de JN nous  assure  qu’elles  sont  encore  pseudo-
holomorphes. La proposition 4.20 nous dit que cette projection est de surcroît 
injective entre les espaces de modules. Cependant, il pourrait y avoir un autre 
disque pseudo-holomorphe u passant aussi par p vérifiant [@u] = g et µL(u) = 2, 
dont le relèvement ũ n’aurait pas été compté en haut car [@ũ] 6= g̃ : en d’autres 
mots, la projection pourrait ne pas être surjective. La proposition suivante per-
met de contrôler ce cas : 
Proposition 4.21 .  Soit u :
(
D2, S1
)
! (Σ, L) un disque JΣ-holomorphe tel 
que µL(u) = 2, [@u] = ⇡⇤g̃ et que u passe par p 2 L. Fixons p̃ 2 ΓL \ ⇡−1(p)
et supposons qu’il existe un disque pseudo-holomorphe ũ0 :
(
D2, S1
)
! (W,ΓL)
tel que µΓL(ũ0) = 2, [@ũ0] = g̃ et que ũ0 passe par p̃. 
Si ũ est le relèvement pseudo-holomorphe de u passant par p̃, alors µΓL(ũ) =
2 et [@ũ] = g̃. 
Démonstration. Par la proposition 3.13 , nous avons que µΓL(ũ) = µL(u) = 2. 
La proposition 4.4 , d’étirement du cou, assure que tant ũ0 que ũ évitent ∆. 
Posons alors 
γ : S1 −! ΓL
v 7−! v.p̃
de manière à ce que ker⇡⇤ = h[γ]i ⇢ ⇡1(ΓL), où ⇡⇤ est l’application induite par 
⇡ entre les groupes fondamentaux de ΓL et L. Comme ⇡⇤[@ũ] = [@u] = g = ⇡⇤g̃, 
il  existe  l 2 Z tel  que  [@ũ] = g̃[γ]l. En  outre, µΓL(ũ) = µΓL(ũ0) donc par 
monotonie 
ˆ
D2
ũ⇤0! =
ˆ
D2
ũ⇤!.
Et comme on évite ∆, ! = −d 
⇣
e−r
2
↵r
⌘
et l’application de la formule de Stokes 
donne 
e−r
2
0
ˆ
S1
(@ũ0)
⇤
↵r = e−r
2
0
ˆ
S1
(@ũ)
⇤
↵r
d’où 
ˆ
S1
@ũ⇤0↵
r =
ˆ
S1
@ũ⇤0↵
r + l
ˆ
S1
γ⇤↵r.
Comme 
´
S1
γ⇤↵r > 0, l = 0 et [@ũ] = g̃. 
4.4  Conclusion 
Nous pouvons maintenant aisément montrer le théorème 4.1 . 
Démonstration. Comme nous l’avons vu dans la proposition 2.15 , l’homologie 
de Floer relevée est définie sur le revêtement universel si et seulement si : 
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—  le nombre de Maslov est strictement supérieur à 2 ou, 
—  ce nombre est 2 et pour tout point générique, tout élément du groupe fon-
damental borde un nombre pair de disques pseudo-holomorphes d’indice 
de Maslov 2. 
La proposition 3.13 assure que dans notre cas les nombres minimaux de Maslov 
sont égaux. Dans le cas où celui-ci est 2, la proposition 4.3 implique directement 
que si l’homologie relevée n’est pas définie sur le revêtement universel de ΓL elle 
ne l’est pas non plus pour celui de L. S’il existe un élément du groupe fonda-
mental de L qui borde un nombre pair de disques pseudo-holomorphes d’indice 
de Maslov 2, en relevant un de ces disques par la proposition 4.20 , on obtient un 
élément du groupe fondamental de ΓL auquel appliquer la proposition 4.3 . 
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Chapitre 5 
Applications 
Ce chapitre apporte la preuve des résultats principaux et traite des corollaires 
et applications que l’on peut en tirer, avant tout dans l’optique du cas où la 
variété ambiante est CPn. 
Remarque 5.1. Sauf mention contraire explicite, les homologies des revêtements 
universels évoquées dans ce chapitre sont à coefficients dans Z/2Z. 
5.1  Théorème principal dans le cas d’un K(π, 1)
Rassemblons ici la preuve de la première partie du théorème 1.25 , c’est-à-dire 
l’énoncé suivant : 
Théorème. Soit Σ une variété symplectique dont le nombre de Chern est au 
moins 2 qui est une hypersurface kählérienne d’une plus grande variété de Käh-
ler M , entière, telle que [Σ] dans Hn−2(M,Z) soit duale au sens de Poincaré 
de [!M ] 2 H2dR(M,Z) et que M \Σ soit un domaine de Weinstein sous-critique. 
Soit L une variété orientée, fermée, connexe qui est une lagrangienne mo-
notone de Σ. 
Si L est  un  espace  asphérique,  c’est-à-dire  d’Eilenberg-MacLane  de  type 
alors le nombre de Maslov de L est NL = 2, et il existe un élément non-trivial 
g 2 ⇡1(L) dont le centralisateur est d’indice fini. 
Démonstration. D’après la section 3.2 , ΓL est – tout comme L dans Σ – une 
lagrangienne monotone de M \ Σ et un K(⇡, 1) orienté compact. La proposi-
tion 3.9 nous indique alors l’existence d’une transformation hamiltonienne pour 
laquelle ΓL ne rencontre pas son image. L’homologie de Floer relevée, si elle 
bien définie, ne peut alors qu’être nulle, puisqu’elle est engendrée par les relevés 
des intersections entre ΓL et son image. 
Or, comme ΓL est un K(⇡, 1), son revêtement universel est contractile et, 
en particulier, n’a pas d’homologie hors  le  groupe d’indice  zéro. Nous avons 
vu dans la sous-section 2.3.2 que cela interdisait à l’homologie de Floer relevée 
d’être nulle. 
Par conséquent, cette homologie n’est pas définie. Le lemme 4.1 assure alors 
que l’homologie de Floer relevée n’est pas non plus définie pour le revêtement 
universel de L. Le résultat découle alors de la proposition 2.17 . 
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5.2  Sur le revêtement universel de ΓL
Nous nous tournons maintenant vers la deuxième condition possible dans le 
théorème 1.25 . 
Lemme 5.2 .  Soit Σ une variété  symplectique dont  le nombre de Chern est 
au moins 2 qui est une hypersurface kählérienne d’une plus grande variété de 
Kähler M , entière, telle que [Σ] dans Hn−2(M,Z) soit duale au sens de Poincaré 
de [!M ] 2 H2dR(M,Z) et que M \Σ soit un domaine de Weinstein sous-critique. 
Soit L une variété orientée, fermée, connexe, dont tous les groupes d’ho-
mologie de degrés impairs du revêtement universel L̃ s’annulent et qui est une 
lagrangienne monotone de Σ. 
Si le revêtement universel de ΓL est Γ̃L = L̃⇥R alors le nombre de Maslov 
NL de L est 2 et il existe un élément non-trivial g 2 ⇡1(L) dont le centralisateur 
est d’indice fini. 
Démonstration. Vu l’hypothèse sur Γ̃L, L̃ en est un rétracte par déformation et 
leurs homologies sont identiques ; en particulier, ses groupes de degrés impairs 
s’annulent. Comme dans la preuve précédente, la discussion conduite dans la 
sous-section  2.3.2  interdit  alors  à  l’homologie de Floer  relevée  sur  Γ̃L d’être 
nulle, alors qu’elle l’est nécessairement si elle est définie. 
Elle n’est donc de nouveau pas définie, et le résultat découle à nouveau de 
la combinaison du lemme 4.1 et de la proposition 2.17 . 
Lemme 5.3 . Si la classe d’Euler eΓL 2 H2(L,Z) est de torsion, alors le revê-
tement universel de ΓL est Γ̃L = L̃⇥ R. 
Démonstration. Scindons H2(L;Z) en sa partie libre et sa torsion. Le théorème 
des  coefficients universels  [ Hat02 ]  implique que cette dernière  s’identifie à  la 
torsion  de H1(L;Z). Celui-ci  peut  être  vu  comme  l’image  de ⇡1(L) par  son 
abélianisation ↵ ; posons alors G l’image réciproque par ↵ de la partie libre de 
H1(L;Z). C’est un sous-groupe (normal) de ⇡1(L), d’indice fini par le premier 
théorème d’isomorphisme. On considère alors p : L̄ ! L le revêtement fini relatif 
à G. 
Il est clair que le diagramme : 
⇡1
(
L̄
)
' G //
p⇤
✏✏
H1
(
L̄;Z
)
p⇤
✏✏
// 0
⇡1(L)
↵ // H1(L;Z) // 0
commute,  et  par  construction p⇤ : ⇡1
(
L̄
)
! ⇡1(L) est  l’inclusion de G. En 
conséquence, l’application p⇤ : H1
(
L̄;Z
)
! H1(L;Z) est à images dans la partie 
libre de H1(L;Z), et en particulier cette application s’annule sur la torsion de 
H1
(
L̄;Z
)
. 
Considérons maintenant plus attentivement la suite exacte qui donne lieu 
au théorème des coefficients universels : 
0 // Ext 
(
H1
(
L̄;Z
)
,Z
)
// H2
(
L̄;Z
) β̄ // Hom 
(
H2
(
L̄;Z
)
,Z
)
// 0
0 // Ext (H1(L;Z),Z)
Ext (p⇤,Z)
OO
// H2(L;Z)
p⇤
OO
β // Hom (H2(L;Z),Z) // 0
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et souvenons-nous que la classe d’Euler eΓL est dans la torsion de H
2(L;Z), 
c’est-à-dire dans ker(β). Celle du fibré en cercles p⇤ΓL au-dessus de L̄ est alors, 
par naturalité, le tiré en arrière p⇤eΓL , qui est aussi dans la torsion de H
2
(
L̄;Z
)
, 
c’est-à-dire ker
(
β̄
)
. La calculer revient donc à calculer l’image par Ext (p⇤,Z)
d’un antécédent de eΓL . Comme Ext (·,Z) est nul sur la partie libre d’un groupe 
abélien et que p⇤ est nulle sur la partie de torsion, Ext (p⇤,Z) = 0, p⇤eΓL = 0
et p⇤ΓL = S1 ⇥ L̄. Son revêtement universel, et par conséquent celui de ΓL, est 
donc R⇥ L̃. 
Lemme 5.4 . Si H2(Σ,R) est engendré par [!Σ] alors la classe d’Euler eΓL 2
H2(L,Z) est de torsion. 
Remarque 5.5. C’est en particulier le cas pour Σ = CPn. 
Démonstration. Notons P le fibré au-dessus de Σ des cercles de même rayon que 
ceux de ΓL, de manière à ce que ΓL = ◆⇤P où ◆ désigne l’inclusion L ,! Σ. Par 
naturalité de la classe d’Euler eΓL = ◆
⇤eP , mais eP 2 H2(Σ,Z) est colinéaire à 
[!Σ] si elle n’est pas de torsion, et ◆⇤!Σ = 0 puisque L est lagrangienne. 
La combinaison des trois lemmes précédents prouve le théorème 1.25 sous 
sa deuxième condition. 
5.3  Lagrangienne dans un produit CP n ⇥ V
Théorème 5.6 .  Soit 
(
V 2d,!V
)
une variété symplectique telle que le produit 
(CPn⇥V,!FS⊕!V ) soit monotone. Soit L une lagrangienne fermée, orientable 
et monotone de CPn ⇥ V telle que les groupes d’homologie de degré impair de 
son revêtement universel  L̃ s’annulent. Alors  le nombre de Maslov de L est 
NL = 2, et il existe un élément non-trivial g 2 ⇡1(L) dont le centralisateur est 
d’indice fini. 
Remarque 5.7. 
1.  (CPn ⇥ V,!FS ⊕ !V ) est en particulier monotone lorsque ⇡2(V ) = 0. 
2. On retrouve cette généralisation dans le théorème 4.2.A de [ Bir06 ]. 
Démonstration. L’idée est de construire ΓL dans Cn+1⇥V de la même façon que 
présenté en 3 ; la proposition 3.13 en particulier s’étend à ce cas. Le lemme 5.4 
s’applique toujours puisque ΓL est construit de même, et le lemme 5.3 ne dépend 
pas de la variété ambiante. On en déduit que l’homologie de Floer relevée n’est 
pas définie pour le revêtement universel de ΓL. 
Toute contribution à l’indice de Maslov venant de V ⇢ Cn+1 ⇥ V pour les 
disques de la proposition 4.3 serait positive, donc le résultat tient toujours. On 
en déduit que le théorème d’équivalence des homologies relevées 4.1 est toujours 
valide ici, et donc que l’homologie de Floer relevée sur L̃ n’est pas définie. 
5.4  Cas des sommes connexes 
Le signe ⇤ entre deux groupes désignera ici, comme c’est souvent l’usage, 
leur produit libre ; l’élément neutre sera noté e. 
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Lemme 5.8 . Soit (Gi)i2I une collection finie d’au moins deux groupes non-
triviaux. Il existe un élément non-trivial g 2 ⇤i2IGi dont le centralisateur est 
d’indice fini si, et seulement si, |I| = 2 et chaque Gi est Z/2Z. 
Remarque 5.9. On peut décrire ce dernier cas de manière explicite : en notant 
Dih 1 = Z/2Z ⇤ Z/2Z =
⌦
u, v | u2, v2
↵
, on vérifie facilement que le centralisateur 
de uv est Z(uv) = huvi =
n
(uv)
k
, k 2 Z
o
et qu’il est d’indice fini. 
Démonstration. Nous supposerons pour cette preuve que I = {1, 2}, le cas géné-
ral en découlant immédiatement par associativité du produit libre. Un élément 
non-trivial de G1 ⇤G2 peut s’écrire de manière unique comme un produit d’élé-
ments non-triviaux de G1 et G2 alternativement. Ce simple fait forme la base 
du joli sous-lemme suivant : 
Lemme 5.10 . Soit u 2 G1, v 2 G2 et g 2 G1 ⇤ G2 tous non-triviaux. 
S’il existe une puissance strictement positive de uv qui commute avec g, 
alors g est lui-même une puissance de uv. 
Démonstration. Supposons ainsi que (uv)k 2 Z(g) pour k > 0. On écrit g
comme produit 
Qn
j=1 zj d’éléments non-triviaux de chacun des groupes, 
alternativement, avec n > 0. Commençons par vérifier que n est bien 
pair : si ce n’est pas le cas la décomposition de g commence et finit avec 
un facteur du même groupe, et les décompositions en produits de (uv)kg
et g(uv)k n’ont même pas autant de facteurs. 
On peut maintenant écrire g =
Qm
j=1 xjyj . Si les xj appartiennent à 
G1 et les yj à G2 l’égalité de (uv)
k
g et g(uv)k assure que les k premiers 
xj et yj sont respectivement u et v, et en simplifiant au fur et à mesure 
que xj+k = xj et yj+k = yj ; on a donc bien g = (uv)
m. Sinon, il suffit 
d’utiliser g−1 pour revenir à cette situation, et alors g = (uv)−m. 
Prouvons maintenant  le  lemme principal.  S’il  existe u0 6= u non-triviaux 
dans G1 (respectivement v0 6= v dans G2) alors g ne peut pas être à la fois une 
puissance et de uv et de u0v (respectivement uv0) ; il n’y a donc aucune puissance 
de uv ou aucune puissance de u0v (respectivement uv0) dans Z(g). Comme ces 
produits ont chacun une infinité de puissances, Z(g) est d’indice infini. Sinon, 
on est dans le cas G1 = G2 = Z/2Z. 
En combinant ce lemme 5.8 avec le théorème 1.22 , on en tire le corollaire 
suivant : 
Corollaire 5.11 . Soit L une variété compacte et orientable dont tous les groupes 
d’homologie de degrés  impairs de  son  revêtement universel  L̃ s’annulent. Si 
son groupe fondamental s’écrit comme un produit libre (non-trivial) autre que 
Z/2Z ⇤ Z/2Z, et que : 
1. H2(L,Z) = 0 ou que 
2. H2(Σ,R) est engendré par [!Σ], 
alors L ne peut être plongée dans Σ comme sous-variété lagrangienne monotone. 
On peut alors montrer le corollaire 1.23 : 
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Corollaire.  Soit  (Li)i2I une collection finie d’au moins deux variétés com-
pactes, orientables, de dimension 2k + 1 dont tous les groupes d’homologie de 
degrés impairs de leurs revêtements universels s’annulent. Alors il n’existe pas 
de plongement lagrangien monotone de la somme connexe ]i2ILi dans CP 2k+1. 
Démonstration. Remarquons tout d’abord qu’en particulier les groupes de degré 
2k+1 = dimLi des revêtements universels s’annulent : ces revêtements ne sont 
pas compacts contrairement aux Li, et donc tous les groupes fondamentaux sont 
infinis. 
Prouvons ensuite que la propriété en homologie s’étend à ]i2ILi : par dé-
finition du revêtement universel son premier groupe d’homologie est nul ; par 
non-compacité c’est aussi le cas de son 2k + 1e groupe. Les autres peuvent être 
calculés à l’aide de la suite de Mayer-Vietoris : au moment de faire la somme 
connexe de deux Li, on considère pour chacun un ouvert consistant en la variété 
privée d’une boule, de manière à ce que l’intersection de ces deux ouverts dans 
la somme connexe soit une couronne solide. On applique ensuite aux préimages 
de ces deux ouverts sur le revêtement universel la suite de Mayer-Vietoris. Une 
récurrence simple achève le raisonnement. 
Les hypothèses du corollaire 5.11 sont alors vérifiées pour ]i2ILi. 
5.5  Cas de la dimension 3
En dimension 3 la condition de nullité des groupes d’homologie de degrés 
impairs  du  revêtement  universel  est  évidemment  très  faible :  le  premier  est 
toujours nul, le troisième l’est si et seulement si le groupe fondamental de la 
variété de départ est infini. 
5.5.1  Primalité 
C’est  justement  le  cas des variétés qui ne  sont pas premières :  si u et v
désignent des éléments non-triviaux des groupes G1 et G2 réciproquement, alors 
l’élément uv du produit libre G1 ⇤ G2 est clairement d’ordre infini. On a ainsi 
la proposition suivante : 
Proposition 5.12 . Toute lagrangienne L monotone, fermée et orientée de CP 3
est première. 
Démonstration. Si L est la somme connexe non-triviale L1]L2, le théorème de 
Poincaré-Perelman  [ Per02 ,  Per03a ,  Per03b ]  assure  que  ni L1 ni L2 ne  sont 
simplement  connexes.  En  particulier  ⇡1(L) = ⇡1(L1) ⇤ ⇡1(L2) est  infini,  et 
on peut appliquer  le théorème principal 1.22 . Le  lemme 5.8 assure alors que 
⇡1(L1) = ⇡1(L2) = Z/2Z ; on en déduit que nécessairement L1 = L2 = RP 3 – 
voir par exemple le théorème 2.2 de [ AFW12 ], associé à la remarque (A) sur la 
même page. 
Or, 2H1
(
RP 3]RP 3;Z
)
est trivial – on peut le voir par exemple en utilisant la 
suite de Mayer-Vietoris. Le théorème 1.19 énoncé par M. Damian dans [ Dam15 ] 
exclut alors ce cas. 
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5.5.2  Cas sphérique 
En dimension trois, la conjecture d’elliptisation prouvée par Perelman assure 
que toute variété dont le groupe fondamental est fini est une variété sphérique, 
c’est-à-dire se construisant comme quotient de la sphère par l’action libre d’un 
sous-groupe fini de SO4. Parmi ces variétés sphériques, les espaces lenticulaires 
sont celles dont le groupe fondamental est cyclique. 
En outre, le nombre de Maslov d’une variété orientable est pair et soumis à 
l’inégalité d’Oh 1.13 , il ne peut donc prendre que les valeurs 2 ou 4 ; nous allons 
explorer chacune de ces possibilités. 
Proposition 5.13 . Toute lagrangienne fermée, orientée, sphérique de nombre 
de Maslov 4 de CP 3 est un espace lenticulaire L(p, q) avec p pair. 
Remarque 5.14. Cette classe inclut l’exemple de RP 3. Comme il avait déjà été 
observé par P. Biran dans [ Bir06 ] la condition sur le nombre de Maslov implique 
que H⇤(L; Z/2Z) ⇠= H⇤(RPn; Z/2Z) en tant qu’espaces gradués. 
Démonstration. Comme L est une variété sphérique, son groupe fondamental 
est fini et par conséquent H1(L;Z) également. La proposition 2.11 assure alors 
qu’elle est monotone. 
Le théorème 1.7 b de M. Damian dans [ Dam12 ] implique alors que le groupe 
fondamental de ΓL ⇢ C4 est Z. De plus comme L est sphérique son deuxième 
groupe d’homotopie est trivial. La suite exacte correspondant à cette fibration 
en cercles 
⇡2(L) ! ⇡1
(
S1
)
! ⇡1(ΓL) ! ⇡1(L) ! ?
devient alors 
? ! Z ! Z ! ⇡1(L) ! ?
et donc ⇡1(L) est cyclique et L est lenticulaire. En calculant son homologie à 
coefficients dans Z/8Z, par exemple à l’aide du théorème des coefficients univer-
sels, la première condition du théorème de P. Seidel 1.18 implique que p doit 
être pair. 
Remarque  5.15.  Le  cas NL = 2 est  au  moins  non  vide,  puisqu’il  contient 
l’exemple de R. Chiang. 
5.5.3  Cas réductible 
Définition 5.16 . Une variété de dimension 3 est irréductible si toute sphère 
plongée y borde une boule plongée. 
Remarque 5.17. Le « théorème de la sphère » de Papakyriakopoulos – voir par 
exemple [ Pap57 , Whi58 ], ou en français  [ Bat71 ] – affirme que si  le deuxième 
groupe d’homotopie est non-trivial, il existe une sphère plongée. La condition 
ci-dessus équivaut donc à ⇡2 = 0. 
Fait 5.18 . La seule variété de dimension trois orientée qui est première sans 
être irréductible est le produit du cercle et de la sphère. 
Remarque 5.19. En conséquence de la proposition 5.12 , c’est donc la seule to-
pologie réductible possible. 
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5.5.4  Cas asphérique 
Sinon, L est un K(⇡, 1). En effet, le revêtement universel de L partage avec 
celle-ci son deuxième groupe d’homotopie, qui est donc nul ; par  le théorème 
d’Hurewicz, il est acyclique en degré 1 et 2. Or, comme le groupe fondamental 
est infini, son troisième groupe d’homologie est aussi nul, ainsi que les suivants 
par argument de dimension, et ce revêtement est donc totalement acyclique, 
donc totalement asphérique à nouveau par le théorème d’Hurewicz. La variété 
L est bien un espace d’Eilenberg-MacLane. 
Proposition 5.20 . Soit L un K(⇡, 1) de dimension 3 fermé et orienté, dans le 
groupe fondamental duquel existe un élément g non trivial dont le centralisateur 
Z(g) est d’indice fini. Alors L est un fibré de Seifert. 
Démonstration. Notons L̄ ! L le revêtement fini de L correspondant à Z(g). 
D’après le théorème 1.15 de [ AFW12 ], L est un fibré de Seifert si et seulement 
si L̄ l’est. Or, comme L̄ est un K(⇡, 1), g 2 ⇡1
(
L̄
)
= Z(g) est d’ordre infini, et 
hgi ' Z est un sous-groupe normal. Le théorème 3.5 de [ AFW12 ] implique alors 
que L̄ est un fibré de Seifert. 
Le théorème 1.26 en découle immédiatement. 
5.6  Conjectures 
Au vu du théorème 1.11 décrivant la topologie des lagrangiennes monotones 
de R6, montré par M. Damian dans [ Dam15 ], on peut espérer l’énoncé suivant : 
Conjecture 5.21 . Soit L ⇢ CP 3 une lagrangienne monotone fermée et orien-
table dont le groupe fondamental est infini. Alors L est difféomorphe au produit 
de S1 par une surface fermée orientable. 
La démonstration du théorème de M. Damian repose sur  l’existence d’un 
morphisme sur le groupe fondamental de L à valeur dans Z valant 1 sur une 
partie finie stable par conjugaison ; en l’occurence la moitié du morphisme de de 
Maslov convient comme on l’a vu dans le paragraphe 2.3.2 . Malheureusement, 
il n’est pas possible d’utiliser ce morphisme tel quel, puisqu’il n’est pas défini 
sur ⇡1(L) dans le cas de CP 3. Cependant, il l’est sur ⇡1(ΓL) puisque ΓL ⇢ C4 ; 
en  trouvant  une  bonne  section ⇡1(L) ! ⇡1(ΓL) on  pourrait  tenir  le même 
raisonnement. 
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Simon SCHATZ
Sur la topologie des sous-variétés
lagrangiennes monotones de l'espace
projectif complexe
Résumé
Les sous-variées isotropes maximales en géométries symplectique sont appelées lagrangiennes ;
parmi celles-ci on distingue les lagrangiennes monotones. Historiquement leur définition est motivée
en partie par la construction de l'homologie de Floer lagrangiennes ; elles présentent ainsi une
classe plus rigide, moins étendue, de lagrangiennes.
Ce manuscrit établit une contrainte sur le groupe fondamental de certaines lagrangiennes mono-
tones, qui s'applique en particulier lorsque la variété symplectique ambiante est l'espace projectif
complexe. Une des conséquences du théorème principal est d'exclure toute une classe d'exemples
classiques de lagrangiennes, due à L. Polterovich, du cas monotone. Elle conduit également à une
discussion sur les topologies possibles en dimension 3.
Mots-clés : Lagrangiennes monotones, topologie lagrangienne.
Résumé en anglais
This thesis establishes a topological constraint on the fundamental group of some monotone La-
grangien. One useful consequence is to rule out a class of examples of Lagrangians due to
L. Polterovich as monotone ones. It also leads to a discussion on the possible topologies en dimen-
sion 3.
Keywords: Monotone Lagrangians, Lagrangian Topology.
