We consider the integer Chebyshev problem, that of minimizing the supremum norm over polynomials with integer coefficients on the interval [0, 1]. We implement algorithms from semi-infinite programming and a branch and bound algorithm to improve on previous methods for finding integer Chebyshev polynomials of degree n. Using our new method, we found 16 new integer Chebyshev polynomials of degrees in the range 147 to 244.
Let p(x) = a n x n + · · · + a 0 be a polynomial with integer coefficients, and all of whose conjugates are in an interval I. Then it is relatively easy to show, by means of resultants, that t Z (I) ≥ 1 a 1/n n . See for example [4] . By considering the numerator of the iterates of the function
we get an infinite family of polynomials, known as the Gorshkov-Wirsing polynomials, all of whose conjugates are in [0, 1] . This is used to show that t Z ([0, 1]) ≥ 1 2.3605... ≈ 0.42364. This was done computationally by means of a simplex search on a very large grid of points in [0, 1]. The upper bound was improved by Habsieger and Salvy in [12] to give t Z ([0, 1]) ≤ 0.4234794. In addition, Habsieger and Salvy explicitly computed integer Chebyshev polynomials of degree n for all n ≤ 75. Wu in [22] extended this list of integer Chebshev polynomials up to degree 100. In [19, 20] Pritsker introduced techniques from weighted potential theory to help improve lower bounds for the multiplicity of factors in an integer Chebyshev polynomial of degree n. With this he improved the upper bound to t Z ([0, 1]) ≤ 0.4232. Flammang in [6] , by means of auxiliary functions constructed with 28 polynomials, improved this upper bound to 0.42291334. In the 2009 PhD thesis of Meichsner [17] , extensive computational work was done on this problem. An upper bound of 1/2.36482727 ≈ 0.42286386 was found. In addition, Meichsner extended the collection of known integer Chebyshev polynomials completely up to degree 145, and also for a large collection of polynomials up to degree 230. It is upon this result that we improve. Later Flammang, in [7] improved these upper bounds again to 0.422685 by finding a good lower bound in the absolute length of a polynomial. This last bound is the best known bound. We unfortunately were not able to improve upon this bound in this paper.
There have been many variations of this problem considered. For example, the integer Chebyshev problem on sets other than [0, 1] has been considered in [1, 8, 9] . The monic integer Chebyshev polynomial, denoted t M (I), was introduced in [2] . What is interesting in the monic case is that often exact value can be computed. In [13] it was shown, for all a, that t M ([a, a + 1]) = 1/2. It was shown that t M ([0, x]) is continuous in x for x > 0 in [16] . The multivariate case has been looked at in [3, 17] . Applications of this to the leading coefficient in Schur's problem were studied in [21] .
In this paper, we will apply semi-infinite programming techniques to the problem of finding integer Chebyshev polynomials of degree n on [0, 1]. We prove 16 polynomials on [0, 1] to be integer Chebyshev polynomials of degree 147, 149, 152, 153, 154, 158, 175, 191, 194, 198, 202, 236, 238, 239 , 241 and 244 respectively. These new polynomials were not previously known to be integer Chebyshev polynomials, and the previous largest-known integer Chebyshev polynomial was of degree 230. There still remain 20 integer Chebyshev polynomials of degree less than 244 that are unknown.
1.2. Semi-Infinite Programming. A semi-infinite programming (SIP) problem is an optimization problem that, in primal form, can be formulated as
where x ∈ R n and T is an infinite set. Thus the optimization problem is over a finite number of variables subject to an infinite number of constraints. In a linear semi-infinite programming (LSIP) problem, the objective function f and constraint functions g(x, t), t ∈ T are affine in the variable x. For a general reference on linear semi-infinite programming, see [10] .
One of the difficulties of solving LSIP problems is that in order to check the feasibility of a solutionx, we must be able to check whetherx ∈ D, that is, whether the solution to (Q) min g(x, t) ∀t ∈ T is greater than 0. This is known as the lower-level problem. The problem (Q) is, in general, a non-linear global optimization problem, so may be very difficult to solve. Handling this part is often left to the specific application.
The cutting plane algorithm used in this paper to solve the LSIP problems that will arise is in the class of discretization algorithms. The common theme of this class is to replace the set T by a finite subset T k ⊂ T , so that we can solve the resulting LP, denoted by P (T k ), with finite constraints, using the simplex method. These algorithms are covered in a general setting in chapter 10 of [10] .
The cutting plane algorithm is an iterative algorithm, which produces the next discretized set T k+1 by using the solution to the discretized problem on iteration k. In particular, given a solution x to P (T k ), we solve the lower level problem (Q) to determine a set of values T ′ = t ∈ T : g(x, t) > 0. We then set T k+1 = T ∪ T ′ and iterate. Termination occurs when x is feasible to within some tolerance ǫ. The constraints given by t ∈ T ′ are called cutting planes, as they separate the current solution from some set containing all feasible solutions. This algorithm will be further described in the context it is used in Section 2.
Integer Chebyshev Polynomials of Degree n
The best known methods for finding an integer Chebyshev polynomial p n for given n use 3 steps:
(1) Determine an initial upper bound for t Z,n [0, 1]. The typical way to do this is to make use of Equation (1.4), and take
where p i is an integer Chebyshev polynomial for each i ∈ {1, .., n − 1}. (2) Using a set of known factors of integer Chebyshev polynomials of degree k < n, determine which are necessary factors of an integer Chebyshev polynomial of degree n with supremum norm less than c n . At the end of this step, we refer to the product of the known factors as F (x) and the product of the unknown factors as G(x).
Step 3 begins where the techniques of Step 2 fail to produce additional factors, and consists of performing some type of exhaustive search of the possible factors G(x) and choosing the one that minimizes G(x)F (x) [0, 1] . Thus p n (x) = G(x)F (x) is an integer Chebyshev polynomial of degree n.
We note the following lemmas, whose proofs can be found in [12] :
is an integer Chebyshev polynomial of degree n for the interval [0, 1/4], then p n (x(1 − x)) is an integer Chebyshev polynomial of degree 2n for the interval [0, 1].
It follows that there is a symmetric integer Chebyshev polynomial of degree n on [0, 1] for all even n. We also have Lemma 2.2. If n is odd, then there exists a symmetric integer Chebyshev polynomial of degree n of the form
These results allow us to work on the interval [0, 1/4] instead of [0, 1]. This proves useful, for example in Step 3 above, by reducing the degree of the unknown factor G before the exhaustive search.
In attempting to find an integer Chebyshev polynomial p n (x) of degree n, we first use methods to determine necessary factors (and their multiplicities) of p n (x), given that p n (x) ≤ c n . For all current methods, once we are no longer able produce new factors, we are left with known factors F where deg(F ) < deg(p n ), if n is sufficiently large.
Although the focus of this paper is on improvements to the search for the missing factor G(x), we will briefly describe some of the basic methods that allow for determining the necessary factors F . In particular, a simple method used in [12] and others is as follows. Given an upper bound c n on t Z [0, 1], we have
for all x ∈ [0, 1]. We then may be able to prove that a factor of the form
is the resultant of G(x) and ax − b, and since both have integer coefficients, the resultant is also integer. Thus we conclude that a g |G(b/a)| = 0 and so ax − b divides G(x). We then update F (x) to F (x) · (ax − b) and G(x) to G(x)/(ax − b), so G(x) is still the remaining unknown factor. Similar techniques can be used for algebraic numbers whose conjugates all lie within the interval.
This technique can easily be extended to multiple factors by using Markov's bound on mth derivatives, as done in [12] . More sophisticated techniques have been developed, ranging from Lagrange interpolation in [12] to generalized Muntz-Legendre polynomials in [22] to applications of the simplex method in [17] . An overview of these methods as well as the most recent and most effective techniques can be found in [17] .
For the remainder of this section, we use the results of Lemmas 1 and 2 to work instead on the interval [0, 1/4] with the transformation
. We will use G(x) and F (x) to refer to the unknown and known factors respectively on the interval [0, 1/4]. This transformation halves the degree of G(x), resulting in nearly half as many coefficients to determine.
The algorithm presented here requires the known factors F (x) as input, since we are only concerned with computing G(x). The current best methods for finding F can be found in [17] , where an implementation in Maple is provided. All results of this section are based on the known factors F provided by that implementation.
2.1. Formulation as an Integer Semi-Infinite Program. We can formulate our problem as the following semi-infinite program (SIP) with integer variables a i and continuous variable c:
. We note that the constraints are linear in the coefficients a i , so this is a linear mixed-integer SIP. To handle the integrality constraints, we propose a branch and bound algorithm similar to those used for solving integer linear programs.
2.2.
Branch and Bound. Branch and bound algorithms for minimizing an arbitrary objective function work by producing a tree of search nodes and maintaining a record of the best known solution; in our case, this will be G
The root node of the search tree represents the optimization problem over the full solution space, while each branch involves the partition of the search space into two or more components. By finding a lower bound on the objective value of each node, we can eliminate those nodes whose lower bound is greater than c * . We call this "cutting" or "pruning" the branch.
Branch and bound methods to solve integer programs find lower bounds by solving a relaxed linear program, and branch by adding constraints to the integer variables to produce new nodes partitioning the search space. Our approach here is similar, but the relaxed problem is instead a linear SIP.
Each node N is defined by the set of constraints C that have been added to the variables during branching. In order to get a lower bound on the solutions obtainable from N , we solve the SIP (R) given by the relaxation of the integrality constraints of (IP ) together with the constraints C, to get a solution (ā,c) withc ≤ ν(IP ), where ν(IP ) is the optimal solution to (IP ). We can find candidates for new best solutions at very low cost by roundinḡ a to get a * . If
At the end of the algorithm, we output G * (x), where G * (x)F (x) is the integer Chebyshev polynomial of degree n.
In order to fully specify the branch and bound algorithm, we must describe three more procedures:
(1) A lower bounding method for each node in the branch and bound tree.
(2) A branching protocol.
(3) A policy for deciding which node to process next.
2.2.1.
Lower bounding at each node. To find a lower bound at node N , we use a cutting plane algorithm as described in the introduction to solve the LSIP. We use an iterative process beginning with a finite subset T 0 ⊂ [0, 1], and compute a solution (ā,c) to the LP given by only considering constraints defined by x ∈ T 0 in the SIP R of N . We then let
and set
We iterate in this fashion until no such values of x can be found or the changes toc between successive iterations is sufficiently small. A lower bound for the node N is then provided by the value ofc from the last iteration.
2.2.2.
Branching protocol. Before detailing the branching technique, we first note that we need only consider polynomials G(x) such that a g ≥ 1, since we are searching for a degree g polynomial and negation does not change the supremum norm. Experimentally, combining this constraint with constraints on the variable a 0 (e.g. a 0 = 1) produced the largest likelihood of branch cutting occurring near the start of the algorithm. This motivates our branching protocol: given a set C of constraints for the node N , we branch on the coefficient a i with the smallest index i where C does not already contain an equality constraint for a i . If there are no constraints for a i in C, then we produce four new nodes N 1 , N 2 , N 3 , N 4 with constraint sets
If there are already inequality constraints on a i in C, then we produce nodes with constraint sets similarly to the above, only where the new constraints do not conflict with the existing constraints in C, always producing at least 2 equality constraints.
This branching is a trade off between branching with equality on all possible values of a i , and binary branching using only inequalities. This method avoids computing bounds on the value of a i while also reducing the total number of nodes created compared to binary branching.
2.2.3.
Selecting the next node to process. The selection of the next node to process is determined by the data structure in which the nodes are placed. We used a priority queue whereby nodes with smaller c are processed first, yielding a "best first search". The heuristic justification of this choice is that since we are searching for nodes with smaller lower bounds first, we will not spend time on a branch which has a better chance of being cut.
The algorithm. Algorithm 1 is a pseudo-code description of the branch and bound algorithm, given procedures for finding lower bounds and determining new nodes by branching, as described above
We note that this algorithm is similar in spirit to the technique used in [12] for computing G(x), although described in a different framework. Improvements in our algorithm come from eliminating the need to find bounds on each coefficient and that the branch and bound algorithm is more likely to find good solutions sooner by use of the priority queue.
Resultant Search.
We describe here the method used in [17] to find G(x). This method produced the best results before this paper, and will be used in combination with our branch and bound algorithm to find new integer Chebyshev polynomials.
The main idea is to write the coefficients of G(x) in terms of the resultants of G(x) with g +1 linear polynomials, and to perform a search on these resultants, which are also integers, instead of the coefficients themselves. Then we can determine a set of congruences the resultants must satisfy, greatly reducing the number of possible combinations of coefficients. while P riQueue not empty do 6:
(N, a) ← GetNode(P riQueue) 7: a * ← Round(a) 8 :
if c * ≤ U pperBound then 10:
U pperBound ← c *
11:
BestSol ← a *
12:
end if 13:
14:
for i from 1 to 4 do end for 20: end while 21: end procedure Consider the g + 1 linear polynomials v i x − w i . Then the resultants r i = v g i G(w i /v i ) for each i give a system of equations of the resultants in terms of the coefficients a k of G(x). We can solve this system for the variables a k to get
We write this in matrix form as 
Using a form of Gaussian elimination with the Euclidean algorithm, we can reduce the matrix S to an upper triangular matrix S ′ . Given bounds on each r i , we can then try all possible values of r by back substitution in S ′ , solving the linear congruence in one variable at each step. We find bounds on the r i by noting that
with the coefficients of G(x) as variables, using some subset of [0, 1/4] for the constraints (around 200 constraints), whichever gives a better bound.
For each valid r, we can compute G(x) and find the r giving G(x) that minimizes G(x)F (x) . Then G(x)F (x) is an integer Chebyshev polynomial of degree n on [0, 1/4], which we can then transform to find the symmetric integer Chebyshev polynomial on [0, 1].
Combining Methods.
Along with the other methods given in [17] , the resultant search method allowed the computation of all integer Chebyshev polynomials up to degree 145, and many up to degree 230, and included all integer Chebyshev polynomials for which the degree of the missing factor G(x) on the interval [0, 1/4] was less than 15. Unfortunately, the exponential nature of the branch and bound method prevents scaling to the same extent. For example, in step 3 of finding the integer Chebyshev polynomial of degree 120, G(x) has degree 12. The resultant search method completes in 3 minutes, while branch and bound takes over 8 hours. However, fast progress by the branch and bound algorithm in the early stages motivates a combination of the two methods wherein we start off branching before doing a resultant search on the remaining variables.
More precisely, we observed that large amounts of branch cutting occurred in the early stages of the branch and bound algorithm. This was especially true when the signs of the early variables did not match with the signs of the variables in the minimizing factor. For example, if a 0 = 1 for the factor G * (x) minimizing G(x)F (x) , then the node with constraint a 0 = −1 would always produce a lower bound greater than c n . Such asymmetry does not exist when searching the resultants.
We exploit this early effectiveness of branching by combining the two methods; we first start with branch and bound, and branch until a specified variable is reached. Given the determined coefficients, we then do a resultant search to find the remaining coefficients that minimize G(x)F (x) for each node.
Suppose that we branch until coefficient j. Let a 0 , a 1 , ..., a j be the known coefficients and let a j+1 , a j+2 , ..., a g be the unknown coefficients. Then the resultant of G(x) with v i x − w i is
Rearranging, we have
We can use the system of equations between the r i and the a k given in this way for the resultant search, shifting the bounds on r i by j k=0 a k (w i /v i ) k to get bounds on r i .
In practice, branching until 11 variables remained proved effective. Branching later resulted in set up computations for the resultant search being wasted on a small search, and branching earlier often made the resultant search too large to be feasible in our implementation. Table 1 . Time for algorithms to compute integer Chebyshev polynomial of degree n. An entry of "-" indicates the program did not terminate within 7 days. Tests were run on AMD Opteron 6174 2.2 GHz processors.
A running time comparison on a select few examples between the combined method and the branch and bound and resultant search alone is given in Table 1 . As can be seen, the combined method is not unilaterally better than the resultant search alone, particularly for smaller n. However, for larger n, we can see that there are instances where the combined method will finish quite quickly, while the resultant search alone does not finish within any reasonable timeframe.
We note two additional advantages of the combined method that are inherited from the branch and bound algorithm. The "best-first" search of the branch and bound method applies here as well, and the variable sets chosen for the first few searches will be the variable sets indicated to be most promising by the LP solutions at all active nodes. Also, as the vast majority of the computations happen within nodes and not between them, the branching portion of the algorithm is very simple to parallelize. Furthermore, it parallelizes nearly perfectly once the number of active nodes exceeds the number of cores available. Future research could implement a parallelized version of the algorithm that could help find integer Chebyshev polynomials that have proven elusive thus far.
2.5.
Results. Our implementation in Maple of the combined branch and bound and resultant search method, as well as additional data files, can be found at [14] .
Using the combined branch and bound and resultant search algorithm, we were able to find 16 more integer Chebyshev polynomials not given in [17] , listed in Table 2 . The polynomials h i are given in Appendix A. The missing factors found for these all had degrees in the range 14-16, except for the degree 202 integer Chebyshev polynomial, which had a degree 17 missing factor.
Conclusion
In this paper, we presented an improved method for finding integer Chebyshev polynomials of degree n. We implemented additions to the standard semi-infinite programming methods, including a branch and bound technique combined with previous methods. These efforts yielded 16 new integer Chebyshev polynomials of degree ranging from 147 to 244. There remain 20 integer Chebyshev polynomials of degree less than 244 that are not known.
In the search for integer Chebyshev polynomials, any improvement on either computing the necessary degree of known factors or on the exhaustive search to find remaining factors will likely yield improved results. As noted previously, the branch and bound algorithm naturally parallelizes, and this would be a good way to continue to find integer Chebyshev polynomials, although there are limitations compared to an algorithmic improvement. 
