Abstract. We present a periodic version of the Glimm scheme applicable to special classes of 2 × 2 systems for which a simplication first noticed by Nishida (1968) and further extended by Bakhvalov (1970) and is available. For these special classes of 2 × 2 systems of conservation laws the simplification of the Glimm scheme gives global existence of solutions of the Cauchy problem with large initial data in L ∞ ∩ BV loc (R), for Bakhvalov's class, and in L ∞ ∩ BV (R), in the case of DiPerna's class. It may also happen that the system is in Bakhvalov's class only at a neighboorhood V of a constant state, as it was proved for the isentropic gas dynamics by , in which case the initial data is taken in L ∞ ∩ BV (R) with TV (U 0 ) < const., for some constant which is O((γ − 1) −1 ) for the isentropic gas dynamics systems. For periodic initial data, our periodic formulation establishes that the periodic solutions so constructed, u (·, t), are uniformly bounded in L ∞ ∩ BV ([0, ]), for all t > 0, where is the period. We then obtain the asymptotic decay of these solutions by applying a theorem of Chen and Frid in (1999) combined with a compactness theorem of DiPerna in (1983). The question about the decay of Nishida's solution was proposed by Glimm and Lax in (1970) and has remained open since then. The classes considered include the p-systems with p(v) = γv −γ , −1 < γ < +∞, γ = 0, which, for γ ≥ 1, model isentropic gas dynamics in Lagrangian coordinates.
Introduction
The purpose of this paper is the construction of globally defined periodic entropy solutions of systems of conservation laws using a periodic version of the Glimm scheme. Such a periodic version for the Glimm scheme is not possible in general, if one has to follow the same procedures originally introduced by Glimm [9] in order to prove the uniform boundedness of the total variation of the approximate solutions. The main obstruction is that the functional used by Glimm contains a quadratic part, consisting of products of strengths of approaching waves, which has no periodic equivalent: waves that are approaching in a certain interval of one period may not be approaching in another interval of one period. In other words, in the cylinder S 1 × [0, ∞), any wave is approaching to any other wave of a different family. On the other hand, the notion of approaching waves in the whole line seems to be essential in the process of bounding the effects of wave interactions, in general. Nevertheless, as we describe below, starting with Nishida [15] , there have been many
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2 × 2 systems found, and even some very special n × n systems, with n > 2, for which it is possible to prove the uniform boundedness of the total variation of the approximate solutions using functionals which are linear in the wave strengths, that is, which contain no products of wave strengths. These classes include the systems of isentropic gas dynamics. For them, a periodic version of the Glimm scheme is then possible as we will show. This relatively simple observation allows one to construct globally defined uniformly bounded periodic entropy solutions, which in many cases was not known. Then, using a theorem in [2] combined with a compactness theorem in [8] , one can prove the decay of these solutions, thus solving some important open problems. We next pass to a more precise description of our results.
In [15] , Nishida proved the global existence of weak solutions of the Cauchy problem for the system v t − u x = 0,
constructed by an adaptation of Glimm's method, for any bounded initial data belonging to BV loc (R), assuming values in the region v > δ > 0. According to Nishida's theorem, the L ∞ norm of these weak solutions may increase unboundedly with time. His result was later extended by Bakhvalov [1] , who identified a class of 2 × 2 systems
with U = (u 1 , u 2 ), F (U ) = (f 1 (U ), f 2 (U )), to which Nishida's reasoning could be applied. The systems in the class determined by Bakhvalov are characterized by some conditions satisfied by the image of the corresponding shock curves in a plane of Riemann invariants. Here we will not give a description of Bakhvalov's conditions but instead we will consider the main representative of this class:
where p is a smooth function defined in v > 0 satisfying
For instance, p(v) = γv −γ , with −1 < γ ≤ 1, γ = 0. It is not difficult to show that if p 1 and p 2 satisfy (1.3), then C 1 p 1 + C 2 p 2 satisfies (1.3), for any pair of nonnegative constants (C 1 , C 2 ) = (0, 0).
Set U = (v, u) and
Consider the initial condition
for some positive constants δ, M . Suppose that
PERIODIC SOLUTIONS THROUGH GLIMM SCHEME 4531 and
which is the case, for instance, when p(v) = γv −γ , with −1 < γ < 1, γ = 0, we further assume that
In this paper we prove the following theorem concerning problems (1.2)-(1.8). LetŪ
Furthermore, it has the following decay property:
We recall that the problem of the decay of the large data solutions obtained by Nishida was proposed in [10] and has remained open since then. On passing from Lagrangian to Eulerian coordinates, Theorem 1.1 gives a global periodic entropy solution in L ∞ ∩ BV loc (R × R + ) of the corresponding problem for the system
where ρ = v −1 and P (ρ) = p(1/ρ). An important fact concerning Bakhvalov's conditions was noticed by DiPerna [7] . Namely, he proved that if in (1.2) one has p (v) < 0, p (v) > 0, for v > 0, and
, and a neighborhood V = V(Ū) such that the image in the (z , w )-plane of the segments of shock curves contained in V satisfies Bakhvalov's conditions. As a consequence, DiPerna proves the global existence of an entropy solution of the Cauchy problem, provided that the total variation of the initial data is less than C(p)ζ, where C(p) is a constant depending only on the nonlinear function p(v), and
In other words, the restriction on the magnitude of the total variation of the initial data is O((γ − 1)
−1 ). This shows that the closer γ is to 1 the larger the total variation of the initial data can be. For these systems of isentropic gas dynamics, a similar result was also obtained by Nishida and Smoller [16] through different means. Concerning the systems (1.2) satisfying the conditions (1.14), using our periodic formulation based on DiPerna's analysis, we obtain the following result. Set 
then there exists a global periodic entropy solution of (1.2)-(1.10), which belongs to
Furthermore, it has the decay property (1.12).
We also consider the class identified by DiPerna [6] , with similar properties to those studied in [1] . We will not give a description of DiPerna's class but instead we will consider the main representative of this class:
which is motivated by the isentropic gas dynamics equations for a polytropic gas.
Denote v = ρ −1 and consider the initial conditions (1.5)-(1.8) and
In this paper we also prove the following result concerning the system (1.16). 
Moreover, it accomplishes the decay property (1.12).
In Theorems 1.1-1.3, the global boundedness of the periodic solutions is obtained by means of a periodic version of Nishida's modification of the Glimm scheme. The decay property (1.12) is then a consequence of a combination of a theorem in [2] and a compactness theorem in [8] .
In connection with the above theorems, we recall that a theorem in [10] establishes the existence and decay of periodic solutions for a class of strictly hyperbolic genuinely nonlinear 2 × 2 systems, including (1.2), with p (v) < 0, p (v) > 0, for v > 0. The solutions in [10] are obtained by the Glimm method for initial data in L ∞ but with very small oscillation. A careful analysis of the asymptotics and the mechanism generating the asymptotic patterns for solutions having the decay property proved in [10] is provided in [4] . Although the classes of systems we consider are slightly less general and the initial data are in BV loc , in many cases our results allow initial data with large oscillation. Finally, we would like to remark that a result analogous to Theorems 1.1 and 1.3 is obtained similarly for the relativistic Euler equations studied by Smoller and Temple in [20] , based on a periodic version of the analysis made therein.
The remainder of this paper is organized as follows. In section 2 we address the existence of uniformly bounded periodic solutions for systems (1.2) in Bakhvalov's class, proving the first part of Theorem 1.1. In section 3 we recall the result of DiPerna allowing the inclusion of the systems (1.2), with p satisfying (1.14), in Bakhvalov's class, at least in a neighborhood of a constant state, and we study the existence of uniformly bounded periodic solutions for such systems, thus proving the first part of Theorem 1.2. In section 4 we study the existence of uniformly bounded periodic solutions for the systems (1.16), proving the first part of Theorem 1.3. In section 5 we then show how the decay property (1.12) can be achieved in all cases above.
Systems in the class of Bakhvalov
We recall that a weak solution of (1.1), (1.5) is a locally integrable function defined over R × [0, ∞) satisfying
. Assume that (1.1) is endowed with a strictly convex entropy η(U ) with entropy flux q(U ), that is, η, q satisfy
We then say that U (x, t) is an entropy solution to (1.1), (1.5) if it is a weak solution of this problem and satisfies
, with φ ≥ 0. System (1.1) is strictly hyperbolic if F (U ) has real and distinct eigenvalues λ 1 (U ) < λ 2 (U ). It is genuinely nonlinear if the right eigenvectors of F (U ), r 1 and r 2 , corresponding to λ 1 and λ 2 , respectively, satisfy r i · ∇λ i = 0, for i = 1, 2. A pair of functions z(U ), w(U ) is a pair of Riemann invariants for (1.1) if ∇z · r 2 = ∇w · r 1 = 0 everywhere.
Given a point U 0 , the rarefaction curves by U 0 are constituted by the points U which can be connected to U 0 on the right by a rarefaction wave, that is, a solution of (1.1), with initial data
continuous for t > 0 and depending only on x/t. For 2 × 2 systems there are 2 such curves defined by
wherer i are the right eigenvectors normalized by ∇λ i ·r i = 1. In particular, the Riemann invariant z is constant along the rarefaction curves of the second characteristic family while w is constant along those of the first characteristic family. We also remember that the shock curves by U 0 consist of the points U satisfying the Rankine-Hugoniot relations
where s is the shock speed. They give rise to solutions of the problem (1.1), (2.4) defined by
A shock connecting U r on the right of U l is of the first kind if
and it is of the second kind if
In this section we consider the strictly hyperbolic genuinely nonlinear system (1.2) for which U = (v, u) and
, and z, w given in (1.4) form a pair of Riemann invariants. System (1.2) is endowed with the following strictly convex entropy and associated entropy flux:
Let R be the region of the v, u-plane given by
with z 0 and w 0 given in (1.10). Given a point U 0 ∈ R, there are curves
can be connected to U 0 on the right by an i-rarefaction wave, and for α < 0, R i (α; U 0 ) can be connected to U 0 on the right by an i-shock wave. We also define the curves
can be connected to U 0 on the left by an i-rarefaction wave, and for α > 0, L i (α; U 0 ) can be connected to U 0 on the left by an i-shock wave. Given points U 1 , U 2 ∈ R, the Riemann problem with left state U 1 and right state U 2 , that is, the initial value problem for (1.2), with initial data
is solved by finding the point ι(
. By the properties of the system (1.2), such a point ι(U 1 , U 2 ) always exists, is unique, and belongs to R (see [15, 1] ). Then the solution is obtained by connecting ι(
. The properties of the system (1.2), described in [15, 1] , also ensure that the solution of the Riemann problem (1.2) and (2.7) takes its values in the region R.
The construction of approximate solutions of (1.1), (1.5) proposed by Glimm is well known by now (see, e.g., [9, 19, 11, 5] ). Let R > 0,Ū be given by (1.11), and set
Assume the initial data U 0 (x) satisfies (1.6)-(1.8) and
where TV (U 0 |[0, )) denotes the total variation of U 0 over one period and ν(R) < R is to be suitably chosen below. We assume ν(R) small enough such that, in particular, for any two points U 1 , U 2 ∈ B(Ū ; ν(R)), the open ball centered inŪ with radius ν(R), satisfying |U 1 − U 2 | < ν(R), the solution of the Riemann problem (1.1), (2.7) takes its values in V.
Given mesh widths l = ∆x, h = ∆t, satisfying the Courant-Friedrichs-Lewy condition
we start by taking a piecewise constant approximation of the initial data, say, by setting
We define the approximate solution in the strip R × [0, h) by solving Riemann problems for each of the discontinuities at the points (ml, 0), m even; condition (2.10) guarantees that these Riemann solutions will not interact in this strip. To define the solution in the next strip R×[h, 2h) we first choose a number θ 1 ∈ (−1, 1) and set
and m is odd.
Then we proceed as in the first step solving Riemann problems. The process then continues in the same way for the successive strips R × [kh, (k + 1)h), k = 2, 3, . . . , making use of a sampling sequence θ k ∈ (−1, 1) to define U h as a piecewise constant function at t = kh, and then solving Riemann problems. The method can be carried out as long as U h assumes its values in V. Actually, for systems in Nishida-Bakhvalov's class, the eigenvalues satisfy the a priori bound
for some constant Λ > 0. So, the verification of condition (2.10), and hence the possibility of carring out indefinitely the construction of the approximate solutions, would not require the uniform boundedness of the approximate solution, which in general does not hold. Nevertheless, our main concern here is to prove the uniform boundedness of the approximate solutions in the case of periodic initial data, so we will not take advantage of (2.11). As we will see in the next section, for the isentropic gas dynamics systems with γ > 1, the fact that we can make sure that the approximate solutions remain taking their values in a prescribed neighboorhood is a crucial point. On the other hand, this procedure will also be necessary even for the construction of the approximate solutions in the case of systems in DiPerna's class, which will be considered in section 4, for which there is no analogue of (2.11).
From the construction described above we immediately have. 
with z, w given in (1.4) and ι(U 1 , U 2 ) being, as above, the medium state in the solution of the Riemann problem (1.2), (2.7). As usual, for any real number y, we denote (y) + = max{y, 0}. The special feature of Nishida-Bakhvalov's system (1.2) is summarized in the following lemma whose proof is given in detail in [1] . 
For a function
where the supremum is taken over all partitions a
) be an approximate solution constructed by Glimm's method. The periodic version of the Glimm functional, as adapted by Nishida [15] , is defined by
where µ h,t is the measure obtained from U h (·, t) by (2.14) and a ∈ R is arbitrary. A trivial but crucial property of F per is stated in the following lemma.
Lemma 2.3. F per does not depend on a, i.e., µ h,t ([a, a + )) = µ h,t ([0, )), for any a ∈ R.
Proof. Immediate from the definition of F per and Lemma 2.1.
We take l = /(2N ), for some positive integer N and hold fixed h/l satisfying (2.10). To prove Theorem 1.1 we need the following decisive proposition.
Proposition 2.1. F per (U h (t)) is nonincreasing in t.
Proof. Since F per (U h (t)) is constant for t ∈ (kh, (k + 1)h), k ∈ N, because of the periodicity (Lemma 2.1) and independence with respect to a (Lemma 2.3), the proof of the proposition reduces to showing that 
. A trivial induction reduces the proof of (2.15) to proving that
But Lemma 2.2 implies directly the above inequality. Indeed, if
We then arrive at the conclusion that F per (U h (t)) is decreasing in time as desired.
As a direct consequence of Proposition 2.1 we have the following result.
Proposition 2.2. TV (U h (t)|[0, )) is uniformly bounded for t > 0.
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Proof. The properties of system (1.2) described in [1] imply that the measure µ is concentrated at the shocks. This is due to the fact that the Riemann invariants z, w decrease across shocks of both characteristic families and increase across rarefaction waves of the corresponding family, being constant across rarefaction waves of the complementary family. It is also a consequence of the properties of system (1.2) described in [ 
for certain positive constants C 1 , C 2 depending only on F and R, where DV denotes the decreasing variation. So, we have the uniform boundedness of the variation over one period.
We then impose the following bound on the total variation over one period of the initial data
for some 0 < r < R. Our goal now is to prove the following proposition: Proposition 2.3. There exists a sequence of approximate solutions constructed as above which converge almost everywhere to an entropy solution of (1.2), (1.5), such that, given any t > 0, the approximate solutions U h are defined up to certain timē t > t, provided h is smaller than certain h 0 (t) > 0, and satisfy
In order to prove Proposition 2.3 we need a standard result which is a consequence of the uniform bound of the total variation over one period. (2.18) for t 1 , t 2 belonging to the interval of existence of U h , where C depends only on
Lemma 2.4. The approximate solutions satisfy
Proof. Follows as the one for the analogous result in [9] (see also [19, 11, 5] ). In this case we should also use the periodicity in x of U h .
The following lemma is an important step in the proof of Proposition 2.3.
Lemma 2.5. Let 0 < T < (R − r) /2C
, with r, R as in (2.16) and C given in (2.18) . Assume that for h sufficiently small a sequence of approximate solutions U h is defined up to certaint > NT , for some 0 ≤ N ∈ Z satisfying both
Then, if h < T , the approximate solutions may be extended up to a certain timē t > (N + 1)T satisfying
In particular, from (2.8)-(2.9) it follows that the values of U h (t) lie in V, for 0 ≤ t ≤ (N + 1)T .
Proof. For N T < t <t, applying Lemma 2.4 we get
U h (t) −Ū ∞ ≤ U h (t) − 1 0 U h (x, t) dx ∞ + 1 0 U h (x, t) dx − 1 0 U h (x, N T ) dx + 1 0 U h (x, N T ) dx −Ū ≤ TV {U h (t)|[0, )} + C (t − N T + h) + ε ≤ r 0 + ε + C (t − N T + h).
So, if T and h satisfy the required inequalities, it is possible to prolong U h to an interval [0,t ), witht > (N + 1)T verifying the estimate (2.19).
We are now ready to prove Proposition 2.3.
Proof of the Proposition 2.3. By Lemma 2.5 with
. Applying Glimm's consistence proof, we obtain a set
with meas(Θ 1 ) = 1 such that any convergent subsequence of {U h }, constructed with a sampling sequence belonging to Θ 1 , converges to a weak solution of (1.2)-(1.5), defined in the strip S T . So, we take θ (1) = {θ
∈ Θ 1 and a subsequence {h s }, s ∈ N, corresponding to a convergent subsequence {U hs }. Let U be the limit of this subsequence, which is defined in the same strip. Since U is a weak solution of (1.2)-(1.5) in S T , and is clearly periodic with period , we must have (2.20) which is immediate from (1.2) and the periodicity. Let ε > 0 satisfy ε < r− r 0 , with r, r 0 given by (2.16). By (2.20) 
But then, again by Lemma 2.5, with this θ (1) ∈ Θ 1 fixed, to be used in the strip [0, T ], we may extend the approximate solutions U hs , with h s < h 0 , to the strip S 2T = R × [0, 2T ], applying Glimm's scheme, using any random sequence in the strip (T, 2T ]. Now, using again, Glimm's consistence proof, we obtain a Θ 2 , with meas(Θ 2 ) = 1, such that any convergent subsequence of {U hs }, extended to the strip (T, 2T ] by means of a sampling sequence belonging to Θ 2 , which we still denote by {U hs }, converges to a weak solution of (1.2)-(1.5), defined in the strip S 2T . We
Again we can apply Lemma 2.5, and for the fixed θ (1) ∈ Θ 1 , which is to be used in the strip [0, T ], and θ (2) ∈ Θ 2 , which is to be used in the strip (T, 2T ], the approximate solutions U hs , with h s < h 1 , may be extended using Glimm's scheme to the strip S 3T = R × [0, 3T ], using any random sequence in the strip (2T, 3T ]. Apply Glimm's consistence proof to obtain a Θ 3 , with meas(Θ 3 ) = 1, such that any convergent subsequence of {U hs }, extended to the strip (2T, 3T ] by means of a sampling sequence belonging to Θ 3 , converges to a weak solution of (1.2)-(1.5), defined in the strip S 3T , etc. It is clear that this process may be continued indefinitely. A subsequence satisfying the statement of Proposition 2.3 is then obtained by a standard diagonal process. The fact that the global weak solution so constructed is an entropy solution follows from a well known theorem of Lax [13] .
The results in this section clearly imply the existence and uniform boundedness of a periodic entropy solution of (1.2), (1.5) proving Theorem 1.1, except for the last assertion concerning the decay property (1.12). The latter will follow from the results in section 5.
3. Periodic solutions for the systems of isentropic gas dynamics, γ > 1
In this section we discuss the systems (1.2) with p(v) satisfying p (v) < 0, p (v) > 0, for v > 0, and (1.14) in connection with the analysis of DiPerna in [7] . We first recall a mapping theorem in [7] . Let
and, for a ∈ R, k ∈ (0, 1], consider the regions
for v > 0 and (1.14). 
Theorem 3.1 (DiPerna [7]). There exists a 2-parameter family of transformations
onto shock curves which satisfy Bakhvalov's conditions in the z , w variables. Furthermore, lim k→0 c 2 (k) = ∞.
Based on the above theorem the procedures of section 2 can be adapted with slight modifications in order to prove Theorem 1.2, in the following way. Instead of analyzing the growth of the total variation per period and oscillation in the u, v variables it is perhaps more convenient here to work with the z , w variables given by Theorem 3.1. Using the notation in Theorem 3.1, letΣ = (σ(Ū ), ζ(Ū )) and P = T (a, θ)(Σ), with a = σ(Ū ), θ = (c 1 + c 2 (k))/(2ζ), whereζ = ζ(Ū ). The choice of θ is dictated by the analysis in [7] . We may choose R such that the ball H(a, θ) . Then restrict the total variation per period of the initial data so that
where TV per denotes the total variation per period. As in [7] , this amounts to the bound (1.15) for the total variation per period in the u, v variables. For the approximate solutions we obtain the same results as in section 2. 
, and concluding the corresponding statements. In this way the first part of Theorem 1.2 is proved. We omit further details. The decay property will follow from the discussion in section 5.
Systems in DiPerna's class
In this section we consider the strictly hyperbolic genuine nonlinear systems in DiPerna's class given in (1.16). For this system we have U = (ρ, u) , F (U ) = (uρ, 
The analysis here is quite similar to the one in section 2 for the systems in Bakhvalov's class, so we will just give an outline paying more attention to the points where it differs from the latter.
LetR be the region of the ρ, u-plane given bȳ
with z 0 and w 0 given in (1.18). Again, given any two points U 1 , U 2 ∈R, the Riemann problem (1.16), (2.7) has a unique solution whose values remain inR. The construction of approximate solutions through the Glimm scheme is described in section 2, and Lemma 2.1 holds in general. As in section 3, let
The properties described in [6] imply that σ decreases from left to right across shocks of both characteristic families and increases across rarefaction waves of both families. For U 1 , U 2 ∈R we definē
with ι(U 1 , U 2 ) as in section 2. Ford we have the following analogue of Lemma 2.2, whose detailed proof is given in [6] . 
with supremum taken over all partitions a 
Proof. Following [6] , we notice that the Rankine-Hugoniot relations in σ, ζ variables yield
where = ζ/ζ 0 . Now, as stated in [6] , since 0 < β < 1, we have The proof of Proposition 2.2 in the present context now follows as in section 2, the main estimate becoming
for certain positive constants C 1 , C 2 depending only on F and R. Here, we have used the fact that the Riemann invariants increase from left to right across rarefaction waves, so that the decreasing variation is concentrated on the shocks. We then impose the following bound on the total variation over one period of the initial data
for some 0 < r < R.
From Proposition 2.2 we again obtain Lemma 2.4 and then Lemma 2.5. Finally, the analogue of Proposition 2.3 in the present context now follows exactly as in the last section for systems in Nishida-Bakhvalov's class. In this way we have proved the existence and uniform boundedness of a periodic entropy solution of (1.16), (1.2), as asserted in Theorem 1.3. To conclude the proof of Theorem 1.3 it remains to prove the decay property (1.12) which will follow from the results in section 5.
Decay of periodic solutions
In this section we show how the decay property of the periodic solutions obtained in sections 1 and 2, as asserted in Theorems 1.1-1.3, can be achieved. In total, it will be a consequence of their uniform boundedness and the fact that the systems considered are strictly hyperbolic and genuinely nonlinear by applying the results in [2] and [8] . As we will see these decay results show a remarkable interplay between Glimm's [9] and DiPerna's [8] framework, which meet each other through the link provided by the following theorem of [2] . License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use PERIODIC SOLUTIONS THROUGH GLIMM SCHEME
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We also recall here the following theorem of DiPerna [8] .
Theorem 5.2 (DiPerna [8] ). Assume (1.1) is a strictly hyperbolic genuinely nonlinear 2 × 2 system. Let U T , T ∈ I, for some index set I, be a family of entropy solutions of initial value problems for (1.1), which is uniformly bounded in L ∞ (R × R + ). Then U T is precompact in L 1 loc (R × R + ). The proof of (1.12) for the periodic solutions constructed in the sections 2-4, for systems (1.2) and (1.16), now follows easily.
Proof of (1.12). Let U (x, t) be one such periodic solution. From the results in sections 2-4 it follows that U L ∞ (R×R+) = M < ∞. Since U T L ∞ (R×R+) = M , the sequence is uniformly bounded in L ∞ (R × R + ). Now, since both systems are strictly hyperbolic and genuinely nonlinear, by Theorem 5.2 the sequence U T is precompact in L 1 loc (R × R + ). But, these systems are also endowed with strictly convex entropy and so Theorem 5.1 directly implies (1.12) , which is what we desired to prove.
Remark 5.1. Since its publication, Theorem 5.2 has hardly found application because the assumption of uniform boundedness of the sequence is, in general, too difficult to verify for genuinely nonlinear systems, except in the very special case where the rarefaction curves are straight lines (e.g., [21, 18, 14, 2] ). Actually, as far as the author knows, except for this special case the decay results proved here constitute the first applications of Theorem 5.2 which do not assume a priori the uniform boundedness.
Remark 5.2. It is immediate to verify that the methods used here are also applicable to the easier case of n × n systems with n independent Riemann invariants and coinciding shock and rarefaction curves. We hope that the ideas in this paper can be useful somehow for the solution of the outstanding problem of the global existence of periodic solutions of the 3×3 system of Euler equations in nonisentropic compressible gas dynamics (see, e.g., [17] , [22] , [3] ).
