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Introduction
Location decisions are crucial in the spatial organization in both public and private
sectors as they can have long term impact on operational performances and on service
levels. In the public sector, for instance, the optimal positioning of schools, hospitals
and emergency services (i.e. fire and police stations, ambulances, etc.) is fundamental to
provide users with good (ideally equitable) accessibility conditions and timely response
to intervention requests. The same applies to private firms offering services of general
interest (postal offices, banks, pharmacies, etc.) in sectors partially regulated by regional
or national bodies. In the private sector, the optimal positioning of plants, warehouses,
distribution centers or the optimal identification of delivery areas to be assigned to ded-
icated operators is a crucial task to reduce operational costs and to increase customers’
satisfaction. The main difference between the location of public and private sector lies
in the nature of the objectives that decision makers are considering. While costs min-
imization and capture of larger market shares from competitors are the main goals in
the private sector, social cost minimization, universality of services, and equity, in terms
of accessibility, are the main objectives in public services contexts. Nevertheless, the
enduring trend of public expenditures revision poses, also in the public sectors, the need
to pursue objectives of economic efficiency. These aspects underline the multi-objective
nature of location decisions in public contexts.
In literature, two families of optimization problems are typically used to address these
problems, namely Facility Location Problems (FLPs) and Districting Problems (DPs).
FLPs aim at identifying the optimal position to assign to one or more structures (facil-
ities), in a given space, in order to satisfy a demand (actual or potential) coming from
a set of customers. Clearly, the meaning of ”optimal” strictly depends on the nature
of the problem under study, namely in terms of the constraints and of the optimality
criteria considered.
DPs are aimed at grouping small geographic areas, called basic areas or territorial units
(counties, zip code or company trading areas), generally associated with a set of at-
tributes (i.e. demand, population), into a given number of larger geographic clusters,
called districts, in a way that the latter are acceptable according to some planning cri-
teria. In service-oriented applications, DPs aim at defining the geographic areas to be
served by a set of service facilities (already located or to be located).
In the present thesis we aim at showing how FLPs and DPs can be used to underpin spa-
tial organization processes of public services, providing analytical models able to assist
vii
viii Chapter 0. Introduction
the decision making process. To this end, we will develop mathematical models to ad-
dress some relevant applications and we will realize extensive computational experiments
to show their capability to provide insightful managerial implications. Although they
are designed in the context of specific problems, it is worth to underline that the models
we propose are totally generalizable as they include features of practical relevance which
are common to different areas of application.
The remainder of the present thesis is organized as follows.
In Chapter 1 we introduce the two above classes of problems, i.e. facility location and
districting problems, by presenting their main features and the most well-known formu-
lations in the literature. We also present a brief overview on stochastic models, needed
to cope with strategic location decisions under uncertain conditions, and we discuss the
relevance of using Geographic Information Systems within these classes of problems.
In Chapter 2, we present a facility location model to address the spatial organization
problem of Blood Management Systems in regional contexts. The proposed model aims
at organizing the network according to a two-level hierarchical structure at the minimal
cost. Decisions regarding the dimensioning of the facilities and the distribution of blood
units are also considered. Moreover, users are guaranteed to access their closest facility
within a maximal distance. The model is then tested on the case study of the Campania
Region, characterized by serious inefficiencies under the light of the regulatory frame-
work recently introduced by the national authority.
In Chapter 3 we propose an integrated facility location-districting model for the orga-
nization of postal collection operations in urban areas. The problem is motivated by
the consistent fall in letter post volumes which is rendering the classical postal collec-
tion systems highly inefficient. The model we propose has a twofold objective: reducing
the number of postboxes, on the strategic level, and grouping the remaining ones in
clusters (collection areas) to be assigned to dedicated operators (postmen) for collection
operations, on the tactical level. Equity considerations for users’ accessibility, as well
as requirements concerning workshift duration and workload balance are also taken into
account. To solve the problem, we also devise a constructive heuristic procedure and we
test it in the case of the city of Bologna, in northern Italy.
In Chapter 4 we propose a general stochastic programming modeling framework for dis-
tricting, triggered by uncertainty in the demands. In particular, we propose a two-stage
mixed-integer stochastic program. The first stage comprises the decision about the ini-
tial territory design: the districts are defined and all the territory units assigned to one
and exactly one of them. In the second stage, i.e., after demand becomes known, bal-
ancing requirements are to be met. This is ensured by means of two recourse actions:
outsourcing and reassignment of territory units. The objective function accounts for the
total expected cost that includes the cost for the first stage territory design plus the
expected cost incurred at the second stage by outsourcing and reassignment. The study
aims at filling an existing gap due to the absence of stochastic models in the field of
districting literature.
Finally, some general conclusions and direction for further research are drawn.
Chapter 1
Facility Location and Districting
Problems
Summary
In this chapter, we discuss two families of optimization problems, particularly Facility
Location and Districting Problems. We start by presenting their main features and the
mathematical formulations of the most well-known models in literature. Then, stochastic
programming models and linkages between facility location and GIS are also discussed.
All the elements presented in this chapter are the first stage for the development of the
models and applications presented in the subsequent chapters.
1.1 Facility Location Problems
Facility Location Problems (FLPs) aim at identifying the optimal position to assign to
one or more structures (facilities), in a given space, in order to satisfy a demand (actual
or potential) coming from a set of customers. The meaning of ”optimal” strictly depends
on the nature of the problem under study, namely in terms of the constraints and of the
optimality criteria considered (Laporte et al., 2015).
Although the first evidences date back to the 17th century, the first formulation of
location problem is attributable to Weber (1929). However, seminal works of the so-
called modern location science are considered the ones from Cooper (1963) and Hakimi
(1964, 1965). From that point on, location science has become a very active field of
research, as it is testified by the more recent and extensive collections on the topic by
Eiselt and Marianov (2011) and Laporte et al. (2015). The relevance of FLPs reside in
the long term and strategic nature of location decisions which make them applicable in
various contexts of both private and public sectors (Giannikos, 1998; Erkut et al., 2008;
Melo et al., 2009; Marianov et al., 2002).
Following Eiselt and Laporte (1995) and ReVelle and Eiselt (2005), fundamental elements
of a FLP are:
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• Location Space, i.e. the space where the facilities have to be located;
• Facilities (already existing and new) to be located;
• Customers expressing service demand;
• Interaction between the objects involved;
• Objectives, to be optimized;
• Constraints, to be satisfied.
The location space generally corresponds to the space where customers are present
and facilities are to be located. It is possible to distinguish between continuous, network,
and discrete problems. In the first case, facilities may be positioned everywhere in the
location space; at most there could be some forbidden zones where locations are not
allowed due to geographical obstacles or technical constraints. In the second case, the
location of a facility is restricted to the nodes and/or the edges of a network while, in
the last one, it has to be chosen within a set of candidate sites.
Facilities are the objects to be located that will provide services and/or goods in order
to satisfy the demand. They are typically characterized by some attributes such as the
number and type of services they offer, the capacity, the attractiveness, the cost related
to their construction and/or operational activities. The number of facilities to be located
may be either a given parameter of the problem or a decision variable. Some facilities
can have infinite capacity (uncapacitated problems), while some others no (capacitated
problems). Moreover, facilities may differ in terms of typology like plants and warehouses
in hierarchical and multi-level problems (S¸ahin and Su¨ral, 2007; Ortiz-Astorquiza et al.,
2017) and in terms of the number of services or commodities they offer (single-commodity
vs. multi-commodity, Pirkul and Jayaraman, 1998).
Customers are the actors requiring goods/services from the facilities located (or to be
located). Also the customers can be characterized by attributes like distribution and
demand. In fact, they can located at specific points (called demand points) or contin-
uously spread over the location space. Typically, each demand point is associated to a
value of demand that can be the same for all the customers or dependent on the specific
location. Demand values can be also deterministic or described by a certain distribution
function, as in the case of stochastic FLPs (Correia and Saldanha-da-Gama, 2015).
Interaction concerns the relations between the customers and the facilities and/or be-
tween the facilities themselves. Customers interact with facilities in the sense that they
are allocated to them for satisfying their demand. This allocation can be compulsory or
based on a preference system and utility functions. Accordingly, we distinguish between
location-allocation and location-choice models (Drezner and Eiselt, 2002). Interaction
between facilities refers to the way to compete to capture the largest market shares
(Aboolian et al., 2007) or, on the contrary, to the way they cooperate in order to assure
a certain level of accessibility to the users (Berman et al., 2011).
Location decisions can be made according to different criteria or objective functions. In
most applications, location decisions can be driven by cost or covering objectives. As
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regards costs, they are typically identified with location and allocation costs which are,
respectively, the fixed cost to establish a facility and the variable cost needed for services
and/or goods provision (Ferna´ndez and Landete, 2015). Covering objectives refer to the
total demand that can be served by a facility within a certain distance from its location
(Garc´ıa and Mar´ın, 2015). Objective functions can also depend on the nature of the
provided service. For instance, the location of undesirable facilities may be targeted by
dispersion objectives (Erkut, 1990). Due to the multiplicity of objectives to be opti-
mized, multi-objective settings may also be adopted (Farahani et al., 2010).
Finally, the problem can be characterized by many constraints. Typical examples are
topological constraints (i.e. minimum and/or maximum distances between facilities,
zoning laws), capacity constraints (i.e. maximum demand that each facility can serve),
technical and/or technological restrictions, economic and budget constraints.
Depending on the combinations of the above elements, a wide range of mathematical
models can be defined. Examples of classification schemes are proposed by Revelle et al.
(2008) and Farahani et al. (2012).
1.2 Basic Facility Location Models
In this section, we present some core location models as they represent the starting
point for the development proposed in the following chapters. In particular, we refer to
discrete problems in which both customers and facilities are located at specified points
in a given location space.
To this end, we introduce the following notation:
I, set of demand points, where customers are located, indexed by i;
J , set of candidate locations for facilities, indexed by j;
di, demand (weight) associated to node i ∈ I:
cij , distance between nodes i ∈ I and j ∈ J ;
yj , binary variable equal to 1 if a facility is located in j ∈ J ;
xij , binary variable equal to 1 if demand point i ∈ I (customers) is allocated to
facility j ∈ J
1.2.1 Median models
The p-median problem finds the optimal location of exactly p facilities, so that the
weighted sum of the distances between customers and their assigned facilities is mini-
mized. Since the number |I| of customers is known, by dividing the objective by |I|, the
minimum average weighted distance between customers and facilities is obtained.
The first formulation, known as the ”classical”, is attributable to Hakimi (1964) and it
is as follows:
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minimize
∑
i∈I
∑
j∈J
dicijxij (1.1)
subject to
∑
j∈J
xij = 1 i ∈ I (1.2)
xij ≤ yj i ∈ I, j ∈ J (1.3)∑
j∈J
yj = p (1.4)
xij , yj ∈ {0, 1} i ∈ I, j ∈ J (1.5)
Constraints (1.2) force each demand point to be assigned to only one facility. Con-
straints (1.3) allow demand point i to be assigned to a point j only if there is an open
facility in that location. Constraint (1.4) sets the number p of facilities to be located.
Finally, Constraints (1.5) define the domain of the introduced decision variables.
Starting from this basic formulation, several extensions have been proposed in the liter-
ature to include practical features or to target specific applications. Holmes et al. (1972)
presented a formulation that considered that people would not travel beyond a given
threshold distance in order to replicate an elastic demand with respect to the distance
and applied it to the case day care facilities in Columbus, Ohio. In the same work,
the authors also introduce the so called capacitated p-median problem, by imposing a
maximum capacity level for facilities to be located.
Balancing requirements, obtained by imposing also a lower bound on the capacity level
of the facilities, can be also introduced to avoid strong inefficiencies or to obtain a more
balanced distribution of customers between facilities, as in Carreras and Serra (1999).
The authors applied their formulation to the location of pharmacies in a rural region of
Spain.
The p-median problem is proven to be NP-Hard (Kariv and Hakimi, 1979). Therefore,
a considerable number of contributions in the literature is devoted to develop tailored
solution methods (exact, heuristic and metaheuristic) and more efficient reformulations.
In this regard, Garc´ıa et al. (2011) proposed a so-called ”radius formulation” for solving
exactly large scale p-median problems. For a recent review on this family of optimization
problems, interested readers may refer to Daskin and Maass (2015).
1.2.2 Covering Models
One of the classical objectives in location modeling is “coverage” which seeks to ensure
that each customer is ”covered”, namely served by a certain facility if the distance
between them is lower than a certain threshold value, typically indicated as covering
radius. In the literature, there are two basic formulations of covering models:
• Set Covering Location Problem (SCLP), seeking to minimize the number of facili-
ties needed for full coverage of the population in a given location space;
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• Maximum Covering Location Problem (MCLP), aiming at maximizing covered
population, given a limited number of facilities or budget.
The SCLP was introduced by Toregas et al. (1971) in the location problem of emer-
gency service facilities. In this case, the response time to reach every customer is a
crucial feature of the problem. Therefore, considering the following additional notation:
S, target distance for coverage, i.e. covering radius;
Ni, set of all those sites that are within distance S from node i (Ni = {j ∈ J :
cij ≤ S}).
the (SCLP) can be formulated as follows:
minimize
∑
j∈J
yj (1.6)
subject to
∑
j∈Ni
yj ≥ 1 i ∈ I (1.7)
yj ∈ {0, 1} j ∈ J (1.8)
Objective function (1.6) minimizes the number of facilities to be located. Constraints
(1.7) assure that at least one facility is located within distance S from any node i, i.e.
every node is covered within distance S. Constraints (1.8) specify the domain of variables
yj .
Differently from the SCLP, the MCLP seeks to maximize the demand covered by locating
a fixed number p of facilities. The problem, introduced by Church and ReVelle (1974),
considers binary decision variables xi, i ∈ I equal to 1 if and only if user i is covered.
According to the introduced notation, its formulation can be expressed as follows:
maximize
∑
i∈I
dixi (1.9)
subject to (1.4)∑
j∈Ni
yj ≥ xi i ∈ I (1.10)
xi, yj ∈ {0, 1} i ∈ I, j ∈ J (1.11)
Objective function (1.9) maximizes the total demand covered. As in the p-median
model, Constraint (1.4) fixes the number of facilities p to be located. Constraints (1.10)
ensure that a demand point i is covered if and only if at least one facility is located
within distance S. Constraints (1.11) define the nature of the decision variables. Both
the formulations presented above can be derived as special cases of a more general
formulation proposed by Garc´ıa and Mar´ın (2015). In that reference, the authors also
surveyed theoretical properties of covering models as well as several solution methods
proposed in the literature. It also worth underlining that the above models rely on some
specific hypotheses regarding the covering objectives, such as:
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• All or nothing coverage, i.e. a demand node is fully covered if its distance from a
located facility is within the covering radius;
• Individual coverage, i.e. every demand point can be served by only one facility;
• Fixed coverage radius, i.e. the covering radius is a fixed exogenous parameter.
Although these hypotheses are widely used in the location literature, as they allow
to design simpler mathematical models, they might be not very applicable to real case-
studies. Intuitively, in fact, one can imagine that the concept of coverage tends to be a
function of the distance between demand points and facilities, that the covering radius
may vary depending on some attributes of the facility itself and that more facilities can
cooperate to cover the demand points. Generalizing these aspects, Berman et al. (2010)
surveyed classes of covering models derived by relaxing the above assumptions, namely:
• Gradual cover models, in which a general coverage function which represents the
proportion of demand covered at a certain distance from the facility is considered;
• Cooperative cover models, where all facilities contribute to the coverage of each
demand point;
• Variable radius models, where the coverage radius is an endogenously determined
function of the facility cost.
In particular, a new formulation for the MCLP is proposed in Alexandris and Gian-
nikos (2010). The latter is based on the notion of complementary partial coverage, i.e.
when different facilities, opportunely dispersed in the location space, can cooperate the
achieve full nodes coverage. The model is then applied to the location of bank branches
in the municipality of Athens.
1.2.3 Center Models
This class of problems involves locating p facilities in such a way that every demand
point receives its service from the closest facility and the maximum distance between
each demand node and its facility is as small as possible. Therefore, center models
belong to the so-called class of Minimax problems, differently from the median problems
(Minisum). Indicating by C the maximum distance between a demand node and its
nearest facility, and making use of the notation previously introduced, the problem can
be formalized as follows (Hakimi, 1964):
minimize C (1.12)
subject to (1.2)− (1.5)
C ≥
∑
j∈J
cijxij i ∈ I (1.13)
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Objective function (1.12) seeks for the minimization of C which, according to Con-
straints (1.13) is defined as the maximum distance between any node i and its closest
facility j. Clearly, demands di can be used as weighting factors in the objective func-
tions.
If the number of facilities to be located is equal to one we obtain the so-called Absolute
center Problems, introduced by Hakimi (1964). Capacity restrictions on the facilities are
considered by O¨zsoy and Pınar (2006).
Center location problems commonly arise in emergency service location, where the goal
of quick response times is significantly more important than any efficiency consideration,
related to the cost of delivering that service. For an overview on formulations, solution
methods and fields of applications, a recent survey is provided in Calik et al. (2015).
1.3 Districting Problems
Districting Problems (DPs) are aimed at grouping small geographic areas, called basic
areas or territorial units (counties, zip code or company trading areas), generally asso-
ciated with a set of attributes (i.e. demand, population), into a given number of larger
geographic clusters, called districts, in a way that the latter are acceptable according to
some planning criteria. The latter typically refer to balancing, which expresses the need
for districts of equitable size in terms of dimension, as well as to topological proper-
ties like contiguity and compactness. Contiguity means that in order to travel between
Territorial Units (TUs) in the same district there is no need to cross other districts.
A contiguity requirement is relevant for dealing appropriately with enclaves (a district
within a district). In fact, a good districting plan does not contain enclaves. Com-
pactness indicates that a district is somewhat round-shaped and undistorted (Kalcsics,
2015). Nevertheless, other relevant criteria in DPs include respecting natural boundaries,
existing administrative subdivisions, similarity w.r.t existing districting plans, and socio-
economic and cultural homogeneity (Bozkaya et al., 2003; Kalcsics et al., 2005; Kalcsics,
2015).
Formulations for DPs resort to the seminal contribution of Hess et al. (1965). To present
it, we consider a set I of territorial units that we want to divide into a fixed number,
say p, of districts. Each district will have a TU representing it. Hence, when some other
TU is assigned to the district we abuse the language by saying that we are assigning a
TU to the representative of the district. We note that single-assignment (i.e. integrity)
is assumed for the TUs as customary in districting problems.
We consider the following parameters defining the problem:
di, demand of TU i (i ∈ I);
cij , cost for assigning TU i to TU j (i, j ∈ I);
α, maximum desirable deviation of the demand in a district w.r.t. the reference
value µ;
µ, average demand per district (µ =
∑
i∈I di/|I|);
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and the following decision variables:
xij =
{
1, if TU i is assigned to TU j;
0, otherwise.
(i, j ∈ I)
In this case, xjj = 1 indicates that TU j is assigned to itself which also indicates
that it is selected as the “representative” TU of its district.
Using these decision variables, Hess et al. (1965) proposed the following mathematical
model for the territorial districting problem with balancing constraints in the context of
political districting:
minimize
∑
i∈I
∑
j∈I
dic
2
ijxij (1.14)
subject to
∑
j∈I
xij = 1 i ∈ I (1.15)
∑
j∈I
xjj = p (1.16)
(1− α)µxjj ≤
∑
i∈I
dixij ≤ (1 + α)µxjj j ∈ I (1.17)
xij ∈ {0, 1} i, j ∈ I (1.18)
The objective function (1.14) quantifies the total cost to be minimized. Constraints
(1.15) ensure that each TU is assigned to exactly one district whereas Constraints (1.16)
guarantee that exactly p districts will be designed. Constraints (1.17) are the balance
constraints. Finally Constraints (1.18) define the domain of the decision variables.
In districting problems, the costs cij are typically related to the distances (Kalcsics,
2015). In particular, denoting by `ij the distance between i and j (i, j ∈ I), a common
cost to consider is cij = `ij or cij = `
2
ij . This turns the above objective function
into a so-called compactness measure known as moment of inertia (Hess et al., 1965).
The reader may refer to Kalcsics (2015) for variants of distance-based compactness
measures. In particular, in that book chapter, we also observe cost structures that
consider the demands as weighting factors. Finally, we note that euclidean distances are
often considered (Bergey et al., 2003; Bard and Jarrah, 2009).
The relevance of DPs resides in the strategic and long-term nature of the decisions
involved, motivated by a wide spectrum of practical applications arising in different
sectors. In fact, apart from political districting (see also Ricca and Simeone, 2008;
Ricca et al., 2013), DPs have been extensively applied to tackle problems emerging in
the context of strategic service planning and management like health-care (Blais et al.,
2003; Benzarti et al., 2013), school systems (Ferland and Gue´nette, 1990; Schoepfle and
Church, 1991; Caro et al., 2004; Bruno et al., 2016a), energy and power distribution
networks (Bergey et al., 2003; De Assis et al., 2014; Yanık et al., 2016), police districts
(D’Amico et al., 2002), waste collection (Moura˜o et al., 2009), and transportation (Bruno
and Laporte, 2002; Tavares et al., 2007). Other core applications of DPs regard the
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design of commercial areas to be assigned to a given sales force (Zoltners and Sinha,
2005; R´ıos-Mercado and Lo´pez-Pe´rez, 2013) and distribution logistics (Zhong et al.,
2007). For extensive reviews on DPs readers are encouraged to refer to Kalcsics et al.
(2005) and, for a more up-to-date overview, to Kalcsics (2015).
Remark 1. A close look into the above model proposed by Hess et al. (1965) reveals
that it does not solve exactly a districting problem but only a relaxation of it; it solves
a location-allocation model with a demand balancing requirement. In fact, the model
ignores one important aspect in districting: contiguity (and consequently no enclaves).
Therefore, apparently, a solution provided by the model may yield contiguity solutions
only by chance. Nevertheless, it should be noted that when we seek to optimize a com-
pactness measure in a districting problem the resulting solution is typically strong in
terms of contiguity of the districts. It is also true that the introduction of balancing con-
straints may disfavor compactness and, accordingly, districts’ contiguity. In other words,
balancing and compactness measures may easily become conflicting. Despite these facts,
most of the authors do not explicitly address contiguity in their models (Kalcsics, 2015)
and thus the model proposed by Hess et al. (1965) is still the basic model for researchers
working in districting problems. For this reason, we also set it at the core of the de-
velopments we propose in chapter 4. In that chapter, we also review the more recent
contributions found in the literature. 
1.4 Facility Location Problems under Uncertainty
FLPs involves strategic decisions that must hold for considerable time. During this time,
some disrupting event may occur or some parameters may very in an unpredictable man-
ner. In these cases, it is desirable to embed uncertainty in the model, in such a way to
somehow anticipate its effects.
Several aspects emerge as crucial when it comes to uncertainty; following Correia and
Saldanha-da-Gama (2015) we briefly discuss them next.
A first important aspect is given by how uncertainty can be modelled, i.e. its rep-
resentation. If probabilistic information is available, the uncertain parameters can be
represented through random variables. In this case it is possible to use stochastic pro-
gramming models to deal with the problem. If this is not the case, it is usually considered
a measure of robustness to evaluate the performance of the system.
A complete realization of all uncertain parameters is called a ”scenario”, which is an-
other fundamental element when dealing with uncertainty. This notion is independent of
whether probabilistic information is available or not. However, if uncertain parameters
can be represented by random variables, some probabilities can be associated with each
scenario. Defining scenarios is in itself a major problem. In some situations, scenarios
are associated with some driving forces (eg: political conditions in a specific region, eco-
nomic trends or even technological developments) which, in turn, influence the input of
the model that supports decision making. In this case, it is up to the decision maker to
understand these driving forces and how they affect the model input. This understand-
ing thus leads to a complete definition of the scenarios.
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Furthermore, depending on the problem, one can have a finite or infinite number of
scenarios; this has an impact on the models that can be used.
Another important feature that influences the type of model to consider concerns the
decision maker’s attitude towards risk. Two classes of attitudes are generally considered:
risk neutral and risk averse. In the first case, the decision maker does not consider the
risk when making a decision; the utility associated with the decision maker is represented
by a linear function. When a probability is associated with each scenario, a risk-neutral
decision maker looks for the decision that minimizes the expected cost (or maximizes
the expected return). In the second case, the decision maker takes into account the risk
when making a decision; the utility associated with the decision maker is represented
by a concave function (when the utility is measured on the vertical axis and the mone-
tary value is measured on the horizontal axis). In this circumstance, the decision maker
wants to avoid unnecessary risks and therefore the expected value of future activities is
no longer an appropriate objective. This decision maker can look, for example, at the
solution by minimizing the maximum cost in all scenarios.
Finally, in some classes of problems, there is another aspect that influences the mathe-
matical model to be taken into consideration: the identification of ex ante and ex post
decisions. The ex-ante decisions are the so-called ”here and now” decisions, ie the de-
cisions that must be implemented before the uncertainty is revealed. Ex-post decisions,
on the other hand, are the decisions to be made after the uncertainty has been revealed.
This is a consequence of the strategic nature of these decisions in many problems in the
literature, especially in the context of FLPs.
The elements discussed above pose a clear difference between two different ways to deal
with uncertainty in optimization problems (and hence, in FLPs), namely stochastic pro-
gramming and robust optimization. For more comprehensive overviews on the above
topics, interested readers may refer to Birge and Louveaux (2011) (for stochastic pro-
gramming) and Ben-Tal et al. (2009) (for robust optimization).
For the sake of completeness, we also remind that another class of optimization prob-
lems under uncertainty is represented by chance-constrained programs. The idea is that
one or several constraints of the problem are not required to always hold. Instead, the
decision maker is satisfied if they hold with some given probability. Examples of FLPs
solved by means of chance-constrained programs are in the works by Lin (2009) and,
very recently, by Kınay et al. (2018a,b).
Considering the scope of the present thesis, in the following we put our attention only
on stochastic programming and, in particular, we specialize it to the case of FLPs.
1.4.1 Stochastic Facility Location Problems
In this section, we briefly introduce stochastic programming models for FLPs. We follow
the clear explanation provided in Correia and Saldanha-da-Gama (2015). For illustrative
purposes, let us consider the Uncapacitated Facility Location Problem (UFLP), firstly
introduced by Balinski (1965). The aim of this problem is to decide the number and the
position of facilities to be located in order to satisfy all the demand at the minimal cost,
which is given by the sum of location and allocation costs.
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Considering fixed costs rj for locating a facility in j, the UFLP can be formulated as
follows:
minimize
∑
j∈J
rjyj +
∑
i∈I
∑
j∈J
dicijxij (1.19)
subject to (1.2), (1.3), (1.5)
Remark 2. It is worth noting that the p-median model (1.1)-(1.5) can be derived as
a special case to the UFLP - (1.19), s.t. (1.2),(1.3),(1.5), by introducing Constraints
(1.4) if location costs are independent from the specific location (rj = r, j ∈ J) . 
If we suppose that:
• uncertainty affects both demands di and allocation costs (travel times) cij ;
• uncertainty can be measured probabilistically;
• we know the joint probability distribution of the vector containing all the random
parameter, say ξ (ξ = [(cij)i∈I,j∈J , (di)i∈I ]);
and if we assume ex ante location decisions and ex post allocation decisions, a stochas-
tic uncapacitated facility location problem can be formulated as follows:
minimize
∑
j∈I
rjyj +Q(y) (1.20)
subject to yj ∈ {0, 1} j ∈ J (1.21)
with Q(y) = Eξ[Q(y, ξ)] and:
Q(y, ξ) =min
∑
i∈I
∑
j∈I
dicijxij (1.22)
s. t.
∑
j∈J
xij = 1 i ∈ I (1.23)
xij ≤ yj i ∈ I, j ∈ J (1.24)
xij ∈ {0, 1} i ∈ I, j ∈ J (1.25)
Model (1.20) - (1.25) is defined for every realization of the random parameter ξ.
Location decisions are here-and-now decisions and, hence, are included in the first stage
of the model: they will never change regardless of the specific realization of ξ. Allocation
decisions are ex post decisions and hence, they are included in the second stage of the
model, since they are taken only when uncertainty is disclosed. This is the main reason
why they are also called recourse decisions. In practice, the above model reproduces the
attitude of a decision maker who has to keep strategic decisions by accounting for all
the possible features that may happen, as it is expressed by the recourse function Q(y)
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which links the two stages of the model. The expectation defining the recourse function
Q(y), implicitly conveys a neutral attitude of the decision maker towards risk. Moreover,
it has to be also noted that the above model has relatively complete recourse: in fact,
for every first-stage feasible decision yj , j ∈ J , there is always at least one second-stage
feasible completion (solution) xij , i ∈ I, j ∈ J .
If we assume that the support of the random vector ξ is finite, say Ξ, then we can go
farther in terms of formulating our problem. In fact, in that case, we can index the
different scenarios in a finite set, say S = {1, ..., |Ξ|}. Moreover, we can index in S the
stochastic demands, the assignment costs as well as the second stage decision variables,
as follows:
dis, demand of node i ∈ I under scenario s ∈ S.
cijs allocation cost of demand node i ∈ I to facility j ∈ J under scenario s ∈ S;
xijs binary variable equal to 1 if demand node demand node i ∈ I is allocated to
facility j ∈ J under scenario s ∈ S.
If we assume that the probability πs that scenario s ∈ S occurs is known (naturally,
πs ≥ 0, s ∈ S and
∑
s∈S πs = 1), we can obtain the following extensive form of the
deterministic equivalent:
minimize
∑
j∈J
rjyj +
∑
s∈S
πs(
∑
i∈I
∑
j∈J
dicijxij) (1.26)
subject to (1.21)∑
j∈J
xijs = 1 i ∈ I, s ∈ S (1.27)
xijs ≤ yj i ∈ I, j ∈ J, s ∈ S (1.28)
xijs ∈ {0, 1} i ∈ I, j ∈ J, s ∈ S (1.29)
Several adjustments may be required if extra features are added to the above model.
The introduction of capacity constraints, for instance, may put in crisis the relatively
complete recourse of the model. Indeed, it may happen that for some first-stage solu-
tions no feasible completion exists in the second-stage. Correia and Saldanha-da-Gama
(2015) show how to cope with this issue by penalizing the non-satisfied demand. Lou-
veaux (1986) considered the case in which capacities are endogenous and, in particular,
treated as first-stage decisions. Overturning the perspective at the basis of the previous
works, Hinojosa et al. (2014) considered a problem with location decisions made at a tac-
tical or operational level, i.e., location decisions are ex post decisions, while distribution
decisions are made at a strategic level. Stochastic FLPs triggered by different probability
distribution functions describing customers’ demand, are explored in Albareda-Sambola
et al. (2011) and Bieniek (2015).
In the all the above works it is assumed that uncertainty is revealed in only one occasion.
When this is not the case, a multi-stage setting seems to be appropriate. Examples of
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papers adopting a multi-stage setting include the multi-period facility location problems
addressed by Hernandez et al. (2012) and Nickel et al. (2012).
1.5 Using GIS in Location Models
As the aim of FLPs is to locate one or more facilities, in a given space, in order to satisfy
a demand coming from a set of customers, the availability of geographically referenced
information represents a fundamental prerequisite to model and solve such problems,
especially when dealing with real-world applications. In this regard, Geographic Infor-
mation Systems (GIS) can play a crucial role for supporting decision making in the field
of location science (Bruno and Giannikos, 2015).
GIS are information systems that capture, store, control and display geographic infor-
mation as well as non-spatial information. All GIS perform a set of basic functions
including the management, transformation, analysis and visual presentation of spatially
referenced information. The management of spatial and attribute data refers to the need
to input, store and handle large amounts of data. The transformation of information
reflects the need for georeferencing i.e. for linking each data item to its location in
a common coordinate system. The analysis function enables the application of query,
proximity, centrality and other functions to one or more information layers. Finally, the
visual presentation of data and results has been a core component of all GIS packages
and offers tools for the production of digital map, figures and graphic displays.
In the context of FLPs, for instance, information concerning the location space, cus-
tomers and facilities can be managed by creating appropriate data sets containing specific
attributes (i.e. population, areas, etc.). Then, they can be transformed in spatial data
sets, called layers, by associating each data item to a geometry (points, lines, polygons)
and some geographic attributes (e.g. coordinates) required for their proper represen-
tation. New layers can be created by aggregating, converting, overlaying or applying
some functions on existing layers. For example, it is quite common in location science to
discretize a continuos location space, divided in territorial units (e.g. zip areas, munici-
palities, census tracts, etc.) by extracting their centroids and assuming them as demand
points. Other core elements of FLPs and DPs, like distance and adjacency matrices
can be also calculated by exploiting GIS capabilities. Finally, solutions obtained can be
properly visualized. For an overview on FLPs and GIS linkages, readers can refer to
Murray (2010).
A great number of studies appeared in the literature over the years, reporting applica-
tions where GIS were employed to tackle a wide range of practical FLPs and DPs. In
practice, it is impossible to list all the studies and domains where GIS were applied.
Based on Bruno and Giannikos (2015), a non-exhaustive list of broad categories to clas-
sify the extant literature is proposed as follows:
• Land-Use Suitability Analysis, i.e. the identification of the most appropriate spatial
pattern for future land uses in such a way that a set of requirements, properties
and preferences are satisfied (Malczewski, 2004). Recent studies deal with GIS-
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based multi-criteria methodologies applied in the location of wind and solar farms
(Sindhu et al., 2017; Ayodele et al., 2018);
• Waste Management, i.e. the set of activities associated with the overall chain of
managing solid waste in order to reduce its impact on the environment (Higgs,
2006; Wu et al., 2016);
• Energy Management, i.e. the identification and selection of marginal lands where
energy recovery and production plants can be located, as in the case of biofuel
crop production (Niblick et al., 2013), green roofs (Gwak et al., 2017) and waste
conversion facilities (Khan et al., 2018);
• Transportation, i.e. the optimal positioning of new infrastructures (i.e. roads
and highways, parking lots, metro and railway stations, bus lines and stops, in-
termodal terminals, airports, etc.), based on cost-benefit and users’ accessibility
analysis (Gutie´rrez et al., 2010). Recent applications employing GIS-based multi-
criteria analysis are those by Terh and Cao (2018) and Erbas¸ et al. (2018) dealing,
respectively, with cycle paths planning and electric vehicle charging stations loca-
tion;
• Private and Public Sector Applications, i.e. the use of GIS based approach for
optimal locating private and public service facilities.
Given the scope of this thesis, we particularly refer to the last category. The ap-
plications shown in the following chapters will make extensive use of GIS tools for the
problem representation and analysis as well as for solutions visualization phases.
1.6 Contribution of the thesis
For the sake of clarity, we feel the need to remark to the reader the scope of the present
work before moving to the specific applications shown in the subsequent chapters.
The research activities at the core of this thesis will focus on problems concerning the
spatial organization of public facility services. In this sector, location decisions play a
crucial role to provide users with fair (ideally equitable) accessibility conditions and to
achieve, at the same time, objectives of economic efficiency due to the general tendency
to revise public expenditures. In such a context, it is necessary to find trade-off solutions
between these related but, at the same time, conflicting objectives. Therefore, based on
the body of literature briefly presented in the previous sections, the purpose of this thesis
is to develop analytical frameworks, based on mathematical models integrated with a GIS
environment, to support spatial organization processes of public services. In particular,
our focus will be posed on the development of optimization models to address emerging
real-world applications in the health-care and postal sectors. In this regard, extensive
computational experiments will be carried out to validate the proposed models and to
demonstrate their capability to provide insightful managerial implications. Moreover,
we will also put our effort on the development of stochastic models, especially in the
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context of districting problems, which could be potentially useful for practitioners to
cope with strategic decisions under uncertainty.
1.7 Conclusion
In this chapter, we presented generalities on Facility Location and Districting Problems.
We presented the elements and the formulations of the basic mathematical models known
in the literature. An introduction to stochastic models and on the use of GIS in location
science is also given. In the next chapters we will present novel mathematical models
to address two applications concerning public service facilities and, in the last one, we
will introduce a stochastic programming modeling framework for districting. Therefore,
in each chapter, a verticalization on specific literature streams will be provided and the
gaps we aim at filling will be accordingly outlined.

Chapter 2
A Facility Location Model for the
spatial organization of regional
Blood Management Systems
Summary
In this chapter, we deal with a first application in the field of public services management
concerning the reorganization of regional Blood Management Systems (BMSs).
Blood is a vital resource in the health care context and consequently its efficient and
effective collection, management and distribution is a fundamental task. As blood is
donated on voluntary basis, an appropriate organization of the collection systems on
the territory is crucial; in particular, a widespread presence of collection facilities is
important to attract potential donors and assure a given blood collection capacity, but
it may have also a strong impact on the total management costs.
This study is motivated by a project aimed at reorganizing regional blood management
systems in Italy, in order to reduce total management costs without compromising the
self-sufficiency goal, i.e. the goal of satisfying the blood demand coming from the region.
In order to address the problem, we formulate a mathematical programming model and
test it on real data related to a specific regional context.
Extensive computational experiments are realized in order to show the capability of the
model to handle real-world instances and to act as an analytical framework to assist the
strategic redesign of BMSs.
2.1 Introduction
Blood transfusion activities play a crucial role in the context of national health care
systems (Williamson and Devine, 2013). Countries throughout the world are facing se-
rious challenges in making sufficient supplies of blood and blood products, while also
ensuring their quality and safety. These challenges mainly include the risk of transfusion-
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transmitted infections, an inadequate number of blood donors, increasing needs for blood
and blood products, weak quality systems, and inappropriate and unsafe use of blood
and blood products, which may lead to chronic blood shortages, inequitable access, un-
safe products and unsound clinical transfusion practices (WHO Expert Group, 2012).
In order to tackle such critical issues and make the blood management systems more
effective and efficient, in the last decades, most developed countries introduced strict
legislation, according to accepted international guidelines and standards.
At EU level, a set of Directives were released in the last years (European Parliament and
Council of European Union, 2003, 2004, 2005b,a), aimed at regulating this important
sector of health care. Recently, a new document by the European Directorate for the
Quality of Medicine and Health care of the Council of Europe (EDQM/CoE), in collabo-
ration with the EU Committee, defined guidelines about quality principles to be adopted
and efficiency standards to be met by blood establishments (European Directorate for
the Quality of Medicines, 2015). Local governments are asked to implement the Euro-
pean provisions by releasing a set of national guidelines for Regional Authorities.
At regional level, all those activities needed to allow the transfusion of blood from the
donors to patients are performed by Blood Management Systems (BMS), composed of
a set of dedicated facilities (usually named Blood Centers, BCs), that are linked with
hospitals and other types of health centers. In particular, in these facilities blood is
collected in an anticoagulant, tested for evidence of infections, processed, stored and
then transfused to patients.
The goal of a BMS is to assure that such components are readily available in efficient way
to patients whenever and wherever they are needed. First of all, this requires that the
total collected amount of whole blood exceeds a given target value, determined on the
basis of historical data about yearly regional demand (self-sufficiency goal). To achieve
this goal, the facilities spread out over the region should be able to attract a significant
number of donors. To this aim, their position, in terms of distance from potential donors,
plays a crucial role to foster donations; i.e., the higher the presence of such facilities, the
higher the possibility to attract donors. But on the other hand, a widespread presence of
facilities produces relevant costs due to the need of qualified and specialized staff and of
dedicated equipment. In this context, minimizing management costs and satisfying de-
mand represent two conflicting goals, which require the identification of a compromised
solution.
In this chapter, we propose an optimization model, based on a mathematical formulation
of the problem, aimed at reorganizing the position of these facilities in a regional context.
This study is motivated by a real project concerning the reorganization of regional blood
management systems in Italy. The project is coherent with a general trend of reducing
public expenditures in the public sector, which is common to all western economies. In
particular, we formulate the problem as a FLM that is applied to real data regarding
the specific regional context of the Campania Region, in southern Italy. We illustrate
several scenarios obtained with given combinations of calibration parameters and we
show how the proposed model can be used as an analytical framework to support the
decision making.
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The remainder of the chapter is organized as follows. In Section 2.2 the Italian national
organization of BMS is described with the illustration of some data that underline the
need of a reform process of the sector. In Section 2.3, a literature review about models
and methods used in the context of blood supply chain management is provided, with a
particular focus on the existing contributions related to facility location. Then, in Sec-
tion 2.4, the description of the problem and its formulation is provided. In Section 2.5
the adaptation of the model to the specific regional case is shown while, in Section 2.6
the results provided by the model are analyzed and discussed. Finally, some conclusions
are drawn.
2.2 Problem description
In this Section, we provide an analysis of the current organization of BMS in Italy and
we discuss the challenges determined by the new regulatory framework. Afterwards, we
focus our attention on the case of the Campania Region.
2.2.1 The organizational context of the Italian Blood Management
System
In Italy, the BMS is public and part of the National Health System and it is organized
according to some principles, similar to those inspiring the BMSs of other EU countries.
In particular, the blood collection is performed on the basis of voluntary donations
(anonymous and non-remunerated). The distribution of blood components is classified as
“essential service”; hence, it has to be performed equitably, impartially, free of charge to
any citizen and in such a way to guarantee safety and product quality. The organization
of the BMS should be able to satisfy the demand of blood components both at a national
and regional level (self-sufficiency goal). At this aim, each Regional Authority is free to
position facilities over its territory.
In Table 1, for each Italian region, figures related to the total population (column a),
the annual blood supply (column b) and the demand (column c), in terms of whole
blood units collected and transfused, are reported (Italian Ministry of Health, 2016).
Then, the self-sufficiency ratio, calculated as percentage ratio between blood supply and
demand, is also reported in order to point out in what measure each region satisfies the
self-sufficiency goal (percentage under 100 represents a blood shortage). Moreover, the
blood collection and transfusion per capita are indicated; the first indicator, also named
donation rate, can be considered a proxy of the propensity of population to donate blood,
while the second one can be considered a proxy of the regional blood demand coming from
hospitals and health centers. Finally, the average productivity of single BCs, defined as
ratio between the total collected blood and the number of BCs (d), is also provided.
Data highlight significant differences across regions and some critical aspects at national
level. First of all, the system appears quite fragile, as the total supply covers the current
demand with a very low surplus (less than 1), which does not represent a reliable reserve
to tackle stochastic or not-ordinary variation of the demand. In addition, there exists a
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remarkable unbalance in terms of self-sufficiency across regions (three of them are not
self-sufficient), which requires a transfer from regions with excess of blood collection.
The differences in terms of transfusions per capita are not related to environmental or
socio-economic factors but to a well- known and consolidated phenomenon of patients’
migration from hospitals of southern regions towards the ones of northern regions, due
to a different perceived quality of the offered health care services. Regional BMSs also
reveal strong differences from the efficiency point of view, either in terms of collection (see
donation rate values) or productivity (see average productivity per BC). These aspects
(almost half of the regions have productivities lower than the average) suggests a twofold
interpretation: on one hand, some regions are characterized by a redundant presence of
BCs, on the other hand, they have a low capability of blood collection. In particular, as
concerns Campania Region, whose BMS is the object of this study, despite a very low
level of regional demand per capita (about the 50 of the average national value) it is
characterized by a huge number of active BCs (22) with a very low productivity (more
than 30 lower than the average national level).
The Italian government implemented the European provisions by releasing a set of
national guidelines for Regional Authorities concerning the accreditation of transfusion
services and units devoted to the collection of blood and its components (Agreement
CSR 149/2012, Italian State-Region Conference, 2012). In particular, some efficiency
measures were introduced, according to which consolidation of processing activities is
recommended (i.e. blood testing, separation in blood components and transformation
in plasma derived products) in a lower number of BCs, so as to guarantee a minimum
productivity level per BC equal to 40,000 units of whole blood per year. As shown
in Table 1, such target is significantly higher than the average productivity of BCs in
each region and this circumstance suggests a reorganization of most of Regional Blood
Management Systems. It is worthy to underline that the threshold of 40,000 units has
to be intended valid only for those regions characterized by higher supply levels. For
example, for regions like Molise and Basilicata, the target of 40,000 blood units has not
to be intended as a strict constraint but, of course, they are required to concentrate
processing activities in a single BC.
2.2.2 The re-organization of the Campania Blood Management System
In the described context, the motivation of this study arises from the project of reor-
ganization of the BMS of the Campania region undertaken by the Regional Authority,
which is responsible for the system’s performance.
Campania is the second most populated region in Italy, with about six million of in-
habitants (density of 425 inhabitants per km2); then, it is characterized by high values
of annual blood demand, estimated around 150,000 of whole blood cells. The current
organization of the BMS is based on the presence of 22 BCs, spread over the region (Fig-
ure 2.1), just able to satisfy the self-sufficiency goal. This number is remarkably higher
than the other regions (see Table 2.1). Figure 2.2 shows, in details, the productivity per
BC. It is possible to notice that, among all the facilities, only BC 4 has a productivity
comparable to the new standard of 40,000 blood units, while most of the others are
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Region Population
(a)
Annual
Collection
(b)
Annual
Transfusion
(c)
No.
of BCs
(d)
Self
sufficiency
(b)/(c)
Collection
per capita
(b)/(a)
Transfusion
per capita
(c)/(a)
Production per BC
Valle d’Aosta 128,810 6,685 5,236 1 127.7 5.2 4.1 6,685
Piemonte 4,466,509 237,603 205,622 23 115.6 5.3 4.6 10,330
Liguria 1,613,710 74,920 74,520 9 100.5 4.6 4.6 8,324
Lombardia 10,006,710 485,673 470,006 36 103.3 4.9 4.7 13,490
PA di Trento 534,405 22,531 21,704 1 103.8 4.2 4.1 22,531
PA di Bolzano 512,446 25,158 24,060 1 104.6 4.9 4.7 25,158
Friuli 1,235,665 73,607 65,296 5 112.7 6.0 5.3 14,721
Veneto 4,960,336 264,221 247,588 20 106.7 5.3 5.0 13,211
Emilia Romagna 4,464,371 251,839 245,068 12 102.8 5.6 5,5 20,986
Toscana 3,763,076 190,494 188.838 16 100.9 5.1 5.0 11,905
Umbria 909,422 44,825 44,763 4 100.1 4.9 4.9 11,206
Marche 1,569,303 79,437 78,939 12 100.6 5.1 5.0 6,619
Lazio 5,786,715 196,779 227,069 26 86.7 3.4 3.9 7,568
Sardegna 1,674,169 77,367 114,069 12 67.8 4.6 6.8 6,447
Abruzzo 1,345,050 53,973 53,691 6 100.5 4.0 4.0 8,995
Campania 5,834,154 151,584 148,593 22 102.0 2.6 2.5 6,890
Molise 318,646 15,117 14,864 3 101.7 4.7 4.7 5,039
Puglia 4,086,644 161,312 158,755 17 101.6 3.9 3.9 9,489
Basilicata 585,615 28,861 24,751 6 116.6 4.9 4.2 4,810
Calabria 2,008,315 69,722 68,793 12 101.4 3.5 3.4 5,810
Sicilia 5,045,176 193,068 197,674 27 97.7 3.8 3.9 7,151
Total 60,849,247 2,704,776 2,679,899 271 100.9 4.4 4.4 9,981
Table 2.1. Data related to regional BMSs
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characterized by values lower than 10,000 units.
As the as-is analysis reveals some inefficiencies, a project of re-organization was under-
taken, whose main objectives were fixed, on the basis of the following general principles:
• reduction of the total number of the BCs, also considering the possibility to down-
grade a BC in a facility that performs only collection activities (named Blood
Station - BS), characterized by significant lower management costs; in this case
each BS needs to be allocated to a BC where the collected blood should be pro-
cessed;
• promotion of campaigns to increase the donation rate. This is motivated by twofold
issues: (i) the current low level of the donation rate suggests the possibility of
significant margins of increment; (ii) the planned reduction of BCs over the region
may reduce the total collection capacity, putting at risk the achievement of the
self-sufficiency condition;
• definition of scenarios compatible with possible increases of the total regional blood
demand, currently characterized by a low average level of transfusions per capita.
Such increase might occur in a medium-long term horizon, by assuming a mitiga-
tion of the patients’ migration toward other regions.
These principles have been included in the mathematical formulation of the problem,
that will be described in Section 2.4, after a brief overview of the literature background.
Figure 2.1. Current organization of the BMS in the Campania Region.
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Figure 2.2. Productivity of BCs in the Campania Region.
2.3 Literature background
Scientific literature concerning blood supply chain management was initially focused on
issues mainly related to inventory management (Prastacos, 1984) and only in the last two
decades the interest was extended toward other aspects, as testified by Pierskalla (2005),
Belie¨n and Force´ (2012) and Osorio et al. (2015). In particular, a significant number of
contributions started to focus on outbound problems, i.e. on problems dealing with the
distribution of blood products and components (Hemmelmayr et al., 2009, 2010; Delen
et al., 2011), the analysis and forecasting of blood supply and demand (Glynn et al.,
2002; Bosnes et al., 2005; Custer et al., 2005; Schreiber et al., 2006; Godin et al., 2007),
the design and the optimization of the whole supply network (Katsaliaki and Brailsford,
2007; Nagurney et al., 2012) and the impact of innovation technologies on operations’
performances (Butch, 2002; Li et al., 2008; Davis et al., 2009).
From a strategic point of view, the problem of optimally locating blood facilities is cru-
cial, as such decisions may strongly affect logistic and operational performances of the
whole supply chains. The class of models traditionally used in the Operational Research
literature to address problems related to the territorial organization of private and public
services is Facility Location Models – FLMs (Laporte et al., 2015). These models may
be effectively employed in order to locate new facilities and/or to modify the configura-
tion of existing facilities, by closing or relocating some of them and/or by downsizing/
redistributing their operating capacities (Wang et al., 2003; ReVelle et al., 2007; Sonmez
and Lim, 2012; Bruno et al., 2016a,b, 2017b).
Location problems have been widely applied in the context of health care sector; the
most popular applications concerned the location of facilities like hospitals, preventive
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care services, primary care and specialized centers (Daskin and Dean, 2005; Gu¨nes¸ and
Nickel, 2015). Recently, Ahmadi-Javid et al. (2017) reviewed all the contributions re-
lated to the location of healthcare facilities, over the period 2004-2016. Among the
identified research gaps, they explicitly included the extension of location models to
the optimal design of blood supply networks. Indeed, despite the great importance of
blood facilities within health systems, only a few papers analysed the problem of lo-
cating blood banks. Among them, it is possible to distinguish papers that deal with
the design of efficient blood supply chains in ordinary conditions, i.e. able to face the
ordinary demand at minimum cost (S¸ahin et al., 2007; Cetin and Sarul, 2009; Elalouf
et al., 2015; Zahiri et al., 2015), from those ones aimed at designing emergency blood
supply chains, able to be resilient under different disaster scenarios Jabbarzadeh et al.
(2014); Fahimnia et al. (2017). Considering the scope of our work, we focus on the pa-
pers specifically devoted to the design of supply chain in ordinary conditions, in which
the demand mainly comes from patients hospitalized within the region under considera-
tion for surgery purposes or specific deseases. Within this class, Cetin and Sarul (2009)
addressed a multi-objective model to locate a set of blood banks and determine the al-
location of hospitals, so as to minimize the total cost for locating facilities and for the
distribution of blood derivatives towards hospitals. Nevertheless, well-consolidated and
valuable approaches to tackle the problem reside in the design of hierarchical models
(Ortiz-Astorquiza et al., 2017). S¸ahin et al. (2007) considered a hierarchical structure,
made up of four different levels; at the highest one, regional blood centers (RBCs) per-
form all functions related to blood transfusion (collection, testing, processing, storage
and distribution) as well as peculiar coordination functions of the lower-level units; at a
lower level, blood centers (BCs) perform the same core transfusion activities by RBCs
with no coordination role and, finally, blood stations (BSs) and mobile units (MUs)
support collection activities. The authors decomposed the overall design problem into
three sub-problems. In the first one, a two-level uncapacitated facility location model
was formulated to identify the optimal locations of q RBCs and p BCs, with the aim
of minimizing the sum of the weighted distances between demand points (donors) and
facilities and between facilities themselves. Such model was applied at national level
to regionalize the blood management system in Turkey, composed of 23 existing blood
centers. In taking such decisions, blood supply, coming from donors, was aggregated in
81 demand points, corresponding to Turkish provinces, with no realistic consideration
about distances between donors and facilities and, hence, their interaction. Moreover,
decisions concerning lower-level facilities (location of BSs and assignment of MUs) were
taken through subsequent and independent problems.
Elalouf et al. (2015) considered a three level structure, made up of: clinics, where blood
is collected, centrifugation centers, where it is separated into components and a central-
ized testing laboratory, were blood samples are analysed. In the initial configuration,
each clinic was assigned to a centrifugation center, while the model evaluated the possi-
bility of equipping clinics with machines for in-house centrifugation and it decided the
optimal configuration, in such a way that a profit function was maximized under a bud-
get constraint. In this case, donors were not considered as the position of their access
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point to the network did not change (clinics).
Zahiri et al. (2015) addressed the problem of locating fixed and temporary blood facil-
ities over a multi-period horizon at the minimum cost, in order to meet a given level
of blood demand per period. Fixed facilities were located at the beginning of the time
horizon and their position could not be changed anymore; while temporary facilities
could be relocated in each time period. Authors considered donors willing to cover dif-
ferent covering radii to patronize the considered types of facility and a further radius
was introduced to regulate the allocation mechanism of temporary to fixed facilities.
From a practical point of view, the problem was tested on instances, based on real data,
composed of a limited number of candidate locations (six and nine for fixed and tempo-
rary facilities,respectively) and donors groups (14). Hence, its applicability is limited to
address local management problems, at the level of cities or small regions.
The model we propose in this chapter deals with the reorganization of regional blood
management systems in Italy, under ordinary conditions. In particular, each regional
system, currently made up of blood banks performing all the activities related to trans-
fusion, has to be reorganized according to a 2-levels hierarchical structure, in which the
lower-level facilities (BSs – blood stations) have to perform only collection activities,
while the higher-level ones (BCs – blood centers) have to perform both blood collection
and processing. Similarly to Zahiri et al. (2015), collection is considered capacitated and
different covering radii are considered, one for the allocation of donors to both type of
facilities and another for the assignment between BSs and BCs. The above features ren-
ders out model de facto attributable also to the class of hierarchical covering problems
with set covering objectives, i.e. oriented to costs minimization (Marianov and Serra,
2001). In particular, since we guarantee a strong relationship between the catchment
areas of BCs and BSs, we also seek to design a coherent network structure (Serra, 1996).
The original contribution of our formulation concerns the assumptions related to the
processing activities. Indeed, besides the maximum capacity, also a minimum efficiency
requirement is introduced, in terms of minimum amount of blood units, that represents
the driving force of the real reorganization process being considered. Moreover, we also
introduce decisions regarding the dimensioning of the processing capacity, which may
also be extended at an extra-cost, through the establishment of additional modules, in
order to achieve economies of scale at production sites. From the practical point of
view, in the considered application donors are aggregated at level of single municipali-
ties, thus obtaining an effective representation of their real distribution throughout the
region and of the interaction with the facilities to be located. For this reason, the sce-
narios provided by our model may provide useful indications to the decision maker. By
summarizing, the contribution that this work aims at giving to the literature is twofold.
On one side, we introduce a new modeling framework in the context of the design of
two-level capacitated blood supply chain, that considers minimum and maximum capac-
ity for processing activities, and modular capacities. Moreover, a distinguishing feature
of our model is the consideration of the self-sufficiency goal. On the other, we show, by
means of several computational experiments, the capability of the introduced model to
handle real-world instances and provide interesting managerial implications. The last,
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but not the least, the possibility to solve the introduced model with a commercial solver
(CPLEX) in limited computational times, can represent a valuable element for all the
practitioners interested in this kind of problems.
2.4 A mathematical model for the reorganization of a re-
gional BMS
In this section we provide a more formal description of the problem. In particular, in
Section 2.4.1 we discuss the hypotheses we rely on to formulate the mathematical model,
which is then presented in Section 2.4.2.
2.4.1 Model assumptions
With reference to a given region, with a yearly demand D of whole blood to be collected,
we suppose the presence of a set J of existing facilities that perform both blood collec-
tion and processing activities (BCs). Moreover, we consider a set I of discrete nodes
where potential donors are located and we assume that each donor is willing to reach a
collecting facility if and only if its distance from the closest one is within a given distance
r.
According to guidelines released by the national government, facilities performing pro-
cessing activities are required to meet a minimum productivity target Pmin, in terms of
processed blood per year. Assuming that, in the current configuration, the system does
not satisfy such efficiency requirement, we consider a possible reorganization aimed at
consolidating processing activities in a lower number of facilities, while maintaining a
widespread collection over the study region. In this process each existing facility can
be (i) kept open as BC, (ii) downgraded in a BS, by deactivating blood processing and
performing solely collection activities, or alternatively (iii) it can be closed and not used
anymore. Of course, blood collected at each BS has to be moved to an active BC, to
be processed. Due to some technical constraints related to the degradation phenomenon
of blood properties, such allocation is assumed to be feasible if and only if the distance
between a BS and its assigned BC is within a given radius dmax. Moreover, each BS
can be assigned to a single BC, thus avoiding the possibility of splitting its collection
among different BCs, as, from a managerial point of view, it is desirable to define the
cluster of BSs under the competence of each single BC, in order to better coordinate the
associated flows of materials and information.
Then, the problem consists in locating, among the existing facilities, BCs and BSs
with the aim of satisfying a set of requirements in terms of total collected blood (self-
sufficiency goal) and productivity per single BC (efficiency goal). Among all the feasible
alternatives, the model will select the configuration that minimizes the operational costs
per year.
As concerns the evaluation of costs to be incurred in the final configuration, we assume
that both collection and processing activities are capacitated; for this reason, each fa-
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cility j ∈ J is characterized by a collection capacity Cj and a processing capacity Qj ,
indicating the maximum number of units that, respectively, it is able to collect and
process per year. We assume that, while the processing capacity of each BC may be
gradually extended by discrete amounts or modules of capacity, no capacity expansion
is allowed for collection activities. This assumption seems to be realistic as, on one side,
the decision maker is interested in the consolidation of processing activities in a lower
number of facilities, to meet the above described efficiency goal. Hence, within certain
limits, he may explore the possibility to reallocate (human and material) resources from
closed facilities or BSs towards larger BCs, in order to exploit possible economies of
scale. On the contrary, as concern collection activities, consolidation could not be an
appropriate strategy, as the decision maker will most likely need to distribute facilities
throughout the region, with the aim to attract a consistent number of donors and to
meet the self-sufficiency goal.
In order to include this aspect in the model, we indicate with nj the maximum number
of modules that can be added to expand the processing capacity Qj of the generic facil-
ity j and with ∆Qkj the size of the k-th module that can be added (with k = 1, ..., nj).
Consequently, the cost associated to a BC is modeled through a step function, in which,
starting from the initial cost ccj (to be incurred for an initial setting of the collection
capacity Cj and the processing capacity Qj), an additional cost δc
k
j is incurred whenever
a module ∆Qkj of processing capacity is introduced, while the cost associated to a BS
is identically equal to csj , within the limit of capacity Cj . These assumptions find firm
roots in the literature. As it will be clarified later, we consider in the model only the
avoidable costs, i.e. the ones that the BMS can save or avoid as a result of reorganization
decisions. According to Telser (1978), the plant’s avoidable cost is typically identified
with the variable costs associated to a certain output level, which can be considered fixed
within certain limits of capacity. As a consequence, examples of stepped fixed avoidable
costs, in line with the above introduced cost structure, are found in Van Boening and
Wilcox (1996) and Telser (2005). In Figure 2.3, a representation of the introduced cost
functions is provided. Finally, also the transportation cost to transfer collected blood
from BSs to BCs is considered and it is assumed proportional to the covered distances.
2.4.2 Model formulation
On the basis of the above described assumptions, we introduce the following notation in
order to formulate the model:
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(a) BS (b) BC
Figure 2.3. Cost functions
.
I set of nodes where potential donors are located;
J set of nodes where existing facilities are located;
ai amount of donations potentially coming from node i ∈ I;
dij distance between nodes i ∈ I and j ∈ J ;
r maximum distance that donors are willing to cover to reach a collection site
(BS covering radius);
Ni set of nodes j ∈ J whose distance from i ∈ I is lower than r (Ni = {j ∈ J :
dij ≤ r});
djj′ distance between facilities j, j
′ ∈ J ;
dmax maximum feasible distance between a BS and its assigned BC (BC covering
radius);
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Mj set of nodes j
′ ∈ J whose distance from j ∈ J is lower than dmax (Mj = {j
′ ∈
J : djj′ ≤ dmax});
D total regional demand of whole blood;
Pmin minimum amount of whole blood units to be processed by each BC;
Cj collection capacity, in terms of whole blood units, of facility j ∈ J ;
Qj processing capacity, in terms of whole blood units, of facility j ∈ J (Qj >
Pmin);
nj maximum number of processing capacity modules that can be added to facility
j ∈ J ;
∆Qkj size of the k-th processing capacity module that can be added to facility j ∈ J ;
csj cost to be incurred if a BS is active at node j;
ccj cost to be incurred if a BC is active at node j, with a processing capacity
equal to Qj ;
δckj extra-cost for expanding the processing capacity of a BC in j through the
addition of the k-th module ∆Qkj (k = 1, ..., nj);
 unit transportation cost, i.e. cost per unit of covered distance to transfer the
blood collected at a given BS toward its assigned BC.
The decision variables are as follows:
ysj binary variables equal to 1 if and only if a BS is active in the node j in the
final configuration (0 otherwise);
ycj binary variables equal to 1 if and only if a BC is active in the node j in the
final configuration (0 otherwise);
xij binary variables equal to 1 if and only if all the potential donations from node
i are assigned to the collection site j (0 otherwise);
qjj′ binary variables equal to 1 if and only if all the amount of blood collected by
facility in j is processed by the facility in j′ (0 otherwise);
zkj binary variables equal to 1 if and only if the processing capacity of facility j
is expanded through the addition of k-th capacity module (0 otherwise).
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Then, the Integer (Binary) Programming model is formulated as follows:
minimize
∑
j∈J
csjysj +
∑
j∈J
ccjycj +
∑
j∈J
nj∑
k=1
∆ckj z
k
j + 
∑
j∈J
∑
j′∈J
djj′qjj′ (2.1)
subject to ysj + ycj ≤ 1 j ∈ J (2.2)
xij ≤ ysj + ycj i ∈ I, j ∈ J (2.3)∑
j∈(J\Ni)
xij = 0 i ∈ I (2.4)
|Ni|
∑
j∈Ni
xij ≥
∑
j∈Ni
(ysj + ycj) i ∈ I (2.5)
∑
j′∈Ni
dij′xij′ + (F − dij)(ysj + ycj) ≤ F i ∈ I, j ∈ Ni (2.6)
qjj′ ≤ ycj′ j, j
′ ∈ J (2.7)∑
j∈Mj
qjj′ = ysj + ycj j ∈ J (2.8)
qjj ≥ ycj j ∈ J (2.9)∑
i∈I
∑
j∈J
aixij ≥ D (2.10)
∑
i∈I
aixij ≤ Cj j ∈ J (2.11)
∑
j′∈J
(
∑
i∈I
aixij′)qjj′ ≥ Pminycj j ∈ J (2.12)
∑
j′∈J
(
∑
i∈I
aixij′)qjj′ ≤ Qjycj +
nj∑
k=1
∆Qkj z
k
j j ∈ J (2.13)
zk+1j ≤ z
k
j j ∈ J, k = 1, ..., nj (2.14)
ysj , ycj , z
k
j , xij , qjj′ ∈ {0, 1} i ∈ I, j, j
′ ∈ J, k = 1, ..., nj (2.15)
The objective function (2.1) represents the total operational cost associated to the
active facilities in the final configuration. In particular, it is given by the sum of the
costs of active BSs (
∑
j∈J csjysj) and BCs (
∑
j∈J ccjycj +
∑
j∈J
∑nj
k=1 ∆c
k
j z
k
j ), including
potential extra-costs incurred for the additional capacity modules. The last term of the
objective function (
∑
j∈J
∑
j′∈J djj′qjj′) represents the transportation cost to transfer
blood units from BSs to BCs.
Constraints (2.2) assure that a single type of facility can be located in each node j ∈ J
i.e., if a BS is active in j (ysj = 1), a BC cannot be active in the same node (ycj = 0)
and viceversa.
Constraints (2.3)–(2.6) reproduce the allocation of donors to active facilities. Constraints
(2.3) impose that donors can be assigned to any node j where a BS or a BC is activated in
the final configuration (ysj+ycj = 1), as both types of facilities perform collection activ-
ities. Constraints (2.4) avoid the allocation of any node i to facilities j farther than the
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covering radius r (j /∈ Ni). Constraints (2.5) impose that each node i has to be assigned
at least to one facility, if there exists at least an active BS or BC within its covering
radius r (
∑
j∈Ni(ysj + ycj) ≥ 1), while Constraints (2.6) impose that node i is allocated,
within the radius r, to its closest active facility. Indeed, by setting F = maxi∈I,j∈J{dij},
Constraints (2.6) become redundant for all those nodes in which no facility is located
(j ∈ Ni : ysj + ycj = 0) while, in relation to the active facilities, assign each node i to
the node j′ at the minimum distance.
Constraints (2.7)–(2.9) reproduce the allocation of BSs to BCs. In particular, Con-
straints (2.7) assure that a node j ∈ J can be assigned only to facilities j′ ∈ J where a
BC is open (ycj = 1); on the other hand, Constraints (2.8) impose that any node j where
a BS or a BC is activated in the final configuration (ysj + ycj = 1) has to be assigned to
one and only one facility within the maximum feasible distance dmax (j
′ ∈Mj). Finally,
Constraints (2.9) guarantee that each BC is assigned to itself.
Constraints (2.10) assures that the whole BMS collects an amount of blood units higher
(or equal) than the regional blood demand D (self-sufficiency goal). Constraints (2.11)
represent capacity requirements for collection activities. Constraints (2.12)–(2.14) con-
cern the productivity of BCs. In particular, Constraints (2.12) impose that the total
amount of processed blood by each BC j exceed the minimum target Pmin. Constraints
(2.13) impose that the total amount of blood units processed by each BC j is lower
(or equal) than its capacity Qj , potentially expanded with additional capacity modules
(
∑nj
k=1 ∆c
k
j z
k
j ). Constraints (2.14) assure that the (k + 1)-th capacity module may be
activated at a BC if and only if the k-th module has been already activated.
Finally, Constraints (2.15) define the domain of the introduced decision variables.
Model (2.1)–(2.15) is not linear, due to the presence of constraints (2.12)–(2.13). They
have been linearized by introducing a new set of binary decision variables wijj′ (wijj′ =
xij′qj′j) and the following set of constraints:
wijj′ ≤ xij i ∈ I, j, j
′ ∈ J (2.16)
wijj′ ≤ qjj′ i ∈ I, j, j
′ ∈ J (2.17)
wijj′ ≥ xij + qjj′ − 1 i ∈ I, j, j
′ ∈ J (2.18)
Constraints (2.16)–(2.18) guarantee that the new binary variables wijj′ are equal to
1 if and only if donations from i are assigned to facility j (xij = 1) and such blood
is moved to j′ to be processed (qjj′ = 1). This way the model may be formulated as
follows:
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minimize (2.1)
subject to (2.2)− (2.11), (2.14), (2.16)− (2.18)∑
j′∈J
∑
i∈I
aiwijj′ ≥ Pminycj j ∈ J (2.19)
∑
j′∈J
∑
i∈I
aiwijj′ ≤ Qjycj +
nj∑
k=1
∆Qkj z
k
j j ∈ J (2.20)
ysj , ycj , z
k
j , xij , qjj′ , wjj′ ∈ {0, 1} i ∈ I, j, j
′ ∈ J, k = 1, ..., nj (2.21)
In the next section, we analyze the application of the model to the case study of
Campania Region, described in Section 2.2.
2.5 The case study of the Campania Region
As introduced above, we apply the proposed model to the BMS of the second most pop-
ulated region in Italy (Campania), that is currently characterized by the presence of 22
facilities over the territory, with an average productivity level significantly lower than
the minimum threshold Pmin imposed by the EU and national regulations (see Figures
2.1 and 2.2).
In order to apply the model to the selected case study, we adopt a discretization of the
study area, based on the territorial subdivision of the region in municipalities (551).
Donations coming from each municipality per year are assumed to be proportional to
the living population, according to a coefficient α (donation rate), that is considered
uniformly distributed within the region. Such parameter should not to be interpreted as
percentage of donors but as the number of yearly donations over the total population.
According to such assumption, without loss of generality, it can be considered that each
donor accounts for a single donation and no further assumptions about donors’ habits
and behaviors are required. In particular, from the analysis of historical data provided
by the regional authority about the yearly regional donations, it emerged that almost
35 donations every 1000 inhabitants were observed in the last 5 years (α = 0.0350).
Figure 2.4 shows the adopted zoning system along with the distribution of the population
among municipalities (ISTAT, 2011). As the municipality of Naples, i.e. the regional
chief town, is characterized by a population level much higher than the others (almost
962,000 inhabitants) and by the presence of nine BCs (Figure 2.1), it has been in turn
subdivided in 10 sub-areas, thus obtaining 560 Territorial Units (TUs). Potential donors
from each municipality are concentrated in a single node, corresponding to the centroid
of the municipality itself. The distances between the 560 centroids and the 22 existing
facilities and the distances between each pair of facilities are calculated as shortest routes
(in km) on the road network (considering motorways, national and regional roads).The
BC covering radius dmax, i.e. the maximum distance between each active BS and its
assigned BC, are estimated considering the technical constraints related to the degra-
dation phenomenon of blood properties, according to which the time elapsing from the
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collection and the processing time cannot exceed five hours. On the basis of such time
limit and some assumptions on the possible transportation strategies indicated by the
decision maker, it is reasonably to assume a maximum distance dmax almost equal to 40
km.
Figure 2.4. Zoning system and population distribution among TUs.
The other parameters characterizing the BMS (i.e., capacities, costs, etc.) have been
estimated through an analysis conducted in collaboration with the Regional Author-
ity. Currently, all the existing facilities are able to collect and process almost 30,000
and 50,000 blood units, respectively, per year (Cj = C = 30, 000, j ∈ J ;Qj = Q =
50, 000, j ∈ J). The processing capacity is constrained by the amount of employed hu-
man resources (i.e. doctors and technicians), that are completely saturated, while equip-
ment presents a residual capacity of almost 30,000 blood units per year. For this reason,
we assume that the processing capacity of each facility may be eventually expanded with
a module (nj = n = 1, j ∈ J) of 30,000 units (∆Q
1
j = ∆Q
1 = 30, 000, j ∈ J), obtained
by providing it with additional human resources that allow it to fully utilize the residual
equipment capacity.
As regard costs, we consider in the model only the avoidable costs, i.e. the ones that
the BMS can save or avoid as a result of reorganization decisions. In particular, as
concern collection activities, the parameter csj includes costs for human resources (i.e.
for example, administrative staff, that accepts and registers donors; doctors, that check
donors’ health conditions; nurses, that perform blood draws), as they can be saved by
the BMS if the collection activity is not performed anymore at a given location. The
costs for medical devices (i.e., needles, reagents, etc.) are considered unavoidable as they
depend on the total amount of collected blood at regional level, regardless of the location
where activities are performed. On the other side, as concern processing activities, the
avoidable costs are represented by the costs incurred for human resources (i.e. doctors
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and technicians) and equipment. As the two types of activities do not share any resource,
the operating cost of a BS corresponds to the cost to be incurred for collection activities,
while the cost of BC to the sum of costs for both the activities; moreover such costs
have been assumed to be equal among them and independent from the specific location
(csj = cs; ccj = cc, j ∈ J ; cc ≈ cs + cprocessing). Since the avoidable costs incurred for
processing activities are almost double the costs required for the collection phase, we set
cprocessing and cs = 1. Details about these costs are provided in Appendix A - Table .2.
Finally, as the employee cost accounts for 80 of the total cost of processing activities,
the cost for the activation of an additional module of capacity at any facility has been
fixed equal to 0.80 (∆c1j = ∆c
1 = 0.80 × cprocessing, j ∈ J). These assumptions are also
in line with the results provided by Santini et al. (2013). The unit transportation cost
 has been fixed equal to 0.001.
Moreover, in accordance with the regional authority, we have varied four calibration pa-
rameters, that are associated to peculiar strategies that may be undertaken in a medium-
long term horizon:
• the BS covering radius r, in order to reproduce the effects of a more efficient and
widespread collection in the region, thanks to the use of mobile units managed by
voluntary associations (r = 20, 25, 30 km);
• the BC covering radius dmax, in order to evaluate the effects of different trans-
portation strategies of collected blood from BSs towards their assigned BCs (dmax
= 40, 50 km);
• the donation rate α, in order to simulate the effects of potential regional campaigns
aimed at increasing the propensity of population to donate blood (α = 0.0350,
0.0375, 0.0400);
• the total regional blood demand D, in order to reproduce the effects of poten-
tial regional campaigns aimed at fighting the above mentioned phenomenon of
patients’ migration toward other regions, that would produce an increasing of
blood demand coming from the hospitals within the region (D = 150,000, 165,000,
172,500, 180,000 ).
The test problems, generated by combining the calibration parameters above in-
troduced, have been solved using a commercial solver (CPLEX 12.8) on an Intel(R)
Celeron(R) with 1.50 GHz and 4 GB of RAM. Through a linkage with a GIS (Geo-
graphic Information System), each provided scenario has been represented on a map, by
reporting information about the position of the operating facilities, their classification
in BSs and BCs, the attractiveness area of each facility in terms of donors and the as-
signment of BSs to BCs for the blood transformation. In the next section, the scenarios
produced by the model are introduced and analyzed.
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In this section, a deep analysis of the scenarios provided by the model is reported. First
of all, examples of scenarios are shown and analyzed in detail in section 2.6.1; then,
all the solutions, produced by varying the above introduced calibration parameters, will
be compared on the basis of a set of key indicators (section 2.6.2). Finally, a post-
optimality analysis will be reported, aimed at evaluating the robustness of solutions,
with reference to cost parameters (2.6.3) and the impact of the reorganization decisions
on the distribution costs towards hospitals (2.6.4).
2.6.1 Illustrative examples
Figure 2.5 and Table 2.2 show a first scenario produced by the model, by setting r = 20
km, D = 150,000, α = 0.0350. In this case, the model activates, among the 22 existing
facilities, three BCs and five BSs, while the remaining 14 facilities are closed. TUs are
grouped according to collection sites (BS or BC) they are assigned to; the borders of
the districts thus obtained are represented with double edge in the figure. Moreover, as
each BS is assigned to a single BC, the seven districts are then grouped in three clusters,
reported with different colors in the map.
Figure 2.5. Map of Scenario 1 (r = 20 km, D = 150,000, α = 0.0350, dmax = 40 km)
In Table 2.2 the total amount of blood collected by each active facility is reported;
moreover, for each BC, an indication of its assigned facilities is provided along with the
total amount of processed blood, given by the sum of the collection performed by the
single facilities within the related cluster. For example, blood processed by BC 17 is
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BCs 6 13 17
Total
BSs 4 6 11 12 13 9 17 20
Collection 29,866 26,211 12,714 14,120 26,979 18,919 10,696 10,544
150,049
Processing 68,791 41,099 40,159
Table 2.2. Characteristics of Scenario 1.
given by the sum of the amounts collected by BSs 9 and 20 and by BC 17 itself. It is
interesting to notice that the self-sufficiency goal is met as the total collected blood is
equal to 150,049 and that each BC satisfies the minimum productivity requirement of
40,000 blood units, with a single BC (6) requiring an expansion of the initial capacity.
In Figure 2.6, a second scenario obtained by varying the BC covering radius dmax from 40
to 50 km is shown. Compared with scenario 1, this solution is characterized by the same
number of active facilities (equal to 8) but a lower number of BCs. This is reasonable
since the active BCs are now able to cover farther BSs and thus attract higher amounts
of blood. In this situation, the model chooses to consolidate processing activities in a
lower number of BCs, as this produces economies of scale and a consequent reduction of
the objective function. As it can be noticed from Table 2.3, both the active BCs require
the activation of the additional capacity module, as the production levels are in both
cases close to the maximum capacity of 80,000 units (71,251 and 79,533 for BC 13 and
17, respectively).
Figure 2.6. Map of Scenario 2 (r = 20 km, D = 150,000, α = 0.0350, dmax = 50 km)
Moreover, also a third scenario is shown in Figure 2.7, obtained by varying the BS
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BCs 13 17
Total
BSs 4 12 13 6 9 11 17 20
Collection 29,866 14,120 27,264 26,211 18,919 13,164 10,696 10,544
150,784
Processing 71,251 79,533
Table 2.3. Characteristics of Scenario 2.
covering radius r from 20 to 30 km. In this case, the main difference with scenario
1 consists in a significant reduction of the total number of active facilities, from eight
to six, due to the fact that facilities are able to attract donors from farther TUs and,
consequently, to collect higher amounts of blood. As it can be noticed from Table 2.4,
the amounts of collected blood by single facilities are significantly higher than the values
reported in Table 2.1, with an average increase of almost 30.
Figure 2.7. Map of Scenario 3 (r = 30 km, D = 150,000, α = 0.0350, dmax = 40 km)
BCs 4 9
Total
BSs 4 6 12 3 9 17
Collection 28,802 26,351 23,383 28,931 22,981 19,859
150,308
Processing 78,536 71,772
Table 2.4. Characteristics of Scenario 3.
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2.6.2 Extensive results
The solutions obtained for any combination of calibration parameters (α,D, r, dmax) are
compared, in Figure 2.8, in terms of active facilities (BSs and BCs). In particular, values
obtained for dmax equal to 40 and 50 km are reported on the top and in the bottom of
the graph, respectively.
It can be noticed that only 50 out of the 72 generated tests provide feasible solutions.
The comparative analysis of the feasible scenarios may provide useful information and
insights to decision maker. By fixing all the other calibration parameters α,D, dmax
the total number of active facilities (BSs and BCs) tends to decrease by increasing the
covering radius r. Indeed, this way each facility is able to attract donors from wider areas
and, then, less facilities could be needed to meet the self-sufficiency goal. For example,
with D = 150, 000, α = 0.0350 and dmax = 40 km, the model reduces the total number
of active facilities (from eight to six) when r increases from 20 to 30 km. In particular,
since BCs are able to attract more donors by themselves, the model tends to reduce
the number of BSs as no need of activating so many dedicated collection sites is there
anymore. Notice how, for D = 165, 000, α = 0.0375 and dmax = 40 km, the number of
BSs tends to decrease when r increases, while the number of BCs remains equal to three.
The same trend may be observed when the donation rate α or the BC covering radius
dmax increase, being all the other values of calibration parameters equal. In the first
case, this is due to an increased level of donations within the same covered areas. In the
second case, the motivation is related to the capacity of BCs to cover farther BSs. In
particular, this latter aspect has twofold implications. On one side, processing activities
can be concentrated in a lower number of BCs; see, for example, the scenario obtained
for (α,D, r) = (0.0400, 180,000, 25), in which the number of BCs decreases from four
to three by increasing dmax from 40 to 50 km. On the other side, an increased value of
dmax, may produce a reduction in BSs, as they can be more dispersed among each other
and cover more effectively donors in the study region; see, for example, the scenario
obtained for (α,D, r) = (0.0400, 172,500, 30), in which the number of BSs decreases
from five to four by increasing dmax from 40 to 50 km while the number of BCs remains
equal to three.
Finally, the number of active facilities tends to increase, by increasing the total regional
demand D, both in terms of BSs and BCs, due to the presence of capacity constraints.
In Figure 2.9, the obtained scenarios are compared on the basis of the production
levels of the active BCs. In particular, this representation allows the decision makers to
understand, for each solution, how many BCs require the addition of a capacity module
of 30,000 units and how many do not. Moreover, the distances of such points from the
two lines, corresponding to Q = 50,000 and Q = 80,000, give also an indication about
the saturation rate of such capacities. For example, notice that the solution obtained for
(α,D, r) = (0.0400, 172,500, 25) presents 3 BCs, 2 of which with an expanded capacity
that is underutilized; while the solution with an increased radius (r = 30 km) presents
the same number of BCs but with a completely different distribution of production levels;
in this case, only one additional module is activated and almost saturated, as well as the
capacities of the other two BCs.
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Figure 2.8. Nubmer of activated facilities in the produced scenarios
Extensive details about the overall computational experience are provided in Appendix
C - Table .4.
The main objective of the proposed model is to support the decision maker by pro-
viding a set of possible feasible scenarios (according to the variation of some parameters),
that can be evaluated and compared on the basis of a set of appropriate performance
indicators. Among all the feasible obtained solutions, the decision maker should be
aided at selecting the most appropriate scenario, by tuning the calibration parameters,
according to his priorities and expectations.
As it emerges from results depicted in Figure 2.8, for instance, choosing the lowest value
of D (the lower bound for the self-sufficiency goal), solutions with lower number of active
facilities can be identified, so obtaining lower cost scenarios. However, these solutions
are not able to capture higher levels of potential demand without significantly increasing
the value of α (donation rate) and/or the value of r (covering radius of donors). On
the other hand, if the self-sufficiency aspect is considered a main priority, by setting
higher values of D (for instance 162,500 or 175,000), feasible solutions can be found
also with a limited increase of active facilities and of the values of other parameters. In
general, a key finding that clearly emerges from the above computational experiments is
the crucial role played by the donation rate α. Indeed, a higher donation rate allows to
obtain a wider range of feasible solutions, regardless of any possible setting of the other
characteristic parameters of the model. For this reason, a consolidated recommendation
to decision-makers would be to increase, especially locally, the propensity of population
to donate blood more than putting effort in capturing donors from larger areas. Clearly,
the combined achievement of both goals would foster very efficient solutions in terms
of total number of located facilities. Hence, the choice of the final scenario cannot be
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Figure 2.9. Production levels of BCs in the produced scenarios
made without taking into account how much a decision maker is confident to increase the
current donation rate. Indeed, an “optimistic” decision maker, which is sure to increase
the donation rate up to 0,0400, would be able to choose the lower cost re-organization
solutions according to the threshold value D, by setting an appropriate covering radius
r. On the contrary, a “prudential” decision maker is suggested to look for scenarios
achievable with the current donation rate (0.0350). In this condition, higher values of
D (165,000 or 172,500) can be met only by increasing the covering radius r and dmax.
In this situation, our consolidated recommendation would be to adopt the scenario ob-
tained by setting r = 30 km, dmax = 50 km, which is the more robust in terms of
self-sufficiency goal, being able to reach at least 172,500 blood units.
2.6.3 Sensitivity analysis
In order to verify the robustness of the solutions provided by the model, we performed
a sensitivity analysis on the cost coefficient of collection activities of the single facility j
(csj); this way, on one hand, for each facility j included in the final solution (ysj + ycj
= 1), we determined the extra cost ∆c+sj beyond which that facility is closed and, on
the other hand, for each facility j not included in the solution (ysj + ycj = 0), we
calculated the minimum reduction of cost ∆c−sj under which that facility is included
in the solution. For example, considering the solution of Scenario 1, obtained results
show that the configuration of the BMS remains unmodified outside the area of the
municipality of Naples, as the system is constrained to activate some centers, regardless
of their costs, in order to reach farther donors and meet the self-sufficiency goal (∆c+sj =
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+∞; ∆c−sj = −∞). Figure 2.10 shows the obtained values ∆c
+
sj and ∆c
−
sj associated to
the facilities located within the municipality of Naples, in terms of percentage variation
of cost coefficient csj with reference to its intial value. In this case the provided solution,
characterized by the presence of facilities 4 and 6, may change for a minimum variation
of collection cost. In particular, facility 3 is the best candidate to enter in the solution
as it is characterized by the lowest value of ∆c−sj . This aspect is due to the fact that
facilities in this area are very close and then slight variations in the collection costs can
modify the configuration of the solution, with the entering facility replacing another one.
In Figure 2.11 we compare the values provided by the sensitivity analysis in the case
of scenarios 1 and 2, which differ for the values of dmax (40 and 50 km respectively).
The increase of the value of covering radius makes competitive also facilities outside the
municipality of Naples (see facilities 13, 15 and 17), that may enter or leave the solution
depending on the associated collection cost.
Figure 2.10. Sensitivity analysis for Scenario 1 (r = 20 km, D = 150,000, α = 0.0350,
dmax = 40 km)
Figure 2.11. Comparison between sensitivity analysis in scenarios 1 and 2
The sensitivity analysis suggests that a deeper analysis of cost structure of a subset
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of existing facilities could be useful to obtain more refined solutions. Moreover, the
low values of ∆csj characterizing the facilities within the municipality of Naples,suggest
that different indicators may be adopted along with geographic proximity to select within
such area the facilities to be kept open.
2.6.4 Impact of reorganization decisions on blood distribution costs
In the model formulation, the third tier of the blood supply chain, represented by hos-
pitals, has not been explicitly considered. This choice is motivated by the fact that
the distribution of blood and its components or derived products towards hospitals is a
tactical problem that can be better described as an inventory-routing problem and that
is only slightly influenced by the facility location decisions taken at a strategic level, in
terms of total costs. However, in order to give evidence of the impact of the location de-
cisions taken by the model on the distribution cost towards hospitals, a specific analysis
is conducted in this sub-section.
The public health-care system of the Campania region currently accounts for 50 hospi-
tals, whose distribution is shown in Figure 2.12. The ones represented with red dots
in the map are the hospitals where BCs are currently located. Geographical coor-
dinates of the considered facilities are available in Appendix B - Table .3. For each
given solution, we estimated the blood distribution costs from active BCs to hospitals,
by considering the average distance between any hospital and its closest active BC.
Hence, denoted by H the set of hospitals locations (J ⊂ H) and by ljh the road dis-
tances between facilities j ∈ J and h ∈ H, the proxy of distribution cost is defined as
DC = (
∑
h∈H minj∈J :ycj=1{lhj})/(|H|). In order to compare obtained cost DC with a
benchmark value and, hence, evaluate the impact of the provided solution on the dis-
tribution activities, we calculated a lower bound LB(DC), i.e. the minimum cost that
has to be incurred by the system in order to deliver blood from BCs towards hospitals.
To this end, we ran, for each combination of the parameters (α, r, dmax,D) a p-median
model that decides the best location for p BCs in order to minimize the average distance
between hospitals and their assigned BCs. In particular, we set p equal to the maximum
number of BCs that can be located according to the minimum requirement of blood units
to be processed (p = bD/Pminc), in such a way to reproduce a situation in which a less
consolidation of processing activities is induced. Moreover, we considered as candidate
locations only those nodes j ∈ J able to attract, through donors directly assigned to
themselves or through those assigned to BSs within the radius dmax, a minimum amount
of blood units equal to Pmin (J
′ = {j ∈ J :
∑
k∈J :djk≤dmax
(
∑
i∈I:dik≤r
ai) ≥ Pmim}).
By setting the same combination of calibration parameters of Scenario 1 (r = 20
km, D = 150,000, α = 0.0350, dmax = 40 km), the p-median model suggests to locate
three BCs (3, 12 and 20), 2 of which different from the ones activated by our model, and
provides an average allocation distance almost six km lower than the value associated to
Scenario 1 (LB(DC) = 32,6 km; DC= 38,6 km). A comparison between the cumulative
distribution functions of the allocation distances between hospitals and their assigned
BC is reported in Figure 2.13. As it can be noticed, the curves show significant differ-
ences only for a subset of hospitals, almost 30.
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Figure 2.12. Hospitals locations in the Campania Region
By extending the analysis to all the set of produced scenarios, we obtained the results
shown in Figure 2.14 (for further details, readers are encouraged to consult Appendix D -
Table .5). The graphic highlights that the difference between the two measures DC and
LB(DC) ranges from a minimum of about five km up to a maximum of almost 22 km.
Moreover, in 50 of the considered scenarios, this value is contained within 13 km. It
is also worth noticing that the p-median model provides solutions to a relaxed problem,
where the donors-to-facility allocation mechanism is absent. Therefore, the presented
gaps could be even smaller given the potential infeasibility of these solutions. This anal-
ysis confirms that the impact on the distribution costs is limited. This result is partially
due to the structure of the formulated model; indeed, the model will tend to locate BCs
in areas characterized by a high density of population (in order to attract donations)
and hospitals (due to the geographical proximity to BSs). As BCs represent the depots
from which blood components and derived products will depart towards hospitals, the
choice should positively affect the overall distribution costs. Moreover, distribution costs
could be further optimized by accurately designing routes and schedules of blood units’
provisions depending on the inventory levels planned at each hospital; and, also in this
sense, the consolidation of processing activities could be beneficial as a lower number of
larger BCs, that control the stock of blood products and components at regional level,
should foster inventory optimization and reduce the risk of blood products shortage.
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Figure 2.13. Cumulative distribution function of allocation distances by the fraction
of hospitals
Figure 2.14. Difference between average allocation distances by the fraction of sce-
narios
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2.7 Conclusions
In this chapter, we analyzed a strategic problem concerning the territorial reorganization
of regional blood management systems, aimed at closing or reconverting a set of oper-
ating facilities already located in a region, in order to find a trade-off solution between
the aim of attracting donors (self-sufficiency goal) and the aim of containing the man-
agement costs (efficiency goal). To this end we proposed and developed an optimization
model, getting inspiration from the literature on location models. The main objective
of the proposed model is to support the decision maker by providing a set of possible
feasible scenarios (according to the variation of some calibration parameters), that can
be evaluated and compared on the basis of a set of appropriate performance indicators.
The model was tested on the real case study of the Campania Region. Obtained results
show that the model is able to produce realistic scenarios, that can be evaluated by the
Regional Authority to guide an informed process for the definition of possible plan to
gradually modify the system. The proposal certainly represents an original approach to
tackle the specific problem, but it could also be considered to solve similar problems in
the health care context.
In the next chapter, we focus our attention to postal service and, in particular, on
the reorganization of postal collection operations. Similarly to the case analyzed in this
chapter, we will propose a possible approach to tackle the problem by facing the trade-off
determined by two inherent but, at the same time, conflicting goals: users’ accessibility,
on one hand, and management costs reduction, on the other.

Chapter 3
An integrated Facility
Location-Districting Model for
the organization of postal
collection operations
Summary
In this chapter, we deal with a real problem concerning the reorganization of the collec-
tion system of the Italian postal service provider, based on the reduction of the number
of postboxes currently located in an urban area. This study is motivated by the con-
sistent fall in postal volumes, generated by the substitution of traditional letter posts
by electronic forms of communication, that has rendered the collection of postal items
highly inefficient. To tackle the problem, we propose solving a mathematical program-
ming model, embedded in a constructive heuristic procedure, in order to reduce the
number of postboxes and to create associated collection areas, i.e., clusters of postboxes
to be assigned to operators. Considering the crucial role of postboxes as main access
points of users to the postal network, equity is also taken into account. We also consider
workload balance and shift duration requirements in the determination of the collection
areas. Several computational experiments are conducted based on real data from the city
of Bologna, in northern Italy. The resulting scenarios show the capability of the model
to support the decision making process towards the redesigning of the postal collection
system.
3.1 Introduction
Service organizations are experiencing several profound changes driven by the wide dif-
fusion of information and communication technologies (ICTs), which have significantly
modified customer behaviour and increased competitiveness. In particular, ICTs had
47
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a strong impact on organizational design and performance, thus constituting the main
driver towards an overall reshaping of the traditional concept of service (Barrett et al.,
2015). In this context, public services are required to reach higher levels of efficiency
and to adopt more flexible structures in order to better respond to unpredictable market
changes (Phillips and Wright, 2009). We are interested in postal services, which have
been affected by two significant trends: e-substitution, i.e., the progressive substitution of
conventional letter mails by electronic forms of communication, and e-commerce, which
has led to a significant growth of parcels volumes distribution against a crisis in the
letter post segment (Hong and Wolak, 2008; Nikali, 2008). Indeed, in the 2002–2012
decade, the total traffic of letter post items has known an annual decrease of 2.0 at a
global level and, starting from 2013, it has also gone down, with significant differences
between countries, depending on their industrialization level and geographic position. In
the same period, the annual growth of traffic of parcels has been 3.1, with an increase
of 6.4 in 2014–2015 (Universal Postal Union, 2015). This traffic currently accounts for
more than 20 of the total income of postal providers, doubling its percentage share
with respect to 2005. Such trends are expected to consolidate in the next few years and,
consequently, the letter post segment is expected to lose its historical leading position as
a major contributor to postal operators’ revenues. The growth of e-commerce has been
well documented in some recent publications (Difrancesco et al., 2017; Ding et al., 2017;
Zhang et al., 2017).
This transformation has also been accompanied by an evolution of the regulatory frame-
work, which has promoted a gradual liberalization and globalization of the market. At
the European level, the member states have been required to regulate postal markets
with the goal of ensuring an efficient, reliable and good-quality service at affordable prices
to citizens and enterprises (European Parliament and Council of European Union, 1998,
2002, 2008).
In this environment, considering the general economic and political background, charac-
terized by growing cuts to public expenditures, postal companies have been and are still
involved in reengineering processes aimed at innovating their organizational, logistic and
technological systems, and at improving their overall operational performance (Morganti
et al., 2014; Cardenas et al., 2017).
Our work focuses on a pilot study provided by the main Italian Postal Service provider
(Poste Italiane S.p.A), dealing with the reduction of postboxes located over a specific
area and the definiton of new collection areas, i.e. groups of postboxes to be assigned to
a single postman for the daily operations (routing and letters pick-up). The problem is
motivated by the fact that in the described context, the average daily amount of mail
accumulated in each postbox is actually very low and consequently, the overall orga-
nization of the collection activities are highly inefficient. However, any reorganization
decision cannot be taken by neglecting the nature of the service being considered, defined
by EU as a “universal service” (European Parliament and Council of European Union,
1998), meaning that it has to be accessible to all users, regardless of their geographic
position. In the Italian case, the regulatory authority set two main standard quality re-
quirements for the territorial organization of postboxes: i) a spatial criterion, indicating
3.2 Literature background 49
maximum distances that users should cover in order to reach their closest postbox; ii) a
demographic criterion, indicating the maximum number of inhabitants who have to be
served by each postbox and then, the ideal number of postboxes to be kept open over a
study region (AGCOM, 2014).
In order to tackle this problem, we introduce a mathematical programming model and
we solve it on real data from the city of Bologna. In particular, to solve the problem,
we also devise a constructive heuristic procedure. The proposed solution procedure is
applied to a real case study with the aim of showing its ability to support the decision
making process. The remainder of the chapter is organized as follows. In Section 3.2,
after a short description of a typical postal logistic system, we review the state-of-the-art
of models and algorithms specifically devoted to postal applications. The formal descrip-
tion of the problem, the mathematical model and the proposed solution procedure are
given in Section 3.3. Section 3.4 focuses on the description and solution of the case
study. Conclusions follow in Section 3.5.
3.2 Literature background
Postal services are provided through a dedicated logistics network capable of performing
all typical operations such as reception, collection, transportation, sorting, and delivery
of postal items over a given territory (Figure 3.1). Reception is the phase in which
users access facilities of the postal network in order to send postal items, while collection
is the phase in which operators visit these facilities to collect the items and transfer
them to departure sorting centers (DSCs), where they are clustered on the basis of their
final destination. Transportation to arrival sorting centers (ASCs) is performed through
different single or combined modes (airplanes, trains, vehicles), according to the volumes,
the distance, and the delivery deadlines. At ASCs postal items are sorted and prepared
for the final door-to-door distribution phase, performed through daily tours assigned to
postmen. All these activities must be completed within deadlines which depend on the
specific services required by users.
The problems associated with the planning, organization and management of this
complex system have stimulated a rich variety of models and algorithms. Regarding
the planning aspect, a first proposal specifically focused on postal applications is due
to Labbe´ and Laporte (1986) who solved the problem of locating postboxes with the
aim of minimizing the total distance traveled by users and the routing cost associated
with emptying the postboxes. More recently, Blagojevic´ et al. (2013) developed a novel
approach to locate the optimal number of postal units, based on the generation of fuzzy
rules from numerical data, while Higgs and Langford (2013) investigated the spatial im-
pact of post office closures on user accessibility in rural and urban areas.
Several studies focused on personnel scheduling problems arising in various phases of
the system (Jarrah et al., 1994a; Bard et al., 2003; Bard, 2004; Bard and Wan, 2008;
Zhang et al., 2009). The performance improvement of machines and equipment used to
support the operations has also been the focus of several papers (Jarrah et al., 1992,
1994b; Zhang and Bard, 2005). Wang et al. (2005) considered the problem of sequenc-
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Figure 3.1. Representation of a postal logistics network.
ing the processing of incoming postal items at DSCs or at ASCs, with the objective of
minimizing the unused capacity of outbound trucks.
Concerning the transportation phase, McWilliams and McBride (2012) studied the parcel
hubs scheduling problem, namely the scheduling of inbound trailers for the minimization
of the timespan between unloading and loading docks. More recent contributions related
to the inbound and outbound truck scheduling were those of Jarrah et al. (2014), Boysen
et al. (2017) and Zenker and Boysen (2018).
Gru¨nert and Sebastian (2000) provided an overview of the tactical problems related to
several problems encountered in the final distribution phase, while Irnich (2008) proposed
mathematical formulations and solution methodologies for real-world postal problems
arising in letter mail delivery. Algorithms for the integrated management of collection
and distribution activities were presented in the studies by Mitrovic´-Minic´ et al. (2004),
Jung et al. (2006) and Qu and Bard (2012). Abbatecola et al. (2016) described a deci-
sion support system for the management of postal deliveries in an urban area based on a
vehicle routing model. Rosenfield et al. (1992), Novaes and Graciolli (1999) and Novaes
et al. (2000) considered continuous approximation models (see Franceschetti et al., 2017
for an extensive review) for the determination of the optimal size of service territories
and of the total transportation cost.
We focus on the reorganization of postal collection operations. To this end, we propose
a mathematical model integrating two decision levels: location and districting. The
location part of the model aims at identifying the set of postboxes to be kept active
so as to ensure an equitable access to the users (Marsh and Schilling, 1994; Talen and
Anselin, 1998). In practice, a covering paradigm is applied in our model (Garc´ıa and
Mar´ın, 2015): indeed, we ensure that a certain fraction of users is covered (i.e. has at
least one postbox) within a given accessibility distance. The goal of the districting part
is to group the located postboxes in a given number of areas to be visited by dedicated
operators. In the existing literature, several studies resort to the use of districting mod-
els (Ricca et al., 2013; Kalcsics, 2015; Bruno et al., 2017b) to cope with the strategic
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problem of designing pickup and delivery areas in distribution logistics (Galva˜o et al.,
2006; Haugland et al., 2007; Zhong et al., 2007; Jarrah and Bard, 2012; Lei et al., 2012,
2015, 2016). Notably, in all the extant studies, the districting phase involves a set of
points that already located in a given area. In contrast, we introduce location decisions
concerning the points (i.e. postboxes) to be clustered. This element represents a dis-
tinctive feature of our model.
Another valuable element of the study lies in the novelty of the application. In fact, to
the best of our knowledge, the only work tackling a problem similar to the one analysed
in this chapter is by Labbe´ and Laporte (1986). As in this reference, we consider the
distances between customers and their allocated postbox, as well as the routing cost
incurred to empty the postboxes. However, we particularize the problem by splitting
the set of users according to their accessibility conditions and we group the located post-
boxes into a fixed number of clusters, so that they can be visited by dedicated operators
within specified deadlines.
In order to take the latter constraint into account, we propose a constructive decom-
position heuristic in which the model is iteratively solved until a feasible solution, in
terms of work shift duration and workload balancing requirements, has been obtained.
This way, we are able to show, by means of the conducted computational experiments,
the capability of the introduced model to handle real-world instances and to provide
meaningful managerial implications.
3.3 Problem description and mathematical model
The logistics network of Poste Italiane currently contains more than 50,000 postboxes
spread throughout the national territory to provide users local access to the network and
comply with the quality of service requirements (AGCOM, 2014). In recent years, the
drastic drop in letter volumes has led to a general underutilization of such postboxes,
thus making the current organization of the collection service unsustainable. Indeed, as
long as a postbox is open, it has to be maintained and visited each day by an operator,
thus impacting on the total operational cost. As a result, the postal provider is now
evaluating the opportunity of reorganizing the collection system with the aim of reduc-
ing the number of existing postboxes and, hence, the number of operators devoted to
collection activities. With this aim in mind, the following decisions should be made:
• the identification of the postboxes to be closed, at the strategic level;
• the definition of proper collection areas, i.e. groups of postboxes, to be visited by
the same operator.
When tackling this problem, specific constraints must be taken into account.
From a strategic point of view, the reduction of postboxes may yield a deterioration
of users’ accessibility. The universal nature of the postal service imposes that such
decisions be made by preserving the access of users to the logistics network, according
to the quality standards fixed by the regulatory authority. In the Italian case, two main
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criteria have to be considered: i) a spatial criterion, indicating maximum distances that
users should cover in order to reach their closest postbox; ii) a demographic criterion,
indicating the maximum number of inhabitants who have to be served by each postbox
and then, the minimum desired number of postboxes (AGCOM, 2014). As concerns the
first criterion, proper equity conditions on the distances to be covered by the users in the
final configuration have been included in the model (Marsh and Schilling, 1994; Talen
and Anselin, 1998; Barbati and Piccolo, 2016; Barbati and Bruno, 2017). In particular,
we imposed that extra travel costs may be incurred only by those users located within
a preset distance from their closest postbox, while the accessibility condition of the
most disadvantaged users cannot be worsened any further. As concerns the demographic
criterion, we did not include any explicit condition in the model regarding the minimum
number of postboxes to be kept open. This choice is due to the fact that the relaxation of
this criterion is currently under discussion in the context of a negotiation process between
Poste Italiane and the national regulatory authority, as it is no longer considered a proper
quality standard for service provision. Indeed, demographic conditions were originally
introduced as a sort of capacity constraint to avoid the risk of having few access points
in the network compared to the global demand, especially for densely populated areas.
However, due to the decreasing trend characterizing the letter post segment, the daily
demand has become negligible compared with the collection capacity and the service can
be substantially considered to be uncapacitated. This criterion has therefore become
obsolete and its enforcement could yield a high proliferation of underutilized postboxes
over the national territory, with a consequent damage for the postal providers, in terms
of competitiveness.
From a tactical point of view, the definition of collection areas should be made by taking
into account aspects related to the work shift duration of the operators. In particular,
the workload assigned to each operator should be feasible in terms of duration of the
tour performed to visit and empty the postboxes within its assigned collection area.
Moreover, the workload balance of the operators should also be taken into account.
To model the problem, we consider a set I of nodes at which users are located, and a set J
of existing postboxes partitioned into a subset of standard postboxes, i.e. postboxes that
can be removed, and a subset J0 of special postboxes that need to be kept active, being
located close to post offices or to crucial locations such as hospitals and universities. We
denote by dij the distance between nodes i ∈ I and j ∈ J and, assuming that each user
patronizes the closest postbox, we adopt the minimum distance dmini = minj∈J{dij} as a
measure of the accessibility of users to the network. By fixing a given threshold distance
d, the set of users I may be partitioned into two subsets I ′ and I \ I ′, which respectively
include the users located further or closer than d from their nearest postbox. In order to
take equity into account, we impose that the postboxes patronized by users in I ′ cannot
be closed.
The proposed model aims at identifying the postboxes to be closed and at partitioning
the remaining ones into a given number p of clusters, called collection areas, so as to
optimize the workload of the operators and to preserve the accessibility of the worst
served users. Our objective function is the minimization of a compactness measure
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of the created collection areas, since it is reasonable to assume that a more compact
cluster of nodes most likely requires a lower routing time. It is important to stress that
although compactness is widely acknowledged as a proxy measure of the travel times
within a district (Kalcsics, 2015; Garc´ıa-Ayala et al., 2016), it does not necessary lead to
shorter routes. We provide in Appendix G - Figure .14 the correlation obtained between
the two measures in our computational experiments.
We use the following notation:
I set of nodes where users are located, indexed by i;
J set of nodes where postboxes are currently located, indexed by j;
J0 ⊆ J subset of special postboxes;
cjk distance between postboxes j, k ∈ J ;
dij distance between nodes i ∈ I and j ∈ J ;
dmini distance between node i ∈ I and its closest postbox j ∈ J (d
min
i =
minj∈J{dij});
d equity distance;
I ′ subset of users in the worst accessibility condition, i.e. further than d from
their closest postbox (I ′ = {i ∈ I : dmini > d});
J ′i subset of postboxes located within a distance d from node i ∈ I (J
′
i = {j ∈
J : dij ≤ d});
J? subset of postboxes patronized by disadvantaged users i ∈ I ′ (J? = {j ∈ J :
dij = d
min
i , i ∈ I
′});
p number of groups of postboxes or collection areas to be created;
M a very large number.
The decision variables are as follows:
xij binary variable equal to 1 if and only if user in i ∈ I patronizes postbox j ∈ J ;
yj binary variable equal to 1 if and only if postbox j ∈ J remains open;
zjk binary variable equal to 1 if and only if postbox j ∈ J is assigned to the
postbox k ∈ J .
The model is then formulated as follows:
minimize
∑
j∈J
∑
k∈J
cjkzjk (3.1)
subject to xij ≤ yj i ∈ I, j ∈ J (3.2)∑
j∈J ′
i
xij = 1 i ∈ I \ I
′ (3.3)
∑
j∈J\J ′
i
xij = 0 i ∈ I \ I
′ (3.4)
∑
t∈J ′
i
ditxit + (M − dij)yj ≤M i ∈ I \ I
′, j ∈ J ′i (3.5)
yj = 1 j ∈ J0 ∪ J
? (3.6)
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zjk ≤ zkk j, k ∈ J (3.7)∑
k∈J
zjk = yj j ∈ J (3.8)
∑
k∈J
zkk = p (3.9)
(1− β)UBzkk ≤
∑
j∈J
cjkzjk ≤ UB k ∈ J (3.10)
xij , yj , zjk ∈ {0, 1} i ∈ I, j, k ∈ J. (3.11)
The objective function (3.1) is defined as the total radial distance of the active post-
boxes j ∈ J from their assigned cluster center k ∈ J , thus representing a compactness
measure of the created collection areas. Constraints (3.2) guarantee that each node i ∈ I
is assigned only to active postboxes j. Constraints (3.3) ensure that each node i ∈ I\I ′ is
assigned to one and only one postbox located within d, whereas Constraints (3.4) avoid
the allocation to a postbox further than d. Constraints (3.5) assign the users of I \ I ′
to their closest active postbox within d (Berman et al., 2009). Constraints (3.6) ensure
that special postboxes, as well as postboxes patronized by users i ∈ I ′, are kept open.
Constraints (3.7)–(3.10) regulate the aggregation of active postboxes in collection areas
or clusters. In particular, Constraints (3.7) impose that a postbox j ∈ J can only be
assigned to postboxes k selected as cluster centers (zkk = 1). Constraints (3.8) impose
that only active postboxes j are assigned to a single postbox k ∈ J . Constraint (3.9)
fixes the number of cluster centers equal to p. Constraints (3.10) impose a balancing
requirement on clusters, by setting a lower and an upper bound on the internal compact-
ness. In particular, the lower bound is set as a maximum deviation β from the upper
bound UB. Finally, Constraints (3.11) define the domain of the decision variables.
3.3.1 Solution methodology
The proposed mathematical model does not incorporate routing decisions and, hence, it
lacks an explicit formulation of the workshift duration and workload balance constraints.
Instead, it makes use of a proxy measure of the routing costs within each collection
area, coinciding with the internal compactness or radial distance tk associated to the
single clusters k (tk =
∑
j∈J cjkzjk, k ∈ J). For this reason, we adopt a decomposition
strategy according to which we initially solve the model, and we then evaluate the actual
routing costs by solving a Travelling Salesman Problem (TSP) within each cluster, to
check their feasibility, in terms of duration. The above strategy is embedded within a
constructive heuristic, depicted in Figure 3.2, aimed at finding a scenario characterized
by the minimum number of feasible clusters, i.e. having a Collection Time (CT ) not
exceeding a maximum workshift duration T .
In a generic step of the solution procedure, we solve the model (3.1)–(3.11) for a specific
setting of parameters d, p and UB. We also set β = 1.00, as it makes the left hand side of
the balancing constraint (3.10) inactive. If the model leads to infeasibility, we run it with
an increased number of collection areas (p ← p + 1), otherwise we solve a TSP within
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each collection area to compute the optimal length of the routes and then the collection
times (CTk) obtained by considering an average speed s and a unit time to collect items
at each postbox v. If the maximum collection time (maxk=1,...,p{CTk}) lies within the
given duration T , included a given tolerance of 10, we stop the procedure by setting
p = p?(d) and UB = UB?(d). Otherwise, we run the model with a more stringent value
of the upper bound UB. In particular, we set UB as 95 of the maximum compactness
recorded in the obtained scenario (UB ← 0.95×maxk=1,...,p{tk}).
Figure 3.2. The proposed solution procedure.
In other words, according to our solution procedure, p?(d) and UB?(d) represent,
respectively, the minimum number of collection areas to be activated and the maximum
value of internal compactness to be set in order to have tours of feasible duration (not
exceeding T ).
Once a feasible solution is obtained, a specific procedure is triggered to achieve workload
balance. In particular, we solve model (3.1)–(3.11) with p = p?(d) and UB = UB?(d)
by decreasing the parameter β. In fact, imposing a more stringent condition on the min-
imum compactness per cluster is expected to lead to a more homogeneous distribution
of the collection times.
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3.4 The Bologna case study
In this section, we report on the computational experiments performed to test the solu-
tion procedure proposed for the reorganization of the postal collection operations. We
first describe the test data used. We then present and discuss the obtained results.
3.4.1 Test data
The solution procedure was applied to a real case study concerning the city of Bologna
(371,217 inhabitants), located in the northern part of Italy. In order to apply the pro-
posed procedure to this case, we discretized the location space into 2,333 territorial units,
corresponding to the city census tracts (ISTAT, 2011), and we assumed that all users
located in a census tract are concentrated in its centroid (Figure 3.3). We are conscious
that any aggregation of demand points may introduce a bias error in the evaluation of
users’ accessibility, but “there is no agreement on to how measure error” (Francis and
Lowe, 2015) and hence on the best way to discretize a study region. Nevertheless, in
Appendix E we provide a detailed analysis aimed at justifying the adopted aggregation,
in terms of its representativeness of the real demand distribution. Figure 3.3b shows
the current location of the 272 postboxes J , highlighting, in yellow, the positions of the
special postboxes (|J0| = 36). The distances dij between the centroids and the existing
postboxes, and distances cjk between pairs of postboxes, were determined as the shortest
paths on the road network.
(a) Census tracts (b) Centroids and postboxes locations
Figure 3.3. Data related to the case study of Bologna (provided by Poste Italiane)
.
The solution provided by the model highly depends on the calibration of the param-
eter d, which contributes to the determination of the set I ′ of users to be preserved from
the reallocation mechanism. In order to set appropriate values for d, we first calculated
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the cumulative distribution of users’ distances from their closest postboxes. In partic-
ular, considering the population ai living in each census tract i ∈ I, we calculated the
percentage of the total population Atot having a distance from the closest postbox not
exceeding a given d (α = F (dmini ≤ d) =
1
Atot
∑
i∈I:dmin
i
≤d
ai); see Figure 3.4. This way,
the equity distance d may be set according to the portion 1− α of the population that
the decision maker wants to preserve (d = F−1(1 − α)). In practice, in the case under
analysis, for α = 1, i.e., when no user is preserved and anyone is free to be reallocated,
regardless of their current distance to the closest postbox (I ′ = ∅), we obtain a threshold
distance of d = 5, 626 m; by decreasing the value of parameter α the distance d decreases
as well. For α = 0, i.e., when all users are preserved (I ′ = I), no reallocation is feasible.
Table 3.1 reports the values of d obtained for several values of α, whereas Figure 3.5
shows how the partition of the demand nodes I in the subsets of disadvantaged users I ′
(in red) and non-disadvantaged users I \ I ′ (in white) varies according to the value of α
(and hence d).
It is worth noting that the spatial criteria fixed by the Italian regulatory authority re-
quire that, in each municipality, at least the 75 of the total inhabitants be covered
within a maximum distance of three km, 92.5 within five km and 97.5 within six km
(AGCOM, 2014). Table 3.1 shows that for any value of α, the mechanism introduced
in the model is definitely consistent and even more stringent with respect to the current
requirements.
Although the above considerations are drawn with respect to the adopted aggregation,
in Appendix F - Figure .13 we show that they still hold when considering the real dis-
tribution of demand points.
Figure 3.4. Distribution of the population by the distance from the closest facility.
The time to visit and empty all the postboxes within any area, indicated by Collection
Time (CT ) in the proposed solution procedure, was calculated by assuming a speed s
of 10 km/h and a time v of 3.0 minutes to collect items at each postbox. Moreover, on
the basis of an analysis conducted by Poste Italiane, the amount of time T dedicated to
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α 1.00 0.90 0.80 0.70 0.60 0.00
d[m] 5625.50 913.15 461.59 313.27 240.59 4.15
Table 3.1. Values of calibration parameter d selected for testing the model.
(a) α = 0.70 (b) α = 0.80
(c) α = 0.90
Figure 3.5. Partitioning of the users into a set I ′ of disadvantaged users (red) and a
set I \ I ′ of non-disadvantaged users (white) by varying α
.
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collection activities by each postman was fixed at 120 minutes.
In order to trigger our solution procedure, we need to set the values of the calibration
parameters UB and p. The parameter UB imposes an upper bound on the compactness
of the clusters to be created. Since clusters compactness is measured as the sum of
radial distances of postboxes from their assigned cluster center, it coincides with half of
the length of a star-shaped tour constructed within each group of postboxes. Therefore,
feasible duration tours (i.e. at most equal to 1.10× T ) could be more likely obtained by
setting UB = 1.10× T × s = 22, 000m.
The parameter p fixes the number of clusters. In order to make our solution procedure
more efficient, we identify, for each value of α, a different initialization value pmin(α).
In fact, according to the introduced notation, the minimum number nmin of postboxes
to be located is equal to |J0| + |J
?| + |J |, where J is the set of postboxes located in
an optimal solution to a Set Covering Problem solved for users i ∈ (I \ I ′), by setting
a covering radius equal to d. Hence, a lower bound L to the optimal tour through
these postboxes is given by L =
∑
j∈(J0∪J?∪J)
mink∈J{cjk}. Therefore, we can compute
pmin(α) = (L/s+ nmin × v)/(1.10× T ). The resulting values for pmin(α) are reported
in Table 3.2.
Finally, in order to activate the balancing mechanism in Constraints (3.10) we also set
parameter β = 0.20, 0.40.
α 1.00 0.90 0.80 0.70 0.60 0.00
pmin(α) 2 3 5 6 8 9
Table 3.2. Values of calibration parameter pmin(α)
.
The proposed solution procedure was coded in Python 3.6 and the TSP were solved
using the open source VRP Spreadsheet Solver (Erdog˘an, 2017). The embedded model
was optimally solved using CPLEX 12.8 for each value of α, with α = 1.00, 0.90, 0.80,
0.70, 0.60, 0.00. Details about computational times are provided in Appendix H - Table
.6.
3.4.2 Experimental results
We now show how the proposed methodology can be used to support the decision maker
in the reorganization process of the collection activities.
We first analyse in detail the scenarios obtained by setting β = 1.00, i.e. when the
workload balancing requirement is not explicitly considered. Even in this case, the
solutions can represent interesting scenarios for the decision maker. Indeed, even if not
balanced, the workshifts of the postmen will be characterized, on average, by a lower
saturation degree, which could offer more flexibility in managing their daily tasks.
Table 3.3 summarizes all the scenarios obtained by setting β = 1.00 and by varying α.
This table reports, for each value of α, the optimal number of created clusters p?(α), the
total number of active postboxes (ntot =
∑
j∈J
∑
k∈J zjk)) and the maximum collection
time per cluster. As expected, a higher percentage of users to be preserved, in terms
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of the accessibility condition, results in a higher number of facilities to be kept open;
indeed, the number of facilities increases by decreasing α. Similarly, the number of
created clusters p?(α) increases when α decreases, passing from three for α = 1.00 to 13
for α = 0.60. This is reasonable since with a higher number of facilities, more clusters
have to be created in order to complete the tours within the time limit T . Interestingly,
the solution with α = 0.00 basically represents the ‘status quo’, because no user may be
reallocated with such setting of calibration parameters and, hence, only four postboxes
are closed.
α 1.00 0.90 0.80 0.70 0.60 0.00
p?(α) 3 6 8 10 11 13
ntot 39 69 125 183 224 268
Max CT 131.52 126.31 130.51 131.80 131.93 131.46
Table 3.3. Characteristics of the produced scenarios (β = 1.00)
.
Figure 3.6 shows the solution obtained by fixing (α, p?) = (0.90, 6). It can be seen
that 203 postboxes out of 272 have been removed, while the remaining 69 are grouped
into six clusters, depicted with different colours. In Table 3.4, each cluster k is charac-
terized by its number of postboxes (nk =
∑
j∈J zjk), its internal compactness, i.e., the
total radial distance of postboxes from their assigned cluster center (tk =
∑
j∈J cjkzjk),
and its collection time (CTk), i.e., the time needed to visit and empty all its postboxes.
It can be seen that the sizes of the six clusters are quite different, with a number of
postboxes ranging from nine to 18, and a collection time ranging from 50 minutes to
almost two hours.
Figure 3.6. Scenario 1
(α = 0.90; p? = 6) .
It is interesting to analyse the effect of α on the solutions provided by the model.
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Cluster center nk tk [m] CTk [min]
36 18 18,971.55 126.31
105 6 4,055.11 49.82
120 10 12,105.06 92.14
161 14 20,144.17 122.83
235 12 16,926.49 119.64
264 9 8,539.26 76.53
Total 69 80,741.64 587.27
Average 11.50 13,456.94 97.88
Table 3.4. Characteristics of scenario 1
(α = 0.90; p? = 6)
Figure 3.7 illustrates the solution obtained for (α, p?)=(0.80, 8). When the constraints
are more stringent, the number of postboxes increases from 69 to 125, and the resulting
number of collection areas passes from six to eight. As reported in Table 3.5, a higher
number of postboxes has a positive impact on accessibility as the average distance to
the closest postboxes is within 429 m, about 100 m less than the average accessibility
condition obtained with α = 0.90. In order to illustrate how user accessibility is affected
by the solution provided by the model, we show in Figure 3.8 the new distributions
of minimum distances dmini yielded by the two scenarios. Of course, the distribution
associated to the first scenario shows the same values as the initial distribution for
α ≥ 0.90, which is consistent with the fact that the distance from the closest facility
does not change for the disadvantaged users; the same happens with α ≥ 0.80 for the
second scenario. For the non-disadvantaged users, the average accessibility distance
increases, as testified by the fact that the curves progressively move to the right by
increasing α.
(a) Scenario 1 (α = 0.90, p? = 6) (b) Scenario 2 (α = 0.80, p? = 8)
Figure 3.7. Maps of scenarios 1 and 2
.
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α d
Number
of
postboxes
Average user
accessibility
distance [m]
Average
objective function
per cluster [m]
Minimum
collection
time [min]
Maximum
collection
time [min]
Average
collection
time [min]
0.80 461.90 125 428.94 15,236.88 84.43 130.51 109.88
0.90 913.50 69 529.60 13,456.94 49.83 126.32 97.88
Table 3.5. Comparison between scenarios 1 and 2
Figure 3.8. Comparison of the users accessibility measures for the three scenarios
From Table 3.5, it can be seen that the collection times in the single areas are not well
balanced since there exists a significant gap between the minimum and maximum times
under both scenarios. For this reason, according to the proposed solution procedure,
we solve for each value of α the model (3.1)–(3.11) with (p, UB) = (p?(α), UB?(α)), by
decreasing the value of the parameter β in order to show how the introduction of the con-
straint regulating the balance condition can help generate more balanced solutions. As an
example, Figure 3.9b depicts the solution obtained with (α, p?, UB?) = (0.90, 6, 22, 000),
by setting β = 0.40. Tables 3.6 highlights significant differences between the solutions.
Despite very similar number of postboxes (69 vs. 68), the objective function increases by
6.23 (from 80,741.64 to 85,813.27 m). However, Scenario 3 is certainly more balanced
in terms of estimated collection times, as reflected by the standard deviation values.
Finally, Table 3.7 shows the minimum and maximum collection times in the produced
scenarios.
It can be observed that the gaps tend to be reduced when a more stringent bound is
applied. We conclude that the objective function actually works well as a proxy measure
for the cluster collection times. It therefore constitutes an additional decision making
lever on which to act in order to meet the workload balancing requirements without
dramatically compromising the computational complexity of the problem.
3.4 The Bologna case study 63
(a) Scenario 1 (α = 0.90, p? = 6, β =
1.00)
(b) Scenario 3 (α = 0.90, p? = 6, β =
0.40)
Figure 3.9. Maps of scenarios 1 and 3
.
Cluster
center
nk
tk
[m]
CTk
[min]
36 18 18,971.55 126.31
105 6 4,055.11 49.82
120 10 12,105.06 92.14
161 14 20,144.17 122.83
235 12 16,926.49 119.64
264 9 8,539.26 76.53
Total 69 80,741.64 587.27
Average 11.5 13,456.94 97.88
St. dev. 4.18 6,349.38 30.67
(a) Scenario 1 (α = 0.90, p? =
6, β = 0.40)
Cluster
center
nk
tk
[m]
CTk
[min]
48 14 13,822.80 110.70
106 11 13,586.33 91.50
163 11 16,736.72 105.86
228 9 13,267.51 101.45
263 12 13,262.46 92.93
271 11 15,137.55 102.48
Total 68 85,813.27 604.93
Average 11.33 14,302.21 100.82
St. dev. 1.63 1,379.72 7.42
(b) Scenario 3 (α = 0.90, p? =
6, β = 0.40)
Table 3.6. Characteristics of scenarios 1 and 3
β = 1.00 β = 0.40 β = 0.20
α Min Max Min Max Min Max
1.00 120.47 131.52 120.47 131.52 120.47 131.52
0.90 49.83 126.32 91.50 110. 70 93.30 100.47
0.80 84.43 130.51 85.26 127.98 101.14 119.40
0.70 60.13 131.80 88.36 131.06 99.29 130.63
0.60 105.71 131.94 106.95 129.79 108.30 128.41
0.00 94.46 131.46 105.86 131.93 108.29 131.93
Table 3.7. Minimum and maximum collection times [min] in the produced scenarios
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3.5 Conclusions
In this chapter, we addressed a real problem related to the reorganization of the collec-
tion system of the Italian postal service provider, based on the reduction of the number
of postboxes currently located in an urban area. However, since postboxes are the main
access points of users to the postal service, any reorganization decision should aim to
avoid an uncontrolled worsening of their accessibility. In such a multi-objective context,
it becomes important to develop models capable of handling several criteria. To this
end, we developed a mathematical programming model aimed at reducing the number
of postboxes and at creating clusters of postboxes to be assigned to operators. We also
devised a constructive heuristic procedure, based on a decomposition approach, in order
to take into account specific requirements related to workshift duration and workload
balance. The model, and hence the solution procedure, were tested on the Bologna data,
and several accessibility analyses and graphical visualizations were performed by using
a GIS software This enabled us to provide a large set of scenarios that can support the
decision maker towards the reorganization process of postal collection operations.
So far, we proposed mathematical models characterized by a deterministic setting; how-
ever, strategic problems like those analyzed in this thesis may involve decisions that must
hold for some considerable time. During this time, changes may occur in the underlying
conditions. Hence, it becomes crucial for decision makers to hedge against uncertainty
when perfect information about some parameters is not available. Therefore, in the
next chapter, we propose a stochastic programming modeling framework for a specific
family of optimization problems, strictly related to facility location, namely districting
problems.
Chapter 4
A stochastic programming
modeling framework for
Districting Problems
Summary
In this chapter, we focus our attention on districting problems. This class of problems,
which is strictly related to facility location, is widely used to cope with the strategic
design of services. In particular, in this chapter, a stochastic districting problem is
investigated. Demand is assumed to be represented by a random vector with a given
joint distribution function. A two-stage mixed-integer stochastic programming modeling
framework is proposed. The first stage comprises the decision about the initial territory
design: the districts are defined and all the territory units assigned to one and exactly one
of them. In the second stage, i.e., after demand becomes known, balancing requirements
are to be met. This is ensured by means of two recourse actions: outsourcing and
reassignment of territory units. The objective function accounts for the total expected
cost that includes the cost for the first stage territory design plus the expected cost
incurred at the second stage by outsourcing and reassignment. The (re)assignment costs
are associated with the distances between territory units which means that the focus is on
the compactness of the solution. The new modeling framework proposed is tested using
96 instances built using real geographical data from a province in northern Italy. Two
of these instances are also used for illustrative purposes. The results show the relevance
of capturing uncertainty in a districting problem. Several extensions to the investigated
problem triggered by several features of practical relevance are also discussed.
4.1 Introduction and literature review
Districting Problems (DPs) aim at partitioning a set of basic geographic areas, named
Territorial Units (TUs), into a set of larger clusters, called districts, according to some
65
66 Chapter 4. A stochastic programming modeling framework for Districting Problems
planning criteria. As introduced in Section 1.3, interested readers are encouraged to
refer to Kalcsics et al. (2005) and, for a more up-to-date overview, to Kalcsics (2015) for
extensive reviews on DPs. Taking these works into account, in this section, our effort is
devoted to reviewing only the more recent contributions found in literature.
Bianchi et al. (2016) and Kim et al. (2017) explored an interesting application of DPs,
which consists of the territory design of functional regions. In this kind of problems the
hypothesis of complete and exclusive assignment of TUs to districts were relaxed and
only clusters with a strong spatial interaction were created. Accordingly, the authors
seek to optimize a distance-based compactness measure. The latter was frequently used
as an objective function in DPs. In fact, it represents a good proxy of users’ accessibility
to public facilities (Bruno et al., 2017b) and it typically leads to shorter travel times when
designing distribution areas for service provision (Bender et al., 2016; Garc´ıa-Ayala et al.,
2016).
The minimization of maximum territory dispersion, namely the maximum distance
between any TU and the center of the districts they are assigned to, was considered in
R´ıos-Mercado (2016) and R´ıos-Mercado and Escalante (2016). Due to the multiplicity
of planning goals to be simultaneously achieved, some works adopt a multicriteria set-
ting (Camacho-Collados and Liberatore, 2015; Camacho-Collados et al., 2015; Xie and
Ouyang, 2016).
Clearly, the objective to be optimized can be also specifically tailored according to the
application. For instance, De Fre´minville et al. (2015) introduced the so-called Financial
Product Districting Problem, where the goal was to partition a set of geographical units
in such a way that a cost homogeneity is achieved within the designed territories. Such
homogeneity was expressed in terms of the cost variance. Bruno et al. (2016b) defined
a model to support the rationalization process of public facilities aimed at optimizing
the total cost needed to the activation of additional capacities to satisfy the reallo-
cated demand generated by the closure of some facilities. Lin et al. (2017) proposed a
mixed-integer programming formulation for a problem emerging in the context of home
health-care services: the Meals-On-Wheels service districting problem. The goal was to
design the minimum number of districts covering all the basic units. Akdog˘an et al.
(2018) considered the minimization of the mean response time in a problem involving
the location of emergency services.
One aspect of practical relevance in districting problems concerns the need to cope
with changing demand. This may stem for instance from the expansion of urban areas
or migration movements. Depending on the particular problem we are dealing with,
different possibilities emerge. One is to to assume a reactive posture and solve a so-called
redistricting problem. This is an optimization problem that aims at redesigning existing
districts in some geographical area. De Assis et al. (2014) tackled such a problem in the
context of meter reading in power distribution networks. A bi-objective problem was
considered. The objectives were related to compactness and homogeneity of districts.
The authors developed a heuristic algorithm to approximate the Pareto front. Other
works dealing with redistricting problems were those by Caro et al. (2004) and Bruno
et al. (2017b). In particular, Caro et al. (2004) proposed a mathematical model and
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a GIS-based approach to solve a school redistricting problem, whereas Bruno et al.
(2017b) presented several formulations to address a redistricting problem emerging in
the redesign of administrative boundaries of the Italian provinces.
One alternative to cope with demand changes is to become proactive and make
a decision that directly accounts for such changes. When accurate forecast for the
demand are available, we can embed time in the optimization models. To the best of
our knowledge, the only papers addressing multi-period territory design were those by
Lei et al. (2015), Bender et al. (2016), Lei et al. (2016), and Bender et al. (2018). A
multicriteria optimization framework was considered in the first and third papers.
Finally, if demand changes are uncertain then embedding uncertainty in the models
may be desirable. Assuming that uncertainty can be measured using a probability
function a stochastic optimization model emerges as appropriate.
So far, the research on stochastic districting has been mainly conducted in the context
of vehicle routing problems. In those works, the authors treated the problem as a two-
stage stochastic program with recourse where districts are designed in the first stage
and routing decisions are planned in the second stage, once demands (Haugland et al.,
2007) or customers (Lei et al., 2012) are revealed. Those were problems in which the
districting decisions were driven by the need to build “good” routes for visiting the
customers. In the above studies, tailored heuristic and metaheuristic solution methods
were proposed. Stochastic vehicle problems based on efficient partitioning procedures
of the service region were also exploited by Carlsson (2012) and Carlsson and Delage
(2013).
In this chapter we introduce a Stochastic Districting Problem with Recourse (SDPR)
whose aim is to partition a given set of TUs into a prefixed number of clusters in order
to maximize the overall compactness and to meet balancing constraints, expressed in
terms of average demand per district. Demands associated to each TU are modeled as
random variables. The problem is treated as two-stage stochastic program with recourse.
Districts are created in the first stage by allocating the basic areas to those TUs chosen
as representative (centers) of the districts. Then, in the second stage, two recourse
actions are considered: The first simply aims at overcoming demand shortage or surplus
via outsourcing; the second consists of solving a redistricting problem.
The use of the new modeling framework we propose can be useful to solve practical
problems emerging in the context of service districting, where the need to provide users
with high service levels and fair accessibility conditions is a top priority for decision
makers (schools, hospitals, postal and emergency services) as well as in the redesign
of political and administrative boundaries or in the planning of sales territory where
demands for goods and services can be highly unpredictable. Indeed, changing condi-
tions in the labor market, the phenomenon of migratory flows and the strong impact
of technology development on customers’ habits and behaviors, for instance, may push
towards profound reorganization processes to meeting new socio-economic and cultural
homogeneity requirements and future demand trends (ESPAS, 2015). In all these cases,
a strategic planning able to work well against all the possible future scenarios that may
occur is necessary.
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The potential contribution to the literature is fourfold: (i) to introduce a new model-
ing framework for a two-stage stochastic districting problem; (ii) to embed redistricting
decisions as a way to hedge against uncertainty; (iii) to show the relevance of capturing
stochasticity in districting problems; (iv) to show that the new models proposed in this
chapter make sense i.e., lead to plausible solutions.
The optimization models used in districting contain key components of facility location-
allocation models and thus the same occurs if uncertainty is captured. We refer the
reader to the book chapter by Correia and Saldanha-da-Gama (2015) and to the refer-
ences therein for an overview on discrete stochastic facility location problems. Through-
out the chapter we will emphasize those aspects capturing in the context of districting
that that are usual components of facility location models.
The remainder of the chapter is organized as follows: in Section 4.2 we propose the
modeling frameworks for our problem. Then, in section 4.3 the formulation of the SDPR
is presented. In section 4.4 the most common measures known in literature to assess the
relevance of considering a stochastic framework are reviewed. Section 4.5 presents the
computational tests performed using a commercial solver for solving the model proposed
in Section 4.3. Possible extensions of the SDPR are discussed in Section 4.6. Then, the
chapter ends with a summary of the work done, some conclusions drawn from it, and
some directions for further research.
4.2 Formulations for districting problems
For the sake of clarity, we recall the reader the basic formulation for DPs (Hess et al.,
1965) as it is the core of the developments proposed within this chapter.
We consider a set I of territorial units (TUs) that we want to divide into a fixed number,
say p, of districts. Each district has a TU representing it. Hence, when some other TU
is assigned to the district we abuse the language by saying that we are assigning a TU
to the representative of the district. We note that single-assignment is assumed for the
TUs as customary in districting problems.
We consider the following parameters defining our problem:
di, demand of TU i (i ∈ I);
cij , cost for assigning TU i to TU j (i, j ∈ I);
α, maximum desirable deviation of the demand in a district w.r.t. the reference
value µ.
and the following single assignment decision variables:
xij =
{
1, if TU i is assigned to TU j;
0, otherwise.
(i, j ∈ I)
In this case, xjj = 1 indicates that TU j is assigned to itself which also indicates
that it is selected as the “representative” TU of its district.
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Using these decision variables, Hess et al. (1965) proposed the following mathematical
model for the territorial districting problem with balancing constraints:
minimize
∑
i∈I
∑
j∈I
cijxij (4.1)
subject to
∑
j∈I
xij = 1 i ∈ I (4.2)
∑
j∈I
xjj = p (4.3)
(1− α)µxjj ≤
∑
i∈I
dixij ≤ (1 + α)µxjj j ∈ I (4.4)
xij ≤ xjj i, j,∈ I (4.5)
xij ∈ {0, 1} i, j ∈ I (4.6)
The objective function (4.1) quantifies the total cost to be minimized. Constraints (4.2)
ensure that each TU is assigned to exactly one district whereas constraints (4.3) guar-
antee that exactly p districts will be designed. The constraints (4.4) are the balance
constraints. Inequalities (4.5) state that we can only assign TUs to representatives of
a district. In the above model, these constraints are in fact implied by (4.4). However,
we decided to keep them since in our stochastic programming models to be presented
later they have a role they will be relevant for ensuring the feasibility of the solutions.
Finally (4.6) define the domain of the decision variables.
Next, we introduce a stochastic variant of the districting problem above described.
4.2.1 A stochastic districting problem
A natural source of uncertainty in districting problems concerns the demands di, i ∈ I.
In this case we may still think of organizing a territory into districts. However, if this is
a here-and-now decision (i.e. made before uncertainty is revealed) it is desirable that it
hedges against uncertainty.
Looking for a solution that accounts (i.e. is feasible) for all the possible future
observations (scenarios) of the demand vector ξ = [d1, . . . , d|I|] may be impossible or if
that is not the case may render a too “fat” solution since we may end up planning for
realizations that are too extreme although occurring with a very low probability. An
alternative is to devise a plan that takes uncertainty into account without being too
strict in terms of imposing its feasibility for every “future” we may have to deal with
but considering the implementation of some recourse action in case the initial solution
is rendered infeasible for the demands actually observed.
The above setting can be casted within the context of two-stage stochastic pro-
gramming when ξ = [d1, . . . , d|I|] is a random vector with some known joint cumulative
distribution function (e.g. estimated using historical data). This is what we assume
hereafter. As we show next, the deterministic model presented in the previous section
can be reformulated in order to capture the stochasticity being assumed or the demand.
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Under the uncertainty setting we are assuming, the balancing constraints (4.4) are
not well-defined before the actual demands become known. Therefore, we relax such
constraints when looking for a here-and-now solution and assume that extra costs are
incurred if, upon observing the actual demand, we realize that in some district it is above
[below] the maximum [minimum] threshold. These costs may correspond for instance to
some outsourced activity, to extra costs incurred for assuring that we have conditions for
appropriately supplying the demand, or to additional investments caused by the unmet
minimum demand needed to justify the establishment of the district itself.
Let us denote by gj (> 0) the extra cost in district j for every unit of demand above
the maximum threshold and by hj (> 0) the extra cost for every unit of demand below
the minimum threshold (w.r.t a here-and-now solution). Additionally, let us consider
two sets of auxiliary variables accounting for the “shortage” and “surplus” demand in
each district w.r.t the thresholds initially set:
ϕj = demand shortage w.r.t. the minimum threshold, j ∈ I;
ψj = demand surplus w.r.t. the maximum threshold, j ∈ I;
The new problem we are dealing with will be called the Stochastic Districting Prob-
lem with Auxiliary Recourse (SDPAR); it can be formulated mathematically as follows:
minimize
∑
i∈I
∑
j∈I
cijxij +Q(x) (4.7)
subject to (4.2), (4.3), (4.5), (4.6)
with Q(x) = Eξ[Q(x, ξ)] and
Q(x, ξ) =min
∑
j∈I
gjψj(ξ) +
∑
j∈I
hjϕj(ξ) (4.8)
s. t. (1− α)µxjj ≤
∑
i∈I
dixij + ϕj(ξ)− ψj(ξ) ≤ (1 + α)µxjj j ∈ I
(4.9)
ϕj(ξ) ≥ 0 j ∈ I (4.10)
ψj(ξ) ≥ 0 j ∈ I (4.11)
In the above model, the first stage problem seeks a here-and-now territory design (pos-
sibly violating the balancing constraints for some—or all—observations of the demand
vector). The second stage model (4.8)–(4.11) accounts for the extra cost incurred due to
the actual demand observed and given a first-stage decision. In fact, in the second stage
model the values of xij are constants. Although a feasible solution to the second stage
problem may have ϕj > 0 and ψj > 0 for some j ∈ I due to the fact that gj , hj > 0 it is
easy to see that every optimal solution to that problem will have at most one of those
variables above zero. Furthermore, this will occur only if we need to set one such variable
above zero in order to ensure the feasibility of the corresponding balancing constraint
(4.9).
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We note that Q(x, ξ) is a random variable since the quantities di and µ are in fact
random variables. By considering its expected value for defining the recourse function
Q(x), we are assuming a so-called neutral attitude of the decision maker towards risk
which in our opinion defines a reasonable starting point for the study of stochastic
districting problems. In fact, other attitudes towards risk often lead to measures that
generalize the one we are considering and thus their analysis should be performed as
follow-up to what we are presenting in the current chapter.
The above model has complete recourse. In fact, for every here-and-now decision
there is a feasible completion in the second stage. This will be fully clear below when we
show that the optimal values of the second stage decisions are fully determined by the first
stage decision and by the actual demand observed. Finally, we note that like the original
model proposed by Hess et al. (1965) this model solves in fact a stochastic location
allocation problem with balancing requirements. Nevertheless, as the computational
results presented in Section 4.5 show, it renders plausible solutions to the problem.
If we assume that the support of the random vector ξ is finite, say Ξ, then we can
go farther in terms of formulating our problem. In fact, in that case, we can index the
different scenarios in a finite set, say S = {1, ..., |Ξ|}. Moreover, we can index in S the
stochastic demands, the assignment costs as well as the second stage decision variables,
as follows:
dis, demand of TU i ∈ I under scenario s ∈ S.
ϕjs demand shortage in district j ∈ I w.r.t. the minimum threshold under scenario
s ∈ S;
ψjs demand surplus in district j ∈ I w.r.t. the maximum threshold, j ∈ I under
scenario s ∈ S;
We assume that the probabilities associated with the different scenarios are known
(for instance estimated using historical data). In particular, we define πs the probability
that scenario s occurs, s ∈ S. Naturally, πs ≥ 0, s ∈ S and
∑
s∈S πs = 1. Additionally,
we denote by µ¯ the reference value to be used in the balancing constraints.
We can finally write the so-called extensive form of the deterministic equivalent that
we call model (M1):
minimize
∑
i∈I
∑
j∈I
cijxij +
∑
s∈S
πs

∑
j∈I
gjψjs +
∑
j∈I
hjϕjs

 (4.12)
subject to (4.2), (4.3), (4.5), (4.6)
(1− α)µ¯xjj ≤
∑
i∈I
disxij − ψjs + ϕjs ≤ (1 + α)µ¯xjj j ∈ I, s ∈ S
(4.13)
ϕjs ≥ 0 j ∈ I, s ∈ S (4.14)
ψjs ≥ 0 j ∈ I, s ∈ S (4.15)
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The objective function (4.12) can be written in a different way:
∑
i∈I
∑
j∈I
cijxij +
∑
j∈I
gj
(∑
s∈S
πsψjs
)
+
∑
j∈I
hj
(∑
s∈S
πsϕjs
)
(4.16)
Remark 3. A close look shows that the variables ϕjs and ψjs (j ∈ I, s ∈ S) are,
in fact, auxiliary variables (which explain the name given to the problem). In fact,
the knowledge about the values of the x-variables as well as of the occurring scenario
immediately determines their values:
ϕjs = max {0, (1− α)µ¯xjj −
∑
i∈I dixij}, j ∈ I, s ∈ S;
ψjs = max {0,
∑
i∈I dixij − (1 + α)µ¯xjj}, j ∈ I, s ∈ S.
Hence, we could easily reformulate our problem as a single-stage problem. However,
we omit this reformulation since it is not helpful when it comes to solving the problem.
4.3 A stochastic districting-redistricting problem
In the stochastic models presented in the previous section, a here-and-now decision is
made and there is no effective recourse decision. In fact, the second stage decision
variables that were considered simply help us to account for the costs of having demand
surplus or shortage w.r.t. the minimum and maximum thresholds set for the districts.
In practice, it may be relevant to be proactive. This means that upon observing a
violation in the balancing constraints in some scenarios, instead of simply taking recourse
actions that overcome infeasibilities of the here-and-now solution (and thus accounting
for the corresponding costs), we may try to adapt slightly the territory design (first
stage solution) to the occurring demands. In other words, we may think of performing
a redistricting (Caro et al., 2004; De Assis et al., 2014; Bruno et al., 2017b). This is
what we propose next. We continue assuming that we wish to build a fixed number p
of districts. This is a major decision that keeps being done here-and-now. However, as
before, we may observe a scenario for which the demand in some district is above or below
the thresholds initially settled. In this case, in addition to considering straightforward
recourse actions as before we also consider a “redistricting” recourse decision for some
(hopefully just a few) territories. This means that such territories would be satisfied by
some other district as a reaction to such a scenario. This type of recourse action makes
sense since it corresponds to a “re-distribution” of the demand in order to get an overall
balanced solution. The only TUs that cannot be reassigned are those that were set as
district representatives by the first stage decision.
In what follows, we keep considering that the support of the random vector un-
derlying the problem is finite and also that the demands are indexed in the scenarios.
Furthermore, we consider that reassigning a territory incurs an extra cost. In particular,
we define by rijs the cost we pay for reassigning the demand of TU i to the district
represented by TU j, under scenario s ∈ S. Like for the previous models, the reassign-
ment costs rijs should be typically related to the distances; demands can be considered
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or not as weighting factors. Nevertheless, in this case we wish to somehow “penalize”
reassignments.
In order to formulate the new extension of the problem we consider one additional
set of decision variables:
wijs =
{
1, if TU i is assigned to district j under scenario s;
0, otherwise.
(i, j ∈ I, s ∈ S) In
addition to these variables, we consider another set of auxiliary variables that help us
to preset a linear model: for every i, j ∈ I, s ∈ S, vijs is a binary variable equal to 1 if
the assignment of TU i to TU j under scenario s corresponds in fact to a reassignment.
More formally, we can define these variables as:
vijs =
{
1, if wijs = 1 and xij = 0;
0, otherwise.
(i, j ∈ I, s ∈ S)
The new problem will be called the Stochastic Districting Problem with Recourse
(SDPR). Given all the aspects already discussed as well as the notation above introduced
we can directly present the extensive form of the deterministic equivalent that we call
model (M2).
minimize
∑
i∈I
∑
j∈I
cijxij
+
∑
s∈S
πs

∑
i∈I
∑
j∈I
rijsvijs +
∑
j∈I
gjψjs +
∑
j∈I
hjϕjs

 (4.17)
subjet to (4.2), (4.3), (4.5), (4.6), (4.14), (4.15)∑
j∈I
wijs = 1 i ∈ I, s ∈ S (4.18)
(1− α)µ¯xjj ≤
∑
i∈I
diswijs − ψjs + ϕjs ≤ (1 + α)µ¯xjj j ∈ I, s ∈ S
(4.19)∑
6`=j
wj`s ≤ 1− xjj j ∈ J, s ∈ S (4.20)
vijs ≥ wijs − xij i, j ∈ I, s ∈ S (4.21)
vijs ≥ 0 i, j ∈ I, s ∈ S (4.22)
wijs ∈ {0, 1} i, j ∈ I, s ∈ S (4.23)
In this formulation, the objective function (4.17) accounts for the initial territory
design plus the expected cost for redesigning the territory, and the expected costs for
demand shortage and surplus in each district (w.r.t. the minimum and maximum thresh-
olds, respectively). Constraints (4.18) and (4.19) seek a territory redesign (dependent
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on the observed scenario). Constraints (4.20) guarantee that a district that was se-
lected by the first stage decision as a district representative is not reassigned in the
second stage. Constraints (4.21) and (4.22) are an alternative way of writing that
vijs ≥ max{0, wijs−xij}, i, j ∈ I, s ∈ S. On the other hand, due to the non-negativity of
costs rijs we know that in every optimal solution we will observe vijs = max{0, wijs−xij},
i, j ∈ I, s ∈ S. Therefore, we are paying the reassignment cost for the demand that is
actually reassigned. Finally constraints (4.23) define the domain of the w-variables.
In principle, the above model allows all the territories to be reassigned for some
scenario. However, since there are extra costs for reassigning and for demand shortage
and surplus, an optimal solution to the problem will seek to reassigning as little demand
as necessary trying to achieve an overall balancing.
Remark 4. The above model is a generalization of model min (4.16) s. t. (4.2), (4.3),
(4.5), (4.6), (4.13)− (4.15). In fact, in case we set the costs rijs =∞, i, j ∈ I, s ∈ S, all
the v-variables become equal to zero in an optimal solution which leads to the redundancy
of all constraints involving the latter variables. 
Remark 5. Due to the presence of the auxiliary variables ψjs and ϕjs (j ∈ I, s ∈ S)
there is always a feasible solution to the above model. Hence, for every feasible first stage
solution, there is always a feasible completion at the second stage, which means that we
are dealing with a stochastic programming with complete recourse. 
4.4 The relevance of considering a stochastic modeling frame-
work
In the previous sections we have considered stochastic programming modeling frame-
works for a districting problem under uncertainty. One important question in this case
concerns the relevance of considering such frameworks instead of simpler ones (e.g. deter-
ministic) . Two measures are usually considered for evaluating the relevance of capturing
stochasticity in an optimization problem: the value of the stochastic solution (VSS) and
the expected value of perfect information (EVPI). The reader can refer to Birge and Lou-
veaux, 2011 for further details. Next we specialize these measures to the more general
problem that we considered: SDPR.
Consider the model min (4.17), s. t.(4.2), (4.3), (4.5), (4.6), (4.14), (4.15), (4.18)−(4.23).
Denote by SP its optimal value.
We can consider now the corresponding single-scenario problem in which the “single
scenario” is the one induced by replacing all the random variables by their expected val-
ues. By solving that model, we obtain a first stage solution, say xˆ that is also feasible for
the stochastic problem. As an output of the expected value problem, we can also denote
it as Expected Value (EV) solution. Accordingly, we can evaluate its cost as a feasible so-
lution to the stochastic problem. To do so, we just need to fix the values of the x-variables
according to xˆ in the problem min (4.17), s. t.(4.2), (4.3), (4.5), (4.6), (4.14), (4.15), (4.18)−
(4.23) The resulting value is denoted by EEV.
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The value of the stochastic solution is computed as VSS=EEV-SP. This non-negative
value indicates how good is the optimal solution to the expected value problem as an
approximation to the optimal solution to the stochastic problem. A small VSS indicates
that the latter can be very well approximated by the former which questions the relevance
of considering a stochastic programming modeling framework in that case.
The EVPI is a measure of how much a decision maker would be willing to pay to
get access to perfect information. A high EVPI indicates that having access to that
information is quite relevant which means that uncertainty plays an important role in
the problem. In order to compute the expected value of perfect information we start by
solving the single scenario problem for every possible scenario. If we denote by Vs the
corresponding optimal value, we can compute the so-called wait-and-see solution value:
WS=
∑
s∈S πsVs. The expected value of perfect information is computed as EVPI=SP-
WS.
We consider the above measures in the next section.
4.5 Computational experiments
In this section, we report on the computational tests performed to test the general
modeling framework proposed for SDPR. Such tests aimed at checking whether the new
models work, i.e., whether they render plausible solutions. With this purpose, we focus
the computations on a data set that makes use of real geographical data.
In Section 4.5.1 we describe the test data used. In Section 4.5.2 we focus on two
specific instances in order to analyze in detail the plausibility of the solutions obtained
and also to illustrate the relevance of capturing stochasticity when making a decision.
Finally, in Section 4.5.3 we present the value of the stochastic solution and the expected
value of the perfect information for all the instances considered in this study
4.5.1 Test data
Our stochastic programming modeling framework has been tested using real geographical
data corresponding to the province of Novara, in northern Italy. This is a province
divided into 88 municipalities (ISTAT, 2011) that we take as the reference TUs for our
study. Making use of the GIS software QGIS we discretized the region by determining
the centroids of the municipalities. Afterwards, we identified set I with the set of the
extracted centroids, where we suppose that demands di are concentrated. Euclidean
distances `ij between all pairs of centroids i, j ∈ I have been computed. The province
of Novara, its municipalities, and their centroids are depicted in Figure 4.1.
Concerning the demand vector ξ, we worked with three scenarios. Since no real data
could be found in terms of the demand for some real services we decided to generate
randomly the missing data. In particular, a so-called intermediate scenario was obtained
by randomly generating the 88 demands according to a uniform distribution in the range
[1, 10]. Then, two additional scenarios were computed by considering a 20 positive and
negative deviation respectively, from the intermediate scenario. The generated demands
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Figure 4.1. Novara province: the municipalities and the corresponding centroids.
and the coordinates of the centroids are available in Appendix I - Table .7.
The reason for considering only three scenarios has to do with the purpose of our
computational tests: to check the relevance of the models proposed in the previous sec-
tions. In fact, if such relevance can be observed when only three scenarios are considered,
then it should be even stronger in a larger setting.
Four probability distributions, indexed in K = {1, 2, 3, 4}, were considered inducing
an equal number of base data sets for the computational tests. In particular, we denote by
πsk the probability of scenario s according to the k-th probability distribution (k ∈ K).
The information is provided in Table 4.1.
s (scenario) πs1 πs2 πs3 πs4
1 (20% below intermediate) 1/3 1/6 1/6 2/3
2 (intermediate) 1/3 1/6 2/3 1/6
3 (20% above intermediate) 1/3 2/3 1/6 1/6
Table 4.1. Probability distributions across the scenarios.
A parameter that needs to be define for specifying an instance is the reference value
µ to be used in the balancing constraints. In our case we set this value dependent on
the underlying probability distribution as follows:
µ¯k =
1
p
∑
i∈I
∑
s∈S
πskdis, k ∈ K.
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Demands have been chosen as weighting factors in the computation of the assignment
costs. In particular for the instance associated with probability distribution k (k ∈ K)
we defined:
c
(k)
ij = `ij
∑
s∈S
πskdis, i, j ∈ I.
Concerning the re-assignment costs, they were defined as follows:
rijs = ω dis `ij , i, j ∈ I, s ∈ S.
We make the above costs dependent on the observed demand, the euclidean distance
between the centroids of interest and a parameter ω that accounts for the penalty due to
the reassignment. The chosen expressions for generating the reassignment costs resemble
those used in the redistricting problems addressed by Caro et al. (2004) and Bruno et al.
(2017b).
Remark 6. In case ω = 1 we have c
(k)
ij =
∑
s∈S πskrijs. This means that we have a
relation between the initial assignment costs and the second stage (re)assignment costs.
This relation allows us to quantify the expected “total second stage (re)assignment cost”,
which can be accomplished by considering the expression
∑
i∈I
∑
j∈I
∑
s∈S πskrijswijs.
We recall that w-variables define the second stage territory design in which some TUs
remain assigned like in the first stage (the w-variable coincides with the corresponding
x-variable but some other TUs are assigned to other TU (a reassignment occurs). This
expression is directly comparable with
∑
i∈I
∑
j∈I cijxij.
In other words, if ω = 1 we can directly compare the (expected) compactness of the
second stage territory design with the compactness of the first stage one. 
In our experiments, in addition to ω = 1 (to allow the comparison detailed in the
above remark) we also considered ω = 2.
The unitary costs for shortage and surplus demand (w.r.t. the reference value) were
defined as follows:
g
(k)
j = h
(k)
j =Mk = max
i,j∈I
{`ij
∑
s∈S
πskdis}, j ∈ I, k ∈ K.
The above values may seem too high. However, we think they are appropriate to foster
a reallocation mechanism by adapting the solution to the occurring demands.
Finally, in order to better test the behavior of our modeling framework, parameter
α was varied from 0.05 up to 0.30 with a step of 0.05, while p was set equal to 4 and 6.
In total, we have generated 96 instances: four values for k, two values for ω, six
values for α and two values for p.
All the instances were solved using the commercial solver IBM CPLEX v12.8 on an
Intel(R) Celeron(R) with 1.50 GHz and 4 GB of RAM.
Next, we report on the computational results obtained by the implementation of the
models proposed for the SDPR. In particular, we focus on model (M2) which includes
(M1) as a particular case. For the data being considered, this is a model with 7744
binary variables, 23760 continuous variables and 31857 constraints.
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4.5.2 First observations
We start by analyzing one specific instance to illustrate the relevance of capturing un-
certainty in districting problems.
The instance considered at this stage is the one defined by p = 4, k = 3, ω = 1, and
α = 0.20. The results obtained by using the model proposed for the SDPR are depicted
in Figure 4.2. In this Figure, we associate different colors to different districts. The TUs
selected as districts’ centers or representatives are depicted in yellow. We also note that
each TU is labeled with a unique ID code.
According to the parameters’ setting, the model groups all the TUs in to four dis-
tricts. In Figure 4.2a we can observe that the stochastic model rendered a first stage
solution with very compact clusters. The cost associated with this territory design is∑
i∈I
∑
j∈I cijxij = 3, 299.38. Additionally we observe that apart from TU 44, contiguity
holds although it was not explicitly imposed.
In Figures 4.2b–4.2d we can observe the second stage solutions—one for each possible
realization of the demand vector. Looking into these figures we conclude that when
demand is disclosed, the model “suggests” some reassignments in order to meet balancing
constraints without incurring in too high penalty costs. For instance, when scenario 1
(“below intermediate”) is observed, 6 TUs (16, 50, 53, 59, 74, 87) are reallocated from the
orange and cyan districts to the dark blue one. This is a way to let the latter to comply
with the minimum demand threshold. Similarly, when scenario 3 (“above intermediate”)
occurs 7 TUs (19, 53, 59, 74, 79, 83, 87) are reassigned to avoid above-threshold demand
in the districts. To accomplish this, for example, the model “suggests” the reallocation
of TUs 79 and 83 to the orange district. According to the chosen probability distribution
(k = 3), the first stage solution remains unchanged when scenario 2 (“intermediate”) is
considered.
Finally, we note that the total expected reassignment cost is
∑
i∈I
∑
j∈I
∑
s∈S πskrijsvijs =
163.82. Since the total penalty cost is equal to zero (all variables ψjs and ϕjs are equal
to zero) we obtain 3, 299.38 + 163.82 = 3463.2 as the optimal value to the stochastic
problem.
Not surprisingly, we observe that the second stage (re)allocation decisions lead to less
quality solutions both in terms of contiguity and compactness. The latter is testified
by the expected total (re)assignment costs
∑
i∈I
∑
j∈I
∑
s∈S πsrijswijs = 3, 396.09 (see
Remark 6).
Overall, in this illustrative instance we observe what we would expect (and wish) in
practice: a major plan is initially devised (the first stage solution) that suffers several
minor changes according to how uncertainty is revealed. In fact, a major change in
the first stage solution would indicate that it was not hedging appropriately against
uncertainty.
In a second phase, we want to see the effect of changing the penalty factor ω and thus
we considered the instance similar to the previous one but with ω = 2. In Figure 4.3 we
depict side by side the first stage solution for both instances. Figure 4.3a is the same as
Figure 4.2a but we repeat it for the sake of an easier comparison.
When ω = 2, the penalty for reassignment decisions becomes higher than before. In
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(a) First stage
(b) Second stage: Sce-
nario 1
(c) Second stage: Sce-
nario 2
(d) Second stage: Sce-
nario 3
Figure 4.2. Solutions for the instance defined by p = 4, k = 3, ω = 1, α = 0.20.
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this case, the model suggests no second stage change independently from the demand
observed. However, in order to better hedge against uncertainty, some changes are
observed in the first stage solution: for ω = 2, TUs 7, 19, 73 are assigned to the dark blue
district, while units 26 and 59 are included in the orange cluster, whose representative is
now TU 15. These changes are reflected in a lower compactness of the proposed solution
that is reflected by a higher value of the objective function of the model, which increases
up to 3,498.56.
(a) ω = 1 (b) ω = 2
Figure 4.3. First stage solutions for the instances with p = 4, k = 3, and α = 0.20.
Finally, in addition to determining the solutions for the above two instances we
computed VSS ((EEV-SP)/SP*100) and the EVPI ((SP-WS)/SP*100). As explained
before, this is a means to quantify the relevance of considering the stochastic approach
we have proposed.
We start by computing the solution for the single scenario (deterministic) problem
that emerges from replacing the demands by their expectation. Since the difference
between the two above instances regards the value of ω it is easy to conclude that the
single scenario problem has the same optimal solution for both ω = 1 and ω = 2 since,
when we consider one single scenario, no reassignment is part of an optimal solution.
The resulting solution is depicted in Figure 4.4. Clearly, this solution differs from the
optimal first stage solutions depicted in Figure 4.3.
The optimal solution to the expected value problem presents a higher compactness
value than the two first stage solutions previously analyzed (the territory design costs,∑
i∈I
∑
j∈I cijxij , have decreased to 3,249.18), it turns out to be very weak when im-
plemented as a first stage solution in our stochastic problem. In fact, when scenarios 1
and 3 occur the model forces the reallocation of 10 TUs in order to meet the balancing
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Figure 4.4. Optimal solution to the expected value problem (p = 4, k = 3, α = 0.20).
constraints (Figure 4.5). Thus, we obtained VSS equal to 3.87 (ω = 1) and to 12.77
(ω = 2). This shows that for the two instances considered the expected value prob-
lem provides a poor approximation to the stochastic problem, which indicates a high
relevance of capturing uncertainty in these cases.
Finally, we computed the EVPI as explained in the previous section. This was
accomplished by solving the single scenario problem for every possible scenario. We
obtained 6.00 (ω = 1) and to 17.64 (ω = 2). Again, we conclude for a clear relevance
of the introduced stochastic approach in the analyzed cases.
4.5.3 Computational results
Having analyzed two instances in detail, we proceeded with results obtained by solving
the mathematical model proposed for the SDPR for all the generated test instances.
For obvious reasons we do not present the solutions obtained. Instead, we focus on the
measures that help us to quantify the relevance of capturing stochasticity in our problem:
the VSS and the EVPI. As before, we present percentage values.
The results obtained for the  VSS are depicted in Figure 4.6. The values used in
these figure can be found in Appendix J and K - Tables .8 and .9.
The first aspect emerging from observing Figure 4.6 is that we obtain larger values
for ω = 2. This is not surprising. In fact, as explained above, the optimal solution to the
expected value problem does not change with ω (in a single scenario, no relocation occurs
because we can directly plan optimally for that scenario). Therefore, when that solution
is considered as a first stage solution for the stochastic problem, possible relocation will
cost more when ω = 2 than when ω = 1 which explains that the optimal solution to the
expected value problem provides a better approximation for the stochastic problem when
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ω = 1. Overall, we observe an average  VSS equal to 1.29 for ω = 1 and 3.60 for ω = 2.
Additionally, the VSS decreases with an increase in p. This means that when more
districts are considered, the expected value problem provides a better approximation to
the stochastic problem. This indicates that with a larger number of districts we typically
observe fewer reassignments required in the second stage.
When we focus our analysis to the pairs (ω, p), we observe that probability 1 seems
to “dominate” the others in terms of  VSS. This is an indication that a stochastic
approach is less effective when one of the possible scenarios is more likely.
When we focus our attention in the pairs (k, p), we can see that the value of the
stochastic solution is typically higher for α = 0.20, 0.25. In fact, on average,  VSS is
equal to 14.32 when α = 0.20 and ω = 2. Given the generated demand scenarios, on one
hand, the high penalties paid for demand shortages or surplus make the two approaches
substantially equivalent when α ≤ 0.15. On the other, no significant differences are
detected when balancing constraints are highly relaxed (α = 0.30). Not by chance, all
the instances characterized by a null VSS are found in correspondence of these values of
α.
The above comments suggest a deeper look into the solutions we are obtaining. In
our objective function we are considering the (re)assignment costs as well as the penalty
costs for shortage/surplus demands w.r.t. the reference values. Since the penalty costs
are high, they may blur a solution feature of great relevance to us: the compactness.
Therefore, we decided to take the instances for which penalties are observed and focus
only on the (re)assignment costs which, as we have explained before, are a reliable
measure of compactness of the solution. In particular, we computed a measure that we
call the compactness value of the stochastic solution (CVSS) and that is computed as
the VSS (i.e. for the same solutions) but ignoring the penalty costs (i.e. setting them to
0). The results can be observed in Figure 4.7. Overall, these results show that although
the values  VSS are rather small, in terms of compactness, the expected value solution
provides a poor approximation to the stochastic problem.
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Figure 4.7.  CV SS
In Figure 4.8 we present the results obtained for  EVPI. The detailed results can
be found in Appendix J and K - Tables .8 and .9. In this case, our computational
experience reveals quite significant  EVPI values. On average, the  EVPI is equal to
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50.00  for ω = 1 and 52.36  for ω = 2. These high values give an indication that
capturing uncertainty in our districting problem is of great relevance. Moreover, the
behavior of the EVPI is clear: it is rather insensitive to the adopted value of p and
it shows a decreasing trend w.r.t. α. Not surprisingly, the lower the parameter α the
higher the risk of observing demand surplus or shortages. Therefore, a decision maker
would be willing to pay a higher price to know perfect information about the future.
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Figure 4.8.  EVPI
Lastly, it is important to report on the CPU time required to solve our stochastic
model. This information is depicted in Figure 4.9 and detailed in in Appendix J and K
- Tables .8 and .9.
Overall, we conclude that the model could be solved for all the instances within a
reasonable CPU time. Most of the instances were solved in less than 1000 seconds and
often much below that. The extreme cases are specified in Figure 4.9. The observed
values are of relevance since they show that a stochastic districting problem such as the
one that we are investigating in this chapter can be solved to optimality using tools that
are available to most practitioners. We also note that the instances with p = 6 seem
“easier” to solve than those with p = 4. We can also observe a tendency for higher CPU
times with ω = 1 than with ω = 2. In fact, for the former we observed an overall average
of 342 seconds while for the latter we observed 264 seconds. The averages per value of
p can be found in Appendix J and K - Tables .8 and .9.
0
100
200
300
400
500
600
700
800
900
1000
0.0
5
0.1
0
0.1
5
0.2
0
0.2
5
0.3
0
0.0
5
0.1
0
0.1
5
0.2
0
0.2
5
0.3
0
0.0
5
0.1
0
0.1
5
0.2
0
0.2
5
0.3
0
0.0
5
0.1
0
0.1
5
0.2
0
0.2
5
0.3
0
0.0
5
0.1
0
0.1
5
0.2
0
0.2
5
0.3
0
0.0
5
0.1
0
0.1
5
0.2
0
0.2
5
0.3
0
0.0
5
0.1
0
0.1
5
0.2
0
0.2
5
0.3
0
0.0
5
0.1
0
0.1
5
0.2
0
0.2
5
0.3
0
1 2 3 4 1 2 3 4
4 6
w=1 w=2
a 
k
p
1198 1044 1400 2935 1020 1102
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4.6 Extensions of the proposed model
In this section, we discuss some possible extensions to the problem investigated in the
previous sections. These extensions are motivated by the need to include features of
practical relevance that were not considered in our formulation. Examples of such fea-
tures include territory dispersion and similarity w.r.t. to an existing districting plan.
Furthermore, it may be relevant to manage some practical issues related to the second
stage decisions. In fact, the reassignment recourse action that we have considered can
lead to disadvantageous allocations for TUs as we discuss below.
The additional aspects discussed in this section will be modeled mathematically
by the introduction of new sets of constraints in the optimization model presented in
Section 4.3. In particular, we adopt all the assumptions and modeling considerations
presented in that section.
4.6.1 Dispersion
As we mentioned directly in Section 4.1, territory dispersion indicates the maximum
distance between any TU and the center of the district it is assigned to (R´ıos-Mercado,
2016; R´ıos-Mercado and Escalante, 2016). In the context of the stochastic districting
problem we are studying, this aspect can be dealt with in different ways.
Let us suppose that there is a maximum desirable dispersion, say lmax, for the dis-
tricting to be obtained. This can be ensured for the first stage solution by considering
the following constraints:
`ijxij ≤ lmax, i, j ∈ I, (4.24)
Moreover, if a maximum value for the dispersion should hold for the solution emerging
in the second stage we must consider the following inequalities:
`ijwijs ≤ lmax, i, j ∈ I, s ∈ S, (4.25)
An alternative in our case is to consider the dispersion and the minimum difference
between the dispersions at the first and second stages, as outcomes from the model.
Denote by u1 the first stage dispersions and by u2s the second stage dispersion under
scenario s ∈ S. The new setting can be expressed mathematically using the following
constraints to be included in our stochastic model (M2):
`ijxij ≤ u1, i, j ∈ I, (4.26)
`ijwijs ≤ u2s, i, j ∈ I, s ∈ S, (4.27)
zs ≥ u2s − u1, s ∈ S, (4.28)
zs ≥ 0, s ∈ S, (4.29)
u1 ≥ 0, (4.30)
u2s ≥ 0, s ∈ S. (4.31)
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In the above relations, variables zs (s ∈ S) are auxiliary variables that help us to quantify
the difference between the first and second stage dispersions. In fact, Constraints (4.28)
and (4.29) are simply the linearization of
zs ≥ max{u2s − u1}, s ∈ S.
Considering a unitary penalty cost fs and adding to the objective function (4.17) the
term
∑
s∈S πsfszs, we know that in an optimal solution we will observe zs = max{u2s −
u1}, s ∈ S. Therefore, we will incur in a penalty cost only in case of an effective increase
in the maximum territory dispersion. Playing with the value of fs we may discourage
such increase. In this setting we can also add to the objective function a term accounting
for the minimization of u1.
4.6.2 Similarity with respect to an initial plan
Another relevant aspect often considered in DPs, regards the need to guarantee a certain
degree of “similarity” w.r.t. to an original districting plan (Bozkaya et al., 2003; Caro
et al., 2004; Bruno et al., 2017a). Let us denote by Ij the subset of TUs ”similar” to j.
This property can be ensured by means of the below proposed inequalities:
∑
i∈Ij
xij ≥ γ|Ij |xjj , j ∈ I, (4.32)
∑
i∈Ij
wijs ≥ γ|Ij |xjj , j ∈ I, s ∈ S, (4.33)
where γ ∈ [0, 1] defines the minimum percentage of TUs to be kept together in the same
district according to the initial plan. Two extreme cases can be identified: when γ = 0,
districts are created from scratch; when γ = 1, the existing plan is fully preserved.
The stochastic setting that we introduced in section 4.3 for districting problems
opens other modeling possibilities. For example, we may consider similarity constraints
only associated with the second stage in order to ensure that in that stage we redesign
districts keeping a certain degree of similarity w.r.t. the first stage districting plan. In
this case, Ij = {i ∈ I : xij = 1}, j ∈ I. Constraints (4.32)–(4.33) can be specified for
this case:
∑
i∈I
xijwijs ≥ γ
∑
i∈I
xij , j ∈ I, s ∈ S, (4.34)
The above expression can be linearized by introducing the auxiliary binary decision
variables aijs, such that:
aijs =
{
1, if TU i is not reassigned under scenario s;
0, otherwise.
(i, j ∈ I, s ∈ S),
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The following linear constraints can now be considered:
aijs ≤ xij , i, j ∈ I, s ∈ S, (4.35)
aijs ≤ wijs, i, j ∈ I, s ∈ S, (4.36)
aijs ≥ xij + wijs − 1, i, j ∈ I, s ∈ S, (4.37)
aijs ∈ {0, 1}, i, j ∈ I, s ∈ S, (4.38)
Finally, Constraints (4.34) can be rewritten as follows:∑
i∈I
aijs ≥ γ
∑
i∈I
xij , j ∈ I, s ∈ S, (4.39)
4.6.3 Reallocation constraints
In the SDPR that we are studying, second stage decisions ensure TUs reallocations to
avoid demand shortages or surplus in the created districts. However, as shown by our
computational experiments, adapting a solution to the occurring scenarios may disfavor
the compactness (and thus contiguity) of the districts. Hence, a natural extension to our
problem consists of limiting the number of reassignments in the second stage. This can
be accomplished mathematically by adding the following constraints to our formulation:
∑
i∈I
∑
j∈I
xijwijs ≥ |I| −m, s ∈ S. (4.40)
Constraints (4.40) ensure that in each scenario, at least |I| −m TUs, assigned to j in
the first stage, will be not reassigned in the second stage (xijwijs = 1, i, j ∈, s ∈ S),
where m is the maximum number of allowed reassignment in the second stage.
The above expression can be linearized by making use of the a-variables introduced
above together with Constraints (4.35)–(4.38) and also∑
i∈I
∑
j∈I
aijs ≥ |I| −m, s ∈ S. (4.41)
Moreover, specific reallocation rules can be also formulated to better drive the reas-
signment mechanism applied in the second stage. Given that the second stage decisions
can force TUs to be assigned to farther districts centers, it may be reasonable to limit
the increasing of TUs’ (re)allocation distances. The expected effect is an improvement
in the compactness of the second stage solutions.∑
j∈I
`ijwijs ≤ (1 + δ)
∑
j∈I
`ijxij , i ∈ I, s ∈ S (4.42)
Constraints (4.42) ensure that in every scenario s ∈ S, TUs i ∈ I can be reassigned only
to district centers located at a distance not exceeding a δ  deviation from the first stage
allocation one.
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Finally, another alternative setting is the one in which we restrict the (second stage)
reassignments only to a subset of TUs. In particular, one could allow reallocations
only for those units located within a certain distance, say l′, from their district center.
This kind of constraints are particularly meaningful in those contexts in which equity and
accessibility issues emerge. This is motivated by the need to discourage the reassignment
of those TUs that are far from their district center in the first stage solution and that
would become even farther by the reassignment. Mathematically we have:
`ijxij − l
′ ≤M(1− vijs), i, j ∈ I, s ∈ S, (4.43)
The above constraints ensure, in fact, that if a unit i is located farther than distance l′
from center j in the first stage solution (i.e. `ijxij − l
′ > 0), it will be still assigned to
j in the second stage solution (i.e. vijs = 0, i, j ∈ I, s ∈ S). M denoted an arbitrary
large value. In this case, it would make sense to add the following set of constraints to
ensure that remaining units could be reassigned only within l′ distance:∑
j∈I
`ijwijs ≤ l
′, i ∈ I, s ∈ S. (4.44)
Remark 7. Constraints (4.41) are effectively active if, w.r.t to a certain setting of the
parameters, k ≤ k∗, where k∗ is the number of TUs reassigned in an optimal solution to
the SDPR. 
Remark 8. For lower values of δ, Constraints (4.42) may favour only the reallocation
of those TUs whose distance from districts’ representative are currently high enough. 
4.7 Conclusions
In this chapter we investigated a stochastic districting problem triggered by uncertainty
in the demand vector. By assuming that uncertainty to be captured by a finite number
of scenarios each of which occurring with a given probability, a mixed-integer two-stage
stochastic programming framework was developed and tested computationally. A large
number of instances built using real geographical data—and thus of realistic size—was
tested.
The results show that all the instances could be solved to optimality using a general
purpose solver. This aspect is of particular relevance for a practitioner interested in this
type of problem but not mastering sophisticated stochastic programming tools. More-
over, by making use of appropriate measures the computational tests also highlighted
that capturing uncertainty can be of great relevance in the districting problems studied.
The work presented suggests several future research directions. First, in addition
to jointly considering several aspects discussed in Section 4.6, the discussion provided
in Section 4.6.1 highlights the clear multicriteria nature that a districting problem may
exhibit. This calls for multicriteria stochastic variants of districting problems. Another
aspect that may be interesting to investigate concerns the possibility of capturing un-
certainty using chance constraints. This means that instead of modeling the balancing
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requirements as hard constraints, a (high) probability would be imposed to satisfaction
of these constraints. This possibility leads to a totally different modeling framework
which, nonetheless, may be worth investigating. Finally, we note that we have dealt
with uncertainty by adopting stochastic programming models. This implies that uncer-
tainty can be captured by some joint cumulative distribution function. If this is not the
case, then we may need to resort to other possibilities such as robust optimization. This
may also be a promising research direction.

General Conclusions
Location decisions play a crucial role in both private and public sectors as they can
have long term impact on operational performances and on service levels. In the public
sector, in particular, the optimal positioning of schools, hospitals and emergency ser-
vices (i.e. fire and police stations, ambulances, etc.) is fundamental to provide users
with good (ideally equitable) accessibility conditions and timely response to intervention
requests. The same applies to private firms offering services of general interest (postal
offices, banks, pharmacies, etc.) in sectors partially regulated by regional or national
bodies. The main goals in public services contexts typical refer to social cost minimiza-
tion, universality of services, and equity, in terms of users’ accessibility, as well as to
economic efficiency objectives, given the general political background characterized by
the reduction of public expenditures and by the revision of the welfare state.
In literature, the two classes of problems mainly used to address location decisions are
facility location and districting problems.
In this thesis, we proposed mathematical models to address some applications emerging
in the spatial organization of public services.
The aim of this thesis was to show how these models can be employed to address real-
world applications thus acting as decision support systems for decision and policy makers.
To this end, after an introduction to the above classes of problems, given in Chapter 1,
we explored two different applications, in the context of health-care and postal sector, in
Chapters 2 and 3 respectively. Finally, in Chapter 4, a stochastic programming modeling
framework for districting problems has been introduced.
Based on the analysis of the extant literature, various contributions have been high-
lighted.
A first contribution reside in the novelties of the proposed mathematical models.
The model proposed in Chapter 2 designs a of two-level capacitated blood supply chain,
that considers, as distinguishing features, minimum and maximum capacity for process-
ing activities, modular capacities and the self-sufficiency goal.
The model proposed in Chapter 3 integrates facility location and districting by introduc-
ing location decisions concerning the points (i.e. postboxes) to be clustered. The model
is also embedded in a constructive heuristic procedure to include workshift duration and
workload balance requirements.
The two-stage stochastic program presented in Chapter 4 seems to represent the first
attempt to address a districting problem with uncertain demand ignoring routing deci-
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sions. The extensions therein proposed also aim at offering a comprehensive modeling
framework for stochastic districting problems.
A second contribution reside in the novelties of the targeted applications which have
been poorly explored in the extant literature. Nevertheless, in comparison with previ-
ous works, the case studies analyzed in Chapters 2 and 3 involve medium-large scale
instances. Therefore, their applicability is not limited to local management problems.
Lastly, the possibility to solve the introduced models using a commercial solver (CPLEX)
within relatively limited computational times, can also represent a valuable element for
all the practitioners interested in this kind of problems.
The present thesis opens to different research directions. Effort should be put in order
to develop further versions of the proposed models adopting a multi-period setting. The
introduction of the dimension ”time” in the models would enhance more realistic decision
processes in which location and districting decisions are taken along a given planning
horizon. Clearly, it would be also interesting to investigate models characterized by an
integrated stochastic and multi-period setting.
The stochastic modeling framework proposed in Chapter 4 may be applied to tackle
larger instances in order to test its effectiveness in addressing real-world case studies,
supplied by real data.
Other promising research directions may be oriented to introduce and compare dif-
ferent modeling frameworks for districting based on single stage models using chance-
constraints programming or robust optimization.
Finally, the multi-objective nature of the considered problems may also call for multi-
criteria stochastic variants of districting problems.
Appendix
.1 Appendix to Chapter 2
In this Appendix we show the test data used to realize our computational experiments
and we present the detailed results that were reported in Section 2.5. In particular, in
Table .2 we report the data used to value cost parameters cs, cprocessing and ∆c
1. In Table
.3 we report the coordinates of BCs and Hospitals currently located in the Campania
Region. Table .4 reports the computational results obtained in terms of number of
activated facilities and production levels. Finally, Table .5 reports the estimation of
distribution costs presented in Section 2.6.4.
Appendix A
Here we report information used for the evaluation of the costs considered in the model.
As suggested by the Regional Authority, such costs have to be estimated with reference
to the “standard operational conditions”, corresponding to the maximum collection and
transformation capacity (30,000 and 50,000 blood units per year, respectively). The
number of professionals needed to perform both the activities in standard operational
conditions is reported in the following table. It is worth noticing that, in providing these
estimations, the Regional Authority took into account data regarding staff rostering and
holidays and considered that both the activities are performed within a single work shift
per day, 200 days a year. Therefore, given the ratio between the total costs of personnel
involved in both the activities, and also considering an aliquot of avoidable costs borne
by equipment in the production phase, we set cs = 1 and cprocessing = 2. Accordingly,
we set ∆c1 = 1.6.
Table .2. Number of professionals by activity and yearly gross salary (source: Regional
Authority)
Professional
Required Number
Yearly gross salary [€]
Collection Production
Doctors 3 5 65,000
Nurses 5 / 26,500
Administrative 2 / 25,500
Technicians / 10 36,200
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Table .3. Coordinates of BCs and Hospitals (Coordinates Reference System: ED50 /
UTM Zone 32N EPSG:23032)
ID East North
1 4538891.6130 941636.4899
2 4536635.0260 940149.8653
3 4535065.8240 942383.4021
4 4536933.7270 940484.6093
5 4538058.2400 944765.7085
6 4533590.2980 941013.8773
7 4532522.6880 937126.3988
8 4535490.8600 942757.5913
9 4520214.8860 963825.4787
10 4537382.6560 939188.4607
11 4545299.6090 966643.6528
12 4562140.3430 948133.6905
13 4547215.1940 938436.8608
14 4568048.7730 986682.5204
15 4546720.0090 988479.6270
16 4573068.3330 1010646.9440
17 4525865.3790 977160.3325
18 4505577.4580 1050856.4880
19 4513113.1730 1005448.3890
20 4516263.2430 992837.7827
21 4514050.2980 1011881.4790
22 4471674.5600 1032976.7180
23 4546396.1250 943732.8760
24 4543262.4320 937918.9115
25 4522426.3230 913213.5432
26 4531308.3430 938643.3785
27 4541727.9180 945327.7060
28 4523223.1690 923494.3680
29 4533098.2540 930014.7884
30 4536190.3010 948719.7493
31 4531214.8220 954386.2088
32 4511114.1350 954583.4596
33 4560673.8330 942207.9348
34 4577938.2830 913554.9707
35 4563168.7360 962349.3488
36 4557516.4510 952376.0092
37 4555232.2540 945253.9324
38 4554791.3450 961363.1404
39 4591876.5920 948472.0830
40 4569876.5460 984636.7963
41 4578077.7340 963989.3984
42 4537148.9750 992311.8721
43 4559828.4580 1036242.2850
44 4549200.9070 1020408.0560
45 4523261.2040 1027152.7400
46 4456706.6230 1064771.8830
47 4533026.1620 972244.3393
48 4526175.1100 966523.8212
49 4493481.7250 1025336.9510
50 4483858.4270 1009023.0590
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Table .4. Computational results: Number of activated facilities, production levels and
CPU times
Number of activated facilities Production levels per BC
CPU (seconds)ID Scenario BSs BCc 1 2 3 4
1 20 150000 0,035 40 6 3 68791 41099 40159 1295
2 25 150000 0,035 40 5 2 75558 75878 1178
3 30 150000 0,035 40 4 2 78536 71772 1463
4 20 150000 0,0375 40 6 2 73962 78948 1225
5 25 150000 0,0375 40 5 2 77352 79951 1195
6 30 150000 0,0375 40 4 2 77239 79445 1082
7 20 150000 0,04 40 5 2 76665 79277 1163
8 25 150000 0,04 40 5 2 79618 79279 832
9 30 150000 0,04 40 4 2 77601 75295 738
10 30 165000 0,035 40 6 3 45964 42720 78417 1194
11 20 165000 0,0375 40 7 3 43027 75041 47834 676
12 25 165000 0,0375 40 5 3 47842 49812 69016 844
13 30 165000 0,0375 40 4 3 77239 49224 40231 734
14 20 165000 0,04 40 6 3 44643 48677 77776 791
15 25 165000 0,04 40 4 3 48604 72447 44812 1096
16 30 165000 0,04 40 4 3 79616 43850 48961 619
17 25 172500 0,0375 40 6 4 40288 43470 41653 48844 1081
18 30 172500 0,0375 40 5 3 47352 77239 49224 1109
19 20 172500 0,04 40 6 3 77476 45896 49494 1204
20 25 172500 0,04 40 5 3 71950 54744 46620 1500
21 30 172500 0,04 40 5 3 49393 49780 78206 975
22 20 180000 0,04 40 6 4 42856 45896 49983 43649 628
23 25 180000 0,04 40 5 4 49671 45089 43250 42028 1042
24 30 180000 0,04 40 4 4 48728 42158 43488 47065 1268
25 20 150000 0,035 50 6 2 79533 71251 1232
26 25 150000 0,035 50 5 2 75558 75878 904
27 30 150000 0,035 50 5 2 78205 75615 1220
28 20 150000 0,0375 50 5 2 76478 73942 689
29 25 150000 0,0375 50 4 2 78107 71897 1150
30 30 150000 0,0375 50 4 2 74642 75371 1079
31 20 150000 0,04 50 5 2 77126 73077 1041
32 25 150000 0,04 50 4 2 76237 74374 638
33 30 150000 0,04 50 4 2 73454 76614 1500
34 25 165000 0,035 50 6 3 79863 43259 41926 924
35 30 165000 0,035 50 5 3 79994 40808 45379 1443
36 20 165000 0,0375 50 6 3 43613 45780 76584 1264
37 25 165000 0,0375 50 5 3 46745 72541 45883 1405
38 30 165000 0,0375 50 4 3 79484 41434 44657 862
39 20 165000 0,04 50 5 3 44262 79869 40899 702
40 25 165000 0,04 50 4 3 77665 44812 42640 1492
41 30 165000 0,04 50 4 3 42158 78068 44926 1002
42 30 172500 0,035 50 7 3 74896 42361 55273 1064
43 20 172500 0,0375 50 7 3 79788 48879 44341 656
44 25 172500 0,0375 50 6 3 77584 49510 45621 722
45 30 172500 0,0375 50 4 3 59817 71410 41348 1399
46 20 172500 0,04 50 6 3 45896 78050 48919 862
47 25 172500 0,04 50 5 3 49519 76568 46596 1134
48 30 172500 0,04 50 4 3 73570 49900 49895 906
49 30 180000 0,0375 50 5 4 40134 46857 49224 44222 996
50 20 180000 0,04 50 6 4 41067 45896 43369 49968 1293
51 25 180000 0,04 50 5 3 79314 44209 56767 1293
52 30 180000 0,04 50 4 3 78789 53588 47634 1427
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Table .5. Computational results - Estimation of distribution costs
Average allocation distance [km]
ID Scenario r D α dmax p-median Model solution
1 20 150,000 0.035 40 32.6 38.6
2 25 150,000 0.035 40 32.6 45.1
3 30 150,000 0.035 40 30.4 46.1
4 20 150,000 0.0375 40 32.6 46.1
5 25 150,000 0.0375 40 32.6 45.4
6 30 150,000 0.0375 40 30.4 47.4
7 20 150,000 0.04 40 32.6 51.7
8 25 150,000 0.04 40 32.6 47.4
9 30 150,000 0.04 40 30.4 52.2
10 30 165,000 0.035 40 26.5 37.6
11 20 165,000 0.0375 40 30.6 38
12 25 165,000 0.0375 40 28.4 44.9
13 30 165,000 0.0375 40 26.5 45.6
14 20 165,000 0.04 40 30.6 44.8
15 25 165,000 0.04 40 28.4 43.9
16 30 165,000 0.04 40 26.5 45.6
17 25 172,500 0.0375 40 28.4 37.2
18 30 172,500 0.0375 40 26.5 40.1
19 20 172,500 0.04 40 30.6 40.1
20 25 172,500 0.04 40 28.4 40.1
21 30 172,500 0.04 40 26.5 45
22 20 180,000 0.04 40 30.6 36.2
23 25 180,000 0.04 40 28.4 43.3
24 30 180,000 0.04 40 26.5 39.7
25 20 150,000 0.035 50 30.4 42.3
26 25 150,000 0.035 50 30.4 45.1
27 30 150,000 0.035 50 30.4 45.5
28 20 150,000 0.0375 50 30.4 47.7
29 25 150,000 0.0375 50 30.4 47.4
30 30 150,000 0.0375 50 30.4 51.9
31 20 150,000 0.04 50 30.4 40.7
32 25 150,000 0.04 50 30.4 50.3
33 30 150,000 0.04 50 30.4 47
34 25 165,000 0.035 50 26.5 35.9
35 30 165,000 0.035 50 26.5 35
36 20 165,000 0.0375 50 26.5 33.3
37 25 165,000 0.0375 50 26.5 38.4
38 30 165,000 0.0375 50 26.5 39.9
39 20 165,000 0.04 50 26.5 40.7
40 25 165,000 0.04 50 26.5 43.8
41 30 165,000 0.04 50 26.5 38.4
42 30 172,500 0.035 50 26.5 39.2
43 20 172,500 0.0375 50 26.5 38.9
44 25 172,500 0.0375 50 26.5 36.2
45 30 172,500 0.0375 50 26.5 41.1
46 20 172,500 0.04 50 26.5 38.9
47 25 172,500 0.04 50 26.5 38.9
48 30 172,500 0.04 50 26.5 44.1
49 30 180,000 0.0375 50 26.5 34.7
50 20 180,000 0.04 50 26.5 33.7
51 25 180,000 0.04 50 26.5 38.3
52 30 180,000 0.04 50 26.5 45.2
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.2 Appendix to Chapter 3
In this Appendix we first discuss in more detail the discretization approach applied to
the case study presented in Section 3.4.1. Afterwards, we show the correlation obtained
between clusters’ compactness and the collection times.
Appendix E
In this appendix, we discuss in more detail the discretization approach applied to our
case study. We chose to use census tracts as basic units since they represent the lowest
aggregation level adopted for statistical purposes by the Italian Statistical Institute
(ISTAT). The analysis of the available census data reveals that, on average, almost
160 inhabitants populate each tract and there are fewer than 500 in 96 of the cases
(ISTAT, 2011). This indicates that the proposed discretization does not yield a very
coarse representation of the total demand since we avoid massive aggregation of users in
the extracted centroids.
Clearly, considering the distribution of the real user locations (e.g. private residences,
house numbers) would have been an alternative and more precise approach. However,
this would have easily rendered the problem intractable because of the very large number
of points to be considered (40,955).
Figure .10. House numbers locations in Bologna
Of course, replacing Demand Points (DPs) with Aggregate Demand Points (ADPs)
produces an intrinsic error that can be measured in different and alternative ways (Fran-
cis and Lowe, 2015). In order to evaluate this error, we refer to one of the indicators
proposed by Francis and Lowe (2015), defined as the Distance Difference Error (DDE).
To this aim, some extra notation is required. We denote by H the set of house numbers
in Bologna (|H| = 40,955). In particular, we denote by Hi the set of house numbers
located in a census tract whose centroid is i ∈ I (H = ∪i∈IHi). We also indicate by
lhj the distance between nodes h ∈ H and j ∈ J . Moreover, we define by j
?
h the closest
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postbox to node h ∈ H (j?h = {j ∈ J : lhj = minj∈J{lij}). A similar definition applies
to the closest postbox to node i ∈ I, namely j?i . Then the DDE is computed as DDE
= dij?
i
− lhj?
h
, i ∈ I, h ∈ Hi. A DDE equal to zero indicates that ADPs and DPs are
identical. The results obtained (see Figure .11) show that in 95 of the cases (38,907
out of 40,955) the DDE is very low, ranging between −112.37 m and 145.00 m. The
extreme cases, i.e. those with the highest absolute values of DDE, belong to the more
peripheral tracts. However, their real impact on the solution of the model is actually
rather limited. In fact, given the location mechanism we want to implement, the more
peripheral census tracts always correspond to the most disadvantaged users. Therefore,
since their closest postboxes will remain active, the real error we make in these cases is
due to those house numbers whose closest postbox is different from that of the centroid
(h ∈ Hi : j
?
h 6= j
?
i , i ∈ I). Figure .12 depicts the percentage of house numbers having a
different closest postbox with respect to their census tract centroid. Our analysis shows
that with some rare exceptions, these percentages are rather small, and often equal to
zero, in the non-central areas. For instance, for α = 0.9, only 190 out of 1,344 house
numbers belonging to tracts i ∈ I \ I ′ present a different closest postbox. This result
implies that the magnitude of the DDE in the outer tracts is small in practice. Hence,
based on the above findings, we consider the proposed discretization to be suitable for
our problem.
Figure .11. Distribution of DDE by the fraction of house numbers
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Figure .12. Percentage of house numbers presenting a different closest postbox
.
Appendix F. Accessibility considerations with real demand points
In this appendix we show that the accessibility considerations proposed still hold when
considering the distribution of real demand points (i.e house numbers).
Figure .13. Distribution of the population, in terms of house numbers (red) and
centroids (blue), by the distance from the closest postbox.
.
From the above figure it is possible to conclude that: i) the spatial criteria set by the
regulatory authority are effectively respected for all the users in Bologna; ii) since the
two curves are almost overlapping, accessibility considerations drawn upon the proposed
aggregation are consistent with the actual distribution of demand points. Again, this
allows us to consider census tracts’ centroids a suitable representation of our problem.
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Appendix G
In this appendix we show the correlation between the proxy measure of the travel times
adopted in our model (i.e. clusters’ compactness), and the collection times.
Figure .14. Correlation between clusters compactness and collection times
.
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Appendix H
In this appendix we provide details about computational times for the considered in-
stances.
Table .6. Computational times for the considered instances
α β p UB CPU (seconds)
1 1 2 22,000 /
1 3 22,000 210
0.2 3 22,000 720
0.4 3 22,000 1,123
0.9 1 3 22,000 /
1 4 22,000 /
1 5 22,000 234
5 20,831.18 341
5 19,513.42 /
1 6 22,000 101
0.2 6 22,000 561
0.4 6 22,000 1,320
0.8 1 5 22,000 /
1 6 22,000 /
1 7 22,000 923
7 20,793.75 /
1 8 22,000 1,015
8 20,793.75 1,136
8 19,662.62 1,245
0.2 8 19,662.62 1,531
0.4 8 19,662.62 1,723
0.7 1 6 22,000 /
1 7 22,000 /
1 8 22,000 /
1 9 22,000 896
9 20,778.42 1,073
9 19,467.53 /
1 10 22,000 480
10 20,790.17 813
10 19,592.17 1,021
10 18,371.16 1,310
0.2 10 18,371.16 1,549
0.4 10 18,371.16 1,791
0.6 1 8 22,000 /
1 9 22,000 /
1 10 22,000 931
10 20,708.56 1,090
10 19,397.10 /
1 11 22,000 511
11 20,769.63 683
11 19,559.55 791
11 18,537.61 1,112
11 17,569.20 1,254
11 16,579.87 1,482
0.2 11 16,579.87 1,756
0.4 11 16,579.87 1,983
0 1 9 22,000 /
1 10 22,000 /
1 11 22,000 /
1 12 22,000 632
12 20,771.98 699
12 19,661.82 834
12 16,864.97 1,002
12 16,012.69 /
1 13 22,000 398
13 19,779.87 478
13 18,762.73 654
13 17,789.15 801
0.2 13 17,789.15 1,031
0.4 13 17,789.15 1,383
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.3 Appendix to Chapter 4
In this Appendix we show the test data used to realize our computational experiments
and we present the detailed results that were reported in Section 4.5. For each TU, Table
.7 reports the generated demand vector and the coordinates of the respective centroid.
The original code assigned by ISTAT to uniquely identify TUs (i.e. PRO COM) is also
reported. For each tested instance, Tables .8 and .9 contain the  VSS, the  EVPI, and
the CPU time in seconds required by the general purpose solver to solve the instance
to optimality. Table .8 refers to the instances with 4 districts and Table .9 to instances
with 6 districts.
Appendix I
Table .7. Demands and coordinates of the centroids.
(Coordinate Reference System: ED50 / UTM Zone 32N EPSG:23032.)
dis Coordinates
ID PRO COM s = 1 s = 2 s = 3 East North
1 3001 6.75 8.44 10.13 466469.15 5057067.12
2 3002 5.89 7.36 8.84 457360.80 5070654.07
3 3006 1.46 1.82 2.18 458367.30 5075525.70
4 3008 3.36 4.20 5.04 464446.58 5067475.45
5 3012 2.49 3.11 3.73 461875.08 5046430.65
6 3016 7.89 9.87 11.84 472099.39 5044532.88
7 3018 7.69 9.62 11.54 458985.69 5033119.25
8 3019 7.19 8.99 10.79 453880.04 5058773.21
9 3021 1.06 1.33 1.60 463746.59 5056614.79
10 3022 2.17 2.71 3.25 457024.25 5067694.92
11 3023 5.52 6.91 8.29 475867.81 5018179.98
12 3024 7.57 9.47 11.36 458699.60 5060623.58
13 3025 7.86 9.82 11.78 468748.77 5059930.71
14 3026 2.48 3.10 3.72 457842.88 5064441.14
15 3027 7.04 8.80 10.56 461282.21 5042304.89
16 3030 1.76 2.21 2.65 466912.72 5041541.59
17 3032 4.50 5.62 6.75 473850.03 5040149.03
18 3036 7.25 9.06 10.87 454699.16 5043248.96
19 3037 4.98 6.22 7.46 458991.70 5030668.84
20 3039 7.10 8.87 10.64 461166.84 5037284.93
21 3040 6.94 8.67 10.41 463005.21 5025693.98
22 3041 1.63 2.04 2.44 458378.24 5027594.68
23 3042 6.77 8.46 10.15 460503.40 5039893.89
24 3043 2.56 3.21 3.85 470498.77 5062038.81
25 3044 7.03 8.79 10.55 460868.97 5049643.69
26 3045 7.87 9.83 11.80 458950.25 5050881.89
27 3047 2.61 3.26 3.91 453526.83 5056717.38
28 3049 5.17 6.46 7.75 483575.38 5027888.51
29 3051 5.45 6.81 8.17 460382.96 5071036.27
30 3052 3.91 4.89 5.87 465786.31 5062579.10
31 3055 6.07 7.58 9.10 461747.82 5054842.82
32 3058 5.42 6.77 8.13 457533.20 5057309.69
33 3060 6.13 7.67 9.20 468713.21 5055875.82
34 3062 0.86 1.08 1.29 466864.84 5064613.25
35 3065 1.94 2.43 2.92 457701.83 5045208.08
36 3066 7.86 9.83 11.79 458575.19 5054272.86
37 3068 1.51 1.89 2.27 477534.51 5036924.08
38 3069 3.11 3.89 4.67 473442.27 5026539.86
39 3070 5.22 6.52 7.83 454155.87 5063674.14
40 3071 2.06 2.57 3.09 462422.42 5062293.70
41 3073 1.68 2.10 2.52 455155.14 5049449.17
42 3076 2.00 2.50 3.00 455550.01 5066322.15
43 3077 3.51 4.38 5.26 467749.88 5024050.91
44 3079 6.21 7.76 9.31 448971.23 5059702.17
45 3082 1.68 2.10 2.52 459582.26 5067240.25
46 3083 1.03 1.28 1.54 454760.04 5038118.28
47 3084 5.33 6.67 8.00 465893.30 5074607.16
48 3088 7.05 8.82 10.58 454327.56 5060819.11
49 3090 3.36 4.20 5.03 457952.80 5038661.67
50 3091 2.26 2.83 3.39 471150.34 5053044.63
Continued on next page
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dis Coordinates
ID PRO COM s = 1 s = 2 s = 3 East North
51 3093 3.41 4.27 5.12 463470.03 5074904.46
52 3095 2.51 3.13 3.76 463306.10 5070284.71
53 3097 3.14 3.92 4.71 468822.99 5051981.15
54 3098 2.43 3.04 3.65 456024.66 5072731.63
55 3100 7.23 9.03 10.84 466041.49 5046326.82
56 3103 4.12 5.15 6.18 462321.93 5072918.07
57 3104 7.79 9.74 11.69 472386.07 5024115.73
58 3106 0.96 1.20 1.44 469940.81 5031855.83
59 3108 5.80 7.25 8.70 472407.20 5049331.80
60 3109 4.14 5.17 6.20 463432.25 5065757.38
61 3112 4.73 5.92 7.10 454556.78 5070880.61
62 3114 4.06 5.07 6.09 461944.95 5066077.72
63 3115 5.30 6.63 7.95 452274.44 5073187.92
64 3116 6.57 8.22 9.86 453719.37 5075116.23
65 3119 7.73 9.66 11.59 461721.07 5071260.50
66 3120 1.65 2.06 2.47 451532.47 5067352.78
67 3121 3.80 4.75 5.70 472451.22 5054797.69
68 3122 0.97 1.21 1.46 450911.26 5056848.38
69 3129 7.82 9.78 11.73 455062.48 5034226.27
70 3130 3.78 4.72 5.67 453178.69 5053187.48
71 3131 5.52 6.90 8.28 480191.40 5034504.94
72 3133 1.10 1.38 1.65 452854.75 5069497.90
73 3134 6.25 7.82 9.38 454650.76 5030566.17
74 3135 2.38 2.98 3.57 464109.73 5035165.96
75 3138 4.76 5.95 7.14 456097.22 5040500.81
76 3139 4.81 6.01 7.22 456553.87 5047228.17
77 3140 1.88 2.35 2.82 453174.04 5064999.29
78 3141 5.26 6.58 7.90 478459.44 5026931.12
79 3143 2.84 3.55 4.26 464592.97 5052731.03
80 3144 4.83 6.04 7.25 476071.81 5024724.15
81 3146 6.40 8.00 9.60 478582.56 5022122.45
82 3149 7.53 9.42 11.30 479715.01 5031009.29
83 3153 1.93 2.42 2.90 465341.02 5050075.12
84 3154 5.20 6.51 7.81 472051.38 5057268.59
85 3157 6.68 8.35 10.02 464398.06 5059931.68
86 3158 7.76 9.70 11.64 473466.51 5021464.46
87 3159 1.06 1.33 1.59 457661.23 5035969.14
88 3164 1.28 1.60 1.92 460929.97 5019673.68
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Table .8. Computational results for instances with p = 4.
 VSS  EVPI CPU (seconds)
k α ω = 1 ω = 2 ω = 1 ω = 2 ω = 1 ω = 2
1 0.05 0.05 0.00 88.72 88.73 453 377
0.10 0.01 0.12 84.28 84.30 442 415
0.15 0.54 1.94 73.33 73.85 291 252
0.20 12.77 32.66 7.13 29.99 643 303
0.25 8.73 22.62 5.38 22.98 386 135
0.30 0.00 0.56 2.95 4.39 50 66
2 0.05 0.23 0.06 87.40 87.42 791 792
0.10 1.34 3.43 77.85 78.59 1198 1044
0.15 1.38 3.83 69.49 70.63 177 238
0.20 3.54 8.48 61.31 64.38 142 329
0.25 3.24 8.06 52.07 55.82 212 355
0.30 1.43 4.22 31.68 35.51 45 263
3 0.05 0.01 0.00 79.74 79.74 242 412
0.10 0.00 0.02 72.83 72.86 505 441
0.15 0.21 0.85 57.99 58.54 451 312
0.20 3.87 12.77 6.18 17.64 1400 775
0.25 3.05 8.73 4.10 12.98 795 514
0.30 0.31 1.93 2.15 4.79 70 40
4 0.05 0.12 0.22 86.04 86.08 305 302
0.10 2.21 5.40 72.06 73.49 492 492
0.15 1.11 2.73 64.97 65.98 2935 1020
0.20 4.85 10.26 49.52 54.41 135 295
0.25 5.20 11.01 27.23 35.19 227 607
0.30 0.70 2.32 2.58 6.30 54 60
Average 2.29 5.93 48.62 52.69 518 410
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Table .9. Computational results for instances with p = 6.
 VSS  EVPI CPU (seconds)
k α ω = 1 ω = 2 ω = 1 ω = 2 ω = 1 ω = 2
1 0.05 0.00 0.00 91.56 91.56 124 116
0.10 0.00 0.00 87.90 87.90 90 97
0.15 0.36 0.81 78.46 78.64 90 131
0.20 3.36 8.91 2.20 10.21 338 175
0.25 1.77 4.24 0.79 4.92 41 51
0.30 0.50 1.19 0.19 1.37 19 17
2 0.05 0.01 0.01 90.55 90.55 112 111
0.10 0.34 1.00 82.58 82.75 671 471
0.15 0.67 1.42 75.05 75.41 46 77
0.20 0.35 0.80 66.91 67.18 56 41
0.25 0.22 0.51 57.74 57.96 36 29
0.30 0.36 1.02 35.56 36.26 51 62
3 0.05 0.00 0.00 84.44 84.44 101 117
0.10 0.00 0.00 78.41 78.41 96 102
0.15 0.24 0.59 64.58 64.80 67 128
0.20 1.02 3.36 1.77 5.38 1102 418
0.25 0.76 1.77 0.53 2.52 26 70
0.30 0.15 0.50 0.19 0.69 28 17
4 0.05 0.02 0.00 89.47 89.48 128 149
0.10 0.66 1.79 77.63 78.03 536 291
0.15 0.61 1.38 71.11 71.51 91 57
0.20 0.22 0.52 55.70 55.93 48 52
0.25 0.13 0.45 31.49 31.88 65 52
0.30 0.20 0.60 0.25 0.88 28 19
Average 0.50 1.29 51.04 52.02 166 119
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