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Let f  be a graph and G < Am(f). The group G is said to act distance-transitively 
on r if, for any vertices x, y, U, u such that a(x, y) = a(u, u), there is an element g E G 
mapping x into u and y  into u. If  G acts distance-transitively on r then the per- 
mutation group induced by the action of G on the vertex set of r is called the dis- 
tance-transitive representation of G. In the paper all distance-transitive represen- 
tations of the symmetric groups S, are classilied. Moreover, all pairs (G, r) such 
that G acts distance-transitively on r and G = S, for some n are described. The 
classification problem for these pairs was posed by N. Biggs (Ann. N.Y. Acad. Sci. 
319 (1979) 71-81). The problem is closely related to the general question about 
distance-transitive graphs with given automorphism group. 0 1986 Academic PISS, IK 
1. IN~~OUCTI~N 
r will refer to a connected, undirected, finite graph without loops and 
multiple edges, consisting of a vertex set V(r), edge set E(T) and having 
automorphism group Aut(T). The distance between the vertices x, u E V(T) 
will be denoted by 8(x, u), (aAx, u)) and the diameter of r by d. For 
XE V(T) we set T(x)= {u: UE V(T), 8(x, u)= l}. A group G<Aut(T) is 
said to act distance-transitively on r if, for any vertices x, y, U, u E V(r) 
such that 8(x, y) = a(u, u), there is an element g E G mapping x into u and y 
into u. In this case Aut(T) acts distance-transitively on r too, and r is 
called a distance-transitive graph (d.t.g.). Let r be a d.t.g. and G < Aut(T) 
act distance-transitively on K The permutation group (G, V(T)) induced 
by the action of G on V(T) is called the distance-transitive representation 
of G. 
For a graph r of diameter d and s E (0, l,..., d) we define the graph r, by 
the following rule: V(T,) = V(T), E(T,) = {{x, u>: 8(x, U) = s}. One has 
T,(x) = {x}, T,(x) = T(x), T,(x) = the set of vertices at distance s from x. 
It is well known [4, 51 that for a d.t.g. r the graphs r,, r, ,..., r, under the 
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usual operations over their adjacency matrices form a basis of the 
adjacency algebra 2I(T). In particular 
d 
for 0 <s, t d d, 
where y;, = # {w: a(w, x) = S, a(w, u) = t whenever a(u, x) = r}-the inter- 
section numbers of IY It is deduced from the triangle inequality that 
r:1= 0 for jr-s1 > 1. (1.1) 
The following notations are standard in the theory of d.t.g.: 
c,=Y:-,,*, a, = r:., 7 b, = Y:, I,, . 
It is clear that c, + a, + b, = k-the valency of the graph r. The set 
i(r) = {b. = k, b, ,..., b,- 1 ; c, = 1, c2 ,..., cd} 
is called the intersection array of the d.t.g. r. The complete set of intersec- 
tion numbers of a d.t.g. r is determined by the intersection array i(F). We 
shall make use of the mnemonic diagram 
a1 
k bl CP 
where k, = IT,(x)1 = ytS. It is clear that 
k,=(b,b,...b,-,)/(c,c,~~~c,) for 16sdd. 
The interest in d.t.g.‘s is stimulated by their numerous applications in 
algebraic coding theory and in the theory of finite groups. The examples of 
d.t.g.‘s are quite rare so they perhaps can be classified. Chronologically the 
first approach to such a classification was based on the enumeration of 
feasible intersection arrays for given valency k, followed by the construc- 
tion of graphs with the received intersection arrays. This approach has led 
to complete classification of d.t.g.3 of valency up to 7 (see [7] for k = 3, 
[20-221 for k=4, and [14] for k=5,6,7). 
In this paper an alternative approach is used. We begin with the group G 
and find all its distance-transitive representations. The description of such 
representations for the symmetric groups S, is contained in Theorems A 
and B below. 
Before the formulation of the main result we summarize briefly some of 
the known d.t.g.‘s admitting distance-transitive action of the symmetric 
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group S, (see [4, 93 for further properties of these graphs). Let s2, be the 
set (1, 2 ,..., n). 
The Johnson Graph J(n, m). This graph has vertex set (%), the collec- 
tion of m-subsets of Q,, 1 <m < n/2. Two vertices x, u of J(n, m) are 
adjacent whenever Ix n U( = m - 1. The intersection array of J(n, m) is 
{m(n-m), (m- l)(n-m- 1) ,..., (n-2m+ 1); 1,4, 9 ,..., m*}. 
Note that J(n, 1) is the complete graph, denoted by K,,. 
The OddGraph O,,n=2m-1. The vertex set of 0, coincides with the 
vertex set of J(2m - 1, m - 1). The vertices x, u are adjacent whenever 
Ix n U( = 0. The intersection array is 
{m, m- l,m- l,m-2, m-2 ,..., m 
- [Cm- 1)/21; 1, 1,2, L.., [m/21}. 
The graph 0, is also known as Petersen’s graph. 
The Even Graph E,, n = 2m. Two vertex set of E, is the collection of 
the partitions of 52, into two subsets, each of cardinality m. The vertices 
{x,, x1}, {u,, u2} are adjacent whenever either Ixin uil = m - 1 or 
lxin uXeil = m - 1 holds for i= 1, 2. The intersection array is 
(m*, (m- l)‘,..., ((m+3)/2)2; 1, 4, 9 ,..., 
(h - 3)/2)2, (Cm - 1)/2)7 
if m is odd and 
{m’, (m - 1)2,..., ((m + 2)/2)2; 
1, 4, 9 ,..., ((m - 2)/2)2, m2/2 ) 
if m is even. The even graph E, is isomorphic to the antipodal quotient of 
J(2m, m). 
The Hoffman-Singleton graph is the unique graph of diameter 2, girth 5, 
and valency 7 (see [S]). The subgraph of this graph, induced by the ver- 
tices which are not adjacent to a fixed vertex, is d.t.g. with S7 as 
automorphism group and intersection array 
(6, 5, 1; 1, 1, 6). 
For a graph r we construct the standard double covering A = 2. r of r 
as follows. Let A be a graph with the vertex set V(A) = V(Z) x (0, 1 > and 
edgeset E(A)={{(x,a),(u,/I)}:a#/?and {x,u}eE(T)}. 
Let S, act distance-transitively on r and H be the stabilizer in S, of a 
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vertex x E V(T). The main result is formulated separately for the case where 
any group lying between H and S, coincides with the alternating group A, 
(Theorem A) and for the case where H does not possess this property 
(Theorem B). For F,< S, we set F+ = (Fn A,tthe subgroup of even per- 
mutations in F. Throughout the paper H (! F denotes the wreath product of 
H and F while H x F is the semidirect product of these groups. 
THEOREM A. Let S, act distance-transitively on F and H be the stabilizer 
of a vertex x E V(F). Zf any subgroup F, such that H-C F< S,, coincides with 
A,, then F is one of the following graphs: 
(i) the complete graph K,, where either n =m and H= SneI or 
(n, m) = (5, 6), (6, 10) and H is isomorphic to PGL,(S), S3 2 Sz, respectively; 
(ii) the Johnson graph J(n, m), 1 <m -C n/2, H= S, x S,-,; 
(iii) the odd graph O,, n=2m-1, m>3, H=S,XS,~~; 
(iv) the even graph E,, n = 2m, m >/ 4, H = S, \ S2 ; 
(v) the complementary graph of J(n, 2), n 2 6, H = Sz x S,- 2; 
(vi) the complementary graph of E, for m = 45, H = S, 1 Sz ; 
(vii) the incidence graph of the unique 2 - (15, I, 3) design or of the 
complement of this design, n = I, 8; H= PSL,(2) for n = 7 and 
H=E,xPSL,(2)forn=8. 
THEOREM B. Let S, act distance-transitively on F and H be the stabilizer 
of a vertex x E V(F). Zf there is a subgroup F different from A,,, such that 
H < F < S,, then F is one of the following graphs: 
(i) the standard double covering 2. K,,, of K,, where either n = m and 
H= A,-, or (n, m)= (5, 6), (6,lO) and H is isomorphic to PSL,(S), 
(S, 2 a+, respectively; 
(ii) the Johnson graph J(n, m), n = 2m, m 2 3, H = S, x S,; 
(iii) the standard double covering 2.0, of O,, m B 3, n = 2m- 1, 
H=(S,xS,-1)+; 
(iv) the subgraph induced by the vertices which are not adjacent to a 
fixed vertex in the Hoffman-Singleton graph, n = 1, H = PGL,(S); 
(v) the octahedral graph, isomorphic to J(4,2); 
(vi) the line graph of the Petersen graph, n = 5, H = Ds. 
The clasification in the primitive case has also been obtained by C. 
Praeger and J. Saxl, using the charactertheoretic approach of Sax1 [17]. 
The method used here is more combinatorial and covers also the 
imprimitive case, which contains several interesting examples. 
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2. PRELIMINARIES 
Let G be a finite group acting faithfully on the set Q of cosets of a sub- 
group H. Let A,, A, ,..., Ad be the orbits of G on Q x Q, where 
A, = {(x, x): x E Q}. The A;s are called 2-orbits of the group (G, Q). Let 
WG) = (A,, A I,..., Ad) be the centralizer ring of the group (G, 0). Then 
A;A,= i y;;A,, 
r=O 
where y:,, 0 <s, t, r< d, are the structure constants of the ring ‘3(G). 
We say that a self-dual 2-orbit A, is metric if it is connected and for some 
ordering A,= A,, A, = Ai, Ail,..., A, the equality 
&=O holds for /r-s1 > 1. (2.1) 
If Ai is metric then G acts distance-transitively on Ai and the represen- 
tation (G, Q) is distance-transitive. 
The following two conditions for Ai to be metric are the direct con- 
sequences of (2.1). 
LEMMA 2.1. Let r= Ai be metric. Then 
A;Ai=y;~Ao+yji.Ai+y~:Aj, 
where Ai= I-,. 
(2.2) 
LEMMA 2.2. Let r= Ai be metric and A, = &. Then 
Aj~Aj=y~~Ao+y~~~Ai+y~:Aj 
+ y;.A,+y;,.A,, 
where A,=r3, A,=T,. 
(2.3) 
If Z(G) contains a metric 2-orbit then in order to determined the com- 
plete list of metric 2-orbits in this ring the following lemma will be used. 
LEMMA 2.3 [3,4]. Let r be a d.t.g. and ri be metric. Then 
ie { 1, 2, d- 1, d}. 
Let us summarize briefly some elementary properties of d.t.g.‘s. Most of 
their proofs can be found in [4, 51. 
LEMMA 2.4. Let r be a d.t.g. with intersection array i(T). Then 
1 < c* < c3 < . . . < cd; k>b,ab,B ... >bd--l, (2.4) 
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LEMMA 2.5. The sequence {k,} f=, has the unimodal property, i.e., there 
exist integers p and q such that ki < k,, 1 for 0 < i <p - 1; ki = ki, , for 
pbi<q- 1, ki>ki+, for q<idd-1. 
The following lemma is a simplified version of Proposition 3.3 in [ 143. 
LEMMA 2.6. Let r be a d.t.g. such that a,- 1 =O while a, # 0, 2 ,<s,< d. 
Then a, > c,. 
Proof. Let x be in I’(T), z in f,(x), y in Tl(x)n r,- I(z)r and u 
in f,(z) n f,(x). Claim: J(u, y) = s. If not, since s - 1 = 
J(~,u)=J(~,~)<J(~,u)<J(~,~)+J(z,u)=s we have a(y,u)=s-1 
and the set T,(z) n r,+ 1(y) contains U, so a,- 1 > 0, contradiction. The set 
T,(u) n r,- i(y) is contained in T,(x) u f,- i(x). If T,(u) n T,-,(y) n 
r,-,(x)#@ then a,-,>O, so T,(u)nr,~,(y)~T,(u)nT,(x) and 
a,>c,. I 
Let G act distance-transitively on r and suppose the permutation group 
(G, V(T)) is imprimitive. Then an imprimitivity block of (G, V(r)) can be 
described naturally in terms of connected components of the graphs r,, 
2 ds <d. Recall that a graph f with diameter d is called antipodal [19] if 
U, o E T,(x) implies either u = u or a(u, u) = d for all x E V(T). If r is 
antipodal then the set {x} u T,(x) is called an antipodal block of r. 
LEMMA 2.7 [lo, 191. Let G be a group acting distance-transitively on r, 
d b 2. Then (G, V(T)) is imprimitive if and only if at least one of the follow- 
ing holds. 
(i) a, = 0 for 0 <s < d, r is bipartite, r, is disconnected, the bipar- 
tition of r forms an imprimitivity system of (G, V(T)); 
(ii) y$ = 0 for 1 < s ,< d - 1; r is antipodal, r, is disconneted, an 
antipodal block is an imprimitivity block of (G, V(T)). 
The complete graph K, (d= 1) is antipodal, but the unique antipodal 
block of this graph coincides with its vertex set. 
Lemma 2.7 shows in particular that the primitivity of the group 
(G, V(T)) is determined by the intersection array i(T). So we can refer to 
primitive and imprimitive d.t.g.‘s. Having an imprimitive d.t.g., we can con- 
struct the primitive one. We shall deal closely with such a construction for 
antipodal graphs. 
Let F be an antipodal d.t.g. Let us define the graph r by the following 
rule. V(T) is the set of antipodal blocks of c x, u E V(T) are adjacent 
whenever x u u contains a pair of adjacent vertices of F. The graph f is 
called the quotient (antipodal quotient) graph of i=. 
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LEMMA 2.8 [ 10, 191. Let P be an antipodal d.t.g. with diameter 6 3 3 and 
intersection array 
Then r is a d.t.g. with inersection array 
i(f) = (ho, b, ,..., bd- l ; cl, CZ,..., cd>, 
where d= [s/2], 6, = j?,, c, = GI, for 0 Q s < d, cd = Bd + ad zf 6 is even and 
cd = ad IY 6 is odd. 
It is worth mentioning that an antipodal graph with diameter 2 is a com- 
plete multipartite graph. Its quotient is a complete graph. 
If an antipodal block of F has cardinality I then r is called the E-fold 
covering (antipodal covering) of IY 
Let r be a d.t.g. with intersection array i(T) and i= be its I-fold covering 
with diameter 6 > 3. In the case where 6 is even, the intersection array of i= 
depends only on that of r together with the integer I: 
i(r)= (b,, b,,..., bd-,,(1- l)cd/hcd- I,.. -,c,; 
~1 ,..., cd/l, b,- I ,..., b,, b,}. 
When 6 is odd we have an extra parameter 0 = ad+, : 
(2.5) 
i(T)= {b,,, bi,..., bdPI, (l-l).@, cd, cd-l,..., cl; 
cl ,..., cd-13 0, bd-I,..., bl, ho}, Cd<@<bd-,. (2.6) 
So we have 
LEMMA 2.9 [ 191. A distance-transitive l-fold covering graph i= of r may 
exist only for certain values of 1 not exceeding the valency of K 
In dealing with antipodal d.t.g.‘s the following lemma is very useful. 
LEMMA 2.10. Let r be an antipodal d.t.g. with diameter 6 3 3, 
B(x,)= {xi} u Fs(xi), i= 1,2, its antipodal blocks such that {x,, x2} GE(~). 
Then for a vertex u E B(xi) there is a unique vertex v E B(xjPi) such that 
(2.4 u} EE(T). 
Let F be an antipodal d.t.g. admitting a distance-transitive action of a 
group G. Then the quotient graph r admits the distance-transitive action of 
the quotient group G/N, where N is the subgroup of G preserving each 
antipodal block of r as a whole. 
A metric centralizer ring is commutative. By commutativity criteria [23, 
Theorem 2.9.31 we have 
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LEMMA 2.11. Let T be a d.t.g. and G act distance-transitively on r. Let x 
be the permutational character of the group (G, V(T)) and e,, e2,..., e, the 
multiplicities of the irreducible components of x. Then e, < 1 for 1 d id m. 
In other words a distance-transitive representation is multiplicity-free. 
In searching for the distance-transitive representations of a group G the 
first step is to restrict the class of possible subgroups H. The following 
lemma is a direct consequence of the main result of [ 123. 
LEMMA 2.12. Let the representation of G on the set of cosets of a sub- 
group H be distance-transitive. Then the inequality 
IGI < IHI3 holds. (2.7) 
This lemma makes a basis for a general procedure for determination of 
the distance-transitive representations. In some cases for particular classes 
of groups Lemma 2.11 enables us to strengthen the inequality (2.7). This 
situation holds for the groups S,. 
Moreover the following result due to J. Sax1 [17] describes the mul- 
tiplicity-free representations of S, for n > 18. 
LEMMA 2.13. Let G= S, act multiplicity-free on the set of cosets of a 
subgroup H. Assume that n > 18. Then one of the following holds: 
(i) A.-kxAk<H<S,-kxSkfor O<k<n/2; 
(ii) n=2k, AkxAk<H6Sk$S2; 
(iii) n = 2k, H is a subgroup of Sz 1 Sk of index at most 4; 
(iv) n = 2k + 1, H fiKes an element of Q, and is one of the groups in 
(ii) or (iii) on the rest of 52,; 
(v) A+,xH,<H<S,-,xH,, where k is 5, 6, 9 and Hk is c, 
PGL,(S), PTL,(8), respectively. 
Throughout the paper F!,, denotes a Frobenius group of order m * 1 with 
the kernel of order m. 
3. THE PROOF ANALYSIS 
By Lemmas 2.7 and 2.8 the classification of distance-transitive represen- 
tations of a group G can be reduced to consideration of “almost” primitive 
representations of G, followed by construction of the antipodal coverings. 
In the case G = S, such a reduction is based on the following lemmas. 
LEMMA 3.1. Let S,, n # 4, act disance-transitively on i= and H be the 
stabilizer of a vertex x E V(r) in S,. Then exactly one of the following holds: 
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(i) r is primitive and H is maximal in S,; 
(ii) T is bipartite but is not antipodal, H < A,, -C S,, and A,, is the uni- 
que subgroup in S, possessing this property; 
(iii) T is antipodal with diameter 6 > 2 but is not bipartite, and the 
quotient graph is in (i); 
(iv) i= is b’pa I rtite and antipodal with even diameter 6 2 2, and the 
quotient graph is in (ii); 
(v) F is bipartite and antipodal with odd diameter 6 2 3; I- is the stan- 
dard double covering of a graph in (i). 
Moreover for the classes (iiit(v) the quotient graphs admit distance-trans- 
itive action of S,. 
Proof: From the description of imprimitivity systems for the group 
(S,, V(F)) we have the above classes (i)-(v) of d.t.g.‘s. The case of 
primitive action of S, on V(r) gives rise to the class (i). Let I? be a bipar- 
tite graph which is not antipodal. Then the subgroup of S, which preserves 
the bipartition has index 2 in S, and so coincides with A,. The bipartition 
is the unique imprimitivity system so only A, lies between H and S,,, and r 
is in (ii). Note that if i= is bipartite with partition V, u V, = V(r) and 
antipodal with even diameter then each antipodal block is contained 
entirely in some V, for i= 1, 2. So the quotient graph is bipartite too. 
Let r be an antipodal d.t.g. with diameter 6 > 2. Claim: S, acts faithfully 
on the quotient graph lY If not, then the normal subgroup N, preserving 
each antipodal block of i= as a whole, is nontrivial. Since 6 > 2 we have 
N # S,. It is well known that a nontrivial normal subgroup of S, for n # 4 
coincides with A,,. Let N be A,. Then i= is a complete bipartite graph K,,,, 
for some m 2 2 with the bipartition V, u V, and Vi is an antipodal block of 
r for i= 1, 2. The stabilizer of a block Y, is the group N = A, acting doubly 
transitively on Vi while the stabilizer of a vertex x E Vi acts transitively on 
V, _ ;. A look through the list of the doubly transitive representations of A, 
(see, for example, [S]) shows that n = m = 6. But in this case the stabilizer 
of a vertex XE V, is not conjugate in S, with the stabilizer of a vertex 
u E V,. Thus conjugation is induced by an outer automorphism of S,. So 
S, acts faithfullly on K This implies that for a graph F in the classes (iii) 
and (iv) the quotient graph is contained in the classes (i) and (ii), respec- 
tively, and admists the distance-transitive action of S,. 
Let r be a graph in the class (v). Then an antipodal block of P has car- 
dinality 2. So for a vertex ME V(r) there is a unique vertex u’ such that 
a(u, u’) = 6. Let V(P) = V, u V, be the bipartition of i7 Let us define a 
graph d as follows. Put V(d) = Y,, E(d) = ((u, x>: (u, x’> E E(F)). It is 
easy to verify that A is the quotient graph of r while P is the standard 
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double covering of A. The graph A is neither bipartite nor antipodal, so A 
is contained in the class (i). m 
LEMMA 3.2. Let S4 act distance-transitivity on an antipodal graph i= and 
unfaithfully on the quotient graph T. Then 7 is the octahedral graph which is 
isomorphic to J(4, 2). 
Proof Easy. 1 
In Section 4 we prove Theorem A by means of a description of graphs in 
the classes (i) and (ii) of Lemma 3.1. In Section 5 all antipodal coverings of 
the graphs in Theorem A are constructed. This proves Theorem B and 
completes the proof of the main result of the paper. 
The following lemma is well known (see, for example, [2]). 
LEMMA 3.3. Let S, act naturally on the set 52, and H be a subgroup of 
S, such that HC F-C S, implies F= A,,. Then H is contained in one of the 
following classes: 
(a) maximal intransitive subgroups isomorphic to S, x S,_, for 
1 <m -c n/2; 
(b) maximal imprimitive subgroups isomorphic to S, 2 S,, r ’ m = n; 
m, r> 1; 
(c) primitive groups. 
A representation of S, on the set of cosets of a subgroup from the class 
(a) or the class (b) has a clear combinatorial interpretation. In the case of 
an intransitive group the cosets can be viewed as m-element subsets of 0,. 
In the case of an imprimitive one the cosets are the partitions of 0, into m 
subsets each of cardinality r. By means of this description we will classify 
all corresponding d.t.g.‘s in Sections 4.1 and 4.2. If H is a primitive group 
and n > 18 then by Lemma 2.13 the representation is not multiplicity-free 
and hence (Lemma 2.11) could not be distance-transitive. So we can 
restrict ourselves to the case where n < 18. All primitive permutation 
groups of degree less than 19 are known [18]. The detailed analysis of the 
representations requires a great number of calculations and for their 
realization a computer was used. For most of the representations the 
calculations were carried out in [13]. The rest of the representations were 
tested by use of the algorithms due to I. A. Faradjev which are described in 
c131. 
Let us consider the antipodal covering construction. Let S,, n # 4, act 
distance-transitively on r and H be the stabilizer of a vertex x E V(T). By 
Lemma 3.1, to construct all coverings it is sufficient to deal with the 
representations of S, on the set of cosets of subgroups F such that F < H. 
In this case F has to possess certain additional properties. 
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LEMMA 3.4. Let r, H, and F be as above and the representation of S, on 
the set of cosets of F be distance-transitive. Then Facts transitively on the set 
T,(x) for all 1 Q s < d. Moreover the representation of H on the set of cosets 
of F is doubly transitive. 
ProoJ: Let 7 be the antipodal covering of f and F be the stabilizer of a 
vertex X E V(r). Since S, acts distance-transitively on T, the action of F on 
TX(x) is transitive for 0 6s < 6. Thus F acts transitively on the set of 
antipodal blocks of 7 which contain a vertex at distance s from X. So the 
first conclusion of the lemma is proved. The subgroup H is the stabilizer of 
the antipodal block {X} u T8(X). Since S, acts transitively on V(F) and 
{X} u T&(X) is an imprimitivity block, H acts transitively on this block. At 
the same time F is the stabilizer of X and F acts transitively on rd(x). So H 
acts doubly transitively on the set of cosets of F. 1 
4. PROOF OF THEOREM A 
4.1. H Is Intransitive 
If H= S, x S,p,, 1 d rn -C n/2, then the set of cosets of H can be viewed 
as the set (2). Let W= (A,, A ,,..., Ad) be the centralizer ring of the per- 
mutation group (S,, (2)). Then d = m and (x, U) E A, for x, u E (%) if and 
only if Ix n ~1 = m - s, 0 < s d m. It is well known (see, for example, [ 161) 
that the structure constants of W are 
LEMMA 4.1. Let A, be metric. Then one of the following holds: 
(i) s= 1, A,Y is the Johnson graph J(n, m); 
(ii) s = m = 2, A, is the complementary graph of J(n, 2); 
(iii) s = m, n = 2m + 1, A, is the odd graph 0, + 1, m 2 3. 
Proof. By definition A, is the Johnson graph J(n, m). If m = 2 then A, 
has diameter 2 so its complementary graph A2 is metric. 
Let m > 3 and A, be metric. By Lemma 2.3, s E (2, m - 1, m}. We deal 
with the three cases separately. 
s = 2. Since m 2 3 the constants y& and yiZ are nonzero, contradicting 
Lemma 2.1. 
s = m - 1. We can assume that m - 1 > 2, i.e., m > 4. In this case the 
constants 7; I :., - I and y; ~ L,m _ , are nonzero, giving a contradiction with 
Lemma 2.1. 
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s = m. If n > 2m + 1 then since m > 3 the constants y;, l and yz; * are 
nonzero. If n = 2m + 1 A,,, is the odd graph 0, + r. 1 
4.2. H Is Imprimitive 
In this case H=S,{S,, n=m*r, m, r>l. By Lemma2.13 we could 
assume that either m = 2, or r = 2 or n < 18. But this restriction does not 
give an essential simplification of arguments so we shall deal with the 
general situation. The cosets of H are the partitions of 51, into r subsets 
each of cardinality m. Let W = (A,, A 1 ,..., A,) be the centralizer ring of the 
representation. Let (a, j?) be a pair of partitions, 2 = {xi, x2,..., x,}, 
9= {Yl, YZY, Y,>G I4 = IYjl = m, 1 < i, j< r. The 2-orbit A, which contains 
this pair is determined by the matrix M(A,) = liaJrxr, where uii= Ixinyjl, 
1 Q i, j< r. Conversely a matrix A4 of order r consisting of nonnegative 
integers determines a 2-orbit A(M) if and only if the column and row sums 
of A4 are all equal to m. Moreover A(M) = A(M) whenever M’ can be 
obtained from M by means of a permutation of rows and columns. It is 
worth mentioning that if A,, = A;’ is the 2-orbit dual to A, then 
M( A,) = ‘M( A,,). 
We assume that M(A,) = ml; a diagonal matrix whose nonzero elements 
are all equal to m and that 
LEMMA 4.2. yi,,. # 0 for all s > 0. 
Proof Let (a, G)E A,, s >O. We construct a partition t such that 
(li,i)~A,,, (Q)EA~. Since s>O we can assume that luinVil#O for 
i=l,2. Let aeuu,nv,, Peulnv,. We define i to be a partition such that 
z1 = (vl - {ai) u {P>, z,=(u,- (p>)u {a], zi=ui for 3GiGr. It is easy 
to verify that (fi, 2) E A I, (t;, i) E A,, . Since (z?, 6) E A, we have ~f,~, # 0. 1 
COROLLARY 4.3. Let r= A, be metric. Then either s = 1 or Tz = A,. 
Proof. If A, is a metric 2-orbit then it is undirected and s’=s. So the 
corollary follows from Lemmas 2.1 and 4.2. 1 
LEMMA 4.4. Let A, be metric and r = 2. Then either s = 1 or m = 4, 5 and 
A, is the complementary graph of A,. 
Proof If r = 2 then A, is the even graph E,. For m < 4, E, is 
isomorphic to a complete graph. For m = 4, 5, E, has diameter 2 and its 
complementary graph is metric. Let m > 5. Then 
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M(A,)= my ( s 1 for 0 <s < [m/21. m-s 
The valency val(A,) of the graph A, is emqual to (y)* for s #m/2 and to 
1(T)’ for s = m/2. If I’= A,, s # 1, is metric then by Corollary 4.3, A, = r2. 
Whenever m > 5 the rank of W is at least 4 and val(A,) < val(A,) for all 
t > 1. This contradicts the unimodality of the sequence {k, )tco 
(Lemma 2.5). Hence for m > 5, A1 is the unique metric 2-orbit in W. 1 
LEMMA 4.5. If r = 3, m = 2 then A, is isomorphic to J(6, 2). 
Proof The subgroups S2 1 S3 and S2 x S4 are conjugate in S, by means 
of an outer automorphism of S6. 1 
LEMMA 4.6. Let r >, 3 and m B 3 whenever r = 3. Then W does not con- 
tain a metric 2-orbit. 
Proo$ First we show that for the values r and m in question the graph 
Al is not metric. It is easy to verify that the constant y;, is nonzero 
whenever M(A,) is one of the following: 
MZ= 
Mq= 
m- 
l L 0 0 
1 0 
m-l 0 
0 m- 
0 1 
0 
0 
0 
0 4 1 1 m-l mf 
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If r> 3 then the 2-orbits A,,, A,, A(M,), A(M,) are all different while if 
m > 3 the 2-orbits A,, Al, A(M,), A(M,) are all different. In both cases we 
obtain a contradiction with Lemma 2.1. Hence A, is not metric. Let r= A, 
be metric for some s > 1. Then by Corollary 4.3, A, = r,. Since the 2-orbits 
do, A,, A(M,), A(M,), A(A4,) are all different for m> 3 we conclude in 
view of Lemma 2.2 that A2 = A(Mi) for some ie { 1,2,3}. However, the 
valency of A(MJ is geater than that of Al for 1~ i < 3. This contradicts the 
unimodality property. If m = 2 then r B 4 and one has A(M,) = do, 
A(Mz) = A(M,). Since val(A(M,)) > val(A,), the inequality val(A,) < 
val(A , ) holds. A direct calculation shows that this is impossible. So A, is not 
metric. 
4.3. H Is Primitive, n < 18 
Let S, act distance-transitively on a graph r with diameter d, and H be 
the stabilizer of a vertex XE V(r). Since the representation (S,, V(T)) is 
multiplicity-free, its rank, which is equal to d + 1, does not exceed the num- 
ber of irreducible characters of S,. It is well known that the latter is equal 
to p(n)-the number of partitions of n. 
Since S, acts distance-transitively on f the inequality k, = IT,Jx)( < 1 H( 
holds. Thus one has the following: 
n! = IS,1 = I V(r)1 . IHI 
6 WI .(d+ 1). IHI < IH12.p(n). 
In Table I all primitive permutation groups H of degree n < 18 such that 
IHI .p(n) an! and which are maximal either in S, or in A, are listed. In 
order to avoid the trivial cases the groups S, and A, are omitted. This list 
can be easily deduced from the list of primitive groups of degree up to 20 
[ 183. The values of p(n) were taken from [ 11. 
As was mentined above, the representations of S, on the cosets of the 
TABLE I 
n H 
12 Ml2 
11 Ml1 
10 P%(9) 
9 Pf&(8), AGL,(3) 
8 E, i PSL,(2), PGL,(7) 
I PSL,P), q 
6 f’G-b(5) 
5 e 
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subgroups H from the table were analyzed by use of a computer. For n d 9 
all necessary calculations were carried out in [13]. The final result is the 
following. 
LEMMA 4.1. Let the representation of S, on the set of cosets of a sub- 
group H from Table I be distance-transitive. Then one of the following holds. 
(i) n=5, H=q; 
(ii) n = 6, H = PGL,(S); 
(iii) n = 7, H = PSL,(2); 
(iv) n = 8, H = E, x PSL,(2). 
5. PROOF OF THEOREM B 
5.1. The Coverings of the Complete Graphs and of 2-Designs 
It was shown in Section 4 that if S, acts distance-transitively on a com- 
plete graph K,,, then either m = n or (n, m) E E { (5,6), (6, 10)). 
We begin with the case n = m. By Lemma 2.10 the cardinality of an 
antipodal block of a covering graph i= does not exceed the valency of I-. 
Hence [H:F] < n - 1. By Lemma 3.4, F acts transitively on n - 1 points. 
Let us consider the representation cp of the group H on the set of cosets of 
F. Then cp is a homomorphism of H = S, _ 1 into the symmetric group of 
degree I= [H:fl <n - 1. If ker cp # 1 then F contains a normal subgroup 
of S, _ r. If ker 40 = 1 then 40 induces an outer automorphism of H. From 
the information about normal subroups of S,- 1 and about its 
automorphism group we have the following three possibilities: 
(a) F=A,-,; 
(b) n=7, F=A,zPSL,(S); 
(c) n=5, F=Ds. 
A direct construction shows that the case (a) leads to the standard 
double covering of K,,. In the case (b) we have the sixfold antipodal cover- 
ing of K, which was described in [lo]. This graph is isomorphic to the 
subgraph induced by the vertices which are not adjacent to a fixed vertex in 
the Hoffman-Singleton graph. Finally the case (c) gives rise to the line 
graph of the Petersen graph. 
Let (n, m) be equal to (5,6). Then H= fl and by Lemma 3.4 
F = F: = (fl) + . This leads to the standard double covering of K6. 
Let (n, m) be equal to (6, 10). In this case the subgroup H is isomorphic 
to the wreath product S3 \ S,. Lemma 3.4 shows that F has index 2 in H. 
There are exactly three subgroups F, , Fz, F3 of index 2 in H. Moreover 
5XZh:441!3-2 
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F, = Fz = S3 x S3 while F3 = (S, t S,) +. The subgroups F, and F2 are con- 
jugate in Aut(S,) and both lead to the Johnson graph 46,3). The sub- 
group F3 gives rise the standard double covering of Ki,,. 
Let B, and B, be the unique 2-( 15,7,3) design and its complementary 
design, respectively. Let r be the incidence graph of Bi for some i = 1,2. 
We show that r does not admit an antipodal covering. 
The intersection array of r has the form 
in the case of B, 
4 a in the case of B,. 
In view of the unimodality property we conclude that an antipodal cover- 
ing of r has diameter 6. Let I be the cardinality of an antipodal block. 
Then by equality (2.5) we have 
c411=a4>a3=c3 and a4 = c,/l is an integer. 
If I> 1 then the above integrality condition shows that f is the indicence 
graph of Bz and that I= 2. However, neither the group Es x P&5,(2) nor 
the group P,!&(2) has a subgroup of index 2. Hence r has no coverings. 
5.2. The Coverings of the Odd Graphs 
In this subsection we describe all distance-transitive antipodal coverings 
of the odd graphs. 
LEMMA 5.1. A distance-transitive antipodal covering of the odd graph 0, 
for m > 3 has an odd diameter. 
Proof. Let r be the odd graph 0, of diameter d = m - 1 and r be its l- 
fold antipodal covering of an even diameter 6. By the equality (2.5) the 
intersection array i(F) is determined by that of r and by 1. Since the 
sequence { a,},d_ 0 is nondecreasing, the following inequality holds: 
~-l=Ed-I=ad~,~ad=‘n:l=~~ for even m 
and 
(m-1) (m-1) -= 
2 
cd=ad-,<ad=cd/l=- 
2.1 
for odd m. 
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These inequalities have the unique integer solution: m = 4, r = 2. In this 
case i(r)= (4, 3,3, 1, 1, 1; 1, 1, 1, 3, 3,4}. But it was shown in [ZO] that no 
d.t.g. with such an array exists. 1 
LEMMA 5.2. Let r be a distance-transitive l-fold antipodal covering of 
O,, m 2 3; then I< 2. 
Proof. By Lemma 5.1 we can assume that i= has an odd diameter 6 and 
its intersection array has the form (2.6). By Lemma 2.4 the following 
inequalities hold: 
bd-I=Pd-l>Pd=(Z-l).O 
cd=ad<ad+l =@. 
Hence b+ ,a (I - 1) 0 2 (I - 1) cd and for the odd graph 0, we obtain 
m- (m-1) [ 1 2 a(,-l).O> ; .(1-l). Ll (5.1) 
Let m be even. Then m - (m/2) i- 1 > (1- l)(m/2) holds. Thus 1 d 2. If m is 
odd then m - ((m - 1)/2) 2 ((m - 1)/2). (I- 1) holds. This inequality 
implies that either I< 2 or I= 3, m = 3. In the latter case 
i(T)= (3, 2, 2, 1, 1; 1, 1, 1, 2, 3). 
All d.t.g.‘s of valency 3 were described in [7]. From this description it 
follows that no d.t.g. with the above intersection array exists. 1 
LEMMA 5.3. Let i; be a distance-transitive antipodal covering of the odd 
graph 0,. Then one of the following holds: 
(i) T is the standard double covering of 0, ; 
(ii) m = 3, r is the dodecahedral graph 
Proof In view of Lemmas 5.1 and 5.2 we assume that r has an odd 
diameter and that I= 2. Since for the odd graph a, =0 holds for 
0 6s ,< d - 1, we conclude that either i= is bipartite or m - (a, + Pd) # 0. By 
indequality (5.1) we have 
Moreover ad= cd = [m/2], Bd = 0. Hence m - (a,+ pd) < 1. By Lemma 2.6 
either m - (ad + fid) = 0 and I? if bipartite or m = 3 and 
i(F)= (3, 2, 1, 1, 1; 1, 1, 1,2, 3). (5.2) 
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If i= is bipartite then by Lemma 3.1 (v) i= is the standard double covering of 
0,. If r has intersection array (5.2) then i= is the dodecahedral graph. 1 
Note that the automorphism group of the dodecahedral graph is 
isomorphic to AS x Z2. 
The automorphism group is of the graph 2.0, is isomorphic to 
SZm- 1 x S2. Let us consider this group as a permutation group of degree 
2m + 1 with two orbits of lengths 2m - 1 and 2. Then the subgroup 
(S,, _, x S2)+ is isomorphic to SZm _ r and acts distance-transtively on the 
graph 2.0,. 
5.3. The Coverings of the Johnson Graphs and of the Even Graphs 
It is easy to verify that the subgraph induced by the vertices adjacent to 
a fixed vertex in an antipodal graph r of diameter 6 2 4 is isomorphic to 
that of the quotient graph r. This fact enables us to use the following 
characterization of the Johnson graphs due to A. Moon [15]. 
LEMMA 5.4. Let r be a d.t.g. with a diameter d > 2 such that c2 < 4, and 
for a vertex XE V(T) the subgraph of r induced by the vertices in T,(x) is 
isomorphic to that of the Johnson graph J(n, m). Then at least one of the 
following holds. 
(i) r is the Johnson graph J(n, m); 
(ii) n = 2m and r is the even graph E,. 
By Lemma 5.4 the Johnson graph J(n, m) has no antipodal covering 
while for the ven graph E, there is the unique covering, namely J(2m, m). 
5.4. The Coverings of the Complementary Graphs 
We begin with the complementary graph of E,,,, m = 4,5. The intersec- 
tion array of the complementary graph of E4 is the following: 
By the unimodality property an antipodal covering has diameter 4. Since 
a2 = c,/Z is an integer we have 1~ { 3,9 >. The stabilizer of a vertex x E V(E,) 
in Ss is isomorphic to S4 \ Sz. The latter group has no representation of 
degree 3 or 9. This contradicts Lemma 3.4. 
For the complementary graph of E, similar arguments show that no 
covering exists. 
Let r be the complementary graph of J(n, 2), n >, 6. Then i(T) is the 
following: 
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n2-sn+zo 
2 
n-3 
n2-5n+ 6 1 2n-6 n2-7n+l2 
2 2 
If a covering graph of r has an odd diameter then n- 3 >a, > a2 = 
(n2 - 7n + 12)/2. This implies that n d 6. For n = 6 the intersection array 
i(T) is the following: 
The existence of a d.t.g. with such an array contradicts Lemma 2.6. 
Let the diameter of i= be equal to 4. Then a3 = 2n- 8, a2 = 
(n2 - 7n + 12)(1- 1)/21. By Lemma 2.4 a3 2 a2. Hence 4 2 (n - 3)(1- 1)/l. So 
n < 11. From the integrality condition on intersection numbers we obtain 
the following possibilities for (n, I): (6, 3); (7,2); (7, 3); (8,2); (9, 3); (11, 2). 
Let I be equal to 3. Then n E (6, 7, 9}. The stabilizer of a vertex 
x E V(J(n, 2)) in the group S, is isomorphic to SZ x Snp2. Only the group 
SZ x S, has a representation of degree 3. But the group &x D8 having 
index 3 in S, x S, could not act transitively on the set T,(x) of car- 
dinality 6. 
It is worth mentioning that the complementary graphs of J(n, 2) have 3- 
fold antipodal coverings for n = 6, 7. In both cases the automorphism 
group of the covering has a normal subgroup of order 3. 
For the cases (n, I) = (7,2); (8,2); (11,2) some ad hoc arguments show 
that no covering exists. In the former case this follows in particular from 
the description of the locally Petersen graphs obtained in [ 111. 
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