We prove that random groups in Gromov density model at any density d are with overwhelming probability either non-left-orderable or trivial. It implies the lack of left-orderability for d < .
In this paper, however, we show that we cannot use this approach for random groups, because random groups below the critical density d = 1 2 are not left-orderable. More precisely, we prove the following. Theorem 1.5. Let d ∈ (0, 1). A random group in Gromov density model at density d is with overwhelming probability either trivial or non-left-orderable.
As free groups are left-orderable (see [1, Theorem 2.3 .1]), this result may be regarded as an alternative way of proving that random groups are not free of rank ≥ 1 at any density.
The main idea of the proof is to use the order to explicitly construct a high-density set P containing only words representing strictly positive (in the sense of order) elements of the given random group G = S|R . It happens that for fixed d, the density of P exceeds (1 − d) for n sufficiently large. By a well-known fact it thus contains w.o.p. a word w from the set R of relators, leading to a contradiction of corresponding element w ∈ G being both positive and trivial. Finally, we use the approach of [2] to increase the number of generators we work with to obtain the result for all n ≥ 2.
The whole proof is phrased in the language of b-automata and associated groups, introduced in [2] and follows a very similar framework.
Section 2 deals with basic properties of left-ordered groups. In Section 3 we introduce basic properties of b-automata and its languages and use them to give a proof of Theorem 1.5 for n sufficiently large. In Section 4 we use the concept of associated groups to generalise it to all n ≥ 2. In Section 5 we reprove a well-known generalisation of the fact that a random set of relators at density d intersects w.o.p. any fixed set of relators of density d ′ , such that d+d ′ > 1. The more general statement is that their intersection is roughly of density
(cf. [3, Section 9 .A]). We prove it by a pretty straightforward application of the Central Limit Theorem. The assumption on d comes from the fact that we define "a random set at density d" to be a tuple with possible repetitions. If we, however, have d < 1 2 , then there are w.o.p. no such repetitions and the counting is easier.
Moreover, by combining Remarks 2.1 and 2.2, we obtain Lemma 2.4, which will be used in a moment to construct high-density sets of words representing non-trivial elements. It was suggested by Yago Antonin-Pichel.
Lemma 2.4. For every choice of non-trivial g1, . . . , gn ∈ G there exists a sequence of signs ε1, . . . , εn ∈ {−1, 1} for which every non-empty product (possibly with repetitions) of elements of form g
Lemma 2.4 is in fact equivalent to G being left-orderable, but we will only need the implication we proved (see [1, Theorem 7.1.1]).
Random groups with large number of generators
We begin by reproducing terminology and useful observations of [2, Section 2] . By S we denote a finite set, called the alphabet. We define S −1 to be the set of formal inverses to elements of S, and denote S ± = S ∪ S −1 . Elements of S ± are called letters. By word over an alphabet S we mean a finite sequence of letters. We denote S = {a1, . . . , an}, hence n = |S|. S is to be interpreted as the set of generators of Fn.
A basic automaton (shortly a b-automaton) over an alphabet S with transition data {σs} is a pair (S, {σs}), where {σs} s∈{∅}∪S ± is a family of subsets of S ± .
The language of a b-automaton with transition data {σs} is the set of all nonempty words over S beginning with a letter in σ ∅ and such that for any two consecutive letters ss ′ we have s ′ ∈ σs. We say that a b-automaton is λ-large, for some λ ∈ (0, 1), if σ ∅ = ∅ and for each s ∈ S ± we have |σs| ≥ λ2n. . Let I ⊂ N+ be infinite and let L be a set of reduced words over an alphabet S, containing for all but finitely many L ∈ I at least ck L words of length L, where c > 0, k > 1. Then we say that the I-growth rate of L is at least k. Similarly, if k > k ′ , then we say that the I-growth rate of L is greater than k ′ .
It is convenient to extend the notion of density from Definition 1.1 in the following way.
Definition 3.5. Let I ⊂ N+ be infinite and let L be a set of reduced words over an alphabet S, containing for all but finitely many L ∈ I at least c(2n − 1) dL words of length L, where c > 0, d ∈ (0, 1). Then we say that the I-density of L is at least d.
Notions of density d and growth rate k of the set L are easily seen to be strictly related by k = (2n − 1) d , i.e. for such k, d, with d ∈ (0, 1), the set L has the I-growth rate at least k if and only if it has the I-density at least d.
The following is a well known fact in random groups. We reprove it in a stronger form in Section 5. We will be interested in the following consequence. Proof. As the number of b-automata over S is finite and depends only on n (by Remark 3.2), we just need to show that there exists n0, for which if n ≥ n0, then the conclusion holds for the language L of every single λ-large b-automaton. By Remark 3.3, the N+-growth rate of the set of reduced words in L is at least ⌈λ2n⌉ − 1, hence, by Lemma 3.7, the following inequality suffices.
⌈λ2n⌉ − 1 > (2n − 1)
As d ∈ (0, 1), this inequality holds for n large enough.
For a group G with presentation G = S|R and a word w over the alphabet S, we will denote by w the corresponding element of G.
To obtain Theorem 1.5 for n sufficiently large, we just need the following.
Proposition 3.9. Let G be a group with presentation G = S|R , such that R intersects the languages of all -large b-automata over the alphabet S = {a1, . . . , an}. Then G is either trivial or non-left-orderable.
In order to prove Proposition 3.9, we use the following lemma, which is our main step towards exploiting hypothetical left-orderability of random groups. Lemma 3.10. Let R be a set of words over the alphabet S. Assume R intersects the languages of all 1 2 -large b-automata over S. Then for every choice of signs ε1, . . . , εn ∈ {−1, 1} and a number i ∈ {1, . . . , n}, there exists a nonempty reduced word w ∈ R, consisting only of letters from the set {a Proof of Proposition 3.9. Suppose G is left-orderable, but non-trivial. Let ai 1 , ai 2 , . . . , ai m be all those elements aj ∈ S, such that aj ∈ G is non-trivial. There must be at least one, since G is generated by elements aj. According to Lemma 2.4, we can find signs εi 1 , . . . , εi m ∈ {−1, 1}, such that every nonempty word consisting of letters from {a
im } represents a non-trivial element of G (such words are always reduced). Now for j ∈ {1, . . . , n} \ {i1, . . . , im} choose εj ∈ {−1, 1} in arbitrary way. We have thus defined a sequence ε1, . . . , εn ∈ {−1, 1}. By Lemma 3.10 applied to this sequence and i = i1, we obtain a word w which lies in R, so it represents the trivial element of G, and consists of letters of form a ε j j with at least one occurence of a
. As a ε j j for j / ∈ {i1, . . . , im} represent the trivial element, we can remove all occurences of such letters from w and obtain that way a word w1, still representing the trivial element and consisting only of letters of form a
w1 is, however, nonempty because of at least one occurence of a
We arrive thus at a contradiction with the earlier definition of signs εi 1 , . . . , εi m .
For fixed d ∈ (0, 1) and λ = 1 2 there is n0 such that the conclusion of Corollary 3.8 holds for all n ≥ n0. For such n Theorem 1.5 is now almost immediate.
Proof of Theorem 1.5 for n ≥ n0. A random group G is w.o.p. presented by S|R , where R intersects the languages of all 1 2 -large b-automata over S, so, by Proposition 3.9, it is either non-left-orderable or trivial.
Increasing the number of generators
We now generalise our partial proof of Theorem 1.5 to arbitrary values of n ≥ 2. We follow closely the ideas of [2, Section 3].
We fix n ≥ 2 and d ∈ (0, 1). We furthermore fix B to be a natural number that is sufficiently large with respect to n and d in a way we will specify later.
As before, we denote by S the set of generators {a1, . . . , an}. Let S ⊂ Fn denote the set of reduced words of length B over the alphabet S. The involution on S mapping each word to its inverse does not have fixed points. Thus we can partition S intoŜ andŜ −1 . We introduce notationŜ ± =Ŝ ∪Ŝ −1 in place of S. Letn be the number |Ŝ| = n(2n − 1) B−1 . Furthermore, for 0 ≤ P < B let IP ⊂ N+ denote the set of those L that can be written as L = BL + P withL > 0. . Given a set R of reduced relators over S of equal length L ∈ IP , we define the associated groupĜ in the following way. If P = 0, then we consider the setR of relators associated to relators in R. We defineĜ to be the group Ŝ |R . If 1 ≤ P < B, then we do the following construction. Suppose that r1, r2 ∈ R are two relators of length L over S, satisfying r1 = q1v −1 and r2 = vq2 (we assume q1, q2, v to be reduced and that there are no reductions between q1 and v −1 or between v and q2), for some word v over S of length P . We then obtain a (possibly non-reduced) word q1q2 over S, of length 2BL, with the property that q1q2 = e in G = S|R . To this word we can associate, as before, a relator overŜ, of length 2L (possibly non-reduced), which we denote byr(r1, r2). We denote byR the set of allr(r1, r2) as above and we defineĜ = Ŝ |R .
The main intuition here is thatR obtained from a random set R of relators over S, at density d, at length L ∈ I0 is very similar to a random set of relators overŜ, at the same density d, at length L B (see [2, Section 3] ). By increasing B, the numbern can be made arbitrarily large. We can thus haven large enough to obtain the conclusion of Corollary 3.8 for intersections of languages of -large b-automata overŜ. Then G = S|R is either trivial or non-left-orderable.
Proof. Suppose G is non-trivial and left-orderable. Construction ofĜ was performed in such a way, that by expanding elements ofŜ into words over S we get a natural epimorphism φ :Ĝ → H, where H is the subgroup of G generated by the reduced words of length B over S.
We note that H ⊂ G is of finite index, since every element g ∈ G is of form g = w for some reduced word w over S and we may write w = uv with u of length at most B and v of length divisible by B. We have thus v ∈ H, hence g ∈ uH and the index [G : H] is not greater than the number of possible values of u, which is finite.
Moreover, H is non-trivial, because otherwise G would be finite and non-trivial, hence not torsion-free, contradicting left-orderability (by Corollary 2.3).
Denote elements ofĜ, represented by single letters fromŜ, by b1, . . . , bn. They generateĜ, so H is generated by φ(b1), . . . , φ(bn), not all of them being trivial. Let φ(bi 1 ), . . . , φ(bi m ) be all non-trivial elements of form φ(bj). Subgroup H is left-orderable, so, by Lemma 2.4, there exist signs εi 1 , . . . , εi m ∈ {−1, 1}, such that every non-empty product of elements of form φ(bi j ) ε i j is non-trivial. In arbirtrary way we choose εi ∈ {−1, 1} for i ∈ {1, . . . ,n} \ {i1, . . . , im}.
Fix i = i1. For this index i and the setR of words overŜ we apply Lemma 3.10 to conclude that there exists a product of elements of form b ε j j , with at least one occurence of b
, which evaluates to the trivial element inĜ = Ŝ |R .
By evaluating φ on this product, we get a product of elements of form φ(bj) ε j , with at least one occurence of φ(bi 1 ) ε i 1 , which evaluates to the trivial element in H. Finally, by leaving the non-trivial factors only, we get a non-empty product of elements of form φ(bi j ) ε i j , evaluating to the trivial element, which is a contradiction with the definition of signs εi 1 , . . . , εi m .
The last element of the proof of Theorem 1.5 is the following. -large b-automata overŜ.
Intersections of high-density sets
In this section, by I ⊂ N+ we denote a fixed infinite subset and all limits with L → ∞ are taken over L ∈ I. The main result of this section is the following.
Proposition 5.1. Suppose that for each L ∈ I we have a set RL of size cL > 0 with aL > 0 elements distinguished. For fixed L we pick uniformly and independently at random entries of a bL-tuple (bL > 0) from RL and obtain this way a random variable DL equal to the number of the entries of the resulting tuple being distinguished. Assume that
Then for every ε > 0 the following holds
Before proving Proposition 5.1, let us use it to give a proof of Proposition 3.6 and its generalisation.
Proof of Proposition 3.6. Let cL, for L ∈ I, denote the number of all reduced relators of length L over S, i.e. cL = |RL| = 2n(2n−1) L−1 . Moreover, let aL = |R f ∩RL| be the number of relators of length L we distinguish by wanting them to be selected in the random tuple. Let
At length L, R is a tuple of bL elements, chosen uniformly and independently at random from RL. Let DL be as in Proposition 5.
For L sufficiently large it clearly implies that R and R f intersect.
If we moreover assume that d < and R f is roughly (not just at least) of density d ′ , then we can prove that the intersection is roughly of density
. Let R f ⊂ Fn be a fixed set of relators in some fixed numer n of generators, such that for some C1, C2 > 0 the inequalities
hold for all sufficiently large L ∈ I. Then for some K1, K2 > 0 a random set R of relators at density d, at length L satisfies w. I-o.p. the inequalities
where |R f ∩ R| denotes the number of distinct entries of R, belonging to R f .
Proof. We use the notation from the proof of Proposition 3.6. Analogously to that proof, for some K1, K2 > 0 we obtain
occuring w. I-o.p.
Let us estimate the probability qL that in the experiment defining DL all elements of the obtained bL-tuple are pairwise distinct. It is the same as the probability that every element of the tuple is different from the elements having smaller indices (we assume some fixed order on a tuple), so
It means that we can use Bernoulli's inequality to obtain
It follows that qL → 1 as L → ∞, so w. I-o.p. the number DL is the number of distinct entries of R belonging to R f , which combined with (2) concludes the proof.
For the proof of Proposition 5.1 we will apply the following form of the Central Limit Theorem. 
Moreover, assume that the Lindeberg condition holds, i.e. for all
Then we have the following convergence in distribution to the standard normal variable
Proof of Proposition 5.1. We first prove the proposition in the case where for all
the random variable equal to 1, if i-th element of the considered random tuple is distinguished, and equal to 0, otherwise. Variables (X (L) i )i are independent and P(X
).
For i = 1, . . . , bL we introduce the following variables
We check that they satisfy assumptions of Theorem 5.3. Only Lindeberg condition (3) is non-trivial. Choose any
, the absolute value of the numerator in (4) is uniformly bounded by 2. Moreover,
, which tends to 0 with L → ∞. It follows that
with probability 1 for L large enough and every i = 1, . . . , bL, which settles the required Lindeberg condition. The application of Theorem 5.3 yields now
We see that
Now take any ε > 0. The combination of (5) and (6) gives us
which implies that
Using (8) and (7), we calculate that
as L → ∞, which finishes the proof in the case where all L ∈ I satisfy
. For the proof in the remaining case, let us define the sets I1 = {L ∈ I|aL = cL = 1}, I2 = {L ∈ I|aL = 1, cL > 1} and I3 = I \ (I1 ∪ I2). If I1 is infinite, then the equation (1) obviously holds if the limit is taken over L ∈ I1, because for such L we have DL = bL. If I2 is infinite, then for every L ∈ I2 we have
, so by the proof of the previous case, with I2 in the place of I, we known that the equation (1) holds if the limit is taken over L ∈ I2.
Suppose I3 is infinite. For every L ∈ I3, we can write aL = a1,L + a2,L for some integer a1,L, a2,L satisfying 0 < cL for i = 1, 2. Now let us for every such L divide the set of distinguished elements of RL arbitrarily into two disjoint subsets A1,L, A2,L of cardinalities, respectively, a1,L, a2,L.
Let i ∈ {1, 2}. Define Di,L to be the random variable obtained in the same experiment as original DL, denoting the number of entries of the resulting random bL-tuple belonging to Ai,L. Of course, DL = D1,L + D2,L. Moreover, since 1 3 aL ≤ ai,L, we know that
The assumptions of the proposition we are now proving are thus satisfied when we substitute I with I3, aL with ai,L. Moreover, since
, we have already proved the proposition in that case, so we know that
where the limit is taken over L ∈ I3.
Since the limits (9) for i = 1, 2 assert that probabilities of two events tend to 1, their intersection has the same property. By adding the sides of both inequalities, we get the following. where the limit is taken over L ∈ I3.
We know thus for every 1 ≤ j ≤ 3, that if Ij is infinite, then equality (1) holds if the limit is taken over L ∈ Ij. As I = I1 ∪ I2 ∪ I3, it means that the equality holds, when we take the limit over L ∈ I.
