We consider Markov decision processes with unknown transition probabilities and unknown single-period expected cost functions, and we study a method for estimating these quantities from historical or simulated data. The method requires knowledge of the system equations that govern state transitions as well as the single-period cost functions (but not the single-period expected cost functions). The estimation procedure is based upon taking expectations with respect to the empirical distribution functions of such data. Once the estimates are in place, the method computes a policy by solving the obtained "empirical" Markov decision process as if the estimates were correct. For MDPs that satisfy some conditions, we provide explicit, easily computed expressions for the probability that the procedure will produce a policy whose true expected cost is within any specified absolute distance of the actual optimal expected cost of the true Markov decision process. We also provide expressions for the number of historical or simulated data values that is sufficient for the procedure to produce a policy whose true expected cost is, with a prescribed probability, within a prescribed absolute distance of the actual optimal expected cost of the true Markov decision process. We apply our results to multiperiod inventory models. In addition, we provide a specialized analysis of such inventory models that also yields relative, rather than absolute, accuracy guarantees. We make comparisons with related results that have recently appeared, and we provide numerical examples.
Introduction
In this article, we focus on Markov decision processes (MDPs) in which transition probabilities and single-period expected costs are not known, but can be estimated from data obtained from historical records or simulations. We consider finite-horizon MDPs in which state transitions are generated by system equations that map a current state, action, and realized value of an exogenous random variable to a state in the next time period. The exogenous random variables are sometimes referred to as "disturbances" in the literature (see, e.g., Puterman 1994 , p. 51 or Bertsekas 2000 . Disturbances often have a natural interpretation for the particular system in question. For example, in inventory models that we consider, the disturbances are demands.
We analyze a simple, straightforward method that uses the system equations together with empirical distributions of historical or simulated disturbance data to estimate the unknown transition probabilities. To apply the method, one must know the system equations as well as the single-period cost functions (but not the single-period expected cost functions). The single-period expected costs are estimated by taking expectations with respect to these empirical distributions. Once the estimates are in place, we compute a policy by solving the obtained "empirical" Markov decision process as if the estimates were correct. This is sometimes called a model-based approach in the machine learning literature; see, e.g., Kearns and Singh (2002) or Strehl and Littman (2005) . The solution method is a direct application of the usual backward induction algorithm applied to a problem with empirical estimates of transition probabilities and single-period expected costs. As such, it does not require new computational approaches and can employ the same computer programs used to solve an MDP in which all parameters are known. The only additional effort is in computing the empirical distribution functions from the disturbance data and, in the case of simulations, generating the data. The method can also be viewed as successive application of the sample average approximation method, which is reviewed in Kleywegt et al. (2001) . The successive application of the sample average approximation method in stochastic programs is analyzed in Shapiro (2006) and Shapiro et al. (2009) . Given > 0 and > 0, for MDPs that satisfy some conditions (in particular, Lipschitz conditions on cost and value functions and bounded support of disturbance distributions), we provide easily computable expressions (which depend upon the Lipschitz constants) for the number of historical or simulated data values that are sufficient for the empirical procedure to yield, with probability at least 1 − , a policy for which the true expected cost-to-go from any state x at any time t is within of the actual optimal expected cost-to-go from state x at time t. In terminology common in the machine learning literature, this implies that the empirical procedure is "probably approximately correct" (PAC). For a given number of data values and given > 0, we also provide a lower bound on the probability that the empirical procedure returns an -optimal policy for the true MDP. The analysis yields estimates and confidence intervals for the value function of the MDP as well. These results provide absolute performance guarantees, because they involve (probabilistic) assurances about the absolute difference in expected cost between the derived policy and an optimal policy. Shapiro (2006) and Shapiro et al. (2009) obtain similar absolute performance guarantees under different assumptions. Detailed discussion of their work and how it relates to ours is included later in this paper ( §4) and in the online supplement. An electronic companion to this paper is available as part of the online version at http://dx.doi.org/10.1287/opre.1120.1090.
Our study was initially motivated by the work of Levi et al. (2007) on multiperiod inventory models with unknown demand distributions. The problem they consider is a particular example of an MDP with an unknown disturbance distribution. They devise a procedure for computing base-stock levels (which specify a policy for the MDP) from historical or simulated demand data, and they derive relative guarantees on performance. Such a relative guarantee specifies, for given > 0 and > 0, the number of data values so that with probability at least 1 − , the true expected cost of the derived policy is no more than 1 + times the expected cost of an optimal policy. The method of Levi et al. is based on a recursive dynamic programming approach that is specifically devised for the inventory problem. At each recursive step, their algorithm and sampling procedure are designed to maintain, with high probability, certain convexity properties in what they refer to as a shadow dynamic program. The empirical approach we study does not involve such shadow dynamic programs, and instead directly solves an MDP that has empirical estimates for the expected costs and transition probabilities.
The empirical method that we analyze is not tailored to a specific problem and can be applied to a large class of MDPs. We present a specialized analysis that provides relative performance guarantees analogous to results in Levi et al. for inventory problems that include as special cases backorder as well as lost-sales models. With the additional assumption that the demand distributions have bounded support, direct application of our results for general MDPs yields an absolute performance guarantee for such inventory problems. (Here and throughout, "general" is not used to indicate a lack of assumptions, but rather to emphasize that the theory is developed for MDPs that are not necessarily inventory models. As stated above, our results rely on some assumptions regarding the underlying MDP. These assumptions are rigorously stated later.) Bounded support is not needed to apply the empirical method, but is used to obtain the absolute performance guarantee (but not the relative guarantee). As indicated earlier, Shapiro (2006) and Shapiro et al. (2009) derive absolute guarantees; they do not obtain relative guarantees.
The empirical approach we study involves application of the usual backward induction algorithm with empirical estimates in place of exact quantities. Our main results apply to MDPs with uncountable state and action spaces (that satisfy some conditions as previously mentioned). For such problems a computational difficulty may arise because the backward induction approach generally requires doing certain computations for each state and action at each time step. Absent additional structural properties of the MDP, one may need to discretize or truncate the empirical MDP to get an implementable computational approach. This issue is not unique to the empirical approach; indeed, it arises for MDPs with infinite state and/or actions spaces even when disturbance distributions are known. For inventory models with uncountable state and action spaces we provide a computational approach that solves the empirical MDP without any truncation or discretization. Even for problems with large but finite state and action spaces, the approach we study does not address the curses of dimensionality as described by, e.g., Powell (2007) . The approach is intended for situations when disturbance distributions are unknown or are too complicated to work with.
The proofs of our main results (for both general MDPs and inventory problems) proceed roughly as follows. We begin by considering two separate MDPs that differ only in their disturbance distributions, and we bound the distance between the value functions of the MDPs in terms of the distance between the disturbance distributions. We also bound the expected cost obtained when one computes an optimal policy for one of the MDPs, and uses it to control the other MDP. These results are potentially of independent interest and hold outside the "empirical" context. They can be viewed as measuring the sensitivity of MDPs to changes in transition probabilities and single-period costs. (Related results have appeared in, e.g., Singh 2002 and Strehl and Littman 2005.) To apply these sensitivity results in the analysis of the empirical MDP algorithm, we use a result of Massart (1990) to bound the probability that empirical disturbance distributions will be within a specified distance of the true disturbance distributions. Finally, this allows us to bound the probability that the solution of the empirical MDP will be "close" to the solution of the true MDP.
We also describe results of a numerical study in the multiperiod inventory setting. The study shows that even when little data is available as input to the empirical MDP procedure, the procedure nevertheless typically returns a policy that is close to optimal. For instance, when demand is Poisson and there are 20 demand records available from each period in the time horizon, the procedure returned a policy whose true expected cost was, on average, within 6.5% above optimal. When 100 records were available from each period, the true average cost of the returned policy was found to be roughly 1% above optimal. These results are of significance when using the empirical method with historical records as input, because data may be scarce in such situations. With more-variable demand distributions, we also obtained similar results. It is important to note that the empirical procedure is nonparametric in the sense that it makes no assumption on the form of the marginal demand distributions. For example, in a problem where demand is in fact Poisson, the empirical procedure does not require the decision maker (the inventory manager) to know that demand is Poisson, nor does the method make any use of the fact that demand is Poisson. Consequently, the method is not susceptible to the types of specification errors described by Gallego et al. (2007) , who show that, e.g., assuming demand to be normally distributed, when in fact it follows a gamma distribution (but with matching means and variances), can lead to very poor results. We also conducted numerical experiments in which data was used to estimate parameters of correctly and incorrectly specified parametric models. As one would expect, such parametric approaches perform quite well when correctly specified. However, the performance of incorrectly specified parametric models depends upon the particulars of the problem. In some settings, misspecified parametric models perform surprisingly well. In others, the performance was quite poor. We also found that an increase in the number of samples used to estimate parameters of an incorrectly specified model can lead to a decline in the quality of the obtained policies. Levi et al. (2007) review the literature on inventory models with unknown demand distributions. Perakis and Roels (2008) consider an inventory model with limited information about the demand distribution, and consider robust approaches that do not use demand records as input. They also provide many references. There is also a literature on sampling-based methods for MDPs. Much of this work is reviewed in Chang et al. (2005 Chang et al. ( , 2007b and in the books by Chang et al. (2007a) , Bertsekas and Tsitsiklis (1996) , and Powell (2007) , and the dissertation by Kakade (2003) .
We next discuss work that, like ours, uses sampling to estimate parameters of an MDP, and then solves the estimated MDP to obtain a policy. As mentioned above, this is sometimes called a model-based approach. Examples of papers that use a model-based approach include Fiechter (1994) , , Kearns and Singh (2002) , Pivazyan and Shoham (2002) , and Strehl and Littman (2005) . Even-Dar et al. (2006) obtain PAC results for multiarmed bandits and apply the results to model-based learning for MDPs. They also propose a variation on Q-learning, which is not a model-based method. These papers do not allow infinite action spaces. (Our motivating examples of multiperiod inventory problems have infinite state and action spaces. Our results apply to such problems, whereas results in these papers do not.) Much of the prior work on model-based approaches uses some variation on the estimation scheme whereby the probability of moving from, say, state x to state x under action q is estimated as the number of transitions to x from x when action q was taken divided by the number of times action q was taken in state x. Such an approach can be used directly, or it can be used to build confidence intervals for transition probabilities. In either case, when the action space is infinite, there will generally be infinitely many actions that have never been tried, and hence the approach runs into problems. Moreover, the sample sizes required for PAC results in papers cited above are finite only when the action space is finite, underscoring the importance of the finiteness of the action spaces to the results in those papers. Our method of estimating the disturbance distribution avoids this difficulty. Unlike the approach we study, the methods in these papers do not require knowledge of system equations. Mannor et al. (2007) use a model-based approach and estimate costs and transition probabilities for an MDP using data. They analyze the bias and variance of resulting value function estimates for fixed policies for infinite-horizon discounted cost MDPs. Their estimation procedure uses historical records of state transitions under different actions, and does not rely on disturbances or system equations. The main focus of the paper is estimation. It also describes how bias in value function estimates can be induced by policy optimization, and explains how this problem can be remedied through the use of separate validation samples.
We now turn to research on non-model-based approaches. Some of this work simulates trajectories and chooses the policy (from a given family of policies) with the best empirical performance on the trajectories. Examples of papers that explore methods based upon simulating trajectories include Ng and Jordan (2000) , Kearns et al. (2000) , Jain and Varaiya (2006) , and Bartlett and Tewari (2007) . These papers use some notion of the complexity of the family of policies under consideration as measured by the VC dimension or pseudodimension. These concepts are reviewed in, e.g., Anthony and Bartlett (1999) . Kearns et al. (2000) use a trajectory tree approach and require a finite action space. Antos et al. (2008) work with a single trajectory of a fixed policy as input to a procedure that combines policy iteration with value function approximation. The value functions are estimated empirically from a chosen parametric family of functions. They obtain PAC-type results for infinite-horizon discounted-cost MDPs with continuous state spaces and finite action spaces. Murphy (2005) considers finite-horizon problems with finite action spaces and proposes a variant of Q-learning in which the Q functions are empirically estimated using functions from a chosen parametric family, and derives PAC Operations Research 60(5), pp. 1267 -1281 , © 2012 results. The inventory problems we consider have convex piecewise-linear value functions, so one might try to adopt Murphy's approach to such problems by taking the parametric family to be the set of convex, piecewise-linear functions. Ng and Jordan (2000) , Jain and Varaiya (2006) , and Bartlett and Tewari (2007) use a deterministic simulative model (analogous to the system equations in our paper), which enables them to obtain results for infinite action spaces. As pointed out by Ng and Jordan (2000) , the deterministic simulative model can be thought of as a method that allows parsimonious representation of a trajectory tree. The focus in these papers is obtaining policies for time-homogeneous infinite-horizon discounted-cost problems. However, it is apparent that the methods and results, when suitably modified, can be used for finitehorizon problems with nonhomogeneous costs and transition probabilities. It is important to note, however, that finite-horizon problems typically do not have stationary optimal policies. This makes it potentially difficult to perform the optimization over multiple dimensions needed to apply the methods in these papers to finite-horizon problems. An advantage of the approaches in these papers is that they do not involve storage or computation of value function estimates for all (state, time)-pairs. For MDPs that satisfy some conditions, given an arbitrary distribution of the initial state and given > 0 and > 0, these articles provide expressions for the number of simulated trajectories that is sufficient to ensure that the obtained policy has an expected cost-to-go at the beginning of the time horizon that is, with probability at least 1 − , within of the actual optimal expected cost-to-go at the beginning of the time horizon. Such results are similar to the absolute guarantees that we obtain. One difference is that the guarantees in these papers apply to the expected cost-to-go only for the given distribution of the initial state (in particular, they hold for a fixed initial state by taking the initial distribution to be a point mass). The results stated in these papers do not rule out the possibility that there may be (state, time)-pairs (including time t = 1) for which the derived policy will be further than from optimal, with probability more than . When starting from the given initial distribution, it must be unlikely to reach such (state, time)-pairs. However, conditional upon reaching such a (state, time)-pair, results in these papers do not guarantee that the policy will thereafter perform well. This issue does not arise in our approach and results, which provide a performance guarantee simultaneously across all times and states. One possible way to deal with the problem of reaching such (state, time)-pairs is to resample and reoptimize after each state transition. Chang et al. (2005 Chang et al. ( , 2007b describe sampling-based methods for finite-horizon MDPs. The methods are based upon simulating state transitions using what are called sampled trees. Chang et al. (2007b) consider a method called the recursive automata sampling algorithm (RASA). For problems with finite action spaces, bounded singleperiod rewards, and unique optimal policies, they provide (a) a lower bound for the probability that RASA samples an optimal action at the beginning of the horizon, and (b) an upper bound on the probability that the difference between the RASA value function estimate and the true value function exceeds a specified error. Chang et al. (2005) consider a method called adaptive multistage sampling (AMS). For MDPs with finite state and action spaces, they prove that AMS produces asymptotically unbiased value function estimates, and they find the rate at which the bias converges to zero. consider tree-based methods, but with fixed rather than adaptive sampling procedures. For problems with finite action spaces and bounded singleperiod rewards, they prove that the value of the randomized policy associated with their method can be made arbitrarily close to the true optimal value, and they provide expressions, independent of the size of the state space, for how many samples are needed to achieve such a guarantee. The articles by Chang et al. (2005 Chang et al. ( , 2007b and use sampling and trees to approximately solve MDPs with large (or infinite) state spaces, bounded singleperiod costs, and finite action spaces. Our analysis, which is centered on using empirical distribution functions of the disturbances and which exploits (and relies upon) the known form of the state equation, does not involve trees, and applies to many problems with infinite state and action spaces and unbounded costs.
In summary, the main contribution of our paper is the analysis of an empirical approach to finite-horizon Markov decision processes that is applicable when disturbance distributions are not known, but can be estimated from historical or simulated data. More specifically, the contributions are the following. (1) We derive absolute performance guarantees for the empirical approach for MDPs that satisfy some conditions and apply the results to multiperiod inventory problems. (2) We provide an analysis for multiperiod inventory problems that yields relative performance guarantees. With the exception of Levi et al. (2007) , which develops a specialized approach for inventory problems, none of the papers above derive relative performance guarantees (for inventory problems or general MDPs). In contrast to the work of Levi et al., our method is not specifically tailored to inventory problems. (3) For our proofs, we develop results on the sensitivity of MDPs to perturbations of their disturbance distributions. (4) We describe a numerical study that shows the empirical approach to be effective in the inventory setting, even when there is little data available to estimate the demand distributions.
The remainder of this paper is organized as follows: §2 provides some background on MDPs; §3 describes the empirical MDP approach; §4 provides our absolute performance guarantee for finite-horizon MDPs; §5 applies the result to multiperiod inventory problems and also specializes the analysis to obtain relative performance guarantees for inventory problems; §6 contains the numerical study; §7 contains some concluding comments. Sections S-1 and S-2 of the online supplement contain proofs and supporting material, including the sensitivity results for
MDPs. Section S-3 of the online supplement contains material related to the work of Shapiro (2006) and Shapiro et al. (2009) . Section S-4 of the online supplement describes a finite computational approach that does not require truncation or discretization of the empirical MDP in the inventory setting. Section S-5 of the online supplement contains a numerical study of parametric estimation for inventory MDPs.
Markov Decision Processes
In this section, we describe the Markov decision processes under consideration. See, e.g., Puterman (1994) or Bertsekas (2000) , for a complete treatment of MDPs. Let denote the real numbers and + be the nonnegative real numbers. Suppose there is a finite number of time periods, indexed t = 1 where 1 is the final period. The state space is ⊆ , and the action space is = x∈ x where x is the set of allowable actions in state x ∈ . We do not require or x to be finite or countable. Let X t t = 1 and Q t t = 1 denote the sequence of states and actions. At each time t, the decision maker observes the value of the state X t and selects an action. This is expressed as choosing a function q t → and setting Q t = q t X t ∈ X t to be the action in period t. A sequence of such functions q t · t = 1 is called a policy. (There is no loss of optimality in restricting attention to such Markovian deterministic policies that are functions only of the current state; see Puterman 1994) .
After the decision maker selects an action in period t, the state in period t + 1 is determined by the period-t state and action, as well as by the realized value of a real-valued random disturbance Z t . In a typical inventory context, the state will represent a period's starting inventory, the action will represent the order quantity, and the disturbance will be demand. For each period t, we assume that there is a function t × × → that specifies the next state (say x ) according to the system equation, x = t x q z . The disturbances Z t t = 1 are mutually independent, and we denote by F t the distribution function of Z t . Given a state x and action q in period t, the state in period t + 1 is conditionally independent of past states and actions. The transition probabilities of the MDP are given by P X t+1 ∈ B X t = x Q t = q = z∈S t x q B dF t z , where S t x q B = z ∈ t x q z ∈ B for x ∈ , q ∈ x , and B ⊆ .
In period t, the function c t × × → specifies the cost c t x q z that is incurred if the state is x, the action is q, and the disturbance is z. The objective is to identify a policy that minimizes the expected total cost; that is, to minimize E t=1 c t X t q t X t Z t over all q t · t = 1 where X t+1 = t X t q t X t Z t for t = 1 − 1 and X 1 is any initial state. A policy that yields the minimum expected total cost is called an optimal policy. A policy that yields an expected total cost that exceeds the minimum by no more than > 0 is called an -optimal policy. Define the single-period expected cost function for period t to be C t x q = c t x q z dF t z . The functions c t and C t may be unbounded. Let V t x denote the optimal expected cost over periods t (the optimal expected cost-to-go at time t), given that the state in period t is x (so the objective is to obtain V t · and, if possible, an associated optimal policy). We may obtain the functions V t recursively by
where
Carrying out the minimization in (1) may be difficult. In addition, if or is large, then the MDP may suffer from the well-known curse of dimensionality, rendering exact solution of (1)- (2) impractical. If or is infinite, then it may be necessary to truncate or discretize the problem to use (1)-(2). Such computational issues are beyond the scope of this article.
If for each x and t, a minimum is attained in (1), then a policy that uses action q * t x ∈ arg min q∈ x W t x q when the state is x at time t is an optimal policy, and V t x = W t x q * t x . For simplicity, we sometimes use
If a minimum is not attained in (1), then no optimal policy exists and we must be content with finding an -optimal policy, where > 0 is arbitrary. This can be done by selecting for each t and x an action q t x ∈ x that satisfies
The expected total cost V 1 x from following such a policy can be computed recursively by V t x = C t x q t x + V t+1 t x q t x z dF t z for t = 1 − 1 and V x = C x q x . It can be checked using backward induction that V t x V t x + − t + 1 / , and hence the policy that specifies actions q t x is indeed -optimal; see (Puterman 1994, Theorem 4.3.4) .
An Empirical Approach
We now describe an empirical approach that is applicable when the distributions F t are not known. The input to the algorithm is a set of historical or simulated data Z i t t = 1 i = 1 n t , where Z i t is the ith value of the disturbance in period t and n t is the number of observations of the period-t disturbance. The random variables Z i t are defined on probability space , and we assume that for each t, the sequence Z with common distribution function F t . If Z i t are historical data, then it is natural for the values also to be independent across time periods (this will be the case because the problem is an MDP). If, however, Z i t are generated by simulations, then it may possibly be useful to introduce dependence between (say) samples in period t and samples in period t . In any event, our analysis assumes that for each t, the sequence Z i t i = 1 n t is i.i.d., but does not require independence across time periods.
For each t, letF t be the empirical distribution function of Z i t i = 1 n t ; i.e.,F t z = n
wherê
Note that for the above to be useful for computations, it is necessary for one to know the functions c t and t , but not the distributions F t . One may view the above as estimating C t with its sample-average approximationĈ t and estimating the time-t state transition probabilities bŷ
With these estimates in hand, the quantities in relations (4)-(6) are computed via the usual backwards induction algorithm of MDP theory, applied with estimates of the single-period expected costs and transition probabilities in place of the true (but unknown) values.
Once we have F t , the computation and storage requirements with (4)-(5) are roughly the same as with (1)-(2). When such requirements render exact solution of (4)- (5) impractical, approximation or specialized sampling schemes may be necessary. Such topics for general empirical MDPs are beyond the scope of this article. (Note that exact solution of (4)- (5) does not mean exact solution of the true MDP.) For problems in which (4)- (5) are not computationally practical, there is still insight to be gained from studying (4)-(5) because they may allow us to identify structural properties of the empirical MDP, which may aid in its solution.
See Puterman (1994, p. 93) for similar comments regarding (nonempirical) MDPs. Our analysis of (4)-(5) separates the issue of how the empirical MDP approximates a true MDP with infinite state and action spaces and unknown disturbance distributions from the issue of how one would implement a computational procedure to solve (exactly or approximately) the empirical MDP. In the online supplement, we describe a computational procedure for some inventory problems that solves (4)- (5) exactly, even though the true MDP for such problems has uncountable state and action spaces.
Here we should also point out that the data Z i t can be used to simulate state transitions needed for methods based upon trees. In particular, for a given state x, time t, and action q, a value (say) Z i t generates a transition from x to t x q Z i t . As indicated earlier, the method (4)- (5) does not involve trees.
In case that the infimum in (4) is attained, then we may take = 0 above, in which case the actions q 0 t x specify a policy that is optimal with respect to the estimated disturbance distributions F t . Otherwise the policy is -optimal with respect to the estimated disturbance distributions. As a practical matter, may depend upon the data; i.e., may be random. Intuitively, this means that for different realizations of Z i t , someone implementing the algorithm (4)-(6) may select different . However, in our analysis below, we will suppose that is a constant.
Below, we analyze the performance (with respect to the true rather than estimated distributions) of the policy specified by the empirical MDP algorithm (4)-(6). That is, we study how close the true expected total cost (where expectation is taken with respect to the distributions F t ) of the policy determined by (4)-(6) is to the true minimum expected total cost as determined by (1)-(3). It is intuitive that if n t are large, then the empirical disturbance distributions will be close to the true disturbance distributions, and hence the solution to (4)-(6) should be close to that of (1)-(3) under suitable conditions.
LetṼ t x be the true expected total cost from time t onward from following the policy specified by the algorithm (4)-(6), given that the state is x at the start of period t. (Note we are suppressing the dependence upon from the notation.) We haveṼ x = C x q x and V t x = C t x q t x + Ṽ t+1 t x q t x z dF t z for t = 1 − 1. How close isṼ 1 to V 1 ? The main difficulty in answering this question is that computation ofṼ 1 and V 1 requires F t , which are unknown. Moreover, one should only hope for probabilistic performance guarantees, becauseṼ 1 is a (function-valued) random element on . Note that for each fixed x ∈ , the valueṼ 1 x depends upon the actions q t x , which depend upon the random variables Z i t , which are functions of ∈ . So, for each fixed x ∈ ,Ṽ 1 x is a real-valued random variable defined on . As is customary, we will usually suppress the dependence upon ∈ from the notation, rather than writing
, and so forth. It is apparent that V 1 x Ṽ 1 x for all x ∈ = 1; i.e., the true expected total cost of the policy specified by the algorithm is no less than the true minimum expected total cost. For additional clarification, the measure is on the probability space upon which Z i t are defined. The expectations in the "true expected total cost(s)" are not computed by integrating on with respect to , but rather by integrating on with respect to dF 1 × · · · × dF . The measure is related to F t by ∈ Z i t z i for i = 1 n t = n t i=1 F t z i for any z i .
A Performance Guarantee
In this section we provide a performance guarantee for the method introduced in the previous section. For f → , let f = sup x∈ f x , and for f × → , then f = sup x∈ q∈ f x q . For ⊆ we say that a function f → is Lipschitz with constant L if f x 2 − f x 1 L x 2 − x 1 for all x 1 x 2 ∈ . The first part of the upcoming theorem gives, for fixed numbers of disturbance observations, the probability of obtaining a policy that is "nearly optimal." The second part uses the first part to provide expressions for the number of samples that suffice to obtain, with a specified probability, a policy whose true expected cost deviates by at most a specified amount from optimality. The third part applies to situations where there is -almost surely an optimal policy for the empirical MDP with the estimates in place of the true values. In preparation for the theorem, for > 0 and ∈ 0 define
The theorem assumes each V t+1 t x q · to be Lipschitz with constant H t+1 . Proposition S-3 in §S-1 of the online supplement shows how to obtain H t+1 from properties of the cost functions c t and state transition functions t -without knowledge of the distributions F t . See also the text preceding Proposition S-3 for comments on the applicability of the theorem to finite-state and action MDPs. Lemma 2 in §5 identifies values of H t+1 for some inventory models, also without using F t . Theorem 1. Suppose there exist constants t t t = 1 so that F t t − = lim z↑ t F t z = 0 and F t t = 1 for each t. Suppose also that V t+1 t x q · is Lipschitz with constant H t+1 and c t x q · is Lipschitz with constant t for all x q for each t = 1 . Let = − and t = t − t t + H t+1 for t < . Suppose q t x are given by (6).
1. Fix 1 > 0 and suppose > 0. Define t = k=t k and t = t / t for t = 1 . Then A 1 − t=1 2 exp −2 2 t n t , where
2. Fix > 0 and > 0, and suppose ∈ 0 . If n t n *
3. If min q∈ x Ŵ t x q exists for all x ∈ and t = 1 = 1, then we may also take = 0 in parts 1 and 2 above.
Occurrence of the event A in part 1 implies that the value function estimates are close to the true value function in the sense that V t − V t t for all t, because
Occurrence of A also implies that the policy determined by (4)-(6) yields a true expected cost that is near the true optimal expected cost; more precisely, 0
Part 1 provides a lower bound for the probability of the event A. As the number of data points grows, it can be seen that
A approaches 1 at a rate that is exponential in min t n t . Implicit above is the assumption that the event A is measurable. The proof of the theorem identifies a measurable event A such that A ⊆ A and A 1 − t=1 2 exp −2 2 t n t . In part 2, note that 1 = for any ∈ 0 , so B ⊆ 0 Ṽ 1 x − V 1 x for all x . Hence, it is immediate from part 2 of the theorem that if n t n * t for all t, then we have
This means that if each n t is large enough, then with probability at least 1 − the algorithm will yield a policy that is -optimal. Hence, if we have enough samples from each F t , then the expected cost from following the policy specified by the algorithm (4)-(6) is, with probability at least 1 − , within of the true optimal expected cost. Note also that, not surprisingly, n * t is decreasing in and , and increasing in and t − t . In particular, n * t is proportional to − −2 and affine in log 1/ . Part 2 also implies that if n t n * t for all t, then we have
for all x and t 1 − can be readily calculated, and so the theorem allows easy determination of how many samples are needed to obtain any desired level of accuracy ( > 0) with any desired probability (1 − ∈ 0 1 ). When the functions c t are known, then a decision maker can determine the values t , provided that they exist. Assuming knowledge of t t is not unreasonable. In an inventory context where the disturbance represents demand, it is natural that t = 0. A manager may use prior experience or knowledge of the system to obtain values t . In settings where t t , H t , or t are not known, but all exist, the theorem is still valid but less useful from a practical standpoint.
We should point out that by using the usual inverse transform method, an MDP (even one whose disturbance distributions have unbounded support) can be transformed to an equivalent MDP in which the disturbance distributions are all uniform distributions on 0 1 , in which case t = 0 and t = 1. However, the transformation requires knowledge of F t -which often would not be available when using the empirical approach. We also must appropriately redefine the functions c t and t so that their third arguments are the uniform-0 1 realizations rather than the original disturbances from the "untransformed" problem. This will generally alter the Lipschitz properties of these functions, thereby possibly violating the assumptions of the theorem. See Jain and Varaiya (2006) for an example that shows that convergence properties of sampling-based approaches to MDPs depend not just on the true MDP, but also on the choice of simulative model. A slightly different idea, which may be useful in a simulation context when F t are known, is to generate a single sequence of i.i.d. uniform-0 1 random variables i i = 1 max t n t and to let Z i t = F −1 t i for t = 1 , i = 1 n t (this is the inverse transform). Each individual uniform sample generates (dependent) realizations of the disturbance in all time periods. In this way, we can apply the empirical method with nonuniform disturbance realizations Z i t = F −1 t i and apply the theorem with nonuniform disturbance distributions F t . In this case, there is no need to redefine the functions c t and t , but to apply the theorem we still require the bounded support of the F t . Here, max t n t independent uniform-0 1 random variables are generated, which in turn generate a total of t n t disturbances. The theorem also allows us to obtain relative, rather than absolute, performance guarantees in some cases. For example, if there is a c such that c t x q z c > 0 for all x q z t (i.e., costs are bounded away from 0), then
c for all x. In this case, ifṼ 1 x − V 1 x , thenṼ 1 x /V 1 x 1 + /V 1 x 1 + / c and hence (9) implies Ṽ 1 x V 1 x 1 + / c for all x ∈ 1 − . No such c exists for the inventory models discussed in the next section. In the next section, we obtain relative performance guarantees for inventory models where costs are not bounded away from 0 and with no restriction on support of the demand distributions.
Part 2 of the theorem provides a performance guarantee for all state-time pairs, that is,
In contrast, results in other papers that consider infinite action spaces provide guarantees on the expected cost-to-go for a fixed distribution [say H · ] of the initial state (in particular, they hold for a fixed initial state). To make this more precise, suppose thatV t x denotes the true expected cost-to-go of the obtained policy in Ng and Jordan (2000) when the state is x and the time is t. The main results in Ng and Jordan (2000) state that
provided that the number of sampled trajectories is large enough. The results do not rule out the possibility that V t x − V t x > for some values of x and t. This same distinction applies when comparing our work to that of Kearns et al. (2000) , Jain and Varaiya (2006) , and Bartlett and Tewari (2007) as well. One possible way to deal with the problem of reaching such x t -pairs when using, e.g., the Ng and Jordan approach, is to sample new trajectories after each state transition with each new trajectory starting at the just-reached (state, time)-pair. Once the new trajectories are sampled, then a new policy for the remainder of the horizon could be computed by performing the appropriate optimization. Only the action prescribed for the current period would be used, however, as resampling and reoptimization would be done again in subsequent periods. This modification would be useful in settings in which there is adequate time to do the resampling and reoptimization at each step.
In the inventory context, the "real-time" optimization mentioned in the previous paragraph would involve choosing base-stock levels for each future period that minimize the empirical cost averaged over the sampled trajectories. Hence, there would be one decision variable (a base-stock level) in the optimization for each future period. The optimization problem will generally be nonconvex, but it would likely be computationally tractable absent an inordinately long horizon. (Choosing base-stock levels that minimize the empirical cost averaged over the trajectories is different from the model-based approach that is our focus.) Given any * > 0, if we take = c * + + 1 * /3 and = c * for any c > 0 in part 2 of the theorem, then
If for a fixed initial state x we select an action q for period 1 that satisfieŝ W 1 x q inf q∈ x Ŵ 1 x q + * /3, then it follows that W 1 x q Ŵ 1 x q + sup q∈ x W 1 x q −Ŵ 1 x q inf q∈ x W 1 x q + 2 sup q∈ x W 1 x q −Ŵ 1 x q + * /3. Recall that V 1 x = inf q∈ x W 1 x q , and note that W 1 −Ŵ 1 sup q∈ x W 1 x q −Ŵ 1 x q . Therefore, Theorem 1 implies that
for the state x if the numbers of samples satisfy n k 9/2 −2 * 2 2 k log 2 / and q -which depends on the disturbance observations-is selected so thatŴ 1 x q inf q∈ x Ŵ 1 x q + * /3. These lower bounds on the numbers of samples are proportional to 2 k 2 log . We will see in the next section that 2 k is proportional to 2 for the inventory problems with time-homogeneous cost rates that we consider. Hence, the numbers of samples sufficient for (12) are proportional to 4 log for such problems. Shapiro (2006) and Shapiro et al. (2009, §5.8 .2) (hereafter SDR) study the iterative application of the sample average approximation method to Markovian stochastic programs with three time periods. (In their setup, problems with three time periods have two disturbances that must be sampled.) Their main results are guarantees of the form (12) that hold under some assumptions. Similar to our work, they allow infinite state and action spaces. They indicate that their results can be extended to an arbitrary number of periods. To facilitate comparisons, we have worked through the details of such an extension in §S-3 of the online supplement; in particular, see (S-20) and (S-21). Among the assumptions used in our proof of the -period extension of the results of Shapiro and SDR are finitediameter action spaces, Lipschitz conditions on the rough analogs of V t+1 t x · z t = 1 , and conditions on the moment-generating functions of the rough analogs of V t+1 t x q Z i t − Ɛ V t+1 t x q Z i t t = 1 . (We use the term "rough" because the setup of Shapiro and SDR differs from ours in some ways.) They allow multidimensional actions and disturbances, whereas we do not. They do not require bounded support of disturbance distributions. We do not impose conditions on the diameter of the action spaces, nor do we make Lipschitz assumptions on V t+1 t x · z t = 1 when viewed as functions of the actions. Our Lipschitz assumption on V t+1 t x q · t = 1 together with our assumption of bounded support together imply the "conditions on the moment-generating functions" mentioned above.
The extension of the Shapiro and SDR results yields the guarantee (12) if the numbers of samples each period k exceed lower bounds that are proportional to 2 k 2 log , where 2 k is a value (which one must identify to use the results) that must satisfy some conditions involving the moment-generating functions mentioned above. It is desirable to have a low number of samples, so one should choose the values 2 k as small as possible. For inventory problems under the assumptions of Corollary 1 below, we show in §S-3 of the online supplement that 2 k can be chosen to be of order 2 , but not smaller. Hence, for such inventory problems, the lower bounds on the number of samples in each period from the extension of the Shapiro and SDR approach are of order 4 log . Please see §S-3 for further discussion.
We close this section by noting that we may view the empirical procedure as generating a randomized policy, where the randomization is done, only prior to time t = 1, by realizing Z i t . This is similar to the viewpoint taken by . To clarify informally, the empirical procedure can be viewed as an algorithm for obtaining a randomized policy, which immediately prior to time t = 1 selects Markovian deterministic policy (say) q t · t = 1 with probability ∈ : q t · = q t · . The true value of the randomized policy is
. Using part (a) of Theorem 1, we may compute the suboptimality of the randomized policy as
In general, sup ∈ \A Ṽ 1 x − V 1 x = . However, under the additional assumption that 0 c t x q z č < (bounded costs), it is easy to see thatṼ 1 x − V 1 x č, and hence v 1 x − V 1 x 2 t=1 t + + č t=1 2 exp −2 2 t n t . Therefore, under the additional assumption, we can make v 1 x − V 1 x as small as we like through appropriate choices of , t and n t .
Application to Multiperiod Inventory Models
In this section we consider an MDP formulation of a multiperiod inventory model. The objective is to determine an ordering policy that minimizes the expected total cost over a finite number of time periods, t = 1 . Demands in different periods are independent, but not necessarily identically distributed. The per-unit holding cost in period t is denoted by h t > 0. We consider a general model that includes settings with backorders and with lost sales as special cases. In the backorder model, b t > 0 is the per-unit backorder cost in period t. In the lost-sales model, b t > 0 Operations Research 60(5), pp. 1267 pp. -1281 pp. , © 2012 is the per-unit lost-sales cost in period t. The distribution of the random demand Z t in period t is F t . We assume that F t has finite mean and F t 0− = 0 so that demand is nonnegative.
In each time period (say t) the sequence of events is as follows: the inventory manager observes the inventory level (say x ∈ ) at the beginning of the period and places an order (of say q 0) that is delivered immediately (the lead time is zero) bringing the inventory level to x + q; demand Z t realizes; costs are incurred on any backorders/ lost sales Z t − x − q + and on any leftover inventory x + q − Z t + . Here u + = max 0 u . The inventory level at the beginning of period t + 1 is t x q Z t = x + q − Z t , where the function is assumed to be convex, nondecreasing, and Lipschitz with constant 1 (for simplicity, we assume is independent of t). We can take u = u to get a system with backorders and u = u + to get a system with lost sales. (The theory can be extended with very minor modifications to settings where the Lipschitz constant of is an arbitrary 0.) In the backorders model, a negative value of x above means there are backorders at the beginning of period t.
The period-t cost is c t x q z = k t x + q − z where k t u = b t −u + + h t u + is the cost incurred in period t if the net inventory is u after the order and demand have arrived. Note that c t depends upon x and q only through their sum x + q. It is easy to see that c t x q · is Lipschitz with constant t = max b t h t . The single-period expected cost function for period t is C t x q = K t x + q , where K t y = k t y − z dF t z .
Let V t x denote the optimal expected cost over periods t , given that the inventory level before ordering in period t is x (so the objective is to obtain V 1 x and an associated optimal ordering policy). As described in, e.g., Zipkin (2000) , the optimality Equations (1)-(2) simplify to
To clarify the connection between (13)- (14) and (1)- (2), let W t x q be defined as in (2). Using C t x q = K t x + q and t x q z = x + q − z , we see that W t x q = U t x + q .
The following lemma (presented without proof) summarizes some well-known properties that we will use frequently later. A proof can be found in, e.g., Zipkin (2000) .
, (a) the function U t is convex and attains a finite minimum, i.e., there exists y * t ∈ such that U t y U t y * t ∈ for all y ∈ ; (b) the function V t is nondecreasing and convex; (c) there is an optimal policy that specifies order q * t x = y * t − x 1 x y * t in state x at time t; and (d) V t x = U t max x y * t .
If at the start of period t we have an inventory level of x, it is optimal to order y * t − x if x y * t and to order nothing if x > y * t . The quantities y * t are called optimal base-stock levels, and the policy that orders q * t x if the inventory is x at the beginning of period t is optimal in the sense that it minimizes, over all possible policies, the expected total cost accrued in t = 1 . As in the previous section, suppose now that F t are not known and that Z i t t = 1 i = 1 n t is a set of historical or simulated demand data. Let F t be the empirical distribution functions of the demand data. The empirical version of (13)- (14) is as follows.
Note that (15)- (16) have the same simple form as do (13)- (14). Consequently, the structural properties described in Lemma 1 hold for (15)- (16) as well. In particular, (15)-(16) yield the following base-stock policy: order q t x = ŷ t − x 1 x ŷ t if inventory is x at the start of period t whereŷ t is a minimizer of the convex functionÛ t . In §S-4 of the online supplement we provide additional discussion regarding the computation of the functions Û t and V t and the base-stock levels ŷ t . There we explain how to compute these quantities without truncating or discretizing the state or action spaces. This is notable because the state and action spaces of the true MDP are both uncountably infinite.
As in the previous sections, we are interested in evaluating the true performance of the policy that uses actions q t x ; that is, we are interested in evaluatingṼ x = K x +q t x = K max x ŷ and
for t = 1 − 1. Note thatṼ t is generally not convex. To apply the theorem of the previous section, we need the following result about the true value function of the inventory model.
Lemma 2. For the inventory model, V t is Lipschitz with constant H t = h t + · · · + h ; i.e., V t x 2 − V t x 1 H t x 2 − x 1 for all x 1 x 2 ∈ . Moreover, V t t−1 x q · = V t x + q − · is also Lipschitz with constant H t .
We may compare the Lipschitz constant provided by the preceding lemma with that provided by Proposition S-3 in §S-1 of the online supplement (which applies to general MDPs). In the present inventory setting, Proposition S-3 gives a Lipschitz constant of max h t b t + · · · + max h b for V t t−1 x q · , which is "worse" than the constant in the above lemma. Hence, appealing to the specific structure of the inventory problem allows us to obtain a stronger result in Lemma 2.
Theorem 1, Lemma 2, and the existence of a minimizer ofÛ t (by Lemma 1 and the discussion that follows (16)) together immediately yield the following.
Theorem 2. Suppose there exist constants t t=1 so that F t t = 1 for each t. Let t = max b t h t and H t = h t + · · · + h for t = 1 , and let = and t = t t + H t+1 for t = 1 − 1. 1. Fix 1 > 0 and suppose 0. Define t = k=t k and t = t / t for t = 1 . Then
2. Fix > 0 and > 0, and ∈ 0 . Suppose n t n * t = 2 − 2 −1 2 + 2 2 t log 2 / for t = 1 . Then
It is of interest to consider a setting in which b t ≡ b, h t ≡ h, and t ≡ . The first two of these conditions mean that costs are time homogeneous and the third condition can be made to hold by setting t ≡ = max k k . We now have the following corollary. The second part of the corollary follows from the argument leading up to (12). An extension of the results of Shapiro (2006) and Shapiro et al. (2009) to an arbitrary number of periods also yields guarantees of the form in part 2 of the corollary; see §S-3 of the online supplement.
Corollary 1. Fix > 0. Suppose b t = b h t = h = max h b , and F t = 1 for all t. 1. Suppose > 0 and ∈ 0 . If
for all t = 1 , then 0
2. Consider an initial inventory level x and suppose * > 0. If n t 9/2 −2 * 2 + − t h 2 log 2 / = O 4 log for all t = 1 , then U 1 x +q V 1 x + * 1− for any order quantity q for period 1 that satisfieŝ U 1 x + q inf q 0Û1 x + q + * /3.
Next we derive a relative, rather than absolute, performance guarantee for policy from the empirical MDP (15)- (16). [The approach outlined in §4 will not work here, because c t x q x + q = 0.] For the following theorem, we assume that we use particular minimizers of Û t to determine the policy q t x = ŷ t − x 1 x ŷ t . Specifically, we takê
whereÛ r t is the right-derivative ofÛ t . In addition, we hereafter assume thatṼ t in (17) is defined using these specific choices ofŷ t . In preparation for the theorem, for > 0
, and c = min t min b t h t . 1. Fix 1 > 0 such that i=1 i c/3. Define t = 3 i=t i / min b t h t and t = t / t for t = 1 . Then
2. Fix ∈ 0 2 log 2 and > 0. If
Observe that, unlike our previous theorems, we do not need to assume the existence of t for the above result. Part 2 provides conditions under which
With time-homogeneous parameters, we have t = b + − t + 1 h for every t. Substituting these values in part 2 of Theorem 3, we obtain the following corollary. Below, n ‡ t is proportional to −2 and affine in log 1/ .
Corollary 2. Fix ∈ 0 2 log 2 and > 0 and suppose
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Numerical Examples
We close with a brief numerical study of the performance of algorithm (15)- (16) with base-stock levels (19) (which is (4)-(6) with = 0 applied to the inventory setting). We provide comparisons with parametric approaches in §S-5 of the online supplement. Suppose = 5, with time-homogeneous cost rates h = 1 and b = 10. Excess demand is backordered; that is, u = u. Demands in periods t = 1 5 are Poisson with respective means of 1 2 6 10 1. To clarify, this means, for instance, that F 3 is the distribution function of a Poisson with mean 6. We used (13)- (14) to compute a true optimal policy and the true value functions V t . At this point, we should emphasize that the computations of y * t and V t were done for benchmarking purposes. Someone using the empirical approach studied in this article would typically not know the true demand distributions, and hence would not be able to compute these quantities. We considered n t ≡ n = 20 and generated 10,000 independent sets of historical demand data. For each set, we computed a policy using the empirical approach, and we also computed the true expected costṼ 1 of the policy. (Again, note thatṼ 1 would typically not be computable by someone using the empirical method, because doing so requires the true distributions F t .) We refer to one set of demand data and the associated computations as a replication. More precisely, a single replication is comprised of n = 20 realizations of demand in each period t = 1 5; or put differently, it is comprised of one realization of the set of data Z (16) and (19) to obtain base-stock levels ŷ t : t = 1 5 . We then computed the functions Ṽ t : t = 1 5 using (17), and subsequently we computed R = max x Ṽ 1 x − V 1 x /V 1 x to measure the relative suboptimality of the policy obtained from the empirical procedure. By computing the appropriate statistics for R we can estimate the left side of (20) for different values of to get an idea of the performance of the empirical method as of the beginning of the horizon.
The average value of R over the 10,000 independent replications was 0.0652 (the standard deviation was 0.0545). That is, the empirical procedure, using n = 20 demand records from each time period, generated a policy with an expected cost 6.52% above the true optimal, on average. One interpretation is that 0.0652 is an (unbiased) estimate of Ɛ max x Ṽ 1 x − V 1 x /V 1 x , where Ɛ is expectation with respect to . Likewise, a 95% confidence interval for Ɛ max x Ṽ 1 x − V 1 x /V 1 x is 0.0652 ± 1.96 × 0.0545 / √ 10 000 = 0 0641, 0.0663). The curve labeled E 20 in Figure 1 shows the empirical distribution function of the 10,000 values of R. Here, we may interpret E 20 as an estimate of max
For a given value of on the horizontal axis, the curve E 20
shows the fraction of the 10,000 values of R that did not exceed . For Empirical distribution E n of max x Ṽ 1 x − V 1 x /V 1 x for n = 5 20 100. 
example, with n = 20, the empirical method produced a policy that was within 10% of optimal in 79.76% of the replications; i.e., E 20 0 1 = 0 7976. In addition, 90% of the 10,000 replications yielded an R no greater than 0.1411; E 20 0 1411 = 0 90. We also repeated the above procedure with n = 5 and n = 100 (again with 10,000 replications each) in order to see how performance is affected by the amount of data that is used as input. The empirical distributions of the relative cost increase R are labeled E 5 and E 100 on Figure 1 . Not surprisingly, the algorithm did better with more data; this is to be expected based upon part 1 of Theorems 1-3 (and intuition). The average value of R was 0.2458 for n = 5 and was 0.0122 for n = 100. The respective standard deviations were 0.1881 and 0.0151. The empirical method produced solutions within 10% of the optimum for 21 68% and 99 97% of the replications for n = 5 and n = 100, respectively [from E 5 0 1 = 0 2168 and E 100 0 1 = 0 9997]. Also, 90% of the replications gave R no greater than 0 4886 and 0 0369 for n = 5 and n = 100, respectively [from E 5 0 4886 = 0 90 and E 100 0 0369 = 0 90]. With more data (n = 100), the empirical method returned an optimal policy 16 35% of the time; E 100 0 = 0 1635.
To compare the performance we observed in the numerical study with the theoretical guarantees, Table 1 shows values of n ‡ = t=1 n ‡ t , as obtained from Corollary 2; recall that
. We show the total number of samples (across all time periods t = 1 ), because it is indicative of the general relationship between theoretical and observed performance. For different values of n and , the table reports
, which is the number of samples such that Ṽ 1 x V 1 x 1 + for all x is at least E n , where E n represents the fraction of replications in the numerical study for whichṼ 1 x V 1 x 1 + for all x. Table 1 . Approximate values of n ‡ × 10 −9 and n × 10 −9 , where n ‡ = n ‡ 1 − E n and n = n 1 − E n .
= 0 05 = 0 10 n E n n ‡ × 10 −9 n × 10 −9 E n n ‡ × 10 −9 n × 10 Notes. It is simple to compute n ‡ and n exactly. We do not show all digits because doing so would not be very informative here. Above, we have n · > n ‡ · . However, for large enough we have n < n ‡ because n ‡ = O 7 log and n = O 6 log .
It can be seen that the derived performance guarantees are extremely conservative. For example, in our experiments, when taking just 20 samples from each period (100 = 20 = 20 · 5 samples in total), the empirical procedure obtained a policy with a cost within 10% of optimal in 79.76% of the replications; E 20 0 1 = 0 7976. The table shows that Corollary 2 asks for n ‡ 0 1 0 2024 ≈ 1 79 × 10 9 demand samples to be guaranteed to be within 10% of optimal with probability at least 0.7976. Hence, in this particular example, Corollary 2 appears to severely overestimate how many samples are needed. This suggests the possibility of improving upon the results in the corollary and Theorems 1-3. This overestimation may be partly attributed to the fact that no assumptions are placed on the demand distributions in Theorem 3 (although finite mean demands are needed for the value function of the MDP to be finite). It might be possible to improve the bounds if there were additional information on demand distributions. It also may be that there are distributions for which the bounds in Theorem 3 are not very conservative; however, at this point, we do not have examples for which this is the case. Another possible source of the apparent overestimation is our use of Lemma S-2 of §S-1 in our proofs. The lemma (which is used with the value function in place of the generic function f ) does not use information about the value function except Lipschitz continuity. Finally, it is also worth noting that sample sizes needed to obtain performance guarantees for sampling approaches to other types of stochastic optimization problems have been found to be quite conservative as well; see, e.g., Kleywegt et al. (2001, §4.2) . (We draw these comparisons not to criticize earlier works, but rather to emphasize the difficulty of obtaining tight performance guarantees.)
To get the same performance guarantee (with the same and ) for a policy computed using the approach in Levi et al. (2007) To test the effect of demand variability on the performance of the empirical method, we conducted experiments with negative binomial demand distributions. A random variable X has the negative binomial distribution with parameters a > 0 and m > 0 when
in which case E X = m and Var X = m + am 2 . (Here, u = 0 e −y y u−1 dy.) For discussion and references on inventory models with negative binomial demand distributions, refer to Gallego et al. (2007) .
In the experiments, we considered inventory problems parameterized by a value k, which was used to scale demand variability. In each problem, the parameters were identical to those described above for the problem with Poisson demand, except that the demand was instead assumed to be negative binomial with mean m t and variance km t in each period t = 1 2 5. The coefficient of variation (c.o.v.) of demand in period t was then km t /m t = k/m t . This corresponds to parameters a = k − 1 /m t and m = m t in period t. We used m 1 = 1, m 2 = 2, m 3 = 6, m 4 = 10, m 5 = 1 so m t is the true mean and variance of demand in period t in the problem described above with Poisson demand. For instance, for k = 16, the mean demands in periods t = 1 5 were 1, 2, 6, 10, 1, the variances were 16, 32, 96, 160, 16, and c.o.v.s were 4.0, 2.8, 1.6, 1.3, 4.0. For each k = 2 4 8 16 32 64, we again generated 10,000 independent replications for n = 5 20 100 as described above for the Poisson example. Results are shown in Table 2 . Each cell in the table contains four numbers. The top number is the sample mean (over 10,000 replications) of R, the second number is the sample standard deviation of R, the third number is the fraction of replications for which R was no greater than 0.1 [which is given by E n 0 1 ]; and the fourth is the 90% quantile of E n · , which we denote by E −1 n 0 9 = min E n 0 9 . For instance, for k = 16 and n = 20, the sample mean of R was 0.0698, the sample standard deviation was 0.0547, E 20 0 1 = 0 7909 [so 79.09% of the 10,000 replications with n = 20 yielded a policy within 10% of optimal], and E −1 20 0 9 = 0 1362 [so 90% of the replications yielded a policy within 13.62% of optimal]. For sake of comparison, the results of the example with Poisson demand are shown as well. Overall, there does not appear to be a discernible pattern to how the variability parameter k affects the statistical properties of R, and in general, Table 2 .
Sample means of R, sample standard deviations of R, fractions of replications that produced a policy within 10% of optimal, and 90% quantiles of E n · . Note. True demand distributions are negative binomial (except for the row labeled "Poisson") with means 1, 2, 6, 10, 1 in periods t = 1, 2, 3, 4, 5.
the data suggest that for moderate and large n (n = 20 and 100), the empirical procedure typically produced effective ordering policies.
To examine the effect of the magnitude of demand, we also considered a problem with Poisson demand with means 5 10 30 50 5 in periods t = 1 5 and other parameters as above. The results were not markedly different from those detailed above. For example, with n = 20, we found that the sample mean of R, sample standard deviation of R, E 20 0 1 , and E −1 20 0 9 over 10,000 replications were 0.0722, 0.0524, 0.7681, and 0.1405, respectively.
Finally, we considered situations in which demand was "lumpy," i.e., it could take only two possible values in each period. In each period t = 1 5 the actual demand was a scaled Bernoulli random variable; Z Table 3 shows the results of 10,000 simulation replications for k = 2 3 4. Observe that for k = 2 the Table 3 .
Sample means of R, sample standard deviations of R, fractions of replications that produced a policy within 10% of optimal, and 90% quantiles of E n · . empirical method worked extremely well, and in fact it obtained the actual optimal solution in each of the 10,000 replications when n = 100; this is reflected by the 0 mean and standard deviation of R in the n = 100 column of the k = 2 row. The method performs well when k = 2 because in that case the only two probabilities it needs to "learn" are Z i t = 0 = Z i t = 2m t = 1/2, neither of which is small. For k = 3 and 4, Z i t = 0 is smaller, making the estimation problem more difficult. In these cases, performance of the empirical approach is comparable to that for the problems with Poisson or negative binomial demand.
Conclusion
In this paper we analyzed an empirical approach to Markov decision processes applicable in situations where disturbance distributions are not known, but can be estimated from historical or simulated disturbance data. The approach requires knowledge of the MDP system equations and single-period cost functions. We derived absolute performance guarantees for the approach for finite-horizon MDPs that satisfy some conditions and applied the results to multi-period inventory problems with unknown demand distributions. We also provided a specialized analysis of such inventory problems that subsequently yielded relative performance guarantees. For our proofs, we developed results on the sensitivity of MDPs to changes in their disturbance distributions. A numerical study revealed the empirical approach to be effective in the inventory setting, even when little data was available to estimate the demand distributions.
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