Abstract-Modulo lattice additive noise (MLAN) channels appear in the analysis of structured binning codes for Costa's dirtypaper channel and of nested lattice codes for the additive white Gaussian noise (AWGN) channel. In this paper, we derive a new lower bound on the error exponents of the MLAN channel. With a proper choice of the shaping lattice and the scaling parameter, the new lower bound coincides with the random-coding lower bound on the error exponents of the AWGN channel at the same signal-tonoise ratio (SNR) in the sphere-packing and straight-line regions. This result implies that, at least for rates close to channel capacity, 1) writing on dirty paper is as reliable as writing on clean paper; and 2) lattice encoding and decoding suffer no loss of error exponents relative to the optimal codes (with maximum-likelihood decoding) for the AWGN channel.
I. INTRODUCTION
C ONSIDER Costa's dirty-paper channel [1] (1) where the channel input satisfies the average power constraint (2) the interference and the noise are length-white Gaussian vectors with zero mean and power and , respectively ( is the identity matrix), and and are statistically independent. The interference is noncausally known to the transmitter, and this knowledge can be used to encode the message over the entire block. On the other hand, only the statistics of are known to the receiver.
The capacity of Costa's dirty-paper channel cannot exceed that obtained when is also known to the receiver. In the latter case, (1) reduces to the zero-interference additive white Gaussian noise (AWGN) channel under the same average power constraint (2) . Costa [1] proved the amazing result that the capacity of the dirty-paper channel (1) actually coincides with that of the zero-interference AWGN channel (3) . That is, the lack of knowledge of the interference at the receiver does not cause any loss in channel capacity. A natural question to ask next is whether this lack of knowledge causes any degradation in channel reliability. Costa's result [1] followed from a direct evaluation of a capacity formula for abstract Gel'fand-Pinsker channels [2] and was based on a random binning argument. Zamir, Shamai, and Erez [3] proposed a structured binning scheme which they showed is also capacity achieving for Costa's dirty-paper channel. The main idea there is to use a scaled-lattice strategy to transform Costa's dirty-paper channel (1) into a modulo lattice additive noise (MLAN) channel and show that the capacity of the induced MLAN channel is asymptotically the same as that of the zero-interference AWGN channel (3) . Interestingly, using essentially the same idea, Erez and Zamir [3] - [6] cracked the long-standing problem of achieving capacity of AWGN channels with lattice encoding and decoding.
Furthermore, Erez and Zamir [5] , [6] studied the error exponents of the MLAN channel and showed that they are lower-bounded by the Poltyrev exponents which were previously derived in the context of coding for the unconstrained AWGN channel [7] . However, the Poltyrev exponent is strictly inferior to the random-coding lower bound on the error exponents of the AWGN channel at the same signal-to-noise ratio (SNR) for all rates below channel capacity. On the other hand, the random-coding lower bound on the error exponents of the AWGN channel is known to be tight in the sphere-packing region [8] , [9, p. 338] . Therefore, determining the reliability function of the MLAN channel (and hence of Costa's dirty-paper channel) remained an open problem.
In this paper, we derive a new lower bound on the error exponents of the MLAN channel. By a data-processing argument, it is also a lower bound on the error exponents of Costa's dirty-paper channel. With a proper choice of the shaping lattice and the scaling parameter, the new lower bound coincides with the random-coding lower bound on the error exponents of the AWGN channel at the same SNR in the sphere-packing and straight-line regions. Therefore, at least for rates close to channel capacity, writing on dirty paper is as reliable as writing on clean paper.
Before aliasing, the effective noise in an MLAN channel is not strictly Gaussian but rather approaches a Gaussian distribution as the dimension of the shaping lattice tends to infinity (when the shaping lattice is appropriately chosen). As illustrated by Forney [10] , this vanishing "non-Gaussianity" does not affect the channel capacity. It does, however, impact the error exponents because channel reliability is known to be determined by the large deviation of the channel law rather than by its limiting behavior. It turns out that this fact has important consequences for the optimal choice of the lattice-scaling parameter . Selecting according to the minimum mean-square error (MMSE) principle (this choice of is then denoted by ) is asymptotically optimal for reliable communication at the capacity limit. However, is strictly suboptimal in maximizing the new lower bound (on the error exponents) for all rates below channel capacity. The best error exponents are achieved by using lattice-scaling parameters determined by a large-deviation analysis.
The remainder of the paper is organized as follows. In Section II, we formalize the transformation from Costa's dirty-paper channel to the MLAN channel and summarize the known results on the capacity and error exponents of the MLAN channel. In Section III, we derive a new lower bound on the error exponents of the MLAN channel. In Section IV, we give some numerical examples to illustrate the new results. In Section V, we extend our results to the AWGN channel with lattice encoding and decoding. Finally, we give some concluding remarks in Section VI.
II. THE -MLAN CHANNEL
We first recall some notation and results from lattice theory. An -dimensional real lattice is a discrete additive subgroup of defined as where is an full-rank generator matrix and is a vector with integer components. (All vectors in this paper are row vectors.) A basic Voronoi region is the set of points closer to than to any other point in , i.e., (4) where ties can be broken in any systematic fashion such that includes one and only one representative from each coset of in . The second moment per dimension associated with is defined as
Here, is the volume of , and denotes the Euclidean norm of . The normalized second moment is defined as (6) where is the normalized second moment of an -dimensional ball as . The covering radius is the radius of the smallest -dimensional ball centered at the origin that contains . The effective radius is the radius of an -dimensional ball whose volume is equal to . A lattice is good for covering if the covering efficiency (7) and is good for mean-square error quantization if for sufficiently large dimension of . Following a result of Rogers, Zamir and Feder [11] showed that there exist lattices which are simultaneously good for covering and mean-square error quantization. They referred to such lattices as Rogers-good.
The direct product of two lattices and is defined as (8) which results in a new lattice with basic Voronoi region and covering radius (9) It can be shown that the covering efficiency of the -fold direct product lattice satisfies (10) where denotes the normalized second moment of an -dimensional ball.
A. MLAN Channel Transformation
Let be an -dimensional lattice with second moment per dimension and let be the corresponding (Euclidean) lattice quantizer. Let be a dither vector uniformly distributed over . Referring to Fig. 1 , consider the following modulo-transmission scheme for Costa's dirtypaper channel (1).
• Transmitter: For any , the transmitter sends (11) where is a scaling parameter, and
• Receiver: The receiver computes (12) Due to the uniform distribution of the dither vector , for any , the channel input is also uniformly distributed over [6, Lemma 1] , [10, Lemma 2] . Thus, the average transmitted power is and the input constraint (2) is satisfied. The resulting channel is the -MLAN channel defined as follows.
The channel defined by (1), (11) , and (12) is equivalent in distribution to the -MLAN channel (13) with (14) B
. Summary of Known Results
The capacity-achieving distribution for the -MLAN channel (13) 
Finally, choosing to be Rogers-good so that as , we obtain SNR SNR . We conclude that the capacity of the MLAN channel asymptotically approaches that of the AWGN channel at the same SNR, in the limit as the lattice dimension tends to infinity.
An estimation-theoretic explanation for the choice was given by Forney [10] . Note that, with this choice of , the effective noise in the -MLAN channel (13) involves a uniform component and hence is not strictly Gaussian before aliasing. The lower bound on the right-hand side of (20), on the other hand, is asymptotically tight because, when the shaping lattice is chosen to be Rogers-good, the dither vector uniformly distributed over approaches in entropy rate a white Gaussian vector with the same second moment [11] .
Erez and Zamir [5] , [6] also studied the error exponents of the MLAN channel. They showed that the error exponent SNR of the -MLAN channel (13) 
and and are defined as (25) and (26) This succinct parametrization (24) of the Poltyrev exponent is due to Forney, Trott, and Chung [12] . 1 The parameter represents the "volume-to-noise ratio" of the channel. (The factor of before shows that everything should really be measured per two real dimensions.)
The error exponent SNR of Costa's dirty-paper channel (1) satisfies
where (27) follows from the data-processing argument; (28) follows from (23); (29) SNR on the error exponents of the AWGN channel at the same SNR. Clearly, the Poltyrev exponent is strictly inferior to the random-coding lower bound on the error exponents of the AWGN channel, and the gap is particularly large at low rates in the low-SNR regime.
Erez and Zamir [6] proved (23) by directly evaluating an error-exponent formula for generic modulo-additive noise channels with transmitter side information [13] . Note that, in their derivation, Erez and Zamir again used the Gaussian-type bounds, e.g., see [6, Appendix A] . However, these bounds might be loose because, while channel capacity is determined by the limiting distribution of the channel noise, what also matters for the error exponents is how the noise distribution approaches that limit. The rationale behind using the Gaussian-type bounds offered in [6] seems to be only a computational concern: the error-exponent formula [13] is an adaptation of the Gallager bound [9] (to modulo-additive noise channels with transmitter side information), and the Gallager bound is known to be hard to evaluate for channels with memory, e.g., the MLAN channel, because it cannot be factored into single-letter expressions.
III. A NEW LOWER BOUND ON THE ERROR EXPONENTS OF THE -MLAN CHANNEL
In this section, we derive a new lower bound on the error exponents of the MLAN channel. Unlike in [6] , our derivation does not depend on any previous results on the error exponents of side-information channels. Instead, we shall start from first principles and proceed with an estimate of the distance distribution of the optimal codes. Such an approach makes it possible
to analyze the error probability of the MLAN channel geometrically rather than by the Gallager bound. As we shall see, the geometry of the problem plays a central role in the analysis of the typical error events, allowing for a large-deviation analysis directly in the high-dimensional space.
A. The Encoder and Decoder
A -block code for the -dimensional -MLAN channel (13) is a set of codewords (35) where is the block length and is the transmission rate measured by nats per dimension (rather than by nats per channel use). When the subcodeword is input to the -MLAN channel (13), the output is Our encoding and decoding scheme is as follows.
• Encoder: Map each message to a codeword .
• Decoder: The estimated message is given by (39) In words, the decoder first decodes the received vector to the nearest (in Euclidean metric) codeword in an extended codebook (40) It then decides that the transmitted message is the one corresponding to the coset representative of the estimated codeword in . Note that the decision rule (39) might be slightly suboptimal, but this will only strengthen our achievability results. An illustration of the above decoding procedure when , , and is shown in Fig. 3 .
B. The Error Probability
The probability of decoding error given the transmitted message is given by (41) where is a nearest neighbor decoding region of in . The extended codebook has an infinite number of codewords and hence an infinite rate. The right-hand side of (41) thus reminds us of Poltyrev's notion of coding for the unconstrained AWGN channel [7] for which the decoding error probability is measured against the density of any infinite input constellation. The main difference is that in a MLAN channel the noise is additive (i.e., independent of the transmitted codeword) but generally non-Gaussian (due to the uniform component and the aliasing).
In fact, Poltyrev's technique [7] for estimating the decoding error probability is based on the distance distribution of the input code and can be used to upper-bound the nearest neighbor decoding error probability of any unconstrained additive noise channel in which the noise is spherically distributed. To apply Poltyrev's technique [7] to analyze the decoding error probability (41), we first need to "sphericalize" the effective noise .
Lemma 2:
The decoding error probability (41) is bounded from above as (42) where is the effective noise of the -MLAN channel before aliasing. Proof: We first note that (43) Since is always a lattice point, the statement of the lemma follows from the fact that is a subset of .
Lemma 3 ([6]):
Let be the dimension of the code and let be a random vector uniformly distributed over the -dimensional ball of center and radius with
Assume and are statistically independent. Then Note that the random vector defined in (45) is spherically distributed. Furthermore, by (9) and (10) we have and where (46) and (47) both of which approach zero if the shaping lattice is chosen to be Rogers-good. In that case, the "spherical" upper bound on the right-hand side of (44) only incurs an asymptotically small increase in the noise power and an exponentially small boost in the decoding error probability. A rigorous proof of Lemma 3 can be found in [6, Appendix A].
C. Random-Coding Analysis
We now turn to the right-hand side of (44) and derive a random-coding upper bound on (48) assuming that the codewords , , are independently and identically chosen according to . Following the footsteps of Poltyrev [7] , we have and (49)
where is the section of the -dimensional ball cut off by the hyperplane that slices at distance from the center, and (50) follows from the union bound. Note that, in the right-hand side of (50) 
with (55) and the geometric expression being the surface area of a unit -dimensional ball. Averaging (51) over the ensemble and letting
, we obtain (56)
We note that the right-hand side of (56) is independent of the choice of message , so it may also serve as an upper bound on the ensemble average of (57) We thus have proved the following result.
Lemma 4:
There exists a -block code for the -MLAN channel (13) such that (58) The upper bound on the right-hand side of (58) can be improved for small values of by means of an expurgation procedure. The result is summarized in the following lemma. Proof: See Appendix A.
Next, we provide some results regarding the tail of the spherical noise vector defined in (45). As we shall see, the tail of possesses rather different decay behavior than the exponentially-quadratic decay of Gaussian tails. ) has a normal tail, a uniform vector over a ball ( ) has no tail. For between and , the distribution of the spherical noise vector "improves" from a normal tail to "no-tail" as decreases. Combine Lemmas 2-5. By investigating the asymptotic behavior of the exponents of the right-hand side of (56) and (59) (with the help of Lemmas 6 and 7), we obtain a new lower boundon the error exponents of the -MLAN channel (13) stated in the following theorem. where (76) follows from Theorem 8, and (77) follows from the facts that and SNR SNR with chosen to be Rogers-good. The desired result (73) thus follows from the explicit solution to the optimization problem on the right-hand side of (77). The optimal lattice-scaling parameter (the subscript "LD" stands for "large deviation") is given by (78) 
D. On the Achievability of the Poltyrev Exponents
Here, we comment on the achievability of the Poltyrev exponents for the MLAN channel. In our derivation of the new lower bound (67), Lemmas 2 and 3 are used to connect the error probability of the -MLAN channel to that of an unconstrained additive noise channel in which the noise is a weighted sum of a white Gaussian and a spherically uniform vector. It is very tempting to go further down that road and connect the error probability of the -MLAN channel to that of an unconstrained AWGN channel. The following lemma establishes the connection.
Lemma 10:
Let be statistically independent of . For defined in (45), we have (80) where (81) and (82) Now (80) is a Gaussian-type bound in that, in contrast to , is strictly Gaussian. The achievability of the Poltyrev exponents for the MLAN channel thus follows from Lemmas 2, 3, 10, and Poltyrev's results on the error exponents of the unconstrained AWGN channel [7] . This gives an alternative proof of Erez and Zamir's result on the achievability of the Poltyrev exponents for the MLAN channel. However, the use of Gaussian-type bounds is in the same spirit.
IV. NUMERICAL EXAMPLES AND DISCUSSION
In this section, we provide some numerical examples to illustrate the results of Section III. In Figs. 5-7 , we plot the exponents SNR SNR and SNR all normalized by SNR, as a function of for SNR 10, 0, and 10 dB, respectively. We have also plotted , normalized by , as a function of for the same SNRs. A few observations and remarks are now in order.
1. Fix . We observe from these examples that is strictly smaller than SNR for all rates below channel capacity. Therefore, Erez and Zamir's conjecture (in a preliminary version of [6] ) on the asymptotic optimality of the Poltyrev exponents for the MLAN channel is not true. 2. In the high-SNR regime, SNR for all rates below channel capacity (e.g., see Fig. 7 ). This suggests that the MLAN channel (with a proper choice of the shaping lattice and the scaling parameter) is asymptotically equivalent to Poltyrev's unconstrained AWGN channel at the same volume-to-noise ratio in the limit as SNR tends to infinity. The reason is that, in the high-SNR regime, the optimal scaling parameter and the effective noise becomes Gaussian before aliasing. 3.
is strictly suboptimal in maximizing SNR except for the rate equal to channel capacity. This is because, when the Gaussiantype bounds are used, affects the Poltyrev exponent only through the variance of the Gaussian noise (or, equivalently, the volume-to-noise ratio ) for which is the unique minimizer takes into account the tail heaviness of the effective noise which is also controlled by the scaling parameter (e.g, see Fig. 4 ). The deviation of from indicates that there is a tradeoff between tail heaviness and variance of the noise in optimizing the error exponents of the MLAN channel. Whereas is second-moment optimal, is large-deviation optimal. Note that, while a Gaussian distribution has a normal tail, a uniform distribution over a ball has no tail. One would thus expect to be smaller to favor the latter as we balance the large-deviation exponents. When the transmission rate is approaching the channel capacity, we begin to exit the large-deviation regime and enter the central-limit-theorem regime. "Large-deviation optimal" is replaced by "second-moment optimal" (which implies "mutual-information optimal" in this case), and approaches . 4. This tail-heaviness/variance tradeoff reminds us of the Gaussian arbitrarily-varying channel in which the worst case noise is equivalent in distribution (induced by the stochastic encoder/decoder) to the sum of a white Gaussian and a uniform (over the surface of a ball) vector. A surprising result of [14] is that the error exponents of a Gaussian arbitrarily varying channel are actually better than those of the AWGN channel at the same SNR.
Even though SNR SNR
in the sphere-packing and straight-line regions, a gap remains in the expurgation region between the new lower bound and the random-coding lower bound on the error exponents of the AWGN channel at the same SNR. We suspect that this gap is inherent to the "inflation-receiving" scheme and can only be bridged by exploring more complicated receiving schemes, possibly involving the local geometry of the input code.
V. LATTICE ENCODING AND DECODING FOR AWGN CHANNELS
Motivated by their structured binning scheme for Costa's dirty-paper channel, Erez and Zamir [4] - [6] showed that nested lattice codes in conjunction with lattice decoding can achieve capacity of the AWGN channel, thus cracking the long-standing open problem of achieving capacity of AWGN channels with lattice encoding and decoding. In this section, we extend our results to AWGN channels and show that Erez and Zamir's lattice encoding and decoding scheme not only is capacity achieving, but also is error-exponent lossless relative to the optimal codes (with maximum-likelihood decoding) for rates sufficiently close to channel capacity.
The key idea of [4] - [6] is to use an inflated-lattice strategy to transform the AWGN channel (3) into an MLAN channel. A diagram of the transformation scheme is shown in Fig. 8 . The similarity between Figs. 8 and 1 is obvious. The resulting -MLAN channel is again given by (13) . Recall that our analysis of the error exponents of the -MLAN channel (13) takes on a random-code ensemble in which the codewords are independently identically chosen according to a uniform distribution over the basic Voronoi region of the shaping lattice . What makes the MLAN transformation interesting is that the same random-coding performance can be attained by the more structured nested lattice codes.
A lattice (the coarse lattice) is nested in (the fine lattice) if , i.e., if is a sublattice of . The set of coset leaders of relative to (83) is called a nested lattice code. The rate of the nested lattice code is (84) When the nested lattice code is used, the extended codebook becomes the fine lattice . The decoding rule (39) is equivalent to producing an estimate (85) for the transmitted codeword . Note that (85) describes a (minimum-Euclidean-distance) lattice decoder which finds the closest lattice point, ignoring the boundary of the code. Such an unconstrained search preserves the lattice symmetry in the decoding process and reduces complexity. An ensemble of "good" nested lattice codes can be constructed using the following steps [15] , [16] For a given rate , we therefore must choose where denotes the operation of ceiling to the smallest prime number.
Note that is exponentially increasing with the dimension . For large , the resulting ensemble is "matched" to the -MLAN channel in that the codewords of the nested code become sufficiently uniform over the basic Voronoi region [15] . Hence, a typical member of the ensemble approaches the optimal random-coding exponents of this channel [6, Appendix C] . In light of Theorem 8 and Proposition 9, we conclude that lattice encoding and decoding suffer no loss of error exponents relative to the optimal codes (with maximum-likelihood decoding) for rates sufficiently close to channel capacity.
VI. CONCLUDING REMARKS
We derived a new lower bound on the error exponents of the MLAN channel. Whereas Erez and Zamir derived the Poltyrev exponents as a lower bound on the error exponents of their scheme, we established the new lower bound using Poltyrev's random-coding bounds as a starting point. (Our development thus gives a concise rationale for why is the unique value of that maximizes the Erez-Zamir-Poltyrev exponents.) The new lower bound is obtained by seeking the tradeoff between tail heaviness and variance of the effective noise that maximizes the error exponents of the MLAN channel. As a consequence, the optimal lattice-scaling parameter becomes rate-adaptive and is chosen according to the large-deviation principle. The fact that differs from is barely surprising considering that the MMSE estimator is optimum when the quantity to be optimized is mutual information (in a linear Gaussian channel), but not necessarily for other optimization problems.
With a proper choice of the shaping lattice and the scaling parameter, the new lower bound coincides with the random-coding lower bound on the error exponents of the AWGN channel at the same SNR in the sphere-packing and straight-line regions. Therefore, at least for rates close to channel capacity, 1) writing on dirty paper is as reliable as writing on clean paper; and 2) lattice encoding and decoding suffer no loss of exponents relative to the optimal codes (with maximum-likelihood decoding) for the AWGN channel.
Finally, we would like to point out that the main thing that is currently missing in this paper is an explanation for the surprising zero loss of error exponents (at least for rates close to channel capacity) of the MLAN channel transformation (with the optimal choice of the shaping lattice and the scaling parameter ). Our large-deviation analysis discovers this fact "by surprise," i.e., by comparing the obtained expression with the optimal one. We believe that such a coincidence should have a more fundamental explanation! The pursuit of such an explanation is worthy of future research. . Expanding the integral on the right-hand side of (107) in spherical coordinates (refer to Fig. 9) , we obtain (108) at the bottom of the page. Now, define (109) The double integral on the right-hand side of (108) can be bounded from above as in (110)- (111) at the bottom of the page, where the minimization is over the set Simple calculations yield (112) at the bottom of the following page, where is defined in (63). Substituting (108), (111), and (112) into (107), we obtain the desired result (60). This completes the proof of Lemma 6.
APPENDIX C PROOF OF LEMMA 7
The moment-generating function for is given by (113) 
for any . Here, (115) follows from the fact that, conditioned on , follows the noncentral Chi-square distribution (116)
The desired result (66) thus follows from (115) and the fact that with probability one. This completes the proof of Lemma 7.
APPENDIX D PROOF OF THEOREM 8
We now use Lemmas 6 and 7 (combined with some geometric analysis) to investigate the exponent of the right-hand side of (56). Let for some and define
First, can be bounded from above as
for any , Here, (119) follows from the Chernoff bound on , and (120) follows from Lemma 7. Choosing to minimize the right-hand side of (120) 
where . Apply Lemmas 2-5 successively. The desired result (67) then follows from a comparison of (140) and (147). This completes the proof of Theorem 8.
