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SOBOLEV EMBEDDING FOR M1,p SPACES IS EQUIVALENT TO A
LOWER BOUND OF THE MEASURE.
RYAN ALVARADO, PRZEMYSŁAW GÓRKA, AND PIOTR HAJŁASZ
Abstract. It has been known since 1996 that a lower bound for the measure,
µ(B(x, r)) ≥ brs, implies Sobolev embedding theorems for Sobolev spaces M1,p defined
on metric-measure spaces. We prove that, in fact Sobolev embeddings for M1,p spaces
are equivalent to the lower bound of the measure.
1. Introduction
A metric-measure space (X, d, µ) is a metric space (X, d) with a Borel measure µ such
that 0 < µ
(
B(x, r)
)
< ∞ for all x ∈ X and all r ∈ (0,∞). We will always assume that
metric spaces have at least two points. Sobolev spaces on metric-measure spaces, denoted
by M1,p, have been introduced in [11], and they play an important role in the so called
area of analysis on metric spaces [5, 6, 17, 18]. Later, many other definitions have been
introduced in [8, 12, 13, 26], but in the important case when the underlying metric-measure
space supports the Poincaré inequality, all the definitions are equivalent [10, 21]. One of
the features of the theory of M1,p spaces is that, unlike most of other approaches, they
do not require the underlying measure to be doubling in order to have a rich theory. In
this paper we will focus on understanding the relation between the Sobolev embedding
theorems for spaces M1,p and the growth properties of the measure µ.
Let (X, d, µ) be a metric-measure space. We say that u ∈ M1,p(X, d, µ), 0 < p < ∞, if
u ∈ Lp(X, µ) and there is a non-negative function 0 ≤ g ∈ Lp(X, µ) such that
|u(x)− u(y)| ≤ d(x, y)(g(x) + g(y)) for µ-almost all x, y ∈ X. (1)
More precisely, there is a set N ⊆ X of measure zero, µ(N) = 0, such that inequality (1)
holds for all x, y ∈ X \N . By D(u) we denote the class of all functions 0 ≤ g ∈ Lp(µ) for
which the above inequality is satisfied, and we set
D+(u) :=
{
g ∈ D(u) : ‖g‖Lp(X,µ) > 0
}
.
The space M1,p is equipped with a ‘norm’
‖u‖M1,p(X,d,µ) = ‖u‖Lp(X,µ) + inf
g∈D(u)
‖g‖Lp(X,µ).
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We put the word ‘norm’ in inverted commas, because it is a norm only when p ≥ 1. In
fact, if p ≥ 1, the space M1,p is a Banach space, [11].
If Ω ⊆ X is an open set, then (Ω, d, µ) is a metric measure space and hence, the space
M1,p(Ω, d, µ) is well defined. In other words, u ∈M1,p(Ω, d, µ) if u ∈ Lp(Ω, µ) and there is
0 ≤ g ∈ Lp(Ω, µ) such that (1) holds for almost all x, y ∈ Ω.
The space M1,p is a natural generalization of the classical Sobolev space, W 1,p, because
if p > 1 and Ω ⊆ Rn is a bounded domain with the W 1,p-extension property, then
M1,p(Ω, dRn,Ln) = W 1,p(Ω) and the norms are equivalent,
see [10]. Here we regard Ω as a metric-measure space with the Euclidean metric dRn,
and the Lebesgue measure Ln. When p = 1, the space M1,1 in the Euclidean setting
is equivalent to the Hardy-Sobolev space [24]. While the spaces M1,p for 0 < p < 1
do not have an obvious interpretation in terms of classical Sobolev spaces, they found
applications to Hardy-Sobolev spaces as well as Besov spaces and Triebel-Lizorkin spaces
(see, e.g., [24, 25]).
The classical Sobolev embedding theorems for W 1,p(Rn) have different character when
p < n, p = n, or p > n. Therefore, in the metric-measure context, in order to prove
embedding theorems, we need a condition that would be the counterpart of the dimension
of the space. It turns out that such a condition is provided by the lower bound for the
growth of the measure
µ(B(x, r)) ≥ brs. (2)
With this condition one can prove Sobolev embedding theorems for M1,p spaces where
the embedding has a different character if 0 < p < s, p = s or p > s, [10, 11]. For
a precise statement see Theorem 6, below. The purpose of this paper is to prove that
condition (2) is actually equivalent to the existence of the embeddings listed in Theorem 6.
Precise statements are given in Theorem 1. Partial or related results have been obtained
in [7, 9, 14, 15, 16, 19, 20, 22, 23]. An extension of the results in this work to certain
classes of Triebel-Lizorkin and Besov spaces is given in a forthcoming paper [4].
The first main result of this paper highlights the fact that the lower measure condition
in (2) characterizes certain M1,p-Sobolev embeddings. See Theorem 17, Theorem 25, and
Theorem 29 in the body of the paper for a more detailed account of the following theorem.
Theorem 1. Suppose that (X, d, µ) is a uniformly perfect1 measure metric space and fix
parameters σ ∈ (1,∞), and s ∈ (0,∞). Then the following statements are equivalent.
(a) There exists a finite constant κ > 0 such that
µ
(
B(x, r)
) ≥ κ rs for every x ∈ X and every finite r ∈ (0, diam(X)]. (3)
(b) There exist p ∈ (0, s) and C ∈ (0,∞) such that for every ball B0 := B(x0, R0) with
x0 ∈ X and finite R0 ∈
(
0, diam(X)
]
, one has∫
B0
|u|p∗ dµ
1/p∗≤ C(µ(σB0)
Rs0
)1/pR0
∫
σB0
gp dµ
1/p+
∫
σB0
|u|p dµ
1/p
 , (4)
1See (39), below.
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whenever u ∈M1,p(σB0, d, µ) and g ∈ D(u). Here, p∗ = sp/(s− p).
(c) There exist p ∈ (0, s) and C ∈ (0,∞) such that for every ball B0 := B(x0, R0) with
x0 ∈ X and finite R0 ∈
(
0, diam(X)
]
, one has
inf
γ∈R
∫
B0
|u− γ|p∗ dµ
1/p∗ ≤ C(µ(σB0)
Rs0
)1/p
R0
∫
σB0
gp dµ
1/p , (5)
whenever u ∈M1,p(σB0, d, µ) and g ∈ D(u).
(d) There exist constants C1, C2, γ ∈ (0,∞) such that∫
B0
exp
(
C1
|u− uB0|
‖g‖Ls(σB0)
)γ
dµ ≤ C2, (6)
whenever B0 ⊆ X is a ball with radius at most diam(X), u ∈ M1,s(σB0, d, µ) and
g ∈ D+(u).
(e) There exist p ∈ (s,∞) and constant C ∈ (0,∞) such that
|u(x)− u(y)| ≤ C d(x, y)1−s/p‖g‖Lp(X,µ), ∀ x, y ∈ X, (7)
Hence, every function u ∈M1,p(X, d, µ) has Hölder continuous representative of order
(1− s/p) on X.
Here and in what follows the integral average is denoted by
uE =
∫
E
u dµ =
1
µ(E)
∫
E
u dµ
where E ⊆ X is a µ-measurable set of positive measure. Also, τB denotes the dilation of
a ball B by a factor τ ∈ (0,∞), i.e., τB := B(x, τr).
Remark 2. The expression ‘for every finite r ∈ (0, diam(X)]’ is a concise way of saying
‘for every r ∈ (0, diam(X)] if diam(X) <∞ and for every r ∈ (0,∞) if diam(X) =∞’.
Remark 3. Theorem 1 asserts that in particular, if just one of the Sobolev embeddings
(b) -(e) holds for some p, then all of the embeddings (b) -(e) hold for all p. This is a new
self-improvement phenomena.
Given a metric-measure space, (X, d, µ), the measure µ is said to be doubling provided
there exists a constant C ∈ (0,∞) such that
µ(2B) ≤ Cµ(B) for all balls B ⊆ X. (8)
The smallest constant C for which (8) is satisfied will be denoted by Cµ. It follows from
(8) that if X contains at least two elements then Cµ > 1 (see [3, Proposition 3.1, p. 72]).
Moreover, as is well-known, the doubling property in (8) implies the following quantitative
condition: for each s ∈ [ log2(Cµ),∞), there exists κ ∈ (0,∞) satisfying
µ
(
B(x, r)
)
µ
(
B(y, R)
) ≥ κ( r
R
)s
, (9)
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whenever x, y ∈ X satisfy B(x, r) ⊆ B(y, R) and 0 < r ≤ R < ∞ (see, e.g., [10,
Lemma 4.7]). Conversely, any measure satisfying (9) for some s ∈ (0,∞) is necessar-
ily doubling. Note that if the space X is bounded then the above quantitative doubling
property implies the lower measure bound in (3).
The following theorem, which constitutes the second main result of our paper, is an
analogue of Theorem 1 for doubling measures. The reader is referred to Theorem 20 and
Theorem 30.
Theorem 4. Suppose that (X, d, µ) is a uniformly perfect measure metric space and fix
parameters σ ∈ (1,∞), and s ∈ (0,∞). Then the following statements are equivalent.
(a) There exists a constant κ ∈ (0,∞) satisfying
µ
(
B(x, r)
)
µ
(
B(y, R)
) ≥ κ( r
R
)s
,
whenever x, y ∈ X satisfy B(x, r) ⊆ B(y, R) and 0 < r ≤ R <∞.
(b) There exist p ∈ (0, s) and C ∈ (0,∞) such that for every ball B0 := B(x0, R0) with
x0 ∈ X and R0 ∈ (0,∞), one has∫
B0
|u|p∗ dµ
1/p∗ ≤ CR0
∫
σB0
gp dµ
1/p + C
∫
σB0
|u|p dµ
1/p ,
whenever u ∈M1,p(σB0, d, µ) and g ∈ D(u).
(c) There exist p ∈ (0, s) and C ∈ (0,∞) such that for every ball B0 := B(x0, R0) with
x0 ∈ X and R0 ∈ (0,∞), one has
inf
γ∈R
∫
B0
|u− γ|p∗ dµ
1/p∗ ≤ CR0
∫
σB0
gp dµ
1/p ,
whenever u ∈M1,p(σB0, d, µ) and g ∈ D(u).
(d) There exist p ∈ (s,∞) and C ∈ (0,∞) with the property that for each u ∈M1,p(X, d, µ)
and g ∈ D(u), and each ball B0 := B(x0, R0) with x0 ∈ X and R0 ∈
(
0, diam(X)
]
,
finite, there holds
|u(x)− u(y)| ≤ C d(x, y)1−s/pRs/p0
∫
σB0
gp dµ
1/p for every x, y ∈ B0.
Hence, every function u ∈ M1,p(σB0, d, µ) has Hölder continuous representative of
order (1− s/p) on B0.
Remark 5. Note that Theorem 4 does not cover the case p = s. For that case see
Theorems 27 and 28 in the body of the paper.
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1.1. Notation. Open (metric) balls in a given metric space, (X, d), shall be denoted by
B(x, r) = {y : d(x, y) < r} while the notation B(x, r) = {y ∈ X : d(x, y) ≤ r} will be
used for closed balls. We allow the radius of a ball to equal zero. If r = 0, then B(x, r) = ∅,
but B(x, r) = {x}. As a sign or warning, note that in general B(x, r) is not necessarily
equal to the topological closure of B(x, r). By C we will denote a general constant whose
value may change within a single string of estimates. While the center and the radius of
a ball in a metric space is not necessarily uniquely determined, our balls will always have
specified centers and radii so formally a ball is a triplet: a set, a center and a radius. By
writing C(s, p) we will mean that the constant depends on parameters s and p only. N will
stand for the set of positive integers, while N0 := N ∪ {0}. The characteristic function of
a set E will be denoted by χE .
2. Sobolev embedding on metric-measure spaces
The next result from [10, Theorem 8.7] provides a general embedding theorem for Sobolev
spacesM1,p defined on balls in a metric measure space X. While this result has been proven
in [10] we decided to include a proof for the following reasons. The paper [10] does not
include inequality (11). While in the case p∗ ≥ 1, inequality (11) easily follows from (12)
(proven in [10]) we do not know how to conclude it from (12) when p∗ < 1. Also some of
the arguments given in [10] are somewhat sketchy and hard to follow so we decided that
the result needs a complete and a detailed proof. At last, but not least, this result plays a
fundamental role in the current paper and proving it here makes the paper more complete
and easier to comprehend. The proof presented below is similar, but slightly different than
that in [10]. To facilitate the formulation of the result we introduce the following piece of
notation. Given constants s, b ∈ (0,∞), σ ∈ [1,∞) and a ball B0 ⊆ X of radius R0, the
measure µ is said to satisfy the V (σB0, s, b) condition
2 provided
µ
(
B(x, r)
) ≥ brs whenever B(x, r) ⊆ σB0 and r ∈ (0, σR0]. (10)
In this section we will only consider balls B(x, r) with r ∈ (0,∞).
Theorem 6. Let u ∈ M1,p(σB0, d, µ) and g ∈ D(u), where 0 < p < ∞, σ > 1 and B0 is
a ball of radius R0. Assume that the measure µ satisfies the condition V (σB0, s, b). Then
there exist constants C, C1 and C2 depending on s, p and σ only such that
(a) If 0 < p < s, then u ∈ Lp∗(B0), where p∗ = sp/(s−p), and the following inequalities
are satisfied,∫
B0
|u|p∗ dµ
1/p∗ ≤ C (µ(σB0)
bRs0
)1/p
R0
∫
σB0
gp dµ
1/p + C
∫
σB0
|u|p dµ
1/p , (11)
inf
γ∈R
∫
B0
|u− γ|p∗ dµ
1/p∗ ≤ C (µ(σB0)
bRs0
)1/p
R0
∫
σB0
gp dµ
1/p . (12)
2This condition is a slight variation of the one in [10, p. 197].
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(b) If p = s and g ∈ D+(u), then∫
B0
exp
(
C1b
1/s |u− uB0 |
‖g‖Ls(σB0)
)
dµ ≤ C2.
(c) If p > s, then
‖u− uB0‖L∞(B0) ≤ C
(
µ(σB0)
bRs0
)1/p
R0
∫
σB0
gp dµ
1/p . (13)
In particular, u has a Hölder continuous representative on B0 and
|u(x)− u(y)| ≤ Cb−1/pd(x, y)1−s/p
 ∫
σB0
gp dµ
1/p for all x, y ∈ B0. (14)
Remark 7. If p∗ ≥ 1, then Hölder’s inequality yields∫
B0
|u− uB0|p
∗
dµ
1/p∗ ≤ 2 inf
γ∈R
∫
B0
|u− γ|p∗ dµ
1/p∗ (15)
and hence we can replace the expression on the left hand side of (12) with the one on the
left hand side of (15). Moreover, if in addition p ≥ 1, we also have that (11) easily follows
from this new version of (12). However, we do not know how to conclude (11) from (12)
when p < 1.
Proof. Throughout the proof by C we will denote a generic constant that depends on p, s
and σ only. The dependence of other quantities like b, R0, u or g will be given in an explicit
form. By writing A ≈ B we will mean that the quantities A and B are non-negative and
there is a constant C ≥ 1 (depending on p, s and σ only) such that C−1A ≤ B ≤ CA.
Clearly, we can assume that
∫
σB0
gp dµ > 0. Indeed, if the integral equals zero, u is
constant and the result is obvious.
By replacing, if necessary, g with g˜ = g +
(∫
σB0
gp dµ
)1/p
we may further assume that
g(x) ≥ 2−(1+1/p)
∫
σB0
gp dµ
1/p > 0 for µ-almost every x ∈ σB0. (16)
Let N ⊆ σB0 be a set of measure zero such that the pointwise inequality (1) holds for all
x, y ∈ σB0 \N . Define the sets
Ej := {x ∈ σB0 \N : g(x) ≤ 2j}, j ∈ Z.
Clearly Ej−1 ⊆ Ej. Since by (16), g > 0 almost everywhere in σB0,
µ
(
σB0 \
∞⋃
j=−∞
(Ej \ Ej−1)
)
= 0. (17)
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It follows from the pointwise inequality (1) that u restricted to Ej is 2
j+1-Lipschitz, i.e.,
|u(x)− u(y)| ≤ 2j+1d(x, y) for all x, y ∈ Ej. (18)
Also, the measure of the complement of each of the sets Ej can be easily estimated from
Chebyschev’s inequality as follows,
µ(σB0 \ Ej) = µ({x ∈ σB0 : g(x) > 2j}) ≤ 2−jp
∫
σB0
gp dµ. (19)
Note that ∫
σB0
gp dµ ≈
∞∑
j=−∞
2jpµ(Ej \ Ej−1). (20)
Fix γ ∈ R arbitrarily and let
aj := sup
Ej∩B0
|u− γ| with aj := 0 if Ej ∩ B0 = ∅. (21)
Clearly, aj ≤ aj+1 and for 0 < p < s we have∫
B0
|u− γ|p∗ dµ ≤
∞∑
j=−∞
ap
∗
j µ(B0 ∩ (Ej \ Ej−1)). (22)
Note that we used here (17), because we need to know that the sets Ej \Ej−1 cover almost
all points in the set B0.
The idea of the proof in the case 0 < p < s is to estimate the series at (22) by the series
in (20). Similar ideas are also used in other cases p = s and p > s.
We will need the following elementary result.
Lemma 8. If B(x, r) ⊆ σB0 and µ
(
B(x, r)
) ≥ 2µ(σB0 \ Ej) for some j ∈ Z, then
µ(B(x, r) ∩ Ej) ≥ 1
2
µ(B(x, r)) > 0.
Proof. Observe that
0 < µ
(
B(x, r)
)
= µ
(
B(x, r) ∩ Ej
)
+ µ
(
B(x, r) \ Ej
) ≤ µ(B(x, r) ∩ Ej)+ µ(σB0 \ Ej)
≤ µ(B(x, r) ∩ Ej)+ 1
2
µ
(
B(x, r)
)
.
The claim now follows. 
Let k0 be the least integer such that
2k0 ≥
(
21/s
(1− 2−p/s)(σ − 1)
)s/p
(bRs0)
−1/p
 ∫
σB0
gp dµ
1/p . (23)
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Then
2k0 ≈ (bRs0)−1/p
 ∫
σB0
gp dµ
1/p (24)
Note that condition (23) is equivalent to
2−k0p/s
21/sb−1/s
1− 2−p/s
 ∫
σB0
gp dµ
1/s ≤ (σ − 1)R0. (25)
Lemma 9. Under the above assumptions µ(Ek0) ≥ µ(σB0)/2.
Proof. Suppose to the contrary that µ(Ek0) < µ(σB0)/2. Then
µ(σB0 \ Ek0) > µ(σB0)/2. (26)
Inequalities (19) and (25) yield
r := 21/sb−1/sµ(σB0 \ Ek0)1/s ≤ 21/sb−1/s2−k0p/s
 ∫
σB0
gp dµ
1/s < (σ − 1)R0.
Therefore, if z0 is the center of the ball B0, then B(z0, r) ⊆ σB0 so the V (σB0, s, b)
condition and (26) give
µ(σB0) ≥ µ(B(z0, r)) ≥ brs = 2µ(σB0 \ Ek0) > µ(σB0),
which is an obvious contradiction. 
For k > k0 and i = 0, 1, . . . , k − k0 − 1 we define
rk−i := 2
1/sb−1/s2−(k−(i+1))p/s
 ∫
σB0
gp dµ
1/s .
Note that
rk + rk−1 + . . .+ rk0+1 = 2
1/sb−1/s
 ∫
σB0
gp dµ
1/s k−k0−1∑
i=0
2−(k−(i+1))p/s
< 21/sb−1/s
 ∫
σB0
gp dµ
1/s k−k0−1∑
i=−∞
2−(k−(i+1))p/s
= 2−k0p/s
21/sb−1/s
1− 2−p/s
 ∫
σB0
gp dµ
1/s ≤ (σ − 1)R0.
(27)
Assume that Ek ∩B0 6= ∅ and choose xk ∈ Ek ∩B0 arbitrarily. We will now use induction
with respect to i and define a sequence xk−i, i = 1, . . . , k − k0 such that xk−i ∈ σB0 and
xk−1 ∈ Ek−1 ∩ B(xk, rk), xk−2 ∈ Ek−2 ∩B(xk−1, rk−1), . . . , xk0 ∈ Ek0 ∩ B(xk0+1, rk0+1).
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For i = 1 we construct xk−1 as follows. According to (27), B(xk, rk) ⊆ σB0 and hence the
volume condition V (σB0, s, b) and Chebyschev’s inequality (19) yield
µ(B(xk, rk)) ≥ brsk = 2 · 2−(k−1)p
∫
σB0
gp dµ ≥ 2µ(σB0 \ Ek−1).
Therefore, Lemma 8 implies that µ(B(xk, rk) ∩ Ek−1) > 0 and we can find xk−1 ∈ Ek−1 ∩
B(xk, rk). Clearly xk−1 ∈ σB0. Suppose now that we already selected point xk−1, . . . , xk−i
for some 1 ≤ i < k − k0 satisfying
xk−j ∈ σB0 ∩ Ek−j ∩ B(xk−j+1, rk−j+1) for j = 1, . . . , i.
It remains to show that we can select
xk−(i+1) ∈ σB0 ∩ Ek−(i+1) ∩ B(xk−i, rk−i).
For any y ∈ B(xk−i, rk−i) we have
d(y, xk) ≤ d(y, xk−i) + d(xk−i, xk−i+1) + . . .+ d(xk−1, xk)
< rk−i + rk−i+1 + . . .+ rk ≤ (σ − 1)R0.
Since xk ∈ B0, it follows that B(xk−i, rk−i) ⊆ σB0. Therefore the volume condition
V (σB0, s, b) and Chebyschev’s inequality (19) yield
µ(B(xk−i, rk−i)) ≥ brsk−i = 2 · 2−(k−(i+1))p
∫
σB0
gp dµ ≥ 2µ(σB0 \ Ek−(i+1)).
Thus, Lemma 8 yields µ(B(xk−i, rk−i) ∩ Ek−(i+1)) > 0 and we can find
xk−(i+1) ∈ Ek−(i+1) ∩B(xk−i, rk−i).
Clearly xk−(i+1) ∈ σB0. That completes the inductive argument.
Note that for i = 0, 1, . . . , k − k0 − 1,
d(xk−i, xk−(i+1)) < rk−i = 2
1/sb−1/s2−(k−(i+1))p/s
 ∫
σB0
gp dµ
1/s .
Since xk−i, xk−(i+1) ∈ Ek−i, u is 2k−i+1-Lipschitz on Ek−i, and xk0 ∈ Ek0 ∩ σB0 we have
|u(xk)− γ| ≤
(
k−k0−1∑
i=0
|u(xk−i)− u(xk−(i+1))|
)
+ |u(xk0)− γ|
≤
(
k−k0−1∑
i=0
2k−i+1d(xk−i, xk−(i+1))
)
+ sup
Ek0∩σB0
|u− γ|
< 4 · 21/sb−1/s
 ∫
σB0
gp dµ
1/s k−k0−1∑
i=0
2(k−(i+1))(1−p/s) + sup
Ek0∩σB0
|u− γ|
= 4 · 21/sb−1/s
 ∫
σB0
gp dµ
1/s k−1∑
j=k0
2j(1−p/s) + sup
Ek0∩σB0
|u− γ|.
(28)
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This yields
ak ≤ 4 · 21/sb−1/s
 ∫
σB0
gp dµ
1/s k−1∑
j=k0
2j(1−p/s) + sup
Ek0∩σB0
|u− γ| for all k > k0. (29)
Indeed, if Ek ∩ B0 6= ∅, then ak = supEk∩B0 |u − γ|. Since xk ∈ Ek ∩ B0 was selected
arbitrarily, taking the supremum in (28) over xk ∈ Ek ∩ B0 yields (29). If Ek ∩ B0 = ∅,
then ak = 0 (see (21)) and (29) is trivially true.
Since µ(Ek0) > 0, by Lemma 9, we can take y ∈ Ek0 . If γ = u(y), then the Lipschitz
continuity (18), and (24) yield
sup
Ek0∩σB0
|u− γ| ≤ 2k0+1 diam(σB0) ≤ 2k0+2σR0 ≤ CR0(bRs0)−1/p
 ∫
σB0
gp dµ
1/p . (30)
Proof of (a). First we will prove inequality (12). Let γ = u(y) as in (30). Recall that
ak = supEk∩B0 |u − γ|. Since 21−p/s > 1, we can estimate the finite sum in (29) by the
convergent geometric series
∑k−1
j=−∞ 2
j(1−p/s) so (29) gives
ak ≤ Cb−1/s
 ∫
σB0
gp dµ
1/s 2k(1−p/s) + sup
Ek0∩σB0
|u− γ| for all k > k0.
However, since
ak = sup
Ek∩B0
|u− γ| ≤ sup
Ek0∩σB0
|u− γ| for k ≤ k0
we actually have
ak ≤ Cb−1/s
 ∫
σB0
gp dµ
1/s 2k(1−p/s) + sup
Ek0∩σB0
|u− γ| for all k ∈ Z.
Therefore, (22), (20), and (30) yield∫
B0
|u− γ|p∗ dµ
≤ Cb−p∗/s
 ∫
σB0
gp dµ
p∗/s ∞∑
k=−∞
2kpµ(Ek \ Ek−1) + C
(
sup
Ek0∩σB0
|u− γ|
)p∗
µ(B0)
≤ Cb−p∗/s
 ∫
σB0
gp dµ
p∗/p + C ( sup
Ek0∩σB0
|u− γ|
)p∗
µ(B0)
≤ Cb−p∗/s
(
1 +
µ(B0)
bRs0
) ∫
σB0
gp dµ
p∗/p ≤ Cb−p∗/sµ(B0)
bRs0
 ∫
σB0
gp dµ
p∗/p .
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In the last inequality we used the condition V (σB0, s, b) to estimate 1 + µ(B0)/(bR
s
0) ≤
2µ(B0)/(bR
s
0). The above estimate easily implies inequality (12).
Now it remains to prove inequality (11). Take γ = 0. Then ak = supEk∩B0 |u|. Let
bk0 := infEk0∩σB0 |u|. Since
bpk0χEk0 ≤ |u|pχσB0 ,
Lemma 9 yields
µ(σB0)
2
bpk0 ≤ bpk0µ(Ek0) ≤
∫
σB0
|u|p dµ so bk0 ≤ 21/p
∫
σB0
|u|p dµ
1/p .
The Lipschitz continuity (18), and (24) yield
sup
Ek0∩σB0
|u| ≤ 2k0+1 diam(σB0) + bk0 ≤ 2k0+2σR0 + 21/p
∫
σB0
|u|p dµ
1/p
≤ C
R0(bRs0)−1/p
 ∫
σB0
gp dµ
1/p +
∫
σB0
|u|p dµ
1/p
 .
Hence, a similar calculation as above gives
∫
B0
|u|p∗ dµ ≤ Cb−p∗/s
 ∫
σB0
gp dµ
p∗/s ∞∑
k=−∞
2kpµ(Ek \ Ek−1) + C
(
sup
Ek0∩σB0
|u|
)p∗
µ(B0)
≤ Cb−p∗/s
 ∫
σB0
gp dµ
p∗/p + C ( sup
Ek0∩σB0
|u|
)p∗
µ(B0)
≤ Cb−p∗/s
(
1 +
µ(B0)
bRs0
) ∫
σB0
gp dµ
p∗/p + C
∫
σB0
|u|p dµ
p∗/p µ(B0)
≤ Cb−p∗/sµ(B0)
bRs0
 ∫
σB0
gp dµ
p∗/p + C
∫
σB0
|u|p dµ
p∗/p µ(B0).
This estimate easily imply inequality (11).
For the parts (b) and (c), observe that since p ≥ s, we have that u ∈ M1,q(σB0, d, µ),
where q = s/(s + 1), and hence u ∈ Lq∗(B0) = L1(B0) by part (a). Therefore, uB0 is well
defined and finite.
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Proof of (b). Let γ = u(y) be as in (30) and ak = supEk∩B0 |u − γ|. For a > 0, Jensen’s
inequality and convexity of et yield∫
B0
ea|u(x)−uB0 | dµ(x) ≤
∫
B0
exp
∫
B0
a|u(x)− u(y)| dµ(y)
 dµ(x)
≤
∫
B0
∫
B0
ea|u(x)−u(y)|dµ(y) dµ(x) ≤
∫
B0
ea|u(x)−γ| dµ(x)
∫
B0
ea|u(y)−γ| dµ(y)
=
∫
B0
ea|u(x)−γ| dµ(x)
2 .
Hence ∫
B0
exp
(
C1b
1/s |u− uB0|
‖g‖Ls(σB0)
)
dµ ≤
∫
B0
exp
(
C1b
1/s|u− γ|
‖g‖Ls(σB0)
)
dµ
2 (31)
and thus it suffices to estimate the right hand side of (31), where C1 is to be chosen.
Since p = s, inequality (30) reads as
sup
Ek0∩σB0
|u− γ| ≤ Cb−1/s
 ∫
σB0
gs dµ
1/s . (32)
Given that 2j(1−s/p) = 1, (29) and (32) yield
ak ≤ C˜b−1/s
 ∫
σB0
gs dµ
1/s (k − k0) for k > k0. (33)
It follows from (32) that
C1b
1/s|u(x)− γ|
‖g‖Ls(σB0)
≤ CC1 for all x ∈ Ek0 , (34)
while (33) yields
C1b
1/s|u(x)− γ|
‖g‖Ls(σB0)
≤ C˜C1(k − k0) for k > k0 and all x ∈ Ek ∩B0. (35)
Take a constant C1 in such a way that exp(C˜C1) = 2
s.
Let us split the integral that we need to estimate into two integrals∫
B0
exp
(
C1b
1/s|u− γ|
‖g‖Ls(σB0)
)
dµ =
1
µ(B0)
∫
B0∩Ek0
+
1
µ(B0)
∫
B0\Ek0
= I1 + I2.
Estimate (34) gives
I1 ≤ µ(B0 ∩ Ek0)
µ(B0)
exp(CC1) ≤ exp(CC1),
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while estimate (35) and the fact that exp(C˜C1) = 2
s yield
I2 ≤ 1
µ(B0)
∞∑
k=k0+1
exp(C˜C1(k − k0))µ
(
B0 ∩ (Ek \ Ek−1)
)
≤ 2
−sk0
µ(B0)
∞∑
k=−∞
2skµ(Ek \ Ek−1) ≤ C 2
−sk0
µ(B0)
∫
σB0
gs dµ ≤ C bR
s
0
µ(B0)
≤ C,
where the last two estimates follow from (24) and the volume condition V (σB0, s, b), re-
spectively. The proof in the case p = s is now complete.
Proof of (c). Let γ = u(y) be as in (30) and ak = supEk∩B0 |u − γ|. Since 21−p/s < 1,
we can estimate the finite sum at (29) for k > k0, by the convergent geometric series∑∞
j=k0
2j(1−p/s) = C2k0(1−p/s). As such,
ak ≤ Cb−1/s
 ∫
σB0
gp dµ
1/s 2k0(1−p/s) + sup
Ek0∩σB0
|u− γ| for k > k0. (36)
Then (36), (24), and (30) yield
ak ≤ C(bRs0)−1/pR0
 ∫
σB0
gp dµ
1/p = C (µ(σB0)
bRs0
)1/p
R0
∫
σB0
gp dµ
1/p for k > k0.
Since the right hand side is a constant that does not depend on k, we conclude that |u−γ|
is bounded on B0. More precisely, |u− γ| equals almost everywhere to a function that is
bounded in B0 and (13) follows from the estimate
‖u− uB0‖L∞(B0) ≤ 2‖u− γ‖L∞(B0).
It remains to prove Hölder continuity of u along with the estimate (14). If x, y ∈ B0
and R1 := 2d(x, y) ≤ (σ− 1)R0/σ, then x, y ∈ B1 := B(x,R1) and σB1 ⊆ σB0. Therefore,
estimate (13) applied to B1 in place of B0 yields
|u(x)− u(y)| ≤ 2‖u− uB1‖L∞(B1) ≤ C
(
µ(σB1)
bRs1
)1/p
R1
∫
σB1
gp dµ
1/p
= Cb−1/pd(x, y)1−s/p
 ∫
σB1
gp dµ
1/p .
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If 2d(x, y) > (σ − 1)R0/σ, then (13) gives
|u(x)− u(y)| ≤ 2‖u− uB0‖L∞(B0) ≤ C
(
µ(σB0)
bRs0
)1/p
R0
∫
σB0
gp dµ
1/p
≤ Cb−1/pd(x, y)1−s/p
 ∫
σB0
gp dµ
1/p .
This completes the proof of Theorem 6. 
3. Auxiliary Results
In this section we will collect some lemmata of a purely technical nature that will be
needed in the proofs of the main results. Since the results collected here are not interesting
on its own, the reader may skip this section for now and return to it when needed.
An open set Ω ⊆ Rn is a metric-measure space with the Euclidean metric and Lebesgue
measure. If x ∈ Ω and r ∈ (0,∞), then we can always find a radius rx < r such that
|B(x, rx)∩Ω| = 12 |B(x, r)∩Ω)|. However, in a general metric-measure space (X, d, µ), it is
not always possible to find a concentric ball with half of the measure of the original ball,
but for x ∈ X and r ∈ [0,∞) we still can define
ϕx(r) = sup
{
s ∈ [0, r] : µ(B(x, s)) ≤ 1
2
µ(B(x, r))
}
.
Note that for s = 0, B(x, s) = ∅ so ϕx(r) ≥ 0. The basic properties of ϕx(r) are listed in
the next lemma. The reader is reminded that B(x, r) := {y ∈ X : d(x, y) ≤ r}, x ∈ X,
r ∈ [0,∞). In particular B(x, 0) = {x}.
Lemma 10. Suppose that (X, d, µ) is a metric-measure space and fix x ∈ X, r ∈ [0,∞).
Then the following statements hold.
(i) ϕx(·) is nondecreasing, i.e., ϕx(s) ≤ ϕx(t) whenever 0 ≤ s ≤ t <∞.
(ii) One has that
µ
(
B(x, ϕx(r))
) ≤ 1
2
µ
(
B(x, r)
) ≤ µ(B(x, ϕx(r))). (37)
(iii) ϕx(r) ∈ [0, r], where ϕx(r) = r if and only r = 0.
(iv) If µ
({x}) = 0 and r > 0, then ϕjx(r) > 0 for every j ∈ N0, where
ϕ0x(r) := r and ϕ
j
x(r) := ϕx
(
ϕj−1x (r)
)
, j ∈ N.
Moreover, the sequence {ϕjx(r)}j∈N0 is strictly decreasing, i.e.,
r > ϕx(r) > ϕ
2
x(r) > · · · > ϕjx(r) > ϕj+1x (r) > · · · > 0, (38)
and µ
(
B(x, ϕjx(r))
) ≤ 2−j µ(B(x, r)). Consequently, lim
j→∞
ϕjx(r) = 0.
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Proof. Given that (i) follows immediately from the definition of ϕx, we begin by estab-
lishing the first inequality in (37). Take rj ↑ ϕx(r). Then µ(B(x, rj)) ≤ 12µ(B(x, r)) for
each j and hence, µ(B(x, ϕx(r))) = limj→∞ µ(B(x, rj)) ≤ 12µ(B(x, r)). To prove the sec-
ond inequality in (37), observe that 1
2
µ(B(x, r)) < µ(B(x, s)) for all s > ϕx(r). Indeed,
if ϕx(r) < r, this follows from the definition of ϕx(r); if ϕx(r) = r, the first inequal-
ity in (37) implies that r = 0 and the estimate is obvious. Now passing to the limit in
1
2
µ(B(x, r)) ≤ µ(B(x, s)) as s is decreasing to ϕx(r), yields the second inequality in (37).
This completes the proof of (ii). The claim (iii) easily follows from the first inequality in
(37).
As concerns (iv), it is clear that r > ϕx(r) > 0 given (iii) and the second inequality
in (37). Then (38) can now be justified using an inductive argument. Finally, repeatedly
calling upon (37) we have µ
(
B(x, ϕjx(r))
) ≤ 2−j µ(B(x, r)), from which it follows that
limj→∞ ϕ
j
x(r) = 0, This finishes the proof of the lemma. 
Recall that a metric space (X, d) is said to be uniformly perfect if there exists a
constant λ ∈ (0, 1) with the property that for each x ∈ X and each r ∈ (0,∞) one has
B(x, r) \B(x, λr) 6= ∅ whenever X \B(x, r) 6= ∅. (39)
Note that every connected space is uniformly perfect; however, the class of uniformly
perfect spaces contains very disconnected sets such as the Cantor set. Moreover, observe
that if (39) holds for some λ ∈ (0, 1) then it holds for every λ′ ∈ (0, λ]. Therefore, we may
always assume that 0 < λ < 1/5.
Since by our assumptions metric spaces have at least two points, it easily follows that
uniformly perfect spaces have no isolated points.
Lemma 11. Let (X, d, µ) be a uniformly perfect metric-measure space and let 0 < λ < 1/5
be as in (39). If x ∈ X, r ∈ (0, diam(X)] is finite, and r > 3ϕx(r)/λ2, then there is a ball
B(x˜, r˜) ⊆ B(x, r) such that λr < r˜ ≤ min{r, 3ϕx˜(r˜)/λ2}.
Proof. Note that X \B(x, ϕx(r)/λ+ 2λr) 6= ∅. Indeed, given that λ < 1/5, the radius of
the ball is less than 7r/15 and hence, its diameter is less than 14r/15 < diam(X). Since
(X, d) is uniformly perfect, we may choose a point
x˜ ∈ B(x, ϕx(r)/λ+ 2λr) \B(x, ϕx(r) + 2λ2r).
With r˜ := 2ϕx(r)/λ+ 2λr > λr, we claim that
B(x, ϕx(r)) ⊆ B(x˜, r˜) ⊆ B(x, r) and B(x˜, 2−1λr˜) ⊆ B(x, r) \B(x, ϕx(r)). (40)
For the inclusion B(x, ϕx(r)) ⊆ B(x˜, r˜), observe that if z ∈ B(x, ϕx(r)), then
d(z, x˜) ≤ d(z, x) + d(x, x˜) < ϕx(r) + [ϕx(r)/λ+ 2λr] ≤ r˜,
given that 1/λ > 1. To prove B(x˜, r˜) ⊆ B(x, r), observe that for z ∈ B(x˜, r˜), we have
d(z, x) ≤ d(z, x˜) + d(x˜, x) < [2ϕx(r)/λ+ 2λr] + [ϕx(r)/λ+ 2λr]
= 3ϕx(r)/λ+ 4λr < 5λr < r.
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To finish the proof of (40) we need to show that B(x˜, 2−1λr˜) ⊆ B(x, r) \ B(x, ϕx(r)).
From what we have already proved B(x˜, 2−1λr˜) ⊆ B(x˜, r˜) ⊆ B(x, r). To show that
B(x˜, 2−1λr˜) ⊆ X \B(x, ϕx(r)), fix z ∈ B(x˜, 2−1λr˜). Then,
ϕx(r) + 2λ
2r ≤ d(x, x˜) ≤ d(x, z) + d(z, x˜) < d(x, z) + 2−1λr˜,
d(z, x) > ϕx(r) + 2λ
2r − 2−1λr˜ = λ2r > 3ϕx(r) ≥ ϕx(r),
which in turn implies the desired inclusion. This finishes the proof of (40).
It follows from (40) that B(x, ϕx(r)) and B(x˜, 2
−1λr˜) are disjoint subsets of B(x˜, r˜) and
µ
(
B(x˜, 2−1λr˜)
)
=
1
2
[
µ
(
B(x˜, 2−1λr˜)
)
+ µ
(
B(x˜, 2−1λr˜)
)]
≤ 1
2
[
µ
(
B(x, r) \B(x, ϕx(r))
)
+ µ
(
B(x˜, 2−1λr˜)
)]
≤ 1
2
[
µ
(
B(x, ϕx(r))
)
+ µ
(
B(x˜, 2−1λr˜)
)] ≤ 1
2
µ
(
B(x˜, r˜)
)
,
(41)
where, in obtaining the second inequality in (41), we have used second inequality in (37).
Inequality (41) implies that ϕx˜(r˜) ≥ 2−1λr˜. Hence, r˜ ≤ 2ϕx˜(r˜)/λ ≤ 3ϕx˜(r˜)/λ2, since
1/λ > 1. On the other hand, it is straightforward to verify that
r˜ =
2ϕx(r)
λ
+ 2λr <
2λr
3
+ 2λr < r.
The proof is complete. 
Lemma 12. Let (X, d, µ) be a uniformly perfect metric-measure space, fix s ∈ (0,∞), and
let 0 < λ < 1/5 be as in (39).
(i) Assume that there is a finite constant C > 0 such that µ
(
B(x, r)
) ≥ Crs whenever
x ∈ X and finite r ∈ (0, diam(X)] satisfy r ≤ 3ϕx(r)/λ2. Then µ(B(x, r)) ≥ C˜rs
for every x ∈ X and every finite r ∈ (0, diam(X)], where C˜ = Cλs.
(ii) Assume that there is a finite constant C > 0 such that
µ(B(x, r))
µ(B(y, R))
≥ C
( r
R
)s
, (42)
whenever x, y ∈ X, B(x, r) ⊆ B(y, R), 0 < r ≤ R <∞, and r ≤ 3ϕx(r)/λ2.
If C˜ = Cλs, then
µ(B(x, r))
µ(B(y, R))
≥ C˜
( r
R
)s
, (43)
whenever x, y ∈ X, B(x, r) ⊆ B(y, R), and 0 < r ≤ R <∞.
Proof. In order to prove (i), fix a point x ∈ X, a finite radius r ∈ (0, diam(X)]. If
r ≤ 3ϕx(r)/λ2, then µ
(
B(x, r)
) ≥ Crs > C˜rs by assumption. Thus, in what follows we
will also assume that r > 3ϕx(r)/λ
2. Let B(x˜, r˜) ⊆ B(x, r) be a ball as in Lemma 11.
Since r˜ ≤ 3ϕx˜(r˜)/λ2 and λr < r˜ ≤ r ≤ diam(X), it follows that
µ(B(x, r)) ≥ µ(B(x˜, r˜)) ≥ Cr˜s ≥ Cλsrs.
It remains to prove (ii). First observe that (42) implies that C ≤ 1. Let z ∈ X and
0 < r < diam(X). Since there are no isolated points in X, there are infinitely many
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points in B(z, r/2) and so we can find x ∈ B(z, r/2) with measure as small as we wish. In
particular, we may find x ∈ B(z, r/2) such that
µ({x}) < 1
2
µ(B(z, r/2)) ≤ 1
2
µ(B(x, r)), (44)
where the last inequality is a consequence of the inclusion B(z, r/2) ⊆ B(x, r). It follows
that ϕx(r) > 0 as otherwise we would have B(x, ϕx(r)) = {x} and (44) would contradict
the second inequality in (37). Given that ϕx(r) > 0, we can take y = x and 0 < r = R ≤
3ϕx(r)/λ
2. Then (42) readily implies that C ≤ 1.
Now we can finish the proof of (ii). Let x, y ∈ X, B(x, r) ⊆ B(y, R), and 0 < r ≤ R <
∞. We want to prove (43). If r ≤ 3ϕx(r)/λ2, then the claim follows by assumptions. Thus
we may assume that r > 3ϕx(r)/λ
2. If r > diam(X), then B(x, r) = B(x,R) = X and
(43) is trivially true, given that 1 ≥ C > C˜. Thus we may assume that r ≤ diam(X).
This allows us to find a ball B(x˜, r˜) ⊆ B(x, r) as in Lemma 11. Since B(x˜, r˜) ⊆ B(y, R),
r˜ ≤ r, it follows that 0 < r˜ ≤ R and r˜ ≤ 3ϕx˜(r˜)/λ2. Therefore, (42) implies
µ(B(x, r))
µ(B(y, R))
≥ µ(B(x˜, r˜))
µ(B(y, R))
≥ C
(
r˜
R
)s
> Cλs
( r
R
)s
,
where in the proof of the last inequality we used the estimate r˜ > λr. This finishes the
proof of the lemma. 
In the sequel, we will also need the following well-known result.
Lemma 13. Given x ∈ X and 0 ≤ r < R < ∞, there exists a (R − r)−1-Lipschitz
function Φr,R : X → [0, 1] such that Φr,R ≡ 1 on B(x, r) and Φr,R ≡ 0 on X \ B(x,R).
Consequently, one has (R− r)−1χB(x,R) ∈ D
(
Φr,R
)
.
Proof. Fix a point x ∈ X, numbers 0 ≤ r < R < ∞, and define Φr,R : X → [0, 1] by
setting for each y ∈ X,
Φr,R(y) :=

1 if y ∈ B(x, r),
R − d(x, y)
R− r if y ∈ B(x,R) \B(x, r),
0 if y ∈ X \B(x,R).
Then the claims follow from straightforward computations. 
Construction 14. Let (X, d, µ) be any metric-measure space and σ ∈ [1,∞). Fix a ball
B := B(x, r) with x ∈ X and r ∈ (0, diam(X)], finite. We define a collection of functions
{uj}j∈N as follows: for each j ∈ N, let rj := (2−j−1 + 2−1)r and set Bj := B(x, rj). Then
1
2
r < rj+1 < rj ≤ 3
4
r, ∀ j ∈ N.
Then for each j ∈ N, define uj : X → [0, 1] by setting uj := Φrj+1,rj , where the function
Φrj+1,rj is as in Lemma 13. Noting that (rj−rj+1)−1 = 2j+2r−1, we have that uj is 2j+2r−1-
Lipschitz on X supported in Bj , and that gj := 2
j+2r−1χBj ∈ D(uj). In particular, we
have that uj ∈M1,p(σB, d, µ). 
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Construction 15. Let (X, d, µ) be a uniformly perfect metric-measure space, suppose
σ ∈ [1,∞), and let 0 < λ < 1/5 be as in (39). Fix a ball B := B(x, r) with x ∈ X and
r ∈ (0, diam(X)], finite. Assume that r ≤ 3ϕx(r)/λ2. In particular, we have 0 < ϕx(r) < r
(see part (iii) of Lemma 10 for the second inequality). Define a collection of Lipschitz
functions {u˜j}j∈N by first considering radii r˜j := (2−j−1 + 2−1)ϕx(r), j ∈ N which satisfy
1
2
ϕx(r) < r˜j+1 < r˜j ≤ 3
4
ϕx(r). (45)
For each j ∈ N, let u˜j : X → [0, 1] be defined by u˜j := Φr˜j+1,r˜j , where the function Φr˜j+1,r˜j is
as in Lemma 13. Then each u˜j is 2
j+2ϕx(r)
−1-Lipschitz on X, and g˜j := 2
j+2ϕx(r)
−1χB˜j ∈
D(u˜j), where B˜
j := B(x, r˜j). In particular, u˜j ∈M1,p(σB, d, µ).
Observe that u˜j ≡ 1 on B˜j+1 and u˜j ≡ 0 on B \ B˜j . It follows that for each γ ∈ R we
have |u˜j − γ | ≥ 12 on at least one of the sets B˜j+1 and B \ B˜j . Observe that by combining
(37) in Lemma 10 and (45), we have
µ
(
B˜j+1
) ≤ µ(B(x, ϕx(r))) ≤ 1
2
µ(B),
and
µ
(
B \ B˜j) = µ(B)− µ(B˜j) ≥ µ(B)− µ(B(x, ϕx(r))) ≥ 1
2
µ(B).
Therefore,
min
{
µ
(
B˜j+1
)
, µ
(
B \ B˜j)} = µ(B˜j+1)
and hence,
|u˜j − γ | ≥ 1
2
on a subset of B having µ-measure at least µ
(
B˜j+1
)
. (46)

The next result is an abstract iteration scheme that will be applied many times in the
proofs that the embedding theorem imply the measure condition. It is an abstract version
of an argument used in [23].
Lemma 16. Suppose 0 < a < b < ∞, 0 < p < q < ∞ and ρ, τ ∈ (0,∞). If a sequence
(aj)j∈N satisfies
a ≤ aj ≤ b and a1/qj+1 ≤ ρτ ja1/pj ∀ j ∈ N, (47)
then
a
1−p/q
1 ρ
p τ pq/(q−p) ≥ 1.
Proof. Let α := p/q ∈ (0, 1). Rise both sides of the second inequality in (47) to the power
pαj−1. Then
aα
j
j+1 ≤ ρpα
j−1
τ pjα
j−1
aα
j−1
j .
With Pj = a
αj−1
j , the above inequality reads as
Pj+1 ≤ ρpαj−1τ pjαj−1Pj,
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from which a simple induction argument and an observation that P1 = a1 give
Pj+1 ≤ a1
j∏
k=1
[
ρpα
k−1
τ pkα
k−1
]
. (48)
Since aj ∈ [a, b] and αj−1 → 0 as j →∞, it follows that limj→∞ Pj = 1. Therefore, passing
to the limit in (48) as j →∞ gives
1 ≤ a1
∞∏
k=1
[
ρpα
k−1
τ pkα
k−1
]
= a1ρ
p
∑
∞
k=1 α
k−1
τ p
∑
∞
k=1 kα
k−1
= a1ρ
p/(1−α)τ p/(1−α)
2
= a1ρ
pq/(q−p)τ pq
2/(q−p)2
and the lemma easily follows. 
4. The Case p < s
Theorem 17. Fix σ ∈ (1,∞), s ∈ (0,∞), p ∈ (0, s), and let p∗ = sp/(s − p). Then the
following statements are equivalent.
(a) There exists a constant κ ∈ (0,∞) such that
µ
(
B(x, r)
) ≥ κ rs for every x ∈ X and every finite r ∈ (0, diam(X)]. (49)
(b) There exists a constant CS ∈ (0,∞) such that for every ball B0 := B(x0, R0) with
x0 ∈ X and finite R0 ∈
(
0, diam(X)
]
, one has∫
B0
|u|p∗ dµ
1/p∗≤ CS(µ(σB0)
Rs0
)1/pR0
∫
σB0
gp dµ
1/p+
∫
σB0
|u|p dµ
1/p
 , (50)
whenever u ∈M1,p(σB0, d, µ) and g ∈ D(u).
If, in addition, (X, d) is assumed to be uniformly perfect (cf. (39)) then (a) (hence, also
(b)) is further equivalent to:
(c) There exists a constant CP ∈ (0,∞) such that for every ball B0 := B(x0, R0) with
x0 ∈ X and finite R0 ∈
(
0, diam(X)
]
, one has
inf
γ∈R
∫
B0
|u− γ|p∗ dµ
1/p∗ ≤ CP(µ(σB0)
Rs0
)1/p
R0
∫
σB0
gp dµ
1/p , (51)
whenever u ∈M1,p(σB0, d, µ) and g ∈ D(u).
Remark 18. The implications (a)⇐⇒ (b) and (a)⇒ (c) will be proven without assuming
that (X, d) is uniformly perfect. Uniform perfectness will only be needed in the proof of
the implication (c) ⇒ (a). 
Remark 19. As the proofs of the implications (b) ⇒ (a) and (c) ⇒ (a) will reveal, one
can take the constants κ in (49) to be 2−s(8CS)
−p and 2−s(24CPλ
−2)−pλs, respectively.
Here, λ < 1/5 is the constant from the definition of the uniformly perfect space (see (39)).
Moreover, the implications (b) ⇒ (a) and (c) ⇒ (a) are also valid when σ = 1. 
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Proof. We will first show that (a) implies both (b) and (c) (without the additional assump-
tion that X is uniformly perfect). Fix a ball B0 having finite radius R0 ∈
(
0, diam(X)
]
. If
B(x, r) ⊆ σB0 and r ∈ (0, σR0], then σ−1r ≤ diam(X), and (49) yields
µ(B(x, r)) ≥ µ(B(x, σ−1r)) ≥ κ(σ−1r)s = c′rs, (52)
where c′ = κσ−s. Thus, µ satisfies the V (σB0, s, c
′) condition. Since
(c′)−1/p
(
µ(σB0)
Rs0
)1/p
≥
(
c′(σR0)
s
c′Rs0
)1/p
= σs/p > 1,
inequality (11) with b replaced by c′ yields∫
B0
|u|p∗ dµ
1/p∗ ≤ C(c′)−1/p(µ(σB0)
Rs0
)1/pR0
∫
σB0
gp dµ
1/p+
∫
σB0
|u|p dµ
1/p
 .
Hence, (b) is valid. Given that (51) is an immediate consequence of (12), this finishes the
proof of the fact that (a) implies both (b) and (c).
We now focus on proving that (b) implies (a) (still without assuming that the space is
uniformly perfect). To this end, fix a ball B := B(x, r) with x ∈ X and r ∈ (0, diam(X)],
finite. Specializing (50) to the case when B0 := B (and simplifying the expression) implies
that ∫
B
|u|p∗ dµ
1/p∗ ≤ CSr
 1
rs
∫
σB
gp dµ
1/p + CS
 1
rs
∫
σB
|u|p dµ
1/p , (53)
holds whenever u ∈M1,p(σB, d, µ) and g ∈ D(u).
Let rj, uj, gj, and B
j, j ∈ N be as in Construction 14. Since uj ∈ M1,p(σB, d, µ), the
functions uj and gj satisfy (53). Observe that for each j ∈ N, we have (keeping in mind
that σ > 1)
CSr
 1
rs
∫
σB
gpj dµ
1/p = CS2j+2
rs/p
µ(Bj)1/p (54)
and
CS
 1
rs
∫
σB
|uj|p dµ
1/p ≤ CS
rs/p
µ(Bj)1/p. (55)
Moreover, since uj ≡ 1 on Bj+1 we may estimate∫
B
|uj|p∗ dµ
1/p∗ ≥ (µ(Bj+1)
µ(B)
)1/p∗
. (56)
In concert, (54)-(56) and (53), give(
µ(Bj+1)
µ(B)
)1/p∗
≤ CS
(
2j+2
rs/p
+
1
rs/p
)
µ(Bj)1/p ≤ CS2
j+3
rs/p
µ(Bj)1/p, ∀ j ∈ N.
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Therefore,
µ(Bj+1)1/p
∗ ≤
(
8CSµ(B)
1/p∗
rs/p
)
2jµ(Bj)1/p. ∀ j ∈ N.
Since 0 < µ(1
2
B) ≤ µ(Bj) ≤ µ(B) <∞, j ∈ N, Lemma 16 applied to
aj := µ(B
j), p := p, q := p∗, ρ :=
8CSµ(B)
1/p∗
rs/p
and τ := 2,
yields
1 ≤ µ(B)1−p/p∗
(
8CSµ(B)
1/p∗
rs/p
)p
2pp
∗/(p∗−p) ≤ µ(B)(8CS)pr−s2s
and hence µ(B) ≥ 2−s(8CS)−prs. Thus, (49) holds with κ := 2−s(8CS)−p. Given that
κ ∈ (0,∞) is independent of the ball B, this finishes the proof of the implication (b) ⇒
(a).
There remains to prove that (c) implies (a) under the additional assumption that (X, d)
is uniformly perfect. To this end, fix x ∈ X and a finite radius r ∈ (0, diam(X)]. Let
B := B(x, r). Also, let λ ∈ (0, 1) be as in (39) and recall that there is no loss in generality
in assuming that λ < 1/5. As such, if we appeal to part (i) in Lemma 12, then it suffices
to only consider the case when r ≤ 3ϕx(r)/λ2. It is crucial for the argument below that
r ≤ 3ϕx(r)/λ2, because it implies that r˜j > λ2r/6 so the balls B˜j defined below have radii
comparable to that of B. This estimate is used in (58) and in fact, it is the only place
where we use it; that allows to mimic the argument used in the proof of the implication
(b) ⇒ (a).
Define r˜j, u˜j, g˜j, and B˜
j , j ∈ N as in Construction 15. Since u˜j ∈ M1,p(σB, d, µ), the
functions u˜j and g˜j satisfy (51) (used here with B0 := B), which after a simplification gives
inf
γ∈R
∫
B
|u˜j − γ|p∗ dµ
1/p∗ ≤ CP r
 1
rs
∫
σB
(g˜j)
p dµ
1/p , ∀ j ∈ N. (57)
Observe that for each j ∈ N, we have (keeping in mind σ > 1 and r ≤ 3ϕx(r)/λ2)
CP r
 1
rs
∫
σB
(g˜j)
p dµ
1/p = 2j+2CP r
ϕx(r)
(
µ
(
B˜j
)
rs
)1/p
≤ 3 · 2
j+2CP
λ2 rs/p
µ
(
B˜j
)1/p
. (58)
Combining (57) and (58) with (46) gives
1
2
(
µ
(
B˜j+1
)
µ(B)
)1/p∗
≤ 2j 12CP
λ2 rs/p
µ
(
B˜j
)1/p
.
Hence,
µ
(
B˜j+1
)1/p∗ ≤ (24CP µ(B)1/p∗
λ2rs/p
)
2j µ
(
B˜j
)1/p
, ∀ j ∈ N.
Since
0 < µ
(
1
2
B(x, ϕx(r))
) ≤ µ(B˜j) ≤ µ(B) <∞,
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Lemma 16 applied to
aj := µ
(
B˜j
)
, p := p, q := p∗, ρ :=
(
24CP µ(B)
1/p∗
λ2rs/p
)
and τ := 2,
yields
1 ≤ µ(B˜1)1−p/p∗ (24CP µ(B)1/p∗
λ2rs/p
)p
2pp
∗/(p∗−p) ≤ µ(B) (24CPλ−2)pr−s 2s
so
µ(B) ≥ 2−s(24CPλ−2)−prs.
This inequality was proved under the assumption that r ≤ 3ϕx(r)/λ2 and hence part (i)
of Lemma 12 implies that
µ(B(x, r)) ≥ 2−s(24CPλ2)−pλsrs
whenever r ∈ (0, diam(X)] is finite. This finishes the proof of the theorem. 
Theorem 20. Fix σ ∈ (1,∞), s ∈ (0,∞), p ∈ (0, s), and let p∗ = sp/(s − p). Then the
following statements are equivalent.
(a) There is a constant κ ∈ (0,∞) such that
µ
(
B(x, r)
)
µ
(
B(y, R)
) ≥ κ( r
R
)s
, (59)
whenever x, y ∈ X, B(x, r) ⊆ B(y, R), 0 < r ≤ R <∞.
(b) There exists a constant CS ∈ (0,∞) such that for every ball B0 := B(x0, R0) with
x0 ∈ X and R0 ∈ (0,∞), one has∫
B0
|u|p∗ dµ
1/p∗ ≤ CSR0
∫
σB0
gp dµ
1/p + CS
∫
σB0
|u|p dµ
1/p , (60)
whenever u ∈M1,p(σB0, d, µ) and g ∈ D(u).
If, in addition, (X, d) is assumed to be uniformly perfect (cf. (39)) then (a) (hence, also
(b)) is further equivalent to:
(c) There exists a constant CP ∈ (0,∞) such that for every ball B0 := B(x0, R0) with
x0 ∈ X and R0 ∈ (0,∞), one has
inf
γ∈R
∫
B0
|u− γ|p∗ dµ
1/p∗ ≤ CPR0
∫
σB0
gp dµ
1/p , (61)
whenever u ∈M1,p(σB0, d, µ) and g ∈ D(u).
Remark 21. As the proof of Theorem 20 will reveal, the implication (a) ⇒ (c) holds in
metric measure spaces which are not necessarily uniformly perfect. Moreover, the impli-
cations (b) ⇒ (a) and (c) ⇒ (a) are also valid when σ = 1.
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Proof. We begin proving the implication (a) implies both (b) and (c). Fix any ball B0 :=
B(x0, R0) and let B(y, R) = σB0. Then inequality (59) implies that the measure µ satisfies
the V (σB0, s, b) condition with b = κµ(σB0)(σR0)
−s. As such, for this value of b the
inequalities displayed in (60) and (61) follow immediately from (11)-(12) in Theorem 6.
Note that these implications are valid without the additional uniformly perfect property.
We prove next that (a) follows from (b). Fix a ball B0 := B(y, R) so inequality (60)
gives ∫
B0
|u|p∗ dµ
1/p∗ ≤ CSR
∫
σB0
gp dµ
1/p + CS
∫
σB0
|u|p dµ
1/p , (62)
whenever u ∈M1,p(σB0, d, µ) and g ∈ D(u).
Moving on, suppose B := B(x, r) ⊆ B0, r ∈ (0, R]. For each j ∈ N, define rj , uj, gj,
and Bj as in Construction 14. Since uj ∈M1,p(σB0, d, µ), for each j ∈ N we have
CSR
∫
σB0
gpj dµ
1/p = CSR2j+2
r
(
µ(Bj)
µ(σB0)
)1/p
, (63)
and
CS
∫
σB0
|uj|p dµ
1/p ≤ CS ( µ(Bj)
µ(σB0)
)1/p
. (64)
Moreover, ∫
B0
|uj|p∗ dµ
1/p∗ ≥ (µ(Bj+1)
µ(B0)
)1/p∗
. (65)
In concert, (63)-(65), and (62), give(
µ(Bj+1)
µ(B0)
)1/p∗
≤ CS
(
R 2j+2
r
+ 1
)(
µ(Bj)
µ(σB0)
)1/p
≤ CS R 2
j+3
r
(
µ(Bj)
µ(B0)
)1/p
,
where the last inequality follows from the observation that r ≤ R and µ(B0) ≤ µ(σB0).
Therefore,
µ(Bj+1)1/p
∗ ≤
(
8CSR
rµ(B0)1/s
)
2j µ(Bj)1/p, ∀ j ∈ N.
Applying Lemma 16 with
aj := µ(B
j), p := p, q := p∗, ρ :=
8CS R
rµ(B0)1/s
and τ := 2,
and remembering that a1 = µ(B
1) ≤ µ(B) yields
1 ≤ µ(B)1−p/p∗
(
8CS R
rµ(B0)1/s
)p
2pp
∗/(p∗−p) =
(
µ(B)
µ(B0)
)p/s
(8CS)
p
(
R
r
)p
2s.
Therefore,
µ(B(x, r))
µ(B(y, R))
≥ (8CS)−s 2−s2/p
( r
R
)s
,
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whenever B(x, r) ⊆ B(y, R), r ∈ (0, R]. This completes the proof of (59) with κ =
(8CS)
−s 2−s
2/p.
There remains to prove that (c) implies (a) under the additional assumption that (X, d)
is uniformly perfect. Recall that we may assume that 0 < λ < 1/5, where λ as as in (39).
Let x, y ∈ X, B := B(x, r) ⊆ B(y, R), 0 < r ≤ R <∞. In light of part (ii) of Lemma 12,
we may assume that r ≤ 3ϕx(r)/λ2. Let r˜j, u˜j, g˜j , and B˜j, j ∈ N be as in Construction 15.
Then, the functions u˜j and g˜j satisfy (61) (used here with B0 := B(y, R)). Observe that
for each j ∈ N, we have (keeping in mind that σ > 1)
CPR
∫
σB0
g˜j
p dµ
1/p = CP R 2j+2
ϕx(r)
(
µ(B˜j)
µ(σB0)
)1/p
≤ 3CP R 2
j+2
λ2r
(
µ(B˜j)
µ(B0)
)1/p
. (66)
Now (66) combined with (61) and (46) yields
1
2
(
µ(B˜j+1)
µ(B0)
)1/p∗
≤ 3CP R 2
j+2
λ2r
(
µ(B˜j)
µ(B0)
)1/p
.
Therefore,
µ(B˜j+1)1/p
∗ ≤
(
24CP R
λ2r µ(B0)1/s
)
2j µ(B˜j).
Applying Lemma 16 with
aj := µ(B˜
j), p := p, q := p∗, ρ :=
24CP R
λ2 r µ(B0)1/s
and τ := 2,
and keeping in mind that a1 = µ(B˜
1) ≤ µ(B) = µ(B(x, r)), yields
1 ≤ µ(B)1−p/p∗
(
24CP R
λ2 r µ(B0)1/s
)p
2pp
∗/(p∗−p) =
(
µ(B)
µ(B0)
)p/s(
R
r
)p(
24CP
λ2
)p
2s.
Therefore,
µ(B(x, r))
µ(B(y, R))
≥
(
λ2
24CP
)s
2−s
2/p
( r
R
)s
.
This finishes the proof of the theorem. 
In the next two results we investigate the relationship between the lower measure bound
in (2) and global Sobolev and Sobolev-Poincaré inequalities, i.e., estimates of the form∫
X
|u|p∗ dµ
1/p∗ ≤ CS
∫
X
gp dµ
1/p + CS
∫
X
|u|p dµ
1/p , (67)
and
inf
γ∈R
∫
X
|u− γ|p∗ dµ
1/p∗ ≤ CP
∫
X
gp dµ
1/p ,
where u ∈M1,p(X, d, µ) and g ∈ D(u). It was shown in [9] that if the measure µ is doubling
then the Sobolev embedding in (67) implies the measure µ satisfies the lower bound in (2).
In Theorem 22, we prove that the assumption µ is doubling is not necessary.
SOBOLEV EMBEDDING 25
Theorem 22. Suppose (X, d, µ) is a metric measure space. Fix s, p ∈ (0,∞) such that
p < s and set p∗ := sp/(s− p). Then the following statements are valid.
(a) If there exists a finite constant CS > 0 satisfying∫
X
|u|p∗ dµ
1/p∗ ≤ CS
∫
X
gp dµ
1/p + CS
∫
X
|u|p dµ
1/p ,
whenever u ∈ M1,p(X, d, µ) and g ∈ D(u), then there exists a finite constant κ > 0
such that
µ
(
B(x, r)
) ≥ κ rs for every x ∈ X and for every r ∈ (0, 1].
(b) If the metric space (X, d) is uniformly perfect and there exists a finite constant CP > 0
satisfying
inf
γ∈R
∫
X
|u− γ|p∗ dµ
1/p∗ ≤ CP
∫
X
gp dµ
1/p , (68)
whenever u ∈ M1,p(X, d, µ) and g ∈ D(u), then there exists a finite constant κ > 0
such that
µ
(
B(x, r)
) ≥ κ rs for every x ∈ X and for every finite r ∈ (0, diam(X)].
Remark 23. As a consequence, the global Sobolev-Poincaré inequality in (68) implies the
local Sobolev-Poincaré inequality in (51) of Theorem 17. In fact, within the class of M1,p-
spaces on uniformly perfect metric measure spaces, the global Sobolev-Poincaré inequality
in (68) implies all of the local estimates in (4)-(6) as well as the global Hölder condition
in (7).
The proofs of parts (a) and (b) are similar to the proofs of the implications (b) ⇒ (a)
and (c) ⇒ (a) in Theorem 17, respectively. We leave details to the reader.
Corollary 24. Let (X, d, µ) be a bounded uniformly perfect metric measure space, and fix
s, p ∈ (0,∞) such that p < s. Then with p∗ := sp/(s − p), the following statements are
equivalent.
(a) There exists a finite constant κ > 0 such that
µ
(
B(x, r)
) ≥ κ rs for every x ∈ X and every finite r ∈ (0, diam(X)].
(b) One has M1,p(X, d, µ) ⊆ Lp∗(X, µ) and there exists a finite constant CS > 0 satisfying
‖u‖Lp∗(X,µ) ≤ CS‖u‖M1,p(X,d,µ), ∀ u ∈M1,p(X, d, µ). (69)
(c) There exists a finite constant CP > 0 satisfying
inf
γ∈R
∫
X
|u− γ|p∗ dµ
1/p∗ ≤ CP
∫
X
gp dµ
1/p , (70)
whenever u ∈M1,p(X, d, µ) and g ∈ D(u).
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Consequently, in the context of bounded uniformly perfect metric measure spaces, the
global estimates in (69)-(70) are equivalent to the local estimates in (4)-(6) as well as the
global Hölder condition in (7).
Proof. It is clear from Theorem 22 that (c) implies (a), and that (b) implies that that
there exists κ ∈ (0,∞) such that
µ
(
B(x, r)
) ≥ κ rs for every x ∈ X. and every r ∈ (0, 1].
If however, 1 < r ≤ diam(X) <∞, then [diam(X)]−1r ≤ 1, which implies
µ
(
B(x, r)
) ≥ µ(B(x, [diam(X)]−1r)) ≥ κ[diam(X)]−s rs.
Hence, the statement in (a) holds.
On the other hand, given that diam(X) < ∞, we can find a constant κ˜ ∈ (0,∞)
(depending only on κ, s, and the space X) so that µ satisfies the V (2B0, s, κ˜) condition
(cf. (10)), where B0 = X is any ball of radius R0 := 2diam(X). Consequently, (69) and
(70) now follow immediately from (11) and (12) in Theorem 6. This finishes the proof of
the corollary. 
5. The Case p = s
Theorem 25. Suppose that (X, d, µ) is a uniformly perfect measure metric space. Then
for each fixed s ∈ (0,∞) and σ ∈ (1,∞), the following two statements are equivalent.
(a) There exists a constant κ ∈ (0,∞) such that
µ
(
B(x, r)
) ≥ κ rs for every x ∈ X and every finite r ∈ (0, diam(X)]. (71)
(b) There exist constants C1, C2, γ ∈ (0,∞) such that∫
B0
exp
(
C1
|u− uB0 |
‖g‖Ls(σB0,µ)
)γ
dµ ≤ C2, (72)
whenever B0 ⊆ X is a ball with radius at most diam(X), u ∈ M1,s(σB0, d, µ) and
g ∈ D+(u).
Remark 26. The implication (a)⇒ (b) holds in any metric-measure space, not necessarily
uniformly perfect. 
Proof. Fix s ∈ (0,∞) and σ ∈ (1,∞). For the implication (a) ⇒ (b), observe that if
B0 is a ball having finite radius R0 ∈
(
0, diam(X)
]
, then (71) implies that µ satisfies the
V (σB0, s, b) condition with b := κσ
−s ∈ (0,∞), see (52). As such, the desired conclusion
now follows from part (b) in Theorem 6 with γ = 1.
Regarding the opposite implication, suppose that (72) holds for some C1, C2, γ ∈ (0,∞),
and fix x ∈ X, r ∈ (0, diam(X)], finite. Let B = B(x, r). According to part (i) of
Lemma 12, it suffices to prove (71) under the additional assumption that r ≤ 3ϕx(r)/λ2,
where 0 < λ < 1/5. Then 0 < ϕx(r) < r and we define r˜j, u˜j , g˜j, and B˜
j, j ∈ N as
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in Construction 15. In particular, we have that u˜j and g˜j satisfy (72) (used here with
B0 := B), i.e., ∫
B
exp
(
C1
|u˜j − (u˜j)B|
‖g˜j‖Ls(σB,µ)
)γ
dµ ≤ C2, ∀ j ∈ N. (73)
Since σ > 1 and r ≤ 3ϕx(r)/λ2, we have
‖g˜j‖Ls(σB,µ) = 2
j+2
ϕx(r)
µ(B˜j)1/s ≤ 3 2
j+2
λ2 r
µ(B˜j)1/s. (74)
Now (46), (73) and (74) give
µ(B˜j+1)
µ(B)
exp
(
C1λ
2 r
24 · 2j µ(B˜j)1/s
)γ
≤ C2. (75)
Without loss of generality we can assume that C2 > 1. Then it follows from (75) that
C1λ
2 r
24 · 2j µ(B˜j)1/s ≤
[
log
(
C2
µ(B)
µ(B˜j+1)
)]1/γ
≤ (2sγ−1)1/γ C1/(2s)2
(
µ(B)
µ(B˜j+1)
)1/(2s)
,
where the last inequality follows from the estimate log(y) ≤ q y1/q, which holds true for all
y, q ∈ (0,∞) (applied here with q = 2sγ−1). Therefore,
µ(B˜j+1)1/(2s) ≤
(
24(2sγ−1)1/γ C
1/(2s)
2 µ(B)
1/(2s)
C1λ2 r
)
2j µ(B˜j)1/s.
Now applying Lemma 16 with
aj := µ
(
B˜j
)
, p := s, q := 2s, ρ :=
24(2sγ−1)1/γ C
1/(2s)
2 µ(B)
1/(2s)
C1λ2 r
, and τ := 2,
we get
1 ≤ µ(B˜1)1− s2s (24(2sγ−1)1/γ C1/(2s)2 µ(B)1/(2s)
C1λ2 r
)s
2
s·2s
2s−s ≤ µ(B)24
s(2sγ−1)s/γ C
1/2
2
Cs1λ
2s rs
4s
so
µ(B(x, r)) ≥
(
Cs1 λ
2s
96s(2sγ−1)s/γ
√
C2
)
rs.
The proof is complete. 
In the case of doubling measures we have the following characterization which is a
consequence of Theorem 6 and Theorem 28, below.
Theorem 27. Suppose that (X, d, µ) is a uniformly perfect measure metric space and fix
σ ∈ (1,∞). Then the following two statements are equivalent.
(a) The measure µ is doubling.
(b) There exist constants C1, C2, s, γ ∈ (0,∞) such that∫
B0
exp
(
C1
µ(σB0)
1/s|u− uB0 |
R0‖g‖Ls(σB0,µ)
)γ
dµ ≤ C2, (76)
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whenever B0 ⊆ X is a ball, u ∈M1,s(σB0, d, µ) and g ∈ D+(u).
For the implication (a) ⇒ (b) in Theorem 27, one can take s := log2(Cµ) where
Cµ := sup
x∈X, r∈(0,∞)
µ(B(x, 2r))
µ(B(x, r))
∈ (1,∞)
is the doubling constant for µ, see (9). Then µ satisfies the V (σB0, s, b) condition with
b = κµ(σB0)(σR0)
−s and (76) follows from Theorem 6.
Theorem 28. Let (X, d, µ) be a uniformly perfect measure metric space and suppose that
there exist s, C1, C2, γ ∈ (0,∞) and σ ∈ [1,∞) such that∫
B0
exp
(
C1
µ(σB0)
1/s|u− uB0 |
R0‖g‖Ls(σB0,µ)
)γ
dµ ≤ C2, (77)
whenever B0 ⊆ X is a ball, u ∈ M1,s(σB0, d, µ) and g ∈ D+(u).
Then for every ε ∈ (0,∞), there exists a constant κ ∈ (0,∞) such that
µ
(
B(x, r)
)
µ
(
B(y, R)
) ≥ κ( r
R
)s+ε
, (78)
whenever x, y ∈ X, B(x, r) ⊆ B(y, R), 0 < r ≤ R < ∞. In particular, the measure µ is
doubling.
Proof. Note that the estimate in (78) will follow once we prove that for each β ∈ (1,∞),
there exists κβ ∈ (0,∞) satisfying
µ
(
B(x, r)
)
µ
(
B(y, R)
) ≥ κβ( r
R
)βs/(β−1)
, (79)
whenever x, y ∈ X and B(x, r) ⊆ B(y, R), 0 < r ≤ R < ∞. To this end, fix β ∈ (1,∞)
and suppose B := B(x, r) ⊆ B(y, R) for some x, y ∈ X and 0 < r ≤ R < ∞. Recall
that we may assume that 0 < λ < 1/5, where λ as as in (39). As such, appealing to
(ii) of Lemma 12, it suffices to only consider the case when r ≤ 3ϕx(r)/λ2. Next, let r˜j,
u˜j, g˜j, and B˜
j , j ∈ N be as in Construction 15. Then, it follows (77) (applied here with
B0 := B(y, R)) that the functions u˜j and g˜j satisfy∫
B0
exp
(
C1
µ(σB0)
1/s|u˜j − (u˜j)B0 |
R‖g˜j‖Ls(σB0,µ)
)γ
dµ ≤ C2, ∀ j ∈ N. (80)
Observe that for each j ∈ N, we have
R
∫
σB0
(
g˜j
)s
dµ
1/s = R 2j+2
ϕx(r)
(
µ(B˜j)
µ(σB0)
)1/s
≤ 3R 2
j+2
λ2r
(
µ(B˜j)
µ(B0)
)1/s
, (81)
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where, in obtaining the inequality in (81), we have used the fact that r ≤ 3ϕx(r)/λ2.
Altogether, (81), (80), and (46) yield
µ(B˜j+1)
µ(B0)
exp
(
C1λ
2 r µ(B0)
1/s
24 · 2jRµ(B˜j)1/s
)γ
≤ C2 (82)
Note we can assume without loss of generality that C2 > 1. Then using the estimate
log(y) ≤ q y1/q (which holds true for all y, q ∈ (0,∞)) with q = βsγ−1, we may conclude
from (82) that for each j ∈ N, there holds
C1λ
2 r
24 · 2jR ·
µ(B0)
1/s
µ(B˜j)1/s
≤
[
log
(
C2
µ(B0)
µ(B˜j+1)
)]1/γ
≤ (βsγ−1)1/γ C1/(βs)2
(
µ(B0)
µ(B˜j+1)
)1/(βs)
.
Therefore,
µ(B˜j+1)1/(βs) ≤
(
24R(βsγ−1)1/γ C
1/(βs)
2
C1λ2 rµ(B0)(β−1)/(βs)
)
2j µ(B˜j)1/s.
Now, invoking Lemma 16 with
aj := µ(B˜
j), p := s, q := βs, ρ :=
24R(βsγ−1)1/γ C
1/(βs)
2
C1λ2 rµ(B0)(β−1)/(βs)
and τ := 2,
and keeping in mind that a1 = µ(B˜
1) ≤ µ(B) = µ(B(x, r)) and B0 = B(y, R), yields
1 ≤ µ(B)1−1/β
(
24R(βsγ−1)1/γ C
1/(βs)
2
C1λ2 rµ(B0)(β−1)/(βs)
)s
2βs
2/(βs−s)
=
(
µ(B(x, r))
µ(B(y, R))
)(β−1)/β (
R
r
)s(
24(βsγ−1)1/γ C
1/(βs)
2
C1λ2
)s
2βs/(β−1).
Therefore,
µ(B(x, r))
µ(B(y, R))
≥
(
C1λ
2
24(βsγ−1)1/γ C
1/(βs)
2
)s
2−β
2s/(β−1)2
( r
R
)βs/(β−1)
.
This finishes the proof (79) and, in turn, the proof of the theorem. 
6. The Case p > s
Theorem 29. Suppose that (X, d, µ) is a uniformly perfect metric measure space and fix
s, p ∈ (0,∞) satisfying p > s. Then the following two statements are equivalent.
(a) There exists a finite constant κ > 0 such that
µ
(
B(x, r)
) ≥ κ rs for every x ∈ X and every finite r ∈ (0, diam(X)]. (83)
(b) There exists a constant CH ∈ (0,∞) with the property that for each u ∈ M1,p(X, d, µ)
and g ∈ D(u), there holds
|u(x)− u(y)| ≤ CHd(x, y)1−s/p‖g‖Lp(X,µ), ∀ x, y ∈ X, (84)
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Hence, every function u ∈M1,p(X, d, µ) has Hölder continuous representative of order
(1− s/p) on X.
Proof. We begin by proving the implication (a)⇒ (b). Fix any ball B0 having finite radius
R0 ∈
(
0, 2 diam(X)
]
. If B(x, r) ⊆ 2B0 and r ∈ (0, 2R0], then 4−1r ≤ diam(X), and (83)
gives
µ(B(x, r)) ≥ µ(B(x, 4−1r)) ≥ κ(4−1r)s = κ˜rs,
where κ˜ = κ4−s. Thus, µ satisfies the V (2B0, s, κ˜) condition (see (10)). As such, part (c)
in Theorem 6 guarantees the existence of a constant C ∈ (0,∞) (independent of B0) with
the property that whenever u ∈M1,p(2B0, d, µ) and g ∈ D(u), there holds
|u(x)− u(y)| ≤ C κ˜−1/pd(x, y)1−s/p
 ∫
2B0
gp dµ
1/p for all x, y ∈ B0. (85)
Now, if u ∈ M1,p(X, d, µ) and g ∈ D(u), then their pointwise restrictions to the ball 2B0
(still denoted by u and g) continue to satisfy (1). Hence, this restriction of u belongs to
M1,p(2B0, d, µ), and g remains a generalized gradient of u. Therefore, by (85) we have
|u(x)− u(y)| ≤ C κ˜−1/pd(x, y)1−s/p‖g‖Lp(X,µ) for all x, y ∈ B0. (86)
Given that the constants C and κ˜ are independent of the arbitrarily chosen B0, it follows
that (86) implies (84), finishing the proof of (a) ⇒ (b).
For the reverse implication, fix x ∈ X and r ∈ (0, diam(X)], finite. If B(x, r) = X then
diam(X) ∈ (0,∞) and
µ
(
B(x, r)
)
= µ(X) ≥ µ(X)[diam(X)]−s rs.
Thus, in what follows, we may assume that X \B(x, r) 6= ∅.
Let λ ∈ (0, 1) be as in (39) and define u : X → [0, 1] by setting u := Φ0,λr, where
the function Φ0,λr is as in Lemma 13. Then, u ∈ M1,p(X, d, µ) and the function g :=
(λr)−1χB(x,λr) belongs to D(u). Moreover, since (X, d) is assumed to be uniformly perfect,
we may select a point y ∈ B(x, r) \ B(x, λr). Then by (84) (used here with this choice of
u and g), we have
1 = |u(x)− u(y)| ≤ CHd(x, y)1−s/p‖g‖Lp(X,µ) ≤ CHλ−1r−s/pµ
(
B(x, r)
)1/p
,
from which (83) follows with κ := (λ/CH)
p ∈ (0,∞). This finishes the proof of the reverse
implication and, in turn, the proof of the theorem. 
Theorem 30. Suppose that (X, d, µ) is a uniformly perfect metric measure space and fix
s ∈ (0,∞), σ ∈ (1,∞). Then for each p ∈ (s,∞), the following two statements are
equivalent.
(a) There exists a constant κ ∈ (0,∞) satisfying
µ
(
B(x, r)
)
µ
(
B(y, R)
) ≥ κ( r
R
)s
, (87)
whenever x, y ∈ X satisfy B(x, r) ⊆ B(y, R) and 0 < r ≤ R <∞.
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(b) There exists a finite constant CH > 0 such that for each ball B0 := B(x0, R0) with
x0 ∈ X and R0 ∈ (0,∞), and each u ∈M1,p(σB0, d, µ) and g ∈ D(u), there holds
|u(x)− u(y)| ≤ CHd(x, y)1−s/pRs/p0
∫
σB0
gp dµ
1/p , ∀ x, y ∈ B0, (88)
Hence, every function u ∈ M1,p(σB0, d, µ) has Hölder continuous representative of
order (1− s/p) on B0.
Proof. We begin proving the implication (a) ⇒ (b). Given a ball B0 := B(x0, R0) with
x0 ∈ X and R0 ∈ (0,∞), let B(y, R) := σB0. Then inequality (87) implies that the
measure µ satisfies the V (σB0, s, b) condition with b = κµ(σB0)(σR0)
−s. As such, for this
value of b the inequality displayed in (88) follows immediately from (14) in Theorem 6.
In order to prove the implication (b) implies (a), fix points x, y ∈ X and suppose that
B := B(x, r) ⊆ B(y, R), where 0 < r ≤ R < ∞. Specializing (88) to the case when
B0 := B(y, R) implies that
|u(z)− u(w)| ≤ CH d(z, w)1−s/pRs/p
∫
σB0
gp dµ
1/p , ∀ z, w ∈ B(y, R), (89)
whenever u ∈ M1,p(σB0, d, µ) and g ∈ D(u). If B(x, r) = X then B(y, R) = X given that
B(x, r) ⊆ B(y, R). Thus, in this case, (87) trivially holds with any κ ∈ (0, 1]. As such, in
what follows we will assume that X \B(x, r) 6= ∅.
Let λ ∈ (0, 1) be as in (39) and define u : X → [0, 1] by setting u := Φ0,λr, where
the function Φ0,λr is as in Lemma 13. Then, u ∈ M1,p(σB0, d, µ) and the function g :=
(λr)−1χB(x,λr) belongs to D(u). Since (X, d) is assumed to be uniformly perfect, we may
select a point w ∈ B(x, r) \B(x, λr). Then by (89), we have (keeping in mind σ > 1)
1 = |u(x)− u(w)| ≤ CH d(x, w)1−s/pRs/p
∫
σB0
gp dµ
1/p
≤ CH λ−1
(
R
r
)s/p(
µ(B(x, λr)
µ(σB0)
)1/p
≤ CH λ−1
(
R
r
)s/p(
µ(B)
µ(B0)
)1/p
,
from which (87) follows with κ := (λ/CH)
p ∈ (0,∞). This finishes the proof of the reverse
implication and, in turn, the proof of the theorem. 
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