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1. Introduction and Preliminaries
Recently, the theory of coincidence and fixed points for a family of multimaps
on a product space of topological vector spaces has been investigated by many
authors, cf.[1], [2], [7], [8], [12] and the references therein. In this paper we shall
make a study of this type of problems on a product G-convex space instead of
a product topological vector space. We at first establish some new results of
coincidence and fixed points for a family of multimaps on a product G-convex
space, and then apply them to the study of system of inequalities, minimax
problem, maximal elements and equilibrium points of abstract economy.
We begin with recalling some notations and terminology concerned with mul-
timaps which will be used throughout the paper.
For a nonempty set Y , 2Y and 〈Y 〉 denote the class of all subsets of Y and the
class of all nonempty finite subsets of Y respectively. For A ∈ 〈Y 〉, |A| denotes
the cardinality of A. A multimap T : X → 2Y is a function from a set X into the
power set 2Y of Y . The notation T : X ( Y stands for a multimap T : X → 2Y
having nonempty values. If B ⊆ Y , then the inverse image of B under T is
T−(B) = {x ∈ X : T (x) ∩B 6= ∅}.
All topological spaces are supposed to be Hausdorff. The closure of a subset
A of a topological space is denoted by cl(A). A subset A of a topological space X
is compactly open if for every nonempty compact subset K of X, A ∩K is open
in K. The compactly interior of A is defined by
cint(A) = ∪{B ⊆ X : B ⊆ A and B is compactly open in X},
cf.[3].
Definition 1.1.[13]. Let X and Y be two topological spaces. A multimap T :
X → 2Y is said to be transfer compactly open valued if for any x ∈ X and
y ∈ T (x) there is an x′ ∈ X such that y ∈ cint(T (x′)). A function f : X×Y → R
is said to be transfer compactly l.s.c. ( resp. u.s.c.) on Y if for each y ∈ Y and
each λ ∈ R with y ∈ {z ∈ Y : f(x, z) > λ} ( resp. y ∈ {z ∈ Y : f(x, z) < λ})
there exists an x′ ∈ X such that
y ∈ cint({z ∈ Y : f(x′, z) > λ})
(resp. y ∈ cint({z ∈ Y : f(x′, z) < λ})).
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The following lemmas are well-known.
Lemma 1.2.[8] Let X and Y be two topological spaces and f : X × Y → R.
Then f is transfer compactly l.s.c. (resp. u.s.c.) on Y if and only if for any
λ ∈ R, the multimap F : X → 2Y defined by
F (x) = {y ∈ Y : f(x, y) > λ}
(resp. F (x) = {y ∈ Y : f(x, y) < λ})
is transfer compactly open valued.
Lemma 1.3.[8] Let X and Y be two topological spaces and T : X → 2Y . Then
the following two statements are equivalent.
(1.3.1) For each x ∈ X, T (x) is nonempty and T− : Y → 2X is transfer compactly
open valued.
(1.3.2) X = ∪y∈Y cint(T−(y)).
For n ≥ 0, ∆n denotes the standard n-simplex of Rn+1, that is,
∆n =
{






and {e0, · · · , en}, the standard basis of Rn+1, is the set of the vertices of ∆n.
The notion of a generalized convex space was first introduced by Park and
Kim [10]:
Definition 1.4. A generalized convex space or a G-convex space (E; Γ) con-
sists of a topological space E and a map Γ : 〈E〉 ( E such that
(1.4.1) for any A,B ∈ 〈E〉, A ⊆ B implies Γ(A) ⊆ Γ(B); and
(1.4.2) for each A = {a0, · · · , an} ∈ 〈E〉 with |A| = n + 1, there exists a contin-
uous function ϕA : ∆n → Γ(A) such that ϕA(∆J) ⊆ Γ(B) for any B ∈ 〈A〉 with
|B| = |J |, where J ⊆ {0, · · · , n} and ∆J denotes the face of ∆n corresponding to
B.
3
In this paper, we assume that a G-convex space (E; Γ) always satisfies the extra
condition: x ∈ Γ({x}) for any x ∈ E, and the Γ is also denoted by ΓE if it is
necessary.
A subset K of a G-convex space (E; Γ) is said to be Γ-convex if for any A ∈ 〈K〉,
Γ(A) ⊆ K. For a nonempty subset Q of E, the Γ-convex hull of Q, denoted by
Γ-co(Q), is defined by
Γ-co(Q) = ∩{C : Q ⊆ C ⊆ E,C is Γ-convex}.
It is easy to see that Γ-co(Q) is the smallest Γ-convex subset of E containingQ.
Definition 1.5. A G-convex uniform space (E;U ,Γ) is a G-convex space so that
its topology is induced by a uniformity U . A G-convex uniform space (E;U ,Γ) is
said to be a locally G-convex uniform space if the uniformity U has a base B con-
sisting of open symmetric entourages such that for each V ∈ B and any x ∈ E,
V [x] := {y ∈ X : (x, y) ∈ V } is Γ-convex.
For details of uniform spaces we refer to Kelley [6].
Tan and Zhang [11] showed that the product of an arbitrary family of G-
convex spaces is a G-convex space: Suppose {(Ei; Γi)}i∈I is any family of G-
convex spaces. Let E = Πi∈IEi be equipped with product topology. For each i ∈ I,
let πi : E → Ei be the projection. Define Γ = Πi∈IΓi : 〈E〉 ( E by
Γ(A) = Πi∈IΓi(πi(A))
for each A ∈ 〈E〉. Then (E; Γ) is a G-convex space.
The following Lemmas 1.6, 1.7 and 1.8 which will be quoted in section 2 can
be found in [4] and [5].
Lemma 1.6. Let (E; Γ) = (Πi∈IEi; Πi∈IΓi) be the product G-convex space of
a family of G-convex spaces (Ei; Γi), i ∈ I. Then K = Πi∈IKi is Γ-convex in E
provided for each i ∈ I, Ki is a Γi-convex subset of Ei.
Lemma 1.7. Suppose {(Ei;Ui,Γi)}i∈I is any family of locally G-convex uni-
form spaces. Let E = Πi∈IEi be equipped with product topology and U = Πi∈IUi
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be the product uniformity on E. Then (E;U ,Γ) is a locally G-convex uniform
space.
Lemma 1.8. If K is a Γ-convex subset of a locally G-convex uniform space
(E;U ,Γ), then its closure cl(K) is also Γ-convex.
2. Coincidence and Fixed Point Theorems
Throughout this paper, (E; Γ) = (Πi∈IEi; Πi∈IΓi) denotes the product G-
convex space of a family of G-convex spaces (Ei; Γi), i ∈ I, and for each i ∈ I, let
Ei = Πj∈I\{i}Ej be equipped with the product convex structure Γ
i = Πj∈I\{i}Γj.
Any point x ∈ E is expressed as x = [xi, xi], where xi ∈ Ei and xi ∈ Ei.
Following Park [9], we make the following definition.
Definition 2.1. Let X be a topological space and (E; Γ) a G-convex space. A
multimap T : X → 2E is called a generalized Φ-mapping if there exists a mul-
timap S : X → 2E satisfying that
(2.1.1) for any x ∈ X and any A ∈ 〈S(x)〉, Γ-co(A) ⊆ T (x);
(2.1.2) X = ∪y∈Ecint(S−(y)).
The mapping S is called a companion mapping of T .
We are now able to establish the following coincidence result which generalizes
the Theorem 3.1 of Lin [8] from topological vector spaces to G-convex spaces.




i → 2Ei satisfy the following conditions:
(2.2.1) Fi is a generalized Φ-mapping with the companion mapping Hi;
(2.2.2) Ti is a generalized Φ-mapping with the companion mapping Si;
(2.2.3) There exists a nonempty compact subset Mi of Ei such that for each
Qi ∈ 〈Ei〉 there is a compact Γi-convex subset LQi of Ei with
Qi ⊆ LQi
and





(2.2.4) There exists a nonempty compact subset Ki of Ei such that for each Ni ∈
〈Ei〉 there is a compact Γi-convex subset LNi of Ei with
Ni ⊆ LNi
and
Ei \Ki ⊆ ∪yi∈LNi cint(S
−
i (yi)).
Then there exist x̄ = (x̄i)i∈I and ȳ = (ȳi)i∈I in E such that for each i ∈ I,
ȳi ∈ Ti(x̄i) and x̄i ∈ Fi(ȳi).
Proof. For each i ∈ I, we have by (2.2.1)
Ei = ∪xi∈Eicint(H−i (xi)),
and then the compactness of Mi implies there is Q
i ∈ 〈Ei〉 such that
Mi ⊆ ∪xi∈Qicint(H−i (xi)). (1)
In a like manner, there is Ni ∈ 〈Ei〉 such that
Ki ⊆ ∪yi∈Nicint(S−i (yi)). (2)
By (2.2.3), we have




It follows from (1) and (3) that




Similarly, (2) and (2.2.4) imply that
LQi ⊆ ∪yi∈LNi cint(S
−
i (yi)). (5)
Noting that both of LNi and LQi are compact, it follows from (4) and (5) that













LQi ⊆ ∪lij=0cint(S−i (bi,j)) (7)
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Let Ai = cl(Γi({ai0, · · · , aimi})) and Bi = cl(Γi({bi,0, · · · , bi,li})). Bi and A
i are










cint(S−i (bi,j)) ∩ Ai
)
. (9)
By the definition of a G-convex space, there exists a continuous mapping
ϕi : ∆mi → Ai such that
ϕi (∆J) ⊆ Γi(C) ⊆ Ai (10)
for any C ∈
〈
{ai0, · · · , aimi}
〉
with |C| = |J |, where J ⊆ {0, · · · ,mi}. Meanwhile,












. For any j ∈ {0, · · · ,mi} and any xi ∈ Bi,
we have







⇒ aij ∈ Hi(xi). (11)










where J(xi) = {j ∈ {0, · · · ,mi} : λi,j(xi) 6= 0}. We see from (11) that {aij : j ∈
J(xi)} ∈ 〈Hi(xi)〉, so in view of Fi being a generalized Φ-mapping with the
companion mapping Hi, we conclude that
Γi
(




{aij : j ∈ J(xi)}
)
⊆ Fi(xi).








⊆ Γi(C), where C = {aij : j ∈ J(xi)}
⊆ Fi(xi),
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that is, fi is a continuous selection of Fi|Bi .
Reasoning as in the last paragraph, there are continuous functions ϕi : ∆li →
Bi and ψ
i : Ai → ∆li such that their composition gi = ϕi ◦ ψi : Ai → Bi is a
continuous selection of Ti|Ai , that is,
gi(x
i) ∈ Ti(xi), ∀xi ∈ Ai.
let ∆ = Πi∈I∆li , which is a compact convex subset of the locally convex
topological space Πi∈IRli+1. Define a continuous mapping Ω : ∆ → ∆ by
Ω(t) = Πi∈I
(
ψi ◦ ϕi ◦ ψi ◦ ϕi ◦ πi
)
(t)
where πi is the projection of ∆ onto ∆li . By Tychonoff’s fixed point theorem,
there is t̄ = (t̄i)i∈I in ∆ such that
t̄ = Ω(t̄)
= Πi∈Iψ
i ◦ (ϕi ◦ ψi)(ϕi(t̄i)).
For each i ∈ I, let ȳi = ϕi(t̄i), x̄i = fi(ȳi), and put x̄ = (x̄i)i∈I , ȳ = (ȳi)i∈I . Then
from t̄ = (t̄i)i∈I = Πi∈Iψ
i (fi(ȳi)) = Πi∈Iψ










x̄i = fi(ȳi) ∈ Fi(ȳi)
for any i ∈ I. This completes the proof. 
Theorem 2.3. For any i ∈ I, let (Ei;Ui,Γi) be a locally G-convex uniform space
so that the convex structure Γi has the property that Γi-co(Ci) is compact when-
ever Ci is a compact subset of Ei, and suppose Fi : Ei → 2E
i
and Ti : E
i → 2Ei
satisfy the following conditions:
(2.3.1) Both of Fi and Ti are generalized Φ-mappings with the companion map-
pings Hi and Si respectively.
(2.3.2) there exist a nonempty compact subset Mi of Ei and a Q
i ∈ 〈Ei〉 such that







(2.3.3) there exist a nonempty compact subset Ki of Ei and an Ni ∈ 〈Ei〉 such
that





Then there exist x̄ = (x̄i)i∈I and ȳ = (ȳi)i∈I in E such that for each i ∈ I,
ȳi ∈ Ti(x̄i) and x̄i ∈ Fi(ȳi).
Proof. For each i ∈ I, let






By the assumption on the convex structure Γi, LNi is a compact Γi-convex subset
of Ei containing Ni so that





And it follows from Lemmas 1.6, 1.7 and 1.8 that LQi is a compact Γ
i-convex
subset of Ei containing Qi so that






Then, following the same argument as in the proof of the above theorem, the
conclusion follows. 
Essentially the same way of thinking as in the proof of Theorem 2.2, we can
prove the following fixed point theorem.
Theorem 2.4. Suppose for each i ∈ I, Ti : E → 2Ei satisfies the following
conditions:
(2.4.1) Ti is a generalized Φ-mapping with the companion mapping Si.
(2.4.2) There exists a nonempty compact subset Ki of Ei such that for any
Ni ∈ 〈Ei〉 there is a compact Γi-convex subset LNi of Ei with
Ni ⊆ LNi
and






where K = Πi∈IKi.
Then there exists an x̄ = (x̄i)i∈I ∈ E such that x̄i ∈ Ti(x̄) for each i ∈ I.











By (2.4.2) there is a compact Γi-convex subset LNi of Ei such that Ni ⊆ LNi and





Let N = Πi∈INi and LN = Πi∈ILNi . LN is a compact Γ-convex subset of E
containing N . Noting that LN \K ⊆ E \K, it follows from (13) that





















By the definition of a G-convex space, there exists a continuous mapping
ϕi : ∆li → Γ(Ai) such that
ϕi (∆J) ⊆ Γ(C) ⊆ Γ(Ai) ⊆ LNi (16)
for any C ∈ 〈Ai〉 with |C| = |J |, where J ⊆ {0, · · · , li}. Besides, (15) shows that










For any j ∈ {0, · · · , li} and any x ∈ LN , we have yi,j ∈ Si(x) provided that











where J(x) = {j ∈ {0, · · · , li} : λi,j(x) 6= 0}. Noting that {yi,j : j ∈ J(x)} ∈
〈Si(x)〉 and Ti is a generalized Φ-mapping with the companion mapping Si, we
see from (16) that the function fi : LN → LNi defined by fi(x) = ϕi ◦ ψi(x) has
the property that for any x ∈ LN ,





⊆ Γ(C), where C = {yi,j : j ∈ J(x)}
⊆ Ti(x).
Let ∆ = Πi∈I∆li . Define continuous mappings Ω : ∆ → LN and Ψ : LN → ∆
by Ω(t) = Πi∈Iϕi(πi(t)) for t ∈ ∆, and Ψ(x) = Πk∈Iψk(x) for x ∈ LN , where
πi : ∆ → ∆li is the projection of ∆ onto ∆li . By Tychonoff’s fixed point theorem,
the continuous function Ψ ◦ Ω : ∆ → ∆ has a fixed point t. Let x̄ = Ω(t̄). Then,
x̄ = Ω(t̄)
= Ω (Ψ ◦ Ω(t̄))
= (Ω ◦Ψ) (Ω(t̄))
= (Ω ◦Ψ) (x̄)
= Ω (Πk∈Iψk(x̄))
= Πi∈Iϕi (πi (Πk∈Iψk(x̄))
= Πi∈Iϕi(ψi(x̄))
= Πi∈I(ϕi ◦ ψi)(x̄).
Thus, x̄i = ϕi ◦ ψi(x̄) = fi(x̄) ∈ Ti(x̄) for each i ∈ I. 
Just as Theorem 2.3, the following fixed point result holds.
Theorem 2.5. For any i ∈ I, let (Ei;Ui,Γi) be a locally G-convex uniform
space so that the convex structure Γi has the property that Γi-co(Ci) is compact
whenever Ci is a compact subset of Ei, and suppose Ti : E → 2Ei satisfy the
following conditions:
(2.5.1) Ti is a generalized Φ-mapping with the companion mapping Si.
(2.5.2) There exist a nonempty compact subset Ki of Ei and an Ni ∈ 〈Ei〉 such
that






where K = Πi∈IKi.
Then there exists an x̄ = (x̄i)i∈I ∈ E such that x̄i ∈ Ti(x̄) for each i ∈ I.
3. System of Inequalities and Minimax Theorems
In this section, we give some immediate applications of our coincidence results
to the existence of solution for a system of inequalities.
Definition 3.1. Let X be a nonempty set, (Y ; Γ) a G-convex space, and f, g :
X × Y → R. Then
(3.1.1) g is said to be f -quasiconcave on Y if for any x ∈ X and any A ∈ 〈Y 〉,
min
y∈A
f(x, y) ≤ g(x, z), ∀z ∈ Γ-co(A).
(3.1.2) g is said to be f -quasiconvex on Y if for any x ∈ X and any A ∈ 〈Y 〉,
max
y∈A
f(x, y) ≥ g(x, z), ∀z ∈ Γ-co(A).
Theorem 3.2. For any i ∈ I, let fi, gi, pi, qi : Ei × Ei → R be functions and
{ai}i∈I , {bi}i∈I be two families of real numbers. Suppose for each i ∈ I, the
following conditions hold:
(3.2.1) For each xi ∈ Ei, xi 7→ gi(xi, xi) is fi-quasiconcave on Ei, and for each
xi ∈ Ei, xi 7→ qi(xi, xi) is pi-quasiconvex on Ei.
(3.2.2) For each xi ∈ Ei, xi 7→ fi(xi, xi) is transfer compactly l.s.c.
on Ei, and for each xi ∈ Ei, xi 7→ pi(xi, xi) is transfer compactly u.s.c. on Ei.
(3.2.3) For each xi ∈ Ei, there is an xi ∈ Ei such that fi(xi, xi) > ai.
(3.2.4) For each xi ∈ Ei, there is an xi ∈ Ei such that pi(xi, xi) < bi.
(3.2.5) There exists a nonempty compact subset Mi of Ei such that for each Q
i ∈
〈Ei〉 there is a compact Γi-convex subset LQi of Ei so that Qi ⊆ LQi and for each
yi ∈ Ei \Mi there exists xi ∈ LQi with
yi ∈ cint
(
{vi ∈ Ei : pi(xi, vi) < bi}
)
.
(3.2.6) There exists a nonempty compact subset Ki of Ei such that for each Ni ∈
〈Ei〉 there is a compact Γi-convex subset LNi of Ei so that Ni ⊆ LNi and for each
xi ∈ Ei \Ki there exists yi ∈ LNi with
xi ∈ cint
(




Then there are x̄ = (x̄i)i∈I and ȳ = (ȳi)i∈I in E such that gi(x̄
i, ȳi) > ai and
qi(x̄
i, ȳi) < bi for all i ∈ I.




i) = {yi ∈ Ei : fi(xi, yi) > ai}
Ti(x
i) = {yi ∈ Ei : gi(xi, yi) > ai}
Hi(xi) = {ui ∈ Ei : pi(ui, xi) < bi}
Fi(xi) = {ui ∈ Ei : qi(ui, xi) < bi}.
Firstly, we show that Ti is a generalized Φ-mapping with the companion mapping
Si. To see this we have to show that (i) Γi-co(A) ⊆ Ti(xi) for any xi ∈ Ei and




. For any xi ∈ Ei and any




i, y) ≤ gi(xi, z), ∀z ∈ Γi-co(A).





xi ∈ Ei : fi(xi, xi) > ai
}
is transfer compactly open valued by (3.2.2) and Lemma 1.2, which in conjunction
with (3.2.3) and Lemma 1.3 shows that (ii) holds. Similarly, Fi is a generalized
Φ-mapping with the companion mapping Hi. Moreover, conditions (3.2.5) and
(3.2.6) imply conditions (2.2.3) and (2.2.4) respectively. Therefore, all the re-
quirements of Theorem 2.2 are satisfied, and thus the conclusion follows. 
Theorem 3.3. For each i ∈ I, suppose fi, gi, pi, qi : Ei × Ei → R are func-
tions satisfying the following conditions:
(3.3.1) fi(x) ≤ gi(x) ≤ pi(x) ≤ qi(x) for any x ∈ E.
(3.3.2) For each xi ∈ Ei, xi 7→ gi(xi, xi) is fi-quasiconcave on Ei, and for each
xi ∈ Ei, xi 7→ qi(xi, xi) is pi-quasiconvex on Ei.
(3.3.3) For each xi ∈ Ei, xi 7→ fi(xi, xi) is transfer compactly l.s.c. on Ei, and
for each xi ∈ Ei, xi 7→ pi(xi, xi) is transfer compactly u.s.c. on Ei.
(3.3.4) There exists a nonempty compact subset Mi of Ei such that for each
Qi ∈ 〈Ei〉 there is a compact Γi-convex subset LQi of Ei so that Qi ⊆ LQi and
13
for each yi ∈ Ei \Mi there exists xi ∈ LQi with
yi ∈ cint
(








(3.3.5) There exists a nonempty compact subset Ki of Ei such that for each Ni ∈
〈Ei〉 there is a compact Γi-convex subset LNi of Ei so that Ni ⊆ LNi and for each
xi ∈ Ei \Ki there exists yi ∈ LNi with
xi ∈ cint
(




















for any i ∈ I.





























Then for each xi ∈ Ei, there exists an xi ∈ Ei such that fi(xi, xi) > ai, and
for any xi ∈ Ei, there exists an xi ∈ Ei such that pi(xi, xi) < bi. So conditions
(3.2.3) and (3.2.4) are satisfied. Moreover, conditions (3.3.4) and (3.3.5) imply
conditions (3.2.5) and (3.2.6) respectively. Consequently, all the requirements of
Theorem 3.2 are satisfied, and so there exist x̄ = (x̄i)i∈I and ȳ = (ȳi)i∈I in E such
that gi(x̄
i, ȳi) > ai and qi(x̄
i, ȳi) < bi for all i ∈ I. From qi(x̄i, ȳi) ≥ gi(x̄i, ȳi), we
obtain that bi > ai. Since both of ai and bi with ai < infui∈Ei supvi∈Ei fi(u
i, vi)
and bi > supvi∈Ei infui∈Ei qi(u


























To end this section, we like to remark that in the seting of locally G-convex
uniform spaces if for each i ∈ I, the convex structure Γi has the property that
Γi-co(Ci) is compact whenever Ci is a compact subset of Ei, then conditions
(3.2.5), (3.2.6), (3.3.4) and (3.3.5) can be replaced with the following conditions
(3.2.5)′, (3.2.6)′, (3.3.4)′ and (3.3.5)′ respectively.
(3.2.5)′ There exist a nonempty compact subset Mi of Ei and an Q
i ∈ 〈Ei〉 such
that for each yi ∈ Ei \Mi there is xi ∈ Qi with
yi ∈ cint
(
{vi ∈ Ei : pi(xi, vi) < bi}
)
.
(3.2.6)′ There exist a nonempty compact subset Ki of Ei and an Ni ∈ 〈Ei〉 such
that for each xi ∈ Ei \Ki there is yi ∈ Ni with
xi ∈ cint
(
{ui ∈ Ei : fi(ui, yi) > ai}
)
.
(3.3.4)′ There exist a nonempty compact subset Mi of Ei and an Q
i ∈ 〈Ei〉 such
that
Ei \Mi ⊆ ∪xi∈Qicint
(








(3.3.5)′ There exist a nonempty compact subset Ki of Ei and an Ni ∈ 〈Ei〉 such
that
Ei \Ki ⊆ ∪yi∈Nicint
(








4. Maximal Elements and Equilibrium Points
In this section we shall apply our fixed point results in section 2 to obtain
some theorems about maximal elements, nonempty intersection, and equilibrium
points for an abstract economy.
An abstract economy is a family E = ((Ei; Γi), Ai, Bi, Pi)i∈I , where I is a finite
or infinite set of agents and for each i ∈ I, each commodity space (Ei; Γi) is a
G-convex space, Ai, Bi : E = Πi∈IEi → 2Ei are the constraint correspondences,
and Pi : E → 2Ei is the preference correspondence. A point x̄ ∈ E is said to be an
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equilibrium point of an abstract economy E = ((Ei; Γi), Ai, Bi, Pi)i∈I if x̄i ∈ Bi(x̄)
and Ai(x̄) ∩ Pi(x̄) = ∅ for each i ∈ I.
Theorem 4.1. Let E = ((Ei; Γi), Ai, Bi, Pi)i∈I be an abstract economy. Sup-
pose the following conditions hold:
(4.1.1) For each x ∈ E, Ai(x) 6= ∅, and for each N ∈ 〈Ai(x)〉, Γi-co(N) ⊆ Bi(x).
(4.1.2) For each x = (xi)i∈I ∈ E, xi /∈ Γi-co (Pi(x)) for every i ∈ I.
(4.1.3) For each yi ∈ Ei, all of A−i (yi), P−i (yi) and Ci = {x ∈ E : Pi(x)∩Ai(x) =
∅} are compactly open such that E = ∪yi∈Ei
[(





(4.1.4) There exists a nonempty compact subset Ki of Ei such that for any
Ni ∈ 〈Ei〉 there is compact Γi-convex subset LNi of Ei with Ni ⊆ LNi and
E \K ⊆ ∪yi∈LNi
[(





where K = Πi∈IKi.
Then E has an equilibrium point.
Proof. For each i ∈ I, let Di = E \ Ci and define Si, Ti : E → 2Ei by
Si(x) =
{
Pi(x) ∩ Ai(x), if x ∈ Di;




Γi-co (Pi(x)) ∩Bi(x), if x ∈ Di;
Bi(x), if x ∈ Ci.
For each x ∈ E and each N ∈ 〈Si(x)〉, it is easy to check that Γi-co(N) ⊆ Ti(x).
Also, for each yi ∈ Ei, we see from
S−i (yi) =
(
















P−i (yi) ∪ Ci
)
∩ A−i (yi)
and (4.1.3) that that S−i (yi) is compactly open and E = ∪yi∈EiS−i (yi). Thus we
have shown that Ti is generalized Φ-mapping with the companion mapping Si,
which together with (4.1.4) shows that all the requirements of Theorem 2.4 are
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satisfied. Thus, there is an x̄ ∈ E such that x̄i ∈ Ti(x̄) for all i ∈ I. Now, (4.1.2)
implies that x̄ ∈ Ci, hence we infer that x̄i ∈ Bi(x̄) and Pi(x̄)∩Ai(x̄) = ∅ for all
i ∈ I. This completes the proof. 
Another immediate consequence of Theorem 2.4 is the following existence the-
orem of maximal elements.
Theorem 4.2 Let (E; Γ) be a G-convex space and S, T : E → 2E satisfy the
following conditions:
(4.2.1) For each x ∈ E, Γ-co(S(x)) ⊆ T (x).
(4.2.2) S− is transfer compactly open valued.
(4.2.3) There exist a nonempty compact subset K and a nonempty compact Γ-
convex subset C of E such that E \K ⊆ ∪y∈Ccint (S−(y)).
(4.2.4) T does not have a fixed point on E.
Then S has a maximal element, that is, there is an x̄ ∈ E such that S(x̄) = ∅.






which in combining with (4.2.1) and (4.2.2) gives us that T is a generalized Φ-
mapping with the companion mapping S. Then in view of (4.2.3) we infer from
Theorem 2.4 that T has a fixed point, which contradicts (4.2.4). Therefore S
must have a maximal element. 
Theorem 4.2 can be further extended as:
Theorem 4.3. Suppose I is a finite index set, and for each i ∈ I, Si, Ti : E → 2Ei
satisfy the following conditions:
(4.3.1) For all x ∈ E, Γi-co (Si(x)) ⊆ Ti(x).
(4.3.2) S−i is transfer compactly open valued.
(4.3.3) For all x ∈ E, xi /∈ Ti(x).
(4.3.4) There exist a nonempty compact subset K of E and a nonempty compact
Γi-convex subset Ci of Ei such that for all x ∈ E \ K and for all i ∈ I with





Then there exists x̄ ∈ E such that Si(x̄) = ∅ for all i ∈ I.
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Proof. For each x ∈ E, let I(x) = {i ∈ I : Si(x) 6= ∅}. We have to prove
that I(x) = ∅ for some x ∈ E. On the contrary, assume that I(x) 6= ∅ for all
x ∈ X. For i ∈ I and x ∈ E, let Ai(x) = Ei × Si(x) and Bi(x) = Ei × Ti(x), and
define F,G : E → 2E by
F (x) = ∩i∈I(x)Ai(x)
and
G(x) = ∩i∈I(x)Bi(x).
It follows from (4.3.1) that for each x ∈ E,















and (4.3.3) leads that x /∈ G(x). We now show that F− is transfer compactly
open valued. Let y ∈ E and x ∈ F−(y). Noting that y ∈ F (x) = ∩i∈I(x)Ai(x) =
∩i∈I(x) (Ei × Si(x)), we see that yi ∈ Si(x) for all i ∈ I(x), that is, x ∈ S−i (yi) for







For each i ∈ I \ I(x) choose zi ∈ Ei, and define ỹ ∈ E by
ỹi =
{
ŷi, if i ∈ I(x);
zi, if i ∈ I \ I(x).
(18)
Since
z ∈ A−i (ỹ)
⇔ ȳ ∈ Ai(z) = Ei × Si(x)
⇔ ŷi ∈ Si(z)
⇔ z ∈ S−i (ŷi),
we conclude that A−i (ỹ) = S
−



















once we notice that I(x) is a finite set. This shows that F− is transfer compactly
open valued. By (4.3.4), for all x ∈ E \K and for each i ∈ I(x), there is a ŷi ∈ Ci




= cint (Ai(ỹ)), where ỹ is defined as in (18). Let










that is, E \ K ⊆ ∪y∈Ccint(F−(ỹ)). By means of Theorem 4.2, there is ẑ ∈ E
such that F (ẑ) = ∅. Since I(ẑ) 6= ∅, Si(ẑ) 6= ∅ and Ai(ẑ) 6= ∅ for all i ∈ I(ẑ).
Hence, F (ẑ) = ∩i∈I(ẑ)Ai(ẑ) 6= ∅, which contradicts the fact that F (ẑ) = ∅. This
completes the proof. 
Finally, we deduce a nonempty intersection theorem.
Theorem 4.4. Suppose {Ai}i∈I and {Bi}i∈I are two families of nonempty sub-
sets of the product G-convex space E = Πi∈IEi satisfing that:
(4.4.1) For each xi ∈ Ei and each N ∈ 〈Ai[xi]〉, Γi-co(N) ⊆ Bi[xi] and there
exists a point yi ∈ Ei such that xi ∈ cint (Ai[yi]), where
Ai[x
i] = {yi ∈ Ei : [xi, yi] ∈ Ai}
Bi[x
i] = {yi ∈ Ei : [xi, yi] ∈ Bi}
Ai[yi] = {xi ∈ Ei : [xi, yi] ∈ Ai}.
(4.4.2) There exists a nonempty compact subset Ki of Ei such that for any Ni ∈
〈Ei〉 there is a compact Γi-convex subset LNi with Ni ⊆ LNi and
E \K ⊆ ∪yi∈LNi (cint(Ai[yi])× Ei) ,
where K = Πi∈IKi.
Then ∩i∈IBi 6= ∅.
Proof. For each i ∈ I, define Si, Ti : E → 2Ei by Si(x) = Ai[xi] and Ti(x) =
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Bi[x
i] for all x ∈ E. It follows from (4.4.1) that Γi-co(N) ⊆ Ti(x) for any x ∈ E
and any N ∈ 〈Si(x)〉. Besides, for each yi ∈ Ei, we have
S−i (yi) = {x = [xi, xi] ∈ E : yi ∈ Si(x)}
= {x = [xi, xi] ∈ E : yi ∈ Ai[xi]}
= {x = [xi, xi] ∈ E : xi ∈ Ai[yi]}
= Ai[yi]× Ei





⊇ cint (Ai[yi]) × Ei for each yi ∈ Ei. By (4.4.1), for each
x ∈ E, there is a yi ∈ Ei such that









. And thus Ti is a generalized Φ-mapping
with the companion mapping Si, which together with (4.4.2) leads to the exis-
tence of a point x̄ in E so that x̄i ∈ Ti(x̄) = Bi(x̄i) for each i ∈ I. In other words,
x̄ ∈ ∩i∈IBi. 
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