The space V is a comodule over E by the map δ :
Introduction
A Hecke symmetry is an invertible operator defined on the tensor square of a finite dimensional vector space, which satisfied the (quantized) Yang-Baxter equation and the Hecke equation (x + 1)(x − q) = 0, see [4, 6] for more details. Given such a matrix one can construct a Hopf algebra which is "the function algebra" over an (algebraic) matrix quantum group. One is interested in the representations of this quantum group, that is the comodules over the Hopf algebra.
It turns out that the dimension of the vector space on which the Hecke symmetry is defined does not play a significant role but rather a certain "inner" characteristics of the Hecke symmetry, the birank -a pair of non-negative integers.
A Hecke symmetry is called even if its birank is of the form (r, 0) and odd if its birank is of the form (0, r). In these cases, the representation category of the corresponding quantum group is like the representation category of the matrix group GL(r), it is semisimple and generally does not depend on the Hecke symmetry but only on the birank.
If the Hecke symmetry is neither even nor odd the representation category of the corresponding quantum group seems to be similar to the representation category of the super group GL(r|s). This problem has not been settled yet. The aim of this paper is to classify irreducible representation of the matrix quantum group corresponding to a Hecke symmetry of birank (2, 1) . Such a quantum group is usually called matrix quantum group of type (1, 0) .
In this work we show that irreducible representations of a quantum group of type (1, 0) can be indexed by tuples (m, n, p) of integers with m ≥ n. We exhibit basic decomposition rules of the tensor product of these representations and compute their dimensions.
Recall that representations of a quantum group are by definition comodules over the corresponding Hopf algebra ("of functions"). Using the Koszul komplex we construct for each tuple (m, n, p), m ≥ n a comodule and prove that they are simple. The difficulty here is that the comodule category is not semisimple. Our main technique is based on the theory of Hopf algebras with integral (co-Frobenius Hopf algebras). For such Hopf algebras there is a special class of simple comodules that split in any comodule. We show that our Hopf algebra is co-Frobenius and use a criterion for a comodule to be splitting in any comodule (which is equivalent to being injective and projective). (In Kac's theory of representation of Lie superalgebras irreducible representations that split in any representations are called typical [9] .) Notice that our method when applied to the algebraic supergroup GL(2|1) provides a new approach to the problem of classification of irreducible representations of this supergroup.
From the Hopf algebra theory view-point, our result provides a non-trivial example of a non-cosemisimple infinite-dimensional co-Frobenius Hopf algebra, whose simple comodules are fully classified by the utilization of the integral.
This work was finished during the second author's was visit at the Department of Mathematics, University of Essen-Duisburg. He would like to thanks Professors H. Esnault and E. Viehweg for their invitation and hospitality.
Quantum groups of type A and their representations
Throughout this paper k will be an algebraically closed field of characteristic zero, q ∈ k × is a fixed element, which is not a root of the unit element of degree greater than 1. For simplicity we shall usually denote an isomorphism by the equation sign "=" and a direct sum by the plus sign "+".
1.1. Hecke symmetries and the associated quantum groups. Let V be a vector space over the field k, char(k) = 0, of finite dimension d. Let R : V ⊗ V −→ V ⊗ V be an invertible operator. R is called a Hecke symmetry if the following conditions are fulfilled:
invertible. Through out this work we will assume that q is not a root of unity other then the unity itself.
Fix a basis x 1 , x 2 , . . . , x d of V . Then R can be given in terms of a matrix, also denoted by R, R(x i ⊗x j ) = x k ⊗x l R kl ij , (here and further on we adopt the convention of summing up after the indices that appear both in tpper places). The matrix R kl ij is given by R kl ij = R ik jl . Therefore, the invertibility of R can be expressed as follows: there exists a matrix P such that P im jn R nk ml = δ i l δ k j . Define the following algebras:
where {z i j } and {t i j } are sets of generators. The algebra E R is in fact a bialgebra with coproduct ∆(
Moreover, the natural homomorphism of bialgebra E R −→ H R is injective, thus E R can be considered as a subbialgebra of H R .
The bialgebra E R is considered as the function algebra on a quantum semi-group of type A and the Hopf algebra H R is considered as the function algebra on a matrix quantum groups of A. The representations of this (semi-)group are thus comodules over H R (resp. E R ).
The Hecke algebras and simple comodules. The Hecke algebra H n = H q,n has generators T i , 1 ≤ i ≤ n − 1, subject to the relations:
There is a k-basis in H n indexed by permutations of n elements : T w , w ∈ S n (S n is the permutation group), in such a way that T (i,i+1) = T i and T w T v = T wv if the length of wv is equal to the sum of the length of w and the length of v. If q is not a root of unity of degree greater than 1, H n is a semisimple algebra. For more details, the reader is referred to [1, 2] .
The Hecke symmetry R induces an action of the Hecke algebra
which commutes with the coaction of E. The action of T w will be denoted by R w . Thus, each element of H n determines an endomorphism of V ⊗n as E-comodule. For q not a root of unity of degree greater 1, the converse is also true: each endomorphism of V ⊗n represents the action of an element of H n , moreover V ⊗n is semi-simple and its simple subcomodules can be given as the images of the endomorphisms determined by primitive idempotents of H n , conjugate idempotents determine isomorphic comodules.
Since conjugate classes of primitive idempotents of H n are indexed by partitions of n, simple subcomodules of V ⊗n are indexed by a subset of partitions of n. Thus E is cosemisimple and its simple comodules are indexed by a subset of partitions.
Example: (Quantum symmetrizers). The primitive idempotent
determines a simple comodule S n called the n-th quantum symmetric tensor power and the primitive idempotent
determines a simple comodule ∧ n called the n-th quantum anti-symmetric tensor power.
The decomposition of the tensor products. The decomposition of the tensor product of two simple comodules can be given in terms of the Littlewood-Richardson. Let I λ denote the simple comodule corresponding to the partition λ. Then I λ and I µ can be realized as the image of two primitive idempotents e λ ∈ H r and e µ ∈ H s . Thus I λ ⊗ I µ is the image of a (not necessary primitive) idempotent in H r+s . This idempotent decomposes into orthogonal sum of primitive idempotents, which yields a decomposition of I λ and I µ into direct sum of simple subcomodules. Taking into account that conjugate idempotents define isomorphic comodules, we have [5] (1.1) Example: if λ = (4, 2, 1),
The k th row ( respectively, column) of the diagram consists of those nodes whose first (respectively, second) coordinate is k. We also make use of skew partitions. Let γ and λ be partitions with
[γ\λ] = Let µ be a partition. A sequence of positive integers is said to have type µ if, for each i, i occurs µ i times. Given a sequence of positive integers, each term is determined to be "good" or "bad" as follows:
(i) all the 1's are good; (ii) an i + 1 is good if and only if the number of previous good i's is strictly greater than the number of previous good (i + 1) s. A sequence is said to be good if all its terms are good. For example the good sequences of type µ = (2, 1) are 112, 121.
The algorithm for calculating c γ λµ , where λ is a partition of n, µ is a partition of m and γ is a partition of m + n, is described as follows: 
H R -comodules.
Since H R is a Hopf algebra, for each finite dimensional comodule M there is a comodule structure on M * = Hom k (M, k), for which the evaluation map ev :
is a morphism of comodules. The coaction on M * is defined from the coaction on M as follows. Let {e i } be a basis of M and f i be its dual basis in M * . Let the coaction ρ M be given by
is obviously independent of the choice of the basis of M and can be checked to be a map of H Rcomodules.
For any finite dimensional H R -comodule N , we have the following isomorphisms
Since R satisfies the Yang-Baxter equation, there exists a coquasitriangular structure on H R inducing a braiding in the category of its right comodules, denoted by τ :
Notice that, since the coquasitriangular structure on E R is the restriction of the one on H R , the braiding for E R -comodules is the same when considered as H R -comodules. In particular, we have τ V,V * = P and τ V * ,V = (R −1 ) .
Using the braiding we deduce from (1.2) and (1.3) the following isomorphisms:
1.4. The birank and dimension of comodules. Consider the series
Using formula (1.1) we deduce [5] that P S (t) is a rational function and can be given as the quotient of a polynomial with all negative real roots by a polynomial with all positive real roots:
Moreover, both polynomials are reciprocal with integral coefficients [3] . The pair (m, n) of degrees of these polynomials is called the birank of R.
Using the birank, we can characterize those partitions which determine simple comodules of E: the comodule I λ is non-zero and hence simple if and only if λ satisfies λ m+1 ≤ n [7] . The set of such partitions is denoted by Γ m,n .
Dimension. In principle, the k-dimension of the simple comodule I λ , λ ∈ Γ m,n can be computed in terms of the coefficients of the Poincaré series of S, although the formula is quite complicated. However, for partitions λ satisfying the condition λ m ≥ n there is a simpler formula. Namely, for such a partition we have the decomposition λ = (n m )+α∪β, where α has at most m non-zero components and β has β 1 
where s α (x) (resp. s β (y)) is the Schur function on the parameters x 1 , x 2 , . . . , x m (resp. y 1 , y 2 , . . . , y n ), β is the partition conjugate to β [10] .
1.5. The Koszul complex. The Koszul complex associated to R has the (k, l) term
where X l , Y k are the q-symmetrizer operators introduced in Section 1.2. The reader is referred to [4] for the proof that d is a differential. Notice that our complex is in fact a collection of diagonal subcomplexes. Denote K a the subcomplex consisting of the terms K k,l with k − l = a. Define another differential ∂ k,l as follows:
Let rank q R := i,j P ij ij , the quantum rank of R, where P is the inverse to the half adjoint of R. Then d and ∂ satisfy [4] (
Then the homology group at the term (k, l) vanishes. Moreover we have (1.8)
Proof. Remember that S l and ∧ k are direct summands of V ⊗l and V ⊗k , given by means of the operators X l = ρ(x l ) and Y = ρ(y k ), respectively. On the other hand, we have
, is non-zero. According to (1.4) and (1.5) we have the isomorphism
under which, D is mapped to the map g :
). According to [1] , the element y k+1 T w x l+1 where w is the permutation
generates the (left) Specht module (minimal left ideal of H n ) corresponding to partition λ = (l + 1, 1 k ). On the other hand, according to the discussion in Subsection 1.4 , M λ = 0 for λ ∈ Γ r,s and according to the discussion in Subsection 1.2 we have primitive idempotent corresponding to this partition defining non-zero comodule over H R . Consequently, ρ(y k+1 T w x l+1 ) = 0 (this element is not idempotent but each Specht module contains a primitive idempotent which is its multiple). But it is not difficult to see that
2. Quantum linear groups of type (1,0)
We assume from now on that R has birank (2,1), which means that, the series P S (t) has the form
,
A triple of integers satisfying the above condition is said to be corresponding to a partition. For such a triple let λ = (m, n, 1 p ) and set
Using equation (1.1) and the Littlewood-Richardson algorithm, we can decompose the tensor products of these comodules. Below are some formulas which will be frequently used.
We first compute the dimension of these comodules in terms of the series P S (t). Denote
Notice that, since u is real positive, (m) u = (n) n if and only if m = n. It follows immediately from the formula
Decomposition of tensor products with dual comodules. We mention some decomposition rules of tensor products of H R -comodules which follow immediately from Equations (2.2),(2.3). For each triple (m, n, p) corresponding to a partition, the E R -comodule I m,n,p is also a simple comodule over H R (cf. [6] ). Using similar argument, we deduce from (2.3)
Since E R is a subbialgebra of H R , its simple comodules are also simple over H R . Unfortunately, H R is not cosemisimple, except when m = 0 or n = 0. Simple comodules of H R are not yet classified. The aim of this paper is to classify simple comodules of H R in case R R is has birank (2, 1). Our main tool is the Koszul complex. The Koszul complex in our case has the following form.
Lemma 2.2. The Koszul complex K 1 has a non-zero homology at the term (2,1).
Proof. Consider the complex K 1 . Consider the tensor product of I 3,3,1 with all terms of K 1 . We have I 3,3,1 ⊗ I 1,0,0 = I 4,3,1 + I 3,3,2 , and, according to (2.6), (2.7), The integral and splitting comodules. An immediate consequence of the above lemma is that the quantum rank of a Hecke symmetry of birank (2, 1) (2, 1) . Then for any partition λ = (m, n, 1 p ) ∈ Γ 2,1 , the corresponding simple comodule I λ is splitting if and only if n ≥ 1.
In particular, for all n ≥ 2, ∧ n = I 1,1,n−2 are splitting, on the other hand, S n = I n,0,0 is not splitting for all n, and the field k =: I 0,0,0 itseft is not splitting.
The following Lemma is useful for knowing which comodule is splitting.
Lemma 2.4. Let H R be a coquasitriangular Hopf algebra on which a left integral exists and is also a right integral. Let M be a projective, injective comodule with
Proof (see [7] for notations). Let S be the socle of M (i.e., the sum of all its simple subcomodules). Since M is indecomposable it is the injective envelope of S and S is simple. By Then, according to (1.8), holds (2.9)
Indeed, for k = 1, we have, according to (2.9),
For k ≥ 2, using induction, we have
The homology of the Koszul complex K 1
In this section, we show that the Koszul complex K 1 is exact at every term except at the term (2, 1), where it has the homology of dimension 1 over k. We will compute the tensor product of the homology with known simple comodules, these formula play crucial role in classifying simple comodules of H R .
The Koszul complex K 1 has the form (with
Recall that we also have the differential ∂ k = ∂ k,k−1 forming a complex 0 ←− I 1,0,0 
We show that comodules in this series are distinct. 
Consider now the product with I 1,0,0 * . We have
According to (2.9), I 2,0,0
, where I 1,−2,1 is simple and has dimension ((2) u + 2)(3) u . Therefore I 1,−2,1 should be isomorphic to a subquotient either of
It is easy to check that (3.5) can not happen if (2) Next, we will prove that 
Thus, the composition series of K 3,2 contains of simple comodules of dimensions (1) 
On the other hand, we have
According to (2.9), I 1,1,1 ⊗ I 3,0,0 * contains the comodule I 1,−3,2 . The dimension of I 1,−3,2 is ((2) u + 2)(4) u and the dimension of I 1,0,0 is (1) u + (2) u . Comparing the dimension we get a contradiction, which means Imd 2 = Kerd 3 . Thus, the complex is exact at the term K 3,2 .
Moreover, from the above discussion we also have Imd 3 /I 1,−1,1 = I 1,0,0 . We wish to find Kerd 2 ∂ 2 /Kerd 3 which will yield the composition series of K 3,2 . We have We notice that the similar equation holds for I 1,−2,2 and that this comodule is contained in K 4,3 . Using the method of Corollary 3.2 we conclude that these comodules are in fact isomorphic. Thus, the composition series of K 3,2 contains I 1,0,0 , two copies of I 1,−1,1 , and
The above proof can be repeated to prove the exactness of the complex at any term K k+1,k , k ≥ 3 and to find the composition series of K k+1,k .
Classification of simple comodules.
In this section, we will construct by each triple (m, n, p), m, n, p ∈ Z, m ≥ n a simple H R -comodule. We find a condition for each of them to be splitting, and compute their dimension. Moreover, we prove that these simple comodules furnish all simple H R -comodules up to isomorphies.
In the previous sections we have already constructed simple comodules for certain triples, namely those that correspond to partitions (i.e. satisfy condition in (2.1), the triples of the form (1, −l, k); l > k ≥ 0) (cf. (2.8)) , and the triple (1, 1, 1 ). Notice that Proof. Each simple H R -comodule is a subquotient of H R , where H R = T (V ⊗ V * )/I, with T (V ⊗ V * ), I being H R -comodules. On the other hand T (V ⊗ V * ) = ⊕ ∞ i≥0 (V ⊗ V * ) ⊗i . Therefore it is sufficient to prove that,any comodule contained in the composition series of (V ⊗ V * ) ⊗i is isomorphic to one of the constructed comodules.
Since the assertion holds for V ⊗i it is sufficient to prove that the composition series of I m,n,p ⊗ V * = I m,n,p ⊗ I * 1,0,0 contains only simple comodules isomorphic to the constructed simple comodules.
For m ≥ n ≥ 2, by multiplying (2.6) with I Thus, in all cases, the composition series of I m,n,p ⊗ I 1,0,0 * with m ≥ n; m, n, p ∈ Z contains only know simple comodules. The proof is complete. 
