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BRST QUANTIZATION OF QUASI-SYMPLECTIC MANIFOLDS
AND BEYOND
S. L. LYAKHOVICH AND A. A. SHARAPOV
Abstract. We consider a class of factorizable Poisson brackets which includes almost all rea-
sonable Poisson structures. A particular case of the factorizable brackets are those associated
with symplectic Lie algebroids. The BRST theory is applied to describe the geometry underly-
ing these brackets as well as to develop a deformation quantization procedure in this particular
case. This can be viewed as an extension of the Fedosov deformation quantization to a wide
class of irregular Poisson structures. In a more general case, the factorizable Poisson brackets
are shown to be closely connected with the notion of n-algebroid. A simple description is sug-
gested for the geometry underlying the factorizable Poisson brackets basing on construction of
an odd Poisson algebra bundle equipped with an abelian connection. It is shown that the zero-
curvature condition for this connection generates all the structure relations for the n-algebroid
as well as a generalization of the Yang-Baxter equation for the symplectic structure.
1. Introduction
The deformation quantization of a Poisson manifold (M, {·, ·}) is the construction of a local
one-parameter deformation of the commutative algebra of functions C∞(M) respecting asso-
ciativity [1], [2]. The deformed product is usually denoted by ∗, and the deformation parameter
is the Plank constant ~. In each order in ~ the ∗-product is given by a bi-differential operator
(locality) and the skew-symmetric part of the first ~-order coincides with the Poisson bracket
of functions (correspondence principle).
Very early it appeared that the complexity of the deformation quantization program essen-
tially depends on whether a given Poisson manifold is regular or not. In the regular case,
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i.e., where the rank of the Poisson tensor is constant, one can introduce an affine symmetric
connection respecting the Poisson structure (a Poisson connection). Clearly, in the irregular
case such a connection cannot exist. The relevance of the Poisson connection for constructing
∗-products had been already discussed in [2], but in its full strength, the connection was first
exploited by Fedosov in his seminal paper [3] on the deformation quantization of symplectic
and regular Poisson manifolds (see also [4]).
The existence of deformation quantization for general Poisson manifolds, not necessarily
regular, was proved by Kontsevich [5] as a consequence of his Formality Theorem. An explicitly
covariant version of the Kontsevich quantization has been given in [6] (see also [7], where both
covariant and equivariant versions of the formality theorem have been presented). It should be
noted that the Kontsevich quantization is based on completely different ideas and involves more
complicated algebraic technique as compared to the Fedosov quantization. A nice “physical
explanation” of the Kontsevich quantization formula was given in [8] by applying the BV
quantization method [9] to the Poisson sigma-model.
Recently, it was recognized that the method of Fedosov’s quantization can further be extended
to include a certain class of irregular Poisson manifolds even though no Poisson connection can
exist in this case. To give an idea about the manifolds in question let us write the following
expression describing the general structure of the corresponding Poisson brackets:
(1.1) {f, g} = ωab(Xµa ∂µf)(X
ν
b ∂νg) , det(ω
ab) 6= 0 .
The matrices X and ω are subject to certain conditions ensuring the Jacobi identity. The
geometric meaning of these conditions as well as the precise mathematical status of X and ω
will be explained in the next section. Here we would like to mention that, no a priori assumption
is made about the rank of the matrix X , so the Poisson brackets (1.1) may well be irregular.
In the case where the matrix X is the anchor of a Lie algebroid the manifolds under con-
sideration are something intermediate between symplectic and general Poisson manifolds. For
this reason, we refer to them as quasi-symplectic Poisson manifolds (not to be confused with
the quasi-Poisson manifolds introduced in Ref. [10]). Being closely related with the notion of a
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dynamical r-matrix, these manifolds may be of immediate interest in the theory of integrable
systems.
The generalization of the Fedosov deformation quantization to the case of symplectic Lie al-
gebroids was first given by Nest and Tsygan [11]. They also proved corresponding classification
theorems. Fedosov’s quantization method was also described in the work [12] for the same class
of manifolds in the language of symplectic ringed spaces. Particular classes of quasi-symplectic
manifolds have been quantized in [13], [14], [15] making use of various ideas, including BRST
theory.
The aim of this work is twofold. In the first part of the paper we put the deformation quan-
tization of quasi-symplectic manifolds in the framework of BFV-BRST theory [16], [17], [18].
For the (constrained) Hamiltonian systems on symplectic manifolds, the relationship has been
already established between the BFV-BRST and the Fedosov quantizations [19],[20]. Here we
re-shape this technology to make it working in a more general case of quasi-symplectic mani-
folds. The second part of the paper is devoted to a possible generalization of the notion of a
quasi-symplectic manifold to the case of n-algebroids or, in other terminology, NQ-manifolds
[21], [22], [23], [24]. This generalization essentially relaxes the restrictions on the structure
functions X and ω, entering factorization (1.1), and covers almost all reasonable Poisson struc-
tures.
The paper is organized as follows. In Sect.2 we give the definition of a quasi-symplectic
Poisson manifold and discuss some examples. Here we also construct a simple counter-example
to existence of a quasi-symplectic representation for any Poisson bracket. Sect.3 deals with
realization of quasi-symplectic manifolds as coisotropic surfaces in the total space of vector
bundles associated with symplectic Lie algebroids. In Sect.4 this realization is exploited to
perform the BRST quantization of the resulting gauge system. We prove that the quantum
multiplication in the algebra of physical observables induces an associative ∗-product on the
initial quasi-symplectic manifold. In Sect.5 we generalize the notion of a quasi-symplectic
manifold to a wider class of factorizable Poisson brackets. Under reasonable restrictions this
class of Poisson structures is proved to be closely connected with n-algebroids. Using the 2-
algebroid as example, we show how the geometry underlying factorizable Poisson brackets can
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be described in terms of a super-vector bundle equipped with a fiber-wise odd Poisson structure
and a compatible abelian connection.
2. Quasi-symplectic manifolds: definition and examples
The most concise and geometrically transparent way to define the quasi-symplectic manifolds
is to use the notion of a Lie algebroid [25].
Definition. A Lie algebroid over a manifold M is a (real) vector bundle E → M equipped
with the following additional structures.
(1) There is a (real) Lie algebra structure on the linear space of sections Γ(E).
(2) There is a bundle map ρ : E → TM such that the Lie algebra and C∞(M)-module
structures on Γ(E) are compatible in the following sense:
(2.1) [s1, fs2] = f [s1, s2] + (ρ∗(s1)f)s2 , ∀f ∈ C
∞(M) , ∀s1, s2 ∈ Γ(E) .
The map ρ is called the anchor of the Lie algebroid E →M .
The last relation can be viewed as the Leibniz rule for the Lie algebroid bracket. Using
this relation and the Jacobi identity for the bracket it is not hard to see that the anchor map
ρ : E → TM defines a Lie algebra homomorphism on sections, i.e.,
(2.2) ρ∗([s1, s2]) = [ρ∗(s1), ρ∗(s2)] , ∀s1, s2 ∈ Γ(E) ,
where the brackets in the r.h.s. stand for the commutator of vector fields.
It is instructive to look at the local coordinate expression of the above relations. Let xµ be
a coordinate system on a trivializing chart U ⊂M and let sa be a frame of E|U . By definition,
we have
(2.3) [sa, sb] = f
c
ab(x)sc , ρ∗(sa) = X
µ
a (x)∂µ ,
µ = 1, ..., dimM , a = 1, ..., rankE .
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In view of Rels. (2.2) and (2.1) the structure functions f cab, X
µ
a ∈ C
∞(U) meet the following
conditions:
(2.4) [Xa, Xb]
ν := Xµa ∂µX
ν
b −X
µ
b ∂µX
ν
a = f
c
abX
ν
c ,
(2.5) f dabf
e
dc −X
µ
c ∂µf
e
ab + cycle(a, b, c) = 0 .
Notice that the second relation is automatically satisfied for any vector bundle E of rank 1 or
2, whereas in the case of rank E > 2 it becomes an actual restriction on the structure functions
f cab.
In general, ρ(E) is not a smooth subbundle of TM as the rank of the distribution ρ(E) may
vary from point to point. Nonetheless, in view of (2.2), ρ(E) generates a (singular) integrable
distribution in the sense of Sussman [26]: for each p ∈ M there is a smooth submanifold
Σp ⊂ M such that p ∈ Σp and TqΣp = ρ(Eq) for any q ∈ Σp. The corresponding foliation will
be denoted by F (M).
Example. Any tangent bundle TM may be viewed as a Lie algebroid with the Lie bracket given
by the commutator of vector fields and the anchor ρ = id : TM → TM .
2.1. Differential geometry of Lie algebroids. One can regards the concept of a Lie al-
gebroid as a tool for transferring all the usual differential-geometric constructions from a
tangent bundle to an abstract vector bundle. In particular, it is possible to define the Lie-
algebroid counterpart of the exterior calculus. Denote by Λ(E) = ⊕Λp(E) the exterior algebra
of sections Γ(∧•E∗), E∗ being the bundle dual to E . Consider the following nilpotent operator
d : Λp(E)→ Λp+1(E):
(2.6) dα(s0, ..., sp) =
p∑
k=0
(−1)kρ∗(sk)(α(s0, ..., sˆk, ..., sp))
+
p∑
k<n=1
(−1)k+nα([sk, sn], s0, ..., sˆk, ..., sˆn, ..., sp) ,
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for all s0, s1, . . . , sp ∈ Γ(E). Since d
2 = 0, we have a generalization of the De Rham complex.
We will refer to elements of Λp(E) as E-p-forms, or just p-forms when it cannot lead to confusion.
Note that Λ0(E) is naturally identified with C∞(M).
More generally, one may consider the tensor product E ⊗V , where V → M is a vector bundle
with connection ∇. Then, ∇ induces the covariant derivative ∇ρ : Λp(E , V ) → Λp+1(E , V ) on
the space Λ(M, E) = Λ(E)⊗ Γ(V ) of Γ(V )-valued E-forms:
(2.7) ∇ρω(s0, ..., sp) =
p∑
k=0
(−1)k∇ρ∗(sk)(ω(s0, ..., sˆk, ..., sp))
+
p∑
k<n=1
(−1)k+nα([sk, sn], s0, ..., sˆk, ..., sˆn, ..., sp) .
The curvature of ∇ρ is defined in the usual way:
(2.8) R = ∇2ρ : Γ(V )→ Λ
2(E , V ) .
One may verify that
(2.9) R(fu) = fRu , ∀f ∈ C∞(M) , ∀u ∈ E ,
so that in each coordinate chart the curvature R is given by a matrix valued 2-form determining
a C∞(M)-linear automorphism of Γ(V ). Like the curvature of the bundle connection ∇, R
satisfies the Bianchi identity
(2.10) [∇ρ,∇
2
ρ] = 0⇔∇ρR = 0 .
(To write the last formula we extend the action of ∇ from V to the tensor product V ⊗ V ∗ by
the usual formulas of differential geometry.)
In what follows we will mostly deal with the case V = E . Then, in addition to the curvature,
one more covariant of the connection can be introduced. The torsion T of a Lie algebroid
connection ∇ρ is an element of Λ2(E , E) defined by the rule
(2.11) Γ(E) ∋ T (u, v) = ∇ρ∗(u)v −∇ρ∗(v)u− [u, v] , ∀ u, v ∈ Γ(E) .
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If Γaµb are coefficients of the connection ∇ with respect to local coordinates x
µ and a frame
sa, then the components of the torsion tensor read
(2.12) T cab = X
µ
aΓ
c
µb −X
µ
b Γ
c
µa − f
c
ab .
The components of the curvature tensor R are
(2.13) Rdabc = X
µ
aX
ν
bR
d
µνc ,
where
(2.14) Rdµνc = ∂µΓ
d
νc − ∂νΓ
d
µc + Γ
d
µaΓ
a
νc − Γ
d
νaΓ
a
µc
is the curvature of ∇. There is a simple formula relating the exterior and covariant derivatives:
(2.15) dα(s0, ..., sp) =
p∑
k=0
(−1)k(∇ρ∗(sk)α)(s0, ..., sˆk, ..., sp)
+
p∑
k<n=1
(−1)k+nα(T (sk, sn), s0, ..., sˆk, ..., sˆn, ..., sp) ;
here we use the isomorphism Λp(E) ≃ Λ0(E ,∧pE). A straightforward computation yields the
torsion Bianchi identity
(2.16) ∇cT
d
ab +R
d
abc + cycle(a, b, c) = 0 ,
where ∇a := ∇ρ∗(sa).
In this paper we are interested in the Lie algebroids endowed with a closed and non-degenerate
2-form ω ∈ Λ2(E). A 2-form ω is called non-degenerate if the equality
(2.17) ω(u, v) = 0 , ∀u ∈ Γ(E) ,
implies v = 0. In terms of local coordinates the closedness condition dω = 0 reads
(2.18) Xµc ∂µωab + ωcdf
d
ab + cycle(a, b, c) = 0 ,
where ωab := ω(sa, sb). Extending the analogy with classical differential geometry, we refer to
ω as the symplectic form and call the triple (E , ρ, ω) the symplectic Lie algebroid1.
1This is a particular example of triangular Lie bialgebroids studied in Ref. [27].
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2.2. Quasi-symplectic manifolds. It is well known that any symplectic structure on a Lie
algebroid E → M gives rise to a Poisson structure on the base manifold M . It is this Poisson
structure we are going to quantize by the BFV-BRST method.
Proposition 2.1. Let (E , ρ, ω) be a symplectic Lie algebroid, then M is a Poisson manifold
w.r.t. to the following Poisson bracket:
(2.19) {f, g} = ω−1(df, dg) , ∀f, g ∈ C∞(M) ≃ Λ0(E) ;
here ω−1 is the bi-section inverse to the symplectic form ω ∈ Λ2(E) and df, dg ∈ Λ1(E) are the
differentials defined by (2.6).
Proof. In terms of local coordinates the Poisson bi-vector determining the bracket (2.19) has
the form
(2.20) α = ωabXa ∧Xb ∈ ∧
2TM, {f, g} = αµν∂µf∂νg ,
where Xa := X
µ
a ∂µ, ω
acωcb = δ
a
b , and α
µν = ωabXµaX
ν
b . The Jacobi identity for α follows
immediately from the Lie algebroid relations (2.4) and the closedness condition (2.18). Indeed,
using the Leibniz rule for the Schouten bracket of α with itself, we get
(2.21)
1
4
[α, α] = ωabωcdXa ∧ [Xb, Xc] ∧Xd + ωab[Xb, ωcd]Xa ∧Xc ∧Xd
= (ωamf bmnω
nc + ωamXµm∂µω
bc)Xa ∧Xb ∧Xc = (dω)abcXa ∧Xb ∧Xc = 0 .
The indices are lowered and raised with the help of the symplectic form ω and its inverse.
Since the rank of the anchor distribution may vary through M , the induced Poisson structure
(2.20) is irregular in general (though it involves a non-degenerate bi-vector ω−1 ∈ ∧2E). For this
reason and following the terminology of the work [12] we refer to (M,α) as the quasi-symplectic
manifold. Accordingly, Rel.(2.19) is said to define a quasi-symplectic representation for the
Poisson bi-vector α.
Given a symplectic Lie algebroid, we have two (singular) foliations onM : the anchor foliation
F (M) and the symplectic foliation S(M) associated with the induced Poisson structure (2.20).
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Clearly, the latter foliation is subordinated to the former one in the sense that any symplectic
leaf belongs to a leaf of the anchor foliation.
Remark. A natural question to ask is as follows: Given a Poisson bi-vector (2.20), where ωab
is some non-degenerate 2-form and Xa is an integrable distribution, are these data sufficient to
define a symplectic Lie algebroid? In general, the answer is negative, since we do not require the
local vector fields Xa to be linearly independent. Nonetheless, ifX ’s are linearly independent on
an everywhere dense domain in M , the answer is positive. In that case the structure equations
(2.5) and (2.18) follow immediately from the Jacobi identities for the Schouten commutators
of the local vector fields (2.4) and the Poisson bi-vector (2.20). We will discuss this question in
more detail in Sect. 5 .
2.3. Symplectic connection and curvature. The deformation quantization of quasi-symplectic
Poisson manifolds to be developed in the next sections involves one more geometric ingredient,
a symplectic connection. This is defined as a torsion-free Lie-algebroid connection respecting a
symplectic 2-form, i.e.,
(2.22) ∇ρω = 0 .
Here we consider ω as a section of Λ0(E ,∧2E).
Proposition 2.2. Any symplectic Lie algebroid admits a symplectic connection.
Proof. We are looking for a symplectic connection of the form ∇+∆Γ, where ∇ is an arbitrary
connection and ∆Γ ∈ Γ(E ⊗E∗⊗E∗). In terms of local coordinates the compatibility condition
(2.22) reads
(2.23) ∇cωab = ∆Γcab −∆Γcba ,
where ∆Γabc = ∆Γ
d
abωdc. Obviously, these equations cannot have a unique solution: any tensor
∆Γ′abc, symmetric in bc, satisfies the homogeneous equation and therefore it can be added to a
given solution ∆Γabc to produce another one. A particular solution to Eq.(2.23) is given by
(2.24) ∆Γcab = −
1
2
ωcd∇aωdb ,
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Now let ∇ρ be an arbitrary Lie-algebroid connection which respects ω and has torsion T . By
making use of the aforementioned ambiguity, one can define the new connection ∇′ρ = ∇+∆Γ
′,
(2.25) ∆Γ′abc = −
1
3
(Tabc + Tacb) , Tabc = T
d
abωdc ,
which is also compatible with ω. By definition (2.12), we have
(2.26) T ′cab = T
c
ab +∆Γ
′c
ab −∆Γ
′c
ba .
Substituting (2.25) into (2.26) and lowering the upper index with the help of ω we get
(2.27) T ′abc = Tacb + cycle(a, b, c) = 0 .
The last equality follows immediately from (2.15) with ω in place of α. Thus, ∇′ρ is a symplectic
connection.
Let Rdabc be the curvature of a symplectic connection. By analogy with Riemannian geometry
we can define the covariant curvature tensor just lowering upper index with the help of the
symplectic 2-form: Rabcd = R
n
abcωnd. The following symmetry properties take place:
(2.28) Rabcd = −Rbacd , Rabcd = Rabdc , Rabcd +Rbcad +Rcabd = 0 .
The first equality is obvious, the second one follows from the definition (2.8) and the fact that
∇ρ respects ω, the third equality is just the Bianchi identity (2.16).
2.4. Examples. Let us give some examples of symplectic Lie algebroids and the corresponding
quasi-symplectic Poisson brackets. More examples of Lie algebroids, with or without symplectic
structure, can be found in [12], [25].
Example 1. Any symplectic manifold (M,ω) gives rise to the symplectic Lie algebroid (TM, id, ω).
The quasi-symplectic Poisson structure is given by
(2.29) α = (ω−1)µν∂µ ∧ ∂ν .
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To get a less trivial quasi-symplectic representation for α consider an almost complex struc-
ture J compatible with ω. Recall that an almost complex structure is a smooth field of auto-
morphisms J : TM → TM obeying conditions
(2.30) J2 = −id , ω(JX, JY ) = ω(X, Y ) ,
where X, Y are arbitrary vector fields. J being non-degenerate, we get a quasi-symplectic rep-
resentation for the Poisson bi-vector α associated with the symplectic Lie algebroid (TM, J, ω):
(2.31) α = (ω−1)µνJµ ∧ Jν .
Here J = dxµJνµ∂ν and Jµ = J
ν
µ∂ν .
Example 2. Generalizing previous example, consider a pair of Schouten-commuting bi-vectors
β and ω, where the former is a Poisson one and the latter is non-degenerate. The triple
(T ∗M,β, ω) defines a symplectic Lie algebroid with the structure functions
[β(dxµ), β(dxν)] = ∂λβ
µνβ(dxλ) , β(dxµ) = βµν∂ν .
The induced Poisson structure on M is given by
(2.32) α = (ω−1)µνβ
µγβνλ∂γ ∧ ∂λ .
Example 3. Recall that a Lie algebra L is called quasi-Frobenius [28] if it admits a non-
degenerate central extension Lc of the form
[pa, pb] = f
d
abpd + ωabc , [c, pa] = 0 , det(ωab) 6= 0 .
The Jacobi identity for Lc requires the non-degenerate matrix ωab, determining the central
extension, to be a 2-cocycle of the Lie algebra L ≃ Lc/c.
Given an action ρ : L → Vect(M) of the Lie algebra L on M by smooth vector fields
Xa = ρ(pa), one can define a symplectic Lie algebroid associated with the trivial vector bundle
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M⊕L, anchor ρ, and symplectic form ωab. The induced quasi-symplectic structure onM reads
(2.33) α = ωabXa ∧Xb , ω
acωcb = δ
a
b .
A simple quantization procedure for such Poisson brackets has been proposed in [15].
Example 4. Let (M,α) be a 2-dimensional Poisson manifold. We say that the bi-vector α is
quasi-homogeneous if there exist a volume form ω and a vector field Y such that the function
h = ω(α) obeys condition Y h = h.
It turns out that any quasi-homogeneous Poisson manifold is also a quasi-symplectic one.
Namely, a simple computation yields
(2.34) α = X ∧ Y , [X, Y ] = (1− divωY )X .
Here X is the Hamiltonian vector field associated with the Hamiltonian h and the symplectic
(volume) form ω. The structure equations (2.5) and (2.18) are automatically satisfied by the
reason of dimension and we get a symplectic Lie algebroid associated with the trivial vector
bundle M ⊕ R2.
For instance, the following polynomial Poisson brackets on 2-plane
(2.35) {x, y} = xmyn + xkyl ,
δ = nk − lm 6= 0 , m, n, k, l ∈ N ,
are quasi-homogeneous w.r.t. ω = dx ∧ dy and
(2.36)
Y = δ−1(n− l)x∂x + δ−1(k −m)y∂y ,
X = (mxm−1yn + kxk−1yl)∂y − (nxmyn−1 + lxkyl−1)∂x .
In accordance with (2.34)
(2.37) [Y,X ] = (1− δ−1(n+ k − l −m))X ,
and we arrive at the symplectic Lie algebroid associated with the two-dimensional quasi-
Frobenius Lie algebra (2.37) (see the previous example).
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2.5. Counter-example. As we have seen the quasi-symplectic manifolds constitute a wide
class of Poisson manifolds. Here is an example of a Poisson manifold that does not admit any
quasi-symplectic representation (even locally).
Proposition 2.3. The Lie-Poisson bracket on the dual of so(3) algebra does not admit a
quasi-symplectic representation.
Proof. The Poisson bracket in question is of the form
(2.38) {xi, xj} =
∑
k
ǫijkxk ,
where xi are linear coordinates in R3 and ǫijk is the Levi-Civita tensor. The only irregular point
is 0 ∈ R3, where the rank of the Poisson bracket is equal to zero; at the other points the rank
equals 2. The leaves of the symplectic foliation S(R3) are exactly the level sets of the Casimir
function (x1)2 + (x2)2 + (x3)2, i.e., spheres centered at the origin.
Since any vector bundle E over R3 is trivial, we may look for an anchor being just an
integrable vector distribution Xa ∈ Vect(R3). For the same reason, any symplectic 2-E-form is
given by an invertible skew-symmetric matrix ωab(x) on R
3. Clearly, each sphere from S(R3)
is entirely contained in some leaf of the anchor foliation F (R3); so, we write: S(R3) ⊂ F (R3).
The existence of a quasi-symplectic representation is expressed by the equality
(2.39) X iaω
abXjb =
∑
k
ǫijkxk .
The key to the analysis of this equation lies with the rank r of the vector distribution at the
origin. A priory, r may take any value from 0 to 3. Let us show that any assumption about r
leads to a contradiction.
The case r = 0: This possibility is ruled out by comparing the order of zero on both sides of
the equality (2.39). Indeed, since all X ’s must vanish at x = 0, the order of zero on the l.h.s.
is of at least 2, while the r.h.s. tends to zero linearly.
The cases r = 1, 2: There is an integral leaf of dimension 1 or 2 passing through the origin and
intersecting transversally at least one of the symplectic spheres. (Otherwise, this leaf would
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be entirely contained in one of the spheres, and thus, could not reach the origin.) But this
contradicts to the inclusion S(R3) ⊂ F (R3).
The case r = 3: Passing, if necessary, to another basis we may assume that Xa = (Xi, Xα),
where Xi = ∂i and Xα = 0. Then the matrix ω
ab takes the block form
(2.40)

 ωij ωiβ
ωαj ωαβ


with ωij =
∑
ǫijkxk. Among various equations on the matrix elements of (2.40), expressing the
fact of closedness of ω, one can find the following one:
(2.41) ωαk∂kω
ij + ωik∂kω
jα − ωjk∂kω
iα = 0 .
Since ωij(0) = 0 and ∂kω
ij(0) = ǫijk, the last equation implies that ωαi(0) = 0, and hence the
entire matrix (2.40) must degenerate at the origin. This contradiction concludes the proof.
3. Poisson description of symplectic Lie algebroids
In order to construct as well as physically interpret the deformation quantization of quasi-
symplectic manifolds it is convenient to think of (M,α) as the phase space of some (gauge
invariant) mechanical system with zero Hamiltonian. In what follows we will use the standard
terminology from the theory of constrained systems: first and second class constraints, gauge-
fixing conditions, ghost variables, BRST charge etc. [18]. It should be noted that unlike the
common practice we will consider Hamiltonian constraints that are defined by a section of
some vector bundle E → M rather than scalar functions on M . To provide the covariance of
the quantization with respect to the bundle automorphisms an appropriate linear connection is
needed, and that requires some modification of the conventional BRST formalism [16, 17, 18]. In
particular, it will be convenient to use non-canonical commutation relations for ghost variables.
The details will be explained below.
Now let us outline the basic steps of our approach. The main idea is to quantize a quasi-
symplectic manifold M by means of its suitable embedding into a certain supermanifold en-
dowed with “a more simple” Poisson structure. The construction of such an embedding involves
a quite standard machinery of the Hamiltonian BRST theory [17, 18, 29]; it can be subdivided
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into three steps. First, using the Lie algebroid structure, we represent (M,α) as a second-class
constrained system on the vector bundle E∗ dual to the Lie algebroid E . As the next step, the
second-class constrained system on E∗ is converted into an equivalent gauge system on the di-
rect sum of vector bundles N = E∗⊕E . The equivalence just means that the Poisson algebra of
physical observables on N is isomorphic to the Poisson algebra of smooth functions on (M,α).
Finally, the classical gauge system is covariantly quantized by the BFV-BRST method. The
key point is that the space of physical observables on N , being identified with a certain BFV-
BRST cohomology in ghost number zero, carries a simple Poisson structure which can easily
be quantized. By construction, the associative product on the algebra of quantum observables
on N induces a ∗-product on the original quasi-symplectic manifold (M,α).
For the case of symplectic manifolds, including second-class constrained system, such a pro-
gram was first implemented in [19], [20] establishing detailed correspondence between the key
ingredients of the BRST theory and the Fedosov deformation quantization.
3.1. Symplectic embedding. We start with the description of a symplectic embedding of
(M,α) into the dual bundle of the corresponding Lie algebroid. It is well known that E∗ carries
a natural Poisson structure, which is dual to the Lie algebroid structure [25], [30]. A proper
modification of this Poisson structure in the presence of a symplectic 2-form is offered by the
next proposition.
Proposition 3.1. Let (E , ρ, ω) be a symplectic Lie algebroid corresponding to a quasi-symplectic
manifold (M,α). Then C∞(E∗) can be equipped with the following Poisson brackets:
(3.1) {xµ, xν} = 0 , {pa, x
µ} = Xµa , {pa, pb} = f
c
abpc + ωab .
Here xµ are local coordinates on M and pa are linear coordinates on the fibers of E∗. The
Poisson manifold (M,α) is symplectically imbedded into E∗ as zero section.
Remark. Although the definition of the brackets on E∗ involves local coordinates, the Poisson
structure (3.1) is actually coordinate independent, so the relationship between the Lie algebroid
structure on E and the Poisson bi-vector on E∗ is intrinsic. The Jacobi identity for (3.1)
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generates the full set of the Lie algebroid axioms as well as the closedness condition for the
symplectic structure.
In terms of local coordinates (xµ, pa) one may identify the base manifoldM with those points
of E∗ for which
(3.2) pa = 0 .
Since
(3.3) det({pa, pb})|p=0 = det(ωab) 6= 0 ,
the canonical imbedding M →֒ E∗ defined by (3.2) is symplectic, and the induced Poisson
structure on M reads
(3.4) {f, g} = ωab(Xµa ∂µf)(X
ν
b ∂νg) , ∀ f, g ∈ C
∞(M) .
From the physical viewpoint, this bracket can be thought of as the Dirac bracket associated
with the second-class constraints (3.2), where f and g are taken to be p-independent functions
on E∗.
3.2. Classical conversion. Choosing a symplectic connection ∇ρ, one can extend the Poisson
structure (3.1) on E∗ to that on the direct sum N = E ⊕E∗. Namely, if ya are linear coordinates
on the fibers of E , then the corresponding Poisson brackets read
(3.5)
{xµ, xν} = 0 , {pa, xµ} = Xµa (x) ,
{xµ, ya} = 0 , {pa, yb} = −Γbac(x)y
c ,
{ya, yb} = ωab(x) , {pa, pb} = ωab(x) + f cab(x)pc −
1
2
Rabcd(x)y
cyd .
Here Γcab are the coefficients of the connection ∇ρ and Rabcd is the corresponding curvature
tensor.
The brackets (3.5) are well-defined and meet the Jacobi identity. Verifying the Jacobi identity,
one gets the compatibility condition (2.22), the definition of the curvature tensor (2.13), the
Bianchi identity (2.10), and the axioms of a symplectic Lie algebroid.
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Now we aim to replace the second-class constrained system (3.1), (3.2) on E∗ with an equiv-
alent gauge system on the extended Poisson manifold N . In the Hamiltonian formalism a
reparametrization invariant gauge system is completely specified by a set of first class con-
straints Ta = 0 defining some coisotropic submanifold Σ ⊂ N (a constraint surface). The
quotient of Σ by the Hamiltonian action of T ’s is assumed to be isomorphic to the quasi-
symplectic manifold (M,α) and this is the sense in which the equivalence will be established
between the original Poisson manifold and the effective gauge theory. In fact, for the purposes
of deformation quantization it is sufficient to work with a formal gauge system on N in the
sense that the first class constraints Ta are allowed to be given by formal power series in y’s.
It is required, however, that the canonical projection of the formal coisotropic submanifold Σ
onto E∗ to coincide with the well-defined constraint surface (3.2), i.e., with M . This allows one
to assign a precise meaning to the Hamiltonian reduction by the formal first class constraints.
Thus, we are looking for a set of Hamiltonian constraints Ta(x, p, y) obeying conditions
(3.6) {Ta, Tb} = U
c
abTc , Ta(x, p, y)|E = Ta(x, p, 0) = pa ,
where U cab(x, p, y) are some structure functions. Geometrically, one can thought of T ’s as a
section of the vector bundle π : E ⊕ E∗ → E over the base E , with π being the canonical
projection onto the first factor.
Proposition 3.2.The equations (3.6) have a solution of the form
(3.7) Ta = pa +
∞∑
n=1
T na , T
n
a = tab1···bn(x)y
b1 · · · ybn ,
where the coefficients tab1···bn(x) do not depend on p’s.
Remark. In the physical literature, the passage from a given second-class constrained system
to an equivalent first-class one is known as the conversion procedure; accordingly, y’s are called
conversion variables. In the local setting, i.e., for a sufficiently small domain in the extended
phase space, the existence of the conversion is ensured by a fairly general theorem [29]. More-
over, passing, if necessary, to an equivalent basis of second class constraints, it is possible to
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have a solution with U cab = 0 (abelian conversion). Here, however, we concern with account of
global geometry that requires to consider a non-abelian conversion in general.
Proof. Substituting the expansion (3.7) into the involution relations (3.6) and extracting
contribution to zero order in y’s, we find
(3.8) (f cab − U
c
ab)pc + tanω
nmtbm + ωab = 0 .
A particular solution to this equation is obvious:
(3.9) U cab = f
c
ab , tab = −ωab .
Taking this solution, one gets the following chain of equations for higher orders in y’s:
(3.10) F sa := ∂[aT
s+1
b] − B
s
ab = 0 , s ≥ 1 ,
where
(3.11)
B1ab = (X
i
[a∂iωb]c + ωd[aΓ
d
b]c + f
d
abωdc)y
c ,
B2ab = {p[a, T
2
b]}+ f
c
abT
2
c −
1
2
Rabcdy
cyd ,
Bsab = {p[a, T
s
b]}+ f
c
abT
s
c +
s∑
n=2
{T na , T
s+2−n
b } , s ≥ 3 .
Hereinafter the square brackets denote anti-symmetrization of indices and ∂a is the partial
derivative with respect to ya. The form of the equations (3.10) suggests to interpret T sa as the
components of 1-form T s = T sady
a defined on the linear space of y’s. Thus, we can write
(3.12) F s = dT s+1 − Bs = 0 , s ≥ 1 ,
where d is the usual exterior differential with respect to y’s, andBs is a given 2-form provided the
1-forms T 1, ..., T s have been already determined. According to the Poincare´ lemma, Eqs.(3.12)
are consistent iff the 2-forms Bs are closed. In this case, the general solution to (3.10) reads
(3.13) T s+1a =
1
s+ 2
ybBsba + ∂aC
s ,
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Cs being an arbitrary monomial of degree s + 2. The closedness of B’s is now proved by
induction in s. Consider the identity
(3.14) {T¯ sa , T¯
s
b } − f
d
abT¯
s
d =
s−1∑
n=0
F nab +B
s
ab + · · · ,
where T¯ sa = pa +
∑s
n=1 T
n
a and dots stand for the terms of order higher than s. Taking the
Poisson bracket of this relation with T¯ sc and using the Jacobi identity
(3.15) {{T¯ sa , T¯
s
b }, T¯
s
c }+ cycle(a, b, c) = 0 ,
we can write
(3.16)
(
f dab{T¯
s
c , T¯
s
d}+ {T¯c, f
d
ab}T¯d
)
dya ∧ dyb ∧ dyc =
=
(
s−1∑
n=0
{F nab, T¯
s
c } − {B
s
ab, T¯
s
c }+ · · ·
)
dya ∧ dyb ∧ dyc .
With account of (3.5) and the Lie algebroid relations (2.5), the contribution to the (s− 1)-th
order of the last equation is given by
(3.17) dBs =
(
f dabF
s−1
dc +
s−1∑
n=0
{F nab, T
s−n+2
c }
)
dya ∧ dyb ∧ dyc .
But the r.h.s. of this relation vanishes by the induction hypothesis. Thus, Bs is a closed 2-form
and the recurrent formula (3.13) gives the general solution for Ta.
Notice that the ambiguity concerning the choice of arbitrary functions Cs, entering the
general solution for Ta, can be removed by imposing the y-transversality condition
(3.18) yaT sa = 0 , s ≥ 1 .
Then it follows from Eq. (3.13) that
ya∂aC
s(x, y) = (s+ 2)Cs(x, y) = 0 ⇒ Cs(x, y) = 0 .
Remark. For the case of symplectic manifolds, the convergence of the series (3.7) in a tubular
neighborhood of M was proved in [31] under assumptions of analyticity and compactness. It
seems that the same arguments are applicable to any quasi-symplectic manifold provided all
the structure functions are real-analytical and M is compact.
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Now to see the equivalence of the constructed gauge system on N to the original Hamiltonian
system on M it suffices to note that equations χa := ya = 0 are well-defined gauge-fixing
conditions for the first class constraints Ta = 0. Indeed,
(3.19) det

 {Ta, Tc} {Ta, χd}
{χb, Tc} {χb, χd}


∣∣∣∣∣∣
T=χ=0
= det

 0 −δda
δbc ω
bd

 = 1 .
Therefore, the reduced Poisson manifold (physical phase space) is isomorphic to the constraint
surface Ta = χ
b = 0. The last equations are obviously equivalent to pa = y
a = 0, i.e., defines the
canonical projection ϕ : N →M . The explicit description of the resulting Poisson structure on
M can be obtained by introducing the Dirac bracket for the second-class constraints (Ta, χ
b).
Identifying the space of smooth functions on M with the subspace of p- and y-independent
functions on N , it is easy to see that ϕ : N → M is a Poisson map relating the Dirac bracket
{·, ·}D on N with the initial quasi-symplectic bracket on M , i.e.,
(3.20) ϕ∗({f, g}D) = {ϕ∗(f), ϕ∗(g)}M .
4. Quantization
Having realized the quasi-symplectic manifold (M,α) as a formal gauge system on N we
are ready to perform its BRST quantization. As usual, this implies further enlargement of
the phase space of the system by ghost variables, constructing a nilpotent BRST charge, and
identifying physical observables with certain BRST cohomology classes.
4.1. Ghost variables and the classical BRST charge. With each first class constraint Ta
we associate the pair of anticommuting (Grassman odd) ghost variables (Ca,Pb) subject to the
canonical Poisson bracket relations
(4.1) {Ca,Pb} = δ
a
b , {C
a, Cb} = {Pa,Pb} = 0 .
It is quite natural to treat Ca and Pb as linear coordinates on the fibers of the vector bundles
ΠE and ΠE∗, respectively. Here by Π we denote the parity reversion operation: being applied
to a vector bundle it transforms the bundle into the super-vector bundle with the same base
manifold and transition functions, and the fibers being the Grassman odd vector spaces. Thus,
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the phase space of our gauge system is extended to the direct sum of (super-)vector bundles
M = N ⊕ ΠN . This geometric interpretation places the ghosts on equal footing with the
conversion variables y’s and suggests the following extension of the Poisson structure from N
to M:
(4.2) {pa, C
b} = −Γbac(x)C
c , {pa,Pb} = Γ
c
ab(x)Pc .
The brackets of the ghosts with xµ and ya are equal to zero. To meet the Jacobi identity one
has to modify the Poisson brackets of p’s by ghost terms as follows
(4.3) {pa, pb} = ωab(x) + f
c
ab(x)pc −
1
2
Rabcd(x)y
cyd −Rdabc(x)C
cPd .
The other Poisson brackets (3.5) remain intact.
Remark. At this point we slightly deviate from the usual line of the BRST scheme, where the
ghost variables are assumed to Poisson-commute with functions on the original phase space
(N in our case) and, in particular, with the first class constraints. In principle, it is possible
to work with the canonical Poisson brackets for ghosts, setting the r.h.s of (4.2) to zero and
omitting the last term in (4.3), but this leads to nonlinear transformations of pa under bundle
automorphisms (p’s are mixed with the ghost bilinears CaPb). We refer to [19] for the details
of this construction in the case where M is a symplectic manifold (2.29). As we will see bellow,
these non-canonical Poisson brackets of ghosts can be naturally incorporated into the BRST
quantization procedure making it explicitly covariant.
Let F(M) denote the super-Poisson algebra of functions on the supermanifold M; the ele-
ments of F(M) are superfunctions of the form2
(4.4) A(x, p, y, C,P) =
∑
Ab1···bma1···akd1···dn(x)y
a1 · · · yakCd1 · · · CdnPb1 · · · Pbm ,
where Ab1···bma1···akd1···dn(x) are E-tensors. In addition to the usual Z2-grading, associated with the
Grassman parity,
(4.5) ǫ(Ca) = ǫ(Pb) = 1 , ǫ(x
i) = ǫ(pa) = ǫ(y
b) = 0 (mod 2) ,
2In what follows we omit the prefix “super” whenever possible.
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the space F(M) is endowed with an additional Z-grading by prescribing the following ghost
numbers to the local coordinates:
(4.6) gh(Ca) = 1 , gh(Pa) = −1 , gh(x
i) = gh(pa) = gh(y
a) = 0 .
The ghost number just counts the difference between powers of C’s and P’s, entering homo-
geneous elements of F(M), and is additive with respect to the Poisson algebra operations:
(4.7) gh(AB) = gh(A) + gh(B) , gh({A,B}) = gh(A) + gh(B) .
In particular, functions with zero ghost number form a subalgebra in the Poisson algebra F(M).
The classical BRST charge Q ∈ F(M) is defined as an odd function of ghost number 1
obeying the classical master equation
(4.8) {Q,Q} = 0 ,
and the standard boundary conditions
(4.9) Q|P=0 = C
aTa .
A function a ∈ F(M) is said to be BRST invariant if
(4.10) DA := {Q,A} = 0 , gh(A) = 0 .
Clearly, D2 = 0. The space of physical observables is identified with the zero-ghost-number
cohomology of the BRST operator D. The Poisson algebra structure on F(M) induces that
on the space of physical observables.
According to general theorems of the BRST theory [18], (i) Eq. (4.8) is always soluble, and (ii)
the Poisson algebra of physical observables is isomorphic to that obtained by the Hamiltonian
reduction by the first class constraints. In the case at hands, these statements can be refined
as follows.
Proposition 4.1. The classical master equation (4.8) admits the following solution:
(4.11) Q = CaTa .
BRST QUANTIZATION OF QUASI-SYMPLECTIC MANIFOLDS 23
The Poisson algebra of physical observables on M is isomorphic to that on the quasi-symplectic
manifold (M,α). Each physical observable can be represented by a BRST invariant element
from F(M) that does not depend on the ghost variables.
Proof. The first part of the proposition is easily verified by straightforward calculations. Notice
that, unlike what one has in the standard BRST theory, the first class constraints Ta are no
longer in involution as we have modified the Poisson brackets of p’s by the ghost-dependent term
(4.3). Luckily, this term does not contribute to the nilpotency condition due to the symmetry
properties of the curvature tensor (2.28).
The rest of the proposition will follow from the classical limit of the analogous statement
for the quantum BRST observables to be considered in the next section. Here we just show
that each physical observable A(x, p, y, C,P) on M is uniquely determined by its projection
A(x, 0, 0, 0, 0) on M . Speaking informally, this implies that the space of physical observables is
not larger than C∞(M). In order to see this, let us introduce the following homotopy operator
h : F(M)→ F(M):
(4.12) h = Pa
∂
∂p¯a
+ ya
∂
∂Ca
,
where p¯a := pa−ωabyb. From the explicit expression for the BRST charge (4.11) it follows that
(4.13) D = p¯a
∂
∂Pa
+ Ca
∂
∂ya
+ · · · ,
Here the dots stand for the terms that increase the total degree when acting on monomials in
y, C,P and p. Then
(4.14) Dh+ hD = N ,
where N = N0 + · · · , and
(4.15) N0 = y
a ∂
∂ya
+ p¯a
∂
∂p¯a
+ Ca
∂
∂Ca
+ Pa
∂
∂Pa
.
Obviously, kerN0 = C
∞(M) ⊂ F(M), and hence the operator N0 is invertible on the subspace
F0 = F(M)\C∞(M) and so is the operator N . This implies that the BRST cohomology is
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centered in the subspace C∞(M); for any BRST invariant B from the complementary subspace
F0 we have
(4.16) B = DC , C = h(N |F0)
−1B .
To conclude this section, let us depict the diagram of maps describing the path from the
original quasi-symplectic manifold (M,α) to the super-Poisson manifold M:
(4.17) M = N ⊕ΠN→N = E ⊕ E∗→E→M .
All the arrows are canonical projections.
4.2. Quantization of the super-Poisson manifold M. In the general case, it is not easy
to quantize the irregular Poisson brackets (3.5), (4.1) - (4.3). Fortunately, for our purposes, it
is sufficient to deal with a special Poisson subalgebra A ⊂ F(M). This is given by functions
of xµ, ya, Ca and p := Capa. Since p
2 = 0, the generic element of A has the form
(4.18) A(x, y, p, C) = a(x, y, C) + b(x, y, C)p ,
where a, b belong to the Poisson subalgebra A0 of p-independent elements of A. The elements
of A0 are given thus by formal power series in y’s and C’s with coefficients in Λ(E , S(E)), S(E)
being the space of symmetric tensor powers of E . With this geometrical interpretation the basic
Poisson bracket relations in A can be written as
(4.19) {p, p} = R + ω , {p, a} = ∇a , {a, b} = ωcd
∂a
∂yc
∂b
∂yd
, a, b ∈ A0 .
Here
(4.20) ∇a = Cd∇da = C
a
(
Xµa
∂
∂xµ
− ybΓdab
∂
∂yd
− CbΓdab
∂
∂Cd
)
a
is the covariant derivative in A0 induced by the symplectic connection ∇ρ on Λ(E , S(E)), and
(4.21) R = −
1
2
RabcdC
aCbycyd , ω = ωabC
aCb , R, ω ∈ A0 ,
are the covariant curvature tensor and the symplectic form written in the frame (ya, Ca).
In view of Proposition 4.1, the algebra A contains the classical BRST charge (5.23) as well
as all the physical observables of the effective gauge system. It is the reason why one can
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restrict consideration to the subalgebra A when the goal is to quantize the algebra of physical
observables.
Proceeding to quantization, we introduce the formal deformation parameter ~ and extend
the Poisson algebra A to the tensor product
(4.22) Aˆ = A⊗ [[~]] ,
where [[~]] denotes the space of formal power series in ~ with coefficients in C. Accordingly,
denote by Aˆ0 := A0 ⊗ [[~]] the subalgebra of p-independent elements of Aˆ. There is an almost
obvious quantum product giving rise to deformation quantization of the Poisson algebra Aˆ.
For any two elements a, b ∈ Aˆ0 we just use the Weyl-Moyal formula
(4.23) (a ◦ b)(x, y, C, ~) = exp
(
−
i~
2
ωab
∂
∂ya
∂
∂zb
)
a(x, y, C, ~)b(x, z, C, ~)|y=z .
and then extend this ◦-product to the whole algebra Aˆ by associativity setting
(4.24) p ◦ a = pa− i~∇a , a ◦ p = ap , p ◦ p = −i~(R + ω) .
Clearly, the ◦-product respects both the Grassman and the ghost-number gradings.
As for any graded associative algebra, we can endow Aˆ with the structure of super-Lie algebra
w.r.t. the super-commutator
(4.25) [A,B] = A ◦B − (−1)ǫ(A)ǫ(B)B ◦ A ,
A,B being homogeneous elements of Aˆ.
For further purposes let us introduce one more useful grading on Aˆ by prescribing the fol-
lowing degrees to the variables:
(4.26) deg(xµ) = deg(Ca) = 0 , deg(ya) = 1 , deg(p) = deg(~) = 2 .
Since this grading involves essentially the deformation parameter we will refer to it as ~-grading.
26 S. L. LYAKHOVICH AND A. A. SHARAPOV
4.3. Quantum BRST charge. This is defined as an element Qˆ ⊂ Aˆ of ghost number 1
satisfying the quantum master equation
(4.27) [Qˆ, Qˆ] = 2Qˆ ◦ Qˆ = 0
with the boundary condition
(4.28) Qˆ|P=~=0 = C
aTa .
The adjoint action of Qˆ defines the nilpotent derivation Dˆ : Aˆ → Aˆ:
(4.29) Dˆa =
i
~
[Qˆ, a] , a ∈ Aˆ .
The operator Dˆ increases the ghost number by 1 preserving the subalgebra Aˆ0.
By definition, the space of quantum physical observables is identified with the zero-ghost-
number cohomology of the operator Dˆ.
Let us show the existence of a quantum BRST charge Qˆ whose classical limit coincides with
the classical BRST charge Q. Technically, instead of finding ~-corrections to Q, it is more
convenient to build up Qˆ using recursion on the total ~-degree (4.26). In order to do this we
introduce the pair of Fedosov’s operators changing the ~-degree by 1 unit. The first operator
is given by
(4.30) δa = Ca
∂a
∂ya
, δ2 = 0 .
for any a ∈ Aˆ0. Since
(4.31) δa =
i
~
[Caωaby
b, a] ,
it is an internal derivation of Aˆ0. The second operator is defined by its action on homogeneous
functions:
(4.32)
δ∗amn =
1
n +m
ya
∂a
∂Ca
, n+m 6= 0 ,
δ∗a00 = 0 ,
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where anm = aa1···anb1···bm(x, ~)y
a1 · · · yanCb1 · · · Cbm . Like δ, the operator δ∗ is nilpotent, though
it is not a derivation of the ◦-product. One can regard δ∗ as a homotopy operator for δ:
(4.33) a|C=y=0 + δδ
∗a+ δ∗δa = a , ∀a ∈ Aˆ0 .
The last relation resembles the usual Hodge-De Rham decomposition for the exterior algebra
of differential forms.
Proposition 4.2. The quantum master equation (4.27) has a solution of the form
(4.34) Qˆ =
∞∑
r=1
Qr , deg(Qr) = r ,
where
(4.35) Q1 = −C
aωaby
b , Q2 ,= p , and Qr ∈ Aˆ0 , ∀r > 2 ,
which is unique if we require
(4.36) δ∗Qr = 0 , ∀r > 2 .
Proof. The first three terms in the expansion (4.34) coincide with those in the classical BRST
charge (4.11), and this proves the validity of Eq. (4.27) in the lowest order in ~-degree. For
r ≥ 4 Eq. (4.27) implies
(4.37) δQr+1 = Br ,
where
(4.38) Br = −
i
2~
r−2∑
s=0
[Qr+2, Qr−s] , deg(Br) = r .
In view of the Hodge-De Rham decomposition (4.33), Eq. (4.37) is soluble iff δBr = 0. In this
case we have the unique solution
(4.39) Qr+1 = δ
∗Br
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subject to the extra condition δ∗Qr+1 = 0. So, it remains to show that δBr = 0. Proceeding by
induction, we assume that Eq. (4.27) is valid up to the s-th order in ~-degree. Then, extracting
the (s+ 3)-order in the Jacobi identity
(4.40) [Qs, [Qs, Qs]] = 0 , Qs =
s∑
k=1
Qk ,
one gets δBs = 0, that completes the proof.
Since gh(Q) = 1, the ansatz (4.34) implies the following structure of the quantum BRST
charge: Q = CaTˆa(x, y, ~), where Tˆa are the “quantum” first class constraints. Then Rel. (4.36)
is just another form of the y-transversality condition (3.18), which allows one to extract a
unique solution both at the classical and quantum levels.
4.4. Quantum observables and star-product. In Sect. 4.1. we have shown that the space
of physical observables of the classical gauge system onN is not larger than C∞(M) in the sense
that any physical observable is uniquely determined by its projection on M . In this section
we prove the inverse: any physical observable on M , has a unique BRST-invariant extension
to a zero-ghost-number function from A0. Moreover, this picture takes place at the quantum
level as well if we replace C∞(M)→ C∞(M)⊗ [[~]] and A0 → Aˆ0. Therefore, it is sufficient to
consider only the quantum case, the classical statement will follow from the classical limit.
Proposition 4.3. For any a ∈ C∞(M) there is a unique aˆ ∈ Aˆ0 obeying conditions
(4.41) [Qˆ, aˆ] = 0 , aˆ|y=0 = a .
Proof. Consider the expansion of aˆ ∈ Aˆ0 according to the ~-degree:
(4.42) aˆ =
∞∑
s=0
as , deg(as) = s .
The second condition in (4.41) says that a0 = a(x). Substituting this expansion into the first
equation, one gets
(4.43) δas+1 = Bs , s > 1 ,
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where
(4.44) Bs =
i
~
s−2∑
k=0
[Qk+2, as−k] , deg(Bs) = s .
In view of the Hodge-De Rham decomposition (4.33) and the boundary condition (4.41), Eq.
(4.43) has the unique solution
(4.45) as+1 = δ∗Bs ,
provided the r.h.s. is δ-closed. The equality δBs = 0 follows by induction from the (s+3)-order
of the identity
(4.46) [Qˆ, [Qˆ, aˆ]] = 0 .
Corollary. There is a linear isomorphism between the spaces of quantum observables on M ,
i.e., C∞(M)⊗ [[~]], and the zero-ghost-number cohomology of the BRST-differential Dˆ : Aˆ0 →
Aˆ0.
Proof. Eq. (4.41), being linear, has a unique solution even though we allow aˆ|y=0 to depend
formally on ~. Therefore, we can replace C∞(M) with C∞(M)⊗ [[~]].
Clearly, the ◦-product on Aˆ0 descends to the BRST cohomology and, in view of the corollary,
induces an associative ∗-product on C∞(M)⊗ [[~]]. Explicitly,
(4.47) a ∗ b = (aˆ ◦ bˆ)|y=0 =
∞∑
n=1
~
nDn(a, b) , ∀a, b ∈ C
∞(M)⊗ [[~]] ,
where
(4.48) D0(a, b) = ab , D1(a, b) = −
i
2
{a, b}M ,
and the “hat” stands for the BRST-invariant lift fromM toM (the existence and uniqueness of
such a lift are ensured by Proposition 4.3). The higher orders in ~, being recurrently constructed
by (4.39) and (4.45), involve also the symplectic connection and the curvature.
Remark. By construction, the bi-differential operators Dn entering the ∗-product (4.47) have a
rather peculiar structure. Namely, they are determined by repeated differentiations along the
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anchor distribution {Xa}:
(4.49) Dn(a, b) =
∑
k,l≤n
Dc1···ckd1···dln (x)(Xc1 · · ·Xcka)(Xd1 · · ·Xdlb) .
Here the structure functions Dc1···ckd1···dl(x) are universally expressed via the data of a sym-
plectic Lie algebroid and a Lie algebroid connection. The differential operators of the form
(4.49) are called the E-differential operators; accordingly, the ∗-product (4.47) is called the
E-deformation of M . As was shown in [11], any E-deformation of M can be induced by an E-
deformation of the commutative algebra of E-jets. Conversely, the E-deformation of M , given
by the formula (4.47), admits a canonical extension to the space of E-jets (by universality). In
[15] such an extension was used to derive the universal deformation formula for triangular Lie
bialgebras.
5. Factorizable Poisson brackets beyond symplectic Lie algebroids.
As we have seen, the concept of a symplectic Lie algebroid gives rise to an interesting class
of Poisson brackets. Not any Poisson bracket comes in this way, but when it does, we have a
simple quantization procedure generalizing the Fedosov quantization. In this section we would
like to discuss, in a sense, an inverse problem: To what extent the factorization (2.20) of a
Poisson bi-vector α defines a symplectic Lie algebroid?
The precise formulation of the problem is as follows. Let E → M be a vector bundle over
a smooth manifold M , ω a section of E ∧ E , and X a section of E∗ ⊗ TM . By a slight
abuse of notation, we will use the same letters ω and X to denote the corresponding bundle
homomorphisms ω : E∗ → E and X : E → TM . Let us also suppose that the E-bi-vector ω is
non-degenerate (defines an isomorphism between E and its dual E∗) and X is involutive. The
latter means that in each trivializing coordinate chart U ⊂ M with frame sα ∈ Γ(E|U), the
local vector fields Xα = X
i
α∂i ∈ Vect(U) form an involutive distribution,
(5.1) [Xα, Xβ] = f
γ
αβXγ ,
f γαβ being smooth functions on U . Clearly, the property of {Xα} to be involutive does not
depend on a frame, and hence, {Xa} generates a (singular) foliation F (M). Suppose now that
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the bi-vector
(5.2) α = ωαβXα ∧Xβ ∈ ∧
2TM
satisfies the Jacobi identity
(5.3) [α, α] = 0 .
Question: What is the most general geometric structure underlying Eqs. (5.1-5.3).
A particular solution to these equations is delivered by a symplectic Lie algebroid E → M
with anchor X and symplectic 2-form ω. In this case (M,α) is just a quasi-symplectic manifold
considered in the previous sections.
Explicitly, the Jacobi identities for the local vector fields Xa and the Poisson bi-vector α read
(5.4) (f δαβf
µ
δγ −Xγf
µ
αβ + cycle(α, β, γ))Xµ = 0 ,
(5.5)
(ωγδf
δ
αβ −Xγωαβ)X
α ∧Xβ ∧Xγ = 0 ,
Xα = ωαβXβ , ωαγω
γβ = δβα .
If the map X : E → TM is injective on an everywhere dense domain in M , the expressions
in parentheses (5.5) must vanish by continuity, and we arrive at a symplectic Lie algebroid
(E , X, ω). In the opposite case the l.h.s. of Eqs. (5.4), (5.5) cannot be “divided” by Xa
so simply, and thus, more general solutions for the structure functions f γαβ , ωαβ and X
i
α are
possible. To further study these equations, we impose a certain regularity condition on X . In
what follows we will assume that the space Γ(TM), considered as a C∞(M)-module, admits a
resolution of the form
(5.6) 0← TM
d1← E1
d2← E2 ← · · ·← En−1
dn← En ← 0 ,
where Ek → M and dk are sequences of vector bundles over M and their M-morphisms with
E1 = E and d1 = X . (A sequence of homomorphisms of modules (5.6) is called a resolution of the
module Γ(TM), if im dk+1 = ker dk. In other words, the sequence (5.6) is just a cochain complex,
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which is exact, exclusive of maybe the first term.) Here we do not require the morphisms dk to
have constant ranks, but since n <∞, their ranks have to be constant on an open everywhere
dense domain in M . In particular, the last structure map dk : Ek → Ek−1 should be injective
on an everywhere dense domain in M . By analogy with ordinary Lie algebroids, we will refer
to the first structure map d1 = X as anchor.
In order to clarify the meaning of the regularity condition, let us choose an open domain
U ⊂ M such that for all k = 1, ..., n, Ek|U is a trivial vector bundle with frame sαk . Upon
restriction on U , the morphisms dk are represented by matrices d
αk−1
αk , so that d
αk−1
αk d
αk
αk+1
= 0.
Since the complex (5.6) is exact starting with d1, the equality f
αkd
αk−1
αk = 0, f
αk being a section
of Ek, implies that fαk = gαk+1dαkαk+1 for some section g
αk+1 of Ek+1.
Example 0. Consider the adjoint representation of so(3). Identifying the carrier space so(3)
with R3 we get a set of three linear vector fields on R3 generating the so(3)-algebra action:
(5.7) adi = ǫijkxj∂k , [adi, adj ] = −ǫijkadk .
Clearly, the rank of the anchor ad : R3×so(3)→ TR3 equals 2 in general position and vanishes
at the origin 0 ∈ R3. Since the equation f i(x)adi = 0 implies f
i(x) = g(x)xi, for some smooth
function g, while the equation xih(x) = 0 has the unique solution h = 0, we get the following
resolution:
(5.8) 0← TR3
ad
← R3 × so(3)
d2← E2 ← 0 ,
were E2 is a linear bundle over R3 and d2 = (xi).
Given an anchor X satisfying the regularity condition, one can solve the Jacobi identity (5.4)
in the following form:
(5.9) f δαβf
µ
δγ −Xγf
µ
αβ + cycle(α, β, γ) = f
a
αβγd
µ
a ,
where faαβγ are smooth functions on U , skew-symmetric in αβγ, and d
α
a is the matrix of the
second structure map d2 in (5.6). By definition, we have
(5.10) dγaXγ = 0 .
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In order to solve the Jacobi identity for α, we assume the anchor foliation F (M) to be regular3,
i.e., imX is an integrable subbundle of TM . Then
(5.11) ωγδf
δ
αβ −Xγωαβ + cycle(α, β, γ) =W
a
αβdaγ + cycle(α, β, γ) , daγ = ωγβd
β
a ,
W aαβ = −W
a
βα being smooth functions on U . Examining compatibility of these equations with
the involution relations (5.1), one obtains an infinite set of higher structure functions and
structure relations to be studied below.
Let us forget for a moment about the Poisson bi-vector α, focusing at the anchor distribution
X . Commuting (5.10) with Xβ, we find
(5.12) Xβd
α
a + f
α
βγd
γ
a = −f
b
βad
α
b ,
fβba being local functions. Contracting the last identity with d
β
c and symmetrizing in the indices
ac, we get
(5.13) dβc f
b
βa + d
β
af
b
βc = f
A
cad
b
A ,
where dbA is the matrix of the third structure map in (5.6), so that d
b
Ad
α
b = 0. Proceeding in
the same manner one can derive the other structure relations.
There is a nice way to generate all these relations systematically using the language of
NQ-manifolds. Let us recall the basic definitions [21], [22], [23], [24]. An N-manifold is a non-
negatively integer graded supermanifold, whose N-grading is compatible with the underlying
Z2-grading (Grassman parity). In other words, an N-manifold is just a supermanifold with
a privileged class of atlases in which particular coordinates are assigned non-negative integer
degrees (even coordinates have even degrees, while odd ones have odd degrees) so that the
changes of coordinates respect these degrees. The highest degree of coordinates is called the
degree of an N-manifold. For example, if degM = 0, then M is just an ordinary manifold.
Finally, an NQ-manifold is an N-manifold endowed with integrable vector field Q of degree 1,
called a homological vector field. Since Q is odd, the integrability condition [Q,Q] = 2Q2 = 0
is nontrivial. The classical example of an NQ-manifold of degree 1 is the anti-cotangent bundle
ΠTM (cotangent bundle with the reverse parity of fibers). The functions on ΠTM are just
3This technical restriction can be weakened.
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inhomogeneous differential forms on M and Q is the usual exterior differential. More generally,
an NQ-manifold of degree 1 is the same as Lie algebroid. For this reason it is natural to name
the NQ-manifolds of degree n as n-algebroids [24].
A general homological vector field looks like4
(5.14) Q = cα1X iα1(x)
∂
∂xi
+
degM∑
k=1
cαk+1dαkαk+1(x)
∂
∂cαk
+ · · · ,
where deg(xi) = 0, deg(cαk) = k, and dots stand for higher orders in the positively graded
variables cαk . Evaluating the equation Q2 = 0 at the first order in c’s one recovers the cochain
complex axioms dαm−1αm d
αm
αm+1
= 0, the second order in cα1 reproduces the involution relations
(5.1), Rel. (5.9) contributes to the cubic order, and so on 5. Thus, we see that the resolution
(5.6) for the involutive distribution X : E → TM is just a regular n-algebroid.
Although the language of NQ-manifolds is quite convenient to describe the structure of n-
algebroids as such, it becomes unappropriate when one tries to incorporate the symplectic
structure entering the factorization (2.20). Here we would like to present a new geometric
framework providing a uniform description for both n-algebroid and symplectic structures un-
derlying factorizable Poisson brackets. For the sake of simplicity we restrict our consideration
to the case of 2-algebroids. The general construction will be developed elsewhere. Before going
into details let us give two examples which are of interest by themselves.
Example 1. (Poisson-Lie algebras.) Consider an invariant Poisson bracket on a Lie group G
associated with the bi-vector
(5.15) α = rij(Li ∧ Lj −Ri ∧ Rj) .
Here Li, Rj are left and right invariant vector fields on G, and the matrix (r
ij) obeys the
Yang-Baxter equation
(5.16) f iml
(
rjnf lnsr
sk + cycle(j, l, k)
)
+ cycle(i, j, k) = 0 ,
4All derivatives are assumed to be acting on the left.
5Notice, that any n-algebroid can also be viewed as an (n + 1)-algebroid whose higher structure functions
just equal to zero.
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fkij being the structure constants of the corresponding Lie algebra L(G). If det(r
ij) 6= 0, we
have the Poisson bi-vector α associated with the symplectic structure rij and the 2-algebroid
(5.17) 0← TG
(L,R)
← TG⊕ TG
d2← TG← 0 ,
where d2 = (1, A), and A is the automorphism of the tangent bundle TG relating the left and
right invariant vector fields: Li = A
j
iRj.
Example 2. (Universal factorization.) Any Poisson bi-vector α = αij∂i ∧ ∂j can be factorized
in a skew-symmetric product of Hamiltonian and coordinate vector fields:
(5.18) α = Pi ∧Q
i , Pi = ∂i , Q
i = αij∂j .
The local vector distribution (Pj, Q
j) is obviously transitive and hance involutive. Moreover,
there is a one-parameter ambiguity in writing the involution relations:
(5.19)
[Pi, Pj] = 0 ,
[Pi, Q
j ] = ∂iα
jkPk ,
[Qi, Qj] = t∂kα
ijQk + (1− t)∂kαijαknPn , t ∈ R .
This ambiguity is due to linear dependence of the local vector fields:
(5.20) Qi = αijPj .
The last equations are already independent and we arrive at the following cochain complex
(5.21) 0← TM
(P,Q)
←− TM ⊕ T ∗M
(1,α)
←− TM ← 0 ,
which is exact provided α is non-degenerate on an everywhere dense domain in M .
Consider now a general NQ-manifold M of degree 2. As for usual manifolds, the structure
of M can be described in terms of coordinate charts and transition functions gluing together
individual N-graded domains U ∈ M. Without loss of generality we can assume that each U
is given by a direct product U ×Rn1 ×R
m
2 , where U ∈ M is an open contractible domain on the
base manifold with local coordinates xi, Rn1 and R
m
2 are vector spaces with linear coordinates
cα and ca, respectively. We set deg(xi) = 0, deg(cα) = 1, deg(ca) = 2, so that xi and ca
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are commuting, while cα are anticommuting coordinates on U ∈ M. If now U and U ′ are two
graded domains with nonempty intersection, then the most general form of transition functions,
compatible with the N-grading, is given by
(5.22) x′i = f i(x) , c′α = Aαβ(x)c
β , c′a = Bab (x)c
b +
1
2
F aαβ(x)c
αcβ ,
f i, Aαβ , B
a
b being smooth functions on U ∩U
′. The first equation defines transformation of local
coordinates on the base manifold M . Disregarding the F -term, we see that the second and
third equations are similar to those defining transition functions for (graded) vector bundles.
Moreover, the matrix-valued functions A and B do really obey the standard cocycle conditions
on overlaps of two and three coordinate charts, defining thus direct sum E1 ⊕ E2 of two graded
vector bundles.
In terms of local coordinates the most general homological vector field on M reads
(5.23) Q = cαX iα
∂
∂xi
+ cadαa
∂
∂cα
+
1
2
cβcαf γαβ
∂
∂cγ
+ cαcaf bαa
∂
∂cb
+ cγcβcαfaαβγ
∂
∂ca
.
Using relations (5.22) one can derive transformation properties for the structure functions X iα,
dγa, f
γ
αβ, f
b
aβ, f
a
αβγ ∈ C
∞(U) under coordinate changes. In particular, the F -term induces the
shift
(5.24) f γαβ → f
γ
αβ + F
a
αβd
γ
a ,
which reflects an inherent ambiguity concerning the choice of the structure functions (5.1)
whenever Xα are linearly dependent. Also, it is not hard to see that X
i
α and d
γ
a transform
homogeneously, i.e., as sections of the associated vector bundles E∗1 ⊕ TM and E
∗
2 ⊕ E1.
Now suppose that M defines a 2-algebroid factorizing a Poisson bi-vector α. Our aim is to
give a unified description for both the 2-algebroid and the symplectic structure entering this
factorization. It turns out that all structure relations underlying the factorization (5.2) can be
described in terms of an abelian connection (covariant derivative) acting on a bundle of odd
Poisson algebras over M . The construction goes as follows.
Let E0⊕E1 be a Z2-graded vector bundle over M defined by aforementioned gluing cocycles
A and (B−1)∗, that is E1 = E1, E0 = E∗2 . If c
α and πa are linear coordinates in the fibers
of E1 and E0 over a trivializing domain U ∈ M , we set ǫ(cα) = 1, ǫ(πa) = ǫ(xi) = 0. It is
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convenient to think of this bundle as a formal supermanifold N with even coordinates xi, πa
and odd coordinates cα. The word “formal” reflects the fact that we allow the functions on N
to be given by formal power series in π’s. These functions form a supercommutative algebra F
with the generic element
(5.25) f(x, c, π) =
∑
k,n
fa1···akα1···αn(x)πa1 · · ·πakc
α1 · · · cαn .
The algebra F = ⊕Fn,m is naturally bigraded w.r.t. powers of c’s and π’s and is isomorphic to
the tensor algebra of sections of the associated vector bundle S•E∗0 ⊗ Λ
•E∗1 .
The space F can also be endowed with the structure of odd Poisson algebra. To this end,
we introduce the odd Laplacian ∆ : Fm,n → Fm−1,n−1:
(5.26) ∆f = dαa (x)
∂2f
∂cα∂πa
.
Clearly, ∆2 = 0. The odd Poisson bracket ( · , · ) : Fn,m ⊗ Fk,l → Fn+k−1,m+l−1 is defined by
the rule:
(5.27) (−1)ǫ(f)(f, g) = ∆(f · g)−∆f · g − (−1)ǫ(f)f ·∆g .
It obeys the standard identities which may be taken as the axioms of an odd Poisson manifold:
(5.28)
ǫ(f, g) = ǫ(f) + ǫ(g) + 1 (mod 2) ,
(f, g) = −(g, f)(−1)(ǫ(f)+1)(ǫ(g)+1) (symmetry) ,
(f, gh) = (f, g)h+ (f, h)g(−1)ǫ(g)ǫ(h) (Leibnitz rule) ,
(f, (g, h))(−1)(ǫ(f)+1)(ǫ(h)+1) + cycle(f, g, h) = 0 (Jacobi identity) .
Notice that ∆ respects the odd Poisson bracket (5.27) in the sense that
(5.29) ∆(f, g) = (∆f, g) + (−1)ǫ(f)+1(f,∆g) .
The algebra F contains a special element ω = 1
2
ωαβc
αcβ ∈ F2,0 associated with the symplectic
structure. The adjoint action of ω gives rise to the nilpotent differentiation δ : Fn,m → Fn+1,m−1:
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(5.30) δf = (ω, f) = −cαωαβd
β
a
∂f
∂πa
, δ2 = 0 .
It easy to see that the δ-cohomology is trivial when evaluated on F•,k with k > 0 .
Now we would like to endow the bundle of odd Poisson algebras F with a sort of partial
connection ∇ : Fm,n → Fm+1,n making possible parallel transport along the leaves of the anchor
foliation F (M). Treating ∇ as an odd vector field on N , we set
(5.31) ∇a = cα
(
X iα
∂
∂xi
+
1
2
cβf γαβ
∂
∂cγ
+ πaf
a
αb
∂
∂πb
)
a+ (W1, a) ,
where the structure functions X iα, f
γ
αβ , f
a
αb are the same as in Eq. (5.23) andW1 = c
αcβW aαβπa ∈
F2,1 is given by the r.h.s. of Eq. (5.11). Using the definition of ∇, one can rewrite Eq. (5.11)
as
(5.32) ∇ω = 0
or, equivalently,
(5.33) ∇δ + δ∇ = 0 .
The main property of the local vector field ∇ is that it respects the odd Poisson bracket, i.e.,
(5.34) ∇(f, g) = −(∇f, g) + (−1)ǫ(f)+1(f,∇g) ,
for any f, g ∈ F|U . Squaring ∇, we get an internal derivation of the odd Poisson algebra:
(5.35) ∇2f = (R, f) ,
where one can thought of the odd function R = cγcβcαfaαβγπa ∈ F3,1 as the curvature of ∇.
Like a curvature, R obeys the Bianchi identity
(5.36) ∇R = 0 .
Now we can extend ∇ from a local coordinate chart U to the whole N . To this end, we
choose a trivializing covering {U i} of M together with local connections ∇i on (E0⊕E1)|U i. It
follows from (5.32) that on each nonempty intersection Ui ∩ Ui
(5.37) ∇i −∇j = (δφij, · ) ,
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for some φij ∈ F1,2|Ui∩Ui. Then, on each nonempty intersection Ui ∩ Uj ∩ Uk the functions φij
satisfy the relation
(5.38) δ(φij + φjk + φki) = 0 .
Since the δ-cohomology is trivial on F1,2 we conclude that
(5.39) φij + φjk + φki = δψijk on Ui ∩ Uj ∩ Uk ,
for some χijk ∈ F0,3|Ui∩Ui∩Uk . Again, from the last equation it follows that on each nonempty
intersection Ui ∩ Ui ∩ Uk ∩ Ul of four domains one has
(5.40) χijk − χjkl + χkli − χlij = 0 .
Notice that Eq. (5.37) does not define φij uniquely as we are free to add to them any δ-closed
terms δψij ∈ F1,2. This modifies the r.h.s. of Eq. (5.39) as follows:
(5.41) χijk −→ χijk − (ψij + ψjk + ψki) .
Eqs. (5.40), (5.41) imply that to any collection of local connections ∇i we have associated an
element χ of the second Cˇech cohomology group with coefficients in F0,3. Since this group is
clearly isomorphic to the second De Rham’s cohomology group of M we can think of χ as an
element of H2(M).
Given a partition of unity {hi} subordinated to the covering {Ui}, we set
(5.42) φi = φijh
j .
It is not hard to check, using Rel. (5.39), that the new local connections ∇′i = ∇i − (δφi, · )
already coincide on each intersection Ui ∩ Uj 6= ∅. Thus, there are no topological obstructions
to introducing a partial connection of the form (5.31) and we can regard χ ∈ H2(M) as an
invariant of ∇.
Combining now the action of ∇ with internal differentiations of the odd Poisson algebra F ,
one can construct a more general connection D : Fn,• → Fn+1,•:
(5.43) Da = δa+∇a− (W, a) = ∇a+ (ω −W, a) ,
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W being an element of F2,•. if D
2 = 0, we refer to D as an abelian connection. The condition
of D to be an abelian connection is equivalent to the following equation:
(5.44) δW = R +∇W +
1
2
(W,W ) .
The existence of an abelian connection follows from the solubility of (5.44). Indeed, substituting
expansion
(5.45) W =
∞∑
k=2
Wk , Wk ∈ F2,k ,
into (5.44) one gets
(5.46)
δW2 = R ,
δWn+1 = ∇Wn +
1
2
n∑
k=2
(Wn−k+2,Wk) , n ≥ 2 .
Since the δ-cohomology is trivial when evaluated on F2, k with k > 0, the first equation is
soluble provided δR = 0. But the last condition immediately follows from the identities 0 =
∇2ω = (R, ω) = −δR. Proceeding by induction, one can see that the r.h.s. of the (n + 1)-th
equation is δ-closed (and thus is δ-exact) provided all the previous equations for W2, ...,Wn
have been satisfied.
The main results of this section can be summarized as follows.
Proposition 5.1. Suppose we are given by the following data:
(1) a short exact sequence
0→ E2
d
→ E1
X
→ F → 0 ,
where E1 → M , E2 → M are vector bundles over a smooth manifold M , F is an
integrable subbundle of the tangent bundle TM , and d, X are M-morphisms of the
vector bundles (not necessarily of constant rank);
(2) a non-degenerate, skew-symmetric, bilinear form ω on E1 inducing a Poisson bi-vector
field on the base manifold:
α = 〈ω,X ∧X〉 ∈ ∧2TM , [α, α] = 0 .
(Here we identify X : E1 → F ⊂ TM with a section of E∗1 ⊗ TM .)
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Then to each set of such data one can associate
(1) an invariant χ taking value in the second group of De Rham’s cohomology of M , and
(2) a bundle of odd Poisson algebras F over M together with an abelian connection D
differentiating F such that the condition D2 = 0 generates all structure relations arising
from the integrability of F and the Jacobi identity for α.
The generating procedure stated above could be viewed as starting point for quantizing
general factorizable brackets associated with symplectic 2-algebroids along the lines of Sections
3, 4.
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