We consider a waveguide-like domain consisting of two thin straight tubular domains connected through a tiny window. The perpendicular size of this waveguide is of order ε. Under the assumption that the window is appropriately scaled we prove that the Neumann Laplacian on this domain converges in (a kind of) norm resolvent sense as ε → 0 to a one-dimensional Schrödinger operator corresponding to a δ -interaction of a non-negative strength. We estimate the rate of this convergence, also we prove the convergence of spectra.
Introduction
In this paper we address the problem of a geometrical approximation of a special class of solvable models in quantum mechanics. Below we introduce this problem in more details.
Solvable models describe the motion of a particle in a potential being supported at a discrete (finite or infinite) set of points. The term "solvable" reflects the fact that their mathematical and physical quantities (spectrum, eigenfunctions, resonances, etc.) can be determined explicitly. Note that in the literature such models are also called point interactions. We refer to the monograph [1] for a comprehensive introduction and a detailed list of references on this topic.
The classical example in this area is the famous Kronig-Penney model describing an electron moving in a crystal lattice. Its mathematical representation is the one-dimensional Schrödinger operator with a singular potential supported on Z := {0, ±1, ±2, . . . }:
where δ(· − k) is the Dirac delta-function supported at k. The formal expression (1) can be realized as a self-adjoint operator in L 2 (R) with the action −(u R\Z ) and the domain consisting of H 2 (R \ Z)-functions satisfying the following conditions at k ∈ Z:
One says that conditions (2) correspond to the δ-interaction at the points k of the strength α.
In the current paper we deal with another well-known model -the so-called δ -interactions in which the role of the values of functions and their derivatives are switched comparing with (2) . Namely, δ -interaction at the point z ∈ R is given by the following coupling conditions:
One says that conditions (3) correspond to the δ -interaction at z of the strength β. The special case β = 0 leads to the one-dimensional Laplacian in L 2 (R). The case β = ∞ leads to the decoupling with the Neumann boundary conditions at z ± 0.
The first rigorous treatment of δ -interactions was made in [17] . Further investigations were carried out in [3, 4, 8, 9, 13, 14, 18, 19, 25, 26, 30, 31, 37] (see also [6] for the multidimensional version of δ -interactions).
The term δ -interaction has the following justification. Let A be the operator in L 2 (R) given by (Au) R ± = −(u R ± ) and the domain consisting of H 2 (R \ {0})-function satisfying (3) at z = 0. It was shown in [37] that A represents a self-adjoint realization of the formal differential expression − d 2 dx 2 + β ·, δ δ , where ϕ, δ denotes the action of the distribution δ on the test function ϕ.
It is well-known (see [1, Sec. 1.3.2] ) that operators describing δ-interactions can be approximated in the norm resolvent topology by Schrödinger operators with regular potentials having δ-like profile. Therefore, sometimes instead of the term δ-interactions one uses the name δ-potentials. In contrast, δ -interactions cannot be obtained using families of scaled zero-mean potentials 1 , see [20, 21, 37] for more details. Nevertheless, one can approximate δ -interactions by Schrödinger operators with a triple of properly scaled δ potentials [10] and even by Schrödinger operators with regular (but not with a δ -type profile) potentials [2, 12] .
We wish to contribute to the understanding of ways how point interactions can be approximated by more realistic models. Above we have discussed approximations via Schrödinger operators with regular potentials. Another option is to use geometrical tools, namely, to treat approximations by Laplace-type operators on thin domains with waveguide-like geometry. In the current paper we address this question for δ -interactions and Neumann Laplacians. Evidently, such approximations are possible only if we are given with δ -interactions generating non-negative operators. The later holds iff β ∈ [0, ∞].
1 That is, one cannot approximate Schrödinger operators with δ -interactions by the regular Schrödinger operators of the form −
Apparently, for the first time similar problem was treated in [15, 27] . The authors of [27] (resp., [15] ) studied asymptotic properties of the Neumann Laplacian (resp., the LaplaceBeltrami operator) on narrow tubular domains (reps., tubular manifolds) consisting of two straight parts and certain "connector" 2 . They focused on the case, when the "connector" shrinks to a point slower comparing with a shrinking of the tubular parts. In the most interesting case, the obtained limiting operator corresponds to the δ-coupling, but with a coupling constant depending on a spectral parameter.
Geometrical approximations of δ -interactions were considered in [16] , but instead of Laplace-type operators the authors used Schrödinger operators -the desired coupling was generated by a suitably chosen potential (a la in [10, 12] ), and not by geometrical peculiarities.
Below we sketch our main results. Let ε > 0 be a small parameter. We consider the domains
and Ω + ε are disjoint, and we connect them by means of the small "window"
whereD ε is the d ε -homothetic image of the domainD ⊂ R n−1 with d ε → 0 as ε → 0; we also assume thatD ε ⊂S ε . The obtained domain Figure 1 (for the case n = 2). Note, that Ω ε is allowed to be unbounded. We consider the operator A ε = −∆ Ω ε + V ε , where −∆ Ω ε is the Neumann Laplacian on Ω ε and V ε is a real-valued bounded function. Our goal is to describe the behaviour of the resolvent of A ε and its spectrum as ε → 0. Note, that the case V ε ≡ 0 is not excluded; the potential V ε plays no role for generating the δ -interaction. We treat more general operators due to the reasons explained below.
Our main results is as follows (see Theorem 2.1). Assume, that the following limit, either finite or infinite, exists:
Here cap(D ε ) is the capacity of D ε and µ n−1 (S ε ) is the Lebesgue measure ofS ε ⊂ R n−1 . Also assume that V ε converges in a suitable sense to the function V : (L − , L + ) → R as ε → 0 (see condition (18) below; obviously, it holds if V ε = V ≡ 0). Then A ε converges in (a kind of) the norm resolvent sense to the operator A γ , which acts in L 2 (L − , L + ) and is defined by the operation −
the Neumann conditions at L ± (if |L ± | < ∞) and the δ -coupling at z = 0 of the strength 4γ −1 . We also estimate the rate of this convergence. Of course we are not able to use the classical notion of the resolvent convergence since the resolvents of A ε and A γ act in different Hilbert spaces (respectively,
. Therefore we use a suitably modified definition which involves some identification operators between those spaces. Using the above result we then establish the Hausdorff convergence of spectra and (if |L ± | < ∞) the "index-wise" convergence of eigenvalues; see Theorem 2.2, Corollary 2.3 and Theorem 2.4. Note that if V ε = V ≡ 0 and |L ± | < ∞ then σ(A ε ) = σ(A γ ) = [0, ∞) and the convergence of spectra becomes trivial. This is the main reason why we treat more general Schrödinger operators with non-zero regular potentials.
Applications
The obtained results can be word-by-word translated to the case of finitely many windows or to the case of a sequence of identical windows, distributed periodically along the unbounded waveguide (see Figure 2) . In the later case we arrive (as ε → 0) on the Schrödinger operator with a periodic sequence of δ -interactions. It is known (see [1, Th. 3.6] ) that the spectrum of this operator has infinitely many gaps provided β 0. Then, using the Hausdorff convergence of spectra, we conclude that for any m ∈ N the Neumann Laplacian on such periodic domains has at least m gaps provided ε small enough. Note, that the idea to use periodic waveguide-like domains with period cells being connected through small windows (or certain small passages) in order to create spectral gaps is not new -see, e.g., [5, 7, 29, 32, 33, 39] . In these papers the transversal diameter of the waveguide is fixed (in our paper it tends to zero as ε → 0). This leads to a complete decoupling as the windows diameters go to zero -the limit operator is simply a direct sum of Laplacians on a sequence of identical domains. The spectrum of this decoupled operator is purely point, each eigenvalue has infinite multiplicity. Consequently, the spectrum of the Neumann Laplacian on such a domain has small bands (they shrink to those eigenvalues), while the gaps are relatively large (they tend to the gaps between those eigenvalues).
In contrast, the spectrum of the Neumann Laplacian on the domain Ω ε considered in the present paper has bands and gaps of relatively comparable size that follows easily from the spectral properties of the limiting operator A γ , we again refer to [1, Chapter III.3, Th. 3.6 ] for the precise description of σ(A γ ).
The paper is organized as follows. In Section 2 we set the problem precisely and formulate the main results. In Section 3 we present some known (except Theorem 3.4, which is apparently new) abstract theorems for studying the convergence of operators in varying Hilbert spaces. Using them we prove the main results in Section 4.
Setting of the problem and the main result
Let ε ∈ (0, 1) be a small parameter. Let d ε be a positive number such that
For n ∈ N \ {1} we denote byx = (x 1 , . . . , x n−1 ) and x = (x, z) the Cartesian coordinates in R n−1 and R n , respectively. LetS andD be open bounded domains in R n−1 having Lipschitz boundaries and satisfying
where B(D) ⊂ R n−1 is the smallest ball containingD. For simplicity, we assume that its center coincides with the origin.
Let
We denote
In view of (4)- (5),
Finally, we introduce the waveguide Ω ε consisting of the cylinders Ω ± ε and the "window" D ε connecting them (see Figure 1) :
Further, we will also use the notations
Hereinafter µ d (B) stands for the Lebesgue measure of B ⊂ R d , and by cap(D ε ) we denote the capacity of D ε (its definition is given below). We assume that the limit
either finite or infinite, exists. Below we recall the definition of the capacity, for more details see, e.g., [36] .
For n ≥ 3 the capacity of the set D ⊂ R n is defined via
where the minimum is taken over ψ ∈ C ∞ 0 (R n ) being equal to 1 on a neighbourhood of D (with the neighbourhood depending upon ψ). For n = 2 the right-hand-side of (8) is zero for an arbitrary domain D, and we use a modified definition:
where B 1 is the unit ball, which is concentric with the smallest ball B(D) containing D (here we assume that D is small enough so that B(D) ⊂ B 1 ), the minimum is taken over ψ ∈ C ∞ 0 (B 1 ) being equal to 1 on a neighbourhood of D.
Due to simple rescaling arguments,
where
Let us introduce the operator A ε which will be the main object of our interest in this paper. Let {V ε ∈ L ∞ (Ω ε ), ε > 0} be a family of real-valued functions satisfying
We denote by a ε the sesquilinear form in the Hilbert space L 2 (Ω ε ) defined by
The form a ε is densely defined, lower semibounded and closed. By the first representation theorem [23, Chapter 6, Theorem 2.1] there exists the unique self-adjoint operator A ε associated with this form, i.e.
To simplify the presentation we restrict ourselves to the case
(and hence A ε are non-negative operators). The general case needs slight modifications.
Our first goal is to prove a kind of the norm resolvent convergence for the operator A ε . Since Ω ε shrinks to Ω as ε → 0 we expect that the suitable limit operator (we denote it A γ ) acts in the space L 2 (Ω). Of course, the usual notion of the norm resolvent convergence cannot be applied here since the resolvent of A ε and the resolvent of A γ "live" in the different Hilbert spaces spaces L 2 (Ω ε ) and L 2 (Ω), respectively, and therefore we are not able to evaluate their difference. Therefore, the classical definition should be appropriately modified. The modified definition should be adjusted in such a way that it still implies the convergence of spectra as it takes place in a fixed Hilbert space (see, e.g., the classical Kato's monograph [23] for more details).
The standard approach (see, e.g., [22, 38] ) is to treat the operator T ε :
where R ε = (A ε + I) −1 and R = (A γ + I) −1 are the resolvents of A ε and A γ , respectively, and
(so, roughly speaking, the operator J ε is "almost" isometric for small ε).
In our context, the natural choice for the operator J ε is
Alternatively, one can study the operatorŤ ε :
with an appropriate linear bounded operatorJ ε :
(Ω) (again "almost" isometric in a certain sense, cf. (17)). In our case, the natural choice forJ ε is
Evidently, (J ε ) * =J ε , moreoverJ ε is the left inverse operator for J ε , i.e.J ε J ε = I. Further, using the Cauchy-Schwarz and the Poincaré inequalities forS ε , one gets
the constant λS is the smallest non-zero eigenvalue of the Neumann Laplacian onS . Hence
Below we introduce the expected limiting operator A γ . It is convenient to define it via a form approach.
We start from the case γ < ∞. Let a γ be a sesquilinear form in L 2 (Ω) defined by
where V ∈ L ∞ (Ω) is a real-valued function such that V(x) ≥ 0, by f (±0) and g(±0) we denote the limiting values of f (z) and g(z) as z → ±0. This form is non-negative and closed. We denote by A γ the self-adjoint operator being associated with a γ . It is easy to show that
i.e. A γ is the Schrödinger operator with the δ -interaction at 0 of the strength 4γ −1 . In the case γ = ∞ we define A ∞ as the operator acting in L 2 (Ω) and being associated with the form
It is clear that
Of course the potentials V ε and V have to be close in a suitable sense in order to guarantee the closeness of the resolvents of the underlying operators. Namely, as it follows from Theorem 2.1 below, one needs
We are now in position to formulate the mains results of this work. Below · X→Y stands for the operator norm of an operator acting between normed spaces X and Y. By C, C 1 etc. we denote generic constants being independent of ε and of functions standing at the estimates where these constants occur (but they may depend on n,
As an important application of this norm resolvent convergence type result, we establish the Hausdorff convergence of spectra. For two compact sets X, Y ⊂ R we define the maximal outside distance and maximal inside distance of X to Y by
where dist(x, Y) = inf y∈Y |x − y|. Finally, we define the Hausdorff distance between X and Y:
Note, that
• dist out (X ε , X) → 0 as ε → 0 iff for each x ∈ R \ X there exists d > 0 such that X ε ∩ {x ε : |x ε − x| < d} = ∅.
• dist in (X ε , X) → 0 as ε → 0 iff for each x ∈ X there exists a family {x ε } ε with x ε ∈ X ε such that lim ε→0 x ε = x, where {X ε } ε is a family of compact sets in R, X ⊂ R is also a compact set. Since the spectra of A ε and A γ are noncompact sets, it is reasonable to measure the Hausdorff distance between the spectra of their resolvents (A ε +I) −1 and (A γ +I) −1 . Note, that by spectral mapping theorem σ((A ε + I)
Recall, that λS is the smallest non-zero eigenvalue of the Neumann Laplacian onS and δ γ ε is defined by (19) .
. Moreover,
Taking into account that 0 ∈ σ((A ε + I)
, we obtain easily the following corollary from Theorem 2.2.
In the subsequent theorem we assume that L − > −∞, L + < ∞. In this case the spectra of A ε and A γ are purely discrete. We denote by {λ k,ε } k∈N and {λ γ k } k∈N the sequences of the eigenvalues of A ε and A γ , respectively, arranged in the ascending order and repeated according to their multiplicities.
where the constants C ε satisfies |C ε | ≤ C, lim ε→0 C ε = 1.
In the next section we present abstract results, which are then being used for the proofs of Theorems 2.1-2.4. Some of them are known [22, 34] , while Theorem 3.4 is apparently new and is interesting by itself.
Abstract framework

Operator estimates for resolvent difference
Let H and H ε be two separable Hilbert spaces. Let a and a ε be closed densely defined non-negative sesquilinear forms in H and H ε , being associated with the non-negative selfadjoint operators A and A ε , respectively. Note, that within this subsection H ε is just a notation for some Hilbert space, which (in general) differs from the space H, i.e. the subindex ε does not mean that this space depends on a small parameter. We also introduce Hilbert spaces H 1 , H 2 and Finally, let
be linear bounded operators. In the applications the operators J ε andJ ε appear in a natural way (as, for example, J ε (12) andJ ε (14) in our case), while the other two operators should be constructed as "almost" restrictions of J ε andJ ε to H 1 and H 1 ε , respectively (see conditions (24a) below).
Theorem 3.1 ([34]
). Let for some δ ε ≥ 0 and k ≤ 2 the following conditions hold: 
But it is visible from its proof that these additional assumptions are needed only for the second and the third statements of [34, Th. A.10], while the first one needs only conditions (24) . 
Hausdorff distance between spectra
As in the previous subsection, H and H ε are two separable Hilbert spaces, a and a ε are closed densely defined non-negative sesquilinear forms in H and H ε , and A and A ε are the operators associated with these forms.
Here δ ε andδ ε are non-negative constants, J ε : H → H ε ,J ε : H ε → H are linear bounded operators satisfying
where ν ε ,ν ε are non-negative constants. Then for any d ∈ (0, 1) one gets
Remark 3.5. For our operators J ε (12) andJ ε (14) conditions (28)- (29) hold with ν ε = 0,
(cf. (13), (16)).
Proof. We denote R ε := (A ε + I)
For z ∈ σ(R) the above estimate is obvious, thus it holds for all z ∈ C. Now, let z ∈ σ(R ε ) ∩ [d, 1]. We set λ := 1−z z
. By spectral mapping theorem λ ∈ σ(A ε ) ∩ [0,
] and hence for each η > 0 there exists ψ η ∈ dom(A ε ) such that
Using the identity
and taking into account that z ∈ (0, 1), R ε H ε →H ε ≤ 1 we obtain from (31):
Also we notice, that, due to (29), (31),J ε ψ η 0 for small enough η. Indeed, taking into account that λ ≤
1−d d
, we obtain
), the right-hand-side of (33) is positive for small η . HJ ε ψ η in (30) (here we assume that η is small enough so thať J ε ψ η 0) and taking into account (27) , (32) , (33) 
Passing to the limit η → 0 we arrive at the estimate dist(z, σ(R)) ≤δ
Similarly, we get
The statement of the theorem follows directly from (34)- (35) and the definition of the maximal outside and maximal inside distances.
Estimate for the difference between eigenvalues
For the proof of Theorem 2.4 we use the abstract result from [22] providing the estimate for the difference between eigenvalues of compact self-adjoint operators in varying Hilbert spaces.
Let H ε and H be separable Hilbert spaces, and B ε : H ε → H ε , B : H → H be linear compact self-adjoint non-negative operators. We denote by {ν k,ε } k∈N and {ν k } k∈N the eigenvalues of the operators B ε and B, respectively, being renumbered in the descending order and with account of their multiplicity. 
A 2 . The operator norms B ε are bounded uniformly in ε.
For any family { f ε ∈ H ε } ε with sup ε f ε H ε < ∞ there exist a sequence (ε m ) m and w ∈ H such that B ε m f ε m − J ε m w H εm → 0 and ε m → 0 as m → ∞.
Then for any k ∈ N we have
where |C ε | ≤ C, lim ε→0 C ε = 1, the supremum is taken over all f ∈ H belonging to the eigenspace associated with ν k and satisfying f H = 1.
In the proof of Theorem 2.4 we will apply the above result for B ε = (A ε + I) −1 and B = (A + I) −1 .
Proofs of the main results
Also we introduce Hilbert spaces
with the norms being given by (22) , namely
Due to a standard trace inequality | f (±0)| ≤ C f H 1 (Ω ± ) , the norm · H 1 is equivalent to the Sobolev H 1 -norm:
Our goal is to show that conditions (24) hold with
In Subsection 4.1 (resp., Subsection 4.2) we construct these operators for the case γ < ∞ (resp., γ = ∞) and prove that they enjoy the required properties. Then Theorems 2.1 will follow immediately from Theorem 3.1, Theorem 2.2 will follow from (13), (16) and Theorems 2.1,3.4. The proof of Theorem 2.4 needs an additional step and we postpone it to Subsection 4.3.
The case γ < ∞
In what follows we use the notations
To construct an appropriate operator J
we need some preparations. Let ϕ : R → R be a twice-continuously differentiable function such that 0 ≤ ϕ(t) ≤ 1, ϕ(t) = 1 as t ≤ 1/2 and ϕ(t) = 0 as t ≥ 1.
For x ∈ R n we set
where κ 1 is the diameter of B(D) (recall, that this notation stands for the smallest ball containingD; this ball has its center at the origin), κ 2 is the distance from B(D) to the boundary ofS ; due to (5), κ 2 > 0. The function ϕ ε is supported on Y ε and it is equal to 1 in a neighbourhood of D ε . Let ψ ε (x) be the unique solution to the problem
as n = 2 (recall, that B 1 is the unit ball concentric with the smallest ball containing D ε ); in the later case we extend it by zero to the whole of R 2 . It is known, that
Due to a standard regularity theory, ψ ε belongs to C ∞ (R n \ D ε ) as n ≥ 3 and to C ∞ (B 1 \ D ε ) as n = 2. Moreover, using symmetry arguments, one concludes that ψ ε (x, z) = ψ ε (x, −z). Consequently,
Further, we will need some known pointwise estimates for the functions ψ ε (x) at some positive distance from D ε . 
, where C 0 is some positive constant. Then
We will need also another simple lemma providing us with a formula for the capacity of D ε .
Lemma 4.2. One has
where ds is the area measure on ∂D ε .
Proof. Let n = 2. Due to (37) , one has the following Green's formula:
Combining (40) and (39) we obtain the desired result. For the case n ≥ 3 we again use (39) and (40) (now with
The fulfilment of (40) in the unbounded domain R n \ D ε is guaranteed by Lemma 4.1. Now, we have prepared all ingredients to define J 1 ε . It is as follows:
(recall that µ n−1 (·) denotes the Lebesgue measure of a set in R n−1 ).
Finally, we define the operatorJ
Since (J ε ) * =J ε , condition (24b) holds with δ ε = 0. Thus, it remains to check conditions (24a) and (24c).
Proof of (24a)
It is clear that the second inequality in (24a) holds for each δ ε ≥ 0. Now, we prove the first inequality.
Let f ∈ H 1 (Ω \ {0}). In particular, this implies f ∈ L ∞ (Ω), moreover one has the following standard Sobolev-type estimate:
Since 0 ≤ ϕ ε ≤ 1, 0 ≤ ψ ε ≤ 1 (this follows from maximum principle for harmonic functions), one has
Then, using (36), (41) and the fact that µ n (Y ε ) = 2ε µ n−1 (S ε ), we obtain the desired estimate (24a):
One has:
,
It is easy to see, that
Let us estimate the term I
Taking into account (23) and (36), one gets
Also, we notice that (J ε u) = J ε ∂u ∂z , u ∈ H 1 (Ω ε ). Hence, employing (15), we obtain:
Finally, using (45)- (47), we arrive at the estimate
Now, we start to inspect the term I We denote: u
Integrating by parts one gets
where R ε [ f, u] is the remainder term,
Proof. Let us prove the following estimate:
At first we prove (52) for ε = 1. One has (in the estimate below we omit the subscript ε since it has fixed value 1):
Here the first estimate is the Cauchy-Schwarz inequality, the second one is the trace inequality and the third one is the Poincaré inequality. Since
for an arbitrary ε (52) follows from (53) via simple rescaling arguments. Now, using (52) and taking into account that
we obtain the desired estimate.
Lemma 4.5. One has
Proof. Since ∆ψ ε = 0, we have
Let G ε := {x : ∇ϕ ε (x) = 0}. It is clear that |x| ≥ Cε for x ∈ G ε . Using Lemma 4.1, we get the pointwise estimate
Moreover,
Due to (7), (9), (10) (recall, that γ < ∞),
Then (54)-(55) become
We also have the following Poincaré inequality:
Combining (56) and (57) we obtain:
The lemma is proved since
It remains to estimate the term I 3 ε . One has:
Using (11) and (43) we obtain:
Finally, we examine the first two terms in (59). Using
and (13) we get:
Combining (60), (61), (63) we arrive at
Condition (24c) follows from (44), (48), (58), (64).
Thus, (24a)-(24c) hold true and, as we noticed above, this implies the fulfilment of Theorems 2.1-2.2 for the case γ < ∞. In the next subsection we treat the case γ = ∞.
The case γ = ∞
In contrast to the case γ < ∞, now we define the operatorJ 1 ε using nontrivial expression, while J 1 ε is relatively simple:
Recall, that condition (24b) holds with any δ ε ≥ 0 since (J ε ) * =J ε . Thus, we only have to check conditions (24a) and (24c).
The following lemma is essential for further considerations.
Lemma 4.6. Let u ∈ H 1 (Y ± ε ). Then the following inequlity holds:
The proof this lemma is similar to the proof of [24, Lemma 2.1.I].
Proof of (24a)
We have to check only the second inequality in (24a). The first one holds since its lefthand-side equals zero.
Let u ∈ H 1 (Ω ε ). It is clear that J 1 ε u L ∞ (−ε,ε) ≤ max{|J ε u(−ε)|, |J ε u(ε)|} ≤ J ε u L ∞ (−ε,ε) ≤ C J ε u H 1 (Ω) . Using this and taking into account (15) , (47) we obtain:
and we arrive at the desired condition (24a).
Estimates (69)- (70) imply (24c).
Proof of Theorem 2.4
To prove Theorem 2.4 we apply Theorem 3.6 with B ε := (A ε + I) −1 , B := (A γ + I) −1 . These operators are non-negative, self-adjoint and compact (the last property is due to L − > −∞, L + < ∞). Moreover B ε ≤ 1, thus condition A 2 of Theorem 3.6 is fulfilled. In fact, B ε are not only bounded uniformly in ε as operators from L 2 (Ω ε ) to L 2 (Ω ε ), but one has even stronger property, namely
Again we define the operator J ε by (12) . Due to (13) , condition A 1 of Theorem 3.6 is valid. Moreover, Theorem 2.1 implies the fulfilment of condition A 3 .
It remains to check condition A 4 . Let { f ε ∈ L 2 (Ω ε )} ε be a family with sup ε f ε L 2 (Ω ε ) < ∞. Then the family { B ε f ε H 1 (Ω ε ) } ε is bounded due to (71). One has also J ε u H 1 (Ω\{0}) ≤ u H 1 (Ω ε ) , see (15) ,(47) (recall that the operatorJ ε is defined by (14)). Then the sequence {J ε B ε f ε } ε is also bounded in H 1 (Ω \ {0}). Using Rellich's embedding theorem we conclude that there exist w ∈ H 1 (Ω \ {0}) and a sequence (ε m ) m∈N such that
Finally, for any u ∈ H 1 (Ω ε ) we get, using the Poincaré inequality onS ε ,
, and thus I − J ε mJ ε m H 1 (Ω ε )→L 2 (Ω ε ) → 0.
Condition A 4 follows immediately from (13), (71)-(74). Combining Theorems 2.1,3.6 and already proved Theorem 2.1 we arrive at the estimate (21) . Evidently, (20) follows from (21) . Theorem 2.4 is proven.
