Abstract. The e ciency of many algorithms in parallel processing, computational geometry, image processing, and several other elds relies on \locality-preserving" indexing schemes for meshes. We concentrate on the case where the maximum distance between two mesh nodes indexed i and j shall be a slow-growing function of ji ? jj (using the Euclidean, the maximum, and the Manhattan metric). In this respect, space-lling, self-similar curves like the Hilbert curve are superior to simple indexing schemes like \row-major." We present new tight results on 2-D and 3-D Hilbert indexings which are easy to generalize to a quite large class of curves. We then present a new indexing scheme we call H-indexing, which has superior locality. For example, with respect to the Euclidean metric the H-indexing provides locality approximately 50% better than the usually used Hilbert indexing. This answers an open question of Gotsman and Lindenbaum. In addition, H-indexings have the useful property to form a Hamiltonian cycle and they are optimally locality-preserving among all cyclic indexings.
Introduction
For many algorithms, indexing schemes for (cubic 1 ) meshes, that is, bijective mappings f0; : : : ; n ? 1g r ! f0; : : : ; n r ? 1g, play a crucial role. For example, in computational geometry one often has to map an r-dimensional raster to a one-dimensional traversal order or storage order. In this case it is advantageous if close-by raster points have close-by indices 1]. Analogous problems also arise in evaluating di erential operators or even in a biological setting 7] . On the other hand, it is also important to consider \locality the other way round." For example, in parallel processing on mesh-connected computers one often has to map one-dimensional data structures to the processor-mesh. If the communication requirements within this data structure is predominantly between close-by indices, it is advantageous to map them to close-by processors in order to decrease network contention and latency.
Several mesh-indexing schemes are well-known. Most of these have been developed for the two-dimensional case, but they usually have generalizations for multiple dimensions, for example, row-major or snakelike row-major. However, these kinds of indexings do not preserve locality of computation and communication very well. So, e.g., for an r-dimensional mesh with side length n and row-major indexing, processors 1 and n are at distance n ? 1 from each other. Hence, a communication between these two processors ties up n ? 1 communication links and has a high latency. This is large compared to the distance of about r r p n achievable if the rst n processors could be arranged in a cube. A locality-preserving indexing should yield a distance f(n) 2 O( r p n). This should generalize to all pairs of processors within the mesh, that is, processors indexed i and j should be at distance f(ji ? jj) from each other.
For example, a simple parallel variant of quicksort can be shown to run in average time ? (n + logm) m n r for m n r elements on n r processors if a locality preserving indexing scheme is used. This is asymptotically optimal and compared to other asymptotically optimal algorithms only (logn) rather than (n) messages are sent on the critical path 10]. Quicksort using row-major indexing and related schemes needs time ?
(n logn + logm) m n r . Various other applications in parallel processing are e.g. discussed in 6, 5] . Further applications of this kind of locality can be found in image processing and related elds (see 4] and the references cited there). In this case, the Euclidean metric is sometimes preferred 4].
In this paper, we improve previous work on locality in mesh-indexings using (discrete) space-lling curves. First, we outline a simpli ed and complete proof of the result that the Manhattan distance d(i; j) of two arbitrary indices i and j in the Hilbert indexing is bounded by 3 p ji ? jj ? 2, a tight result previously given by Chochia, Cole, and Heywood 3]. We generalize the proof technique here and give a general \recipe" that makes it applicable for other indexing schemes and meshes of higher dimensions. In particular, we get almost tight results for the Manhattan distance of three-dimensional Hilbert indexings, showing, for example, d(i; j) 4:62 3 p ji ? jj ? 3 for ji ? jj > 41. Perhaps the most important contribution of this paper is the introduction of so-called Hindexings for two-dimensional meshes. We study H-indexings with respect to the three metrics Euclidean, maximum, and Manhattan. H-indexings show better locality than Hilbert indexings. Indeed, we conjecture that they are optimally locality-preserving among all space-lling curves. At least we can show that this holds for the class of cyclic space-lling curves. For H-indexings we prove, for example, that with respect to the Euclidean metric for arbitrary indices i and j it holds that d(i; j) p 4ji ? jj ? 2, which is tight up to small additive constants. This answers an open question of Gotsman and Lindenbaum 4] for the existence of a family of space-lling curves with locality properties better than those of Hilbert curves in the two-dimensional case. To put it in quantitative terms, H-curves possess 50% better locality than Hilbert curves with respect to the Euclidean metric. Finally, we give improved lower bounds for the locality achievable by space-lling curves with respect to the three metrics mentioned above. Due to space constraints, many details and most proofs had to be moved to the full paper 8].
Preliminaries
In this paper we deal with 2-D and 3-D grids (or meshes, equivalently). We focus attention on quadratic and cubic grids, where, for example, in the twodimensional case we have n 2 points arranged in an n n-array. Grids occur in various settings such as parallel computer architectures or image processing and many other elds of computer science. In what follows, we restrict the description of some basic concepts to the two-dimensional case. The generalization to the three-dimensional setting is straightforward.
We deal with indexing schemes for grids. An indexing scheme simply is a bijective mapping from f0; : : : ; n 2 ?1g onto f0; : : : ; n?1g f0; : : : ; n?1g, thus providing a total ordering of the grid points. We consider discrete space-lling curves as special kinds of indexing schemes, which turn out to have the desired property of preserving locality. To de ne locality, we need a metric. We will use the Euclidean, the Manhattan, and the maximum metric, which are de ned as follows. Assume that For a discrete space-lling curve C : f0; : : : ; n 2 ? 1g ! f0; : : : ; n ? 1g f0; : : : ; n ? 1g it holds that d(C(i); C(i + 1)) = 1, where d shall be e.g. the Euclidean distance. Thus one might say that space-lling curves provide continuous indexings. A space-lling curve traverses the grid making unit steps and turning only at right angles. To simplify presentation, we will often write simply i when in fact referring to C(i). The meaning always will be clear from the context. Another feature of space-lling curves besides being continuous usually is their self-similarity. Self-similarity here simply means that the curve can be generated by putting together identical (basic construction) units, only applying rotation and re ection to these units. This will become clearer when considering the construction principles of Hilbert and H-curves in subsequent sections. A segment (i; j) of a space-lling curve is the set fC(i); : : : ; C(j)g of grid nodes.
We deal with the following measure of locality. The basic requirement is that if according to the indexing scheme it holds that ji ? jj is small, then also d(i; j) shall be small (applying one of the above metrics). We call an indexing cyclic if (f0; : : : ; n 2 ?1g; +) is the additive group modulo n 2 . In this case jij shall denote the distance from i to 0, thus jij n 2 =2.
The 2-D Hilbert Indexing
The main intent of this and the following section is to introduce a technique which makes it possible to derive locality properties of self-similar indexings by mechanical inspection. For conciseness, we focus on the well-known Hilbert indexing and the Manhattan metric which is particularly important in the context of parallel processing. Many generalizations to other indexings and other metrics will be possible however. We note without proof that the above rule uniquely de nes the Hilbert indexing up to global rotation and re ection. In a sense, the Hilbert curve is the \simplest" self-similar, recursive, locality-preserving indexing scheme for square meshes of size 2 k 2 k . 
A Generalized Technique and its Applications
There are few places where the proof of Theorem 3 makes explicit use of the properties of the Hilbert indexing. We now present a generalized technique which can be applied to a wide spectrum of self-similar indexings in r-dimensional meshes made up of building blocks of size q 1 , : : : , q r . For simplicity, however, we restrict the presentation to cubic building blocks with side-length q and only show how slightly looser upper bounds than that of Theorem 3 can be proved. The latter relaxation allows us to avoid the special treatment of the worst case segments which is necessary in the proof of Theorem 3.
Theorem 4. Given any indexing scheme for r-dimensional meshes with the property that combining each elementary cube of size q r in a mesh of size q k r into a single meta-node yields the indexing for a mesh of size q We have also applied the above technique to the three variants of a 3-D Hilbert indexing shown in Fig. 2 . Up to rotation and re ections these are the only variants which are symmetric with respect to an axis. The maximum segment distances can be checked in complete analogy to Lemma 2: Now nine relative orientations are to be checked. The method could also be applied to the asymmetric variants of the Hilbert indexing described in 2]. We only need to change the procedure for checking maximum segment sizes to take segments starting at both ends of a cube indexing into account. Even generalizations to more complicated schemes like the H indexing described in 2] seem possible. (This scheme appears to have a better locality than simple Hilbert indexings.) H uses two nonisomorphic building blocks to de ne larger indexings. But it still has the crucial property, that replacing a 2 2 2 cube by a unit cube yields an instance of the indexing.
The H-Indexing
In this section we introduce H-indexings and show that they beat 2D-Hilbert indexings with respect to locality.
Construction scheme
H-indexings are related to 2D-Sierpi nski curves 9]. As the naming already indicates, H-indexings have an \H-shaped" form. In analogy to Hilbert indexings, we obtain indexings for 2 k 2 k -meshes 4 , by an inductive method. There is, however, a decisive di erence. Whereas in the case of Hilbert indexings the building blocks were four smaller squares, the construction of H-indexings is easier to describe using triangles. As for Hilbert indexings we only have one building block to which we apply rotation or re ection. To build the nal mesh indexing, we put together two triangles. The following gure shows the construction of a triangle from 4 smaller triangles. Observe that the triangles are constructed in such a way that exactly each other mesh node along the diagonal belongs to the nodes of the triangle. Thus an indexing scheme for a square mesh can be obtained as follows. , where n = 2 k . Now we show that for H-indexings C we have L 1 (C) = 4. In Section 6 we indicate that this might be even optimal among all discrete space-lling curves. To present our result, we prefer to make a more concrete and more precise statement (which even includes additive constants) than the \L 1 (C)-notation" allows. , l 1 according to the construction scheme of H-curves. Note that in order to get common points for the connection of the triangles, we assume that the points r, u, and v (see Fig. 3 ) also belong to the triangle. To get a 2 k 2 k mesh, we simply restrict the triangle for l = k +1 to B C in Fig. 3 (Because of symmetry, we can use the connection at y). To prove our result we employ an induction on the size of the triangles. As Fig. 3 shows, we extend the scope by three additional points: r, v and for technical reasons we assume a further arti cial connection to the point u from a point diagonally under u. (This means u replaces the point left of u.)
Euclidean metric
We start with the base of the induction for l = 1 (see Fig. 3 The case A?B is a bit more tricky. In order to employ a similar argument as for C ? D, we arti cially regard x and y as connection of A and B (see Fig. 3 ).
It is obvious that the Euclidean distance from any point within the triangle to x or y is at least as big as the Euclidean distance to the real points of connection. Thus in a sense we only make things \worse" and we are nished if we can upper bound bound d(i; j) using x or y. Now we can again distinguish two subcases 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 j y i y j i Fig.4 . The case when i and j are lying both on opposite diagonal lines. Note that every second row contains such a point. The number of rows till i and j, respectively, counting from the top are denoted yi and yj , respectively.
