Abstract-We show that capacity of the general (not necessarily degraded or symmetric) wiretap channel under a "strong secrecy constraint" can be achieved using an explicit scheme based on polar codes. We also extend our construction to the case of broadcast channels with confidential messages defined by Csiszár and Körner, achieving the entire capacity region of this communication model. This submission is an extended abstract of the paper by the same authors (see arXiv:1410.3422).
I. INTRODUCTION
The wiretap channel model W was introduced by Wyner in 1975. In this model, there are two receivers Y, Z and a single transmitter X. The transmitter aims at sending messages to Receiver 1 through a communication channel W 1 . The information sent from X to Y is also received by Receiver 2 through another channel W 2 . The transmission problem in the system W(W 1 , W 2 ) calls for designing a coding system that supports reliable communication between X and Y in such a way that the information extracted by Receiver 2 about the message of X approaches zero as a function of the block length (the security requirement).
To describe the problem in formal terms, denote the input alphabet of the transmitter by X, and the output alphabets of the channels W 1 and W 2 by Y and Z, respectively. For transmission over the channel the message is encoded using a mapping f : M → X N , where M is a finite set of messages and N is the block length of the encoding. It will turn out that better transmission rates can be obtained by using a randomized version of the encoder, whereby the message m ∈ M is encoded as a sequence x N ∈ X N with probability f (x N |m), and the encoder is defined as a matrix of conditional probabilities (f (x N |m))
. The decoder of Receiver 1 is a mapping ϕ : Y N → M. We also denote by P Y |X and P Z|X the conditional distributions defined by the channels W 1 and W 2 , respectively, and define the induced distributions P 
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where M is the message random variable (RV) and Z N is the RV that corresponds to the observations of Receiver 2.
In Definition I.1, Eq. (1) represents the reliability-ofcommunication condition while (2) answers the security-oftransmission requirement. We note that in many works on transmission with a secrecy constraint, including some recent works on the wiretap channel [7] , [9] , [11] , the security condition was formulated in a more relaxed way, namely as the inequality (1/N )I(M ; Z N ) < ϵ. However, as shown by Maurer in [12] , [13] , this inequality, termed the weak security constraint, does not fulfill the intuitive security requirements in the system. In view of this, Maurer suggested the strong security condition (2) as a better alternative. In this paper we design coding schemes that provide strong secrecy, so below we work only with condition (2). Definition I.2 (Secrecy capacity). The value R > 0 is called an achievable rate for the wiretap channel W if there exists a sequence of message sets M N and encoder-decoder pairs (f N , ϕ N ) giving rise to (N, ϵ N ) transmission with ϵ N → 0 and
The secrecy capacity C s is the supremum of achievable rates for the wiretap channel. Theorem 1. ( [5] ; see also [6, p.411 ]) The secrecy capacity of the wiretap channel W equals
where the maximum is computed over all RVs V, X, Y, Z such that the Markov condition V → X → Y, Z holds true, and such that
Communication over degraded wiretap channels using polar codes was considered in [11] , [7] , [1] , [9] . In the symmetric degraded case we can take V = X in (3), and the secrecy capacity value equals C(W 1 ) − C(W 2 ), where C(·) is the Shannon capacity [10] . The main result of the cited works is that secrecy capacity can be attained under the weak security constraint. Another step was made by [16] which suggested a polar coding scheme that attains the rate C s of a symmetric degraded wiretap channel W under the strong security requirement (2) . While there are also other recent papers that deal with this problem, e.g., [17] , [19] , [15] , to the best of our knowledge the question of constructing explicit capacityachieving transmission schemes for the nondegraded wiretap channel with strong secrecy is an open problem. In this paper we solve the problem in full generality, also removing the assumption that either of the channels W 1 , W 2 are symmetric.
The main idea of our work is to exploit the Markov chain conditions intrinsic to secure communication problems using polar codes. We employ a stochastic encoding scheme that emulates the random coding proof of the capacity theorem in [5] , whereby polarization is used for the values of the auxiliary random variable V in Theorem 1, followed by a stochastic encoding into a channel codeword.
II. PRELIMINARIES ON POLAR CODING Let W be a binary-input channel with the output alphabet Y, input alphabet X = {0, 1}, and the conditional probability distribution W Y |X (·|·). Below by I(W ) we denote the symmetric capacity of the channel, and keep the notation C(W ) for its Shannon capacity. We say W is symmetric if
Given a binary RV X and a discrete RV Y supported on Y, define the Bhattacharyya parameter Z(X|Y ) as
For N = 2 n and n ∈ N, define the polarizing matrix (or the Arıkan transform matrix) as
, ⊗ is the Kronecker product of matrices, and B N is a "bit reversal" permutation matrix [2] .
Denote by W i (y N , u i−1 |u i ) the virtual channel for the ith bit of the data, i = 1, . . . , N. To achieve capacity of a symmetric binary-input channel, we isolate the following subsets of the set
where
β , β ∈ (0, 1/2). As shown in [4] , for any symmetric binary-input channel W and any constant β < 1/2,
In view of this, information can be transmitted over the goodbit channels i ∈ L X|Y while the remaining bits are fixed to some values known in advance to the receiver (in polar coding literature they are called frozen bits). To communicate over W we write the message of k = |L X|Y | bits in the coordinates u i , i ∈ L X|Y . The remaining N − k bits are set to 0. This determines the sequence u N which is transformed into x N = u N G N , and the vector x N is sent over the channel. Denote by y N the sequence received on the output. The decoder finds an estimate of u N by computing the valuesû i , i = 1, . . . , N as follows:
The results of [2] , [4] imply the following upper bound on the error probability P e = Pr(û N ̸ = u N ) :
where β is any number in the interval (0, 0.5).
While the above scheme [2] supports transmission at rates up to I(W ), it does not reach capacity of non-symmetric channels W . A construction of polar codes for the general non-symmetric case was found by Honda and Yamamoto [8] .
It relies on a partition of [N ] into sets of high-entropy bits
and low entropy-bits L X , as well as into sets of high and low entropy
is approximately 1 or 0). If, as suggested in [8] , the set of information indices is chosen as I = H X ∩L X|Y , then the proportion of these indices in [N ] approaches the channel capacity C(W ). For the remaining indices, namely for i ∈ [N ]\I, the bits are determined according to a deterministic rule λ i which is a function only of previous bits u i−1 . Similarly to the symmetric channel coding case, once u N is determined, the transmitter finds x N = u N G N and sends it over the channel. The receiver uses the following successive decoding function: for i = 1, 2, . . . , N let
It is proved in [8] that there exists a set of deterministic maps
where the parameters have the same meaning as before.
III. POLAR CODING FOR THE WIRETAP CHANNEL
In this section, we show that secrecy capacity for the wiretap channel given by Theorem 1 is achievable using polar codes. For this purpose, we consider the RVs V, X, Y, Z as described by Theorem 1, i.e., we assume some fixed distributions P V , P X|V and the conditional distributions P Y |X = W 1 , P Z|X = W 2 that satisfy the Markov condition V → X → Y, Z and maximize the expression in (3). Define the RV
The cardinalities of these sets satisfy
Define the following subsets of the coordinate set [N ] :
The partition of [N ] that thus arises will be used to describe the coding scheme, and is illustrated in Figure 1 .
D Fig. 1 . Partition of N coordinates of the block for transmission over the wiretap channel W; see (7) . The highlighted part of the top block represents high-entropy coordinates for the distribution P V . Similarly, in the middle block we highlight the high-entropy coordinates of the distribution P V |Z and in the bottom block the low-entropy coordinates for the distribution P V |Y .
Encoding: We build on the chaining idea of [16] , connecting multiple blocks in a cluster whose performance in transmission will attain the desired goals. • (Block D) Every block t N = t N (j), j = 1, . . . , m contains a group of almost deterministic bits, denoted by D. The values of these bits are assigned according to the rule λ i as defined in (6).
• (Block B) The values of the frozen bits t i , i ∈ B in each of the m blocks are found using the same rule λ i as above.
• (Block R 2 ) The contents of this block depends on the index of the codeword in the cluster. For block 1, the bits in R 2 are assigned the values of the bits of the seed block, while for block j = 2, . . . , m these bits are set to be equal to the bits in E(j − 1) of block j − 1 (Here, E is a subset of I having the same size as R 2 , see Fig. 1 .) • (Block I) The message bits are stored in the coordinates I\E in each of the m blocks.
• (Block R 1 ) The bits indexed by R 1 are assigned randomly and uniformly for each of the m blocks. Note that the randomly chosen bits in E are written in the coordinates that are good for Receiver 1 and contained in the bad (high-entropy) set of Receiver 2. These bits are transmitted to Receiver 1 in block j and used for the decoding of the message contained in block j + 1, for all j = 1, 2, . . . , m − 1.
Once the blocks t N (j), j = 1, 2, . . . , m are formed, we find m sequences v N (j) = t N (j)G N by using the polarizing transform. Finally, given v N , the codeword to be sent over the wiretap channel will be chosen as x N with probability
, where P X|V is the conditional distribution induced by the joint distribution of the RVs V and X. This scheme is suggested by the proof logic of the capacity theorem, Theorem 1, which first considers "transmitting" the RV V N to the receivers, and then choosing X N so as to satisfy the Markov chain condition in the statement.
Decoding: Denote by E(0) the message sequence encoded in the seed block, and by E(j), j = 1, . . . , m the corresponding sequences in the other blocks. Let y N (1), . . . , y N (m) be the sequences that Receiver 1 observes on the output of the channel W 1 . The decoding rule is as follows: 
Proposition 2. For any γ > 0, ϵ > 0 and N → ∞ it is possible to choose m so that the transmission scheme described above attains the transmission rate R that is within γ of the secrecy capacity of W (3) and the information leaked to Receiver 2 satisfies the strong secrecy condition (2).
In the proof, which is given in the full version of this paper, we establish both the reliability and security requirements of the transmission. The reliability follows from the fact the cardinality of the set I approaches the value I(V ; Y )−I(V ; Z) as N → ∞ (this calculation is not affected by the multi-block chaining scheme). The estimate of the error probability follows from the estimate (5) and is obtained in the way similar to [8] . The security requirement (2) follows by a simple calculation similar to [16] .
IV. POLAR CODING FOR BROADCAST CHANNEL WITH CONFIDENTIAL MESSAGES (BCC)
In this section we observe that ideas of the previous section together with some earlier works enable us to extend our code construction to a more general communication model [5] .
A. The Model
Consider a pair of discrete memoryless channels W 1 : X → Y and W 2 : X → Z with one transmitter X and two receivers Y, Z. Let X and Y, Z denote the input alphabet and the output alphabets. We assume that the system transmits three types of messages: (i), a message s 1 ∈ S 1 from X to Y for which there are no secrecy requirements; (ii), a message s 2 ∈ S 2 from X to Y which is secret from Z; (iii), a message t ∈ T from X to Y and Z, called the "common message". As before, a block encoder for the BCC is a mapping f :
In accordance with the problem statement, there are two decoders. The decoder of Receiver 1 is defined by a mapping ϕ : Y N → S 1 × S 2 × T and the decoder of Receiver 2 is a mapping ψ : Z N → T. Denote the rates of the secret and non-secret messages to Y by R s and R 1 , respectively, and denote the rate of the common message t by R 0 . 
Observe that Thm. 1 forms a particular case of Theorem 3.
B. Polar Coding for the Csiszár-Körner Region
In this section, we aim to show that the capacity region of the BCC can be achieved using polar codes.
The code is constructed in three steps. In the first two steps we design a scheme that achieves the rate pairs (R 0 , R s ) in (9)- (10), and in the last step we show that for any such pair (R 0 , R s ) any rate value (12) is also achievable. We also claim that the strong security condition holds for the confidential message s 2 .
The overall encoding scheme is stochastic and assumes some fixed joint distribution of the RVs U, V, X, Y, Z such that the constraints of Theorem 3 are satisfied. The encoder is formed of two stages performed in succession. At the outcome of the first stage, which deals with the common message s 2 , the encoder computes a sequence of m blocks of N bits denoted below by q N (j), j = 1, . . . , m. These blocks are used in the second stage to construct the data encoding that is going to be sent to both receivers. Namely, the transformed blocks u N = q N G N can at the same time encode the common message to both receivers and also encode side information for Receiver 1 to ensure reliable transmission of the confidential message. The actual sequences to be transmitted are computed in the second stage based on the sequences u N (j).
1) Encoding for the common message:
The proof of the fact that any R 0 satisfying (9) is achievable follows from the polar coding scheme for the superposition region given in [14] .
where G N is Arıkan's transform. Define the sets H U , L U |Y , L U |Z as follows:
The cardinalities of these sets, normalized by N , approach respectively
Now observe that for Receiver 1 to recover q N correctly, the indices of the information bits should be a subset of I
Similarly, for Receiver 2 to recover the sequence q N correctly, the information bits should be placed only in those positions of q N that are indexed by the set I
Had it been the case that either I (2)
starting from some N, this would suffice to attain the common message rate (9) . Absent that, we rely on a scheme that connects together m blocks into a chain, similarly to [14] . Consider the sets
The bits in D (1) in each of the blocks are used to store the message. The bits in D (2) in the first block are assigned some fixed value (a seed) and are available to Receiver 1. In block j, j = 2, . . . , m−1, we again use the positions indexed by D (1) to store message bits and copy the part of block j −1 indexed by the coordinates in D (1) into the positions indexed by a subset of coordinates
Fill the remaining |D (2) \E (2) | bits in each block j ∈ {2, . . . , m−1} with random and independent bits and communicate them to Receiver 1. These bits can be the same for each block as long as they are independent and uniform within the same block, so this part of the scheme has negligible impact on the overall rate.
The encoding stage described passes the sequences u N (j), j = 1, . . . , m to the second stage which is responsible for actual communication. Upon observing the channel outputs, both receivers perform decoding, which is discussed briefly in Sect. IV-B3.
2) Encoding for the secret message: In this section we describe the construction of sequences x N that are sent by transmitter X. The construction relies on the sequences u N (j) constructed by X in the first stage. The transmission scheme we propose to achieve the rate R s that satisfies (10) , is very similar to the scheme described for the wiretap channel problem in Section III.
Let
N be as defined in Section IV-B1, and let T N = V N G N . Viewing U as side information about V , we define the sets
whose cardinalities, normalized by N, approach respectively the values
Define the sets
Note that the sets I, R 1 , R 2 , B, D partition [N ]. This partition is basically the same as in (7) except for the fact that the high-and low-entropy subsets rely on entropy quantities that are additionally conditioned on U .
The transmission scheme that we propose is formed of multiple blocks grouped in clusters of m blocks. Similarly to the wiretap coding scheme, there is a seed block shared between the transmitter and Receiver 1. The seed block consists of |R 2 | random bits. Although the set R 2 constitutes a nonvanishing proportion of [N ], the rate of the seed |R 2 |/mN can be made arbitrarily small by choosing m sufficiently large.
The encoding procedure constructs m blocks t N (j) which are used to form the transmitted sequences x N (j), j = 1, . . . , m. Apart from the seed block, all the other blocks t N contain a group of almost deterministic bits, denoted by D in (14) . For block j, j = 1, . . . , m , the values of these bits are assigned according to the rule λ i defined in (6) 
for all i ∈ D. The same rule is used for the set of frozen bits B in each of the m blocks. The remaining subsets of coordinates are filled using a chaining scheme (described in the full version of the paper). Once the blocks t N (j), j = 1, . . . , m are formed, we compute m sequences v N (j) = t N (j)G N by using the polarizing transform.
Finally, the codewords to be sent by the transmitter are computed as follows. The codeword x N (j), j = 1, . . . , m is sampled from X N according to the distribution
, where P X|V is the conditional distribution induced by the joint distribution of the RVs V and X.
3) Decoding of the common message and the secret message: Assume that the transmitted sequence x N is received as y N by Receiver 1 and as z N by Receiver 2. Importantly, by our construction these sequences follow the conditional distributions P Y |X and P Z|X given by the channels W 1 and W 2 . The decoding procedures by Receivers 1 and 2 involve similar operations aimed at recovering the common message. Once this is accomplished, Receiver 1 performs additional decoding to recover the secret message.
We begin with the common-message part. In accordance with (13), Receivers 1 and 2 decode the blocks q N (j), j = 1, . . . , m relying on a iterative procedure. As the construction suggests, Receiver 1 decodes in the forward direction, starting with block 1 and ending with block m, and Receiver 2 decodes backwards, starting with block m and ending with block 1. These procedures are otherwise similar. As a result, both receivers are able to recover the common message. Moreover, in this stage of decoding, Receiver 1 also computes the sequencesû N (j) = q N (j)G N , j = 1, . . . , m. In the second stage, Receiver 1 decodes the secret messages similarly to (8) using the side informationû N (j), j = 1, . . . , m. 4) Achievability of the rate region (9)-(11): It is easy to see that the suggested scheme achieves the common message rate, and that both receivers decode the common message correctly with probability of error (5) This proposition, proved in the full version, relies on a calculation similar to the one used for the wiretap channel above, with one addition: we need to prove (Lemma 5 in the paper) that choosing the same random bits for each of the blocks in the cluster of m does not compromise security.
5) Additional message: Finally, note that the "additionalmessage" rate R 1 as given by (11) is also achievable. We have argued that any rate pair (R 0 , R s ) that satisfies (9)- (10) is achievable in the system. Moreover, observe that Receiver 1 decodes correctly messages at the rate of min[I(U ; Y ), I(U ; Z)], and additionally decodes messages at the rate of I(V ; Y |U ) owing to the part of the encoding {t i , i ∈ J
(1) }, where J (1) = H V |U ∩ L V |U,Z . Since these two groups of information bits can be decoded simultaneously by Receiver 1, we conclude that it is possible to communicate to Receiver 1 an additional message at rate R 1 .
