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ABSTRACT
We settle the complexity of the (Δ + 1)-coloring and (Δ + 1)-list
coloring problems in the CONGESTED CLIQUE model by present-
ing a simple deterministic algorithm for both problems running
in a constant number of rounds. This matches the complexity of
the recent breakthrough randomized constant-round (Δ + 1)-list
coloring algorithm due to Chang et al. (PODC’19), and significantly
improves upon the state-of-the-art 𝑂 (logΔ)-round deterministic
(Δ + 1)-coloring bound of Parter (ICALP’18).
A remarkable property of our algorithm is its simplicity.Whereas
the state-of-the-art randomized algorithms for this problem are
based on the quite involved local coloring algorithm of Chang et
al. (STOC’18), our algorithm can be described in just a few lines.
At a high level, it applies a careful derandomization of a recursive
procedure which partitions the nodes and their respective palettes
into separate bins. We show that after 𝑂 (1) recursion steps, the
remaining uncolored subgraph within each bin has linear size, and
thus can be solved locally by collecting it to a single node. This
algorithm can also be implemented in the Massively Parallel Com-
putation (MPC) model provided that each machine has linear (in 𝔫,
the number of nodes in the input graph) space.
We also show an extension of our algorithm to the MPC regime
in which machines have sublinear space: we present the first deter-
ministic (Δ+1)-list coloring algorithm designed for sublinear-space
MPC, which runs in 𝑂 (logΔ + log log 𝔫) rounds.
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1 INTRODUCTION
In this paper, we study deterministic complexity of vertex coloring
in two fundamental models of distributed and parallel computation:
the CONGESTED CLIQUE, and Massively Parallel Computation.
The CONGESTED CLIQUE model is a classic and prominent
model of distributing computing, introduced by Lotker et al. [16].
It is a variant of the standard CONGEST message-passing model
that allows all-to-all communication, where in every single round,
each node can send𝑂 (log𝑛) bits to each other node. TheMassively
Parallel Computation (MPC) model, introduced by Karloff et al. [14],
is a now standard theoretical model for parallel algorithms. It shares
many similarities to earlier models of parallel computation, but it
also allows for unlimited local computation, making it close to some
models of distributed computing, e.g., CONGESTED CLIQUE.
The (Δ + 1)-coloring problem and its variations are considered
to be corner-stone problems of local computation and are arguably
among the most fundamental graph problems in parallel and dis-
tributed computing with numerous implications. In the (Δ + 1)-
coloring problem, where Δ is the maximum degree of the input
graph𝔊 = (𝑉 , 𝐸), the goal is to color each node in𝔊 with a color
in {1, . . . ,Δ + 1} such that no two neighbors have the same color.
We also consider its generalization, the (Δ+ 1)-list coloring problem,
where each node has a (possibly different) palette of Δ + 1 colors,
and the goal is to compute a legal coloring in which each node is
assigned a color from its own palette. Finally, the most restrictive
variant of the problem is the (deg+1)-list coloring problem, which
is the same as the (Δ + 1)-list coloring problem except that the size
of each node 𝑢’s palette is deg(𝑢) + 1 (with deg(𝑢) denoting the
degree of 𝑢 in𝔊), which might be considerably smaller than Δ + 1.
It is easy to see that in each of the variations of the (Δ + 1) coloring
problem above there is always a legal coloring, and the main task
is to understand the complexity of finding the sought coloring.
Our main result is that we can solve the (Δ + 1)-list coloring
problem in a constant number of rounds of CONGESTED CLIQUE,
thereby settling the deterministic complexity of (Δ + 1)-coloring
and (Δ + 1)-list coloring in this model.
Theorem 1.1. Deterministic (Δ + 1)-list coloring can be per-
formed in O(1) rounds in CONGESTED CLIQUE.
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We obtain this by presenting the following linear-space MPC
result, and then applying known reductions between the CON-
GESTED CLIQUE andMPC models (cf. Section 1.2):
Theorem 1.2. Deterministic (Δ + 1)-list coloring can be per-
formed in O(1) rounds in MPC with 𝑂 (𝔫) local space per machine
and 𝑂 (𝔫Δ) total space.
We note that for general (Δ + 1)-list coloring, the input size is
Θ(𝔫Δ) and therefore the globalMPC space bound in Theorem 1.2
is optimal. However, for the special case of (Δ + 1)-coloring, where
initial palettes are all {1, . . . ,Δ + 1} (and so need not be specified
as input), the input size is Θ(𝔪 + 𝔫). We remark that we can also
obtain optimal global space in this case.
Theorem 1.3. Deterministic (Δ+1)-coloring can be performed
inO(1) rounds inMPCwith𝑂 (𝔫) local space per machine and𝑂 (𝔪+
𝔫) total space.
Finally, we extend our approach to the low-spaceMPC regime,
and provide the first (deg+1)-list coloring (and therefore (Δ+1)-list
coloring and (Δ + 1)-coloring) algorithm designed for that model.
Theorem 1.4. For any constant 𝜀 > 0, deterministic (deg+1)-
list coloring can be performed inMPC in𝑂 (logΔ+log log 𝔫) rounds,
using 𝑂 (𝔫𝜀 ) space per machine and 𝑂 (𝔪 + 𝔫1+𝜀 ) total space.
1.1 Models of computation: CONGESTED
CLIQUE andMPC
In the CONGESTED CLIQUE model of distributed computation,
our input is a graph𝔊 with 𝔫 nodes and𝔪 edges, and the aim is to
solve some graph problem by performing computation at the nodes
of the input graph. Each nodes’ initial input consists of its adjacent
edges; we then proceed in synchronous rounds, in which each node
can perform some local computation, and then send 𝑂 (log 𝔫)-bit
messages to every other node (i.e., unlike in the related LOCAL and
CONGEST models, communication is not restricted to the edges of
the input graph). We require all nodes to eventually output their
local part of the problem’s solution (in the case of coloring problems,
this means the color they have chosen), and our aim is to minimize
the number of communication rounds required to do so.
The Massively Parallel Computation (MPC) model is a parallel
computing model first introduced by Karloff et al. [14]. It recently
gained a significant popularity as it provides a clean abstraction
of a number of massively parallel computation frameworks exten-
sively used in applications, such as MapReduce [8, 9], Hadoop [22],
Dryad [13], or Spark [23]. In the MPC model, there are 𝔐 ma-
chines, each with 𝔰 available space. The input graph𝔊 is initially
distributed arbitrarily across the machines (i.e., we need at least
enough machines so that the total space𝔐 · 𝔰 is at least the input
size). We progress again in synchronous rounds, in which each
machine can perform some local computation, and then send a
message to each other machine. Unlike in CONGESTED CLIQUE,
we do not bound the size of each message; we instead require that
the total information sent and received by each machine in each
round must fit into the machine’s local space (i.e., is of size at
most 𝔰). This in particular implies that the total communication of
theMPC model is bounded by𝔐 · 𝔰 in each round. At the end of
the computation, machines must collectively output the solution;
any machine can output any part so long as the total output is a
complete and consistent solution. Our aim is again to minimize the
number of communication rounds; we also now have local space 𝔰
and total space𝔐 · 𝔰 as model parameters. Space regimes of partic-
ular interest are the linear-space regime (where 𝔰 = Θ(𝔫)), and the
low-space regime (𝔰 = Θ(𝔫𝜀 ) for any constant 𝜀 ∈ (0, 1)). Here we
measure space in terms of 𝑂 (log 𝔫)-bit words, so that 𝑂 (𝔫) space
is sufficient to store e.g. a node’s neighborhood.
1.2 Relationship between models
The two models we study here have their provenance in differ-
ent fields: CONGESTED CLIQUE from distributed computing, and
MPC from parallel computing. Because of this,CONGESTEDCLIQUE
is stated as a message-passing model, with the computation per-
formed by nodes of the input graph, whose initial input consists of
the adjacent edges to that node (but communication is not restricted
to the input graph, and can be between any pair of nodes). InMPC,
on the other hand, the computation is performed by machines that
are not associated with any particular part of the input graph, and
indeed the input is initially distributed arbitrarily across machines.
It has been noted, though, that (under certain conditions on al-
gorithms) CONGESTED CLIQUE is equivalent toMPC using𝑂 (𝔫)
space per machine and 𝑂 (𝔫2) total space [3]. In particular, due to
the constant round routing algorithm of Lenzen [15], information
can be redistributed essentially arbitrarily, so there is no need to
associate the computational entities with nodes in the input graph.
This is in stark contrast to the related LOCAL and CONGEST dis-
tributed models, in which the link between computation and input
graph locality is integral.
Since we give results both for CONGESTED CLIQUE and low-
space MPC, we will adopt the MPC perspective, which can ac-
commodate both. That is, we will consider our computation to be
done on machines with 𝔰 space (which need not be associated with
any particular input graph nodes), and give results for the linear-
space regime (𝔰 = Θ(𝔫)) which directly apply also to CONGESTED
CLIQUE, and then for the low-space regime (𝔰 = Θ(𝔫𝜀 )).
1.3 Related work
Coloring in CONGESTED CLIQUE is a problem which has received
considerable recent attention, with a succession of results on ran-
domized algorithms:
1.3.1 State of the art for randomized coloring algorithms. The start-
ing point for the current (Δ+1) coloring randomized CONGESTED
CLIQUE algorithms is the following: provided that themaximum de-
gree Δ = 𝑂 (√𝔫), nodes can efficiently simulate the LOCAL (Δ + 1)-
list coloring algorithm of Chang et al. (CLP) within 𝑂 (log∗ Δ)
rounds. Building upon this observation, Parter [18] showed that the
degree of the nodes can be reduced by applying 𝑂 (log logΔ) steps
of vertex partitioning. At each recursive partitioning step, the cur-
rent graphwas split into 𝑝𝑜𝑙𝑦 (Δ) vertex-disjoint subgraphs plus one
additional left-over subgraph. These vertex-disjoint subgraphs were
colored recursively in parallel, and the left-over subgraph was col-
ored only once the coloring of the other subgraphs in its recursion
level was complete. This approach led to an 𝑂 (log logΔ · log∗ Δ)-
round algorithm. Parter and Su [19] improved this complexity to
𝑂 (log∗ Δ), by modifying the internal details of the CLP algorithm
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to allow it to be simulated when Δ = 𝔫1/2+𝑜 (1) . In a recent break-
through, Chang et al. [6] presented a 𝑂 (1) round procedure which
was obtained by (i) modifying the recursive partitioning of [18],
and (ii) modifying aspects of the CLP algorithm. The key innovative
part in their recursive partitioning was to partition both the ver-
tices and the colors in their respectability into independent coloring
instances. This new partitioning idea was useful to support the
more general (Δ + 1)-list coloring problem, as well as to provide
efficient implementation low-spaceMPC, where (upon incorporat-
ing the subsequent polylogarithmic-round network decomposition
algorithm of Rozhoň and Ghaffari [20]), the algorithm of Chang
et al. [6] works in 𝑂 (log log log 𝔫) rounds. This round complex-
ity is matched by a conditional lower bound due to Ghaffari et
al. [10], which states that an 𝑜 (log log log 𝔫)-round randomized
component-stable coloring algorithm in low-space MPC would im-
ply a 2log
𝑜 (1) log 𝔫-round deterministic LOCAL coloring algorithm,
and a log𝑜 (1) log 𝔫-round randomized one. (Note, though, that our
algorithms are not component-stable, since they involve global
agreement on hash functions.)
1.3.2 State of the art for deterministic coloring algorithms. Censor-
Hillel et al. [5] presented a quite general scheme for derandomiza-
tion in theCONGESTED CLIQUEmodel by combining the methods
of bounded independence with efficient computation of the con-
ditional expectation. Via a reduction to the maximal independent
set (MIS) problem, they gave a (Δ + 1)-coloring algorithm that
runs in 𝑂 (logΔ) rounds provided that Δ = 𝑂 (𝔫1/3). Parter [18]
showed a deterministic (Δ + 1)-coloring in 𝑂 (logΔ) rounds, that
works for any value of Δ. Barenboim and Khazanov [2] presented
improved deterministic local algorithms as a function of the graph’s
arboricity. Finally, concurrently with our work, Bamberger et al. [1]
give (deg+1)-list coloring algorithms requiring 𝑂 (logΔ log logΔ)
rounds in CONGESTED CLIQUE, 𝑂 (log2 Δ) in linear-spaceMPC,
and 𝑂 (log2 Δ + log 𝔫) in low-space MPC. These bounds are sig-
nificantly weaker than ours, but we note that the low-spaceMPC
algorithm of [1] has the advantage of using optimal𝑂 (𝔪+𝔫) global
space, compared to our 𝑂 (𝔪 + 𝔫1+𝜀 ), and that for CONGESTED
CLIQUE and linear-space MPC we present algorithms only for
(Δ + 1)-list coloring, rather than (deg+1)-list coloring.
Prior to this, we are aware of no existing deterministic low-space
MPC algorithms for the (Δ + 1)-list coloring problem, though for
the special case of (Δ + 1)-coloring one can simulate the PRAM
algorithm of Han [12] in ?˜? (log2 𝔫) rounds.
1.4 Our approach
We present a simple, deterministic, constant-round CONGESTED
CLIQUE algorithm for (Δ + 1)-list coloring, by carefully derandom-
izing a recursive partitioning procedure similar to those used by
Parter [18] and Chang et al. [6].
The first step in our approach is to show a randomized proce-
dure which maps nodes of the input graph and colors from nodes’
palettes into bins. We show that if we leave only one of the bins
without colors, most nodes in the remaining bins receive more
colors from their palette into their bin than neighbors. This means
that the graphs induced by the nodes in each bin can be colored
recursively; we must also show that we can separately color the
nodes in the bin which did not receive colors, and the nodes which
did not receive more colors than neighbors (which can happen with
small probability).
Then, we show that this randomized binning procedure requires
only bounded independence, and so a small random seed suffices
to provide all the necessary randomness. We can then apply a
distributed implementation of themethod of conditional expectations
in order to deterministically select such a seed that performs well.
The final step is to show that after each recursive application of
this procedure, we significantly reduce the size of the graph induced
by the nodes in each bin. In fact, after only nine recursive calls,
we reduce the size of each instance from 𝑂 (𝔫Δ) to 𝑂 (𝔫), at which
point it is small enough to simply collect onto a single machine and
solve locally.
In low-spaceMPC only this final step must be substantially al-
tered; since now machines have only𝑂 (𝔫𝜀 ) space, we cannot solve
instances locally and instead apply a reduction to maximal indepen-
dent set (MIS) in order to use an existing𝑂 (logΔ+ log log 𝔫)-round
MIS algorithm of Czumaj et al. [7].
2 PRELIMINARIES
In this section we detail some existing fundamentals on which our
work relies.
2.1 Communication in CONGESTED CLIQUE
andMPC
As noted in [7], prior work on MapReduce, a precursor to MPC,
facilitates efficient deterministic communication inMPC, so long
as the information sent and received by each machine adheres to
the space bounds of the model. In particular, the following results
from [11] provide all the communication primitives we require (and
use of features of MapReduce which are common toMPC):
Lemma 2.1 ([11], as stated in [7]). For any positive constant 𝛿 ,
sorting and computing prefix sums of 𝔫 numbers can be performed
deterministically in MapReduce (and therefore in MPC and CON-
GESTED CLIQUE) in 𝑂 (1) rounds using 𝔰 = 𝔫𝛿 space per machine
and 𝑂 (𝔫) total space.
The computation of prefix sums here means the following: each
machine𝑚 ∈ [𝔐] holds an input value 𝑥𝑚 , and outputs ∑𝑚𝑖=1 𝑥𝑖 .
This result essentially allows us to perform all of the commu-
nication we will need to do in a constant number of rounds. For
example, if for each edge {𝑢, 𝑣} we create two entries (𝑢, 𝑣) and
(𝑣,𝑢) in memory, and the sort these lexicographically under an arbi-
trary ordering of machines, we can ensure that the neighborhoods
of all nodes are stored on contiguous sequences of machines. Then,
by computing prefix sums, we can compute sums of values among a
node’s neighborhood, or indeed over the whole graph. This allows
us to, e.g., compute objective functions for the method of condi-
tional expectations (see Section 2.4). Where 2-hop neighborhoods
fit in the space of a single machine, we can collect them by sorting
edges to collect 1-hop neighborhoods onto machines, and then hav-
ing each such machine send requests for the neighborhoods of all
the nodes it stores.
An important point to note is that since Lemma 2.1 uses 𝔰 = 𝑛𝛿
for any positive constant 𝛿 , by setting 𝛿 sufficiently smaller than
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our space parameter 𝜀, we can perform 𝑛Ω (1) simultaneous sorting
or prefix sum procedures. This will be especially useful to us for
efficiently performing the method of conditional expectations.
The CONGESTED CLIQUE model contains the additional re-
striction of an𝑂 (log 𝔫)-bit bound on the information any node can
send to any other in a round (as opposed toMPC, where only the
total amount of information a node sends, to all others, is bounded).
This restriction is circumvented by Lenzen’s routing algorithm [15],
which in 𝑂 (1) rounds allows all information to be routed to the
correct destinations so long as all nodes obey an 𝑂 (𝔫) bound on
the total amount of messages they send and receive.
So, henceforth we need not concern ourselves with routing in-
formation to the correct machines; so long as all machines obey the
total space bounds at all times, we can do so in a generic fashion
using these existing results. This is what allowsMPC algorithms
to transfer directly to the CONGESTED CLIQUE.
2.2 Bounded-independence random variables
To convert randomized algorithms into deterministic algorithms,
we follow a classic derandomization recipe: we show that a random-
ized algorithm can (or be modified to) work using only bounded
independence, which means that it requires only a short random
seed, and then we apply the method of conditional expectations to
efficiently search the space of random seeds and deterministically
fix one that performs well.
The first step of this process, showing that a randomized algo-
rithmworks using only bounded-independence variables, will make
heavy use of the following concentration bound for sums of such
variables.
Lemma 2.2 (Lemma 2.2 of [4]). Let 𝑐 ≥ 4 be an even integer.
Suppose 𝑍1, . . . , 𝑍𝑡 are 𝑐-wise independent random variables taking
values in [0, 1]. Let 𝑍 = 𝑍1 + · · · + 𝑍𝑡 and 𝜇 = E [𝑍 ], and let 𝜆 > 0.
Then,
Pr [|𝑍 − 𝜇 | ≥ 𝜆] ≤ 2
( 𝑐𝑡
𝜆2
)𝑐/2
.
Here, 𝑐-wise independence means that any 𝑐 of the variables
𝑍1, . . . , 𝑍𝑡 can be considered to be independent, but groups of more
than 𝑐 cannot.
2.3 Families of bounded-independence hash
functions
To generate 𝑐-wise independent random variables from a short ran-
dom seed, we use the concept of families of bounded-independence
hash functions:
Definition 2.3. For 𝑁, 𝐿, 𝑐 ∈ N such that 𝑐 ≤ 𝑁 , a family of
functions H = {ℎ : [𝑁 ] → [𝐿]} is 𝑐-wise independent if for all
distinct 𝑥1, . . . , 𝑥𝑐 ∈ [𝑁 ], the random variables ℎ(𝑥1), . . . , ℎ(𝑥𝑐 ) are
independent and uniformly distributed in [𝐿] when ℎ is chosen
uniformly at random fromH .
That is, the outputs of a uniformly random function from a 𝑐-
wise independent family are 𝑐-wise independent random variables.
Such families of small size (and therefore requiring a small seed to
specify any particular element) are known to exist; we will use the
following well-known lemma (see, e.g., Corollary 3.34 in [21]):
Lemma 2.4. For every 𝑎,𝑏, 𝑐 , there is a family of 𝑐-wise independent
hash functions H = {ℎ : {0, 1}𝑎 → {0, 1}𝑏 } such that choosing
a random function from H takes 𝑐 · max{𝑎, 𝑏} random bits, and
evaluating a function fromH takes 𝑝𝑜𝑙𝑦 (𝑎, 𝑏, 𝑐) computation.
In particular, we will be using families H of hash functions
with 𝔫𝑂 (1) range and domain, and some large constant 𝑐 , so by
Lemma 2.4, a uniformly random function fromH can be specified
using 𝑂 (log 𝔫) random bits (and this string of bits is what we call
its seed). This also means that functions can be evaluated using
polylogarithmic computation, and therefore space, which is possible
locally even in low-spaceMPC.
The domain and range of the hash functions must be powers of
2, and therefore we incur some error when our desired range is not
(for domain we simply ignore any excess). If, for example, we have
some stated range 𝑟 , we will actually use range {0, 1} ⌈log(𝑟𝔫3) ⌉ , and
then map intervals of this range as equally as possible (i.e., differing
in size by at most 1) to [𝑟 ]. We then have error in our resulting
probabilities of 𝑂 (𝔫−3), which for our purposes will be clearly
negligible. Note, too, that outputs of our ‘simulated’ hash function
with range 𝑟 are still exactly 𝑐-wise independent (and therefore we
can still use Lemma 2.2), but are no longer exactly uniform.
2.4 Method of conditional expectations
To deterministically choose a good hash function from our small
families, we employ the classical method of conditional expectations
(see, e.g., [21, Chapter 3.4] or [7, Section 2.4]). In our context, we
will show that, over the choice of a uniformly random hash function
ℎ ∈ H , the expectation of some cost function 𝑞 (which is a sum of
functions 𝑞𝑥 calculable by individual machines) is at most some
value 𝑄 . That is,
Eℎ∈H
[
𝑞(ℎ) :=
∑
machines 𝑥
𝑞𝑥 (ℎ)
]
≤ 𝑄 .
The probabilistic method implies the existence of a hash function
ℎ∗ ∈ H for which 𝑞(ℎ∗) ≤ 𝑄 , and our goal is to find one such
ℎ∗ ∈ H in 𝑂 (1) rounds of CONGESTED CLIQUE orMPC.
We will find the sought hash function ℎ∗ by deterministically
fixing the𝑂 (log 𝔫) bit-seed that specifies it (cf. Lemma 2.4). To do so,
we have all machines agree iteratively on chunks of 𝛿 log 𝔫 bits at a
time, for some sufficiently small constant 𝛿 . That is, we iteratively
extend a fixed prefix, 𝛿 log 𝔫 bits at a time, until we have fixed
the entire seed. For each chunk, and for each 𝑖 , 1 ≤ 𝑖 ≤ 𝑛𝛿 , each
machine calculates Eℎ∈H [𝑞𝑥 (ℎ) |Ξ𝑖 ] for , where Ξ𝑖 is the event
that the seed specifying ℎ is prefixed by the current fixed prefix,
followed by 𝑖 . That is, it computes the expectation of its local cost
function for each possible choice for the next chunk of bits. We
then sum these values over all machines for each 𝑖 , using Lemma
2.1, obtaining Eℎ [𝑞(ℎ) |Ξ𝑖 ]. By the probabilistic method, at least
one of these values is at most 𝑄 . We fix 𝑖 to be such that this is the
case, and continue.
After a constant number of iterations, we find the entire string
of bits to define a hash function ℎ∗ ∈ H such that 𝑞(ℎ∗) ≤ 𝑄 .
Since each iteration requires only a constant number of rounds in
CONGESTED CLIQUE orMPC, this process takes only a constant
number of rounds in total.
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3 COLORING IN CONGESTED CLIQUE AND
LINEAR-SPACEMPC
We are now ready to present our constant-round algorithm for
(Δ + 1)-list coloring in CONGESTED CLIQUE. Our algorithm will
be a recursive procedure, which we call ColorReduce. To color an
input graph𝔊 we will call ColorReduce(𝔊,Δ) (and in subsequent
calls, ℓ will serve as an approximation of maximum degree). We
will denote by 𝔫 the number of nodes in𝔊, and when analyzing
a subsequent recursive ColorReduce(𝐺, ℓ) we denote by 𝑛𝐺 the
number of nodes in 𝐺 .
Algorithm 1 ColorReduce(𝐺, ℓ)
If 𝐺 has size 𝑂 (𝔫): collect 𝐺 onto a single machine and color 𝐺
locally.
Otherwise: 𝐺0, . . . ,𝐺ℓ0.1 ← Partition(𝐺, ℓ).
Let ℓ ′ = ℓ0.9 − ℓ0.6.
For each 𝑖 = 1, . . . , ℓ0.1 − 1, perform ColorReduce(𝐺𝑖 , ℓ ′) in
parallel.
Update color palettes of 𝐺ℓ0.1 , perform ColorReduce(𝐺ℓ0.1 , ℓ ′).
Update color palettes of𝐺0, collect𝐺0 onto a single machine and
color locally.
The algorithm relies on a procedure for partitioning a coloring
instance into multiple instances of lower size and lower maximum
degree. Specifically, we partition the node set into ℓ0.1 bins, and
then partition the colors into all but the final bin (and restrict nodes’
palettes to the colors sent to their bin). Next, we show that (after
possibly removing some bad nodes, to be defined shortly) each node
(not in the final bin) has more colors from its palette assigned to its
bin than neighbors. This means that we can recursively color the
graphs induced by these bins in parallel, since the color palettes of
any nodes from different bins are now completely disjoint. Then,
we must afterwards color the final bin ℓ which was not previously
assigned colors, and the graph of bad nodes. For that, in the last
two steps in ColorReduce, before we recursively color 𝐺ℓ0.1 and
then color 𝐺0, we first update color palettes of all nodes in 𝐺ℓ0.1
and𝐺0, respectively, by removing from the palettes of every node
𝑣 the colors used already by its neighbors (in 𝐺0, . . . ,𝐺ℓ0.1 ).
Algorithm 2 Partition(𝐺, ℓ)
Let hash function ℎ1 : [𝔫] → [ℓ0.1] map nodes 𝑣 to bins ℎ1 (𝑣) ∈
[ℓ0.1].
Let hash function ℎ2 : [𝔫2] → [ℓ0.1 − 1] map colors 𝛾 to bins
ℎ2 (𝛾) ∈ [ℓ0.1 − 1].
Let 𝐺0 be the graph induced by bad nodes.
Let 𝐺1, . . . ,𝐺ℓ0.1 be the graphs induced by good nodes in bins
1, . . . , ℓ0.1 respectively.
Restrict palettes of nodes in 𝐺1, . . . ,𝐺ℓ0.1−1 to colors assigned by
ℎ2 to corresponding bins.
Return 𝐺0, . . . ,𝐺ℓ0.1 .
Since we consider list coloring, the total number of unique colors
can be up to 𝔫2, which necessitates the larger domain for ℎ2.
To fully specify the algorithm, we must define what we mean
by good and bad nodes and by good and bad bins. Let 𝑑 (𝑣) denote
degree of 𝑣 in 𝐺 , and 𝑑 ′(𝑣) denote degree of 𝑣 within its new bin
ℎ1 (𝑣), that is, in the subgraph of𝐺 induced by all nodes 𝑢 ∈ 𝑉 with
ℎ1 (𝑢) = ℎ1 (𝑣). Let 𝑝 (𝑣) be the size of the color palette of node 𝑣 ,
and 𝑝 ′(𝑣) be the palette size of 𝑣 after the call: for nodes mapped to
bins in [ℓ0.1 − 1], 𝑝 ′(𝑣) denotes the number of colors from the color
palette of 𝑣 that are hashed to the bin ℎ1 (𝑣); for nodes mapped
to bin ℓ0.1, 𝑝 ′(𝑣) denotes the number of colors remaining from
the color palette of 𝑣 after 𝑣 ’s neighbors not in bin ℓ0.1 (that is, in
𝐺1, . . . ,𝐺ℓ0.1−1) have been colored by ColorReduce.
Definition 3.1 (Good and bad nodes and bins).
• A node 𝑣 in bins [ℓ0.1−1] is good if |𝑑 ′(𝑣) −𝑑 (𝑣)ℓ−0.1 | ≤ ℓ0.6
and 𝑝 ′(𝑣) ≥ 𝑝 (𝑣)ℓ−0.1 + ℓ0.7.
• A node 𝑣 in bin ℓ0.1 is good if |𝑑 ′(𝑣) − 𝑑 (𝑣)ℓ−0.1 | ≤ ℓ0.6.
• A bin in [ℓ0.1] is good if it contains fewer than 2𝑛𝐺 ℓ−0.1+𝔫0.6
nodes.
• Nodes and bins are bad if they are not good.
Intuitively, bad nodes and bins are those whose behavior differs
significantly from what we would expect in a random partition of
𝐺 into ℓ0.1 node-disjoint graphs, with random ℎ1 and ℎ2.
Overview of the analysis of ColorReduce. In order to analyze
the complexity of ColorReduce, we have to understand how to
implement each single call to Partition, and how often we will
be making the recursive calls. Further, in order the algorithm to
work correctly, we have to ensure that every time we collect 𝐺0
(containing bad nodes) onto a single machine in order to color it,
the total size of 𝐺0 is 𝑂 (𝔫) (since otherwise 𝐺0 would not fit on a
single machine).
In Section 3.1, we describe a useful invariant for Partition call
that is maintained throughout the entire run of ColorReduce. In
Section 3.2, we estimate the number of bad nodes and bins for
random hash functions ℎ1 and ℎ2 from appropriate families of
hash functions. In Section 3.3, we describe how to deterministically
choose hash functions ℎ1 and ℎ2 (from the same families of hash
functions) so that these estimations are still ensured, and that we
guarantee 𝐺0 is sufficiently small. Next, in Section 3.4, we estimate
the number of recursive calls performed in the call to ColorRe-
duce(𝐺,Δ) and subsequent recursive calls. Our main result (cf.
Lemma 3.14) is that after a depth of 9 recursive calls, the graph
induced by each bin is of size 𝑂 (𝔫). This implies that the call to
ColorReduce(𝔊,Δ) creates a recursion tree of depth at most 9,
resulting in a constant number of groups of instances of size 𝑂 (𝔫)
to be collected onto machines and colored sequentially. With these
claims, in Section 3.5 we finalize our analysis of Theorem 1.1, and
show that ColorReduce(𝐺,Δ) deterministically returns (Δ + 1)-
list coloring in 𝑂 (1) rounds in CONGESTED CLIQUE and in 𝑂 (1)
rounds onMPC with 𝑂 (𝔫) local space on any machine, and (opti-
mal for (Δ+1)-list coloring)𝑂 (𝔫Δ) total space. Then, in Section 3.6,
we reduce the globalMPC space for the (Δ + 1)-coloring problem
to the optimal bound of 𝑂 (𝔪 + 𝔫).
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3.1 Invariant maintained during all calls to
Partition
We begin our analysis with presenting a central invariant of our
Partition call that is maintained throughout the entire run of
ColorReduce (recall that ℓ ′ = ℓ0.9 − ℓ0.6).
Lemma 3.2. Assume that at the start of our Partition call, the
following holds for all nodes 𝑣 in 𝐺 : (i) ℓ < 𝑝 (𝑣), (ii) 𝑑 (𝑣) ≤ ℓ + ℓ0.7,
(iii) 𝑑 (𝑣) < 𝑝 (𝑣). Then for all good nodes 𝑣 in 𝐺 ,
(i) ℓ ′ < 𝑝 ′(𝑣),
(ii) 𝑑 ′(𝑣) ≤ ℓ ′ + ℓ ′0.7, and
(iii) 𝑑 ′(𝑣) < 𝑝 ′(𝑣).
Note that since we assume 𝑑 (𝑣) ≤ ℓ + ℓ0.7, we can also assume ℓ
is at least a sufficiently large constant, since otherwise maximum
degree is also bounded by a constant, so the instance is of total
size 𝑂 (𝔫) and would have already been collected and colored on a
single machine.
Proof. Let us first consider any good node 𝑣 withℎ1 (𝑣) ∈ [ℓ0.1−
1]. Then, 𝑑 ′(𝑣) ≤ 𝑑 (𝑣)ℓ−0.1 + ℓ0.6 and 𝑝 ′(𝑣) ≥ 𝑝 (𝑣)ℓ−0.1 + ℓ0.7, by
Definition 3.1. Therefore,
(i) since ℓ < 𝑝 (𝑣), we have
𝑝 ′(𝑣) ≥ 𝑝 (𝑣)ℓ−0.1 + ℓ0.7 > 𝑝 (𝑣)ℓ−0.1 > ℓ0.9 > ℓ ′ ;
(ii) since 𝑑 (𝑣) ≤ ℓ + ℓ0.7, we have
𝑑 ′(𝑣) ≤ 𝑑 (𝑣)ℓ−0.1 + ℓ0.6 ≤ (ℓ0.9 + ℓ0.6) + ℓ0.6 < ℓ ′ + ℓ ′0.7 ;
(iii) since 𝑑 (𝑣) < 𝑝 (𝑣), we have
𝑝 ′(𝑣) ≥ 𝑝 (𝑣)ℓ−0.1 + ℓ0.7 > 𝑑 (𝑣)ℓ−0.1 + ℓ0.6 ≥ 𝑑 ′(𝑣) .
Next, let us consider any good node 𝑣 with ℎ1 (𝑣) = ℓ0.1. Then,
by Definition 3.1, it holds |𝑑 ′(𝑣) − 𝑑 (𝑣)ℓ−0.1 | ≤ ℓ0.6. Further, notice
that we update the color palette of 𝑣 (and hence set 𝑝 ′(𝑣)) only
after coloring in ColorReduce all 𝑣 ’s neighbors in 𝐺1, . . . ,𝐺ℓ0.1−1.
Therefore,
(i) since at most one color is removed from 𝑣 ’s palette for each
neighbor of 𝑣 not in bin ℓ0.1, since |𝑑 ′(𝑣) − 𝑑 (𝑣)ℓ−0.1 | ≤ ℓ0.6,
𝑑 (𝑣) < 𝑝 (𝑣), and ℓ < 𝑝 (𝑣), we have,
𝑝 ′(𝑣) ≥ 𝑝 (𝑣) − (𝑑 (𝑣) − 𝑑 ′(𝑣)) ≥ 𝑝 (𝑣) − (𝑑 (𝑣) − (𝑑 (𝑣)ℓ−0.1 + ℓ0.6))
= 𝑝 (𝑣) − 𝑑 (𝑣) (1 − ℓ−0.1) − ℓ0.6 > 𝑝 (𝑣) − 𝑝 (𝑣) (1 − ℓ−0.1) − ℓ0.6
= 𝑝 (𝑣)ℓ−0.1 − ℓ0.6 > ℓ0.9 − ℓ0.6 = ℓ ′ ;
(ii) as before: since 𝑑 (𝑣) ≤ ℓ + ℓ0.7, we have
𝑑 ′(𝑣) ≤ 𝑑 (𝑣)ℓ−0.1 + ℓ0.6 ≤ (ℓ0.9 + ℓ0.6) + ℓ0.6 < ℓ ′ + ℓ ′0.7 ;
(iii) 𝑑 ′(𝑣) < 𝑝 ′(𝑣) follows since 𝑑 (𝑣) < 𝑝 (𝑣), and colors are only
removed from 𝑣 ’s palette when used by neighbors. □
Notice that at the very beginning, with our input graph 𝐺 of
maximum degree Δ and color palettes satisfying 𝑑 (𝑣) < 𝑝 (𝑣) for
all 𝑣 , our initial setting ℓ = Δ ensures that before the first call of
Partition all conditions of Lemma 3.2 (for all nodes 𝑣 : (i) ℓ < 𝑝 (𝑣),
(ii) 𝑑 (𝑣) ≤ ℓ + ℓ0.7, (iii) 𝑑 (𝑣) < 𝑝 (𝑣)) are satisfied, and hence, since
Partition is only called on good nodes, Lemma 3.2 ensures that
the properties in the invariant are preserved for future calls of
Partition.
Corollary 3.3. The input instance to any call to Partition sat-
isfies the following three conditions for all nodes 𝑣 : (i) ℓ < 𝑝 (𝑣),
(ii) 𝑑 (𝑣) ≤ ℓ + ℓ0.7, (iii) 𝑑 (𝑣) < 𝑝 (𝑣).
3.2 Good and bad nodes and bins for random
hash functions
In this section we analyze the likelihood of having many bad nodes
and bins in a single call to Partition, assuming that ℎ1 and ℎ2
are hash functions chosen at random from the families of 𝑐-wise
independent hash functions. (In Section 3.3 we will extend our
analysis and show how to deterministically choose appropriate ℎ1
and ℎ2.)
Let H1 be a 𝑐-wise independent family of hash functions ℎ :
[𝔫] → [ℓ0.1], and let H2 be a 𝑐-wise independent family of hash
functions ℎ : [𝔫2] → [ℓ0.1 − 1], for sufficiently large constant 𝑐 .
In order to understand basic properties of pairs of hash functions
fromH1 andH2, we define the cost function 𝔮(ℎ1, ℎ2) of a pair of
hash functions ℎ1 ∈ H1 and ℎ2 ∈ H2, as follows:
𝔮(ℎ1, ℎ2) = |{bad nodes under ℎ1, ℎ2}| + 𝔫 · |{bad bins under ℎ1}| .
(1)
We will analyze the likelihood of having many bad nodes and
bins, assuming that ℎ1 and ℎ2 are chosen at random from the fami-
lies of 𝑐-wise independent hash functionsH1 andH2, and relying
on Corollary 3.3 that at the start of our Partition for all nodes 𝑣 :
(i) ℓ < 𝑝 (𝑣), (ii) 𝑑 (𝑣) ≤ ℓ + ℓ0.7, (iii) 𝑑 (𝑣) < 𝑝 (𝑣).
Bad and good bins. We will first prove that with high probability,
no bins are bad.
Lemma 3.4. With probability at least 1 − 𝔫−2, all bins are good.
Proof. We apply Lemma 2.2 with 𝑍1, . . . , 𝑍𝑛𝐺 as indicator ran-
dom variables for the events that each node is hashed to a particular
bin𝑏 ∈ [ℓ0.1]. These variables are (𝑐−1)-wise independent and each
have expectation ℓ−0.1. Since we assume 𝑐 to be a sufficiently high
constant, by Lemma 2.2, we obtain Pr
[ |𝑍 − E [𝑍 ] | ≥ 𝑛0.6] ≤ 𝑛−3.
By the union bound over bins 𝑏, with probability at least 1 − 𝔫−2
all bins contain fewer than 𝑛𝐺 ℓ−0.1 + 𝔫0.6 nodes, and are therefore
good. □
Bad and good nodes. In order to estimate the number of bad
nodes, we beginwith a proof that the probability that nodes’ degrees
differ too much from what would be expected (from a fully random
partition) is low.
Lemma 3.5. The probability that a node 𝑣 satisfies |𝑑 ′(𝑣)−𝑑 (𝑣)ℓ−0.1 | ≥
ℓ0.6 is at most ℓ−3.
Proof. We apply Lemma 2.2 with 𝑍1, . . . , 𝑍𝑑 (𝑣) as indicator ran-
dom variables for the events that each of 𝑣 ’s neighbors is hashed
to the same bin as 𝑣 . These variables are (𝑐 − 1)-wise independent
and each have expectation ℓ−0.1. Since we assume 𝑐 to be a suffi-
ciently high constant and (cf. Corollary 3.3) have 𝑑 (𝑣) ≤ ℓ + ℓ0.7,
by Lemma 2.2, we obtain Pr
[ |𝑍 − E [𝑍 ] | ≥ ℓ0.6] ≤ ℓ−3. Therefore,
since E [𝑍 ] = 𝑑 (𝑣) · ℓ−0.1 and 𝑍 = 𝑑 ′(𝑣), we can conclude the
required claim. □
Wenow prove that the probability that nodes in bins 1, . . . , ℓ0.1−1
do not receive enough colors to color themselves is low.
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Lemma 3.6. The probability that a node 𝑣 with ℎ1 (𝑣) ≠ ℓ0.1 satis-
fies 𝑝 ′(𝑣) ≤ 𝑝 (𝑣)ℓ−0.1 + ℓ0.7 is at most ℓ−3.
Proof. We apply Lemma 2.2, with𝑍1, . . . , 𝑍𝑝 (𝑣) as indicator ran-
dom variables for the events that each color in 𝑣 ’s palette is hashed
to its bin. These variables are (𝑐 − 1)-wise independent and each
have expectation 1
ℓ0.1−1 . Since we assume 𝑐 to be a sufficiently high
constant, by Lemma 2.2, we obtain Pr
[ |𝑍 − E [𝑍 ] | ≥ 𝑝 (𝑣)0.6] ≤
𝑝 (𝑣)−3. Therefore, since 𝑍 = 𝑝 ′(𝑣) and E [𝑍 ] = 𝑝 (𝑣)
ℓ0.1−1 , the proba-
bility that 𝑝 ′(𝑣) ≤ 𝑝 (𝑣)
ℓ0.1−1 − 𝑝 (𝑣)0.6 is at most 𝑝 (𝑣)−3. Furthermore,
since ℓ < 𝑝 (𝑣) (cf. Corollary 3.3), we get,
𝑝 (𝑣)
ℓ0.1 − 1 −
𝑝 (𝑣)
ℓ0.1
=
𝑝 (𝑣)
ℓ0.1 (ℓ0.1 − 1) ≥
𝑝 (𝑣)
ℓ0.2
≥ 12
(
𝑝 (𝑣)
𝑝 (𝑣)0.2 +
ℓ
ℓ0.2
)
> 𝑝 (𝑣)0.6 + ℓ0.7 .
Hence, with probability at least 1 − 𝑝 (𝑣)−3 ≥ 1 − ℓ−3 we obtain the
following,
𝑝 ′(𝑣) > 𝑝 (𝑣)
ℓ0.1 − 1 − 𝑝 (𝑣)
0.6 >
𝑝 (𝑣)
ℓ0.1
+ ℓ0.7 . □
We can now combine Lemmas 3.5 and 3.6 to bound the probabil-
ity that nodes are bad:
Lemma 3.7. A node is bad with probability at most 2ℓ−3.
Proof. For a node 𝑣 to be bad, at least one of the bad events
described by Lemmas 3.5 and 3.6 must occur. By the union bound,
the probability of this is at most 2ℓ−3. □
This provides a bound on the cost of random hash function pairs:
Lemma 3.8. The expected cost of a random hash function pair from
H1 ×H2 is at most 𝔫ℓ2 .
Proof. Combining Lemmas 3.4 and 3.7 gives the following:
E [𝔮(ℎ1, ℎ2)] = E [|{bad nodes}| + 𝔫 · |{bad bins}|]
≤ 2𝔫ℓ−3 + 𝔫 · 𝔫−2 ≤ 𝔫
ℓ2
. □
3.3 Choosing appropriate hash functions
In this section, we discuss how to deterministically choose hash
functions ℎ1 ∈ H1 and ℎ2 ∈ H2 to ensure the desired properties.
First, let us recall that by Lemma 2.4, we can assume that families
of hash functions H1 and H2 have size 𝔫𝑂 (1) . Next, by Lemma
3.8, upon choosing a random pair of hash functions ℎ1 ∈ H1 and
ℎ2 ∈ H2, we have E [𝔮(ℎ1, ℎ2)] ≤ 𝔫ℓ2 . Therefore, by the method of
conditional expectations (cf. Section 2.4), we can find a pair of hash
functions ℎ1 ∈ H1 and ℎ2 ∈ H2 with cost 𝔮(ℎ1, ℎ2) ≤ 𝔫ℓ2 in 𝑂 (1)
rounds. By (1), this ensures that there are no bad bins and that there
are at most 𝔫
ℓ2
bad nodes.
In order to implement the method of conditional expectations to
find ℎ1 ∈ H1 and ℎ2 ∈ H2, we will distribute information between
the machines as follows: each node will be assigned a machine,
which will store all of its adjacent edges. The machine will then
be able to determine whether a particular pair of hash functions
ℎ1, ℎ2 results in the node being bad. We will also assign a machine
to check if any bin is bad (contains at least 2𝑛𝐺 ℓ−0.1 + 𝔫0.6 nodes)
for any hash function ℎ1 (for which it needs only to store the IDs
of each node). The global quality function is then a sum of these
functions computable by individual machines.
If we use machines for multiple nodes where space allows, then
(even among all concurrent instances) we will require only𝑂 (1+𝔪𝔫 )
machines, i.e., total space of 𝑂 (𝔪 + 𝔫).
Lemma 3.9. In 𝑂 (1) MPC rounds with 𝑂 (𝔫) local space per ma-
chine and𝑂 (𝔪+𝔫) total space, one can select hash functionsℎ1 ∈ H1,
ℎ2 ∈ H2 such that in a single call to Partition,
• there are no bad bins, and
• there are at most 𝔫
ℓ2
bad nodes.
This latter property allows us to bound the size of 𝐺0, the graph
induced by bad nodes encountered in any recursive call:
Corollary 3.10. Consider an arbitrary call ofColorReduce(𝐺, ℓ).
Then 𝐺0, the graph induced by bad nodes in Partition(𝐺, ℓ), is of
size 𝑂 (𝔫).
Proof. By Lemma 3.9, in the call to Partition(𝐺, ℓ), 𝐺0 has at
most 𝔫
ℓ2
nodes. Furthermore, by Corollary 3.3 (ii), the degree of each
node in the call to Partition(𝐺, ℓ) is at most ℓ+ℓ0.7 < ℓ2. Therefore,
the graph of the bad nodes is of size at most 𝔫
ℓ2
· ℓ2 = 𝑂 (𝔫), and can
be collected onto a single MPC machine and properly colored. □
3.4 Analysis of Recursive Calls
Our algorithm is recursive, and it starts with the call to ColorRe-
duce(𝔊,Δ) for the input graph𝔊 of maximum degree Δ, where
each node 𝑣 has assigned a color palette of size 𝑝 (𝑣), 𝑝 (𝑣) > 𝑑 (𝑣).
Starting with our initial call on a graph with 𝑛0 = 𝔫 nodes and
ℓ0 = Δ, we will upper bound the number of nodes and degree of
graphs in subsequent recursive calls of depth 𝑖 . We will denote
these values by 𝑛𝑖 and Δ𝑖 respectively, and by ℓ𝑖 the value of ℓ in a
recursive call of depth 𝑖 .
We begin with the following bound for the values of ℓ𝑖 in a
recursive call of depth 𝑖 .
Lemma 3.11. 12Δ
0.9𝑖 < ℓ𝑖 ≤ Δ0.9𝑖 .
Proof. The proof is by induction on 𝑖 . Clearly the claim is true
for ℓ0 = Δ.
Assuming that the claim holds for 𝑖 = 𝑗 , for 𝑖 = 𝑗 + 1 we have
the following,
ℓ𝑗+1 = ℓ0.9𝑗 − ℓ0.6𝑗 ≤ ℓ0.9𝑗 ≤ Δ0.9·0.9
𝑗
= Δ0.9
𝑗+1
and (assuming Δ is greater than a sufficiently large constant)
ℓ𝑗+1 = ℓ0.9𝑗 − ℓ0.6𝑗 >
1
20.9
Δ0.9·0.9𝑗 − Δ0.6·0.9𝑗 > 12Δ
0.9𝑗+1 . □
Next, we bound the number of nodes 𝑛𝑖 in subsequent recursive
calls of depth 𝑖 .
Lemma 3.12. 𝑛𝑖 ≤ 3𝑖 (𝔫Δ0.9𝑖−1 + 𝔫0.6).
Proof. The proof is by induction on 𝑖 . As a base case, 𝑛0 = 𝔫 ≤
30 (𝑛Δ0.90−1 + 𝔫0.6) = 𝔫 + 𝔫0.6.
Assume that the claim holds for 𝑖 = 𝑗 . Then for 𝑖 = 𝑗 + 1, by
induction, by the definition of good bins (cf. Definition 3.1), and by
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Lemma 3.11, we obtain
𝑛 𝑗+1 ≤ 2𝑛 𝑗 ℓ−0.1𝑗 + 𝔫0.6
≤ 2
(
3𝑗 (𝔫Δ0.9𝑗−1 + 𝔫0.6)
) (
20.1Δ−0.1·0.9𝑗
)
+ 𝔫0.6
≤ 3𝑗+1𝔫Δ0.9𝑗−1−0.1·0.9𝑗 + 3𝑗+1𝔫0.6
= 3𝑗+1𝔫Δ0.9𝑗+1−1 + 3𝑗+1𝔫0.6 . □
We can similarly prove a bound on degree of graphs in recursive
calls of depth 𝑖 .
Lemma 3.13. Δ𝑖 ≤ 2𝑖Δ0.9𝑖 .
Proof. The proof is by induction on 𝑖 . As a base case, Δ0 = Δ =
20Δ0.90 .
Assume the claim holds for 𝑖 = 𝑗 . By the definition of good
bins (cf. Definition 3.1), we have Δ 𝑗+1 ≤ Δ 𝑗 ℓ−0.1𝑗 + ℓ0.6𝑗 , and if we
combine this bound with Lemma 3.11, by induction we obtain,
Δ 𝑗+1 ≤ Δ 𝑗 ℓ−0.1𝑗 + ℓ0.6𝑗 ≤
(
2𝑗Δ0.9
𝑗
) (
20.1Δ−0.1·0.9𝑗
)
+ Δ0.6·0.9𝑗
< 2𝑗+1Δ0.9𝑗+1 . □
Let us first give a simple bound for the recursion depth of our
algorithm.
Lemma 3.14. After a depth of 9 recursive calls, the graph induced
by each bin is of size 𝑂 (𝔫).
Proof. By Lemmas 3.12 and 3.13, the total size of any graph 𝐺 ′
induced by any bin after a depth of 𝑖 recursive calls satisfies the
following,
|𝐺 ′ | ≤ 𝑛𝑖 · Δ𝑖 < 3𝑖 (𝔫Δ0.9𝑖−1 + 𝔫0.6) · 2𝑖Δ0.9𝑖
= 6𝑖 (𝔫Δ0.9𝑖−1 + 𝔫0.6) · Δ0.9𝑖 .
Plugging in 𝑖 = 9, we obtained the following bound for the total
size of any graph𝐺 ′ induced by any bin after a depth of 9 recursive
calls,
|𝐺 ′ | < 69 (𝔫Δ0.99−1 + 𝔫0.6) · Δ0.99 < 69 (𝔫Δ0.4−1 + 𝔫0.6) · Δ0.4
≤ 69 (𝔫Δ−0.2 + 𝔫) = 𝑂 (𝔫) . □
3.5 Finalizing the analysis for CONGESTED
CLIQUE: Proof of Theorem 1.1
Now we are ready to complete our analysis and prove our main
theorem, Theorem 1.1.
Proof of Theorem 1.1. ColorReduce(𝔊,Δ) creates a recur-
sion tree of depth at most 9, resulting in 𝑂 (1) groups of instances
of size𝑂 (𝔫) to be collected onto machines and colored sequentially.
All operations within each recursive call (including coloring graphs
𝐺0, see Corollary 3.10) can be implemented in a constant number
of rounds in CONGESTED CLIQUE and onMPC with 𝑂 (𝔫) local
space on any machine (and𝑂 (𝔫Δ) total space), so the total number
of rounds required is also constant. □
3.6 Note on optimal global space for
(Δ + 1)-coloring (Theorem 1.3)
For the special case of (Δ + 1)-coloring, where initial palettes are
all [Δ + 1] and therefore need not be given as input, we remark
that explicitly maintaining palettes for all nodes costsΘ(𝔫Δ) global
space, which can exceed the optimal global space bound of𝑂 (𝔪+𝔫).
We address this problem as follows:
We require palettes in two places: when applying Partition,
and when coloring instances of size𝑂 (𝔫) locally. In this latter case,
we can afford to arbitrarily drop colors from a node 𝑣 ’s palette until
its palette size is 𝑑 (𝑣) + 1, so the space used in total is 𝑂 (𝔪).
In the former case, consider applying Partition to an instance
with 𝑛 nodes and𝑚 edges. Nodes will be distributed over𝑂 (1 + 𝑚𝔫 )
machines in order to apply the method of conditional expectations,
for which they require palette access.
Notice that during our algorithm, node palettes are updated in
two ways: by restriction based on partition by some hash function,
and by removing colors when they are used to color neighbors. We
will maintain the palette of each node 𝑣 by explicitly storing colors
used by its neighbors, and implicitly storing colors removed during
partitioning by storing the chosen hash function. In this way, nodes’
palettes are fully specified and can be queried. For any node 𝑣 , we
explicitly store up to one color per neighbor, which requires 𝑑 (𝑣)
space for 𝑣 and therefore total 𝑂 (𝔪) for all nodes.
So, it remains to analyze the space cost of storing the necessary
hash functions. In our Partition call on 𝑛 nodes and𝑚 edges, we
have𝑂 (1+𝑚𝔫 ) machines which must each store the𝑂 (1) hash func-
tions which have previously been applied to this instance. These
hash functions are specified by 𝑂 (log 𝔫) bits, so the total space
required is 𝑂 (log 𝔫 + 𝑚 log 𝔫𝔫 ).
We may run up to 𝑂 (√𝔫) calls to Partition concurrently (we
cannot have more, because wemust have𝑚 = Ω(𝔫), so𝑛 = Ω(√𝔫)).
Furthermore, each edge in 𝔊 is present in at most one call. So,
the total space used to store hash functions over all concurrent
Partition calls is 𝑂 (√𝔫 log 𝔫 + 𝔪 log 𝔫𝔫 ) = 𝑂 (𝔫 +𝔪), which yields
Theorem 1.3.
4 COLORING IN LOW-SPACEMPC
We now extend our methods to the more restrictive regime of low-
space MPC. Again, our algorithm will be a recursive procedure
which relies on a derandomized partitioning of nodes and colors
into smaller instances. However, reducing to instances of size𝑂 (𝔫)
is no longer sufficient to allow collection onto single machines for
a constant-round solution. So, we instead reduce until degree is
𝔫7𝛿 for some sufficiently small constant 𝛿 , and then we can apply
a reduction to maximal independent set (MIS) in order to use an
existing algorithm of [7], requiring 𝑂 (logΔ + log log 𝔫) rounds.
This is the reason for the difference in round complexity compared
to Algorithms 1, 2. Proofs in this section are deferred to the full
version of the paper due to space constraints.
4.1 Reduction to MIS in low degree instances
When degree is 𝑂 (𝑛7𝛿 ), we apply the standard (due to Luby [17])
reduction to maximal independent set (MIS): a new graph is created
in which nodes 𝑣 in the original graph correspond to cliques of
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size 𝑝 (𝑣) in the new graph, with each clique node representing a
color from the palette of node 𝑣 . If two neighboring original nodes
share a color between their palettes, an edge is drawn between their
corresponding clique nodes. An MIS in this new graph necessarily
indicates a complete proper coloring of the original graph, since it
can easily be seen that exactly one clique node from each clique joins
the MIS, and this determines the color for the original node. When
the reduction is applied to a graph with ?ˆ? vertices and maximum
degree 𝔫7𝛿 , the new reduction graph has at most𝑂 (?ˆ? ·𝔫7𝛿 ) vertices,
and maximum degree at most 𝔫14𝛿 .
Then, we solve (deg+1)-list coloring by applying the MIS al-
gorithm of [7] to this reduction graph. This algorithm requires
𝑂 (logΔ+ log log 𝔫) rounds, and can be applied to reduction graphs
using 𝑂 (𝔫𝛿 ) and 𝑂 (?ˆ?1+𝛿𝔫21𝛿 ) local and global space respectively.
4.2 Low-spaceMPC algorithm
We now present our main algorithm for coloring in low-spaceMPC,
which recursively reduces instances until they have degree 𝑂 (𝔫7𝛿 )
and then applies the MIS reduction.
Algorithm 3 LowSpaceColorReduce(𝐺)
𝐺0, . . . ,𝐺𝔫𝛿 ← LowSpacePartition(𝐺).
For each 𝑖 = 1, . . . , 𝔫𝛿 − 1, perform LowSpaceColorReduce(𝐺𝑖 )
in parallel.
Update color palettes of 𝐺𝔫𝛿 , perform LowSpaceColorRe-
duce(𝐺𝔫𝛿 ).
Update color palettes of 𝐺0, color 𝐺0 using MIS reduction.
Again, we employ a partitioning procedure to divide the input
instance into bins, which are then solved recursively:
Algorithm 4 LowSpacePartition(𝐺)
Let𝐺0 be the graph induced by the set𝑉0 of nodes 𝑣 with 𝑑 (𝑣) ≤
𝔫7𝛿 .
Let hash function ℎ1 : [𝔫] → [𝔫𝛿 ] map each node 𝑣 ∉ 𝑉0 to a
bin ℎ1 (𝑣) ∈ [𝔫𝛿 ].
Let hash function ℎ2 : [𝔫2] → [𝔫𝛿 − 1] map colors 𝛾 to a bin
ℎ2 (𝛾) ∈ [𝔫𝛿 − 1].
Let 𝐺1, . . . ,𝐺𝔫𝛿 be the graphs induced by bins 1, . . . , 𝔫𝛿 respec-
tively.
Restrict palettes of nodes in𝐺1, . . . ,𝐺𝔫𝛿−1 to colors assigned by
ℎ2 to corresponding bins.
Return 𝐺0, . . . ,𝐺𝔫𝛿 .
The structure of this algorithm is very similar to Algorithms 1
and 2. The main structural difference is that𝐺0 is no longer a graph
of bad nodes (we will show that we can choose hash functions
so that, in essence, no nodes are bad), but instead a graph of the
nodes with low enough degree to apply the MIS reduction. By
dealing with low-degree nodes throughout the algorithm in this
way, we can account for differences in palette sizes, and thereby
solve (deg+1)-list coloring instead of just (Δ + 1)-list coloring.
The only invariant we maintain during the course of LowS-
paceColorReduce is that all nodes have sufficient colors to color
themselves, i.e. 𝑝 (𝑣) > 𝑑 (𝑣). This is clearly true for our initial
call on input graph𝔊, and later (in Lemma 4.6) it is preserved by
LowSpaceColorPartition.
We would like to (analogously to Definition 3.1) define good
nodes whose behavior does not differ too much from what we
would expect from a random partition (and bad nodes for whom
the opposite is true). However, one of the restrictions of the low-
space regime is that we cannot store a node’s palette, or all of its
adjacent edges, on a single machine, and therefore machines cannot
determine locally whether a node is good or bad. So, we will instead
divide nodes’ neighbors and palettes into smaller sets which do fit
onto single machines, and define a notion of a machine being good.
Specifically, for each node 𝑣 ∉ 𝐺0, we will create a set 𝑀𝑣𝑁 of
machines which will be responsible for 𝑣 ’s neighbors. We partition
𝑣 ’s neighbor set among machines in 𝑀𝑣𝑁 , with each machine re-
ceiving between 𝔫7𝛿 and 2𝔫7𝛿 neighbors. Similarly, for each node
𝑣 ∉ 𝐺0 ∪𝐺𝑛𝛿 , we create a set𝑀𝑣𝐶 of machines responsible for the
colors in its palette, and partition the palette among the machines,
with each machine receiving between 𝔫7𝛿 and 2𝔫7𝛿 colors. In both
cases, this is possible since for 𝑣 ∉ 𝐺0, 𝑝 (𝑣) > 𝑑 (𝑣) > 𝔫7𝛿 .
For consistency of notation, for a machine 𝑥 ∈ 𝑀𝑣𝑁 , we define
𝑑 (𝑥) to be the number of neighbors it receives, and 𝑑 ′(𝑥) to be the
number of such neighbors which are hashed to the same bin as 𝑣 .
Similarly, for a machine 𝑥 ∈ 𝑀𝑣𝐶 holding colors for a node 𝑣 , we
define 𝑝 (𝑥) to be the number of colors received, and 𝑝 ′(𝑥) to be
the number of such colors hashed by ℎ2 to the same bin as 𝑣 .
Definition 4.1 (Good and bad machines).
• A machine 𝑥 ∈ 𝑀𝑣𝑁 is good if |𝑑 ′(𝑥) − 𝑑 (𝑥)𝔫−𝛿 | ≤ 𝑑 (𝑥)0.6.
• A machine 𝑥 ∈ 𝑀𝑣𝐶 is good if 𝑝 ′(𝑥) > 𝑝 (𝑥)𝔫−𝛿 + 𝑝 (𝑥)0.7.• Machines are bad if they are not good.
4.3 Derandomizing hash function choice
Our next step is to show that, under a random choice of hash
functions during partitioning, with high probability there are no
bad machines.
We apply the bounded-independence concentration bound to
show that node degrees and palette sizes within bins do not differ
too much from their expectation:
Lemma 4.2. For each machine 𝑥 ∈ 𝑀𝑣𝑁 , |𝑑 ′(𝑥) − 𝑑 (𝑥)𝔫−𝛿 | ≤
𝑑 (𝑥)0.6 with probability at least 1 − 𝔫−2.
Lemma 4.3. For each machine 𝑥 ∈ 𝑀𝑣𝐶 , 𝑝 ′(𝑣) > 𝑝 (𝑣)𝔫−𝛿 +𝑝 (𝑣)0.7
with probability at least 1 − 𝔫−2.
We will now define a cost function for pairs of hash functions
that we would like to minimize, analogously to our definition in
Section 3.2. This time our cost function is simpler, since we can
weight all of our bad events equally, and with high probability none
of them occur.
We define the cost function 𝔮(ℎ1, ℎ2) of a pair of hash functions
ℎ1 ∈ H1 and ℎ2 ∈ H2, as follows:
𝔮(ℎ1, ℎ2) = |{bad machines under ℎ1, ℎ2}| . (2)
We can then bound the cost of random hash function pairs:
Lemma 4.4. The expected cost of a random hash function pair from
H1 ×H2 is less than 1.
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Applying the method of conditional expectations therefore gives:
Lemma 4.5. In 𝑂 (1) MPC rounds with 𝑂 (𝔫7𝛿 ) local space per
machine and 𝑂 (𝔪 + 𝔫) total space, one can select hash functions
ℎ1 ∈ H1, ℎ2 ∈ H2 such that in a single call to LowSpacePartition,
• for any node 𝑣 ∉ 𝐺0, 𝑑 ′(𝑣) < 2𝑑 (𝑣)𝔫−𝛿 , and
• for any node 𝑣 ∉ 𝐺0 ∪𝐺𝔫𝛿 , 𝑑 ′(𝑣) < 𝑝 ′(𝑣).
We can therefore show that whenever we call LowSpacePar-
tition, we maintain our invariant that all nodes have sufficient
colors, i.e. 𝑝 ′(𝑣) > 𝑑 ′(𝑣).
Lemma 4.6. Assume that at the start of our LowSpacePartition(𝐺)
call, all nodes 𝑣 in 𝐺 have 𝑝 (𝑣) > 𝑑 (𝑣). Then, after the call, we have
𝑝 ′(𝑣) > 𝑑 ′(𝑣).
Now we are ready to prove Theorem 1.4, which states that Algo-
rithm 3 applied to the input graph𝔊 performs (deg+1)-list coloring
in 𝑂 (logΔ + log log 𝔫) rounds of MPC, with 𝑂 (𝔫𝜀 ) space per ma-
chine and 𝑂 (𝔪 + 𝔫1+𝜀 ) total space.
Proof of Theorem 1.4. Each call of LowSpaceColorReduce
makes 2 sequential sets of parallel recursive calls, on instances
with maximum degree a factor of 12𝔫
𝛿 lower than input maximum
degree, by Lemma 4.5. (It also makes a call to the MIS reduction
taking 𝑂 (logΔ + log log 𝔫) rounds.) So, after a recursion depth of
log 1
2 𝔫
𝛿 Δ = 𝑂 (1), the maximum degree is at most 𝑂 (𝔫7𝛿 ), and no
further recursive calls are made. Since the depth of the recursion
tree is 𝑂 (1), so is the number of LowSpaceColorReduce calls
performed sequentially. So, the total round complexity is asymptot-
ically equivalent to the complexity of a single LowSpaceColorRe-
duce call, which is dominated by the 𝑂 (logΔ + log log 𝔫) rounds
of the MIS reduction.
Calls to LowSpacePartition use 𝑂 (𝔫7𝛿 ) local space, and all
concurrent calls use 𝑂 (𝔫 +𝔪) global space in total, since we never
store more than 𝑂 (1) copies of any node, edge or palette entry.
The global space complexity is dominated by the calls to MIS
reduction, which as mentioned requires 𝑂 (𝔫𝛿 ) and 𝑂 (?ˆ?1+𝛿𝔫21𝛿 )
local and global space respectively, where ?ˆ? is the number of nodes
in the graph on which the call is made. We make many concurrent
calls to the MIS reduction, but each node of𝔊 is part of only one
MIS reduction call. Therefore, the total space requirements for all
concurrent calls at most 𝑂 (𝔫𝛿 ) and 𝑂 (𝔫1+22𝛿 ). Setting 𝛿 = 𝜀22 , this
is 𝑂 (𝔫𝜀 ) and 𝑂 (𝔫1+𝜀 ) respectively. □
5 CONCLUSIONS
In this paper we have presented a constant-round deterministic
(Δ + 1)-list coloring algorithm for the CONGESTED CLIQUE and
linear-space MPC models, which not only greatly improves the
deterministic complexity of the problem to optimality, but is also
significantly simpler than the recent constant-round randomized al-
gorithm [6]. Our algorithm relies on the derandomization of a recur-
sive graph and palette sparsification procedure. We also extended
this approach to low-spaceMPC; here the𝑂 (logΔ+log log𝑛) round
complexity arises from the fact that we cannot collect instances
onto single machines, and instead reduce to the problem to MIS
and apply an existing algorithm once degree is sufficiently low.
With this work we settle the deterministic complexity of color-
ing in CONGESTED CLIQUE; the complexity in low-spaceMPC,
however, remains open. A corresponding constant-round algorithm
there seems unlikely, due to the Ω(log log log 𝔫) conditional lower
bound [10], but there is no reason to believe one could not improve
the dependency on Δ to sub-logarithmic. Another area for possible
improvement is our𝑂 (𝔪+𝔫1+𝜀 ) global space bound inMPC, which
is slightly weaker than the optimal 𝑂 (𝔪 + 𝔫).
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