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1 ং࿦
1.1 എܠͱ໨త
ۙ೥ɼ৘ใ௨৴ٕज़ʢITʣͳͲͷٸ଎ͳൃలʹ൐͍ɼࠃ಺Ͱ͸৽ͨͳࣾձͱͯ͠ Society
5.0ʦ1ʧ͕ ܝ͛ΒΕɼैདྷͰ͸ߟ͑ΒΕͳ͔ͬͨେن໛͔ͭෳࡶͳγεςϜʹؔ͢Δ৽ͨͳ
֓೦ͱͯ͠௒γεςϜʢSoSɿSystem of Systemsʣ΍ϞϊͷΠϯλʔωοτʢIoTɿInternet
of ThingsʣͳͲ͕ఏএ͞Ε͍ͯΔʦ2ʧɻ͜ͷΑ͏ʹେن໛ԽɾෳࡶԽ͢ΔγεςϜͷ࠷ద
ͳܭըɾӡ༻ɾ੍ޚͷ࣮ݱ͸ۃΊͯॏཁͳ՝୊ͱͳΓɼ͜ͷ࣮ݱʹ͸༏Εͨ࠷దԽख๏ͷ
։ൃ͕جૅͱͳΔɻ
ຊݚڀ͸ɼݱ࣮ʹଟ͘ଘࡏ͢Δ࠷దԽ໰୊ͷதͰ΋εέδϡʔϦϯά໰୊ʦ3ʧ΍ࢪઃ഑
ஔ໰୊ʦ4ɼ5ʧͳͲͷ཭ࢄߏ଄ʢόΠφϦɾॱংʣΛղͱ͢Δ૊߹ͤ࠷దԽ໰୊Λର৅ͱ͠
͍ͯΔɻ͜ͷ໰୊ͷதʹ͸ɼ໰୊αΠζͷଟ߲ࣜ࣌ؒ಺ʹݫີͳ࠷దղΛಘΔ͜ͱ͕ඇৗ
ʹࠔ೉ͱ͞ΕΔNPࠔ೉໰୊ʦ6ʧͷଘࡏ͕஌ΒΕ͍ͯΔɻNPࠔ೉໰୊ͷதͰ΋ൺֱతྑߏ
଄ɾখن໛ͳ໰୊Ͱ͋Ε͹ɼ໰୊ߏ଄Λ͏·͘׆༻͠ղͷྻڍΛߦ͏ݫີղ๏ʹΑΓɼ࣮
༻తͳ࣌ؒ಺ͰݫີͳղΛٻΊΔ͜ͱ͕Ͱ͖Δɻ͔͠͠ɼ໰୊ߏ଄͕ෳࡶͰ͋ͬͨΓେن
໛ͳ໰୊ʹରͯ͠͸͜ΕΒͷख๏Ͱ͋ͬͯ΋࣮༻తͳ࣌ؒ಺ʹݫີͳղΛಘΔ͜ͱ͸ඇৗ
ʹࠔ೉Ͱ͋Δɻ࣮ࣾձͰ͸ඞͣ͠΋ݫີͳ࠷దղΛಘΔ͜ͱͰ͸ͳ͘ɼ࣮༻తͳ࣌ؒ಺Ͱ
ਫ਼౓ͷߴ͍࠷దղΛಘΔ͜ͱʹର͢Δཁٻ͕ߴ·͍ͬͯΔɻ͜ͷཁٻ΍ۙ೥ͷίϯϐϡʔ
λύϫʔͷஶ͍͠޲্ɾܭࢉྔͷඈ༂తͳ૿େΛഎܠʹɼ࠷దԽख๏ͱͯ͠ൃݟతۙࣅղ
๏ͷ࿮૊ΈͰ͋ΔϝλώϡʔϦεςΟΫε͕஫໨͞Ε͍ͯΔʦ6ɼ7ɼ8ʧɻ
ୈ 1ষ ং࿦ 2
͜Ε·ͰຊݚڀάϧʔϓͰ͸ɼ࠷ྑҠಈઓུͷLocal SearchʹΑΓಉҰͷہॴత࠷దղ
ʹ౸ୡ͢Δղू߹ͱͯ͠ఆٛ͞ΕΔʮҾ͖ࠐΈྖҬʯΛղۭؒʹಋೖ͠ɼղۭؒΛݸʑͷ
ղͷू߹ͱ͚ͯͩ͠Ͱͳ͘ɼҾ͖ࠐΈྖҬͷू߹ͱͯ͠ଊ͖͑ͯ ʦͨ9ɼ10ʧɻͦͯ͠ɼݸʑ
ͷղͷू߹ͱͯ͠ͷղۭؒΛʮղۭؒͷԼҐߏ଄ʯɼҾ͖ࠐΈྖҬͷू߹ͱͯ͠ͷղۭؒ
Λʮղۭؒͷ্Ґߏ଄ʯͱͯ͠ղऍ͢Δʮղۭؒͷ֊૚ߏ଄ʯʹجͮ͘৽ͨͳϝλώϡʔ
ϦεςΟΫεͰ͋Δʮղۭؒͷ֊૚ߏ଄ʹجͮ͘૊߹ͤ࠷దԽख๏ʢHierarchical Structure
Solution Space based on Combinatorial Optimization Method: HMʣʯΛߏஙɾఏҊ͠ɼͦͷ
༗༻ੑΛ֬ೝ͖ͯͨ͠ɻHM͸૊߹ͤ࠷దԽख๏ʹʮղۭؒʹ͓͚Δڑ཭ʯΛಋೖ͢Δ͜
ͱʹΑͬͯɼղಉ͕࢜ఆྔతʹҐஔ෇͚ΒΕɼͦΕΒͷղΛ୳ࡧ͢Δ୳ࡧ఺ಉ࢜ͷ཭ΕΔɾ
ۙͮ͘ͱ͍͏ૢ࡞͕ՄೳͱͳΓɼΑΓޮ཰తͳ୳ࡧΛ࣮ݱ͍ͯ͠Δɻ
ղۭؒʹ͓͚Δڑ཭ʹ͍ͭͯɼղۭ͕ؒ཭ࢄߏ଄Ͱ͋Δ૊߹ͤ࠷దԽ໰୊Ͱ͸༷ʑͳछ
ྨͷڑ཭͕ଘࡏ͠ɼ͜ͷڑ཭ͷछྨʹΑͬͯ໰୊ͷߏ଄͕ܾఆ෇͚ΒΕΔɻ͜ͷ͜ͱʹΑ
ΓɼఆࣜԽ͞ΕͨಉҰͷ໰୊Ͱ͋ͬͯ΋༷ʑͳ໰୊ߏ଄͕ଘࡏ͢Δɻ͕ͨͬͯ͠ɼ૊߹ͤ
࠷దԽʹ͓͍ͯɼ໰୊ʹ΋ख๏ʹ΋େ͖͘ӨڹΛٴ΅͢ղۭؒʹ͓͚Δڑ཭ͷߟྀ͸ॏཁ
Ͱ͋Γɼ͋ΒΏΔڑ཭ͰΑΓਫ਼౓ͷߴ͍࠷దղΛಘΔ͜ͱͷͰ͖Δॊೈͳख๏ͷ։ൃ͕ॏ
ཁͳ՝୊Ͱ͋Δɻ
͜ͷ՝୊ղܾʹ͸ɼ࠷దԽର৅ͷ໰୊ߏ଄΍୳ࡧঢ়ଶʹԠͯ͡ख๏ͷ༗͢Δύϥϝʔλ
ΛదԠతʹௐ੔͢ΔదԠԽʹؔ͢Δݚڀɼଟ༷ͳ৘ใΛऩू͠૬ޓ࡞༻Λ׆༻͢Δଟ఺Խ
ʹؔ͢ΔݚڀɼͳͲ͕ڍ͛ΒΕΔɻ͜Ε·ͰຊݚڀάϧʔϓͰ͸ɼHMͷଟ఺Խʹؔ͢Δ
ݚڀʦ11ɼ12ɼ13ʧΛߦ͖͍ͬͯͯΔ͕ɼHMͷదԠԽʹؔ͢Δݚڀ͸े෼ʹߦΘΕ͍ͯͳ
͍ɻͦ͜ͰɼຊݚڀͰ͸ಛʹదԠԽʹ͍ͭͯண໨͠ɼͦͷجૅతݕ౼ͱͯ͠HMͷҠಈઓ
ུΛ෼ੳ͠ɼख๏ͷ༏Εͨ୳ࡧੑೳΛ׆͔ͭͭ͠୳ࡧͷࣗ༝౓Λ֦ுͨ͠ΞϧΰϦζϜͷ
ߏஙΛߦ͏ɻ
దԠԽʹ͍ͭͯ͜Ε·ͰຊݚڀάϧʔϓͰ͸ɼύϥϝʔλௐ੔ଇͷ෇ՃʹΑΓϝλώϡʔ
ϦεςΟΫεͷॏཁͳ୳ࡧࢦ਑ͷ 1ͭͰ͋Δʮଟ༷ԽɾूதԽʯΛద੾ʹ࣮ݱ͢Δ͜ͱͰɼ
୳ࡧੑೳͷ޲্͕ՄೳͰ͋Δ͜ͱΛ֬ೝ͖ͯͨ͠ɻHM͸ଟ༷ԽͱूதԽɼͦΕͧΕͷํ
਑ʹಛԽͨ͠ૢ࡞Λઃ͚ɼަޓʹ੾Γସ͑Δ͜ͱͰ༏Εͨ୳ࡧͷ࣮ݱΛ໨ࢦ͍ͯ͠Δɻ͠
͕ͨͬͯɼͦΕͧΕͷૢ࡞ΛͲͷλΠϛϯάͰ੾Γସ͑Δ͔͕୳ࡧੑೳʹେ͖͘ӨڹΛ༩
͑Δɻ
HM͸୳ࡧ఺͕Ͳͷํ޲΁୳ࡧ͢Δ͔Λܾఆ͢ΔʮҠಈͷํ޲෇͚ʯͷઓུ͕޼Έʹߏ
ୈ 1ষ ং࿦ 3
ங͞Ε͍ͯΔɻҰํͰɼ୳ࡧ఺͕ͲΕ͚ͩҠಈ͢Δ͔Λܾఆ͠ɼHMʹ͓͍ͯଟ༷Խͱू
தԽͷ੾Γସ͑ͷλΠϛϯάʹӨڹΛ༩͑ΔʮҠಈൣғʯͷઓུ͕े෼ʹߟྀͰ͖͍ͯͳ
͍ɻHMͷ୳ࡧ఺ͷҠಈͷํ޲෇͚ʹՃ͑ɼҠಈൣғͷ֦େɾॖখʹΑͬͯଟ༷Խͱूத
Խͷ੾Γସ͑ͷλΠϛϯάͷૢ࡞ΛՄೳͱ͢Δɼ͢ͳΘͪ୳ࡧͷࣗ༝౓Λ֦ு͢Δ͜ͱͰ
୳ࡧੑೳͷ޲্͕ظ଴Ͱ͖ɼ͞Βʹ͸దԠԽ΁ͷൃల͕ظ଴Ͱ͖Δɻ
ͦ͜ͰɼຊݚڀͰ͸దԠతʹௐ੔ՄೳͳύϥϝʔλΛؚΉܗͰ୳ࡧ఺ͷҠಈൣғʹؔ͢
ΔઓུΛHMʹಋೖ͠ɼ୳ࡧͷࣗ༝౓Λ֦ுͨ͠ॊೈͳख๏ΛߏஙɾఏҊ͢Δɻ۩ମతʹ͸
HMͷղۭؒͷ্Ґߏ଄ͷҠಈʹ͓͍ͯʮ࠷௿Ҡಈڑ཭ʯΛಋೖ͢Δɻෳ਺ͷϕϯνϚʔ
Ϋ໰୊Λ༻͍ͨ਺஋࣮ݧΛߦ͍ɼͦͷ༗༻ੑͱൃలͷՄೳੑΛ֬ೝ͢Δɻ
1.2 ຊ࿦จͷߏ੒
ຊ࿦จ͸શ 7ষ͔Βߏ੒͞Ε͍ͯΔɻ֤লͷ֓ཁΛҎԼʹࣔ͢ɻ
ୈ 1ষͷʮং࿦ʯͰ͸ɼຊݚڀͷഎܠͱ໨తΛड़΂Δɻ
ୈ 2ষͷʮ૊߹ͤ࠷దԽʯͰ͸ɼ૊߹ͤ࠷దԽ໰୊ɼ૊߹ͤ࠷దԽख๏ͷ֓ཁ͓Αͼڑ
཭ʹ͍ͭͯड़΂Δɻ
ୈ 3ষͷʮϝλώϡʔϦεςΟΫε΁ͷண໨ʯͰ͸ɼϝλώϡʔϦεςΟΫεͷಛ௃ɼ୳
ࡧઓུɼ୳ࡧੑೳ޲্΁ͷΞϓϩʔνΛड़΂Δɻ
ୈ 4ষͷʮղۭؒͷ֊૚ߏ଄ʹجͮ͘૊߹ͤ࠷దԽख๏ͷղੳʯͰ͸ɼຊݚڀάϧʔϓ
͕ఏҊͨ͠ղۭؒͷ֊૚ߏ଄ʹجͮ͘૊߹ͤ࠷దԽख๏ʹ͍ͭͯɼৄࡉʹड़΂Δͱͱ΋ʹ
దԠԽͷ؍఺ʹج͖ͮ՝୊Λղੳ͢Δɻ
ୈ 5ষͷʮख๏ͷఏҊʯͰ͸ɼୈ 4ষͷղੳ͔ΒઓུΛߏங͠ɼ୳ࡧͷࣗ༝౓Λ֦ு͠
ͨΑΓॊೈͳख๏ΛఏҊ͢Δɻ
ୈ 6ষͷʮ਺஋࣮ݧʹΑΔݕূʯͰ͸ɼ਺஋࣮ݧʹΑΓ୳ࡧ఺ͷҠಈʹؔ͢Δݕূ͓Α
ͼ୳ࡧੑೳʹؔ͢ΔݕূΛߦ͏ɻ
ୈ 7ষͷʮ݁࿦ʯͰ͸ɼຊݚڀͷ·ͱΊͱࠓޙͷ՝୊Λड़΂Δɻ
·ͨɼ෇࿥ͱͯ͠ຊ࿦จͰ༻͍ͨڑ཭ɼຊ࿦จͰ༻͍ͨϕϯνϚʔΫ໰୊Λࣔ͢ɻ
2 ૊߹ͤ࠷దԽ
ຊষͰ͸ɼ૊߹ͤ࠷దԽ໰୊ɼ૊߹ͤ࠷దԽख๏ͷ֓ཁ͓Αͼڑ཭ʹ͍ͭͯड़΂Δɻ·
ͨɼͦΕΒʹ൐͏ॾఆٛΛ·ͱΊɼͦͷޙ૊߹ͤ࠷దԽ໰୊ɼख๏ͱڑ཭ͷؔ܎ʹ͍ͭͯ
ड़΂Δɻ
2.1 ૊߹ͤ࠷దԽ໰୊
࠷దԽ໰୊ʢ͜͜Ͱ͸࠷খԽ໰୊ʣ͸ҰൠʹҎԼͷΑ͏ʹఆࣜԽ͞ΕΔɻ
min f (x) (2.1)
subject to x ∈ F (2.2)
໨తؔ਺ f (x)͸࣮਺஋΋͘͠͸੔਺஋ΛऔΔؔ਺Ͱ͋ΓɼҎԼͷࣸ૾Ͱࣔ͞ΕΔɻ
f : F→ R (or Z) (2.3)
͜ͷ f (x)͕࠷খͱͳΔ࣮ߦՄೳղΛٻΊΔ͜ͱ͕࠷దղͷ໨తͰ͋Δɻ
͜͜ͰɼF͸࣮ߦՄೳྖҬͰ͋ΔɻF͸੍໿৚݅Λຬͨ͢ղͷू߹Ͱ͋Γɼx ∈ F͸࣮ߦ
Մೳղɼx  F͸࣮ߦෆՄೳղͱݺ͹ΕΔɻ࠷దԽ໰୊ͷதͰ΋ɼղ͕࣮਺஋ϕΫτϧͰ
͋Δ৔߹ɼ࿈ଓܕ࠷దԽ໰୊ͱݺ͹ΕɼҰํɼղ͕૊߹ͤతͳߏ଄ʢόΠφϦɾॱংʣͰ
͋Δ৔߹ɼ૊߹ͤ࠷దԽ໰୊ʢ཭ࢄܕ࠷దԽ໰୊ʣͱݺ͹ΕΔɻ
ୈ 2ষ ૊߹ͤ࠷దԽ 5
࿈ଓܕ࠷దԽ໰୊͸࣮਺஋ϕΫτϧΛղͱ͢Δ͜ͱ͔Βɼղ͸ແ਺ʹଘࡏ͢ΔɻͦΕʹ
ର͠ɼ૊߹ͤ࠷దԽ໰୊Ͱ͸ղ͕૊߹ͤͰ͋Γɼղͷݸ਺͸༗ݶͰ͋Δɻ
ҎԼʹ૊߹ͤ࠷దԽ໰୊ʹ͓͚ΔॾఆٛΛࣔ͢ɻ
ఆٛ 2.1ʢେҬత࠷దղʣ ղ͕ҎԼͷ৚݅Λຬͨ͢ͱ͖େҬత࠷దղ xͱݺͿɻ
∀y ∈ F, f (x) < f (y) (2.4)
ͳ͓ɼ f (x)ΛେҬత࠷ద஋ͱݺͿɻ
ఆٛ 2.2ʢہॴత࠷దղʣ ղ͕ҎԼͷ৚݅Λຬͨ͢ͱ͖ہॴత࠷దղ x∗ͱݺͿɻ
∀y ∈ N(x∗), f (x∗) < f (y) (2.5)
͜͜Ͱ N(x)ͱ͸࣍ʹఆٛ͞ΕΔղ xʹର͢Δۙ๣Λද͢ɻ
ఆٛ 2.3ʢۙ๣ʣ ࣮ߦՄೳྖҬ F಺ͷղʹର͢Δۙ๣͸ɼҎԼͷࣸ૾ͱͯ͠ఆٛ͞ΕΔɻ
N : F→ 2F (2.6)
ۙ๣ N͸࣮ߦՄೳྖҬ F಺ͷ͢΂ͯͷղ xʹରͯ͠ɼFͷ೚ҙͷ෦෼ू߹ΛׂΓ౰ͯΔ
͜ͱ͕Ͱ͖ΔɻҰൠతʹ͸ɼxʹରͯ͠ԿΒ͔ͷมܗΛՃ͑ͨղू߹ͱͯ͠໰୊͝ͱʹఆ
ٛ͞ΕΔ͜ͱ͕ଟ͍ɻ
2.2 ૊߹ͤ࠷దԽख๏
ղͷݸ਺͕༗ݶͰ͋Δ૊߹ͤ࠷దԽ໰୊ʹର͢Δղ๏ͱͯ͠ߟ͑ΒΕͨ૊߹ͤ࠷దԽख
๏ͱͯ͠ɼղΛ਺্͍͑͛ͯ͘ΞϓϩʔνͰ͋Δྻڍ๏͕஌ΒΕ͍ͯΔɻղͷݸ਺͕༗ݶ
ୈ 2ষ ૊߹ͤ࠷దԽ 6
Ͱ͋Δ͕Ώ͑ʹɼ͢΂ͯΛྻڍ͢Δ͜ͱͰݫີͳ࠷దղΛಘΔ͜ͱ͕ՄೳͰ͋Δͱ͍͑Δɻ
͔͠͠ɼ໰୊ͷن໛͕େ͖͘ͳΔʹ൐ͬͯղͷ਺͸ࢦ਺తʹ૿େͯ͠๲େͳ਺ͱͳΓɼ͢
΂ͯΛྻڍ͢Δͷ͸ݱ࣮ʹෆՄೳͰ͋ΔɻͦͷͨΊɼྻڍ͢ΔൣғΛߜΓࠐΈޮ཰తʹղ
ΛٻΊΔํ๏ͱͯ͠ಈతܭը๏ʦ14ʧ΍෼ࢠݶఆ๏ʦ15ʧ͕ ஌ΒΕ͍ͯΔɻ
͜ΕΒͷख๏Λ༻͍ͨͱͯ͠΋໰୊ͷن໛͕͞Βʹେ͖͘ͳΔʹ൐͍ɼ๲େͳܭࢉ࣌ؒ
Λཁ͢Δ͜ͱʹͳΔͨΊɼྻڍ๏ͱҟͳΔ૊߹ͤ࠷దԽख๏ͷ࿮૊Έͱͯ͠ൃݟతۙࣅղ
๏ͷ࿮૊ΈͰ͋ΔϝλώϡʔϦεςΟΫε͕஫໨ΛूΊ͍ͯΔɻϝλώϡʔϦεςΟΫε
͸ղͷ࠷దੑ͸อূ͞Εͳ͍͕ɼਫ਼౓ͷߴ͍ྑ޷ͳղΛ࣮࣌ؒͰಘΒΕΔ͜ͱ͕ܦݧతʹ
஌ΒΕ͍ͯΔɻ
ۙ೥ͷ࠷దԽ෼໺ΛऔΓר͘؀ڥͷมԽͱͯ͠ɼ࠷దԽର৅ͷେن໛ԽɾෳࡶԽɼܭࢉ
࣌ؒͷ੍໿ɼपลٕज़ͷൃలɼͳͲ͕ڍ͛ΒΕɼ͜ΕΒΛഎܠʹຊݚڀ΋ϝλώϡʔϦε
ςΟΫε΁ண໨͍ͯ͠Δɻ͜ͷ͜ͱ͸ 3ষʹͯΑΓৄࡉʹड़΂Δɻ
2.3 ૊߹ͤ࠷దԽʹ͓͚Δڑ཭
૊߹ͤͷղۭؒʹ͓͚Δڑ཭ͷఆٛΛड़΂ɼ૊߹ͤ࠷దԽʹ͓͍ͯɼ໰୊ʹ΋ख๏ʹ΋
େ͖͘ӨڹΛٴ΅͢ղۭؒʹ͓͚Δڑ཭ͷߟྀ͕ॏཁͰ͋Δ͜ͱΛड़΂Δɻ
2.3.1 ڑ཭ͷఆٛ
Ұൠʹɼ࣮ ਺஋ϕΫτϧΛղͱ͢Δ࿈ଓܕ࠷దԽ໰୊ʹ͓͚Δղಉ࢜ͷڑ཭͸ϢʔΫϦο
υڑ཭ʹΑΓܭଌ͞ΕΔ͜ͱ͕ଟ͍ɻ͜ͷཧ༝͸࿈ଓܕ࠷దԽ໰୊ʹ͓͚Δղۭ͕ؒɼn
࣍ݩ࣮਺ۭؒͱͯ͠౷Ұతʹදݱ͞ΕΔͨΊͰ͋Δɻ
Ұํɼ૊߹ͤ࠷దԽ໰୊ʹ͓͍ͯ͸౷Ұతͳදݱ͕ͳ͘ɼ໰୊͝ͱʹղͷදݱํ๏ʹద
͢Δڑ཭͕༻͍ΒΕ͍ͯΔɻ
͜͜Ͱڑ཭ͱ͸ɼҎԼͰఆٛ͞ΕΔʦ16ɼ17ʧɻ
ఆٛ 2.4ʢڑ཭ʣ ೚ҙͷ x, y, z ∈ Xʹରͯ͠ڑ཭ͷެཧΛຬͨࣸ͢૾Ͱఆٛ͞ΕΔɻ
d : X × X → R (2.7)
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ͳ͓ɼڑ཭ͷެཧͱ͸ҎԼͷؔ܎ੑͰࣔ͞ΕΔɻ
• ඇෛੑʢਖ਼ఆ஋ੑʣɿd(x, y) ≥ 0
• ඇୀԽੑɿd(x, y) = 0⇔ x = y
• ରশੑɿd(x, y) = d(y, x)
• ࡾ֯ෆ౳ࣜɿd(x, y) + d(y, z) ≥ d(x, z)
ҎԼͰ͸ຊ࿦จͰॏཁͱͳΔڑ཭ۭؒʹجͮ͘ఆٛΛࣔ͢ɻ
ఆٛ 2.5ʢดٿମʣ ڑ཭ۭؒ (X, d)ʹ͓͍ͯɼx ∈ XΛத৺ͱ͢Δ൒ܘ ε > 0ͷดٿମ
B[x : ε]͸ҎԼͷࣜͰఆٛ͞ΕΔɻ
B[x : ε] = {y ∈ X | d(x, y) ≤ ε} (2.8)
ఆٛ 2.6ʢ௚ܘʣ ڑ཭ۭؒ (X, d)ͷ෦෼ू߹ A  ∅ʹରͯ͠ɼAͷ௚ܘ diam(A)͸ҎԼͷ
ࣜͰఆٛ͞ΕΔɻ
diam(A) = sup {d(x, y) | x, y ∈ A} (2.9)
͞Βʹɼڑ཭Λ༻͍ͨղಉ࢜ͷۙ͞Λද͢ࢦඪͱͯ͠ྨࣅ౓Λఆٛ͢Δɻ
ఆٛ 2.7ʢྨࣅ౓ʣ ೚ҙͷ x, y, ∈ Xʹରͯ͠ྨࣅ౓ S (x, y)ΛҎԼͷࣜͰఆٛ͢Δɻ
S (x, y) =
dmax − d(x, y)
dmax
(2.10)
͜͜Ͱ dmax͸࠷େڑ཭Λද͢ɻ͜ΕʹΑΓڑ཭ͷछྨʹؔ܎ͳ͘ղͷۙ͞ʹؔͯ͠ඦ෼
཰ʹΑΔද͕ࣔՄೳͱͳΔɻ
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2.3.2 ૊߹ͤ࠷దԽ໰୊ͱڑ཭
લड़ͨ͠௨Γɼ࣮਺஋ϕΫτϧΛղͱ͢Δ࿈ଓܕ࠷దԽ໰୊ͷղۭؒͱൺ΂ɼ૊߹ͤ࠷
దԽ໰୊ͷղۭؒ͸௚؍తͳ೺Ѳ͕ࠔ೉Ͱ͋Δɻ೺Ѳ͕ࠔ೉Ͱ͋Δཧ༝ͱͯ͠ɼ૊߹ͤ࠷
దԽ໰୊ͷղۭؒʹ͓͚ΔҰൠతͳྨࣅੑͷई౓͕ͳ͘Ґஔؔ܎ΛఆྔతʹଌΔ͜ͱ͕Ͱ
͖ͳ͍͜ͱ͕ڍ͛ΒΕΔɻ
ڑ཭ͷ֓೦͸ެཧ͑͞ຬͨͤ͹ಋೖͰ͖Δॊೈͳ࿮૊ΈͰ͋Γɼ૊߹ͤ࠷దԽ໰୊ͷղ
ۭؒʹ͓͍ͯ΋ڑ཭͕ఆٛͰ͖Δɻڑ཭Λಋೖ͢Δ͜ͱͰɼ૊߹ͤ࠷దԽ໰୊ͷղۭؒʹ
͓͍ͯ΋ղಉ࢜ͷྨࣅੑΛఆྔతʹධՁՄೳͱͳΔɻ
͔͠͠ͳ͕Βڑ཭͸ॊೈͳ࿮૊ΈͰ͋Δ͕Ώ͑ʹͦͷछྨ͸ෳ਺ଘࡏ͠ɼ͜ ͷڑ཭ͷछྨ
ʹΑͬͯ໰୊ͷߏ଄͕ܾఆ෇͚ΒΕΔͨΊɼఆࣜԽ͞ΕͨಉҰͷ૊߹ͤ࠷దԽ໰୊Ͱ͋ͬ
ͯ΋༷ʑͳ໰୊ߏ଄͕ଘࡏ͢Δɻਤ 2.1ʹɼ໰୊ߏ଄ʢղ–ධՁ஋ۭؒʣͷΠϝʔδਤΛࣔ
͢ɻશͯͷղΛۙ๣ͱͨ͠৔߹ʹ͸୯ๆੑͱଊ͑Δ͜ͱ͕Ͱ͖ɼେҬత࠷దղͷ֫ಘ͕༰
қͰ͋Δɻ͔͠͠ɼۙ๣ͷղͷ਺͕๲େͱͳΓࠔ೉Ͱɼۙ๣Λখ͘͞ߟ͑ΔͱਤͷΑ͏ʹ
ෳ਺ͷہॴత࠷దղΛ࣋ͭଟๆੑͷ໰୊ߏ଄͕૝ఆ͞ΕΔɻ
໰୊ߏ଄Λڊࢹతʹଊ͑ΔͱɼධՁ஋͕༏Ε͍ͯΔղ͕ڑ཭తʹ཭Εͯଘࡏ͢ΔʮେҬ
తଟๆߏ଄ʯͱݺ͹ΕΔߏ଄ɼଟๆੑΛ༗͍ͯ͠Δ΋ͷͷେ͖ͳ୩͕ଘࡏ͢Δʮେ୩ߏ଄ʯ
ͱݺ͹ΕΔߏ଄͕૝ఆ͞Εɼ͜ΕΒʹ͓͍ͯ΋ਫ਼౓ͷྑ͍ղͷ֫ಘ͕ٻΊΒΕΔɻ
ڑ཭ͷछྨͱͯ͠ɼ
• όΠφϦදݱͷڑ཭ͱͯ͠஌ΒΕΔ Hammingڑ཭΍ॱংͷڑ཭ͱͯ͠஌ΒΕΔ
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Spearman’s Footruleڑ཭ɾCayleyڑ཭ɾUlamڑ཭ͳͲ
• ͋Δղ͔Βผͷղ΁ҠΔͷʹඞཁͱͳΔʮۙ๣ੜ੒ͱߋ৽ʯͷճ਺
͕ڍ͛ΒΕΔɻ
૊߹ͤ࠷దԽ໰୊ͱڑ཭ʹؔ͢Δઌߦݚڀͱͯ͠ɼҎԼͷྫ͕ڍ͛ΒΕΔɻ
Reeves͸୳ࡧ্ۭؒͷ໨తؔ਺஋ͷ෼෍ͷ༷ࢠʢϥϯυεέʔϓʣͷ֓೦ʹؔ࿈͢Δج
ຊతͳ਺ֶతཧ࿦ͱํ๏ʹ͍ͭͯ࿦͍ͯ͡Δɻϥϯυεέʔϓ͸ɼ୳ࡧۭؒ Xɼ໨తؔ਺
fɼ୳ࡧ্ۭؒʹఆٛ͞Εͨڑ཭ dΛ༻͍ͯΛ = (X, f , d)ͱද͞ΕΔʦ17ʧɻ
Boz˙ejkoΒ͸্هͷϥϯυεέʔϓʹ͓͚Δେ୩ߏ଄ʹண໨͠ɼڑ཭ͷҧ͍ʹΑΔ໰୊
ߏ଄ͷҧ͍Λݕূ͢ΔͨΊͷΞϧΰϦζϜΛఏҊ͍ͯ͠Δʦ18ʧɻ
2.3.3 ૊߹ͤ࠷దԽख๏ͱڑ཭
ڑ཭ͷఆٛʹΑͬͯɼ୳ࡧঢ়گͷ೺Ѳ΍୳ࡧͷૢ࡞Λ༰қʹ͠ɼΑΓߴ͍୳ࡧੑೳΛ༗͢
Δ૊߹ͤ࠷దԽख๏ͷߏங͕ՄೳͱͳΔɻ૊߹ͤ࠷దԽख๏ɼͱΓΘ͚ϝλώϡʔϦεςΟ
Ϋεͱڑ཭ʹؔ͢Δݚڀͱͯ͠ɼຊݚڀάϧʔϓ͕ߦ͖ͬͯͨҎԼͷݚڀ͕ڍ͛ΒΕΔɻ
จݙʦ19ʧͰ͸୳ࡧ఺ؒͷฏۉڑ཭ʹΑΓ୳ࡧঢ়ଶΛ؍ଌ͠ɼϑΟʔυόοΫ੍ͤͯ͞ޚ
͢Δଟ఺୳ࡧܕ૊߹ͤ࠷దԽख๏͕ఏҊ͞Ε͍ͯΔɻ͜ͷख๏Ͱ͸ڑ཭ͷ׆༻ͱڞʹଟ఺
Խͱ͍͏Ξϓϩʔν͕औΒΕ͓ͯΓɼଟ఺Խʹؔͯ͠͸ୈ 3ষʹͯड़΂Δɻ
·ͨɼจݙʦ20ʧͰ͸୳ࡧաఔͰಘͨڑ཭Λجʹ໰୊ߏ଄ͷෳࡶ͞Λఆྔతʹਪఆ͠ɼ୳
ࡧઓུͰ͋Δʮଟ༷ԽɾूதԽʯͷόϥϯεΛௐ੔͢Δଟ఺୳ࡧܕ૊߹ͤ࠷దԽख๏͕ఏ
Ҋ͞Ε͍ͯΔɻʮଟ༷ԽɾूதԽʯʹؔͯ͠͸ୈ 3ষʹͯड़΂Δɻ
࿈ଓܕ࠷దԽख๏Λߟ͑Δͱɼଟ༷ԽͱूதԽͷΦϖϨʔγϣϯΛҠಈͷํ޲෇͚ʹΑΓ
࣮ݱ͍ͯ͠Δ͜ͱ͕ଟ͍ɻ্ड़ͷ૊߹ͤ࠷దԽख๏ʹؔ͢Δݚڀʹ͓͍ͯ΋୳ࡧઓུʹڑ
཭Λ༻͍ͯҠಈͷํ޲෇͚ͷΦϖϨʔγϣϯΛಋೖ͢Δ͜ͱʹΑͬͯɼߴ ͍୳ࡧͷύϑΥʔ
ϚϯεΛߦ͍ͬͯΔ͜ͱ͕֬ೝͰ͖Δɻ
୳ࡧઓུʹڑ཭Λಋೖ͢Δ͜ͱͰɼಛఆͷղʹରͯۙͮ͘͠Α͏ʹҠಈΛํ޲෇͚ΔΦ
ϖϨʔγϣϯ΍ԕ͔͟ΔΑ͏ʹํ޲෇͚ΔΦϖϨʔγϣϯΛߦ͏ɻ۩ମతʹ͸ɼҠಈީิ
ͱͳΔղू߹ͷཁૉʹରͯ͠ɼۙ ͮ͘΂͖ର৅ղͱͷڑ཭Λࢉग़͠ɼର৅ղ΁ۙͮ͘ཁૉͷ
ΈධՁ͓ΑͼҠಈΛݶఆ͢Δɻ͜ΕʹΑΓɼಛఆͷղ΁ۙͮ͘Α͏ʹҠಈΛํ޲෇͚Δ͜
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ͱ͕Ͱ͖Δɻٯʹɼର৅ղ͔Βԕ͔͟ΔཁૉͷΈධՁ͓ΑͼҠಈΛݶఆ͢Δ͜ͱͰɼಛఆ
ͷղ͔Β཭ΕΔΑ͏ʹҠಈΛํ޲෇͚Δ͜ͱ͕Ͱ͖Δɻਤ 2.2ʹҠಈͷํ޲෇͚ͷΠϝʔ
δਤΛࣔ͢ɻ
ҠಈީิͱͳΔղू߹Λۙ๣ͱߟ͑Ε͹ɼ্ड़ͷݶఆૢ࡞ʹΑͬͯܭࢉෛՙͷେ͖͍ධ
Ձͷ෦෼ͷܭࢉྔΛ࡟ݮ͢Δ͜ͱ΋ՄೳͱͳΓɼޮ཰తͳ୳ࡧʹ΋ͭͳ͕Δɻ
Ҏ্ͷΑ͏ʹɼ૊߹ͤ࠷దԽʹ͓͍ͯɼ໰୊ʹ΋ख๏ʹ΋େ͖͘ӨڹΛٴ΅͢ղۭؒʹ
͓͚Δڑ཭ͷߟྀ͸ॏཁͰ͋Γɼ͋ΒΏΔڑ཭ͰΑΓਫ਼౓ͷߴ͍࠷దղΛಘΔ͜ͱͷͰ͖
Δॊೈͳख๏ͷ։ൃ͕ॏཁͳ՝୊Ͱ͋Δɻ
3 ϝλώϡʔϦεςΟΫε΁ͷண໨
ຊষͰ͸ɼϝλώϡʔϦεςΟΫεͷಛ௃ɼ୳ࡧઓུɼ୳ࡧੑೳ޲্΁ͷΞϓϩʔνΛ
ड़΂Δɻ
3.1 ϝλώϡʔϦεςΟΫεͱ͸
࠷దԽʹ͓͍ͯ͸ɼ਺ֶతʹ͸ূ໌Ͱ͖ͳ͍͕༗ޮੑ͕ܦݧతʹ໌Β͔ͱͳ͍ͬͯΔ஌
ࣝΛώϡʔϦεςΟΫεͱݺͼɼͦΕʹجͮ͘࠷దԽख๏ΛϝλώϡʔϦεςΟΫεʢൃ
ݟత࠷దԽख๏ʣͱݺͿɻ
ϝλώϡʔϦεςΟΫε͸ɼ
ʢ1ʣ ௚઀୳ࡧܕख๏Ͱ͋Δ
ʢ2ʣ ༷ʑͳࣗવݱ৅ɾ෺ཧݱ৅ͳͲͷΞφϩδʔʹج͖ͮߏங͞Ε͍ͯΔ΋ͷ͕ଟ͍
ͱ͍͏ಛ௃Λ༗͍ͯ͠Δɻ
ʢ1ʣʹ͍ͭͯɼ਺ࣜϞσϧͷଘࡏ΍਺ࣜϞσϧͷඍ෼Մೳੑɾ࿈ଓੑͳͲͷ৚݅Λඞཁ
ͤͣɼܾఆม਺৘ใͱධՁ஋৘ใͷΈΛ୳ࡧʹ༻͍ΔɻͦͷͨΊɼ࠷దԽΛߦ͏্ͰϞσ
Ϧϯά͕ඞͣ͠΋ඞཁͳ͘ɼγϛϡϨʔλ΍࣮ଌσʔλΛ༻͍ͨ୳ࡧ͕ՄೳͰ͋ΔɻҎԼɼ
ຊ࿦จͰ͸ f (x)΋ධՁ஋ͱݺͿɻ
ʢ2ʣʹ ͍ͭͯɼ୅දతͳϝλώϡʔϦεςΟΫεͱͯ͠ɼੜ෺ͷਐԽʹجͮ͘Ҩ఻తΞϧ
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ΰϦζϜʢGA: Genetic Algorithmʣʦ21ʧɼਓؒͷهԱೳྗʹجͮ͘λϒʔαʔνʢTS: Tabu
Searchʣʦ22ʧɼ܈ͷߦಈʹجཻͮ͘ࢠ܈࠷దԽ๏ʢPSO: Particle Swarm Optimizationʣʦ23ʧɼ
ۚଐͷমಷʹجͮٙ͘ࣅমಷ๏ʢSA: Simulated Annealingʣʦ24ʧΛ͸͡Ίͱ͢Δଟ༷͔ͭ
ଟ਺ͷख๏͕։ൃ͞Ε͍ͯΔɻ
ݱ࣮ͷ࠷దԽͰ͸ඞͣ͠΋ݫີͳ࠷దղΛٻΊΔͷͰ͸ͳ͘ɼ࣮༻తͳ࣌ؒ಺ʹਫ਼౓ͷ
ߴ͍ղΛٻΊΔ͜ͱʹର͢Δཁٻ͕ߴ·͍ͬͯΔɻͦͷཁٻΛड͚࣮ͯ༻తͳ࣌ؒ಺Ͱۙ
ࣅతͳղΛಘΔͨΊͷۙࣅղ๏͕։ൃ͞Ε͖͍ͯͯΔɻ͜ͷཁٻ΍ۙ೥ͷίϯϐϡʔλύ
ϫʔͷஶ͍͠޲্ʹΑΓ࣮༻తͳ࣌ؒ಺ʹॲཧͰ͖Δܭࢉྔ͕ඈ༂తʹେ͖͘ͳͬͨ͜ͱɼ
௚઀୳ࡧܕख๏ͱ͍͏൚༻ੑͷߴ͞ΛഎܠʹɼϝλώϡʔϦεςΟΫε͕஫໨͞Ε͍ͯΔ
ʦ6ɼ7ɼ8ʧɻ
3.2 ϝλώϡʔϦεςΟΫεͷ୳ࡧઓུ
ର৅ͱ͢Δ໰୊ʹ͓͚Δʮղۭؒͷಛੑʯ΍ϝλώϡʔϦεςΟΫεͷΞϧΰϦζϜղ
ੳʹΑΓಘΒΕͨʮ࠷దԽͱͯ͠ຊ࣭తʹॏཁ͔ͭ༏Εͨઓུʯʹண໨͢Δɻ޻ֶʹ͓͚
Δଟ͘ͷ࠷దԽ໰୊͕༗͢Δղߏ଄ͷੑ࣭ͷҰͭͰ͋Δʮۙ઀࠷దੑݪཧʯɼଟ͘ͷϝλ
ώϡʔϦεςΟΫε͕༻͍͍ͯΔجຊతͳ୹आઓུͰ͋Δʮଟ༷ԽɾूதԽʯʹ͍ͭͯड़
΂Δɻ
༏Εͨ୳ࡧੑೳΛ࣋ͭख๏ͷதʹ͸ɼΞφϩδʔʹґΒͳ͍͜ͷΑ͏ͳڞ௨ͨ͠୳ࡧઓ
ུ͕ଘࡏ͢Δɻ·ͨɼϝλώϡʔϦεςΟΫεΛ༻͍ͨ࠷దԽʹ͓͍ͯ͸ɼղۭؒͷߏ଄
Λ޼Έʹ׆༻ͨ͠୳ࡧઓུʹΑΓ༏Εͨղͷ୳ࡧ͕ظ଴Ͱ͖Δɻ
3.2.1 ۙ઀࠷దੑݪཧ
ۙ઀࠷దੑݪཧʢProximate Optimality Principle: POPʣʦ6ɼ7ɼ22ʧͱ͸ʮྑ͍ղಉ࢜͸
ԿΒ͔ͷྨࣅߏ଄Λ࣋ͭʯͱ͍͏ܦݧଇʹجͮ͘ݪཧͰ͋Γɼ޻ֶʹ͓͚Δଟ͘ͷ࠷దԽ
໰୊ʹ͓͍ͯ੒ཱ͢Δ͜ͱ͕஌ΒΕ͍ͯΔɻ
͢ͳΘͪɼଟ͘ͷ໰୊ʹ͓͍ͯԿΒ͔ͷղͷภΓ͕ੜ͍ͯ͡ΔՄೳੑ͕ߴ͘ɼྑ͍ղͷ
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৘ใΛੵۃతʹ୳ࡧʹ׆༻͢Δ͜ͱͰΑΓྑ͍ղͷ֫ಘ͕ظ଴Ͱ͖Δɻ࣮ࡍɼطଘͷϝλ
ώϡʔϦεςΟΫεͷଟ͘͸ྑ͍ղͷ৘ใΛ׆༻͢Δ୳ࡧઓུΛ༗͓ͯ͠Γɼͦͷߴ͍୳
ࡧੑೳ͕֬ೝ͞Ε͍ͯΔɻ
3.2.2 ଟ༷ԽɾूதԽ
ଟ༷ԽͱूதԽʦ6ɼ7ɼ22ɼ25ʧ͸ଟ͘ͷϝλώϡʔϦεςΟΫε͕༻͍͍ͯΔجຊతͳ
୳ࡧઓུͰ͋Δɻଟ༷ԽͱूதԽ͸ͦΕͧΕͷख๏ͷ୳ࡧͷ;Δ·͍͔Βݸผʹղऍ͕Մ
ೳͰ͋Δ͕ɼҰൠʹҎԼͷํ਑ͱղऍͰ͖Δɻ
ଟ༷Խ (diversiﬁcation)
୳ࡧൣғ΍Ҡಈ৘ใ͕ภΔ͜ͱΛ๷͗ɼ޿͍ൣғʹ୳ࡧΛ޲͚Δํ਑Ͱ͋Δɻ௕ظ
తͳղͷվળΛ໨తͱ͠ɼղΛվળ͍ͯͨ͘͠Ίͷجຊతͳ౔୆Λங͘ɻ͜Ε͸ଟ
༷ԽͷϝΧχζϜʹΑΓɼେن໛ͳҠಈ΍ଟ༷ͳ৘ใͷ֫ಘ͕Ͱ͖Ε͹ɼूதԽͷ
ϝΧχζϜʹΑͬͯಘΒΕΔղͷԼݶ͕มԽ͢ΔͨΊͰ͋Δɻ͔͠͠ɼଟ༷ԽͷΈ
Ͱ͸ྑ޷ͳྖҬ΁ͷҠಈ౳ʹ੒ޭͨ͠ͱͯ͠΋ɼͦͷྖҬͷԼݶΛٻΊΔೳྗ͕ܽ
͚ΔͨΊे෼ͳਖ਼֬͞Λ༗͢ΔղΛಘΔ͜ͱ͕Ͱ͖ͳ͍ɻ
ूதԽ (Intensiﬁcation)
ݱ࣌఺ͰಘΒΕ͍ͯΔྑ͍ղͷ৘ใΛ΋ͱʹɼ͞Βʹྑ͍ղ͕͋Δͱ༧૝͞ΕΔൣ
ғͷ୳ࡧΛڧΊΔํ਑Ͱ͋Δɻओͱͯ͠ڱ͍ൣғʹ୳ࡧΛߜΓࠐΈɼ୹ظతͳղͷ
վળΛ໨తͱ͢Δɻۙ઀࠷దੑݪཧΑΓɼྑ͍ղ෇ۙͷྖҬ͸͞Βʹྑ͍ղ͕ଘࡏ
͢ΔՄೳੑ͕ߴ͍༗๬ͳྖҬͰ͋ΔͨΊɼݶΒΕͨ࣌ؒ಺Ͱ͸༏ઌతʹ୳ࡧ͢Δ͜
ͱ͕๬·͍͠ɻ୳ࡧΞϧΰϦζϜʹ͓͚ΔूதԽͷϝΧχζϜ͸ɼ࠷ऴతʹಘΒΕ
Δղͷਖ਼֬͞ʹد༩͢Δɻ͔͠͠ɼूதԽͷΈͰ͸ݶΒΕͨʢ୹ظతɾہॴతʣ৘
ใͷΈ͔Βੜ੒͞ΕΔൣғ಺ͷԼݶΛಘΒΕΔʹա͗ͳ͍ɻ
͢ͳΘͪɼଟ༷ԽͱूதԽ͸૬ޓʹิ͏ؔ܎ʹ͋Δͱߟ͑ΒΕɼ༏Εͨ୳ࡧΛ࣮ݱ͢Δ
ͨΊʹ͸ɼଟ༷ԽͱूதԽͷద੾ͳόϥϯε͕ॏཁͰ͋Δɻ
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3.2.3 ۙ๣ߏ଄ͱLocal Search
ୈ 2ষͰड़΂ͨ௨Γɼۙ๣ N͸࣮ߦՄೳྖҬ F಺ͷ͢΂ͯͷղ xʹରͯ͠ɼFͷ೚ҙͷ
෦෼ू߹ΛׂΓ౰ͯΔ͜ͱ͕Ͱ͖Δɻ
Ծʹ͢΂ͯͷղΛۙ๣ͱׂͯ͠Γ౰ͯΕ͹େҬత࠷దղ͕ݟ͔ͭΔ͕ɼ໰୊ͷن໛ʹͭ
Ε๲େͳ͕͔͔࣌ؒΔɻ͕ͨͬͯ͠ɼݶΒΕͨղΛۙ๣ͱׂͯ͠Γ౰্ͯͨͰɼͲͷΑ͏
ʹ୳ࡧ͢Δ͔͕ॏཁͰ͋Δɻ
ۙ๣ߏ଄Λར༻ͨ͠ϝλώϡʔϦεςΟΫεͷ୳ࡧઓུʹ͓͚Δجຊతͳ࿮૊Έ͕Local
Searchʢہॴ୳ࡧ๏ʣʦ6ɼ7ɼ26ʧͰ͋Δɻଟ͘ͷϝλώϡʔϦεςΟΫεʢޙʹ঺հ͢Δ
Tabu Search΍Simulated AnnealingͳͲʣ͕Local SearchΛجʹߏங͞Ε͍ͯΔ͕ɼLocal
Searchࣗମ͸୯७ͳۙࣅղ๏ͷҰख๏ͱͯ͠Ґஔ͚ͮΒΕΔ͜ͱ͕ଟ͍ɻ
Local Search͸ɼ༩͑ΒΕͨॳظղ x͔Β୳ࡧΛ։࢝͠ɼݱࡏͷղͷۙ๣ N(x)಺ͷΑΓ
ྑ͍ղʹݱࡏͷղΛߋ৽͍ͯ͘͠ΞϧΰϦζϜͰ͋Δɻ·ͨɼલड़ͷઆ໌ΑΓ͞ΒʹҰൠ
Խͨ͠࿮૊ΈΛ޿ٛͷLocal Searchͱଊ͑Δ͜ͱ΋͋Δ͕ɼ͜͜Ͱ͸લड़ͨ͠ΞϧΰϦζ
ϜΛ Local Searchͱͯ͠ѻ͏ɻ
ଟ͘ͷ৔߹ɼN(x)಺ʹ͸ݱࡏͷղΑΓ΋ྑ͍ղʢվળղʣ͕ෳ਺ؚ·Ε͍ͯΔɻͦͷͨ
Ίɼվળղͷத͔ΒͲͷղΛ࣍ͳΔղͱͯ͠બ୒͢Δ͔ʹ͍ͭͯ͸༷ʑͳઓུ͕͋Δɻ͜
ͷબ୒ͷϧʔϧ͸Ҡಈઓུͱݺ͹Εɼ୅දతͳ΋ͷͱͯ͠͸ҎԼͷ͕̎ͭ͋Δɻ
ଈ࣌Ҡಈઓུ (First-improvement)
N(x)಺ͷղΛϥϯμϜͳॱংͰධՁ͠ɼ࠷ॳʹൃݟͨ͠վળղʹҠಈ͢Δઓུ
࠷ྑҠಈઓུ (Best-improvement)
N(x)಺ͷղΛશͯධՁ͠ɼ࠷΋ྑ͍ධՁ஋ f (x)Λ࣋ͭղʹҠಈ͢Δઓུ
ຊݚڀʹ͓͍ͯ͸࠷ྑҠಈઓུΛऔΓѻ͏ͨΊɼ࠷ྑҠಈઓུͷLocal SearchͷΞϧΰ
ϦζϜΛAlgorithm 3.1ʹࣔ͢ɻ
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Algorithm 3.1 Local SearchʢLSʣ
1: procedure LS
Step 1: ॳظԽ
2: ॳظղ xͷੜ੒
Step 2: ۙ๣ੜ੒ͱߋ৽
3: while f (x) > min{ f (y) | y ∈ N(x)} do
4: x := arg min{ f (y) | y ∈ N(x)}
Step 3: ऴྃ
5: return x
6: end procedure
3.3 ۙ๣୳ࡧʹجͮ͘ख๏
୯Ұ໨తͷ૊߹ͤ࠷దԽ໰୊ͷͨΊͷ࠷దԽख๏ͰɼʮΞϧΰϦζϜ͕୯఺୳ࡧܕ͔ͭۙ
๣୳ࡧʹجܾͮ͘ఆ࿦త࠷దԽख๏ʯͰ͋Γɼಉ࣌ʹʮΞϧΰϦζϜͷύϥϝʔλ͕ݻఆ
ܕͷ࠷దԽख๏ʯͱͯ͠ಛ௃͚ͮΒΕΔख๏Ͱ͋ΔTabu Searchɼղۭؒͷ֊૚ߏ଄ʹجͮ
͘૊߹ͤ࠷దԽख๏Λࣔ͢ɻ
3.3.1 Tabu Search
Tabu Searchʦ22ʧ͸ਓؒͷهԱೳྗ͔Βண૝ΛಘͨϝλώϡʔϦεςΟΫεͰ͋ΓɼLocal
Searchʹجͮ͘୯఺୳ࡧܕͷΞϧΰϦζϜͰ͋ΔɻTabu Search͸ɼݱࡏͷղ xͷۙ๣N(x)
಺ʹ͋Δ࠷ྑͷղΛ࣍ͷղͱͯ͠ߋ৽͢Δɻͨͩ͠Local Searchͱ͸ҟͳΓɼݱࡏͷղ͔
ΒධՁ஋͕վѱ͢Δղʢվѱղʣ΁ͷҠಈ͕ڐ༰͞ΕΔͨΊɼݱࡏͷղ͕ہॴత࠷దղͰ
͋ͬͯ΋୳ࡧΛܧଓ͢Δ͜ͱ͕Ͱ͖Δɻ
ҰํͰݱࡏͷղ͕ہॴత࠷దղ x∗ͷ৔߹ɼۙ๣ N(x∗)಺ͷ࠷ྑղ xˆʹղΛߋ৽ͨ͠ޙʹ
ۙ๣ N(xˆ)಺ͷ࠷ྑղ΁ͱղΛߋ৽͢Δͱɼ࠶ͼہॴత࠷దղ x∗ʹ໭Δ͜ͱͱͳΔɻͦ͜
ͰɼTabu SearchͰ͸λϒʔϦετͱݺ͹ΕΔू߹TΛઃ͚ɼաڈʹߦͬͨҠಈʹ൓͢Δૢ
࡞΍աڈʹ୳ࡧͨ͠ղΛهԱ͢Δɻͦͯ͠ɼλϒʔϦετʹهԱ͞Εͨૢ࡞ʹΑΓੜ੒͞
ΕΔۙ๣ղ΁ͷҠಈ΍λϒʔϦετʹهԱ͞Εͨղ΁ͷҠಈΛېࢭ͢Δ͜ͱʹΑΓɼ୳ࡧ
͕ޙ໭Γ͢Δ͜ͱΛ๷͍Ͱ͍Δɻ
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Algorithm 3.2 Tabu SearchʢTSʣ
1: procedure Tabu Search(LT ,Tmax)
Step 1: ॳظԽ
2: ൓෮ճ਺ t = 0ɼλϒʔϦετ T = ∅ͱ͢Δ
Step 2: ऴྃ൑ఆ
3: if t = Tmax then
4: return୳ࡧʹ͓͚Δ࠷ྑղ
Step 3: ۙ๣ੜ੒
5: λϒʔϦετ Tʹै͍ۙ๣ N(xt)Λੜ੒
Step 4: ߋ৽
6: xt+1 := arg min{ f (y) | y ∈ N(xt)}
7: λϒʔϦετ TΛߋ৽͢Δ
8: if | T |> LT then
9: ࠷΋ݹ͍λϒʔͷ࡟আ
10: t := t + 1ͱͯ͠ Step 2΁໭Δ
11: end procedure
λϒʔϦετʹ͸ɼ্ड़ͨ͠Α͏ʹաڈʹ୳ࡧͨ͠ղɼ΋͘͠͸աڈʹߦͬͨҠಈʹ൓
͢Δૢ࡞͕هԱ͞ΕΔɻաڈʹߦͬͨҠಈʹ൓͢Δૢ࡞ΛهԱɾېࢭ͢Δํ๏͸༷ʑଘࡏ
͢Δ͕ɼ༗໊ͳ΋ͷͱͯ͠͸
• Ҡಈͷࡍʹมߋͨ͠ղͷม਺ΛهԱ͠ɼͦͷม਺Λมߋ͢Δ͜ͱΛېࢭ͢Δ
• Ҡಈͷࡍʹมߋͨ͠ղͷม਺ͱͦͷ஋ΛهԱ͠ɼͦͷม਺Λมߋલͷ஋ʹ໭͢͜ͱ
Λېࢭ͢Δ
ͳͲ͕ڍ͛ΒΕΔɻ
·ͨɼ୳ࡧʹ͓͚Δ͢΂ͯͷҠಈΛهԱ͠ɼͦͷهԱʹج͖ͮҠಈΛېࢭ͠ଓ͚ͨ৔߹ɼ
͍ͣΕҠಈՄೳͳۙ๣ղ͕ͳ͘ͳͬͯ͠·͏ɻͦͷͨΊɼهԱ͢Δλϒʔͷݸ਺Λ੍ݶ͢
Δύϥϝʔλͱͯ͠λϒʔϦετϨϯάεʢLTʣΛ༗͓ͯ͠ΓɼهԱ͢Δλϒʔͷݸ਺͕
LTΛ௒͑ͨ৔߹ɼ࠷΋ݹ͍هԱ͕λϒʔϦετ͔Βফڈ͞ΕΔɻ
աڈʹߦͬͨҠಈʹ൓͢Δૢ࡞ΛهԱɾېࢭ͢ΔTabu SearchΛAlgorithm 3.2ʹࣔ͢ɻ
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3.3.2 ղۭؒͷ֊૚ߏ଄ʹجͮ͘૊߹ͤ࠷దԽख๏
ຊݚڀάϧʔϓ͕ఏҊͨ͠৽ͨͳ૊߹ͤ࠷దԽख๏Ͱ͋ΓɼTabu Searchͱಉ౳Ҏ্ͷ୳
ࡧੑೳ͕֬ೝ͞Ε͍ͯΔʦ10ʧɻ·ͨɼຊݚڀʹ͓͍ͯج൫ͱͳΔ૊߹ͤ࠷దԽख๏Ͱ͋Δɻ
ղۭؒͷ৽ͨͳղऍͱͯ͠ʮҾ͖ࠐΈྖҬʯΛಋೖ͠ɼղۭؒͷ֊૚ߏ଄ʹجͮ͘૊߹
ͤ࠷దԽख๏͸ɼूதԽΛҾ͖ࠐΈྖҬ಺ͷ୳ࡧઓུɼଟ༷ԽΛҾ͖ࠐΈྖҬؒͷ୳ࡧʹ
ׂΓ౰ͯΔ͜ͱͰ྆ํͷઓུͷ໾ׂΛ໌֬Խ͍ͯ͠Δɻ
۩ମతʹ͸Ҿ͖ࠐΈྖҬ಺ͷ୳ࡧͱͯ͠࠷ྑҠಈઓུͷLocal SearchΛ༻͍Δ͜ͱͰҾ
͖ࠐΈྖҬ಺ͷ࠷ྑղʢہॴత࠷దղ x∗ʣΛൃݟ͠ɼҾ͖ࠐΈྖҬؒͷ୳ࡧͰ͸ڑ཭ʹج
ͮ͘ҠಈΛߦ͏͜ͱͰະ୳ࡧͷҾ͖ࠐΈྖҬ΁ͷ୳ࡧΛߦ͍ͬͯΔɻ
࣍ষʹͯɼΑΓৄࡉʹड़΂Δͱڞʹղੳ͢Δɻ
3.4 ୳ࡧੑೳ޲্΁ͷΞϓϩʔν
ΑΓਫ਼౓ͷߴ͍࠷దղΛಘΔ͜ͱͷͰ͖Δॊೈͳख๏ͷ։ൃʹର͠ɼ࠷దԽର৅ͷ໰୊
ߏ଄΍୳ࡧঢ়ଶʹԠͯ͡ख๏ͷ༗͢ΔύϥϝʔλΛదԠతʹௐ੔͢ΔదԠԽʹؔ͢Δݚڀɼ
ଟ༷ͳ৘ใΛऩू͠૬ޓ࡞༻Λ׆༻͢Δଟ఺Խʹؔ͢ΔݚڀɼͳͲ͕ڍ͛ΒΕΔɻ
ҎԼʹͦΕͧΕͷݚڀΞϓϩʔνͷུ֓ͱઌߦݚڀྫΛࣔ͢ɻ
3.4.1 దԠԽ
ϝλώϡʔϦεςΟΫε͸୳ࡧաఔͰଟ༷ԽɾूதԽΛద੾ʹ࣮ݱ͢Δ͜ͱͰ୳ࡧൣғ
ͷ֦େɾॖখΛ࣮ݱ͠ɼ؀ڥ΍ঢ়گʹదԠ͢Δ͜ͱͰɼ͞Βʹ༏Εͨ୳ࡧੑೳΛൃش͢Δɻ
͜Ε͸ɼ؀ڥ΍ঢ়گʹదԠͨ͠ଟ༷ԽɾूதԽͷௐ੔ೳྗʢదԠೳྗʣ͕ɼ୳ࡧੑೳ΁د
༩͍ͯ͠Δ͜ͱΛ͍ࣔͯ͠Δɻ
ύϥϝʔλௐ੔ଇͷ෇ՃͳͲͷదԠԽͷΞϓϩʔν͸ɼ༷ʑͳϝλώϡʔϦεςΟΫε
ʹର͢Δద༻΍దԠೳྗͷ޲্ΛՄೳͱ͢Δɻ
ઌʹࣔͨ͠૊߹ͤ࠷దԽख๏ʹ͓͚Δ୅දతͳख๏Ͱ͋ΔTabu SearchΛదԠԽͨ͠ख๏
ͱͯ͠ɼReactive Tabu Searchʦ27ɼ28ʧ͕ ڍ͛ΒΕΔɻReactive Tabu Search͸Tabu Search
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ͷ୳ࡧΛجʹɼ͞Βʹ୳ࡧྖҬΛ޿͛ޮ཰తͳ୳ࡧΛߦ͏ͨΊʹվྑ͞Εͨख๏Ͱ͋Δɻ
Tabu SearchͰ͸ɼλϒʔϦετϨϯάεʢLTʣͷ௕͕͞୳ࡧޮ཰ʹӨڹΛ༩͑Δ͜ͱ͕஌
ΒΕ͓ͯΓɼର৅໰୊ʹదͨ͠௕͞Λख๏࢖༻ऀ͕ܾఆ͢Δඞཁ͕͋ΔɻҰํͰɼReactive
Tabu Search͸୳ࡧ͕ϧʔϓͨ͠৔߹ʹ LTΛ௕͘͢ΔɼLTͷमਖ਼͕Ұఆظؒมߋ͞Εͳ͍
৔߹ʹ୹͘͢ΔͳͲͷنఆʹΑͬͯదԠతʹௐ੔͢Δɻ͜ͷ͜ͱʹΑΓɼ୳ࡧൣғͷ֦େɾ
ॖখΛ࣮ݱ͍ͯ͠Δɻ
·ͨɼຊݚڀάϧʔϓͰ͸Particle Swarm OptimizationɼCuckoo SearchͳͲͷख๏ʹͭ
͍ͯಛ௃ɾύϥϝʔλʹ͍ͭͯղੳͯ͠దԠԽΛ࣮ݱ͠ɼߴ͍୳ࡧੑೳΛ֬ೝ͍ͯ͠Δɻ
จݙʦ29ʧͰ͸ Particle Swarm OptimizationͷదԠԽʹ͍ͭͯݚڀ͠ɼActivity Feedback
Particle Swarm OptimizationΛఏҊ͍ͯ͠ΔɻActivity Feedback Particle Swarm Optimiza-
tionͰ͸ Particle Swarm Optimizationͷ୳ࡧաఔʹ͓͚Δଟ༷ԽɾूதԽΛఆྔతʹධՁ
Ͱ͖Δ׆ੑ౓Λ؍ଌ͠ɼ୳ࡧͷ҆ఆɾෆ҆ఆྖҬΛ·͙ͨΑ͏ʹ׳ੑύϥϝʔλΛϑΟʔυ
όοΫ੍ޚ͢Δ͜ͱͰɼ୳ࡧ఺ͷ଎౓Λ੍ޚ͢Δɻ͜ͷ͜ͱʹΑΓ୳ࡧং൫Ͱଟ༷Խʢେ
Ҭతͳ୳ࡧʣɼ୳ࡧऴ൫ͰूதԽʢہॴతͳ୳ࡧʣΛ໨ࢦ͍ͯ͠Δɻ
จݙʦ30ʧͰ͸Cuckoo SearchͷదԠԽʹ͍ͭͯݚڀ͠ɼ୳ࡧঢ়ଶͷධՁͱ੍ޚʹجͮ͘
దԠܕCuckoo SearchΛఏҊ͍ͯ͠ΔɻCuckoo Searchͷ୳ࡧաఔʹ͓͍ͯɼ෼෍ௐ੔ύ
ϥϝʔλͷେখʹΑͬͯଟ༷ԽɾूதԽʢ୳ࡧൣғʣͷঢ়ଶ͕มԽ͢Δ͜ͱΛ໌Β͔ʹ͠ɼ
ଟ༷ԽɾूதԽͷ࣮ݱঢ়ଶΛධՁ͠ͳ͕Βɼࣄલʹઃఆͨ͠໨ඪ஋ʹධՁࢦඪ͕௥ै͢Δ
Α͏ʹύϥϝʔλΛௐ੔͢Δ͜ͱ੍ޚ͍ͯ͠Δɻ͜ͷ͜ͱʹΑΓ୳ࡧং൫Ͱଟ༷ԽʢେҬ
తͳ୳ࡧʣɼ୳ࡧऴ൫ͰूதԽʢہॴతͳ୳ࡧʣΛ໨ࢦ͍ͯ͠Δɻ
3.4.2 ଟ఺Խ
ϝλώϡʔϦεςΟΫε͸ɼͦͷख๏͕୳ࡧʹ༻͍Δ୳ࡧ఺ͷ਺͔Β Tabu Search΍
Simulated AnnealingͳͲͷ୯఺୳ࡧʢ1ͭͷ୳ࡧ఺Ͱߏ੒͞ΕΔΞϧΰϦζϜʣͱGenetic
Algorithm΍ Particle Swarm OptimizationͳͲͷଟ఺୳ࡧʢෳ਺ͷ୳ࡧ఺Ͱߏ੒͞ΕΔΞ
ϧΰϦζϜʣʹ෼ྨͰ͖Δɻ
ଟ఺୳ࡧ͸ෳ਺ͷ୳ࡧ఺ʹΑΓಉ࣌ฒྻతʹղۭؒΛ୳ࡧ͢Δ͜ͱ͕Ͱ͖Δͱಉ࣌ʹɼͦ
ͷղ৘ใΛ༻͍ͯ୳ࡧ఺ؒʹ૬ޓʹӨڹΛ༩͑Δ͜ͱʹΑΓෳࡶͳ୳ࡧΛ࣮ݱՄೳͱ͢Δɻ
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ຊݚڀάϧʔϓͰ͸จݙʦ19ʧͰ͸Tabu Searchɼจݙʦ11ɼ12ɼ13ʧͰ͸ղۭؒͷ֊૚ߏ଄
ʹجͮ͘૊߹ͤ࠷దԽख๏ʹ૬ޓ࡞༻Λ࣋ͨͤͨଟ఺ԽΛ࣮ݱ͠ɼߴ͍୳ࡧੑೳΛ֬ೝ͠
͍ͯΔɻ૬ޓ࡞༻ʹ͓͍ͯ͸ಛʹۙ઀࠷దੑݪཧͷ؍఺͔Βɼʮྑ͍ղʯͱͯ͠୳ࡧաఔʹ
͓͚ΔධՁ஋ͷ༏ΕͨղΛ୳ࡧ఺ಉ͕࢜ڞ༗͠ɼ༏Εͨ୳ࡧΛ໨ࢦ͍ͯ͠Δɻ
4 ղۭؒͷ֊૚ߏ଄ʹجͮ͘૊߹ͤ࠷దԽख๏ͷղੳ
ຊষͰ͸ɼຊݚڀάϧʔϓ͕ఏҊͨ͠ղۭؒͷ֊૚ߏ଄ʹجͮ͘૊߹ͤ࠷దԽख๏ʹͭ
͍ͯɼৄࡉʹड़΂Δͱͱ΋ʹదԠԽͷ؍఺ʹج͖ͮ՝୊Λղੳ͢Δɻ
4.1 ղۭؒͷ৽ͨͳղऍ
ຊݚڀάϧʔϓͰ͸ʮ୳ࡧೳྗͷ࣋ଓੑʯʹண໨͠ɼ௕ظతͳ୳ࡧΛࢹ໺ʹೖΕͨҠಈ
ઓུͷߏஙΛ໨తͱͯ͠ɼ૊߹ͤ࠷దԽ໰୊ͷղۭؒʹର͢Δ৽ͨͳղऍΛఏҊ͖ͯͯ͠
͍Δʦ9ɼ10ɼ11ɼ12ɼ13ʧɻ૊߹ͤ࠷దԽ໰୊ͷղͷ૯਺͸ͦͷ໰୊ن໛ʹରͯ͠ࢦ਺ؔ਺
తʹ૿େ͢ΔͨΊɼେن໛ͷ໰୊Λղͨ͘Ίʹ͸๲େͳղͷத͔Β༏ΕͨղΛ୳͢ඞཁ͕
͋Δɻ࠷దԽख๏͕ର৅ͷ໰୊ʹରͯ͠࢖༻ऀͷرٻਫ४Λຬͨ͢ղΛٻΊΔͨΊʹඞཁ
ͱ͢Δ୳ࡧ࣌ؒ͸ɼ໰୊ͷن໛΋͘͠͸ෳࡶ͞ʹԠͯ͡௕͘ͳΔ͜ͱ͕ਪଌ͞ΕΔɻ1ষ
Ͱड़΂ͨΑ͏ʹɼݱ࣮ͷγεςϜ͕େن໛ԽɾෳࡶԽ͍ͯ͠Δ͜ͱΛ౿·͑Ε͹ɼڧྗͳ
ʮ୳ࡧೳྗͷ࣋ଓੑʯΛ༗͢Δ࠷దԽख๏Λߏங͢Δ͜ͱ͕ॏཁͰ͋Δͱߟ͑Δɻ
ຊݚڀͰ͸࠷ྑҠಈઓུͷLocal SearchʹΑͬͯಉҰͷہॴత࠷దղʹ౸ୡ͢Δղͷू
߹Ͱ͋ΔʮҾ͖ࠐΈྖҬʯͷ֓೦Λ૊߹ͤ࠷దԽ໰୊ͷղۭؒʹಋೖ͢Δɻ͢ͳΘͪɼղ
x, y ∈ Fʹ࠷ྑҠಈઓུͷ Local SearchΛద༻ͨ͠ͱ͖ಉҰͷہॴత࠷దղʹ౸ୡ͢ΔҾ
͖ࠐΈྖҬ͸ҎԼͷಉ஋཯ʦ16ʧ
• ൓ࣹ཯ɿ೚ҙͷू߹͢΂ͯͷݩ xʹରͯ͠ɼx ∼ x
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• ର৅཯ɿ೚ҙͷू߹ͷݩ x, yʹରͯ͠ɼx ∼ y⇒ y ∼ x
• ਪҠ཯ɿ೚ҙͷू߹ͷݩ x, y, zʹରͯ͠ɼx ∼ yy ∼ z⇒ y ∼ z
͕੒ཱ͓ͯ͠ΓɼҾ͖ࠐΈྖҬ಺ͷղಉ࢜͸ಉ஋ؔ܎Ͱ͋Δͱ͍͑ΔɻͦͷͨΊղۭؒ͸
Ҿ͖ࠐΈྖҬʹΑͬͯ௚࿨෼ׂ͞ΕΔɻ
ಉ஋ྨͷ୅දݩ͸Ұൠʹ೚ҙʹܾఆͰ͖Δ͕ɼ͜͜Ͱ͸͋ΔҾ͖ࠐΈྖҬͷ୅දݩͱ͠
ͯͦͷҾ͖ࠐΈྖҬʹଐ͢Δہॴత࠷దղ x∗ͱ͢Δɻ͜Ε͸ಉ஋ྨͷதͰ΋ہॴత࠷దղ
͕ҎԼͷੑ࣭Λ༗͓ͯ͠Γɼ͜ΕΒͷੑ࣭͸૊߹ͤ࠷దԽख๏ͷ৽ͨͳ୳ࡧઓུΛߏங͢
Δ্Ͱ༗༻Ͱ͋Δ͜ͱ͕ظ଴Ͱ͖ΔͨΊͰ͋Δɻ
• ಉ஋ྨʹ͓͚Δ࠷ྑղͰ͋Δɻ
• ಉ஋ྨ಺ͷ೚ҙͷղ͔Β༰қʹٻΊΔ͜ͱ͕Ͱ͖Δɻ
• ಉ஋ྨ಺ͷߏ଄͸୯ๆੑͰ͋Γɼಉ஋ྨͷଞͷղΑΓ૬ରతʹத৺ʹҐஔ͢Δ͜ͱ
͕ظ଴Ͱ͖Δɻ
͜͜Ͱɼہॴత࠷దղ x∗Λ୅දݩͱ͢ΔҾ͖ࠐΈྖҬʢಉ஋ྨʣ͸ɼB→ 2F ͳΔࣸ૾Λ
༻͍ͯҎԼͷࣜͰද͞ΕΔɻ
B(x∗) := y ∈ F | x∗ ∼ y (4.1)
Ҏ্ΑΓɼҾ͖ࠐΈྖҬͷ֓೦Λ༻͍Δ͜ͱʹΑΓ͜Ε·Ͱݸʑͷղͷू߹ͱͯ͠ଊ͑
ΒΕ͖ͯͨղۭؒΛɼҾ͖ࠐΈྖҬͷू߹ͱͯ͠େҬతʹଊ͑Δ͜ͱ͕ՄೳͱͳΔɻͭ·
ΓҾ͖ࠐΈྖҬ಺ͷ୳ࡧΛߦͬͨޙʹɼະ୳ࡧͷҾ͖ࠐΈྖҬʹҠಈ͢Δ୳ࡧઓུΛߏங
͢Δ͜ͱͰɼߴਫ਼౓ͳղΛಘͳ͕Β௕ظతͳ୳ࡧΛ࣮ݱ͢Δ͜ͱ͕ظ଴Ͱ͖Δɻ
ຊ࿦จʹ͓͍ͯɼݸʑͷղͷू߹ͱͯ͠ͷղۭؒΛʮղۭؒͷԼҐߏ଄ʯɼҾ͖ࠐΈྖҬ
ͷू߹ͱͯ͠ͷղۭؒΛʮղۭؒͷ্Ґߏ଄ʯͱͯ͠ղऍ͢Δɻຊ࿦จʹ͓͚Δղۭؒͷ
֊૚ߏ଄ͷ֓೦ਤΛਤ 4.1ࣔ͢ɻ
4.2 ख๏ͷΞϧΰϦζϜͱઓུ
ղۭؒͷ֊૚ߏ଄ʹجͮ͘૊߹ͤ࠷దԽख๏ʢHierarchical Structure Solution Space based
on Combinatorial Optimization Method: HMʣ͸ɼूதԽΛҾ͖ࠐΈྖҬ಺ͷ୳ࡧઓུɼଟ
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ਤ 4.1ɿղۭؒͷ֊૚ߏ଄ͷ֓೦ਤʢղۭؒʣ
༷ԽΛҾ͖ࠐΈྖҬؒͷ୳ࡧʹׂΓ౰ͯΔ͜ͱͰ྆ํͷઓུͷ໾ׂΛ໌֬Խ͍ͯ͠Δɻ۩
ମతʹ͸Ҿ͖ࠐΈྖҬ಺ͷ୳ࡧͱͯ͠࠷ྑҠಈઓུͷLocal SearchΛ༻͍Δ͜ͱͰҾ͖ࠐ
ΈྖҬ಺ͷ࠷ྑղʢہॴత࠷దղ x∗ʣΛൃݟ͠ɼҾ͖ࠐΈྖҬؒͷ୳ࡧͰ͸ڑ཭ʹجͮ͘
ҠಈΛߦ͏͜ͱͰະ୳ࡧͷҾ͖ࠐΈྖҬ΁ͷ୳ࡧΛߦ͍ͬͯΔɻ
̢̝ͷΞϧΰϦζϜΛAlgorithm 4.1ʹࣔ͢ɻ͜͜Ͱɼs͸୳ࡧதʹهԱ͢Δہॴత࠷ద
ղͷ਺ɼTmax͸࠷େ൓෮ճ਺ɼt͸൓෮ճ਺ɼk͸୳ࡧ఺ͷ֤ߏ଄ͷ୳ࡧʹ͓͚Δߋ৽ճ਺ɼ
xα, xβ͸୳ࡧࡁΈہॴత࠷దղͷ௚ܘରΛද͢ɻ
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Algorithm 4.1ղۭؒͷ֊૚ߏ଄ʹجͮ͘૊߹ͤ࠷దԽख๏ʢHMʣ
1: procedure HM(s,Tmax)
Step 1: ॳظԽ
2: ॳظղ x(0,0)ͷੜ੒
3: H = ∅, t = 0
Step 2: ԼҐߏ଄ʹ͓͚Δ୳ࡧ
4: k = 0
5: while f (x(t,k))>min{ f (y) | y ∈ N(x(t,k))} do
6: x(t,k+1) := arg min{ f (y) | y ∈ N(x(t,k))}, k := k + 1
7: x(t,∗) := x(t,k)
8: if | H |≥ s then
9: H͔Β࠷΋ݹ͍ղΛ࡟আ
10: H := H ∪ x(t,∗)
Step 3: ऴྃ൑ఆ
11: if t = Tmax then
12: return୳ࡧʹ͓͚Δ࠷ྑղ
13: else
14: x(t+1,0) := x(t,∗), k = 0, t := t + 1
Step 4: ্Ґߏ଄ʹ͓͚Δ୳ࡧ
Step 4-1: ࢖༻৘ใͷબ୒
15: if t ≤ 2 then
16: xα = xβ = x(0,∗)
17: else
18: {xα, xβ} := arg max{d(x, y) | x, y ∈ {H \ x(t−1,∗)}}
Step 4-2: Ҡಈํ޲ͷݶఆ
19: N1 = {y ∈ N(x(t,k)) | d(x(t,k), x(t,0))<d(y, x(t,0))}
20: N2 = {y ∈ N(x(t,k)) | d(x(t,k), xα)+d(x(t,k), xβ)<d(y, xα)+d(y, xβ)}
21: if N1 ∩ N2 = ∅ then
22: N1,N2ͷॱʹ༏ઌ͢Δ
23: else if N1 = ∅ then
24: Step 2΁
Step 4-3: ղͷߋ৽͓Αͼ୤ग़൑ఆ
25: x(t,k+1) := arg min{ f (y) | y ∈ N1 ∩ N2}, k := k + 1
26: if f (x(t,k))< f (x(t,k−1)) then
27: Step 2΁
28: else
29: Step 4-2΁
30: end procedure
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ਤ 4.2ɿղۭؒͷ֊૚ߏ଄ʹجͮ͘૊߹ͤ࠷దԽख๏ʹ͓͚Δۙ๣ੜ੒ͷ֓೦ਤ
ԼҐߏ଄ʹ͓͚Δ୳ࡧʲStep 2ʳ
ԼҐߏ଄ʹ͓͚Δ୳ࡧ͸Ҿ͖ࠐΈྖҬ಺ͷ୳ࡧʹ૬౰͢ΔɻԼҐߏ଄Λߏ੒͢Δݸʑ
ͷղʹ͓͍ͯ࠷ྑҠಈઓུͷLocal SearchʹΑͬͯɼ୳ࡧ఺ x(t,k)͕ଐ͍ͯ͠ΔҾ͖
ࠐΈྖҬ಺ͷ࠷ྑղͰ͋Δہॴత࠷దղ x(t,∗)ΛಘΔɻ͜ͷͱ͖ಘΒΕͨہॴత࠷ద
ղ͸ྖҬؒͷҠಈͷࡍʹ༻͍ΔͨΊΞʔΧΠϒHʹهԱ͞ΕΔɻ·ͨɼهԱ͢Δہ
ॴత࠷దղͷ਺͸ύϥϝʔλ sʹΑܾͬͯఆ͞Εɼ| H |͕ sҎ্ͷ৔߹ʹ͸هԱ͠
͍ͯΔதͰ࠷΋ݹ͍ہॴత࠷దղͷ৘ใΛΞʔΧΠϒ͔Β࡟আ͢ΔɻҾ͖ࠐΈྖҬ
಺ͷ୳ࡧऴྃޙɼ൓෮ճ਺ t := t + 1ͱͳΔɻ
্Ґߏ଄ʹ͓͚Δ୳ࡧʲStep 4ʳ
্Ґߏ଄ʹ͓͚Δ୳ࡧ͸Ҿ͖ࠐΈྖҬؒͷ୳ࡧʹ૬౰͢Δɻ࠷ྑҠಈઓུͷ Local
SearchʹΑΓྖҬ಺ͷہॴత࠷దղΛൃݟͨ͠৔߹ɼͦͷྖҬ಺ʹ͸ͦΕΑΓ༏Ε
ͨղ͕ଘࡏ͠ͳ͍ͨΊɼ࣮͔֬ͭ଎΍͔ʹҟͳΔྖҬ΁ͱ୤ग़͢Δඞཁ͕͋ΔɻҾ
͖ࠐΈྖҬ͔Βͷ୤ग़ͷͨΊʹɼ୳ࡧ఺ x(t,k)͕ଐ͍ͯ͠ΔҾ͖ࠐΈྖҬ಺ͷ୅දղ
Ͱ͋Δہॴత࠷దղ x(t−1,∗)͔Β཭ΕΔҠಈΛߦ͏ɻͦͷͨΊ࢖༻৘ใΛબ୒͠ɼݱ
ࡏͷҾ͖ࠐΈྖҬ͔Βͷ୤ग़ͱ୳ࡧࡁΈҾ͖ࠐΈྖҬ΁ͷճؼ཈੍Λߦ͏ɻҎԼʹ
ͦΕͧΕʹ͍ͭͯड़΂Δɻ
࢖༻৘ใͷબ୒ʲStep 4-1ʳ
Ҿ͖ࠐΈྖҬ಺ͷ୳ࡧͰهԱͨ͠୳ࡧࡁΈͷہॴత࠷దղͷू߹Hͷ௚ܘରʹண໨
ୈ 4ষ ղۭؒͷ֊૚ߏ଄ʹجͮ͘૊߹ͤ࠷దԽख๏ͷղੳ 25
͢ΔɻHͷதͰޓ͍ʹ࠷΋ԕ͍ղͷର͕௚ܘରͱͳΔͨΊɼ௚ܘରΛٿ໘ͷཁૉͱ
͢Ε͹ H಺ͷղ͸͢΂ͯͦͷٿʹ಺แ͞ΕΔɻ͕ͨͬͯ͠ Hͷ௚ܘର͔Β཭ΕΔ
Α͏ʹ୳ࡧ఺͕Ҡಈ͢Δ͜ͱͰ୳ࡧࡁΈͷҾ͖ࠐΈྖҬ΁ͷճؼΛ཈ࢭ͕ظ଴Ͱ͖
ΔɻͦͷͨΊʹɼHͷҰ૊ͷ௚ܘରΛ {xα, xβ}ͱͯ͠ಘΔɻ
Ҡಈํ޲ͷݶఆʲStep 4-2ʳ
ۙ๣ N(x(t,k))ͷதͰہॴత࠷దղ x(t−1,∗)͔Βͷڑ཭͕ d(x(t,k), x(t−1,∗))ΑΓ΋େ͖͍
ղͷू߹ͱͯ͠ N1Λੜ੒͠ɼ୳ࡧ఺͸ N1಺ͷղʹߋ৽Λߦ͏ɻN1͸࣍ࣜͰද͞
ΕΔɻ
N1 = {y ∈ N(x(t,k)) | d(x(t,k), x(t−1,∗)) < d(y, x(t−1,∗))} (4.2)
·ͨɼҾ͖ࠐΈྖҬ಺ͷ࠷ྑղ͸ہॴత࠷దղͰ͋ΔͨΊɼ୳ࡧࡁΈͷҾ͖ࠐΈྖ
Ҭ΁ͱҠಈΛߦͬͨͱͯ͠΋͜Ε·ͰΑΓྑ͍ղΛݟ͚ͭΔ͜ͱ͸Ͱ͖ͳ͍ɻͭ·
Γɼ͢Ͱʹ୳ࡧࡁΈͷҾ͖ࠐΈྖҬ΁ͷճؼΛ཈ࢭ͢Δ͜ͱ͸୳ࡧޮ཰ͷ؍఺͔Β
ॏཁͰ͋Δɻۙ๣ N(x(t,k))ͷதͰ xα, xβ͔Βͷڑ཭͕ d(x(t,k), xα) + d(x(t,k), xβ)ΑΓ
΋େ͖͍ղͷू߹ͱͯ͠ N2Λੜ੒͠ɼ୳ࡧ఺͸ N2಺ͷղʹߋ৽Λߦ͏ɻN2͸࣍
ࣜͰද͞ΕΔɻ
N2 = {y ∈ N(x(t,k)) | d(x(t,k), xα) + d(x(t,k), xβ) < d(y, xα) + d(y, xβ)} (4.3)
͜Ε͸ɼEuclidۭ͔ؒΒྨਪ͢Ε͹ɼxα, xβΛয఺ͱ͢Δପԁͷ֎ଆʹ୳ࡧΛํ޲
෇͚͍ͯΔ͜ͱʹͳΔɻ
্ड़ΑΓɼҾ͖ࠐΈྖҬؒͷ୳ࡧͰ͸ݱࡏͷҾ͖ࠐΈྖҬ͔Βͷ୤ग़ͱ୳ࡧࡁΈҾ
͖ࠐΈྖҬ΁ͷճؼ཈ࢭͷͨΊʹN1, N2Λੜ੒͠ɼͦΕΒͷੵू߹ N1 ∩ N2ͷதͷ
ղͰ࠷΋༏ΕͨղʹݱࡏͷղΛߋ৽͢Δɻ΋͠ N1 ∩ N2 = ∅ͷ৔߹͸ɼN1, N2ͷॱ
ʹ༏ઌͯۙ͠๣Λੜ੒͢Δɻۙ๣ੜ੒ͷ֓೦ਤΛਤ 4.2ʹࣔ͢ɻ
ղͷߋ৽͓Αͼ୤ग़൑ఆʲStep 4-3ʳ
ਤ 4.3ʹҾ͖ࠐΈྖҬ͔Βͷ୤ग़ͷ৚݅Λࣔ͢ɻ
Ҿ͖ࠐΈྖҬ಺͕୯ๆੑͰ͋ΔͨΊɼҾ͖ࠐΈྖҬؒͷ୳ࡧʹ͓͍ͯہॴత࠷దղ
͔Β཭ΕΔҠಈΛߦ͏ͱͦͷྖҬ಺Ͱ͸୳ࡧ఺ͷධՁ஋͸ঃʑʹѱԽ͢Δɻ୤ग़൑
ఆ৚݅ΛҎԼʹ·ͱΊΔɻ
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ਤ 4.3ɿղۭؒͷ֊૚ߏ଄ʹجͮ͘૊߹ͤ࠷దղख๏ʹ͓͚ΔྖҬ୤ग़ͷ֓೦ਤ
• ʮۙ๣ʹվળղ͕͋ΔʯͳΒ͹୤ग़͠ɼूதԽ΁੾Γସ͑ʢਤ 4.3ࠨʣɻ
• ʮۙ๣ʹվળղ͕ͳ͍ʯͳΒ͹୤ग़ͤͣɼଟ༷ԽΛܧଓʢਤ 4.3ӈʣɻ
ͳ͓෭࣍తͳ৚݅ͱͯ͠ɼN1 = ∅ͱͳΓݱࡏͷҾ͖ࠐΈྖҬ಺ͷہॴత࠷దղ͔Β
ԕ͔͟Δۙ๣ղ͕ଘࡏ͠ͳ͘ͳͬͨ৔߹͸ɼ୤ग़ͷͨΊʹे෼ͳ୳ࡧΛߦͬͨͱ൑
அ͠ɼҾ͖ࠐΈྖҬؒͷ୳ࡧΛऴྃ͢Δɻ
4.3 దԠԽͷ؍఺ʹجͮ͘ख๏ͷಛ௃ͱ՝୊ͷղੳ
3ষʹͯड़΂ͨదԠԽʹ͍ͭͯɼ͜Ε·ͰຊݚڀάϧʔϓͰ͸ύϥϝʔλௐ੔ଇͷ෇Ճ
ʹΑΓϝλώϡʔϦεςΟΫεͷॏཁͳ୳ࡧࢦ਑ͷ 1ͭͰ͋Δʮଟ༷ԽɾूதԽʯΛద੾
ʹ࣮ݱ͢Δ͜ͱͰɼ୳ࡧੑೳͷ޲্͕ՄೳͰ͋Δ͜ͱΛ֬ೝ͖ͯͨ͠ɻΑͬͯɼHMʹ͓
͚Δଟ༷ԽɾूதԽΛղੳ͢Δɻ
·ͣɼ୯఺୳ࡧܕͷ࿮૊Έʹଐ͢Δख๏Ͱߟ͑ΒΕΔଟ༷ԽͱूதԽΛߟ͑Δɻ୯఺୳
ࡧʹ͓͍ͯूதԽͷϝΧχζϜ͸ɼ୳ࡧ఺ͷۙ๣Λॏ఺తʹ୳ࡧ͢Δ͜ͱͰ͋Δɻྑ͍ղ
Λൃݟͨ͠৔߹ɼͦͷۙ๣ʹ͸͞Βʹྑ͍ղ͕ଘࡏ͢Δͱ͍͏ߟ͑ͷ΋ͱɼͦͷղ΁ͱҠ
ಈ͢ΔɻయܕతͳूதԽͷૢ࡞͕Local SearchͰ͋Δ͕ɼ୯७ͳۙ๣ͷ୳ࡧͷΈͰ͸ղۭ
ؒͷہॴతͳྖҬͷ୳ࡧʹཹ·ͬͯ͠·͏ɻݴ͍׵͑Δͱॳظղ΁ͷґଘ͕େ͖͍ɻ
ͦ͜Ͱɼ͜ͷ୳ࡧͷہॴੑɾॳظղ΁ͷґଘΛܰݮ͠ɼΑΓଟ༷ͳղͷ୳ࡧΛ໨ࢦ͢ϝ
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ΧχζϜ͕୯఺୳ࡧͷଟ༷ԽͱҐஔ෇͚ΒΕΔɻ۩ମతʹ͸ɼղͷྑ͞ͷΈΛج४ͱͨ͠
ઈରతͳվળํ޲΁ͷҠಈʹ੍ݶΛઃ͚ɼ୳ࡧ఺ͷҠಈʹ޿͕ΓΛ࣋ͨͤΔ͜ͱ΍ղͷߏ
଄Λແ࡞ҝʹมߋ͢Δ͜ͱ͕ڍ͛ΒΕΔɻ
HMʹ͓͍ͯ͸ଟ༷ԽͱूதԽΛҾ͖ࠐΈྖҬؒͱҾ͖ࠐΈྖҬ಺ͷ୳ࡧʹׂΓ౰ͯɼ
ͦΕͧΕͷํ਑ʹಛԽͨ͠ૢ࡞Λઃ͚ͯަޓʹ੾Γସ͑Δ͜ͱͰ༏Εͨ୳ࡧͷ࣮ݱΛ໨ࢦ
͍ͯ͠ΔɻHMͷଟ༷ԽɾूதԽઓུͷৄࡉΛҎԼʹࣔ͢ɻ
ଟ༷Խɿ্Ґߏ଄ʢҾ͖ࠐΈྖҬؒʣͷҠಈઓུ
Ҿ͖ࠐΈྖҬؒͷҠಈ͸ɼ্Ґߏ଄ʹ͓͚ΔҠಈʹ૬౰͢Δɻ௕ظతͳ୳ࡧཤྺΛ
׆༻ͯ͠ɼʮҠಈΛํ޲෇͚Δʯ͜ͱͰɼ͜Ε·Ͱʹ୳ࡧ͍ͯ͠ͳ͍Ҿ͖ࠐΈྖҬ΁
ͷҠಈΛͶΒ͏ɻ୳ࡧཤྺΛ׆༻͢Δࡍʹ͸ɼࢀরʹ͔͔Δܭࢉίετ͔Βɼͦͷ
৘ใྔʹ஫ҙΛ෷͏ඞཁ͕͋Δ͕ɼҾ͖ࠐΈྖҬͷ৘ใΛͦͷ୅දղͰ͋Δہॴత
࠷దղʹू໿͢Δ͜ͱͰɼ৘ใྔΛ࡟ݮ͠ͳ͕Β௕ظతͳཤྺͷ׆༻͕ՄೳͱͳΔɻ
ະ୳ࡧͷҾ͖ࠐΈྖҬ΁౸ୡ͢ΔͨΊʹ͸ɼ·ͣݱࡏͷҾ͖ࠐΈྖҬ͔Β୤ग़͢Δ
ඞཁ͕͋Δɻ
ूதԽɿԼҐߏ଄ʢҾ͖ࠐΈྖҬ಺ͷʣҠಈઓུ
Ҿ͖ࠐΈྖҬ಺ͷҠಈ͸ɼԼҐߏ଄ʹ͓͚ΔҠಈʹ૬౰͢ΔɻҾ͖ࠐΈྖҬ಺ͷॏ
఺తͳ୳ࡧʹΑΓɼہॴత࠷దੑΛอূ͢ΔղΛಘΔ͜ͱΛ໨తͱ͢ΔɻҾ͖ࠐΈ
ྖҬͷߏ଄͕୯ๆੑͰ͋ΔͨΊɼԼݶ஋Λ΋ͭہॴత࠷దղΛಘͨ࣌఺Ͱɼݱࡏͷ
Ҿ͖ࠐΈྖҬ͕୳ࡧࡁΈͰ͋ΔͱΈͳ͢͜ͱ͕Ͱ͖Δɻ
HM͸্هͷΑ͏ʹɼଟ༷ԽͱूதԽ͸Ҿ͖ࠐΈྖҬؒͷ୳ࡧͱҾ͖ࠐΈྖҬ಺ͷ୳ࡧ
ʹׂΓ౰ͯɼͦΕͧΕͷํ਑ʹಛԽͨ͠ૢ࡞Λઃ͚ͯަޓʹ੾Γସ͑Δ͜ͱͰ༏Εͨ୳ࡧ
ͷ࣮ݱΛ໨ࢦ͍ͯ͠ΔɻΑͬͯɼଟ༷ԽɾूதԽͷద੾ͳόϥϯεͷ࣮ݱʹ͸͜ͷଟ༷Խ
ͱूதԽͷૢ࡞ΛͲͷλΠϛϯάͰ੾Γସ͑Δ͔͕ॏཁͰ͋Γɼద੾ʹมԽͤ͞Δ͜ͱͰ
୳ࡧੑೳͷ޲্͕ظ଴Ͱ͖Δɻ
ूதԽૢ࡞͔Βଟ༷Խૢ࡞΁ͷ੾Γସ͑ͷλΠϛϯάɼ͢ͳΘͪूதԽͷૢ࡞ͷऴྃ͸
Local SearchʹΑͬͯہॴత࠷దղΛಘͨλΠϛϯάͱ͢ΔɻҰํɼଟ༷Խૢ࡞͔Βूத
Խૢ࡞΁ͷ੾Γସ͑ͷλΠϛϯάɼ͢ ͳΘͪଟ༷Խͷૢ࡞ͷऴྃ͸ݕ౼ͷ༨஍͕͋ΔɻHM
͸ଟ༷Խͷํ਑Ͱ͋ΔҾ͖ࠐΈྖҬؒͷҠಈɼͭ·Γ্Ґߏ଄ͷ୳ࡧʹ͓͍ͯɼ୳ࡧ఺͕
Ͳͷํ޲΁୳ࡧ͢Δ͔Λܾఆ͢ΔʮҠಈͷํ޲෇͚ʯͷઓུ͕޼Έʹߏங͞Ε͍ͯΔ΋ͷ
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ͷଟ༷ԽͱूதԽͷ੾Γସ͑ͷλΠϛϯάʹ͍ͭͯӨڹΛ༩͑Δ͜ͱ͕Ͱ͖ͳ͍ɻHMʹ
͓͍ͯଟ༷ԽͱूதԽͷ੾Γସ͑ͷλΠϛϯάʹӨڹΛ༩͑ɼ୳ࡧ఺͕ͲΕ͚ͩҠಈ͢Δ
͔Λܾఆ͢ΔʮҠಈൣғʯͷઓུ͕े෼ʹߟྀ͞Ε͍ͯͳ͍ɻ
Ҏ্ͷ͜ͱ͔ΒɼHMͷ୳ࡧ఺ͷҠಈͷํ޲෇͚ʹՃ͑ɼҠಈൣғͷઓུʹΑͬͯଟ༷
ԽͱूதԽͷ੾Γସ͑ͷλΠϛϯάͷૢ࡞ΛՄೳͱ͢Δ͜ͱΛͶΒ͏ɻ͜ΕʹΑΓ୳ࡧͷ
ࣗ༝౓͕͜Ε·ͰҎ্ʹ֦ு͞Εɼ୳ࡧൣғͷ֦େɾॖখͷ࣮ݱʹΑͬͯ୳ࡧੑೳͷ޲্
͕ظ଴Ͱ͖ɼ͞Βʹ͸దԠԽ΁ͷൃల͕ظ଴Ͱ͖Δɻ
5 ख๏ͷఏҊ
ຊষͰ͸ɼୈ 4ষͰͷղੳ͔ΒઓུΛߏங͠ɼ୳ࡧͷࣗ༝౓Λ֦ுͨ͠ΑΓॊೈͳख๏
ΛఏҊ͢Δɻ
5.1 ఏҊͷํ਑
લষ·ͰͰड़΂ͨ௨ΓɼదԠԽʹ͍ͭͯ͜Ε·ͰຊݚڀάϧʔϓͰ͸ɼύϥϝʔλௐ੔
ଇͷ෇ՃʹΑΓϝλώϡʔϦεςΟΫεͷॏཁͳ୳ࡧࢦ਑ͷ 1ͭͰ͋Δʮଟ༷ԽɾूதԽʯ
Λద੾ʹ࣮ݱ͢Δ͜ͱͰɼ୳ࡧੑೳͷ޲্͕ՄೳͰ͋Δ͜ͱΛ֬ೝ͖ͯͨ͠ɻHM͸্ه
ͷΑ͏ʹɼଟ༷ԽͱूதԽ͸Ҿ͖ࠐΈྖҬؒͷ୳ࡧͱҾ͖ࠐΈྖҬ಺ͷ୳ࡧʹׂΓ౰ͯɼ
ͦΕͧΕͷํ਑ʹಛԽͨ͠ૢ࡞Λઃ͚ͯަޓʹ੾Γସ͑Δ͜ͱͰ༏Εͨ୳ࡧͷ࣮ݱΛ໨ࢦ
͍ͯ͠ΔɻΑͬͯɼଟ༷ԽɾूதԽͷద੾ͳόϥϯεͷ࣮ݱʹ͸͜ͷଟ༷ԽͱूதԽͷૢ
࡞ΛͲͷλΠϛϯάͰ੾Γସ͑Δ͔͕ॏཁͰ͋Γɼద੾ʹมԽͤ͞Δ͜ͱͰ୳ࡧੑೳͷ޲
্͕ظ଴Ͱ͖Δɻ
લষͰղੳʹج͖ͮຊ࿦จͰ͸దԠతʹௐ੔ՄೳͳύϥϝʔλΛؚΉܗͰ୳ࡧ఺ͷҠಈ
ൣғʹؔ͢ΔઓུΛಋೖ͢ΔΞϓϩʔνʹΑͬͯHMͷ୳ࡧੑೳͷ޲্Λ໨ࢦ͢ɻ
ΑͬͯɼHMͷ୳ࡧ఺ͷҠಈͷํ޲෇͚ʹՃ͑ɼҠಈൣғͷઓུʹΑͬͯଟ༷Խͱूத
Խͷ੾Γସ͑ͷλΠϛϯάͷૢ࡞ΛՄೳͱ͢Δ͜ͱΛͶΒ͏ɻ͜ΕʹΑΓ୳ࡧͷࣗ༝౓͕
͜Ε·ͰҎ্ʹ֦ு͞Εɼ୳ࡧൣғͷ֦େɾॖখͷ࣮ݱʹΑͬͯ୳ࡧੑೳͷ޲্͕ظ଴Ͱ
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͖ɼ͞Βʹ͸దԠԽ΁ͷൃల͕ظ଴Ͱ͖Δɻ
5.2 దԠԽͷ؍఺ʹجͮ͘Ҡಈઓུͷಋೖ
ଟ༷ԽͱूதԽͷ੾Γସ͑ͷλΠϛϯάΛૢ࡞͢ΔͨΊʹɼʮ࠷খҠಈڑ཭ʯΛҎԼͷΑ
͏ʹఆٛ͠ɼҾ͖ࠐΈྖҬ͔Βͷ୤ग़৚݅ʹಋೖ͢Δɻ
ఆٛ 5.1ʢ࠷খҠಈڑ཭ʣ ࠷খҠಈڑ཭ dm-m͸ɼҠಈൣғௐ੔ύϥϝʔλwͱ೚ҙͷڑ཭
ͷ࠷େڑ཭ dmaxʹΑΓ࣍ࣜͰఆٛ͢Δɻ
dm-m = w · dmax (5.1)
͜ͷಋೖʹΑΓHMͰ͸ߟྀͰ͖͍ͯͳ͔ͬͨʮҠಈൣғʯͷઓུͷ࣮ݱ͕ظ଴Ͱ͖ɼ
ಉ࣌ʹύϥϝʔλw͕దԠతʹௐ੔ՄೳͳύϥϝʔλͰ͋Δ͜ͱͰɼ୳ࡧঢ়گʹԠͯ͡ଟ
༷ԽͱूதԽͷόϥϯεͷௐ੔Λߦ͏దԠԽ͕ՄೳͱͳΔɻ
͜͜Ͱɼ࠷খҠಈڑ཭Λ༻͍ͨҾ͖ࠐΈྖҬ͔Βͷ୤ग़ͷ৚݅Λਤ 5.1ʹࣔ͢ɻ
·ͣݱࡏͷղͱͦͷղ͕ଐ͢ΔҾ͖ࠐΈྖҬʹ͓͚Δ୅දݩʢہॴత࠷దղʣͱͷڑ཭
͕࠷খҠಈڑ཭Λ௒͍͑ͯΔ͔൱͔Λ൑ఆ͢Δɻͦͷ൑ఆޙɼۙ๣ͷධՁ஋ʹΑͬͯ൑ఆ
͢Δɻ୤ग़൑ఆ৚݅ΛҎԼʹ·ͱΊΔɻ
• ʮ࠷খҠಈڑ཭Λ௒͍͑ͯΔʯ͔ͭʮۙ๣ʹվળղ͕͋ΔʯͳΒ͹୤ग़͠ɼूதԽ
΁੾Γସ͑ʢਤ 5.1ࠨ্ʣɻ
• ʮ࠷খҠಈڑ཭Λ௒͍͑ͯΔʯ͔ͭʮۙ๣ʹվળղ͕ͳ͍ʯͳΒ͹୤ग़ͤͣɼଟ༷
ԽΛܧଓʢਤ 5.1ӈ্ʣɻ
• ʮ࠷খҠಈڑ཭Λ௒͍͑ͯͳ͍ʯ͔ͭʮۙ๣ʹվળղͷΈଘࡏ͢ΔʯͳΒ͹୤ग़͠ɼ
ूதԽ΁੾Γସ͑ʢਤ 5.1ࠨԼʣɻ
• ʮ࠷খҠಈڑ཭Λ௒͍͑ͯͳ͍ʯ͔ͭʮۙ๣ʹվળղ͕͋ΔʯͳΒ͹୤ग़ͤͣɼଟ
༷ԽΛܧଓʢਤ 5.1ӈԼʣɻ
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ਤ 5.1ɿఏҊख๏ʹ͓͚ΔྖҬ୤ग़ͷ֓೦ਤ
ͳ͓HMಉ༷ɼ෭࣍తͳ৚݅ͱͯ͠ɼN1 = ∅ͱͳΓݱࡏͷҾ͖ࠐΈྖҬ಺ͷہॴత࠷ద
ղ͔Βԕ͔͟Δۙ๣ղ͕ଘࡏ͠ͳ͘ͳͬͨ৔߹͸ɼ୤ग़ͷͨΊʹे෼ͳ୳ࡧΛߦͬͨͱ൑
அ͠ɼҾ͖ࠐΈྖҬؒͷ୳ࡧΛऴྃ͢Δɻ
Ҏ্ͷ୤ग़৚݅ʹΑͬͯɼଟ༷ԽͱूதԽͷ੾Γସ͑ͷλΠϛϯάΛૢ࡞͠ɼΑΓॊೈ
ͳ୳ࡧΛ໨ࢦ͢ɻwΛখ͘͢͞Ε͹ɼݱࡏͷҾ͖ࠐΈྖҬͷ୤ग़·Ͱʹཁ͢Δڑ཭͸୹͘
ͳΓɼൺֱతૣظͰͷ੾Γସ͕͑ͶΒ͑Δɻ࣮ݱ͢ΔͱݱࡏͷҾ͖ࠐΈྖҬ͔Βൺֱతۙ
͍Ҿ͖ࠐΈྖҬ΁ͷҠಈ͕ߦΘΕ΍͍͢ɻಛʹ w = 0ͱͨ͠৔߹͸ධՁ஋ͷΈͰͷ൑அͱ
ͳΓɼHMͱಉ༷ͷ୳ࡧ͕࣮ݱ͞ΕΔɻҰํɼwΛେ͖͘͢Ε͹ɼ୤ग़·Ͱʹཁ͢Δڑ཭
͕௕͘ͳΓɼൺֱత஗͍λΠϛϯάͰͷ੾Γସ͕͑ͶΒ͑Δɻ͜ͷ͜ͱʹΑͬͯɼݱࡏͷ
Ҿ͖ࠐΈྖҬ͔Βൺֱత཭ΕͨҾ͖ࠐΈྖҬ΁ͷҠಈ͕ߦΘΕ΍͍͢ɻ
ఏҊख๏ͷ୳ࡧ͸ਤ 5.2ʹࣔ֓͢೦ਤͷΑ͏ʹɼwʹΑͬͯҾ͖ࠐΈྖҬؒͷҠಈʢղͷ
վѱʣͷظؒʹมԽ͕ݱΕΔͱظ଴Ͱ͖Δɻ
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ਤ 5.2ɿҠಈൣғௐ੔ύϥϝʔλͰมԽͤ͞ΔఏҊख๏ͷ୳ࡧΠϝʔδ
5.3 ఏҊख๏ͷΞϧΰϦζϜ
ఏҊख๏ͷΞϧΰϦζϜΛAlgorithm 5.1ʹࣔ͢ɻHMͱಉ༷ʹɼs͸୳ࡧதʹهԱ͢Δ
ہॴత࠷దղͷ਺ɼTmax͸࠷େ൓෮ճ਺ɼt͸൓෮ճ਺ɼk͸୳ࡧ఺ͷ֤ߏ଄ͷ୳ࡧʹ͓͚
Δߋ৽ճ਺ɼxα, xβ͸୳ࡧࡁΈہॴత࠷దղͷ௚ܘରΛද͢ɻ
HMͱఏҊख๏ͷ૬ҧ఺͸ҎԼͷ 2఺Ͱ͋Δɻ
• Ҡಈൣғௐ੔ύϥϝʔλͷಋೖ
• ୤ग़൑ఆ৚݅
લड़ͷ௨Γɼw = 0ͱͨ͠৔߹͸ධՁ஋ͷΈͰͷ൑அͱͳΓɼఏҊख๏ͷΞϧΰϦζϜ
ͱHMͷΞϧΰϦζϜ͸ಉҰͱͳΔɻ
͢ͳΘͪɼ্Ґߏ଄ͷҠಈ͢ͳΘͪଟ༷Խͷํ਑Ͱ͋ΔҾ͖ࠐΈྖҬؒͷҠಈʹ͓͍ͯɼ
୳ࡧ఺͕Ͳͷํ޲΁୳ࡧ͢Δ͔Λܾఆ͢ΔʮҠಈͷํ޲෇͚ʯͷઓུ͕޼Έʹߏங͞Εͨ
HMͷ༗͢Δ༏Εͨ୳ࡧੑೳΛ׆͔͠ɼదԠతʹௐ੔ՄೳͳύϥϝʔλΛؚΉܗͰ୳ࡧ఺
ͷҠಈൣғʹؔ͢ΔઓུΛಋೖ͢ΔΞϓϩʔνʹΑͬͯHMͷ୳ࡧੑೳͷ޲্Λ໨ࢦ͢ɻ
HMͷ୳ࡧ఺ͷҠಈͷํ޲෇͚ʹՃ͑ɼҠಈൣғͷ֦େɾॖখʹΑͬͯଟ༷ԽͱूதԽ
ͷ੾Γସ͑ͷλΠϛϯάͷૢ࡞ΛՄೳͱ͢Δ͜ͱΛͶΒ͏ɻ
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Algorithm 5.1ఏҊख๏ʢProoposed Method: PMʣ
1: procedure PM(s,w,Tmax)
Step 1: ॳظԽ
2: ॳظղ x(0,0)ͷੜ੒
3: H = ∅, t = 0
Step 2: ԼҐߏ଄ʹ͓͚Δ୳ࡧ
4: k = 0
5: while f (x(t,k))>min{ f (y) | y ∈ N(x(t,k))} do
6: x(t,k+1) := arg min{ f (y) | y ∈ N(x(t,k))}, k := k + 1
7: x(t,∗) := x(t,k)
8: if | H |≥ s then
9: H͔Β࠷΋ݹ͍ղΛ࡟আ
10: H := H ∪ x(t,∗)
Step 3: ऴྃ൑ఆ
11: if t = Tmax then
12: return୳ࡧʹ͓͚Δ࠷ྑղ
13: else
14: x(t+1,0) := x(t,∗), k = 0, t := t + 1
Step 4: ্Ґߏ଄ʹ͓͚Δ୳ࡧ
Step 4-1: ࢖༻৘ใͷબ୒
15: if t ≤ 2 then
16: xα = xβ = x(0,∗)
17: else
18: {xα, xβ} := arg max{d(x, y) | x, y ∈ {H \ x(t−1,∗)}}
Step 4-2: Ҡಈํ޲ͷݶఆ
19: N1 = {y ∈ N(x(t,k)) | d(x(t,k), x(t,0))<d(y, x(t,0))}
20: N2 = {y ∈ N(x(t,k)) | d(x(t,k), xα)+d(x(t,k), xβ)<d(y, xα)+d(y, xβ)}
21: if N1 ∩ N2 = ∅ then
22: N1,N2ͷॱʹ༏ઌ͢Δ
23: else if N1 = ∅ then
24: Step 2΁
Step 4-3: ղͷߋ৽͓Αͼ୤ग़൑ఆ
25: if d(x(t,k), x(t,0))>w · dmax then
26: x(t,k+1) := arg min{ f (y) | y ∈ N1 ∩ N2}, k := k + 1
27: if f (x(t,k))< f (x(t,k−1)) then
28: Step 2΁
29: else
30: Step 4-2΁
31: else
32: x(t,k+1) := arg min{ f (y) | f (y)≥ f (x(t,k)), y∈N1 ∩ N2}, k := k + 1
33: if x(t,k) = ∅ then
34: x(t,k) := arg min{ f (y) | y ∈ N1 ∩ N2}
35: Step 2΁
36: else
37: Step 4-2΁
38: end procedure
6 ਺஋࣮ݧʹΑΔݕূ
ຊষͰ͸ɼఏҊख๏ʹ͓͍ͯ୳ࡧੑೳΛධՁ͢ΔͨΊʹɼయܕతͳϕϯνϚʔΫ໰୊Λ
༻͍ͯߦͬͨ਺஋࣮ݧʹ͍ͭͯड़΂Δɻ
ϕϯνϚʔΫ໰୊ʹ८ճηʔϧεϚϯ໰୊ʢTraveling Salesman Problem: TSPʣʦ31ʧɼ
ϑϩʔγϣοϓεέδϡʔϦϯά໰୊ʢFlowshop Scheduling Problem: FSPʣʦ32ʧɼೋ࣍
ׂ౰໰୊ʢQuadratic Assignment Problem: QAPʣʦ33ʧΛ༻͍ͨɻຊ࿦จͰ༻͍ͨϕϯν
ϚʔΫ໰୊ͱڑ཭ʹ͍ͭͯ͸෇࿥ʹͯࣔ͢ɻ
6.1 ୳ࡧ఺ͷҠಈʹؔ͢Δݕূ
ఏҊख๏Ͱ͸HMͷ୳ࡧ఺ͷҠಈͷํ޲෇͚ʹՃ͑ɼҠಈൣғͷ֦େɾॖখʹΑͬͯଟ
༷ԽͱूதԽͷ੾Γସ͑ͷλΠϛϯάͷૢ࡞ΛՄೳͱ͢Δ͜ͱΛͶΒ͏ɻ
ଟ༷ԽɾूதԽͷ؍఺ʹجͮ͘ҠಈઓུΛಋೖͨ͜͠ͱͰɼ͜ͷͶΒ͍͕ୡ੒͞Ε͍ͯ
Δ͔਺஋࣮ݧʹΑΓݕূͨ͠ɻ୳ࡧ఺ͷҠಈʹؔͯ͠ɼ୳ࡧաఔʹ͓͚Δہॴత࠷దղͷ
ؒͷڑɼධՁ஋ͷਪҠɼͷ 2఺ʹ͍ͭͯݕূΛߦͬͨɻ
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6.1.1 ࣮ݧ৚݅
·ͣɼ୳ࡧաఔʹ͓͚Δہॴత࠷దղͷؒͷڑ཭ʹ͍ͭͯݕূ͠ɼ্Ґߏ଄ʹ͓͚Δ୳
ࡧ఺ͷҠಈൣғΛݕূͨ͠ɻ͜Ε͸લड़ͷ௨Γɼہॴత࠷దղΛҾ͖ࠐΈྖҬͷ୅දݩͱ
ͯ͠ଊ͑Δ͜ͱ͕Ͱ͖Δͱߟ͍͑ͯΔͨΊͰ͋Δɻຊ࿦จͰ͸ɼ͋Δ࣌఺ tͰͷہॴత࠷
దղ x(t,∗)ͱ 1൓෮લͷ࣌఺ t − 1Ͱͷہॴత࠷దղ x(t−1,∗)ͷྨࣅ౓ S (x(t,∗), x(t−1,∗))͔Βݕূ
ͨ͠ɻࢼߦ͝ͱʹҟͳΔҰͭͷॳظղ͔ΒwͷઃఆΛ 0ɼ0.05ɼ0.1ɼ,0.2ɼ0.3ɼ· · ·ɼ0.8ɼ
0.9ͷ 11௨Γͱͨ͠৔߹ʹ͍ͭͯɼऴྃ৚݅ΛධՁճ਺ͷ্ݶ஋ͱͨ͠ͱ͖ɼͦΕͧΕͷ
໰୊ʹ͓͍ͯҟͳΔڑ཭Ͱ 50ࢼߦͨ͠ɻͳ͓ɼHMɼPM͕༗͢Δύϥϝʔλ s = 2ͱ͠
ͨɻ͜Ε͸ݱࡏ͕جૅతݕ౼ஈ֊Ͱ͋ΔͨΊ࠷΋γϯϓϧͳܗΛߟ͍͑ͯΔͨΊͰ͋Δɻ
࣍ʹධՁ஋ͷਪҠʹ͍ͭͯݕূͨ͠ɻ͋ΔҰͭͷॳظղ͔ΒwͷઃఆΛ 0ɼ0.2ɼ0.8ͷ 3
௨Γͱͨ͠৔߹ʹ͍ͭͯɼͦΕͧΕղΛ 500ճߋ৽͢Δ·Ͱ୳ࡧͨ͠ͱ͖ͷධՁ஋Λه࿥
ͨ͠ɻ
͜͜ͰɼͦΕͧΕͷڑ཭ʹ͓͚Δۙ๣ͷఆٛΛࣔ͢ɻ2ষͰड़΂ͨ௨ΓɼҰൠʹղ xͷ
ۙ๣N(x)͸ xʹԿΒ͔ͷมܗΛՃ͑ͨղू߹ͱͯ͠ఆٛ͞ΕΔɻຊ࿦จͰ͸ɼڑ཭ͷఆٛ
ʹج͖ͮղ xΛத৺ͱ͢ΔดٿମΛۙ๣ͱఆٛ͢Δɻ
ఆٛ 6.1ʢ2-optڑ཭ʹجͮۙ͘๣ఆٛʢ2-optۙ๣ʣʣ 2-optڑ཭ʹجͮۙ͘๣ N2-opt͸ɼ
ղ x͔Βڑ཭ 1ͷۙ๣ͱͯ࣍ࣜ͠Ͱఆٛ͢Δɻ
N2-opt(x) = B[x : 1] = {y | d2-opt(x, y) = 1} (6.1)
ఆٛ 6.2ʢCayleyڑ཭ʹجͮۙ͘๣ఆٛʢަ׵ۙ๣ʣʣ Cayley ڑ཭ʹجͮۙ͘๣ NCayley
͸ɼղ x͔Βڑ཭ 1ͷۙ๣ͱͯ࣍ࣜ͠Ͱఆٛ͢Δɻ
NCayley(x) = B[x : 1] = {y | dCayley(x, y) = 1} (6.2)
ఆٛ 6.3ʢUlamڑ཭ʹجͮۙ͘๣ఆٛʢૠೖۙ๣ʣʣ Ulamڑ཭ʹجͮۙ͘๣NUlam͸ɼղ
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x͔Βڑ཭ 1ͷۙ๣ͱͯ࣍ࣜ͠Ͱఆٛ͢Δɻ
NUlam(x) = B[x : 1] = {y | dUlam(x, y) = 1} (6.3)
ఆٛ 6.4ʢFootruleڑ཭ʹجͮۙ͘๣ఆٛʣ Footruleڑ཭ʹجͮۙ͘๣ NFootrule͸ɼղ x
͔Βڑ཭ 4ҎԼͷۙ๣ͱͯ࣍ࣜ͠Ͱఆٛ͢Δɻ
NFootrule(x) = B[x : 4] = {y | dFootrule(x, y) ≤ 4} (6.4)
6.1.2 ݁Ռͱߟ࡯
୳ࡧաఔʹ͓͚Δہॴత࠷దղͷؒͷڑ཭ʹؔͯ͠ɼಘΒΕͨྨࣅ౓ S (x(t,∗), x(t−1,∗))ͷ
ώετάϥϜΛਤ 6.1ʙਤ 6.20ʹࣔ͢ɻ͜͜Ͱ͸ɼมԽͷ༷ࢠΛਤࣔ͢Δ͜ͱΛ໨తͱ͠ɼ
w = 0ɼ0.1ɼ0.5ɼ0.9ͷͱ͖Λࣔ͢ɻͦͯ͠ɼಘΒΕͨྨࣅ౓ͷฏۉ஋ S Λද 6.1ʹࣔ͢ɻ
ਤ 6.1ʙਤ 6.20͓Αͼද 6.1ΑΓɼ໰୊ɾڑ཭ͷछྨʹґΒͣҠಈൣғௐ੔ύϥϝʔλwΛ
େ͖͘͢Δͱɼྨࣅ౓ͷฏۉ஋ S ͕খ͘͞ͳΔ܏޲ʹ͋Δ͜ͱ͕෼͔Δɻྨࣅ౓ S ͸਺஋
͕େ͖͍΄Ͳղಉ࢜ͷҐஔؔ܎͕ۙ͘ɼখ͍͞΄Ͳղಉ࢜ͷҐஔؔ܎͕཭Ε͍ͯΔͱղऍ
Ͱ͖Δɻ
͕ͨͬͯ͠ද 6.1ͷ݁Ռ͸ɼҠಈൣғௐ੔ύϥϝʔλ wΛՄมͤ͞Δ͜ͱʹΑͬͯɼଟ
༷ԽͱूதԽͷઓུΛ੾Γସ͑ΔλΠϛϯά͕มԽ͠ɼΑΓ཭ΕͨҐஔͷҾ͖ࠐΈྖҬ΁
ͷҠಈ͕࣮ݱ͞Ε͍ͯΔ͜ͱΛҙຯ͢Δɻ
·ͨɼධՁ஋ͷਪҠʹؔͯ͠ɼͦͷάϥϑΛਤ 6.21ʙਤ 6.26ʹࣔ͢ɻ͜ΕΒͷਤΑΓɼ
໰୊ɾڑ཭ͷछྨʹґΒͣɼwΛେ͖͘͢ΔͱྖҬؒͷҠಈʢଟ༷Խ͔ΒूதԽ΁੾Γସ
͑Δ·Ͱʣͷظ͕ؒ௕͘ͳ͓ͬͯΓɼଟ༷ԽͱूதԽͷઓུΛ੾Γସ͑ΔλΠϛϯάͷૢ
࡞͕࣮ݱͰ͖͍ͯΔɻ
Ҏ্ΑΓɼఏҊख๏Ͱ͸୳ࡧ఺ͷҠಈൣғͷ֦େɾॖখʹΑͬͯଟ༷ԽͱूதԽͷઓུ
Λ੾Γସ͑ΔλΠϛϯάͷૢ࡞͕࣮ݱͰ͖͍ͯΔɻ
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ද 6.1ɿ୳ࡧ఺ͷҠಈʹؔ͢Δ਺஋࣮ݧ݁Ռ
(a) ໰୊ɿTSPʢbayg29ʣɼ໰୊αΠζɿn=29ɼ࠷େධՁճ਺ɿFCmax = 2.5× 105
ڑ཭
PMʢҠಈൣғௐ੔ύϥϝʔλ w ͸ҎԼͷ஋ʣ
0 (HM) 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
2-opt 81.0% 80.0% 79.3% 74.4% 74.5% 73.8% 70.3% 69.9% 67.5% 68.5% 68.6%
Cayley 86.6% 85.3% 84.7% 76.5% 65.4% 56.7% 48.5% 43.6% 35.8% 28.9% 21.6%
Ulam 79.6% 78.8% 77.9% 74.5% 69.4% 63.6% 56.1% 49.5% 46.6% 45.1% 44.3%
Footrule 97.4% 95.8% 90.2% 79.4% 69.2% 62.8% 60.0% 59.2% 58.6% 58.9% 58.7%
(b) ໰୊ɿTSPʢatt48ʣɼ໰୊αΠζɿn=48ɼ࠷େධՁճ਺ɿFCmax = 2.5 × 106
ڑ཭
PMʢҠಈൣғௐ੔ύϥϝʔλ w ͸ҎԼͷ஋ʣ
0 (HM) 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
2-opt 94.9% 92.7% 93.6% 90.6% 87.1% 85.5% 81.6% 77.8% 78.4% 78.5% 77.1%
Cayley 91.2% 90.8% 89.3% 81.9% 69.9% 62.6% 54.4% 45.7% 39.0% 31.4% 24.3%
Ulam 91.4% 91.5% 90.6% 82.6% 72.9% 67.8% 60.8% 52.7% 48.2% 45.6% 45.7%
Footrule 99.3% 96.6% 90.6% 79.9% 70.1% 66.7% 65.6% 65.1% 64.9% 64.7% 64.8%
(c) ໰୊ɿFSPʢta011ʣɼ໰୊αΠζɿn=20ɼ࠷େධՁճ਺ɿFCmax = 1 × 106
ڑ཭
PMʢҠಈൣғௐ੔ύϥϝʔλ w ͸ҎԼͷ஋ʣ
0 (HM) 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Cayley 68.1% 67.9% 66.0% 60.6% 53.8% 45.5% 39.2% 32.6% 26.6% 21.2% 18.2%
Ulam 68.0% 67.8% 66.0% 61.1% 58.1% 54.7% 49.7% 46.1% 45.3% 45.4% 45.3%
Footrule 90.4% 88.4% 84.8% 76.7% 67.6% 58.4% 52.8% 49.5% 47.8% 47.1% 47.2%
(d) ໰୊ɿFSPʢta021ʣɼ໰୊αΠζɿn=20ɼ࠷େධՁճ਺ɿFCmax = 1 × 106
ڑ཭
PMʢҠಈൣғௐ੔ύϥϝʔλ w ͸ҎԼͷ஋ʣ
0 (HM) 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Cayley 73.2% 73.4% 69.1% 61.9% 54.0% 44.8% 38.1% 31.5% 25.3% 19.4% 15.9%
Ulam 69.6% 69.3% 66.5% 60.0% 55.8% 51.8% 45.4% 40.4% 38.7% 39.1% 39.1%
Footrule 92.0% 89.5% 85.7% 77.2% 67.7% 58.4% 53.2% 50.3% 48.9% 48.4% 48.5%
(e) ໰୊ɿQAPʢTai30aʣɼ໰୊αΠζɿn=30ɼ࠷େධՁճ਺ɿFCmax = 1 × 106
ڑ཭
PMʢҠಈൣғௐ੔ύϥϝʔλ w ͸ҎԼͷ஋ʣ
0 (HM) 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Cayley 84.9% 83.4% 78.0% 64.9% 56.4% 46.2% 39.5% 33.1% 26.5% 19.1% 12.9%
Ulam 85.6% 83.0% 79.0% 67.6% 58.1% 51.4% 43.8% 36.6% 31.4% 30.8% 30.6%
Footrule 97.5% 93.4% 88.8% 79.0% 69.2% 60.8% 58.5% 57.6% 57.1% 57.1% 57.1%
(f) ໰୊ɿQAPʢNug30ʣɼ໰୊αΠζɿn=30ɼ࠷େධՁճ਺ɿFCmax = 1 × 106
ڑ཭
PMʢҠಈൣғௐ੔ύϥϝʔλ w ͸ҎԼͷ஋ʣ
0 (HM) 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Cayley 83.1% 81.2% 80.1% 72.7% 66.9% 60.5% 51.8% 43.4% 36.1% 29.6% 24.6%
Ulam 80.5% 78.9% 78.4% 71.9% 64.8% 57.2% 48.0% 40.1% 35.5% 35.0% 35.3%
Footrule 97.1% 94.2% 90.0% 80.0% 70.0% 60.3% 57.3% 56.0% 55.8% 55.8% 55.6%
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6.2 ୳ࡧੑೳʹؔ͢Δݕূ
͜͜Ͱ͸࠷దԽख๏ͱͯ͠ɼ༏Εͨ୳ࡧੑೳΛ༗͍ͯ͠Δ͔ʹ͍ͭͯHMͱൺֱ͠ɼݕ
ূ͢Δɻ
6.2.1 ࣮ݧ৚݅
લઅͷ৚݅ಉ༷ɼࢼߦ͝ͱʹҟͳΔҰͭͷॳظղ͔ΒwͷઃఆΛ0ɼ0.05ɼ0.1ɼ,0.2ɼ0.3ɼ
· · ·ɼ0.8ɼ0.9ͷ 11௨Γͱͨ͠৔߹ʹ͍ͭͯɼऴྃ৚݅ΛධՁճ਺ͷ্ݶ஋ͱͨ͠ͱ͖ɼͦ
ΕͧΕͷ໰୊ʹ͓͍ͯҟͳΔڑ཭Ͱ 50ࢼߦͨ͠ɻ·ͨHMɼPM͕༗͢Δύϥϝʔλ s = 2
ͱͨ͠ɻ
6.2.2 ݁Ռͱߟ࡯
ද 6.2ʹTSPɼද 6.3ʹ FSPɼද 6.4ʹQAPͷ݁ՌΛͦΕͧΕࣔ͢ɻ݁Ռ͸ 50ࢼߦʹ͓
͚Δฏۉ஋ɼ࠷ྑ஋ɼ࠷ѱ஋ɼඪ४ภࠩΛ͍ࣔͯ͠Δɻͳ͓දதͷ਺஋͸ɼେҬత࠷ద஋
ͱͷ૬ରޡࠩʢฏۉ஋ɼ࠷ྑ஋ɼ࠷ѱ஋ʣ͓Αͼมಈ܎਺ʢඪ४ภࠩʣΛද͍ͯ͠Δɻ
w = 0ͱઃఆͨ͠ͱ͖ɼ͢ ͳΘͪHMͱൺֱͯ͠ಉ౳Ҏ্ͷ݁Ռ ʮʹ*ʯΛ෇͍ͯ͠Δɻద
੾ͳwͷઃఆʹΑΓɼ͋ΒΏΔ໰୊ɾڑ཭ʹ͓͍ͯ༏ΕͨੑೳΛ͍ࣔͯ͠Δ͜ͱ͕෼͔Δɻ
શମͷ܏޲ͱͯ͠w͕େ͖͍ͱධՁ஋ͷѱԽ͕ΈΒΕΔɻ͜Ε͸ଟ༷ԽͱूதԽͷόϥ
ϯε͕ଟ༷ԽʹภΓɼྑ͍ղपลͷ୳ࡧΛे෼ʹ୳ࡧͰ͖͍ͯͳ͍ͨΊͱߟ͑ΒΕΔɻ
ͦͷͨΊࠓޙɼwͷదԠతͳௐ੔ʹΑͬͯଟ༷ԽͱूதԽͷόϥϯεΛௐ੔͢Δ͜ͱͰɼ
ΑΓҰ૚ͷ୳ࡧੑೳ޲্͕ظ଴Ͱ͖Δɻ
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ද 6.2ɿ୳ࡧੑೳʹؔ͢Δ਺஋࣮ݧ݁ՌʢTSPʣ
(a) ໊শɿbayg29ɼ໰୊αΠζɿn=29ɼେҬత࠷ద஋ɿ f (x)=1610ɼ࠷େධՁճ਺ɿFCmax = 2.5 × 105
ࢦඪ ڑ཭
PMʢҠಈൣғௐ੔ύϥϝʔλ w ͸ҎԼͷ஋ʣ
0 (HM) 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
ฏۉ஋
2-opt 0.33% 0.29%* 0.31%* 0.26%* 0.56% 0.51% 0.56% 0.61% 0.51% 0.63% 0.58%
Cayley 5.11% 4.61%* 4.19%* 3.65%* 2.83%* 3.77%* 4.01%* 4.18%* 4.69%* 4.58%* 5.64%
Ulam 0.47% 0.46%* 0.14%* 0.35%* 0.73% 0.52% 0.88% 0.92% 0.79% 1.16% 1.04%
Footrule 57.61% 51.61%* 41.49%* 54.90%* 61.03% 64.40% 63.17% 63.65% 62.62% 63.17% 65.28%
࠷ྑ஋
2-opt 0% 0%* 0%* 0%* 0%* 0%* 0%* 0%* 0%* 0%* 0%*
Cayley 0.81% 0.62%* 0%* 0%* 0%* 0.31%* 0.62%* 0.50%* 0%* 0%* 0.93%
Ulam 0% 0%* 0%* 0%* 0%* 0%* 0%* 0%* 0%* 0%* 0%*
Footrule 22.11% 25.71% 4.97%* 37.02% 42.30% 51.18% 40.31% 40% 33.42% 50.37% 50.62%
࠷ѱ஋
2-opt 1.49% 2.05% 1.30%* 1.30%* 4.47% 4.47% 4.47% 4.47% 4.47% 4.47% 4.47%
Cayley 19.38% 22.05% 13.79%* 10.19%* 9.44%* 10.81%* 11.30%* 10.50%* 9.75%* 11.24%* 14.16%*
Ulam 8.07% 4.10%* 2.24%* 4.22%* 3.60%* 3.60%* 3.11%* 3.85%* 4.29%* 4.29%* 4.41%*
Footrule 95.22% 71.18%* 63.35%* 68.82%* 78.14%* 75.22%* 75.96%* 80.56%* 80.75%* 76.34%* 78.39%*
ඪ४ภࠩ
2-opt 0.41% 0.40% 0.35% 0.33% 0.83% 0.68% 0.66% 0.66% 0.67% 0.76% 0.64%
Cayley 3.51% 3.63% 3.06% 2.38% 1.93% 2.13% 2.20% 2.19% 2.00% 2.13% 2.65%
Ulam 1.56% 1.10% 0.48% 0.80% 1.03% 0.90% 0.94% 1.04% 0.97% 1.22% 1.18%
Footrule 9.10% 6.70% 7.93% 4.67% 5.21% 3.70% 4.61% 5.25% 5.47% 3.82% 4.07%
(b) ໊শɿatt48ɼ໰୊αΠζɿn=48ɼେҬత࠷ద஋ɿ f (x)=10628ɼ࠷େධՁճ਺ɿFCmax = 2.5 × 106
ࢦඪ ڑ཭
PMʢҠಈൣғௐ੔ύϥϝʔλ w ͸ҎԼͷ஋ʣ
0 (HM) 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
ฏۉ஋
2-opt 1.12% 0.91%* 0.95%* 0.74%* 0.55%* 0.62%* 0.76%* 0.65%* 0.68%* 0.62%* 0.62%*
Cayley 15.82% 14.00%* 12.10%* 6.10%* 4.70%* 5.26%* 6.24%* 7.09%* 7.64%* 9.33%* 9.54%*
Ulam 6.69% 6.95% 6.15%* 3.15%* 2.17%* 2.27%* 2.48%* 2.45%* 2.40%* 2.84%* 2.50%*
Footrule 160.74% 111.74%* 96.98%* 127.98%* 137.30%* 138.36%* 134.41%* 135.35%* 136.23%* 136.63%* 136.34%*
࠷ྑ஋
2-opt 0% 0%* 0%* 0%* 0%* 0%* 0%* 0%* 0%* 0%* 0%*
Cayley 1.70% 2.06% 3.85% 1.27%* 2.11% 1.63%* 1.47%* 2.64% 2.43% 3.01% 5.07%
Ulam 0.19% 0%* 0%* 0%* 0.86% 0.58% 0.53% 1.07% 0.74% 0.58% 0.56%
Footrule 102.85% 56.05%* 70.90%* 99.15%* 116.48% 110.64% 116.08% 112.02% 114.93% 106.75% 106.05%
࠷ѱ஋
2-opt 5.48% 5.48%* 5.48%* 5.27%* 5.27%* 5.27%* 5.27%* 5.27%* 5.27%* 5.27%* 5.27%*
Cayley 41.19% 40.04%* 30.03%* 16.93%* 14.60%* 12.06%* 12.94%* 11.98%* 11.83%* 14.11%* 14.61%*
Ulam 23.16% 23.16%* 20.02%* 18.64%* 4.48%* 4.39%* 4.62%* 5.34%* 4.35%* 4.84%* 4.64%*
Footrule 205.97% 149.24%* 124.57%* 150.09%* 157.66%* 162.66%* 159.59%* 156.35%* 155.16%* 159.91%* 153.51%*
ඪ४ภࠩ
2-opt 1.38% 1.29% 1.26% 1.07% 1.09% 1.12% 1.17% 1.06% 1.08% 1.06% 1.04%
Cayley 8.09% 6.83% 6.60% 3.55% 2.36% 2.04% 2.29% 1.85% 2.37% 2.48% 2.22%
Ulam 5.53% 5.44% 5.30% 3.44% 0.85% 0.93% 0.92% 0.86% 0.92% 1.06% 0.98%
Footrule 9.18% 8.95% 6.22% 4.59% 4.80% 4.24% 4.65% 4.28% 4.04% 5.18% 4.55%
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ද 6.3ɿ୳ࡧੑೳʹؔ͢Δ਺஋࣮ݧ݁ՌʢFSPʣ
(a) ໊শɿta011ɼ໰୊αΠζɿn=20ɼେҬత࠷ద஋ɿ f (x)=1582ɼ࠷େධՁճ਺ɿFCmax = 1 × 106
ࢦඪ ڑ཭
PMʢҠಈൣғௐ੔ύϥϝʔλ w ͸ҎԼͷ஋ʣ
0 (HM) 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
ฏۉ஋
Cayley 0.22% 0.23% 0.30% 0.39% 0.54% 0.59% 0.78% 0.81% 0.85% 0.94% 0.99%
Ulam 0.15% 0.12%* 0.15%* 0.26% 0.25% 0.34% 0.32% 0.32% 0.36% 0.34% 0.40%
Footrule 0.58% 0.80% 1.11% 2.07% 3.25% 3.88% 4.41% 4.60% 4.53% 4.44% 4.77%
࠷ྑ஋
Cayley 0.063% 0%* 0%* 0%* 0%* 0.063%* 0%* 0.063%* 0%* 0.063%* 0.44%
Ulam 0% 0%* 0%* 0%* 0%* 0%* 0%* 0%* 0%* 0.063% 0%*
Footrule 0.063% 0%* 0.063%* 0.89% 1.39% 2.09% 2.34% 1.71% 2.65% 2.34% 1.90%
࠷ѱ஋
Cayley 0.70% 0.70%* 0.70%* 0.89% 0.89% 1.14% 1.39% 1.52% 1.71% 1.58% 1.58%
Ulam 0.38% 0.32%* 0.25%* 0.63% 0.70% 0.70% 0.76% 0.95% 0.95% 0.76% 0.95%
Footrule 1.58% 1.71% 1.83% 3.10% 4.80% 5.69% 6.13% 6.26% 6.95% 6.76% 6.57%
ඪ४ภࠩ
Cayley 0.12% 0.15% 0.19% 0.24% 0.23% 0.30% 0.26% 0.35% 0.40% 0.33% 0.26%
Ulam 0.11% 0.10% 0.10% 0.15% 0.18% 0.19% 0.19% 0.27% 0.24% 0.20% 0.24%
Footrule 0.31% 0.33% 0.55% 0.76% 0.99% 0.86% 0.79% 0.92% 0.88% 0.93% 0.95%
(b) ໊শɿta021ɼ໰୊αΠζɿn=20ɼେҬత࠷ద஋ɿ f (x)=2297ɼ࠷େධՁճ਺ɿFCmax = 1 × 106
ࢦඪ ڑ཭
PMʢҠಈൣғௐ੔ύϥϝʔλ w ͸ҎԼͷ஋ʣ
0 (HM) 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
ฏۉ஋
Cayley 0.34% 0.33%* 0.38% 0.51% 0.56% 0.68% 0.75% 0.84% 0.98% 0.98% 1.02%
Ulam 0.21% 0.23% 0.21%* 0.25% 0.35% 0.37% 0.40% 0.49% 0.46% 0.51% 0.47%
Footrule 1.22% 1.14%* 1.51% 2.10% 2.95% 3.17% 3.62% 3.53% 3.54% 3.52% 3.81%
࠷ྑ஋
Cayley 0% 0%* 0%* 0.044% 0%* 0.13% 0.35% 0.087% 0.087% 0.044% 0.044%
Ulam 0% 0%* 0%* 0%* 0.044% 0%* 0.044% 0.044% 0.044% 0%* 0%*
Footrule 0.13% 0%* 0.35% 0.83% 1.61% 1.70% 2.53% 2.18% 1.87% 2.09% 2.44%
࠷ѱ஋
Cayley 0.74% 0.74%* 0.70%* 0.83% 1.00% 1.13% 1.18% 1.26% 1.39% 1.44% 1.52%
Ulam 0.52% 0.57% 0.65% 0.52%* 0.74% 0.91% 0.83% 0.87% 0.83% 0.91% 1.09%
Footrule 3.18% 3.05%* 3.40% 3.70% 4.66% 4.57% 4.61% 5.14% 4.88% 4.79% 4.96%
ඪ४ภࠩ
Cayley 0.18% 0.19% 0.16% 0.18% 0.21% 0.23% 0.22% 0.28% 0.26% 0.24% 0.33%
Ulam 0.14% 0.13% 0.17% 0.15% 0.17% 0.20% 0.22% 0.22% 0.19% 0.23% 0.25%
Footrule 0.88% 0.81% 0.86% 0.64% 0.63% 0.62% 0.54% 0.61% 0.66% 0.63% 0.60%
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ද 6.4ɿ୳ࡧੑೳʹؔ͢Δ਺஋࣮ݧ݁ՌʢQAPʣ
(a) ໊শɿTai30aɼ໰୊αΠζɿn=30ɼେҬత࠷ద஋ɿ f (x)=1818146ɼ࠷େධՁճ਺ɿFCmax = 1× 106
ࢦඪ ڑ཭
PMʢҠಈൣғௐ੔ύϥϝʔλ w ͸ҎԼͷ஋ʣ
0 (HM) 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
ฏۉ஋
Cayley 1.35% 1.50% 1.55% 1.90% 1.91% 2.15% 2.34% 2.27% 2.40% 2.46% 2.60%
Ulam 6.61% 6.56%* 6.62% 7.21% 7.47% 7.63% 7.65% 7.74% 7.84% 7.93% 7.87%
Footrule 6.01% 6.36% 6.76% 7.29% 7.61% 7.68% 7.61% 7.68% 7.77% 7.68% 7.66%
࠷ྑ஋
Cayley 0.46% 0.51% 0.40%* 1.18% 1.39% 1.08% 1.10% 1.10% 1.46% 1.46% 1.68%
Ulam 5.18% 4.77%* 5.07%* 6.18% 6.50% 6.56% 6.54% 6.18% 6.88% 6.57% 6.73%
Footrule 3.99% 4.86% 5.25% 6.23% 6.41% 6.91% 6.27% 5.96% 6.69% 6.33% 6.37%
࠷ѱ஋
Cayley 3.77% 4.42% 4.42% 2.50%* 2.51%* 2.81%* 2.86%* 2.90%* 3.13%* 3.04%* 3.17%*
Ulam 7.69% 7.70% 7.38%* 8.11% 8.40% 8.60% 8.66% 8.69% 8.56% 8.76% 8.96%
Footrule 8.21% 7.23%* 7.63%* 8.16%* 8.43% 8.35% 8.64% 8.53% 8.74% 8.74% 8.48%
ඪ४ภࠩ
Cayley 0.61% 0.73% 0.61% 0.26% 0.36% 0.33% 0.34% 0.39% 0.35% 0.35% 0.35%
Ulam 0.53% 0.52% 0.52% 0.36% 0.38% 0.43% 0.48% 0.57% 0.40% 0.40% 0.47%
Footrule 0.61% 0.47% 0.48% 0.45% 0.39% 0.33% 0.42% 0.46% 0.46% 0.44% 0.43%
(b) ໊শɿNug30ɼ໰୊αΠζɿn=30ɼେҬత࠷ద஋ɿ f (x)=6124ɼ࠷େධՁճ਺ɿFCmax = 1 × 106
ࢦඪ ڑ཭
PMʢҠಈൣғௐ੔ύϥϝʔλ w ͸ҎԼͷ஋ʣ
0 (HM) 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
ฏۉ஋
Cayley 0.28% 0.28%* 0.31% 0.29% 0.35% 0.41% 0.47% 0.65% 0.77% 0.82% 0.87%
Ulam 4.10% 3.87%* 4.17% 4.04%* 4.35% 4.98% 5.54% 6.22% 6.37% 6.49% 6.34%
Footrule 8.24% 6.54%* 6.20%* 7.87%* 8.82% 8.57% 8.88% 8.87% 8.81% 8.90% 8.70%
࠷ྑ஋
Cayley 0% 0%* 0%* 0%* 0%* 0%* 0%* 0.065% 0%* 0%* 0%*
Ulam 2.58% 2.16%* 2.06%* 1.93%* 2.65% 2.25%* 3.04% 3.66% 3.40% 4.15% 3.53%
Footrule 4.34% 3.53%* 3.20%* 5.39% 7.02% 6.70% 6.60% 6.30% 6.37% 7.12% 5.62%
࠷ѱ஋
Cayley 1.63% 0.75%* 1.31%* 0.88%* 0.95%* 0.91%* 1.08%* 1.37%* 1.31%* 1.50%* 1.70%
Ulam 7.15% 5.85%* 9.90% 5.81%* 5.91%* 7.22% 7.02%* 7.81% 8.10% 8.03% 8.98%
Footrule 13.98% 15.97% 9.18%* 10.22%* 10.58%* 9.76%* 10.74%* 10.74%* 10.74%* 10.74%* 10.32%*
ඪ४ภࠩ
Cayley 0.30% 0.22% 0.26% 0.25% 0.29% 0.24% 0.30% 0.28% 0.29% 0.34% 0.32%
Ulam 0.87% 0.95% 1.23% 0.73% 0.77% 0.85% 0.96% 0.95% 0.96% 0.83% 1.01%
Footrule 2.32% 2.01% 1.27% 0.99% 0.77% 0.73% 0.88% 0.94% 0.95% 0.86% 1.01%
7 ݁࿦
7.1 ຊݚڀͷ੒Ռ
ۙ೥ͷେن໛ԽɾෳࡶԽ͢ΔγεςϜͷ࠷దͳܭըɾӡ༻ɾ੍ޚͷͨΊʹॏཁͳ՝୊ͱ
ͳΓɼ͜ͷ࣮ݱʹ͸༏Εͨ࠷దԽख๏ͷ։ൃ͕جૅͱͳΔɻ
ղۭؒʹ͓͚Δڑ཭ʹ͍ͭͯɼղۭ͕ؒ཭ࢄߏ଄Ͱ͋Δ૊߹ͤ࠷దԽ໰୊Ͱ͸༷ʑͳछ
ྨͷڑ཭͕ଘࡏ͠ɼ͜ͷڑ཭ͷछྨʹΑͬͯ໰୊ͷߏ଄͕ܾఆ෇͚ΒΕΔɻ͜ͷ͜ͱʹΑ
ΓɼఆࣜԽ͞ΕͨಉҰͷ໰୊Ͱ͋ͬͯ΋༷ʑͳ໰୊ߏ଄͕ଘࡏ͢Δɻ·ͨɼຊݚڀάϧʔ
ϓͰ͸ղۭؒʹ͓͚Δڑ཭ʹΑͬͯղಉ࢜ΛఆྔతʹҐஔ෇͚ɼͦΕΒͷղΛ୳ࡧ͢Δ୳
ࡧ఺ಉ࢜ͷ཭ΕΔɾۙͮ͘ͱ͍͏ૢ࡞Λ׆༻ͨ͠ΑΓޮ཰తͳ୳ࡧΛ࣮ݱ͢Δ૊߹ͤ࠷ద
Խख๏ΛఏҊ͖͍ͯͯ͠Δɻ͕ͨͬͯ͠ɼ૊߹ͤ࠷దԽʹ͓͍ͯɼ໰୊ʹ΋ख๏ʹ΋େ͖
͘ӨڹΛٴ΅͢ղۭؒʹ͓͚Δڑ཭ͷߟྀ͸ॏཁͰ͋Γɼ͋ΒΏΔڑ཭ͰΑΓਫ਼౓ͷߴ͍
࠷దղΛಘΔ͜ͱͷͰ͖Δॊೈͳख๏ͷ։ൃ͕ॏཁͳ՝୊Ͱ͋Δɻ
͜ͷ՝୊ղܾʹ͸ɼ࠷దԽର৅ͷ໰୊ߏ଄΍୳ࡧঢ়ଶʹԠͯ͡ख๏ͷ༗͢Δύϥϝʔλ
ΛదԠతʹௐ੔͢ΔదԠԽͷΞϓϩʔν͕ߟ͑ΒΕɼຊݚڀͰ͸దԠԽʹ͍ͭͯண໨͠ɼ
దԠԽͷ؍఺͔Βຊݚڀάϧʔϓ͕ఏҊͨ͠ैདྷख๏ͷҠಈઓུΛղੳ͠ɼख๏ͷ༏Εͨ
୳ࡧੑೳΛ׆͔ͭͭ͠୳ࡧͷࣗ༝౓Λ֦ுͨ͠ΞϧΰϦζϜͷߏஙΛߦͬͨɻ
ैདྷख๏͸୳ࡧ఺͕Ͳͷํ޲΁୳ࡧ͢Δ͔Λܾఆ͢ΔʮҠಈͷํ޲෇͚ʯͷઓུ͕޼Έ
ʹߏங͞Ε͍ͯΔɻҰํͰɼ୳ࡧ఺͕ͲΕ͚ͩҠಈ͢Δ͔Λܾఆ͠ैདྷख๏ʹ͓͍ͯଟ༷
ԽͱूதԽͷ੾Γସ͑ͷλΠϛϯάʹӨڹΛ༩͑ΔʮҠಈൣғʯͷઓུ͕े෼ʹߟྀͰ͖
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͍ͯͳ͍ɻैདྷख๏ͷ୳ࡧ఺ͷҠಈͷํ޲෇͚ʹՃ͑ɼҠಈൣғͷ֦େɾॖখʹΑͬͯଟ
༷ԽͱूதԽͷ੾Γସ͑ͷλΠϛϯάͷૢ࡞ΛՄೳͱ͢Δɼ͢ͳΘͪ୳ࡧͷࣗ༝౓Λ֦ு
͢Δ͜ͱͰ୳ࡧੑೳͷ޲্͕ظ଴Ͱ͖ɼ͞Βʹ͸దԠԽ΁ͷൃల͕ظ଴Ͱ͖Δɻ
ͦ͜ͰɼຊݚڀͰ͸దԠతʹௐ੔ՄೳͳύϥϝʔλΛؚΉܗͰ୳ࡧ఺ͷҠಈൣғʹؔ͢
ΔઓུΛैདྷख๏ʹಋೖ͠ɼ୳ࡧͷࣗ༝౓Λ֦ுͨ͠ॊೈͳख๏ΛߏஙɾఏҊͨ͠ɻෳ਺
ͷϕϯνϚʔΫ໰୊Λ༻͍ͨ਺஋࣮ݧΛߦ͍ɼͦͷ༗༻ੑͱൃలͷՄೳੑΛ֬ೝͨ͠ɻ
7.2 ࠓޙͷల๬
ຊ࿦จͰಋೖ͠ɼͦͷ༗༻ੑΛ֬ೝͨ͠Ҡಈൣғௐ੔ύϥϝʔλʹ͍ͭͯɼ࠷దԽର৅
ͷ໰୊ߏ଄΍୳ࡧঢ়ଶʹԠͯ͡ख๏ͷ༗͢ΔύϥϝʔλΛదԠతʹௐ੔͢Δ͜ͱͰΑΓҰ
૚ͷ୳ࡧੑೳ޲্͕ظ଴Ͱ͖Δɻ۩ମతʹ͸ɼ࠷ྑղͷߋ৽͕Ұఆճ਺ߦΘΕͳ͍৔߹ʹ
ύϥϝʔλΛେ͖͘͢ΔͳͲҰఆͷنఆΛઃ͚มԽͤ͞Δɼ໰୊ߏ଄Λਪఆ͢ΔػߏΛ׆
༻͠มԽͤ͞ΔɼͳͲͷํ๏͕ߟ͑ΒΕΔɻ
͜ΕҎ֎ʹ΋ɼ
• ఏҊख๏ͷଟ఺Խɼ͓ΑͼదԠԽͱଟ఺Խͷ༥߹
• ํ޲෇͚ʹؔ͢Δطଘύϥϝʔλͱͷؔ܎ͷղੳ
• ΑΓଟ༷ͳ໰୊΍ଟ༷ͳڑ཭ʹΑΔݕূ͓Αͼղੳ
͜ΕΒͷల๬͕ߟ͑ΒΕΔɻ
ͭ·ΓҎԼͷΑ͏ͳ͜ͱ͕ظ଴Ͱ͖Δɻ
୳ࡧͷࣗ༝౓͕֦ு͞Εͨ͜ͱʹΑΓɼଟ఺Խ΁ͷ૬ޓ࡞༻ͷ෯΋޿͕Γൃల͕ظ଴Ͱ
͖Δɻ͞ΒʹదԠԽͱଟ఺ԽΛ༥߹͢Δ͜ͱͰ͞ΒͳΔߴ͍ύϑΥʔϚϯε͕ظ଴Ͱ͖Δɻ
HM͸ํ޲෇͚ʹؔ͢ΔطଘύϥϝʔλΛ༗͍ͯ͠ΔͨΊɼຊख๏ͱͷؔ܎ͷղੳ΍׆
༻͕๬·ΕΔɻ
͋Δ͍͸ଟ༷ͳ໰୊΍ڑ཭ʹΑΔݕূʹΑͬͯɼۙ઀࠷దੑݪཧͱͷؔ܎ͳͲΛղੳ͕
ظ଴͞ΕΔɻ
A ຊ࿦จͰ༻͍ͨڑ཭
2-optڑ཭
೚ҙͷղ x͔Βผͷղ y΁Ҡಈ͢Δͷʹඞཁͳ 2-optۙ๣ૢ࡞ͷ࠷খճ਺Ͱද͞ΕΔɻ
2-optڑ཭ d2-opt(x, y)͸ҎԼͷΑ͏ʹٻΊΒΕΔɻ2-optͱ͸८ճ࿏ͷڞ௨͠ͳ͍ύε͕ 2
Ͱ͋Δ͜ͱΛද͢ɻ
d2-opt(x, y) = (minimum number of transpositions 2-opt)
࠷େڑ཭͸ n − 2Ͱ͋Δɻ
Cayleyڑ཭
ॱংͷ೚ҙͷཁૉͱͦΕҎ֎ͷཁૉΛަ׵͢Δૢ࡞Λߦ͏ͱ͖ɼॱ ং xͱॱংyؒͷมߋ
ʹඞཁͳૢ࡞ͷ࠷খճ਺Ͱද͞ΕΔɻCayleyڑ཭ dCayley(x, y)͸ҎԼͷΑ͏ʹٻΊΒΕΔɻ
dCayley(x, y) = (minimum number of transpositions swaps)
࠷େڑ཭͸ n − 1Ͱ͋Δɻ
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Ulamڑ཭
ॱংͷ೚ҙͷཁૉΛ೚ҙͷҐஔʹૠೖ͢Δૢ࡞Λߦ͏ͱ͖ɼॱং xͱॱং yؒͷมߋʹ
ඞཁͳૢ࡞ͷ࠷খճ਺Ͱද͞ΕΔɻnΛཁૉ਺ͱ͢Δͱ͖Ulamڑ཭ dUlam(x, y)͸ҎԼͷΑ
͏ʹٻΊΒΕΔɻ
dUlam(x, y) = (minimum number of transpositions insertion)
= n − (length of longest common subsequence)
࠷େڑ཭͸ n − 1Ͱ͋Δɻ
Spearman’s Footruleڑ཭
ର৅ͱ͢ΔॱংͷཁૉͷҐஔΛॱҐͱ͢Δͱ͖ɼॱং xͱॱং yؒͷॱҐͷࠩͷ૯࿨Ͱ
ද͞ΕΔɻnΛཁૉ਺ͱ͢Δͱ͖ Spearman’s Footruleڑ཭ dFootrule(x, y)͸ҎԼͷΑ͏ʹٻ
ΊΒΕΔɻ
dFootrule(x, y) =
n∑
i=1
|xi − yi|
࠷େڑ཭͸ n
2
2
Ͱ͋Δɻ
B ຊ࿦จͰ༻͍ͨϕϯνϚʔΫ໰୊
८ճηʔϧεϚϯ໰୊ʢTraveling Salesman Problem: TSPʣ
८ճηʔϧεϚϯ໰୊ʢTraveling Salesman Problem: TSPʣͱ͸ɼnݸͷ౎ࢢͷू߹
V = {1, · · · , n}ͱ౎ࢢ iͱ౎ࢢ jͷؒͷڑ཭ d(i, j), i, j ∈ V ͕༩͑ΒΕͨͱ͖ɼ͢΂ͯͷ౎
ࢢΛͪΐ͏ͲҰ౓ͣͭ๚໰ͨ͋͠ͱݩʹ໭Δ८ճ࿏ͷ͏ͪɼڑ཭͕࠷খʹͳΔ΋ͷΛٻΊ
Δ໰୊Ͱ͋Δɻ͜ͷ໰୊ͷղ͸ɼe(i, j)Λ౎ࢢ iͱ౎ࢢ jΛ௖఺ͱͨ͠ͱ͖ͷ౎ࢢ i, jؒͷล
ͱ͢Ε͹ɼnݸͷ఺ͷϋϛϧτϯάϥϑ x = (V, {e(x1,x2), e(x2,x3), · · · , e(xn−1,xn)}), xi ∈ VͰ༩͑
ΒΕΔɻ८ճηʔϧεϚϯ໰୊͸࣍ͷΑ͏ʹఆࣜԽ͞ΕΔɻ
min f (x) =
n−1∑
k=1
d(xk, xk+1) + d(xn, x1)
ϑϩʔγϣοϓεέδϡʔϦϯά໰୊ʢFlowshop Scheduling
Problem: FSPʣ
ϑϩʔγϣοϓεέδϡʔϦϯά໰୊ʢFlowshop Scheduling Problem: FSPʣͱ͸ɼS ୆
ͷػցU = {1, 2, . . . , S }ͱ nݸͷ࢓ࣄV = {1, 2, . . . , n}ɼػց i ∈ U͕࢓ࣄ j ∈ V͕ॲཧ͢
Δ࣌ؒ ti jΛ༩͑ΒΕͨͱ͖ɼશͯͷ࢓ࣄͷ૯ॲཧ࣌ؒΛ࠷খʹ͢Δ࢓ࣄͷॲཧॱংΛٻΊ
Δ໰୊Ͱ͋Δɻ͜ͷͱ͖ɼશͯͷ࢓ࣄ͸શͯͷػցʹಉҰͷॱংͰॲཧ͞ΕΔඞཁ͕͋Γɼ
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Ұͭͷػց͸ಉ࣌ʹҰͭͷ࢓ࣄ͔͠ॲཧͰ͖ͳ͍ɻ
x jΛ࢓ࣄ j ∈ V͕ॲཧ͞ΕΔॱҐͱͨ͠ͱ͖ʢ͜͜Ͱɼx j ∈ W = {1, 2, . . . , n}ͱ͢Δʣɼ
FSPͷղ͸ x = (x1, x2, · · · , xn)ͱͯ͠ද͞ΕΔɻFSP͸ҎԼͷΑ͏ʹఆࣜԽ͞ΕΔɻͨͩ
͠ t jI(0) = t0I(k) = 0Ͱ͋Δɻ
min TS I(n)
T jI(k) = max(T jI(k−1), T j−1I(k)) + t jI(k)
I(k) = i; xi = k
i = 1, 2, · · · , n ∈ U j = 1, 2, · · · , S ∈ V k = 1, 2, · · · , n ∈W
ೋׂ࣍౰໰୊ʢQuadratic Assignment Problem: QAPʣ
ೋׂ࣍౰໰୊ʢQuadratic Assignment Problem: QAPʣͱ͸ɼ഑ஔ͢΂͖ nݸͷࢪઃͱ n
Օॴͷ஍۠ɼࢪઃ i͔Βࢪઃ j΁ͷ෺ͷҠಈྔ a(i, j)ɼ͓Αͼɼ஍۠ k͔Β஍۠ l·Ͱͷڑ཭
b(k, l)͕༩͑ΒΕͨͱ͖ɼ෺ࢿͷ༌ૹίετΛ࠷খͱ͢Δࢪઃͷ഑ஔΛٻΊΔ໰୊Ͱ͋Δɻ
ࢪઃ iΛ഑ஔ͢Δ஍۠Λ xiͱͨ͠ͱ͖ɼ͜ͷ໰୊ͷղ͸ॱྻ x = (x1, x2, · · · , xn)ͱͯ͠
ද͞ΕΔɻೋׂ࣍౰໰୊͸࣍ͷΑ͏ʹఆࣜԽ͞ΕΔɻ
min
n∑
i=1
n∑
j=1
a(i, j)b(xi, x j)
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