Dedication
The authors dedicate this book to all those who have given them the incentive to work, including teachers, students, colleagues and family: we cannot name one without naming them all, so they shall remain unnamed, but sincerely appreciated just the same. 
Preface
Control theory is a powerful body of knowledge. It can model complex objects and produce adaptive solutions that change automatically as circumstances change. Control has an impressive track record of successful applications and increasingly it lends its basic ideas to other disciplines. -J. R. Leigh [Lei92] General philosophy of the book
In the spirit of the quote above, this book makes a case for the application of control ideas in the design of numerical algorithms. This book argues that some simple ideas from control theory can be used to systematize a class of approaches to algorithm analysis and design. In short, it is about building bridges between control theory and numerical analysis.
Although some of the topics in the book have been published in the literature on numerical analysis, the authors feel, however, that the lack of a unified control perspective has meant that these contributions have been isolated and the important role of control and system theory has, to some extent, not been sufficiently recognized. This, of course, also means that control and system theory ideas have been underexploited in this context.
The book is a control perspective on problems mainly in numerical analysis, optimization and matrix theory in which systems and control ideas are shown to play an important role. In general terms, the objective of the book is to showcase these lesser known applications of control theory, because they fascinate the authors and also to publicize control theory ideas among numerical analysts as well as in the reverse direction, in the hope that this will lead to a richer interaction and the discovery of more non-traditional contexts such as the ones discussed in this book. It should also be emphasized that this represents a departure from (or even the 'inverse' of) a strong drive in recent years to give a numerical analyst's perspective of various computational problems and algorithms in control. The word "Perspectives" in the title of the book is intended to alert the reader that we offer perspectives, often of a preliminary nature: we are aware that much more needs to be done. Thus this is a book that stresses perspectives and control formulations of numerical problems, rather than one that develops numerical methods. It is natural to expect that new perspectives will lead to new methods and, indeed, some of these are proposed in this book. Figure 1 . A continuous realization of a general iterative method to solve the equation f (x) = 0 represented as a feedback control system. The plant, object of the control, represents the problem to be solved, while the controller C, a function of x and r, is a representation of the algorithm designed to solve it. Thus choice of an algorithm corresponds to the choice of a controller.
As a general statement, one may say that designing a numerical algorithm for a given problem starts by finding an iterative method that, in theory, converges to the solution of the problem. In practice, further, often difficult, analyses and modifications of the method are required to show that, under the usual circumstances of implementation such as finite precision, discretization errors etc., the proposed iterative method still works, which means that it displays a property called robustness. These modifications, if they can be implemented, inspire confidence in the usefulness of the method and, if they cannot be found, usually condemn it. However, apart from many general principles that are known today, there does not seem to be a systematic way to analyze the behavior of algorithms or to propose modifications to eliminate known undesirable behavior. As a result of this, more algorithms are being proposed and (ab)used, than are being analyzed rigorously in order to be classified as reliable or unreliable. This phenomenon is widespread in many areas of scientific and technological research and, as massive amounts of desktop power are now routine, is likely to become even more prevalent.
The above paragraph can be rewritten using the terms discrete dynamical system instead of iterative method and the term perturbation for all the different types of error to which the algorithm is subject. If this is done, then the problem of designing a usable or good iterative method can briefly be described as that of influencing a given dynamical system such that its convergence properties remain unchanged in the presence of perturbations, thus achieving robustness. The area of control theory deals with the problem exactly like this, where the term that influences the dynamical system generally enters in a specific way (linearly, affinely, nonlinearly etc.) and is referred to as a control. Figure 1 summarizes this concept pictorially in the form of a block diagram, familiar to engineers.
Description of contents
Chapter 2 shows how standard iterative methods for solving nonlinear equations can be approached from the point of view of control. In other words, Figure 1 is given a full explanation and it is shown how, in the standard iterative methods for finding zeros of linear and nonlinear functions, a suitable dynamical system is defined by the problem data and, furthermore, how the algorithm may be interpreted as a controller for this dynamical system. This results in a unified treatment of these methods: the conjugate gradient method is seen to be a manifestation of the well known and popular proportional-derivative (PD) controller and furthermore that a very natural taxonomy of iterative methods for linear systems results. The proposed approach also leads to new zero finding methods, that have properties different from the classical methods in ways that are significant in certain situations, which are presented together with illustrative examples. Another point worth mentioning is that, following usual practice in control, both the discrete-time iterative methods as well as their continuous-time counterparts are considered. The latter are quite natural in a control context and, in some specific ways, their analysis is easier. It should also be recalled that, historically speaking, continuous methods, first called analog methods, formed the basis of computing in science and engineering. From this perspective, this book revisits "analog computing", not only in order to reach a better understanding of discrete computing is concerned, but also to be considered as a serious alternative to the latter in some cases, such as in neural networks. Today, of course, continuous-time algorithms suggested by the theory would usually be implemented on a digital computer, or, in some cases, through an efficient VLSI circuit implementation.
Chapter 3 examines the closely related ideas of optimal and variable structure control in the design and analysis of iterative methods for finding zeros of nonlinear functions, establishing connections with the methods examined in Chapter 2. Methods for finding minima of unconstrained functions are also examined from the viewpoint of optimal and variable structure control. The highlights are the unified view of these somewhat disparate topics and methods, as well as new analyses of methods that have been proposed in the literature, such as one for finding zeros of polynomials with complex coefficients.
In recent years, there has been an explosion of interest in different aspects of so called artificial neural networks. Their ability to perform large scale numerical computations as well as some optimization tasks efficiently are some of the features that have attracted attention in many fields. Chapter 4 examines neural networks as well as other gradient dynamical systems that can be used to solve linear and quadratic programming problems. The approach taken is an exact penalty function approach which leads to gradient dynamical systems (GDS) with discontinuous right hand sides, already met with in the previous chapter. These systems are analyzed using a Persidskii-type control Liapunov function (CLF) approach introduced by the authors. The highlights are simple GDS solvers for several problems currently very popular in the neural network and pattern recognition community, such as support vector machines and k-winner-take-all networks. Once again, the emphasis is on the unified and simple control approach that is being advocated, rather than on these specific applications.
Chapter 5 is on control aspects in the numerical solution of initial value problems for ordinary differential equations and matrix problems. One of the success stories of control which is not widely known is the step size control of numerical integration methods to solve ordinary differential equations, originated by Gustafsson, Söderlind and co-workers, who showed that the classical proportional-integral (PI) controller paradigm can be used to design very effective adaptive stepsize control algorithms. Shooting methods for boundary value problems can also be recast as feedback control. The consequences of this are examined and a connection to the iterative learning control (ILC) paradigm of control theory is also discussed.
The chapter closes with an exploration of some control and system-theoretic ideas that are intimately related to and throw light on some problems in matrix theory.
A preconditioner is a matrix P with a simple structure that pre-or postmultiply a given matrix A. Preconditioners play an important role in making some classes of iterative methods more efficient by increasing rates of convergence. In order that preconditioning be efficient, it is usual to impose restrictions on P. For instance, a question that has attracted much attention among numerical analysts is that of determining an optimal diagonal preconditioner P (i.e., P is restricted, for computational simplicity, to be a diagonal matrix). In Section 5.3, this problem is shown to be equivalent to the problem of clustering the eigenvalues of an appropriately chosen dynamical system using what is known as decentralized feedback. This problem has been much studied under the name of decentralized control and this theory is used to show how far it is possible to go with diagonal preconditioning, as well as how to formulate, in control terms, the problem of computing an optimal diagonal preconditioner.
Section 5.4 discusses the problem of D-stability. This problem, which arose in the context of price stability in economics, is one of determining conditions on a Hurwitz matrix A (i.e., one that has all its eigenvalues in the left half of the complex plane) such that it remains Hurwitz when pre-or post-multiplied by any diagonal matrix with positive entries. A control approach, similar to that taken for the preconditioning problem in some aspects, is used to characterize D-stability, at present, limited to the case of low dimensions.
Section 5.5 shows how the concept of realization of a dynamical system that is controllable but not observable for a given parameter value leads to the resultant of a system of two polynomial equations in two unknowns. This, in turn, leads to an algorithm to find zeros of such a polynomial system.
Previous work in the field and disclaimers
This book makes a case for more (and more systematic) use of control theory in numerical methods. This is done basically by presenting several successful examples. The authors hasten to add that they are not experts in many of the example areas, or in numerical analysis and also make no pretense of developing a 'metatechnique' that will guide future applications of control to numerical methods. We do, however, hope that, despite these shortcomings, this book will interest more practitioners of each field to learn the other and eventually lead to an evolution of the perspective proposed here.
Some further disclaimers are in order. We should point out that we are certainly not the first to propose such a perspective. Tsypkin, in two seminal and wide ranging books [Tsy71, Tsy73] , approached the problem of adaptation and learning from a control perspective, emphasizing the central role of gradient dynamical systems, both deterministic and stochastic, and pointing out that the gradient systems "cover many iterative formulas of numerical analysis". He also clearly identified the importance of studying both continuous and discrete algorithms on an equal footing and was one of the first to consider the question of optimality of algorithms. Thus, even though the subject and scope are quite different, Tsypkin's books should be considered the precursors of this one, certainly in regard to the contents of Chapters 2-4. Another source of inspiration for Chapters 2 and 3 was the important but little known book of Krasnosel'skii, Lifshits and Sobolev [KLS89] which mentions the possibility of approaching iterative methods from a control viewpoint and gives the spurt method (see section 3.2.2) as an example of variable structure control applied to a Krylov type method.
Stuart and Humphries, in many papers culminating in their book [SH98], propose a dynamical systems approach to numerical analysis. This is close to what we are proposing, the main difference being that they do not consider control inputs, and therefore do not consider the question of modifying the dynamics of a given iterative method, but rather the different question of when iterations which are discrete approximations of a continuous dynamical system have the same qualitative behavior. This theme is also important in Chapter 2, but since it has already been treated exhaustively, we refer the reader, where appropriate, to these more advanced works.
Helmke and Moore in several papers, also consolidated in a book [HM94], showed how to construct continuous-time dynamical systems that solve various problems in linear algebra and control. Chu, Brockett and others [Chu88, Bro89, Bro91] have proposed, in a similar vein, continuous-time realizations of many of the common iterative methods used in linear algebra. In both cases, the continuoustime dynamical systems approach provides many new insights into old problems. Finally, Pronzato, Wynn and Zhigljavsky [PWZ00] carry out a sophisticated study of applications of dynamical systems in search and optimization, using a unifying renormalization idea. In terms of suggesting that the perspective of the present book should be developed, an essay by Campbell [Cam01] recently came to our attention. It is entitled "Numerical analysis and system theory" and in section 3, entitled "System theory and its impact on numerical analysis", Campbell writes that "the application of control ideas in numerical analysis" is a direction of interaction between the two areas that is "less well developed". He cites the application of PI control to stepsize control and optimal control codes as examples of successful instances of interaction in the direction control to numerical analysis, and then goes on to say: "Generally, numerical analysts are not familiar with control theory. It is natural to ask whether one can use control theory to design better stepsize strategies. One can ask for even more. Can one design control strategies that can be applied across a family of numerical methods? " This book can be regarded a step in the direction of an affirmative answer to Campbell's question. 
Prerequisites
Although there are many points of contact between the research cited above and the point of view taken in this book, we have tried to avoid overlap with the books mentioned above by emphasizing dynamical systems with an explicit control input and a feedback loop, chosen in such a way as to improve the performance of the 'controlled' iterative method in some prespecified way. Another difference is that we aim at an audience that is not necessarily well versed, for example, in the language of manifolds and differential geometry, and demand few mathematical prerequisites of the interested reader, i.e., linear algebra and matrix theory, as well as basic differential and difference equation theory. Of course, this means that this book is elementary and concentrates much more on the perspective that is being developed, rather than technical details. It is appropriate to mention here that we have kept the mathematical level as simple as possible and alerted the reader, wherever necessary, to the existence of more rigorous or mathematically sophisticated presentations.
Chapter 1 provides a quick overview of the control and system theory prerequisites for this book. It is intended for potential readers who are not familiar with control to acquaint themselves with the basic control and systems theory terminology, as well as to provide a list of references in which the readers can find all the details that we omit.
For readers who have a control background and wish to review numerical linear algebra and numerical analysis, comprehensive references for numerical linear algebra are [Dat95, Dem97] , and a recent text on numerical analysis is [SM03]. For those wishing to review optimization theory, there are several excellent textbooks on optimization: some of our favorites are [BV04, NW99, NS96, Lue69, Lue84].
Notation and acronyms
Standard notation is used consistently, as far as possible. Upper case bold face letters, Greek and Roman, represent matrices, while lower case bold face letters, Greek and Roman, represent vectors. For typographical reasons, column vectors are written 'lying down' in parentheses with commas separating the components, i.e. x = (x 1 , . . . , x n ) ∈ R n . Lower case letters, Greek and Roman, represent scalars. Calligraphic letters and upper case letters, Roman or Greek, usually denote sets. The reader who wishes to find the meaning of an acronym, a symbol or notation should consult the index.
Portal Periódicos of CAPES, supported by the Ministries of Education and Culture and Science and Technology: electronic access to the databases of major publishers and citation indexing companies was of fundamental importance in doing the extensive bibliographical research for this book.
This book was written using Aleksander Simonic's magnificent WinEdt 5.4 software running Christian Schenk's MiKTeX 2.4 implementation of LaTeX 2E. The figures were prepared using Samy Zafrany's TkPaint 1.6 freeware. The PostScript and PDF files were prepared using Ghostscript and GhostView, by Russell Lang. To all these individuals, we express our sincere appreciation and heartfelt thanks.
During the time that the manuscript for this book was being written, several people gave us critical commentary, which was much appreciated and, as far as our limitations permitted, incorporated into the book. We would specially like to thank Prof. José Mario Martinez of Imecc/Unicamp, the Institute of Mathematics, Statistics and Scientific Computation of the State University of Campinas, São Paulo and Prof. Daniel B. Szyld of the Department of Mathematics of Temple University. Some of our doctoral students, past and present, also participated, through their theses and computational implementations, in the development of some of the topics in this book and we would like to acknowledge Christian Schaerer, Leonardo Ferreira, Oumar Diene and Fernando Pazos. Of course, the usual disclaimer applies: infelicities and outright blunders are ours alone.
We would like to thank our Acquisitions Editor at SIAM, Elizabeth Greenspan, for patiently bearing with our receding horizon approach to deadlines that went "whooshing by" in Douglas Adams' phrase.
Our families have to be thanked for suspending disbelief, whenever the topic of finishing the book came up, which was practically every day: "A Chean, Lucia, Barbara, Asmi, e Felipe, nosso muito obrigado, por entenderem nossos dilemas e nossas obsessões com este livro."
In closing, we cannot do better than to repeat, with one small change, the following words from the epilogue to Professor Tsypkin's inspiring book [Tsy73], mentioned earlier in this preface, which were written about learning theory more than three decades ago, but could just as well have been written about the contents of this book: All new problems considered in this book contain the elements of old classical problems: the problems of convergence and stability, the problems of optimality. Thus, in this respect we have not followed the fashion of moving away from the reliable classical results: "Extreme following of fashion is always a sign of bad taste". It seems to us that even now the theory of numerical algorithms greatly needs further development and generalization of these classical results. To date they have provided a great service to the ordinary systems, but now they also have to serve numerical algorithms.
