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Magnetic resonance imaging (MRI) is a noninvasive clinical imaging modal-
ity with very rich contrasts based on the physical properties of the imaged tis-
sues. MRI can be used for quantification of volumetric distributions of various
biomolecules and chemical elements - such as triglycerides, calcium and iron -
that regarded as participants in normal tissue biochemistry, and whose dysreg-
ulations are often manifested in pathologic processes. This dissertation reports
optimization steps undertaken to overcome technical challenges in quantitative
susceptibility mapping (QSM) in different parts of human body.
Often in QSM it is assumed that susceptibility is the only contributor to the
observed field inhomogeneity, which may be a valid assumption for neuroimag-
ing applications. However, multiple molecules found in biological tissues (e.g.,
triglycerides of fat) have a resonance frequency different from that of water, and
this resonance frequency offset is referred to as chemical shift. This chemical
shift affects the phase of the MRI signal. Although ways to estimate field inho-
mogeneity in the presence of chemical shift have been proposed, they often rely
on the a priori knowledge of the chemical spectrum. Unfortunately, variability
of chemical spectra have been reported. In this dissertation, an automated joint
estimation of the chemical shift and the susceptibility from an MRI dataset is re-
ported, where the chemical shift is also treated as an unknown variable subject
to optimization.
QSM may become a useful diagnostic tool for noninvasive assessment of
bone health without the use of ionizing radiation, however this application has
been a challenging task challenging because QSM requires complete measure-
ments of phase everywhere within the region of interest, and cortical bone typ-
ically has very low or no signal at conventional echo times in gradient echo
(GRE) imaging. An additional problem arises from intermingling of fat and wa-
ter protons in the bone marrow, necessitating the application of waterfat sepa-
ration techniques for field mapping. In this dissertation, a novel signal model
is proposed, feasibility of using QSM for measuring bone MRI signal is inves-
tigated, and the inherent technical issues involved in this application are high-
lighted.
QSM has been widely applied in neuroimaging. In particular, due to its
ability to accurately map iron deposits in deep brain nuclei, QSM promises
precise targeting of the subthalamic nucleus (STN) in deep brain stimulation
surgery (DBS). This dissertation reports results of comparison between QSM
and standard-of-care T2w imaging of the STN, and their performance in high-
resolution presugrical anatomic imaging.
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CHAPTER 1
INTRODUCTION
Magnetic resonance imaging (MRI) is a noninvasive imaging modality that
has found its uses in a multitude of clinical applications. The fundamental phys-
ical principle laid in foundation of MRI is nuclear magnetic resonance (NMR)
acquired signal originate from the interaction of magnetic fields and radio fre-
quency pulses with magnetic moments (spins) of protons. Based on proton
density, relaxation times, off-resonance effects and manipulation of magnetic
moments, MRI is able to provide a rich variety of tissue contrasts.
Majority of currently present MRI techniques are qualitative in nature.
Quantitative approaches capable of giving insight into tissue composition and
function can fundamentally transform scientific and clinical investigations.
1.1 Summary of contributions
This dissertation is focused on technical development and potential appli-
cations of quantitative susceptibility mapping (QSM). In short, the main goal
of QSM is to solve an inverse field-to-source problem to generate a volumetric
map of magnetic susceptibility sources distribution within a region of interest.
Its physical and mathematical principles will be discussed in greater details in
Chapter 2.
Chapter 2 also provides the background for water/fat separation an MRI-
based technique that is used in conjuction with QSM in the current thesis and
ultra-short echo time (UTE) imaging. Chapter 3 presents a work to address
the unsolved problem of quantitative susceptibility mapping (QSM) of tissue
1
with fat where both fat and susceptibility change the MR signal phase. The
chemical shift of fat was treated as an additional unknown and was estimated
jointly with susceptibility to provide the best data fitting using an automated
iterative algorithm. A simplified, piece-wise susceptibility model was used to
calculate an updated value of the chemical shift based on the local magnetic
field in each iteration. Numerical simulation, phantom experiments and in vivo
imaging were performed. Using the proposed method, artifacts on the QSM
images were markedly suppressed in all tested datasets compared with results
generated using fixed chemical shifts. Accuracy of the estimated susceptibility
was also improved in numerical simulation and phantom experiments.
Chapter 4 proposes a signal model tissue-specific R2* decay factor to model
water/fat MR signals. Three-dimensional radial UTE acquisition was employed
to acquire data which was then fit with the proposed bone-specific signal model
to map the chemical species and susceptibility field. Experiments were per-
formed ex vivo and on healthy human subjects. For water/fat separation, a
bone-specific model assigning R2* decay mostly to water was compared with
the standard models that assigned the same decay for both fat and water. In
the ex vivo experiment, bone QSM was correlated with CT. Compared with
standard models, the bone-specific R2* significantly reduced errors in the fat
fraction within the cortical bone in all tested data sets, leading to reduced arti-
facts in QSM. Good correlation was found between bone CT and QSM values
in the ex vivo specimen. Bone QSM was successfully generated in all subjects.
The QSM of bone was shown to be feasible using UTE with a conventional echo
time GRE acquisition
Chapter 5 develops a QSM acquisition protocol for deep brain stimulation
2
(DBS) surgery planning. Faithful depiction of the subthalamic nucleus (STN) is
critical for surgery in patients with Parkinsons disease (PD). Quantitative sus-
ceptibility mapping has shown to be superior to traditional T2 weighted spin
echo imaging (T2w). The aim of the study was to describe sub-millimeter QSM
for DBS preoperative imaging of STN. 7 healthy volunteers were included in
this study. T2w and QSM were obtained for all healthy volunteers, and images
of different resolutions were reconstructed. Image quality and visibility of STN
anatomical features were analyzed by a radiologist using a 5 point scale, and
contrast properties of the STN and surrounding tissue were calculated. Addi-
tionally, data from 10 retrospectively and randomly selected patients with PD
who underwent 3T MRI for DBS was used for STN size and susceptibility gradi-
ent measurements. Results were compared with the healthy volunteers. Higher
contrast-to-noise (CNR) values were observed in both high and low resolution
QSM images. Inter-resolution comparison demonstrated improvement in CNR
for QSM, but not for T2w images. QSM provided higher inter-quadrant con-
trast ratios (CR) within the STN, and depicted a gradient in the distribution
of susceptibility sources not visible in T2w images. It was shown that foor 3T
MRI, sub-millimeter QSM provides accurate delineation of the functional and
anatomical STN features for DBS targeting.
3
CHAPTER 2
BACKGROUND
2.1 MRI physics
2.1.1 Spin behavior in a magnetic field
MRI is based on NMR nuclear magnetic resonance. Particularly, the main
interest in the field of MRI physics in focused on hydrogen nucleus due to its
abundance in human body as a part of water and other molecules.
On the quantum level, a hydrogen nucleus (single unpaired proton) has a
fundamental property its intrinsic angular momentum ~s, commonly referred to
as spin. It is a vector property that, in a way, describes orientation of the particle
relative to a chosen direction of a z-axis. Each spin orientation can be viewed
as a quantum state with a distinct energy level associated with it. Protons have a
one-half spin, and, therefore, only two such states exist - ”spin up” (sz = 12 , with
z-axis oriented along the field) and ”spin down” (sz = −12 ).
Under normal conditions, no energy difference exists between these states
(i.e., energy levels are degenerate), and number of spins in each state is approx-
imately equal and zero net magnetization is created. However, this symmetry
is broken once the sample is introduced into an external magnetic field ~B0 the
spin-up state becomes preferential due to the lower potential energy. Thus, a
small bias in spin energy distribution will be created, producing a net magnetic
moment.
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2.1.2 Bloch equation
The evolution of the net magnetization ~M in a magnetic field ~B is described
by the phenomenological differential equation, proposed by Felix Bloch (1946):
d ~M
dt
= [γ ~M × ~B] − (Mz − M
0)zˆ
T1
− (Mx xˆ + Myyˆ)
T2
(2.1)
Here, M0 is the equilibrium magnetization created when the sample is placed
in the field ~B, and Mx, My and Mz are the projections of ~M onto the coordinate
axes at a given moment of time. Mz is commonly referred to as the longitu-
dinal magnetization component, while Mx and My are said to form the trans-
verse component in the plain perpendicular to ~B. Proportionality constant γ
included into the first right-hand side term is known as the gyromagnetic ratio,
a nucleus-specific constant (in case of 1H, γ = 42.58 MHz/T). Time constants T1
and T2 describe the rates of longitudinal (due to spin-lattice interactions) and
transverse (due spin-spin energy exchange) magnetization relaxations. These
constants, being different for different tissues, play crucial role in conventional
clinical MRI as a foundation to so-called T1w and T2w contrasts.
2.1.2.1 Precession
The first term in the Eq. 2.1 describes the process known as Larmor preces-
sion of magnetization about ~B.
Indeed, if the magnetic field ~B is oriented entirely along longitudinal direc-
tion and relaxation processes are omitted for simplicity, then Eq. 2.1 can be
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re-written in the following form:
dMx
dt
= γMyBz
dMy
dt
= −γMxBz
(2.2)
For a set of initial conditions on variables, M0x and M0y , solution to this dy-
namic system can be easily obtained:
Mx(t) = M0xcos(γBzt) + M
0
y sin(γBzt)
My(t) = −M0x sin(γBzt) + M0xcos(γBzt)
(2.3)
This solution 2.3 indicates that ~M precesses about the external magnetic field
with angular frequency of ω0 = γBz.
2.1.2.2 Relaxation
The second and the third terms in the Eq. 2.1 describe two fundamental
magnetization relaxation properties.
Projecting Eq. 2.1 onto z-axis, once can write:
dMz
dt
=
(Mz − M0)zˆ
T1
(2.4)
This is a trivial differential equation, for which the solution is
Mz(t) = M0 + (M0z − M0)e−
t
T1 (2.5)
where M0z is the initial condition. This solution suggests that longitudinal
magnetization of a system tipped away from equilibrium will eventually return
to its fully aligned equilibrium state.
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Similarly, using a frame of reference rotating about z-axis with frequency
of ω0, it is possible to extract the following equation for transverse component
M⊥ = Mx xˆ + Myyˆ from Eq. 2.1:
d ~M⊥
dt
= − ~M⊥
T2
(2.6)
It follows that transverse magnetization decays according to
~M⊥ = ~M0⊥e
− tT2 (2.7)
In other words, any magnetization component ~M0⊥ that exists in transverse
plane at the moment of time t = 0, will eventually disappear as t → ∞.
In addition to T2 relaxation, in many practical applications it is necessary to
account for the signal decay due to phase dispersion created by magnetic field
imperfection within a given volume. Resulting relaxation time is known as T ∗2 ,
or apparent relaxation time. Relation between T2 and T ∗2 can be written in the
following form:
1
T ∗2
=
1
T2
+
1
T ′2
(2.8)
As can be seen from the Eq. 2.8, T ∗2 is always shorter than T2.
2.1.2.3 Excitation
If magnetic field ~B in Eq. 2.1 has a dynamic term ~B1 (i.e., ~B = ~B0+~B1, where ~B0
is the static magnetic field), then behavior of magnetization can be manipulated
to create transverse magnetization component.
In particular, if applied ~B1 has a projection onto x-y plane ~B1⊥, then cross-
product [γ ~M × ~B] yields a non-zero term for Mz. As a result, ~M will start tipping
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away from the longitudinal axis in the vertical plane orthogonal to ~B1⊥. Due to
the aforementioned effects of static field ~B0, however, further precession of ~M
will break this state of orthogonality which will result in flipping magnetization
back towards zˆ with no net magnetization.
If the field ~B1 will rotate about zˆ with the angular frequency of ω0 = γB0 (on
resonance), orthogonality of ~M and ~B1⊥ can be preserved, causing magnetization
to rotate towards the transverse plane. The angle of such rotation (flip angle) will
be dependent on the value of ~B1⊥ and duration of ~B1 application.
In MRI, ~B1 is introduced by application of electromagnetic pulses. Since pre-
cessionω0 is required, the carrier frequency of such pulses lies in radiofrequency
diapason, and the pulses themselves are usually referred to as RF pulses.
2.2 Signal detection
Transverse magnetization M⊥ evolving according to Bloch equation does
produce a harmonic electromagnetic field that can be detected using a recep-
tion coil. If ~b is the generated magnetic field, then a nearby conductive coil A
will experience the magnetic flux:
Φ =
∫
A
(~b · d ~A) (2.9)
In agreement with Faradays law, this flux will induce an electromotive force
u in the coil:
u = −dΦ
dt
= ( f or harmonic ~b) = iω0Φ (2.10)
The flux through the coil depends on the magnetization M⊥ and the coil sen-
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sitivity function c(~r). Thus,
u = iω0c(~r)M⊥ (2.11)
Realistically, we always deal with large distributions of spins, and both ω
and M⊥ should be treated as functions of coordinate ~r. Additionally, T2 effects
(omitted in our analysis for simplicity) should be accounted for. Accordingly,
signal equation Eq. 2.11 can be written in the general form as
U(t) = i
∫
~r
ω(~r)M⊥(~r)c(~r)e−iωte
− tT2 d3~r (2.12)
This electric signal is amplified, digitized, demodulated and filtered. Typi-
cally, an array of receiver coils is used in this case, Eq. 2.12 should be considered
written for a single coil element.
2.3 Spatial encoding
In practice, it is desirable to be able to resolve spins (spin isochromats) at dif-
ferent locations, thus obtaining information about their distribution. In MR, this
goal is achieved through application of encoding schemes.
If in addition to ~B0 a linear gradient field ~G(t) exists, i.e. the total magnetic
field along zˆ can be written as
B(~r) = B0 + ( ~G · ~r) (2.13)
At different locations, spins will experience slightly different values of mag-
netic field. As a result, a spatial distribution of precession rates will be achieved:
ω(~r) = γB0 + γ( ~G · ~r) = ω0 + γ( ~G · ~r) (2.14)
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Plugging Eq. 2.14 to Eq. 2.12, one can obtain:
U(t) = i
∫
~r
M⊥(~r)
(
ω0 + γ( ~G · ~r)
)
c(~r)e−iω0te−iγ( ~G·~r)te−
t
T2 d3~r ≈
≈ iω0e−iω0te−
t
T2
∫
~r
M⊥(~r)c(~r)e−iγ(
~G·~r)td3~r
(2.15)
Here the fact that ω0  γ( ~G · ~r) is used. With substitution ~k = γ2pi ~Gt, Eq. 2.15
becomes
U(~k) = U˜
∫
~r
[M⊥(~r)c(~r)]e−i2pi(
~k·~r)d3~r (2.16)
Equation 2.16 suggests that signal acquired during an MRI scan represents
the Fourier transform of the objects transverse magnetization M⊥(~r)modulated by
the coil sensitivity function c(~r). Accordingly, unknown m⊥(~r) = M⊥(~r)c(~r) can
be reconstructed through the inverse Fourier transform of the acquired signal:
m⊥(~r) = F −1
[
U
(
t(~k)
)]
(2.17)
The vector ~r is interpreted as the spatial frequency vector. In MRI, signal sam-
pled at the moment of time t corresponds to coefficient of the point ~r in the
multidimensional k-space which is navigated by adjusting gradient field ~G(t).
Depending on application, different sampling strategies can be designed by us-
ing different ~G(t).
2.4 Sampling trajectories in k-space
Multiple acquisition schemes have found their application in MRI. De-
scribed here are two common ones Cartesian and radial sampling trajectories,
both of which are used in the present thesis.
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2.4.1 Cartesian sampling
The most common way in MRI to traverse k-space is using Cartesian trajec-
tories. In this approach, individual lines of k-space are sampled one by one. A
typical pulse sequence diagram and corresponding k-space trajectory is shown in
Fig. 2.1.
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𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝐹𝐹𝐹𝐹𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒𝐹𝐹𝑒𝑒
𝑃𝑃
𝑃𝑃𝑃
𝑃𝑃𝐹𝐹
𝐹𝐹𝐹𝐹
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𝑒𝑒𝐹𝐹
𝑒𝑒
𝐺𝐺𝑥𝑥
𝐺𝐺𝑦𝑦
𝐺𝐺𝑧𝑧
𝑅𝑅𝐹𝐹
𝑀𝑀𝑅𝑅 𝑃𝑃𝑒𝑒𝑒𝑒𝐹𝐹𝑃𝑃𝑠𝑠
𝑇𝑇𝑇𝑇
𝑇𝑇𝑅𝑅
(A) (B)
Figure 2.1: (A) Fast spoiled gradient recalled echo (FSPGR) pulse se-
quence. (B) k-space trajectory of the standard gradient echo
pulse sequence. Solid line indicates the current readout trajec-
tory, dashed line indicates k-space line acquired in other read-
out. Dotted lines are used to indicate the trajectory of the offset
gradients.
The pulse sequence is initiated with application of an excitation RF pulse
and simultaneous slice selection gradient (Gz). This gradient creates resonant
condition only for a spins within a certain section of the object of interest. Slice
selection gradient is followed by a rephasing gradient lobe that creates an offset
to the appropriate position along the k-space z axis and helps to correct for the
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phase dispersion of transverse magnetization. Particularly, without this lobe,
intravoxel phase dispersion would occur resulting in unwanted signal loss.
Simultaneously with rephasing gradient, two prewinder gradient pulses (often
called as frequency and phase encoding gradients) are played along x and y axes to
offset to the appropriate coordinate of k-space. After this, the readout gradient
is activated (Gx), and when it ramps up to the maximum value, the receiver is
turned on. Area accumulated under the readout gradient with the progression
of time forms a trajectory that traverses k-space along a ky line. After acquisi-
tion is complete, rewinding gradients are applied along y and z axes, returning
the trajectory to the origin point. Concurrently with rewinders, a spoiler gra-
dient is applied on the axis to obliterate any residual transverse magnetization.
Application of the spoiler guarantees that in the next repetition comes primarily
from the longitudinal component.
Cartesian pulse sequence showcases important time parameters used in de-
scription of MRI acquisitions. The total duration of a single k-space line acqui-
sition (including RF excitation and accompanying gradients) is called repetition
time, or simply TR. Period of time between the middle of RF pulse and readout
passing closest to the center of k-space is referred to as echo time, or TE.
2.4.2 Radial sampling
In Cartesian acquisition scheme, all spatial frequencies are equally covered.
However, for a typical real-world image most of the energy is concentrated in
the center of the k-space. Therefore, it appears to be more efficient to spend
extra time finely sampling low frequency area at the expense of sampling less
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informative high frequencies. This idea is realized in radial sampling.
2.4.2.1 Basic structure
In radial sampling, the k-space is mapped by a set of radial spokes acquired
sequentially. Each spoke is a k-space line as in Cartesian sampling but they
all cross the center of k-space. Two consecutive spokes are rotated by a defined
angle φ relative to each other. Fig. 2.2 shows the pulse sequence diagram and
k-space trajectory used in 2D radial sampling.
𝑘𝑘𝑥𝑥
𝑘𝑘𝑦𝑦
𝐺𝐺𝑥𝑥
𝐺𝐺𝑦𝑦
𝐺𝐺𝑧𝑧
𝑅𝑅𝑅𝑅
𝑀𝑀𝑅𝑅 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
(A) (B)
Figure 2.2: (A) Pulse sequence for radial acquisition; there is no phase en-
coding, and the amplitude of Gx and Gy vary to produce differ-
ent spokes. (B) k-space trajectory in radial sampling.
To achieve the radial pattern, frequency encoding gradients are applied in
different physical directions with varying amplitudes. The rest of the sequence
structure closely resembles Cartesian scheme.
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2.4.2.2 Ultra-short TE imaging
Because no phase encoding gradient is used in radial imaging, the minimum
achievable TE can be very short. This advantage can be further combined with
sampling of partial spokes only by moving solely from the center of the k-space
to the periphery. This leads to a shorter pathway in k-space and allows for
imaging at higher sampling rates. If the nonselective volume excitation, radial
sampling can produce TE around several of microseconds. This modification
allows to acquire signals from biological tissue with extremely short T ∗2 (sub-
millisecond) relaxation times cortical bone, tendons, menisci, etc invisible to
other imaging sequences.
2.5 Image reconstruction
For the data acquired using Cartesian acquisition scheme with sampling
density satisfying Nyquist condition, the inverse Fourier transform is sufficient
to reconstruct the image (Eq. 2.17). In MRI, k-space sampling is not continuous,
and, therefore, discrete version of Fourier transform (DFT) is used:
mˆ⊥(x, y, z) =
1√
NxNyNz
Nz−1∑
n=0
Ny−1∑
m=0
Nx−1∑
l=0
U(l,m, n) e
i2pilx
Nx e
i2pimy
Ny e
i2pinz
Nz (2.18)
Here mˆ⊥ is the sought magnetization distribution modulated by coil sensi-
tivity function, x, y and z are real space coordinates; l, m and n are indices of a
point in k-space; Nx, Ny and Nz are total number of points in three directions.
If the sampling grid is equidistant, then equation can be efficiently evaluated
using fast Fourier transform (FFT) algorithm. This brings down complexity of
14
the problem from O
(
N2xN
2
yN
2
z
)
to O
(
NxNyNz · log(NxNyNz)
)
, allowing for real-time
image reconstruction.
While switching from Cartesian to radial acquisition might seem like a minor
technical step, it brings significant changes to the reconstruction process. Par-
ticularly, the k-space points sampled along spokes do not lie on a regular grid
are not equidistant, making FFT inapplicable in the straightforward fashion. Di-
rect Fourier inversion is very computationally expensive and thus infeasible in
clinical imaging. Further on, since during radial acquisition the central area of
k-space is traversed more often than any other region, collected samples are
not equally distributed. This leads to overestimation of low spatial frequencies
components and image blurring. To avoid these issues, advanced reconstruc-
tion techniques like gridding are used.
2.5.1 Gridding reconstruction
In gridding, measured spokes are interpolated onto a Cartesian coordinate
grid, after which FFT can be utilized.
First, the original data is weighted by a density compensation function
(DCF) that depends on employed k-space sampling scheme. In case of radial
sampling, the density of samples is inversely proportional to the distance from
the center, and analytic representation of DCF for radial sampling can be written
as
DCF(~k) =

|~k|
n
, |~k| , 0
1
2n
, |~k| = 0
(2.19)
where n is the total number of spokes acquired.
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At the next stage, interpolation is performed. Since during the interpolation
information from measured samples is “diffused” to non-visited points, the pro-
cess can be viewed as a convolution between the original data and a predefined
kernel. For a given point of interest in k-space ~k, interpolated value will be:
U(~k) =
∑
n
Kernel(|~k − ~kn|) · Un (2.20)
where summation is performed over n sampled points.
The optimal interpolation kernel is a properly scaled sinc function. How-
ever, computation of convolution with the sinc is costly and impractical due to
its unlimited support. Because of that, approximations of sinc, such as Kaiser-
Bessel kernel, are typically used in MR reconstruction. The size of the kernel is
usually chosen to correspond to doubled field of view (FOV) in image space to
avoid aliasing artifacts.
An image, reconstructed this way, suffers from an unwanted spatial modu-
lation due to convolution with the finite interpolation kernel. To minimize this
effect, a roll-off correction is performed as the last step the image is divided by
the kernels Fourier transform.
2.5.2 Parallel imaging
As was briefly mentioned in 2.2, multiple channel coil arrays are often em-
ployed. One of the major reasons for this is spatially limited sensitivity c(~r) of
an individual coil that would prevent imaging of large volumes. In this case,
Eq. 2.16 can be re-written:
U j(~k) =
∫
~r
[M⊥(~r)c j(~r)]e−i2pi(
~k·~r)d3~r (2.21)
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where U j is the signal received by the jth coil element, c j(~r) its spatial sensitivity.
Acquisition with multiple coils results in redundancy of the acquired data sig-
nal generated at the position ~r is sampled by several receivers. This redundancy
can be exploited to reduce the acquisition time.
If Cartesian acquisition uniformly undersamples data with an acceleration
factor R, then each voxel of reconstructed image will contain signals from R
aliased voxels in the fully sampled image, each weighted by the coil spatial
sensitivity:
ρˆl =
R∑
i=1
cl,iρi (2.22)
where ρˆl is the voxel in the undersampled image from the lth coil, ρi is a voxel in
a fully sampled image, and cl,i is sensitivity of the lth coil at all locations of ρi. If
Nc coils are used, Eq. 2.22 can be formulated in the matrix form:
ρˆ1
...
ρˆNc
 =

c1,1 · · · c1,R
...
. . .
...
cNc,1 · · · cNc,R


ρ1
...
ρR
 (2.23)
or
ρˆ = Cρ (2.24)
If this linear system is critically determined (Nc = R) or overdetermined
(Nc > R), and the coil sensitivities are distinct, the pseudoinverse of C exists,
and accurate estimation of the each image voxel can be obtained as
ρ =
(
CHC
)−1
CHρˆ (2.25)
This approach is referred to as sensitivity encoding, or SENSE.
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2.6 Quantitative susceptibility mapping
When matter interacts with the magnetic field, an internal magnetization is
created, primarily due to alignment of electron spins and orbits. The strength
of such magnetization relative to the external field is characterized by magnetic
susceptibility. Biological tissues can be broadly classified based on their suscep-
tibility into paramagnetic and diamagnetic.
Diamagnetic tissues and materials (bone, cartilage, myelin, tissue calcifica-
tions) consist of atoms that do not have permanent magnetic moments. In this
case, magnetic moments are created by induce magnetization of the electron
orbits, and they oppose the external magnetic field. Paramagnetic tissues (fat,
blood) contain atoms with constant magnetic moments that orient themselves
along the applied field. Biological paramagnetism is typically much stronger
than diamagnetism.
The main goal of quantitative susceptibility mapping (QSM) is to estimate
the distribution of susceptibility sources within the given region of interest
(ROI).
2.6.1 Susceptibility-induced magnetic fields
For an object with known magnetic susceptibility distribution χ(~r), the lon-
gitudinal field perturbation bz induced by external field B0 can be expressed as
a convolution:
bz(~r)
B0
=
µ
4pi
∫
R3,~r′,~r
3cos2θ − 1
|~r′ − ~r| χ(~r
′)d3~r′ = (d ∗ χ)(~r) (2.26)
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Here ~r is an observation point, ~r′ - source location, θ is the angle between the
difference vector ~r′ − ~r and ~B0.
This variation of the field will be observed by surrounding protons as will
be indicated by changes in phase of their precession. Signal Eq. 2.15 can be
modified for this case:
S
(
t(~k)
)
∝
∫
~r
[M⊥(~r)c(~r)]e−iγB0(d∗χ)te−i2pi(
~k·~r)e−
t
T2 d3~r (2.27)
With realistic assumptions that readout time is much shorter that T2, and
that readout gradient is much stronger that ∇bz, relation 2.27 can be modified
for a signal acquired from a vicinity δ of a point ~r at the echo time t = TE:
S (~r,TE) ∝ e− TET2
∫
δ(~r)
M⊥(~r)c(~r)e−iω0(d∗χ)(~r
′)TEd3~r′ ≈
≈ M⊥Vδe−
TE
T∗2 e−iγbzTE
(2.28)
Here M⊥ is an average volumetric density of proton around ~r, Vδ is the vol-
ume of the considered neighborhood δ of ~r, T ∗2 is the apparent relaxation time.
Obtained equation 2.28 signifies that phase of the MRI signal allows measure-
ment of the magnetic field generated by distribution of magnetic sources. By
acquiring images at multiple echo times, phase changes over time can be used
to determine the frequency at each voxel in the image, yielding the magnetic
field shift at each location.
2.6.2 Susceptibility mapping
Susceptibility field can be measured using gradient echo (GRE) sequence. In
order to recover the susceptibility distribution, a deconvolution problem has to
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be solved. One possible approach is to utilize a property of Fourier transform
that states that convolution in image space corresponds to multiplication in k-
space, and vice versa. With this, the following can be derived from the equation:
χ(~r) = F −1
(F (bz/B0)
F (d)
)
= F −1
(13 − k2zk2
)−1
F (bz/B0)
 (2.29)
Despite the seeming simplicity, deconvolution Eq. 2.29 is complicated by the
structure of the Fourier transform F (d) it has a zero cone surface at the magic
angle of α = ±arccos(√1/3) = ±54.7◦ (from the condition k2 = 3k2z ) with respect
to the main magnetic field. This makes the inversion problem an ill-posed one
with no unique solution.
Several techniques have been proposed to address this problem and back-
calculate χ(~r) given field distribution.
1. Piecewise constant field inversion simplifies the inversion problem assuming
existence of regions of uniform susceptibility that can be segmented from
MRI images. While being useful in simple cases, this approach is difficult
to apply in realistic situations where the susceptibilities of interest often
non-uniform and distributions have complex geometries.
2. Calculation of susceptibility through multiple orientation sampling (COSMOS)
utilizes the fact that with rotation of the object in B0, zero cone in k-space
rotates as well. Thus, multiple (≥ 3) orientation sampling allows to recover
points in F (χ) that are not available from a single orientation data. Al-
though often considered a golden standard, COSMOS is limited in clinical
applications due to prolonged acquisition time and necessity of rotation
of a subject inside the MRI scanner.
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3. Truncated k-space division (TKD) uses substitutes all values of F (d) that
a smaller than a predetermined threshold with a small non-zero value.
While computationally efficient and easy to implement, this approach suf-
fers from streaking artifacts and susceptibility underestimation due to im-
proper kernel modeling.
4. Morphology enabled dipole inversion (MEDI) incorporates available anatomic
information into the inversion problem. One of the main assumptions in
MEDI is that edges in χ are very likely to be co-located with the edges in
the corresponding magnitude images. This allows formulation of a mini-
mization problem:
χ(~r) = argminχ ‖w(b − d ∗ χ)‖22 + λ ‖M∇χ‖1 (2.30)
Here, b is the measured field, w weighting matrix used to compensate for noise
variation in the field measurements, M structural weighting matrix derived
from gradients of magnitude image, λ is so-called regularization parameter.
In essence, this formulation of the inversion problem 2.30 allows to filter out
non-realistic susceptibility distribution that still satisfy the Eq. 2.29, and bias the
solution towards having desirable properties.
2.7 Chemical shift and water/fat separation
In diamagnetism, formation of a magnetic moment opposite to B0 can be
viewed as induction of a current in electron cloud. This induced electron cur-
rent, in turn, generates a magnetic field δB, that changes resonance frequency
for the nuclei in the center of the electron cloud. This phenomenon is known
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as magnetic shielding. The difference in resonance frequencies between free
and shielded hydrogen nuclei increases with increasing magnetic field strength
through a scaling factor called the chemical shift. In many cases, hydrogen nu-
clei within a molecule can experience various magnetic shielding depending on
their locations. This leads to a formation of a chemical shift spectrum that can be
considered a signature of the molecular structure.
One of the most common example of chemical shift spectrum within human
body is that of triglyceride molecules in fat. The main chemical l peak of fat is
estimated to have the chemical shift of -3.5 parts per million (ppm) relative to
water. This results in a considerably slower phase accrual rate for nuclei in fat
regions, that might appear to have large offsets relative to surrounding water-
based tissues in field maps estimated from Eq. 2.28. These unphysical sharp
jumps in apparent field preclude straightforward application of QSM since they
do not reflect the true susceptibility field, and need to be corrected.
(A) (B) (C)
Figure 2.3: (A) Magnitude, (B) raw field map and (C) corrected field
map. Subcutaneous and interstitial fat regions (arrows) man-
ifest themselves in the raw field map with apparent frequency
offsets due to chemical shift.
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2.7.1 Iterative decomposition of water and fat signals
Eq. 2.28 can be extended for a case of multiple chemical species. If fs(~r) is the
total magnetic field induced by susceptibility sources, fk chemical shift of the kth
species and ρk(~r) is its complex signal contribution at the voxel with coordinates
~r, then the following can be written for the signal s(~r,TE) at the moment of time
TE:
s(~r,TE) = e−i2pi fs(~r)TEe
− TET∗2 (~r)
∑
k
ρk(~r)e−i2pi fkTE (2.31)
In a simplified case when only water (ρw) and fat (ρ f ) signals are modelled,
and assuming fat has only a single component f1 in its chemical spectrum, Eq.
2.31 becomes:
s(~r,TE) = e−i2pi fs(~r)TEe
− TET∗2 (~r)
(
ρw(~r) + ρ f (~r)e−i2pi f1TE
)
=
= e
−i2pi
(
fs(~r)+i 12piT∗2 (~r)
)
TE (
ρw(~r) + ρ f (~r)e−i2pi f1TE
)
=
= e−i2piψ(~r)TE
(
ρw(~r) + ρ f (~r)e−i2pi f1TE
) (2.32)
If N echoes are measured at specific set of TEs (t1, t2, , tN), Eq. 2.32 can be
written in a matrix format:
s = D(ψ)Aρ (2.33)
where s is the (N × 1) vector of measurements
s =

s(t1)
...
s(tN)
 (2.34)
diagonal (N × N) matrix D contains exponential terms modelling effects of fs(~r)
23
and T ∗2(~r)
D =

e−i2piψ(~r)TE1 · · · 0
...
. . .
...
0 · · · e−i2piψ(~r)TEN
 (2.35)
(N × 2) matrix A describes signal temporal behavior due to chemical shift
A =

1 e−i2pi f1TE1
...
...
1 e−i2pi f1TEN
 (2.36)
and ρ is the (2 × 1) vector of signal components
ρ =
 ρwρ f
 (2.37)
With sufficient number of echoes and an initial guess ψˆ for ψ, estimate for the
signal from each chemical species can be obtained in the least-squares fashion
by performing the Moore-Penrose pseudoinverse, i.e.:
ρˆ = (AHA)−1AHD(−ψˆ)s (2.38)
Since ψˆ is only an approximation, relatively large errors might manifest in
ρˆ. To address these imperfections, the inversion process is usually repeated
iteratively: the error ∆ψ is calculated based on ρˆ, and ψˆ is updated; after this
updated ρˆ can be estimated. The procedure is repeated until ∆ψ is small enough.
As a result, a corrected field map fs(~r) can be obtained and used further in QSM
calculations.
In practical applications, signal model Eq. 2.32 is often extended to account
for complex nature of chemical shift spectrum. In this dissertation, application-
specific extensions of water/fat model are described.
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CHAPTER 3
JOINT ESTIMATION OF CHEMICAL SHIFT AND QUANTITATIVE
SUSCEPTIBILITY MAPPING
Purpose: The purpose of this work is to address the unsolved problem of
quantitative susceptibility mapping (QSM) of tissue with fat where both fat and
susceptibility change the MR signal phase.
Methods: The chemical shift of fat was treated as an additional unknown and
was estimated jointly with susceptibility to provide the best data fitting using
an automated and iterative algorithm. A simplified susceptibility model was
used to calculate an updated value of the chemical shift based on the local mag-
netic field in each iteration. Numerical simulation, phantom experiments and
in vivo imaging were performed. Artifacts were assessed by measuring the sus-
ceptibility variance in uniform regions. Accuracy was assessed by comparison
with ground truth in simulation, and using a susceptibility matching approach
in phantom.
Results: Using the proposed method, artifacts on the QSM image were
markedly suppressed in all tested datasets compared to results generated us-
ing fixed chemical shifts. Accuracy of the estimated susceptibility was also im-
proved in numerical simulation and phantom experiments.
Conclusion: A joint estimation of fat content and magnetic susceptibility us-
ing an iterative chemical shift update was shown to improve image quality and
accuracy on QSM images.
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3.1 Introduction
Quantitative susceptibility mapping (QSM) in MRI has received increasing
clinical and scientific interest [1–14]. QSM contrast originates from the magnetic
moments of the electrons orbiting around the nuclei in a molecule, and provides
a valuable venue to exploit the full utility of the usually discarded phase im-
ages in MRI. It has shown promise in characterizing and quantifying molecular
compositions such as iron, calcium, and gadolinium, making it relevant to the
diagnosis and treatment of various neurological disorders [15–26].
Most of the existing QSM methods assume that susceptibility is the only
contributor to the field inhomogeneity, which may be a valid assumption for
applications in neuroimaging. However, the same orbiting electron cloud re-
sponse to B0 in molecules also magnetically shields the nuclei inside the electron
cloud [27–29]. The shielded protons in the molecule have a resonance frequency
different from that of the unshielded ones, and this resonance frequency offset
is referred to as chemical shift [30]. This chemical shift affects the complex MRI
signal, particularly the signal phase, because the shielded protons contribute
to signal generation as well. Although estimation of the field inhomogeneity
in the presence of chemical shift has been proposed in various algorithms such
as Iterative Decomposition of water and fat with Echo Asymmetry and Least
squares estimation (IDEAL) [31, 32], these algorithms typically assume that the
chemical spectrum is known a priori. Since the chemical spectrum may vary
between subjects or even between organs within the same subject due to the
differences in lipid compartmentalization and fatty acids content [33, 34], the
assumed chemical spectrum may not be accurate enough for the subsequent
determination of susceptibility. Moreover, even using multi-peak models, ambi-
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guity exists in how to assign the main components of the spectrum: the location
of the central line (containing 60-85% of the overall fat signal) reported in the
literature varies within a 0.2 ppm range [35–37]. Another factor is the temper-
ature dependence of the fat chemical shift [38]. The underdetermined chemical
spectrum adds another layer of numerical difficulty for faithful field map esti-
mation in water/fat separation. In this work, we present an automated joint es-
timation of the chemical shift and the susceptibility from an MRI dataset, where
the chemical shift is also treated as an unknown variable subject to optimiza-
tion. We refer to this method as chemical QSM. Through simulations, phantom
validation, and in vivo data, it is demonstrated that this method yields higher
quality QSM images, and enables QSM applications beyond neuroimaging.
3.2 Theory
The field inhomogeneity in MRI can be measured using a multi-echo gradi-
ent echo sequence [7,39]. The reconstructed image signal s of a voxel at a spatial
location ~r measured at the nth echo time TEn may be expressed as:
s(~r,TE) = e−i2pi fs(~r)TEne−R
∗
2(~r)TEn
∑
k
ρk(~r)e−i2pi fkTEn (3.1)
where fs(~r) is the spatially varying field induced by the susceptibility referred
to as susceptibility field, R∗2(~r) is the apparent transverse relaxation rate for the
voxel, m is the number of chemical species present in the voxel, fk is the chemi-
cal shift constant of the kth species, and ρk(~r) is the contribution of the kth species
to the complex signal of the voxel at TE = 0. After excitation, the signal experi-
ences dephasing due to the chemical shift and the susceptibility field. For sim-
plicity, the spatial index (~r) of any scalar field will be dropped hereafter when-
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ever clarity is not affected. Each species is characterized by two parameters: ρk
and fk. The parameters of different species may be independent, such as water
and fat, or correlated, such as different components of fat. In the scenario where
only water [ρ0, f0] and a single fat peak [ρ1, f1] are present, Eq. 3.1 becomes:
s(~r,TE) = e−i2pi fs(~r)TEne−R
∗
2(~r)TEn
(
ρ0(~r) + ρ1(~r)e−i2pi f1TEn
)
(3.2)
Here, we assumed that the chemical shift of water is zero: f0 = 0 as the water
resonance frequency is used as the reference frequency, such that any deviation
is absorbed into fs.
3.2.1 Challenges in previous attempts for estimating fs
Previous algorithms estimate fs and [ρk]k=0,1 by assuming fk is known a priori
and minimizing a cost function that is the residual between the modeled and the
measured signals over N different TEs:
f ∗s , R
∗
2
∗, [ρ∗k]k=0,1 =
= argmin fs, R∗2, [ρk]k=0,1
N∑
n=1
∥∥∥∥s(TEn) − e−i2pi fs(~r)TEne−R∗2(~r)TEn (ρ0(~r) + ρ1(~r)e−i2pi f1TEn)∥∥∥∥2
2
(3.3)
The fat frequency f1 is often assumed to be between -3.5 and -3.4 parts per
million (ppm) [35–37, 40]. The uncertainty in the fat chemical shift has a sub-
stantial effect on the estimation of f ∗s , the inhomogeneity field map. This can be
best understood by examining the signal behavior in a voxel consisting of fat
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only, where Eq. 3.3 reduces to the following:
f ∗s = argmin fs
N∑
n=1
∥∥∥s(TEn) − |s(TEn)|e−i2pi( fs+ f1)TEn∥∥∥22 (3.4)
Here any error ∆ f1 in the presumed chemical shift f1 enters into the estimate f ∗s ,
because the cost function only depends on the sum of fs and f1. As the suscep-
tibility under investigation is often on the order of 0.01 ppm to 0.1 ppm [4], a
0.1 ppm error in the field map is very large and complicates a meaningful mea-
surement of susceptibility. Therefore, it is desirable to treat f1 as an additional
unknown variable to be optimized.
To formulate the problem where the chemical shift frequency f1 is treated as
an additional unknown, the following energy function is minimized:
f ∗s , R
∗
2
∗, f ∗1 , [ρ
∗
k]k=0,1 =
= argmin fs, R∗2, f1, [ρk]k=0,1
N∑
n=1
∥∥∥∥s(TEn) − e−i2pi fs(~r)TEne−R∗2(~r)TEn (ρ0(~r) + ρ1(~r)e−i2pi f1TEn)∥∥∥∥2
2
(3.5)
This is a high dimensional non-linear data fitting problem. It is possible
to solve it by discretizing f1, solving Eq. 3.3 for all voxels for a fixed f1, and
selecting the f1 with minimal energy. However, this brute force search is com-
putationally intensive and the precision is still subject to the discretization error
in f1. Additionally, solving Eq. 3.3 for all voxels often involves smoothness as-
sumption on f ∗s , which is not desirable for QSM. Instead, f ∗s is assumed to be
generated by a physical susceptibility distribution according to the dipole con-
volution fs = d ∗χ, where d is the field of a unit dipole and χ is the susceptibility
distribution [2,41,42]. When a non-dipole field exist in fs, the mismatch between
model and the input data fs, leads to streaking artifacts in the reconstructed
susceptibility map. The typical streaking artifacts can be found algorithmically
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by detecting spurious edges that do not correspond to any anatomical features
found in the magnitude image or in the T1- and T2-weighted images acquired
in the same subject [8]. The anatomical features can be represented in various
mathematical forms, such as edges. The correct fs would have minimal artifacts.
The mathematical formulation used in this work is:
f ∗1 , χ
∗ =
= argmin f1,χλ
N∑
n=1
∥∥∥∥s(TEn) − e−i2pid∗χTEne−R∗2(~r)TEn (ρ0(~r) + ρ1(~r)e−i2pi f1TEn)∥∥∥∥2
2
+ |MGχ|
(3.6)
where ρ0 and ρ1 may be treated as variables depending on the susceptibility field
d∗χ and chemical shift f1 through variable projection (VARPRO) [37],G is the 3D
gradient operator, M is an edge mask derived from the gradient of an anatomical
prior obtained from the same MRI dataset [8], and λ is the Lagrangian multiplier
whose value may be determined using Morozovs discrepancy principle [43].
3.3 Methods
3.3.1 Iterative correction of the fat chemical shift
To avoid the brute force search over f1, this highly nonlinear and multidi-
mensional problem defined by Eq. 3.6 was solved iteratively by performing a
susceptibility calculation at only a few selectively updated f1 values through
the following approximation. It has been shown that water and fat have a sus-
ceptibility difference around 0.6ppm, which is much greater than susceptibility
variations (0.01 ppm ∼ 0.1 ppm) reported in normal tissue [8]. Thus, the sus-
ceptibility map was approximated to have two types of major sources, namely,
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water and fat, each having a constant but unknown susceptibility. This model
was fit against the susceptibility field map estimated by a multi-echo Dixon wa-
ter/fat separation method assuming a fixed chemical shift. Then any system-
atic discrepancy between the modeled and estimated susceptibility field map
allows us to correct the chemical shift. Consequently, the reconstruction is split
into two stages. In the first stage, we correct the presumed chemical shift based
on the piece-wise constant model introduced above. In the second stage, we
removed the piece-wise constancy constraint to allow per-voxel susceptibility
mapping. A flowchart of the method is presented in Fig. 3.1, where images are
from an actual phantom (see the lard experiment section below). The specific
implementation of each step is as follows.
Step 0: As one of the cornerstones of the algorithm, the T ∗2-IDEAL algo-
rithm [32] was used for the mapping of water, fat and susceptibility field. Since
the nonlinear minimization performed in IDEAL may converge to a local min-
imum, it is important to select an initial susceptibility field that is reasonably
close to the true solution. Here, we used the observation that the susceptibility
field measured in MRI is typically dominated by the background field [13, 44],
which was defined here as the field generated by sources of susceptibility out-
side the region of interest. An important example of this is the air-tissue in-
terface, which represents a susceptibility shift of around 9 ppm. In QSM, it is
necessary to estimate the background field such that the local field can be ob-
tained, defined here as the field generated by sources of susceptibility inside the
region of interest. Consequently, the relationship was written as fs = fB + fL,
with fB and fL the background and local field, respectively. Several algorithms
have been developed to separate the background field fB from fL [13, 44]. Since
we assumed that fL  fB, we used the obtained background field fB as the initial
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susceptibility field for the T ∗2-IDEAL algorithm.
Before background field estimation was carried out, a preliminary field map
was estimated assuming a single species. Using the finding that discontinu-
ities between neighboring voxels on this preliminary field map were generally
caused by either the limited dynamic range determined by the finite echo spac-
ing ∆TE, or the chemical shift f1, these discontinuities were removed by un-
wrapping field jumps n
∆TE +mf
0
1 , where
n
∆TE is the standard 2piwrap-around with
n an integer, and mf 01 is the chemical shift jump with m = 0 or 1. This unwrap-
ping was performed with a magnitude-guided field unwrapping algorithm [45]
and used an initial guess of the fat chemical shift value f 01 = −3.5ppm · γB0 Hz.
The background field was then obtained by applying the projection onto dipole
field (PDF) [44] method on the unwrapped field.
Step 1: In this step, an initial guess f (k−1)1 for the chemical shift was assumed
and kept fixed. The water fraction map, defined as ρ0/(ρ0 + ρ1), the fat frac-
tion map, defined as ρ1/(ρ0 + ρ1), and the susceptibility map f
(k)
s were calculated
using T ∗2-IDEAL [31]. Note that no final smoothing of the field map f
(k)
s was
performed, in contrast to what is done conventionally.
Step 2: A local field f (k)L was estimated from the susceptibility field f
(k)
s again
using the Projection onto Dipole Fields (PDF) method(44).
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𝟀𝟀0, 𝟀𝟀, f0(k), f1(k)
| f1 (k)- f1(k+1) |<𝞭𝞭
Step 1:IDEAL
Step 2: PDF
Step 3: Piece-wise QSM
Chemical shift
removed?
Step 0: Initial guess
fB
fL(k)
fL*
No
Yes
Step 4: MEDI
fs(k)
fL*fs*
Figure 3.1: Flowchart of the proposed algorithm. Symbols are defined in
the text. Note that local field is updated at step 4 compared to
step 2.
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Step 3: Both water and fat were assumed to have constant, but unknown
chemical shifts and magnetic susceptibilities. With this assumption, a previ-
ously reported piece-wise constant inversion of the magnetic field distribution
[4, 46] was implemented to estimate these susceptibilities and chemical shifts.
The difference ∆ f1 in the chemical shift between water and fat estimated in this
step was then used to update the chemical shift of fat for the next iteration:
f (k)1 = f
(k−1)
1 + ∆ f
(k)
1 . The assumption that water and fat components have con-
stant susceptibilities is not satisfied in general but is only made in this step to
simplify the problem of the chemical shift update. This assumption is not made
at the final susceptibility estimation step.
Step 4: steps 1-3 were repeated using the new chemical shift estimate f (k)1
until the chemical shift update ∆ f (k)1 was smaller than a certain preset thresh-
old. Otherwise, the field map f (k)s was passed to the morphology enabled dipole
inversion (MEDI) method [45] for per-voxel QSM.
3.3.2 Numerical phantom simulations
Two numerical phantoms with a 128× 128× 64 matrix size were constructed
to test the feasibility of the proposed approach and evaluate its performance
in different conditions. For the first simulation, the phantom consisted of a
centered 109 × 109 × 49 voxel volume of water with an imbedded cylinder of
fat with a diameter of 7 voxels, oriented perpendicularly to the main magnetic
field B0 (B0 = 3T ) (Fig. 3.2A). The fat chemical shift was assumed to consist of
a single peak at f1 = -3.60 ppm, while its susceptibility was assumed to be 0.6
ppm. The background field was modeled as a linear gradient across the phan-
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tom. The second phantom consisted of 109 × 109 × 49 volume of water centered
in the field of view. It contained eight cylinders with different diameters (3, 7
and 10 voxels were used) each having a mixture of water and fat in different
proportions, leading to 100%, 95%, 87.5%, 75%, 62.5%, 50%, 37.5% and 25% fat
fractions. Fat was assumed to have a multi-peak spectrum with frequencies fk
= {-3.82, -3.46, -2.74, -1.86, -0.50, 0.53} ppm and corresponding relative ampli-
tudes αk=0.01{9.45e−ipi0.181, 64.66, 9.67eipi0.046, 2.26e−ipi0.567, 2.22e−ipi0.244, 8.83e−ipi0.089}.
These relative amplitudes were reported in a previous study [35]. All cylinders
were oriented perpendicularly to the B0 field (B0 = 3T ). The background field
was modeled by imposing a linear field gradient across the phantom. The sus-
ceptibility of fat was still assumed to be 0.6 ppm. For both phantoms, MRI data
was simulated using the following scan parameters: TE1 = 2.5ms, TE spacing
∆TE=0.75ms, Number of echoes #TE = 15, and voxel size = 1 × 1 × 1 mm3. In all
simulations, complex Gaussian noise was added to the signal, producing a peak
signal-to-noise ratio (PSNR) of 30. The proposed algorithm which assumed a
single fat peak used an initial guess of -3.46 ppm (main peak of the multi-peak
spectrum) for the chemical shift f (0)1 .
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Figure 3.2: Results of the numerical experiments: comparison of QSM
maps reconstructed using conventional T ∗2-IDEAL and pro-
posed algorithm (first row: one-peak fat spectrum, second row:
multi-peak fat spectrum). (A), (E): T2*-weighted images of
the simulated phantoms. (B), (F): QSM images reconstructed
from the susceptibility field fs estimated with assumption of
the chemical shift value f1 = -3.46 ppm. (C), (G): QSM im-
ages reconstructed from the susceptibility field fs estimated
with proposed iterative algorithm. (H), (I): Difference between
QSM maps reconstructed from the susceptibility fields fs es-
timated with proposed algorithm and the true susceptibility
maps. Note that significant suppression of the streaking arti-
facts was achieved using the proposed algorithm in (C) and
(G).
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3.3.3 Lard phantom experiment
To validate the accuracy of estimated susceptibility using the proposed
method, a phantom experiment was performed using a susceptibility matching
approach as the reference standard. The phantom experiment was performed
on a 3T MRI system (GE Excite HD, Milwaukee, WI) using an 8-channel head
coil. The phantom consisted of a container filled with a known volume of water
and a fixed stick of lard (Pinnacle Foods Group LLC, Parsippany, NJ). A series of
acquisitions with identical scan parameters (TE1 = 2.7ms, ∆TE = 3.3ms, #TE = 8,
TR = 29.4ms, FA = 15◦, BW = ±62.5kHz) were performed. Between successive
acquisitions, a solution with a fixed and known concentration of Gd was added
to the water, thus gradually increasing the susceptibility of the water surround-
ing the lard. The range of obtained susceptibilities was between 0 and 0.5ppm,
with a step size of 0.01ppm between 0.23 ppm to 0.43 ppm. Three analyses were
performed:
a) When the susceptibility of the water solution matched that of lard, no or
very low variations of the local magnetic field are expected, since the char-
acteristic paramagnetic dipole pattern of fat vanishes in this situation. This
susceptibility match was found by computing the norm of the local mag-
netic field (obtained with linear fitting alone) outside the lard fat region
and selecting the acquisition with the smallest norm. The susceptibility of
lard was then obtained by converting the Gd concentration in the phan-
tom into susceptibility using the following formula: χsolution = χmol,Gd · [Gd],
where χmol,Gd is the molar susceptibility of Gd, χmol,Gd = 326 ppm/M
b) For each acquisition, the lard susceptibility relative to the phantom Gd so-
lution was obtained using a piece-wise constant method previously pro-
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posed [4], except for the background field removal step, which was per-
formed using the projection onto dipole fields method. Gd concentrations
were converted to susceptibility as in a).
c) Finally, for each acquisition, a field map was obtained with the proposed
method (using -3.46 ppm as an initial guess) and then used to reconstruct
a susceptibility map using MEDI. The lard susceptibility relative to Gd
solution was derived from the Gd concentration as in a).
3.3.4 Bovine tissue experiment
A piece of excised bovine tissue containing intramuscular fat was scanned on
a 3T MRI system (GE Excite HD, Milwaukee, WI) using an 8-channel head coil.
A multi-echo 3D SPGR sequence was used for data acquisition with imaging
parameters: TE1=2.5ms, ∆TE=2.25ms, 7 echoes, 3 acquisitions with TE1 incre-
mented by 0.75ms between acquisitions, TR=19ms, FA=20◦, BW=±62.50 kHz,
voxel size = 0.94 × 0.94 × 1 mm3 and scan time ≈9 minutes. The proposed algo-
rithm was performed on the first 15 of the acquired echoes and used an initial
guess of -3.46 ppm for the chemical shift f (0)1 . We also performed the reconstruc-
tion using 6 of the acquired echoes with an echo spacing ∆TE=3ms to test the
robustness of the proposed technique with respect to the choice of echo spacing
and echo number.
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3.3.5 Volunteer breast scan
After obtaining informed consent, four female volunteers were scanned. All
exams were performed under protocols approved by the Institutional Review
Board. Images were obtained using a 3T MRI system (MAGNETOM Verio,
Siemens Healthcare, Erlangen, Germany) using a 16 channels (8 channels per
breast) breast coil (Invivo, Gainesville, FL). A multi-echo spoiled gradient echo
sequence was used for the exams using the following imaging parameters: TE1=
3.3ms, ∆TE=3.3ms, #TE=8, TR=35ms, FA=20◦, BW=±62.50 kHz, and voxel size
= 1×1×1 mm3. The proposed algorithm was performed on the resulting images
and used an initial guess of -3.46 ppm for the chemical shift f (0)1 .
3.3.6 Image processing and analysis
In the iterative correction of the fat chemical shift, a precision of 1 Hz was set
as the convergence level for all the experiments. In the numerical simulations,
where the ground truth was available, the improvements after the chemical shift
correction were assessed by calculating the difference between the estimated
(χ∗) and true (χ0) susceptibility maps relative to the noise level. This measure
was defined as
‖χ∗ − χ0‖22 /σ2 (3.7)
where σ2 is the expected energy of noise on the reconstructed susceptibility
map. This value was estimated as σ2 ≈ ‖χt − χ0‖22, where χt is the susceptibil-
ity map reconstructed from the noisy field map with the chemical shift fixed to
its ground truth value. When the algorithm converges to the correct chemical
shift, this measure should be 1.
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For the phantom experiments, image artifacts were assessed by measuring
the standard deviation of susceptibility values in uniform regions, such as the
Gd solution region outside the lard in the lard experiment, and the muscle re-
gion in the bovine tissue experiment.
For in vivo experiments, fitting residuals
Res
(
f (k)1
)
=
N∑
n=1
∥∥∥∥∥s(TEn) − e−i2pi f (k)s TEne−R∗2TEn (ρ(k)0 + ρ(k)1 e−i2pi f (k)1 TEn)∥∥∥∥∥2
2
(3.8)
were recorded, where f (k)s , R∗2
(k), ρ(k)0 and ρ
(k)
1 were estimated from T
∗
2-IDEAL [32]
once f (k)1 was known.
3.4 Results
3.4.1 Numerical experiments
In each case, the convergence of the updated chemical shift value was
reached within 10 iterations. Reconstructed QSM maps are shown in Fig. 3.2. It
can be noted that the one-peak model with the use of chemical shift correction
was able to produce improved results compared to the non-corrected models
(Fig. 3.2, B and C, F and G). Reconstruction of the single-peak phantom using
the fixed one peak model (-3.46 ppm) resulted in a relative error of 1.656; the
proposed chemical shift update, which converged to ≈-3.6 ppm, led to an er-
ror reduction down to 1.01. Reconstruction of the multi-peak phantom using
the fixed main peak model (-3.46 ppm) resulted in the relative error of 1.304,
and proposed chemical shift update, which converged to -3.55 ppm, allowed to
reduce this value to 1.01.
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Figure 3.3: Results of the numerical experiments: comparison of local field
maps reconstructed using conventional T ∗2-IDEAL and pro-
posed algorithm. (A): local field map reconstructed with the
true spectrum. (B): local field map reconstructed with assump-
tion of the chemical shift value f1 = -3.46 ppm. (C): local field
map reconstructed using the proposed algorithm. (D), (E): Dif-
ference between (A) and (B), and (A) and (C), respectively. It
can be seen that frequency offset in regions with high fat con-
tent is reduced after correction of the chemical shift in (C) and
(E).
Fig. 3.3 shows a comparison of the local field maps estimated using the true
multi-peak chemical spectrum, the fixed one peak model (main peak) and the
proposed algorithm. The assumption of a fixed peak led to an absolute error on
the order of 10 Hz in the fat region pointed by arrows. The proposed method
reduced this error down to 1.5 Hz.
Finally, Fig. 3.4 shows a comparison between the true fat fraction map used
in the numerical simulation and the fat fraction map estimated using the fixed
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Figure 3.4: Results of the numerical experiments: comparison of fat frac-
tion maps reconstructed with different assumed spectra. A:
true fat fraction map. B: fat fraction maps reconstructed with
assumption of the chemical shift value f1 = -3.46 ppm. C: fat
fraction maps reconstructed using the proposed chemical shift
update. D, E: Difference between A and B, and A and C, re-
spectively. Both B and C showed similar fat fraction maps with
respect to the truth.
main peak and using the proposed algorithm. The error in the voxels containing
mixtures of species was around 10% both for the fixed model and the proposed
method.
3.4.2 Lard phantom results
Results of the lard susceptibility matching measurement are shown in the
Fig. 3.5. It was found that the norm of the local field was minimal when the
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Figure 3.5: Lard experiment. (A): Dependence of the lard susceptibility
field variation on the susceptibility of the Gd solution. (B):
Results of the piece-wise estimation of the lard susceptibility
relative to the background solution for different concentrations
of Gd. (C): Results of the lard susceptibility using the proposed
algorithm for different concentrations of Gd. The susceptibility
values of lard estimated using three different techniques were
in good agreement.
susceptibility of the background Gd solution was equal to 0.35 ppm (Fig. 3.5A).
Results of the piece-wise estimation of the lard relative susceptibility are shown
in Fig. 3.5B. The plot shows that the susceptibility difference between lard and
the phantom background decreases linearly with increasing Gd concentration.
The susceptibility of lard (0.37 ppm) is obtained by taking the intercept of the
linear fit of this data. Results of the susceptibility estimation using the proposed
algorithm are shown in the Fig. 3.5C. For each acquisition, the chemical shift
converged to a value of -3.65 ppm. Again, the estimated relative susceptibility
of lard followed the same linear trend, with an intercept of 0.36 ppm.
The QSM and corresponding field maps without added Gd are shown in
Fig. 3.6. A considerable reduction in streaking artifact was observed with the
proposed method (Fig. 3.6C, standard deviation outside lard was 0.01 ppm)
43
compared to using a fixed chemical shift (Fig. 3.6B, standard deviation outside
lard was 0.05 ppm).The accuracy of the estimated susceptibility of lard was im-
proved in the proposed method (0.35 ppm) compared to using a fixed chemical
shift (0.27 ppm).
3.4.3 Bovine tissue experiment results
Fig. 3.7 shows a comparison of the QSM maps obtained for the bovine tissue
scan without and with the use of the chemical shift update both for the 15 and 6
echo datasets. A marked reduction of streaking artifacts was noticed, with the
standard deviation of the susceptibility values within a muscle region reduced
from 0.27 to 0.12 ppm for the 15 echo data and from 0.26 to 0.15 ppm for the 6
echo data. Good visual agreement was observed between these two reconstruc-
tions with chemical shift update (Figs. 3.7C&E), although the SNR appeared to
be higher in Fig. 3.7C that utilized more echoes. Overall improved preserva-
tion of the complex anatomical structure was observed in the updated chemical
shift model, which converged to -3.6 ppm, compared to the fixed chemical shift
reconstruction, which used -3.46 ppm).
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Figure 3.6: Reconstructed local field maps and QSM of the lard experi-
ment. (A), (D): Magnitude image. (B), (E): QSM image recon-
structed from the susceptibility field fs estimated with assump-
tion of the chemical shift value f1 = -3.46 ppm. (C), (F): QSM
image reconstructed from the susceptibility field fs estimated
with proposed iterative algorithm. (G), (I): local field map cor-
responding to (B), (E), and (H), (J): the local field map corre-
sponding to (C), (F). Images (A)-(C), (G), and (H) are coronal
views. Images (D)-(F), (I), and (J) are sagittal views. Note the
frequency offset in the lard region in the local field (G), (I) and
the resulting artifact in the susceptibility map (B), (E) for the
fixed chemical shift reconstruction. These are similar to those
observed in numerical simulations in Fig. 3.3, and the artifacts
are suppressed using the proposed algorithm as shown in (C)
and (F).
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Figure 3.7: Results of the bovine tissue experiment: comparison of QSM
maps reconstructed using conventional T ∗2-IDEAL and the pro-
posed algorithm from 15 and 6 echo data. A: T ∗2-weighted im-
age. (B), (D): QSM image reconstructed from the susceptibility
field fs estimated with assumption of the chemical shift value
f1 = -3.46 ppm using 15 and 6 echoes, respectively. (C), (E):
QSM image reconstructed using the proposed iterative algo-
rithm using 15 and 6 echoes, respectively, (F)-(I) are the lo-
cal fields corresponding to (B)-(E), respectively. The proposed
chemical shift update suppresses streaking artifacts for both
datasets, although the use of more echoes resulted in a higher
quality susceptibility map.
3.4.4 Volunteer breast scan
Results of the breast QSM experiments are shown in the Fig. 3.8 and Fig. 3.9.
Fig. 3.8 shows a comparison of the QSM maps obtained without (-3.46 ppm) and
with using the proposed chemical shift update algorithm, which converged to
-3.3 ppm, with the results of the mammography study. The detected hypointen-
sities in the QSM image correspond to the hyperintensities in the x-ray image
and were confirmed by an experienced radiologist to be calcifications.
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Figure 3.8: Comparison of mammogram (A) with minimal intensity pro-
jections of breast QSMs reconstructed without (B) and with (C)
the proposed algorithm. Arrows point to the detected calcifica-
tions, which are better seen in the map reconstructed with the
proposed method as compared to that reconstructed with the
fixed chemical shift reconstruction.
Fig. 3.9 shows a comparison of the QSM maps obtained for the breast exam
in a second subject without (-3.46 ppm) and with the use of the chemical shift
update, which converged to -3.3 ppm. In QSM, a high susceptibility structure
( 1.3 ppm) was identified, and was confirmed to be a biopsy clip. Fig. 3.10 shows
the residual as a function of the chemical shift value for this data set, with each
”+” representing consecutive steps of the proposed algorithm starting from an
initial guess for f1 that was intentionally set to -3.8 ppm.
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Figure 3.9: Results of a volunteer breast contrast exam (post Gd injection
images are shown): comparison of QSM maps reconstructed
using a fixed chemical shift (B) and the proposed algorithm
(C). A T ∗2-weighted image (A) is provided as a reference. Ar-
rows point to the location of a biopsy clip. Note the more ho-
mogeneous distribution of the fat susceptibility values and the
brighter appearance of the metal object relative to fat after ap-
plication of the chemical shift correction.
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Figure 3.10: Model residual as a function of the chemical shift; the + sym-
bols indicate the location of the successive iterations of the
proposed algorithm for the data in Fig. 3.9. This demon-
strates that the proposed method finds the global minimum
of the combined fat, water and chemical shift minimization
problem.
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3.5 Discussion
In this chapter, a fully automated iterative algorithm for quantitative sus-
ceptibility mapping (QSM) within tissues with significant fat content has been
presented. The algorithm assumes that the field inhomogeneity is caused by the
susceptibility of two species water and fat and their chemical shifts. It utilizes
the updated prior information about tissue structure and penalizes the discrep-
ancy between modeled and measured signals. Simulations, phantom validation
and in vivo results suggest that the proposed chemical shift correction effec-
tively reduces streaking artifacts and preserves fine anatomical structures in the
final QSM.
QSM involves solving an ill-posed inverse problem that is sensitive to error
propagation, so it has a high accuracy requirement for the input field map. Tak-
ing the brain QSM as an example, the noise standard deviation on the estimated
field map is on the order of 1/SNR/(2piTE) = 0.1 Hz with SNR=50 assumed at
TE=30ms. Although field map estimation may appear to be simple even in the
presence of chemical shift, a straightforward application of T ∗2-IDEAL proves to
be insufficient to reach the accuracy level required for the field map, leading to
substantial streaking artifacts. One key revelation here is that error in the pre-
sumed chemical shift (0.1 ppm, translated to 6.4Hz at 1.5T or 12.7Hz at 3T) leads
to a substantial error in the estimated field map as demonstrated by 3.4. It was
shown in the experimental results that only the chemical shift resulting from an
iterative data fitting procedure was able to reach the accuracy level of the field
map required by QSM.
The uncertainty in the chemical shift has been reported in literature. Publi-
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cations [35–37] demonstrate an increased interest in the multi-component mod-
eling of the chemical shift. However, different fat components are generally
assumed to be correlated with fixed relative amplitudes and spectral shifts, and
ambiguity exists in how to assign the main components of the spectrum: the
reported location of the central line (containing 60-85% of the overall fat signal)
varies within a 0.2 ppm range [35–37]. To obtain an accurate measurement of the
chemical shift, additional NMR spectroscopy may be required. Nevertheless,
there is evidence that fat may cause bulk magnetic susceptibility effects [47],
shifting spectral components, and thus rendering ineffective otherwise precise
spectral models. Depending on the fat compartmentalization, its resonance fre-
quencies might shift depending on orientation relative to the direction of mag-
netic field, as suggested in references [33,47,48]. Additionally, it is inconvenient
or impossible to perform a spectroscopy for each individual subject or organ
examined.
The uncertainty in chemical shift also causes errors in the water and fat frac-
tion maps. However, it did not lead to substantial noticeable artifacts on the wa-
ter and fat images. This robustness may be due to the fact that the off-resonance
frequency is only used to demodulate the recorded MRI signal, which is fol-
lowed by a well-posed least squares fitting problem to estimate ρ0 and ρ1 [31].
In contrast, QSM, which requires solving an ill-posed inverse problem, is much
more sensitive to inaccuracies. Errors in a single voxel may propagate to its
surroundings, causing streaking artifacts. Therefore, the calibration of chemical
shift appeared to be a critical step for QSM.
The proposed algorithm is useful in clinical and research applications where
the knowledge of field distribution is crucial. The ability to calculate precise
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field distributions may be important for active shimming or MR-based ther-
mography. Although only breast QSM is shown in this study, we expect the
proposed algorithm will show similar improvements in other organs where
chemical shift is present. Further improvements of the current implementa-
tion are possible. Although multiple fat species can be handled as formulated
in Eq. 3.1, the current implementation requires a segmentation of water region
and fat region, which is automatically obtained using T ∗2-IDEAL. When multi-
ple types of fat are imaged within the same FOV, the automatic segmentation
of different types of fat may be challenging, considering that the frequency dif-
ference between them are small. However, if prior information is available on
the locations of different types of fat, then the water/fat separation problem can
be solved independently in different regions. This allows extending the pro-
posed method to the case of multiple fat types. This limitation did not appear
to have undermined the quality of reconstructed phantom and in vivo suscep-
tibility maps presented in this work. This may be due to the fact that only a
single type of fat was present within the FOV (e.g., lard or fatty breast tissue).
Additionally, the assumption of a fixed fat spectrum across the FOV is made
by most existing water/fat separation methods. In the numerical simulations,
a single peak model was used to fit the data generated by a multi-peak spec-
trum, with minimal effect on the estimated field map accuracy. It is noted that
the updated chemical shift is different from the main peak. Thus, the proposed
algorithm finds an effective frequency which results in the lowest fitting resid-
ual. Regarding the imaging parameters, carefully chosen TEs may improve the
SNR of the water and fat maps [49], which is useful for the automatic segmen-
tation. In our experiments, bandwidth was on the order of 500Hz per pixel,
corresponding to a shift of less than one voxel at 3T. Switching to lower band-
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width such as 16.25kHz would improve SNR, but at the expense of voxel shifts
up to 4 voxels that would require further correction. Additionally, only a single
R∗2 was assigned for each voxel, although water and fat may have different R
∗
2.
This limitation did not seem to have affected the reconstructed QSM images,
which may be due to 1) most of the voxels contain a single species, and 2) R∗2,
which affects signal amplitude, has minimal effect on the field estimation step
that mainly utilizes signal phase.
In conclusion, a joint estimation of fat content and magnetic susceptibility
using a fully automated iterative chemical shift update is proposed. Numerical
simulations, phantom and volunteer studies showed that the proposed iterative
algorithm markedly reduced artificial signal variation on the QSM image and
improved the accuracy of the estimated susceptibility in numerical simulation
and phantom experiments.
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CHAPTER 4
BONE QUANTITATIVE SUSCEPTIBILITY MAPPING USING A
CHEMICAL SPECIES SPECIFIC R∗2 SIGNAL MODEL WITH
ULTRASHORT AND CONVENTIONAL ECHO DATA
Purpose: To develop quantitative susceptibility mapping (QSM) of bone us-
ing an ultra-short echo time (UTE) gradient echo (GRE) sequence for signal ac-
quisition and a bone-specific R2* to model fat/water MR signals for field map-
ping.
Methods: 3D radial UTE data (TEs ≥ 40 µs) was acquired on a 3T scanner and
fitted with a bone-specific signal model to map the chemical species and sus-
ceptibility field. Experiments were performed ex vivo on a porcine hoof and in
vivo on healthy human subjects (n=7). For water/fat separation, a bone-specific
model assigning R∗2 decay mostly to water was compared with the standard
models which assigned the same decay for both fat and water. In the ex vivo
experiment, bone QSM was correlated with CT.
Results: Compared to standard models, the bone-specific R∗2 method signif-
icantly reduced errors in the fat fraction within the cortical bone in all tested
datasets, leading to reduced artifacts in QSM. Good correlation was found be-
tween bone CT and QSM values in the porcine hoof (R2 = 0.77). Bone QSM was
successfully generated in all subjects.
Conclusion: QSM of bone is feasible using UTE with a conventional TE GRE
acquisition and a bone-specific R∗2 signal model.
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4.1 Introduction
Magnetic susceptibility is a fundamental tissue property that can be ob-
served in MRI [50]. Densely calcified tissues such as bone have strong diamag-
netic susceptibility [4,51–56]. Quantitative susceptibility mapping (QSM) [7,10,
57–59] can provide quantitative, reproducible images of magnetic susceptibility
sources to assess the health and disease of many tissues [5,8,16,20,22,51,59–64],
but its application in bone has been limited. Given the importance of measur-
ing bone mineral density for assessing bone fracture risks in postmenopausal
women and the elderly [65], QSM may become a useful diagnostic tool for non-
invasive imaging of bone health without the use of ionizing radiation.
QSM of the bone has been challenging because it requires complete mea-
surements of phase everywhere within the region of interest (ROI) and corti-
cal bone typically has very low signal at conventional echo times in gradient
echo (GRE) imaging. Although water is abundant in cortical bone (∼15% by
volume [66]), it mostly exists in the bound form, that is, connected to the crys-
talline mineral structures or the collagen matrix. As a result, bound bone water
has an ultra-short apparent transverse relaxation time (T ∗2 ∼300 µs [67]), result-
ing in no meaningful phase for QSM reconstruction on conventional MRI. Due
to these limitations, previous work in musculoskeletal applications of QSM was
either focused on cartilage, or utilized piece-wise estimations of bone suscep-
tibility [4, 68–73]. An additional problem arises from intermingling of fat and
water protons in the bone marrow necessitating application of water/fat sepa-
ration techniques for field mapping.
The purpose of this preliminary study was to investigate the feasibility of us-
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ing QSM for measuring bone MRI signal and to highlight the inherent technical
issues involved in this application. To that end, we measured bone MRI sig-
nal using an ultra-short echo time (UTE) pulse sequence with TE 1 ms [74,75]
and investigated chemical shift and R∗2 components to properly model bone MRI
signal in both UTE and conventional GRE.
4.2 Theory
Magnetic field estimation is an essential initial step for QSM. For QSM of
anatomical regions where magnetic susceptibility is the predominant contribu-
tor to the proton phase accrual such as in the brain, the field can be estimated
from the MRI signal phase. For QSM on regions with high fat content, such as
in bone with marrow, a complex MRI signal model is needed for estimating the
inhomogeneous field generated by susceptibility through robust separation of
water and fat signals [31, 32, 35, 36].
In a multi-echo GRE sequence, the temporal behavior of the signal originat-
ing from the voxel ~r that contains multiple species can be expressed in general
form as:
s(~r, t) =
∑
k
ρk(~r)
∑
n
αkne
−i2pi f kn te−R
∗
2
k
nt · e−i2pi fs(~r)t (4.1)
Here, ρk is the complex signal originating from the kth chemical species
within the voxel at time t = 0, αkn is the relative amplitude of the nth peak in
the chemical spectrum of the kth species, f kn and R∗2
k
n are the corresponding chem-
ical shift and R∗2 decay rate for the n
th spectral peak of the kth species respectively,
and fs(~r) is a spatially varying field induced by susceptibility sources, or the sus-
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ceptibility field. Extracting multiple parameters from the MRI signal is highly
sensitive to noise propagation, and reducing the number of parameters in Eq.
4.1 is critical for robust estimation. We propose the following reduction in pa-
rameter numbers.
In many clinical applications, water and fat are the dominant species and 4.1
becomes
s(~r, t) =
ρw(~r)e−R∗2wt + ρ f (~r)∑
n
α fne
−i2pi f fn te−R
∗
2
f
n t
 e−i2pi fs(~r)t (4.2)
Here α fn is the relative amplitude of the nth spectral peak of fat, ρ f and ρw are
fat and water complex amplitude at time t = 0, R∗2w and R
∗
2
f
n are water and the n
th
spectral component of fat transverse decay rates.
Although there is some variation in R∗2 decay rates among spectral peaks, an
approximation is made here that it is constant. This simplifies Eq. 4.2:
s(~r, t) =
ρw(~r)e−R∗2wt + ρ f (~r)e−R∗2 f t ∑
n
α fne
−i2pi f fn t
 e−i2pi fs(~r)t (4.3)
In many applications, the difference in water and fat R∗2 within a voxel ~r are
commonly neglected [31, 32]:
s(~r, t) =
ρw(~r) + ρ f (~r)∑
n
α fne
−i2pi f fn t
 e−R∗2te−i2pi fs(~r)t (4.4)
Unfortunately, in bone tissue, water is distributed through a porous mineral
matrix, and fat in the marrow tends to aggregate, and we have R∗2bone  R∗2 f at.
Consequently, the use of 4.4 to fit the bone MRI signal may lead to very large
errors in the estimation of fat fraction, susceptibility field, and QSM.
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Therefore, we propose to avoid the R∗2 simplification in 4.4. The water signal
is the main component acquired in cortical bone voxels. In our experiments (see
below), the largest echo time is much shorter than the T ∗2 of surrounding soft
tissues, including marrow. Therefore, the bone water is the only species experi-
encing significant decay during acquisition. Accordingly, we further propose a
bone-specific R∗2 model with the following reduction of parameters:
s(~r, t) =
ρw(~r)e−R∗2wt + ρ f (~r)∑
n
α fne
−i2pi f fn t
 e−i2pi fs(~r)t (4.5)
4.3 Methods
4.3.1 Pulse sequence
A radial 3D GRE UTE sequence with TE ≥ 40 µs was implemented on a
clinical 3T scanner (GE Excite HD, Milwaukee, WI). The sequence used a nons-
elective hard pulse (rectangular pulse of 100 µs duration) to achieve volumetric
excitation and two readouts per TR to accelerate acquisition (Fig. 4.1). On suc-
cessive TRs, the echo times were shifted to achieve four unique echo times, two
of which were considered ultra-short.
4.3.2 Porcine specimen experiment
A phantom was constructed from a porcine hoof specimen (length 16 cm,
thickness 6.5 cm) embedded in 1% agarose gel (container height 20 cm, aver-
age diameter 11 cm) and, for comparison purposes, was imaged using an MR
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Figure 4.1: Top: Dual echo gradient echo acquisition for acquiring one
ultra-short echo and one conventional echo image. Both echoes
are shifted between successive TRs to acquire four unique echo
time values. Echoes acquired in the same TR are shown using
the same line type. The images below compare the magnitudes
and phases of two of the acquired echoes. The phase of the first
echo is set to zero during coil combination to eliminate phase
offsets of different channels.
scanner (3T, GE Excite HD, Milwaukee, WI) and a clinical CT system (Light-
Speed Xtra, GE Milwaukee, WI). MR imaging parameters included the follow-
ing: TE=0.04, 0.24, 3.0, 4.0 ms, TR=12 ms, FA=15◦, FOV=18 cm, 32000 radial
projections per echo, voxel size 0.7×0.7×1.4 mm3, BW = ±62.5 kHz, total acqui-
sition time = 13 min. CT data was acquired using the following parameters:
120 kVp, 200mA, 0.625 mm slice thickness, 512×512 matrix, achieving nearly
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isotropic resolution.
4.3.3 Volunteer MR imaging
After obtaining written informed consent, 7 healthy volunteers (6 male, 1
female age range 25 - 32 years, mean = 30) were scanned. All exams were per-
formed under protocols approved by the Institutional Review Board and were
HIPAA compliant. Images (11 distal femurs, 1 distal radius and 1 proximal tibia)
were obtained on a 3T MRI system using an 8 channel transmit-receive knee coil
and 8 channel transmit-receive wrist array. The 3D UTE GRE sequence was used
with the following parameters: TE=0.04, 0.24, 3.0, 4.0 ms, TR=12 ms (echoes 1
and 3 and echoes 2 and 4 were acquired in successive TRs in interleaved man-
ner in this experiment), FA=15◦, FOV=18 cm, 32000 radial projections per echo,
voxel size = 0.7×0.7×1.4 mm3, total acquisition time for all echoes = 13 min.
4.3.4 Image processing and analysis
Each radial MR dataset was reconstructed using regridding [76], which in-
terpolates the measured signal from radial spokes onto a Cartesian grid. In this
work, NUFFT [77] with Kaiser-Bessel kernel and min-max interpolation was
implemented. Because of the non-uniform sampling density of our radial tra-
jectory, density compensation [78] was applied to the measured signal prior to
re-gridding. Each data set was reconstructed on a coil-by-coil and echo-by echo
basis.
For each coil, the phase of the 1st echo was subtracted from the phase of each
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of the following echoes in order . This allowed a complex coil combination by
simply summing the complex data across all coils for each echo. Finally, the
phase of this summed signal was used as the phase for the corresponding echo.
Water, fat and inhomogeneity components were then obtained using IDEAL-
based techniques [31, 32, 36]. For this iterative method, it is important to use an
initial guess for the inhomogeneity field that is reasonably close to the true solu-
tion in order to avoid convergence to a local minimum. A preliminary field map
estimation was carried out using SPURS [79] assuming a single chemical shift
peak with value f=-3.5ppm·γB0 Hz. An initial estimation of the distribution of
R∗2 values was produced by mono-exponential fitting [80]. The complex data
was then fitted to Eqs. 4.4 and 4.5 assuming different models for the fat chem-
ical spectrum: single peak model (∆ f = -3.46 ppm) and multi-peak model (∆ ~f
={-3.82, -3.46, -2.74, -1.86, -0.5, 0.5} ppm) [35]. From the resulting inhomogene-
ity field fs, a susceptibility map was obtained using the morphology enabled
dipole inversion (MEDI) pipeline [8]. Projection onto Dipole Fields (PDF) [44]
was utilized for background field removal. All susceptibility values reported in
this work were referenced to adjacent homogenious muscle tissue)
CT images of the porcine hoof were resampled and registered to the recon-
structed susceptibility map using the FLIRT algorithm in the FSL toolbox [81].
ROI analysis was performed on co-registered volumes to correlate the CT signal
(in Hounsfield units, HU) with the MR signal (calculated susceptibility values).
For this, 58 in-slice regions of interest were manually drawn in flexor tendon,
and trabecular and cortical areas of metacarpal and phalanx bones. QSM and
CT volumetric averages for the ROIs were recorded and used for correlation
analysis.
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Figure 4.2: Regression of QSM vs. CT for the ROI values in the porcine
hoof phantom. Good correlation was observed between esti-
mated susceptibility and Hounsfield units.
4.4 Results
4.4.1 Porcine phantom results
A susceptibility map of the specimen was successfully reconstructed. Com-
parison of CT and QSM images is shown in Fig. 4.3 along with results of the
ROI analysis (Fig. 4.2). It should be noted that the good correspondence be-
tween diamagnetic regions in QSM and regions of high Hounsfield values in
CT images is supported by a strong linear correlation (correlation coefficient R2
= 0.77).
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Figure 4.3: Comparison of CT images (A,C) with correspondent planes of
reconstructed QSM (B,D) and ultra-short (40 µs) echo magni-
tude (E,F). Note the homogeneous diamagnetic appearance of
cortical bones and overall fair correspondence between regions
of high HU and low susceptibility values.
4.4.2 Volunteer results
QSM reconstruction using the proposed method with water-specific R∗2 and
multi-peak fat spectrum modelling was successful in all volunteers (see exam-
ple in Fig. 4.4). Fig. 4.5 shows a comparison of the field maps estimated with
different techniques and the corresponding calculated susceptibility distribu-
tions. Systematic overestimations of the fat fraction within the bone and tendon
(up to 80% above the negligible lipid content expected in healthy bone) areas
were observed in maps calculated using conventional estimators. This led to er-
rors in the field and, subsequently, the susceptibility map with significant errors
in bone and tendon susceptibility values . This was most notable when assum-
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Figure 4.4: Results of field map reconstruction (A), susceptibility (B), and
magnitude of the ultra-short (40 µs) echo (C) using femur data
from a healthy volunteer. Note the homogeneous diamagnetic
appearance of the cortical bone and the visible trabeculation in
both the field map and QSM (*), and strong diamagnetism of
the quadriceps tendon (**). Please refer to Fig. 4.5 for further
details on the selected area (dashed line).
ing either a single fat peak or a common R2∗ between fat and water. In this case,
the cortical bone region of the femur erroneously appeared to be paramagnetic
(Fig. 4.5). It should also be noted that the proposed technique yielded the best
visualization of trabecular bone (Fig. 4.4, 4.5).
Fig. 4.6 shows a minimum intensity projection of the reconstructed QSM of
the knee joint in one healthy subject. Homogeneous diamagnetic appearance
of thick cortical areas of the femoral (top yellow arrow) and tibial (bottom yel-
low arrow) shafts are visible. Throughout the entire FOV, trabeculation is well
depicted by QSM, with a clear appearance of the epiphyseal plate (red arrow)
and the area of transition from diaphyseal to metaphyseal bone (blue arrow).
Observed nearly homogeneous appearance of the susceptibility throughout the
bone is expected, given the likely absence of red marrow in the distal femur in
this 28 y/o male volunteer .
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Figure 4.5: Comparison of fat and water fraction maps, field maps, QSM
and estimated tissue signal decay rates for different signal
models, including single- and multi-peak fat spectrum and
common and water-only R∗2 modeling
64
10
-1
-2
Figure 4.6: Local field (left) and thin slab maximum intensity projection of
knee joint QSM (right), reconstructed using the proposed tech-
nique. A minimum intensity projection of the reconstructed
QSM of the knee joint is shown in one healthy subject. Note
the delineation of cortical areas of the femur and tibia (yellow
arrows), the depiction of trabeculation, the epiphyseal line (red
arrow), and the area of transition from diaphyseal to metaphy-
seal bone (blue arrow) in the femur, and reduced contrast be-
tween the bone and surrounding joint tissue.
The results of the volunteer scans (Table 1) reveal good intra-and inter-
subject agreement of susceptibility values for cortical bone (inter-subject aver-
age χbone=-1.4±0.2 ppm).
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Subject Sex Bone Estimated Susceptibility
1 M Femur (left) −1.29 ± 0.27
Femur (right) −1.21 ± 0.33
2 M Femur (left) −1.19 ± 0.38
Femur (right) −1.38 ± 0.46
3 M Femur (left) −1.23 ± 0.41
Femur (right) −1.16 ± 0.19
4 M Femur (left) −1.49 ± 0.49
Femur (right) −1.4 ± 0.47
5 M Femur (left) −1.41 ± 0.4
6 F Femur (left) −1.8 ± 0.87
Tibia (left) −1.76 ± 0.64
7 M Femur (left) −1.39 ± 0.31
Radius (right) −1.44 ± 0.63
Table 4.1: Measured susceptibility values of cortical bone in the distal fe-
mur, proximal tibia, and distal radius of 7 healthy volunteers
4.5 Discussion
Our data demonstrate the feasibility of mapping bone magnetic susceptibil-
ity including cortical bone, trabecular bone, and marrow. This method utilizes
a radial UTE gradient echo (GRE) sequence to acquire the rapidly decaying sig-
nal of bone water, and a novel bone-specific-R∗2 in signal modeling to achieve
accurate water/fat separation. Results in an ex vivo porcine hoof show excel-
lent correlation with CT. By comparing QSM reconstructions using the current
standard signal model with a common R∗2 for both fat and water components,
the bone-specific-R∗2 approach reduces fat fraction estimation errors within cor-
tical bone and generates susceptibility maps in which cortical bone is correctly
identified as diamagnetic [55,56]. As the highly concentrated calcification is the
dominant susceptibility source, QSM allows noninvasive quantitative mapping
of bone mineralization without the need for radiation.
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Field estimation from UTE and conventional echo GRE data using the classic
T ∗2-IDEAL is non-trivial, and is prone to noise propagation and bias. The robust
extraction of biophysical parameters from GRE data require proper signal mod-
eling with a minimal number of parameters. Standard GRE signal models as-
sign identical R∗2 to both water and fat species [31,32] fail to correctly estimate the
field, consequently generating bone QSM with grossly erroneous values (such
as paramagnetic bone), because rapid signal decay of bone is misinterpreted
as dephasing due to the high fat fraction. Over the echo times acquired in this
study, there is negligible R∗2 decay of the fat signal but rapid R
∗
2 decay of signal in
cortical bone due to collagen bound water [82]. This led us to the bone-specific
R∗2 model that accurately reflects the underlying tissue physics, attributing sig-
nal decay exclusively to the water component. Both the porcine hoof and hu-
man volunteer data show that this bone-specific R∗2 model when combined with
iterative least squares fitting provides reliable estimation of chemical species
distribution as well as a biologically plausible field map. Additionally, the ap-
plication of the multi-peak fat spectrum model further improves the quality of
the water/fat separation and, consequently, the susceptibility map.
Previous studies show bone magnetic susceptibility can be estimated by a
highly regularized piece-wise inversion of the local magnetic field [4], which
may be problematic when there is local variation in tissue susceptibility. A
masked iterative calculation of susceptibility can also be used to estimate dis-
tribution of strong magnetic sources in tissue [52], but the iteration tends to
enforce both uniformity and underestimation of high susceptibility structures.
Above all, these attempts do not properly account for the underlying fat water
biophysics in the MRI signal generation, nor do they acquire signal within bone
using UTE, as illustrated in this work. For trabecular bones with densities much
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lower than those of cortical bones, QSM may be straightforwardly applied using
conventional echo times [83].
Bone mineral density (BMD) assessment is central to the diagnosis of osteo-
porosis [84, 85]. Currently, BMD is measured using dual energy X-ray absorp-
tiometry (DXA), which may be confounded by factors including degenerative
changes, small bone size, and overlaying anatomic structures [65]. Quantitative
CT (QCT) has been proposed to overcome these limitations of DXA, but it re-
quires a much higher X-ray dose [65]. A number of non-invasive non-ionizing
radiation based methods for characterizing bone tissue are also available: ultra-
sound can be used to characterize bone and assess osteoporosis but may only
provide correlative not absolute bone density quantification [86]. MRI-based
techniques, including ZTE and UTE, can be used to detect water bound to the
organic matrix of the bone, but bone-bound water quantification requires sepa-
ration of bound and free water signal components of different relaxation rates
and signal scaling [82, 87–91]. Conventional MRI may be used to assess bone
quality but not mineral density [65].
The MRI-based bone QSM presented here suggest the possibility of BMD
assessment without X-ray radiation. Therefore, our results warrant future re-
search in comparing bone QSM with DXA on patients including those suffering
from osteoporosis to establish an accurate non-X-ray BMD assessment for pre-
dicting fracture risk and guiding therapy. A comprehensive comparison of QSM
as a biomarker with other non-ionizing radiation based measures falls outside
of the scope of this preliminary study, which has been focused on establishing
feasibility of using QSM. Additional investigation is required to assess the clin-
ical utility of bone QSM.
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The main limitation of including UTE in QSM is the relatively long acquisi-
tion time, about 13 minutes in this study. Scan time may be reduced substan-
tially using data acquisition acceleration strategies in Bayesian MRI [50, 92–96].
Another potential limitation stems from the assumption that water is the only
species experiencing significant decay by the time the last echo is acquired. Al-
though this is correct in many practical situations when bone matrix bound wa-
ter is present, this assumption may break down under conditions of strong field
inhomogeneity, such as imaging near the abdominal cavity. These field varia-
tions can lead to strong spin dephasing and, as a result, rapid R∗2 decay in soft
tissue regions. In this situation, high order shimming might be required. An ad-
ditional limiting factor not taken in the account in the present work is the image
blurring inherent in radial imaging induced by field inhomogeneity and chemi-
cal shift [97]. If Cartesian imaging had been used, the bandwidth chosen in this
work would correspond to a shift for fat slightly below one pixel. The image
blurring here is expected to affect final QSM results, and the application of off-
resonance correction methods appropriate for non-Cartesian acquisition [97,98]
may be required. Finally, as has previously been reported, QSM is prone to un-
derestimation of strong susceptibility sources [99], and further adjustments of
the imaging protocol such as matrix size and resolution, may be necessary to
minimize error.
A comparison of the results obtained with the proposed technique with
those previously reported in the literature [54–56, 100] demonstrates possible
underestimation of bone magnetic susceptibility. For example, in [55, 56] the
authors report bone susceptibility χbone ≈-2.4 ppm obtained in an in vitro exper-
iment. An in vivo estimation performed in [4, 100] yielded a fairly wide range
of values χbone ≈-1.8∼-2.3 ppm depending on the reconstruction method. This
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underestimation is most notably observed around the joints (Fig. 6). The exact
nature of this underestimation may be related to partial volume effects (volume
fraction of water in the cortical bone, for example) and abovementioned limita-
tions of the technique, although this issue requires further investigation.
A future direction of this work can be an investigation of the anisotropic
properties of bone, tendon, and cartilage susceptibilities. Although strong mag-
netic anisotropy in bone and cartilage has been previously reported [54, 72, 73],
it has not been accounted for in the signal model in this preliminary study. The
use of scalar susceptibility model even in the magnetically anisotropic cartilage
may contribute to errors in the estimated susceptibility of nearby tissue regions.
In conclusion, quantitative magnetic susceptibility maps across the entire
bone cross-section are feasible using a combination of UTE, a conventional TE
gradient echo acquisition, and a bone-specific R∗2 signal model.
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CHAPTER 5
HIGH RESOLUTION QSM FOR FUNCTIONAL AND STRUCTURAL
DEPICTION OF SUBTHALAMIC NUCLEI IN DBS PRE-SURGICAL
MAPPING
Objective: Faithful depiction of the subthalamic nucleus (STN) is critical for
planning deep brain stimulation (DBS) surgery in patients with Parkinsons dis-
ease (PD). Quantitative susceptibility mapping (QSM) has shown to be superior
to traditional T2 weighted spin echo imaging (T2w). The aim of the study was to
describe sub-millimeter QSM for preoperative imaging of the STN in planning
of DBS.
Methods: 7 healthy volunteers were included in this study. T2w and QSM
were obtained for all healthy volunteers, and images of different resolutions
were reconstructed. Image quality and visibility of STN anatomical features
were analyzed by a radiologist using a 5 point scale, and contrast properties
of the STN and surrounding tissue were calculated. Additionally, data from 10
retrospectively and randomly selected PD patients who underwent 3T MRI for
DBS were analyzed for STN size and susceptibility gradient measurements.
Results: Higher contrast-to-noise (CNR) values were observed in both high
and low resolution QSM images. Inter-resolution comparison demonstrated im-
provement in CNR for QSM, but not for T2w images. QSM provided higher
inter-quadrant contrast ratios (CR) within the STN, and depicted a gradient in
the distribution of susceptibility sources not visible in T2w images.
Conclusions: For 3T MRI, sub-millimeter QSM provides accurate delineation
of the functional and anatomical STN features for DBS targeting.
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5.1 Introduction
The subthalamic nucleus (STN) is a deep gray matter structure, located in
the midbrain and known to be involved in regulation of cognitive and motor
functions [101, 102]. Therefore, it has been a primary target in deep brain stim-
ulation (DBS) to improve parkinsonian symptoms [103–105]. Success of DBS is
critically dependent on accurate placement of the stimulation electrodes [106].
However, precise targeting of the STN is a challenging task due to its small size,
oblique orientation, and variations in anatomical location [107–110]. The STN is
rich with iron that not only serves as a co-factor to generate glutamate for neu-
rotransmission [111,112], but also provides tissue contrast in MRI [113]. Conse-
quently, spin echo T2-weighted (T2w) sequence has traditionally been used for
identification of the STN in pre-surgical DBS planning [107, 114–116].
Recently, gradient echo (GRE) sequences have been found to provide more
sensitive contrast than T2w sequences for depicting the STN [108]. The GRE
magnitude sensitizes iron with the T2* hypointensity and the GRE phase is pro-
portional to the magnetic field generated by tissue iron. But, both magnitude
and phase signal at one location are affected by iron distribution in the sur-
rounding tissue [50]. These non-local blooming artifacts are removed in quanti-
tative susceptibility mapping (QSM) [10], a post-processing technique employ-
ing deconvolution of gradient echo phase data for faithful depiction of tissue
iron distribution [57,117]. QSM is regarded as the most promising technique for
functional and stereotactic imaging of the STN [63, 118–121].
A detailed QSM data acquisition protocol has yet to be described for the
DBS community. Here, we present a high resolution QSM protocol for sub-
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millimeter imaging of deep gray matter structures that would improve identifi-
cation and demarcation of STN sub-regions for DBS targeting.
5.2 Methods
Major parameters targeted in the protocol design include: sub-millimeter
acquired voxel size, whole brain coverage, and clinically acceptable scan time
(acquisition time less than 15 minutes). Since high resolution MR data might
suffer from noise, additional tests were carried out to test the performance of
QSM with millimeter-scale voxel sizes.
Imaging protocol
A 3T MR system (General Electric Healthcare, Milwaukee, USA) with an
8-channel head coil was used to acquire all the MR images. Sagittal 3D T2w
(CUBE) and axial 3D GRE imaging were performed. Detailed parameters are
summarized in Table 5.1. Both GRE and CUBE sequences were used to acquire
data from healthy volunteers. Only GRE sequences were used to acquire data
from PD patients.
Population characteristics
Seven healthy volunteers (7 men, age range 25-46 years, mean age of 31
years) were included in this study. Additionally, data from 10 randomly cho-
sen PD patients (5 men, 5 women, age range 51-67 years, mean age of 58 years)
who received MRIs for pre-surgical DBS planning from May 2016 to August
2016 were retrospectively analyzed. Indications for STN-DBS surgery included
refractory motor fluctuations, medically refractory tremors, and drug-induced
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Parameter 3D T2w 3D GRE
Imaging Plane Sagittal Axial
TR (ms) 3000 44.1
TE (ms) 92.3 TE1 = 3.8, ∆TE = 4.06, #TE = 10
ETL 100 -
Bandwidth (kHz) ±62.5 ±62.5
NEX 1 0.75
Acceleration factor Slice=2 ASSET=2
FOV (cm) 25.6 25.6
Phase FOV 1 0.8
Acquisition matrix 320 × 320 × 220 320 × 320 × 180
Voxel (mm3) acquired 0.8 × 0.8 × 0.8 0.8 × 0.8 × (0.8 − 1.0)
Voxel (mm3) reconstructed 0.5 × 0.4 × 0.5 0.5 × 0.4 × 0.5
Scan time 13 min 13 min
Table 5.1: Imaging parameters.
dyskinesias. This study was approved by local IRB and the prospective subjects
gave written consent.
Image analysis
QSM was reconstructed from the acquired high resolution GRE data at 0.5
mm isotropic resolution. Then, additional datasets for each contrast were syn-
thesized with thicker axial slices to simulate low resolution acquisition by crop-
ping in k-space along the kz direction. The final axial slice thickness of this low
resolution data was set to 2 mm for QSM reconstruction. All resulting images
(original and down-sampled) were then co-registered using FSL toolbox 22 to
high-resolution T2*w images for further analyses.
Qualitative evaluation
A radiologist with 11 years of experience evaluated the appearance of the
STN on T2w and QSM images from healthy volunteers and visually graded the
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overall image quality on a 5-point scale based on the demarcation of the STN
margins and definition of the intensity gradient due to changes in iron concen-
tration: grade 4, all STN borders are clearly defined, and the gradient along the
STN is visible; grade 3, all STN borders are clearly defined, but the gradient is
not visible; grade 2, one or more border(s) are poorly defined, gradient is clearly
visible; grade 1, one or more border(s) are poorly defined, gradient is not visible;
grade 0, STN is not visible in the image.
Quantitative analysis
STNs were identified by their signal intensities (hypointense on T2w im-
ages and hyperintense on QSM) and locations relative to the anterior commis-
sure (AC) posterior commissure (PC) line. Using a multimodal approach on
the original high-resolution images, STNs were segmented manually in ITK-
SNAP [122] on two consecutive axial slices located approximately 3.2 mm be-
low the AC-PC line. This segmentation (approximately 0.25 cm2 per STN on
each slice) was further subdivided into four quadrants anterolateral (AL), an-
teromedial (AM), posterolateral (PL) and posteromedial (PM) based on main
axes of the STN octagon in the axial plane (Fig. 5.1). To create ROIs containing
adjacent white matter, a 1.5 mm thick band immediately surrounding the STN
was drawn. To characterize visibility of each STN quadrant on QSM and T2w
images, their CNRs with respect to immediately adjacent white matter (WM)
were calculated for each slice resolution according to the following definition:
CNRWM =
|I j−Iwm |
σwm
. Here I j is the average intensity of one of the four STN quad-
rants, Iwm is average WM intensity and σwm is the standard deviation of intensity
within the closest white matter sector. To assess the sensitivity of each sequence
to the heterogeneous distribution of iron within the STN, contrast ratios be-
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Figure 5.1: Axial and coronal views of the STN in T2w (A,C) and QSM
(B,D) images from a healthy 25-year-old man showing the sub-
thalamic nucleus (STN), substantia nigra (SN) and red nucleus
(RN). Border points indicated by (x) were used to create bilat-
eral masks of the nuclei (A) and to define the four STN quad-
rants: anterolateral (AL), anteromedial (AM), posterolateral
(PL) and posteromedial (PM) (A). STN susceptibility gradient
(shown with arrows) is clearly visible in the QSM images.
tween adjacent quadrants were estimated. The contrast ratio between regions i
and j was defined as CRi j =
Ii−I j
I j
.
Statistical analysis
Statistical analysis was performed using MATLAB routines. The data was
reported as mean±SD. Comparisons of CNR values for each resolution were
performed using the Wilcoxon signed rank test. For visualization scores, the
Wilcoxon rank sum test was employed to test the difference between imaging
methods for both resolutions.
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5.3 Results
5.3.1 Healthy subjects study
Qualitative results
The STN was successfully imaged in all 7 volunteers. The average visualiza-
tion scores for QSM and T2w images in high/low resolutions were, 3.86/2.0 and
1.886/1.0, respectively. The difference between scores for high resolution QSM
and T2w images was significant (p < 0.005), while no significance was observed
in the low resolution image sets. Switching to high resolution led to a significant
increase in the radiologists assessment of the QSM images (p < 0.005), but not
the T2w images. According to the scores, an intensity gradient was observed in
6 out of 7 high resolution QSM cases and 1 out of 7 low resolution cases. The
gradient was not visible in any T2w images.
Quantitative results
The results of the CNR evaluation are summarized in Table 5.4. For 0.5 mm
slice thickness, the CNRs of all STN quadrants on axial QSM images were higher
than those of STN quadrants on axial T2w images (p < 0.05). The CNR in QSM
was increased compared to T2w by an average factor of 1.94±0.42. For the 2
mm slice resolution, a statistically significant increase in the CNR of QSM rela-
tive to that of T2w was observed only in the lateral quadrants in both left and
right STN. When comparing low and high resolutions, an increase in voxel size
negatively affects the CNR in QSM (p < 0.05) in all quadrants. In T2w images,
statistical significance was achieved only for anterolateral quadrants of the right
STN. A representative comparison of the two different resolutions is shown in
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Fig 5.2.
Image QSM T2w
Quadrant Slice thickness 0.5 mm 2 mm 0.5 mm 2 mm
Anterolateral Right STN 4.5 ± 1.7 4.0 ± 1.3* 2.2 ± 0.8 1.7 ± 0.6*Left STN 4.6 ± 1.4 4.0 ± 1.1* 2.3 ± 1.1 1.8 ± 0.9*
Anteromedial Right STN 4.9 ± 0.8 2.7 ± 0.5* 3.4 ± 1.3 3.3 ± 1.2Left STN 5.0 ± 0.8 3.2 ± 0.3* 3.6 ± 2.0 3.6 ± 1.7
Posterolateral Right STN 5.1 ± 1.8 3.9 ± 1.0* 2.3 ± 0.4 2.2 ± 0.4Left STN 4.9 ± 1.4 4.1 ± 1.2* 1.8 ± 0.3 1.7 ± 0.3
Posteromedial Right STN 3.7 ± 0.6 2.6 ± 0.7* 1.9 ± 1.1 1.9 ± 0.6Left STN 4.1 ± 1.7 3.4 ± 1.8* 2.3 ± 0.8 2.2 ± 1.2
Table 5.2: Characterization of the STN quadrants contrast-to-noise ratios
(CNR) relative to adjacent tissue. (*) indicates statistically sig-
nificant difference (p<0.05) between resolutions.
For both resolutions, QSM demonstrated a higher contrast ratio between
the anterior and posterior quadrants than T2w for all considered pairs
of STN quadrants (with the exception of right AL-AM) (Table 5.4). Fig-
ure 5.3 shows a comparison of intensity profiles extracted from represen-
tative T2w and QSM images of one healthy volunteer along the axis con-
necting medial-inferior and posterior-lateral poles of the STN. Contrast be-
tween the anterior and posterior regions of the STN, and a gradual de-
crease in the concentration of susceptibility sources are more obvious in the
profile for the susceptibility map than in T2w data (Fig. 5.3). STN sizes
along its three main axes (mediodorsal-lateroventral, dorsolateral-ventromedial
and rostro-caudal) were (3.2±0.3)×(5.3±0.3)×(11.8±0.9) mm3 for the left and
(3.1±0.2)×(5.3±0.4)×(11.0±0.9) mm3 for the right STN. The STN susceptibility
gradient over all subjects was -0.022±0.004 ppm/mm.
78
Image QSM T2w
Slice thickness 0.5 mm 2 mm 0.5 mm 2 mm
PL to PM Right STN −0.7 ± 0.6 −0.7 ± 0.7 0.0 ± 0.1 0.0 ± 0.1Left STN −1.0 ± 0.8 −0.8 ± 0.6 0.0 ± 0.1 0.0 ± 0.1
PL to AL Right STN −0.8 ± 0.3 −0.8 ± 0.3 0.2 ± 0.1 0.2 ± 0.1Left STN −0.9 ± 0.2 −0.8 ± 0.3 0.2 ± 0.1 0.2 ± 0.1
AL to AM Right STN −0.2 ± 0.1 −0.2 ± 0.2 −0.2 ± 0.1 −0.1 ± 0.1Left STN −0.2 ± 0.04 −0.2 ± 0.1 −0.02 ± 0.1 −0.1 ± 0.1
PM to AM Right STN −0.7 ± 0.2 −0.7 ± 0.2 0.1 ± 0.1 0.0 ± 0.03Left STN −0.6 ± 0.2 −0.6 ± 0.2 0.1 ± 0.1 0.1 ± 0.1
Table 5.3: STN inter-quadrant contrast ratios
5.3.2 Patient study
QSM was successfully reconstructed in all 10 patient cases. Figure 5.4 shows
QSM of the STN in the axial and coronal planes. In all cases, high contrast
between STN and white matter, and the ability to distinguish it from the SN
were achieved. The measured dimensions were (3.2±0.2)×(5.6±0.6)×(12.5±1.7)
mm3 for the left and (3.1±0.2)×(5.5±0.5)×(11.8±1.8) mm3 for the right nucleus.
The average QSM STN gradients were -0.026±0.009 ppm/mm and -0.029±0.008
ppm/mm for the left and right nuclei, respectively.
5.4 Discussion
The results of the current study suggest that contrast in QSM is superior to
that of T2w for delineation of the STN with respect to surrounding white mat-
ter. Sub-millimeter voxel size QSM faithfully depicts high iron content within
the deep gray matter nuclei, allowing for confident localization of borders and
observation of iron content heterogeneity linked to functional subdivisions of
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Figure 5.2: Effects of slice thickness on STN-vs-tissue contrast in T2w and
QSM images in a healthy 33 year-old man. Left column T2w
(A) and QSM (C) images with slice thickness of 0.5 mm; (B)
and (D) T2w and QSM images, respectively, with slice thick-
ness of 2 mm. Visibility of STN in T2w is relatively insensitive
to slice thickness, as indicated by CNR measurements and the
T2w image scores given by the radiologist. However, low res-
olution results in susceptibility underestimation in QSM, led
to significantly reduced contrast in the posterolateral quadrant
(dashed arrows). Unlike T2w, QSM demonstrates a clearly vis-
ible gradient towards the caudal STN pole (-0.024 ppm/mm)
in both hemispheres.
the STN. High resolution QSM may be used for precise neurosurgical target-
ing in planning DBS, such as STN and globus pallidus internus (GPi) DBS for
medically-complicated Parkinsons disease and GPi DBS for dystonia.
Over the last decade, direct visualization of the STN for preoperative plan-
ning has been established using MRI to map anatomical details [123–125]. High
image quality is imperative to ensure efficacy of this patient-specific approach;
given the variability between patients and complexity of the region, it is of great
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Figure 5.3: Comparison of intensity profiles extracted from sub-millimeter
resolution QSM (A, B) and T2w (C, D) images of STN along the
rostro-caudal axis. (A, C) left STN; (B, D) right STN. QSM con-
sistently indicates a linear decrease in iron concentration (red
dashed line), with an average susceptibility gradient of -0.022
ppm/mm.
importance to have sub-millimeter resolution and high-contrast images that
provide visibility of all parts of the STN. Traditional T2w MRI has been used in
STN targeting for DBS. High iron content within the subthalamic nuclei short-
ens the transverse relaxation time, making the STN appear hypointense in these
images. Recently, inconsistencies between the STN borders estimated on T2w
images, histology, and intraoperative microelectrode recordings (MERs) have
been reported in multiple studies [107, 126–130]. One of the sources for these
inconsistences is thought to be the inhomogeneous distribution of iron within
the STN [107, 120], with the lowest iron concentration typically observed in the
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Figure 5.4: QSM of STN (arrows) in axial (A) and coronal (B) planes in a 58
year-old male with PD. QSM provided good spatial definition
of STN geometry; ability to differentiate between STN, SN and
surrounding white matter; and visualized a decrease in iron
towards the dorsolateral portion of the nucleus.
dorsolateral region usually targeted in PD patients due to its correspondence
to the sensorimotor area [131–133]. This heterogeneous iron distribution in the
STN is blurred on T2w MRI (Fig. 5.3). Fundamentally, T2 shortening is caused
by field variance experienced by water protons during diffusion and chemical
exchange, as known in the Solomon-Bloembergen-Morgan theory for relaxation
enhancement by a paramagnetic substance [50, 134, 135]; field is always blurred
as a weighted sum of contributions from all surrounding iron. This blurring
in T2w MRI explains the small improvement in STN contrast as T2w imaging
resolution increases (Tables and ). The blurring in T2w may be worsened in PD
patients that have elevated levels of iron in their deep gray matter nuclei [136].
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The STN is known to be involved in regulation of limbic, associative, and
motor functions [101, 102, 137]. Fibers from functionally distinct cortical ar-
eas converge in the STN according to the tripartite model: motor subdivision
in the dorsolateral region, associative subdivision the central region, and the
limbic subdivision in the medial tip, with functional overlap existing between
these three subdivisions [127, 138, 139]. Iron plays a significant role in regula-
tions of glutamate production and secretion, and is an important co-factor for
the neurochemistry of these functional regions of the STN [111, 112]. Iron is
heterogeneously distributed in STN [121], and strong correlation between iron
concentration measured by QSM and densities of axonal passage measured on
diffusion tensor imaging has been reported [140]. These understandings of STN
function and anatomy are consistent with clinical evidence that the dorsolateral
region of the STN that appears to be less paramagnetic compared to the other
STN regions may be the optimal site for DBS targeting to avoid negative side
effects while maximizing effects on the motor system [106, 141, 142].
QSM can be used to overcome inadequacies of relaxation-based contrasts
in T2w MRI [63]. Due to the sensitivity of QSM to the presence of biometals,
this technique has been used extensively in studying the iron-rich structures
of deep gray matter. Particularly, QSM has been successfully used in STN tar-
geting [131], where its application resulted a single intraoperative MER in over
85% of cases. The comparative analyses of QSM and T2w presented here sug-
gest that susceptibility mapping is better suited for high resolution preoperative
STN imaging. QSM can offer better visualization of iron distribution within the
STN, providing identification of optimal DBS targeting sites. The qualitative
and quantitative results also suggest that QSM unlike T2w benefits from high
resolution acquisition, which makes it valuable for accurate segmentation of the
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target areas without the need for image interpolation.
High resolution QSM-based estimation of STN dimensions ( 3×5×12 mm3)
agree with histological studies and microelectrode recordings [109,130,143–145].
QSM with sub-millimeter resolution can provide adequate spatial resolution to
guide the DBS electrode that is typically 1.3 mm in diameter and 1.5 mm in
height. MER is arguably the reference standard for measuring STN dimensions
in vivo, but it is invasive and may only provide size along one direction. In
contrast, high resolution QSM is noninvasive and provides direct 3D visualiza-
tion of STN subdivisions. In this study, the comparison between QSM and T2w
was limited to healthy volunteers; it was not possible on patient data because
T2w MRI had been discarded from the preoperative pre-surgical DBS imaging
protocol. Furthermore, raw GRE data was not retained, making it impossible to
compare the effects of change in image resolution. For large brain volume cov-
erage in the patient study, increased slice thickness (to 1 mm) at the same scan
time was chosen; an alternative option would be to increase scan time while
maintaining isotropic acquisition resolution. In summary, high resolution QSM
provides better definition of the STN from surrounding tissue and between its
sub-regions than traditional T2w MRI. Furthermore, sub-millimeter QSM of the
STN may be beneficial in DBS targeting.
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CHAPTER 6
CONCLUSIONS AND RECOMMENDATIONS
6.1 Joint estimation of chemical shift and quantitative suscep-
tibility mapping
In this study, a fully automated iterative algorithm for quantitative suscep-
tibility mapping (QSM) within tissues with significant fat content has been pre-
sented.
One major improvement to this technique is to incorporate more advanced
water/fat separation algorithms. Particularly, presented implementation uses
naive initialization of IDEAL solver, where magnitude-guided field unwrap-
ping is utilized. This approach might lead to substantial errors, if areas of low
SNR or sharp susceptibility interfaces are present within the region of interest.
In order to avoid this, initialization can be done using graph-cut based algo-
rithms such as SPURS [79].
6.2 Bone quantitative susceptibility mapping
This preliminary study has shown that QSM can be used to study bone min-
eralization level. However, several developments and research extentions are
still required to make this technique ready for clinical use.
First, it is necessary to address the main limitation of the UTE sequence -
its longer acquisition time (around 13 minutes). This issue can be addressed
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if Bayesian MRI data acquisition acceleration strategies are employed [92–96].
Second major improvement would be to incorporate advanced off-resonance
correction techniques [97,98] to minimize unwanted image blurring (inherent in
radial imaging) due to field inhomogeneity and chemical shift. Third, it might
be necessary to optimize acquisition parameters (such as matrix size and image
resolution), since it has been shown that QSM is prone to underestimation of
strong susceptibility sources [99]. Finally, preconditioned total field inversion
[146] can be utilized in order to increase QSM precision in presence of high
susceptibility sources such as bone
A future direction of this work can be an investigation of the anisotropic
properties of bone, tendon, and cartilage susceptibilities. Although strong mag-
netic anisotropy in bone and cartilage has been previously reported [54, 72, 73],
it has not been accounted for in the signal model in this preliminary study. The
use of a scalar susceptibility model even in the magnetically anisotropic car-
tilage may contribute to errors in the estimated susceptibility of nearby tissue
regions. Continuation of the work should also include studies on larger patient
and healthy volunteer cohorts in order to characterize changes in QSM observed
in pathological states. Sensitivity of QSM to these changes should be assessed.
6.3 High resolution QSM for STN imaging
The results of this study suggest that contrast in QSM is superior to that of
T2w for delineation of the STN with respect to surrounding white matter. Sub-
millimeter voxel size QSM faithfully depicts high iron content within the deep
gray matter nuclei, allowing for confident localization of borders and observa-
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tion of iron content heterogeneity linked to functional subdivisions of the STN.
Major step forward from this work will be establishment of the relation be-
tween measured QSM values and MR tractography. In its current state, this
project is based on two major empirical findings in DBS: 1) compared to the
rest of the STN, its sensimotor subdivision tend to have lower levels of iron
concentration [107], and 2) due to the anterolateral location of the sensimotor
area [101], this STN part can be viewed as a preferential target in DBS [106,141].
Accordingly, image evaluation was based on the ability of QSM and traditional
T2w images to depict changes in iron within the subthalamic nuclei and nuclei
border definition. While preliminary work demonstrates improvements associ-
ated with QSM-based targeting [131], further research is required for rigorous
assessment of QSM’s role in DBS planning. Spatial information from QSM, aug-
mented by tractography-derived STN connectivity maps, may provide a neuro-
surgeon with valuable insights about patient specific ”sweetspots”.
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