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CLASSICAL FIELD THEORY LIMIT OF 2D MANY-BODY QUANTUM
GIBBS STATES
MATHIEU LEWIN, PHAN THA`NH NAM, AND NICOLAS ROUGERIE
Abstract. Nonlinear Gibbs measures play an important role in many areas of mathe-
matics, including nonlinear dispersive equations with random initial data and stochastic
partial differential equations. In statistical physics, they are believed to emerge for some
quantum systems at criticality. In space dimensions d > 2, the measures are concentrated
on singular distributions and they have to be be appropriately renormalized.
In this paper we provide the first rigorous derivation of these renormalized nonlinear
Gibbs measures in two space dimensions, starting from a linear quantum system in a
mean-field-type limit. More precisely, we consider the grand-canonical Gibbs state of a
large 2D bosonic quantum system and prove that it converges to the renormalized Gibbs
measure of a nonlinear Schro¨dinger-type classical field theory. Reduced density matrices
of the quantum Gibbs state converge to their classical analogues. The quantum system
is well defined without any renormalization. By only tuning its chemical potential, we
obtain a counter-term for the diverging repulsive interactions which provides the desired
Wick renormalization of the limit classical theory.
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1. Introduction
The mean-field (and related) limit(s) of large bosonic systems is a research topic almost
as old as quantum mechanics itself. It has been spectacularly rejuvenated by the birth of
cold atoms physics in the 1990’s, most notably by the landmark experimental observation of
Bose-Einstein condensates in alkali gases [35, 72]. On the mathematical side this gave a new
impetus to the general enterprise of rigorously deriving, from first principles (the many-body
Schro¨dinger Hamiltonian), the effective models used for the discussion and interpretation
of experimental data.
Following pioneer contributions [65, 49, 50, 125, 43, 12, 94, 103, 106, 131], the last
two decades have seen a great deal of progress on the derivation of effective non-linear
Schro¨dinger (NLS) type models:
• for the ground state of interacting Bose gases, see [78, 91, 109, 112] for reviews;
• for the time-evolution of such ground states after an initial perturbation, see [11, 53, 114]
for reviews.
Refinements of the mean-field non-linear Schro¨dinger description have also been derived,
i.e. the so-called Bogoliubov approximation [133], which can be seen as a second quan-
tization of the Hessian of the NLS energy functional. Recent results bear both on the
low-lying eigenfunctions of the many-body Hamiltonian [117, 56, 88, 99, 40, 17, 18] and on
the time-evolution thereof after an initial perturbation [57, 58, 87, 98, 97, 95, 19, 26].
All of this work is of relevance mainly for very low temperature states of the Bose gas,
well below the Bose-Einstein critical temperature. Rigorous mathematical works including
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the effect of temperature seem much scarcer in the literature, a few references being [14,
115, 116, 118, 132, 41]. In particular, the rigorous derivation of the Bose-Einstein phase
transition in interacting Bose gases still seems way out of reach, except for the trapped case
in the Gross-Pitaevskii limit [41] and for special lattice models [91, Chapter 11].
Recently, a study of the positive temperature case has been initiated [83, 80, 85, 47,
48, 111], whose main feature is the derivation, from positive temperature equilibria (Gibbs
states) of the many-body Bose gas, of nonlinear Gibbs measures based on the mean-field
NLS energy functional. This works in a certain mean-field limit where a transition from
quantum to classical fields occurs. On the physics side we note that such approaches have
been successful around the BEC phase transition, to obtain the leading order corrections
due to interaction effects [6, 9, 10, 67, 71].
So far, the mean-field/semi-classical limit we mentioned has been fully controlled only in
one spatial dimension. The purpose of the present contribution is to give the first solution
for the 2D problem (we announced some of our main results in the note [86]). This involves
a very significant jump in difficulty, both from a conceptual and technical point of view, as
we now briefly explain (see also the introduction to [47]). We suggest readers unfamiliar
with the vocabulary below to jump back and forth between this discussion and the main
definitions, given in Section 2.
The general goal is to connect quantum objects (positive self-adjoint operators with
unit trace on a Hilbert space) to classical ones (probability measures on a function space).
In [47, 48] this is accomplished by comparing term by term perturbative expansions of both
objects, and controling the remainders. Here we shall continue in the direction of [83, 85],
using the so-called de Finetti measure (or Wigner measure, depending on the point of
view) [2, 109, 112], a very general tool to associate classical states to essentially generic
many-particles bosonic quantum states. The main difficulty consists in controlling the error
made when introducing the de Finetti measure.
The classical measure we aim at deriving is of the form
(exponential of (− interaction ))× Gaussian measure.
The reference measure, according to which typical classical fields are drawn at random, is a
Gaussian measure with a covariance containing the inverse of the Laplacian. An important
fact is that, in spatial dimensions larger than one, this Gaussian measure is supported on
distributions rather than functions. The mean-field interaction being a nonlinear object
involving products, it is ill-defined on the support of the reference Gaussian measure. This
is a well-know issue in several fields of research, including:
• Constructive quantum field theory (CQFT, see [39, 52, 119, 127] for reviews). Here the di-
vergence of the interaction energy reflects small-scale/high-momentum/high-energy physics
not taken into account in the models constructed. It is in this field that the techniques ap-
propriate to the rigorous definition of the nonlinear Gibbs measure (Euclidean field theory
in this context) have been first invented.
• Probabilistic Cauchy theory for nonlinear dispersive equations. It is tempting to expect
that the nonlinear Gibbs measure is invariant under the appropriate NLS flow (and in
particular that one can make sense of the latter on the support of the measure). A rigorous
proof of this (and extensions to other nonlinear dispersive PDEs) has motivated a lot of
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works [77, 21, 22, 27, 28, 29, 101]. In particular, this approach allows to prove global
well-posedness at regularity levels out of reach of deterministic methods.
• Stochastic nonlinear partial differential equations. The Gibbs measure is the long-time
asymptote of the nonlinear heat equation driven by space-time white noise (see [37, 36, 62,
76, 96, 108, 129] and references therein). The lack of regularity of typical fields drawn from
the measure is related to that of the noise, which is inherited by solutions to the equation
and makes the interpretation of nonlinear terms problematic.
In the above fields, the solution to the measure’s indefiniteness is well-known: renor-
malization. One subtracts infinite counter-terms to the interaction energy to actually
construct a measure of the form
(exponential of (− interaction + counter-terms ))× Gaussian measure. (1.1)
More precisely, one starts from a measure with a ultra-violet/high-frequency cut-off, and
the counter-terms diverge when the latter is removed, so as to compensate the divergence
of the interaction.
This ‘compensating infinities’ scenario is what we need to understand, but for a quantum
problem, with non-commutative fields. The divergences of the classical theory indeed have
quantum analogues that are very difficult to control in the mean-field approximation. The
difficulties we face are (almost) purely of a quantum nature, for the estimates we shall derive
are rather easy in the classical theory, when fields commute.
The quantum problem we start from is the grand-canonical ensemble of the interacting
Bose gas. In this paper we study the case where the gas is essentially trapped to a unit
volume. Infinities occur when the temperature T tends to infinity, which makes the average
density diverge. The counter-term allowing to control the limit is provided by tuning the
chemical potential of the theory, thus penalizing too large particle numbers. Note that, by
scaling, it is possible to reformulate this large-T limit in a fixed box to the more conventional
thermodynamic limit where the size of the box is sent to infinity and T stays fixed.
In this paper, we first deal with the homogeneous case (an interacting Bose gas on the unit
torus). The reference Gaussian measure appearing in (1.1) is then nothing but that obtained
in the non-interacting case, with an appropriately chosen chemical potential. This is the
renormalization we alluded to: tuning the (divergent) chemical potential appropriately in
the quantum problem gives in the limit the classical measure with any prescribed chemical
potential. This is however very specific to the translation-invariant case.
Then we turn to the more complicated case of a gas trapped by an external potential,
or to a finite domain with any chosen boundary conditions. The absence of translation-
invariance requires to compensate infinities by introducing x-dependent counter-terms. In
this case, the reference Gaussian measure to be used in (1.1) cannot be a non-interacting
Gaussian and finding it is already a nontrivial task. The procedure is to first identify
the optimal quantum state in a special subclass of Gaussian-type states called quasi-free
states. This optimal quasi-free state solves a nonlinear equation. Passing to the mean-field
limit provides a corresponding classical Gaussian measure, whose covariance also solves a
nonlinear equation, that was first considered in [47]. It is this Gaussian measure which must
be used in (1.1) to construct the limiting interacting classical measure. We will indeed prove
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that the total fr ee energy of the quantum system behaves as
quantum free energy = quantum free energy of reference quasi-free state
+ λ−1 × classical free energy + o(λ−1)
where λ = 1/T → 0 is the parameter used to place the system in a mean-field regime, and
where the quasi-free quantum energy diverges much faster than λ−1.
Our control of the quantum renormalization procedure is based on the rationale that
on high momenta, the interacting and quasi-free Gibbs states almost coincide: particles
going too fast are hardly affected by interactions. The main difficulty we face is to put this
intuition in a rigorous form allowing to get the machinery started. In brief, we approach
this problem as follows.
We first use a classical argument and express the two-body interaction as a sum of
squares of one-body terms. Then we observe that, after subtracting the counter-term, the
expectation of the two-body interaction can be seen as a sum of variances of one-body
terms. We control each such term separately by a fluctuation-dissipation-type argument,
inspired by linear response theory1. More precisely we relate the variance (fluctuation) of a
one-body observable A to its linear response (dissipation), calculated by perturbing the
Gibbs state’s Hamiltonian by −εA for a small parameter ε, measuring the expectation of
A in the new Gibbs state and differentiating the result with respect to ε. For a classical
Gibbs state the relation between variance and linear response is an identity. The main
semi-classical insight of our proof is that such an identity almost holds in the mean-field
limit.
What this method (refered to as a variance estimate2 in the sequel) accomplishes is
to reduce estimates of two-body terms (variances) to estimates of one-body terms (linear
responses). Now that the detailed structure of correlations has thus been by-passed, an
estimate of one-body density matrices will be enough to achieve the desired control. This
we obtain via a Feynman-Hellmann-type argument (perturbing the one-body Hamiltonian)
whose upshot is a new inequality of possible independent interest. It relates the difference
between one-body density matrices of the free and interacting states, to the relative en-
tropy3 of the states themselves. The latter is ea sily controled by independent, variational,
arguments for it is related to the difference in free energies.
This is as much as we can say of the control of high momentum divergences without
entering the details. For the low-momentum part of our problem, we use our previous
technique [81, 82, 83, 85] based on the de Finetti measure to relate quantum and classical
free-energies/partition functions. Our proof being variational (Gibbs states minimize the
free-energy functional), we then deduce convergence of the states themselves (or rather,
their reduced density matrices) by controls on various relative entropies, byproducts of our
free-energy bounds.
The paper is organized as follows. In the next section we properly define the quantum and
classical models and we give some hints on the relation between the two. Then, in Section 3
1There is no time-dependence in our problem, the static part of the response is meant throughout.
2Other types of correlation estimates have been used in the literature previously [7, 55, 115].
3This has a flavor of Pinsker’s inequality, but it is important for us that we handle directly the difference
between density matrices, not the difference between the states themselves.
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we state all our results. Section 4 contains a detailed explanation of the strategy of proof,
which is then carried over in the rest of the paper, starting from Section 6. Section 5
contains some known properties of classical measures, useful for the proof.
Acknowledgements. Insightful discussions with Ju¨rg Fro¨hlich, Markus Holzmann, Antti
Knowles, Benjamin Schlein, Vedran Sohinger, Robert Seiringer, Laurent Thomann and
Jakob Yngvason are gratefully acknowledged. This project has received funding from the
European Research Council (ERC) under the European Union’s Horizon 2020 Research
and Innovation Programme (Grant agreements MDFT No 725528 and CORFRONMAT No
758620).
2. Setting and definitions
We recap here all the standard and less-standard notions needed to state and discuss our
main results. Perhaps the acquainted reader will want to jump directly to Section 3, and
come back to this one if some notation is unclear later.
2.1. Fock space formalism. Our basic one-body Hilbert space is
H = L2(Ω) (2.1)
with Ω an open domain in R2. The reader might think of the two model cases, when Ω is
either the 2D unit cube (to which we add periodic boundary conditions, which is then the
same as taking Ω = T2, the torus) or the full plane R2.
For the many-body problem we work grand-canonically, i.e. with fluctuating particle
number. The many-body Hilbert space is thus the bosonic Fock space
F = C⊕ H⊕ . . .⊕ H⊗sn ⊕ . . . (2.2)
The symbol ⊗sn stands for the n-fold symmetric tensor product, as appropriate for the
n-body configuration space of bosons. Operators acting on finitely many particles are lifted
to the Fock space in the usual way:
Definition 2.1 (Second quantization).
Let Ak be a self-adjoint operator on H
⊗sk. We define its action on the Fock space as
Ak := 0⊕ · · · ⊕
∞⊕
n=k
 ∑
16i1<...<ik6n
(Ak)i1,...,ik
 (2.3)
where (Ak)i1,...,ik denotes the operator Ak acting on the variables labeled i1, . . . , ik in H
⊗sn.
⋄
When k = 1, it is customary to use the notation
dΓ(A) := A = 0⊕
∞⊕
n=1
( ∑
16i6n
Ai
)
(2.4)
for one-body operators, a tradition that we will also follow throughout. For example, the
particle number operator is
N = dΓ(1H) =
∞⊕
n=0
n.
Next, quantum states are as usual:
CLASSICAL FIELD THEORY LIMIT OF 2D MANY-BODY QUANTUM GIBBS STATES 7
Definition 2.2 (Quantum states and reduced density matrices).
A pure state is an orthogonal projection |Ψ〉〈Ψ| on some normalized vector Ψ of the Fock
space F. A mixed state Γ is a convex superposition of pure states, i.e. a positive trace-class
operator on F with unit trace. We denote
S (F) := {Γ self-adjoint operator on F, Γ > 0, TrF[Γ] = 1} (2.5)
the set of all mixed states.
The reduced k-body density matrix Γ(k) of a state Γ is the operator on H⊗sk defined by
setting
TrH⊗sk
[
AkΓ
(k)
]
:= TrF [AkΓ] (2.6)
for any self-adjoint operator Ak on H
⊗sk, with Ak the second-quantization (2.3) of Ak. ⋄
If Γ is of the diagonal form
Γ = Γ0 ⊕ Γ1 ⊕ . . .⊕ Γn ⊕ . . .
then the reduced density matrices are equivalently given via partial traces as
Γ(k) =
∑
n>k
(
n
k
)
Trk+1→n[Γn].
Also recall that the expected particle number of a state is given as
TrF[NΓ] = TrH
[
Γ(1)
]
.
We shall use standard bosonic creation/annihilation operator:
Definition 2.3 (Creation/annihilation operators).
Let f ∈ H. The associated annihilation operator acts on the Fock space as specified by
a(f)u1 ⊗s . . . ⊗s un = n−1/2
n∑
j=1
〈f |uj〉u1 ⊗s . . . uj−1 ⊗s uj+1 ⊗s . . .⊗s un
and then extended by linearity. Its formal adjoint, the creation operator a†(f) acts as
a†(f)u1 ⊗s . . .⊗s un = (n+ 1)1/2f ⊗s u1 ⊗s . . .⊗s un.
The canonical commutation relations (CCR) hold: for all f, g ∈ H
[a(f), a(g)] = [a†(f), a†(g)] = 0, [a(f), a†(g)] = 〈f, g〉. (2.7)
⋄
The reduced density matrices of a state Γ can alternatively be defined by the relations〈
g1 ⊗s . . .⊗s gk,Γ(k)f1 ⊗s . . .⊗s fk
〉
= Tr
[
a†(f1) . . . a
†(fk)a(g1) . . . a(gk)Γ
]
. (2.8)
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2.2. Quantum model. The many-body Hamiltonians we shall study are of the form
Hλ = dΓ(h) + λW− νN + E0. (2.9)
Here h > 0 is an operator on H with compact resolvent. The reader might think of the case
when
h = −∆+ const
on T2 or
h = −∆+ V
for some confining potential V on R2. The interaction term W is the second quantization
of the multiplication operator by w(x− y) on the two-body space H⊗s2 :
W := 0⊕ 0⊕
∞⊕
n=2
 ∑
16i<j6n
w(xi − xj)
 . (2.10)
The coupling constant λ > 0 models the interaction strength and the chemical potential ν
will be tuned to serve as a counter-term. The constant E0 is just an energy shift, which we
use in order that the renormalized interaction
λWren = λW− νN + E0 (2.11)
stays positive.
The quantum Gibbs state associated with the above Hamiltonian is the minimizer of the
free-energy functional (energy minus temperature times entropy)
Fλ,T [Γ] = Tr [HλΓ] + T Tr[Γ log Γ] (2.12)
over all quantum states Γ on the Fock space. Explicitly
Γλ =
1
Zλ exp
(
− 1
T
Hλ
)
(2.13)
where the partition function Zλ normalizes the state,
Zλ = Tr
[
exp
(
− 1
T
Hλ
)]
,
and satisfies
Fλ := min
Γ∈S(F)
Fλ,T [Γ] = −T logZλ. (2.14)
In the sequel we work in the limit T → ∞ with λ, ν,E0 appropriately tuned. It turns
our that the appropriate scaling has λ proportional to T−1 and ν →∞ faster than T . Note
that the energy shift E0 does not modify the Gibbs state.
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2.3. Classical model. Let us briefly recap the definitions related to the nonlinear Gibbs
measure. More details are in Section 5.1.
We shall denote by µ0 the Gaussian measure with covariance h
−1. To be precise, from
the spectral decomposition of the one-body operator
h =
∞∑
j=1
λj |uj〉〈uj | (2.15)
we introduce the scale of Sobolev-like spaces
Hs =
u =
∞∑
j=1
αjuj,
∞∑
j=1
|αj |2λs/2j <∞
 .
The Gaussian probability measure is
dµ0(u) :=
∞⊗
i=1
(
λi
π
e−λi|αi|
2
dαi
)
(2.16)
with αi = 〈ui, u〉 and dα = dℜ(α) dℑ(α) the Lebesgue measure on C ≃ R2. The for-
mula (2.16) must be interpreted in the sense that the cylindrical projection of µ0 onto the
finite-dimensional space
VK = Span{u1, ..., uK}
is given by
dµ0,K(α1, ...αK) :=
K∏
i=1
(
λi
π
e−λi|αi|
2
dαi
)
(2.17)
for every K > 1. Assuming that for some p > 0
Tr[h−p] <∞, (2.18)
the limit measure µ0 is supported on H
1−p [83, Section 3.1]. In the cases of interest to this
paper we have p > 1 and thus µ0 is supported on negative Sobolev spaces, whence the need
for renormalization in the definition of the interacting measure.
Let PK be the orthogonal projector on VK . Consider the interaction energy with local
mass renormalization
DK [u] = 1
2
∫∫
Ω×Ω
(
|PKu(x)|2 −
〈|PKu(x)|2〉µ0)w(x−y)(|PKu(y)|2 − 〈|PKu(y)|2〉µ0) dxdy.
(2.19)
Here, for any f ∈ L1(dµ0),
〈f(u)〉µ0 :=
∫
f(u)dµ0(u) (2.20)
denotes the expectation in the measure µ0. We shall assume that
w(x) =
∫
Ω∗
ŵ(k)eik·xdk (2.21)
where the Fourier transform ŵ satisfies
0 6 ŵ(k) ∈ L1(Ω∗). (2.22)
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Here by convention Ω∗ = R2, except if Ω = T2 then Ω∗ = (2πZ)2 (and the integral in (2.21)
becomes a sum). Then, as recalled in Lemma 5.3 below, when ŵ > 0 the sequence DK [u]
converges to a limit D[u] in L1(dµ0), hence we may define the renormalized interacting
probability measure by
dµ(u) :=
1
z
exp (−D[u]) dµ0(u) (2.23)
with 0 < z <∞ a normalization constant (to make µ a probability measure).
Note that the reduced one-body density matrix
γ(1)µ :=
∫
|u〉〈u|dµ(u) (2.24)
is a priori an operator from Hp−1 to H1−p (since |u〉〈u| is not any better, µ-almost surely).
However, averaging with respect to µ has a regularizing effect, so that γ
(1)
µ turns out to be
a compact operator from H to H. In fact, one can show that
γ(1)µ = h
−1. (2.25)
Similarly, the reduced k-body density matrix
γ(k)µ :=
∫
|u⊗k〉〈u⊗k|dµ(u) = k!P ks (h−1)⊗kP ks (2.26)
belongs to the p-th Schatten class Sp(H⊗sk), see [83, Lemma 3.3]. In the right-hand side of
(2.26), P ks denotes the orthogonal projector on the symmetric subspace.
2.4. Formal quantum/classical correspondence. Our aim is to relate the quantum
Gibbs state (2.13) to the classical Gibbs measure (2.23).
If we ignore the renormalizing terms for the moment (in particular, think of ν = E0 = 0),
the formal correpondance between the two objects can be seen as follows. First, the Gibbs
measure can be interpreted as a rigorous version of the formal
dµ(u) = z−1e−EH[u] du (2.27)
with EH[u] the nonlinear Hartree energy functional
EH[u] =
∫
Ω
u(x)(hu)(x) dx +
1
2
∫∫
Ω×Ω
|u(x)|2 w(x− y)|u(y)|2 dx dy.
Define the quantum fields (operator-valued distributions) a†(x), a(x), creating/annihilating
a particle at position x by the formulae
a(f) =
∫
a(x)f(x)dx, a†(f) =
∫
a†(x)f(x)dx (2.28)
for all f ∈ H. Inherited from (2.7) we have the canonical commutation relations
[a(x), a(y)] = [a†(x), a†(y)] = 0, [a(x), a†(y)] = δx=y. (2.29)
These operator-valued distributions allow to rewrite the many-body Hamiltonian as
Hλ
T
=
1
T
∫
Ω
a†(x)hxa(x) dx+
λ
2T
∫∫
Ω×Ω
a†(x)a†(y)w(x− y)a(x)a(y) dx dy. (2.30)
The formal manipulation relating (2.13) and (2.27) is then to replace the quantum fields
a†(x), a(x) by classical fields, i.e. operators by functions. This involves in particular that
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the commutation relations (2.29) become trivial in some limit, all fields commuting at
any position. How this can come about is further explained in [83, Section 5.2] and the
introduction to [47] (in these works the link between the classical and quantum problems
has been made rigorous in 1D). Basically, the order of magnitude of commutators stays
fixed by definition, but the typical value of the fields a(x) and a†(x) is of order
√
T when
computing expectations against the quantum Gibbs state. This suggests to introduce new
fields b(x) = a(x)/
√
T and b†(x) = a†(x)/
√
T and to choose
λ ∼ 1
T
.
This is now a clean semi-classical limit, since the commutators of the new fields is of order
1/T → 0.
Let us discuss now the inclusion of counter-terms. It is useful to write the mean-field
interaction, using Fourier variables,∫∫
Ω×Ω
|u(x)|2 w(x− y)|u(y)|2 dx dy =
∫
ŵ(k)
∣∣∣|̂u|2(k)∣∣∣2 dk = ∫ ŵ(k) ∣∣∣∣∫ |u(x)|2eik·x∣∣∣∣2 dk.
(2.31)
On the other hand, the quantum interaction can be expressed as
W =
1
2
∫
ŵ(k)
∣∣∣dΓ(eik·x)∣∣∣2 dk − w(0)
2
N (2.32)
where the second term is typically of lower order and may be ignored. Thus, one formally
obtains the quantum interaction by replacing∫
|u(x)|2f(x)dx dΓ(f)
with f(x) = eik·x, identified with the corresponding multiplication operator on H.
To see how to include the renormalization, observe that (2.19) formally leads to
D[u] = 1
2
∫
ŵ(k)
∣∣∣∣|̂u|2(k)− 〈|̂u|2(k)〉µ0
∣∣∣∣2 dk.
Thus the appropriate renormalized quantum interaction should be
W
ren =
1
2
∫
ŵ(k)
∣∣∣∣dΓ(eik·x)− 〈dΓ(eik·x)〉Γ0
∣∣∣∣2 dk. (2.33)
After expanding the square, this suggests a natural choice for the chemical potential ν and
the energy shift E0, as we will see. Making the above formal quantum/classical correspon-
dence rigorous is the goal of our paper.
Note that here we use Fourier variables mostly for convenience. What they help accom-
plish is rewriting interactions (two-body terms) as sums of products of one-body terms.
Other methods to accomplish this, such as Fefferman-de la Llave type decompositions [45,
61] could replace the Fourier transform.
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2.5. Rigorous results. The nonlinear, classical, Gibbs state is a natural candidate for an
invariant measure under the NLS flow
i∂tu = −∆u+ V u+
(
w ∗ |u|2)u, (2.34)
or rather, under a suitable renormalization thereof. This idea has been made rigorous in
[29, 20, 21, 22, 23, 24, 28, 77, 101, 128, 130]. In particular, in [21, 22, 101], cases where
renormalizations related to that we use are dealt with.
On the other hand, it is known in rather large generality [11, 53, 114] that the NLS flow
is the mean-field limit of the many-body Schro¨dinger flow defined by Hamiltonians akin to
those defined in Section 2.2. But the quantum Gibbs state is obviously invariant under the
many-body Schro¨dinger flow. Putting these observations together begs for a rigorous proof
that the nonlinear Gibbs measure is in some sense the mean-field limit of the many-body
Gibbs state.
This has been accomplished in 1D in [83, 85], and in [47] by a different method. The
time-dependent problem in 1D is investigated in [48], yielding in particular an alternative
proof of the measure’s invariance under the NLS flow. The 2D and 3D cases are approached
in [47], but the Gibbs state defined above is replaced by the modified
Γηλ =
1
Zηλ
exp
(
− η
2T
dΓ(h)
)
exp
(
−1− η
T
dΓ(h)− λ
T
W
ren
)
exp
(
− η
2T
dΓ(h)
)
(2.35)
where 0 < η < 1 is a parameter held fixed in the mean-field limit. If operators would
commute, the above would coincide with the true Gibbs state. The modification brought by
η is a significant gain of commutativity used to control some particularly delicate remainder
terms in a perturbative expansion. Note that the modification does not affect the limiting
measure, since all classical objects commute.
In our approach, some commutativity will be gained using the new correlation estimates
of Section 7. This allows us to treat the proper Gibbs state, instead of the modified one
in (2.35). However, we may control the limit only in 2D so far.
In the next two sections we present our main results in the following order:
• Homogeneous case. We consider the emblematic case where Ω = T2 and h = −∆+const.
Modulo an appropriate choice of parameters ν,E0, the many-body interaction in (2.11) can
be made to coincide with (2.33). Theorem 3.1 provides a rigorous connection between the
classical renormalized and quantum problems. We announced this part in [86].
• Inhomogeneous case. We consider here the case
h = −∆+ V (x)
where V (x) → +∞ when |x| → ∞. The reference Gaussian measure to be found in the
limit and the non-interacting Gaussian measure are in general mutually singular, for every
chemical potential. The correct reference Gaussian measure solves a nonlinear equation.
First we reinterpret the results of [47] on this Gaussian measure, in light of the quasi-free
approximation at the quantum level. Then we state our main result, Theorem 3.6, on the
mean-field limit, using the optimal quasi-free quantum energy as a reference.
• Inhomogeneous case, inverse statement. It is also possible to start with a one-particle
Hamiltonian h and modify the interaction as in (2.33). We then do not have to solve any
nonlinear equation and in the limit we end up with the interacting measure based on the
Gaussian measure associated with h. This we call an inverse statement because we have
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to modify the initial quantum model such as to find the desired measure in the limit. This
is less natural from a physical point of view. Nevertheless, it turns out that the previous
direct statement where one starts with h and identifies what the limiting measure is, follows
from our proof of the inverse statement and the results of [47] on the nonlinear equation. So
the proof of the inverse statement is indeed our main new contribution. It occupies most of
the paper. We are able to prove an abstract statement, Theorem 4.1, which co vers a very
large class of one-particle Hamiltonians, including h = −∆+ V (x) in R2 for a potential V
growing sufficiently fast at infinity, and h = −∆+ const on a bounded domain.
3. Main results
3.1. Homogeneous gas. Let us consider the case where
Ω = T2, h = −∆+ κ
with −∆ the usual Laplace-Beltrami operator on the torus and κ > 0 a fixed constant.
Let
Γ0 = Z−10 e−dΓ(h)/T , Z0 = Tr
(
e−dΓ(h)/T
)
be the non-interacting quantum Gibbs state, namely the state as in (2.13) with λ = ν =
E0 = 0. Its expected particle number is
N0(T ) := TrF [NΓ0] = 〈N〉Γ0 =
∑
k∈(2πZ)2
1
e
|k|2+κ
T − 1
.
This is proportional to T log T as T →∞, for fixed positive chemical potential κ, see below.
Let
Γλ = Z−1λ e−Hλ/T , Zλ = Tr
(
e−Hλ/T
)
be the interacting Gibbs state with coupling constant λ ∼ T−1 and the choice of chemical
potential and energy reference as
ν = λŵ(0)N0(T )− λw(0)
2
, E0 := λ
ŵ(0)
2
N0(T )
2. (3.1)
This choice makes the physical Hamiltonian Hλ in (2.9) coincide with dΓ(h) + λW
ren with
W
ren being of the desired form in (2.33), namely
Hλ = dΓ(h) + λW− νN + E0
= dΓ(h) +
λ
2
∑
k∈(2πZ)2
ŵ(k)
∣∣∣∣dΓ(eik·x)− 〈dΓ(eik·x)〉Γ0
∣∣∣∣2︸ ︷︷ ︸
=:λWren
. (3.2)
This follows from the fact that, by translation invariance,〈
dΓ(eik·x)
〉
Γ0
= δk=0N0(T ),
Here 〈 · 〉Γ0 denotes expectation against the free Gibbs state Γ0.
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We will require that the interaction potential decays a bit more than stated in (2.22). To
be precise, we assume that
ŵ(k) > 0,
∑
k∈(2πZ)2
ŵ(k) (1 + |k|α) <∞ for some α > 0, (3.3)
with the Fourier expansion
w(x) =
∑
k∈(2πZ)2
ŵ(k)eik·x.
Our first result is
Theorem 3.1 (Homogeneous gas in 2D).
Let h = −∆ + κ on the torus T2 with a constant κ > 0. Let w : T2 → R be an even
function satisfying (3.3). Let µ0 be the Gaussian measure with covariance h
−1 and let µ
be the associated interacting Gibbs measure as in (2.23). We have, in the limit T → +∞,
λT → 1,
Fλ − F0
T
−→ − log z = − log
(∫
e−D[u]dµ0(u)
)
, (3.4)
with Fλ the free-energy in (2.14) for the Hamiltonian Hλ as in (3.2), and z the classical
relative partition function in (2.23).
Moreover, the reduced density matrices of the quantum Gibbs state Γλ of Hλ satisfy
Tr
∣∣∣∣ k!T kΓ(k)λ −
∫
|u⊗k〉〈u⊗k|dµ(u)
∣∣∣∣p −→ 0 (3.5)
for every k > 1 and p > 1. For k = 1 we have the more precise convergence in trace-class
Tr
∣∣∣∣ 1T (Γ(1)λ − Γ(1)0 )−
∫
|u〉〈u|
(
dµ(u)− dµ0(u)
)∣∣∣∣ −→ 0. (3.6)
Here are some immediate comments on the homogeneous gas.
1. In this case, we have Tr(h−p) for all p > 1, and µ0 is supported on all negative Sobolev
spaces
⋂
t<0 H
t (but not on H = L2(T2)). This already leads to a big jump in difficulty in
comparison to our previous treatment in 1D [83, 85].
2. The main part of the chemical potential ν in (3.1) is a counter-term compensating the
divergence of the interactions. Physically, the theorem means that classical field theory
becomes exact for chemical potentials in the vicinity of λŵ(0)N0(T ), if λ is appropriately
tuned. The term λw(0)/2 is not important and can be removed in the definition of ν without
changing our results (see the proof of Theorem 3.6 below for explanation). The constant
E0 has no effect on the Gibbs state itself.
3. Since N0(T ) itself depends on κ, the relationship between the total physical chemical
potential
ν˜ = ν − κ ∼ λŵ(0)N0(T )− κ
and its renormalization κ is still somewhat implicit. It is in fact desirable to deduce κ from
ν˜ rather than the other way around. In that regard, observe that for large T and fixed κ
N0(T ) = T log T − T log κ+ TK0 + o(T ) (3.7)
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with
K0 = log(e− 1) +
∫ ∞
1
1
ex − 1dx+ 1.
It follows that, if the physical chemical potential is chosen as
ν˜ = ŵ(0) log T − ν0 (3.8)
with ν0 fixed, then the limit classical field theory is based on the Gaussian measure with
variance (−∆+ κ)−1 with κ solving the nonlinear equation
κ+ ŵ(0) log κ = ν0 + ŵ(0)K0. (3.9)
This defines κ implicitly but uniquely, for the function on the left-hand side is increasing
on R+. We shall see below that the correspondence between the quantum and classical
parameters is much more involved in the inhomogeneous case.
4. Our proof also shows that, for every k > 2, the difference T−k(Γ
(k)
λ −Γ(k)0 ) is not bounded
in trace class, see Remark 10.4. When k > 2 there is in fact no simple replacement for (3.6)
where one would remove from Γ
(k)
λ combinations of Γ
(ℓ)
0 for ℓ 6 k to obtain an operator
converging in trace-class.
5. The corresponding theorem should be true on the 3D torus, but this remains an open
problem. In this case the particle number of the free Gibbs state diverges as
N0(T )
T
∼ T 1/2
and our proof cannot handle such a strong divergence. In fact, one of our key tools is
the variance estimate in Theorem 7.1, which requires that the one-body operator satisfies
Tr[h−p] <∞ for some p < 3/2. The latter condition just barely fails for h = −∆+ κ in T3.
6. In the physics literature, classical field theories [134] are used as effective descrip-
tions at criticality, i.e. around the Bose-Einstein [6, 9, 10, 67, 71] or Berezinskii-Kosterlitz-
Thouless [16, 51, 68, 69, 105, 104, 123] transition, to obtain the leading order corrections
due to interaction effects. These works argue that the critical densities are related as
ρquantλ (T )− ρquant0 (T ) ∼ ρclasλ (T )− ρclas0 (T ).
Note that it is only the difference in critical densities (interacting minus non interacting)
that one can obtain using classical field theory. This is related to our result (3.6). The
latter implies the convergence of the relative number of particles
〈N〉Γλ − 〈N〉Γ0
T
→
∫
M(u)dµ(u),
with M(u) the renormalized mass defined in Lemma 5.2. This is rather non-trivial, for
the two terms on the left-hand side diverge when taken separately. We note that estimates
on relative one-particle density matrices related to (3.6) are recently obtained in [41], in a
different setting however.
7. In our setting, the Bose gas occupies a volume of order 1 and the Gibbs measure
emerges in the large temperature limit. It is possible to reformulate our setting in the more
conventional thermodynamic limit where the system is in the large torus LTd ⊂ Rd with
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L → ∞. By scaling we see that a Bose gas with temperature T ′, total chemical potential
ν ′ and interaction w′ in the large box corresponds in our setting to choosing
T = L2T ′, ν − κ = ν˜ = L2ν ′, w(x) = L4T ′w′(Lx) (3.10)
if we take λ = 1/T as before. In the non-interacting case where ν = λ = 0 (hence the
chemical potential equals −κ) and T ′ stay fixed, we obtain ν ′ = −κ/L2 → 0−, that is, we
are approaching the critical density of the Bose gas from below,
ρ0(L) =
Tr[NΓ0]
Ld
=
1
Ld
∑
k∈2πZd
1
e
k2+κ
L2T ′ − 1
→ ρc(T ′) =
{
+∞ in d = 1, 2
(T ′)d/2
∫
R3
1
e|2πk|
2−1
dk in d = 3,
(3.11)
simultaneously with L → ∞. For the usual thermodynamic limit, this is the regime in
which the quantum problem converges to the effective classical Gaussian measure with co-
variance (−∆+ κ)−1, in any dimension. One can equivalently fix the density and take the
temperature to its critical value from above.
In the interacting case the situation is more involved. In 2D, we obtain from (3.8) that
the chemical potential in the box of size L must behave as
ν ′(L) = ŵ(0)
log(L2T ′)
L2
− ν0
L2
hence still converges to 0, but more slowly. The constant ν0 determines the final value of κ
through the nonlinear equation (3.9). The result therefore allows to quantify the effect of
the interactions at the transition to the Bose-Einstein condensate (i.e. at large densities),
in the coupled limit L → ∞ with ν ′ → 0. The system is described by the classical Gibbs
measure, with a renormalized chemical potential κ. In 3D we expect similar results, with
however log(L2T ′) replaced by L
√
T ′ and ρ(L) converging to the (non-interacting) finite
critical density ρc(T
′).
Note that the rescaled interaction potential in (3.10),
w′(x) =
w(x/L)
L4T ′
with a fixed potential w, is very long range such as to correlate particles over the whole box
LTd, but it has a very small intensity. More physical interactions are much bigger and have
a much shorter range (they should be described by a dilute, rather than mean-field, limit),
but this case is still out of reach of our methods.
3.2. Inhomogeneous gas: the reference quasi-free state. Here we focus on the case
Ω = Rd, h = −∆+ V
where V (x) → +∞ when |x| → ∞. We are typically thinking of V (x) = |x|s, but we can
work with a larger class:
Asumption 3.2 (The one-body potential).
V ∈ L1loc(Rd) is a positive function such that
C|x|s 6 V (x) (3.12)
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for some constants C > 0 and s > 0. MoreoverV (x+ y) 6 C(V (x) + 1)(V (y) + 1),|∇V (x)| 6 C(V (x) + 1), (3.13)
All these assumptions are satisfied for V (x) = |x|s. Thanks to the Lieb-Thirring inequal-
ity in [42, Theorem 1],
Tr[(−∆+ V )−p] 6 1
(2π)d
∫∫
Rd×Rd
dx dk
(|k|2 + V (x))p , (3.14)
the growth assumption (3.12) implies that Tr[(−∆+ V )−p] <∞ for all p > d/2 + d/s.
As for the interaction potential we shall assume
Asumption 3.3 (The two-body potential).
w ∈ L1(Rd) is a real-valued, even function, with nonnegative Fourier transform ŵ > 0 and∫
R2
ŵ(k)
(
1 + |k|1/2
)
dk <∞. (3.15)
Moreover ∫
Rd
|w(x)||V (x)|2dx <∞. (3.16)
In this subsection we discuss the following issue: if we take as reference state Γ0 =
(Z0)−1 exp(−dΓ(h/T )) and start with a renormalized Hamiltonian in the same form as (3.2),
we actually perturb the orginial physical Hamiltonian by an external potential which is x-
dependent. This is physically questionable since it does not correspond to adjusting the
two constants ν and E0. Thus Γ0 is not a physically good reference to study the limit of
Hλ. The determination of the right reference state is discussed next.
Let VT be a general one-body potential (which will be specified later and can depend
on T ). Let Γ˜0 be the free Gibbs state associated with −∆+ VT (x), namely
Γ˜0 :=
1
Z˜0
exp
(
dΓ(−∆+ VT )
T
)
, (3.17)
and let ̺VT0 (x) be its one-body density defined by
̺VT0 (x) := Γ˜
(1)
0 (x;x) =
[
1
e
−∆+VT
T − 1
]
(x;x). (3.18)
where Γ˜
(1)
0 (x; y) is the integral kernel of the one-body density matrix Γ˜
(1)
0 (the diagonal part
Γ˜
(1)
0 (x;x) can be defined properly for instance by the spectral decomposition). Note that
in general ̺VT0 (x) depends on x (except of course in the periodic case studied previously).
Following the discussion in Section 2.4, we consider the renormalized Hamiltonian as
in (2.33), but with the reference state Γ˜0. This results in
Hλ = dΓ(−∆+ VT ) + λ
2
∫
R2
ŵ(k)
∣∣∣∣dΓ(eik·x)− 〈dΓ(eik·x)〉Γ˜0
∣∣∣∣2 dk
= dΓ
(
−∆+ VT − λw ∗ ̺VT0 + λw(0)/2
)
+ λW+ ET (3.19)
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where ET is given by
ET :=
λ
2
∫∫
R2×R2
̺VT0 (x)w(x − y)̺VT0 (y)dxdy. (3.20)
This Hamiltonian coincides with the physical Hamiltonian in (2.9) with chemical potential
ν and energy reference E0 = ET if VT solves the nonlinear equation (counter-term problem)
VT − λw ∗ ̺VT0 = V − ν. (3.21)
Here we ignore the unimportant term λw(0)/2 in (3.19) to simplify notation, since it will
converge to zero in the limit. The equation (3.21) is of the same spirit as (3.9) seen before
for κ, but where the unknown is now a function. It turns out that the equation (3.21) arises
naturally when restricting the problem to a special class of Gaussian-type quantum states,
also called quasi-free states. This is what we discuss next.
We recall that to any one-body density matrix γ > 0 one can associate a unique state Γγ
on the Fock space, called a quasi-free state, which is entirely characterized by γ via Wick’s
theorem [8, 124]. Then its energy terms and entropy can be expressed as
−Tr [Γγ log Γγ ] = Tr [(1 + γ) log(1 + γ)− γ log γ] ,
Tr [dΓ (−∆+ V − ν) Γγ ] = Tr [(−∆+ V − ν)γ] ,
Tr [WΓγ ] =
1
2
∫∫
γ(x;x)w(x − y)γ(y; y) dx dy
+
1
2
∫∫
w(x− y)|γ(x; y)|2 dx dy. (3.22)
If we are interested in equilibrium states minimizing the free energy, in the quasi-free class
this leads to the following variational problem
FHλ = inf
γ=γ∗>0
FH[γ] (3.23)
where
FH[γ] := Tr [(−∆+ V − ν)γ] + λ
2
∫∫
γ(x;x)w(x − y)γ(y; y) dx dy
+
λ
2
∫∫
w(x− y)|γ(x; y)|2dxdy − T Tr [(1 + γ) log(1 + γ)− γ log γ]
is called the Hartree free energy. When ŵ > 0, the functional FH[γ] turns out to be strictly
convex. Hence, with the confining potential V it admits a unique minimizer γH, that defines
a unique corresponding quasi-free state in Fock space ΓH (see Lemma 3.4 below for a related
result). The optimal density matrix solves the nonlinear equation
γH =
{
exp
(−∆+ V − ν + λρH ∗ w + λXH
T
)
− 1
}−1
where ρH(x) = γH(x;x) is the density and XH is the exchange operator with integral kernel
XH(x; y) = w(x − y)γH(x; y).
In the limit T → ∞ with λT → 1, the quasi-free state ΓH is rather badly behaved. Its
density ρH diverges very fast. However, it turns out that, although ρH(x) depends on x, its
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growth as T →∞ is more or less uniform in x and can be captured by
ρH(x) ∼ ̺κ0 :=
[
1
e
−∆+κ
T − 1
]
(x;x) =
1
(2π)d
∫
k∈Rd
1
e
|k|2+κ
T − 1
dk (3.24)
provided that
ν = λŵ(0)̺κ0 − κ. (3.25)
Recall from the homogeneous case studied in the previous section that ̺κ0 diverges like
T log T in dimension d = 2 but it does not depend on x by translation invariance of −∆+κ.
On the other hand, the exchange term λXH typically stays bounded, for instance in the
Hilbert-Schmidt norm.
This suggests to simplify things a little bit by removing the exchange term from the
beginning, that is, to consider the simplified minimization problem
F rHλ = inf
γ=γ∗>0
F rH[γ] (3.26)
where
F rH[γ] := Tr [(−∆+ V − ν)γ] + λ
2
∫∫
γ(x;x)w(x − y)γ(y; y) dx dy
− T Tr [(1 + γ) log(1 + γ)− γ log γ] (3.27)
is now called the reduced Hartree free energy. By doing so we will pick as reference state a
quasi-free state which is not the absolute minimizer of the true quantum free energy in the
quasi-free class. However, manipulating states depending only on a potential simplifies the
analysis.
The following lemma is a simple consequence of the convexity of the functional F rH. The
proof is given in Appendix A.1.
Lemma 3.4 (Existence and uniqueness of the reference quasi-free state).
Let T, λ > 0 and d > 1. Under Asumptions 3.2 and 3.3, for every ν ∈ R, the infimum
in (3.26) is finite and admits a unique minimizer. This minimizer solves the nonlinear
equation
γrH =
{
exp
(−∆+ V − ν + λργrH ∗ w
T
)
− 1
}−1
, (3.28)
and hence its potential VT := λργrH ∗ w + V − ν solves the nonlinear equation (3.21).
Solutions VT of the nonlinear equation (3.21) have been studied in [47, Section 5]. It is
proved herein that, when the chemical potential ν is tuned as in (3.25) the corresponding
density satisfies the homogeneous divergence mentioned previously in (3.24) and the poten-
tial VT converges to a limit V∞ that we will use as a renormalized potential. The following
statement summarizes part of the results of [47, Section 5]. See Theorem 11.1 below for
more details.
Lemma 3.5 (Limit renormalized potential [47, Section 5]).
Let d 6 3. Under Asumptions 3.2 and 3.3, take a constant κ > 0 and set
̺κ0 :=
1
(2π)d
∫
k∈Rd
1
e
|k|2+κ
T − 1
dk, ν := λŵ(0)̺κ0 − κ. (3.29)
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Then, if κ is large enough (independently of T = 1/λ > 1) and s > 2d/(4 − d) in (3.12)
there exists a potential V∞ such that
lim
T→∞
∣∣∣∣∣∣∣∣VT − V∞V
∣∣∣∣∣∣∣∣
L∞(Rd)
= 0.
The limiting V∞ satisfies
Tr[(−∆+ V∞)−p] <∞, for any p > d
2
+
d
s
and solves the nonlinear equation
V∞ = V + w ∗ ρ∞ + κ,
ρ∞(x) =
(
1
−∆+ V∞ −
1
−∆+ κ
)
(x;x).
(3.30)
The above is not stated exactly as in [47, Section 5], where the limiting nonlinear equa-
tion (3.30) for V∞ was indeed not mentioned. We quickly discuss the link with [47] and the
proof of (3.30) in Appendix A. Note that the limiting equation (3.30) is formally obtained
by replacing the Bose-Einstein entropy Tr(−γ log γ+(1+ γ) log(1+ γ)) by Tr(log γ) (which
is its leading behavior at large γ) in the variational principle (3.27) and then writing the
associated variational equation.
Although in principle it should be possible to derive a result similar to Lemma 3.5 for
the true quasi-free minimizer ΓH with exchange term, handling states depending only on
a potential is much easier technically. The main theorem of the next section will prove
that using the quasi-free reference state minimizing the reduced-Hartree energy without
exchange is sufficient in the mean-field limit. That the minimizing quasi-free state gives
an appropriate reference in renormalization procedures has been used before in several
contexts, for instance in quantum electrodynamics [92, 59].
3.3. Inhomogeneous gas: limit of the quantum problem. We can now state the
main result relating the physical inhomogeneous Hamiltonian to nonlinear Gibbs measure.
In the following we always work under Assumptions 3.2 and 3.3 in d = 2 dimensions and
set the chemical potential as in (3.25). Let VT be the counter-term potential obtained from
Lemma 3.4 with a large constant κ > 0 and let V∞ be its limit when T → ∞ defined by
Lemma 3.5. We have
Theorem 3.6 (Inhomogeneous gas in 2D).
Let Γλ be the Gibbs state associated with the physical Hamiltonian Hλ in (2.9) with
d = 2, h = −∆+ V, ν = λŵ(0)̺κ0 − κ, E0 = ET as in (3.20).
Let µ0, µ and D[u] be the free and interacting Gibbs measures and the renormalized classical
interaction associated with (−∆+ V∞)−1.
Assume that s in (3.12) is a large enough constant. Then we have, in the limit T → +∞,
λT → 1:
(1) Convergence of the relative free-energy:
Fλ − F˜0
T
−→ − log z = − log
(∫
e−D[u]dµ0(u)
)
. (3.31)
CLASSICAL FIELD THEORY LIMIT OF 2D MANY-BODY QUANTUM GIBBS STATES 21
where F˜0 = −T log Z˜0 is the free-energy of the free Gibbs state Γ˜0 associated with −∆+ VT
in (3.17).
(2) Convergence of density matrices: for every k > 1, we have
Tr
∣∣∣∣ k!T kΓ(k)λ −
∫
|u⊗k〉〈u⊗k|dµ(u)
∣∣∣∣2 −→ 0. (3.32)
(3) Convergence of the relative one-body density matrix:
Tr
∣∣∣∣ 1T
(
Γ
(1)
λ − Γ˜0
(1)
)
−
∫
|u〉〈u| (dµ(u)− dµ0(u))
∣∣∣∣ −→ 0. (3.33)
Here are our comments on this result.
1. The free-energy convergence (3.31) can be more explicitly rewritten as
Fλ = T Tr log
(
1− e−−∆+VTT
)
− T log z + o(T ) (3.34)
where the first energy diverges very fast to −∞ with T . Classical field theory then allows to
calculate the remaining part of the interaction energy, minimized jointly with some entropy
relative to the mean-field quasi-free state. The first trace can also be expressed as
F˜0 = T Tr log
(
1− e−−∆+VTT
)
= F rHλ + 3ET
where F rHλ is the minimum reduced Hartree free-energy in (3.26), thanks to Lemma 3.4.
Thus to leading order the free energy may be computed in the reference quasi-free state.
Note that, although this leading order term is by far the largest in the expansion (3.34),
its knowledge is not sufficient to determine the state. Roughly speaking, it only allows to
obtain a limit measure absolutely continuous with respect to the appropriate Gaussian. To
identify the limit fully, we need to evaluate the second, lower order term.
As we have mentioned, it is known in the physics literature [6, 9, 10, 67, 71] that, at the
phase transition, a weakly-interacting Bose gas should be described by mean-field theory at
leading order4 and a classical nonlinear theory for the next order. This is the spirit of the
theorem above. To our knowledge, it is indeed the first mathematically rigorous statement
of this kind.
2. The assumption that s is large enough implies that Tr[h−p] <∞ for p larger but close to
1, which is a technical limitation of our method. The proof actually gives explicit estimates
(see Theorem 4.1 below) on the values of s, p we can afford. The free-energy convergence
(3.31) and the Hilbert-Schmidt convergence (3.32) hold if
p <
√
673 − 1
24
⇐⇒ s > 48√
673 − 25 ≃ 50.942 (3.35)
whereas the trace-class convergence (3.33) requires the more stringent condition
p <
√
8449 − 7
84
⇐⇒ s > 91 +
√
8449 ≃ 182.918.
4The aforementioned reference deal with the homogeneous case, where the mean-field just amounts to a
shift of the chemical potential, as in Section 3.1.
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3. It will also follow from our proof (see Theorem 4.1 below) that for every
1 6 k 6
s2 − 50s− 48
132s + 120
we have the convergence of the density matrices in better Schatten norms
Tr
∣∣∣∣ k!T kΓ(k)λ −
∫
|u⊗k〉〈u⊗k|dµ(u)
∣∣∣∣p → 0 (3.36)
for all p > 1 + 2/s. We expect the latter convergence holds for all k, but are only able to
prove it for small k (except if V (x) grows faster than any polynomial in |x|). Nevertheless,
for all k we get the Hilbert-Schmidt convergence (3.32) which is still sufficient to determine
the measure µ.
4. One should expect the previous theorem, together with (3.36), to hold as soon as the
limiting Gibbs measure makes sense, which only requires p 6 2, i.e. s > 2 for V (x) = |x|s
in our two-dimensional setting, see Section 5.1 below and [47]. Obtaining the optimal s
remains an open problem, as does the extension to 3D where the condition p 6 2 leads to
s > 6, cf [83, Example 3.2].
5. Compared to the homogeneous case discussed previously, the above theorem illustrates
that our method (i) does not require translation invariance, (ii) can be combined with the
analysis of the counter-term problem (iii) can handle small polynomial divergences, not only
logarithmic ones as in bounded domains. Points (i) and (ii) are those we wish to emphasize.
As dicussed above, improving point (iii) closer to the expected optimal type of divergence
remains an important challenge.
4. Proof strategy
To make the presentation transparent, we first consider in Section 4.1 a general inverse
problem, from which the previous (direct) statements will easily follow. The core of the
paper is then the proof of the inverse statement, that we outline in Section 4.2
4.1. General “inverse” statement. By “inverse problem” we mean the limit of the quan-
tum model (with an arbitrary one-particle Hamiltonian h), to which we add properly chosen,
x-dependent, counter terms so that the limit measure is absolutely continuous with respect
to the non-interacting gaussian (instead of the mean-field one as in the previous section).
Assume that Ω is an arbitrary domain in R2 and h is a positive operator on L2(Ω). The
reader might think of the typical case h = −∆+ V on L2(R2) with a trapping potential V
diverging fast enough at infinity, as before. However, in order to cover as many practical
situations as possible, we will keep h rather general from now on.
Let Γ0 be the free Gibbs state, namely the state as in (2.13) with λ = ν = E0 = 0. Its
one-body density ̺0(x) is as before given by
̺0(x) := Γ
(1)
0 (x;x) =
[
1
e
h
T − 1
]
(x;x). (4.1)
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We then consider the renormalized interaction
W
ren =
1
2
∫
R2
ŵ(k)
∣∣∣∣dΓ(eik·x)− 〈dΓ(eik·x)〉Γ0
∣∣∣∣2 dk (4.2)
= W− dΓ(w ∗ ̺0) + 1
2
∫
R2
̺0(x)w(x− y)̺0(y)dxdy + N
2
w(0).
We can write the renormalized Hamiltonian as
Hλ := dΓ(h) + λW
ren = dΓ(h− λw ∗ ̺0 + λw(0)/2) + λW+ E0 (4.3)
where
E0 :=
λ
2
∫∫
R2×R2
̺0(x)w(x − y)̺0(y)dxdy. (4.4)
Thus instead of varying the chemical potential (we set ν = 0 here), we have replaced the
bare one-body operator h by the dressed operator h− λw ∗ ̺0 − λw(0)/2.
We will, for the sake of generality, only assume that
Tr[h−p] <∞ for some p > 1, (4.5)
|[h, eik·x]|2 6 C(1 + |k|2)2h, ∀k ∈ R2, (4.6)
e−th(x, y) > 0, ∀t > 0. (4.7)
Here besides the natural condition (4.5), some technical difficulties in the proof force us to
require the bound on the commutator of h with the multiplication operator x 7→ eik·x in
(4.6). The precise meaning of (4.6) is that we assume eik·x stabilizes the domain D(h) of h
for all k, and that ∣∣∣∣∣∣[h, eik·x]u∣∣∣∣∣∣2 6 C(1 + |k|2)2〈u, hu〉.
for all u ∈ D(h).
Our assumptions on w are the same as in (3.15)
w(x) =
∫
R2
ŵ(k)eik·xdk, ŵ(k) > 0,
∫
R2
ŵ(k)
(
1 + |k|1/2
)
dk <∞. (4.8)
We will prove the following:
Theorem 4.1 (Inhomogeneous gas: inverse statement).
Let h be a positive operator on L2(Ω) satisfying (4.5)-(4.6)-(4.7) with
p <
√
673 − 1
24
≃ 1.039, (4.9)
and let w : R2 → R satisfy (4.8). Let µ0 be the free Gibbs measure with variance h−1 and
let µ be the associated interacting Gibbs measure as in Section 2.3. We consider the Gibbs
state Γλ at temperature T associated with the renormalized Hamiltonian Hλ in (4.3). Then,
in the limit T → +∞, λT → 1, we have
(1) Convergence of the relative free-energy: With
Fλ = −T log Tr(e−Hλ/T ), F0 = −T log Tr(e−dΓ(h/T )) = T Tr log(1− e−h/T )
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the free-energies corresponding to interacting and non-interacting states,
Fλ − F0
T
→ − log z = − log
(∫
e−D[u]dµ0(u)
)
. (4.10)
(2) Convergence of reduced density matrices: For every k > 1, we have
Tr
∣∣∣∣ k!T kΓ(k)λ −
∫
|u⊗k〉〈u⊗k|dµ(u)
∣∣∣∣q → 0 (4.11)
with
q =
p if 1 6 k <
14− 12p2 − p
2(p− 1)(15p + 18) ,
2 otherwise.
(4.12)
(3) Convergence of the relative one-particle density matrix: If the first condition in (4.12)
is satisfied for k = 1, namely if
p <
√
8449 − 7
84
≃ 1.011,
then we have
Tr
∣∣∣∣ 1T (Γ(1)λ − Γ(1)0 )−
∫
|u〉〈u| (dµ(u)− dµ0(u))
∣∣∣∣→ 0. (4.13)
Here are our comments on Theorem 4.1.
1. Let us go back to the case h = −∆+V (x). When V is not a constant, the renormalized
Hamiltonian (4.3) is different from the physical Hamiltonian (2.9) because we have replaced
the bare potential V by the new potential V − λw ∗ ̺0, with ̺0 = ̺V0 , instead of simply
shifting a chemical potential. Thus to obtain the Gibbs measure associated with V , we have
started with an ad-hoc, different external potential. In this regard the above is an inverse
statement.
2. The commutator condition (4.6) is a technical condition needed for the key variance
estimate in Section 7 (more precisely to go from variance to linear response, see Lemma 7.7).
For h = −∆+ V in Ω = Rd, it follows immediately from the computation
[eik·x, h] = [eik·x,−∆] = −|k|2eik·x + 2ieik·xk · ∇ (4.14)
and the fact that eik·x stabilizes the domain of the Friedrichs realization of −∆ + V (the
latter being included inH1(R2)). The assumption is also satisfied for the Dirichlet Laplacian
in a bounded domain.
3. Our other technical assumption (4.7) is well-known to hold for h = −∆+V (positivity of
the heat kernel). For −∆+V on L2(R2) this is a consequence of the Feynmann-Kac formula
(see for example [122]). But other models are covered, including fractional Laplacian, and
localized versions on bounded domains with various boundary conditions. It is only needed
for the Hilbert-Schmidt convergence in (4.11). Without (4.7) the other claims in Theorem
4.1 remain valid. In fact, we will only need this condition at the very end of the proof,
Section 10.3, to derive a uniform bound on the Hilbert-Schmidt norm of the density matrices.
We conjecture that the limit (4.11) is valid for q = p without any constraint on k.
In the rest of the paper, we will focus on the proof of Theorem 4.1, from which our
other results can be deduced. Indeed, Theorem 3.1 is a particular instance of Theorem 4.1,
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the only small difference being the weaker decay of ŵ(k) in (3.3) (with α > 0 small). As
regards Theorem 3.6, its proof follows exactly that of Theorem 4.1 replacing V by VT in the
original model and using results on the counter-term problem from [47], up to a small issue
involving the constant λw(0)/2 in (2.9). Here it is important to mention that all estimates
in our proof of Theorem 4.1 are quantitative as a function of the growth of V at infinity,
expressed only via Tr[h−p]. This is finite (uniformly in T ) for h = −∆+VT with the same p
as for for h = −∆+ V , as recalled in Appendix A and this ensures that our error estimates
are not altered by the replacement V → VT . Further details will be given in Section 11.
4.2. Proof outline. Below we use the notation of Theorem 4.1. We also take λ = T−1
throughout.
Our general method is variational, in the same spirit as our previous works [83, 85]. We
shall however rely much more on the Gibbs’ state structure, i.e. on the fact that it is the
exact minimizer (and not just an approximate one) of the free-energy
−T logZλ = inf
Γ>0,TrΓ=1
(Tr [HλΓ] + T Tr [Γ log Γ]) . (4.15)
From (4.15) and a similar formula for the free Gibbs state Γ0, we deduce that Γλ is also the
unique minimizer for the relative free energy:
− log ZλZ0 = infΓ>0,TrF Γ=1
(H(Γ,Γ0) + T−1 Tr[(Hλ −H0)Γ])
= inf
Γ>0,TrF Γ=1
(H(Γ,Γ0) + T−2 Tr [(W− dΓ (w ∗ ̺V0 )+ T−1E0)Γ]) (4.16)
Here
H(Γ,Γ′) := TrF(H)
(
Γ(log Γ− log Γ′)) > 0
is the von Neumann relative entropy of two quantum states Γ and Γ′. The simple rewrit-
ing (4.16) is particularly useful, for the left-hand side is nothing but the free-energy differ-
ence, divided by T . This is the quantity we show converges when T →∞ in (3.4) and (4.10).
Characterizing the difference directly as an infimum is much more convenient than working
on both terms seen as infima separately.
Similarly, the classical Gibbs measure µ defined in Section 2.3 is the unique minimizer
for the variational problem
− log z = inf
ν proba. meas.
ν≪µ0
(
Hcl(ν, µ0) +
∫
D[u] dν(u)
)
(4.17)
where
Hcl(ν, ν ′) :=
∫
Hs
dν
dν ′
(u) log
(
dν
dν ′
(u)
)
dν ′(u) > 0
is the classical relative entropy of two probability measures ν and ν ′.
The variational problems (4.17), (4.16) and their basic properties will be discussed in Sec-
tion 5.1 and Section 6, respectively. For now, observe that (4.17) begs for being interpreted
as a semi-classical version of (4.16). This is the route we follow, using semi-classical-type
measures associated with general states on the Fock space. Before discussing this, we point
out that deriving the Gaussian measure µ0 as the limit of the free Gibbs state Γ0 is a
straightforward application of Wick’s theorem, see [83, Section 3].
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Assume now that for some reason we could reduce trial states to the form
Γ ≈
∫
|ξ(
√
Tu)〉〈ξ(
√
Tu)|dµ(u) (4.18)
with ξ(v) the coherent state
ξ(v) = e−||v||
2/2
⊕
n>0
1√
n!
v⊗n
and µ a probability measure over one-body wave-functions. It would follow that
k!
T k
Γ(k) ≈
∫
|u⊗k〉〈u⊗k|dµ(u). (4.19)
Inserting this in the interaction energy
T−2Tr[W− dΓ(w ∗ ̺V0 ) + T−1E0)Γ] =
T−2
(
Tr[w(x− y)Γ(2) − Tr[w ∗ ̺V0 Γ(1)] +
1
2
∫∫
R2×R2
̺V0 (x)w(x − y)̺V0 (y)dxdy
)
and using the correspondence between the classical and quantum non-interacting states
(obtained by Wick’s theorem) immediately leads to the energetic part of the classical
problem (4.17). The relationship between classical and quantum relative entropies is less
straightforward, but it can be deduced from so-called Berezin-Lieb inequalities, see [13, 89,
121] for original references, [109, Appendix B] for review and [83] for the precise version we
use.
Thus, the problem is essentially solved if we know how to vindicate (4.18) and/or (4.19).
This is a general theory, not particularly linked to the fact that we consider Gibbs states.
The measure µ, called de Finetti or Wigner measure, can be constructed for very general
states, and the precise sense in which it approximates the quantum state made fairly ex-
plicit [3, 4, 81, 82, 83, 109, 112]. However, the sense in which (4.19) is known to hold
generally is way too weak to control the errors made by inserting the approximation in the
energy. The main source for this difficulty is that, due to the renormalization procedure
the Hamiltonian must contain terms depending on the large parameter T . This rules out
the compactness arguments we used previously [83, 85].
As regards estimates on the error made in (4.19), the state-of-the-art results [34, 33,
63, 82] in this direction require the one-body Hilbert space H to be finite-dimensional,
and the error depends linearly on the finite dimension. To be able to use these known
bounds we project our states in finite dimensional subspaces using the Fock-space/geometric
localization method [79]. The main novelty of this paper is a new way of controling the
projection error, that we have briefly described at the end of the introduction.
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Let us elaborate a bit more on the main ideas involved. First we write the renormalized
interaction operator as in (2.33):
1
2T 2
∫
ŵ(k)
∣∣∣∣dΓ(eik·x)− 〈dΓ(eik·x)〉Γ0
∣∣∣∣2 dk =
1
2T 2
∫
ŵ(k)
∣∣dΓ(cos(k · x))− 〈dΓ(cos(k · x))〉Γ0∣∣2 dk
+
1
2T 2
∫
ŵ(k)
∣∣dΓ(sin(k · x))− 〈dΓ(sin(k · x))〉Γ0∣∣2 dk
and deal with each Fourier mode separately. We obtain the projected part of the Hamil-
tonian by replacing
cos(k · x) P cos(k · x)P, sin(k · x) P sin(k · x)P
where P is a finite-dimensional projector. Here cos(k · x) and sin(k · x) are understood as
multiplication operators. Let thus
e−k := P cos(k · x)P, e+k := cos(k · x)− P cos(k · x)P
or the corresponding operator with cos changed to sin. The natural choice for P is to project
on low kinetic5 energy modes:
P = 1h6Λ
for some finite but large energy cut-off Λ = Λ(T ) to be optimized over. Then, we have to
obtain efficient bounds on
T−2
〈∣∣∣dΓ(e+k )− 〈dΓ(e+k )〉Γ0∣∣∣2
〉
Γλ
(4.20)
to ascertain that this term is o(1) when Λ is chosen large enough in dependence on T .
We use two main estimates to this end. The first one is given in Lemma 6.8 below and
reads
Tr
∣∣∣∣∣hαΓ
(1)
λ − Γ(1)0
T
hα
∣∣∣∣∣ 6 Cα (4.21)
for some small α > 0 and T -independent Cα. This is a convenient way of confirming the
physical intuition that, in the ultraviolet (for large values of h), the free and interacting
Gibbs states do not differ much. We can obtain (4.21) by using an inequality for the relative
entropy which may be of general interest and is stated in Section 6.1. Roughly speaking,
it states that the relative entropy controls the trace-class norm of hα(Γ
(1)
λ − Γ(1)0 )hα/T for
some α > 0, provided that Tr(h−p) < ∞ for some p 6 2. This is similar to Pinsker’s
inequality for the usual relative entropy, except that it provides a bit of information on the
one-particle density matrices instead of the states themselves. Unfortunately, we have not
been able to use the relative entropy to get good bounds of the same kind on the higher
density matrices.
5Note that in the inhomogeneous case, P does not project on Fourier modes. In the homogenous case it
does, but this has nothing to do with our chosen frequency decomposition of the interaction.
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This point leads us to our second main estimate. For starters, using (4.21) jointly
with (2.6) we can replace the expectation in the free state Γ0 by that in the interacting
state Γλ, which reduces the estimate of (4.20) to one on
T−2
〈∣∣∣dΓ(e+k )− 〈dΓ(e+k )〉Γλ∣∣∣2
〉
Γλ
, (4.22)
which now has the form of a variance. The idea we discussed in the introduction, whose
implementation occupies all of Section 7, is that for large T and Λ
T−2
〈∣∣∣dΓ(e+k )− 〈dΓ(e+k )〉Γλ∣∣∣2
〉
Γλ
≈ 1
T
∂ε
(〈
dΓ(e+k )
〉
Γλ,ε
)
|ε=0
(4.23)
where
Γλ,ε :=
1
Zλ,ε exp
(
− 1
T
(
Hλ − εdΓ(e+k )
))
. (4.24)
We shall refer to the right-hand side of (4.23) as the linear response of dΓ(e+k ). It measures
how the expectation of an observable in the Gibbs state varies to leading order when the
Hamiltonian is perturbed by a small multiple of the observable6 itself. Note that the linear
response is also the second derivative of the free-energy:
∂ε
(〈
dΓ(e+k )
〉
Γλ,ε
)
|ε=0
= −T∂2ε (logZλ,ε)|ε=0 .
This is the Feynman-Hellmann principle, which tells us that the expectation value of dΓ(e+k )
is the derivative of the free-energy7 with respect to ε.
The main advantage of (4.23) is that it reduces the estimate of a two-body term (left-
hand side) to that of the derivative in ε of a one-body term (right-hand side). Modulo the
variations in ε, the right-hand side will be controlled by employing (4.21) again.
An estimate such as (4.23) is motivated by the fact that the linear response does seem
a sensible way to physically measure the variance of an observable in the Gibbs state. To
explain it further, let us return to (4.24) and replace dΓ(e+k ) by A where A commutes with
Hλ. Then we have exactly (this is a fluctuation-dissipation-type result [74, 75])
T−2〈∣∣A− 〈A〉Γλ,0∣∣2〉Γλ,0 = T−1∂ε (〈A〉Γλ,ε)|ε=0.
In the cases of interest to this paper, A = dΓ(e+k ) certainly does not commute with Hλ, but
since we are dealing with a semi-classical problem, one may hope that the commutators
will be small enough in the limit T → ∞ for some of this structure to survive. Notice
that (4.23), unlike our other estimates, is not a variational argument: it deeply relies on
the fact that we consider an exact Gibbs state. We postpone a more detailed discussion to
Section 7.
This concludes our sketch of the proofs’ main ideas. Here is how they shall be articulated
in the sequel:
6One could similarly define the linear response of an observable A to another observable B, and connect
this concept to the covariance of A and B.
7In other words, taking the derivative in ε and taking the expectation in the Gibbs state are two com-
muting operations.
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• In Section 5 we discuss classical and semi-classical measures. First we go into more
details regarding the construction of the Gibbs measure, then we explain how to introduce
de Finetti measures.
• Section 6 contains several preliminary estimates on the free and interacting quantum Gibbs
states. In particular we prove our estimate on the relative entropy there and obtain (4.21)
as a consequence.
• The technical core of the paper is Section 7 where we discuss correlation estimates of the
form (4.23) in more details, and provide their proofs.
• We bound the (relative) free-energy from below in Section 8, using de Finetti measures
and controling the errors as sketched above.
• A matching free-energy upper bound is derived in Section 9, by a trial state argument and
some finite dimensional semiclassical analysis. This is much easier than the lower bound.
• In Section 10 the convergence of reduced density matrices is deduced from various esti-
mates developed to prove the free-energy convergence, plus Pinsker inequalities.
• Finally, we conclude the proofs of Theorems 3.1 and 3.6 in Section 11.
• An appendix contains some material on the counter-term problem.
5. Classical measures
In this section, we collect some useful facts on the classical Gibbs measures we derive
from the quantum problem, and on the semiclassical de Finetti measures that serve as our
main tool.
5.1. Gibbs measures. We do not claim originality for the material below, the methods
having been well-known to constructive quantum field theory experts for a long time. A
related discussion can be found in [47, Section 3] but for pedagogical purposes we follow a
somewhat more pedestrian route.
In this section, we always assume that h satisfies (2.18). Let {λi}∞i=1, {ui}∞i=1 be the
eigenvalues and the corresponding eigenfunctions of h, as in (2.15). Let us start by recalling
the definition of the free Gibbs measure:
Lemma 5.1 (Free Gibbs measure).
Let h > 0 on H satisfy
Tr[h−p] <∞ for some p > 1.
The free Gibbs measure µ0 in (2.16) is the unique probability measure over the negative
Sobolev-type space H1−p such that for every K > 1 its cylindrical projection on VK =
Span(u1, ..., uK) is
dµ0,K(u) =
K∏
i=1
(
λi
π
e−λi|αi|
2
dαi
)
(5.1)
where αi = 〈ui, u〉 and dαi = dℜ(αi) dℑ(αi) is the Lebesgue measure on C ≃ R2. Moreover,
the corresponding k-particle density matrix
γ(k)µ0 :=
∫
|u⊗k〉〈u⊗k| dµ0(u) = k! (h−1)⊗k (5.2)
belongs to the Schatten space Sp
(
H⊗sk
)
.
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Our convention in (5.2) is to consider the action of γ
(k)
µ0 only on the symmetric subspace
H⊗sk. On the full space with no symmetry we have
γ(k)µ0 = k!P
k
s (h
−1)⊗kP ks (5.3)
with P ks the orthogonal projector on the symmetric subspace.
Proof. See [83, Section 3.1]. 
The measure just defined on the space H1−p does not live on any better behaved subspace
if Tr[h−p
′
] = +∞ for p′ < p. This is called Fernique’s theorem and is recalled e.g. in [83,
Equation (3.4)]. The need for renormalization arises from this fact.
In particular, when Tr[h−1] = +∞, µ0 is supported on a negative Sobolev space and thus
the mass
∫
R2
|u|2 is equal to infinity µ0-a.e. However, it turns out that when Tr[h−2] <
∞, this infinity “is the same” for µ0-almost every u. This allows to define a notion of
renormalized mass. The idea goes back to Nelson [100] and has been thoroughly studied in
constructive quantum field theory [52, 119].
Lemma 5.2 (Mass renormalization).
Assume that h > 0 satisfies Tr[h−2] <∞. For every K > 1, define the truncated renormal-
ized mass
MK [u] :=
∫
Ω
|PKu(x)|2dx−
〈∫
Ω
|PKu(x)|2dx
〉
µ0
(5.4)
where PK is the orthogonal projection onto VK = Span(u1, . . . , uK). Then the sequence
MK converges strongly to a limit M in L2(dµ0).
More generally, for every operator A with D(A) ⊂ D(h) and such that Ah−1 is Hilbert-
Schmidt, the renormalized expectation value
MAK [u] := 〈PKu,APKu〉 − 〈〈PKu,APKu〉〉µ0 (5.5)
converges strongly in L2(dµ0) to a limitMA, uniformly in the Hilbert-Schmidt norm ‖Ah−1‖S2(H).
In fact 〈∣∣MA[u]∣∣2〉
µ0
:= lim
K→∞
〈∣∣MAK [u]∣∣2〉
µ0
= Tr
[
Ah−1A∗h−1
]
. (5.6)
Proof. Writing u =
∑K
j=1 αj uj, we first recall the simple Gaussian integration formulae
(Wick’s theorem)
〈α¯iαj〉µ0 =
1
λj
δi=j , 〈αiα¯jα¯kαℓ〉µ0 =
1
λiλk
δi=jδk=ℓ +
1
λiλℓ
δi=kδj=ℓ. (5.7)
Then we compute
MK [u] =
K∑
j=1
|αj |2 −
〈
K∑
j=1
|αj |2
〉
µ0
=
K∑
j=1
|αj |2 −
K∑
j=1
λ−1j .
Therefore, for L > K,
ML[u]−MK [u] =
P∑
j=K
(|αj |2 − λ−1j ).
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From this and (5.7) we find
〈
(ML[u]−MK [u])2
〉
µ0
=
L∑
j=K
L∑
ℓ=K
〈
(|αj |2 − λ−1j )(|αℓ|2 − λ−1ℓ )
〉
µ0
=
L∑
j=K
L∑
ℓ=K
(〈|αj |2|αℓ|2〉µ0 − λ−1j λ−1ℓ ) = L∑
j=K
λ−2j .
Since
∞∑
j=1
λ−2j = Tr(h
−2) <∞, (5.8)
we conclude that {MK}∞K=1 is a Cauchy sequence in L2(dµ0) and hence it converges strongly
in L2(dµ0).
Now consider an operator A such that Ah−1 is Hilbert-Schmidt. We check that (5.5) is
in L2(dµ0) uniformly in K and leave to the reader the similar proof that it is a Cauchy
sequence. Using (5.7) again we have〈MAK [u]2〉µ0 = ∑
16i,j,k,ℓ6K
〈αiα¯jα¯kαℓ〉µ0 〈ui, Auj〉 〈uk, Auℓ〉
−
∑
16i,j,k6K
〈αiα¯j〉µ0
1
λk
〈ui, Auj〉 〈uk, Auk〉
−
∑
16i,j,k6K
〈α¯iαj〉µ0
1
λk
〈ui, Auj〉 〈uk, Auk〉+
∑
i,j
1
λiλj
〈uj , Auj〉 〈ui, Aui〉
=
∑
16i,k6K
1
λiλk
〈ui, Auk〉 〈ui, Auk〉
= Tr
[
A(PKh
−1)A∗(PKh
−1)
]
.
which is bounded by assumption. 
In particular we may choose A to be the multiplication operator by some bounded func-
tion f localized around some point x. Thus (5.5) implies that not only the global mass,
but also the smeared local mass density |u(x)|2 around x, is renormalizable. In fact, in this
case (5.9) reduces to〈∣∣∣Mf [u]∣∣∣2〉
µ0
= Tr
[
f(x)h−1f¯(x)h−1
]
=
∫∫
Ω×Ω
f(x)f(y)|G(x, y)|2dxdy (5.9)
with G the Green’s function of h (i.e. the integral kernel of h−1). This function is certainly
square-integrable on Ω× Ω, for h−1 is a Hilbert-Schmidt operator.
Consider now an interaction potential w as in (3.15). For the same reasons as the mass,
the interaction energy is not well-defined on the support of µ0 and it is necessary to in-
troduce a renormalization. In our context, it is in fact sufficient to insert the local mass
renormalization in the interaction’s expression. This leads to
Lemma 5.3 (Renormalized interaction and nonlinear measure).
Assume that h > 0 satisfies Tr[h−2] <∞. Let w ∈ L∞(Ω) be such that its Fourier transform
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satisfies 0 6 ŵ ∈ L1(Ω∗). For every K > 1, define the truncated renormalized interaction
as in (2.19):
DK [u] := 1
2
∫∫
Ω×Ω
(
|PKu(x)|2 −
〈|PKu(x)|2〉µ0)w(x−y)(|PKu(y)|2 − 〈|PKu(y)|2〉µ0) dx dy.
Then DK [u] > 0 and DK [u] converges strongly to a limit D[u] > 0 in L1(dµ0). Consequently,
the probability measure
dµ(u) :=
1
zr
e−D[u]dµ0(u) (5.10)
is well-defined. Moreover, the reduced density matrices
γ(k)µ :=
∫
|u⊗k〉〈u⊗k|dµ(u) (5.11)
belong to Sp(Hk) for p as in (2.18). Finally, the relative one-particle density matrix
γ(1)µ − γ(1)µ0 := limK→∞
∫
|u〉〈u| (dµ (PKu)− dµ0 (PKu)) (5.12)
is a trace-class operator, with
Tr
∣∣∣γ(1)µ − γ(1)µ0 ∣∣∣ 6 (zr)−1√Tr[h−2]. (5.13)
Proof. We use the Fourier transform
w(x− y) =
∫
ŵ(k)eik·xe−ik·ydk
and denote ek the multiplication operator by e
ik·x. Then, using the notation of Lemma 5.2,
DK [u] = 1
2
∫
ŵ(k)|MekK [u]|2 dk
Since ŵ > 0 by assumption, we obtain immediately that DK [u] > 0.
In order to prove that DK is a Cauchy sequence in L1(dµ0), we use the Cauchy-Schwarz
inequality
|DL[u]−DK [u]| = 1
2
∣∣∣∣∫ ŵ(k) (|MekK [u]|2 − |MekL [u]|2) dk∣∣∣∣
6
1
2
∣∣∣∣∫ ŵ(k) ∣∣MekK [u]−MekL [u]∣∣2 dk∣∣∣∣1/2
×
∣∣∣∣∫ ŵ(k) (∣∣MekK [u]∣∣+ ∣∣MekL [u]∣∣)2 dk∣∣∣∣1/2 . (5.14)
Averaging over µ0, using Lemma 5.2 and recalling that ŵ ∈ L1, this goes to zero when
L,K → ∞. Thus DK [u] is a Cauchy sequence in L1(dµ0) and hence it converges strongly
to a limit D[u]. Since DK [u] > 0, we have D[u] > 0. It follows that
zr :=
∫
e−D[u]dµ0(u) (5.15)
is positive, which ensures that (5.10) is well-defined.
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Averaging with respect to µ0 and using (5.9) we also find after passing to the limit
K →∞
0 6 〈D[u]〉µ0 =
1
2
∫
ŵ(k)
〈|Mek [u]|2〉
µ0
dk
=
1
2
∫
ŵ(k)
∫∫
Ω×Ω
eik·(x−y)|G(x, y)|2dxdy dk
=
1
2
∫∫
Ω×Ω
w(x− y)|G(x, y)|2 dx dy. (5.16)
That the density matrices (5.11) are in Sp directly follows from the positivity of the
renormalized interaction and the corresponding statement for the free density matrices (5.2).
To see that the relative one-particle density matrix (5.12) is trace-class, note that for any
finite-rank operator A
Tr
[
A
(
γ(1)µ − γ(1)µ0
)]
=
∫
MA[u]dµ(u).
Using Cauchy-Schwarz and the fact that µ 6 (zr)
−1µ0 we find∣∣∣Tr [A(γ(1)µ − γ(1)µ0 )]∣∣∣ 6 ∫ ∣∣MA[u]∣∣ dµ(u)
6 (zr)
−1
(∫
MA[u]2dµ0(u)
)1/2
6 (zr)
−1‖A‖
√
Tr[h−2].
By duality, the relative one-particle density matrix is thus trace-class, with
Tr
∣∣∣γ(1)µ − γ(1)µ0 ∣∣∣ 6 (zr)−1√Tr[h−2].

Remark 5.4 (The interaction as an exchange term).
Note that, by Gaussian integrations similar to those appearing in the proof of Lemma 5.2,
we obtain that, formally〈∫∫
Ω×Ω
|u(x)|2w(x− y)|u(y)|2dxdy
〉
µ0
= “
1
2
∫∫
Ω×Ω
w(x− y)G(x, x)G(y, y) dx dy
+
1
2
∫∫
Ω×Ω
w(x− y)|G(x, y)|2 dx dy ”
where the first term is called the direct term and the second the exchange term, see Sec-
tion 3.2. Here the direct term is infinite because limy→xG(x, y) = +∞. For instance for
the Laplacian on a bounded domain we have (see e.g. [113, Lemma 5.4])
G(x, y) ∼
x∼y
− 1
2π
log |x− y|.
From (5.16) we see that renormalizing the mass density to define the interaction is equivalent
to dropping the direct term from the bare interaction. In fact (5.16), proves that the
renormalized interaction is well defined under the sole condition that w satisfies∫∫
Ω×Ω
|w(x− y)| |G(x, y)|2 dx dy <∞
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with G(x, y) = h−1(x, y) the Green function of h. ⋄
⋄
5.2. De Finetti measure. Here we review how to associate a semiclassical measure (that
we call de Finetti measure) on the one-body Hilbert space to a given sequence of many-
particles bosonic states. This idea has a long history, for it is related to the de Finetti-
Hewitt-Savage theorem used in classical statistical mechanics to approximate a many-
particle state by a statistical mixture of i.i.d. laws. See [110, 109] for review.
The approach we use in this paper is a blend of ideas originating from semi-classical
analysis [3, 4, 5, 13, 89, 121] and quantum information theory [25, 34, 33, 63] with many-
body localization methods [1, 38, 79, 81, 84, 83].
It will be crucial for us that, once the one-body state-space is projected to finitely many
dimensions, quantitative estimates on the error made by approximating a many-body state
using a classical measure are available [34, 82]. We thus begin by recalling what Fock-space
localization is. Then we continue with the quantitative version of the quantum de Finetti
theorem available after finite dimensional localization. To deal with the entropy term it is
crucial that the de Finetti measure we use is in fact a lower symbol (associated to a coherent
states basis). This allows us to use a Berezin-Lieb-type inequality from [83].
Fock-space localization. In our proof, we will localize the problem to low kinetic energy
mode. For this purpose, let us recall the standard localization method in Fock space. Let P
be an orthogonal projection on H and let Q = 1−P . Since H = (PH)⊕ (QH), we have the
corresponding factorization of Fock spaces
F(H) ≃ F(PH) ⊗F(QH) (5.17)
in the sense of a unitary equivalence. That is, there is a unitary
U : F(PH⊕QH) 7→ F(PH) ⊗F(QH) (5.18)
satisfying UU∗ = 1. Its action on creation operators is
Ua∗(f)U∗ = a∗(Pf)⊗ 1+ 1⊗ a∗(Qf) (5.19)
and a similar formula for annihilation operators. We refer to [60, Appendix A] and references
therein for precise definitions and properties.
Definition 5.5 (Fock-space localization).
For any state Γ on F(H) and any orthogonal projector P , we define its localization ΓP as
a state on F(H) obtained by taking the partial trace over F(QH):
ΓP := TrF(QH) [UΓU∗] .
The density matrices of ΓP can be shown to be equal to
(ΓP )
(k) = P⊗kΓ(k)P⊗k, ∀k > 1. (5.20)
⋄
The crucial property (5.20) follows immediately from (2.8) and (5.19), see again [60, Ap-
pendix A] and references therein for detailed discussions. An equivalent but more pedestrian
definition leading to (5.20) originates in [79] and is reviewed in [109, Chapter 5].
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Coherent states and lower symbols. The de Finetti measure is in fact a lower symbol
with respect to the over-complete basis of F(PH) given by coherent states when P is a
finite-dimensional orthogonal projector. Below, the notation
|0〉 = 1⊕ 0⊕ 0⊕ . . .
stands for the vacuum of Fock space.
Definition 5.6 (Coherent states).
A coherent state is a Weyl-rotation of the vacuum |0〉 in the Fock space F(H): for u ∈ H
ξ(u) :=W (u)|0〉 := exp(a†(u)− a(u))|0〉 = e−||u||2/2
⊕
n>0
1√
n!
u⊗n. (5.21)
⋄
The Weyl operator W (u) is a unitary operator satisfying the relations
W (f)∗a†(g)W (f) = a†(g) + 〈f, g〉, W (f)∗a(g)W (f) = a(g) + 〈g, f〉. (5.22)
The second equality in (5.21) follows from this. So does the fact that the k-particle density
matrix of the coherent state ξ(u) is
[|ξ(u)〉〈ξ(u)|](k) = 1
k!
|u⊗k〉〈u⊗k|. (5.23)
Definition 5.7 (Lower symbol).
For any state Γ on F(H) and any scale ε > 0, we define the lower symbol (or Husimi
function) of Γ on PH at scale ε by
dµεP,Γ(u) := (επ)
−Tr(P )
〈
ξ(u/
√
ε),ΓP ξ(u/
√
ε)
〉
F(PH)
du. (5.24)
Here du is the usual Lebesgue measure on PH ≃ CTr(P ). ⋄
Thanks to the resolution of the identity/closure relation
π−Tr(P )
∫
PH
|ξ(u)〉〈ξ(u)|du = π−Tr(P )
(∫
PH
e−|u|
2
du
)
1F(V ) = 1F(PH), (5.25)
the lower symbol µεP,Γ(u) is a probability measure on PH. Moreover, it provides a good
approximation for the density matrices Γ
(k)
P , as per the following version of the quantum de
Finetti theorem:
Theorem 5.8 (Lower symbols as de Finetti measures).
We have, for all k ∈ N,∫
PH
|u⊗k〉〈u⊗k| dµεP,Γ(u) = k!εkΓ(k)P + k!εk
k−1∑
ℓ=0
(
k
ℓ
)
Γ(ℓ) ⊗s 1⊗k−ℓs PH. (5.26)
Thus, with d = Tr[P ],
Tr
∣∣∣∣k!εkΓ(k)V − ∫
PH
|u⊗k〉〈u⊗k| dµεP,Γ(u)
∣∣∣∣ 6 εk k−1∑
ℓ=0
(
k
ℓ
)2 (k − ℓ+ d− 1)!
(d− 1)! Tr
[
N ℓΓP
]
. (5.27)
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The result is taken from [83, Lemma 6.2 and Remark 6.4]. It is an elaboration on a
theorem originating on [34] and a proof thereof later provided in [82]. If k is fixed and
Tr
[
(εN )ℓΓP
]
= O(1), then the upper bound in (5.27) behaves as Cdε in the limit ε → 0.
This is similar to the bound 4kd/N obtained for N -particle states in the references just
mentioned.
Finally, we recall a Berezin-Lieb type inequality, which links the von Neumann relative
entropy of two quantum states to the classical Boltzmann entropy of their lower symbols.
Theorem 5.9 (Relative entropy: quantum to classical).
Let Γ and Γ′ be two states on F(H). Let µεP,Γ and µεP,Γ′ be the lower symbols defined in
(5.24). Then we have
H(Γ,Γ′) > H(ΓP ,Γ′P ) > Hcl(µεP,Γ, µεP,Γ′). (5.28)
The result is taken from [83, Theorem 7.1], whose proof goes back to the techniques in [13,
89, 121]. Note that, to obtain an approximation of density matrices, other constructions
than that based on the lower symbol we just discussed are available [25, 32, 70, 126]. Most
of those do not give quantitative estimates, but the main reason for us to rely on lower
symbols (a.k.a. Husimi functions, covariant symbols, anti-Wick symbols) is that (5.28) is
heavily based on their properties.
6. Quantum Gibbs states: A-priori estimates
In this section we collect several estimates on the free and interacting quantum Gibbs
states that we shall use throughout the paper. The most crucial and novel estimate is that
bearing on the relative one-particle density matrix, which we present first in Section 6.1 in
an abstract setting. It is the seed for the analysis of correlations and variances in Section 7.
6.1. General estimates on the entropy relative to a quasi-free state. In this section
we derive some estimates of general interest on the relative entropy
H(Γ,Γ0) = TrF(K) Γ(log Γ− Γ0)
of two states over the Fock space F(K) of an arbitrary Hilbert space K, under the assumption
that
Γ0 =
e−dΓ(h)
TrF(K)(e−dΓ(h))
is a quasi-free Gibbs state, with h > 0 and TrK(e
−h) < ∞. We recall (see e.g. [83, Appen-
dix A]) that the partition function of the free Gibbs state satisfies
− logZ0 = − log TrF(K)(e−dΓ(h)) = TrK
(
log(1− e−h)
)
=
F0
T
(6.1)
where the free-energy
F0 = F0[Γ0] = minF [Γ] = min {Tr (dΓ(h)Γ) + T Tr (Γ log Γ)}
is the infimum over all states of the free-energy functional associated with Γ0.
We shall use the explicit expression of the one-particle density matrix of Γ0
Γ
(1)
0 =
1
eh − 1
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and also recall that the entropy of a state Γ relative to Γ0 is given by
H(Γ,Γ0) = TrF(K)
(
Γ(log Γ− log Γ0)
)
= TrF(K)
(
dΓ(h)(Γ− Γ0)
)
+TrF(K)
(
Γ log Γ
)− TrF(K) (Γ0 log Γ0)
= F0[Γ]−F0[Γ0]
It is well known that H(Γ,Γ0) vanishes if and only if Γ = Γ0. Pinsker’s inequality indeed
states that
H(Γ,Γ0) > 1
2
(
TrF(K) |Γ− Γ0|
)2
(6.2)
(see [31] and [64, Section 5.4]). Our goal here is to deduce some bounds on the difference
Γ(1)−Γ(1)0 of the one-particle density matrices, instead of the difference Γ−Γ0 of the states
in Fock space.
Theorem 6.1 (From relative entropy to reduced density matrices).
Let h > 0 be a positive self-adjoint operator on a separable Hilbert space K, such that
Tr(e−h) <∞ and consider the associated quasi-free state
Γ0 =
e−dΓ(h)
TrF(K)(e−dΓ(h))
on the Fock space F(K). Let Γ be any other state on F(K). Then we have, for the corre-
sponding one-particle density matrices,∣∣∣∣∣∣hα(Γ(1) − Γ(1)0 )hα∣∣∣∣∣∣
S2
6 2‖h−1‖1−2α
(√
2
√
H(Γ,Γ0) +H(Γ,Γ0)
)
(6.3)
for all 0 6 α 6 1/2. If in addition Tr(h−p) <∞ for some 1 6 p 6 2, then we have∣∣∣∣∣∣hα(Γ(1) − Γ(1)0 )hα∣∣∣∣∣∣
S1
6 2
√
2
√
Tr(h−2+4α)
√
H(Γ,Γ0) + 2‖h−1‖1−2αH(Γ,Γ0) (6.4)
for all
0 6 α 6
2− p
4
.
The constants in the above inequalities are not optimal and are displayed only for con-
creteness. The trace-class bound (6.4) is one of our most crucial estimate, and the seed for
most of the analysis in Section 7. It starts exploiting the fact that quantities calculated rel-
ative to the free state are much better behaved than bare ones, provided that Tr(h−2) <∞.
Remark 6.2 (Bosonic relative entropy of reduced density matrices).
If we take Γ a quasi-free state with one-particle density matrix γ, then Proposition 6.1
furnishes lower bounds on the Bose-Einstein relative entropy
HB-E(γ, γ0) := TrK
(
γ
(
log γ − log γ0
)− (1 + γ)( log(1 + γ)− log(1 + γ0))) (6.5)
which coincides with H(Γγ ,Γ0) when Γ is quasi-free. See [41, Lemma 4.1] for other recent
lower bounds on this quantity. ⋄
The proof of Theorem (6.1) is a Feynman-Hellmann-like agument, i.e. a perturbation of
the variational principle defining Γ0. The following lemma, consequence of Klein’s inequal-
ity, allows to estimate the effect the perturbation:
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Lemma 6.3 (Perturbed free Gibbs state).
Let A be a self-adjoint operator with A 6 ch for a constant 0 < c < 1. We have
0 6 Tr
(
A
(
1
eh−A − 1 −
1
eh − 1
))
6
1
1− c Tr
(
1
h
A
1
h
A
)
. (6.6)
Proof. The function
x 7→ 1
ex − 1 −
1
x
is increasing on R+, whereas x 7→ 1ex−1 is decreasing. Thus, for all x, y > 0 we have
0 6 (x− y)
(
1
ey − 1 −
1
ex − 1
)
6 (x− y)
(
1
y
− 1
x
)
.
Using Klein’s matrix inequality [102, Proposition 3.16] this implies that, for any positive
self-adjoint operators C,D
0 6 Tr
[
(C −D)
(
1
eD − 1 −
1
eC − 1
)]
6 Tr
[
(C −D)
(
1
D
− 1
C
)]
.
Applying this with D = (h−A)/T and C = h/T yields
0 6 Tr
[
A
T
(
1
e(h−A)/T − 1 −
1
eh/T − 1
)]
6 Tr
[
A
(
1
h−A −
1
h
)]
.
There remains to use the resolvant expansion
1
h−A =
1
h
+
1
h
A
1
h−A
and observe that by the assumption A 6 ch,
Tr
[
1
h
A
1
h−AA
]
= Tr
[
1
h1/2
A
1
h−AA
1
h1/2
]
6
1
1− c Tr
[
1
h1/2
A
1
h
A
1
h1/2
]
to conclude the proof. 
Proof of Theorem 6.1. Let A be an arbitrary finite rank self-adjoint operator on K, such
that A < h and let
ΓA =
1
ZA exp(−dΓ(h−A))
be the associated quasi-free state, with one-particle density matrix
γA :=
1
eh−A − 1 .
Recall that ΓA minimizes the free-energy
Tr (dΓ(h−A)Γ)− TS(Γ)
with the entropy denoted by S(Γ) = −TrΓ log Γ. Hence, we find
H(Γ,Γ0)− Tr
(
AΓ(1)
)
= Tr
(
dΓ(h−A)Γ)− S(Γ)− Tr (dΓ(h)Γ0)+ S(Γ0)
> Tr
(
dΓ(h−A)ΓA
)− S(ΓA)− Tr (dΓ(h)Γ0)+ S(Γ0)
> −Tr (dΓ(A)ΓA)
= −Tr
(
A
1
eh−A − 1
)
.
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Therefore we have shown that
Tr
(
AΓ(1)
)
6 H(Γ,Γ0) + Tr
(
A
1
eh−A − 1
)
(6.7)
for any A < h. From this we deduce in particular that
Tr
(
A
(
Γ(1) − Γ(1)0
))
6 H(Γ,Γ0) + Tr
(
A
(
1
eh−A − 1 −
1
eh − 1
))
. (6.8)
Inserting Lemma 6.3 gives
Tr
(
A
(
Γ(1) − Γ(1)0
))
6 H(Γ,Γ0) + 1
1− c
∣∣∣∣∣∣∣∣ 1√hA 1√h
∣∣∣∣∣∣∣∣2
S2
. (6.9)
for any A 6 ch with 0 < c < 1. The last term on the right-hand side will appear many
times in the following, see for instance Lemma 6.5 below.
Let us now take
A = ±ε
2
λ1−2α1 h
αBhα
where λ1 = ‖h−1‖−1 is the first eigenvalue of h, 0 < ε < 1, 0 6 α 6 1/2 and B is a bounded
finite rank self-adjoint operator with ‖B‖ 6 1 and range in D(A). Our choice ensures that
A 6 h/2 for all 0 6 ε 6 1. Then we obtain∣∣∣Tr(Bhα(Γ(1) − Γ(1)0 )hα)∣∣∣ 6 2H(Γ,Γ0)ελ1−2α1 + ελ1−2α1
∣∣∣∣∣∣hα− 12Bhα− 12 ∣∣∣∣∣∣2
S2
. (6.10)
Proof of (6.3). To prove (6.3), we assume that ‖B‖S2 6 1, which implies as required that
‖B‖ 6 1. We find∣∣∣∣∣∣hα(Γ(1) − Γ(1)0 )hα∣∣∣∣∣∣
S2
= max
‖B‖
S261
Tr
(
Bhα
(
Γ(1) − Γ(1)0
)
hα
)
6 2
H(Γ,Γ0)
ελ1−2α1
+ ελ1−2α1
∣∣∣∣∣∣hα−1/2∣∣∣∣∣∣4
6
1
λ1−2α1
(
2
H(Γ,Γ0)
ε
+ ε
)
.
Optimizing over ε gives∣∣∣∣∣∣hα(Γ(1) − Γ(1)0 )hα∣∣∣∣∣∣ 6 1λ1−2α1 min
(
2
√
2
√
H(Γ,Γ0) , 2H(Γ,Γ0) + 1
)
which is bounded above by the right-hand side of (6.3).
Proof of (6.4). To prove (6.4), we assume in addition that Tr(h−p) < ∞ for some p 6 2
and obtain, using ‖B‖ 6 1 and Ho¨lder’s inequality in Schatten spaces
Tr
∣∣∣hα(Γ(1) − Γ(1)0 )hα∣∣∣ = max
‖B‖61
Tr
(
Bhα
(
Γ(1) − Γ(1)0
)
hα
)
6
2H(Γ,Γ0)
ελ1−2α1
+ ελ1−2α1
∣∣∣∣∣∣hα− 12 ∣∣∣∣∣∣4
S4
=
2H(Γ,Γ0)
ελ1−2α1
+ ελ1−2α1 Tr(h
−2+4α).
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This gives (6.4) and concludes the proof of Theorem 6.1. 
6.2. Free Gibbs state in the limit T → ∞. Now we introduce the temperature T and
study the limit T →∞. We start by stating some simple properties of the free Gibbs state.
Let h > 0 satisfy Tr(h−p) < ∞ for some p > 1. Then, Tr[e−βh] < ∞ for all β > 0 and we
may define the associated free Gibbs state by
Γ0 =
1
Z0 exp
(
−H0
T
)
, H0 = dΓ(h), Z0 = TrF(H)
[
exp
(
−H0
T
)]
.
We collect some of its first properties in the
Lemma 6.4 (Free Gibbs state).
Let h > 0 satisfy
Tr(h−p) <∞ for some p > 1. (6.11)
The k-particle density matrix of the free Gibbs state is given by
Γ
(k)
0 =
(
1
eh/T − 1
)⊗k
6 T k(h−1)⊗k. (6.12)
Consequently, for every k > 1,
k!
T k
Γ
(k)
0 → k!(h−1)⊗k =
∫
|u⊗k〉〈u⊗k|dµ0(u) (6.13)
strongly in the Schatten space Sp(Hk). Moreover,
Tr
[
Γ
(k)
0
]
=
〈(N
k
)〉
0
6 CkT pk. (6.14)
and, if in addition p > 1,
lim
T→∞
1
T pk
Tr
[
Γ
(k)
0
]
= 0. (6.15)
Here N is the particle number operator and 〈·〉0 is the expectation against Γ0.
Regarding (6.12) we recall the notational convention discussed around Equation (5.3). To
illustrate the bounds on the particle number (6.14)-(6.15), recall that in the homogeneous
case where h = −∆+ κ on a box with peridiodic boundary conditions we have that
in 1D (6.11) holds with p = 1 and 〈N〉0 ∼ T
in 2D (6.11) holds with any p > 1 and 〈N〉0 ∼ T log T
in 3D (6.11) holds with any p > 3/2 and 〈N〉0 ∼ T 3/2
Proof. Formula (6.12) is taken from [83, Lemma 2.1]. Formula (6.13) follows from the
monotone convergence of operators and the fact that h−1 belongs to the Schatten space
Sp(H) by the assumption (2.18). Finally, (6.14) holds true because
Tr
[
Γ
(k)
0
]
=
〈(N
k
)〉
0
6 Ck 〈N〉k0 = Ck
(
Tr
[
1
eh/T − 1
])k
6 Ck (Tr [(T/h)
p])k .
We have used here that
1
ex − 1 6
Cp
xp
, ∀p > 1. (6.16)
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Here in the first estimate we have used Wick’s formula for the quasi-free state Γ0. We then
remark that
1
T p
Tr
[
1
eh/T − 1
]
=
∑
j>1
1
T p(eλj/T − 1)
so the limit (6.15) follows from the dominated convergence theorem, since
1
T p(eλj/T − 1) 6 min
{
1
T p−1λj
,
Cp
(λj)p
}
by (6.16) and 1/(T p−1λj)→ 0 when p > 1. 
The following result is the counterpart of Lemma 5.2. It shows in particular that the
renormalized mass is also bounded independently of T for the quantum Gibbs state (take
A = 1 in the statement).
Lemma 6.5 (Variance estimate for the free Gibbs state).
Assume that h > 0 satisfies Tr[h−2] < ∞. For every bounded self-adjoint operator A, we
have
lim
T→∞
T−2
〈∣∣∣dΓ(A)− 〈dΓ(A)〉0∣∣∣2〉
0
= Tr[Ah−1Ah−1]. (6.17)
Proof. Pick an orthonormal basis (ui) of H and denote a
∗
i , ai the associated creation and
annihilation operators. Since Γ0 is a quasi-free state and it commutes with N , we can
compute explicitly, using the CCR and Wick’s theorem:〈
|dΓ(A)|2
〉
0
=
∞∑
m,n,p,q=1
〈um, Aun〉〈up, Auq〉〈a∗mana∗paq〉0
=
∞∑
m,n,p,q=1
〈um, Aun〉〈up, Auq〉
(〈a∗man〉0〈a∗paq〉0 + 〈a∗maq〉0δnp + 〈a∗maq〉0〈a∗pan〉0)
=
〈
dΓ(A)
〉2
0
+Tr
[
A2Γ
(1)
0
]
+Tr
[
AΓ
(1)
0 AΓ
(1)
0
]
.
Then using (6.13) and (6.14), we conclude that
T−2
〈∣∣∣dΓ(A)− 〈dΓ(A)〉0∣∣∣2〉
0
= T−2
(〈|dΓ(A)|2〉
0
− 〈dΓ(A)〉20
)
= T−2Tr
[
A2Γ
(1)
0
]
+ T−2Tr
[
AΓ
(1)
0 AΓ
(1)
0
]
−→
T→∞
Tr[Ah−1Ah−1]. (6.18)
In the last line we have used that
1
T 2
Tr
[
A2Γ
(1)
0
]
6
‖A‖2
T 2
TrΓ
(1)
0 −→
T→∞
0
by (6.14) for p < 2 and by (6.15) for p = 2. 
An important consequence of the previous lemma is that the quantum Gibbs state has a
bounded renormalized interaction energy:
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Lemma 6.6 (Interaction energy of the free Gibbs state).
Assume that h > 0 satisfies Tr[h−2] < ∞ and that w ∈ L∞(Ω) has a Fourier transform
satisfying 0 6 ŵ ∈ L1(Ω∗). For the interaction operator defined as in (4.2), namely
W
ren =
1
2
∫
ŵ(k)
∣∣∣∣dΓ(eik·x)− 〈dΓ(eik·x)〉Γ0
∣∣∣∣2 dk, (6.19)
we have
T−2〈Wren〉Γ0 6 C Tr[h−2]. (6.20)
Proof. Let us write
W
ren =
1
2
∫
ŵ(k) |dΓ(cos(k · x))− 〈dΓ(cos(k · x))〉0|2 dk
+
1
2
∫
ŵ(k) |dΓ(sin(k · x))− 〈dΓ(sin(k · x))〉0|2 dk.
Next, we take the expectation against Γ0 and use (6.17) with A = cos(k · x) or sin(k · x)
since ‖A‖ 6 1 in this case (6.20) follows immediately:
T−2〈Wren〉0 6 C
∫
ŵ(k)Tr[h−2]dk 6 C Tr[h−2].

6.3. Interacting Gibbs state: first bounds. In this section let us consider the interact-
ing Hamiltonian
Hλ = dΓ(h) + λW
ren (6.21)
with the interaction Wren defined in (6.19). Recall that the interacting Gibbs state
Γλ :=
1
Zλ exp
(
− 1
T
Hλ
)
, Zλ = Tr
(
exp
(
− 1
T
Hλ
))
, (6.22)
is the unique minimizer for the variational problem (4.16):
− log ZλZ0 = infΓ>0,TrF Γ=1
(H(Γ,Γ0) + T−2Tr(WrenΓλ)) .
We can first control the relative free energy, or equivalently the ratio of the free and inter-
acting partition functions:
Lemma 6.7 (Bound on relative partition function).
We have
0 6 − log Zλ
Z0
6 C Tr[h−2]. (6.23)
In particular, we deduce that
H(Γ,Γ0) 6 C Tr[h−2] (6.24)
and
Tr[WrenΓλ] 6 CT
2Tr[h−2], (6.25)
uniformly in T .
Proof. For the upper bound in (6.23) we take the trial state Γ = Γ0 in (4.16) and use (6.20).
Then (6.24) and (6.25) follow immediately, and since both these quanities are positive, we
also get the lower bound in (6.23). 
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The relative entropy bound (6.24) immediately implies a control on the difference of the
one-particle density matrices, by Theorem 6.1.
Lemma 6.8 (Bounds on the one-particle density matrix).
Assume that h > 0 satisfies Tr(h−p) <∞ for some 1 < p 6 2. We have the operator bound
0 6
Γ
(1)
λ
T
6
C(Tr[h−2] + 1)
h
. (6.26)
Moreover, for any 0 6 β 6 1
Tr
[
hβΓ
(1)
λ
]
6 C
(
T Tr[h−2] + T p+β Tr[h−p]
)
. (6.27)
Finally, for any 0 6 α 6 2−p4 we have∣∣∣∣∣
∣∣∣∣∣hα
(
Γ
(1)
λ − Γ(1)0
T
)
hα
∣∣∣∣∣
∣∣∣∣∣
S1
6 C
(√
‖hp−2+4α‖Tr(h−p)
√
Tr(h−2) + ‖h−1‖1−2α Tr(h−2)
)
.
(6.28)
Proof. Take α = 1/2 in (6.3) and replace h by h/T . Then we deduce that∣∣∣∣∣∣T−1h1/2Γ(1)λ h1/2 − 1∣∣∣∣∣∣ 6 ∣∣∣∣∣∣T−1h1/2Γ(1)h1/2 − 1∣∣∣∣∣∣
S2
6 2
√
2
√
H(Γλ,Γ0) + 2H(Γλ,Γ0)
which is bounded by C(1 + Tr[h−2]) by (6.24). This proves that
h1/2Γ
(1)
λ h
1/2
T
6 C(1 + Tr[h−2])
which is (6.26). Similarly, (6.28) follows immediately from (6.4).
For (6.27) it is simpler to go back to (6.7), with A = λ1−β1 h
β/(2T ) 6 h/2, which yields
λ1−β1
2T
Tr
(
hβΓ(1)
)
6 H(Γ,Γ0) + λ
1−β
1
2T
Tr
hβ 1
e
h−λ
1−β
1 h
β/2
T − 1

6 H(Γ,Γ0) + Cλ
1−β
1
2
T p+β−1Tr
(
hβ
(h− λ1−β1 hβ/2)p+β
)
6 C Tr(h−2) + Cβ,pT
p+β−1λ
1−β
1
2
Tr(h−p). (6.29)
This concludes the proof of Lemma 6.8. 
Accessing higher-order density matrices is not as easy. We however have an immediate
consequence of Lemma 6.7:
Lemma 6.9 (Moments of the particle number).
Assume that h > 0 satisfies Tr(h−p) <∞ for some 1 < p 6 2. For every k > 1, we have
Tr
[
Γ
(k)
λ
]
6 〈N k〉λ 6 CkT pk exp(C Tr[h−2]) (6.30)
where 〈·〉λ is the expectation against Γλ.
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Proof. Using Hλ > H0 and the fact that N commutes with the Hamiltonians, we have
Tr
[
N ke−Hλ/T
]
= Tr
[
ek logN−Hλ/T
]
6 Tr
[
ek logN−H0/T
]
= Tr
[
N ke−H0/T
]
because (see e.g. [30, Section 2.2]) for an increasing function f : R → R and self-adjoint
operators A,B
A 6 B ⇒ Tr [f(A)] 6 Tr [f(B)] .
Therefore,
〈N k〉λ 6 Z0Zλ 〈N
k〉0 (6.31)
and the conclusion follows from (6.23) and (6.14). 
In a slightly more subtle manner, we can combine the arguments of the two previous
proofs to obtain
Lemma 6.10 (Joint kinetic and number bounds).
Assume that h > 0 satisfies Tr(h−p) < ∞ for some 1 < p 6 2. For any k > 1 and every
0 < β 6 1, we have
〈N kdΓ(hβ)〉λ 6 Ck,βT p(k+1)+β exp(C Tr(h−p)). (6.32)
Proof. We consider an auxiliary normalized Gibbs state
Γ′λ :=
1
Z ′λ
exp (−Hλ/T + k logN ) .
The convention here is that Γ′λ = 0 on the Fock space vacuum. Then, since the particle
number commutes with all the relevant operators
〈N kdΓ(hβ)〉λ = Tr
[
dΓ(hβ)N kΓλ
]
=
Z ′λ
Zλ Tr
[
dΓ(hβ)Γ′λ
]
=
〈
N k
〉
λ
Tr
[
dΓ(hβ)Γ′λ
]
.
On the other hand, by a variant of the proof of (6.8),
cTr
[
dΓ(hβ)Γ′λ
]
6 H(Γ′λ,Γ′0) + cTr
(
dΓ(hβ)Γ′′0
)
for a small constant c > 1 such that chβ < h/2 and with
Γ′′0 =
1
Z ′′0
exp
(
−dΓ(h− chβ)/T + k logN
)
.
Next, taking Γ′0 as a trial state in the variational principle defining Γ
′
λ and using that
0 6Wren 6 C
(N 2 + 〈N 2〉
0
)
yields
H(Γ′λ,Γ′0) 6 Tr
(
W
ren
T 2
Γ′0
)
=
〈N kWrenT 2 〉0
〈N k〉0
6 C
〈N k+2〉
0
T 2 〈N k〉0
+ C
〈N 2〉
0
T 2
.
An application of Wick’s theorem then shows that
H(Γ′λ,Γ′0) 6 CkT−2
〈N 2〉
0
= CkT
2p−2.
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By the same token
Tr
(
dΓ(hβ)Γ′′0
)
=
Tr
(
dΓ(hβ)N k exp (−dΓ(h− chβ)/T ))
Tr (N k exp (−dΓ(h− chβ)/T ))
=
〈N kdΓ(hβ)〉
0,β
〈N k〉0,β
6
〈N 2k〉1/2
0,β
〈N k〉0,β
〈
dΓ(hβ)2
〉1/2
0,β
with the perturbed quasi-free state
Γ0,hβ :=
1
Z0,hβ
exp
(
−dΓ(h− chβ)/T
)
.
Another calculation using Wick’s theorem and the use of Lemma 6.4 yield
Tr
(
dΓ(hβ)Γ′′0
)
6 Ck,βT
p+β.
In that regard observe that
dΓ(hβ)2 = dΓ(h2β) +
⊕
n>2
∑
16i 6=j6n
hβi ⊗ hβj .
Collecting all the preceding estimates and using (6.30) gives
〈N kdΓ(hβ)〉λ 6 Ck,βT p+pk+β + CkT 2p+pk−2.
For β > 0, p 6 2 and T large, the main term is the first one. 
7. Correlation estimates for high momenta
In this section we prove the main estimate allowing us to control errors when localizing
to low-momentum modes. We denote by 〈·〉λ the expectation against the interacting Gibbs
state in (6.22):
Γλ :=
1
Zλ exp
(
− 1
T
Hλ
)
, Hλ = dΓ(h) + λW
ren
with Wren as in (6.19). Define the spectral projections associated to the energy cut-off Λe
P = 1h6Λe, Q = 1− P. (7.1)
The cut-off shall be optimized over later, for the moment we only assume that Λe → ∞
when T → ∞. Let ek denote the multiplication operator either by cos(k · x) or sin(k · x)
and
e+k = ek − PekP = QekQ+ PekQ+QekP. (7.2)
The main result of this section is
Theorem 7.1 (Variance estimates for interactions at high momenta).
Assume that h > 0 satisfies Tr(h−p) < ∞ for some 1 < p 6 3/2. and let w satisfy (3.15).
We have, for any k, for λ−1 ∼ T sufficiently large,
T−2
〈∣∣dΓ(e+k )− 〈dΓ(e+k )〉λ∣∣2〉λ 6 C
(
(1 + |k|2)2T 2p−3 + T 3(p−1)2 Λ
p−2
8
e + Λ
p−2
2
e
)
. (7.3)
Here the constant C depends on h only via Tr[h−p].
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Note that the left side involves the expectation
〈
dΓ(e+k )
〉
λ
in the interacting state Γλ
instead of that in the non-interacting state Γ0, as in the definition of the renormalized
interaction Wren. However, we will use later that the difference between these two constants
is small, by Lemma 6.8.
Our proof relies on the important fact that the left-hand side of (7.3) is the quantum
variance of the observable dΓ(e+k /T ) in the state Γλ, that we shall relate to a notion of
linear response. In order to explain the general strategy, we first need to recall some general
properties of quantum variance.
7.1. Quantum variance(s). Here we provide some simple properties of the quantum vari-
ance. We work in a general setting, since our observations could be useful in other contexts.
Let Γ be a general quantum (mixed) state on a Hilbert space K. For a self-adjoint operator
A on K, the quantum variance is usually defined [44] by
Var
(0)
Γ (A) := Tr
((
A− Tr(AΓ))2Γ) = Tr (A2Γ)− (Tr(AΓ))2. (7.4)
For the formula to make sense it is only required that
√
ΓA ∈ S2, in which case the first term
on the right side is understood as Tr(A2Γ) = Tr(
√
ΓA2
√
Γ) = ‖√ΓA‖2
S2
. For simplicity of
exposition, we will most of the time assume that A is bounded.
When A does not commute with Γ, one might be interested in other, non-equivalent,
possibilities for the definition of the variance:
Definition 7.2 (Quantum s-variance, averaged quantum variance).
Let A be a self-adjoint operator and Γ a quantum state. For 0 6 s 6 1 we define the
quantum s-variance as
Var
(s)
Γ (A) := Tr
((
A− Tr(AΓ))Γs(A− Tr(AΓ))Γ1−s)
=
∣∣∣∣∣∣Γ s2 (A− Tr(AΓ))Γ 1−s2 ∣∣∣∣∣∣2
S2
= Tr
(
AΓsAΓ1−s
)− (Tr(AΓ))2. (7.5)
We call
VaravΓ (A) :=
∫ 1
0
Var
(s)
Γ (A) ds =
∫ 1
0
Tr
(
AΓsAΓ1−s
)
ds− (Tr (AΓ))2 (7.6)
the averaged quantum s-variance. ⋄
Since A is assumed to be self-adjoint, we clearly have Var
(s)
Γ (A) = Var
(1−s)
Γ (A), with the
usual quantum variance (7.4) obtained for s = 0 and s = 1. The following says that the
s-variance in fact attains its maximum at s = 0 and s = 1, and set bounds on the possible
discrepancy at different values of s:
Lemma 7.3 (Quantum s-variance as a function s).
Let Γ > 0 be a positive state on a separable Hilbert space K. For any bounded self-adjoint
operator A, we have
0 6 Var
(s)
Γ (A) 6 Var
(0)
Γ (A) (7.7)
for all 0 6 s 6 1. Also, if AD(log Γ) ⊂ D(log Γ), we have
Var
(s)
Γ (A) > Var
(0)
Γ (A)−
1
2
∣∣∣∣∣∣[A, log Γ] Γ1/2∣∣∣∣∣∣2
S2
. (7.8)
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Note that the two variances coincide if (the proof shows this is actually a “if and only
if”) A and log Γ (hence Γ) commute. The bound (7.8) is crucial for the sequel: it allows to
make rigorous the intuition that all the s-variances coincide in a semi-classical limit, where
commutators ought to disappear.
Proof. The estimate (7.7) follows from Ho¨lder’s inequality in Schatten spaces [120] and
the matrix Lieb-Thirring inequality (see [93, Theorem 9] and [90, Theorem 4.5] or [15,
Section IX.2]). We use the polar decomposition A = |A|U = U |A| where U = sgn(A) and
estimate, using that 0 6 s 6 1 for the last inequality,
Tr
[
AΓsAΓ1−s
]
=
∣∣∣∣∣∣Γ s2 |A|sU |A|1−sΓ 1−s2 ∣∣∣∣∣∣2
S2
6
∣∣∣∣∣∣Γ s2 |A|s∣∣∣∣∣∣2
S
2
s
∣∣∣∣∣∣|A|1−sΓ 1−s2 ∣∣∣∣∣∣2
S
2
1−s
=
(
Tr
(
Γ
s
2 |A|2sΓ s2 ) 1s)2s (Tr (Γ 1−s2 |A|2(1−s)Γ 1−s2 ) 11−s)2(1−s)
6 Tr
(
Γ1/2A2Γ1/2
)
= Tr
(
A2Γ
)
. (7.9)
Next, we claim that, denoting H = − log Γ,
Var
(s)
Γ (A)
= Var
(0)
Γ (A)−
1
2
∫ 1
0
∫ 1
0
Tr
(
[A,H] Γst1+(1−s)t2 [A,H] Γs(1−t1)+(1−s)(1−t2)
)
dt1 dt2
= Var
(0)
Γ (A)−
1
2
∫ 1
0
∫ 1
0
Var
(st1+(1−s)t2)
Γ
(
i[A,H]
)
dt1 dt2 (7.10)
In the right side one should understand
Tr
(
[A,H] Γα [A,H] Γ1−α
)
=
∣∣∣∣∣∣Γα2 [A,H] Γ 1−α2 ∣∣∣∣∣∣2
S2
,
where α = st1 + (1 − s)t2. For α ∈ (0, 1), log Γ is always multiplied by some Γt with
t > 0, which defines a bounded operator and gives a clear meaning to the commutator. It
follows from (7.7) that the integral in the second line of (7.10) is finite. To express it as an
s-variance, we have used in the last line of (7.10) that Tr([A, log Γ]Γ) = 0.
To obtain the first equality (7.10) we remark that
Tr
(
Ae−sHAe−(1−s)H
)
= Tr
(
A2e−H
)
+
1
2
Tr
([
A, e−sH
] [
A, e−(1−s)H
])
.
Inserting the formula
[X, eY ] = −
∫ 1
0
∂t
(
etYXe(1−t)Y
)
dt =
∫ 1
0
etY [X,Y ]e(1−t)Y dt (7.11)
in the last term and using the cyclicity of the trace gives (7.10). Finally, applying (7.7)
with A [A,H] in the second line of (7.10) and recalling that
Tr([A,H]Γ) = −Tr([A, log Γ]Γ) = 0
yields the lower bound in (7.8). 
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It turns out that VaravΓ (A) appears naturally when Γ = e
−H is a Gibbs state and we
consider the family of states
Γε :=
e−H+εA
Tr(e−H+εA)
obtained by perturbing the underlying Hamiltonian H by −εA for a small ε. In that
respect, VaravΓ (A) is a (static) response function, and the following lemma is the form of the
fluctuation/dissipation theorem appropriate for quantum systems:
Lemma 7.4 (Averaged quantum s-variance = linear response).
Let H be a self-adjoint operator on a separable Hilbert space K such that Tr[e−sH ] <∞ for
any s > 0. Let A be another self-adjoint operator, which we assume to be H–bounded. Then
the function
ε 7→ Tr(AΓε) =
Tr
(
Ae−H+εA
)
Tr(e−H+εA)
(7.12)
is C1 in a neighborhood of the origin and we have
d
dε
Tr(AΓε) = Var
av
Γε(A), (7.13)
the averaged variance introduced in (7.6). In particular,
d
dε
Tr(AΓε)|ε=0 = Var
av
Γ (A) (7.14)
Remark 7.5 (Linear response function).
The result (7.14) is well-known in linear response theory, see [75, Chapter 4] or [74]. Hints
in this direction also are in [46, Section 2.10]. Note that what we call “averaged quantum
variance” is exactly the “canonical correlation” of [75].
We also have, from the Feynman-Hellmann principle, that VaravΓ (A) is the second deriv-
ative of minus the free-energy:
VaravΓ (A) =
d2
dε2
log Tr(e−H+εA)
∣∣∣∣
ε=0
but this is not going to be useful in our proof. Also note that the positivity of VaravΓ (A)
(which we have just derived by other means) is a consequence of the simple fact that (7.12)
is an increasing function of ε, as follows from using Gibbs’variational principle. ⋄
Proof. Under the assumption that A is H-bounded, that is A2 6 aH2 + b, we have by the
Kato-Rellich theorem D(H − εA) = D(H) for ε small enough. In addition, A and H are
(H − εA)–bounded. In particular, we deduce that H − εA > αH − β for a small constant
α. This proves that
Tr
(
e−s(H−εA)
)
6 C Tr
(
e−sαH
)
is finite for all s > 0. Then,
Tr
(
A2e−H+εA
)
6 Tr
(
(aH2 + b)e−H+εA
)
6 Tr
(
(a′(H − εA)2 + b′)e−H+εA)
6 C Tr
(
e−
H−εA
2
)
6 C ′Tr
(
e−
α
2
H
)
CLASSICAL FIELD THEORY LIMIT OF 2D MANY-BODY QUANTUM GIBBS STATES 49
is finite as well. The claim (7.13) is a consequence of Duhamel’s formula
d
dε
eX(ε) =
∫ 1
0
esX(ε)
dX(ε)
dε
e(1−s)X(ε)ds. (7.15)
Indeed, we have
d
dε
Tr(e−H+εA) =
∫ 1
0
Tr
(
e−s(H−εA)Ae−(1−s)(H−εA)
)
ds = Tr(Ae−H+εA)
by the cyclicity of the trace and
d
dε
Tr(Ae−H+εA) =
∫ 1
0
Tr
(
Ae−s(H−εA)Ae−(1−s)(H−εA)
)
ds.
The formula (7.13) follows. 
We can now describe the main ideas of the proof of Theorem 7.1. We introduce the
perturbed state
Γλ,ε =
1
Zλ,ε exp
(
− 1
T
Hλ,ε
)
, Hλ,ε = Hλ − εdΓ(e+k ) (7.16)
where the partition function Zλ,ε normalizes the trace. This is well-defined when ε is
sufficiently small, by Lemma 7.4, beause dΓ(e+k ) is N–bounded, hence Hλ–bounded. Our
idea is to first prove that
T−2
〈∣∣dΓ(e+k )− 〈dΓ(e+k )〉λ∣∣2〉λ = Var0Γλ (dΓ(e+k /T )) ≃ VaravΓλ (dΓ(e+k /T ))
namely, to replace s = 0 by the uniform average over all s ∈ [0, 1]. This amounts to
estimating the remainder in the left side of (7.8). It being small reflects the semi-classical
nature of the regime we study: it will carry a prefactor 1/T 4 and, importantly, it involves
a commutator [dΓ(e+k ),Hλ], ensuring that the estimate does not deteriorate too fast with
the particle number (see Lemma 7.8).
Now, by Lemma 7.4, the averaged variance VaravΓλ
(
dΓ(e+k /T )
)
is the ε-derivative of a
one-body term, amenable to Feynman-Hellmann-based estimates. Using Lemma 6.8 we can
prove that for the observables of interest (living on high momenta), the function that gets
differentiated is almost constant. That the function is close to a constant pointwise does
not guarantee that its derivative is small, but we can conclude the proof using a rather
rough bound bearing on the second derivative.
Remark 7.6. Note that dΓ(e+k ) is not a bounded operator. However, like Hλ, it commutes
with N and on each n-particle sector, dΓ(e+k )|H⊗sn is indeed bounded. The results of this
section are therefore easily applicable to A = dΓ(e+k ), after summing over n. ⋄
7.2. From variance to linear response. Here is the first main ingredient of the proof of
Theorem 7.1.
Lemma 7.7 (High momenta variance ∼ linear response).
Let e+k be as in Theorem 7.1. Assume that h > 0 satisfies Tr(h
−p) <∞ for some 1 < p 6 2.
50 M. LEWIN, P.T. NAM, AND N. ROUGERIE
Define Γλ,ε as in (7.16) with A = dΓ(e
+
k ), and denote by 〈·〉λ,ε the corresponding expectation
values. Then for λ−1 ∼ T sufficiently large, we have∣∣∣∣∣T−2
〈∣∣∣A− 〈A〉λ,0∣∣∣2〉
λ,0
− T−1∂ε
(
〈A〉λ,ε
)
|ε=0
∣∣∣∣∣ 6 C(1+ |k|2)2 (T 2p−3 + T 2(2p−3)) . (7.17)
Note that the result also holds for non-zero, small enough ε, but we shall not need it.
Also, for p 6 3/2 as in the statement of Theorem 7.1, the term T 2p−3 is dominant. As
anticipated, our main task is to estimate the commutator appearing in the left side of (7.8).
This is the only place where we use the commutator condition in (4.6).
Lemma 7.8 (Commutator estimate).
Assume that h > 0 satisfies (4.6) and Tr(h−p) <∞ for some 1 < p 6 2. We have∣∣[dΓ(e+k ),Hλ]∣∣2 6 C(1 + |k|2)2(dΓ(h)N + T−2N 4 + T 2p−2N 2)
Proof. By the Cauchy-Schwarz inequality we have
0 6
∣∣[dΓ(e+k ),Hλ]∣∣2 = −[dΓ(e+k ),Hλ]2 = −[dΓ(e+k ),dΓ(h) + λWren]2
6 −2[dΓ(e+k ),dΓ(h)]2 − 2λ2[dΓ(e+k ),Wren]2.
To bound the commutator with Wren, we use that operators acting on different variables
commute: recalling the expression (4.2)-(4.3)[
dΓ(e+k ),W
ren
]
=
[
dΓ(e+k ),W
]− 2 [dΓ(e+k ),dΓ(w ∗ ̺0)]
=
1
2
⊕
n∈N
∑
16i 6=j6n
(
(e+k )jw(xi − xj)− w(xi − xj)(e+k )j
)
− 2
⊕
n∈N
N∑
j=1
(
(e+k )j(w ∗ ̺0)(xj)− (w ∗ ̺0)(xj)(e+k )j
)
.
Since w is bounded and
||w ∗ ̺0||L∞ 6 ||w||L∞ ||̺0||L1 = ||w||L∞ 〈N〉0 6 CT p
by (6.14), we deduce that
±i [dΓ(e+k ),Wren] 6 C (N 2 + T pN ) .
Then since N commutes with i [dΓ(e+k ),Wren], we can square the latter estimate and obtain
−λ2[dΓ(e+k ),Wren]2 6 C
(
T−2N 4 + T 2p−2N 2)
Next, observe that for any pair of one-body observables
[dΓ(A),dΓ(B)] = dΓ ([A,B])
and moreover, by Cauchy-Schwarz,
dΓ(A)2 = dΓ(A2) +
⊕
n>2
∑
16i 6=j6n
AiAj
6 dΓ(A2) +
1
2
⊕
n>2
∑
16i 6=j6n
(
A2i +A
2
j
)
= NdΓ(A2).
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Thus
0 6 − [dΓ(e+k ),dΓ(h)]2 6 NdΓ(−[e+k , h]2).
Moreover, from Assumption (4.6) and the fact that h commutes with the projections P,Q,
we have the one-body inequality
0 6 −[e+k , h]2 6 C(1 + |k|2)2h
Thus
0 6 − [dΓ(e+k ),dΓ(h)]2 6 (1 + |k|2)2dΓ(h)N .
This ends the proof. 
We now have all the ingredients to complete the
Proof of Lemma 7.7. By (7.8) we have∣∣∣∣∣T−2
〈∣∣∣A− 〈A〉λ,0∣∣∣2〉
λ,0
− T−1∂ε
(
〈A〉λ,ε
)
|ε=0
∣∣∣∣∣ 6 12T 4 〈|[A,Hλ]|2〉λ .
To be precise, the results of Section 7.1 were for simplicity stated for a bounded observable.
Following Remark 7.6, we can however apply the estimate (7.8) in each n-particle sector
separately and then sum over n. By Lemma 7.8, we have
|[A,Hλ]|2 6 C(1 + |k|2)2
(NdΓ(h) + T−2N 4 + T 2p−2N 2) . (7.18)
Taking the expectation value in the Gibbs state and inserting the a-priori estimates of
Lemma 6.10 give∣∣∣∣∣T−2
〈∣∣∣A− 〈A〉λ,0∣∣∣2〉
λ,0
− T−1∂ε
(
〈A〉λ,ε
)
|ε=0
∣∣∣∣∣ 6 C(1 + |k|2)2T 4 (T 2p+1 + T 4p−2) .

7.3. Rough estimates on higher order correlations. Now we turn to the second in-
gredient of the proof of Theorem 7.1, namely a rough bound on some sort of “higher-order
correlation”. In our approach, this will refer (perhaps improperly) to the second derivative8
in ε of
〈
dΓ(e+k
〉
λ,ε
.
Lemma 7.9 (Bound on a higher-order correlation).
Assume that h > 0 satisfies Tr(h−p) <∞ for some 1 < p 6 2. For any ε > 0 small enough
(independently of T ) and λ−1 ∼ T sufficiently large,∣∣∣T−1∂2ε 〈dΓ(e+k )〉λ,ε∣∣∣ 6 CT 3(p−1). (7.19)
Proof. Recall that
Zλ,ε = Tr
[
e−
1
T
Hλ,ε
]
, Hλ,ε = Hλ − εA, A = dΓ(e+k ).
From the Feynman-Hellmann principle we get
T−1 〈A〉λ,ε = −∂ε logZλ,ε
8Thus the third derivative of the free energy.
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and thus
∂2ε (T
−1 〈A〉λ,ε) = ∂2ε
(
∂εZλ,ε
Zλ,ε
)
=
∂3εZλ,ε
Zλ,ε − 3
(∂εZλ,ε)(∂2εZλ,ε)
Z2λ,ε
+ 2
(∂εZλ,ε)3
Z3λ,ε
(7.20)
where, by (7.15),
∂εZλ,ε = T−1Tr
[
Ae−
s
T
Hλ,ε
]
,
∂2εZλ,ε = T−2
∫ 1
0
Tr
[
Ae−
s
T
Hλ,εAe−
(1−s)
T
Hλ,ε
]
ds,
∂3εZλ,ε = 2T−3
∫ 1
0
∫ 1
0
Tr
[
Ae−
st
T
Hλ,εAe−
s(1−t)
T
Hλ,εAe−
(1−s)
T
Hλ,ε
]
dsdt.
We shall estimate separately the absolute value of each term on the right side of (7.20). Let
us discuss for instance the first one. Since N commutes with A and Hλ,ε, we can write
Tr
[
Ae−
st
T
Hλ,εAe−
s(1−t)
T
Hλ,εAe−
(1−s)
T
Hλ,ε
]
= Tr
[
(AN−1)N 3ste− stT Hλ,ε(AN−1)N 3s(1−t)e− s(1−t)T Hλ,ε(AN−1)N 3(1−s)e− (1−s)T Hλ,ε
]
.
Here we have used
st+ s(1− t) + (1− s) = 1.
Then using the Ho¨lder inequality in Schatten spaces as in (7.9) we have∣∣∣Tr [Ae− stT Hλ,εAe− s(1−t)T Hλ,εAe− (1−s)T Hλ,ε]∣∣∣
6
∥∥∥(AN−1)N 3ste− stT Hλ,ε∥∥∥
S
1
st
∥∥∥(AN−1)N 3s(1−t)e− s(1−t)T Hλ,ε∥∥∥
S
1
s(1−t)
×
×
∥∥∥(AN−1)N 3(1−s)e− (1−s)T Hλ,ε∥∥∥
S
1
1−s
6 ‖AN−1‖3
∥∥∥N 3ste− stT Hλ,ε∥∥∥
S
1
st
∥∥∥N 3s(1−t)e− s(1−t)T Hλ,ε∥∥∥
S
1
s(1−t)
∥∥∥N 3(1−s)e− (1−s)T Hλ,ε∥∥∥
S
1
1−s
6 Tr[N 3e− 1T Hλ,ε ].
We also used that ‖AN−1‖ 6 1 and [N ,Hλ,ε] = 0 in the last step. The bounds on moments
of the particle number from Lemma 6.9 extend straightforwardly to the perturbed Gibbs
state (for ε small enough), and it follows that∣∣∣∣∂3εZλ,εZλ,ε
∣∣∣∣ 6 2T−3〈N 3〉λ,ε 6 CT 3(p−1).
This concludes the estimate for the first term of (7.20). Using the same method for the
other terms completes the proof of the lemma. 
7.4. Proof of Theorem 7.1. Let us denote
f(ε) := T−1
〈
dΓ(e+k )
〉
λ,ε
.
From Lemma 7.7 we have∣∣∣T−2 〈∣∣dΓ(e+k )− 〈dΓ(e+k )〉λ∣∣2〉λ − f ′(0)∣∣∣ 6 C(1 + |k|2)2T 2p−3.
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To control f ′(0) we will use Taylor’s expansion
f(ε)− f(0) = εf ′(0) + ε
2
2
f ′′(θε), θε ∈ [0, ε]. (7.21)
The second derivative is controlled by Lemma 7.7
|f ′′(θε)| 6 CT 3(p−1)
for ε > 0 sufficiently small. The left side of (7.21) can be bounded using Lemma 6.8. First
observe that
‖h−αe+k h−α‖ 6 C‖Qh−α‖ 6 CΛ−αe , (7.22)
where Λe is the cut-off entering in (7.1). Picking α = (2 − p)/4 and using the bound from
Lemma 6.8 (which holds uniformly in ε for ε small) we can write∣∣f(ε)− T−1〈dΓ(e+k )〉0,ε∣∣ = T−1 ∣∣∣Tr [e+k (Γ(1)λ,ε − Γ(1)0,ε)]∣∣∣
6
‖h−αe+k h−α‖
T
Tr
∣∣∣hα(Γ(1)λ − Γ(1)0 )hα∣∣∣ 6 CΛ p−24e (7.23)
On the other hand, since 〈dΓ(e+k )〉0,ε is an expectation in a free Gibbs state, we may compute
explicitly, then use Lemma 6.3 and (7.22) to obtain
T−1
∣∣〈dΓ(e+k )〉0,ε − 〈dΓ(e+k )〉0,0∣∣ = T−1ε−1 Tr(εe+k ( 1
e(h−εe
+
k )/T − 1
− 1
eh/T − 1
))
6 CεTr
(
1
h
e+k
1
h
e+k
)
6 CεΛ(p−2)/2e ,
using that h−1 is Hilbert-Schmidt, p 6 2, and
Tr
(
Q
h2
)
6 Λp−2e Tr
(
h−p
)
.
Thus
|f(ε)− f(0)| 6 C(Λ(p−2)/4e + εΛ(p−2)/2e )
for ε > 0 sufficiently small. In summary, we conclude from (7.21) that
|f ′(0)| 6 ε−1|f(ε)− f(0)|+ ε
2
|f ′′(θε)| 6 Cε−1Λ(p−2)/4e + CεT 3(p−1) + CΛ(p−2)/2e .
Optimizing over ε > 0 we obtain
|f ′(0)| 6 CT 3(p−1)/2Λ(p−2)/8e + CΛ(p−2)/2e .
Thus we conclude that∣∣∣∣∣T−2
〈∣∣∣dΓ(e+k )− 〈dΓ(e+k )〉λ,ε∣∣∣2〉
λ,ε
∣∣∣∣∣ 6 C(1 + |k|2)2T 2p−3 +CT 3(p−1)/2Λ(p−2)/8e +CΛ(p−2)/2e
as desired. 
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8. Free energy lower bound
We are now ready to prove the free energy lower bound leading to (3.4). As usual in
variational approaches, the lower bound on the free energy is the harder part. A matching
upper bound will be obtained in the next section by a trial state argument.
Consider Hλ = H0 + λW
ren. Recall that we can write directly the relative free-energy as
an infimum:
Fλ − F0
T
= − log ZλZ0 = H(Γλ,Γ0) + T
−2Tr[WrenΓλ]
= inf
Γ>0,TrF Γ=1
(H(Γ,Γ0) + T−2Tr[WrenΓλ]) .
where H is the von Neumann relative entropy. We shall relate this variational principle to
its classical analogue (cf. Section 5.1)
− log zr = inf
{∫
f(u)dµ0(u) +
∫
f(u) log(f(u))dµ0(u)
∣∣ f ∈ L1(dµ0),∫ f(u)dµ0(u) = 1} .
This section is devoted to the proof of the following
Proposition 8.1 (Free-energy lower bound).
Let h > 0 satisfy (4.6) and Tr(h−p) <∞ with p as in (4.9), that is,
1 < p < pc =
√
673 − 1
24
.
Let zr be the classical relative partition function defined in Lemma 5.3. In the limit T →
∞, λT → 1 we have
Fλ − F0
T
= − log ZλZ0 > − log zr + o(1). (8.1)
Note that the last exponent is negative under the stated condition on p.
We split the proof in two parts, occupying a subsection each. The core novelty with
respect to our previous papers [83, 85] is to be found in Section 8.1, where the correlation
estimates of Section 7 are used. We project the energy (together with counter-terms) on low
momentum modes and estimate the error thus made. Combining with the quantitative de
Finetti Theorem 5.8 this leads to a quantitative energy lower bound in terms of the projected
classical energy of a de Finetti measure. The proof is then concluded in Section 8.2 where
we
• rely on Theorem 5.9 to control the relative entropy as in our previous papers, ob-
taining a projected classical free-energy as a lower bound;
• remove the localization in the so-obtained classical problem.
8.1. Localization and energy lower bound. Recall the projections on low or high ki-
netic energy modes from Section 7
P = 1h6Λe, Q = 1− P. (8.2)
Note that we have
K := dim (PH) = TrP 6 Tr[(Λe/h)
p] 6 CΛpe. (8.3)
Our energy lower bound is as follows:
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Lemma 8.2 (Renormalized energy lower bound).
Let h > 0 satisfy
Tr(h−p) <∞, for 1 < p 6 3/2
and let 1 6 Λe 6 T . Then we have
T−2Tr[WrenΓλ] >
1
2
∫
PH
DK [u]dµP,λ(u)
− C
(
T−1Λ2p−1e + T
61p−65
32 Λ
2−p
128
e + T
3(p−1)
4 Λ
− 2−p
16
e + T
− 3(p−1)
4 Λ
− 7(2−p)
16
e
)
(8.4)
where µP,λ is the lower symbol/Husimi function of Γλ associated with the projection P and
the scale ε = T−1 (as in Definition 5.7) as in (5.24), and DK is the truncated renormalized
interaction from Lemma 5.3.
We have made all error terms in (8.4) explicit for convenience. The worst error term will
turn out to be T 3(p−1)/4Λ
−(2−p)/16
e .
Proof. We write the renormalized interaction as in (4.2) and estimate each Fourier compo-
nent separately.
Step 1: Localization. As in Section 7, denote ek the multiplication operator by either
cos(k · x) or sin(k · x), and let
e−k = PekP, e
+
k = ek − e−k .
We write
dΓ(ek)− 〈dΓ(ek)〉0 = A+A1 +A2 (8.5)
with
A = dΓ(e−k )−
〈
dΓ(e−k )
〉
0
, A1 = dΓ(e
+
k )−
〈
dΓ(e+k )
〉
λ
, A2 =
〈
dΓ(e+k )
〉
λ
− 〈dΓ(e+k )〉0
and use the Cauchy-Schwarz inequality
(1 + ε)(A+A1 +A2)
2 > A2 − 2ε−1A21 − 2ε−1A22
for all ε > 0. Then we take the expectation value in the interacting Gibbs state. We have,
using Theorem 7.1,
T−2 Tr[A21Γλ] 6 C(1 + |k|2)2T 2p−3 + CT 3(p−1)/2Λ(p−2)/8e
and, by arguing as in (7.23),
T−2|A2|2 = T−2
∣∣∣Tr [e+k (Γ(1)λ − Γ(1)0 )]∣∣∣2 6 CΛ(p−2)/2e .
Thus
(1 + ε)T−2
〈
|dΓ(ek)− 〈dΓ(ek)〉0|2
〉
λ
> T−2
〈∣∣dΓ(e−k )− 〈dΓ(e−k )〉0∣∣2〉λ
− Cε−1
[
(1 + |k|2)2T 2p−3 + T 3(p−1)/2Λ(p−2)/8e +Λ(p−2)/2e
]
. (8.6)
If we integrate over k and assume that
∫
Ω∗ |ŵ(k)|(1 + |k|2)2 dk <∞, then we get a similar
error term for the interaction energy. It turns out that (after optimizing over Λe) the
coefficient T 2p−3 is much smaller than the other error terms, so we will use a slightly more
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convolved argument and separate low and large momenta with a parameter L. This will
allow us to relax a bit the assumption on w to (4.8) used in the main theorem, that is,∫
Ω∗
|ŵ(k)|
(
1 + |k|1/2
)
dk <∞.
Integrating (8.6) against ŵ(k) for |k| 6 L, then using (4.2) for the left side and using the
last condition in (3.15) for the right side, we obtain
(1+ε)T−2
∫
Ω∗
ŵ(k)
〈
|dΓ(ek)− 〈dΓ(ek)〉0|2
〉
dk >
1
2T 2
∫
|k|6L
ŵ(k)
〈∣∣dΓ(e−k )− 〈dΓ(e−k )〉0∣∣2〉λ dk
− Cε−1
(
L7/2T 2p−3 + T 3(p−1)/2Λ(p−2)/8e + Λ
(p−2)/2
e
)
(8.7)
for ∫
|k|>L
|ŵ(k)| (1 + |k|2)2 dk 6 CL7/2 ∫
Ω∗
|ŵ(k)|
(
1 + |k|1/2
)
dk.
On the other hand, by (3.15) again and Lemma 6.9,
1
2T 2
∫
|k|>L
ŵ(k)
〈∣∣dΓ(e−k )− 〈dΓ(e−k )〉0∣∣2〉λ dk
6
1
2T 2
∫
Ω∗
ŵ(k)
(
(1 + |k|)
L
)1/2 (〈N 2〉λ + 〈N 2〉0) dk 6 CT 2p−2L−1/2. (8.8)
Putting (8.7) and (8.8) together we get
(1 + ε)T−2 Tr[WrenΓλ] >
1
2T 2
∫
ŵ(k)
〈∣∣dΓ(e−k )− 〈dΓ(e−k )〉0∣∣2〉λ dk
− Cε−1
(
L7/2T 2p−3 + T 3(p−1)/2Λ(p−2)/8e + Λ
(p−2)/2
e
)
− CT 2p−2L−1/2. (8.9)
Then choosing L = (Tε)1/4 we arrive at
(1 + ε)T−2 Tr[WrenΓλ] >
1
2T 2
∫
ŵ(k)
〈∣∣dΓ(e−k )− 〈dΓ(e−k )〉0∣∣2〉λ dk
− Cε−1
(
ε7/8T (16p−17)/8 + T 3(p−1)/2Λ(p−2)/8e + Λ
(p−2)/2
e
)
(8.10)
for all ε ∈ (0, 1). From (4.16) and (6.23) we see that T−2Tr[WrenΓλ] is bounded. Conse-
quently,
T−2Tr[WrenΓλ] >
1
2T 2
∫
ŵ(k)
〈∣∣dΓ(e−k )− 〈dΓ(e−k )〉0∣∣2〉λ dk
− Cε− Cε−1
(
ε7/8T (16p−17)/8 + T 3(p−1)/2Λ(p−2)/8e + Λ
(p−2)/2
e
)
for all ε ∈ (0, 1). We optimize over ε the sum of the smallest and largest error terms
−Cε− Cε−1T 3(p−1)/2Λ(p−2)/8e ,
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finding ε = T 3(p−1)/4Λ
(p−2)/16
e . Hence
T−2Tr[WrenΓλ] >
1
2T 2
∫
ŵ(k)
〈∣∣dΓ(e−k )− 〈dΓ(e−k )〉0∣∣2〉λ dk
− C
(
T
61p−65
32 Λ
2−p
128
e + T
3(p−1)
4 Λ
− 2−p
16
e + T
− 3(p−1)
4 Λ
− 7(2−p)
16
e
)
. (8.11)
The worse error term will be T
3(p−1)
4 Λ
p−2
16
e . The last error already tends to 0 since p 6 2.
Step 2: Use of the de Finetti theorem. Now we turn to the low-momentum part of
the interaction. For any self-adjoint one-body operator A we have
dΓ(A)2 = 2
⊕
n>2
∑
16i<j6n
Ai ⊗Aj + dΓ(A2).
Hence 〈∣∣dΓ(e−k )− 〈dΓ(e−k )〉0∣∣2〉λ = 2Tr ((e−k )⊗2Γ(2)λ )− 2Tr(e−k Γ(1)λ )Tr(e−k Γ(1)0 )
+
(
Tr
(
e−k Γ
(1)
0
))2
+Tr((e−k )
2Γ
(1)
λ ). (8.12)
The last term Tr((e−k )
2Γ
(1)
λ ) > 0 can be omitted for a lower bound. From the explicit
formulas (6.12) and (5.2), the operator bound∣∣∣∣ 1eh/T − 1 − Th
∣∣∣∣ 6 12
and (8.3), it follows that
T−1Tr
(
e−k Γ
(1)
0
)
= T−1Tr
(
e−k
1
eh/T − 1
)
= Tr
(
e−k h
−1
)
+ T−1 Tr
(
e−k
(
1
eh/T − 1 −
T
h
))
=
〈 〈
u, e−k u
〉 〉
µ0
+O(T−1Λpe) (8.13)
On the other hand, using (6.26), (2.18) and Ho¨lder’s inequality in Schatten spaces we get
T−1Tr
(
e−k Γ
(1)
λ
)
6 C Tr
(
Ph−1
)
6 CΛp−1e Tr
(
h−p
)
(8.14)
Thus (8.12) gives
T−2
〈∣∣dΓ(e−k )− 〈dΓ(e−k )〉0∣∣2〉λ > 2T−2Tr((e−k )⊗2Γ(2)λ )− 2T−1 Tr(e−k Γ(1)λ )〈 〈u, e−k u〉 〉µ0
+
〈 〈
u, e−k u
〉 〉2
µ0
− C (T−1Λ2p−1e + T−2Λ2pe ) . (8.15)
Note that, for Λe 6 T the last error term is of lower order.
Next, let µP,λ be the lower symbol of Γλ associated with the projection P and the scale
ε = T−1 as in (5.24). We apply (5.26) to obtain the density matrices of the P -projected
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state Γλ,P :
T−2Γ
(2)
λ,P =
1
2
∫
PH
|u⊗2〉〈u⊗2| dµP,λ(u)− 2T−2Γ(1)λ,P ⊗s P − 2T−2P ⊗s P,
T−1Γ
(1)
λ,P =
∫
PH
|u〉〈u| dµP,λ(u)− T−1P.
Recalling (5.20) we have
Γ
(k)
λ,P = P
⊗kΓ
(k)
λ P
⊗k
and using (8.14), we deduce that
T−2Tr
[
(e−k )
⊗2Γ
(2)
λ
]
=
1
2
∫
PH
|〈u, e−k u〉|2dµP,λ(u) +O
(
T−1Λ2p−1e
)
,
T−1Tr
[
e−k Γ
(1)
λ
]
=
∫
PH
〈u, e−k u〉dµP,λ(u) +O
(
T−1Λpe
)
.
Inserting the latter formulas in (8.15) and using (8.14) again we obtain
T−2
〈∣∣dΓ(e−k )− 〈dΓ(e−k )〉0∣∣2〉λ >
∫
PH
∣∣∣〈u, e−k u〉 − 〈〈u, e−k u〉〉µ0∣∣∣2 dµP,λ(u)
− CT−1Λ2p−1e . (8.16)
Integrating (8.16) against ŵ(k) and comparing with (8.11) yields our final bound
T−2Tr[WrenΓλ] >
1
2
∫
PH
DK [u]dµP,λ(u)
− C
(
T−1Λ2p−1e + T
61p−65
32 Λ
2−p
128
e + T
3(p−1)
4 Λ
− 2−p
16
e + T
− 3(p−1)
4 Λ
− 7(2−p)
16
e
)
(8.17)
where DK is the truncated renormalized interaction as in Lemma 5.3. This concludes the
proof of Lemma 8.2. 
8.2. Removing the localization and concluding. Now let us denote by µP,0 the lower
symbol of the free Gibbs state Γ0 associated with P and the scale ε = T
−1 as in (5.24). By
the Berezin-Lieb inequality (5.28), we have
H(Γλ,Γ0) > H((Γλ)P , (Γ0)P ) > Hcl(µP,λ, µP,0). (8.18)
Putting (8.4) and (8.18) together, we conclude by the classical variational principle (4.17)
that
− log ZλZ0 = H(Γλ,Γ0) + T
−2Tr[WrenΓλ]
> Hcl(µP,λ, µP,0) + 1
2
∫
PH
DK [u]dµP,λ(u)− Err
> − log
(∫
PH
e−DK [u] dµP,0(u)
)
− Err (8.19)
where Err is the error term in (8.4).
In order to estimate further the right side of (8.19) from below, our task is now to compare
the lower symbol µP,0 of Γ0 with the cylindrical projection µ0,K of the free Gibbs measure
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µ0 on PH in Lemma 5.1. In this direction we prove the following lemma. For its statement,
recall that both measures we are interested in are absolutely continuous with respect to the
Lebesgue measure on PH.
Lemma 8.3 (Further comparisons for the projected free state).
Assume that h > 0 satisfies Tr(h−p) <∞ for some p > 1. Then,
||µP,0 − µ0,K ||L1(PH) 6 2Tr[h−p]T−1Λp+1e . (8.20)
Proof. Recall that
dµ0,K(u) =
K∏
j=1
(
λj
π
e−λj |αj |
2
)
dαj , with u =
K∑
j=1
αjuj.
On the other hand, by Definition 5.7, and the explicit action of Fock-space localization on
quasi-free states [79, Example 12]
dµP,0(u) = (T/π)
K
〈
ξ(
√
Tu)
∣∣∣(Γ0)P ∣∣∣ξ (√Tu)〉du
= (T/π)K
[
Tr
(
e−dΓ(Ph)/T
)]−1 〈
ξ(
√
Tu)
∣∣∣e−dΓ(Ph)/T ∣∣∣ξ(√Tu)〉du.
Using the Peierls-Bogoliubov inequality
〈
x, eAx
〉
> e〈x,Ax〉 and the coherent states’ defini-
tion (5.21), we have〈
ξ(
√
Tu)
∣∣∣e−dΓ(Ph)/T ∣∣∣ξ(√Tu)〉 > exp [−〈ξ(√Tu)∣∣∣dΓ(Ph/T )∣∣∣ξ(√Tu)〉]
= exp [−〈u, Phu〉] = exp
− K∑
j=1
λj |αj |2
 .
Combining with the explicit formula for the free partition function (c.f. (6.1)), we arrive at
µP,0(u) >
K∏
j=1
[
T
λj
(1− e−λj/T )
]
µ0,K(u). (8.21)
Using
1− e−t
t
> 1− t
2
, ∀t > 0
and Bernoulli’s inequality, recalling (8.3) we can estimate
K∏
j=1
[
T
λj
(1− e−λj/T )
]
>
K∏
j=1
(
1− λj
2T
)
> 1− ΛeK
2T
> 1− Tr[h
−p]Λp+1e
T
. (8.22)
Thus
µP,0(u) >
(
1− Tr[h−p]T−1Λp+1e
)
µ0,K(u), (8.23)
which implies
(µP,0 − µ0,K)− (u) 6 Tr[h−p]T−1Λp+1e µ0,K(u)
where f− = max(−f, 0) is the negative part. Integrating over u ∈ PH we find∫
PH
(µP,0 − µ0,K)− 6 Tr[h−p]T−1Λp+1e .
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Notice then that
0 =
∫
PH
(µP,0 − µ0,K) =
∫
PH
(µP,0 − µ0,K)+ −
∫
PH
(µP,0 − µ0,K)−
so we get as announced that∫
PH
|µP,0 − µ0,K | 6 2Tr[h−p]T−1Λp+1e .

With the above lemma we now conclude the
Proof of Proposition 8.1. Using Lemma 8.3 and the fact that DK [u] > 0, we can estimate∫
PH
e−DK [u] dµP,0(u) 6 2Tr(h
−p)T−1Λp+1e +
∫
PH
e−DK [u] dµ0,K(u). (8.24)
Inserting this bound in the right side of (8.19), we arrive at the lower bound
− log ZλZ0 > − log
(∫
PH
e−DK [u] dµ0,K(u) + CT
−1Λp+1e
)
− Err (8.25)
where Err is the error term in (8.17). Moreover, note that when T →∞, we have K →∞
since Λe →∞, and hence DK [u]→ D[u] in L1(µ0) by Lemma 5.3. Consequently,
lim
T→∞
∫
PH
e−DK [u] dµ0,K(u) =
∫
e−D[u] dµ0(u) (8.26)
by the dominated convergence Theorem. Using the fact that log(1+ t) = O(t) for |t| small,
we obtain
− log
(∫
PH
e−DK [u] dµ0,K(u) + CT
−1Λp+1e
)
> − log
(∫
PH
e−DK [u] dµ0,K(u)
)
−CT−1Λp+1e .
Thus our final lower bound is
− log ZλZ0 > − log
(∫
PH
e−DK [u] dµ0,K(u)
)
− C
(
T−1Λp+1e + T
−1Λ2p−1e + T
61p−65
32 Λ
2−p
128
e + T
3(p−1)
4 Λ
− 2−p
16
e + T
− 3(p−1)
4 Λ
− 7(2−p)
16
e
)
. (8.27)
After inspection one sees that the smallest and largest terms to optimize are
T−1Λp+1e + T
3(p−1)
4 Λ
− 2−p
16
e ,
which provides the value
Λe = T
4(3p+1)
15p+18 (8.28)
and an error term going to zero under the condition that
4(3p + 1)
15p + 18
(p+ 1) < 1
which is equivalent to 12p2 + p− 14 < 0, or
p < pc =
√
673− 1
24
≃ 1.039.
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This is the condition (4.9). For this choice of Λe and this constraint on p, all the other
terms are negligible, which yields the final inequality
− log ZλZ0 > − log
(∫
PH
e−DK [u] dµ0,K(u)
)
− CT−η (8.29)
with
η :=
14− 12p2 − p
15p + 18
> 0 (8.30)
under the stated condition on p .The desired lower bound (8.1) follows. 
9. Free energy upper bound
Now we complete the proof of (3.4) by providing a free-energy upper bound which com-
plements Proposition 8.1:
Proposition 9.1 (Free-energy upper bound).
Let h satisfy (4.5)-(4.6) with p as in (4.9). Let zr be the classical relative partition function
defined in Lemma 5.3. Provided
1 < p < pc =
√
673 − 1
24
,
we have, in the limit T →∞, λT → 1,
− log ZλZ0 =
Fλ − F0
T
6 − log zr + o(1). (9.1)
This part is easier than the free-energy lower bound. We rely on the variational principle
and simply evaluate the free-energy of a suitable trial state. We split the proof into two
main steps:
• Reduction to a finite-dimensional estimate, Section 9.1. Our trial state coincides
with the free Gibbs states on high kinetic energy modes, and with a projected finite-
dimensional interacting Gibbs state on low modes. We prove that the calculation of
its free-energy reduces to that of the projected state, up to affordable errors. This
is fairly similar to the analysis in Sections 7 and 8.1, but somewhat simpler. Some
details will thus be skipped.
• Finite-dimensional semi-classics, Section 9.2. Once we are reduced to treating a
problem posed in a finite dimensional one-particle space, we are on more familiar
terrain [89, 121, 73, 54], see e.g. [109, 110, Appendix B]. We provide a proof of the
needed free-energy upper bound for self-containedness and because we need to keep
track of the dependence on the finite, but large, dimension.
9.1. Reduction to a finite-dimensional estimate. We use similar low- and high-kinetic
energy projectors as previously:
P = 1h6Λe , Q = 1− P, Λe given by (8.28).
Let us define the interacting Gibbs state in F(PH):
Γλ,P =
e−(dΓ(Ph)+λW
ren
P )/T
TrF(PH) e
−(dΓ(Ph)+λWrenP )/T
(9.2)
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where WrenP is the localized interaction
9
W
ren
P =
1
2
∫
R2
ŵ(k)
∣∣∣dΓ(Peik·xP )− 〈dΓ(Peik·xP )〉
0
∣∣∣2 dk
=
1
2
∫
R2
ŵ(k) |dΓ(P cos(k · x)P )− 〈dΓ(P cos(k · x)P )〉0|2 dk
+
1
2
∫
R2
ŵ(k) |dΓ(P sin(k · x)P )− 〈dΓ(P sin(k · x)P )〉0|2 dk. (9.3)
Note that Γλ,P does not coincide with the state (Γλ)P obtained by P -localizing the full
interacting Gibbs state, except in the non-interacting case
Γλ=0,P = (Γ0)P .
Let
FPλ := −T log
(
Tr
(
e−(dΓ(Ph)+λW
ren
P )/T
))
be the free-energy of the P -localized problem.
In this subsection we prove the following, which reduces the proof of Proposition 9.1 to
an estimate on the corresponding problem of finite dimensional sets in PH.
Lemma 9.2 (Reduction to low kinetic energy modes).
Let h > 0 satisfy Tr(h−p) <∞ with p as in (4.9) and Λe given by (8.28). Then
− log ZλZ0 =
Fλ − F0
T
6 H(Γλ,P , (Γ0)P ) + T−2Tr[WrenP Γλ,P ] + CT 3(p−1)/4Λ(p−2)/16e .
=
FPλ − FP0
T
+ CT 3(p−1)/4Λ(p−2)/16e . (9.4)
Before proving this we interject the
Lemma 9.3 (Entropy relative to a product state).
Let H1 and H2 be two complex separable Hilbert spaces. Let A be a state on H1 ⊗ H2 with
the partial traces A1 = TrH2 A, A2 = TrH1 A and let B1, B2 be states on H1,H2. Then
H(A,B1 ⊗B2) = H(A,A1 ⊗A2) +H(A1, B1) +H(A2, B2).
Proof. Writing the spectral decompositions of B1, B2 one can easily see that
log(B1 ⊗B2) = log(B1)⊗ 1+ 1⊗ log(B2)
and thus we can write
H(A,B1 ⊗B2) = Tr (A(logA− log(B1 ⊗B2)))
= Tr (A(logA− log(A1 ⊗A2))) + Tr (A(log(A1)⊗ 1− log(B1)⊗ 1)))
+ Tr (A(1⊗ log(A2)− 1⊗ log(B2)))
= H(A,A1 ⊗A2) +H(A1, B1) +H(A2, B2).

9Note that the expectation 〈dΓ(Peik·xP )〉0 in Γ0 is the same as that in (Γ0)P .
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Proof of Lemma 9.2. In the last identity of (9.4) we use fact that (Γ0)P and Γλ,P are the
free and interacting Gibbs states in F(PH), similarly as in (4.16). The inequality is proved
by a trial state argument.
Step 1: Trial state. Using the unitary (5.18), we define
Γ˜ = U∗ Γλ,P ⊗ (Γ0)Q U (9.5)
where Γλ,P is as in (9.2) and (Γ0)Q is the Q-localization of the free Gibbs state, cf Defini-
tion 5.5. Importantly, from (5.19) and (2.8) one shows that
Γ˜(1) = PΓ
(1)
λ,PP +QΓ
(1)
0 Q (9.6)
and
Γ˜(2) = P⊗2Γ
(2)
λ,PP
⊗2 +Q⊗2Γ
(2)
0 Q
⊗2 +
(
Γ
(1)
λ,P ⊗QΓ(1)0 Q+QΓ(1)0 Q⊗ Γ(1)λ,P
)
. (9.7)
Also, since the relative entropy is unaffected by the partial isometry and the free Gibbs
state is factorized,
Γ0 = U∗(Γ0)P ⊗ (Γ0)QU ,
we obtain from Lemma 9.3 that
H(Γ˜,Γ0) = Tr [Γλ,P ⊗ (Γ0)Q (log (Γλ,P ⊗ (Γ0)Q)− log ((Γ0)P ⊗ (Γ0)Q))]
= H(Γλ,P , (Γ0)P ).
Hence, by the variational principle (4.16)
− log ZλZ0 6 H(Γ˜,Γ0) + T
−2Tr[WrenΓ˜] = H(Γλ,P , (Γ0)P ) + T−2 Tr[WrenΓ˜]
and there remains to evaluate the energy of the trial state.
Step 2: Bound on the renormalized energy. We finish the proof of (9.4) with the
following claim:
T−2Tr[WrenΓ˜] 6 T−2Tr[WrenP Γλ,P ] + CT
3(p−1)/4Λ(p−2)/16e . (9.8)
This is very similar in spirit to Lemma 8.2 and we shall skip some details for brevity. In
particular, since (Γ0)P and Γλ,P are the free and the interacting Gibbs states in the Fock
space F(PH), we can adapt to them (with the same proofs) most of the bounds on Γ0 and
Γλ we used previously.
First, using (9.6) and arguing as for the proof of (6.28), we have
Tr
∣∣∣hα(Γ˜(1) − Γ(1)0 )hα∣∣∣ = Tr ∣∣∣hα(Γ(1)λ,P − (Γ0)(1)P )hα∣∣∣ 6 CT (9.9)
with α = (2− p)/4 as in Lemma 6.8. Consequently, if we use again the notation
e−k = PekP, e
+
k = ek − e−k
with ek being either cos(k · x) or sin(k · x), then similarly to (7.23) we have
T−1Tr
[
dΓ(e+k )(Γ˜− Γ0)
]
= T−1 Tr[e+k (Γ˜
(1) − Γ(1)0 )] 6 CΛ−αe . (9.10)
Also, following the proof of Theorem 7.1, we obtain the variance estimate
T−2Tr
[∣∣∣dΓ(e+k )− Tr[dΓ(e+k )Γ˜]∣∣∣2 Γ˜] 6 C(1 + |k|2)2T 2p−3 + CT 3(p−1)/2Λ(p−2)/8e ,
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and hence, by combining with (9.10),
T−2Tr
[∣∣dΓ(e+k )− 〈dΓ(e+k )〉0∣∣2 Γ˜] 6 C(1 + |k|2)2T 2p−3 + CT 3(p−1)/2Λ(p−2)/8e . (9.11)
By using the Cauchy-Schwarz inequality∣∣∣dΓ(ek)− 〈dΓ(ek)〉0 ∣∣∣2 6 (1 + δ)∣∣∣dΓ(e−k )− 〈dΓ(e−k )〉0 ∣∣∣2 + (1 + δ−1) ∣∣∣dΓ(e+k )− 〈dΓ(e+k )〉0 ∣∣∣2
we find that
T−2 Tr
[
|dΓ(ek)− 〈dΓ(ek)〉0|2 Γ˜
]
6 (1 + δ)T−2 Tr
[∣∣dΓ(e−k )− 〈dΓ(e−k )〉0∣∣2 Γ˜] (9.12)
+ C(1 + δ−1)
(
(1 + |k|2)2T 2p−3 + T 3(p−1)/2Λ(p−2)/8e
)
.
Next, we integrate (9.12) against ŵ(k) for |k| 6 L, then use (4.2) for the left side and use∫
ŵ(k)Tr
[∣∣dΓ(e−k )− 〈dΓ(e−k )〉0∣∣2 Γ˜] dk = Tr[WrenP Γλ,P ]
for the right side, and finally optimize over L similarly as in (8.10). We conclude that
T−2Tr
[
W
renΓ˜
]
6 (1 + δ)T−2 Tr [WrenP Γλ,P ] +CT
3(p−1)/2Λ(p−2)/8e (9.13)
There only remains to note that T−2Tr [WrenP Γλ,P ] is bounded uniformly in T . This
follows by inserting the trial state (Γ0)P in a variational formula similar to (4.16), and the
fact that WrenP > 0. The desired result (9.8) thus follows from (9.13) by optimizing over
δ > 0. 
9.2. Finite-dimensional semi-classics. The missing ingredient for the proof of Proposi-
tion (9.1) is the analysis of the partition functions in F(PH) appearing in the right-hand
side of (9.4). We have
Lemma 9.4 (Finite-dimensional semi-classics).
Let h > 0 satisfy Tr(h−p) <∞ with p as in (4.9) and Λe given by (8.28). Then
FPλ − FP0
T
6 − log
(∫
PH
e−DK [u]dµ0,K(u)
)
+ CT−1Λp+1e , (9.14)
where DK is the truncated renormalized interaction from Lemma 5.3.
Proof. Recall that (6.1) yields
Tr e−dΓ(Ph)/T =
K∏
j=1
1
1− e−λj/T (9.15)
where {λj}Kj=1 are the eigenvalues of PhP and that
FPλ − FP0
T
= − log Tr e
−(dΓ(Ph)+λWrenP )/T
Tr e−dΓ(Ph)/T
.
To estimate the interacting partition function in the right-hand side, we use (a rescaled
version of) the coherent-state resolution of the identity (5.25):
(T/π)K
∫
PH
∣∣∣ξ(√Tu)〉〈ξ (√Tu)∣∣∣ du = 1F(PH)
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and the Peierls-Bogoliubov inequality
〈
x, eAx
〉
> e〈x,Ax〉 to obtain
Tr e−(dΓ(Ph)+λW
ren
P )/T = (T/π)K
∫
PH
Tr
[
e−(dΓ(Ph)+λW
ren
P )/T
∣∣∣ξ (√Tu)〉〈ξ (√Tu)∣∣∣] du
= (T/π)K
∫
PH
〈
ξ
(√
Tu
)
, e−(dΓ(Ph)+λW
ren
P )/T ξ
(√
Tu
)〉
du
> (T/π)K
∫
PH
exp
[
−
〈
ξ
(√
Tu
)
,
dΓ(Ph) + λWrenP
T
ξ
(√
Tu
)〉]
du.
(9.16)
Then, for u ∈ PH, similarly as in the proof of Lemma 8.3〈
ξ
(√
Tu
)
,
dΓ(Ph)
T
ξ
(√
Tu
)〉
= 〈u, hu〉.
Moreover, calculating as in (8.12) and recalling (5.23), (8.13) we have〈
ξ
(√
Tu
)
,
∣∣dΓ(e−k )− 〈dΓ(e−k )〉0∣∣2
T 2
ξ
(√
Tu
)〉
= 〈u, e−k u〉2 − 2T−1〈u, e−k u〉Tr
[
e−k Γ
(1)
0
]
+ T−2
(
Tr
[
e−k Γ
(1)
0
])2
+ T−1〈u, (e−k )2u〉
6
(〈u, e−k u〉 − 〈u, e−k u〉µ0)2 + C‖u‖2T−1Λe. (9.17)
Since ŵ ∈ L1, we find that〈
ξ
(√
Tu
) λWrenP
T
, ξ
(√
Tu
)〉
6 DK [u] + C‖u‖2T−1Λe. (9.18)
Inserting the latter bound in (9.16) we arrive at
Tr e−(dΓ(Ph)+λW
ren
P )/T > (T/π)K
∫
PH
exp
[−〈u, hu〉 − DK [u]−C‖u‖2T−1Λe] du. (9.19)
Combining with (9.15), we find
Tr e−(dΓ(Ph)+λW
ren
P )/T
Tr e−dΓ(Ph)/T
>
 K∏
j=1
T
λj
(1− eλj/T )
∫
PH
exp
[−DK [u]− C‖u‖2T−1Λe] dµ0,K(u)
(9.20)
where dµ0,K is the cylindrical projection of dµ0 on PH, defined in (5.1). Then, recall
from (8.22) that
K∏
j=1
[
T
λj
(1− e−λj/T )
]
> 1− CT−1Λp+1e .
Using that DK [u] > 0 by Lemma 5.3, we have
exp
[−DK [u]− C‖u‖2T−1Λe] = exp [−DK [u]] exp [−C‖u‖2T−1Λe]
> exp [−DK [u]] (1− C‖u‖2T−1Λe)
> exp [−DK [u]]− C‖u‖2T−1Λe.
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Moreover, by (5.2) and (2.16) we can bound∫
PH
‖u‖2dµ0,K(u) = Tr[Ph−1] 6 Tr[(Λe/h)p−1h−1] 6 CΛp−1e .
Thus we infer ∫
PH
exp
[−DK [u]−C‖u‖2T−1Λe] dµ0,K(u)
>
∫
PH
(
exp [−DK [u]]− C‖u‖2T−1Λe
)
dµ0,K(u)
>
∫
PH
exp [−DK [u]] dµ0,K(u)− CT−1Λpe.
Therefore, it follows from (9.20) that
Tr e−(dΓ(Ph)+λW
ren
P )/T
Tr e−dΓ(Ph)/T
> (1− CT−1Λp+1e )
[∫
PH
e−DK [u]dµ0,K(u)− CT−1Λpe
]
>
∫
PH
e−DK [u]dµ0,K(u)− CT−1Λp+1e .
Taking the log and using the fact that log(1+t) = O(t) for |t| small concludes the proof. 
Now we can conclude the
Proof of Proposition 9.1. Inserting (9.14) in (9.4) we get
− log ZλZ0 6 − log
(∫
PH
e−DK [u]dµ0,K(u)
)
+ C
[
T−1Λp+1e + T
3(p−1)/4Λ(p−2)/16e
]
.
and conclude that
− log ZλZ0 6 − log
(∫
PH
e−DK [u]dµ0,K(u)
)
+CT−η (9.21)
with η given in (8.30). When p is as in (4.9), then η > 0, and the desired upper bound (9.1)
follows from (9.21) and (8.26).
The proof of Proposition 9.1, hence that of (3.4) is complete. 
10. Convergence of density matrices
In this section we prove the convergence of reduced density matrices stated in our main
results. We will always take Λe as in (8.28) and denote
P = 1h6Λe, Q = 1− P.
10.1. Collecting useful bounds. First, we collect several positive terms previously dropped
in our analysis, and use them to derive some new information.
Lemma 10.1 (Trace-class estimates for projected states).
Let h satisfy (4.5)-(4.6) with p as in (4.9) and let η be as in (8.30). For the P and Q
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localized states, we have
Tr
∣∣∣(Γλ)Q − (Γ0)Q∣∣∣ 6 CT−η/2 (10.1)
Tr
∣∣∣Γλ − (Γλ)P ⊗ (Γλ)Q∣∣∣ 6 CT−η/2. (10.2)
Moreover, we have
||µP,λ − µ˜||L1(PH) 6 CT−η/2, (10.3)
where
dµ˜(u) :=
e−DK [u] dµ0,K(u)∫
PH e
−DK [v] dµ0,K(v)
. (10.4)
Here µP,λ is the lower symbol of the Gibbs state Γλ associated with P and the scale ε =
T−1 as in (5.24), µ0,K is the cylindrical free Gibbs measure and DK [u] is the truncated
renormalized interaction (all defined in Section 5).
Note that (10.1)-(10.2) precisely confirm the expectation that the interacting and free
Gibbs states almost coincide on high kinetic energy modes, whereas (10.3) quantifies the
precision of the mean-field/semi-classical approximation on low kinetic energy modes.
Proof of Lemma 10.1. After conjugating by the unitary (5.18), the free Gibbs state is fac-
torized:
Γ0 = U∗ (Γ0)P ⊗ (Γ0)Q U . (10.5)
Hence we may apply the previous lemma to deduce
H(Γλ,Γ0) = H(Γλ, (Γλ)P ⊗ (Γλ)Q) +H((Γλ)P , (Γ0)P ) +H((Γλ)Q, (Γ0)Q). (10.6)
Here (Γλ)P and (Γλ)Q are the localized states in F(PH) and F(QH), respectively, obtained
by the localization method in Section 5.2. Combining (10.6) with (8.4) we obtain
− log ZλZ0 = H(Γλ,Γ0) + T
−2Tr[WrenΓλ]
> H(Γλ, (Γλ)P ⊗ (Γλ)Q) +H((Γλ)P , (Γ0)P ) +H((Γλ)Q, (Γ0)Q)
+
∫
PH
DK [u]dµP,λ(u) +O(T−η). (10.7)
Here recall that µP,λ is the lower symbol of (Γλ)P . By the Berezin-Lieb inequality (8.18)
and the classical variational principle (4.17), we refine (8.19) to
H((Γλ)P , (Γ0)P ) +
∫
PH
DK [u]dµP,λ(u)
> Hcl(µP,λ, µP,0) +
∫
PH
DK [u]dµP,λ(u)
= Hcl(µP,λ, µ′)− log
(∫
PH
e−DK [u] dµP,0(u)
)
. (10.8)
where µP,0 is the corresponding lower symbol of (Γ0)P and
dµ′(u) :=
e−DK [u] dµP,0(u)∫
PH e
−DK(v) dµP,0(v)
. (10.9)
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We have already proved in (8.24) that
− log
(∫
PH
e−DK [u] dµP,0(u)
)
> − log
(∫
PH
e−DK [u] dµ0,K(u)
)
− CT−η. (10.10)
Putting (10.7), (10.8) and (10.10) together, we find that
− log ZλZ0 > H(Γλ, (Γλ)P ⊗ (Γλ)Q) +H((Γλ)Q, (Γ0)Q) +Hcl(µP,λ, µ˜)
− log
(∫
PH
e−DK [u] dµ0,K(u)
)
− CT−η. (10.11)
On the other hand, we have the upper bound (9.21):
− log ZλZ0 6 − log
(∫
PH
e−DK [u]dµ0,K(u)
)
+ CT−η,
so that
Hcl
(
µP,λ, µ
′
)
+H
(
(Γλ)Q , (Γ0)Q
)
+H
(
Γλ, (Γλ)P ⊗ (Γλ)Q
)
6 CT−η. (10.12)
Thanks to the (quantum and classical) Pinsker inequalities,
H(A,B) > 1
2
(Tr |A−B|)2, Hcl(µ, ν) > 1
2
(
|µ− ν|(H)
)2
,
the bound (10.12) implies the desired estimates (10.1), (10.2) and
‖µP,λ − µ′‖L1(PH) 6 CT−η/2.
Finally, from (8.20) it follows that
‖µ˜− µ′‖L1(PH) 6 CT−η/2.
Thus (10.3) follows by the triangle inequality. 
10.2. Lower density matrices in optimal norms. In this subsection we prove the con-
vergence in the optimal p-Schatten space of the lower density matrices 1 6 k < η2(p−1) . For
convenience we restate the result (this corresponds to Theorem 4.1, Items 3 and part of 2):
Lemma 10.2 (Optimal convergence for low density matrices).
Let h satisfy (4.5)-(4.6). Assume that the first case in (4.12) holds, namely
1 6 k <
η
2(p− 1) (10.13)
with η > 0 in (8.30). Then in the limit T →∞, λT → 1, we have (4.11),
k!
T k
Γ
(k)
λ →
∫
|u⊗k〉〈u⊗k|dµ(u)
strongly in the Schatten space Sp. Moreover, if (10.13) holds for k = 1, then
Tr
∣∣∣∣ 1T (Γ(1)λ − Γ(1)0 )−
∫
|u〉〈u| (dµ(u)− dµ0(u))
∣∣∣∣→ 0.
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In particular, this concludes the proof of Theorem 3.1 because in the homogeneous case
h satisfies (4.5)-(4.6) for all p > 1. Note that so far we have not used the condition (4.7).
Lemma 10.1 gives some information on the states themselves. To exploit the above
consequences on reduced density matrices, the following observation is helpful.
Lemma 10.3 (From states to density matrices, trace-class estimate).
Let Γ,Γ′ be two states on Fock space that commute with the number operator N . Then for
all q, q′ > 1 with 1/q + 1/q′ = 1 we have
Tr |Γ(k) − Γ′(k)| 6 (Tr |Γ− Γ′|)1/q′ (Tr[N qk(Γ + Γ′)])1/q . (10.14)
Proof. We write
Γ =
∞⊕
n=0
Gn, Γ
′ =
∞⊕
n=0
G′n
where Gn, G
′
n are operators on the n-particle sectors, and denote
G(k)n = Trk+1→n[Gn].
By Ho¨lder’s inequality we may estimate
Tr |Γ(k) − Γ′(k)| 6
∞∑
n=k
nk Tr |G(k)n −G′(k)n |
6
(
∞∑
n=0
Tr |G(k)n −G′(k)n |
)1/q′ ( ∞∑
n=0
nqk Tr |G(k)n −G′(k)n |
)1/q
6
(
∞∑
n=0
Tr |Gn −G′n|
)1/q′ ( ∞∑
n=0
nqk(TrGn +TrG
′
n)
)1/q
6
(
Tr |Γ− Γ′|)1/q′ (Tr[N qk(Γ + Γ′)])1/q .

We may now provide the
Proof of Lemma 10.2. For convenience, denote
Γ˜λ = U∗ (Γλ,P ⊗ Γλ,Q)U . (10.15)
Under the condition (10.13) we can choose q′ > 1 such that −η/(2q′) + k(p− 1) < 0. Then
from (10.14), (10.2) and (6.30) it follows that
T−k Tr
∣∣∣Γ(k)λ − Γ˜(k)λ ∣∣∣ 6 CkT−η/(2q′)+k(p−1) → 0. (10.16)
Next, from the action (5.19) of the partial isometry U on creation/annihilation operators
one can compute that
Γ˜
(k)
λ = P
⊗kΓ
(k)
λ P
⊗k +Q⊗kΓ
(k)
λ Q
⊗k +Cross (10.17)
where Cross is a sum of finite coefficients (depending only on k) times terms of the form
Crossl = A
⊗j1
1 Γ
(j1)
λ A
⊗j1
1 ⊗ . . . ⊗A⊗jll Γ(jl)λ A⊗jll (10.18)
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where
∑l
i=1 ji = k and Ai = P or Q, but not all Ai are simultaneously equal to P or Q.
The precise expression does not matter for us, but we have already used the expressions for
k = 1, 2, so let us write them explicitly once more:
Γ˜
(1)
λ = PΓ
(1)
λ P +QΓ
(1)
λ Q,
Γ˜
(2)
λ = P
⊗2Γ
(2)
λ P
⊗2 +Q⊗2Γ
(2)
λ Q
⊗2 + PΓ
(1)
λ P ⊗QΓ(1)λ Q+QΓ(1)λ Q⊗ PΓ(1)λ P. (10.19)
The rest of the proof is as follows. After dividing everything by T k, the main claim is
that the P -localized term (first term in (10.17)) converges to the desired limit strongly
in S1. Next, the Q-localized term (second term in (10.17)) is close in trace-class to the
corresponding free term, which converges to 0 strongly in Sp as per (6.12). Combining these
two facts, the cross-terms must also converge to 0 strongly in Sp, which will conclude the
proof of (3.5). We obtain (3.6) because for the first density matrix there are no cross-terms.
Analysis of P -localized terms. We use the quantitative quantum de Finetti theorem 5.8.
Recalling the lower symbol µP,λ of (Γλ)P , we have from (5.26)∫
PH
|u⊗k〉〈u⊗k| dµP,λ(u) = k!
T k
P⊗kΓ(k)P⊗k+
k!
T k
k−1∑
ℓ=0
(
k
ℓ
)
P⊗ℓΓ(ℓ)P⊗ℓ⊗s 1⊗k−ℓs PH. (10.20)
Using Lemma 6.9, (8.3), (10.13) and the choice of Λe in (8.28), we can estimate
Tr
∣∣∣∣k!T−kP⊗kΓ(k)λ P⊗k − ∫
PH
|u⊗k〉〈u⊗k| dµP,λ(u)
∣∣∣∣ 6 CkT k(p−1)−pΛpe → 0. (10.21)
Consequently ∫
PH
‖u‖2kdµP,λ(u) 6 CkT k(p−1). (10.22)
An estimate similar to (10.22) holds with dµP,λ(u) replaced by dµ˜(u) in (10.4) because∫
PH
|u⊗k〉〈u⊗k|dµ˜ 6 C
∫
PH
|u⊗k〉〈u⊗k|dµ0,K = Ck!(Ph−1)⊗k. (10.23)
Then using Ho¨lder’s inequality and (10.3), with 1/q + 1/q′ = 1 we have
Tr
∣∣∣∣∫
PH
|u⊗k〉〈u⊗k| (dµP,λ(u)− dµ˜(u))
∣∣∣∣ 6 ∫
PH
‖u‖2k|dµP,λ − dµ˜|(u)
6
(∫
PH
|dµP,λ − dµ˜| (u)
)1/q′ (∫
PH
‖u‖2qk |dµP,λ − dµ˜| (u)
)1/q
6 CkT
−η/(2q′)+k(p−1) → 0. (10.24)
Here again, thanks to (10.13) we can choose q′ > 1 such that −η/(2q′) + k(p− 1) < 0.
In summary, putting (10.21) and (10.24) together we get by the triangle inequality,
Tr
∣∣∣∣k!T−kP⊗kΓ(k)λ P⊗k − ∫
PH
|u⊗k〉〈u⊗k|dµ˜(u)
∣∣∣∣→ 0. (10.25)
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Analysis of Q-localized terms. Now we use (10.14) with (Γλ)Q and (Γ0)Q, then combine
with (10.1), (6.14) and (6.30). This gives
T−k Tr
∣∣∣Q⊗k (Γ(k)λ − Γ(k)0 )Q⊗k∣∣∣ = T−k Tr ∣∣∣(Γλ)(k)Q − (Γ0)(k)Q ∣∣∣ 6 CT−η/(2q′)+k(p−1) → 0.
(10.26)
On the other hand, it follows from (6.12) and (2.18) that
Q⊗k
Γ
(k)
0
T k
Q⊗k → 0
strongly in Sp(Hk). Combining with (10.26), we also have
Q⊗k
Γ
(k)
λ
T k
Q⊗k → 0 (10.27)
strongly in Sp(Hk).
Conclusion. We first prove (3.5). Use (10.16), then multiply (10.17) by k!T−k. The first
term has the desired limit, for (10.25) holds in the trace-class, a fortiori in Sp. The second
term goes to 0 as per (10.27). All cross terms must also vanish in the limit because they
are products of P -localized terms, which are bounded as per (10.25), and of at least one
Q-localized term, whose Sp norm vanishes. Thus (3.5) is proved.
To obtain (3.6), note that there are no cross-terms in this case. From (10.25) we have
that Since we already have proven that both terms converge separately, we certainly have
Tr
∣∣∣∣∣P Γ
(1)
λ − Γ(1)0
T
P −
∫
|u〉〈u| (dµ˜(u)− dµ˜0(u))
∣∣∣∣∣ −→T→∞ 0.
Combining with (10.4) and the definition (5.12) yields
P
Γ
(1)
λ − Γ(1)0
T
P −→
T→∞
γ(1)µ − γµ(1)0
strongly in trace-class norm. Now it follows from either (6.28) or (10.26) that
Q
Γ
(1)
λ − Γ(1)0
T
Q −→
T→∞
0
strongly in the trace-class. Combining with (10.16), (10.19) and (10.5) concludes the proof
of (3.6). This ends the proof of Lemma 10.2. 
Remark 10.4 (Relative higher density matrices).
It can be seen from the above proof that for every k > 2, the difference T−k(Γ
(k)
λ − Γ(k)0 ) is
not bounded in trace class. For example, when k = 2, using (10.19) we can write
T−2(Γ˜
(2)
λ − Γ(2)0 ) = T−2P⊗2(Γ(2)λ − Γ(2)0 )P⊗2 + T−2Q⊗2(Γ(2)λ − Γ(2)0 )Q⊗2
+ T−2PΓ
(1)
λ P ⊗Q(Γ(1)λ − Γ(1)0 )Q+ T−2Q(Γ(1)λ − Γ(1)0 )Q⊗ PΓ(1)λ P
+ T−2P (Γ
(1)
λ − Γ(1)0 )P ⊗QΓ(1)0 Q+ T−2QΓ(1)0 Q⊗ P (Γ(1)λ − Γ(1)0 )P.
From (10.25) and (10.26) it follows that the first four terms on the right side converge in
trace class, but the last two terms are unbounded in trace norm (because T−1P (Γ
(1)
λ −Γ(1)0 )P
converges strongly to a non-zero limit but T−1QΓ
(1)
0 Q is unbounded in trace norm). Thus
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T−2(Γ˜
(2)
λ −Γ(2)0 ) is unbounded in trace norm, and hence (10.16) implies that T−2(Γ(2)λ −Γ(2)0 )
is also unbounded in trace norm. ⋄
10.3. All density matrices in Hilbert-Schmidt norm. In this subsection we are not
assuming that k < η/(p − 1) as in (4.12), but instead we derive the Hilbert-Schmidt con-
vergence for all density matrices using condition (4.7). This is the only missing item in the
statement of Theorem 4.1, which we restate for convenience:
Lemma 10.5 (Hilbert-Schmidt convergence of all density matrices). Let h satisfy
(4.5)-(4.6)-(4.7) with p in (4.9) and let w satisfy (3.15). Then in the limit T →∞, λT → 1,
for all k > 1 we have
k!
T k
Γ
(k)
λ →
∫
|u⊗k〉〈u⊗k|dµ(u)
strongly in the Hilbert-Schmidt space S2.
We will follow a similar strategy as in the proof of Lemma 10.2, plus two additional
inputs. The first one is a uniform bound on all density matrices in the Hilbert-Schmidt
norm. This is the only place where we need the condition (4.7).
Lemma 10.6 (Hilbert-Schmidt estimates).
Let h satisfy (4.5),(4.7) with some p 6 2 and let w satisfy (3.15). Then for every k > 1,
we have ∥∥∥T−kΓ(k)λ ∥∥∥
S2
6 Ck.
Proof. From the positivity e−th(x, y) > 0 and λWren > 0, a standard argument using the
Trotter product formula (see e.g. [107, Theorem VIII.30] or [122, Theorem 1.1]) and the
relative bound on partition functions in Lemma 6.7, we obtain the kernel estimate
0 6 Γ
(k)
λ (Xk;Yk) 6 CkΓ
(k)
0 (Xk;Yk).
See e.g. [85, Lemma 4.3] for a detailed explanation. Consequently, for every k > 1 we have
the Hilbert-Schmidt estimate∥∥∥T−kΓ(k)λ ∥∥∥
S2
6 Ck
∥∥∥T−kΓ(k)0 ∥∥∥
S2
= Ck
∥∥∥∥ 1T k(eh/T − 1)
∥∥∥∥
S2
6 Ck‖h−1‖kS2 .
Note that the bound is uniform in T and depends on h only via ‖h−1‖S2 . 
Next, we have an adaption of Lemma 10.3 to the Hilbert-Schmidt norm.
Lemma 10.7 (From states to density matrices, Hibert-Schmidt estimate).
Let Γ,Γ′ be two states on Fock space that commute with the number operator N . Then for
all k > 1, we have the Hilbert-Schmidt norm estimate on the associated density matrices
‖Γ(k) − Γ′(k)‖2S2 6 Ck
(
Tr |Γ− Γ′|
)( 2k∑
ℓ=k
(
‖Γ(ℓ)‖S2 + ‖Γ′(ℓ)‖S2
))
. (10.28)
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Proof. Let Ak be a non-negative Hilbert-Schmidt operator on H
⊗sk and Ak the associated
second-quantized operator on the Fock space from Definition 2.1. Using (2.6) we have∣∣∣Tr [Ak(Γ(k) − Γ′(k))]∣∣∣2 = ∣∣∣Tr [Ak(Γ− Γ′)]∣∣∣2
6
(
Tr |Γ− Γ′|
)(
Tr
[
(Ak)
2|Γ− Γ′|
])
6
(
Tr |Γ− Γ′|
)(
Tr
[
(Ak)
2(Γ + Γ′)
])
. (10.29)
On the n-particle sector, we can compute explicitly ∑
16i1<...<ik6n
(Ak)i1,...,ik
2 = ∑
16i1<...<ik6n
16j1<...<jk6n
(Ak)i1,...,ik(Ak)j1,...,jk
=
min{2k,n}∑
ℓ=k
∑
16i1<...<iℓ6n
(Bℓ)i1,i2,...,iℓ
where Bℓ is an operator on H
⊗sℓ defined by
(Bℓ)1,2,...,ℓ :=
∑
16i1<...<ik6ℓ
16j1<...<jk6ℓ
{i1,...,ik}∪{j1,...,jk}={1,...,ℓ}
(Ak)i1,...,ik(Ak)j1,...,jk. (10.30)
Therefore we have
A
2
k =
2k∑
ℓ=k
Bℓ
where Bℓ is the second quantization of Bℓ, as in Definition 2.1 again.
On the other hand, since Ak is a Hilbert-Schmidt operator on H
⊗sk, we can prove that
Bℓ is a Hilbert-Schmidt operator on H
⊗sℓ and
‖Bℓ‖S2 6 Ck‖Ak‖2S2 . (10.31)
To prove (10.31), let us come back to the definition (10.30). Consider a general ℓ-particle
operator of the form
A = (Ak)X,Y (Ak)X,Z
with (X,Y ), (X,Z) are k-particle variables. If the kernel of (Ak) is (Ak)(X,Y ;X
′, Y ′), then
the kernel of A is
A(X,Y,Z;X ′, Y ′, Z ′) =
∫
dX ′′(Ak)(X,Y ;X
′′, Y ′)(Ak)(X
′′, Z;X ′, Z ′).
By the Cauchy-Schwarz inequality we have
|A(X,Y,Z;X ′, Y ′, Z ′)|2 6
(∫
dX ′′|(Ak)(X,Y ;X ′′, Y ′)|2
)(∫
dX ′′|(Ak)(X ′′, Z;X ′, Z ′)|2
)
.
74 M. LEWIN, P.T. NAM, AND N. ROUGERIE
Therefore,
‖A‖2S2 =
∫
dXdY dZdX ′dY ′dZ ′|A(X,Y,Z;X ′, Y ′, Z ′)|2
6
∫
dXdY dZdX ′dY ′dZ ′
(∫
dX ′′|(Ak)(X,Y ;X ′′, Y ′)|2
)
×(∫
dX ′′|(Ak)(X ′′, Z;X ′, Z ′)|2
)
=
(∫
dXdY dX ′dY ′|(Ak)(X,Y ;X ′, Y ′)|2
)2
= ‖Ak‖4S2 .
We thus obtain (10.31) immediately from the definition (10.30).
Using (10.31), we can estimate
Tr
[
A
2
kΓ
]
=
2k∑
ℓ=k
[
BℓΓ
]
=
2k∑
ℓ=k
Tr
[
BℓΓ
(ℓ)
]
6
2k∑
ℓ=k
‖Bℓ‖S2‖Γ(ℓ)‖S2 6 Ck‖Ak‖2S2
2k∑
ℓ=k
‖Γ(ℓ)‖S2 . (10.32)
Inserting (10.32) and a similar estimate for Γ′ in (10.29) we arrive at
∣∣∣Tr [Ak(Γ(k) − Γ′(k))]∣∣∣2 6 Ck‖Ak‖2S2(Tr |Γ− Γ′|)
(
2k∑
ℓ=k
(
‖Γ(ℓ)‖S2 + ‖Γ′(ℓ)‖S2
))
. (10.33)
This being true for all k-body Hilbert-Schmidt operator Ak leads to the desired bound
(10.28) by duality. 
Now we are ready to conclude
Proof of Lemma 10.5. As in the proof of Lemma 10.2, we can reduce the consideration to
the diagonal terms P⊗kΓλP
⊗k and Q⊗kΓλQ
⊗k.
Analysis of P -localized terms. From the lower symbol expression (10.20), taking the
Hilbert-Schmidt norm both sides, using the uniform bound in Lemma 10.6 and the fact
that dim(PH) 6 CΛpe ≪ T , we find that for every k > 1,∥∥∥∥ k!T kP⊗kΓ(k)P⊗k −
∫
PH
|u⊗k〉〈u⊗k| dµP,λ(u)
∥∥∥∥
S2
→ 0. (10.34)
Consequently, ∥∥∥∥∫
PH
|u⊗k〉〈u⊗k| dµP,λ(u)
∥∥∥∥
S2
6 Ck. (10.35)
A similar estimate with µP,λ replaced by µ˜ in (10.4) holds thanks to (10.23).
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Next, for every Hilbert-Schmidt operator X > 0 on H⊗sk, we can estimate∣∣∣∣Tr [X (∫
PH
|u⊗k〉〈u⊗k|(dµP,λ − dµ˜)(u)
)]∣∣∣∣2
=
∣∣∣∣∫
PH
〈u⊗k,Xu⊗k〉(dµP,λ − dµ˜)(u)
∣∣∣∣2
6
(∫
PH
|〈u⊗k,Xu⊗k〉|2|dµP,λ − dµ˜|(u)
)(∫
PH
|dµP,λ − dµ˜|(u)
)
6
(∫
PH
〈u⊗2k,X ⊗Xu⊗2k〉(dµP,λ + dµ˜)(u)
)
|µP,λ − µ˜|(PH)
= Tr
[
X ⊗X
(∫
PH
|u⊗2k〉〈u⊗2k|(dµP,λ + dµ˜)(u)
)]
|µP,λ − µ˜|(PH)
6 ‖X ⊗X‖H2
∥∥∥∥∫
PH
|u⊗2k〉〈u⊗2k|(dµP,λ + dµ˜)(u)
∥∥∥∥
S2
|µP,λ − µ˜|(PH)
6 Ck‖X‖2S2T−η/2.
Here in the last inequality we have used (10.3) and (10.35). By duality we deduce∥∥∥∥∫
PH
|u⊗k〉〈u⊗k|(dµP,λ − dµ˜)(u)
∥∥∥∥
S2
6 CkT
−η/4 → 0. (10.36)
Thus, by the triangle inequality,∥∥∥∥k!T−kP⊗kΓ(k)λ P⊗k − ∫
PH
|u⊗k〉〈u⊗k|dµ˜(u)
∥∥∥∥
S2
6 CT−η/4 → 0. (10.37)
Therefore, for all k > 1,∥∥∥∥k!T−kP⊗kΓ(k)λ P⊗k − ∫ |u⊗k〉〈u⊗k| dµ(u)∥∥∥∥
S2
→ 0. (10.38)
Analysis of Q-localized terms. Using Lemma 10.7, Lemma 10.6 and (10.1) we can
estimate∥∥∥∥∥Q⊗kΓ
(k)
λ − Γ(k)0
T k
Q⊗k
∥∥∥∥∥
2
S2
=
∥∥∥∥∥∥(Γλ)
(k)
Q − (Γ0)(k)Q
T k
∥∥∥∥∥∥
2
S2
6 CkT
−2k
(
Tr |(Γλ)Q − (Γ0)Q|
) 2k∑
ℓ=k
(
‖(Γλ)(ℓ)Q ‖S2 + ‖(Γ0)(ℓ)‖S2
)
6 CkT
−η/2 → 0 (10.39)
for all k > 1. From (10.38) and (10.39) we can go back to (10.17), control all the cross
terms, and conclude that∥∥∥∥k!T−kΓ(k)λ − ∫ |u⊗k〉〈u⊗k| dµ(u)∥∥∥∥
S2
→ 0
for all k > 1. This ends the proof of Lemma 10.5, as well as that of Theorem 4.1. 
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11. Conclusion of the proofs
We now explain how to deduce the main Theorems 3.1 and 3.6 from Theorem 4.1.
Proof of Theorem 3.1. In the homogeneous case we have Tr[h−p] <∞ for every p > 1, and
hence Theorem 3.1 is a particular instance of Theorem 4.1. The only small difference is that
now we can work under the weaker decay assumption (3.3) on ŵ(k) (with α > 0 arbitrarily
small).
To be precise, the only place where the decay of ŵ(k) plays a role is Step 1 of the proof
of Lemma 8.2. Under the weaker assumption (3.3), the error terms L4−1/2T 2p−3 in (8.7)
and T 2p−2L−1/2 in (8.7) will be replaced by L4−αT 2p−3 and T 2p−2L−α, respectively. Then
optimizing over L > 0 gives the error T 2p−2−α/4 (instead of T (16p−17)/8 in (8.10)). This
error can still be made small if α > 0, for in the homogeneous case we are at liberty to
insert any p > 1 in the estimate. This is the only difference between the proofs of Theorem
4.1 and Theorem 3.1. 
For Theorem 3.6 we shall need the following refinement of Lemma 3.5:
Theorem 11.1 (Limit renormalized potential II [47, Section 5]).
In dimension d 6 3, let 0 6 V ∈ L∞loc(Rd) satisfy
lim
|x|→∞
V (x) = +∞,
V (x+ y) 6 C(V (x) + 1)(V (y) + 1),
|∇V (x)| 6 CV (x) + 1,∫∫
Rd×Rd
dx dk
(|k|2 + V (x) + 1)p <∞
(11.1)
for some 1 < p 6 2. Let w ∈ L1(Rd) ∩ L∞(Rd) be a real-valued, even function satisfying∫
Rd
|w(x)||V (x)|2dx <∞. (11.2)
Take a constant κ > 0 and set
̺κ0 :=
1
(2π)d
∫
k∈Rd
1
e
|k|2+κ
T − 1
dk, ν := λŵ(0)̺κ0 − κ. (11.3)
Then, if κ is large enough (independently of T = 1/λ > 1), we have the following statements.
(1) The unique solution VT obtained in Lemma 3.4 satisfies
V
2
6 VT − κ 6 3V
2
. (11.4)
(2) There exists some V∞ satisfying
V
2
6 V∞ − κ 6 3V
2
such that
lim
T→∞
∣∣∣∣∣∣∣∣VT − V∞V
∣∣∣∣∣∣∣∣
L∞(Rd)
= 0
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and
lim
T→∞
Tr
∣∣∣(−∆+ VT )−1 − (−∆+ V∞)−1∣∣∣p = 0. (11.5)
(3) The limiting potential V∞ solves the nonlinear equation
V∞ = V + w ∗ ρ∞ + κ,
ρ∞(x) =
(
1
−∆+ V∞ −
1
−∆+ κ
)
(x;x).
(11.6)
We give some indications on the proof of the above, due to [47], in Appendix A.2.
Proof of Theorems 3.6. Theorem 3.6 essentially follows from Theorem 4.1 with
h = −∆+ VT
where VT is defined by (3.21). To be precise, the Gibbs state
Γ˜λ =
1
Z˜λ
e−H˜λ/T (11.7)
with
H˜λ = dΓ(h) +
λ
2
∫
R2
ŵ(k)
∣∣∣∣dΓ(eik·x)− 〈dΓ(eik·x)〉Γ˜0
∣∣∣∣2 dk, Γ˜0 = 1Z˜0 e−dΓ(h)/T .
can be treated by following exactly the proof of Theorem 4.1 (all estimates depend on h
only via Tr[h−p], which is bounded uniformly thanks to the convergence (11.5)) and we have
F˜λ − F˜0
T
= − log Z˜λ
Z˜0
= − log zT + o(1) = − log
(∫
e−DT [u]dµ0,T (u)
)
+ o(1), (11.8)
Tr
∣∣∣∣ k!T k Γ˜(k)λ −
∫
|u⊗k〉〈u⊗k|dµT (u)
∣∣∣∣2 → 0, ∀k > 1, (11.9)
Tr
∣∣∣∣ 1T (Γ˜(1)λ − Γ˜(1)0 )−
∫
|u〉〈u| (dµT (u)− dµ0,T (u))
∣∣∣∣→ 0. (11.10)
Here µ0,T is the free Gibbs measure constructed from h = −∆ + VT , DT , µT , zT the cor-
responding renormalized energy, interacting Gibbs measure and partition function, respec-
tively. We emphasize in the notation that these objects still depend on T .
However, the analysis in [47, Section 3] shows that
− log zT −→
T→∞
− log z∞
and ∫
|u⊗k〉〈u⊗k|dµT (u) −→
T→∞
∫
|u⊗k〉〈u⊗k|dµ∞(u) strongly in S2 (11.11)
with z∞ and µ∞ the partition function and interacting Gibbs measure associated with
h = −∆ + V∞. Indeed, both the partition function and correlation functions (= kernels
of reduced density matrices) based on −∆ + VT can be computed from a perturbative
expansion whose coefficients clearly converge to those of the corresponding expansion based
on −∆+V∞, using (11.5). A similar argument is used at the end of [47, Proof of Lemma 3.1].
On the other hand, the remainder terms of both expansions are controlled using only the
Hilbert-Schmidt norms of (−∆ + VT )−1 and (−∆ + V∞)−1 as in [47, Lemma 3.3]. The
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desired convergences then follow from Borel summation as described in [47, Appendix A].
Thus Items (1) and (2) of Theorem 3.6 are proven. To obtain (3.36) one only needs to
upgrade the convergence (11.11) to the optimal Sp, which follows from the same arguments
giving (11.5) for the optimal p, cf Appendix A.2. To obtain strong trace-class convergence
of the relative one-particle density matrix, observe first from (5.13) that∫
|u〉〈u| (dµT (u)− dµ0,T + dµ0,∞ − dµ∞) (11.12)
is uniformly bounded in trace-class. Hence we can assume that it converges weakly-∗ in
S1 to 0. Then, testing against a bounded operator A yields a quantity converging to 0
uniformly in the operator norm of A, by the techniques in [47] again. We deduce that the
trace-norm of (11.12) converges to 0, which shows that it must converge to 0 strongly in
trace-norm.
At this stage we know we can replace zT , µT by z∞, µ∞ in (11.10). There remains to
transfer the above convergences from (11.7) to the original Gibbs state
Γλ =
1
Zλ e
−Hλ/T
with
Hλ = H˜λ − λw(0)
2
N .
We denote ε = λw(0)/2 and drop the ∞ subscripts (as in the statement of the theorem).
We rely on the variational principle (2.14), in particular
− log Zλ
Z˜λ
=
Fλ − F˜λ
T
= H(Γλ, Γ˜λ)− ε
T
Tr (NΓλ) .
First, we have that CZλ > Z0 = Tr e−dΓ(h−ε). Indeed, using Hλ 6 H˜λ and (11.8) we have
Zλ > Z˜λ > C−1Z˜0.
Moreover, using (6.1) and h− ε > h/2 (as ε = O(T−1)) we get
− log Z˜0Z0 = Tr log
(
1− e−h/T
1− e−(h−ε)/T
)
= Tr log
(
1 +
1− e−ε/T
e(h−ε)/T − 1
)
6 Tr
(
1− e−ε/T
e(h−ε)/T − 1
)
6 CT p
ε
T
= O(T p−2),
and hence Z˜0 > C−1Z0. Then we can proceed as in Lemma 6.9 to get
Tr
(
N kΓλ
)
6 CkT
pk.
Consequently,
0 >
Fλ − F˜λ
T
= H(Γλ, Γ˜λ)− ε
T
Tr[NΓλ] > H(Γλ, Γ˜λ)− CT p−2 > −CT p−2. (11.13)
The desired free-energy convergence (3.31) follows from (11.8) and (11.13). Moreover, from
(11.13) and Pinsker’s inequality (6.2) we find that
Tr
∣∣∣Γλ − Γ˜λ∣∣∣ 6 CT p−22 .
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The latter bound implies that, in trace norm,
T−k Tr
∣∣∣Γ(k)λ − Γ˜(k)λ ∣∣∣→ 0
for k small (by Lemma 10.3), and, in Hilbert-Schmidt norm
T−k Tr
∣∣∣Γ(k)λ − Γ˜(k)λ ∣∣∣2 → 0
for all k (by Lemmas 10.6 and 10.7). The desired convergences (3.32) and (3.33) then follow
from (11.9) and (11.10), respectively. 
Appendix A. The counter-term problem
Here we prove Lemma 3.4 and make some comments on Theorem 11.1.
A.1. Proof of Lemma 3.4. Our proof works in any dimension d > 1 and indeed requires
very general assumptions on V and w, namely
0 6 V ∈ L1loc(Rd), e−V/T ∈ L1(Rd), w ∈ L1(Rd), 0 6 ŵ ∈ L1(Rd).
Then the first eigenvalue of the Friedrichs realization of h = −∆ + V is positive. In
addition, we have
Tr[e−h/T ] 6 (2π)−d
∫
Rd
e−p
2/T dp
∫
Rd
e−V (x)/T dx <∞,
by the Golden-Thompson inequality, see [120, Section 8.1]. The same properties hold if we
shift V by ν ∈ R and only keep the positive part. Then we obtain
Tr ((−∆+ (V − ν)+) γ)− T Tr ((1 + γ) log(1 + γ)− γ log γ)
>
1
2
Tr (−∆γ) + T Tr
(
log
(
1− e−
−∆/2+(V−ν)+
T
))
(A.1)
for all γ > 0. The last expression is the minimum free energy associated with −∆/2+ (V −
ν)+.
In order to prove that the reduced-Hartree functional F rH is bounded from below, it
therefore remains to show that
−
∫
Rd
ρ(x)(V − ν)−(x) dx + λ
2
∫
Rd
∫
Rd
w(x− y)ρ(x)ρ(y) dx dy
is bounded from below, uniformly in ρ > 0, under the assumption that ŵ > 0 and w 6≡ 0 (if
w ≡ 0 then the Lemma holds true trivially). Since w ∈ L1(Rd), we can find a k0 ∈ Rd and
a small radius r > 0 such that the continuous non-negative function ŵ is at least equal to
ŵ(k0)/2 on B(k0, r). We then choose ϕ in the Schwartz class such that ϕ > 0 and ϕ̂ > 0
with supp(ϕ̂) ⊂ B(k0, r). Since V > 0 and V → +∞ at infinity, the function (V − ν)− has
compact support and is bounded by ν+. Therefore, we have
(V − ν)− 6 Cϕ
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for C =
∣∣∣∣ϕ−1(V − ν)−∣∣∣∣L∞(Rd) <∞. After completing the square and using ŵ > 0, we then
deduce
−
∫
Rd
(V − ν)−ρ+ λ
2
∫
Rd
∫
Rd
w(x− y)ρ(x)ρ(y) dx dy
> −C
∫
Rd
ϕρ+
λ
2
∫
Rd
∫
Rd
w(x−y)ρ(x)ρ(y) dx dy > −C
2
2λ
∫
Rd
|ϕ̂(k)|2
ŵ(k)
dk > −C
2‖ϕ̂‖2L2
λŵ(k0)
.
Combining with (A.1) we find as stated that
inf
γ=γ∗>0
F rH[γ] > −∞,
for all ν ∈ R.
Let us now prove the existence of a minimizer. Writing
F rHν [γ] = F rHν+1[γ] + Tr γ > inf
γ′
F rHν+1[γ′] + Tr(γ),
where we have displayed the parameter ν for convenience, we obtain that minimizing se-
quences {γn} for F rHν are necessarily bounded in the trace-class. In particular, ‖γn‖ is also
bounded. In addition, the inequality (A.1) implies that Tr(−∆)γn is bounded. From the
Hoffmann-Ostenhof inequality [66]
Tr(−∆)γ >
∫
Rd
∣∣∣∣∇√ργ(x)∣∣∣∣2 dx
and the Sobolev inequality, we deduce that ργn is bounded in L
p∗/2(Rd) where p∗ = +∞ in
dimension d = 1, p∗ <∞ arbitrarily in dimension d = 2 and p∗ = 2d/(d− 2) in dimensions
d > 3. Hence, up to extraction of a subsequence, we have γn ⇀ γ weakly-∗ in S1 and ργn ⇀
ργ weakly in L
1(Rd)∩Lp∗/2(Rd). Using Fatou’s lemma and the concavity (hence weak upper
semi-continuity) of the entropy, we obtain that γ is a minimizer for F rHν . The nonlinear
equation (3.28) follows from classical arguments. Then VT must solve (3.21) because γ
rH is
the one-body density matrix of the quasi-free state associated with dΓ(−∆+ VT ). 
A.2. Comments on Theorem 11.1. Let us briefly discuss Theorem 11.1. In [47, Sec-
tion 5], the existence of the solution VT to (3.21) was established by means of a fixed-point
argument (which requires that d 6 3 and that κ is sufficiently large). The fixed point is
performed in the (complete) metric space
B(V ) =
{
f ∈ L∞loc(Rd) : ‖f‖B(V ) =
∥∥∥∥ fV − 1
∥∥∥∥
L∞
< 1/2
}
for the unknown u = VT − κ and provides the Hilbert-Schmidt convergence
Tr
∣∣∣(−∆+ VT )−1 − (−∆+ V∞)−1∣∣∣2 → 0.
Our notation here is slightly different from [47] as we shift potentials by a constant. More-
over, since VT − κ ∈ B(V ) we have
V
2
6 VT − κ 6 3V
2
.
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Then by the Lieb-Thirring inequality in [42, Theorem 1] and the last assumption in (11.1),
we get
Tr(−∆+ VT )−p 6 Cp
uniformly in T . The convergence (11.5) follows in Sq for all p < q 6 2 by interpolation.
From the inequality VT > V/2 + κ we have pointwise bounds on the operator kernels
(−∆+ VT )−p(x;x) 6 (−∆+ V/2 + κ)−p(x;x)
by using the Trotter product formula as in Lemma 10.6, since
h−p = Γ(p)−1
∫ ∞
0
e−thtp−1 dt.
Using the Feynman-Kac formula, we also find that (−∆ + VT )−p(x;x) → (−∆ + V∞)−p
almost everywhere. In addition, Tr(−∆ + V/2 + κ)−p < ∞ since V/2 satisfies the last
condition in (11.1) as well. Hence we can conclude from the dominated convergence theorem
that
lim
T→∞
Tr(−∆+ VT )−p = lim
T→∞
∫
Rd
(−∆+ VT )−p(x;x) dx
=
∫
Rd
(−∆+ V∞)−p(x;x) dx = Tr(−∆+ V∞)−p.
The convergence in Sp follows from Gru¨mm’s theorem [120, Chap. 2].
There remains to discuss the nonlinear equation (3.30) for V∞, which we can rewrite in
the form
V∞ = w ∗
(
V + κ+ ρ
[(−∆+ V∞)−1 − (−∆+ κ)−1]) . (A.2)
Here we just need to pass to the limit in the similar equation at T > 0
VT = w ∗
V + κ+ ρ
 1
T
(
e−
−∆+VT
T − 1
) − 1
T
(
e−
−∆+κ
T − 1
)
 .
Since we know that VT /V → V∞/V in L∞, we have VT → V∞ in L∞loc and it suffices to
prove the convergence of the density on the right side, which we denote for simplicity
ρVTT (x) :=
 1
T
(
e−
−∆+VT
T − 1
) − 1
T
(
e−
−∆+κ
T − 1
)
 (x;x).
In [47, Eq. (5.21)] it is shown that
|ρVTT (x)| 6 Cκd/2−2
∣∣∣∣∣∣∣∣VT − κV
∣∣∣∣∣∣∣∣
L∞
V (x). (A.3)
Hence from the dominated convergence theorem and the assumptions on w, it suffices to
prove that
ρVTT (x)→
((−∆+ V∞)−1 − (−∆+ κ)−1) (x;x)
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almost everywhere. Applying again [47, Eq. (5.21)] we find that∣∣∣∣∣∣
 1
T
(
e−
−∆+VT
T − 1
) − 1
T
(
e−
−∆+V∞
T − 1
)
 (x;x)
∣∣∣∣∣∣ 6 Cκd/2−2
∣∣∣∣∣∣∣∣VT − V∞V
∣∣∣∣∣∣∣∣
L∞
V (x)
which tends to 0 in L∞loc since (VT−V∞)/V → 0. Hence we can replace VT by V∞ throughout.
Next we write, following [47, Eq. (5.16)],
ρV∞T (x) = −
∫ 1
0
ds
∫
Rd
dz
es(−∆+V∞)/T
T
(
e(−∆+V∞)/T − 1)(x; z)V∞(z) e(1−s)(−∆+κ)/TT (e(−∆+κ)/T − 1)(z;x).
Using that V∞ > κ, we have the pointwise bound on the operator kernels
0 6
es(−∆+V∞)/T
T
(
e(−∆+V∞)/T − 1)(x; z) 6 es(−∆+κ)/TT (e(−∆+κ)/T − 1)(x; z)
by the same argument as in Lemma 10.5 and in [47, Eq. (5.17)]. Using [47, Lemma 5.4] we
see that we get a convergent domination. So by the dominated convergence theorem, the
strong local convergence of ρV∞T follows from that of the kernels
es(−∆+V∞)/T
T
(
e(−∆+V∞)/T − 1)(x; z)→ 1−∆+ V∞ (x; z),
es(−∆+κ)/T
T
(
e(−∆+κ)/T − 1)(x; z)→ 1−∆+ κ (x; z).
In fact this convergence is strong in L2(Rd×Rd) since the corresponding operators converge
in the Hilbert-Schmidt norm, by [47, Lemma C.1]. Passing to the limit, this proves the
strong local convergence
ρV∞T (x) −→T→∞ −
∫ 1
0
ds
∫
Rd
dz
1
−∆+ V∞ (x; z)V∞(z)
1
−∆+ κ(z;x)
=
((−∆+ V∞)−1 − (−∆+ κ)−1) (x;x),
where in the last equality we have used the resolvent formula. The uniform bound (A.3)
then allows to pass to the limit in the equation for VT and obtain (A.2). 
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