Abstract: This study explored the potential for bias correction of global precipitation datasets (GPD) to support streamflow simulation for water resource management in data limited regions. Two catchments, 580 km 2 and 2530 km 2 , in the Kilombero Valley of central Tanzania were considered as case studies to explore three GPD bias correction methods: quantile mapping (QM), daily percentages (DP) and a model based (ModB) bias correction. The GPDs considered included two satellite rainfall products, three reanalysis products and three interpolated observed data products. The rainfall-runoff model HBV was used to simulate streamflow in the two catchments using (1) observed rain gauge data; (2) the original GPDs and (3) the bias-corrected GPDs as input. Results showed that applying QM to bias correction based on limited observed data tends to aggravate streamflow simulations relative to not bias correcting GPDs. This is likely due to a potential lack of representativeness of a single rain gauge observation at the scale of a hydrological catchment for these catchments. The results also indicate that there may be potential benefits in combining streamflow and rain gauge data to bias correct GPDs during the model calibration process within a hydrological modeling framework.
Introduction
Accessible and reliable precipitation observations are limited in large parts of the world. While central for hydroclimatological studies and development of water management schemes, precipitation observations are often based on discontinuous measurement records and have tendencies to contain discrepancies [1] . This deficiency in spatial and temporal coverage has motivated several attempts to create global precipitation datasets (GPDs) which could potentially be not only more temporally and spatially complete but also render more accurate precipitation estimates relative to the sparse data available via direct observations. If such improvements can be realized within GPDs, then these products would be very useful in data limited regions, especially those where the timing and amount of rainfall directly relate to economic and environmental sustainability [2, 3] .
For example, several studies have previously evaluated the quality of various GPDs in Eastern Africa both based on comparisons to precipitation estimates [4] [5] [6] and on their ability to produce accurate predictions from hydrological modelling [7] [8] [9] . With regards to the latter case, GPDs have been successfully implemented in hydrological modelling over a range of climatic zones, spatial scales Figure 1 . Topography and location of KV (KV) drainage basin in Tanzania. The location of Mpanga Catchment (MC) and Kiburubutu Catchment (KC) (solid black lines) are shown together with the river network, the wetland (cross hatch with dotted outline), streamflow gauges (white circle) and rain gauges used for bias correction (white squares). Topography is based on Shuttle Radar Topography Mission (SRTM) data [35] .
Site Description
The KV river basin is located in central Tanzania ( Figure 1 ). It is part of the East African Rift Valley and has a size of approximately 35,000 km 2 . The climate in KV is sub-tropical with daily temperature averages around 22.5 °C and distinct rainy and dry seasons. The rainy season is in turn typically divided into the short rains (November-January) and the long rains (March-May). February often constitutes a transition month between the long and the short rains which may, depending on the year, cause a more or less prominent bimodal distribution of the precipitation [23] . The main driver of the regional precipitation pattern is the migration of the Intertropical Convergence Zone (ITCZ) as it migrates first southward during the short rains and then northward during the long rains [36] . Other large large-scale climate phenomena also (to a lesser extent) influence the annual precipitation variability including the El Niño-Southern Oscillation (ENSO) [37, 38] ), and the Indian Ocean zonal mode (IOZM) [39, 40] . (MC) and Kiburubutu Catchment (KC) (solid black lines) are shown together with the river network, the wetland (cross hatch with dotted outline), streamflow gauges (white circle) and rain gauges used for bias correction (white squares). Topography is based on Shuttle Radar Topography Mission (SRTM) data [35] .
The KV river basin is located in central Tanzania ( Figure 1 ). It is part of the East African Rift Valley and has a size of approximately 35,000 km 2 . The climate in KV is sub-tropical with daily temperature averages around 22.5 • C and distinct rainy and dry seasons. The rainy season is in turn typically divided into the short rains (November-January) and the long rains (March-May). February often constitutes a transition month between the long and the short rains which may, depending on the year, cause a more or less prominent bimodal distribution of the precipitation [23] . The main driver of the regional precipitation pattern is the migration of the Intertropical Convergence Zone (ITCZ) as it migrates first southward during the short rains and then northward during the long rains [36] .
Other large large-scale climate phenomena also (to a lesser extent) influence the annual precipitation variability including the El Niño-Southern Oscillation (ENSO) [37, 38] ), and the Indian Ocean zonal mode (IOZM) [39, 40] .
In this current study, we focus on two hydrological catchments in the KV basin (Figure 1 ), the Mpanga Catchment (MC) and the Kiburubutu Catchment (KC), due to their availability of streamflow data during the satellite era (post 1979) . MC is situated in the northern part of KV with its headwaters in the Udzungwa Mountains ( Figure 1 ). The main river for the MC is Mpanga River that joins Kilombero River upstream of the main valley wetland. For MC, discharge data were available from the streamflow gauging station 1KB08 measuring Mpanga River at Mpanga Village. MC has an area of 2500 km 2 dominated by mountainous areas and footslopes. Elevation in MC ranges between 300 m and 2080 m a.s.l. The land coverage consists of 70% natural vegetation in the form of forest, scrublands and herbaceous vegetation. The remaining 30% is used for rain-fed agriculture producing mainly corn and rice [31] . The long-term average annual precipitation is approximately 1200 mm [23] .
KC is situated in the northeastern part of KV ( Figure 1 ) and defined by the streamflow gauging station 1KB14, measuring Lumemo River at Kiburubutu, as a catchment outlet. KC has an area of 580 km 2 with its outlet located on the footslopes of Udzungwa Mountains. The catchment area is dominated by mountainous areas forming a single valley in the Udzungwa Mountains (though sections of the lower elevation areas are seasonally flooded). The elevation in KC ranges between 300 m and 2500 m a.s.l. and is almost exclusively covered with natural vegetation with a land coverage predominantly consisting of natural forest that are part of a forest reserve [33] . The long-term average annual precipitation is approximately 1400 mm and all precipitation falls as rainfall [23] .
Datasets
A number of datasets with different temporal resolutions and spatial scales are available covering the KV drainage basin region of Tanzania. Large-scale precipitation estimates are available from products based on satellite, reanalysis and interpolated gauge data. In addition, records of rain gauge and streamflow observations are available from the Rufiji Basin Water Office (RWBO). Observed streamflow data were available at the outlet of the two catchments (namely, MC and KC in Figure 1 ) and observed precipitation data were available from rain gauges in the vicinity of the two catchments (namely, Kihansi Rain gauge and Ifakara Rain gauge in Figure 1 ). The combination of a marked decline in all observational data after 1990, the existence of long gaps in observed time series of both rainfall and streamflow, and the temporal coverage of the GPDs considered (Table 1) limits the length of the overlapping period. Given the data considered here (see following sections) and the goals of the study, we selected January 1999 through June 2005 as the study period for MC and January 2001 through June 2007 as the study period for KC. * n is the number of grid points that at least partially covered the catchment and thus were used for constructing precipitation time series. The first value is for MC, the second for KC. No pixel was completely within the catchment border for either catchment.
Global Precipitation Dataset Products

Satellite Products
Two satellite products were included in this study based on the findings from Koutsouris et al. [23] (Table 1 ). The first is the Tropical Rainfall Measuring Mission (TRMM) multi-satellite precipitation analysis research-grade product v7 [41] . For simplicity's sake it will here be referred to as TRMMv7 rather than 3B42v7, which is another commonly used moniker. The updated TRMMv7 product has been shown to significantly improve precipitation estimates compared to TRMMv6 [46] . One of the main differences between the two products is the inclusion of Global Precipitation Climate Center (GPCC, see following section) data in the bias correction as well as climatology and anomaly analysis [41] . It should be noted, though, that the two rain gauges used for bias correction within this study are not included in the datasets used for neither TRMM nor CMORPH precipitation estimates. Precipitation estimates for TRMMv7 are based on a combination of passive microwave (PMW) and infrared (IR) measurements. Since PMW estimates are not spatially complete, this allows IR measurements to fill in the gaps once calibrated using the overlapping PMW estimates [41] . Finally, the combined product is calibrated using a global network of ground based radar, rain gauge and disdrometer data [41] . The TRMMv7 precipitation estimates have a spatial coverage of ranging from 50 • N-50 • S with a 3 h temporal resolution.
Climate Prediction Center (CPC) morphing technique v1.0 CRT (CMORPH) [20, 47] constitutes the second satellite product used in this study. CMORPH also uses PMW data from multiple sources (out of which some are also used in TRMMv7) to estimate precipitation [20] . Different from TRMMv7, CMORPH lets the gaps in PMW precipitation estimates be filled by using IR measurements to construct motion vectors of precipitation systems thus determining their motion and "morphing" by computing the propagation of precipitation intensity and shape [20] . The updated CMORPH version used here, the CPC morphing method v1.0 CRT as opposed to v0.x CRT, then uses daily Global Precipitation Climatology Project (GPCP) gauge data to bias correct precipitation estimates.
Reanalysis Products
Precipitation estimates from reanalysis are produced by assimilating a range of observed data and satellite products into a global climate model. The assimilated data are then unified using the model in a forecasting mode aiming to achieve physical coherence between parameters. Reanalysis products thus differ in (1) the exact type of data that have been assimilated; (2) the unifying process and (3) the physics behind the global climate model considered [48] . Consistent with Koutsouris et al. [23] , we used reanalysis precipitation estimates from the Climate Forecasting System Reanalysis (CFSR) [22] , the European Center for Medium-Range Weather Forecasts Interim Reanalysis (ERA-i) [42] and the Modern Era Retrospective-Analysis for Research and Applications (MERRA) [43] within this current study (Table 1) .
The CFSR product uses a coupled atmosphere, ocean, land and sea ice forecast model [16] . The two datasets that are assimilated to produce precipitation data are the remotely sensed pentad CPC Merged Analysis of Precipitation (CMAP) and the CPC daily rain-gauge analysis [22] . These two datasets are combined using a latitude dependent function, favoring CMAP in tropical latitudes [49] . CFSR uses a 3D-variational data assimilation approach where observed values within a time range of the current time step are treated as if they are true for the current time step. From this, the CFSR uses a 6 h forecast window to generate precipitation fields.
The ERA-i product uses a global numerical weather prediction model which assimilates temperature, humidity and PMW measurements to estimate precipitation (or, in other words, rain-affected radiances are considered as opposed to derived rain rates) [42] . The subsequent precipitation estimates are thus heavily dependent on model representations of moisture fluxes. In ERA-i, the reanalysis of precipitation is constrained by observed temperature and humidity data, which can lead to potentially larger uncertainties in estimates for data limited areas [23] . Finally, the assimilation method differs from other reanalysis methods (such as those used in CFSR and MERRA) in that ERA-i uses a 4D-variational data assimilation approach [42] .
The MERRA reanalysis product uses a dynamical atmospheric model coupled to a catchment-based land surface model for generating precipitation estimates. MERRA assimilates a range of radiance measurements as well as precipitation estimates based on data from the TRMM Microwave Imager (TMI) and the Special Sensor Microwave Imager (SSM/I). Similarly to CFSR, MERRA uses a 3D-variational data assimilation approach [43] . The resulting reanalysis precipitation estimates are corrected using Global Precipitation Climatology Project (GPCP) pentad data. MERRA differs from the other reanalysis products considered in this study in that the land surface estimates (including precipitation) are based on the integration of output from the atmospheric model into the land surface model [43] .
Interpolated Products
Within the realm of GPDs, interpolated products are datasets constructed using spatial interpolation of observed data records. The three datasets considered in this current study are the Climate Research Unit Time Series 3.21 (CRU) [50] , the Global Precipitation and Climatology Center v6 dataset (GPCC) [44] and the University of Delaware Air Temperature and Precipitation v3.01 dataset (UDEL) (Available online: climate.geog.udel.edu/~climate/), all with a monthly temporal resolution. These interpolated datasets tend to suffer with regards to accuracy for regions with low density rain gauge networks and when used in large parts of Africa due to over extrapolation of precipitation amounts [23] . For example, with regards to the two catchments included in this study, the nearest rain gauge considered in these products is located 75-500 km away from KC and 100-450 km away from MC depending on month and product during the period 2001-2010.
The CRU dataset is one of the most commonly used interpolated precipitation datasets. The CRU precipitation product is mainly based on the Global Historical Climatology Network v2 (GHCN) with approximately 20,600 gauging stations worldwide [51] . It also includes several smaller sources for rain gauge observations such as, for example, CLIMAT (a program for internationally exchanged monthly data within the framework of World Meteorological Organization), with a total of approximately 5500 gauging stations worldwide. The CRU precipitation dataset is produced using the Climate Anomaly Method described in Peterson et al. [52] where climatology is gridded using triangulated linear interpolation. Precipitation anomalies are then interpolated using the same methodology but with a correlation decay distance allowed to influence of each station [50] .
The UDEL is mainly based on GHCN data but also includes a range of other sources such as the Legates and Willmott [53] archive. The total amount of rain gauges used in UDEL to construct the interpolated precipitation estimates also varies over time with a peak of 22,000 rain gauges. Climatologically Aided Interpolation [54] is used to estimate climatological precipitation fields. Anomaly values are then interpolated on a monthly basis to grid points using SPHEREMAP [55] , a spherical adaptation of Shepard's weighting scheme [56] , and combined with the climatology to render monthly precipitation estimates. SPHEREMAP is an inverse distance weighting scheme that takes into consideration (1) the distances to the stations that are near a given grid point; (2) the direction of the stations relative to the grid point and (3) the gradient of the data field [44] .
The GPCC utilizes the same gauging records as CRU plus data from the World Meteorological Organization (WMO), World WeatherWatch, Global Telecommunication System (GTS). GPCC also uses observational datasets reported by national weather organizations from 160 countries as well as records from the Food and Agriculture Organization of the UN (FAO). The total amount of gauging stations used in GPCC varies over time with a peak of 47,400 stations [44] . Similar to CRU, GPCC also uses precipitation gauge climatology and anomaly values during the interpolation scheme. GPCC interpolates to grid data using an adaptation of SPEHEREMAP [55] . For further details regarding the differences in the interpolation scheme between GPCC and UDEL (which originally implemented SPEHEREMAP) we refer to Becker et al. [44] .
Observed Precipitation and Streamflow Data
Observed daily rain gauge data for bias correction of the GPDs were obtained from the Rufiji Water Basin Office (RWBO). Specifically, two datasets were obtained for the rain gauges that are closest to both MC (namely, the Kihansi Rain gauge) and KC (namely, the Ifakara Rain gauge) (Figure 1 ). These gauges and the associated datasets were selected as they are the only gauges maintained by RWBO containing data that consistently overlaps the GPDs with regards to temporal coverage. The precipitation time series used for bias correction of the GPDs to the KC was complete during the defined study period. For the rain gauge closest to the MC, there was about 1% missing data during the defined study period, most of which occurred in May 2004. Missing data were filled using an average of five other regional rain gauges located 15-30 km north of the Mpanga gauge. The time series of these additional rain gauges were, however, too short to be used independently for bias correction.
Daily streamflow data for both catchments were also obtained from RWBO. The discharge time series for MC had 20% missing data over the period from January 1999 through June 2005. The missing data primarily occurred during the wet seasons and high flow conditions (e.g., 40% of the missing data were in March and April). The streamflow time series for KC had 15% of missing data over the period of January 2001 through June 2007. The missing data were more evenly spread throughout the year for KC, though there was still an emphasis on the rainy period with a large part of the missing data occurring between January and March (50% of missing data).
Methods
The performance of various bias correction methods was assessed by simulating streamflow using the HBV model as described below. Specifically, we explored different methods for bias correction of GPD products within KV. These were: (1) Quantile Mapping (QM), which was used for daily resolution GPD products only; (2) daily percentages (DP) which were used for monthly resolution GPD products only; and (3) a model based (ModB) bias correction using HBV-light, which was used for both daily and monthly resolution GPD products. Further, we also explored the impact of combining either the QM approach or DP approach with the ModB approach. As such, in the following we introduce the HBV model (Section 4.1), the calibration methodology and the objective function used for evaluating model performance (Section 4.2). The bias correction methods QM (Section 4.3.1), ModB (Section 4.3.2) and DP (Section 4.3.3) are then presented.
HBV-Light Model
In this study, the HBV (Hydrologiska Byråns Vattenbalansavdelning) model [57, 58] in the software implementation HBV-light [59] is used. With regard to the application in this study the choice of the particular HBV implementation does not significantly affect the simulation results. The simple model structure and parsimonious data requirements of the HBV model are advantageous for regions where observed data are limited (such as Kilombero Valley). Furthermore, Knoche et al. [60] showed that simple models such as the HBV model are preferred for hydrological evaluations of precipitation datasets since model sensitivity to parameter incommensurability and uncertainty tends to increase with model complexity. Below we provide a brief overview of HBV-light as it is considered in this study. For a more extensive description of the HBV model please see Lindström et al., Seibert and Seibert and Vis [57, 59, 61] .
The HBV model is a catchment-scale, semi-distributed rainfall-runoff model that simulates runoff using conceptual descriptions to represent hydrological processes ( Figure 2 ). It is a data parsimonious model with a small number of parameters only requiring precipitation and long-term monthly areal averages of precipitation and potential evapotranspiration as data input. The precipitation input consisted of both non-bias corrected and bias corrected GPD precipitation estimates. Temperature data are an additional requirement in catchments where precipitation occurs as snowfall to define rain-snow fractioning and to determine the timing of snowmelt. In this study, potential evapotranspiration (ET p ) was approximated using the Hargreaves-Samaani method [62] . This method was selected based on the low data requirement and since resulting estimates were potential evapotranspiration (ETp) was approximated using the Hargreaves-Samaani method [62] . This method was selected based on the low data requirement and since resulting estimates were [64, 65] . Following the notation in Maidment [66] , ETp was defined as:
where S0 is the regional water equivalent of energy received by extra-terrestrial (solar) radiation (mm/day), δ is the mean temperature difference between monthly maximum and minimum temperatures (°C), and T is the daily temperature. Three ETP estimates were computed using CFSR, ERA-i and MERRA temperature data, respectively, in Equation (1). These three separate ETP estimates were then used to create one ensemble mean value of ETP for the HBV model. The HBV model consists of (1) a soil moisture routine in which groundwater recharge and actual evapotranspiration are computed as functions of soil water storage; (2) a groundwater routine in which outflow is simulated based on input from the soil moisture routine and (3) a routing routine in which outflow is transformed to simulated streamflow based on a triangular weighting function ( Figure 2 ). The soil moisture routine is the main control for generating runoff amounts as it defines the partitioning of precipitation into groundwater recharge, soil moisture storage and actual evapotranspiration, whereas the parameterization of the groundwater routine controls the exact runoff timing. Recharge is controlled by the parameters representing maximum soil storage of the catchment (FC), current (simulated) soil moisture storage (Ssm), and an exponent determining the relative contributions of the precipitation to recharge and soil water storage (β). Actual evapotranspiration (ETa) is determined as a function of potential evapotranspiration (ETP) and the current soil moisture value using a soil moisture threshold below which evaporation is reduced (LP).
The groundwater routine represents runoff processes by two groundwater boxes and thus impacts timing and volume of simulated streamflow. Firstly there is a quick non-linear flow response from an upper box representing shallower and quickly responding groundwater with two linear outflows, of which the upper only is active if the water level exceeds a certain threshold value. Secondly, a lower groundwater box with one linear outflow is representing base flow. The two quickresponse flows, namely Q0 and Q1, are determined as a function of an upper runoff reservoir via the reservoir's storage threshold (ULZ), recession coefficients (K0 and K1, respectively). Recharge from [64, 65] . Following the notation in Maidment [66] , ET p was defined as:
where S 0 is the regional water equivalent of energy received by extra-terrestrial (solar) radiation (mm/day), δ T is the mean temperature difference between monthly maximum and minimum temperatures ( • C), and T is the daily temperature. Three ET P estimates were computed using CFSR, ERA-i and MERRA temperature data, respectively, in Equation (1). These three separate ET P estimates were then used to create one ensemble mean value of ET P for the HBV model. The HBV model consists of (1) a soil moisture routine in which groundwater recharge and actual evapotranspiration are computed as functions of soil water storage; (2) a groundwater routine in which outflow is simulated based on input from the soil moisture routine and (3) a routing routine in which outflow is transformed to simulated streamflow based on a triangular weighting function (Figure 2 ). The soil moisture routine is the main control for generating runoff amounts as it defines the partitioning of precipitation into groundwater recharge, soil moisture storage and actual evapotranspiration, whereas the parameterization of the groundwater routine controls the exact runoff timing. Recharge is controlled by the parameters representing maximum soil storage of the catchment (FC), current (simulated) soil moisture storage (S sm ), and an exponent determining the relative contributions of the precipitation to recharge and soil water storage (β). Actual evapotranspiration (ET a ) is determined as a function of potential evapotranspiration (ET P ) and the current soil moisture value using a soil moisture threshold below which evaporation is reduced (LP).
The groundwater routine represents runoff processes by two groundwater boxes and thus impacts timing and volume of simulated streamflow. Firstly there is a quick non-linear flow response from an upper box representing shallower and quickly responding groundwater with two linear outflows, of which the upper only is active if the water level exceeds a certain threshold value. Secondly, a lower groundwater box with one linear outflow is representing base flow. The two quick-response flows, namely Q 0 and Q 1 , are determined as a function of an upper runoff reservoir via the reservoir's storage threshold (ULZ), recession coefficients (K 0 and K 1 , respectively). Recharge from the upper groundwater reservoir to the deeper groundwater reservoir is determined by a percolation threshold parameter (PERC). Subsequent base flow (Q 2 ) from the deeper groundwater reservoir is determined as a function of a recession coefficient (K 2 ) and reservoir storage threshold (SLZ). Finally, the routing effects along the stream network is determined by a triangular weighting function (MAXBAS) [59] .
Calibration of HBV-Light and Evaluation of Utility of GPDs in Data Limited Regions
HBV-light was independently calibrated at a daily time step for each catchment, non-corrected GPD and bias correction technique (including the ModB technique that uses HBV in the bias correction-see following sections), respectively. As such, the resulting hydrographs represent the optimal model fit to each input precipitation dataset for each catchment. We did not, however, consider a split sample calibration and validation approach as was done in [34] and in common in rainfall-runoff modeling to assess the optimality or robustness of the modeling in this current study. While this is clearly a potential limitation to our methodology, the relatively short length of the data time series available combined with the large amount of data gaps potentially precludes the applicability of a split sample evaluation. A GPD evaluation using a split sample analysis with too short periods is likely influenced by chance as potential errors in precipitation or runoff amount during single events have a larger influence on the resulting parameter set, this parameter set may or may not result in a good fit during the evaluation period [67] . As such, we would argue that an evaluation based on calibrations using a longer time period may be more robust than an evaluation using two short periods for calibration and evaluation respectively. Further, given that data-limitations such as those faced in KV are somewhat prevalent in large areas of the world, we did not want to proliferate a false sense of confidence in our modeling performance to the community. As such, the calibration covered an 8 year period with an initial 1.5 year spin-up period. The streamflow data during the spin-up period were a duplicate of the first 1.5 years of available streamflow data. Previous studies of the effect of the calibration period on streamflow simulations using HBV have shown that longer calibration periods are preferred [68] . Considering the short time series of observed streamflow data and the data gaps in the observed streamflow available for this study area, split sample calibration and evaluation was omitted and streamflow simulation performances were based on calibration results only.
The 9 parameters of HBV-light (10 if including the parameter used for ModB bias correction-see following sections) were automatically parameterized using a Genetic Algorithm and Powel optimization (GAP) for automatic [59] . The parameter ranges available for the GAP optimization calibration (Table 2) were set to reflect the full range of plausible values [59, 61] . The GAP algorithm optimizes a model parameter set constrained by predefined minimum and maximum parameter values using an evolutionary mechanism. Then, as described in Seibert and Vis [59] , the approach further optimizes the parameter set using Powell's quadratically convergent method [69] . In this study, the GAP optimization was run independently 100 times to balance optimality of the final parameter set with computation time requirements. The streamflow simulation for the optimal calibrated parameter set was then evaluated against observed streamflow using an objective function (R eff,log ) defined as:
where Q sim is the simulated streamflow from the optimal calibration and Q obs observed streamflow from MC and KC, respectively. Equation (2) is a variant of Nash-Sutcliffe where observed and simulated streamflow values are exchanged for their natural logarithms. R eff,log favors good model performance during high flows but also increases the weight allotted to good performance of low flows relative to that assigned with a Nash-Sutcliffe objective function. The root mean square error (RMSE), coefficient of determination (R 2 ) and volume error (V e ) were also calculated for all simulations, where V e is defined as: These measurements of performance can, however, be considered sensitive to the ability to capture high flows. We, thus, find R eff,log as suitable as the main performance measurement considering the aim of this study to evaluate the general seasonality of the simulated streamflow relative to observed streamflow. Finally, the highest R eff,log value obtained from of all model realizations was used as a performance measure for the GPDs from both the raw non-bias corrected datasets and from the bias corrected datasets using the aforementioned approaches (e.g., by QM as in Section 4. To help visualize the results and simplify characterizations, we defined a qualitative performance scale such that R eff,log above 0.7 is considered as "good" performance, R eff,log between 0.5 and 0.69 is considered as "fair" performance and R eff,log below 0.5 is considered as "poor" performance. The classification was determined before the simulations were conducted in order to, at least to some extent, decrease the subjective nature of any such classification scheme. While such a classification is still inherently (and admittedly) subjective, it allows for simple comparison from a consistent performance perspective. Further, to better assess potential improved (or decreased) performance when considering bias corrected data, streamflow simulations using the non-bias corrected GPDs were used as a base line of model performance.
Bias Correction of GPDs
Bias Correction with Quantile Mapping
QM is a bias correction method that corrects for both bias and variability. It has previously been successfully implemented as a bias correction technique for regional climate model data [29, 70, 71] . It has also succesfully been utilized for bias correcting GPDs using a sparse rain gauge network when rain gauges are matched to climate zones [30] .
Similarly to Themeßl et al. [29] , the QM implemented here was based on an empirical cumulative distribution function (ecdf) using both wet and dry days rather than a cumulative distribution function (cdf). Using ecdfs explicitly implies that GPD precipitation estimates outside the range of observed data will be constrained to the maximum observed value. In this regard and for the purpose of this study, ecdfs are suitable as they can be applied to a historical hindcast. In contrast to when projecting future precipitation trends, there is no need to simulate new extremes when QM is applied to hindcasting. Due to the limited available data, the QM bias correction here used daily catchment averages of precipitation estimates (where each pixel was weighted based on area covering the catchment) rather than using a point to pixel approach [29] . As such, the bias correction scheme implemented here does not increase the spatial resolution. Rather, it aims to correct the GPD time series based on local variability. Following the notation from Themeßl et al. [29] , QM is defined as:
where Y is the bias corrected precipitation estimate and X is the original GPD estimate. For this approach, the ecdf is constructed from the estimates within a calibration period (cal) based on either observed data (obs) or modeled data (mod) to create the specific bias corrected value (val). The calibration period selected to construct the ecdf was defined using a moving 61-day window (t) centered around a specific day of the study period (i). The 61-day window was chosen based on an initial comparison of simulation results using a short (9-day) window, midsize (61-day) window or long (whole time series) window, respectively, for QM bias correction of ERA-i and TRMM precipitation input (Supplementary material, Table S1 ). The 61-day window, which gave best performance, has also previously been used in Themeßl et al. [29] . This window size also has an advantage in that it allows for annual cycle correction and renders a sufficiently large sample size [29] . The data from the two available rain gauges, namely Kihansi and Ifakara Rain gauge, were used separately for bias correcting GPD precipitation estimates for KC and MC. On the basis of an expectation of the rain gauge to be located in a similar climate zone [72] as the studied catchment, the frequency distribution of the single rain gauge is assumed to be representative of the rain falling over the entire catchment even though the rain gauges are located outside of the catchment. While this means the QM is rather sensitive to the ability of that single rain gauge to represent the rainfall field variability for the catchment, having a single gauge in proximity to a catchment is often a "best case scenario" in data limited environments. We will return to the potential impacts of this in the discussion.
Bias Correction GPDs with a Hydrological Model
In this study we attempt to explicitly exploit the model structure in HBV-light to provide a pragmatic form of model based time-invariant bias correction applied to precipitation estimates prior to be used as model input. This approach stems from Kirchners concept of "do hydrology backwards" where catchment precipitation is estimated based on streamflow [73] . By recognizing not only parameter uncertainty in hydrological modelling but also uncertainty in forcing data, streamflow modelling can be used to explore errors in input precipiation [74, 75] . Furthermore, the ability of model parameterization to compensate for bias in rainfall estimates, at least to some extent, has been known for a long time [76] .
Here and building upon the concept of "do hydrology backwards", a bias adjustment was done by introducing a time-invariant correction factor (P CORR ; Table 2 ) as a multiplier on precipitation input (a bias correction) as an additional parameter in HBV-light. The bias correction factor was then optimized jointly with the other model parameters of HBV-light during calibration of each model run (see following sections). This means, of course, that each model calibration can be considered as more of a model fitting of each GPD product rather than a true extension of a base-calibrated model setup. As such, the resulting calibrated bias correction factor is not solely a function of overestimation or underestimation of precipitation from the GPD products but rather fully-integrated hydrological modeling parameter able to interact across the entire parameter calibration space. The ModB bias correction approach was applied to both non-bias corrected time series (i.e., the raw GPDs), QM bias corrected time series creating a combined QM-ModB bias correction as well as daily percentages (DP) bias corrected time series creating a combined DP-ModB bias correction (see Section 4.3.3 for description of the DP bias correction method).
Bias Correction of Monthly Data
Three of the GPDs (namely, CRU, GPCC and UDEL) had a monthly temporal resolution rather than a daily temporal resolution. For these products daily time series were constructed by calculating a daily average precipitation from the monthly total estimated precipitation. Basically, this means that every day in a given month was assigned an equal proportion of the month total rainfall such that there was no variability between daily precipitation within a month. These constructed daily time series, thus, represent more of a base line for comparison of the other bias correction methods used for the monthly products rather than an attempt to construct a physically plausible time series. For the raw monthly GPD products, this allowed for construction of daily time series of precipitation that can be considered as non-bias corrected. For these GPD products that are developed on a monthly basis, QM could not be applied directly to the derived daily average precipitation due a lack of variability within a given month. Instead, bias correction was done using the DP of monthly total rainfall on each specific day calculated from the available rain gauge data as:
where Y is the bias corrected precipitation estimate and X is the original monthly GPD total precipitation estimate of month j, and P is observed precipitation. The subscript d then denotes the day of a given month j such that P d,j /P j implies the fraction of observed rainfall for day d of the total observed rainfall for month j.
Results
Mpanga Catchment
All streamflow simulations of MC had a moderate to low R 2 value with an average of R 2 = 0.32. The highest R 2 value was found when simulated streamflow was calibrated using the ModB bias corrected MERRA product as precipitation input (R 2 = 0.58; Table 3 ). Streamflow simulations calibrated based on ModB or QM + ModB bias corrected precipitation input generally increased the R 2 values of the simulated streamflow compared to the simulations using non-bias corrected precipitation input. Streamflow simulations calibrated based on QM bias corrected precipitation input, on the other hand, generally lowered the R 2 values of the simulated streamflow compared to the simulations using non-bias corrected precipitation input. The V e was similar in average and range independent on the type of bias correction method ( Table 3 ). The average V e for all calibrations was 0.97, ranging between 0.91 and 1.00 (higher values means higher coherence). The average RMSE for all calibrations was 0.27. The RMSE remained the same or decreased when streamflow simulations were calibrated using ModB or QM + ModB bias corrected precipitation products relative to the non-bias corrected products (Table 3) . Calibrations based on QM bias corrected precipitation products remained similar or increased the RMSE relative to the calibrations using the non-bias corrected products.
Most HBV-light streamflow simulations had poor performance (R eff,log < 0.5) when calibrated using non-bias corrected daily GPD products as precipitation input (Table 4) . Of the products considered here, only calibrations based on ERA-i (R eff,log = 0.53) and the ensemble mean (R eff,log = 0.55 would be considered as fair performances. The ensemble was constructed based on the mean of all available GPDs. The contribution from monthly GPDs for a given day were calculated as the total monthly precipitation for the specific month divided by the number of days of that month. Interestingly, using observed rain gauge data as precipitation input led to worse performance (R eff,log = 0.12) compared to those achieved for any of the non-bias corrected GPD products considered. This could indicate the potential limited ability of the observed rainfall, which was measured outside the catchment boundaries, to represent the actually water inputs for MC or (alternatively) the potential limited ability of HBV-light as it was configured in this study to represent the hydrological processes occurring within the MC. 
HBV-light simulations for MC based on QM bias correction of the daily GPDs decreased model performance for simulating streamflow in all instances compared to that achieved with non-bias corrected GPD counterparts. For example, ERA-i and the ensemble mean of the GPDs, which previously had fair performance based on simulations using non-bias corrected datasets, decreased R eff,log values from 0.53 and 0.55 to values of 0.18 and 0.19, respectively (Table 4) . Given the poor performance of the observed rainfall data, it is not too surprising that the QM actually decreased the model performances. On the other hand, for the simulations based on monthly GPDs (CRU, GPCC and UDEL) where DP was used as bias correction the resultant model performance to their non-bias corrected counterparts increased; however, the performances were still considered rather poor (i.e., R eff,log values between 0.34 and 0.46).
Counter to calibrations based on QM bias corrected GPDs, most ModB bias corrected GPDs resulted in increased model performance relative to their non-bias corrected counterparts ( Table 4) . The increase in model performance was also seen when the ModB approach was applied to the observed rain gauge data. Here the R eff,log increased from 0.12 to 0.47. Of course, this may not be overly surprising as this ModB approach via a hydrological model introduces an additional calibrated parameter (degree of freedom) to the modeling allowing for improved performance. Calibrations based on ModB bias corrected ERA-i, MERRA, TRMM and the ensemble rendered fair performances (R eff,log from 0.51 to 0.61) with MERRA having the highest R eff,log value of all calibrated models. Calibrations based on ModB bias corrected monthly products, though leading to increased R eff,log values, still performed poorly with R eff,log ranging between 0.30 and 0.45.
Streamflow simulations from models calibrated based on combined QM + ModB bias corrected GPDs as precipitation input all increased (except for the ensemble) in R eff,log value relative to their non-bias corrected counterparts. All calibrations had a fair performance with R eff,log values ranging from 0.50 to 0.54. Furthermore, in most cases calibrations based on QM + ModB bias corrected GPDs also rendered higher R eff,log values compared to calibrations based on only QM bias corrected or ModB bias corrected GPDs. The exceptions were calibrations based on MERRA which decreased in R eff,log from 0.61 to 0.52 comparing the ModB bias corrected calibration with the QM + ModB bias corrected calibration.
The hydrographs of simulated specific discharges from HBV-light help to illuminate the impact of the various bias correction techniques considered as well as give an indication of the streamflow simulations ability to capture the general seasonality of the streamflow (Figure 3 ). All hydrographs are available in the Supplementary material ( Figure S1 ); here, we specifically consider the modeling results using MERRA as precipitation input to gain a more detailed look at the model capacity to simulate streamflow. The hydrographs based on streamflow simulations using MERRA as precipitation input exemplify features that often were present in hydrographs using the other non-bias corrected and bias corrected GPDs as precipitation input. Clearly, calibrating HBV-light using the non-bias corrected MERRA data shows the model was capable of capturing the general seasonality for the MC (albeit with a R eff,log value of 0.38). However, the simulated streamflow showcased poor representation of the recession during the dry period. Furthermore, during two of the wet periods for the study period, the simulated specific discharge peaks at about 7 mm/day, which is in contrast to peak discharges observed when considering the entire historical record available [31] . Based on the entire streamflow record from 1976 to 2007, the maximum observed annual specific discharge peak was about 3 mm/day. Furthermore, it appears as if the low flow periods for the MC were not well represented (e.g., comparing the decreasing baseflow with time in the observed data to the constant baseflow with time in the modeled response) when the non-bias corrected MERRA product was considered as precipitation input to HBV-light. This was common across most of the GPDs calibrations in HBV-light independent of the product type. the non-bias corrected MERRA data shows the model was capable of capturing the general seasonality for the MC (albeit with a Reff,log value of 0.38). However, the simulated streamflow showcased poor representation of the recession during the dry period. Furthermore, during two of the wet periods for the study period, the simulated specific discharge peaks at about 7 mm/day, which is in contrast to peak discharges observed when considering the entire historical record available [31] . Based on the entire streamflow record from 1976 to 2007, the maximum observed annual specific discharge peak was about 3 mm/day. Furthermore, it appears as if the low flow periods for the MC were not well represented (e.g., comparing the decreasing baseflow with time in the observed data to the constant baseflow with time in the modeled response) when the non-bias corrected MERRA product was considered as precipitation input to HBV-light. This was common across most of the GPDs calibrations in HBV-light independent of the product type. The HBV-light calibration based on the MERRA product bias corrected with QM did not manage to capture the features of the observed hydrograph (Figure 3) , which was also reflected in the low R eff,log value of 0.05. The "flashy" peaks simulated in HBV-light mostly occurred during periods when observed streamflow data were missing. As such, these periods of simulation do not affect the R eff,log value (i.e., the calibration objective function). Removing these peaks during the missing data periods would leave a simulated hydrograph that can be approximated with more or less a straight line, explaining the low R eff,log value. The HBV-light calibration based on the ModB bias corrected MERRA product (which had the highest R eff,log value at 0.61), exhibited simulated specific discharge peaks at a similar magnitude to that of the historic observed data (i.e., on the order of 3 mm/day). In addition, these simulations were able to capture the general seasonality across the streamflow observations for MC (Figure 3) . HBV-light, however, appeared to have difficulties capturing the relative flashiness of the observed streamflow hydrograph (day to day variations in peaks of the observed data). This could be due to small-scale heterogeneities in processes (like runoff occurrence) in the catchments that are not captured in the lumped HBV-light conceptualization. Finally, the hydrographs simulated based on the HBV-light calibration using the QM + ModB combination of bias correction captured the general seasonality similarly to the hydrograph based on the calibration using non-bias corrected MERRA data. The impact of the QM bias correction that leverages the local rain gauge observation could, however, also be seen in the large peaks during high flow periods with peaks up to 9 mm/day.
Kiburubutu Catchment
All streamflow simulations of KC had a low R 2 value with an average of R 2 = 0.14. The highest R 2 value vas found when simulated streamflow was calibrated using the non-bias corrected CFSR product (R 2 = 0.26). There was no clear pattern with regards to an increase or decrease in R 2 value when comparing the simulation results from the different bias correction methods. The average V e for all calibrations was 0.82, ranging between 0.68 and 0.99 (higher values means higher coherence). Counter to expectations, the V e value generally decreased when streamflow simulations were calibrated using ModB and QM + ModB bias correction and increased when using QM bias correction. This is likely due to the tendencies of lower flashiness of the simulated streamflow when ModB bias correction was implemented (Figure 4 ; Supplementary material, Figure S2 ). The average RMSE for all calibrations was 0.23. The RMSE generally remained the same or decreased when streamflow simulations were calibrated using ModB or QM + ModB bias corrected precipitation products as input relative to the non-bias corrected products. Calibrations based on QM bias corrected precipitation products remained similar or increased the RMSE relative to the calibrations using the non-bias corrected products.
Results from the streamflow simulations for the smaller KC showed varied success when HBV-light was calibrated for non-bias corrected GPD products as precipitation input (Table 5) . Calibrations based on non-bias corrected CMORPH, ERA-i, and TRMM, along with those based on the ensemble average of the GPDs and observed rain gauge data, were all considered to be fair performances (R eff,log values between 0.50 and 0.65). Of these, ERA-i and the ensemble average rendered the highest R eff,log values (both equal 0.63). None of the non-bias corrected monthly GPD products resulted in performances that were considered fair. Simulations based on QM bias corrected GPD products performances were in general worse compared to their non-bias corrected counterparts ( Table 6 ). The only exception was for the CFSR product, which had a minor increase in R eff,log value comparing between using the QM bias corrected and non-bias corrected precipitation datasets. Similar to MC, the bias corrected monthly-resolution GPDs using the DP method and derived from observations (i.e., the CRU, GPCC and UDEL) all led to increased model performance compared to their non-bias corrected counterparts. Model calibrations based on ModB bias corrected GPDs and model calibrations based on rain gauge data all increased model performance (increasing R eff,log values) compared to calibrations based on non-bias corrected counterparts. Furthermore, all calibrations, except for those based on CFSR, rendered fair performances for the ModB bias corrected data.
The highest R eff,log values were obtained from calibrations based on the ensemble average and MERRA datasets (R eff,log values of 0.67 and 0.68, respectively).
All model performances based on products that originally had a monthly resolution also rendered fair results when bias corrected via the ModB. When combining ModB bias correction with either QM or DP bias correction, all GPDs products allowed for fair model performances (R eff,log values ranging from 0.51 to 0.63). Of these, simulations using UDEL data had the highest R eff,log value. Despite an increased performance relative to non-bias corrected products in HBV-light, almost all calibrations maintained or decreased in R eff,log values when using these combined bias correction approaches compared to calibrations based on ModB only. All model performances based on products that originally had a monthly resolution also rendered fair results when bias corrected via the ModB. When combining ModB bias correction with either QM or DP bias correction, all GPDs products allowed for fair model performances (Reff,log values ranging from 0.51 to 0.63). Of these, simulations using UDEL data had the highest Reff,log value. Despite an increased performance relative to non-bias corrected products in HBV-light, almost all calibrations maintained or decreased in Reff,log values when using these combined bias correction approaches compared to calibrations based on ModB only.
Again, a visual comparison between observed and simulated specific discharges for KC shows the effect of bias correction on streamflow simulations (Figure 4) . Similar to the MC, all hydrographs are available in the Supplementary material ( Figure S2 ) and the modelling results using MERRA data as precipitation input are used as an example case that is representative of the other GPDs. Calibrating HBV-light using non-bias corrected MERRA data appears to only have captured the Again, a visual comparison between observed and simulated specific discharges for KC shows the effect of bias correction on streamflow simulations (Figure 4 ). Similar to the MC, all hydrographs are available in the Supplementary material ( Figure S2 ) and the modelling results using MERRA data as precipitation input are used as an example case that is representative of the other GPDs. Calibrating HBV-light using non-bias corrected MERRA data appears to only have captured the rough seasonal patterns of streamflow at KC. Both the recession period and the peak flows in the wet period appear to have been poorly represented by the model. The poor performance of the model during the recession period and the peak flows was reflected in the R eff,log value of 0.47 for this simulation. The simulated streamflow hydrograph calibrated based on the QM bias corrected MERRA product appears to have captured the seasonality and flashy behavior of the catchment to some extent. The simulated hydrograph showed peaks up to 21 mm/day, which is of a similar magnitude as those found in the observed data over the period 1967 to 2016. Nevertheless, the representation of the recession period still appears to be poorly captured in the calibrated streamflow hydrograph based on QM bias corrected MERRA data.
The simulation based on the ModB bias corrected MERRA product appears to have managed to capture the general seasonality and low period in KC (Figure 4 ). At least a rudimentary representation of the recession period was a common characteristic of all KC calibrations given fair performances (results not shown here). The streamflow simulation based on ModB bias corrected MERRA data did not, however, manage to capture the magnitude of peaks in the observed streamflow hydrograph. Simulated hydrographs peaked under 2 mm/day in contrast to the 26 mm/day in the observed streamflow data for the same year. Finally, the simulated streamflow hydrograph based on the QM + ModB bias corrected MERRA product had a similar appearance as the hydrograph based on the QM bias corrected MERRA product both with regards to the peak flows and the recession periods.
Discussion and Concluding Remarks
On the Potential for Using Non-Bias Corrected GPDs for Streamflow Modelling
The streamflow simulations based on the non-bias corrected GPDs gave mixed results when compared to the general seasonality of observed stream flow data. The interpolated monthly products did not perform well in either catchment. This was expected considering the rudimentary representation of the precipitation fields at a daily time scale available from these GPDs [23] . All GPDs generated streamflow simulations with higher R eff,log values in the smaller catchment (KC) compared to those in the larger catchment (MC). This is in contrast to previous findings which generally have shown an increased ability of GPDs to represent precipitation with larger catchment areas [77] . No impact of GPD spatial resolution on simulation performance was seen within this study (Tables 1 and 4) . This potentially reflects a limited ability for some of the GPD products to capture the spatial variation in the precipitation field of this region [23] . However, the spatial averaging of precipitation estimates employed when using the semi-distributed HBV model diminishes the potential benefits of higher GPD spatial resolution. Another potential explanation is that the lower performance measures of the larger catchment, as compared to the smaller catchment, may reflect a more complex streamflow generation processes in the larger catchment that is not captured by the current HBV-implementation. Hence, uncertainty stemming from model structure may also be a contributing factor. Regardless of the mechanism, the inability to accurately simulate streamflow using the non-bias corrected GPDs highlights the need to exercise care when considering globally-defined datasets at catchment-scales.
On the Potential Limitations of Bias Correction with Rain Gauge Data in Data Limited Regions
The evaluation of calibrated streamflow simulations based on QM bias corrected GPDs showed that QM generally decreased the capacity to accurately model observed streamflow when applied using a single rain gauge. This deterioration was generally less pronounced in the smaller catchment (KC) but resulted, nevertheless, in streamflow simulations of poor performance when QM bias corrected satellite or reanalysis products were used as precipitation input. While QM previously has been applied in data limited environment by leveraging similarity of temporal precipitation distribution within a climate zone [30] , the decrease in model performance due to using the QM bias corrected products could, to some extent, be expected in this current study. The poor performance is likely attributed to both a lack of representativeness of the rain gauge as well as a commensurability problem where the frequency distribution of observations from a single rain gauge is extrapolated to the whole catchment. Maraun et al. [78, 79] argued that point to pixel QM bias correction should be avoided since there is potential for a dissonance in scale when QM is applied over areas where gauge data are sparse. This is because QM assumes that the variability in variance at GPD relevant scales can be transformed using a deterministic function to represent the full spectra of variance at smaller scales [78] . The assumption of matching sources of variance across scales can be problematic since large-scale variability stems from, for example, synoptic circulation while small-scale variability is driven by, for example, local topography [80, 81] . The potential for mismatch in scale and spatial variability may, in turn, cause inflation in variability [78, 79] .
The results of this study thus support the notion of inflation of variability when single point data are used for QM bias correction [78] . This is especially a concern in KV considering the highly localized and convective precipitation events that are frequent during the wet period [23] in combination with the potential limited representativeness of the rain gauges for these catchments (i.e., both rain gauge are located outside of their respective catchments). Hence, model calibration results from the two catchments studied here highlight that QM bias correction cannot be applied without consideration of data quality of the observed data and its representativeness for the catchment. As such, the potential risk for inflation of variability when using QM bias correction is a significant reality to be considered especially in data limited regions since there is often times (at best) only one rain gauge providing a reference for bias correction GPDs. Our results do, however, suggest that the risk for inflation of variability from QM bias correction can potentially be offset when combined with bias correction (such as, for example, ModB) using streamflow (e.g., Table 4 ). This is because streamflow (by definition) integrates all the water leaving a catchment [73] and thus represents an integration of catchment scale precipitation variability potentially overcoming the issue of inflation of variability. Regardless, the streamflow simulations based on QM + ModB bias correction are still influenced by the quality and representativeness of the rain gauge data used for the bias correction (Figures 3 and 4) . Therefore, the applicability of the combined QM + ModB bias correction approach will likely differ depending on the available rain gauge data as well as the catchments size and its topographic characteristics.
On the Potential Utility of Considering Streamflow to Bias Correct GPDs
The generated streamflow simulations are here considered to be fair or poor when looking at R eff,log as an performance indicator. Many of the streamflow simulations, particularly for KC, also had poor R 2 values. The low R 2 values in combination with the high V e value (representing high coherence between simulated and observed streamflow) indicates that the low R 2 values may largely be due to timing issues. Supporting this notion is also the significant difference in R 2 values between the larger MC and the smaller, flashier, KC (Tables 3 and 5) .
The ModB bias correction generally improved streamflow simulations in both of the studied catchments relative to simulations using non-bias corrected or QM bias corrected GPDs as precipitation input with regards to R eff,log , R 2 and RMSE as an performance indicator. As noted in, for instance, Brath et al. [82] and Das et al. [83] streamflow simulations may improve with added degrees of freedom in the model structure as a result of increased flexibility. Here, the addition of the automated calibration of the ModB bias correction constitutes an added degree of freedom and, given its function as bias correction, also allows the model to close the water balance, also. There is thus an added degree of "model fitting" in the ModB bias correction application (e.g., a loss of parsimony and increased possibility of confounded parameter interaction). Nevertheless, the uncertainty in precipitation estimates cannot be fully disentangled from the hydrological modelling when streamflow simulation is used for evaluation considering the ability of hydrological models to adjust the rainfall-runoff relationship [82, 83] . As such, the ModB bias correction suffers from similar weaknesses associated with many modeling parameters like concerns stemming from the concept of equifinality [84] . Also, by calibrating to each GPD independently, there is the potential for model errors and GPD accuracy to interact, thus clouding the true bias correction impact from the model improvement impact.
This trade off could, however, be useful (and warranted) in data limited landscapes where improved precipitation estimates would reduce uncertainty with regards to future water resource planning efforts. The inherent coupling of GPD bias correction and a hydrological model (like HBV-light) subsequently creates a consistent platform for scenario exploration of variations in land-water management and climatic conditions. For example, this platform could allow for a robust assessment of the potential impacts of various changes in land coverage and land use associated with intensification of agriculture in KV on streamflow. This platform could be additionally useful in a water management or development context given the ability to extend several of the GPD products considered here forward in time [85, 86] to estimate climatic change impacts on water flows at the catchment scale.
As corollary to this discussion on using streamflow data in bias correction of GPDs, and considering that the non-linear transformation of precipitation into streamflow may reduce the effect of estimation bias, it must be noted that it is essential to account for systematic errors in variable input for hydrological modelling. Thus, we end here by echoing the conclusion of Thiemig et al. [87] that bias correction is an essential part of using GPDs when simulating streamflow-especially if the GPDs show tendencies for biased precipitation estimates. By integrating the bias correction of precipitation estimates into streamflow simulations, the results of this study suggest that we can use streamflow observations to volume correct precipitation input and thereby increase the capacity for water balance closure and decrease the risk of inflation of variability. While the pragmatic approach presented here has clear strengths and weaknesses, it hopefully highlights the issues faced in data-limited environments, indicating the need for improving precipitation products.
Supplementary Materials: The following are available online at www.mdpi.com/2073-4433/8/12/246/s1, Figure S1 : Semilog plots showing MC hydrographs of simulated and observed specific discharge, Figure S2 : Semilog plots showing KC hydrographs of simulated and observed specific discharge, Table S1 : LoggReff values of initial simulation results.
