We propose a new mixed poissson distribution with Transmuted Exponential as mixing distribution and study some of its properties. We also present an actuarial application of this distribution. Further, in a regression set up the performance of this distribution is studied visavis other competing distributions used for explaining variability in a response variable.
Introduction:
Recently, count data have drawn attention of many researchers working in different area of Insurance, economics, social sciences and biometrics. For this purpose, traditional models like Poisson, Negative binomial, Geometric and their generalizations were used. But often it has been found that count data exhibits over-dispersion (variance > mean) and long tail behaviour. Hence there is further demand to modify/generalize these traditional models in encounters such problems. In last two decades, many attempts have been made by the researchers to develop new models, one such method which has been widely used to model count data is mixture of the distribution which have been widely used for modelling observed situations whose various characteristics as reflected by the data differ from those that would be anticipated under the simple component distribution, see Karlis Xekalaki (2005) . Many count-data models proposed by mixing Poisson parameter (λ) with various continuous distribution which overcomes the problems of under or equidispersion, see table 1 for development in literature of Mixed Poisson distribution.
In this paper, a new two-parameter discrete distribution that arises from Poisson distribution whose parameter are assumed to follow a transmuted-exponential distribution, see Shaw and Buckley(2007) . The resulting model shows interesting properties like over-dispersion, large proportion of zero, infinite divisibility and many others. Other than these properties, in this paper we introduce another count regression model which proves better than the existing models like Poisson Regression, Negative Binomial Regression,which will be illustrated in this paper. The rest of this paper is structured as follows. Section 2 describes the theoretical development of the new count distribution, including some properties, different methods of estimation are shown in Section 4. An actuarial application of the proposed model is examined in Section 5. Finally in Section 6, count regression application is shown. Some comments and conclusions are drawn in Section 7.
Proposed Model:
Shaw and Buckley (2007) proposed a novel technique to introduce skewness and kurtosis into symmetric as well as to other distribution. In this techniques they use "transmutation map", which is functional composition of cumulative distribution of one distribution with the quantile function of another. One such member of this transmuted family is "Transmuted Exponential Distribution" (T ED(α, θ)) whose density function given as
with |α| < 1 and θ > 0. Considering the fact that (T ED(α, θ)) possess wide range of statistical properties as compared to exponential distribution, we introduce a new mixed Poisson distribution assuming (T ED(α, θ)) as prior distribution for Poisson parameter (λ).
To the best of our knowledge, we have not come across any literature on discrete distribution, particularly mixed Poisson distribution, where transmuted family is being used, except Charkraborty (2015) who proposed the discrete version of Transmuted exponential family. The definition of purposed model is as follows Definition 1: A random variable X is said to be a new Poisson-transmuted distribution if it follows the stochastic representation
for λ > 0, |α| ≤ 1 and θ > 0. We denote unconditional distribution of by PT ED(α, θ).
Theorem 1: If X ∼ PT ED(α, θ), then probability mass function (pmf) of X is
with |α| ≤ 1 and θ > 0.
Proof: If X|λ ∼ P ois(λ) and λ ∼ T ED(α, θ) then
where |α| ≤ 1 and θ > 0.
Remarks i For α → 0 pmf (1) reduces to Geometric distribution Geo (θ).
ii For α → 1 pmf (1) reduces to Geometric distribution Geo (2θ).
Further, the cumulative density function and the survival function of X ∼ PT E(α, θ) can be given as
and
The probabilities defined in (2) can also be computed by following recursive relation
with
Moreover, It can be seen that
decreases with increase in x, and hence it indicate the unimodality.
Further
for all x which implies the distribution is strictly log-concave and strongly unimodal, see Keilson and Gerber (1971) . Thus the distribution has all moments, convolution of p x with any unimodal discrete distribution is also unimodal and log-concave. Since (2), is log-concave and zero vertex for some value of parameter α and θ, we can determine the mode(x 0 ) of PT E(α, θ), which will be determine such the P (X = x) is increasing on (0, 1, · · · , x 0 ) and decreasing on (x 0 + 1, · · · ). It can be easily verified (2) is unimodal and the mode is at
< α < 1, the model of pmf (2) will be at x * + 1, with
− 2 , where θ * = 1+θ 1+2θ . Here [.] denotes the integer part.
Further if log
− 2 is an integer, then pmf (2) will be bimodal and the model is at x * and x * + 1 respectively.
In the following results, we present various properties such as Taylor Expansion for PT E probabilities , probability generating function, moments, hazard function of PT E(α, θ)
Taylor Expansion of PT E(α, θ) probabilities Ong(1995) gave the Taylor series expansion of mixed poisson distribution which is stated as: Let g(x) be the probability density function (pdf) of the mixing distribution of a mixed Poisson distribution. If g(x) has a finite n th derivative at the point k ≥ 1 for all n, then the mixed Poisson pmf P (k) has the formal expansion
where
dx i and µ i is the i th moment about the mean of the gamma random variable X with scale and shape parameters 1 and k respectively. In the proposed model, considering f (x) = xg(x) = xθe −θx 1 − α + αe −θx , and
) and using (7), the probability of PT E(α, θ) can easily be obtained.
Proposition 1: The probability generating function(pgf) of random variable X defined in (2) is given as
The proof is straight forward after using the definition P X (t) = E(t X ) and (2).
Proposition 2: The r th raw moment of PT E(α, θ) is given by
In particular, the first four raw moments of X can be obtained easily by putting r=1,2,3,4 in () and are as follows
whereas other measures like variance(µ 2 ), coefficient of skewness
and kurtosis γ 2 = µ4 µ 2 2 are as follows
(10) In figure (1) the contour plot of Mean , variance, skewness and Kurtosis for parameter α and θ were shown. Further, the coefficient of variation (C.V) of the distribution comes out to be
Steps to generate PT E(α, θ) random variate
As the proposed model is derived from mixed Poisson distribution, following algorithm can be used to get PTE(α, θ) random variable
Algorithm
Step 1 Generate u i from U (0, 1).
Step 2 Corresponding to each u i , detemine
Step 3 Hence, generate x i from P ois(λ i ).
Estimation
In this section we discuss three methods to estimate the parameters α and θ, In the first subsection the method of moment is presented. further in second section, method of proportion and finally Maximum Likelihood method is shown as last method.
Method of Moments:
Given a random sample x 1 , x 2 , · · · , x n of size n from (1), the moment estimates, α andθ, of α and θ can be obtained by solving the following equations
where m 1 and m 2 are the first and second sample moments. Solving the above equations, we getα = 2 + 3m
Theorem 2: For fixed α, the estimatorθ of θ is positively biased, i.e. E(θ) > θ. Proof: Letθ = g(X) and g(t) = 2−α 2t for t > 0. Then
is strictly convex. Thus, by Jensens inequality, we have E g(X) > g E(X) . Finally, since g E(X) = g 2−α 2θ
= θ, hence we obtain E(θ) > θ.
Method of proportion and moments:
In this method, we compare the sample proportion of zero(p 0 ) and sample mean (x) with the population proportion of zero and population mean, i.e, estimated α andθ will be obtained by solving the following two equations
Thus, solving the above two equations, we obtain the estimatesα andθ as followsα
Maximum Likelihood Estimation
Let x 1 , x 2 , · · · , x m be an random observation of size m from our proposed Poisson-Transmuted exponential distribution. The log-likelihood function for the vector of parameter Θ = (α, θ) can be written as
The normal equations can be obtained by taking the first derivative with respect to both parameters. These equations are given by
The solution of above two equations gives the maximum likelihood estimator of parameter α and θ and can be solved numerically or direct numerical search for global maximum of the log likelihood surface. On may also use nlm() function in open source R-software for determine the global maxima. Further, the second order derivative of log-likelihood function are
The fisher information matrix can be computed by using the approximations
whereα andθ be the maximum likelihood estimator of α and θ.
Collective Risk Model
In non-life insurance portfolio, say, motor insurance, the aggregate loss (S) is a random variable defined as sum of claims incurred in a certain period of time.
Let N be number of claims in a certain period which is a random variable and Xi be claim severity random variable, which is independent of N, is the size of i th claim. Thus, aggregate loss is defined as S = n i=0 X i It is well known that the pdf of S is given as f s(x) = ∞ n=0 p n f n * (x) , where p n denotes the probability of n claims (primary distribution) and is the n th fold convolution of f(x), the claim amount (secondary distribution).For more detail on classic risk model, see Freifelder (1974) , Rolski et al. (1999) , Nadarajah and Kotz (2006a and 2006b) and Klugman et al. (2012) and reference therein. Here, we consider two such situations: In one case,the primary distribution is as defined in Section 1 and claim severity distribution as exponential distribution with parameter (α). In the second case,the Erlang distribution with parameters r and α is the secondary distribution. Erlang loss distribution may arise in insurance settings when the individual claim amount is the sum of exponentially distributed claims.
Theorem : If we assume a Poisson Transmuted Exponential distribution with parameter (α, θ) as primary distribution and and an Exponential distribution with parameter (α) as secondary distribution, then the pdf of aggregate loss
(1 + θ)
(1 + 2θ)
2
, for x > 0 whereas,
Proof: By assuming that the claim severity follows an exponential distribution with parameter α > 0, since the n th fold convolution of exponential distribution is gamma distribution with parameter m and α, the n th fold convolution is given by
Then the pdf of random variable S is given by
2 Theorem:If we assume a Poisson Transmuted Exponential distribution with parameter (α, θ) as primary distribution and an Erlang distribution (2, α) with parameter (α) > 0,as secondary distribution then the pdf of aggregate loss ran-
.
Proof : By assuming that the claim severity follows Erlang (2,α) distribution, then the n th fold convolution of Erlang distribution is gamma distribution with parameter (2n, α) .The n th fold convolution is given by
Then, the pdf of the aggregate random variable S is given by 
In order to achieve this goal, let us consider the following re-parametrize
where, µ i is the mean of the response variable (Y i ) is related with set of independent variables with log-link function log (µ i ) = x i β, for i = 1, 2, ..., s and β is a vector of unknown regression coefficient.
The above link function will ensure the positivity of µ i and after re-parametrization, the log-likelihood of the new model including covariates will be written as
and the normal equations are The parameters (ν, β 1 , β 2 , ..., β s ) in the above loglikelihood function can be estimated by maximizing the log-likelihood function for given dataset using optim( ) function in R-program, and the initial values of the parameters were chosen from Poisson regression model.
Illustrative Example:
The US National Medical Expenditure Survey 1987/88 (NMES) data were considered which can be obtained In Table ( 2), the maximum likelihood estimates of Poisson (P ois) regression Model, Negative Binomial (N B) Regression model and Poisson-Transmuted Exponential(PT E) Regression Model, including the intercept β 1 (the regression estimate when all variables in the model are evaluated at zero) were presented. For comparability of these models we use the value of the maximum log-likelihood function (l max ) and Akaike information criterion (AIC) defined as −2l max + 2k, where k be the no. of parameters in the regression model. These values are shown in Table ( 3). It can be clearly seen from table(3) that the log-likelihood value of PT E regression model is highest, whereas AIC also indicate the better fit of PT E regression model compared to other two models.
Comments
In this paper we have proposed a new mixed poisson distribution and derived its distributional properties. Actuarial application to risk modelling were considered and an illustration of count regression including covariate were presented. It has been shown that this distribution outperforms other competing distributions. Some more properties of the proposed distribution will be presented in the final version of the paper.
