Iron complexes are important spin crossover (SCO) systems with vital roles in oxidative metabolism and promising technological potential. The SCO tendency depends on the free energy balance of highand low-spin states, which again depends on physical effects such as dispersion, relativistic effects, and vibrational entropy. This work studied 30 different iron SCO systems with experimentally known thermochemical data, using 12 different density functionals. Remarkably general entropy-enthalpy compensation across SCO systems was identified (R = 0.82, p = 0.002) that should be considered in rational SCO design. Iron(II) complexes displayed higher ∆H and ∆S values than iron(III) complexes and also less steep compensation effects. First-coordination sphere ∆S values computed from numerical frequencies reproduce most of the experimental entropy and should thus be included when modeling spin-state changes in inorganic chemistry (R = 0.52, p = 3.4 x 10 −3 ; standard error in T∆S ~ 4.4 kJ/mol at 298 K vs. 16 kJ/mol of total T∆S on average). Zero-point energies favored high-spin states by 9 kJ/mol on average. Interestingly, dispersion effects are surprisingly large for the SCO process (average: 9 kJ/mol, but up to 33 kJ/mol) and favor the more compact low-spin state. Relativistic effects favor low-spin by ~9 kJ/mol on average, but up to 24 kJ/mol. B3LYP*, TPSSh, B2PLYP, and PW6B95 performed best for the typical calculation scheme that includes ZPE. However, if relativistic and dispersion effects are included, only B3LYP* remained accurate. On average, high-spin was favored by LYP by 11−15 kJ/mol relative to other correlation functionals, and by 4.2 kJ/mol per 1% HF exchange in hybrids. 13% HF exchange was optimal without dispersion and 15% was optimal with all effects included for these systems.
Introduction.
The interchange between spin states of iron complexes, an intrinsically quantum-mechanical phenomenon, is a vital feature ensuring biological control over the triplet dioxygen of our atmosphere 1, 2 and this interchange also forms the basis of many technological applications within diverse areas of molecular electronics 3, 4, 5 and transition-metal-based catalysis 6, 7 . The interchange is determined by the free energy difference of high-spin (HS) and low-spin (LS) states 8, 9 , which depends on both the metal ion and the ligands bound to it, as typified by the spectrochemical series 10, 11 .
Many spin-crossover (SCO) systems containing iron have been designed during the past many decades, and for a range of them, the free energy has been decomposed into entropy (S) and enthalpy (H) contributions 3, 5 . HS states tend to have longer metal-ligand bond lengths and thus larger vibrational entropy due to the occupation of the eg orbitals, and this entropy effect dominates the total entropy difference between the states and is largely responsible for the thermally induced transition to HS observed experimentally, as the TS term begins to favor the HS state 3, 8 .
Yet, in computational inorganic chemistry the TS contribution is often overlooked, despite being a major contribution to the reason we observe HS states in catalytic and enzymatic intermediates and ground states of coordination complexes 9 . There is thus a need to consider whether we can include this entropy accurately. The spin state balance is also very sensitive to the theoretical method used to describe it, one of the major challenges in the field of theoretical inorganic chemistry, with the standard density functionals providing highly variable results 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27 , and alternative methods such as CASPT2 22, 28 and density matrix renormalization group calculations 29 can also be used to assess the electronic structures of such compounds.
Also, despite the ongoing research into new and highly promising SCO systems 4,30,31,32,33,34 , we do not yet understand the physics of SCO well enough to rationally predict SCO behavior in a new class of compounds. This is mainly because, in addition to the important effect of TS, which is half of the equation in terms of predicting SCO behavior accurately, there are potential contributions from zero-point energies (ZPE), relativistic effects, and dispersion whose magntitudes, directions, and system-dependencies, e.g. long-range effects in lattices, which are not systematically understood 9 , although recent research effects have shown substantial advances on the environment aspect of the SCO process 26, 35, 36, 37, 38 .
Three questions of scientific interest will be addressed in this paper, notably i) how well does the first coordination sphere alone describe the thermodynamics of SCO? ii) how much do relativistic effects and dispersion contribute to the process? and iii) what is the nature of the interplay between S and H and the molecular interpretations, and is this interplay generic? A fourth, practical question to be addressed is: Can we actually model both S and H accurately?
To address these questions, this paper reports a systematic study of 30 thermochemically characterized iron SCO complexes, referred to below as the 30SCOFE data set, the largest data set of SCO systems so far studied. This enables an accurate account of the contribution of the first coordination sphere to SCO, notably the interplay between H and S and the relative importance of relativistic effects, dispersion, vibrational entropy, and zero-point energies to the SCO process. As shown, these thermodynamic state functions can be described accurately with standard methods, i.e. most of the experimental solution-state SCO thermodynamics arise from the first coordination sphere (in solid-state SCO, lattice effects would have to be included separately).
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Methods.
Experimental Data Set Compilation. The literature was searched for iron complexes reported to exhibit SCO nature fulfilling the requirements that i) the structure was a mono-nuclear iron complex;
ii) the experimental structure was either known directly or known for a closely related analog; iii) the structure was simple enough to be modeled; and iv) thermochemical data for both H and S of the spin transition could be found in the literature.
The obtained data set fulfilling these criteria contain thermochemical data for both H and S for 30 iron(II) complexes ( 59 We also included the strictly low-spin [Fe(phen)3] complex as control (31) .
Chemical Models. Starting geometries used for computation were taken from the Cambridge structure database 60 , when available, or modeled by simple modifications of experimental structures of closely related compounds. The equilibrium structures of both HS and LS states of all 31 complexes are given in Supporting Information, Table S1, in xyz format. In some cases, data for multiple counter ions have been reported; differences between these data are generally within the standard error of the applied methods; and since the nature of solvation of the ion pairs and the concentration of samples 6 cannot be modeled in a simple way, only one data point (the median for odd data numbers; otherwise the experimental number closest to the median) was chosen for each of these cases. Table S1 .
Geometry Optimizations. The calculations were performed with the Turbomole software, versions 6.3 and 7.0. 61, 62 All models were studied both in the HS state and in the LS state. We optimized the geometry of both states of all models using internal redundant coordinates to accelerate computation 63 at the BP86/def2-SVP level 64 using the Cosmo solvation model 65 For the numerical frequencies, the cavity is set up for each distorted geometry so that the segments change with geometry. This is, as everything else in quantum chemistry, not exact, but the procedure provides realistic estimates of the screening effect on bond lengths and ZPEs, and the calculations are numerically stable without oscillations that would arise from artifacts in the cavity setup.
Energy Calculations. The energy of each spin state of each complex was subsequently computed using the fully polarized, balanced basis set def2-TZVPP 69 with electronic energies converged to 10 −7 a.u. These energies were computed with 12 density functionals: B3LYP 70 84 . B3LYP is the most widely used density functional today by an order of magnitude, as recently estimated 9 . The hybrid functionals span a range of HF exchange (10% in TPSSh, 15% in B3LYP*, 20% in B3LYP, 25% in PBE0, 50% in BHLYP) that can then be separated from the remaining exchange and correlation functional via the non-hybrid counterparts (BLYP, PBE, TPSS). In total, 31 systems were studied in two states with 12 methods, for a total of 744 energy calculations. 10 Dispersion effects were in all cases estimated for the single-point energies using the D3 correction 85 , except B97−D, which by design contains the D2 correction and was thus not studied with additional dispersion corrections. Dispersion corrections such as D3 improve the description of relative energies of chemical systems and geometries of large, flexible molecules and van-der-Waals complexes 86, 87, 88 . For metal complexes, other effects such as the functional have similar effects on metal-ligand bond lengths complicate matters 89 : For example, uncorrected non-hybrids (e.g. BP86)
work well in some cases whereas hybrids with high HF exchange percentages improve geometries when adding dispersion 89, 90, 91 , probably because the 20% HF exchange tends to produce too long metal-ligand bonds 66 whereas dispersion tends to shorten them 90 .
After convergence of the def2-TZVPP states in Cosmo, scalar-relativistic energies were calculated for all states, as these are sometimes significant even in first-row transition metals 66 . These were computed using the Cowan-Griffin operator 92 as implemented in Turbomole, to assess its effect on SCO. The spin orbit coupling is of the order of ~1 kJ/mol for atomic iron 93 , so scalar-relativistic corrections are expected to dominate the relativistic corrections for these systems. Yet, in order to confirm this, full two-component relativistic energies were computed for 10 selected complexes, including the archetypical SCO complex 11, using the Douglas-Kroll-Hess formalism 94,95 as implemented in Turbomole, both including spin-orbit coupling and without, and with both the orders 2 and 4 96 , using the PBE functional. Special basis sets (dhf-TZVP-2c) were applied 97 , and the energies thus had to be converged from scratch for both HS and LS states. The corresponding non-relativistic energies with these basis sets were also computed for both HS and LS states. For these systems, the calculations require large damping (> 1.0) and orbital shifts (0.5−1.0) to reach convergence, which increases the risk of local minima; thus, the energies had to be re-optimized afterwards without the forced convergence, in some cases started from other spinors (e.g. those from more polarized hybrid functional calculations). relationship between the strength and entropy of a chemical bond, a compensation is expected between H and ∆S in SCO if this important process is mainly driven by changes in the metal-ligand bonds, and it is known for each case individually that the entropy tends to counteract the stability of the LS state, which is otherwise energetically favored 9, 24 . A recent computational attempt to define the thermochemical spin preference series vs. ligand and metal ion type 25 found that stronger ligands, which energetically tend to favor LS more, are associated with larger losses of vibrational entropy, consistent with the simple harmonic potential view, where stronger bonds have less entropy. Therefore, it is of interest to identify any general entropy-enthalpy compensation as this could be an important control parameter of SCO.
The entropy-enthalpy compensation of the systems can be quantified by plotting the reported experimental S vs. H, as done in Figure 2 , left. This produces a linear regression with R = 0.82 (R 2 = 0.68) that is highly statistically significant (p = 0.002). From this comparison, one can conclude that entropy-enthalpy compensation is a very strong and general feature of SCO systems, and that it extends beyond the individual case to series of compounds, which is a finding with implications for future rational design of SCO systems. The compensation arises from the relation between weaker bond enthalpy and associated more accessible vibrational states in the high-spin state where the occupation of the eg orbitals is favored at high temperature due to the TS term.
A second important observation is that the thermochemical parameters of the iron(III) and iron(II) complexes fall into two distinct groups, with the first having smaller values of H and S: The average H and S values are 6.3 kJ/mol and 28.7 J/molK for the iron(III) complexes, but 16.8 kJ/mol and 59.1 J/molK for the iron(II) complexes. This important difference is due to the weaker ligand field of the iron(III) complexes that lead to a larger entropy-enthalpy compensation. In other words, iron(III) favors LS more than iron(II), which is text-book knowledge and arises from the stronger ionic 13 component of the metal-ligand bonds (however, in general, one may assume that as one divides systems more and more into subsets that resemble each other more, correlation will tend to increase because of the removal of non-systematic contributions to the entropy-enthalpy compensation). The ligand strength must thus be weaker in the iron(III) systems to maintain SCO, and this means that the entropy-enthalpy compensation changes magnitude. Whereas the slope of the regression line is 2.41 for the full data set, it is in fact 1.97 for the iron(II) complexes and 5.41 for the iron(III) complexes. This finding has implications for the design of SCO systems with non-traditional combinations of ligands and metal ions. coordination chemistry, neglecting this systematic entropy may lead to erronous conclusions regarding the spin state 9 . The question is then if we can compute this entropy effect with any reasonable accuracy; there are no benchmarks on this question. However, Brehm et al. 98 have studied the vibrational entropy contribution to SCO and estimated the lattice effect from explicit solvent molecules for the archetypical SCO complex Fe(phen)2(NCS)2 (compound 11 in Table 1 ). These computations show that we can satisfactorily compute vibrational entropies from frequency calculations in dielectric solvent when modelling inorganic chemistry. Including them clearly improves the prediction of free energies of electronic states vs. the alternative, to neglect entropies. A leave-two-out analysis improves R from 0.52 to 0.62 for 28 complexes showing that without challenging cases, better performance can be expected, so the inclusion of S is generally recommended. It also shows that the first coordination sphere contributes most of the entropy of SCO, meaning that long-range entropy effects must contribute a minor part of the total entropy.
Zero-Point Energy and Thermal Effects on the Spin State Balance. The inherently quantum
mechanical vibrational ZPEs contribute to the spin state balance: The ZPE is smaller for HS states than for LS states, due to the weaker metal-ligand bonds. This causes the differential ZPE to favor HS states 9, 25 . ZPE corrections are particular important for complexes with strong or moderate ligands (e.g. N-ligands, CO, and CN − ) as is the case for the iron(II) SCO complexes, and less so for weak ligands 25 .
The computed ZPE corrections to the E are shown in the first panel of Figure 3A . This effect always favors HS, as expected. The average effect of ZPE is 9 kJ/mol, fairly constant across all 30 systems, because of the similarity in ligands and metal ions. There is no substantial difference between the iron(III) and iron(II) complexes.
From the numerically calculated frequencies, the vibration state function and associated thermodynamic functions G, S, and H can be calculated (the freeh script of Turbomole was applied to this end). The numerical values of these corrections are shown in Supporting Information, Table S2 . Figure 3A shows these thermochemical corrections in kJ/mol at 298.15 K. The H corrections to the electronic energies are relatively small, because the (PV) term is generally small in condense phase.
However, the entropy corrections, as discussed above, cause a substantial correction to the free energy estimate of SCO, almost doubly as large as the ZPE effect. This is not only relevant when modeling SCO systems but also when comparing HS and LS states in enzymes or transition metal catalysts, where many "energy profiles" completely ignore vibrational entropy despite changing between HS and LS and other loose vs. dense electronic states.
Even more problematic cases arise if there are consecutive bond formations or bond cleavages involved, which is not the case in the simple SCO process; yet, entropy calculations can relatively well handle such cases as well, e.g. O2 binding to heme where both spin state change and ligand binding occur simultaneously 99 . Neglect of entropy produces energies that artificially favor LS too much, although this may be partly cancelled by e.g. neglecting dispersion which, as shown below, favors LS significantly, or by using a method that intrinsically overstabilizes HS, such as a hybrid functional with too much HF exchange 9 . 
Effect of Density Functional on Computed Enthalpies of SCO. Having now accounted for
the importance of including ZPE and thermochemical corrections to SCO, the use of different methods can be considered. Figure 3B shows the ZPE-corrected H values for 12 different functionals used in this work. Since the main goal was to understand the physics of the problem, the functionals were chosen to cover a range of design principles and HF exchange fractions in hybrids, including double hybrids (B2PLYP), meta functionals (PW6B95, TPSS), meta hybrid (TPSSh), GGA hybrids (PBE0 and B3LYP), and a range of different basic exchange and correlation functionals, to sort out this effect from the HF exchange effect. Of these, B3LYP* has been designed specifically for this problem with 15% HF exchange and is expected to be relatively accurate 12, 74 , and TPSSh has previously been reported to exhibit high accuracy for first-row transition metal systems 100, 101 , including experimental enthalpies of SCO of cobalt and iron systems 16, 102 and metal-ligand bond dissociations 103 . Non-hybrid functionals favor LS states, compared to hybrid functionals, a well-known consequence of HF exchange producing polarized electron densities with energy bias towards HS states 12, 13 .
First, the correlation functionals are compared most easily in the non-hybrids where the effect of HF exchange is absent: From Figure 3B , it can be seen that E/H produced by PBE and BP86 are quite similar (within 5 kJ/mol in E in general). The meta GGA functional TPSS provides the strongest bias towards LS and the bias is 7 kJ/mol larger than BP86 and 11 kJ/mol larger than PBE on average. included in that study, the conclusions change and B2PLYP becomes less accurate than e.g. TPSSh).
As seen in Figure 3B , B2PLYP performed almost identically to the meta hybrid functional PW6B95 that was developed for thermochemistry 84 , although there are differences for specific complexes. B3LYP was only slightly more HS-stabilizing than these two functionals and performed very similar to B97-D, which uses the early dispersion correction by Grimme 79 . At 15 kJ/mol more stabilization towards HS came PBE0, the much used hybrid with 25% HF exchange, and finally, with substantial HS stabilization, on average 90 kJ/mol more than PBE0, came the BHLYP hybrid with 50% HF exchange. Figure 3B As a control used to test for "false positives", the strictly low-spin non-SCO complex [Fe(phen)3] 2+ was also computed. Only BHLYP produced lower energies for HS for this complex.
However, when adding entropy that favors HS, also PBE0 was seen to produce too small energies in favor of LS (7 kJ/mol, thus predicting a free energy in favor of HS when adding TS). This illustrates the importance of including the entropy when estimating the true spin state of a molecular system.
Dispersion Substantially Affects Spin Balance by Favoring LS.
Dispersion is now included in many functionals via specific corrections, and this allows one to study the effect of this second-order 19 instantaneous induced-dipole interaction on the process of interest. For large, polarizable electron densities changing location close in space (e.g. dissociation of bulky groups such as in B12-systems 105 ), dispersion is clearly important. However, even for the relative energies of spin states, there are previous indications that dispersion may be important 24, 25 . Thus, to understand the physics of SCO, one needs to estimate the role of dispersion.
In this work, dispersion contributions within the first coordination sphere have been estimated; long-range effects and compensatory interactions with an explicit solvent will also contribute, but these are not studied in the present work as this issue is a general problem of theoretical chemistry that remains to be solved: When molecular packing in condense phase affects the two relevant states differently (here LS and HS) an additional error will arise from compensatory interactions with the solvent molecules or other solutes. For many normal reactions the differential compensation between the two states may be small, but for some reactions, notably bond cleavage and bond breaking reactions where the molecular volume of reaction changes substantially, the effect can be large; thus this issue has been studied in particular in the case of Co−C bond cleavage reactions of bulky cobalamins 105, 106 .
The only viable solution to this ongoing problem is, in this author's opinion, a fully solvated system that includes all compensatory solvent-solvent and solvent-solute interactions without cutoffs, studied by QM/MM and with adequate phase space sampling of the many possible solvent molecule alignments contributing to specific solvation within the first two or three solvation spheres.
Yet, for the current study, dispersion effects within the first coordination sphere provide a first estimate of the total dispersion contribution to SCO for a number of systems large enough to make any general conclusions. To this end, all the 31 systems were also studied with 11 functionals where D3 dispersion by Grimme 85 was included when computing the energies (B97-D already has dispersion and was thus not studied with additional D3). On average across all complexes, the stabilization effect on LS amounts to 9 kJ/mol. The system-wise standard deviations are 4.3 kJ/mol, whereas the method-wise standard-deviation is 5.2 kJ/mol. Thus, dispersion corrections for SCO systems are to some extend both method-dependent and systemdependent.
The largest D3 corrections are seen for the non-hybrids BP86 and BLYP. This effect is caused by differences in the specifically parameterized D3 parameters of the individual methods 79 . The largest dispersion-corrections averaged over methods are seen for systems 5, 15, and 20. All these three systems have bulky N-containing ring ligands whose interactions are larger in the smaller LS state and thus favored more by the attractive dispersion in these systems. This dispersion effect favoring LS in particular in crowded SCO systems is important to consider in rational design as it amounts to 18 kJ/mol for these systems. Table S3 and Table S4 ). They show that order 4 and 2 give similar results for these iron complexes (typically within 0.1 kJ/mol, in one case ~1 kJ/mol), consistent with the overall small, mainly scalar corrections. The spin-orbit coupling corrections are 0−3 kJ/mol, i.e. the scalar-relativistic corrections computed with the Cowan-Griffin operator are a good approximation for iron complexes (this of course does not apply to heavier atoms where the non-scalar effects become rapidly larger).
The scalar-relativistic corrections to all energies were computed using the Cowin-Griffin operator 92 , and the difference in the corrections for HS and LS states was then calculated for all methods and for all systems (31 x 12 x 2 = 744 calculations). The numerical data are compiled in Supporting Information, Table S5 . Interestingly, the relativistic corrections are systematic and favor LS on average by ~9 kJ/mol. The effect is larger for iron(II) complexes (9.7 kJ/mol) than for iron(III) complexes (5.9 kJ/mol). Except from that difference, the system-dependence is very small, with system-wise standard deviation of 1.5 kJ/mol for the iron(II) complexes and 0.7 kJ/mol for the iron (III) complexes. This is consistent with a physical effect that is fully centered on the metal ion, in contrast to the dispersion effects that were more system-dependent because they play out in the general system. Fully Corrected H values of SCO. After having discussed these various effects separately, the paper ends by compiling the computed enthalpies of SCO with all corrections included, as shown in Table 2 . These are the numbers that can be compared with the experimental enthalpies of SCO as seen in Table 1 . The mean signed error from such a comparison is shown in the last row of Table 2 . 24 From the results, it can be seen that even with vibrational and thermal corrections that favor HS, the non-hybrids that produce dense electron states and favor LS do not produce the experimental HS states comfortably, i.e. some HF exchange is needed to produce a balanced description of electron correlation in SCO systems 12, 13, 22 .
TPSSh and B3LYP* both work well if one neglects dispersion and relativistic effects, but includes thermal and zero-point effects, as has usually been done before. When B3LYP* was recommended 74 , there was no dispersion correction to account for the important effect of dispersion on SCO that is observed in this work. However, when all the physical effects are corrected for, using the dispersion correction taken from B3LYP (this correction is not very functional-sensitive so this is justified), B3LYP* performs remarkably accurate also in a fully corrected (including dispersioncorrected) context, with a signed error of only a few kJ/mol.
As a final point of interest, the linear dependence of H on HF exchange is shown in Figure 5 .
This linearity was first observed by Reiher et al. 74 , motivating the development of the B3LYP* functional. It can be seen that for the totality of the 30 SCO systems, the HS state is favored by 4.2 kJ/mol per 1% of HF exchange. However, the dependency is system-specific and ranges from 3.5 to 5.3 kJ/mol (the two extreme cases, compounds 2 and 10), as shown in Figure 5B and 5C, respectively. 
Conclusions.
The spin balance depends on several physical effects, studied systematically in this work for the largest compilation of SCO systems so far. It is well known that entropy and enthalpy acts oppositely in SCO for individual systems, due to the LS being energetically favored but also having less vibrational entropy 9 . However, it is found here that entropy and enthalpy of SCO are highly compensatory across the SCO systems as a whole, with a remarkable correlation coefficient of R ~0.82. This conclusion was reached from compilation and regression analysis of experimental data alone.
Then, it was shown that the vibrational entropies can be computed with good accuracy if they are computed in solvent models. Thus, because of the entropy-enthalpy compensation, entropy needs to be included when estimating the spin state of a transition metal complex, including a catalytic intermediate or a SCO system.
While ZPE and vibrational entropy systematically favor HS, due to the longer, weaker bonds of the HS state with occupied eg type orbitals, scalar-relativistic effects and dispersion effects consistently favor LS by non-negligible amounts. Dispersion favors LS on average by 9 kJ/mol, but in a system specific way, being particularly important for SCO systems with crowded ligands, because these are in closer contact in the more compact LS state. It is found that relativistic effects also favor LS by ~9 kJ/mol on average, more for iron(III) and less for iron(II) systems, and thus substantially contribute to the spin balance and SCO process, but in a less system-dependent way. The more compact LS state is 26 favored by the s-shell stabilization, whereas the diffuse, higher angular momentum orbitals are destabilized by the reduced nuclear charge of the more compact relativistic core.
Interestingly, these various effects tend to cancel to some extend in many systems. Cancellation of the errors from neglecting the effects studied in this work may have ended up providing reasonable results in some previous studies, but such cancellations cannot be generally relied upon, as systems will differ in terms of their relativistic, thermal, and dispersion contributions to the spin balance, since all these are system-dependent. When including all effects, B3LYP* performs remarkably accurate, with a signed error of only a few kJ/mol. However, the main conclusion from this work is to pinpoint the magnitudes and directions of the various physical drivers of SCO, which may be of interest in future rational design of SCO systems.
Supporting Information Available. Table S1 : XYZ coordinates for all geometry-optimized systems in both high-spin and low-spin states. Table S2 : Electronic energies and thermochemical corrections for all studied systems. Table S3 : Relativistic Douglas-Kroll-Hess and non-relativistic electronic energies (PBE/dhf-TZVP-2c). Table S4 : ∆E (HS−LS) computed from energies of Table S3 (PBE/dhf-TZVP-2c), and gap corrections. Table S5 : Cowan-Griffin corrections to high-spin low-spin gap for all 31 studied complexes. This material is available free of charge via the Internet at http:/pubs.acs.org.
