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03 LIE ALGEBRAS AND GROWTH IN BRANCH GROUPS
Laurent Bartholdi
We compute the structure of the Lie algebras associated to two examples
of branch groups, and show that one has finite width while the other, the
“Gupta-Sidki group”, has unbounded width (Corollary 3.9). This answers
a question by Sidki. More precisely (Corollary 3.10) the Lie algebra of the
Gupta-Sidki group has Gelfand-Kirillov dimension log 3/ log(1 +
√
2).
We then draw a general result relating the growth of a branch group, of
its Lie algebra, of its graded group ring, and of a natural homogeneous space
we call parabolic space, namely the quotient of the group by the stabilizer
of an infinite ray. The growth of the group is bounded from below by the
growth of its graded group ring, which connects to the growth of the Lie
algebra by a product-sum formula, and the growth of the parabolic space
is bounded from below by the growth of the Lie algebra (see Theorem 4.4).
Finally we use this information to explicitly describe the normal sub-
groups of G, the “Grigorchuk group”. All normal subgroups are character-
istic, and the number bn of normal subgroups of G of index 2
n is odd and
satisfies {lim sup, lim inf}bn/nlog2(3) = {5log2(3), 29} (see Corollary 5.4).
1. Introduction
The first purpose of this paper is to describe explicitly the Lie algebra associated to the
Gupta-Sidki group Γ¨ [20], and show in this way that this group is not of finite width (Corol-
lary 3.9). We shall describe in Theorem 3.8 the Lie algebra as a graph, somewhat similar to
a Cayley graph, in a formalism close to that introduced in [4].
We shall then consider another group, Γ, and show in Corollary 3.14 that although many
similarities exist between Γ¨ and Γ, the Lie algebra of Γ does have finite width.
These results follow from a description of group elements as “branch portraits”, exhibiting
the relation between the group and its Lie algebra. They lead to the notion of infinitely
iterated “wreath algebras”, similar to wreath products of groups [1], to appear in a subsequent
paper.
We shall show in Theorem 4.4 that, in the class of branch groups, the growth of the
homogeneous space G/P (where P is a parabolic subgroup) is larger than the growth of the
Lie algebra L(G). This result parallels a lower bound on the growth of G by that of its
graded group ring kG (Proposition 1.10).
Finally, we shall describe all the normal subgroups of the first Grigorchuk group, using the
same formalism as that used to describe the lower central series. We confirm the description
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by Ceccherini et al. of the low-index normal subgroups of G [16]. It turns out that all non-
trivial normal subgroups are characteristic, and have finite index a power of 2. Call bn the
number of normal subgroups of index 2n (Finite-index, non-necessarily-normal subgroups
always have index a power of 2; this follows from G being a 2-torsion group.) Then there are
3k + 2 subgroups of index 25·2
k+1 and 293
k + 1 subgroups of index 22
k+2; these two values
are extreme, in the sense that bn/n
log2(3) has lower limit 5− log2(3) and upper limit 29 . Also,
bn is odd for all n (see Corollaries 5.4 and 5.5).
1.1. Philosophy. One can hardly exaggerate the importance of Lie algebras in the study of
Lie groups. Lie subgroups correspond to subalgebras, normal subgroups correspond to ideals;
simplicity, nilpotence etc. match perfectly. This is due to the existence of mutually-inverse
functions exp and log between a group and its algebra, and the Campbell-Hausdorff formula
expressing the group operation in terms of the Lie bracket.
In the context of (discrete) p-groups and Lie algebras of characteristic p, the correspon-
dence is not so perfect. First, in general, there is no exponential, and the best one can
consider is the degree-1 truncations
exp(x) = 1 + x+O(x2), log(1 + x) = x+O(x2);
more terms would introduce denominators that in general are not invertible; and no reason-
able definition of convergence can be imposed on Fp. As a consequence, the group has to be
subjected to a filtration to yield a Lie algebra. Then there is no perfect bijection between
group and Lie-algebra objects.
However, the numerous results obtained in the area show that much can be gained from
consideration of these imperfect algebras. To name a few, the theory of groups of finite
width is closely related to the classification of finite p-groups (see [31, 44]) and the theory of
pro-p-groups is intimately Lie-algebraic; see [43], [42, §8] and [28] with its bibliography. The
solution to Burnside’s problems by Efim Zelmanov relies also on Lie algebras. The results
by Lev Kaloujnine on the p-Sylow subgroups of Spn , even if in principle independent, can
be restated in terms of Lie algebras in a very natural way (see Theorem 3.4).
In this paper, I wish to argue that questions of growth, geometry and normal subgroup
structure are illuminated by Lie-algebraic considerations.
1.2. Notation.We shall always write commutators as [g, h] = g−1h−1gh, conjugates as
gh = h−1gh, and the adjoint operators Ad(g) = [g,−] and ad(x) = [x,−] on the group and
Lie algebra respectively. Sn is the symmetric group on n letters, and An is the alternate
subgroup of Sn. Polynomials and power series are all written over the formal variable ~, as
is customary in the theory of quantum algebras. The Galois field with p elements is written
Fp. The cyclic group of order n is written Cn.
The lower central series of G is {γn(G)}, the lower p-central series is {Pn(G)}, the dimen-
sion series is {Gn}, the Lie dimension series is {Ln(G)}, and the derived series is G(n), and
in particular G′ = [G,G] — the definitions shall be given below.
As is common practice, H < G means that H is a not-necessarily-proper subgroup of G.
For H < G, the subgroup of H generated by n-th powers of elements in H is written ✵n(H),
and H×n denotes the direct product of n copies of H , avoiding the ambiguous “Hn”. The
normal closure of H in G is HG.
Finally, “∗” stands for “anything” — something a speaker would abbreviate as “blah,
blah, blah” in a talk. It is used to mean either that the value is irrelevant to the rest of the
computation, or that it is the only unknown in an equation and therefore does not warrant
a special name.
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1.3. N-series.We first recall a classical construction of Magnus [34], described for instance
in [30] and [23, Chapter VIII].
Definition 1.1. Let G be a group. An N -series is series {Hn} of normal subgroups with
H1 = G, Hn+1 ≤ Hn and [Hm, Hn] ≤ Hm+n for all m,n ≥ 1. The associated Lie ring is
L(G) =
∞⊕
n=1
Ln,
with Ln = Hn/Hn+1 and the bracket operation Ln ⊗Lm → Lm+n induced by commutation
in G.
For p a prime, an Np-series is an N -series {Hn} such that ✵p(Hn) ≤ Hpn, and the
associated Lie ring is a restricted Lie algebra over Fp.
L
Fp(G) =
∞⊕
n=1
Ln,
with the p-mapping Ln → Lpn induced by raising to the power p in Hn.
We recall that L is a restricted Lie algebra (see [24] or [47, Section 2.1]) if it is over a
field k of characterstic p, and there exists a mapping x 7→ x[p] such that adx[p] = ad(x)p,
(αx)[p] = αpx[p] and (x + y)[p] = x[p] + y[p] +
∑p−1
i=1 si(x, y), where the si are obtained by
expanding ad(x ⊗ ~+ y ⊗ 1)p−1(a⊗ 1) =∑p−1i=1 si(x, y)⊗ i~i−1 in L ⊗ k[~]. Equivalently,
Proposition 1.2 (Jacobson). Let (ei) be a basis of L such that, for some yi ∈ L, we have
ad(ei)
p = ad(yi). Then L is restricted; more precisely, there exists a unique p-mapping such
that e
[p]
i = yi.
The standard example of N -series is the lower central series, {γn(G)}∞n=1, given by
γ1(G) = G and γn(G) = [G, γn−1(G)], or the lower exponent-p central series or Frattini
series given by P1(G) = G and Pn(G) = [G,Pn−1(G)]✵p(Pn−1(G)). It differs from the lower
central series in that its successive quotients are all elementary p-groups.
The standard example of Np-series is the dimension series, also known as the p-lower
central, Zassenhaus [50], Jennings [25], Lazard [30] or Brauer series, given by G1 = G and
Gn = [G,Gn−1]✵p(G⌈n/p⌉), where ⌈n/p⌉ is the least integer greater than or equal to n/p. It
can alternatively be described, by a result of Lazard [30], as
(1) Gn =
∏
i·pj≥n
✵pj (γi(G)),
or as
Gn = {g ∈ G| g − 1 ∈ ̟n},
where ̟ is the augmentation (or fundamental) ideal of the group algebra FpG. Note that
this last definition extends to characteristic 0, giving a graded Lie algebra L
Q
(G) over Q. In
that case, the subgroup Gn is the isolator of γn(G):
Gn =
√
γn(G) = {g ∈ G| 〈g〉 ∩ γn(G) 6= {1}}.
A good reference for these results is [36, Chapter VIII].
We mention finally for completeness another Np-series, the Lie dimension series Ln(G)
defined by
Ln(G) = {g ∈ G| g − 1 ∈ ̟(n)},
where ̟(n) is the n-th Lie power of ̟ < kG, given by ̟(1) = ̟ and ̟(n+1) = [̟(n), ̟] =
{xy − yx|x ∈ ̟(n), y ∈ ̟}. It is then known [37] that
Ln(G) =
∏
(i−1)·pj≥n
✵pj (γi(G))
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if k is of characteristic p, and
Ln(G) =
√
γn(G) ∩ [G,G]
if k is of characteristic 0.
In the sequel we will only consider the N -series {γn(G)} and {Pn(G)} and the Np-series
{Gn} of dimension subgroups. We reserve the symbols L and LFp for their respective Lie
algebras.
Definition 1.3. Let {Hn} be an N -series for G. The degree of g ∈ G is the maximal
n ∈ N ∪ {∞} such that g belongs to Hn.
A series {Hn} has finite width if there is a constantW such that ℓn := rank[Hn : Hn+1] ≤
W holds for all n (Here rankA is the minimal number of generators of the abelian group A).
A group has finite width if its lower central series has finite width — this definition comes
from [28].
Definition 1.4. Let a = {an} and b = {bn} be two sequences of real numbers. We write
a - b if there is an integer C > 0 such that an < CbCn+C +C for all n ∈ N, and write a ∼ b
if a - b and b - a.
In the sense of this definition, a group has finite width if and only if {ℓn} ∼ {1}.
I do not know the answer to the following natural
Question 1. If rank(γn(G)/γn+1(G)) is bounded, does that imply that rank(Gn/Gn+1),
rank(Pn(G)/Pn+1(G)) or rank(Ln(G)/Ln+1(G)) is bounded? and conversely?
More generally, say an N -series {Hn} has finite width if rank(Hn/Hn+1) is bounded over
n ∈ N. If G has a finite-width N -series intersecting to {1}, are all N -series of G of finite
width?
The following result is well-known, and shows that sometimes the Lie ring L(G) is actually
a Lie algebra over Fp.
Lemma 1.5. Let G be a group generated by a set S. Let L(G) be the Lie ring associated to
the lower central series.
1) If S is finite, then Ln is a finite-rank Z-module for all n.
2) If there is a prime p such that all generators s ∈ S have order p, then Ln is a vector
space over Fp for all n. It then follows that the Frattini series (for that prime p) and
the lower central series coincide.
Proof. First, L1 is generated by S, the image of S in G/G′. Since L is generated by L1, in
particular Ln is generated by the finitely many (n − 1)-fold products of elements of S; this
proves the first point.
Actually, far fewer generators are required for Ln; in the extremal case when G is a free
group, a basis of Ln is given in terms of “standard monomials” of degree n; see Subsection 3.2
or [21].
For the second claim, assume more generally that sp ∈ G′ for all s ∈ S, so that G/G′ is
an Fp-vector space. We use the identity [x, y]
p ≡ [x, yp] mod γ3〈x, y〉, due to Philip Hall.
Let g = [x, y] be a generator of γn(G), with x ∈ G and y ∈ γn−1(G). Then yp ∈ γn(G) by
induction, so gp ∈ γn+1(G) and Ln is an Fp-vector space. 
Anticipating, we note that the groups Γ¨ and Γ we shall consider satisfy these hypotheses
for p = 3, and G satisfies them for p = 2.
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1.4. Growth of groups and vector spaces. Let G be a group generated by a finite set
S. The length |g| of an element g ∈ G is the minimal number n such that g can be written
as s1 . . . sn with si ∈ S. The growth series of G is the formal power series
growth(G) =
∑
g∈G
~
|g| =
∑
n≥0
fn~
n,
where fn = #{g ∈ G| |g| = n}. The growth function of G is the ∼-equivalence class of
the sequence {fn}. Note that although growth(G) depends on S, this equivalence class is
independent of the choice of S.
Let X be a transitive G-set and x0 ∈ X be a fixed base point. The length |x| of an element
x ∈ X is the minimal length of a g ∈ G moving x0 to x. The growth series of X is the formal
power series
growth(X, x0) =
∑
x∈X
~
|x| =
∑
n≥0
fn~
n,
where fn = {x ∈ X | mingx0=x |g| = n}. The growth function of X is the the ∼-equivalence
class of the sequence {fn}. It is again independent of the choice of x0 and of generators of
G.
Let V =
⊕
n≥0 Vn be a graded vector space. The Hilbert-Poincare´ series of V is the formal
power series
growth(V ) =
∑
n≥0
vn~
n =
∑
n≥0
dimVn~
n.
We return to the dimension series of G. Consider the graded algebra
FpG =
∞⊕
n=0
̟n/̟n+1.
A fundamental result connecting L
Fp(G) and FpG is the
Theorem 1.6 (Quillen [39]). FpG is the restricted enveloping algebra of the Lie algebra
L
Fp(G) associated to the dimension series.
The Poincare´-Birkhoff-Witt Theorem then gives a basis of FpG consisting of monomials
over a basis of L
Fp(G), with exponents at most p− 1. As a consequence, we have the
Proposition 1.7 (Jennings [25]). Let G be a group, and let
∑
n≥1 ℓn~
n be the Hilbert-
Poincare´ series of L
Fp(G). Then
growth(FpG) =
∞∏
n=1
(
1− ~pn
1− ~n
)ℓn
.
Approximations from analytical number theory [32] and complex analysis give then the
Proposition 1.8 ([4], Proposition 2.2 and [38], Theorem 2.1). Let G be a group and expand
the power series growth(L
Fp(G)) =
∑
n≥1 ℓn~
n and growth(FpG) =
∑
n≥0 fn~
n. Then
1) {fn} grows exponentially if and only if {ℓn} does, and we have
lim sup
n→∞
ln ℓn
n
= lim sup
n→∞
ln fn
n
.
2) If ℓn ∼ nd, then fn ∼ en(d+1)/(d+2) .
The Lie algebras we consider have polynomial growth, i.e. finite Gelfand-Kirillov dimen-
sion. This notion is more commonly studied for associative rings [19]:
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Definition 1.9. Let L = ⊕Ln be a graded Lie algebra. Its Gelfand-Kirillov dimension is
dimGK(L) = lim sup
n→∞
log (dimL1 + · · ·+ dimLn)
logn
.
Note that if ℓn ∼ nd, then L has Gelfand-Kirillov dimension d+1. However, the converse
is not true, since the sequence log(ℓ1+ · · ·+ ℓn)/ logn need not converge. If the group G has
finite width, then its algebra L(G) has Gelfand-Kirillov dimension 1.
Note also that ifA is any algebra generated in degree 1, then dimGK(A) = 0 or dimGK(A) ≥
1. Furthermore, George Bergman showed in [12] that if A is associative, then dimGK(A) = 1
or dimGK(A) ≥ 2. Victor Petrogradsky showed in [51] that there exist Lie algebras of any
Gelfand-Kirillov dimension ≥ 1.
Finally, we recall a connection between the growth of G and that of FpG. We use the
notation
∑
fn~
n ≥∑ gn~n to mean fn ≥ gn for all n ∈ N.
Proposition 1.10 ([10], Lemma 8). Let G be a group generated by a finite set S. Then
growth(G)
1− ~ ≥ growth(kG).
2. Branch groups
Branch groups were introduced by Rostislav Grigorchuk in [11], where he develops a general
theory of groups acting on rooted trees. We shall content ourselves with a restricted defi-
nition; recall that G ≀ Sd is the wreath product G×d ⋊ Sd, the action of Sd on the direct
product induced by the permutation action of Sd on Σ = {1, . . . , d}.
Definition 2.1. A group G is regular branch if for some d ∈ N there is
1) an embedding ψ : G →֒ G ≀Sd such that the image of ψ(G) in Sd acts transitively on
Σ. Define for n ∈ N the subgroups StabG(n) of G by StabG(0) = G, and inductively
StabG(n) = ψ
−1(StabG(n− 1)×d)
where StabG(n − 1)×d is seen as a subgroup of G ≀ Sd. One requires then that⋂
n∈N StabG(n) = {1};
2) a subgroup K < G of finite index with ψ(K) < K×d.
To avoid ambiguous bracket notations, we write the decomposition map
ψ(g) =≪g1, . . . , gd≫π,
with π expressed as a permutation in disjoint cycle notation.
We shall abbreviate “regular branch” to “branch”, since all the branch groups that appear
in this paper are actually regular branch. We shall usually omit d from the description, and
say that “G branches over K”.
Lemma 2.2. If G is a branch group, then G branches over a subgroup K of G such that K
is normal in G, and K×d is normal in ψ(K).
Proof. Let G be branch over L of finite index, and set K =
⋃
g∈G L
g, the core of L. Then
obviously L ⊳ G; and since (L×d)ψg < ψ(Kg) for all g ∈ G, we have, writing ψ(g) =
≪g1, . . . , gd≫π,
K×d ≤
⋂
g∈G
(Lg1pi × · · · × Lgdpi ) =
⋂
g∈G
(L×d)ψg < K,
and (K×d)ψ(g) = Kg1pi × · · · ×Kgdpi = K×d, so K×d ⊳ ψ(G). 
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Let G be a branch group, with d, Σ and K as in the definition. The rooted tree on Σ is
the free monoid Σ∗, with root the empty sequence ∅; it is a metric space for the distance
dist(σ, τ) = |σ|+ |τ | − 2max{n ∈ N|σn = τn}.
The natural action of G is an action on Σ∗, defined inductively by
(2) (σ1σ2 . . . σn)
g = (σ1)
π(σ2 . . . σn)
gσ1 for σ1, . . . , σn ∈ Σ,
where ψ(g) = ≪g1, . . . , gd≫π. By the condition
⋂
StabG(n) = {1}, this action is faithful
and G is residually finite. Note that StabG(n) is the fixator of Σ
n in this action.
Note that the action (2) gives geometrical meaning to the branch structure of G that
closely parallels the structure of the tree Σ∗. Indeed one may consider G as a group acting
on the tree Σ∗; then the choice of a vertex σ of Σ∗ and of a subgroup J of K determines
a subgroup Lσ of K, namely the group of tree-automorphisms of Σ
∗ that fix Σ∗ \ σΣ∗ and
whose action on σΣ∗ is that of an element of J on Σ∗. The choice of a subgroup Jσ for all
σ ∈ Σ∗ determines a subgroup M of K, namely the closure of the Lσ associated to σ and Jσ
when σ ranges over Σ∗.
This geometrical vision can also give pictorial descriptions of the group elements:
Definition 2.3. Suppose G branches over K; let T be a transversal of K in G, and let U
be a transversal of ψ−1(K×d) in K. The branch portrait of an element g ∈ G is a labeling of
Σ∗, as follows: the root vertex ∅ is labeled by an element of TU , and all other vertices are
labeled by an element of U .
Given g ∈ G: write first g = kt with k ∈ K and t ∈ T ; then write k = ψ−1(k1, . . . , kd)u∅,
and inductively kσ = ψ
−1(kσ1, . . . , kσd)uσ for all σ ∈ Σ∗. Label the root vertex by tu∅ and
the label the vertex σ 6= ∅ by uσ.
There are uncountably many branch portraits, even for a countable branch group. We
therefore introduce the following notion:
Definition 2.4. Let G be a branch group. Its completion G is the inverse limit
proj lim
n→∞
G/ StabG(n).
This is also the closure in AutΣ∗ of G seen through its natural action (2).
Note that sinceG is closed in AutΣ∗ it is a profinite group, and thus is compact, and totally
disconnected. If G has the “congruence subgroup property” [11], meaning that all finite-index
subgroups of G contain StabG(n) for some n, then G is also the profinite completion of G.
Lemma 2.5. Let G be a branch group and G its completion. Then Definition 2.3 yields a
bijection between the set of branch portraits and G.
We shall often simplify notation by omitting ψ from subgroup descriptions, as for instance
in statements like “StabG(n) < StabG(n− 1)×d.”
2.1. The group G.We shall consider more carefully three examples of branch groups in the
sequel. The first example of branch group was considered by Rostislav Grigorchuk in 1980,
and appeared innumerably often in recent mathematics — the entire chapter VIII of [22] is
devoted to it. It is defined as follows: it is a 4-generated group G (with generators a, b, c, d),
its map ψ is given by
ψ :


G →֒ (G×G)⋊S2
a 7→ ≪1, 1≫(1, 2), b 7→ ≪a, c≫,
c 7→ ≪a, d≫, d 7→ ≪1, b≫
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and its subgroup K is the normal closure of [a, b], of index 16. Rostislav Grigorchuk proved
in [8, 9] that G is an intermediate-growth, infinite torsion group. Its lower central series was
computed in [4], along with a description of its Lie algebra. We shall reproduce that result
using a more general method.
2.2. The group Γ¨. This 2-generated group was introduced by Narain Gupta and Said Sidki
in [20], where they proved it to be an infinite torsion group. Later Said Sidki obtained a
complete description of its automorphism group [45], along with information on its subgroups.
It is a branch group with generators a, t, its map ψ is given by
ψ :


Γ¨ →֒ (Γ¨× Γ¨× Γ¨)⋊ A3
a 7→ ≪1, 1, 1≫(1, 2, 3)
t 7→ ≪a, a−1, t≫,
and its subgroup K is Γ¨′, of index 9.
The author proved recently [3] that Γ¨ has intermediate growth, which increases its analogy
with the Grigorchuk group mentioned above. An outstanding question was whether Γ¨ has
finite width. Ana Cristina Vieira computed in [48, 49] the first 9 terms of the lower central
series and showed that there are all of rank at most 2. We shall shortly see, however, that Γ¨
has unbounded width.
The following lemma is straightforward:
Lemma 2.6. Γ¨′/(Γ¨′× Γ¨′× Γ¨′) is isomorphic to C3×C3, generated by c = [a, t] and u = [a, c].
Note finally that the notations in [45] are slightly different: his x is our a, and his y is
our t. In [48] her y[1] is our u, and more generally her g1 is our 0(g) and her g
[1] is our 2(g).
In [6], where a great deal of information on Γ¨ is gathered, the group is called Γ.
2.3. The group Γ. This other group is at first sight close to Γ¨: it is also branch, and
generated by two elements a, t. Its map ψ is given by
ψ :


Γ →֒ (Γ× Γ× Γ)⋊ A3
a 7→ ≪1, 1, 1≫(1, 2, 3)
t 7→ ≪a, 1, t≫,
and its subgroup K is Γ′, of index 9.
This group was first considered by Jacek Fabrykowski and Narain Gupta [17], who studied
its growth. In [6], Rostislav Grigorchuk and the author proved that it is a branch group,
and that its subgroup L = 〈at, ta〉 has index 3 and is torsion-free. In [3] another proof of Γ’s
subexponential growth is given.
3. Lie algebras
We shall now describe the Lie algebras associated to the groups G, Γ¨ and Γ defined in the
previous section. We start by considering a group G, and make the following hypotheses on
G, which will be satisfied by G, Γ¨ and Γ:
1) G is finitely generated by a set S;
2) there is a prime p such that all s ∈ S have order p.
Under these conditions, it follows from Lemma 1.5 that γn(G)/γn+1(G) is a finite-dimensional
vector space over Fp, and therefore that L(G) is a Lie algebra over Fp that is finite at each
dimension. Clearly the same property holds for the restricted algebra L
Fp(G).
We propose the following notation for such algebras:
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Definition 3.1. Let L =⊕n≥1 Ln be a graded Lie algebra over Fp, and choose a basis Bn
of Ln for all n ≥ 1. For x ∈ Ln and b ∈ Bn denote by 〈x|b〉 the b-coefficient of x in base Bn.
The Lie graph associated to these choices is an abstract graph. Its vertex set is
⋃
n≥1Bn,
and each vertex x ∈ Bn has a degree, n = deg x. Its edges are labeled as αx, with x ∈ B1
and α ∈ Fp, and may only connect a vertex of degree n to a vertex of degree n+ 1. For all
x ∈ B1, y ∈ Bn and z ∈ Bn+1, there is an edge labeled 〈[x, y]|z〉x from y to z.
If L is a restricted algebra of Fp, there are additional edges, labeled α · p with α ∈ Fp,
from vertices of degree n to vertices of degree pn. For all x ∈ Bn and y ∈ Bpn, there is an
edge labeled 〈xp|y〉 · p from x to y.
Edges labeled 0x are naturally omitted, and edges labeled 1x are simply written x.
There is some analogy between this definition and that of a Cayley graph — this topic
will be developed in Section 4. The generators (in the Cayley sense) are simply chosen to be
the ad(x) with x running through B1, a basis of G/[G,G].
A presentation for the L can also be read off its Lie graph. For every n, consider the set
W of all words of length n over B1. For a path π in the Lie graph, define its weight as the
product of the labels on its edges. Each w ∈ W defines an element of Ln, by summing the
weights of all paths labeled w in the Lie graph. Let Rn be the set of all linear dependence
relations among these words. Then L admits a presentation by generators and relations as
L = 〈B1| R1,R2, . . . 〉.
Let us give a few examples of Lie graphs. First, if G is abelian, then its Lie graph has
rank(G) vertices of weight 1 and no other vertices. If G is the quaternion group Q8 =
{±1,±i,±j,±k}, then its Lie ring is an algebra over F2, and the Lie graph of L(Q8) =
L
F2(Q8) is
i
j
  A
AA
AA
AA
A
−1
j
i
??~~~~~~~~
3.1. The infinite dihedral group. As another example, let G be the infinite dihedral
group D∞ = 〈a, b| a2, b2〉. Then γn(G) = 〈(ab)2n−1〉 for all n ≥ 2, and its Lie ring is again a
Lie algebra over F2, with Lie graph
a
b
!!C
CC
CC
CC
C
(ab)2
a,b // (ab)4
a,b // (ab)8
a,b //
b
a
==||||||||
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Note that the lower 2-central series of G is different: we have G2n = G2n+1 = · · · =
G2n+1−1 = γn+1(G), so the Lie graph of LF2(G) is
a
b
!!C
CC
CC
CC
C
(ab)2
·2 // (ab)4
·2 // (ab)8
·2 //
b
a
==||||||||
3.2. The free group. Consider, as an example producing exponential growth, the free
group Fr and its Lie algebra L; this is a free Lie algebra of rank r. Using Theorem 1.6 and
Mo¨bius inversion, we get
dim
Q
(γn(Fr)/γn+1(Fr)⊗ Q) = #{u ∈M| deg u = n} = 1
n
∑
d|n
µn/dr
d - rn,
where µ is the Mo¨bius function; therefore growth(QFr) ≤ 11−r~ . Recall that growth(Fr) =
1+~
1−(2r−1)~ , so the group growth rate can be strictly larger than the algebra growth rate in
Proposition 1.10.
It is an altogether different story to find explicitly a basis of L. Pick a basis X of Fr; its
image in L1 ∼= Zr is a generating set of L, still written X . A Hall set is a linearly ordered
set of non-associative words M with X ⊂M and
[u, v] ∈ M if and only if u < v ∈ M and (u ∈ X or u = [p, q], q ≥ v);
furthermore one requires [u, v] < v. Note that an order on the non-associative words uniquely
defines a corresponding Hall set.
There are many examples of Hall sets, and for each Hall setM the set {u ∈ M| |u| = r} is
a basis of the abelian group γn(Fr)/γn+1(Fr). For example, the Hall basis [21] is the linearly
ordered set M having as maximal elements X in an arbitrary order, and such that u < v in
M whenever deg(u) > deg(v). It contains then all [x, y] with x, y ∈ X and x > y; then all
[[u, v], w] whenever [u, v] < w ≤ v and u, v, w ∈M.
Another basis, more computationally efficient (it is a Lie algebra equivalent of “Gro¨bner
bases”), is the “Lyndon-Shirshov basis” [33, 40, 46]. It is defined as follows: order X arbi-
trarily; on the free monoid X∗ put the lexicographical ordering: u ≤ uv, and uxv < uyw for
all u, v, w ∈ X∗ and x < y ∈ X . A non-empty word w ∈ X∗ is a Lyndon-Shirshov word if
for any non-trivial factorization w = uv we have w < v. If furthermore we insist that v be
<-minimal, then u and v are again Lyndon-Shirshov words. For a Lyndon-Shirshov word w,
define its bracketing B(w) inductively as follows: if w ∈ X then B(w) = w. If w = uv with
v minimal then B(w) = [B(u), B(v)]. Then {B(w)} is a basis of L.
From our perspective, an optimal basis B would consist only of left-ordered commutators,
and be prefix-closed, i.e. be such that [u, x] ∈ B implies u ∈ B; then indeed the Lie algebra
structure of an arbitrary Lie algebra would be determined ad(u) for all u ∈ B, and therefore
would be a tree in the case of a free Lie algebra. Kukin announced in [29] a construction of
such bases, but his proof does not appear to be altogether complete [13], and the problem of
construction of a left-ordered basis seems to be considered open.
3.3. The lamplighter group. As another example, consider the “lamplighter group” G =
C2 ≀ Z, with a generating C2 and t generating Z. Define the elements
an =
n−1∏
i=0
a(−1)
i(n−1i )t
i
= at−1a−(n−1)t−1 . . . a(−1)
n−1
tn−1
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of G. Then its Lie algebra L
F2(G) is as follows:
a
t // a2
t // a3
t // a4
t // a5
t // a6
t // a7
t // a8
t // a9
t //
t
a
??
·2
// t2
a
>>}}}}}}}}
·2
// t4
a
>>}}}}}}}}
·2
// t8
a
>>}}}}}}}}
·2
//
Note that L
F2(G) has bounded width, while G has exponential growth! This shows that in
Proposition 1.10 the group growth rate can be exponential while the algebra growth rate is
polynomial.
3.4. The Nottingham group. As a final example, we give the Lie graph of the Nottingham
group’s Lie algebra [14, 26]. Recall that for odd prime p the Nottingham group J(p) is the
group of all formal power series
~+
∑
i>1
ai~
i ∈ Fp[[~]],
with composition (i.e. substitution) as binary operation. The lower central series is given by
Jn = {~+
∑
i>⌈np−1p−1 ⌉
ai~
i},
and a basis of L is {fi = ~(1 + ~i)}i≥1, where fi has degree
⌊
(p−1)i+1
p
⌋
. As basis of J1/J2,
we take B1 = {x = ~+ ~2 + ~3, y = ~+ ~3}. The commutations are given by
[fi, x] = (i− 1)fi+1, [fi, y] =


−2fi+2 if i ≡ 0 mod p
−fi+2 if i ≡ 1 mod p
0 otherwise,
.
This gives the Lie graph with “diamond” structure [15]
1 2 3 · · · p− 2 p− 1 p p + 1 p + 2
x
−y
?
??
??
??
? fp+1
−y
""F
FF
FF
FF
F
f3
2x // f4 // fp−1
−2x // fp
−x
<<xxxxxxxxx
−2y
""F
FF
FF
FF
FF
fp+3
2x // fp+4 //
y
x
??        
fp+2
x
<<xxxxxxxx
3.5. The tree automorphism group’s pro-p-Sylow Autp(Σ
∗). We start by considering
a typical example of branch group. Let p be prime; write p′ = p− 1 for notational simplicity.
Let Σ be the p-letter alphabet {1, . . . , p}, and let xn, for n ∈ N, be the p-cycle permuting the
first p branches at level n + 1 in the tree Σ∗. Therefore x0 acts just below the root vertex,
and xn+1 =≪xn, 1, . . . , 1≫ for all n.
For all n ∈ N we define Gn = Autp(Σ∗) as the group generated by {x0, . . . , xn−1}, and
G = 〈x0, x1, . . . 〉. Clearly G = inj limGn, while its closure is G = proj limGn. Note that Gn
is a p-Sylow of Spn , and G is a pro-p-Sylow of Aut(Σ
∗).
Lemma 3.2. G = G ≀ Cp; therefore G is a regular branch group over itself.
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Proof. The subgroup 〈x1, x2, . . . 〉 of G is isomorphic to G through xi 7→ xi−1, and its p
conjugates under powers of x0 commute, since they act on disjoint subtrees. 
Lev Kaloujnine described in [27] the lower central series of Gn, using his notion of tableau.
Our purpose here shall be to describe the Lie algebra of Gn (and therefore G and G) using
our more geometric approach. Let us just mention that in Kaloujnine’s theory of tableaux
his polynomials xe11 . . . x
en
n correspond to our e1 . . . en(x0).
Lemma 3.3. For u, v ∈ G and X,Y ∈ {0, . . . ,p′}n we have
[X(u), Y (v)] ≡ (X1 + Y1 − p′) . . . (Xn + Yn − p′)([u, v])
∏n
i=1(−1)
p′−Yi( Xip′−Yi),
modulo terms in [[X(u), Y (v)], G].
Proof. The proof follows by induction, and we may suppose n = 1 without loss of generality.
Multiplying by terms in [[X(u), Y (v)], G], we may assume Y (v) by some element acting only
on the last Y1 subtrees below the root vertex. Then
[X(u), Y (v)] ≡ [≪u, . . . , u(−1)X1 , 1, . . . , 1≫,≪1, . . . , 1, v, . . . , v(−1)Y1≫]
=≪[u, 1], . . . , [u(−1)p
′−Y1( pp′−Y1), v], . . . , [u(−1)
X1
, v
(−1)X1( pX1)], . . . , [1, v]≫
≡ (X + Y − p′)([u, v])(−1)p
′−Y1( pp′−Y1).

Note that in the Kaloujnine terminology there is a beautiful description of [X(u), Y (v)] in
terms of Poisson brackets, due to Vitaly Sushchansky, and due to appear in a forthcoming
paper of his.
Theorem 3.4. Consider the following Lie graph: its vertices are the symbols X for all words
X ∈ {0, . . . ,p′}∗, including the empty word λ. Their degrees are given by
degX1 . . .Xn = 1 +
n∑
i=1
Xip
i−1.
For all m > n ≥ 0 and all choices of Xi, there is an arrow labeled 0n from p′nXn+1 . . .Xm
to 0n(Xn+1 + 1)Xn+2 . . .Xm, and an arrow labeled 0
m from p′
n
to 0n10m−n−1.
Then the resulting graph is the Lie graph of L(G) and of L
Fp(G).
The subgraph spanned by all words of length up to n− 1 is the Lie graph of L(Gn) and of
L
Fp(Gn).
Proof. We interpret X in the Lie graph as X(x0) in G. The generator xn is then 0
n(x0). By
Lemma 3.3, the adjoint operators ad(xn) correspond to the arrows labeled 0
n. The arrows
connect elements whose degree differ by 1, so the degree of the element X(x0) is deg(X) as
claimed.
The power maps g 7→ gp are all trivial on the elements X(x0), so the Lie algebra and
restricted Lie algebra coincide.
The elements X(x0) for |X | ≥ n belong to StabG(n), and hence are trivial in Gn. 
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λ //
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n−1



λ //
p
′
0
n−1


0 //
010
n−2



λ //
110
n−2



λ //
p
′
10
n−2


λ //
p
′2
0
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0
2
//
0
2
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λ //
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λ //
p
′
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p
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p
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p
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Figure 1. The beginning of the Lie graph of L(G) for G the p-Sylow of Aut(Σ∗)
3.6. The group G. We give an explicit description of the Lie algebra of G, and compute
its Hilbert-Poincare´ series. These results were obtained in [4], and partly before in [41].
Set x = [a, b]. Then G is branch over K = 〈x〉G, and K/(K × K) is cyclic of order 4,
generated by x.
Extend the generating set of G to a formal alphabet S =
{
a, b, c, d, { bc }, { cd }, { db }
}
. Define
the transformation σ on words in S∗ by
σ(a) = a{ bc }a, σ(b) = d, σ(c) = b, σ(d) = c,
extended to subsets by σ{ xy } = { σxσy }. Note that for any fixed g ∈ G, all elements h ∈
StabG(1) such that ψ(h) = ≪g, ∗≫ are obtained by picking a letter from each set in σ(g).
This motivates the definition of S.
Theorem 3.5. Consider the following Lie graph: its vertices are the symbols X(x) and
X(x2), for words X ∈ {0, 1}∗. Their degrees are given by
degX1 . . . Xn(x) = 1 +
n∑
i=1
Xi2
i−1 + 2n,
degX1 . . . Xn(x
2) = 1 +
n∑
i=1
Xi2
i−1 + 2n+1.
There are four additional vertices: a, b, d of degree 1, and [a, d] of degree 2.
Define the arrows as follows: an arrow labeled { xy } or “x, y” stands for two arrows, labeled
x and y, and the arrows labeled c are there to expose the symmetry of the graph (indeed c = bd
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is not in our chosen basis of G/[G,G]):
a
b,c // x a
c,d // [a, d]
b
a // x d
a // [a, d]
x
a,b,c // x2 x
c,d //
0(x)
[a, d]
b,c //
0(x)
0∗ a // 1∗
1
n(x)
σn{ cd }//
0
n+1(x) 1n(x)
σn{ b
d
}
//
0
n(x2)
1
n
0∗
σn{ cd } //
0
n
1∗ if n ≥ 1.
Then the resulting graph is the Lie graph of L(G). A slight modification gives the Lie
graph of L
F2(G): the degree of X1 . . .Xn(x
2) is then 2 degX1 . . . Xn(x); and the 2-mappings
are given by
X(x)
·2−→ X(x2),
1
n(x2)
·2−→ 1n+1(x2).
The subgraph spanned by a, t, the X1 . . .Xi(x) for i ≤ n − 2 and the X1 . . . Xi(x2) for
i ≤ n− 4 is the Lie graph associated to the finite quotient G/ StabG(n).
Figure 3.6 describes as Lie graphs the top of the Lie algebras associated to G. Note the
infinite path, labeled by
{ cd }aσ({ cd }a)σ2({ cd }a) · · · = { cd }a{ bc }a{ bc }a{ bd }a{ bc }a{ bd }a{ bc }a{ cd }a{ bc }a . . . ;
it is the same as the labeling of the parabolic space of G — see Section 4 and [6].
For proof requires computation, given a term N of a central series and a generator s ∈
{a, b, c, d}, of [N, x] modulo [N,G,G]. We do slightly better in the following lemma — this
will be useful in Section 5 where we describe all normal subgroups of G. For that purpose
we introduce a symbol 0
1
(x) = 0(x)1(x)−1. We then have
0(x) =≪x, 1≫, 1(x) =≪x, x−1≫, 0
1
(x) =≪1, x≫.
Lemma 3.6. Assume N is a normal subgroup containing the left-hand operand of the com-
mutators below. Then modulo [N,G]′ we have
[0X, a] = 1X [1X, a] = 1X2
[0X, b] = 0[X, a] [1X, b] = 0[X, a] + 0
1
[X, c]
[0X, c] = 0[X, a] [1X, c] = 0[X, a] + 0
1
[X, d]
[0X, d] = 1 [1X, d] = 0
1
[X, b]
[x, a] = x2 [x2, a] = x4 = 1(x2 + 1x)
[x, b] = x2 [x2, b] = 1(x2 + 1x)
[x, c] = 0(x) + x2 [x2, c] = 0(x2 + 0x) + 1(x2 + 1x)
[x, d] = 0(x) [x2, d] = 0(x2 + 0x)
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Figure 2. The beginning of the Lie graphs of L
F2(G) (left) and L(G) (right).
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Proof. Direct computation, using the decompositions ψ(b) = (a, c) = 0(a) · 0
1
(c) etc. and
linearizing. 
Proof of Theorem 3.5. The proof proceeds by induction on length of words, or, what amounts
to the same, on depth in the lower central series.
First, the assertion is checked “manually” up to degree 3. The details of the computations
are the same as in [4].
We claim that for all words X,Y with deg Y (x) > degX(x) we have Y (x) ∈ 〈X(x)〉G,
and similarly Y (x2) ∈ 〈X(x2)〉G. The claim is verified by induction on degX .
We then claim that for any non-empty word X , either ad(a)X(∗) = 0 (if X starts by “1”)
or ad(v)X(∗) = 0 for v ∈ {b, c, d} (if X starts by “0”). Again this holds by induction.
We then prove that the arrows are as described above; this follow from Lemma 3.6. For
instance,
ad(σn{ cd })1n0∗ =


(
ad(σn{ db })1n−10∗, ad({ a1 })1n−10∗
)
= 0ad(σn−1{ cd })1n−10∗ = 0n1∗ if n ≥ 2,
(ad({ bc })0∗, ad(a)0∗) = 01∗ if n = 1.
Finally we check that the degrees of all basis elements are as claimed. For that purpose,
we first check that the degree of an arrow’s destination is always one more than the degree
of its source. Then fix a word X(∗), and consider the largest n such that X(∗) belongs to
γn(G). There is then an expression of X(∗) as a product of n-place commutators on elements
of G\[G,G], and therefore in the Lie graph there is a family of paths starting at some element
of B1 and following n− 1 arrows to reach X(∗). This implies that the degree of X(∗) is n,
as required.
The modification giving the Lie graph of L
F2(G) is justified by the fact that in L(G) we
always have degX(x2) ≤ 2 degX(x), so the element X(x2) appears always last as the image
of X(x) through the square map. The degrees are modified accordingly. Now X(x2) =
X1(x2), and 2 degX1(x) ≥ 4 degX(x), with equality only when X = 1n. This gives an
additional square map from 1n(x2) to 1n+1(x2), and requires no adjustment of the degrees.

Corollary 3.7. Define the polynomials
Q2 = −1− ~,
Q3 = ~+ ~
2 + ~3,
Qn(~) = (1 + ~)Qn−1(~
2) + ~+ ~2 for n ≥ 4.
Then Qn is a polynomial of degree 2
n−1 − 1, and the first 2n−3 − 1 coefficients of Qn and
Qn+1 coincide. The term-wise limit Q∞ = limn→∞Qn therefore exists.
The Hilbert-Poincare´ series of L(G/ StabG(n)) is 3~+~2+~Qn, and the Hilbert-Poincare´
series of L(G) is 3~+ ~2 + ~Q∞.
The Hilbert-Poincare´ series of L
F2(G) is 3 +
2~+~2
1−~2 .
As a consequence, G/ StabG(n) is nilpotent of class 2
n−1, and G has finite width.
Proof. Consider the sequence of coefficients of Qn. They are, in condensed form,
1, 22
0
, 12
0
, 22
1
, 12
1
, . . . , 2n−4, 1n−4, 1n−2.
The ith coefficient is 2 if there are X(x) and Y (x2) of degree i in G/ StabG(n), and is 1 if
there is only X(x). All conclusions follow from this remark. 
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3.7. The group Γ¨. We now give an explicit description of the Lie algebra of Γ¨, and compute
its Hilbert-Poincare´ series.
Introduce the following sequence of integers:
α1 = 1, α2 = 2, αn = 2αn−1 + αn−2 for n ≥ 3,
and βn =
∑n
i=1 αi. One has
αn =
1
2
√
2
(
(1 +
√
2)n − (1−
√
2)n
)
,
βn =
1
4
(
(1 +
√
2)n+1 + (1−
√
2)n+1 − 2
)
.
The first few values are
n 1 2 3 4 5 6 7 8
αn 1 2 5 12 29 70 169 398
βn 1 3 8 20 49 119 288 686
Theorem 3.8. In Γ¨ write c = [a, t] and u = [a, c] = 2(t). Consider the following Lie graph:
its vertices are the symbols X1 . . . Xn(x) with Xi ∈ {0, 1, 2} and x ∈ {c, u}. Their degrees
are given by
degX1 . . . Xn(c) = 1 +
n∑
i=1
Xiαi + αn+1,
degX1 . . .Xn(u) = 1 +
n∑
i=1
Xiαi + 2αn+1.
There are two additional vertices, labeled a and t, of degree 1.
Define the arrows as follows:
a
−t // c c t //
0(c)
t
a // c c a // u
u
t //
1(c)
0∗ a // 1∗ 1∗ a // 2∗
2∗ t //
0# whenever ∗ t−→#
2(c)
t //
1(u) 1(c)
−t //
0(u)
10∗ −t // 01∗ 11∗ −t // 02∗
20∗ t // 11∗ 21∗ t // 12∗
(Note that these last 3 lines can be replaced by the rules 2∗ t−→1# and 1∗ −t−→0# for all arrows
∗ a−→#.)
Then the resulting graph is the Lie graph of L(Γ¨). It is also the Lie graph of L
F3(Γ¨), with
the only non-trivial cube maps given by
2
n(c)
·3−→ 2n00(c), 2n(c) ·3−→ 2n1(u).
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Figure 3. The beginning of the Lie graph of L(Γ¨). The generator ad(t) is
shown by plain/blue arrows, and the generator ad(a) is shown by dotted/red
arrows.
The subgraph spanned by a, t, the X1 . . . Xi(c) for i ≤ n − 2 and the X1 . . . Xi(u) for
i ≤ n− 3 is the Lie graph associated to the finite quotient Γ¨/ StabΓ¨(n).
Proof. We perform the computations in the completion of Γ¨, still written Γ¨. With Lemma 2.5
in mind, Γ¨′ is the subgroup generated by all X(c) and X(u), for X ∈ {0, 1, 2}∗.
We claim inductively that if Xi ≥ Yi at all positions i, then X(c) ∈ 〈Y (c)〉Γ¨, and similarly
for u. Therefore some terms may be neglected in the computations of brackets.
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Now we compute ad(x)y for x, y ∈ {a, t, c, u}. Here ≡ means some terms of greater degree
have been neglected:
[a, 0∗] = 1∗, [a, 1∗] = 2∗, [a, 2∗] = 1 by definition,
[t, 0∗] = [≪a, a−1, t≫,≪∗, 1, 1≫] =≪[a, ∗], 1, 1≫ = 0[a, ∗]
≡ [≪a−1, t, a≫,≪∗, 1, 1≫] = −0[a, ∗], so [t, 0∗] = 1,
[t, 1∗] = [≪a, a−1, t≫,≪∗, ∗−1, 1≫] ≡ −0[a, ∗],
[t, 2∗] = [≪a, a−1, t≫,≪∗, ∗, ∗≫] ≡ 1[a, ∗] + 0[t, ∗].
All asserted arrows follow from these equations.
Finally, we prove that the degrees of X(c) and X(u) are as claimed, by remarking that
deg c = 3 and deg u = 4, that deg ad(s)∗ ≥ deg(∗) for s = a, t and all words ∗ (so the
claimed degrees smaller of equal to their actual value), and that each word of claimed degree
n appears only as ad(s)∗ for words ∗ of degree at most n − 1 (so the claimed degrees are
greater or equal to their actual value).
The last point to check concerns the cube map; we skip the details. 
Corollary 3.9. Define the following polynomials:
Q1 = 0,
Q2 = ~+ ~
2,
Q3 = ~+ ~
2 + 2~3 + ~4 + ~5,
Qn = (1 + ~
αn−αn−1)Qn−1 + ~
αn−1(~−αn−2 + 1 + ~αn−2)Qn−2 for n ≥ 3.
Then Qn is a polynomial of degree αn, and the polynomials Qn and Qn+1 coincide on their
first 2αn−1 terms. The coefficient-wise limit Q∞ = limn→∞Qn therefore exists.
The largest coefficient in Q2n+1 is 2
n, at position 12 (α2n+1 +1), so the coefficients of Q∞
are unbounded. The integers k such that ~k has coefficient 1 in Q∞ are precisely the βn +1.
The Hilbert-Poincare´ series of L(Γ¨/ StabΓ¨(n)) is ~+Qn, and the Hilbert-Poincare´ series
of L(Γ¨) is ~+Q∞. The same holds for the Lie algebra LF3(Γ¨/ StabΓ¨(n)) and LF3(Γ¨).
As a consequence, Γ¨/ StabΓ¨(n) is nilpotent of class αn, and Γ¨ does not have finite width.
Proof. Define polynomials
Rn =
∑
w∈{0,1,2}n
~
degw(c) +
∑
w∈{0,1,2}n−1
~
degw(u) + ~.
Then one checks directly that the polynomials Rn satisfy the same initial values and re-
currence relation as Qn, hence are equal. All convergence properties also follow from the
definition of Rn.
The words of degree 12 (α2n+1 + 1) are (01)
n−1
0(c), (01)n−202(u), and all the words
that can be obtained from these by iterating the substitutions 001 7→ 120, 101 7→ 220,
002 7→ 121, 102 7→ 221 along with 01 7→ 20 and 02 7→ 21 at the beginning of the word.
This gives 2n words in total, half of the form X(c) and half X(u).
There is a unique word of degree βn + 1, and that is 1
n(c).
Note that these last two claims have a simple interpretation: there are 2n−1 ways of
writing 12 (α2n+1)− 1− αn+1 in base α using only the digits 0, 1, 2; there is a unique way of
writing βn in base α using these digits. 
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We note as an immediate consequence that
[Γ¨ : γβn+1(Γ¨)] = 3
1
2 (3
n+1),
so that the asymptotic growth of ℓn = dim(γn(Γ¨)/γn+1(Γ¨)) is polynomial of degree d =
log 3/ log(1 +
√
2)− 1:
Corollary 3.10. The Gelfand-Kirillov dimension of L(Γ¨) is log 3/ log(1 +√2)− 1.
We then deduce:
Corollary 3.11. The growth of Γ¨ is at least en
log 3
log(1+
√
2)+log 3 ∼= en0.554 .
Proof. Apply Proposition 1.10 to the series
∑
nd~n, which is comparable to the Hilbert-
Poincare´ series of L(Γ¨). 
Turning to the derived series, we may also improve the general result Γ¨(k) < γ2k(Γ¨) to the
following
Theorem 3.12. For all k ∈ N we have
Γ¨(k) < γαk+1(Γ¨).
Proof. Clearly true for k = 0, 1; then a direct consequence of Γ¨(k) = γ5(Γ¨)
×3k−2 (obtained
by Ana Vieira in [48]) and γαj (Γ¨)
×3 < γαj+1 (Γ¨) for j = 3, . . . , k. 
3.8. The group Γ.We now give an explicit description of the Lie algebra of Γ, and compute
its Hilbert-Poincare´ series.
Theorem 3.13. In Γ write c = [a, t] and u = [a, c] ≡ 2(at). For words X = X1 . . . Xn with
Xi ∈ {0, 1, 2} define symbols X1 . . .Xn(c) (representing elements of Γ) by
i0(c) = i0(c)/i(u),
i2
m+1
1
n(c) = i
(
2
m+1
1
n(c) · 01m0n(u)(−1)n),
iX(c) = iX(c) for all other X.
Consider the following Lie graph: its vertices are the symbols X(c) and X(u). Their
degrees are given by
degX1 . . .Xn(c) = 1 +
n∑
i=1
Xi3
i−1 +
1
2
(3n + 1),
degX1 . . . Xn(u) = 1 +
n∑
i=1
Xi3
i−1 + (3n + 1).
There are two additional vertices, labeled a and t, of degree 1.
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Figure 4. The beginning of the Lie graph of L(Γ). The generator ad(t) is
shown by plain/blue arrows, and the generator ad(a) is shown by dotted/red
arrows.
Define the arrows as follows, for all n ≥ 1:
a
−t // c t
a // c
c
−t //
0(c) c
a // u
u
−t //
1(c)
2
n(c)
−t //
0
n+1(c)
0∗ a // 1∗ 1∗ a // 2∗
2
n
0∗ t // 0n1∗ 2n1∗ t // 0n2∗
X1 . . . Xn(c)
−(−1)
∑
Xi t// (X1 − 1) . . . (Xn − 1)(u)
Then the resulting graph is the Lie graph of L(Γ).
The subgraph spanned by a, t, the X1 . . . Xi(c) for i ≤ n − 2 and the X1 . . . Xi(u) for
i ≤ n− 3 is the Lie graph associated to the finite quotient Γ/ StabΓ(n).
Proof. The proof is similar to that of Theorems 3.5 and 3.8, but a bit more tricky. Again we
perform the computations in the completion of Γ, still written Γ. Again Γ′ is the subgroup
generated by all X(c) and X(u), for X ∈ {0, 1, 2}∗.
We claim inductively that if Xi ≥ Yi at all positions i, then X(c) ∈ 〈Y (c)〉Γ, and similarly
for u. Therefore some terms may be neglected in the computations of brackets.
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Now we compute ad(x)y for x, y ∈ {a, t, c, u}. Here ≡ means some terms of greater degree
have been neglected:
[a, 0∗] = 1∗, [a, 1∗] = 2∗, [a, 2∗] = 1 by definition,
[t, 0∗] ≡ [≪1, t, a≫,≪∗, 1, 1≫] = 1,
[t, 1∗] = [≪a, 1, t≫,≪∗, ∗−1, 1≫] = 0[a, ∗]
≡ [≪1, t, a≫,≪∗, ∗−1, 1≫] ≡ −0[t, ∗]
[t, 2∗] = [≪a, 1, t≫,≪∗, ∗, ∗≫] ≡ 0[a, ∗] + 0[t, ∗] + 1[t, ∗].
Note that in the last line the “negligible” term 1[t, ∗] has been kept; this is necessary since
sometimes the 0[t, ∗] term cancels out.
Now we check each of the asserted arrows against the relations described above. First the
“a” arrows are clearly as described, and so are the “t” arrows on X(u); for instance,
ad(t)2n1∗(u) = 0ad(a)2n−11∗(u) + 0ad(t)2n−11∗(u) + 1ad(t)2n−11∗(u)
≡ 0n(ad(a)1∗(u) + ad(t)1∗(u)) ≡ 0n2∗(u),
which holds by induction on the length of ∗. Next, the “t” arrows on X(c) agree; for instance,
ad(t)21n(c) = 0ad(a)1n(c) + 0ad(t)1n(c) + 1ad(t)1n(c)
= 021n−1(c) + (−1)n · 0n+1(u) + (−1)n · 10n(u))
= 021n−1(c) + (−1)n · 10n(u) by induction on n,
ad(t)2n(c) = ad(t)2
(
2
n−1(c) · 01n−2(u))
≡ 01n−1(u) + 0(− 0n(c)− 1n−1(u))+ 1(− 0n(c)− 1n−1(u))
≡ −0n+1(c)− 1n(u).
All other cases are similar. Note how the calculation for 21n(c) explains the definition of
X(c): both 021n−1(c) and 0n+1(u) have degree smaller than d = deg 21n(c) in L(Γ), but
they are linearly dependent in γd−1(Γ)/γd(Γ).
Finally, we prove that the degrees of X(c) and X(u) are as claimed, by remarking that
deg c = 3 and deg u = 4, that deg ad(s)∗ ≥ deg(∗) for s = a, t and all words ∗ (so the
claimed degrees smaller of equal to their actual value), and that each word of claimed degree
n appears only as ad(s)∗ for words ∗ of degree at most n − 1 (so the claimed degrees are
greater or equal to their actual value). 
Corollary 3.14. Define the integers αn =
1
2 (5 · 3n−2 + 1), and the polynomials
Q2 = 1,
Q3 = 1 + 2~+ ~
2 + ~3 + ~4 + ~5 + ~6,
Qn(~) = (1 + ~+ ~
2)Qn−1(~
3) + ~+ ~αn−2 for n ≥ 4.
Then Qn is a polynomial of degree αn−2, and the first 3n−2+1 coefficients of Qn and Qn+1
coincide. The term-wise limit Q∞ = limn→∞Qn therefore exists.
The Hilbert-Poincare´ series of L(Γ/ StabΓ(n)) is 2~ + ~2Qn, and the Hilbert-Poincare´
series of L(Γ) is 2~+ ~2Q∞.
As a consequence, Γ/ StabΓ(n) is nilpotent of class αn, and Γ has finite width.
Proof. Consider the sequence of coefficients of 2~+ ~2Qn. They are, in condensed form,
2, 1, 23
0
, 13
0
, 23
1
, 13
1
, . . . , 23
n−3
, 13
n−3
, 1
1
2 (3
n−1+1).
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The ith coefficient is 2 if there are X(c) and Y (u) of degree i in Γ/ StabΓ(n), and is 1 if there
is only X(c). All conclusions follow from this remark. 
In quite the same way as for Γ¨, we may improve the general result Γ(k) < γ2k(Γ):
Theorem 3.15. The derived series of Γ satisfies Γ′ = γ2(Γ) and Γ
(k) = γ5(Γ)
×3k−2 for
k ≥ 2. We have for all k ∈ N
Γ(k) < γ2+3k−1(Γ).
Proof. It is a general fact for a 2-generated group Γ that Γ′′ < γ5(Γ). Since [c, 0(c)] ≡ 0(u)−1
and [c, u] ≡ 2(c)−1 (modulo γ6(Γ)), we have [γ2(Γ), γ3(Γ)] = γ5(Γ) and therefore Γ′′ = γ5(Γ).
Next, γ5(Γ) = γ3(Γ)
×3 · 2(c), so Γ(3) = [γ3(Γ), c]×3 = γ×35 , and the claimed formula holds
for all Γ(k) by induction. Finally γ2+3j−2 (Γ)
×3 < γ2+3j−1 (Γ) for all j = 3, . . . , k. 
We omit altogether the proof of the following two results, since it is completely analogous
to that of Theorem 3.13.
Theorem 3.16. Keep the notations of Theorem 3.13. Define now furthermore symbols
X1 . . . Xn(u) (representing elements of Γ) by
2
n(u) = 2n(u) · 2n−10(c) · 2n−201(c) · · · 201n−2(c),
and X(u) = X(u) for all other X.
Consider the following Lie graph: its vertices are the symbols X(c) and X(u). Their
degrees are given by
degX1 . . . Xn(c) = 1 +
n∑
i=1
Xi3
i−1 +
1
2
(3n + 1),
deg 2n(u) = 3n+1,
degX1 . . . Xn(u) = max{1 +
n∑
i=1
Xi3
i−1 + (3n + 1),
1
2
(9− 3n) + 3
n∑
i=1
Xi3
i−1}.
There are two additional vertices, labeled a and t, of degree 1.
Define the arrows as follows, for all n ≥ 1:
a
−t // c t
a // c
c
−t //
0(c) c
a // u
u
−t //
1(c)
2
n(c)
−t //
0
n+1(c)
0∗ a // 1∗ 1∗ a // 2∗
2
n
0∗ t // 0n1∗ 2n1∗ t // 0n2∗
X1 . . . Xn(c)
−(−1)
∑
Xi t// (X1 − 1) . . . (Xn − 1)(u)
c
·3 //
00(c) 2n(u)
·3 // 2n+1(u)
∗0(c) ·3 // ∗2(u) if 3 deg ∗0(c) = deg ∗2(u)
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Then the resulting graph is the Lie graph of L
F3(Γ).
The subgraph spanned by a, t, the X1 . . . Xi(c) for i ≤ n − 2 and the X1 . . . Xi(u) for
i ≤ n− 3 is the Lie graph of the Lie algebra L
F3(Γ/ StabΓ(n)).
As a consequence, the dimension series of Γ/ StabΓ(n) has length 3
n−1 (the degree of
2n(u)), and Γ has finite width.
We have then from Proposition 1.8
Corollary 3.17. The growth of Γ is at least en
1
2 .
4. Parabolic Space
In the natural action of a branch group G on the tree Σ∗, consider a “parabolic subgroup”
P , the stabilizer of an infinite ray in Σ∗. (The terminology comes from geometry, where a
parabolic subgroup is the stabilizer of a point on the boundary of an appropriate G-space).
Such a parabolic subgroup may be defined directly as follows: let ω = ω1ω2 · · · ∈ Σ∞ be an
infinite sequence. Set Pω0 = G and inductively
Pωn = ψ
−1(G× · · · × Pωn−1 · · · ×G),
with the ‘Pωn−1’ in position ωn. Set P
ω =
⋂
n≥0 P
ω
n .
In the natural tree action (2) of G on Σ∗ or on Σ∞ its boundary, Pωn is the stabilizer of
the point ω1 . . . ωn, and P
ω is the stabilizer of the infinite sequence ω.
The following facts easily follow from the definitions:
Lemma 4.1.
⋂
ω∈Σ∞ P
ω = 1. The index of Pωn in G is d
n, and that of Pω is infinite.
Definition 4.2. Let G be a branch group. A parabolic space for G is a homogeneous space
G/P , where P is a parabolic subgroup.
Suppose now that G is finitely generated by a set S.
Proposition 4.3 ([5]). Suppose that the length | · | on the branch group G satisfies the
following condition: there are constants λ, µ such that for all g ∈ StabG(1), writing ψ(g) =
(g1, . . . , gd), one has |gi| < λ|g|+ µ.
Then all parabolic spaces of G have polynomial growth of degree at most log1/λ(d).
Theorem 4.4. Let G be a finitely generated branch group. Then there exists a constant C
such that for any x0 ∈ G we have
Cgrowth(G/P, x0P )
1− ~ ≥
growthL(G)
1− ~ .
Proof. Assume G acts on a d-regular tree, and write as before d′ = d−1. The proof relies on
an identification of the Lie action on group elements and the natural action on tree levels.
We first claim that for any u ∈ K and W ∈ {0
1
, . . . , d′}∗
degW (u) ≥ deg(0|W |(u)) + dG/P (0|W |,W ),
where d(W,X) is the length of a minimal word moving W to X in the tree Σ∗.
Therefore the growth of L(G) and G/P may be compared just by considering the degrees
of elements of the form 0n(u) for some fixed u ∈ K; indeed the other W (u) will contribute
a smaller growth to the Lie growth series than the corresponding vertices to the parabolic
growth series, and the N finitely many values u may take in a branch portrait description
will be taken care of by the constant C.
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Now there is a constant ℓ ∈ N such that 0ℓ+m(u) has greater degree than (d′)m(u) for
all m ∈ N. Indeed there exists k ∈ K and ℓ ∈ N such that [k, u] = 0ℓ(u), and then
[0mk, d′
m
(u)] = 0ℓ+m(u), proving the claim.
We may now take C = ℓN . The Lie growth series is the sum over all n ∈ N and coset
representatives u ∈ T of the power series counting the growth ofW (u) over wordsW of length
n. There are N choices for u, and for given u at most ℓ of these power series overlap. 
Note that this result is valid even if the action on the rooted tree is not cyclic, i.e. even if in
the decomposition map G→ G ≀A the finite group A is not cyclic. If A is not nilpotent, then
the Lie algebra L is no longer isomorphic to G, so the best we can hope for is an inequality
bounding the growth of L by that of G/P .
There are examples of groups of exponential growth, whose Lie algebra has subexponential
growth — see for example [7].
5. Normal Subgroups
Using the notion of branch portrait, it is not too difficult to determine the exact structure
of normal subgroups in a branch group. Consider a p-group G and its p-Lie algebra L over
Fp. Normal subgroups of G correspond to ideals of L, just as subgroups of G correspond to
subalgebras of L; and the index of H < G is pdimL/M, where the subgroup H corresponds
to the subalgebraM. This correspondence is not exact, and we shall neither use it nor make
it explicit; however it serves as a motivation for relating subgroup growth and the study of
Lie algebras. In all cases, sufficient knowledge of L, as well as its finiteness of width, allow
an explicit description of the normal subgroup lattice of G.
We focus on the first and most important example, G, for which we obtain an explicit
answer. The computations presented here clearly extend, mutatis mutandis, to any regular
branch group.
Set W = {0, 1}∗, and order words X ∈ W by “reverse shortlex”: the rank of X1 . . .Xn is
#X1 . . .Xn = 1 +
n∑
i=1
Xi2
i−1 + 2n.
(Note that #X = degX(x) according to the definition in Subsection 3.6.) We write < the
order induced by rank.
Theorem 5.1. The non-trivial normal subgroups of G are as follows:
• there are respectively 1, 7, 7, 1 subgroups of index 1, 2, 4, 8 corresponding to the lifts to
G of subgroups of G/[G,G] = C×32 ;
• there are 12 other subgroups of G not contained in K: six of index 8, namely 〈[a, c], dab〉G,
〈c〉G, 〈x, cad〉G, 〈b〉G, 〈[a, d], bac〉G, and 〈d, x2〉G; four of index 16, namely 〈[a, c]〉G,
〈[a, d], x2〉G, 〈d〉G, and 〈[a, d], x2d〉G; and two of index 32, namely 〈[a, d]x2〉G and
〈[a, d]〉G;
• all normal subgroups N ⊳G contained in K are of the form
(3) W (A;B1, . . . , Bm;C) := 〈A(x)B1(x2) . . . Bm(x2), C(x2)〉G,
for words A,Bi, C ∈ W. Assume the functions M(A, {Bi}, C) and S(A, {Bi}, C), with
values in W, defined in the proof. Then there is a unique description of N in the
form 3 satisfying B1 < B2 < · · · < Bm ≤ S(A, {Bi}, C) < C ≤M(A, {Bi}).
The index of N is 2#A+#S(A,{Bi},C).
The groups can furthermore be subdivided in three types:
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Index Count Description
24 1 W (λ; ;λ)I = K
25 1 W (0; ;λ)I
26 3 W (1; ;λ)I W (0; [λ]; 0)I
27 3 W (00; ;λ)I W (1; [λ]; 0)I
28 5 W (10; ;λ)I W (00; ; 0)I
W (1;λ, [0]; 1)II W (∞;λ, 0; 1)III
29 5 W (10; ; 0)I W (00; [0]; 1)I W (1;λ, [1]; 00)II
210 7 W (01; ; 0)I W (10; [0]; 1)I W (00; [0], [1]; 00)I
211 5 W (11; ; 0)I W (01; [0]; 1)I W (10; [1]; 00)I
212 7 W (000; ; 0)I W (11; [0]; 1)I W (01; [0], [1]; 00)I
213 7 W (100; ; 0)I W (000; [0]; 1)I W (11; [1]; 00)I
W (01; 0, [00]; 10)II
214 13 W (010; ; 0)I W (100; [0]; 1)I W (000; ; 00)I
W (11; 1, [00]; 10)II W (01; 0, [00], [10]; 01)II
W (∞; 1, 00; 10)III W (∞; 0, [1], 00; 01)III
215 9 W (010; ; 1)I W (100; ; 00)I W (000; [00]; 10)I
W (11; 1, [10]; 01)II W (01; 0, [01]; 11)II W (∞; 1, 10; 01)III
216 13 W (010; ; 00)I W (100; [00]; 10)I W (000; [00], [10]; 01)I
W (11; 1, [01]; 11)II W (01; 0, [01], [11]; 000)II
217 11 W (110; ; 00)I W (010; [00]; 10)I W (100; [10]; 01)I
W (000; [00], [01]; 11)I W (11; 1, [11]; 000)II
218 19 W (001; ; 00)I W (110; [00]; 10)I W (010; [00], [10]; 01)I
W (100; [10], [01]; 11)I W (000; [00], [01], [11]; 000)I
Table 1. Normal subgroups of index up to 218 in G, contained in K
I: C ≤ 0|A| and A ≤ 0|C|10. Then all Bi are optional, i.e. there are 2m groups with
these A and C, obtained by choosing any subset of the Bi’s;
II: C > 0|A| and C ≤ 0|A|+1. Then A = B11 and all other Bi’s are optional;
III: A = 0n and some Bi = 0
n−1. Then in fact an alternate description exists, obtained
by suppressing A and Bi from the description.
Note that we have only described finite-index subgroups of G. Since G is just-infinite, all
its non-trivial normal subgroups have finite index.
We represent the top of the lattice in Figure 5, containing all normal subgroups of index
at most 213 (there are never more than 7 subgroups of given lesser index).
The first few subgroups of K are described in Table 1, sorted by their index in G, and
identified by their type in {(I), (II), (III)}. We write λ for the empty sequence. An argument
[Bi] means that term is optional, and therefore stands for two groups, one with that term
and one without.
Among the remarkable subgroups are: the subgroup K×2
n
= 〈0n(x)〉G, written Kn in [6];
the subgroup K×2
n
✵2(K)
×2n−1 = 〈0n(x), 0n−1(x2)〉, written Nn in [6]; and StabG(n) =
〈0n−3(1(x)x2), 0n−2(x2)〉.
The lattice of normal subgroups of G is described in Figure 5. Even though I do not
understand completely the lattice’s structure, some remarks can be made: the lattice has
a fractal appearance; all its nodes have 1 or 3 descendants, and 1 or 3 ascendants. Large
portions of it have a grid-like structure. This can be explained by the construction N  
N ×N of normal subgroups, lending the lattice some self-similarity.
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Proof of Theorem 5.1. The first two assertions are checked directly as follows. Let F be the
set of finite-index subgroups of G not in K. Consider the finite quotient Q = G/ Stab6(G),
and the preimage P of G defined as
P =
〈
a, b, c, d
∣∣ a2, b2, c2, d2, bcd, σi(ad)4, σi(adacac)4 (i = 0 . . . 5)〉.
Clearly the image of F in Q is at most as large as F , and the preimage of F in P is at
least as large as F . Now we use the algorithms in Gap [18] computing the top of the lattice
of normal subgroups for finite groups (Q) and finitely presented groups (P ). The number
of subgroups not contained in K agree in P and Q, so give the structure of the lattice not
below K in G.
Let now N be a normal subgroup of G, contained in K. If N is non-trivial, then it has
finite index [11, Corollary to Proposition 9]. It is easy to see that N contains C(x2) and
D(x) for some words C,D, using for instance the congruence property [11, Proposition 10];
therefore the generators of N may be chosen as
{A1(x) · · ·An(x)B1(x2) · · ·Bm(x2), A′1(x) · · ·A′n′(x)B′1(x2) · · ·B′m′(x2), . . . , C(x2), D(x)},
with A
(j)
i < D and B
(j)
i < C for all i, j.
Taking the commutators of these generators with the appropriate generator among {a, b, c, d},
we shift the ranks of the A-terms up by 1, and multiplying a generator by another we may
get rid of all generators except C(x2) and the one with A1 of smallest rank.
We therefore consider all subgroupsW (A;B1, . . . , Bm;C), and seek conditions on A, {Bi}
and C so that to each normal subgroup in K there corresponds a unique expression of the
form W (A;B1, . . . , Bm;C).
Let first C be minimal such that C(x2) ∈ N ; then take A minimal such that for some
B1 < · · · < Bm < C we have A(x)B1(x2) · · ·Bm(x2) ∈ N . Take also B′1 minimal such that
B′1(x
2) · · ·B′m′(x2) ∈ N for some B′i.
Define the functions M,S : W × 2W × W → W as follows (M stands for “monomial”
and S stands for “squares”): Consider A(x)B1(x
2) . . . Bm(x
2) as an element of L
F2(G),
truncated at degree C. Successive commutations with generators s ∈ {a, b, c, d}, according
the the rules of Lemma 3.6, give rise to other elements of L
F2(G). We stress that we use
the complete computations of commutators, and not just those in the filtered Lie algebra.
Define M(A, {Bi}) as the minimal word D such that D(x2) that arises in this process; if
no such word occurs, M(A, {Bi}, C) = C. Define S(A, {Bi}) as the minimal B′m′ such that
B′1(x
2) · · ·B′m′(x2) occurs in this process; if no such product occurs, S(A, {Bi}, C) = C − 1.
Now, since M(A, {Bi}, C)(x2) ∈ N , we necessarily have C ≤ M(A, {Bi}). Also, all Bi
of degree at least B′m′ can be replaced by terms of lower degreeB
′
1, . . . , B
′
m−1. This proves the
claimed inequalities. Conversely, if there existed another descriptionA(x)B˜1(x
2) . . . B˜m(x
2) ∈
N for another choice of B˜’s, then by dividing we would obtain a product of Bi(x
2) in N ,
contradicting Bm < S(A, {Bi}, C). The data (A;B1, . . . , Bm;C) subjected to the Theorem’s
constraints therefore bijectively correspond to N ’s.
The index of N can be computed in L
F2(G). Seeing elements of N as inside L, a vector-
space complement of N is spanned by all A˜(x) of rank less than A, and all B˜(x2) of rank
less than S(A, {Bi}, C).
We consider finally three cases: first assume C ≤ 0|A| and |B1| ≥ |A| − 1. Then C(x2)
gives 0|C|+1(x2)0|C|+2(x) by commutation with σ|A|(d), which itself gives 0|C|10(x) by com-
mutation with a, so we may suppose A ≤ 0|C|10. Various Bi’s can be added, giving the
description (I).
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Now assume C > 0|A|. Then since A(x) would produce 0|A|(x2) by commutation with
an appropriate conjugate of σ|A|(b), we must have A = B11 so that the same commutation
vanishes, giving the description (II).
Finally assume we have C ≤ 0|A| and |B1| < |A| − 1. Then necessarily A = 0n;
and taking appropriate commutations we see that the normal subgroup under considera-
tion contains 0n(x)0n−1(x2). We may then replace the generator A(x)B1(x
2) . . . Bm(x
2) by
0
n−1(x2)B1(x
2) . . . Bm(x
2), and obtain the description (III). 
Corollary 5.2. Let N be a normal subgroup of G. Then N/[N,G] is an elementary 2-group
of rank 1 or 2, unless it is N = G (of rank 3).
Corollary 5.3. Every normal subgroup of G is characteristic.
Proof. The automorphism group of G is determined in [2]: it also acts on the binary tree,
and is
AutG = 〈G, 1j0[a, d] for all j ∈ N〉.
It then follows that [K,AutG] = 〈0(x), x2〉G is a strict subgroup ofK; and hence [N,AutG] <
N for any normal subgroup that is generated by expressions in W (x) and W (x2) for words
W ∈ {0, 1}∗. The theorem asserts that all normal subgroups of G below K have this form; it
then suffices to check, for instance using the algorithms in Gap [18], that the finitely many
normal subgroups of G not in K are characteristic. 
Corollary 5.4. The number bn of normal subgroups of G of index 2
n starts as follows, and
is asymptotically nlog2(3). More precisely, we have lim inf bn/n
log2(3) = 5− log2(3) ≈ 0.078 and
lim sup bn/n
log2(3) = 29 ≈ 0.222.
index 2n 20 21 22 23 24 25 26 27 28 29 210 211
|{N ⊳G}| 1 7 7 7 5 3 3 3 5 5 7 5
212 213 214 215 216 217 218 219 220 221 222 223
7 7 13 9 13 11 19 11 13 11 19 15
224 225 226 227 228 229 230 231 232 233 234
25 21 37 23 31 23 37 25 37 31 55
Proof. The number of subgroups of index 2n behaves in a somewhat erratic way, but is
greater when n is of the form 2k + 2, so that there is a maximal number of choices for A
and C, and is smaller when n is of the form 5 · 2k + 1. We compute the numbers Fk and
fk of normal subgroups of G contained in K of index 2
n, with respectively n = 2k + 2 and
n = 5 · 2k +1, yielding the upper and lower bounds. The computations are simplified by the
fact that for these two values of n there are only subgroups of type I.
Let us start by the upper bound, when n = 2k+2. First, for k = 2, the subgroups of index
2n are W (0; ; 0), W (0;λ; 0) and W (1; ;λ), giving F2 = 3. Then, for k > 2, the subgroups
can of index 2n can be described as follows:
1) W (A10;B0;C0) for allW (A0;B;C) counted in Fk−1, except when C = 0k−3, when no
subgroup appears in Fk, and when C = 0
k−2, when C0 should be replaced by 0k−31;
2) W (A0;B1;C1) for all W (A;B;C) counted in Fk−1, except when C = 0k−3, when no
subgroup appears in Fk, and when C = 0
k−2, when C1 should be replaced by 0k−1;
3) W (A0; {A} ∪ B1;C1), with the same qualifications as above;
4) W (0k−21; ; 0k−2).
It then follows that Fk = 3(Fk−1 − 1) + 1, so Fk = 293k + 1 for all k ≥ 2.
For the lower bound, we have f0 = F2 = 3; and for k > 0, when n = 5 · 2k + 1, the
subgroups can of index 2n can be described as follows:
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1) W (A11;B0;C0) for all W (A1;B;C) counted in fk−1;
2) W (A01;B1;C1) for all W (A1;B;C) counted in fk−1;
3) W (A01; {A0} ∪ B1;C1), with the same qualifications as above;
4) W (1k0; ; 0k+1) and W (1k0; 1k; 0k+1).
It then follows that fk = 3(fk−1 − 2) + 2, so Fk = 3k + 2 for all k ≥ 0.
In summary, the number of normal subgroups of index 2n oscillates between 3log2(
n−1
5 )+2
and 293
log2(n−2) + 1 for n ≥ 6 (when all normal subgroups of G are contained in K). These
bounds give respectively 5− log2(3)(n− 1)log2(3) and 29 (n− 2)log2(3). 
Note also the following curiosity:
Corollary 5.5. The number of normal subgroups of index r of G is odd for all r’s a power
of 2, and even (in fact, 0) for all other r.
(The same congruence phenomenon holds for the group C2 ∗ C3, as observed by Thomas
Mu¨ller [35])
Proof. The proof follows from the description of Theorem 5.1. Assume r = 2k. To determine
the parity of the number of subgroups of index r, it suffices to consider which W (A;B;C)
expressions have no choices for B. These are precisely the W (A; ; 0n)I with 2n+1 < #A ≤
5 ·2n, theW (0n10; ;C)I with 2n < #C ≤ 2n+1 and theW (∞; 1n, C−1;C)III with 2n+1+1 <
#C ≤ 3 · 2n + 1.
Now these last two families yield a subgroup for precisely the same values of k, namely
those satisfying 6 · 2j + 2 ≤ k ≤ 7 · 2j + 1, and therefore contribute nothing modulo 2. The
first family contributes a subgroup for all k. 
5.1. Normal subgroups in Γ¨. The normal subgroup growth of Γ¨ is much larger. As a
crude lower bound, consider the quotient A = γk(Γ¨)/γk+1(Γ¨) for k =
1
2 (α2n+1 + 1). It is
abelian of rank 2n, and the index of γk(Γ¨), respectively γk+1(Γ¨), is 3
32n−1±2n−1+1.
In the vector space F3
j , there are roughly 3(
j
2) subspaces; so A has about 34
n
subgroups
S = N/γk+1(Γ¨), each of them giving rise to a subgroup N of index roughly 3
9n .
It then follows that the number of normal subgroups of Γ¨ of index 3n is at least 3n
log3(2)
, a
function intermediate between polynomial and exponential growth. More precise estimations
of the normal subgroup growth of Γ¨ will be the topic of a future paper.
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Figure 5. The top of the lattice of normal subgroups of G, of index at most 213
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