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Abstract
We provide an informal up-to-date review of the tensor track ap-
proach to quantum gravity. In a long introduction we describe in sim-
ple terms the motivations for this approach. Then the many recent
advances are summarized, with emphasis on some points (Gromov-
Hausdorff limit, Loop vertex expansion, Osterwalder-Schrader posi-
tivity...) which, while important for the tensor track program, are not
detailed in the usual quantum gravity literature. We list open ques-
tions in the conclusion and provide a rather extended bibliography.
1 Introduction
The tensor track [1, 2] is an attempt to quantize gravity born at the crossroad
of several closely related approaches, most notably group field theory (GFT)
[3, 4, 5, 6, 7, 8], which is the second-quantized, field-theoretic version [9] of
loop quantum gravity [10], non commutative quantum field theory (NCQFT)
[11, 12], random matrix models [13, 14] and (causal) dynamical triangulations
[15, 16, 17]. Based on random tensors and their recently discovered 1/N
expansion [18, 19, 20, 21, 22]1, it proposes to quantize gravity as a quantum
field theory (QFT) of space-time, not on space-time, and suggests that our
1The theory deals with a priori unsymmetrized tensors; it uses a combinatorial device
called color to label their indices, and is born out of an attempt to simplify and improve
group field theory, hence its initial name of colored group field theory [23, 24].
1
ar
X
iv
:1
31
1.
14
61
v1
  [
he
p-
th]
  6
 N
ov
 20
13
physical space-time emerges2 as a continuum limit of tensor-type theories
through a cascade of phase transitions. Let us start by summarizing the
motivations to use random tensors to quantize gravity.
In Feynman’s powerful functional integral point of view, randomizing
metric spaces is the natural mathematical translation of quantizing gravity.
What do we mean by a random metric space? It is not just a fractal, as
ordinary fractal sets are deterministic. Random metric spaces should rather
be non-trivial probability measures on the “space of all metric spaces”. But
what is the latter? An excellent candidate is the Gromov-Hausdorff (GH)
space [30], which is the set of all isometry classes of compact spaces3. Indeed
equipped with the Gromov-Hausdorff distance, it is a metrizable complete
separable space. Hence in that space convergence can be studied through
sequences and probability measures can be naturally defined with respect to
the canonical Borelian σ-algebra.
The first and most basic tool to analyze Feynman’s functional integral
is its perturbative expansion in Feynman graphs. Graphs neatly encode the
two dual physical concepts of propagation (edges) and interaction (vertices).
They are canonically equipped with a metric, namely the graph distance.
Interesting phases may therefore correspond to GH limits of ensembles of
Feynman graphs when the average number of vertices becomes infinite.
A QFT with no initial reference to any underlying space-time is often
called zero-dimensional. This terminology reflects our difficulty in getting
rid of the space-time picture. In such a QFT the field “depends on a single
space-time point”. Erasing that dubious point, we could call such QFTs
combinatorial.
A necessary minimal ingredient to make combinatorial QFTs physically
interesting is to consider (at least) one (complex) field4 (φj, φ¯j) with a huge
number N of components j = 1, · · ·N . Indeed the number of components
of a (zero-dimensional) field should correspond to the number of degrees of
freedom of the physical system quantized. Our universe has perhaps 10130
degrees of freedom or more5!
2The concept of emergent space-time has been attracting increasing attention in the
recent years among physicists [25, 26, 27, 28, 29]. Like quantum mechanics, it implies a
challenging revision of our traditional representation of reality.
3The restriction to compact spaces is there for mathematical convenience; we may never
know if our universe is ultimately ”compact” or not.
4The restriction to a single complex field is again for simplicity and not essential.
5Excluding matter and restricting to pure gravitational degrees of freedom does not
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Although nature might give us some partial hints, it seems very unlikely
that experiments in the next decades could truly decide between the many
competing theories of quantum gravity. Until this eventually happens, sim-
plicity and mathematical consistency are rational criteria to select and to
study in depth the most promising candidates. In this respect a successful
purely combinatorial QFT of space-time and gravity would be very appeal-
ing6. But several harsh conditions have to be met to qualify as successful:
the (non-perturbative) continuum limit should be under control, universal
in a certain sense, and should lead to a large effective space-time like our
own, governed by classical general relativity7. Of course we are not there
yet, but we can take comfort in the fact that such a program has essentially
already been achieved for two dimensional quantum gravity. Although the
mathematics has still to be established in greater detail, there is indeed by
now some general agreement that purely combinatorial QFTs of the ran-
dom matrix type, with their ribbon Feynman graphs dual to triangulations
of surfaces, are able to quantize two dimensional gravity and to provide a
description complementary but ultimately equivalent to the more traditional
continuum picture [14].
The behavior of combinatorial QFT’s with a large number N of com-
ponents is always studied through an expansion in powers of 1/N . Until
recently, physicists knew only two kinds of such 1/N expansions, the first
one governing vector models and the second one governing matrix mod-
els. The leading Feynman graphs for these two expansions, namely plane
trees and planar graphs, correspond to two classes of graphs which math-
ematicians had been able to count exactly, and more recently to explicitly
map to simple combinations of Brownian-type processes. Using these maps,
they succeeded to define two interesting non-trivial probabilistic measures
on the GH space, namely the continuous random tree (CRT) of Aldous [32]
(also called branched polymers in physical context) and the Brownian (two-
dimensional) sphere of Le Gall and Miermont [33, 34, 35]8. These non-trivial
reduce significantly this number.
6 It would be indeed appealing for a fundamental theory to require little or no compli-
cated mathematical structures at the start. Among such theories, called ”austere”, let us
mention (beyond random tensors) at least dynamical triangulations and causal sets [31].
7It would be nice if the formalism led also to emerging matter fields like those of the
standard model, but this unification is not a priori required for a successful quantum theory
of gravity.
8Higher genus analogs of the Brownian sphere exist, but we do not discuss them here
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random spaces occur as GH-limits of the corresponding equidistributed Feyn-
man graphs (after natural rescaling of the graph distance). They are quite
non-trivial: the CRT has Hausdorff dimension 2 and spectral dimension 4/3;
the Brownian sphere has Hausdorff dimension 4 and expected spectral di-
mension 2. They are also universal in a certain precise sense.
Once we orient ourselves towards the search of a combinatorial QFT for
higher dimensional quantum gravity as well, the obvious step is to build on
the success of vector and matrix models and to generalize them to higher rank
tensor models. This idea indeed appeared shortly after the initial success of
matrix models for 2d gravity [36, 37, 38, 39]. It was fully understood at that
time that tensor models of rank three or more generate Feynman graphs
dual to triangulations of spaces of dimension three or more. It was also
understood that in any dimension d ≥ 3 such tensor models naturally ponder
these triangulations exactly with the discretized Einstein-Hilbert action with
cosmological constant, without any other additional continuous data needed
[40]. 9. Surprisingly perhaps, what was not identified in this early phase
of tensor models was the class of invariant interactions to consider, and the
associated 1/N expansion. Let us pause for a while to explain this point.
A class of combinatorial QFTs is defined by the choice of an interest-
ing propagator and of an interesting set of interactions between the many
components of the field. There is always an obvious choice for a canonical
propagator, namely the inverse of the quadratic form
∑
j φ¯jφj which pairs
components together as independent fields. Mathematically this quadratic
form is a scalar product. It means that the complex field takes values in
a Hilbert space of large dimension N and that the free theory is invariant
under the U(N) group of unitary transformations. Remark however that
such a propagator is also quite trivial: being the inverse of a mass term, it
misses the essential characteristic of an ordinary QFT propagator, namely
propagation. It also lacks the associated physical notion of scales. We shall
return below to this point.
The next choice, less obvious but essential, is to decide which class of
interactions to consider. It corresponds to the choice of an abstract combi-
natorial generalization of locality, the characteristic property of interactions.
In ordinary QFT, interactions are products of fields at the same point. It
for simplicity.
9This fact, well-known among specialists, seems perhaps not sufficiently appreciated in
larger mathematics or theoretical physics circles.
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is here that the combinatorial difference between vector and matrix models
appears. Indeed, an N1 by N2 rectangular matrix is also a particular case of
a vector, but in an N = N1 ×N2 dimensional Hilbert space. The canonical
propagators of vectors and matrix models are identical. But vector model in-
teractions have the same full U(N) = U(N1×N2), hence (N21N22 )-dimensional
invariance than the free theory, whereas matrix model interactions have only
U(N1) ⊗ U(N2), hence (N21 + N22 )-dimensional invariance. This reduced in-
variance corresponds to independence of the choice of an orthonormal basis in
the source and target spaces of the matrix. Hence we might consider matrix
models as vector models with a particular breaking of the vector symmetry.
This breaking also means that a richer set of interactions (invariant under the
restricted, broken symmetry) becomes available to create interacting models.
Although vector models have no connected10 invariant interactions (beyond
the quadratic term), complex matrix models have exactly one connected
invariant interaction at every (even) degree, namely Tr(MM †)p.
This observation guides us to the natural class of interactions for tensor
models. It simply corresponds to a further breaking of the combinatorial
symmetry. Rank D tensors are vectors in a N1× · · · ×ND space, but should
have only a tensorial U(N1)⊗· · ·⊗U(ND) invariance. This invariance corre-
sponds to independence of interactions with respect to independent change
of orthonormal basis in each of the spaces of the tensor product. In rank
three or more it leads to a much richer set of interactions than for matrices.
These interactions are in one to one correspondence with bipartite D-regular
edge-colored graphs [41, 42] and for D ≥ 3 their number ZcD(n) on n vertices
and n anti-vertices increases fast with n [43]:
Zc1(n) = 1, 0, 0, 0, 0, ...
Zc2(n) = 1, 1, 1, 1, 1, 1, 1, ...
Zc3(n) = 1, 3, 7, 26, 97, 624, 4163, ...
Zc4(n) = 1, 7, 41, 604, 13753, ...
Tensor models with canonical trivial propagator and a finite set of such
invariant interactions have a perturbative expansion indexed by Feynman
10Here connected means that the graph representing the pairing of indices is connected.
Polynomial invariants are linear combinations of products of connected invariants. Hence
vector models can have interactions, but which are not connected invariants. This is why
they can be split using intermediate scalar fields, see (3).
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graphs which, under expansion of the internal structure of their bipartite D-
regular edge-colored vertices, become bipartite (D + 1)-regular edge-colored
graphs. They typically admit an associated 1/N expansion whose leading
graphs, called melons [44], are in one-to one correspondence with (D+1)-ary
trees11. This is essentially the breakthrough that revived the tensor program.
The tensorial 1/N expansion is governed by a number, the degree of the
triangulation [19], which is not a topological invariant. This new feature
is good. Indeed, although the problem of counting (or even exponentially
bounding) and summing over all triangulations of three or four dimensional
spaces within a fixed topology (e.g. the sphere) may be hopelessly diffi-
cult, the problem of quantizing gravity in these dimensions may be easier !
Summing triangulations dual to the Feynman graphs of tensor models pon-
dered by their 1/N expansion factors, that is triangulations pondered by
their natural discretized Einstein-Hilbert action, leads to a completely differ-
ent program than summing them with uniform factors in a given topological
class. Solving analytically for instance some finite multiple scaling limit of
tensor models might be doable and hopefully might lead to a computable
theory of quantum gravity in three or four dimensions without necessarily
solving the problem of counting or summing exactly all uniformly pondered
triangulations of the three or four dimensional topological sphere or of other
manifolds.
The first step in this direction, namely the study of single scaling in
tensor models, was performed in [44]. It was found that single scaling in
tensor models, in which only melons survive, generates a ”protospace” which
is a CRT. It was also rigorously proved in the sense of the GH limit and
of the Hausdorff and spectral dimensions in [46]. This confirms the theory
and numerical simulations of Euclidean dynamic triangulations [15]. We
do not consider this fact particularly discouraging. Since the CRT is the
limit of vector models, it might be considered as a kind of quantum gravity
in one dimension. Hence it is not so surprising to meet first this random
space on the road towards higher dimensional quantum gravity. The main
reason for reviving the search for more interesting infrared phases is that the
random tensor models provide an analytic approach with a new tool, the
1/N expansion, to explore beyond this branched polymer phase.
Recently a second step has been taken. The double scaling limit of tensor
11This statement in fact requires that the interactions of these models are themselves
melonic; see [45] for what can happen if this is not the case.
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models has been performed [47, 48]. It is led (in dimensions smaller than
6) by a larger family of graphs than melons. These graphs have tree like
structure decorated with loops but these loops are still too short to change
the universality class and move the theory beyond the CRT. Again this is not
too discouraging. It just indicates that emergence of a smoother continuous
space-time cannot yet happen at double scaling, but requires more steps.
As long as the leading graphs for such multiple scalings are essentially trees
with short loops, they are good starting points for further scalings. This
multiple scaling process should create increasing densities of loops linking
the vertices of the initial CRT tree and can be hopefully continued until a
non-CRT phase is found. A universe like our own, with local dimension 4
and the local degrees of freedom of general relativity could therefore emerge
somewhere along this road.
At this point one could object that in matrix models the 1/N limit leads
directly to the 2d Brownian sphere without the intermediate step of the
CRT. But we know that the 2d Brownian sphere is best understood as a
CRT equipped with a simple Brownian process, namely the additional la-
bels of the Schaeffer map. These labels represent shortcuts on the tree and
lead to a qualitatively different random space; but one can consider that
2d quantum gravity indeed is built on a hidden CRT. The tensor 1/N ex-
pansion includes a richer structure of sub-leading terms than the vector and
matrix 1/N expansions, and it may have in some way lifted the degeneracy
that leads directly from matrix models to the Brownian sphere. Tensors in
fact include matrix models in several different ways. Hence they certainly
can generate 2d gravity, at least in a sufficiently anisotropic regime (e.g.
N1 = N2 >> · · ·ND) (see [49] for an example of such a limit). The real
challenge for tensor models is therefore to go beyond the 2d Brownian sphere
rather than beyond the CRT, and the richer structure of sub-leading terms
in the tensorial 1/N expansion may allow for that.
This scenario in many steps for space-time emergence, starting from no
space at all and creating first a branched polymer phase, then more and more
loop shortcuts leading to a smoother random space, remains of course a hy-
pothesis to be explored in depth. Nevertheless it is suggested by the richer
structure of the tensor 1/N expansion and can be considered as a new in-
sight. This insight is fully consistent with the recent arguments coming from
different approaches to quantum gravity which point towards space-time ap-
pearing lower dimensional at high ultraviolet scales, and higher dimensional
in the infrared [50, 51]. This is in a way the exact opposite of the Kaluza-
7
Klein (and standard superstring) paradigm that additional small compact
dimensions should appear at high energy.
In short, quantum gravity, like the rest of physics, probably requires many
intermediate descriptions between the fundamental very symmetric ultravi-
olet theory and its effective infrared products.
Even if an ab initio fully combinatorial approach may be a correct way to
model quantum gravity in the extreme ultraviolet regime, the essential goal
is therefore to connect it convincingly to more traditional effective pictures.
This is a complicated task and the critical part of the tensor track program.
Along the road from the combinatorial aspects of tensor models to more
effective models lies in particular the important physical issues of how and
when to introduce a particular background topology and continuous coor-
dinates, and the related issue of diffeomorphism invariance with respect to
these coordinates12. Whenever we try to predict the influence of quantum
gravity (ie randomizing the metric) on the behavior of matter and of classi-
cal gravity, we have to formulate such physical statements with respect to a
given (local) fixed coordinate system.
In 2d quantum gravity the analog problem consists in connecting the com-
binatorial discrete picture of triangulations leading to the Brownian sphere
in the GH limit to the continuous Liouville picture, which is a better way
to understand the behavior of conformally invariant matter fields [53, 54].
Here the main physical statement is that the presence of quantum gravity
in two dimensions modifies the critical behavior of these fields through the
KPZ relations [55, 56, 57, 58, 59, 60, 61].
A recent progress along these lines [62] analyzes the (infinite, continuous)
family of planar Delaunay triangulations corresponding to a fixed planar com-
binatorial triangulation. It relates the parametrization of this family through
edge-angle variables to the parametrization in terms of the complex coordi-
nates of the vertices. The Jacobian of this coordinate change is identified
with a discretized version of the Faddeev-Popov determinant for the confor-
mal gauge fixing for a 2d metric, which itself leads to the Liouville continuous
action and to the computation of conformal anomalies. Therefore the dis-
cretized graphs equipped with continuous edge-angle variables sit somewhere
12Diffeomorphism invariance of classical gravity makes desirable to quantize gravity in
a background independent way. This idea is probably best realized if space-time is an
emergent reality and if the underlying “pregeometric” theory does not even depend on
any particular preferred topological manifold. See [52] for a discussion of diffeomorphism
invariance in the group field theory context.
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in between the combinatorial and the continuum Liouville picture.
This prefigures what one could also hope for in higher dimensions: combi-
natorial triangulations equipped with additional continuous variables, such as
dihedral angles integrated on certain domains to represent curvature, would
help to bridge the gap between the purely combinatorial description of quan-
tum gravity and a continuous formalism13. In three dimensions we would like
such intermediate steps to bring us closer to the topological field theory for-
mulation either as BF or as Chern-Simons theory. In four dimensions this
continuous formulation should ultimately become general relativity, which
can be considered as a topological BF theory modified by Plebanski sim-
plicity constraints on B to free the local degrees of freedom of gravitational
waves [63, 64, 65, 66].
Group field theory fits this description for such an intermediate picture. It
uses discretized triangulations, but equipped with additional Lie-group data
which in two dimensions essentially coincide with the edge-angle variables of
[62]14. In three dimensions these data should represent the trivial holonomy
conditions of the SU(2) BF theory around edges of the triangulations [3].
In four dimensions there exist now many interesting proposals to include
also the Plebanski simplicity constraints in the group field theory formalism
[67, 68, 69, 70, 71, 72, 73, 74, 75, 76].
Renormalizing group field theory might be interesting in this respect [77].
Indeed the fundamental aspect of the renormalization group (RG) flow is
to average over ultraviolet fluctuations, potentially leading to an effective
theory. It seems our best chance to model the way in which the combinatorial
picture of quantum gravity could morph into the more familiar continuous
picture. Along the road general diffeomorphism invariance should be gauge-
fixed.
Any RG analysis relies on a key technical point, the introduction of scales.
An RG scale is defined by an ultraviolet and infrared cutoff with a fixed ratio.
Although the RG flow is ultimately universal, different cutoffs break different
invariances of the theory and lead to very different technical aspects of the
computations. The combinatorial QFT tensor picture is scale invariant: all
degrees of freedom are treated symmetrically. Introducing scales should break
13Remark that Delaunay graphs dual to Voronoi triangulations exist in any dimension,
but they are more difficult to parametrize.
14We are aware that although the variables and integration measure of [62] are those
of 2d group field theory, the integration domain for a given triangulation are different,
because of the Delaunay conditions.
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this invariance. What could be the most natural way to do that?
A conservative proposal is to break scale invariance of a combinatorial
QFT at the level of the propagator only, and in a minimal way. This is
what happens in ordinary QFT, in which local interactions have no scale.
Scales are most easily defined by dividing the propagator spectrum through
a partition of unity. Furthermore the Laplace (or Dirac) operators that
complement the mass term in the quadratic part of an ordinary QFT action
break locality in a minimal way. Indeed they are the ones which can be
represented in e.g. a lattice discretization by nearest neighbor couplings15.
Hence to minimally break scale invariance in the tensorial world we are
also lead to the search for a ‘background independent” analog of the Lapla-
cian (or Dirac) operator to supplement the canonical mass term so that the
corresponding propagator propagates. This is easily done in group field the-
ory since Lie groups have canonical Laplacians16. A random tensor field with
values in the rank D tensorial product of copies of L2(G) spaces for a given
Lie group G17 can be considered also as a function on the space GD. This
point of view blurs tensorial invariance but brings in a canonical Laplacian
for such a field. To incorporate such an operator in the QFT action, although
not standard practice in group field theory, has been proposed from several
different points of views [78, 79].
Combining a Laplacian-based propagator with tensorial invariance of
interactions leads to a new formalism, called tensorial group field theory
(TGFT) [80]. The Feynman amplitudes of TGFT’s are based on the com-
binatorial Feynman graphs of the random tensor models, but they include
also integrals over the Lie group factors. The role of the Laplacian, which
breaks exact tensorial invariance, is to launch the RG flow which should con-
nect the combinatorial and continuous pictures. The combinatorial theory
could be the best description in the extreme ultraviolet quantum gravity
regime of the theory (which it is tempting to identify physically with trans-
15Remark that for the same reason inverse Laplacians are also the most convergent
propagators in the ultraviolet compatible with Osterwalder-Schrader positivity, the key
property which relates Euclidean to Minkovski QFT. Indeed the Markovian character of
the heat kernel responsible for the OS property is a direct consequence of the nearest
neighbor representation of the lattice Laplacian.
16Lie groups also have an interesting g → g−1 symmetry, which may be a precursor for
future time and parity transformations.
17Such L2(G) spaces can be truncated to a finite number of Fourier modes if we want
to stick strictly to finite dimensional tensors.
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planckian scales). The traditional continuum description of quantum gravity
involving coordinates on a continuous manifold could be a kind of infrared
hydrodynamic approximation. The TGFT formalism might be the best way
to understand the flow in between these two pictures.
In this direction recent research was characterized by the vigorous devel-
opment of super-renormalizable and just renormalizable TGFTs. We have
now a preliminary classification of such models [81, 82], which include in
particular just renormalizable models in four dimensions [83, 84] and a just
renormalizable tensorial version of the SU(2) three dimensional Boulatov
model [85]. It was also established that these just renormalizable tensor
models are generically asymptotically free [86, 87, 88, 89].
Everything we said until now only applies to Euclidean quantum gravity.
But one should also address the critical question of the emergence of time,
which plays a key role in causal dynamical triangulations (see [17] for a
recent reference). On this question there has been little progress, except for
the hope [2] to introduce in the tensor world an analog of the Osterwalder-
Schrader positivity property, which might be a kind of seed for the future
emergence of time18. Let us also mention that extending group field theory
to Lorentzian metric is non-trivial but does not seem a major problem (see [6]
for a review which includes a discussion of the Lorentzian EPRL-FK model,
and [76] for computation of radiative correction of the elementary melon
graph in Lorentzian signature). This question of time is clearly one of the
most pressing issue to study in tensor group field theories.
This paper is structured as follows. The next section contains a brief
review of the 1/N expansion for vector and matrix models and of the re-
sults on the exact counting and GH limits of the leading graphs for these
two expansions. The results pertaining to the tensor track itself are then
summarized in two sections. The first one deals with tensor models and
is divided into five subsections: generalities, combinatorics and polynomials,
constructive aspects, single and double scaling limits, and statistical mechan-
ics applications. The second one deals with the tensorial group field theories
(TGFT), and is divided in four sections: TGFTs without gauge projector,
TGFTs with gauge projector, phase transitions, and Osterwalder-Schrader
positivity. The conclusion lists many open questions.
18Of course we are fully aware that tensorial indices in tensor models and Lie group
variables in TGFTs should not be identified naively with the future space-time coordinates.
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2 Vector and Matrix Models
2.1 Random Tree and Vector Models
The number Cn of rooted plane trees with n edges satisfies the recursion
Cn+1 =
∑n
i=0CiCn−i (obtained by cutting the left-most branch of the rooted
tree) with starting point C0 = 1. This identifies Cn with the Catalan se-
quence19 Cn =
1
n+1
(
2n
n
)
: 1, 2, 5, 14, 42... The corresponding generating
function can be computed exactly as
T (z) =
∑
n
Cnz
n =
1
2z
[1−√1− 4z]. (1)
The probabilistic study of rooted plane trees, both as growth processes
(Galton-Watson trees) and at critical equilibrium, culminated in the work
of Aldous [32] who proved that the equi-distributed limit of such plane trees
converges in the Gromov-Hausdorff sense to a universal random space, now
called the continuous random tree or CRT.
Figure 1: A rooted plane tree and the corresponding vector model graph (in
the intermediate field representation).
Rooted plane trees also govern the 1/N expansion of N -vector mod-
els. More precisely, consider a pair of conjugate vector fields {φi}, {φ¯i}, i =
1, · · · , N , with λ(φ¯ · φ)2 interaction. The corresponding functional integral
Z(λ,N) =
1
(2ipi)N
∫
e−(φ¯·φ)−λ(φ¯·φ)
2
dφ¯dφ (2)
19Early discovered by the Chinese mathematician Antu Ming in XVIIIth century.
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rewrites, using a scalar intermediate field σ, as:
Z(λ,N) =
1
(2ipi)N
∫
dσ
e−σ
2/2
√
2pi
∫
e−(φ¯·φ)+i
√
2λ(φ¯·φ)σdφ¯dφ (3)
=
∫
dσ√
2pi
e−σ
2/2−N log(1−i√2λσ).
Rescaling λ→ λ/N and σ → τ = σ/√N , and defining z = −2λ one gets
Z(λ,N) =
∫
dσ√
2pi
e−σ
2/2−N log(1−i
√
2λ/Nσ)
=
√
N
∫
dτ√
2pi
e−N [τ
2/2+log(1−√zτ)]. (4)
A simple saddle point computation evaluates this integral as Ke
−Nf(τc)√
f”(τc)
, where
the saddle point of f(τ) = τ 2/2+ log(1−√zτ)] is at τc with f ′(τc) = 0 hence
τc =
1
2
√
z
[1−√1− 4z]. The second derivative is f”(τc) = 1− z(1−
√
zτc)
−2.
We recognize τc(z) =
√
zT (z) where T (z) is defined in (1). More precisely
lim
N→∞
logZ(λ,N)
N
= −f(τc) = −τ 2c /2− log(1−
√
zτc)]
=
−1
4z
[1−√1− 4z − 2z]− log[1
2
(1 +
√
1− 4z)].
This function starts as z/2 = −λ as expected.
As usual, the two point function is simpler (providing a root for the tree):
GN→∞2 =
1
2z
[1−√1− 4z] = T (z). (5)
Remark also the interesting change of sign between λ and z. λ > 0
corresponds to a stable φ4 interaction (hence alternating sums), whether
z > 0 corresponds to ordinary sums. (1/N)p sub-leading terms correspond
to add exactly p loops to the tree.
The metric properties of the Gromov-Hausdorff limit of equi-distributed
plane trees when their number of vertices tends to infinity are neither easy
to read from the Catalan counting nor from the vector-field theoretic repre-
sentation at large N . But they follow from a nice one-to-one map between
rooted plane trees and Brownian excursions. Using the Dyck walk to turn
13
The number ku(t) is interpreted as the “number of children” of u in t.
We denote by A the set of all rooted ordered trees. In what follows, we see each vertex
of the tree t as an individual of a population whose t is the family tree. The cardinality
#(t) of t is the total progeny.
We will now explain how trees can be coded by discrete functions. We first intro-
duce the (discrete) height function associated with a tree t. Let us denote by u0 =
∅, u1, u2, . . . , u#(t)−1 the elements of t listed in lexicographical order. The height function
(ht(n); 0 ≤ n < #(t)) is defined by
ht(n) = |un|, 0 ≤ n < #(t).
The height function is thus the sequence of the generations of the individuals of t, when
these individuals are listed in the lexicographical order (see Fig.1 for an example). It is easy
to check that ht characterizes the tree t.
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Figure 1
The contour function (or Dyck path in the terminology of [31]) gives another way of
characterizing the tree, which is easier to visualize on a picture (see Fig.1). Suppose that
the tree is embedded in the half-plane in such a way that edges have length one. Informally,
we imagine the motion of a particle that starts at time t = 0 from the root of the tree and
then explores the tree from the left to the right, moving continuously along the edges at unit
speed, until it comes back to its starting point. Since it is clear that each edge will be crossed
twice in this evolution, the total time needed to explore the tree is ζ(t) := 2(#(t)− 1). The
value Ct of the contour function at time t is the distance (on the tree) between the position
of the particle at time t and the root. By convention Ct = 0 if t ≥ ζ(t). Fig.1 explains the
definition of the contour function better than a formal definition.
We will introduce still another way of coding the tree. We denote by S the set of all
finite sequences of nonnegative integers m1, . . . , mp (with p ≥ 1) such that
• m1 +m2 + · · ·+mi ≥ i , ∀i ∈ {1, . . . , p− 1};
4
Figure 2: Labeling a tree and its height function
around the tree, the tree can indeed be identified with its height function
graph (quotiente by an equivalence relation gluing the inside of the graph).
The height function is a Brownian excursion, and this is the key to prove
that the Hausdorff dimension of the CRT is dHausdorff = 2. Furt er work
proves dspectral = 4/3 [90].
2.2 Brownian Sphere and Matrix Models
Let Qn be the number of rooted planar quadrangulations with n faces.
Quelques notions
￿ Enracinement : Choix d’une areˆte oriente´e.
￿ Triangulations, quadrangulations, p-angulations : Toutes
les faces ont degre´ 3, 4, p...
Figure : Une quadrangulation enracine´e (→) avec 7 faces
Figure 3: A Rooted Planar Quadrangulation
Adding boundaries, Tutte found in 1962 [91] a quadratic recursive equa-
tion (a` la Polchinski), and solved it, getting the exact result:
Qn = 3
n 2
n+ 2
1
n+ 1
(
2n
n
)
.
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It was later related to the simplest interacting complex matrix model.
Consider again a pair of N by N complex conjugate Wishart matrices with
the simplest possible interaction
Z =
∫
dMdM¯ exp(−1
2
TrM tM¯ − λ
N
TrM tM¯M tM¯)
=
∑
n,g
an,g(−λ)nN2−2g
where g is the genus of the surface dual to the Feynman graphs in an,g,
defined by the equation 2 − 2g = V − L + F = −V + F, since L = 2V.
Planar graphs lead therefore the perturbative expansion of matrix models as
N →∞ [92, 93].
The single scaling limit [94, 95] consists in sending N →∞-limit at fixed
λ. Only planar graphs survive, and one finds
G2,planar(λ) =
−1− 36λ+ (1 + 24λ)3/2
216λ2
,
which has a singularity (critical point) at λc = −1/24, with critical suscepti-
bility γ = −1/2.
The double scaling limit [96, 97, 98] sends N →∞ and λ→ λc = −1/24
simultaneous, keeping fixed κ−1 = N5/4(λ− λc)
G2,double scaling(λ) =
∑
h
ahκ
2h. (6)
This sum includes all Feynman graphs, hence is not a convergent series at
λ > 0. However the partition function in this double scaling obeys a Painleve´
integrable equation, leading to an explicit solution called a tau function; from
there on was developed the topological 2d quantum gravity theory [99, 100].
The metric properties of the Brownian sphere can be again understood
through a one-to-one map, the Schaeffer map [101], which identifies rooted
pointed planar quadrangulations with well-labeled oriented rooted plane trees,
that is with trees equipped with a label which can either increase by one,
decrease by one or remain fixed along each tree edge.
Using the probabilistic interpretation of the Schaeffer map as a Brownian
snake, Le Gall and Miermont proved [33, 34, 35] that equidistributed planar
quadrangulations of order n converge in the Gromov-Hausdorff sense as n→
∞ (after rescaling the graph distance by n−1/4) towards a universal random
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Figure 4: The Schaeffer Map
compact space, called the two-dimensional Brownian sphere. This space
has Hausdorff dimension 4 and is almost surely homeomorphic to the two-
dimensional sphere. This last result is non-trivial, as it roughly requires
to prove that geodesics in typical planar graphs are not too close to those
of the underlying tree, so that pinched spheres become of zero measure in
the continuum limit. The Brownian sphere is expected to have spectral
dimension 2, although this is not proved.
To summarize, one of the simplest non trivial random geometry is the
CRT or branched polymers geometry. It has Hausdorff dimension 2, spectral
dimension 4/3, and corresponds to the 1/N limit of vector models. A more
sophisticated random geometry is the Brownian sphere. It has Hausdorff
dimension 4, very probably spectral dimension 2, and corresponds to the
1/N limit of matrix models. It is best thought of as a CRT equipped with
Schaeffer labels, which generate shortcuts on the CRT.
It is very natural to try to generalize these nice results to higher dimen-
sions. But many difficulties immediately arise. At the continuous level, it is
difficult to classify all geometries in dimension 3 and impossible to classify
all (smooth) geometries in dimension 4. This is reflected at the discretized
level in the fact that it is difficult to decide whether a general triangulation
in 3D is homeomorphic to the sphere S3 and impossible (through a single
algorithm) to decide whether a general triangulation in 4D is homeomorphic
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to the sphere S4.
There are no known equivalent of the exact Catalan or Tutte counting,
nor of the height function or Schaeffer map in higher dimensions. For d ≥ 3.
we do not even know whether the number of triangulations of the d-sphere
with n d-simplices is exponentially bounded in n [102]. There are only lim-
ited results: bounds on locally constructible triangulations [103, 104, 105],
or the fact that spheres are rare [106]. Progress may come from unexpected
directions, such as the one of tensor models, since they do not ponder trian-
gulations solely according to their topological class.
3 Tensor Models
3.1 Generalities
Tensor models come in two closely related basic versions: the colored model,
which is essentially unique [23, 22], and the many uncolored models [18, 42].
The colored version is made of D+1 tensor fields, labeled by a color index
c = 0, · · · , D. There are two kinds of vertices, one for fields and the other
for anti-fields. Each vertex is of degree D+ 1 and contains all colors exactly
once. Hence the Feynman graphs of this theory are bipartite D + 1-regular
edge-colored graphs. They are dual to colored D-dimensional triangulations.
Remark that for D ≥ 3, such colored triangulations are better behaved than
general triangulations. In particular they triangulate orientable20 pseudo-
manifolds with well defined D-homology [107, 108, 109, 110]. This is because
the colors allow to define p-bubbles, for 0 ≤ p ≤ D + 1, as the connected
components made of edges of the graph with p distinct colors. Vertices are
connected components without any edge, 1-bubbles are edges, 2-bubbles are
faces, which must therefore be bicolor and of even length and so on. It is
natural to ask whether colored triangulations are not too restricted. The
short answer is no. Indeed any ordinary triangulation uniquely defines a D
dimensional colored triangulation, its barycentric subdivision. In particular
any orientable manifold admits infinitely many colored triangulations21.
The many different uncolored models correspond to effectively integrate
all tensors of the colored version except one, to which we give by convention
20There exist also real versions of the theory which correspond to non-orientable trian-
gulations.
21See [111, 112] for interesting related discussions.
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color 0, and then truncate to a polynomial with independent coefficients (cou-
pling constants) the effective interaction obtained for this last color (which
is not polynomial). The polynomial interactions obtained in this way are
the vacuum graphs of the D − 1 colored theory, hence bipartite D-regular
edge-colored graphs. They correspond exactly to classical U(N)⊗D-invariants
which are polynomial in the tensor coefficients [113, 114]22. The Feynman
graphs of the theory are made of edges joining vertices which are such in-
variants. Expanding the vertices as bipartite D-regular edge-colored graphs
allows to recover (D + 1)-regular edge-colored graphs as in the colored the-
ory. Hence uncolored models with a specific finite set of interactions have a
Feynman expansion which is a restriction of the colored models expansion
to graphs with a specified restricted set of vertices, i.e. D-bubbles of colors
1, · · · , D, but with independent coupling constants for each type of vertex.
The large N limit of uncolored models with melonic interactions is Gaussian,
the covariance being the full 2-point function [18], hence non-trivial. In the
case of a Bosonic statistics of the field, such uncolored models equipped with
positive interactions can be defined non-perturbatively by constructive tech-
niques and the previous statement can be made fully rigorous at least for
quartic interactions [18, 115]. Colored models can make sense non pertur-
batively if all the tensor fields anticommute (or all of them save one). Such
Fermionic colored models were the ones envisioned in the initial paper [23],
which noticed the presence in that case of an interesting extra U(D + 1)
symmetry.
Jackets [74, 19, 20] are ribbon graphs which encode part of the infor-
mation about a D-colored graph. A jacket is best defined as a cycle τ of
the D + 1 colors modulo the orientation, hence there are 1
2
D! different jack-
ets in a rank-D tensor graph. In particular there are 3 jackets in D = 3
(whose duals quadrangulate surfaces) and 12 jackets in D = 4 (whose du-
als pentagulate surfaces). The ribbon graph corresponding to a given jacket
has faces with consecutive colors in the cycle. Jackets correspond also ge-
ometrically to canonical Heegaard splittings associated to the underlying
colored-triangulated space [116].
22The U(N)⊗D invariance becomes U(N1) ⊗ · · · ⊗ U(ND) for different dimensions of
the vector spaces associated to tensor indices. For simplicity the symmetric case N1 =
· · · = ND = N is usually considered. Tensor invariance can be considered an abstract
”pregeometric” relativity principle: interactions should not depend on the basis in which
they are written.
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The degree of a colored graph G is the sum of the genera of its jackets:
ω(G) =
∑
J
gJ . (7)
After fixing the correct rescaling of the vertex, tensor models admit a
1/N expansion governed by the degree of the graphs. Indeed each face of
a tensorial graph G gives a factor N , each jacket contains all the vertices
and all the edges of G, and a given face belongs to exactly (D − 1)! jackets,
which leads to a factor N−cω(G) where c is some constant. The leading order
of the tensorial 1/N expansion (both in the colored and uncolored versions)
is given by graphs of degree 0, called melons [44]. They triangulate the D-
dimensional sphere SD. But most triangulations of the sphere SD are not
melonic.
As already emphasized, the degree is not a topological invariant of the
triangulated manifold dual to the Feynman graph. The riddle that power
counting, in the related spin foam and GFT formalisms, must combine topo-
logical and cell structure information is neatly disentangled in the series of
papers [117, 118, 119, 120, 121, 122].
Recently interesting variants of the tensorial 1/N expansion have been
devised. In particular it was found that even rank tensors with particular
non-melonic interactions of a meandric type can lead to non-Gaussian large
N limits, hence lie out of the universality class of melonic models [45]. This
is linked to meander theory [123].
Another road to generalized models which still admit a 1/N expansion is
given by so-called multi-orientable models. Multi-orientable GFT has been
introduced in [124] as a simplification of three dimensional GFT which retains
a larger class of Feynman graphs than colored GFT. For the moment it can
be defined only in dimension d = 3. A further simplification (suppressing the
GFT projector) is studied in [125]. The corresponding rank-3 tensor model
admits a 1/N expansion in which the leading sector is still given, as in the
case of colored models, by the melon graphs, but which differs at next-to
leading order from the colored expansion.
Since tensor models have a well-defined action, their correlation functions
obey Schwinger-Dyson (SD) equations, which generalize those of random
matrix theory. In the random matrix case these SD equations are known
to form half of the Witt (Virasoro) algebra, namely its positive part. They
have become standard tools to understand and solve matrix models, and have
been fruitfully generalized beyond matrix models in the topological recursion
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program [126]. In [41] the SD equations for random tensor models have
been derived in the large N -limit for what would soon become the uncolored
version of tensor models, in which all colored fields have been integrated out
save one. The associated algebra of constraints satisfied by the partition
function were analyzed at leading order in 1/N . The Lie algebra of these
constraints is indexed by D-ary trees, hence much more complicated than
in the matrix case. The full algebra of constraints at any order in 1/N was
later derived in [127]. It is indexed by D-colored graphs, in which the leading
order D-ary trees form a Lie subalgebra. The constraints uniquely determine
the physical perturbative solution at large N , as was shown in [128], leading
to a new proof of the Gaussianity of the large N limit of tensor models
with melonic interactions. Furthermore it was shown in [129] that this Lie
algebra is associated to a Hopf algebra of the Connes-Kreimer type, which
means that the combinatoric rules for the insertion or contraction of tensor
subgraphs within tensor graphs are well suited for RG analysis. The explicit
construction and multi-scale analysis of renormalizable tensor field theories
models (see next section) fully confirms this fact.
It is now an important goal to understand these algebras and in particular
their unitary representations. It might lead to interesting generalizations of
conformal field theory in dimension higher than 2. This may be necessary in
order to correctly introduce matter fields on the spaces corresponding to the
continuum limit of tensor models and find how their critical properties are
modified in the presence of quantum gravity.
3.2 Combinatorics, Polynomials
Tensorial Feynman graphs are rich combinatoric objects, with more structure
than ribbon graphs. Coloring is the key property which nevertheless makes
possible to somewhat tame their combinatorial structure.
One of the most natural question is to count tensorial invariants, in par-
ticular the connected ones. Connected melonic graphs are in one to one cor-
respondence with edge-colored D-ary tree, hence can be counted by Narayana
numbers [130]. In [43] a new algebraic more abstract encoding of the tensor
graphs into conjugacy classes of permutations is introduced. Allowing to use
standard combinatoric tools such as Burnside’s lemma, it leads to system-
atic enumerative results. In particular the counting of tensor invariants has
been related to the counting of branched covers of the 2-sphere, hence to
topological field theory. The rank D of the tensor becomes the order of the
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branch points. The counting of color-symmetrized tensor invariants was also
obtained, as well as formulas for correlators of the tensor model invariants.
Other important tools associated to Feynman graphs (introduced to solve
their XIXth century precursors, namely electric circuits) are their associated
Kirchoff polynomials. In the field theory context they are called Symanzik
polynomials and allow to write the parametric representation of Feynman
integrals. They are also a multivariate version of the Tutte polynomial which
is the universal solution of linear deletion/contraction recursions. In the
matrix case, analog polynomials which satisfy simple deletion/contraction
recursion have been developed for ribbon graphs by Bolloba´s, Riordan and
other authors [131, 132, 133, 134]. To extend these graph polynomials to
tensor models is a subject in active development.
The first attempt to define such polynomials for colored graphs is in [135].
Since the category of colored graphs is not closed under the operation of
contraction, this attempt is not fully satisfying. In [136] another polynomial,
satisfying a deletion/contraction relation, was defined, both for colorable and
non-colorable graphs, which is different of the one defined in [135].
To find a better analog of contraction in the context of colored graphs, an
enlarged category of “weakly-colored” graphs is introduced in [137]. These
graphs are obtained by gluing stranded vertices with stranded edges ac-
cording to definite rules which generalize those of colored graphs. In the
rank-3 case, a polynomial invariant in seven variables which obeys a con-
traction/cut recursion (the cut replacing the deletion operation) is defined
for this category. It is a non-trivial generalization going beyond the Tutte
or the Bolloba´s-Riordan polynomials defined now on graphs representing 3D
simplicial pseudo-manifold with boundary. Some progresses towards the uni-
versal property of this polynomial has been discussed in [138]. However the
explicit computation of such polynomials remains very difficult, even for sim-
ple graphs. In [139] the Bolloba´s-Riordan polynomial is explicitly computed
for a special class of ribbon graphs of the ‘petal-flower” type. But for in-
stance, the set of boundary conditions of the recurrence relation obeyed by
the Bolloba´s-Riordan polynomial remains an open issue [139]. It is expected
that, for the higher rank case, the situation becomes much more involved.
3.3 Constructive Tensor Theory
Constructive field theory is a set of techniques to perform the ultraviolet
limit and renormalization of a quantum field theory in a rigorous way. It
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allows to check that the Schwinger functions of a theory, typically in super-
renormalizable or asymptotically free cases, are well-defined and obey all the
Osterwalder-Schrader axioms of Euclidean quantum field theory, ensuring
the existence of an analytic continuation to Minkovski space theory which
satisfies Wightman axioms.
Historically the key tool for constructive theory has been the use of clus-
ter/Mayer expansions, especially in their powerful multiscale version [140,
141]. However cluster and Mayer expansions require to decompose space-
time into a regular lattice, such as a cubic lattice. They are therefore not
well adapted to the case of curved space-time, and fail completely for non
commutative QFTs, GFTs and combinatorial QFTs, in which the interac-
tions are not local in any ordinary sense.
A new method, the loop vertex expansion (LVE), was introduced to by-
pass this difficulty and extend constructive methods to matrix models in
[142]. It combines three ingredients which do not depend on any space-time
background: the intermediate field method which decomposes any interaction
in terms of elementary three body interactions, a symmetric forest formula
[143, 144] and the use of replicas. The result recasts Bosonic field theory
with stable (positive) interactions into a convergent expansion which auto-
matically computes the Borel sum of the ordinary perturbative expansion.
Initially designed to treat the φ4 interaction (see [145] for a pedagogical
introduction), the LVE has been extended to stable scalar interactions in
[146]. It has been shown compatible with direct space decay estimates [147]
and with renormalization in simple superrenormalizable cases [148, 149].
The combinatoric core of the LVE is so simple that it can be summarized
in a few lines [150]. One defines a set of positive weights w(G, T ) for any
pair made of a connected graph G and a spanning tree T ⊂ G. They are
normalized so as to form a probability measure on the spanning trees of G:∑
T⊂G
w(G, T ) = 1. (8)
To compute constructively instead of perturbatively a connected QFT cor-
relation S which is a sum over connect graphs of Feynman amplitudes AG
one uses (8) to introduce a sum over trees for each graph, and then simply
exchange the order of summation between graphs and their spanning trees
S =
∑
G
AG =
∑
G
∑
T⊂G
w(G, T )AG =
∑
T
AT , AT =
∑
G⊃T
w(G, T )AG. (9)
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The constructive ‘miracle” is that if one uses the right graphs and right
weights, then for a stable Bosonic QFT with cutoffs one gets∑
T
|AT | < +∞, (10)
which means that S is now well defined; furthermore the result is the Borel
sum of the ordinary perturbation expansion. In some sense the commutation
of graphs and trees redeems the initial sin of perturbative QFT, namely the
illegal exchange of a series and a functional integral. From a physical per-
spective it is not too surprising after all that trees are the more fundamental
structures and that they index better the perturbative series. The loops of
Feynman graphs, after all, always correspond to virtual effects which are
never observed: only tree-like jets of particles can be observed in collision
experiments.
It remains to say which are the graphs and weights to use for (10) to
hold. The graphs are not the ones of the ordinary perturbatve series, but the
ones of the intermediate field formalism. The weights must be constructive,
i.e. obey a certain positivity property [151]. Naive equidistributed weights
w(G, T ) = 1/χ(G), (where χ(G) is the complexity, i.e. number of spanning
trees of G) are not constructive, but the following weights are [150]:
w(G, T ) =
N(G, T )
|E|! (11)
where N(G, T ) is the number of Hepp sectors (complete ordering of the edges
of G) in which T is leading in the sense of Kruskal’s greedy algorithm [152].
In another recent development it was shown that the weights of (11) are
not the only constructive ones, but just the most symmetric under permuta-
tion of vertices. There is a family of constructive weights for each non-trivial
partition of the set of vertices of G [151]. The regular weights are the most
symmetric, corresponding to the partition into singletons. Other partitions
may be interesting to consider, for instance in the case of the computation
of connected functions.
The constructive study of tensor models started in [153], where the LVE
combined with inductive Cauchy-Schwarz estimates proved that one can
Borel sum group field theory with a stable Freidel-Louapre interaction [154]
uniformly in a domain which scales in the right way as N → ∞. The first
application to uncolored tensor models is in [18], where the LVE was used
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to prove that the interacting tensor model with the simplest quartic melonic
interactions indeed has a Gaussian limit at large N . Then to our surprise
it was found in [115] that the LVE, once rewritten in a kind of parametric
representation, is even better adapted to tensor than to matrix models. In-
deed (in the same case of a tensor model with the simplest quartic melonic
interactions) the leading term of the LVE, in which all intermediate fields are
set to 0, computes exactly the leading term of the 1/N expansion hence the
melonic graphs [115]. This is very different from the matrix case in which
the leading term of the LVE gives estimates of the right order of magnitude
but does not compute the full planar series.
To summarize the difference between perturbative and constructive anal-
ysis for the two-point function of the quartically interacting uncolored model,
one could compare the Feynman expansion, which states
S2 = 1−Dλ− 1
ND−2
Dλ+
∑
G
AG(N), AG(N) ∼ λ2 (12)
to the 1/N expansion, which states that
S2 =
(1 + 4Dλ)
1
2 − 1
2Dλ
+
∑
G
AG(N), AG(N) ∼ 1
ND−2
, (13)
and finally to the constructive analysis which proves that this two point
function is analytic in λ = |λ|eıϕ in the cardioid domain |λ| < (cos ϕ
2
)2/8D
of Figure 3.3 where it can be expanded as
Figure 5: The cardioid domain
S2 =
(1 + 4Dλ)
1
2 − 1
2Dλ
+ · · ·+R(p)N (λ), (14)
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and where the remainder R(p)N (λ) obeys a rigorous bound, namely
|R(p)N (λ)| ≤
1
Np(D−2)
|λ|p(
cos ϕ
2
)2p+2 p! A Bp (15)
for some constants A and B.
3.4 Single and Double Scaling
The single scaling limit of tensor models is defined, as for matrix models,
by keeping only the leading graphs, namely the melons, summing the corre-
sponding restricted series, and searching for the closest singularity or critical
point. The Schwinger-Dyson equations of the colored tensor model in this
approximation becomes an extremely simple algebraic equation from which
the explicit solution can be read easily. The result is again simplest for the
two-point function, G2,melo restricted to melons graphs
G2,melo =
(1 + 4Dλ)
1
2 − 1
2Dλ
, (16)
where λ, the coupling constant, is the product of the coupling of the vertex
and of the antivertex [44]. This two-point function becomes critical for λ→
λc = −(4D)−1. The corresponding susceptibility γ = 1/2 corresponds to
branched polymers. At the critical point the average number of vertices
diverges, which means a continuous geometry is reached. Using the work
of Albenque and Mackert [155] on Appolinian triangulations, it has been
proved in [46] that this continuous geometry is indeed a CRT (branched
polymers), with Hausdorff dimension 2 and spectral dimension 4/3. This is
a non-trivial result, since the graph distance is the one induced by the dual
triangulation. It does not correspond to the ordinary graph distance on the
Feynman graph, but rather to a colored analog, in which the distance counts
the shortest number of full sequences containing all colors between two points
[46].
As mentioned earlier, the structure of subleading terms in the 1/N ten-
sor expansion is richer than for matrices and requires careful study. This
study was started in [156] where the next-to-leading order contribution in
the 1/N expansion was analyzed. It was shown that it has the same radius
of convergence than the leading order melonic series and a new value of the
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susceptibility exponent, γ = 3/2, compatible with the existence of a double
scaling limit, which consists in sending both N → ∞ and λ → λc. If the
rate is well chosen, this double scaling will select the sub-leading graphs with
optimal ratio between powers of 1/N and powers of λ − λc. This analysis
was extended to multi-orientable models in [157].
Tensorial double scaling was fully performed for the color model in [47]
and for the uncolored model with quartic interactions in [48]. In the case of
the color model the notion of schemes is introduced in [47]. They are the
terminal forms of colored graphs under certain reduction algorithms which
in particular trim the melonic parts. Using this notion it is established that
the series of graphs which share a given fixed scheme has the same radius of
convergence than the melonic series. Simultaneously the double scaling has
also been performed in [48] but for the uncolored models, with a different
reduction technique; the leading family of graphs in this case was dubbed
‘cherries”: they are made of tree-like graphs decorated with small loops at
their leaves [48].
The conclusions of both approaches agree. The double scaling in tensor
models is totally different from the one of matrix models. It sums only a small
class of graphs, still exponentially bounded, hence it is stable. Moreover, and
quite unexpectedly, it exhibits a qualitatively different behavior below and
above dimension 6. Below dimension 6 it displays a singularity at fixed
distance from the origin and is clearly the first step in a richer set of multi-
scaling limits which remains to be explored.
To summarize the double scaling results for the same quartically inter-
acting model with coupling constant λ that is considered in (12)-(14), we
introduce the variable
x = ND−2
[
(4D)−1 + λ
]⇒ λ = − 1
4D
+
x
ND−2
, (17)
and send N → ∞ and λ → − 1
4D
while keeping x fixed. We obtain a power
series in x
G2 = N
1−D
2
∑
p≥0
cp
xp−
1
2
+Rest, Rest < N1/2−D/2 (18)
which has a new critical point in x is at xc = 1/4(D−1). The corresponding
double scaling-limit, including melons and cherry trees is then
G¯2,cherry(N) = 2− 4N (1−D/2)
√
D(x− xc) +O(N 12−D2 ), (19)
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so that the singularity remains, for D < 6 of the branched polymer type, but
at a different location [48]. As explained above this seems a good starting
point to attempt a triple scaling.
For tensor models equipped with a gauge projector of the Boulatov-
Ooguri type, much less is known. The leading graphs of the 1/N expansion
are still melons, but no algebraic closed form equation is known for the two-
point function. For the moment the best we know is that the series satisfy
both a lower and an upper exponential bound in the number of vertices so
that there must be a phase transition [158]. These bounds were obtained in
terms of a graph polynomial related to a higher dimensional generalization
of the Kirchhoff tree-matrix theorem.
3.5 Statistical Mechanics Applications
Like random matrices, random tensors are so general that they should have
rich applications, not only to quantum gravity but also to many other areas
of physics and mathematics. The first such domain of applications is cer-
tainly statistical mechanics, since random tensor graphs can be considered
as random lattices which can support added statistical variables.
The first attempt in this direction [159] studied the Ising model coupled
to random tensor geometry in the footsteps of Kazakov [160]. The idea
was to generalize the two-matrix model for Ising spins on random surfaces
into a two-tensor model. In agreement with numerical investigations, in the
continuum limit no phase transition was found. This is consistent with the
idea that the CRT space cannot support a phase transition for an Ising model
without long range couplings.
To force the phase transition it is possible to modify the model. In [161]
a new class of colored tensor models was introduced with a modified propa-
gator associating weight factors to the faces of the graphs, where curvature is
concentrated. The leading order in 1/N has been solved analytically, and it
was shown that a particular model undergoes a third-order phase transition
in the continuum characterized by a jump in the susceptibility exponent.
More generally multi-critical points can be studied, which generalize the
multi-critical behavior of matrix models. They can be interpreted as mod-
els of dimers on a set of random lattices for the sphere in dimension three
and higher. Dimers with their exclusion rules are generated by the different
interactions between tensors, whose coupling constants are dimer activities.
In [162] a particular example of a multi-critical point is interpreted as a
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transition between the dilute phase and a crystallized phase, though with
negative activities. In [163] hard dimers on dynamical lattices in arbitrary
dimensions are studied again as a random tensor model, with exact calcula-
tion of their critical exponents, and an alternative description as a system of
color-sensitive hard-core dimers on random branched polymers is provided.
Perhaps one of the most promising direction, although little developed
yet, is to apply the random tensor models to the theory of spin glasses.
Here one of the main goal is to go from the ”mean-field” infinite dimensional
Sherrington-Kirckpatrick model towards a more realistic model showing finite
dimensional behavior such as the Edwards-Anderson model [164]. In this
respect the p-spin model introduced in [165] uses independent identically
distributed interactions between p different spins for p ≥ 3, hence is exactly
a free tensor model. In [166] the case of an interacting tensor model for spin
glass is considered. Adapting the results on the Gaussian character of the
large N limit of these models it can be proved that such ‘p-spin models with
non-Gaussian quenched interactions” belong to the same universality class
than the free p-spin model. Moreover the change of critical temperature due
to the interactions can be studied precisely. This seems one of the very few
rigorous result of this kind in this domain. It is tempting to speculate that
going beyond the leading 1/N behavior, for instance through multiple scaling
limits, might have to do with interesting effects.
Another interesting connection has been developed recently between ran-
dom tensors and meander enumeration. A meander is a self-avoiding path
crossing a river through an even number of 2n bridges. Meander enumeration
is connected to matrix models, hence two-dimensional gravity [167]. But it
is also connected to rank-4 tensor models with the particular invariants first
considered in [45], in which two sets of two colors have a single face. Such
invariants are labeled by permutations. Considering them as interactions
and expanding the corresponding tensor theory into Feynman graphs, one
obtains a problem equivalent to counting meanders whose lower arch con-
figuration is obtained from the upper arch configuration by a permutation
on half of the arch feet. It has been possible to reduce this computation to
those of interactions labeled by stabilized-interval-free permutations, which
correspond to the enumeration of so-called irreducible meandric systems.
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4 Tensorial Group Field Theories
4.1 Laplacian Propagator
The key difference between random matrix models and NCQFTs lies in the
modification of the propagator. Breaking the U(N) invariance of matrix mod-
els at the propagator level leads to renormalizable non-commutative quan-
tum field theories such as the Grosse-Wulkenhaar (GW) model [168] on R4
equipped with the Moyal product. It is a matrix model with quartic coupling
and a propagator which can be interpreted as the sum of the Laplacian and
an harmonic potential on R4, but which is very natural in the matrix base
which expresses the Moyal star product as a matrix product (see however
[169] for an alternative possibility). The GW propagator breaks the U(N)
invariance of the theory in the infrared (small N) regime, but is asymptoti-
cally invariant in the ultraviolet regime (large N); hence it launches an RG
flow between these two regimes. Power counting in such models is entirely
governed by the underlying 1/N expansion (divergent graphs are the regular
planar graphs), hence the corresponding matrix renormalization group [170]
can be considered a kind of continuous version of the 1/N expansion. It is
remarkable that this matrix RG flow is asymptotically safe [171, 172, 173].
Its planar sector has also recently been beautifully solved [174, 175], showing
that four-dimensional integrability, like four dimensional asymptotic safety,
is not limited to the famous example of supersymmetric Yang-Mills N = 4
QFT but is more general and does not require supersymmetry.
In a completely analogous manner, one can define TGFT’s with tensorial
interactions and a soft breaking of the tensorial invariance of their propa-
gator. Renormalization is again a continuous version of the 1/N expansion
and the divergent graphs are the melons. The group structure allows to in-
terpret the fields both as rank D tensors and as fields defined on GD where
G is the Lie group. The propagator is the inverse of the sum of the Lapla-
cians on each factor in GD. In the simplest case, namely G = U(1), one
can identify at any rank which are the super-renormalizable and just renor-
malizable interactions. Surprisingly perhaps, at rank/dimension 4 the just
renormalizable interactions are of order 6, not 4 [83, 84, 86]. The quartically
interacting model is just renormalizable at rank/dimension 5. It is also just
renormalizable at rank/dimension 3 if the propagator has Dirac rather than
Laplace power counting. It is remarkable that the corresponding tensorial
RG flow generically displays the physical property of asymptotic freedom in
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all renormalizable known cases [86, 87, 88].
The bridge between matrix and tensor renormalizable models has been
further reduced in [176], in which new families of renormalizable models are
identified. It is shown that the rank 3 tensor model defined in [86], and
the Grosse-Wulkenhaar models in two and four dimensions generate three
different classes of renormalizable models by modifying the power of the
propagator. A recent review on this class of models extends and generalizes
this analysis [81]. It classifies the models of matrix or tensor type with
a propagator which is the inverse of a sum of momenta of the form p2a,
a ∈]0, 1], hence exactly those for which the Osterwalder-Schrader positivity
can hold. Infinite towers of (super- and just-) renormalizable matrix models
are found. Moreover, so far, all renormalizable tensor models are proved to
be asymptotically free and several matrix models are shown asymptotically
safe at one-loop and, very likely, at any loop (some of them possess however
a Landau ghost). The question of further restricting the space of models is
still under current investigation.
The emerging picture is a simple classification of quite a large class of
Bosonic renormalizable non-local QFTs of the matrix or tensor type, which
was completely unexpected a few years ago. The theories of scalar and vec-
tor type are generically not asymptotically free since they have no wave
function renormalization at one loop. The theories of matrix type are gener-
ically asymptotically safe (specially for instance all Tr[M4] models), since
the wave function renormalization exactly compensates the coupling constant
renormalization. The theories of tensor type are generically asymptotically
free since the wave function renormalization wins over the coupling constant
renormalization.
The combinatorics of renormalization is neatly encoded in a Connes-
Kreimer combinatorial Hopf algebra. See [177] for a version of this algebra
adapted to multi-scale analysis. This algebra has been explicited in [178] for
the case of the model defined in [83, 84]. It is significantly different from
previous Connes-Kreimer algebras, due to the involved combinatorial and
topological properties of the tensorial Feynman graphs.
4.2 Laplacian with Gauge Projector
TGFTs which include a “Boulatov-type” projector in their propagator [3]
deserve a category of their own as they are both more difficult to renormal-
ize and closer to the desired geometry in the continuum. Their characteristic
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feature is to include an average over a new Lie group variable acting simul-
taneously over all tensor threads in the propagator. In a Feynman graph,
once the vertex variables have been integrated out, the Feynman amplitude
appears as an integral over one variable for each edge of a product of delta
functions for each face. Each such delta function fixes to the identity the
ordered product of the edge variables around the face. Therefore it can be
interpreted as a theory of simplicial geometry supplemented with a discrete
gauge connection at the level of the Feynman amplitudes of the theory which
has trivial holonomy around each face of the Feynman graph, hence around
each D − 2 cell of the dual triangulation.
To introduce renormalizable models of this class is again done in two
steps. First one replaces the usual interaction of the Boulatov model by ten-
sor invariant interactions to allow for a simple power-counting of the 1/N
type. Second, one adds to the usual GFT Gaussian measure a Laplacian
term to allow for scale analysis. It is however truly non-trivial that renor-
malization can still work for models of this type. Indeed their propaga-
tor C(g1, · · · , gD; g′1, · · · , g′D) is definitely not asymptotic in the ultraviolet
regime to a product of delta functions δ(g1(g
′
1)
−1) · · · δ(gD(g′D)−1) but rather
to an average:
C(g1, · · · , gD; g′1, · · · , g′D) 'uv
∫
dh δ(g1h(g
′
1)
−1) · · · δ(gDh(g′D)−1). (20)
Nevertheless, and to the author’s own surprise, an extension of the locality
principle still holds for divergent graphs, meaning that they can be renor-
malized again by tensor invariant counterterms. This is possible because the
divergent graphs to renormalize, which are melonic graphs, precisely have
a sufficiently particular structure for such an extended locality property to
hold, although it does not hold at all for general graphs. It seems that tensor
theory at each step provides an unexpected cure for its problems.
The set of results include the study of a family of Abelian TGFT models
in 4d which was shown to be super-renormalizable for any polynomial inter-
action [80], so is similar in power counting to the family of P (φ)2 models in
ordinary QFT. Abelian just renormalizable models also exist in 5 and 6 di-
mensions and were studied in [82]. They are asymptotically free [89]. Finally
an even more interesting non-Abelian model with group manifold SU(2) was
successfully renormalized in [85] and is also expected to be asymptotically
free. For an excellent review of this subject we refer to [179].
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Let us recall that the above studies concern uncolored TGFTs. For the
colored Boulatov model, Ward-Takahashi identities were derived and inter-
preted in [180]. In [181] the ultraviolet behavior of the same colored theory
but with a Laplacian added to the propagator is studied. It is shown that
all orders in perturbation theory in the case of the U(1) group in three
dimensions are convergent; moreover it was convincingly argued that this
finiteness should also hold for the same model over SU(2). Recall however
that colored Bosonic models are a priori non-perturbatively unstable, and
that colored Fermionic models are more natural.
4.3 Phase Transitions and Cosmology
Renormalizability of TGFT’s is not a goal per se. It is a tool to study
associated phase transitions, which hopefully should become at some point
relevant for physics and in particular for cosmology.
A theory is considered physical if the associated computations agree with
experiments. But to deserve being called a theory it needs also to be robust
in some RG sense. Particular cutoffs, particular discretizations, particular
truncations, particular numerical experiments only capture part of the phys-
ical content of a theory; ultimately all these schemes are related through RG
universality. For instance lattice QCD, although it is up to now the best
way to extract numerical values for glueballs or hadron masses, is not con-
sidered the full physical theory of QCD. We do not believe that there exist
little lattices inside protons. We believe that quarks exist and that QCD is
a physical theory of strong interactions because all its different cutoffs and
expansion schemes up to now agree between themselves and with several
different experiments, and this is what RG universality can explain.
Hence just as asymptotic ultraviolet freedom of QCD has its infrared
counterpart in quark confinement and nuclear physics, we hope the RG flow of
TGFTs (and in particular of the renormalizable asymptotically free TGFTs)
to lead to a physically interesting cosmology. Suppose an observer could run
down the RG flow of such a fundamental theory. He would see the universe,
initially23 in its ”pregeometric” phase, condense through the big-bang into
an effective continuous space-time and cool with all its matter fields through
many phase transitions and accretions to the present universe. Conversely,
running the movie backwards, that is against the RG flow, he would see
23”Initially” in the sense of scales; there can be RG scales ”before” there is time [1].
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the universe dissolve into more and more elementary constituents and ulti-
mately see space-time itself “boil” into a pregeometric phase described by
the fundamental theory, in our case the perturbative regime of a TFGT.
In [28] the condensation of a pregeometric universe into the one we live in
was dubbed “geometrogenesis” and the name graphity was coined to suggest
that it could come from a purely combinatorial approach on graphs.
In group field theory this scenario of space-time emerging as a condensate
has been extensively developed by D. Oriti and collaborators. In [182] a
general discussion is given on the disappearance of continuum space and time
at microscopic scale. The paper outlines the related conceptual issues and
shows how the GFT framework for quantum gravity can provide a concrete
computational approach to geometrogenesis.
In [183], this approach is further elaborated, in order to extract the dy-
namics of the condensate states directly from the GFT dynamics, following
the same procedure used in ordinary quantum fluids. The effective dynam-
ics provides a nonlinear and nonlocal extension of quantum cosmology. A
GFT model with a kinetic term of Laplacian type is shown to give rise, in a
semiclassical (WKB) approximation and in the isotropic case, to a modified
Friedmann equation. Clearly this sets up a promising exploration program
for the future. It could only benefit from the improved TGFT formalism,
which brings the full panoply of QFT tools, including renormalization and
constructive theory, to further study the geometrogenesis scenario.
4.4 OS Positivity
In [2] it was proposed that Osterwalder-Schrader (OS) positivity has an ana-
log in the tensor world. Little progress has been made so far on this idea. As
we know, in ordinary QFT OS positivity is related to analytic continuation
to real time, unitarity and causality [184]; in a purely statistical mechanics
context it is also the source of checkerboard estimates [185]. However it does
not seems a priori compatible with non-local interactions. Let us discuss
informally why.
A general ordinary Euclidean QFT is a functional measure over fields
of the form dν = e−SintdµC , where dµC is the Gaussian part, C being the
covariance or propagator, and Sint the interaction part. Obviously any mea-
sure of this form defines an associated positive scalar product on functions
of the field, namely < F.G >=
∫
dνFG¯. But only some measures have a
less obvious positivity, called OS positivity. It involves a mirror symmetry.
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Suppose the space on which the fields are defined admits a decomposition
into two half-spaces H+ ∪ H−, with a bijection x → Rx between them and
a frontier H that any continuous path from H+ to H− must cross. In the
usual case of Rd, H is any hyperplane. OS positivity means that the bilinear
form < F.G >R=
∫
dνFR(G¯) should also be a positive scalar product be-
tween functions F and G of fields restricted to the half-space H+. It is the
existence of this mirror scalar product which is critical to allow the continua-
tion of such theories to Minkovski space, and the existence of a unitary time
evolution in ordinary QFT. In short it is the Euclidean seed for the analytic
continuation to real Lorentzian time24.
Formally Euclidean quantum field theories are OS positive if two condi-
tions are met, namely Markovian property for the propagator C and locality
of the interaction Sint. The Markovian property ensures that the free Gaus-
sian measure itself is OS positive. Because any functional of the field on the
half space H+ can be approximated by its values at finitely many points,
OS positivity of this free Gaussian measure is equivalent to positivity of the
matrix C(xi, Rxj) for any finite set of points x1, ...xn in H+. Remark that
positivity of the matrix C(xi, xj) without the reflection operator R means
positivity of the covariance C itself, hence in the usual translation invari-
ant case, it just means the point-wise positivity of its Fourier transform
Cˆ(p). This simpler positivity is true for any ‘covariance with cutoff” such
as (−∆ + m2)−k, where ∆ is the Laplacian. For any polynomial local inter-
action and any dimension, we could always find k large enough so that the
corresponding Euclidean measure exists and has no ultraviolet divergencies.
The beauty of QFT comes from the OS positivity condition which forbids
such cutoff theories; true QFTs have therefore ultraviolet divergencies be-
cause they must be OS positive. The covariance (−∆ + m2)−1 is the best,
most ultraviolet convergent propagator, with this OS positivity. Why?
This is because C = (−∆ + m2)−1 is the most ultraviolet convergent
propagator with the Markov property. Indeed we have the heat kernel or
24This real-time continuation also requires the decay of Euclidean Schwinger functions
when their arguments are separated, ensuring the uniqueness of the thermodynamic limit.
Indeed one needs to insert not only a separating hyperplane but also a thick separating
band of width t to define the Euclidean semi-group e−Ht, where H ≥ 0 is the Hamiltonian.
It then leads to the unitary time evolution eiHt in Minkovski space. We do not discuss
this more technical aspect here.
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random walk representation
C(x, y) =
∫ ∞
0
dt Γt, Γt =
∫
ω:x→y
dPt(ω) (21)
which states that C is an integral over times t of the heat kernel Γt which is
itself a sum over random paths ω going from x to y in time t. This is also
why the OS positivity is most conveniently seen in a lattice discretization of
the underlying space: here the random path representation is also discretized
into lattice random walks and the Markovian character is most clearly seen
since lattice Green’s functions for the Laplacian can be represented in terms
of random walks made of independent nearest neighbor jumps.
More precisely the Markov property for the Green’s function of the Lapla-
cian can be written in terms of heat kernels with Dirichlet boundary condi-
tions and a first and a last “hitting time” at which the random path ω hits
the hyperplane H. If this hyperplane separates the regions H+ and H− in
Euclidean space, and x and y are two points in H+, any path ω from x ∈ H+
to Ry ∈ H− admits a first hitting time t1 and a last hitting time t1 + t2, so
that
Γt(x,Ry) =
∫
t1+t2+t3=t
∫
H×H
dz1dz2Γ
D,+
t1 (x, z1)Γt2(z1, z2)Γ
D,−
t3 (z2, Ry), (22)
where ΓD,+t is the heat kernel on H+ with Dirichlet boundary conditions on
H, ΓD,−t is the heat kernel on H− with Dirichlet boundary conditions on
H, and Γt is the full free heat kernel. Using the reflection symmetry and
Markovian property of the heat kernel, we have
Γt(x,Ry) =
∫
t1+t2+t3=t
∫
H×H
dz1dz2Γ
D,+
t1 (x, z1)Γt2(z1, z2)Γ
D,+
t3 (z2, y), (23)
where the last heat kernel has been reflected. This formula, now symmetric
between x and y, means that the matrix C(xi, Rxj) for any finite set of points
x1, ...xn in H+ is indeed positive as announced.
If we turn to the measure dν, because the interaction is local, it factorizes
over H+ and H− as
e−Sint = e−S
+
int e−S
−
int . (24)
OS positivity can then be interpreted as a decomposition of the functional
measure. Considering dµH the free measure on ”boundary” fields ψ living
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on H with covariance C(z1, z2), we obtain the formal gluing formula∫
F+(φ)G¯+(Rφ)dν(φ) =
∫
dµH(ψ)
∫
F+(φ)G¯+(φ)dν+(φ), (25)
where dν+(φ) is the functional integral on fields supported on H+ with in-
teraction e−S
+
int , ψ is the boundary value of φ and dµH corresponds to the
measure dν but restricted to fields ψ living on the separating hyperplane H.
Hence the scalar product < FG >R is an integral of positive scalar products,
hence is positive.
In practice the difficult part of constructive field theory is to prove exis-
tence of the measure dν by a limit process. Typically different types of cutoffs
violate different OS axioms; in the ultraviolet limit all of these axioms hold
because this limit is usually unique. A nice simple way to prove this unicity
is to prove that the limit is the Borel sum of the perturbative theory.
We understand now why OS positivity looks very problematic for QFT’s
with non-local interactions: equation (24) simply no longer holds. Never-
theless we think that for uncolored tensor models and TGFTs with positive
melonic invariant interactions OS positivity can be extended in a natural way.
The first step is easy. A Lie group admits a reflection g → g−1. On fields
defined in GD, the free Gaussian measure with covariance C inverse of sums
of group Laplacians as in [83], should inherit OS positivity from the Marko-
vian character of the Laplacian heat kernel25. Certainly the non-locality of
tensorial interactions seems a harder problem but here also a solution is in
sight: melonic interactions can probably be inductively decomposed using
intermediate fields of the matrix type, as in [115] so that one may for a given
axis always find a decomposition of the interaction factoring into the left and
right side of the hyperplane. At least for the simplest quartically interacting
model considered in [115], OS positivity should follow [186]. It would be also
very interesting to know whether this OS positivity resists the imposition of
a Boulatov-type gauge projection on the propagator. We recall again that
OS positivity in tensor space should not be confused with ordinary OS pos-
itivity on space-time. It is a new concept which provides a non trivial scalar
product on tensorial observables and we propose to explore its consequences.
25As usual for a lattice OS positivity, this property should hold only for the hyperplanes
perpendicular to the lattice axis, hence here for reflections g → g−1 on each of the tensor
field coordinates.
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5 Conclusion: Open Questions
The list of open questions on the tensor track agenda is growing fast. Here
are a few of them formulated in quite general terms, perhaps reflecting our
personal interests and bias.
• Develop the algebraic formulation of tensor invariants in terms of per-
mutations as started in [43]. Classify and count the positive (i.e. mirror
symmetric) invariants.
• Understand the joint distribution of eigenvalues for the intermediate
field matrices of [115].
• Investigate the multiple scaling limits of colored and uncolored models.
• Adapt to the TGFT context the many tools used to study phase tran-
sitions in QFT.
• Study the symmetry algebra of the uncolored tensor models and their
representation theory. Can one define a smaller closed algebra associ-
ated to positive (stable) interactions?
• Connect rank-D tensor models to D-brane theory. How do extended
melonic objects behave in a background geometry?
• Both the vertices and external observables of rank D tensor models
are rank (D − 1) vacuum tensor graphs. Does this connect to the
holographic principle in quantum gravity?
• Do renormalizable models of the EPRL-FK type exist in four dimen-
sions and under which conditions?
• Define uncolored models with higher than quartic interactions, prove
Borel-Le Roy summability of their perturbative series.
• Extend the cardioid domain of Figure 3.3 so as to obtain the cut along
the negative axis.
• Develop the OS positivity condition. Is it a useful axiom for tensor
theory? Can it be related to unitarity and to a real time formalism?
• Develop the statistical mechanics applications of section 3.5.
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Through work on these questions we hope the tensor track can also serve
as a way to better connect the many different approaches to quantum gravity.
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