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Abstract
The problem of testing for the parametric form of the conditional variance is
considered in a fully nonparametric regression model. A test statistic based on a
weighted L2-distance between the empirical characteristic functions of residuals con-
structed under the null hypothesis and under the alternative is proposed and studied
theoretically. The null asymptotic distribution of the test statistic is obtained and
employed to approximate the critical values. Finite sample properties of the pro-
posed test are numerically investigated in several Monte Carlo experiments. The
developed results assume independent data. Their extension to dependent observa-
tions is also discussed.
Key Words: characteristic function; conditional variance models; nonparametric regres-
sion; regression residuals.
1 Introduction
Let (X, Y ) be a bivariate random vector which is assumed to follow the nonparametric
regression model
Y = m(X) + σ(X)ε, (1)
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where m(x) = E(Y | X = x) is the regression function, σ2(x) = V ar(Y | X = x) is
the conditional variance function and ε is the regression error, which is assumed to be
independent of X. Note that, by construction, E(ε) = 0 and V ar(ε)=1. The covariate X
is one-dimensional and continuous with probability density function (pdf) f and compact
support R. The pdf f is assumed to be positive on R. The regression function, the
variance function, the distribution of the error and the distribution of the covariate are
unknown and no parametric models are assumed for them.
Parametric specifications for either the regression function or the variance function
are quite attractive among practitioners since they describe the relation between the
response and the covariate in a concise way. Because of this reason, there are a number of
papers dealing with the parametric modelling of the conditional mean and the conditional
variance of Y , given X. This paper proposes a new goodness-of-fit test for the parametric
form of the conditional variance. Specifically, on the basis of independent observations
from (1), we wish to test the null hypothesis
H0 : σ
2(x) = σ2(x; θ), for some θ ∈ Θ ⊂ Rp, ∀x ∈ R,
where σ2(·; θ) represents a parametric model for the conditional variance function, against
the general alternative
H1 : H0 is not true.
Several tests forH0 have been proposed in the specialised literature. Some of them were
designed for testing homoscedasticity (see, for example, Liero, 2003, Dette and March-
lewski, 2010); others assume that the regression function has a known parametric form
(see, for example, Koul and Song, 2010, Samarakoon and Song, 2011, 2012); others were
built for fixed design points (see, for example, Dette and Hetzler, 2009a,b); others detect
contiguous alternatives converging to the null at a rate slower that n−1/2 (see, for example,
Wang and Zhou, 2007, Samarakoon and Song, 2011, 2012). Although initially the test in
Koul and Song (2010) was designed for parametric regression functions, they also provide
the theory for a version where the mean function is nonparametrically estimated.
The test in Dette et al. (2007) (henceforth DNV) does not possess any of the above
cited cons. The methodology that will be proposed in the present paper is, in a certain
sense, close to that in DNV. Next, we describe our proposal and the precise meaning of
such closeness.
Let
ε = {Y −m(X)}/σ(X)
be the regression error and let
ε0 = {Y −m(X)}/σ(X ; θ)
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be the error under the null hypothesis, which will be called null error. In Lemma 1 of
DNV it is shown that, under the assumption that all the moments of ε exist, H0 is true
if and only if ε and ε0 have the same distribution. The existence of infinite moments
can be relaxed to the continuity of σ(·) and 0 < E(ε4) < ∞, as shown for a similar
problem in Theorem 1-(i) of Pardo-Fernández et al. (2015b). The equivalence between
H0 and the equality of distributions of ε and ε0 can be interpreted in terms of any
function characterizing a distribution such as the cumulative distribution function (cdf)
or the characteristic function (cf). DNV used this characterization of the null hypothesis
and constructed a test for H0 based on comparing estimators of the cdfs of ε and ε0.
Alternatively, in the current paper we will compare estimators of the cfs of ε and ε0. As
it will be seen, this approach presents some advantages, both theoretical and practical.
This approach is in the line of other testing procedures based on the ecf, such as those in
Hušková and Meintanis (2009, 2010) and Pardo-Fernández et al. (2015a,b).
The paper is organized as follows. Section 2 introduces the test statistic Tn. Section 3
studies some large sample properties of Tn, namely, its asymptotic null distribution, as
well as its behavior against fixed and contiguous alternatives. It is shown that the test that
rejects the null hypothesis for large values of nTn is able to detect any fixed alternative;
it is also shown that such a test can detect local alternatives converging to the null at
the rate n−1/2, n denoting the sample size. These properties are shared with the test in
DNV, but the one proposed in this paper requires weaker assumptions. Specifically, we
do not need to assume that the regression errors have a smooth bounded pdf.
To determine what a large value of nTn means, it is needed to know its null distribution
or at least a consistent null distribution estimator. Although the bootstrap is easy to
implement and, under certain conditions, yields consistent null distribution estimators, it
may be very time-consuming. Section 4 gives a consistent null distribution estimator that
is based on estimating the asymptotic null distribution. Its calculation is really fast.
The finite sample performance of the proposed procedure was numerically assessed by
some simulation experiments. A summary of the obtained results is reported in Section 5.
Finally, Section 6 outlines some possible extensions of the test studied in this paper. All
proofs are sketched in the Appendix.
The following notation will be used along the paper: all vectors are column vectors;
if x ∈ Rk, xT denotes its transpose and ‖x‖ denotes its Euclidean norm; all limits in
this paper are taken when n → ∞; L→ denotes convergence in distribution; P→ denotes
convergence in probability; for any complex number z = a + ib, Re(z) = a is its real
part, Im(z) = b is its imaginary part, i =
√−1 and |z| = √a2 + b2 is its modulus;
an unspecified integral denotes integration over the whole real line R; for a given non-
negative real-valued function w and for any complex-valued measurable function g, we
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denote ‖g‖w =
(∫ |g(t)|2w(t)dt)1/2 to the norm in the Hilbert space L2(w) = {g : R →
C : ‖g‖w <∞}.
2 The test statistic
Let (X1, Y1)
T , . . . , (Xn, Yn)
T be independent copies from (X, Y )T , which follows model
(1). The associated errors, ε1 = {Y1−m(X1)}/σ(X1), . . . , εn = {Yn−m(Xn)}/σ(Xn), as
well as the null errors associated with the sample, ε01 = {Y1−m(X1)}/σ(X1; θ), . . . , ε0n =
{Yn − m(Xn)}/σ(Xn; θ), are not observable because m, σ and θ are unknown, so they
must be replaced by adequate estimators. With this aim we use nonparametric estimators
for m and σ2 based on kernel smoothing techniques. Let K denote a nonnegative kernel
function defined in R, let 0 < hn ≡ h→ 0 be the bandwidth or smoothing parameter and
Kh(x) = h
−1K(x/h). We use the following estimators for the functions m and σ2:
mˆ(x) =
n∑
j=1
Wj(x)Yj, σˆ
2(x) =
n∑
j=1
Wj(x){Yj − mˆ(x)}2, (2)
where the quantities {Wj(x)}nj=1 are either local-linear or Nadaraya-Watson weights (see,
for example, Fan and Gijbels, 1996, pages 20 and 15, respectively). Under the model
assumptions that will be stated in the next section, the results in this article are valid for
both kinds of weights. As for the parameter estimator, θˆ, we take, as in DNV,
θˆ = argmin
θ∈Θ
Sn(θ),
where
Sn(θ) =
1
n
n∑
j=1
[{Yj − mˆ(Xj)}2 − σ2(Xj; θ)]2. (3)
After replacing all unknowns by the above described estimators, we have two sets of
residuals: the (ordinary) residuals
εˆj =
Yj − mˆ(Xj)
σˆ(Xj)
, j = 1, . . . , n,
and the null residuals
εˆ0j =
Yj − mˆ(Xj)
σ(Xj; θˆ)
, j = 1, . . . , n.
Let ϕˆ and ϕˆ0 denote the empirical characteristic functions (ecf) associated with these two
sets of residuals, that is,
ϕˆ(t) =
1
n
n∑
j=1
exp(itεˆj), and ϕˆ0(t) =
1
n
n∑
j=1
exp(itεˆ0j).
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Under the null hypothesis ϕˆ and ϕˆ0 should be close, but not under alternatives. To
measure the distance between cfs we will employ an L2(w)-norm, for some non-negative
function w so that
∫
w(t)dt <∞, that is,
Tn = ‖ϕˆ− ϕˆ0‖2w,
which converges in probability to (see Theorem 8 below)
τ = ‖ϕ− ϕ0‖2w, (4)
where ϕ and ϕ0 stand for the cfs of ε and ε0, respectively, that is, ϕ(t) = E(e
itε) and
ϕ0(t) = E(e
itε0). Observe that τ ≥ 0, and that under H0, τ vanishes. As a consequence,
under H0, Tn should be “very small”. It will be seen that if w > 0, then τ = 0 if and
only if H0 is true. We then conclude that, any value of Tn which is “significantly large”
should lead to the rejection of H0. In practice, given a significance level, a threshold value
above which H0 is rejected needs to be established. To this end we need to study the null
distribution of Tn. Since this distribution is unknown, the asymptotic null distribution
will be employed as an approximation. This will be done in Section 4.
Remark 1 From Lemma 1 in Alba-Fernández et al. (2008), an alternative expression
for Tn, which is useful from a computational point of view, is given by
n2Tn =
n∑
j,s=1
Iw(εˆj − εˆs) +
n∑
j,s=1
Iw(εˆ0j − εˆ0s)− 2
n∑
j,s=1
Iw(εˆj − εˆ0s),
where Iw(t) =
∫
cos(tx)w(x)dx.
Remark 2 The empirical ecfs ϕˆ(t) and ϕˆ0(t) are periodic functions, so if we consider as
test statistic ∫
|ϕˆ(t)− ϕˆ0(t)|2dt,
then its value would be ∞. To avoid this undesirable fact, a weight function w, non-
negative and with finite integral
∫
w(t)dt < ∞, is introduced in the definition of the test
statistic in order to ensure its finiteness∫
|ϕˆ(t)− ϕˆ0(t)|2w(t)dt <∞.
In addition, since
∫
w(t)dt < ∞, the presence of the weight function is useful to down-
weight the persistent oscillations of the ecfs in the tails (it is well-known that the ecf is
a good estimator of the population cf in compact intervals containing 0, but its behaviour
in the tails is not so good). With this aim, one can choose w as the indicator function of
any compact interval containing 0, which gives weight zero to the tails. Nevertheless, in
such a case the resulting test will not be consistent against all fixed alternatives. Because
of the above considerations, an advisable choice for w is a pdf positive on the whole real
line giving high probability to intervals centered at 0, such as the normal law, which is our
choice for w in the numerical experiments.
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3 Main results
In order to study the limit behaviour of the test statistic Tn, we first need to introduce
some assumptions.
Assumption A:
A.1 (i) X has a compact support R. (ii) f , m and σ are two times continuously
differentiable on R. (iii) infx∈R f(x) > 0 and infx∈R σ(x) > 0. (iv) E(ε
4) <∞.
A.2 K is a twice continuously differentiable symmetric pdf with compact support.
A.3 nh4 → 0 and nh2/ lnn→∞.
These assumptions are mainly needed to guarantee the uniform consistency of the
kernel estimators mˆ and σˆ. Moreover, all results in this Section keep on being true
if different bandwidths, say h1 and h2, are taken for estimating the conditional mean
and the conditional variance, whenever they meet A.3. This becomes evident from the
proofs. Nevertheless, in order to simplify notation, we take h1 = h2 = h. Unlike the
methods based on the empirical cdf, observe that we do not impose any restriction on the
distribution of the errors, like the existence of a pdf. So the results in this paper could
be used when the distribution of the errors is arbitrary. An example with errors having a
mixed-type distribution is provided in Section 5.
Next we give conditions on the parametric function σ(x; θ) in the null hypothesis to
ensure the consistency and asymptotic normality of θˆ, which estimates θ0, where
θ0 = argmin
θ∈Θ
S(θ)
and
S(θ) = E
(
[{Y −m(X)}2 − σ2(X ; θ)]2) . (5)
Throughout this paper we assume that θ0 exists and is unique. Let
σ˙2(x; θ) =
∂
∂θ
σ2(x; θ)
and
Ω = E{σ˙2(X ; θ0)σ˙2(X ; θ0)T}. (6)
Assumption B:
B.1 For any δ > 0, inf
‖θ−θ0‖>δ
S(θ)− S(θ0) > 0.
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B.2 Θ is compact and θ0 belongs to the interior of Θ.
B.3 (i) σ2(x; θ) is twice continuously differentiable with respect to θ and the deriva-
tives are continuous in (x, θ), for all x and θ. (ii) infx∈R, θ∈Θ0 σ(x; θ) > 0, for some
Θ0 ⊆ Θ such that θ0 ∈ intΘ0.
B.4 The matrix Ω defined in (6) is non-singular.
Under Assumptions A and B, routine calculations show that θˆ is a consistent estimator
for θ0,
θˆ
P→ θ0. (7)
In addition, under the null hypothesis,
√
n(θˆ − θ0) = Ω−1 1√
n
n∑
j=1
(ε2j − 1)σ2(Xj; θ0)σ˙2(Xj ; θ0) + oP (1). (8)
A sketch of proofs for (7) and (8) is included in the Appendix.
3.1 Asymptotic null distribution
We first give a result that provides an asymptotic approximation for
√
n{ϕˆ(t) − ϕˆ0(t)}
when the null hypothesis is true. Let
ϕ′(t) =
∂
∂t
Reϕ(t) + i
∂
∂t
Imϕ(t) = iE [ε exp(itε)] ,
which exists because E(|ε|) <∞, and let
µ = E{σ˙2(X ; θ0)/σ2(X ; θ0)}.
Theorem 3 Suppose that Assumptions A and B hold. If H0 is true, then
√
n{ϕˆ(t)−ϕˆ0(t)} = − t
2
ϕ′(t)
1√
n
n∑
j=1
(ε2j−1){1−µTΩ−1σ˙2(Xj; θ0)σ2(Xj; θ0)}+tR1(t)+t2R2(t),
with supt |Rk(t)| = oP (1), k = 1, 2.
Corollary 4 Suppose that the assumptions in Theorem 3 hold and that the weight func-
tion satisfies
w(t) ≥ 0, for all t ∈ R, and
∫
t4w(t)dt <∞, (9)
then
nTn
L−→ υ2Z2,
where Z is a standard normal variate and υ2 = υ21υ
2
2υ
2
3, with υ
2
1 =
1
4
‖tϕ′(t)‖2w, υ22 =
E{(ε2 − 1)2} and υ23 = E
[{1− µTΩ−1σ˙2(X ; θ0)σ2(X ; θ0)}2].
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Remark 5 To define the null residuals, DNV estimated σ2(x; θ) by means of
σˆ20(x; θˆ) =
n∑
j=1
Wj(x)σ
2(Xj; θˆ),
which is a smoothed version of the null parametric estimator of the variance function
constructed with the same weights used for the nonparametric estimator σˆ2. The results
in Theorem 3 and Corollary 4 keep on being true if σˆ20(x; θˆ) is used instead of σ
2(x; θˆ),
and if it is also assumed that σ(x; θ) is continuously differentiable with respect to x and
the derivative is continuous in (x, θ), for all x and θ.
Remark 6 An instance of the null hypothesis H0 is that of testing for homoscedasticity,
that is, H0 : σ
2(x; θ) = θ, for some θ > 0. Straightforward calculations show that the main
term of the asymptotic representation in Theorem 3 vanishes and, as a consequence, the
limit distribution in Corollary 4 degenerates to a Dirac measure that is concentrated at 0.
The test in DNV also shares this peculiarity.
Remark 7 The observation in Remark 6 persists if other estimators of θ are used.
For example, a natural way of estimating θ for the considered test statistic could be
θ˜ = argmin
θ∈Θ
Tn. Routine calculations show that under the assumptions in Theorem 8,
θ˜ converges in probability to θ1 = argmin
θ∈Θ
τ , where τ is as defined in (4). In addition,
under the assumptions in Corollary 4, it can be derived that when using θ˜ instead of θˆ,
nTn
L−→ ν2Z2, (10)
where Z is a standard normal variate and ν2 = ν21ν
2
2ν
2
3 , with ν
2
1 = υ
2
1, ν
2
2 = υ
2
2, ν
2
3 =
{1− µTΩ−11 µ}2, and Ω1 = E{σ˙2(X ; θ1)σ˙2(X ; θ1)T/σ4(X ; θ1)}. Again straightforward cal-
culations show that the limit distribution in (10) degenerates to a Dirac measure that is
concentrated at the point 0 when H0 : σ
2(x; θ) = θ holds, for some θ > 0.
3.2 Consistency
This subsection studies the limit behavior of the test statistic nTn under fixed alternatives.
With this aim, we first derive the limit in probability of Tn.
Theorem 8 Suppose that Assumptions A, B.1 and B.3 (ii) hold and w satisfies (9).
In addition, suppose that σ2(x; θ) is continuously differentiable with respect to θ and the
derivative is continuous in (x, θ), for all x and θ. Then Tn = τ + oP (1), where τ is as
defined in (4).
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Let α ∈ (0, 1) be arbitrary but fixed. As an immediate consequence of Theorem 8
and Corollary 4, the test that rejects H0 when nTn ≥ tα, where tα is the 1− α percentile
of the null distribution of nTn or any consistent estimator of it, is consistent against all
fixed alternatives such that τ > 0, in the sense that P (nTn ≥ tα)→ 1. Since two distinct
characteristic functions can be equal in a finite interval (see, for example, Feller, 1971; p.
479), to ensure that τ = 0 if and only if H0 is true, it suffices to take w such that w(t) > 0
for all t ∈ R.
3.3 Local power
This subsection studies the limit behavior of the test statistic nTn under the local alter-
native
H1,n : σ
2(x) = σ2(x; θ0) + n
−1/2r(x), ∀x ∈ R,
for some θ0 ∈ Θ ⊂ Rp and some function r which will be assumed to satisfy the next
assumption.
Assumption L: r is two times continuously differentiable on R.
Theorem 9 Suppose that Assumptions A, B and L hold. If H1,n is true, then
√
n{ϕˆ(t)− ϕˆ0(t)} = − t
2
ϕ′(t)
[
1√
n
n∑
j=1
(ε2j − 1){1− µTΩ−1σ˙2(Xj; θ0)σ2(Xj ; θ0)}+ d
]
+tR1(t) + t
2R2(t),
with
d = E{r(X)D(X ; θ0)/σ2(X ; θ0)}, D(X ; θ0) = 1− σ2(X ; θ0)µTΩ−1σ˙2(X ; θ0)
and supt |Rk(t)| = oP (1), k = 1, 2.
Corollary 10 Suppose that the assumptions in Theorem 9 hold and that the weight func-
tion satisfies (9), then
nTn
L−→ υ21(υ2υ3Z + d)2,
where υ1, υ2, υ3 and Z are as defined in Corollary 4.
Comparing Theorem 2 in DNV and Corollary 10 above, it catches our attention that
the tests in both papers have a similar behaviour under local alternatives, as the distribu-
tion is the one under the null hypothesis plus a drift. This drift, denoted by d, coincides
for both types of statistics, the one based on the empirical distribution function and the
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one based on the empirical characteristic function. Therefore, the tests in DNV and the
one in the current paper will have non-trivial power against the same local alternatives.
An anonymous referee asked us to comment about contiguous alternatives for which
d 6= 0 or d = 0. It is not easy to say something general about such cases, since the
value of d depends on the expression of σ2(x; θ0), on θ0 and on the distribution of X, and
there are many possibilities for all of them. In addition, θ0 and the distribution of X are
unknown in applications. Nevertheless, it is clear that both cases, d 6= 0 and d = 0, may
exist. On the one hand, whenever D(x; θ0) is not identically equal to 0 for all x ∈ R,
one can always find a function r so that the associated value of d is not equal to 0 by
simply taking r(x) = D(x; θ0). On the other hand, for each σ
2(x; θ0), each θ0 and each
distribution of X, one can always find a function r so that the associated value of d is
equal to 0 by taking
r(x) =
σ2(x; θ0)
D(x; θ0)
− 1
E{D(X ; θ0)/σ2(X ; θ0)} ,
if D(x; θ0) 6= 0, and arbitrarily defined for those x ∈ R such that D(x; θ0) = 0.
4 Estimation of the null distribution
The result in Corollary 4 gives the asymptotic null distribution of the proposed test
statistic, which is unknown because it depends on unknown quantities. Therefore, the
asymptotic null distribution cannot be directly used to approximate the null distribution
of Tn. Two solutions can be considered: either (a) to approximate the null distribution
by a resampling procedure, such as the bootstrap, or (b) to construct an approximation
of the asymptotic null distribution. The first approach was also considered in DNV,
who employed a bootstrap procedure based on smoothed residuals. The same bootstrap
procedure could be used to approximate the null distribution of Tn in the current setting.
For the second possibility, recall that the asymptotic null distribution is υ2Z2, which
is unknown because υ2 is unknown. Each term in the expression of υ2 can be consistently
estimated as follows:
υˆ21 =
1
4
‖tϕˆ′(t)‖2w =
−1
4n2
n∑
j,k=1
εˆj εˆkI
′′
w(εˆj − εˆk),
where I ′′w(t) =
∂2
∂t2
Iw(t) and Iw is as defined in Remark 1,
υˆ22 =
1
n
n∑
j
(εˆ2j − 1)2
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and
υˆ23 =
1
n
n∑
j=1
{
1− µˆT Ωˆ−1σ˙2(Xj; θˆ)σ2(Xj ; θˆ)
}2
,
with µˆ = 1
n
∑n
j=1 σ˙
2(Xj ; θˆ)/σ
2(Xj; θˆ), Ωˆ =
1
n
∑n
j=1 σ˙
2(Xj; θˆ)σ˙
2(Xj ; θˆ)
T .
5 Numerical results
Simulation experiments were conducted in order to study the finite sample performance
of the null distribution approximation discussed in Section 4 as well as to compare the
power of the proposed test to that of the Cramér-von Mises-type statistic studied in DNV,
which is based on bootstrap. Although easy to implement, the bootstrap is very time-
consuming, specially for large sample sizes. In contrast, we will use the asymptotic null
distribution of Tn approximated as explained in the previous section.
Recall that the procedure in DNV employs a smooth bootstrap of residuals to approxi-
mate the null distribution of the test statistic. This means that the bootstrap samples are
constructed with bootstrap residuals of the form ε˜∗ = ε∗+νN , where ε∗ is randomly drawn
from the empirical distribution of the sample of (standarized) residuals {εˆi, i = 1, . . . , n},
N is an independently drawn mean-zero random variable and the value ν controls the
smoothing. Recently, Neumeyer and Van Keilegom (2017) proved that the smoothed
(ν > 0) and the non-smoothed (ν = 0) versions of this kind of bootstrap are asymptot-
ically equivalent. Unreported simulations showed that a better level approximation for
the test in DNV is obtained for the non-smoothed case, therefore only the case ν = 0 will
be shown in the tables below.
We have considered the following two scenarios:
Scenario 1. The null hypothesis is
H0 : σ
2(x; θ) = 1 + θx2, for some θ > 0, ∀x ∈ [0, 1],
and the true conditional variance function is of the form
σ2(x) = 1 + 3x2 + 2.5c sin(2πx).
Scenario 2. The null hypothesis is
H0 : σ
2(x; θ) = exp(θx), for some θ > 0, ∀x ∈ [0, 1],
and the true conditional variance function is of the form
σ2(x) = exp(x) + c sin(2πx).
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In both cases, three values of c are considered: 0, 0.5 and 1. The null hypothesis holds
when c = 0, whereas c = 0.5 and c = 1 yield models under the alternative hypothesis.
In both scenarios the regression function is m(x) = 1 + sin(2πx) and the covariate is
uniformly distributed in [0, 1], that is, R = [0, 1]. The first scenario was also considered
in DNV.
Nonparametric estimation of the regression and variance functions was performed by
means of local-linear estimators. Notice that when local-linear weights are used, the
estimator of the conditional variance is not guaranteed to be positive. In order to be able
to run the simulations, in the unlikely event of obtaining a negative value of the variance,
we have replaced it by its true value. The kernel function is the kernel of Epanechnikov
K(u) = 0.75(1−u2)I(−1 < u < 1) and the smoothing parameters form and σ2 are chosen
separately by least-squares cross-validation. Concerning the choice of the weight function
w, we follow Pardo-Fernández et al. (2015a,b) as well as the references therein, and take
the pdf of a standard normal distribution. All tables display the observed proportion of
rejections in 1000 simulated data sets and the corresponding 95%-confidence intervals for
the true proportion of rejections as an indication of the simulation error.
Tables 1 and 2 display the results under scenarios 1 and 2, respectively, when the
distribution of the regression error is a standard normal and the sample sizes are 100 and
200. The asymptotic null distribution of Tn produces an overestimation of the level when
n = 100, but the approximation is correct when n = 200 (note that the 95%-confidence
intervals do not cover the corresponding nominal levels for n = 100, but they do for
n = 200, except for one case in table 2). The bootstrap-based statistic of DNV yields a
level approximation which is closer to the nominal value for both sample sizes. In terms of
power, the new test based on characteristic functions yields better results, specially under
scenario 2. We should advise that a fair power comparison only makes sense for n = 200,
as for n = 100 the level obtained with Tn is overestimated, specially under scenario 2. We
have also tried the bootstrap approximation for Tn and the results were very close to the
ones obtained with the asymptotic distribution.
As mentioned in Section 3, the proposed method does not require the existence of a
pdf for the regression error. The distribution of ε can be arbitrary, as long as model (1)
holds. To check the practical performance of the test for non-continuous errors, we have
tried a mixed-type distribution. More precisely, ε is 0 with probability 0.5 and N(0,
√
2)
with probability 0.5. The results under scenarios 1 and 2 are displayed in Table 3. Larger
sample sizes are needed to achieve a good level approximation: for n = 200 the level is
still overestimated, whereas for n = 400 the approximation is correct. This is also shown
by the 95%-confidence intervals: they cover the corresponding nominal levels for n = 400,
but not for n = 200. Notice that the method in DNV requires the existence of a pdf for
ε and thus cannot be applied to this setting.
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Table 1: Observed proportion of rejections in 1000 simulated data sets under scenario 1
(between brackets, 95%-confidence interval for the true proportion of rejections). The
distribution of the errors is standard normal.
Tn DNV
c n α : 0.100 0.050 0.025 0.100 0.050 0.025
0 100 0.118 0.068 0.041 0.095 0.049 0.022
(0.098, 0.138) (0.052, 0.084) (0.029, 0.053) (0.077, 0.113) (0.036, 0.062) (0.013, 0.031)
200 0.095 0.047 0.025 0.105 0.051 0.028
(0.077, 0.113) (0.034, 0.060) (0.015, 0.035) (0.086, 0.124) (0.037, 0.065) (0.018, 0.038)
0.5 100 0.676 0.558 0.473 0.435 0.314 0.224
(0.647, 0.705) (0.527, 0.589) (0.442, 0.504) (0.404, 0.466) (0.285, 0.343) (0.198, 0.250)
200 0.910 0.849 0.779 0.813 0.706 0.592
(0.892, 0.928) (0.827, 0.871) (0.753, 0.805) (0.789, 0.837) (0.678, 0.734) (0.562, 0.622)
1 100 0.984 0.961 0.924 0.883 0.770 0.652
(0.976, 0.992) (0.949, 0.973) (0.908, 0.940) (0.863, 0.903) (0.744, 0.796) (0.622, 0.682)
200 0.997 0.995 0.991 0.996 0.983 0.965
(0.994, 1.000) (0.991, 0.999) (0.985, 0.997) (0.992, 1.000) (0.975, 0.991) (0.954, 0.976)
Table 2: Observed proportion of rejections in 1000 simulated data sets under scenario 2
(between brackets, 95%-confidence interval for the true proportion of rejections). The
distribution of the errors is standard normal.
Tn DNV
c n α : 0.100 0.050 0.025 0.100 0.050 0.025
0 100 0.157 0.094 0.060 0.106 0.059 0.033
(0.134, 0.180) (0.076, 0.112) (0.045, 0.075) (0.087, 0.125) (0.044, 0.074) (0.022, 0.044)
200 0.121 0.065 0.030 0.118 0.053 0.021
(0.101, 0.141) (0.050, 0.080) (0.019, 0.041) (0.098, 0.138) (0.039, 0.067) (0.012, 0.030)
0.5 100 0.280 0.178 0.110 0.148 0.065 0.036
(0.252, 0.308) (0.154, 0.202) (0.091, 0.129) (0.126, 0.170) (0.050, 0.080) (0.024, 0.048)
200 0.393 0.286 0.199 0.309 0.180 0.121
(0.363, 0.423) (0.258, 0.314) (0.174, 0.224) (0.280, 0.338) (0.156, 0.204) (0.101, 0.141)
1 100 0.570 0.454 0.356 0.341 0.210 0.132
(0.539, 0.601) (0.423, 0.485) (0.326, 0.386) (0.312, 0.370) (0.185, 0.235) (0.111, 0.153)
200 0.830 0.751 0.647 0.712 0.569 0.416
(0.807, 0.853) (0.724, 0.778) (0.617, 0.677) (0.684, 0.740) (0.538, 0.600) (0.385, 0.447)
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Table 3: Observed proportion of rejections in 1000 simulated data sets under scenarios 1
and 2 when the statistic Tn is employed (between brackets, 95%-confidence interval for
the true proportion of rejections). The distribution of the errors is of a mixed-type.
Scenario 1 Scenario 2
c n α : 0.100 0.050 0.025 0.100 0.050 0.025
0 200 0.146 0.072 0.033 0.175 0.104 0.061
(0.124, 0.168) (0.056, 0.088) (0.022, 0.044) (0.151, 0.199) (0.085, 0.123) (0.046, 0.076)
400 0.095 0.049 0.023 0.110 0.057 0.028
(0.077, 0.113) (0.036, 0.062) (0.014, 0.032) (0.091, 0.129) (0.043, 0.071) (0.018, 0.038)
0.5 200 0.692 0.570 0.456 0.312 0.211 0.129
(0.663, 0.721) (0.539, 0.601) (0.425, 0.487) (0.283, 0.341) (0.186, 0.236) (0.108, 0.150)
400 0.884 0.801 0.722 0.408 0.271 0.189
(0.864, 0.904) (0.776, 0.826) (0.694, 0.750) (0.378, 0.438) (0.243, 0.299) (0.165, 0.213)
1 200 0.974 0.949 0.912 0.621 0.490 0.388
(0.964, 0.984) (0.935, 0.963) (0.894, 0.930) (0.591, 0.651) (0.459, 0.521) (0.358, 0.418)
400 0.998 0.997 0.992 0.812 0.698 0.609
(0.995, 1.000) (0.994, 1.000) (0.986, 0.998) (0.788, 0.836) (0.670, 0.726) (0.579, 0.639)
6 Discussion and extensions
This paper has proposed a test for a parametric specification of the variance function in the
nonparametric regression model (1). It has some advantages over some previously existing
tests. To apply the test, it is assumed that the available data consist of independent
observations from (X, Y )T . Several extensions are possible. Specifically, the procedure
could be extended to models with more than one covariate and to dependent data. Next
we briefly sketch the case of dependent data and leave the case of multivariate covariate
for future research.
Let (Xj, Yj)
T , j = 0,±1,±2, . . ., be a bivariate strictly stationary discrete time process
satisfying (1), that is, Yj = m(Xj)+σ(Xj)εj. We also assume that εj is independent of Xj
and that {εj}j∈Z are independent and identically distributed with mean 0 and variance
1. This general nonparametric framework includes typical time series models, where Xj
represents lagged variables of Yj (for instance Xj = Yj−1). An example is the ARCH(1)
model (see, for example, Fan and Yao, 2003, p. 143),
Yj = (θ1 + θ2Y
2
j−1)
1/2εj,
for some constants θ1, θ2 ≥ 0, θ2 < 1, where εj has mean 0 and variance 1 and is indepen-
dent of Yj−1 for all j. Motivated by this fact, and in contrast to the case of independent
data, the assumption that the covariate has a compact support will be removed in this
setting.
Let (X1, Y1)
T , . . . , (Xn, Yn)
T be generated from model (1) with the above assumptions.
14
As in Section 2, m, σ and θ are replaced by mˆ, σˆ and θˆ to calculate the ordinary and null
residuals, with mˆ, σˆ as in (2). If the covariate takes values in an unbounded interval, then
it is not possible to get convenient convergence rates for mˆ and σˆ to m and σ, respectively,
in the whole interval (see Hansen, 2008). Because of this reason, we slightly modify
the definition of the empirical characteristic functions associated with these residuals as
follows:
ϕˆg(t) =
1
n
n∑
j=1
g(Xj) exp(itεˆj), ϕˆ0g(t) =
1
n
n∑
j=1
g(Xj) exp(itεˆ0j),
where g is a non-negative weight function with compact support Rg. A simple choice
for g is the indicator function of a compact interval where X takes values with high
probability. This choice can be seen as the natural extension of the independent case
since in such context we took g as the indicator function on the interval R, the support
of X. Nevertheless, the theory that will be developed is valid for any bounded function g
with compact support. With this consideration, the null hypothesis becomes
H0 : σ
2(x) = σ2(x; θ), for some θ ∈ Θ ⊂ Rp, ∀x ∈ Rg.
As in the independent data setting, to measure the distance between the empirical
characteristic functions ϕˆg and ϕˆ0g we will employ an L2(w) norm, for some non-negative
function w, that is,
Tn,g = ‖ϕˆg − ϕˆ0g‖2w.
In order to calculate the asymptotic null distribution of Tn,g it will be also assumed
that the process (Xj, Yj)
T , j = 0,±1,±2, . . ., is absolutely regular, also called β-mixing,
which means that (see, for example, Bradley, 2005)
βj = sup
k∈Z
β(Fk−∞,F∞k+j)→ 0,
as j → ∞, where FJL stands for the σ-algebra generated by {(Xj , Yj)T , L ≤ j ≤ J},
−∞ ≤ L ≤ J ≤ ∞, and for two σ-algebras A and B,
β(A,B) = sup 1
2
J∑
j=1
K∑
k=1
|P (Aj ∩ Bk)− P (Aj)P (Bk)|,
with the supremum taken over all pairs of (finite) partitions {A1, . . . , AJ} and {B1, . . . , BK}
such that Aj ∈ A for each j and Bk ∈ B for each k.
The following regularity assumption will be used to prove the results for the current
case.
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Assumption C:
C.1 The mixing coefficients satisfy βj = O(j
−b), for some b > 2.
C.2 (i) Xj is absolutely continuous with pdf f . (ii) g has compact support Rg,
g(x) > 0, for all x ∈ Rg, supx g(x) < ∞. (iii) f , g, m and σ are two times
continuously differentiable on Rg. (iv) infx∈Rg f(x) > 0 and infx∈Rg σ(x) > 0. (v)
E(ε4) <∞.
C.3 (i) E(|Yj|s) <∞ and supx∈Rg E(|Yj|s |Xj = x) <∞, for some s > 2+2/(b−2).
(ii) There exists some j∗ such that for al j ≥ j∗
sup
x0,xj∈Rg
E(|Y0Yj| |X0 = x0, Xj = xj)fj(x0, xj) <∞,
where fj(x0, xj) denotes the joint density of (X0, Xj).
C.4 lnn/hnγ → 0 for γ = min{0.5, (b−2− (1+b)/(s−1))/(b+2− (1+b)/(s−1))}.
C.5 The estimator θˆ satisfies
√
n(θˆ − θ0) = 1√
n
n∑
j=1
l(εj , Xj; θ0) + oP (1),
with E{l(εj, Xj ; θ0) |Xj} = 0 and E{l(εj , Xj; θ0)2+̺} <∞, for some ̺ > 0.
C.6 (i) σ2(x; θ) is twice continuously differentiable with respect to θ and the deriva-
tives are continuous in (x, θ), for all x and θ. (ii) infx∈Rg , θ∈Θ0 σ(x; θ) > 0, for some
Θ0 ⊆ Θ such that θ0 ∈ intΘ0.
As in Subsection 3.1, we first give a result that provides an asymptotic approximation
for
√
n{ϕˆg(t)− ϕˆ0g(t)} when the null hypothesis is true. Let
µg = E{g(X)σ˙2(X ; θ0)/σ2(X ; θ0)}.
Theorem 11 Suppose that Assumptions A.2–A.3 and C hold. If H0 is true, then
√
n{ϕˆg(t)− ϕˆ0g(t)} = − t
2
ϕ′(t)
1√
n
n∑
j=1
{(ε2j − 1)g(Xj)−µTg l(εj, Xj; θ0)}+ tR1(t)+ t2R2(t),
(11)
with supt |Rk(t)| = oP (1), k = 1, 2.
Now, by applying the central limit theorem for α-mixing processes we get the following.
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Corollary 12 Suppose that the assumptions in Theorem 11 hold and that the weight
function satisfies (9), then
nTn,g
L−→ ζ2Z2,
where Z is a standard normal variate, ζ2 = ζ21ζ
2
2 , ζ
2
1 =
1
4
‖tϕ′(t)‖2w and ζ22 =
∑∞
j=1E[{(ε21−
1)g(X1)− µTg l(ε1, X1; θ0)}{(ε2j − 1)g(Xj)− µTg l(εj, Xj ; θ0)}].
Observe that Corollary 4 is a special case of Corollary 12 for independent data, X
taking values in a compact set R, g being the indicator function in R and l(εj, Xj; θ0) =
Ω−1(ε2j − 1)σ2(Xj; θ0)σ˙2(Xj ; θ0) as in (8).
As in the independent data case, the asymptotic null distribution of nTn,g depends
on unknown quantities. Similar strategies to those discussed in Section 4 could be also
applied in this setting.
Remark 13 In the above development we have assumed that the function g does not
vary with n but, as noticed by an anonymous referee, it can be chosen depending on n.
Specifically, we could consider
ϕˆgn(t) =
1
n
n∑
j=1
gn(Xj) exp(itεˆj), ϕˆ0gn(t) =
1
n
n∑
j=1
gn(Xj) exp(itεˆ0j), (12)
gn being a non-negative weight function with support Rgn, so that supx∈R gn(x) ≤ M , for
some positive M , ∀n ∈ N. Suppose that Rgn ⊆ Rg, that supx∈R |gn(x) − g(x)| → 0 and
that the assumptions in Theorem 11 hold, then the expansion for
√
n{ϕˆg(t) − ϕˆ0g(t)} in
(11) is also true for
√
n{ϕˆgn(t)− ϕˆ0gn(t)}.
A key assumption in Theorem 11 is that Rg is compact. This assumption can be
dropped. Nevertheless, in order to get similar convergence rates to those in (22) required
in our proofs, we must adopt the weighting scheme in (12) and strengthen Assumption
C. Compare, for example, with the somehow related developments in Neumeyer and Selk
(2013) and Selk and Neumeyer (2013) when dealing with a weighted empirical distribution
function of the residuals.
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A Proofs
A.1 Sketch of the proofs of results in Section 3
Observe that under Assumptions A.1, A.2 and A.3 for (X1, Y1), . . . , (Xn, Yn) independent
from (1), (see, for example, Hansen, 2008),
sup
x∈R
|mˆ(x)−m(x)| = oP (n−1/4),
sup
x∈R
|σˆ(x)− σ(x)| = oP (n−1/4).
(13)
Proof of (7) Let Sn(θ) and S(θ) be as defined in (3) and (5), respectively. From (13)
and the SLLN, it follows that
Sn(θ) = S(θ) + oP (1), ∀θ ∈ Θ.
Next we prove that the above convergence holds uniformly in θ. Routine calculations
show that the derivative
∂
∂θ
{Sn(θ)− S(θ)} ,
is bounded (in probability) ∀θ ∈ Θ0, which implies that the family {Sn(θ)− S(θ), θ ∈ Θ0}
is equicontinuous. By the Lemma in Yuan (1997), it follows that
inf
‖θ−θ0‖>δ
Sn(θ)− Sn(θ0) = inf
‖θ−θ0‖>δ
S(θ)− S(θ0) + op(1).
Now the result follows from Assumption B.1 and Lemma 1 in Wu (1981). ✷
Proof of (8) Under the assumptions made, routine calculations show that under H0,
√
n
∂
∂θ
Sn(θ0) = − 2√
n
n∑
j=1
(ε2j − 1)σ2(Xj; θ0)σ˙2(Xj; θ0) + oP (1), (14)
∂2
∂θ∂θT
Sn(θ0) = 2Ω + oP (1). (15)
By Taylor expansion,
∂
∂θ
Sn(θˆ)− ∂
∂θ
Sn(θ0) =
∂2
∂θ∂θT
Sn(θ0)(θˆ − θ0) + o(‖θˆ − θ0‖). (16)
Taking into account that ∂
∂θ
Sn(θˆ) = 0, the result follows from (14)–(16). ✷
Proof of Theorem 3 From Lemma 10 (i) in Pardo-Fernández et al. (2015b) it follows
that
√
nϕˆ(t) =
√
nϕ˜(t) + i
t√
n
n∑
j=1
exp(itεj)
m(Xj)− mˆ(Xj)
σ(Xj)
+i
t√
n
n∑
j=1
exp(itεj)εj
σ(Xj)− σˆ(Xj)
σ(Xj)
+ tR11(t) + t
2R12(t),
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with
ϕ˜(t) =
1
n
n∑
j=1
exp(itεj) (17)
and supt |R1k(t)| = oP (1), k = 1, 2. As for ϕˆ0(t), since
εˆ0j − εj = m(Xj)− mˆ(Xj)
σ(Xj)
+
{m(Xj)− mˆ(Xj)}{σ(Xj)− σ(Xj ; θˆ)}
σ(Xj)σ(Xj ; θˆ)
+
σ(Xj)− σ(Xj; θˆ)
σ(Xj)
εj +
{σ(Xj)− σ(Xj; θˆ)}2
σ(Xj)σ(Xj; θˆ)
εj ,
we have that
√
nϕˆ0(t) =
√
nϕ˜(t) + i
t√
n
n∑
j=1
exp(itεj)
m(Xj)− mˆ(Xj)
σ(Xj)
+i
t√
n
n∑
j=1
exp(itεj)εj
σ(Xj)− σ(Xj ; θˆ)
σ(Xj)
+ tR13(t) + t
2R14(t),
with supt |R1k(t)| = oP (1), k = 3, 4. From Lemma 11 in Pardo-Fernández et al. (2015b)
i
t√
n
n∑
j=1
exp(itεj)εj
σ(Xj)− σˆ(Xj)
σ(Xj)
= − t
2
ϕ′(t)
1√
n
n∑
j=1
(ε2j − 1) +R15(t)
with ‖R15‖w = oP (1). By Taylor expansion and (8),
i
t√
n
n∑
j=1
exp(itεj)εj
σ(Xj)− σ(Xj ; θˆ)
σ(Xj)
= V (t) +R16(t),
with ‖R16‖w = oP (1) and
V (t) =
1
2
it
n
√
n
n∑
j,k=1
exp(itεj)εj
σ˙2(Xj; θ0)
T
σ2(Xj; θ0)
Ω−1σ˙2(Xk; θ0)σ
2(Xk; θ0)(ε
2
k − 1).
Routine calculations show that
V (t) = − t
2
ϕ′(t)
1√
n
µTΩ−1
n∑
j=1
σ˙2(Xj; θ)σ
2(Xj; θ)(ε
2
j − 1) +R17(t)
with ‖R17‖w = oP (1). Therefore the result follows. ✷
Proof of Theorem 8 From Lemma 10 (i) in Pardo-Fernández et al. (2015b) it follows
that
ϕˆ(t) = ϕ˜(t) + tR(t), (18)
with ϕ˜(t) as defined in (17) and
sup
t
|R(t)| = oP (1). (19)
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As for ϕˆ0(t), since
εˆ0j − ε0j = m(Xj)− mˆ(Xj)
σ(Xj; θˆ)
+ εj
σ(Xj)
σ(Xj; θˆ)σ(Xj ; θ0)
{
σ(Xj ; θ0)− σ(Xj; θˆ)
}
,
∣∣∣∣∣ 1n
n∑
j=1
m(Xj)− mˆ(Xj)
σ(Xj; θˆ)
∣∣∣∣∣ ≤ 1inf
x∈R, θ∈Θ0
σ(x; θ)
sup
x∈R
|mˆ(x)−m(x)| = oP (1),
and ∣∣∣∣∣ 1n
n∑
j=1
εj
σ(Xj)
σ(Xj; θˆ)σ(Xj; θ0)
{
σ(Xj; θ0)− σ(Xj; θˆ)
}∣∣∣∣∣
≤
(
1
n
n∑
j=1
ε2j
)1/2 sup
x∈R
σ(Xj)
inf
x∈R, θ∈Θ0
σ3(x; θ)
(
1
n
n∑
j=1
{
σ2(Xj; θ0)− σ2(Xj ; θˆ)
}2)1/2
= oP (1),
by Taylor expansion we get
ϕˆ0(t) = ϕ˜0(t) + tR0(t), (20)
with
ϕ˜0(t) =
1
n
n∑
j=1
exp(itε0j), sup
t
|R0(t)| = oP (1). (21)
The result follows from (18)–(21), by taking into account that ‖ϕ˜ − ϕ‖w = oP (1) and
‖ϕ˜0 − ϕ0‖w = oP (1). ✷
Proof of Theorem 9 Under H1n,
√
n(θˆ − θ0) = Ω−1 1√
n
n∑
j=1
(ε2j − 1)σ2(Xj; θ0)σ˙2(Xj ; θ0) + Ω−1E{r(X)σ˙2(X ; θ0)}+ oP (1).
By applying the results in Yuan (1997), we get that (13) also hold under H1n. Now, the
result follows by proceeding similarly to the proof of Theorem 3. ✷
A.2 Sketch of the proofs of results in Section 6
Under the assumptions A.2, A.3, C.1–C.4 and C.6 (see, for example, Hansen 2008),
sup
x∈Rg
|mˆ(x)−m(x)| = oP (n−1/4),
sup
x∈Rg
|σˆ(x)− σ(x)| = oP (n−1/4).
(22)
Proof of Theorem 11 Proceeding as in the proof of Theorem 3, we obtain
√
n {ϕˆg(t)− ϕˆ0g(t)} = V1(t) + V2(t) + tR1(t) + t2R2(t),
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with supt |Rk(t)| = oP (1), k = 1, 2,
V1(t) = i
t√
n
n∑
j=1
exp(itεj)εjg(Xj)
σ(Xj)− σˆ(Xj)
σ(Xj)
,
V2(t) = i
t√
n
n∑
j=1
exp(itεj)εjg(Xj)
σ(Xj)− σ(Xj ; θˆ)
σ(Xj)
.
From (22),
sup
x∈Rg
∣∣∣∣∣σˆ(x)− σ(x)− 12nf(x)σ(x)
n∑
j=1
Kh(Xj − x)
[{Yj −m(x)}2 − σ2(x)]
∣∣∣∣∣ = op(n−1/2),
where Kh(·) = 1hK( ·h). By using this identity we get that
V1(t) = V3(t) + tR3(t),
with supt |R3(t)| = oP (1) and
V3(t) = −i t
2n
√
n
n∑
j,k=1
exp(itεj)εjg(Xj)
1
σ2(Xj)f(Xj)
Kh(Xj−Xk)
[{Yk −m(Xj)}2 − σ2(Xj)] .
By applying Hoeffding decomposition and Lemma 2 in Yoshihara (1976) we get that
V3(t) = − t
2
ϕ′(t)
1√
n
n∑
j=1
g(Xj)(ε
2
j − 1) + tR4(t),
with supt |R4(t)| = oP (1).
By Taylor expansion and following similar steps to those given for V1(t), we obtain
V2(t) = − t
2
ϕ′(t)
1√
n
n∑
j=1
µTg l(εj , Xj; θ0) + tR5(t),
with supt |R5(t)| = oP (1). Putting together all above facts the result follows. ✷
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