Abstract-Delayed decision-feedback sequence estimation (DDFSE) is a detection algorithm that prpvides a direct tradeoff between complexity and performance in digital co~munications over intersymbol interference channels. The complexity of the algorithm is controlled by a pqrameter p and can be varied from zero tfl the lpemory of the channel (which can be infinite). The algorithq is based on a trellis with the number of states exponential in p. Whey p = Q, QDFSE requces to the decision-feedback detector. When the qemory of the channel is finite, PDFSE with maximal complexity i w equivaleat to the Viterbi slgoritbm. Of course, if the channel has infinite mepory, the Viterbi algorithm cannot be implemented. Far the intermediate values of p, the algorithm can be described as a reduced-state Viterbi algorithm with feedback incorporated into the structure of path metric computations.
C
ONSIDER the problem of detection of digital data in the presence of intersymbol interference (ISI) and additive noise. Assume that the receiver employs a matched filter which produces a sequence of sampled output values. Thus, a discrete time model of the channel is obtained. The objective of a detection algorithm is to produce a reliable decision of the input sequence given the received data.
Various approaches to data detection can be divided into symbol by symbol an sequence detection [4] . The first class contains linear and decision-feedback detectors. These schemes have low complexity and undesirably high error rates. Another approach to data detection is given by maximum-likelihood sequence estimation (MLSE) [5] . The trellisbased Viterbi algorithm solves the MLSE problem recursively when the memory of the channel is finite. The symbol error rate of the Viterbi algorithm is often much lower than error rates of the symbol by symbol detectors. However, the total storage (complexity) of the algorithm is proportional to the number of states of the trellis which grows exponentially with the channel memory length. When the channel memory becomes large (it can be infinite), the algorithm becomes impractical.
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taken into account by the detector, and cause severe error propagation. Another approach is to use a linear (or a decision feedback) equalizer to estimate the input sequence and use these estimates to cancel the tail of the IS1 in the received sequence prior to passing it to the Viterbi algorithm 181. However, prefiltering still results in significant error propagation and high error rate. Delayed decision-feedback sequence estimation (DDFSE) is another method to reduce the number of states. As in the Viterbi algorithm, at each step, the states describe all possible values taken on by a finite number p of previous inputs. While this number p is equal to the memory length of the channel for the Viterbi algorithm, in DDFSE it can be freely chosen; p is finite when the channel memory is infinite. In the DDFSE algorithm, each state provides only partial information about the actual state of the channel. The required residual information is provided by an estimate associated with each state of the trellis. In principle, this information can be extracted from the path leading to each state. The channel state estimate and the trellis state are used in computing the branch metric. This operation is similar to decision-feedback equalization since the partial state estimate can be used to estimate the tail of the IS1 in the received signal.
The complexity of DDFSE is determined by the number of trellis states, which is exponential in p . At its minimal value ( p = O), the algorithm reduces to the decision-feedback detection. When the memory length of the channel q is finite, DDFSE with the maximal value of p (given by q) is equivalent to the Viterbi algorithm. When the memory of the channel is infinite, the Viterbi algorithm cannot be implemented. The symbol error rate of DDFSE was estimated and shown to approach rapidly the symbol error rate of MLSE as p grows large. This analysis is confirmed by computer simulations for several examples.
Large input alphabet sizes which arise in communications over bandlimited channels contribute to high complexity of the MLSE algorithm along with large memory lengths of IS1 channels. This problem was addressed in the papers by Eyuboglu and Quereshi 191, [lo] . They independently developed a reduced-state algorithm similar to DDFSE. In addition to introducing feedback into the structure of the path metric computations, they proposed to reduce complexity further by using ideas of set partitioning 1121, [13] . The resulting algorithm, called RSSE, is applicable to finite memory channels with large input alphabets. On the other hand, DDFSE can handle infinite IS1 channels with rational responses by using recursion in path metric computations. Thus, DDFSE is useful for a wider class of channels, whereas RSSE is more applicable for systems with large input alphabet sizes. The applications of RSSE considered in 191, [lo] differ from the applications of DDFSE studied in this paper. In [9] , [lo] , performance of RSSE is evaluated when it is used for detection of uncoded signals transmitted over narrow-band channels. We chose optical and magnetic recording channel models for the study of the DDFSE algorithm. As another important application, we consider the use of DDFSE for detection of trellis coded signals on IS1 channels.
In Section 11, we present the discrete time, white Gaussian noise channel model which arises at the output of a sampled, whitened matched filter receiver in pulse amplitude modula-0090-677818910500-0428$01.00 O 1989 IEEE tion systems. Section I11 contains the description of the zeroforcing decision feedback detector and MLSE for this channel model. We develop DDFSE in Section IV. This section also contains examples of the DDFSE algorithm for a finite impulse response channel and for two infinite impulse response channel models arising in recording. Performance analysis of the DDFSE algorithm and simulation examples are given in Section V. In Section VI, the DDFSE algorithm is presented for trellis coded signals on IS1 channels.
11. DISCRETE TIME, WHITE GAUSSIAN NOISE MODEL Consider the following discrete time channel model. The input to the channel is given by a sequence of points drawn from a finite subset of real numbers X called the modulation set. The data sequence xk is described by the D transform This discrete-time channel model arises in the pulse amplitude modulation (PAM) systems at the output of a sampled, whitened matched filter receiver [ 5 ] , [16] (the receiver filter can be chosen so that f ( D ) satisfies above assumptions). AS pointed out in the following section, this receiver is optimal for zero-forcing decision-feedback detection. In additioq, the performance of the DDFSE algorithm benefits from selecting h (D) as a minimum phase filter, since the energy of the first p terms is maximized [ l o ] , [26] . Note that the performance of MLSE does not depend on this 
DETECTION ALGORITHMS

A . ~e r q -~~~~j p g Decision Feedback Detector
A zero-farcjpg decision feedback (DF) detector [17] is an example of a symbol by symbol detection method (Fig. 2) .
It involves two filters, an equalizer w ( D ) and a feedback filter b ( D ) , chosen to eliminate all IS1 and to maximize the signalto-noise ratio (SNR) at the input to the quantizer. For the system ( 1 ) with the transfer function f ( D ) specified in Section 11, the filters are [16]
When xk is a binary equiprobable i.i.d sequence (P(xk = 0) = P(xk = 1 ) = 1/2), then the signal-to-noise ratio at the input to the quantizer is given by SNR = f ;/(4No).
(4)
In the absence of previous decision errors, the probability that the quantizer produces a symbol error is where the Q function
B. Maximum-Likelihood Sequence Estimation
Another approach to detection is illustrated by maximumlikelihood sequence estimation (MLSE) [ 5 ] . Given the output sequence y ( l ) , the objective of MLSE is to choose an estimate, P, of the input sequence that maximizes the likelihood function q5(y lx) (the conditional probability density of the output y given the input x ) . Since the metric M of
, is proportional to the log likelihood function-log + ( y ( x ) , sequence 2 ( D ) that minimizes the metric M is the solption to the maximumlikelihood sequence estimation problem.
When the channel memory q = deg ( f ( D ) ) is finite, the solution to the MLSE problem (7) can be computed recursively by the Viterbi algorithm [ S ] . This recursive solution follows from the finite-state machine (FSM) description of the channel. In such a FSM representation, each state sk corresponds to the state of the channel at time k, given by the string of past inputs, sk = (xk-,, --. xk-*). The transition or branch between states sk and sk+ 1 = (xk, -. * xk+ -,,) is labeled with the input xk and the filter output tk = C :,0 Axk-, . The branch metric is defined as ( y k -tk)2. When the FSM is described by a trellis with lX("states, each input sequence x ( D ) corresponds to a path through the trellis (j.e., a sequence of branches and states). Then the path metric M of x ( D ) , given by (7), is equal to the sum of the branch metrics associated with the path of x ( D ) . Thus, the path metric of x ( D ) can be computed
-is the state path of x ( D ) ] .
Since the Viterbi algorithm stores information for each possible state of the FSM, the amount of storage is proportional to the number of states 1 x 1 7 . Thus, when q is very large, the Viterbi algorithm becomes impractical; the algorithm breaks down when r) is infinite.
IV. DELAYED DECISION-FEEDBACK SEQUENCE ESTIMATION FOR GAUSSIAN CHANNELS A . UV Decomposition of Channel
Any discrete-time channel specified by a causal, rational transfer function f ( D ) can be described in terms of a state machine with the state space S chosen as a function of the obvious realization of the system; 
B. Description of the Algorithm
The delayed decision-feedback sequence estimation algorithm (DDFSE) recursively finds an approximation to the maximum-likelihood sequence estimation problem. It is based on a trellis with a reduced number of states. The states of the trellis are given by the elements of the U-space (1 la). At time k + 1, the algorithm stores for each possible state in U : 1) the best path leading to that state, 2) the metric of that path, 3) an estimate of the partial state in V. The recursion step involves the following. 1) Computing for each (state, next state) pair the sum of the 2) For each value of (next state) the best (smallest) metric sum is determined and the (state) which gives rise to the best (smallest sum) edge is selected.
3) For each value of (next state) an estimate of the partial state in V is made by applying the partial state estimator v^ to the (state) chosen in 2). As in the Viterbi algorithm, the path leading to each (next state) is found by extending the best path determined in 2). The DDFSE algorithm requires an amount of storage proportional to the number of states in U (i.e., (XI?. The algorithm complexity is proportional to the length of the sequence times \ X ( p .
The DDFSE algorithm combines structures of the Viterbi algorithm and the decision feedback detector. As in the Viterbi algorithm, it uses a state machine description of the channel to recursively estimate the best path in the trellis while storing only one path for each state. But since each state of the DDFSE trellis provides only partial information about the full state of the channel, the algorithm also uses the best path leading to each state to compute the metric. An estimate of the partial state in V stores "feedback information" extracted from the best path. By analogy with the decision-feedback detector, this estimate is used to cancel interference from past inputs greater than p samples in the past. Thus, the decision feedback operation is delayed by p. Note that if U = S, the algorithm reduces to the Viterbi algorithm, If V = S, the algorithm is equivalent to the zero-forcing decision feedback detection.
C . Examples
Example I ) Finite Impulse Response Channel: Consider a finite impulse response (FIR) discrete time channel with transfer function
The zero-forcing, DF detector for this channel (2, 3) is given by an equalizer w ( D ) = l / f o , and a feedback filter b ( D ) = ( f l D + f2D2)/ fo. The Viterbi algorithm is based on a trellis with the state space given by S = X x X . At time k the state is given by (xk -1, xk -2 ) - The DDFSE algorithm with p = 1 decomposes the state space S = U x V, with U = V = X . An estimate of vk = xk-2 E V is stored with each state uk = x~-~ E U in the DDFSE trellis. The branch metric is given by ( y k -foxkfixk--Gk-2)' where Gk-2 is the estimate of f2xk-' obtained from the estimate of xk-2 E V. The partial state estimator is vk+ I = 6(uk, vk) = uk. Fig. 3 shows a path through the trellis of the DDFSE ( p = 1) with partial state estimates for states along the path and branch metrics.
Example 2 where the Q function is given by (6), the minimum distance dmin = min Id 1 (the minimum is taken over the set of all error events), and Admi,, is the set of error events which achieve the minimum distance. As error event A is an element of this set, w(X), is the number of symbol errors entailed by an error event A, and n is the duration of an error event A (the assumption is made that all error events start at time 0). The analysis of performance of DDFSE is also based on estimating probabilities of error events. Error events for DDFSE are defined in the same way as for the Viterbi algorithm, except channel states s ( D ) are replaced by states u ( D ) of the DDFSE trellis (1 la). Thus, an error event occurs between times kl and k2 if the elements of the state sequence uk and its estimate fik agree at times kl and k2, but disagree at each time k for kl < k < k2. Because of feedback, the path leading to the starting state ukl affects the metrics of the sequences associated with the error event and an upper bound on the probability of occurrence of the error event. Thus, as opposed to the Viterbi algorithm, error propagation affects performance of the DDFSE algorithm.
First consider the following upper bound on the probability that a particular error event occurs between times kl and k2 given that no errors occur for 7 steps preceding the time k l , l.e., Note that the first p symbols in (17) always agree since uk, = t i k l . For the error event to occur, the following inequality must hold where yk is the received sequence (I), yk = tk + zk. The estimates of the signal tk (15) are where Gk-,-I( ) are the estimates of the residual interference wk-,-1 = X I = , + frxk-i derived from the paths leading to uk and tik. Note that under the assumption (17) that no errors occur for 7 steps before k l , Gk-,, -l(uk) = wk-, -1 for kl 5 k < k2, and so rk = t k . In general, this will not be true. Define the squared distance of the error event as d 2 = CkkZ_;; d i where the signal error sequence The upper limit on the summation in (19) indicates that dk does not depend on the error sequence prior to the time k = k l . Under the assumption that the path leading to the state ukl is correct, ek = 0 for kl -7 5 k 5 k l , and the upper limit could be chosen simply as 77 without affecting the result. However, in the form (19), the definition of dk will apply to more general treatment later in this section.
From (17), tk = rk and tk -f k = d k . Thus, from (18), the conditional probability of this error event is upper bounded by t161
Now consider the upper bound on the conditional probability of the same error event given an arbitrary path leading to the state ukl. Then ekl -= . ---ekl-, = 0, but ek1-~,+i), . . . , ek, -, are not necessarily zero. Define the residual signal Then tk -rk = pk, tk -fk = dk + pk where dk is given by (19). An error event occurs if the inequality (18) holds. It follows [16] that the conditional probability that this error event occurs given the path leading to the state ukl is upper bounded by Note that the error sequences dk and pk depend on the input errors following the start of the error event k l and preceding it, respectively. The parameter p can be interpreted as a projection of the residual signal error vector with coordinates pk on the signal error vector with coordinates dk in the (k2 -kl)-dimensional signal space [8] (Fig. 4) .
Expressions (20) and (22) are used to determine an upper bound on the probability that an error event X occurs between times kl and k2 1161. An upper bound on the probability of occurrence of the error event A is given by where P,, is the probability that gk is the estimated sequence for 0 I k < kl, the summation is over all possible sequences sequences gk, d is the distance of A (19), and p,, is the projection determined for A by gk (23) . The probability P,, depends on error events associated with f k and can be computed by the chain rule [16] . The probability that an error event occurs at some time k and the symbol error probability can now by upper bounded by taking the union bound over the set of error events in the same way as in the Viterbi algorithm [5] . By considering the most significant contribution of error events preceded by a sequence of q -p error-free steps (17), we obtain a term in an upper bound on the symbol error probability where Idkinl is the minimum distance Id 1 (19) achieved by an error event of the DDFSE trellis (when memory constraint is p), and is the set of error events which achieve the minimum distance. The term (25) can be thought of as an upper bound on the symbol error probability in the absence of decision errors preceding the start of an error event. In many cases, it dominates an upper bound 1161. Note that in (25) Similar estimates can be obtained for infinite impulse response channels (IIR) when we observe that the dependence between two error events is negligible if they are separated by a long sequence of error-free symbols. The term (25) also give an upper bound when decision errors preceding the start of an error event are ignored. Two IIR channels are also studied in the next section.
For i.i.d., equiprobable and binary input sequences, an upper bound on the symbol error probability of DDFSE (25) in the absence of decision errors preceding an error event (i.e., ignoring the effect of error propagation) can be directly compared to an upper bound on the symbol error rate of the Viterbi algorithm [16] (if q is finite) and to the symbol error rate of the zero-forcing decision-feedback equalizer in the absence of previous decision errors (5). All three estimates are expressed in terms of the Q-function (5) of the square root of the effective SNR given by where the values of dkin are given by the minimum distances of error events for the DDFSE and the Viterbi algorithm (26) (denote the corresponding SNKff as SNRDDFSE and SNRVA), and by 1 f,J for the zero-forcing DF detector (denote its SNKff as SNRDF). Note that SNRDF 5 SNRDDFSE 5 SNRVA where the first equality holds when p = 0 and the second equality holds when p = 11. When q is infinite, the Viterbi algorithm cannot be implemented. In this case, it is still possible to find a lower bound on the performance of any detector which is proportional to the Q-function with an argument of the form (27), [15] . As p grows to infinity, the value of SNRDDFsE for such channels approaches to the value of SNKff in the lower bound (see the following section for an example). Note that the effect of error propagation is less severe for DDFSE then for the zero-forcing decision-feedback equalizer, since the decision feedback is delayed in DDFSE. Therefore, an estimate of symbol error rate computed ignoring the effect of error propagation (25) is closer to the actual error rate for DDFSE then for the zero-forcing decision-feedback detector.
B. Examples-Simulations Results a n d Comparison to Analysis
Example I) Continued: Consider the specific FIR channel f (D) = A ( l -1.5D + 0.5D2) and an i.i.d. data sequence with a binary modulation set X = (0, 1 }. First, observe that for p = 0 (the zero-forcing, DF detector), (diin)' = A 2 , for p = 1, (dLiJ2 = A 29/4, and for p = 2 (the Viterbi algorithm), (dkiJ2 = A25/2. Consider the case p = 1. Assume that an error event starts at time zero. We find that for the input error sequences which is due to error events preceded by an error-free step. An upper bound on the bit error rate of the Viterbi algorithm, p = 2, is given by An estimate of the bit error rate of the zero-forcing decision feedback equalizer, p = 0 , made with the assumption that all previous decisions are correct is
More complete performance analysis of the DDFSE involves computing joint probabilities of error events (24). It was carried out in [16]. The resulting upper bound was close to an estimate (30).
The estimates (30), (31), and (32) are plotted along with simulation results in the Fig. 5 . The SNR denotes the signalto-noise ratio (in db) for the output sequence given by C E O f ;/ 4No = 7A2/8No. Note that the bit error rates of DDFSE and the Viterbi algorithm are close and differ significantly from the bit error rate of the zero-forcing decision-feedback equalizer.
Example 2) Continued: Consider the analysis of the performance of DDFSE for the one-pole channel (13) f (D) = A / ( 1 -OLD), where a = 0.9 with binary inputs X = (0, 1 ). A lower bound on the symbol error probability achieved by any estimator for this channel is given by [15]
The error rate of DDFSE is estimated by considering finite length error events. By inspection, we determine that the input error sequences e ( D ) = + ( 1 -D ) cause error events with minimum squared distance Idkin\ * = A2(1 + ( 1 -a)(1 -a 2 " + z ) / ( l + a)). An upper bound on the bit error rate of the DDFSE for high signal-to noise ratio thus contains the term which agrees in the limit with a lower bound (33) up to a constant factor. This factor usually appears when lower and upper bounds on symbol error rate of the Viterbi algorithm are computed [ S ] . It is possible to estimate other terms of the upper bound by taking into account joint probabilities of error events for this channel, but the effect of this analysis is not significant.
The bit error rate of the zero-forcing decision-feedback equalizer ( p = 0 ) computed with the assumption that there is no previous decision errors is given by These bounds and simulation results are plotted in Fig. 6 against the output SNR = A 2 / ( 4~o ( l -a 2 ) ) for the channel with a = 0.9. The estimate (35) differs significantly from the performance of the zero-forcing decision-feedback equalizer because of error propagation, but an estimate of the bit error rate for the DDFSE is close to the true bit error rate. The figure contains an upper bound on the bit error rate of the Viterbi algorithm for large p for the channel with response (34). The bit error rate of the DDFSE approaches this upper bound as p increases. 
VI. DDFSE FOR TRELLIS CODED MODULATION SYSTEMS
The DDFSE algorithm is applicable to a more general class of channels that those described by the discrete time model (1). In [I] , the algorithm is presented for stationary Markov channels. The updated version appears in [16] . We consider trellis coded QPSK on a channel with intersymbol interference as one example.
In trellis coded modulation systems, the set of allowable data sequences is a proper subset of the set of sequences over the modulation set X, a finite subset of complex numbers [12] . Such a code is typically described by an (n, k ) binary convolutional code (BCC) and an invertible mapping of binary n tuples onto the modulation set q:{O, 1 ) " + X where IX I = 2". At time j , a random binary k tuple mj = ( m f , m f , -, This corresponds to a trellis with 2 Y + k @ states. The definition of the partial state uj is given by (1 lb) and the partial state estimator, U^(uk, uk) is determined from (10) and (11). The branch metric for DDFSE is lyk -tk 1 where tk = C ; = Axk -+ G k -f i -l r and 1x1 denotes the amplitude of a complex number x. Note that the algorithm requires storage and computations in the field complex numbers. If p = 0, the trellis of the DDFSE has 2" states and coincides with the original trellis of the BCC. Note that in this case, if v, = 0 for some i, the trellis of the DDFSE has multiple edges. The branch metric in this case is a function of the input m i , which can not be determined solely from the state pair ( s k -, , sk).
Examples
The following code and simple one-zero and one-pole channels illustrate issues involved in the implementation of the DDFSE algorithm in trellis coded, IS1 systems. Viterbi algorithm along with two other detection schemes involving decision feedback equalization (DFE). The SNR is defined as the ratio A 2 / N o (db). The first scheme is a combination of a decision feedback equalizer with Viterbi decoding with 4 states. The DFE is applied to the output yk and produces a decision .fk using previous decision .fk-It has a forward filter w ( D ) = 1 and a feedback filter b ( D ) = -p D .
The quantizer produces the decision gk in X which is the closest to the estimate Zk (on the complex plane). The estimate Zk at the input to the quantizer is applied to the Viterbi algorithm which operates in the same way as for the memoryless channel (in the figure, this scheme is called "DFE and VA"). The second scheme is the same as the first, except decisions produced by the DFE are correct ("ideal DFE and VA"). The ideal DFE produces the same output as a memoryless channel with f ( D ) = 1, and thus has the same error rate. Note that performances of DDFSE and this scheme are close, and their trellises look the same.
B. Example 5
The second example corresponds to the same trellis code as in the previous section and to a channel model with the transfer function f ( D ) = 1/(1 -aD) where 0 < a < 1. The DDFSE algorithm with a memory constraint p is described in the Section IV-C (in Example 2, set A = 1). For this channel, the state is s, = ( m j -,, . . . , mj-,, m2 ,, --. , m;-,-2, w ,-,-I). Thus, u, = ( m j , , 0 . ., mj-,, mf-y, 0 , m ,-,-2) and uj = w,-,-~. The partial state estimator is given by U^(uk, uk) = afi+'xk-, + a u k . The DDFSE algorithm is based on trellis with 22+2fi states.
The performance of DDFSE for p = 0, the DF equalizer (DFE) and ideal DFE (both combined with the Viterbi algorithm for the memoryless channel) for a = 1 / 2 are plotted in the Fig. 11 against the SNR = A 2 / N o (db). Again, note that the performance of ideal DFE (which is the same as for the trellis code on the memoryless channel) is close to the performance of DDFSE.
VII. SUMMARY AND CONCLUSIONS
We described the delayed decision-feedback sequence estimation (DDFSE) algorithm. The algorithm combines structures of the reduced-state Viterbi algorithm and a decision-feedback detector and provides a tradeoff between complexity and performance. We studied the application of the algorithm to the detection of signals transmitted over finite and infinite response intersymbol interference (ISI) channels. The performance of DDFE was estimated analytically and using computer simulations. The error rates of the algorithms for several channels were compared for various complexities. The performance of the DDFSE algorithm was shown to converge rapidly to the performance of the maximum-likelihood sequence estimator as its complexity grew.
We also considered the application of DDFSE to detection of coded signals over IS1 channels. Computer simulations for trellis-coded QPSK system and two different channels showed that performances of the low complexity DDFSE algorithm and the ideal decision-feedback detector were close and signficantly exceeded the performance of the standard decision-feedback detector.
