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Abstract
Digital electronics are gradually replacing analog signal conditioning modules
in many radiation detection applications. Direct analog-to-digital conversion
of radiation-induced signals yields performances comparable to or better than
analog electronics, in terms of time and energy resolution. The availability
of large amounts of digitized data gives rise to the necessity of processing
digital signals efficiently. We have developed a general-purpose pulse post-
processing program based on the ROOT framework to process the digital
signals acquired with fast digitizers. We have considered the major difficulties
in general pulse post-processing, such as anomalous pulse rejection. We have
optimized the software to maximize detectors’ time and energy resolution.
The program is based on the data processing framework ROOT, which is
developed by the European Organization for Nuclear Research (CERN) and
is widely used in high energy physics and nuclear physics community. The
program is written in C++ and achieves higher processing speed compared
with other proprietary software. The program is distributed under a Creative
Commons License and is available at GitLab.
We used the software to process raw data acquired in two experiments:
a Positron Annihilation Lifetime Spectroscopy (PALS) experiment and an
active interrogation experiment for the non-destructive assay (NDA) of ura-
nium samples. PALS is a widely-used non-destructive technique used to
study defects and vacancies in a variety of different materials. The positron
trapping at vacancies in the material results in an increased positron life-
time. PALS typically relies on a complex analog coincidence measurement
setup. We have developed and optimized a PALS experimental setup using
organic scintillators and digital electronics. We have designed a digital filter
to accurately recover the pulse shape and implemented a constant-fraction
discrimination (CFD) timing algorithm to calculate the pulse arrival time.
We achieved an excellent time resolution of 198.3± 0.8 ps using plastic scin-
tillators. The experimental setup, coupled with optimized data processing
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algorithms, was used to analyze the Positron Annihilation Lifetime in two
single-crystal quartz samples. We found that the positron lifetimes in quartz
are 161 ± 4 ps, 343 ± 12 ps and 1.34 ± 0.05 ns, in good agreement with
lifetime values found in the literature for this material. The system will be
used to investigate the nature and density of defects in scintillation crystals.
We performed the NDA of five different assemblies of natural uranium
samples available at NPRE, using a DD fast-neutron generator, operated
in pulsed mode. The generator provides higher neutron yield and higher
penetrability compared to an 241AmLi source, which is typically used in this
application. We used the program to perform pile-up rejection and pulse
shape discrimination (PSD) to discriminate and select neutron from gamma-
ray pulses. We implemented a shift-register algorithm to calculate the time-
correlated neutron count rate. We also measured the rate at which the time-
dependent neutron count rate decays after a generator pulse and compared
it for the different assemblies. The time-dependent neutron count rate is of
potential interest for nuclear treaty verification applications. In future work,
we will characterize this signature as a function of differing sample mass and
enrichment.
The program we have developed is capable of executing complex algo-
rithms at high speed (1E5 pulses/s). It also allows for incorporating other
advanced algorithms, making it practical to quickly evaluate the performance
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1.1 Digital Data Acquisition
Scintillators are suitable for several applications, including fast-neutron de-
tection and gamma-ray spectroscopy [1]. Upon interaction with ionizing
radiation, they emit light in the ultraviolet (UV)-blue spectral region [2].
Light pulses readout is typically performed using photomultiplier vacuum
tubes (PMT) or silicon photomultpliers (SiPM) [1]. The output signals of
these light readout devices are voltage pulses. Several methods have been
developed to process these signals and extract useful information about the
system under investigation.
The conventional way of processing the signals from detectors relies on the
Nuclear Instrumentation Module (NIM). Each module is capable of imple-
menting one specific function. For example, charge-sensitive preamplifiers
and amplifiers are used to minimize the noise and amplify the signals to re-
duce information loss during the transmission, and constant fraction discrim-
inators (CFD) are used for triggering and timing. Fig. 1.1 shows a NIM bin,
with high voltage (HV) power supply, amplifier, counter, and α spectrome-
ter. Though the NIM provides certain flexibility in changing the electronic
modules, it usually requires several modules to implement a single function,
and the complexity of a NIM-based acquisition system greatly increases with
the number of detectors, i.e., input channels.
The use of digital electronics such as digital oscilloscopes and waveform
digitizers is becoming increasingly popular in different physics applications
in recent years [3, 4, 5]. The digitizer features a transimpedance input stage,
which converts current signals into voltage pulses. The analog-to-digital
converter (ADC) then samples the analog signals uniformly at high frequency
(sampling rate). Many types of ADCs have been developed, such as Flash
ADC, Successive Approximation Register (SAR) ADC, Delta-Sigma ADC,
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Figure 1.1: A NIM bin, including high voltage power supply, amplifier,
counter and α spectrometer.
and Pipelined ADC [6]. In this work, we used a fast digitizer based on a Flash
ADC. An N -bit flash ADC consists of 2N comparators. Each comparator Cj
compares the input voltage Vin to the reference voltage Vj and produces a
logical 1 if Vin > Vj. The sum of all comparator outputs is then converted
to a binary number. In this way, an analog signal is converted to a digital
signal. The amplitude resolution of the ADC is determined by the number
of bits of ADC. Fig. 1.2 shows a 14-bit 500 MS/s digitizer connected to a
plastic scintillator detector. The digitizer is connected to a computer with
acquisition software installed, through which we can adjust the acquisition
parameters, e.g., detection threshold and maximum number of samples in a
waveform, and store the digital waveforms.
Compared to the NIM, the digitizer samples, acquires and transmits the
digitized waveforms, without processing them. Therefore, the user has full
control of the waveform processing parameters and great flexibility in algo-
rithm development and optimization. Importantly, by directly digitizing the
analog signals, all the signatures related to the acquisition process, such as




Figure 1.2: A 14-bit 500 MS/s waveform digitizer connected to a plastic
scintillation detector.
1.2 Online Processing of Digital Signals
The digitizer can not only acquire digital signals, but also perform simple
analysis of the input signals through the FPGA board, if needed. Fig. 1.3
shows the block diagram of a digitizer with Digital Pulse Processing (DPP)
Firmware. With DPP firmware, we can perform real-time analysis of the
pulses, such as generating pulse height distributions. Though this online pro-
cessing feature makes it easier to set up the experiments, it comes with a few
limitations. First, we are usually given limited options of processing parame-
ters and do not have full control of them, which prevents us from optimizing
these data processing parameters. Second, the algorithms implemented on
the FPGA board may not yield the best result and could be replaced by other
advanced algorithms. For example, the digitizer is triggered when the input
voltage crosses a user-defined trigger threshold and subsequently saves the
digital pulse and its coarse triggered time stamp to a binary file. The pre-
cision of the time stamp is determined by the sampling time of the digitizer
(a few nanoseconds) and may not be accurate for certain applications. It’s
thus necessary to implement more accurate timing algorithms. Finally, the
desired functionality may not be implemented yet. These limitations have
motivated us to develop a digital pulse processing software that integrates
the commonly-used pulses processing algorithms and has also the flexibility
to incorporate other advanced algorithms for future purposes.
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Figure 1.3: Block diagram of a digitizer with DPP Firmware [7].
1.3 Digital Pulse Processing Algorithms
In this section, we list a few important pulse processing algorithms in neutron
and gamma detection that need to be implemented, including rejection of
anomalous pulses, timing and pulse shape discrimination (PSD).
1.3.1 Rejection of Anomalous Pulses
(i) Rejection of noise
Thermal or shot noise [8] may cause the SiPM or PMT to produce
spurious pulses. These pulses, if not correctly discriminated, would
result in artifacts in the energy spectrum or in the time-correlation
experimental signature. The shape of small-amplitude pulses may be
significantly distorted by the presence of noise, which could be misclas-
sified in PSD analysis. The process of rejecting such small-amplitude
pulses is called “noise rejection.” Fig. 1.4 shows a noisy pulse with a
small amplitude and a normal pulse.
(ii) Rejection of clipped pulses
If the pulse height exceeds the dynamic range and the digitizer cannot
capture the whole pulse, we will see a clipped shape near the maximum.
Information such as pulse height and pulse integral are lost in clipped




The baseline is calculated by taking the average of the first few sam-
ples of a waveform and is then subtracted from all samples. Among
the digitizer settings, the user can select the number of pre-trigger sam-
ples. The number of pre-trigger samples should be higher than that of
the samples used to calculate the voltage baseline. Under high count
rates, the time interval between two adjacent pulses could be so small
that part of the previous pulse may overlap with the region where we
calculate the baseline. An over-high baseline is then generated and
subtracted from all samples, causing part of the pulse to be below the
baseline. Information such as pulse height and pulse integral are lost in
baseline-shifted pulses. The process of rejecting such baseline-shifted
pulses is called “shifted-baseline rejection.”






(a) A noisy pulse.





(b) A normal pulse.
Figure 1.4: Comparison of a noisy pulse and a normal pulse.






Figure 1.5: A clipped pulse.
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Figure 1.6: An example pulse with a shifted baseline.
1.3.2 Pile-up Rejection
Two or more pulses may appear in the same acquisition window under high
count rates. This phenomenon is typically referred to as “pile-up.” Fig. 1.7
shows several pile-up pulses with different distances between the two indi-
vidual peaks. A pile-up pulse may result in an over-high pulse height if the
two pulses are close to each other. The pulse shape is also changed in the
region where two pulses overlap and the pulse could be misclassified in PSD
analysis. Thus, the pile-up pulses should be identified and rejected.



















Figure 1.7: Three pile-up pulses.
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1.3.3 Timing
Accurate timing is a desired property in many physical applications. In
Time-of-Flight (ToF) mass spectrometry, the mass of charged particles can
be inferred from the drift time for the particle to travel a known distance [9].
In Positron Emission Tomography (PET) imaging, timing information of the
annihilation photons helps to improve the image quality by reducing the
positional uncertainty [10]. In Positron Annihilation Lifetime Spectroscopy
(PALS), the positron lifetime in the material can be determined from the
distribution of the arrival times of coincident photons, and one can infer the
information of defects in the material from the positron lifetime.
The time resolution of the system depends on the detector, the readout
electronics, and the timing algorithm. Fast detectors, such as BaF2, achieve
a time resolution as low as 160 ps [11], which is better than most organic
scintillators. The post-processing algorithm is another important factor that
affects the time resolution. For digitizer with an insufficient sampling rate,
we can apply a digital filter to recover the pulse shape before calculating the
time stamp, which improves the timing resolution [12].
1.3.4 Pulse Shape Discrimination (PSD)
Organic scintillation detectors are able to detect neutrons and gamma rays at
the same time and emit two types of scintillation light. Neutrons are typically
detected via scattering reactions on hydrogen nuclei, while gamma-rays are
detected via Compton scattering.
Organic scintillators are particularly suitable for nonproliferation, safe-
guards and homeland security applications. In these scenarios it is often nec-
essary to identify and separate the neutrons from a high-intensity gamma-ray
background. Pulse shape discrimination (PSD) is a technique used to differ-
entiate between neutron and gamma-ray pulses. Gamma rays cause singlet
excitation that leads to prompt fluorescence with very fast response time
(1 ns-10 ns). Neutron interaction causes more triplet-triplet annihilation
which instead a slower response time than fluorescence (30 ns-100 ns) [1].
As a result, neutron pulses have relatively long tails compared with photon
pulses. Fig. 1.8 shows a neutron pulse and a gamma pulse.
Charge integration is a commonly-used PSD technique. We integrate the
pulse over two different gates: a long and a short gate. The long gate covers
7
the entire pulse and yields the total integral, while the short gate starts after
the peak and yields the tail integral. Neutron pulses have a larger tail-to-total
ratio due to their longer tail, which can be used to discriminate neutrons.
Fig. 1.9 shows the total and tail integrals of the neutron pulse (tail integral
is moved up for clarity).
Neutron
Gamma












































In this chapter, we introduce a few frequently-used pulse processing algo-
rithms including baseline subtraction, pulse rejection, pulse integration, en-
ergy calibration and timing. These algorithms can be applied right after
reading the raw pulses from the data. The results can then be used as input
for other advanced algorithms such as PSD.
2.1 Baseline Subtraction
The ADC converts the analog signals to digital signals in units of least-
significant bit (LSB) with a non-zero baseline, as shown in Fig. 2.1. The
digital signals need to be converted back to voltage signals and the baseline
should be removed before we calculate the pulse height and pulse integral.
We find the baseline by averaging the first few samples (Eq. 2.1),













where B is the baseline, S[i] is the ith sample of the pulse, K is the number
of samples before the rising edge. Then we subtract the baseline from all




P (S[i]−B), i = 0, 1, · · · , N − 1 (2.2)
where V0 is the dynamic range of the digitizer, 2
D is the resolution of the
ADC, P is the polarity of the pulse (-1 for negative pulses; +1 for positive
pulses). The algorithm is reported in the pseudocode below.
Algorithm 1: Baseline subtraction
Input: RawPulses, V0, D, P
Output: Pulses
1 M = number of raw pulses
2 N = number of samples in one pulse
3 f = V0/(2
D − 1)
4 for k = 1 to M do
5 B = 0
6 S = the kth raw pulse
7 V = the kth pulse
8 for i = 1 to K do
9 B = B + S[i]
10 B = B/K // Find the baseline
11 for i = 1 to N do
12 V [i] = P (S[i]−B ) // Subtract the baseline
13 V [i] = f × S[i] // Convert unit to Volts
14 return Pulses
After applying the above algorithm to the pulse in Fig. 2.1, we obtain the
pulse in Fig. 2.2:
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Figure 2.2: Subtract the baseline from the pulse and convert the unit to
Volts.
2.2 Pulse Rejection
In 1.3.1 we describe a few types of anomalous pulses that may introduce
errors in the analysis. Here we list the algorithms that we have implemented
to reject these pulses.
2.2.1 Rejection of Anomalous Pulses
(i) Rejection of noise
We reject pulses whose heights are below a user-defined threshold Vth.
The pseudocode is attached below:
Algorithm 2: Noise rejection
Input: Pulses, Vth
Output: Pulses
1 M = number of pulses
2 for k = 1 to M do
3 V = the kth pulse
4 H = max sample of V
5 if H < Vth then
6 V is anomalous
7 return Pulses
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(ii) Rejection of Clipped Pulses
The maximum voltage of a clipped pulse exceeds the dynamic range of
the digitizer and the peak is not correctly recorded. The clipped pulse
can be identified by deciding if the maximum sampling value H equals
to the dynamic range V0.
Algorithm 3: Clipped rejection
Input: Pulses, V0
Output: Pulses
1 M = number of pulses
2 ε = 10−2
3 for k = 1 to M do
4 V = the kth pulse
5 H = max sample of V
6 if Abs(H − V0) > ε then
7 V is anomalous
8 return Pulses
(iii) Shifted-Baseline Rejection
The samples that we use to calculate the baseline in Eq. 2.1 are usually
constant as shown in Fig. 2.1. However, if a pulse or shot noise occurs
in the region where we calculate the baseline, the baseline will deviate
from its true value, and we will find part of the pulse below the baseline
after baseline subtraction, as shown in Fig. 1.6. The minimum sampled
value of such pulses is less than 0, which could be used to reject them.
Algorithm 4: Shifted-baseline rejection
Input: Pulses, Vth
Output: Pulses
1 M = number of pulses
2 for k = 1 to M do
3 V = the kth pulse
4 h = min sample of V
5 if h < −Vth then




Pile-up pulses affect the pulse integral distribution (energy spectrum), PSD
and count rate. Many works have been performed to identify the pile-up
pulses and resolve the individual peaks [13, 14]. Here we designed a simple
pile-up rejection algorithm by counting the number of rising edges in the
pulse. We move a window of width ∆ along the pulse and calculate the
difference between two samples
V̂ [i] = V [i+ ∆]− V [i], for all i (2.3)
where ∆ is the delay between two samples. If V̂ exceeds a fixed fraction F of
the pulse height more than once, then the pulse has two or more rising edges
and is classified as “pile-up.” Despite its simplicity, the algorithm is able to
reject most of the pile-up pulses by properly setting F and ∆.
Algorithm 5: Pile-up rejection
Input: Pulses, ∆, F
Output: Pulses
1 for k = 1 to M do
2 V = the kth pulse
3 H = max sample of V
4 for i = 1 to N −∆ do
5 V̂ = V [i+ ∆]− V [i]
6 if V̂ > F ×H then
7 V is pile-up
8 return Pulses
2.3 Pulse Height and Pulse Integral
The pulse height is the maximum sampled value of the pulse. The pulse
integral can be obtained by integrating the pulse over a user-defined gate.
For scintillation detectors and gas detectors working in the ionization region
and proportional region, the pulse height/pulse integral and the energy de-
posited by the particle in the sensitive volume have a positive correlation.
By calibrating the pulse height distribution/pulse integral distribution to a
known energy deposited in the detector, we can obtain the energy spectrum.
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The pulse integral is also important in PSD analysis. Two integrals over
a long gate and a short gate are computed, and their ratio can be used to
identify the pulse type (neutron or gamma). Fig. 2.3 shows how to calculate
these integrals. The algorithm below calculates the pulse height and two
integrals for each pulse.




Figure 2.3: Calculation of tail and total integral.
Algorithm 6: Calculate pulse height and pulse integral
Input: Pulses, PreGate, ShortGate, LongGate
Output: Pulses
1 G0, G1, G2 =PreGate, ShortGate, LongGate
2 for k = 1 to M do
3 V = the kth pulse
4 H = max sample in V
5 Q1 = Q2 = R = 0
6 for i = G0 to G0 +G1 do
7 Q1+ = V [i] // Integrate over short gate
8 for i = G0 to G0 +G2 do
9 Q2+ = V [i] // Integrate over long gate




In gas-filled detector, scintillation detectors and semiconductor detectors, the
energy deposited by the particle in the detector E is approximately propor-
tional to the pulse height/pulse integral H. We can find the energy by
E = C ×H (2.4)
and convert a pulse-height distribution/pulse integral distribution into an
energy spectrum, assuming a linear calibration. To obtain the calibration
coefficient C, we usually measure the spectrum of a radiation source with
known energy and find the channel number of the corresponding peak on the
pulse height distribution/pulse integral distribution. For example, a 137Cs
source emitting 661 keV gamma-rays is usually used to calibrate the detec-
tors. For organic scintillators, the maximum energy deposited in the sensitive
volume is approximately 478 keVee (kilo electron Volt electron equivalent),
which corresponds to the Compton edge on the energy spectrum. The chan-
nel number of the Compton edge on pulse height distribution/pulse integral
distribution is the position where the counts cross 80% of the peak. Fig. 2.4
shows a pulse integral distribution and the calibrated energy spectrum of









Figure 2.4: Pulse integral distribution and the calibrated energy spectrum
of 137Cs measured with an organic scintillator. The blue circle marks the
position of the Compton edge.
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2.5 Time Resolution
The purpose of timing is to determine the arrival time of the pulse. With
analog electronics, the pulse trigger time can be determined in two different
ways: leading-edge and constant-fraction discrimination (CFD). Both can be
implemented digitally.
2.5.1 Leading-Edge
We can find the time when the sampling value exceeds a user-defined thresh-
old Vth and determine the trigger time, which is called “leading-edge.” This
method suffers from amplitude walk issues, as shown in Fig. 2.5. Two pulses
that start at the same time could cross the threshold at different times.










1 for k = 1 to M do
2 V = the kth pulse
3 for i = 1 to N do
4 if V [i] > Vth then
5 T [i] = i× 1/f // f is the sampling rate
6 break
7 return Pulses
2.5.2 Constant-Fraction Discrimination (CFD)
The second method is called “constant-fraction discrimination” (CFD), where
we find the time when the sampling value reaches a fixed fraction of the pulse
height. Fig. 2.6 explains how to determine the pulse arrival time using CFD.
We create a copy of the original pulse, delay it by ∆ and then invert it. We
create another copy of the original pulse, scale the original pulse by a factor
f(0 < f < 1). The sum of the two new pulses is a bipolar pulse CFD(i):
CFD(i) = F × V (i)− V (i−∆) (2.5)
where V (i) is the value of interpolated pulse at index i, F and ∆ are two
constants. F and ∆ should be optimized to achieve the best time resolution.
The zero-crossing point of the bipolar pulse is the pulse arrival time, as shown
in Fig. 2.6b [15]. In this way, we solve the amplitude walk issues and we can
further interpolate the pulse linearly to improve the timing resolution. With
analog electronics, the delay time ∆ can be adjusted by using different lengths
of delay lines; in post-processing, the F and ∆ is usually found by optimizing
the timing resolution. This method is more accurate than the leading-edge
method and is implemented in our pulse post-processing program.
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(a) Create two new pulses.
Zero-crossing
(b) Bipolar pulse.
Figure 2.6: CFD timing method.
Algorithm 8: CFD
Input: Pulses, ∆, F
Output: Pulses
1 for k = 1 to M do
2 V = the kth pulse
3 for i = 1 to N −∆ do
4 U [i] = F × V [i]− V [i+ ∆] // Bipolar pulse U
5 m = index of the max sample in U
6 for i = m to N −∆ do
7 if U [i] > 0, U [i+ 1] ≤ 0 then
8 T [i] = (i+ U [i]







In this chapter, we describe how we implement the algorithms in Chapter 2
on the ROOT platform. These algorithms are built into a program, which
provides a unified framework for data analysis. Being based on C++, this
software allows us to process data much faster compared to other software,
such as Matlab [16] or Python [17]. The software is currently available in
GitLab under a Creative Commons License1.
3.1 Background and Motivation
Radiation detection experiments that rely on digital electronics generate huge
amounts of data. In a neutron active interrogation experiment, a 24-hour
measurement with a DD generator produces around 1 terabyte (TB) data.
In Large Hadron Collider (LHC), over a hundred detectors are used to study
numerous particles generated by collision and usually petabytes (PB) of data
are produced [18]. Thus, it’s very important to store and analyze these large-
size data files efficiently.
Statistical methods, such as curve fitting and histogram, are usually used
to extract the desired information from numerous events recorded by the
detectors. An ideal pulse processing program should be able to perform
statistical analysis and visualize the data analysis results in a relatively short
time.
ROOT, a powerful data analysis framework developed by CERN, helps
to address the above issues [19]. ROOT was first developed to analyze the
data from NA49 experiments with lead ions colliding with various elements
at CERN in the mid 1990s and later it became the standard data analysis
package in nuclear physics experiments around the world. Other fields such
1https://gitlab.engr.illinois.edu/nml/pals.git
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as medical and financial science, are acquiring more data than before and
ROOT is increasingly used for these applications [18].
ROOT allows the user to program in C++ to achieve high computation
speed. It also provides a number of built-in functions, which are specifically




Fig. 3.1 shows the flow chart of the data processing program. The program
accepts the parameters from the Setting file. The Parser reads the raw
data saved by the digital acquisition system and converts the digital signals
back to voltage signals. The data are then sent to Initial calculation
module to calculate the pulse height and pulse integrals (including the tail
and total integrals) and perform energy calibration. Then Rejector re-
jects the spurious pulses and pile-up pulses. The user can also define their
own rejectors in this module, such as applying an energy window. Then
we implement a few post-processing algorithms in the Algorithm module.
Coincidence allows the user to select time-correlated events in two dif-
ferent channels. Timing module applies a digital filter to the pulses and
determines the pulse arrival time using CFD. It’s also possible to add more
algorithms for other purposes. Plot module uses the built-in functions in
ROOT to plot the pulses and histograms. The user can also save the results
for further analysis.
Figure 3.1: Flow chart of the data processing program.
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3.2.2 Input Files
The input file set consists of two parts: Setting file and Data file. The
Setting file serves as an interface between the user and the program. Every
time the program runs it will first read the Setting file in the same directory
and accept the parameters from the user. Appendix A shows an example of
Setting file. The Data file containing raw pulses is usually in binary
format to achieve fast input/output (I/O). The program is able to process
multiple Data files from different channels simultaneously.
3.2.3 Parser
The Parser reads the waveform from the input Data file in a specific for-
mat. This format depends on the device and should be explained in the
Setting file. Fig. 3.2 shows the format of the binary data saved by CoM-
PASS as an example. Every pulse consists of a header of fixed length and a
fixed number of samples. The header contains the timing and energy infor-
mation from the FPGA board in the digitizer, and the samples are obtained
by digitizing the analog signal from the detectors.
Figure 3.2: Structure of a single event saved by CoMPASS [7].
We have implemented the algorithm to convert the waveform into a voltage
signal. Fig. 3.3 shows a few pulses plotted by the post-processing program.
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Figure 3.3: Example pulses plotted by the program.
3.2.4 Rejection
By default, the program rejects four types of bad shaping pulses: noise rejec-
tion, clipped rejection, shift-baseline rejection, and pile-up rejection. Fig. 3.4
shows a few pile-up pulses that are identified and rejected by the program.
Other rejection options are also available for specific purposes. These
options are defined in the Setting file.
(i) Energy cut
Once enabled, the program only processes the pulses within the energy
window and reject the others. Fig. 3.5 shows the energy spectrum
of 137Cs measured with organic scintillation detectors before and after
applying an energy window at 400 keVee.
(ii) PSD cut
Once enabled, the program only processes the pulses within the PSD
window and reject the others, which is useful when discriminating neu-
tron and gamma-ray pulses. Fig. 3.6 shows the PSD plot before and
after applying a simple PSD cut at 0.21.
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Figure 3.4: Pile-up pulses rejected by the program.
3.2.5 Advanced Algorithms
We have implemented several advanced algorithms for different purposes. In
Chapter 4 we implemented a digital version of constant fraction discrimina-
tion (DIACFD) to calculate the time stamp of pulses and achieve high time
resolution. In Chapter 5 we implemented a shift-register algorithm to calcu-
late the single and double count rate. In the future, we will incorporate more
algorithms into this program, such as the imaging reconstruction algorithm.
3.2.6 Plot
The Plot module utilizes the built-in functions in ROOT. Example pulses
will be plotted at the end of each run, which allows the user to check the
shape of the pulse. The program can also plot 1D histograms, such as pulse
height distribution and pulse integral distribution shown in Fig. 3.5a, as well
as 2D histograms, such as the PSD plot shown in Fig. 3.6. Plot options such
as bin width and plot range can be adjusted in the Setting file. The user
can use the interactive fitting panel in the plot window to perform simple





Mean      297
Std Dev     134.4




















(a) Before energy cut.
PID_CH1
Entries  25450
Mean    468.7
Std Dev     55.26




















(b) After energy cut.
Figure 3.5: Energy spectrum of 137Cs measured with organic scintillators.

















Mean x   412.3
Mean y  0.1402
Std Dev x     273









(a) Before PSD cut.


















Mean x   422.5
Mean y  0.2859
Std Dev x   240.5












(b) After PSD cut.
Figure 3.6: PSD plot before and after applying the PSD cut.
3.2.7 Performance
We have implemented the above-mentioned algorithms in the ROOT-based
pulse-processing program. This program allows us to process 1E6 pulses in
approximately 10 seconds using Intel Core i9-7920X @ 2.90GHz.
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Positron Annihilation Lifetime Spectroscopy (PALS) is a non-destructive ra-
diological technique widely used in material science studies. PALS typically
relies on an analog coincidence measurement setup and allows the estimate of
the positron lifetime in a material sample under investigation. In this chapter,
we have developed and optimized a PALS experimental setup using organic
scintillators, fast digitizers, and advanced pulse processing algorithms [20].
We tested three pairs of different organic scintillators: EJ-309 liquid, EJ-276
newly developed plastic, and BC-418 plastic, and optimized the data process-
ing parameters for each pair separately. Our high-throughput data analysis
method is based on single-pulse interpolation and a constant fraction dis-
crimination (CFD) algorithm. We used such optimized setup to analyze two
single-crystal quartz samples and found their lifetimes are in good agreement
with the characteristic time constants of this material. The optimized data
processing algorithms are relevant to all the applications where fast timing
is important, such as nuclear medicine and radiation imaging.
4.1 Background and Motivation
PALS is a well-established non-destructive technique used to study defects
and vacancies in a variety of different materials. Different positron sources
may be used, such as radionuclides (e.g., 22Na), nuclear reactors, and elec-
tron accelerators. Apart from direct annihilation with the electrons in mate-
rial, thermalized positrons may bind with electrons in the material and form
two types of positronium: para-positronium (p-Ps) with spin 0 and ortho-
positronium (o-Ps) with spin 1. The p-Ps decays by emitting two 511-keV
annihilation photons, while the o-Ps mainly decays via the “pick-off” pro-
cess, where the positron annihilates with an electron with opposed spin in the
surrounding material, rather than with the electron that is part of the o-Ps.
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Following this process, two 511-keV annihilation photons are created [21].
The elapsed time between the initial production of the positron and the de-
tection of the annihilation photon is therefore a measurement of the positron
lifetime in the material under investigation.
The positron lifetime depends on the material structure. In vacuum, the
lifetimes of p-Ps and o-Ps are 125 ps and 142 ns, respectively [22]. The
p-Ps lifetime can be affected by the material because the Coulomb interac-
tion between the p-Ps and material electrons changes the distance between
the positron and electron in p-Ps [11]. The o-Ps lifetime in a material is
reduced drastically due to the “pick-off” process. If the material contains
voids, vacancies or dislocations, the o-Ps can be trapped and the lifetime
will be increased compared to the lifetime in a defect-free material. Thus,
the positronium ion, especially o-Ps can be used as a probe to investigate the
material properties, such as defect density in metals [23] and pore charac-
teristics in porous materials [24]. We may also use the PALS to differentiate
between different lattice structures of the same material since the positron
lifetime depends on the interaction between the positron and lattice [25].
Time resolution of the measurement system is crucial to perform an accu-
rate measurement of positron lifetime. Hodges and colleagues [26] set up a
system with 330 ps time resolution but they were unable to resolve the p-Ps
component from the spectra. Haruo and Toshio [11] achieved 160 ps time
resolution with four BaF2 scintillators. However, severe piled-up phenomena
will occur at count rate higher than 360 kcps [27], which affect the shape of
the pulse and thus the zero-crossing time. In this work, we compared the
time resolution of PALS using three different organic scintillators and chose
the one with the best time resolution to perform PALS measurements of
single-crystal quartz. In recent years, digital electronics, such as digital os-
cilloscopes [28] and fast digitizers [29], are replacing traditional analog timing
modules in PALS experiments. Digital signal processing therefore becomes
another important factor that can improve the time resolution. We have de-
veloped a timing algorithm based on pulse interpolation and optimized the
processing parameters for three different organic scintillators.
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4.2 Methods
We measured the time resolution of three different pairs of scintillators and
selected the scintillators that exhibited the best time resolution to then per-
form the PALS experiment. We performed a PALS measurement using a
22Na source and measured the distribution of the differences of arrival times
between the 1.27 MeV 22Na decay gamma ray and the 511 keV annihilation
gamma ray.
4.2.1 Time Resolution Measurements
We used the experimental setup shown in Fig. 4.1 for time resolution mea-
surement. We performed three measurements with two plastic BC-418, two
liquid EJ-309, and two plastic EJ-276 scintillators. Table 4.1 shows the prop-
erties of these scintillators and photomultiplier tubes (PMT) that were used
with them. The use of a pair of fast PMTs of the same model makes their
time contribution to the differential measurement of time resolution negligi-
ble.
The time resolution of each scintillator pair was estimated as the full-width-
at-half-maximum (FWHM) of the distribution of differences of arrival times
of two events occurring in coincidence. In this case, the 1.17 MeV and 1.33
MeV gamma rays emitted in cascade by a 60Co source are used as reference.
A 1µCi 60Co disk source was placed between the two scintillators under inves-
tigation in a sandwich configuration (Fig. 4.1). Approximately 500k counts
in coincidence were collected during each measurement. Detected pulses were
digitized by the 14-bit 500 MS/s digitizer DT5730 by CAEN Technologies
and acquired as full waveforms using the acquisition software CoMPASS [7]
with a 200-ns coincidence window. The detectors were powered by the Desk-
top HV Power Supply Module DT5533EN by CAEN Technologies.
We applied the timing algorithm described in Section 4.2.2 and performed
a Gaussian fitting to obtain the standard deviation σ of the distribution of
the intervals between the detection of the 1.17 MeV and 1.33 MeV gamma







Figure 4.1: Detector time resolution measurement setup.
Table 4.1: Properties of BC-418, EJ-309 and EJ-276 detectors.
Scintillator Ratio H:C Base (cm) Top (cm) Height (cm) Density (g/cm3) PMT PMT response time (ns) Pulse shape discrimination
BC-418 1.100 3.18 1.27 1.27 1.032 R329-02 by Hamamatsu Photonics 2.6 Not capable
EJ-309 1.248 5.08 5.08 5.08 0.959 9214B by Electron Tubes 2 Capable
EJ-276 0.927 5.08 5.08 5.08 1.096 9214B by Electron Tubes 2 Capable
4.2.2 Timing Algorithm
First, we interpolated the digitized pulses because signal information may be
partially lost due to insufficient sampling rates. Multiple functional forms
have been used to approximate scintillation pulses, such as those based on
double-exponential functions that describe the different time constants of
scintillation phenomena [30, 31]. However, for such models to be accurate,
a deep knowledge of scintillation molecular processes is needed. Here we
adopted a different approach based on the Nyquist sampling theorem. This
approach does not introduce biases (e.g., from neglecting a scintillation time
constant) when applied to different detectors. The input signal can be re-
constructed by convolving the samples with the sinc function if the Nyquist
condition is satisfied [32]:







Here gs(i) is the i-th sample of the input waveform, f = 1/∆T is the sampling






Dividing the time interval between sample j and sample j + 1 into N even
parts, the k-th interpolated value G(j, k) between them is given by:
G(j, k) := g((j +
k
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However, Eq. 4.4 is not suitable for practical use since the index of summation
extends to infinity and a terminated sinc function (tsinc) is used as the
convolution kernel [12], as in Eq. 4.5 and Eq. 4.6:











In Eq. 4.5, T is a constant and the Gaussian term quickly drops to 0 as |x|
increases. Thus, the terms in Eq. 4.6 for sufficiently large values of i can be
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where L is the width of interpolation window.
Afterwards, we applied the digitally implemented constant-fraction dis-
crimination (DIACFD) algorithm in Chapter 2 to each interpolated pulse
and obtained the zero-crossing bipolar CFD signal:
CFD(n) = F × V (n)− V (n−∆) (4.8)




CFD(n) is the nth sample of the CFD signal, V (n) is the nth sample of
the interpolated pulse, F and ∆ will be determined later by optimizing the




The PALS experimental setup is shown in Fig. 4.2. A 10µCi (1-July-2004)
22Na source was placed in sandwich geometry between two identical single-
crystal quartz samples (10 mm × 10 mm × 1 mm each). 22Na was sealed
between two identical Kapton foils. 22Na emits a positron and the daughter
nucleus de-excites in about 3 ps by emitting a 1.27 MeV gamma ray. The
detection of the 1.27 MeV gamma ray can be used to probe the creation of
the positron. The single-crystal quartz samples were purchased from MTI
Corporation. The crystal lattice is continuous and unbroken to the edges of
the sample, with no grain boundaries [33]. The two scintillation detectors
were placed back to back to achieve the highest detection efficiency. By
proper energy gating, detector 0 and detector 1 detected the 1.27 MeV and
511 keV gamma rays, respectively. We acquired pulses in coincidence, within
a 200-ns time window.
Nuclear Measurements Laboratory (NML)
Department of Nuclear, Plasma, and Radiological Engineering
University of Illinois at Urbana-Champaign
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Figure 4.2: Schematic diagram of the PALS measurement setup using two
BC-418 detectors (not to scale).
We applied the timing algorithm and plotted the positron annihilation life-
time spectra. The PALS spectra are usually resolved into three components.
The first component results from the decay of p-Ps, the second one from
the mixture of decays of o-Ps and free positron, and the third one is due to
the delayed decay of o-Ps trapped in defects [25]. The PALS spectrum can
therefore be modeled as the convolution of exponential decay function and












































where τi and Ii are the lifetime and intensity of the i-th component, σ rep-




4.3.1 Detector Time Resolution
Fig. 4.3 shows the comparison between an interpolated signal pulse and the
original one. The true peak of the original pulse is not captured and only a
few sampling points are recorded on the rising edge due to insufficient sam-
pling frequency. Interpolation helps in the characterization of the rising edge
by adding more sampling points and gives a more accurate estimate of the
true peak based on model assumptions. Since CFD relies on the identifica-
tion of the time corresponding to the maximum value and a fraction of it, the
time stamp would be more accurate if we perform CFD after interpolation.
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● Interpolated
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● Original, σ = 162 ps
■ Interpolated, σ = 148 ps





















































● Original, σ = 250 ps
■ Interpolated, σ = 136 ps















(b) F = 0.2, ∆ = 6 ns
Figure 4.4: The time interval distribution before interpolation and after











































































● Δ = 2 ns
■ Δ = 4 ns
◆ Δ = 6 ns
▲ Δ = 8 ns
▼ Δ = 10 ns
○ Δ = 12 ns
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● Δ = 2 ns
■ Δ = 4 ns
◆ Δ = 6 ns
▲ Δ = 8 ns
▼ Δ = 10 ns
○ Δ = 12 ns


















































● Δ = 2 ns
■ Δ = 4 ns
◆ Δ = 6 ns
▲ Δ = 8 ns
▼ Δ = 10 ns
○ Δ = 12 ns
□ Δ = 14 ns
(c) EJ-276
Figure 4.5: Optimize post-processing parameters F and ∆ for each
scintillator pair.
Fig. 4.4 shows the time interval distribution before and after interpolation
for signals measured with BC-418 scintillators. In Fig. 4.4a, we performed
Gaussian fitting of the spectra to calculate the FWHM and found that inter-
polation improved the time resolution by approximately 33 ps. The spectra
are not centered at 0 because of the inherent asymmetry of acquisition stages,
such as slightly different cable lengths.
The interpolation algorithm also helps to reduce the skewness of the time
interval histogram. With ∆ fixed, an overly small F usually leads to a skewed
histogram because the zero-crossing point lies near the beginning of the ris-
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ing edge and linear interpolation fails in this region, as shown in Fig. 4.3.
Fig. 4.4b shows two time interval distributions before and after interpolation,
with F = 0.2 and ∆ = 6 ns. After interpolation, the time interval histogram
is more symmetrical because interpolation reduces the uncertainty at the
beginning of the rising edge by adding more points.
The FWHM of the time interval distribution depends on the CFD param-
eters F and ∆. Fig. 4.5a, 4.5b, 4.5c illustrate the optimization of F and ∆
for each scintillator pair. We increased ∆ in steps of 2 ns and for each ∆ we
decreased F from 1 until severe artifacts appeared on the spectrum. For each
combination of F and ∆ we fitted a Gaussian to the spectrum and calcu-
late the FWHM. Fig. 4.6 shows the best time resolution of each scintillator
pair. Time resolutions of EJ-276 and EJ-309 are close to each other and
BC-418 exhibits the best time resolution. The minimum 125.7 ps σ (296.0 ps















































































● BC-418, σ = 125.7 ± 0.8 ps
■ EJ-309, σ = 299 ± 3 ps
◆ EJ-276, σ = 299 ± 3 ps




















Figure 4.6: Optimized time resolution of each scintillator pair.
We can further reduce the FWHM by rejecting the low energy pulses.
These pulses have small amplitudes and the sampling values could be easily
affected by the noise, which leads to large errors of the time stamps and
creates a long tail in Fig. 4.4. After rejecting pulses with deposited energy
less than 600 keVee, the minimum FWHM and optimized parameters of each
detector pair are summarized in Table 4.2. The BC-418 scintillators yielded
the best time resolution and were used in the PALS experiment.
Table 4.2: Comparison of detector time resolutions.
Detector ∆ (ns) F σ (ps) FWHM (ps)
BC-418 4 0.4 84.2 0.3 198.3 0.8
EJ-309 10 0.2 172.5 0.3 406.3 0.8
EJ-276 6 0.05 215.1 0.3 507.4 0.7
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4.3.2 Positron Lifetime in Single-Crystal Quartz
Fig. 4.7 shows the comparison of the positron lifetime spectrum in quartz
and the distribution of arrival times obtained using the 60Co. The positron
lifetime spectrum shows a longer tail due to longer lifetime, as expected.
We collected 1.1 million counts with a count rate of approximately 4 cps.
We fitted Eq. 4.10 to the positron annihilation lifetime spectrum using the
LT10 program [34], which is the one of the most widely used PALS analy-
sis software. The result is shown in Fig. 4.8. The intensities and lifetimes
are shown in Table 4.3. Three lifetime components were successfully re-
solved from the spectrum. The lifetimes τ1, τ2 and τ3 are 161 ps, 343 ps
and 1.34 ns, respectively, and are consistent with the reported values of
156 ps [11], 329 ps [25] and 1.50 ns [25, 35]. The relative standard error of τ1,
τ2, and τ3 is 2.5%, 3.5%, and 3.8%. The latter component results from o-Ps
trapping and subsequent annihilation in voids, vacancies and dislocations.
This component is hard to detect because of the high purity and high inter-
nal crystalline perfection of the single-crystal quartz samples, where defects





























































































































































■ 22 Na with quartz
Figure 4.7: The 60Co spectrum and the positron lifetime spectrum in
single-crystal quartz, measured with BC-418 scintillators.
Table 4.3: Lifetimes and intensities of the three positron lifetime
components.
τ1 (ps) τ2 (ps) τ3 (ns) I1 (%) I2 (%) I3 (%)
Experiment 161 4 343 12 1.34 0.05 53 4 45 4 1.6 0.6
Reference [11, 25] 156 4 329 2 1.50 0.03 37.2 0.5 57.5 0.4 5.3 0.2
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Experimental
τ1 = 161 ps
τ2 = 343 ps
τ3 = 1.34 ns













Figure 4.8: Fit the PALS spectrum of the single-crystal quartz sample.
4.4 Discussion and Conclusions
We describe the application of fast digitizers and algorithms to measure the
positron annihilation lifetime spectra in single-crystal quartz. We found
that the positron lifetimes in quartz were 161 ± 4 ps, 343 ± 12 ps and
1.34 ± 0.05 ns, in good agreement with literature values [11, 25]. Time
resolution is crucial in PALS measurements as well as in many other appli-
cations, such as nuclear medicine and radiation imaging. We have developed
algorithms to determine the onset time of pulses and optimize the time res-
olution. We reduced the skewness of the time interval distribution by pulse
interpolation and found the best time resolution by optimizing the pulse am-
plitude fraction F and time delay ∆. We found F to be the most relevant
post-processing parameter in reducing the actual FWHM. We found an op-
timum F factor of 0.4, 0.2 for the two investigated scintillators, BC-418 and
EJ-309, respectively. The EJ-276 scintillators showed a decreasing FWHM
with the F factor. Therefore, we selected a small F of 0.05, above the baseline
noise. We compared the time resolution of the three different scintillators and
found that the proposed interpolation-based approach coupled with a CFD
algorithm yielded the best time resolution of 198.3 ± 0.8 ps with BC-418 scin-
tillator that compares well with 208.5 ± 1.1 ps reported by Ralston et al. [36].
We also tested a leading edge timing algorithm, where we calculated the pulse
onset as the time when the sampled value exceeds a fixed fraction of pulse
height. The CFD-based method yielded a 7-ps-smaller FWHM, showing a
slightly better time resolution compared to the leading edge one. We will use
the optimized experimental setup to analyze vacancies and damages created
in radiation detectors irradiated at high fluence rates.
36
Chapter 5
Active Interrogation Using a
DD Neutron Generator
Nondestructive assay of uranium fuel via neutron active interrogation is one
of the methods used to verify fuel integrity and to quantify the 235U linear
density in fresh fuel. In this chapter we describe an active interrogation ex-
periment that we have performed to infer the enrichment of uranium rods
available at NPRE, using a DD fusion-based neutron generator. We used an
array of organic scintillators to measure neutrons and gamma rays produced
by induced fissions initiated by DD fast neutrons. We used the pulse pro-
cessing program described in Chapter 3 to perform pulse rejection and PSD.
We have also implemented a shift-register algorithm to calculate the neutron
coincidence count rate.
5.1 Background and Motivation
Several nondestructive assay methods have been developed to characterize
uranium samples of unknown 235U mass and enrichment, in terms of mass
and multiplication [37]. In passive neutron assay of uranium-bearing samples,
the neutron counts from induced fissions on 235U by 238U spontaneous fissions
or other neutron producing reactions, e.g. (α,n) are measured [38]. Though
passive assay is relatively easy to perform, the 238U content needs to be
known to perform the assay. Active neutron interrogation is more practical
in uranium bearing samples because of the lower spontaneous fission yield
of 235U, compared to 239Pu [39]. This technique uses a neutron source to
induce fission in the uranium sample and yields a much higher neutron count
rate, compared to the passive assay. A time-correlated neutron counting
algorithm/circuit is then used to calculate the single, double and, in some
cases, triple count rate, from which the 235U mass can be determined.
The current methodology used by the International Atomic Energy Agency
(IAEA) for NDA of fresh fuel assemblies involves a 3He-based Uranium Neu-
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tron Collar (UNCL) system, which is an active coincidence counting system
designed to measure time-correlated neutron doubles from 241AmLi-induced
fissions within the assembly. The UNCL system provides an easily imple-
mentable process of quantifying the 235U linear density of the fresh fuel as-
semblies; however, operational limitations of the UNCL include long assay
time and adverse sensitivity to poisoned assemblies. Given these limitations,
we have investigated the use of fast-neutron sensitive detectors and an in-
terrogation source with a harder spectrum compared to an 241AmLi source.
The use of a higher-energy spectrum and the increased detection threshold
is expected to minimize the assay sensitivity to burnable poisons, such as
gadolinium, and increase the penetrability of the assay.
Importantly, the 241AmLi sources used in the UNCL are no longer manu-
factured and a new active interrogation strategy is needed [40]. In this work,
we used a DD neutron generator operated in pulsed mode to induce fission
reactions in uranium oxide samples. We used natural uranium oxide fuel
rods, whose enrichment was quantified via gamma-ray spectroscopy.
5.2 Methods
5.2.1 Experimental Setup
21x40 cm2 Lead Shielding
21x10x40 cm3 Polyethylene Shielding 
with 0.2 cm Cadmium Layer
27x27 cm2 Uranium Rod Holder
Figure 5.1: Experiment setup.
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Fig. 5.1 shows the setup of the neutron active interrogation experiment. A
nGen-400 DD neutron generator manufactured by Starfire Industries emits
neutrons by fusion of deuterium atoms. The average neutron energy is
2.5 MeV with a yield of approximately 2E8 neutrons/s. The generator was
operated in pulsed mode with a frequency of 300 kHz, and the duty cycle
varied from 1% to 5%. Fig. 5.2 illustrates the operation of the generator.
The uranium rods were placed in a 27 × 27 cm2 holder made of aluminum.
The generator axis was aligned with the center of the holder. Four pairs of
organic scintillation detectors were placed behind the uranium rods to detect
neutrons. We used four EJ-276, two EJ-309 and two BC-418 scintillators.
BC-418 is not PSD capable and the data were not used in the following
analysis. The time resolution was measured as the FWHM of the distri-
bution of differences between the arrival times of 1.17 MeV and 1.33 MeV
gamma rays of 60Co. All scintillators have a time resolution lower than 1 ns,
which meets the requirement of coincidence counting. Properties of EJ-276
and EJ-309 scintillators are summarized in Table 5.1. Since in this experi-
ment we focus on the neutron signature, a 21×40 cm2 lead shield was placed
between the uranium rods and the detectors to attenuate gamma rays. A
21×10×40 cm3 polyethylene shield was placed next to the detector to reduce
the neutron counts from the generator. The surface of the polyethylene shield
was covered with a 0.2 cm cadmium layer to absorb the thermal neutrons
and thus minimize induced fissions in the assembly due to back-scattered
thermal neutrons.
Figure 5.2: DD generator operation.
39
Table 5.1: Properties of EJ-309 and EJ-276 scintillators.
Detector Ratio H:C Diameter (cm) Height (cm) Density (g/cm3) PSD Time resolution (ps)
EJ-309 1.248 5.08 5.08 0.959 Capable 405
EJ-276 0.927 5.08 5.08 1.096 Capable 507
We performed measurements of 0 rods (generator only), 9 rods, 13 rods,
and 25 rods. Irradiation details of the different measurement configurations
are shown in Table 5.2. The generator was operated in pulsed mode. The
data was acquired by a 14-bit 500 MS/s digitizer DT5730 by CAEN Tech-
nologies and was later processed by the post-processing program described
in Chapter 3.
Table 5.2: Measurement configurations.
Number of rods Duty cycle (%) Neutron Yield (n/s) Time (minutes)
25 0 0 720
25 5 2E8 60
13 5 2E8 90
9 5 2E8 90
0 5 2E8 20
5.2.2 Pulse Processing
We post-processed raw pulses according to the methods described in the
previous sections and set low and high detection thresholds of 50 keVee and
2 MeVee, respectively. These thresholds correspond to an energy deposited
by neutron head-on collision with hydrogen nuclei of approximately 571 keV
and 5.2 MeV, respectively. We also rejected bad pulses such as piled-up and
clipped pulses using the algorithms in Chapter 2. Afterwards, we applied an
appropriate PSD window to reject the gamma-ray pulses.
5.2.3 Time-Dependent Neutron Count Rate
Fission neutrons produced by a sample containing fissile or fissionable ma-
terial escape the sample and are detected for assaying purposes. Therefore,
the number of neutrons escaping the sample per unit primary neutron is re-
ferred to as the leakage multiplication. The leakage multiplication ML can
be characterized through coincidence or multiplicity counting. ML is related
to the sample multiplication, namely the number of neutrons created in the
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sample per unit primary neutron. In the ideal case when all the created neu-
trons escape the sample, i.e. the leakage probability is 1, the multiplication
coincides with the leakage multiplication. In safeguards measurements, the
multiplication M is related to the multiplication factor k from reactor physics
M = 1/(1 − k). The time-dependent neutron count rate decay, after a gen-
erator pulse, depends on the neutron lifetime within the sample and could
therefore be used to infer the leakage multiplication of an item. The distribu-
tion of the time-dependent neutron count rate is created by histogramming
the detection times for neutron counts acquired by the organic scintillators.
5.2.4 Neutron Coincidence Counting
In a fission event, the number of neutrons emitted varies from 0 to 9. The
frequency of occurrence of the emitted neutrons depends on the material
that undergoes fission. The distribution of time-correlated neutron counts
reflects the multiplicity distribution and is usually referred to as the neutron
multiplicity counting distribution. In neutron coincidence counting, we are
interested in the first and second moment of the observed neutron multiplicity
counting distribution, which reveal the information about the uranium mass
and multiplication factor through the following equations [41, 42]:
Y1(T ) = S(DD,U235)ε(1− p)MT (5.1)




Yk is known as the kth correlated Feynman moment, ε is the detector effi-
ciency, p is the probability that a neutron interaction gives fission, T is the
gate width, D2s and D2 are Diven’s nuclear constants specific to the special
nuclear material (SNM), λ is the probability for a neutron to be detected
in unit time, S(DD,U235) is the source neutron rate from the generator that
induce fission and is defined as [42]:
S(DD,U235) = cSDD (5.3)
where c is a coupling factor that depends on the sample, source, and geome-
try, SDD is the neutron generator yield. The Feynman moments are related
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= [ε(1− p)M ]2S(DD,U235)[D2s + (M − 1)D2]× f
f = 1− e−λT
(5.5)
f is the gate utilization factor and is approximately 1 for large gate width T .
The singles rate S and doubles rateD are usually calculated using the shift-
register algorithm. Fig. 5.3 illustrates how the algorithm works. We open
a gate of width T at the time when a neutron is detected and calculate the
number of neutron pulses inside this gate, which gives the Real+Accidental
(RA) multiplicity distribution. Likewise, another gate of the same width is
opened after a long delay time and we find the Accidental (A) multiplicity















where Ntot is the total counts and Ttot is the measurement time, RA[k] is the
number of occurrences that k counts appear in RA gate, A[k] is the number
of occurrences that k counts appear in A gate, T is the gate width. The




















x is approximately 1 for large gate width T . Algorithm 9 shows the pseu-
docode to calculate S,D, σS, σD.
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Algorithm 9: Shift register
Input: PulseTrain, Gate, LongDelay
Output: S,D, σS, σD
1 Tn =PulseTrain, N = length(Tn)
2 T = Gate, L = LongDelay
3 Ttot = Tn(N)− Tn(1)
4 RAdist = Adist = zeros(1, 10) // Initialization
5 for i = 1 to N − 1 do
6 ∆ = 0, k = i+ 1, event = 1
7 while ∆ ≤ T, k ≤ N do
8 ∆ = Tn(k)− Tn(i)
9 if ∆ ≤ T then
10 event = event + 1
11 k = k + 1
12 RAdist(event) = RAdist(event) + 1 // Real+Accidental.
13 j = i,∆2 = 0
14 while ∆2 ≤ L, j ≤ N do
15 ∆2 = Tn(j)− Tn(i)
16 j = j + 1
17 k = j + 1, event =1
18 if ∆2 ≤ L+ T then
19 ∆3 = 0
20 while ∆3 ≤ T, k ≤ N do
21 ∆3 = Tn(k)− Tn(j)
22 if ∆3 ≤ T then
23 event =event + 1
24 k = k + 1
25 Adist(event) = Adist(event) + 1 // Accidental.
26 Adist(1) = Adist(1)+1, RAdist(1)=RAdist(1)+1
27 D = 0;
28 for k = 0 to 9 do
29 D = D+[RAdist(k + 1) - Adist(k + 1)]×k
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Algorithm 9: Shift register (cont.)
30 x = 1 // Approximately 1 for large gate width.
31 S = N/Ttot // Singles rate S.










[D + 2S2T + 4xDST + (2xD3/S2)] // Error of D.
35 return S,D, σS, σD
Figure 5.3: Shift register. Arrows represent neutron pulses that are
detected at different times. An RA gate is opened immediately after a
neutron pulse is detected and five neutrons (red arrows) are found in the
RA gate. After a long delay, an A gate is opened and three neutrons (blue
arrows) are found in the A gate.
5.3 Results
5.3.1 Pulse Rejection
Fig. 5.4 shows the PSD of pulses acquired by EJ-309. In Fig. 5.4a, the pile-
up pulses appear as randomly scattered dots with over-high PSD ratios. We
performed piled-up rejection with ∆ = 4 and F = 0.10 and these piled-up
pulses are removed in Fig. 5.4b.
We applied PSD cut to reject pulses with PSD ratio below a detector-
specific threshold. Fig. 5.5a shows the PSD after a straight-line cut. A
small fraction of gamma pulses are not rejected in the neutron band, which
may have a non-negligible impact on the analysis since the neutron counts
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are much smaller than gamma counts. To improve the PSD, we fitted the
gamma-neutron separation line to a quadratic function and the result is
shown in Fig. 5.5b.

















Mean x   353.8
Mean y  0.1434
Std Dev x   279.5








(a) Before piled-up rejection


















Mean x     355
Mean y  0.1421
Std Dev x   279.5








(b) After piled-up rejection
Figure 5.4: PSD of pulses acquired by EJ-309.
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Mean y  0.2883
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Figure 5.5: Apply PSD cut to reject gamma pulses.
5.3.2 Time-Dependent Neutron Count Rate
We plotted the time-dependent neutron count distribution for each config-
uration. We histogrammed the time differences between the neutron pulse
time stamp and generator triggering time in all cycles and normalized the
neutron counts to the total neutron yield during the measurement. Fig. 5.6
shows the comparison of time-dependent neutron count distributions for all
measurement configurations. In Fig. 5.6b we found that with more uranium
rods (larger uranium mass and assembly multiplication), the neutron count
rate decays slower because of longer fission chains. The “bump” at 120 µs
to 160 µs is due to the long fall-time of the generator and could be removed
if the generator pulse had a sharper falling edge.
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(a) 0 to 400 µs after a generator pulse. (b) 150 to 400 µs after a generator pulse.
Figure 5.6: Normalized neutron count distribution for each measurement
configuration.
5.3.3 Neutron Coincidence Counting
We implemented the shift-register algorithm and calculated the singles and
doubles count rate with 50-ns gate width and 1-ms long delay. In Fig. 5.7
we plot the singles and doubles as a function of uranium rods number. A
larger number of rods yielded a higher time-correlated neutron count rate,
as expected. The abnormally high count rate at 0 could be due to the high
accidentals from the generator neutrons and is still being investigated.
(a) Singles rate (b) Doubles rate
Figure 5.7: Time-correlated neutron count rate.
5.4 Conclusions
We performed a neutron active interrogation of uranium rod samples under
five different configurations using a DD generator as the neutron source.
We applied the program in Chapter 3 to perform pulse rejection and PSD.
We reported that the decay rate of the time-dependent neutron count rate
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decreases with the number of rods in the assembly. We implemented the
shift-register algorithm to calculate the coincidence neutron count rate and
found that the count rate increased as the number of rods increased. The
strong correlations between two signatures and uranium mass demonstrate
the possibility of using a DD generator as the neutron active interrogation
source in this experimental configuration. In future work, we will characterize




We have designed a general-purpose post-processing program to analyze the
data acquired by digital electronics in various nuclear measurements. Being
based on ROOT, the program is able to perform fast data analysis and vi-
sualize analysis results. We have implemented the algorithms to solve the
common problems in digital pulse post-processing, such as pulse rejection,
accurate timing, and PSD. The program also allows for flexibility to incor-
porate other advanced algorithms, such as signal filtering and shift-register.
We have developed an interpolation-based CFD algorithm to determine
the pulse onset time. Interpolation reduced the skewness of the time inter-
val distribution and improved the timing resolution of the system. After
optimizing the post-processing parameters, we achieved a time resolution of
198.3± 0.8 ps with BC-418 scintillator that compares well with 208.5± 1.1 ps
reported in [36]. We applied the optimized setup to measure the positron
annihilation lifetime spectra in single-crystal quartz. We found that the
positron lifetimes in quartz were 161 ± 4 ps, 343 ± 12 ps, and 1.34 ± 0.05 ns,
in good agreement with literature values [11, 25]. We will use the optimized
experimental setup to analyze vacancies and damages created in radiation
detectors irradiated at high fluence rates.
We performed a neutron active interrogation of uranium rod samples under
five different configurations using a DD generator as the neutron source. The
generator provides higher neutron yield and higher penetrability compared to
the 241AmLi source. We applied the program in Chapter 3 to perform pulse
rejection and PSD. We plotted the time-dependent neutron count rate after
a generator pulse and found that larger uranium mass resulted in a slower
decay of count rate. We implemented the shift-register algorithm to calculate
the coincidence neutron count rate and found that the count rate increased as
the number of rods increased. The strong correlations between two signatures
and uranium mass demonstrate the possibility of using a DD generator as
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the neutron active interrogation source in this experimental configuration.
In future work, we will characterize this signature as a function of differing




############################## General Rules ############################
# (1) ’#’ stands for comments.
# (2) blank line will be ignored.
# (3) tabs and spaces at the beginning of a line will be ignored.
#########################################################################
############################## File Path ################################
# the path consists of several parts.
# File path = DIRECTORY + ’/’ + FOLDERS[i] + ’/’ + CHANNELS[j] + ".bin"
# Directory: path of your directory
# example: /home/ming/Downloads
Directory: /media/ming/PALS_data/Co60_BC418 /032119/ Co60_23/FILTERED
# Folders: two comma -separated integers or one integer.
# example: 10 folders from No.0 to No.9: 0, 9
# only 1 folder No.1: 1
Folders: 0
# Channels: specify the channels to process
# example: Channel 0 and Channel 4: 0, 4
Channels: 0
# Filetype
# example: binary , FILETYPE = 0;
# ASCII , FILETYPE = 1;
Filetype: 0
# Maximum number of pulses to process
MaxNumPulses: 10000
#########################################################################
############################### Input Settings ##########################
#Data Format , binary
NHeaders: 7 # number of headers in one pulse , fixed
Headersize: 2, 2, 8, 2, 2, 4, 4 # size of each header in bytes , fixed
# for CoMPASS , the headers are:
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# Board , Channel , Time Stamps , Energy(ch),
# Energy Short(ch), Flags , Number of Samples
SaveHeaders: 0, 0, 0 # save Time stamps , Energy(ch), Energy Short(ch)
Samplesize: 2 # size of each sample in bytes , fixed
Polarity: -1 # polarity of the pulse: -1 for negative , +1 for positive
# Digitizer -specific
Dynamicrange: 2.0 # unit: Volt
Resolultion: 14 #12 bits # number of bits of ADC
Delt: 2 # sampling time , unit: ns
Offset: 8 # number of samples needed to calculate the baseline
SavePulses: 0 # if SavePulses = N, save the first N good pulses.
#########################################################################
########################### Post -Processing Starts ######################
################################# Coincidence ###########################
# if Coincidence = 1, use time stamp in the header to find coincidences
# if coincidence = 0, skip
Coincidence: 0
# Channels
Coincidence Channels: 0, 1
Time Window: 200 #ns
# if DT < Time Window , we find a pair of coincident events.
SaveDT: 0 # whether to save the time differences
TOF: 0 # whether to plot the TOF spectrum
# if TOF = 1
SaveTOF: 0 # whether to save the TOF spectrum
#########################################################################
############################## Energy Calibration #######################
# specify the energy calibration coefficents
# the number of coefficents should equal to the number of channels.
# the calibration coefficient is calculated using a Matlab script.
# energy = total integral * CalibrationPID
CalibrationPID: 1
# energy = pulse height * CalibrationPHD
CalibrationPHD: 1
#########################################################################
############################## Pulse Rejection ##########################
# Bad pulses
Filter bad: 1
# if filter bad = 1
Zerosupression: 1
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# if Zerosupression = 1, reject the pulse if amplitude < MinVoltage
MinVoltage: 0.0 #0.8 # unit: Volt
Clipped: 1
# if Zerosupression = 1, reject the clipped pulses.
MaxVoltage: 2.0 # unit: Volt
Save bad: 0
# if Save bad = N, save the first N bad pulses.
# Piled -up pulses
Filter piled -up: 1
# If filter piled -up =1
Save piled -up: 0 # if Save bad = N, save the first N piled -up pulses.
PUwindow: 8 # approximately the width of rising edge , in unit of ns
PUfraction: 0.05
PUthreshold: 0.001 # unit: Volts
# Save S_time: 0
# Save S_frequency: 0
# Energy cut
# if EnergyCut = 1, only process the pulses whose energy is between
# EnergyLow and EnergyHigh
EnergyCut: 0
EnergyLow: 50 # unit: keVee
EnergyHigh: 2000 # unit: keVee
#PSD cut





######################### Calculate the time stamps #####################
Time stamp: 0
# if time stamp =1, calculate time stamps using DIACFD
Interpolation: 0 # number of points to add between two samples
TRise: 20 # about 2 * pulse rise time (ns)
#DIACFD parameters
Fraction: 0.4 # range from 0 to 1.
#Filter Width: 1
Time Delay: 4 #16 # unit: ns
SaveTimeStamp: 0 # if ’1’, save the time stamps of good pulses
#########################################################################
################################# Plots #################################
# if SavePH = 1, save the pulse heights
SavePH: 0
PHD: 1
# if PHD = 1, plot the pulse height distribution




PHmax: 0 #volts # if 0, automatically set the plot range of PID
# if SavePH = 1, save the pulse integrals
SavePI: 0
PID: 1
# if PID = 1, plot the pulse integral distribution
SavePID: 0 # save the pulse height distribution
PIDBins: 200
PImin: 0
PImax: 0 # if 0, automatically set the plot range of PID
PreTrigger: 70 # ns # same value used in CoMPASS
PreGate: 10 # ns # same value used in CoMPASS
LongGate: 60 # ns # same value used in CoMPASS
PSD: 1
# if ’1’, plot tail integral / total integral vs total integral
ShortGate: 30 # ns # same value used in CoMPASS
SaveIntegrals: 0 # if ’1’, save the total and tail integrals









## No longer used
## NSamples: 104 # number of samples in one pulse
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zalez, F Gunsing, M Heil, F Käppeler, PF Mastinu, et al. Pulse shape
analysis of liquid scintillators for neutron studies. Nuclear Instruments
and Methods in Physics Research Section A: Accelerators, Spectrome-
ters, Detectors and Associated Equipment, 490(1-2):299–307, 2002.
[14] C Fu, Angela Di Fulvio, SD Clarke, D Wentzloff, SA Pozzi, and HS Kim.
Artificial neural network algorithms for pulse shape discrimination and
recovery of piled-up pulses in organic scintillators. Annals of Nuclear
Energy, 120:410–421, 2018.
[15] WM Steinberger, ML Ruch, Angela Di-Fulvio, SD Clarke, and SA Pozzi.
Timing performance of organic scintillators coupled to silicon photomul-
tipliers. Nuclear Instruments and Methods in Physics Research Section
A: Accelerators, Spectrometers, Detectors and Associated Equipment,
922:185–192, 2019.
[16] Tyler Andrews. Computation time comparison between matlab and
c++ using launch windows. 2012.
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