Introduction
============

Rehabilitation operations immediately after pulmonary cardiac arrest improve patient survival and that minimizing the delay is critical. If pulmonary cardiac rehabilitation operation begins immediately after cardiac arrest, the patient's nervous system efficiency and life are retained; post-cardiac arrest resuscitation can save lives ([@B1], [@B2]). Several studies have investigated the success rate of rehabilitation operations and effective factors within medical centers and hospitals ([@B3]--[@B6]). The existence of home- and hospital-based rehabilitation facilities and their impact in cost and benefit analysis have been studied in some studies with emphasis on geographical distribution of reported cases and reduction of mortality rate ([@B7]--[@B9]).

Determining the optimum location for cardiac resuscitation facilities in public places requires investigations into several geographic, social and economic factors such as land use, altitude of the area, distance from hospitals and medical centers, air pollution, economic status of the residents (poverty) and reported cases of cardiac arrests in public facilities ([@B1],[@B2]). Therefore, careful investigation and integration of these criteria and the selection of optimal locations for installing facilities related to cardiac rehabilitation have not received sufficient attention.

Due to presence of several goals in locating rehabilitation facilities, the selection of suitable locations is a semi-structured problem that can be solved using multi-criteria decision-making (MCDM). For decision problems in spatial areas, input layers serve in raster forms, individual pixels are inserted into the analyses as decision options, and optimization methods are applied to manage and process the multiple many options carefully ([@B10]). Increasing the number of options and the number of different criteria on the other can transform a decision problem into an NP-hard problem whose solution requires swarm intelligence methods ([@B10]--[@B12]).

Ant Colony Optimization (ACO) and Particle Swarm Optimization (PSO) Algorithms are among the most widely used methods of metaheuristic or swarm intelligence methods. Both methods are based on the intrinsic behavior of ants and particles (birds) in nature to analyze combined optimization problems ([@B11], [@B12]). Bio-mass power plants were located through a comparison of PSO, GA, Tabu Search and Simulated Annealing ([@B13]). A procedure similar to comparative location and evaluation of GA, BPSO and Honey Bee foraging was performed ([@B14]--[@B16]). A multi-objective model was developed for large-scale linear feature coverage problems and was performed using GIS analysis and ACO algorithm by converting the continuous problem into a discrete one ([@B17]). Yapicioglu et al. ([@B18]) adopted combined PSO (bio-objective PSO) to solve location problems. In addition, fuzzy clustering optimization was carried out with a PSO algorithm ([@B19]). All these studies emphasized the efficiency of metaheuristic methods to tackle decision problems, particularly optimization and location ones.

In the current study, we applied a combination of swarm intelligence and GIS on a suitable and effective background (transforming a continuous state to a raster and discrete state) in order to locate cardiac resuscitation facilities in public places in Petersburg, Pennsylvania.

Brief review of ACO
-------------------

An ACO algorithm is based on the residual pheromone along several routes to find the shortest path. To this end, based on relation \[[1](#FD1){ref-type="disp-formula"}\], we first calculate the probability of selecting a path between i(x~i~, y~i~) and j(x~i~,y~i~) pixels by the q^th^ ant ([@B20], [@B21]).
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Where i=1,2,..., x~max~, j=1,2,..., y~max~, τ~ij~ (t) denotes the pheromone rate, η~i,j~ (t) is the value of the cost function between cells i and j, and α and β are control parameters representative of the pheromone rate value compared to the cost function value. N~i~^q^ also indicates the neighbor set of cell i for the q^th^ ant.

After selecting the new path, the pheromone rate is locally updated according to relation \[[2](#FD2){ref-type="disp-formula"}\].
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In the above relation, 0\<ϱ≤1 is the evaporation rate and τ0 is the initial pheromone along the path. At the end of each iteration, the pheromone rate is wholly updated based on relation \[[3](#FD3){ref-type="disp-formula"}\].
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Where Δτ~ij~ is the pheromone value added to τ~ij~ by ants, Q is a constant and L^k^ (t) is the best value for the cost function. Optimization of the cost function continues to reach the maximum iteration (I~max~ or t), a new pixel is selected for the ants' mobility at each iteration, and the best pixels are chosen based on the cost function at the end of all steps.

Brief review of PSO
-------------------

In PSO algorithm, each particle is defined as multidimensional with two values for speed and location. During every step of the particle movement, the best responses in terms of merit are determined for all particles ([@B22]--[@B24]). The respective optimization is called Pbest and the end of all phases is referred to as Gbest. All particles update their location based on the respective Pbest and Gbest to find the global optimal solution ([@B11]). We need to define the two dimensions to solve locating problems. Assuming that coordinates x,y of the i^th^ particle (from a n-member set) show particles with x~i~ and y~i~ and their speed along the x and y axes with v~xi~ and v~yi~. According to relations \[[4](#FD4){ref-type="disp-formula"}\] and \[[5](#FD5){ref-type="disp-formula"}\], the speed and location of each particle are updated in each iteration ([@B25]), which is calculated through the sum of locations over the previous iteration and speed on the new location of the particle.
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In the above terms, i=1, 2,..., N, t=1, 2,..., I~max~, t denotes iteration, I~max~ is the maximum iteration, rand() is a random value within the range(0,1), c~1~ and c~2~ are two positive constant values called the cognitive learning rate and the social learning rate, and pbest~x~ (t) and gbest~x~ (t) are the best resulting responses to the t^th^ iteration along the x and y axes. σ~1~ and σ~2~ are imposed parameters on x and y locations of articles located at the center of the nearest pixels ([@B25]). Then, W (t) is the inertia weight calculated by formula \[[6](#FD6){ref-type="disp-formula"}\] at each iteration.
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Where w~min~ and w~max~ are the minimum and maximum of the inertia weight, respectively. The cost function is satisfied after calculating x,y, v~x~ and v~y~. Three phases continue: speed updating, location updating and calculating the cost function to achieve the maximum iteration (I~max~).

Materials and Methods
=====================

Methodology of this research aims to provide land suitability maps for installing rehabilitation facilities, including determining the study area, selecting the criteria, collecting necessary data, preparing standard maps using GIS analyses, implementing ACO and PSO methods, evaluating the results of both algorithms and selecting the more precise output from the results of both methods. The different phases of the research methodology are presented in flowchart [Fig. 1](#F1){ref-type="fig"}.

![Research methodology](IJPH-44-1072-g001){#F1}

Study area and criteria determination
-------------------------------------

In order to implement the proposed method, public locations in Petersburg, Pennsylvania were selected as the study area. The study area data were collected over a 5-year period up to 2005. Regarding the effective factors in the incidence of cardiac arrest, the following five criteria were investigated based on experts' views and available data: land use, area altitude, poverty index, distance from hospitals and estimation buffers of reported cases of cardiac arrest. The geographical coordinates system for the study area is GCS_North_American_1983 with linear unit of foot in scale 1:150,000 ([@B1]).

The five selected criteria were prepared with respect to the effective areas of cardiac arrest incidence and with the help of spatial analyses. The necessary data obtained from the existing database included the area altitude, location of existing hospitals, available land uses, reported cases of cardiac arrest and statistical information such as education, employment and financial status of residents. Standard maps were developed using different spatial analyses and with respect to significant numerical ranges for cardiac arrest incidence (based on experts' views).

Modification of ACO algorithm for raster-based search space
-----------------------------------------------------------

Regarding the raster nature of the search space in the current work, we changed the implementation procedure of the swarm intelligence methods to adapt them to the discrete and raster nature of this space. According to the PSO algorithm in ([@B25]) was changed by adding modification values (to the x and y values) based on the raster space feature to put the particles at the center of the pixels. In order to adapt the ACO algorithm, we performed a procedure similar to the PSO one. When displacing the ant from cell i to j, modification of (ε~1~, ε~2~) was carried out according to [Fig. 2](#F2){ref-type="fig"} to match the new location of the ant with the center of the pixel and each pixel was only considered a place for the displacement of ants. Running the innovation of the current research, the ACO algorithm changed its initial state and maintained consistency with the spatial problems in which inputs are as raster.

![Depiction of ant movement probability in ACO](IJPH-44-1072-g002){#F2}

According to [Fig. 2](#F2){ref-type="fig"}, among all possible movements for the ant at each iteration, the most significant route based on the criteria map and relation \[[1](#FD1){ref-type="disp-formula"}\] was selected, i.e., the route with the maximum movement probability. Then, since every pixel had the same value across raster space, (ε~1~, ε~2~) was modified to consider each pixel only as a point of search space. At each iteration, the center of the pixel was selected as the displacement point and other points of the pixel space overlapped the center of that pixel. Therefore, the vector connecting the center of the i^th^ pixel to the center of the j^th^ pixel (continuous vector) was chosen as the displacement vector.

ACO- and PSO-based based heart attack defibrillators locating technique (A-P HADEL)
-----------------------------------------------------------------------------------

In order to develop land suitability maps for installing rehabilitation defibrillators, we used two swarm intelligence methods (ACO and PSO). By searching in the study area, ACO and PSO determined the critical points in terms of the incidence probability of cardiac arrest based on land use, area altitude, economic conditions and estimated areas for reported cases of cardiac arrest. According to relations 1 to 6 and the transformations mentioned in pervious section, the transformed ACO and PSO algorithms were programmed and implemented. The respective criteria map was inserted as the input into the proposed A-P HADEL algorithm and land suitability maps were prepared for the installation of rehabilitation defibrillators as output. Because of producing different outputs from the same inputs, in this work we evaluated and investigated the results of the proposed A-P HADEL algorithm to choose the best answer from the results of both methods because ACO and PSO were implemented in parallel to prepare land suitability maps. In order to evaluate the results of different methods for a single problem, we investigated the internal parameters of the methods (verification) and compared the results with real values (validation). Here, evaluation was carried out based on the cost function optimization percentage using both methods and the convergence of results to the reported cases of cardiac arrest in public places in this city was evaluated over a five-year period. Finally, after running the above steps, the land suitability maps with better precision for installing rehabilitation facilities were provided to health experts and decision makers because defibrillators are costly, their installation is time-consuming and they should be located with care.

Results
=======

According to the proposed methodology, implementation was performed in two phases: developing standard maps and preparing land suitability maps for installing rehabilitation defibrillators. Standard maps were prepared using ArcGIS^®^ 10 software analyses and based on selected effective criteria in installing defibrillators and the existing databases. Then, land suitability maps were developed by running the A-P HADEL algorithm, which was programmed in Matlab^®^. After assessment of the maps' precision during the second phase, the final map was selected and presented to determine the suitable locations for installing defibrillators. The implementation phases are presented in flowchart [Fig. 3](#F3){ref-type="fig"}.

![A flowchart of research phases](IJPH-44-1072-g003){#F3}

Developing standard maps
------------------------

In order to develop the layer of estimated areas of cardiac arrest based on 1-year reported cases of cardiac arrests available as a point layer of statistics and information, Kernel density analysis was applied to create a smooth layer for the whole area. The search radius was 1500 feet and the pixel size was considered 150 feet. The search radius and pixel size were selected with respect to point coordinates system, scale and numerical values of the input layers. The resulting values were normalized within the range of 1--10 to standardize this layer. Number 1 was related to underestimated cases and a lower need for defibrillators and number 10 pertained to the most frequent reported cases and a greater need for defibrillators. The analysis results are presented in [Fig. 4](#F4){ref-type="fig"} a. The numerical model of the area altitude was also normalized in the range of 1 to 10. Number 10 was allocated to higher altitude and unsuitable locations for installing defibrillators and 1 was assigned to lower altitudes and suitable locations for such facilities ([Fig. 4 b](#F4){ref-type="fig"}).

![Standard maps of public locations in Petersburg, Pennsylvania](IJPH-44-1072-g004){#F4}

In order to prepare the land use layer, the available land uses across the area were investigated. As the uses of marshes, streams, mud, forests and arid areas were not necessary in the research analysis; uses of developed and commercial areas with 800 feet buffer were chosen. The suitable areas for defibrillators were assigned number 10 and other areas were standardized with number 1 ([Fig. 4c](#F4){ref-type="fig"}). A poverty index map was prepared based on [Fig. 4 d](#F4){ref-type="fig"}. According to O'Hare et al. ([@B26]), the following four standard maps were combined with equal weights to create this map jobless men of working age, unemployed housewives and their children, households below the poverty line and uneducated people. Ultimately, within 1--10 range, some values were assigned to the minimum and maximum poverty index. On this standard map, those areas with a higher poverty index will more likely have poorer health levels and need more rehabilitation facilities. In the final step, the standard distance from hospitals map was obtained. The buffer analyze of ArcGIS^®^ 10 software was used and five buffers sized 1000, 2000, 3000, 4000 and 5000 feet in radius were drawn around the hospital locations. Because of the increasing need of building cardiac rehabilitation defibrillators facilities with increasing distance from the hospitals, the values 1, 2, 4, 6 and 8 were assigned to the above areas respectively, and the value 10 was dedicated to areas more than 5,000 feet away from the hospitals ([Fig. 4 e](#F4){ref-type="fig"}).

Development of land suitability maps
------------------------------------

In order to prepare land suitability maps for installing rehabilitation defibrillators, ACO and PSO methods were used. The details and values of the parameters are given in [Table 1](#T1){ref-type="table"}.

###### 

Values of existing parameters for implementation of PSO and ACO methods

             **PSO**            **ACO**
  ---------- ------------------ ---------
  npop       30                 30
  xmin       1                  1
  xmax       426                426
  ymin       1                  1
  ymax       343                343
  *w*~max~   0.9                \-
  *w*~min~   0.4                \-
  c1         2                  \-
  c2         2                  \-
  *τ*~0~     \-                 1
  alpha      \-                 1
  beta       \-                 2
  rho        \-                 0.1
  vxmax      0.1\*(xmax−xmin)   \-
  vymax      0.1\*(ymax−ymin)   \-
  *I*~max~   100                100

For simplicity, the weights of the criteria in cost functions of both methods were assumed equal to 25. The parameters in the above table were already explained in the ACO and PSO method descriptions, except npop, which shows the initial population number in both methods. The cost function used in both algorithms was determined according to relation \[[7](#FD7){ref-type="disp-formula"}\]. According to relation \[[7](#FD7){ref-type="disp-formula"}\], the cost function includes maximization and minimization of the product of the five criteria multiplied by the respective weights. The first four criteria must be maximized and the last one must be minimized in the cost function.
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Land suitability maps produced by the ACO and PSO methods are presented in [Fig. 5](#F5){ref-type="fig"}. [Figure 5](#F5){ref-type="fig"} presents the research results, including suitable and unsuitable areas for defibrillators. The numbers close to 1 and close to 0 indicate areas with greater and lesser need for defibrillators, respectively. The study results confirmed the existence of suitable areas for locating rehabilitation facilities at the central and northwestern areas of the study. The two algorithms gave different outputs. The scope of suitable areas for installing resuscitation facilities obtained from PSO was larger than that from ACO. Therefore, the accuracy and precision of the results must be evaluated.

![Land suitability maps for installing rehabilitation defibrillators](IJPH-44-1072-g005){#F5}

Discussion
==========

With respect to differences in the ACO and PSO results, the outputs of both methods had to be evaluated to obtain the best responses for developing land suitability maps. The evaluation of results of different methods for a single problem was conducted in two steps: verification, which compares the degree of optimization of the cost function in both methods, and validation, which evaluates the convergence of the results to the reported cases of cardiac arrest in public places in Petersburg over a five-year period.

PSO and ACO methods verification
--------------------------------

In order to compare the precision of the results from both methods, first, the optimization procedure of the cost function (relation 7) in both methods was evaluated over 100 iterations ([Fig. 6](#F6){ref-type="fig"}).

![Comparison of max. of cost functions of PSO and ACO methods in 100 iterations](IJPH-44-1072-g006){#F6}

The cost function values resulting from the maximization of the product of four criteria (business areas, distance from hospitals, estimated areas of reported cardiac arrest and poverty index in the respective weights) and the minimization of the product of altitude numerical model over 100 iterations are presented in diagram in [Fig. 6](#F6){ref-type="fig"} for both ACO and PSO.

We can conclude from [Fig. 6](#F6){ref-type="fig"} that the PSO algorithm performed optimization better than the ACO algorithm and was less likely to be involved in local optimizations. The PSO algorithm reduced the involvement of the cost function in local maximums and transferred it more quickly to the global maximum, which was not so far from the result. However, ACO began working with a larger distance from the global optimums (about 0.2) and was more involved in local optimums (scalar areas of diagram). Therefore, we concluded that PSO had a better precision than ACO in optimizing the cost function.

PSO and ACO methods validation
------------------------------

In order to compare the accuracy of the results, we combined land suitability maps in both methods with the map of reported cases of cardiac arrest in public places over a 5-year period (OHCA) ([Fig. 7](#F7){ref-type="fig"}) in order to determine the convergence of results from the A-P HADEL algorithm to real values (i.e., the results of a real survey conducted across the area).

![Land suitability maps and reported cases of cardiac arrest in public places in Petersburg, Pennsylvania over a 5-year period](IJPH-44-1072-g007){#F7}

For a better comparison of real values (reported cases) with the maps produced with the ACO and PSO methods, the study area zoning was based on the reported cases by drawing around points indicating the reported cases of cardiac arrest in public locations, Thiessen polygons and the area was divided into 1345 zones. This classification was performed with regard to the area scope and OHCA values and locations.

Then, the area suitability values for these zones (ACO and PSO outputs) were calculated by averaging and the reported cases were normalized within the 0--1 range. The diagram of the normalized values of reported cases and the suitability function for the ACO and PSO methods for all zones are presented in [Fig. 8 a](#F8){ref-type="fig"}. For easier visual comparisons, this diagram was presented for suitability and reported values larger than 0.7 ([Fig. 8 b](#F8){ref-type="fig"}), between 0.5--0.7 ([Fig. 8 c](#F8){ref-type="fig"}) and between 0.3--0.5 ([8 d](#F8){ref-type="fig"}). Suitability values obtained from the ACO and PSO methods larger than 0.6 indicated a greater focus on installing defibrillators and values larger than 0.3 for reported cases of cardiac arrest denoted the susceptibility of the area for cardiac arrest incidence. [Figure 8 e](#F8){ref-type="fig"} is drawn based on this classification.

![Diagram for values of reported cardiac arrest, optimality functions resulting from the ACO and PSO methods](IJPH-44-1072-g008){#F8}

In order to compare three categories of values, we investigated the diagram vertically, i.e., we determined the presence or absence of cardiac arrests and their values for each zone to determine which method was more suitable and optimal for installing rehabilitation facilities in that zone and specified the optimality percentage of each optimization method. Of 1345 zones, 49.36% were obtained for ACO and 76.72% for PSO. In 50.64% and 23.28% of zones, PSO and ACO, respectively, were more compatible with reality (reported cases over a five-year period). In 26.08% of cases, neither method was consistent with reality.

Visual comparisons in [Fig. 8](#F8){ref-type="fig"} demonstrated that optimality in most zones of the ACO method was more compatible with real values. In the other cases, PSO was more consistent with reality. As a result, we could assert that PSO was generally more consistent with reality because it had proposed installation locations for high optimality values in all zones with high OHCA values and it provided a wider coverage for all zones, particularly those with optimality larger than 0.6. Therefore, we concluded that PSO was more suitable for locating resuscitation facilities in terms of both cost function optimization and its compatibility with the reported cases. The values pertaining to OHCA were linear and regular because of the regular surveys and absence of any simulation where no data existed. In many zones, the OHCA rate was either low or zero with negligible effect on the determination of output precision. The focus was on areas with high OHCA values.

Conclusion
==========

The most important conclusion of this study is more accurate locating of defibrillators facilities. The results of the output precision evaluation obtained from these two algorithms verified the 27.36% superiority of PSO in presenting results that are more precise with greater convergence to reality. The proposed framework was developed by exact determination of weights using decision-making methods and by comparing the outputs of swarm intelligence methods with other methods such as genetic algorithm or neural networks. Furthermore, the data related to the reduction of mortality due to cardiac arrest following the use of cardiac rehabilitation defibrillators facilities can be efficiently applied to the process of determining of locations for these facilities and to the testing of the accuracy of the used methods.
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