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Variational quantum algorithms are a leading candidate for early applications on noisy
intermediate-scale quantum computers. These algorithms depend on a classical optimization outer-
loop that minimizes some function of a parameterized quantum circuit. In practice, finite sampling
error and gate errors make this a stochastic optimization with unique challenges that must be ad-
dressed at the level of the optimizer. The sharp trade-off between precision and sampling time in
conjunction with experimental constraints necessitates the development of new optimization strate-
gies to minimize overall wall clock time in this setting. We introduce an optimization method and
numerically compare its performance with common methods in use today. The method is a simple
surrogate model-based algorithm designed to improve reuse of collected data. It does so by esti-
mating the gradient using a least-squares quadratic fit of sampled function values within a moving
trusted region. To make fair comparisons between optimization methods, we develop experimentally
relevant cost models designed to balance efficiency in testing and accuracy with respect to cloud
quantum computing systems. The results here underscore the need to both use relevant cost models
and optimize hyperparameters of existing optimization methods for competitive performance. We
compare tuned methods using cost models presented by superconducting devices accessed through
cloud computing platforms. The method introduced here has several practical advantages in real-
istic experimental settings, and has been used successfully in a separately published experiment on
Google’s Sycamore device.
I. INTRODUCTION
With recent developments in quantum hardware, in-
cluding the ability to perform select tasks faster than
classical supercomputers [1], the push towards practical
applications on these devices has intensified. Variational
quantum algorithms are among the top candidates for
early applications on noisy intermediate-scale quantum
(NISQ) computers [2–4]. These algorithms can be used
to approximate ground energies of Hamiltonians or find
approximate solutions to discrete optimization problems.
A main component of these algorithms is the minimiza-
tion of some function of a parameterized quantum state,
where that function is measured using the quantum com-
puter. Commonly, the function is the expectation value
of a Hamiltonian, determined by the problem of interest.
The presence of sampling error and gate errors makes the
function stochastic, and the stochasticity due to sampling
error is fundamental to measuring the values on a quan-
tum device. The output of this stochastic function is fed
to a classical optimizer, and it is those optimizers and
constraints presented by real devices that we will focus
on here.
As the classical optimizers are at the core of varia-
tional quantum algorithms, their performance can dic-
tate the resources required to solve a problem directly.
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Non-linear optimization of continuous functions of the
type that exist in variational quantum algorithms are
commonplace in fields like machine learning, but quan-
tum systems offer unique trade-offs that must be con-
sidered to improve efficiency. Given the current focus
on these algorithms and the core role played by the op-
timizer, there have been a number of works evaluating
the performance of optimizers for different problems and
contexts. For example, at least two experimental im-
plementations of variational algorithms [2, 5] used the
Nelder-Mead simplex algorithm [6] to optimize the ob-
jective function. Other experimental implementations
[7–11] used algorithms including Simultaneous Pertur-
bation Stochastic Approximation (SPSA) [12], Bayesian
optimization [13], particle swarm optimization [14], di-
viding rectangles [15], and gradient descent. In addi-
tion, there have been a number of numerical investiga-
tions of optimization in the context of variational quan-
tum algorithms. Several of these studies introduce novel
heuristics and test them numerically on example prob-
lems [16–21]. Other work [22–27] has compared the
performance of methods including Nelder-Mead, limited-
memory Broyden-Fletcher-Goldfarb-Shanno, [28], Con-
strained Optimization By Linear Approximation [29],
Powell’s method [30], SPSA, RBFOpt [31], Stable Noisy
Optimization by Branch and Fit [32], Bound Optimiza-
tion by Quadratic Approximation [33], Mesh Adaptive
Direct Search [34], implicit filtering [35], and policy-
gradient-based reinforcement learning [36].
Despite the considerable body of work in evaluating
optimizers for use in variational algorithms, strikingly
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2few use cost metrics relevant to quantum experiments.
For example, it is common to evaluate a suite of opti-
mizers based on number of optimizer iterations required
for convergence to a local optima, using noiseless func-
tion evaluations. However, the inherent quantum nature
of the sampling procedure implies that the first iteration
could have taken an unbounded amount of experimen-
tal time in such a setup (noiseless evaluation), and hence
conclusions based on such studies may not be applica-
ble to experiments. A meaningful comparison of these
methods must treat the stochastic nature of the objec-
tive function and related costs in terms of experimental
time to solution to properly compare methods. In devel-
oping models, our focus here will be on superconducting
quantum computer accessed through a cloud computing
platform, though our models can be easily modified for
other architectures. It is important to account for param-
eters such as the sampling rate of the quantum processor,
the latency induced by communicating over the Internet,
and trade-offs in different algorithms’ performance. The
proper choice of optimizer ultimately depends on the de-
tails of the experiment constraints.
In consideration of constraints we did not find sat-
isfied in other methods, we introduce an optimization
algorithm termed Model Gradient Descent (MGD) and
numerically compare its performance under a cost model
that we develop against commonly used methods. In
particular, we target the tendency for local methods to
under-utilize the existing history of function evaluations.
We have successfully used this algorithm in an exper-
imental implementation of the Quantum Approximate
Optimization Algorithm [37] on a superconducting qubit
processor [38]. We perform systematic tuning of opti-
mizer hyperparameters before comparison for all meth-
ods, and measure performance using estimates of actual
wall clock time needed in a realistic experimental setting.
An interesting implication of the results is that hyperpa-
rameter tuning under the correct cost models is crucial
for performance in practice.
The outline of this work is as follows. We begin by
setting up the example problems we study, and describ-
ing in more depth the problem of developing efficient cost
models to allow comparison of methods in Section II. We
then categorize optimizers by their focus on determinis-
tic or stochastic functions, and describe the optimizers
as well as how their hyperparameters are tuned in Sec-
tion III. After this setup, we compare the performance of
optimizers numerically in Section IV using our developed
cost models. At a glance, our results highlight the im-
portance of different cost model features, how constraints
influence the optimal choice of optimizer, and the impor-
tance of hyperparameter optimization. Stochastic opti-
mizers with hyperparameters permitting varying levels of
noise in the objective are found to be generally more ro-
bust and efficient. Finally, we end with some concluding
thoughts in Section V.
II. PROBLEMS STUDIED AND COST MODELS
A. Problems studied
As the performance of an optimizer can be intimately
tied to the problem studied, it is important to look at
a range of problems in evaluating their relative perfor-
mance. As two of the most common areas studied in
variational quantum algorithms are combinatorial opti-
mization and ground state preparation of fermionic sys-
tems, we select these for our sample problems. Here we
aim to clarify the details of the systems, circuit ansatze,
and initial parameters modeled in our numerical tests.
While multi-modality of cost functions is an impor-
tant consideration in variational quantum algorithms, it
turns out that even optimization within a single convex
basin can be challenging enough to warrant independent
investigation due to constraints imposed by the quantum
device. To this end, we assume throughout that we have
knowledge of an initial guess which is in the convex vicin-
ity of a optimum and our goal is simply to converge to
that local optimum. Several strategies have been pro-
posed for choosing such an initial guess in contexts in-
cluding optimization and chemistry [16, 17, 23, 39].
1. Max-Cut on 3-regular graphs
The maximum cut problem (Max-Cut) is widely stud-
ied and known to be NP-hard. It has been used in
several previous experimental implementations of vari-
ational quantum algorithms [8, 38] and hence allows for
straightforward performance comparisons. The problem
is specified by an undirected graph on n vertices and the
goal is to label each vertex with either 0 or 1 in order to
maximize the number of edges whose vertices have dif-
ferent labels. This cost function is represented by the
Hamiltonian
C =
∑
〈i,j〉
1
2
(I − ZiZj), (1)
where Zj is the standard Pauli Z operator applied to
qubit j which is node j on the graph, and 〈i, j〉 ranges
over the edges of the graph. The goal is to find a com-
putational basis state that maximizes the Hamiltonian.
We use the Quantum Approximate Optimization Al-
gorithm (QAOA) [37] ansatz used to approximately solve
the Max-Cut problem on random 3-regular graphs. The
QAOA ansatz depends on the number of rounds, p > 0,
and is parameterized by 2p real numbers γ = (γ1, . . . , γp)
and β = (β1, . . . , βp). The ansatz is
|γ,β〉 = UB(βp)UC(γp) · · ·UB(β1)UC(γ1)|+〉⊗n, (2)
where
UC(γ) = e
−iγC , UB(β) = e−iβB , B =
n∑
i=1
Xi, (3)
3and |+〉⊗n is the uniform superposition of all 2n compu-
tational basis states.
For our numerics, we focus on a randomly chosen in-
stance to minimize the number of uncontrolled variables.
Moreover, for QAOA focusing on a single instance is
justified because the optimization landscape has been
shown to concentrate for different randomly chosen in-
stances [39]. To obtain an initial guess for this problem,
we classically computed a locally optimal parameter vec-
tor and then perturbed it with a uniformly random vector
of length 0.1. At p = 1 the optimal parameter vector had
a length of 0.462, and at p = 5, 1.285.
In our numerics we report the approximation ratio
〈γ,β|C|γ,β〉
Cmax
(4)
where Cmax = maxz〈z|C|z〉. The goal is to maximize this
value, which falls in the range [0, 1].
2. Sherrington-Kirpatrick model
Another model we consider is the Sherrington-
Kirkpatrick (SK) model [40], which is a canonical exam-
ple of a frustrated spin glass. It has been used in at least
one previous experimental implementation of variational
algorithms [38]. The Hamiltonian is given by
H =
∑
i<j
JijZiZj (5)
where Jij is selected uniformly at random from {−1, 1}.
We use the QAOA ansatz to approximate the solution of
this problem, by minimizing the expected cost.
Again, for our numerics we focus on a single randomly
generated instance, where generality of performance is
supported by concentration results in QAOA. As an ini-
tial guess for this problem, we classically computed a
locally optimal parameter vector and then perturbed it
with a uniformly random vector of length 0.1. At p = 1
the optimal parameter vector had a length of 0.452, and
at p = 5, 1.044.
For comparison between problems, we normalize en-
ergy values E to new values E′ by the formula
E′ =
E − Emax
Emin − Emax (6)
where Emin and Emax are the lowest and highest eigen-
values of the Hamiltonian, respectively. Thus we are in
fact maximizing this normalized energy value, which falls
in the range [0, 1].
3. Hubbard model
We study the task of approximating the ground state
energy of the 2-dimensional Hubbard model [41], a widely
studied model that has resisted exact solution for decades
in large size limits. It is believed to be relevant to under-
standing high-temperature superconductivity [42]. The
Hamiltonian of the Hubbard model is
H = −t
∑
〈i,j〉,σ
(a†i,σaj,σ + a
†
j,σai,σ)
+ U
∑
i
a†i,↑ai,↑a
†
i,↓ai,↓ (7)
= T + V (8)
= Th + Tv + V (9)
where the ai,σ are fermionic annihilation operators, 〈i, j〉
ranges over edges in the lattice, σ ∈ {↑, ↓} is a spin degree
of freedom, and we have split the sum into the hopping
term T and interaction term V . T is further decomposed
into sub-terms Th and Tv corresponding to horizontal
and vertical edges, respectively. We set t = 1 and U =
4 for our numerical experiments, which corresponds to
a regime of modest correlation ill-suited for mean-field
methods.
We use a “Hamiltonian variational” ansatz similar to
the one in ref. [16]. It is inspired by the idea of state
preparation via adiabatic evolution. Similar to QAOA,
our ansatz has a basic circuit repeated p times, but for
flexibility it is varied non-uniformly with respect to hop-
ping. The basic circuit has three parameters which we
call θh, θv, and θU , and it approximates a unitary of the
form
exp[−i(θhTh + θvTv + θUV )] (10)
The approximation is achieved using a second-order Trot-
ter step based on the fermionic swap network [43], in
which a swap network is used to apply the terms of the
Hamiltonian and then the same network is applied but
in reverse order. This is similar to the ansatz used in
ref. [16] but corresponds to a different ordering of terms.
In total there are 3p parameters.
We study the model at half-filling. Our numerics are
performed on the 2×2 system, which under standard en-
codings corresponds to an 8 qubit system. For our initial
state we use the ground state of the hopping term. This
state is easy to prepare on a quantum computer and is ex-
pected to be adiabatically connected to the ground state
of H for modest values of t/U . For our initial guess,
we set the parameters so that the ansatz circuit con-
sists of a sequence of second-order Trotter steps approxi-
mating the dynamics of the time-dependent Hamiltonian
H(t) = T + (t/A)V for t ∈ [0, A], where A = 0.1 · Up.
This choice is motivated by the idea of state preparation
via adiabatic evolution.
As with the Sherrington-Kirkpatrick model, we nor-
malize energy values E to new values E′ by the formula
E′ =
E − Emax
Emin − Emax (11)
where Emin and Emax are the lowest and highest eigen-
values of the Hamiltonian, respectively. Thus we are in
4fact maximizing this normalized energy value, which falls
in the range [0, 1].
B. Cost models
An essential element of developing and improving op-
timizers for variational algorithms is an accurate cost
model that respects the quantum nature of the prob-
lem and imperfections of the device. Studies that re-
strict evaluation of optimizers to abstract “number of
iterations” using perfect function queries can yield faulty
conclusions and hide the implication that a single func-
tion evaluation to that precision could have taken years
or more. A core challenge is the stochastic nature of the
function evaluation and shot limited precision in the esti-
mates. Moreover, imperfections in the device and imple-
mentation can complicate matters. Unfortunately, with-
out a quantum device, precise simulation of the impact
of noise can be prohibitively expensive, and so a balance
must be struck between accuracy and cost effectiveness of
the simulations to maximize applicability. Here we detail
how we construct our models to strike this balance.
We restrict our interest to minimizing the expected
energy of a HamiltonianH with efficient Pauli expansions
H =
∑
j αjPj (in the case of the Hubbard model (7), the
Jordan-Wigner Transformation [44] is applied to obtain
the Pauli expansion), so the objective function is
f(θ) = 〈θ|H|θ〉, (12)
where |θ〉 represents the ansatz state with parameters θ.
Most of the optimizers that we present results for use
queries to the objective function without any additional
kinds of queries, but we also present results for stochastic
gradient descent, which queries the gradient.
1. Objective function queries
The exact estimator used to query the objective func-
tion on the quantum device can take a wide variety of
forms depending on factors in the device and the prob-
lem of interest. At a glance, however, a query to the
objective function is often answered by measuring the
expectation values of the terms Pj and using the coeffi-
cients αj to form an estimate of f(θ). When simulated
in the most accurate way, the measurement of each in-
dividual term implies a variance the estimate which is
state dependent, and functions like a Bernoulli random
variable. Moreover, the variance of that measurement
can be influenced by parallel measurements being per-
formed, even when they commute [3]. Trade-offs in the
influences of these factors have lead to a spring of recent
research in developing more efficient estimators with a
given number of samples [45]. However, perfect emula-
tion of this process can be prohibitively expensive, even
in classical simulation of small systems, and hence it is
desirable to develop models of the process that strike a
good balance between accuracy and simulation cost so
that the full variational process can be simulated on a
range of systems.
In the cases of Max-Cut and the Sherrington-
Kirkpatrick model, the Hamiltonian is diagonal and all of
its terms can be measured simultaneously in one shot. In
our numerical experiments, we simulated these measure-
ments directly. However, for non-diagonal Hamiltonians
such as the Hubbard mode, we take a different strategy.
As there are many terms in the sum, which are typ-
ically evaluated by repeated and independent measure-
ment, a Gaussian random function query turns out to
be a good and extremely cost effective model. That is,
in our simulations a query to the objective function is
modeled as
f(θ) = 〈θ|H|θ〉+N (0, λ2/M) (13)
〈θ|H|θ〉 is evaluated exactly, N (µ, σ2) is a normal ran-
dom variable with mean µ and variance σ2, and M is
the number of repeated experiment repetitions. Here,
the variance is estimated using a known lower bound for
common measurement strategies, previously derived for
the general case
λ2 = (
∑
j
|αj |)2 (14)
which empirically we have observed to be loose when
compared with exact models, but qualitatively matches
the behavior and overestimates the number of measure-
ments by a factor of 2 in many cases. We note that a
wealth of other strategies have been developed to shrink
the effective variance for a fixed number of queriesM [45],
but we do not consider them in detail here. The depen-
dence of the variance of the estimate on the number of
samples represents a key trade-off we consider in many
algorithms here, as some optimizers can tolerate heav-
ier amounts of noise than others, and hence we take the
number of shots at each iterate to be an important hy-
perparameter. In our numerical experiments on the Hub-
bard model, we simulated queries by computing the ex-
act expectation value and then artificially adding noise
drawn from a normal distribution, using this bound to
determine the variance of the distribution for a specified
number of measurement shots.
2. Gradient queries
For optimizers that use analytic gradient queries, we
assume that queries to the gradient of the objective func-
tion are answered by applying the “parameter-shift rule”
[46–48]. This is a method of obtaining an unbiased esti-
mator of the gradient without using ancilla qubits, and
applies to ansatze of the form
|θ〉 = exp(−iθpAp) · · · exp(−iθ1A1)|ψ〉 (15)
5where for our purposes each Aj is a Hermitian sum of
commuting Pauli matrices. The technique exploits the
fact that if Aj has two eigenvalues ±r, then ∂f∂θj (θ) =
r(f(θ+) − f(θ−)) where θ+ is θ but with the j-th co-
ordinate equal to θj +
pi
4r and θ
− is θ but with the j-th
coordinate equal to θj − pi4r . If some parameters are con-
strained to be the same, then the derivative is obtained
by summing the results of this expression for each pa-
rameter; the number of objective function queries needed
is then two times the number of those parameters. If
Aj =
∑
k Pk for commuting Pauli operators Pk, then we
decompose exp(−iθjAj) =
∏
k exp(−iθjPk) and then ap-
ply the previous rule. Thus, the cost of evaluating the
partial derivative is proportional to the number of terms
in the sum, in a loose way. In practice, this sum is eval-
uated stochastically with a probability depending on the
weight of the term in the sum [49].
3. Wall clock time
Ultimately, one is interested in minimizing the amount
of time it takes to run a complete experiment to some
fixed precision. The models we develop here are meant
to capture this in a cost efficient way, without using a
wildly inaccurate proxy like mere “number of optimizer
iterations”. To this end, we not only consider the sam-
pling noise, but also constraints like latency concerns in-
herent to real experiments.
To estimate the running time of an experiment we de-
velop a model based on superconducting qubits [50, 51].
We also assume the user is executing the experiment
through a cloud computing service, potentially introduc-
ing network latency. We consider three scenarios regard-
ing network latency: zero latency, corresponding to the
optimizer running completely on the server side; circuit
batching, in which the user is allowed to send multiple
circuits to the service in one batch; and finally no cir-
cuit batching, where the user is only allowed to send one
circuit at a time.
The total running time of an experiment is equal to the
number of queries made times the amount of time it takes
to satisfy a single query. The time needed to satisfy a sin-
gle query can be split into the time Tsample used in sam-
pling circuits on the quantum processor, the time Tswitch
representing the overhead in switching between differ-
ent circuits, and Tcloud representing the latency in com-
municating over the Internet. We have Tsample = M/s
where M is the number of measurements made to satisfy
the query and s is the sampling rate of the processor;
Tswitch = r × c where r is the overhead in readying the
quantum processor to execute a circuit and c is the num-
ber of different circuits executed; and Tcloud = ` × c/b
where ` is the network round-trip time for communicat-
ing with the cloud server and b is the number of circuits
sent to the server in a single round of communication.
We use the values s = 105 Hz and r = 0.1 s. This
sampling rate has not yet been achieved experimentally
but is plausible assuming an order of magnitude or two
improvement in current capabilities is possible; a recent
experiment achieved a sampling rate of about 5×103 Hz
[1]. When including network latency, we set ` = 4.0 s;
this value is based on our own experience executing ex-
periments through an internal cloud interface. The value
of b depends on the details of the algorithm. We ignore
as negligible the time taken by the classical optimization
algorithm to select parameters for querying, as the opti-
mizers here use relatively simple classical updates.
III. OPTIMIZATION STRATEGIES
A. Choice of optimizers
A wide range of optimizers now exist for continuous,
non-linear optimizations, with different strengths and
weaknesses. One key element for consideration is the
stochastic nature of our objective function and its re-
lation to the number of measurements made for each
function evaluation. Some optimizers were designed with
noiseless (up to reasonable precision limits) function eval-
uations in mind, and are relatively unstable with respect
to even small amounts of noise. While one could insist
on a number of measurements that renders the function
evaluations essentially exact, this incurs a huge overhead
per iteration. We group algorithms into two categories,
distinguished by whether they have inherent hyperpa-
rameters that allow them to adjust their resilience to
noise. If an algorithm in practice requires that the in-
put be given to a fixed precision in order to be stable,
we term it deterministic. If it has a hyperparameter that
naturally allows it to accept more or less noise, we call it
stochastic.
The difference between the two classes can be subtle,
and depend on the details of implementation. For exam-
ple, a gradient descent implementation that makes use
of an exact line search can accidental rule out good re-
gions of space from small wobbles in a query value, and is
hence deterministic. However, if that sample implemen-
tation substitutes a fixed step with a learning rate, it is
not only more robust to noise, but that learning rate can
be adjusted to match noise levels in the objective queries.
Hence we term that a stochastic optimizer. Consider-
ing the costs of each with external hyperparameters (e.g.
number of measurements) and internal hyperparameters
(e.g. learning rate) tuned for optimal performance will
show us these trade-offs.
6Algorithm 1 Model Gradient Descent
Input: Initial point x0, learning rate γ, sample radius δ, sam-
ple number k, rate decay exponent α, stability constant
A, sample radius decay exponent ξ, tolerance ε, maximum
evaluations n
1: Initialize a list L
2: Let x← x0
3: Let m← 0
4: while (#function evaluations so far) + k does not exceed
n do
5: Add the tuple (x, f(x)) to the list L
6: Let δ′ ← δ/(m+ 1)ξ
7: Sample k points uniformly at random from the δ′-
neighborhood of x; Call the resulting set S
8: for each x′ in S do
9: Add (x′, f(x′)) to L
10: end for
11: Initialize a list L′
12: for each tuple (x′, y′) in L do
13: if |x′ − x| < δ′ then
14: Add (x′, y′) to L′
15: end if
16: end for
17: Fit a quadratic model to the points in L′ using least
squares linear regression with polynomial features
18: Let g be the gradient of the quadratic model evaluated
at x
19: Let γ′ = γ/(m+ 1 +A)α
20: if γ′ · |g| < ε then
21: return x
22: end if
23: Let x← x− γ′ · g
24: Let m← m+ 1
25: end while
26: return x
Overall, we investigated five different optimizers. Four
of these have been studied in past work, and the last one
is a surrogate model-based optimizer that we introduce
here. A surrogate model-based optimizer constructs a
model of the objective function using previously evalu-
ated points and uses the model to determine what points
to evaluate next. They are popular choices for the op-
timization of objective functions that are expensive to
evaluate or noisy (or both) [52, 53].
Listed briefly, the optimizers we study here are:
• Deterministic algorithms:
– The Nelder-Mead simplex method [6]. This
method has been used in previous theoretical
[22, 23] and experimental [2, 5] works on vari-
ational algorithms. We used the implementa-
tion from SciPy [54].
– Bounded Optimization By Quadratic Approx-
imation (BOBYQA) [33]. This is a surrogate
model based algorithm that uses an interpo-
lating quadratic model to approximate the ob-
jective function, and has been studied in a
previous work on variational algorithms [26].
We used the implementation from the Python
package Py-BOBYQA [53].
• Stochastic algorithms:
– Simultaneous Perturbation Stochastic Ap-
proximation (SPSA) [12]. This method has
also been used in previous theoretical [24] and
experimental [7] works on variational algo-
rithms. We used our own implementation.
– Stochastic gradient descent using analytic
gradient measurements obtained via the
“parameter-shift rule” [46–48].
– A new algorithm we call Model Gradient De-
scent (MGD). This is a surrogate model based
algorithm that uses a least-squares quadratic
model to estimate the gradient of the objective
function. We give pseudocode in Algorithm 1.
B. Model gradient descent
In this section we describe and motivate the design
choices of our new algorithm, Model Gradient Descent,
which is described in pseudocode in Algorithm 1. This is
a surrogate model based method which uses least-squares
regression to fit a quadratic model of the objective func-
tion. A key expense in variational quantum algorithms is
the evaluation of the function at different points, which is
costly due to the underlying variance. Hence, it would be
beneficial to reuse the history of point evaluations, rather
than to discard them at each iteration. For local opti-
mizations where iterates proceed gradually, it seems intu-
itive that this should be possible. Eventually, if one col-
lected enough points in a small enough region, it should
be possible to construct a surrogate model that is more
accurate than raw function evaluations at a fixed number
of measurements.
As a combination of this motivation and simplicity, we
use a least-squares fit to a quadratic function. However,
it is also clear that if the region of sampled points is too
large, the function may not be well approximated by a
quadratic, hence we use a trusted region of sample points,
which may be new or reused from previous iterates.
In each iteration, the algorithm samples a number of
points randomly from the vicinity of the current iterate.
It fits a quadratic model to these points and other pre-
viously evaluated points within the vicinity. Finally, the
algorithm uses the gradient of this quadratic model as
an approximation to the true gradient and performs gra-
dient descent. One may wonder why after building this
quadratic, trusted region model we did not use standard
trust-region solution techniques. We found empirically
that the quadratic model we built upon stochastic func-
tion evaluations had slightly negative hessian eigenval-
ues, which dictates in a standard trust region solution
method that the solution is on the exterior of the trust
region. This constant jumping to the exterior of the trust
region represented a sort of fundamental inefficiency un-
der stochastic functions. In contrast, the gradient of the
model, while stochastic, represented a reliable estimator
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FIG. 1. Optimization progress of SPSA in simulated ex-
periments on a Sherrington-Kirkpatrick model Hamiltonian
using two different hyperparameter settings: the ones used
by default in the implementation from the software package
Qiskit (Unoptimized), and ones that were found by searching
for good settings (Optimized). The solid line represents the
mean energy over 50 runs with different PRNG seeds, and the
shaded region represents a width of one standard deviation of
the mean. The dotted lines are 10 example trajectories. The
dotted gray line corresponds to the ansatz optimum. SPSA
fails to converge with the unoptimized hyperparameters.
that in conjunction with techniques like a fixed learning
rate, combined the increased accuracy of additional sam-
ples with the robustness of a stochastic gradient descent.
To enhance the performance and stability of the
method, we introduced several hyperparameters to our
algorithm. In particular, as the algorithm approaches
an optimum, decreasing the radius of the neighborhood
from which points are sampled is expected to give a more
accurate estimate of the gradient. Thus, we introduce a
hyperparameter ξ which controls the rate at which the
radius decreases. Furthermore, it may also be advanta-
geous to decrease the learning rate of the gradient de-
scent. Thus, we introduce hyperparameters α and A
which control the rate of this decrease. The details of
how these parameters enter can be found in the pseu-
docode outline of the algorithm.
C. Hyperparameter selection
Each optimizer we considered here has a number of hy-
perparameters, and empirically we noted that the choice
of these hyperparameters had a great impact on per-
formance. Strikingly, some optimizers that failed com-
pletely with out of the box settings became competi-
tive choices with even slight adjustments. Recalling that
many of the optimizers we consider are inherently deter-
ministic, one important hyperparameter external to all
methods is the number of measurement shots per energy
evaluation.
We tuned hyperparameters by grid search, and sepa-
rately for each problem class and ansatz depth consid-
ered. For each combination of hyperparameters consid-
ered in the search, we performed an optimization run
using the wall clock time model that includes network
latency and circuit batching. The optimal hyperparame-
ters were those that minimized time to convergence with
a precision target of 10−3. To avoid effects of overfitting,
we restricted consideration to single realizations, where
other runs are not further optimized within a problem
class. Note that the details of hyperparameter selection
has a significant an effect on the performance of the al-
gorithms. For example, choosing a more lenient preci-
sion requirement while still minimizing time to solution
leads to different performance characteristics on other
problems. See Appendix B for more details, including
descriptions of the hyperparameters.
As a simple demonstration of the importance of hyper-
parameter selection, we considered the performance on a
simple test case with two different hyperparameter set-
tings. Figure 1 shows the optimization progress of SPSA
in simulated experiments on a Sherrington-Kirkpatrick
model Hamiltonian with n = 8 and p = 1, using two dif-
ferent hyperparameter settings: the ones used by default
in the implementation from the software package Qiskit
[55], and ones that we optimized by searching for min-
imal time to solution with a fixed precision cutoff. De-
picted is the normalized energy versus wall clock time,
using the wall clock time model that includes network
latency and circuit batching. With tuned hyperparame-
ters, SPSA converges to the solution rapidly, and without
tuning it quite obviously does not. The erratic trajectory
when using the unoptimized default parameters can be
attributed to the fact that the initial learning rate of the
algorithm is set to a value over 100 times larger than
the optimized value. Hence, while SPSA is a powerful
stochastic method capable of dealing with variable func-
tion noise, this flexibility must be actively used to make
a proper comparison. Not taking advantage of this ca-
pability has led previous studies to conclude that SPSA
is not effective for these problems. This demonstrates
the importance of optimizing hyperparameters in mak-
ing a fair comparison between optimization algorithms,
and throughout this study we make an effort to tune all
methods under consideration.
IV. RESULTS
To increase the applicability of our results to experi-
ment, we consider both ideal and faulty operation of a
quantum device. In the first case, in order to isolate chal-
lenges pertaining only to sampling noise, we assume an
ideally functioning quantum computer, so that the only
source of stochasticity in the objective function is finite
sampling effects. In the other case, we modeled the effect
of gate rotation error as follows: each time the optimizer
queries the point θ, the objective function is evaluated
at the point θ + ε instead, where each component of
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FIG. 2. Wall clock time for optimization to achieve precision
1e-3 for the Sherrington-Kirkpatrick model at p = 1. Times
are averaged over 50 experiments with different PRNG seeds.
The black lines at the tips of the bars represent a width of one
standard deviation. The best choice of optimizer can depend
on the wall clock time model, with MGD and SGD benefiting
greatly from the ability to request execution of a batch of
circuits.
ε is chosen from the normal distribution with mean 0
and standard deviation ε (for some gate error level ε).
Since this model does not straightforwardly translate to
the calculation of gradients for SGD, we did not perform
simulations of gate error with SGD.
Each simulation we perform is characterized by four at-
tributes: the problem (3-regular Max-Cut, Sherrington-
Kirkpatrick, or Hubbard), the ansatz depth p, the choice
of optimizer, and gate error level ε (possibly 0). For each
set of attributes considered, we performed 50 statistically
independent simulations. For each numerical simulation
we performed, we estimate the wall-clock time of actu-
ally performing the experiment on a quantum computer
accessed through a cloud service using the various cost
models described in Section II B, and set a limit to the
total amount of time allowed. We are interested in how
quickly a given optimization algorithm converges to the
optimal energy to within a target precision. By “opti-
mal energy” we mean the energy of the ansatz state at
the nearest local optimum as determined from a classical
optimization of the noiseless objective function.
A. The case of p = 1 and no gate errors
First, we present the results of simulations with p = 1
and no gate errors. Figure 2 shows the wall clock time
for different optimizers to achieve precision 10−3 for the
Sherrington-Kirkpatrick model at n = 8 and p = 1. We
define this time to be the earliest time at which the cur-
rent and all future evaluated points have an approxima-
tion ratio or normalized energy close to the optimal value
to within 10−3. We show the results for the three differ-
ent wall-clock models described in Section II B: no net-
work latency, network latency present but with circuit
batching, and network latency present with no circuit
batching. Note that Nelder-Mead converged in only 44
out of 50 runs; the other algorithms converged in all of
them.
These results show that the proper choice of optimizer
depends on the situation. SPSA performed the best un-
der the wall clock time model with no latency, but was
outperformed by MGD, SGD, and BOBYQA under the
model that included latency and circuit batching. Under
the model that included latency but did not have circuit
batching, BOBYQA performed the best.
The importance of the wall clock time model, and in
particular the effect of network latency, is evident. In the
presence of network latency, MGD and SGD benefit much
more from circuit batching than the other algorithms do.
Both algorithms work by obtaining an estimate of the ob-
jective function gradient in each iteration. Circuit batch-
ing provides a benefit because multiple different circuits
are needed to estimate the gradient, and these circuits
can be sent over the network in one batch, reducing total
network latency costs. SPSA also estimates the gradient,
but it only uses 2 different circuits for that purpose. In
contrast, the hyperparameters of MGD were chosen so
that it used 10, while SGD used 72. Indeed, the plot
shows SGD benefiting from batching to a greater degree
than MGD.
As an illustration of the ability of the various optimiz-
ers to tolerate different amounts of variance in the ob-
jective function, we note that the optimal hyperparam-
eters dictates that SGD uses 1,000 measurement shots
per evaluations, MGD and SPSA use 5,000, Nelder-Mead
uses 25,000, and BOBYQA uses 125,000. This makes
clear our distinction between deterministic and stochastic
optimizers. While one can find external hyperparameter
settings that allow Nelder-Mead and BOBYQA to suc-
ceed, the lack of internal hyperparameters for noise tol-
erance means the number of measurements grows wildly.
In contrast, stochastic methods like MGD and SPSA can
find balanced settings using far fewer measurements per
point while remaining stable. In larger systems beyond
the scope of simulation, it may not be easy to a priori
determine the required measurements to make a deter-
ministic method stable, and hence the flexibility of natu-
rally stochastic methods is likely to be preferred. For all
cases, however, some amount of hyperparameter tuning
is a necessity for good performance.
B. The case of p = 5 and no gate errors
At p = 5 there are a greater number of parameters
to optimize. For the QAOA problems there are now 10
parameters, and for the Hubbard model there are 15.
Here we fixed the wall clock time model to the one that
includes network latency and circuit batching, and plot
the performance of the optimizers as a function of the
desired level of precision of convergence to the ansatz
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FIG. 3. Success probability and time to solution for varying levels of required precision at p = 5. Top: The probability of
converging (out of 50 trials) to the optimal value of the ansatz at the given precision. Bottom: The average wall clock time
the optimizer took to reach the given precision. Error bars represent 1 standard deviation. Time to solution is only reported if
the probability of convergence was at least 75% (dotted horizontal gray line). We see that Nelder-Mead and BOBYQA are the
least likely to converge and often the slowest to converge when they do succeed. Meanwhile, MGD has the highest probability
of converging as well as the fastest convergence times.
optimum. We present the results in Figure 3. The op-
timizers did not always converge within the time limit
we allowed (1,500 seconds for the QAOA problems and
24 hours for the Hubbard model). The top row depicts
the probability of convergence to the desired precision,
out of 50 runs. The bottom row depicts the average wall
clock time for convergence, with data plotted only if the
probability of convergence was at least 75%.
These simulations show that not only were Nelder-
Mead and BOBYQA the least likely to converge; they of-
ten the slowest to converge when they did succeed. Mean-
while, MGD and SPSA converged even at high levels of
precision, with MGD consistently converging the most
quickly in this regime. This is again a symptom of the
fragility of using deterministic optimizers in a stochas-
tic setting. Outside the regime of precise tuning, meth-
ods like Nelder-Mead and BOBYQA become unstable,
whereas even outside the regime of tuning, methods like
MGD and SPSA are able to succeed.
Note that the plots would look different if we had tuned
the hyperparameters with a different strategy. For ex-
ample, we tuned the hyperparameters to minimize the
time to convergence to a precision of 10−3. If we had
instead used a less precise cutoff, such as 10−2, then we
would expect the optimizers to converge faster to less
precise cutoffs, but perhaps more slowly or less robustly
to higher precision cutoffs at smaller ones. At a glance in
these figures, one can see remnants of the hyperparam-
eter selection cutoff. In Appendix B we highlight this
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FIG. 4. Probability of convergence as a function of gate error
level under a model of rotation error for the 3-regular graph
model. Shown is the probability, over 50 trials with different
PRNG seeds, of converging to within a precision of 5e-3, as a
function of gate error level. Error bars represent one standard
deviation. In this scenario, Nelder-Mead is the least resilient
to this noise, while MGD is the most.
effect with an example.
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C. The impact of rotation errors at p = 5
Finally, to understand the impact of gate error in addi-
tion to simple sampling noise, at p = 5 we consider gate
rotation errors as well. As described above, the model of
gate rotation error that we used does not simply translate
to SGD, so we do not include results for it. Again, we
fixed the wall clock time model to the one that includes
network latency and circuit batching. In running the op-
timization algorithms, we used the hyperparameters that
were optimized for the case of no gate errors.
Figure 4 shows the probability of convergence to a pre-
cision of 5×10−3 for the various optimizers as a function
of the gate error level ε, for the 3-regular graph model.
The results show that in this scenario, Nelder-Mead is
the least resilient to this type of noise, while MGD is the
most. SPSA also showed good noise resilience in other
scenarios; see Section A in the appendix for data for the
other models.
Note that for a given gate error level, algorithmic im-
provements can increase the success probability with re-
spect to the ideal solution only up to a certain point.
That is, beyond a certain level of noise, the device can-
not produce a more precise solution, and hence this is not
a failing of the optimizer but rather represents a device
limitation. We do not differentiate between these circum-
stances in the presented data, but merely note that it is
a consideration when defining probability of success.
V. CONCLUSION
Variational quantum algorithms are a promising can-
didate for execution on near-term quantum computers,
and a number of experimental demonstrations of these
algorithms have already been performed. These algo-
rithms rely on a classical optimization subroutine, and
hence the efficiency of these algorithms can be limited by
the performance of these optimizers. Here, we saw that
to accurately assess the performance of these optimiz-
ers, it is crucial to develop a good cost model, and tune
available hyperparameters to operational specifications.
Given the unique considerations of quantum systems,
we developed a new optimizer, MGD, to fill some of the
gaps of previous methods. We numerically compared its
performance with other popular alternatives, and found
it advantageous in several realistic settings. We also
probed how the cost model and presence of errors can
significantly impact the choice of optimizer in a practical
setting.
Now that quantum computers are coming online, ac-
cessing superconducting qubits through a cloud interface
is an scenario to consider. The latency of communicat-
ing over the Internet can cause large increases in run-
ning times, but this can be mitigated by circuit batching,
though the cost savings depends on the optimizer.
We also observed that inherently stochastic optimiz-
ers, such as MGD and SPSA, were more robust to vari-
ations in problems or setting once properly tuned. This
extended to situations where finite gate or circuit noise
was present. In contrast, while it was sometimes possi-
ble to make deterministic optimizers competitive through
careful tuning, these tunings were fragile with respect to
small variations in the problem or the introduction of
noise. Overall MGD’s tolerance of noise, ability to take
advantage of circuit batching, and good overall perfor-
mance make it a good candidate for actual experiments,
but the best optimizer can depend on the processor’s
wall-clock model, level of noise, number of parameters,
or the specific circuit ansatz.
In this work, we have shown how practical consider-
ations can significantly affect the calculus of choosing
an optimizer for running variational algorithms. Future
work will develop more accurate noise and cost mod-
els, and further development of optimizers can take these
unique considerations into account.
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Appendix A: Additional data
In Figure S1 we show a version of Figure 2 that also includes a plot for the 3-regular graph model. For the 3-regular
graph model, BOBYQA only converged in 34 out of 50 runs, so we exclude its data (there other algorithms converged
in at least 49 runs).
Figure S2 shows a version of Figure 4 that also includes plots for the Sherrington-Kirkpatrick and Hubbard models.
Figure S3 plots the final energy error of the optimizers as a function of the amount of gate rotation error present, at
p = 5. It shows that for the QAOA problems, MGD and SPSA clearly outperform the others when the final energy
error is required to be less than about 1e-2. For the Hubbard model, the optimizers do not differentiate as clearly.
Appendix B: Hyperparameter selection
Each algorithm we studied had hyperparameters and the choice of these hyperparameters had a great impact on
performance. We tuned hyperparameters by performing a grid search. For each combination of hyperparameters
considered in the search, we performed an optimization run using the wall clock time model that includes network
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FIG. S1. Version of Figure 2 that also includes a plot for the 3-regular graph model.
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FIG. S2. Version of Figure 4 that also includes plots for the Sherrington-Kirkpatrick and Hubbard models.
latency and circuit batching. The optimal hyperparameters were those that minimized time to convergence with a
precision target of 10−3. Note that this choice does have an effect on the performance of the algorithms; choosing a
more lenient precision target would give different results. To demonstrate this effect, we optimized hyperparameters
of SPSA for the Hubbard model for a precision target of 10−2 instead of 10−3. The results are shown in Figure S4.
As expected, the algorithm optimized for 10−2 performs better at larger precision cutoffs and worse at smaller ones.
Below, we describe the hyperparameters of these algorithms and the values that we searched through. For each
algorithm, we considered the number of measurement shots per energy evaluation to be a hyperparameter, and for
each algorithm we considered different sets of possible values between the QAOA and Hubbard model problems. In
the tables below, there is one line for the values considered for the QAOA problems, and one line for the values
considered for the Hubbard model. We include tables of the hyperparameters chosen by our grid search.
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FIG. S3. Final energy error as a function of gate error level (amount of gate rotation error), for p = 5. For each gate error
level and algorithm, the final error for the 50 runs with different PRNG seeds are plotted.
a. Nelder-Mead
The Nelder-Mead simplex method has a single additional hyperparameter which we call δ. This hyperparam-
eter affects the size of the initial simplex. Given an initial guess θ0, the algorithm constructs its initial simplex
(θ0,θ1, . . . ,θm), where m is the dimension of θ0, by defining θi to be equal to θ0 but with its i-th coordinate multi-
plied by 1 + δ. In Table S1 we show the hyperparameter values that we searched through. In Table S2 we show the
hyperparameters that were chosen by the search.
Hyperparameter Possible values
number of shots (QAOA) 5,000, 25,000, 125,000, 625,000
number of shots (Hubbard) 10,000, 100,000, 1,000,000, 10,000,000
δ (determines initial simplex size) 0.001, 0.002, 0.004, 0.008, 0.016, 0.032, 0.064, 0.128, 0.256, 0.512
TABLE S1. Hyperparameter selection for Nelder-Mead
Hyperparameter 3-reg (p=1) 3-reg (p=5) SK (p=1) SK (p=5) Hubbard (p=5)
number of shots 25,000 25,000 25,000 125,000 10,000,000
δ 0.128 0.064 0.064 0.256 0.256
TABLE S2. Optimized hyperparameters for Nelder-Mead
b. Bounded Optimization By Quadratic Approximation
The BOBYQA algorithm maintains a set of points (θ1, . . . ,θk) through which it fits an interpolating quadratic
model. In each iteration, it uses the model to predict a good point to go next, and incorporates that point into the
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FIG. S4. Success probability and time to solution for varying levels of required precision at p = 5, for SPSA on the Hubbard
model. Results are shown for two hyperparameter settings, optimized for two different precision cutoffs δ: 10−3 (dark colored)
and 10−2 (light colored). Top: The probability of converging (out of 50 trials) to the optimal value of the ansatz at the given
precision. Bottom: The average wall clock time the optimizer took to reach the given precision. Error bars represent 1 standard
deviation. Time to solution is only reported if the probability of convergence was at least 75% (dotted horizontal gray line).
model by replacing another point. The model is only assumed to be accurate within a ”trust region radius” ρ of the
most recently added point.
The value of k is a hyperparameter that can take values from {m+ 1, . . . , (m+ 1)(m+ 2)/2}. In an m-dimensional
optimization problem, it takes (m+ 1)(m+ 2)/2 points to fully determine a quadratic function. Thus, if k is smaller
than this value, there is some freedom in choosing the particular quadratic function. BOBYQA takes up this freedom
by minimizing the Frobenius norm of the difference between the Hessians of successive quadratic models. Instead
of using k directly as a hyperparameter, we defined a transformed hyperparameter α taking values from [0, 1] and
derived k from it using the formula k = b(m+ 1) + α[(m+ 1)(m+ 2)/2− (m+ 1)]c.
BOBYQA also has a hyperparameter we call ρ0 which is the trust region radius at the beginning of the algorithm.
In Table S3 we show the hyperparameter values that we searched through. In Table S4 we show the hyperparameters
that were chosen by the search.
Hyperparameter Possible values
number of shots (QAOA) 5,000, 25,000, 125,000, 625,000
number of shots (Hubbard) 10,000, 100,000, 1,000,000, 10,000,000
α (determines number of points to interpolate) 0.0, 0.2, 0.4, 0.6, 1.0
ρ0 (initial trust region radius) 0.01, 0.02, 0.04, 0.08, 0.16
TABLE S3. Hyperparameter selection for BOBYQA
16
Hyperparameter 3-reg (p=1) 3-reg (p=5) SK (p=1) SK (p=5) Hubbard (p=5)
number of shots 25,000 25,000 125,000 25,000 10,000,000
α 0.6 0.2 1.0 0.2 0.2
ρ0 0.04 0.16 0.08 0.16 0.04
TABLE S4. Optimized hyperparameters for BOBYQA
c. Stochastic gradient descent
SGD has two additional parameters, the learning rate γ and the decay rate β. These determine the update rule
that uses the current gradient gj to update the current point θj to the next point θj+1 as follows:
θj+1 = θj − γe−βjgj .
In Table S5 we show the hyperparameter values that we searched through. In Table S6 we show the hyperparameters
that were chosen by the search.
Hyperparameter Possible values
number of shots 1000, 5000, 10000, 20000, 40000
number of shots (Hubbard) 10,000, 100,000, 1,000,000, 10,000,000
γ (learning rate) 0.001, 0.002, 0.004, 0.008, 0.016, 0.032, 0.064, 0.128, 0.256
β (decay rate) 0.01, 0.02, 0.04, 0.08, 0.16, 0.32
TABLE S5. Hyperparameter selection for SGD
Hyperparameter 3-reg (p=1) 3-reg (p=5) SK (p=1) SK (p=5) Hubbard (p=5)
number of shots 1,000 1,000 1,000 1,000 10,000
γ 0.016 0.008 0.008 0.004 0.004
β 0.32 0.02 0.16 0.08 0.32
TABLE S6. Optimized hyperparameters for SGD
d. Simultaneous Perturbation Stochastic Approximation
SPSA estimates the gradient gj at point θj using the expression
gj,k =
f(θj + cj∆j)− f(θ − cj∆j)
2cj
·∆−1j,k
where ∆j is chosen in each iteration to be a vector whose entries are chosen to be plus or minus 1 with equal
probability and cj = c/j
γ where c and γ are hyperparameters called the perturbation size and perturbation decay
exponent, respectively. The new point θj+1 is calculated according to the update rule
θj+1 = θj − ajgj
where aj = a/(j + A)
α where a, α, and A are hyperparameters called the rate, rate decay exponent, and stability
constant, respectively.
In Table S7 we show the hyperparameter values that we searched through. Instead of trying every possible combi-
nation, we randomly picked 1000 combinations. In Table S8 we show the hyperparameters that were chosen by the
search.
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Hyperparameter Possible values
number of shots (QAOA) 5,000, 25,000, 125,000, 625,000
number of shots (Hubbard) 10,000, 100,000, 1,000,000, 10,000,000
a (rate) 0.005, 0.01, 0.02, 0.04, 0.08
c (perturbation size) 0.01, 0.02, 0.04, 0.08, 0.16
α (rate decay exponent) 0.1, 0.2, 0.4, 0.8
A (stability constant) 0, 50, 100, 200, 400
γ (perturbation decay exponent) 0.01, 0.02, 0.04, 0.08, 0.16
TABLE S7. Hyperparameter selection for SPSA
Hyperparameter 3-reg (p=1) 3-reg (p=5) SK (p=1) SK (p=5) Hubbard (p=5)
number of shots 1,000 25,000 25,000 25,000 1,000,000
a 0.08 0.04 0.005 0.01 0.01
c 0.16 0.01 0.02 0.02 0.02
α 0.4 0.8 0.2 0.8 0.8
A 200 50 50 100 100
γ 0.04 0.01 0.04 0.02 0.16
TABLE S8. Optimized hyperparameters for SPSA
e. Model gradient descent
The Model Gradient Descent algorithm and its hyperparameters are described in Algorithm 1. In our study we
re-parameterized the hyperparameter k, the sample number, in a similar way to how we re-parameterized the number
of interpolation points in BOBYQA. Instead of using k directly as a hyperparameter, we defined a transformed
hyperparameter η being a positive real number and derived k from it using the formula k = η · (m + 1)(m + 2)/2,
where m is the dimension of the optimization problem.
In Table S9 we show the hyperparameter values that we searched through. Instead of trying every possible combi-
nation, we randomly picked 1000 combinations. In Table S10 we show the hyperparameters that were chosen by the
search.
Hyperparameter Possible values
number of shots (QAOA) 5,000, 20,000, 80,000
number of shots (Hubbard) 10,000, 100,000, 1,000,000, 10,000,000
γ (rate) 0.01, 0.02, 0.04, 0.08, 0.16
δ (sample radius) 0.01, 0.02, 0.04, 0.08, 0.16
η (determines sample number) 0.3, 0.6, 0.9, 1.2
α (rate decay exponent) 0.1, 0.2, 0.4, 0.8
A (stability constant) 0, 50, 100, 200, 400
ξ (sample radius decay exponent) 0.01, 0.02, 0.04, 0.08, 0.16
TABLE S9. Hyperparameter selection for MGD
Appendix C: Initial state for the Hubbard model.
The 2× 2 Hubbard model has sites labeled as in Figure S5.
For a single spin, the single-particle energies of the hopping term are {-2, 0, 0, 2}, with corresponding creation
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Hyperparameter 3-reg (p=1) 3-reg (p=5) SK (p=1) SK (p=5) Hubbard (p=5)
number of shots 1,000 5,000 1,000 5,000 100,000
γ 0.08 0.01 0.16 0.16 0.01
δ 0.08 0.08 0.04 0.04 0.08
η 0.9 0.3 1.2 0.3 0.6
α 0.4 0.4 0.8 0.8 0.4
A 100 0 100 400 100
ξ 0.08 0.08 0.02 0.01 0.04
TABLE S10. Optimized hyperparameters for MGD
0 1
2 3
FIG. S5. Labeling of sites for 2× 2 model.
operators
b†0 =
1
2
(a†0 + a
†
1 + a
†
2 + a
†
3)
b†1 =
1√
2
(a†0 − a†3)
b†2 =
1√
2
(a†1 − a†2)
b†3 =
1
2
(a†0 − a†1 − a†2 + a†3)
The ground eigenspace is degenerate, and a ground state has the form 2∑
i,j=1
αijbi,↑bj,↓
b†0,↑b†0,↓|vac〉
Table S11 lists the choices for the coefficients αij that give states with the correct total spin (singlet).
Choice α1,1 α1,2 α2,1 α2,2
1 1 0 0 0
2 0 0 0 1
3 0 1/
√
2 1/
√
2 0
4 1/
√
2 0 0 1/
√
2
5 1/
√
2 0 0 −1/√2
TABLE S11. Coefficient choices for the 2× 2 Hubbard model ground state that give the correct total spin.
Of these, only choices 3 and 4 led to optimized energies that matched the true ground energy.
Appendix D: Optimization trajectories
Figure S6 shows the optimization progress of the different optimizers in a simulated experiment on the Sherrington-
Kirkpatrick model with n = 8 and p = 1 and no gate errors, with wall clock time measured using the cost model that
19
0 20 40 60 80 100 120
Time (s)
0.61
0.62
0.63
0.64
0.65
0.66
0.67
0.68
No
rm
al
ize
d 
en
er
gy
Nelder-Mead
BOBYQA
SGD
SPSA
MGD
FIG. S6. Optimization progress of the optimizers in a simulated experiment on a Sherrington-Kirkpatrick model Hamiltonian.
Depicted is the normalized energy versus wall clock time using the wall clock time model that includes network latency and
circuit batching. Our use of wall clock time for the x-axis enables a fair comparison to be made between realistic costs.
includes network latency and circuit batching. The energy plotted is the exact expectation value of the quantum state
obtained from the parameters being considered by the optimizer. The use of wall clock time for the x-axis enables a
fair comparison to be made between realistic costs. This plot illustrates some differences between how the optimizers
work. MGD, SGD, and SPSA generally show monotic progress towards the solution, as does BOBYQA once it has
queried enough points to construct its surrogate model. On the other hand, the points queried by Nelder-Mead do
not show monotonic progress.
