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A QUANTATIVE SOBOLEV REGULARITY FOR ABSOLUTE MINIMIZERS
INVOLVING HAMILTONIAN H(p) ∈ C0(R2) IN PLANE
PENG FA, QIANYUN MIAO AND YUAN ZHOU
Abstract. Suppose that H ∈ C0(R2) satisfies
(H1) H is locally strongly convex and locally strongly concave in R2,
(H2) H(0) = minp∈R2 H(p) = 0.
Let Ω ⊂ R2 be any domain. For any u absolute minimizer for H in Ω, or if H ∈ C1(R2)
additionally, for any viscosity solution to the Aronsson equation
AH [u] =
2∑
i,j=1
Hpi(Du)Hpj (Du)uxixj = 0 in Ω,
the following are proven in this paper:
(i) We have [H(Du)]α ∈ W 1,2
loc
(Ω) whenever α > 1/2 − τH(0); some quantative
upper bounds are also given. Here τH(0) = 1/2 when H ∈ C2(R2), and 0 <
τH(0) ≤ 1/2 in general.
(ii) IfH ∈ C1(R2), then the distributional determinant −detD2u dx is a nonnegative
Radon measure in Ω and enjoys some quantative lower/upper bounds.
(iii) If H ∈ C1(R2), then for all α > 1
2
− τH(0), we have
〈D[H(Du)]α, DpH(Du)〉 = 0 almost everywhere in Ω.
The idea of their proofs is as follows.
• When H ∈ C∞(R2) we observe a fundamental structural identify for the Aron-
sson operator AH , and a divergence formula of determinant matching with AH
perfectly. The two identity allow us to approximate absolute minimizers u for
H via e
1
ǫ
H -harmonic functions uǫ in suitable sense, and also establish analogue
properties of (i)&(ii) for uǫ uniformly in ǫ > 0, from which we conclude (i)-(iii)
for u.
• When H ∈ C0(R2) (or C1(R2)), we approximate H via smooth Hδ satisfying
(H1)&(H2) uniformly in δ ∈ (0, 1], and then approximate absolute minimizers
u for H via absolute minimizers uδ for Hδ in suitable sense, which allows us to
conclude (i)-(iii) for u from those for uδ.
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1. Introduction
Let H ∈ C0(Rn) be a Hamilton function which is convex and coercive (lim infp→∞H(p) = ∞).
Aronsson 1960’s initiated the study of minimization problems for L∞-functional
FH(u,Ω) = esssup
x∈Ω
H(Du(x)), Ω ⊂ Rn, u ∈W 1,∞loc (Ω);
see [2, 3, 4, 5]. It turns out that the absolute minimizer introduced by Aronsson is the correct notion
of minimizers for such L∞-functionals. A function u ∈W 1,∞loc (Ω) is an absolute minimizer for H in Ω
(write u ∈ AMH(Ω) for short) if
FH(u, V ) ≤ FH(v, V ) whenever V ⋐ Ω, v ∈W 1,∞loc (V ) ∩ C(V ) and u = v on ∂V .
If H ∈ C1(Rn) is convex and coercive, Aronsson derived the Euler-Lagrange equations for absolute
minimizers:
(1.1) AH [u] := 〈D[H(Du)],DpH(Du)〉 =
n∑
i,j=1
Hpi(Du)Hpj (Du)uxixj = 0 in Ω,
which are highly degenerate nonlinear elliptic equations. The equations (1.1) are called Aronsson
equations in the literature; in the special case 12 |p|2, (1.1) is the ∞-Laplace equation
(1.2) ∆∞u :=
1
2
〈D|Du|2,Du〉 =
n∑
i,j=1
uxiuxjuxixj = 0 in Ω.
By Crandall-Lions’ theory [14], viscosity solutions to (1.1) and (1.2) are defined; viscosity solutions
to (1.2) are called as∞-harmonic functions. In the seminar paper [30], Jensen identified∞-harmonic
functions with absolute minimizers for 12 |p|2. In general, by Crandall et al [19] and Yu [38] (see
also [10, 13, 28, 11, 8]) we know that absolute minimizers for H coincide with viscosity solutions to
Aronsson’s equation (1.1).
The existence and uniqueness of absolute minimizers for H (or viscosity solutions to (1.1) when
H ∈ C1(Rn)) have been well-studied in the literature. Given any bounded domain and continuous
boundary, Jensen [30] obtained the existence and uniqueness of ∞-harmonic functions; see also [9,
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17, 1, 34]. For general convex /coercive H ∈ C0(Rn), we refer to [10, 7] for the existence of absolute
minimizers. Assuming additionally that H−1(minH) has empty interior, Armstrong et al [8] obtained
their uniqueness; see also Jensen et al [31] when H ∈ C2(Rn), and [7, 17] when H is a Banach norm.
The regularity of absolute minimizers then becomes the main issue in this field. Note that, by
the definition, absolute minimizers for H are always locally Lipschitz, and hence differentiable almost
everywhere. The study of their possible regularity beyond these attracts a lot of attention in the
literature for its theoretic difficulty and also potential applications in other fields.
In the special case H(p) = 12 |p|2, as indicated by Aronsson’s infinity harmonic function x
4/3
1 − x4/32
in whole Rn (see [6]), the best possible regularity of infinity harmonic functions is C1,1/3 ∩ W 2,tloc
with 1 ≤ t < 3/2, which is expected and also conjectured to be true. Towards this conjecture, the
following important progresses were made. Crandall-Evans [15] obtain their linear approximation
property. For planar ∞-harmonic functions u, their interior C1-regularity was proved by Savin [35],
the interior C1,α-regularity by Evans-Savin [22] and the boundary C1-regularity by Wang-Yu [37];
moreover, Koch et al [32] proved that |Du|α ∈W 1,2loc for all α > 0 with quantative upper bounds, which
is sharp as α→ 0, and also proved that the distributional determinant − detD2u dx is a nonnegative
Radon measure enjoying some lower and upper bounds. When n ≥ 3, Evans-Smart [23, 24] obtained
the everywhere differentiability of ∞-harmonic functions.
Assuming that H ∈ C2(Rn) is locally strongly convex (see the end of Section 1.1), Wang-Yu [36]
obtained their linear approximation property, and when n = 2, the interior C1-regularity. Moreover,
when H ∈ C0(Rn) is strictly convex, Yu [39] (even where some stronger assumptions for H are
stated) essentially proved that absolute minimizers enjoy the linear approximation property. On the
other hand, under H ∈ C1(Rn) Katzourakis [33] showed that, to get C1-regularity of all absolute
minimizers, it is necessary to assume that H is not a constant in any line segment.
For general H ∈ C0(Rn), we plan to understand the regularity of absolute minimizers in a series of
papers. Precisely, in [26], if H ∈ C0(Rn) is convex and coercive, a regularity criteria is established: H
is not a constant in any line segment if and only if absolute minimizers forH have linear approximation
property at each point, moreover when n = 2, if and only if absolute minimizers for H has interior C1-
regularity. In [27], if n ≥ 3 and H ∈ C0(Rn) is locally strongly convex/concave, we show that absolute
minimizers for H are differentiable everywhere. In the current paper, if n = 2 and H ∈ C0(R2) is
locally strongly convex/concave, we establish a Sobolev regularity (involving second order derivatives)
for absolute minimizers; ifH ∈ C1(R2) additionally, we prove their determinant are nonpositive Radon
measure; see Section 1.1 for details. Moreover, in the forthcoming paper we are going to consider
their possible interior C1,α-regularity.
For reader’s convenience, we recall that H ∈ C0(R2) is locally strongly convex if for any convex
set U ⊂ R2, there exists λ > 0 such that H(p)− 12λ|p|2 convex in U . Similarly, H ∈ C0(R2) is locally
strongly concave if for any convex set U ⊂ R2, there exists Λ > 0 such that 12Λ|p|2 −H(p) is convex
in U . Note that H(p) ∈ C1,1(Rn) implies that H is locally strongly concave.
1.1. Main results. First we have the following quantative Sobolev regularity of absolute minimizers.
Theorem 1.1. Suppose that H ∈ C0(R2) satisfies the assumptions:
(H1) H is locally strongly convex/concave;
(H2) H(0) = minp∈R2 H(p) = 0.
Let Ω ⊂ R2 be any domain. For any u ∈ AMH(Ω) or, if H ∈ C1(R2) additionally, for any viscosity
solution u ∈ C0(Ω) to the equation (1.1), we have
[H(Du)]α ∈W 1,2loc (Ω) whenever α ≥ 1/2, and
[H(Du)]α ∈W 1,2loc (U) whenever U ⋐ Ω and 1/2 − τH(‖H(Du)‖L∞(U)) < α < 1/2;
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moreover, for any U ⋐ Ω and any α > 1/2 − τH(‖H(Du)‖L∞(U)), we have∫
V
|D[H(Du)]α|2 dx ≤ Cα
2(α+ 1)
[α+ τH(‖H(Du)‖L∞(U))− 12 ]2
[
ΛH(‖H(Du)‖L∞(U))
λH(‖H(Du)‖L∞(U))
]2
× 1
[ dist (V, ∂U)]2
∫
U
[H(Du)]2α dx(1.3)
The constant C here is absolute.
We refer to Section 1.2 for definitions of the auxiliary functions λH , ΛH and τH used above. Note
that τH : [0,∞)→ (0, 1/2] is decreasing and right continuous, and when H ∈ C2(R2), τH(0) = 1/2.
Next, as a consequence of Theorems 1.1 and the C1-regularity of absolute minimizers in Theorem
B.8, we have the following result.
Corollary 1.2. Suppose that H ∈ C0(R2) satisfies (H1)&(H2). Let Ω ⊂ R2 be any domain. For any
u ∈ AMH(Ω), or if H ∈ C1(R2) additionally, for any viscosity solution u ∈ C0(Ω) to (1.1), we have
[H(Du)]α ∈W 1,2loc (Ω) whenever α > 1/2 − τH(0).
In particular, if H ∈ C2(R2), then [H(Du)]α ∈W 1,2loc (Ω) whenever α > 0; if H ∈ C2(R2) and H1/2
is convex, then (1.3) holds with τH ≡ 1/2 whenever α > 0.
Moreover, if H ∈ C1(R2) satisfies (H1)&(H2), we obtain the following properties of the distribu-
tional determinant and the Aronsson equation. Recall that for any v ∈ C∞(U), its distributional
determinant is given by
−
∫
U
detD2vφ dx =
1
2
∫
U
[−vxivxjφxixj + |Dv|2φxixi ] dx ∀φ ∈ C2c (U).
Theorem 1.3. Suppose that H ∈ C1(R2) satisfies (H1)&(H2). Let Ω ⊂ R2 be any domain. For any
u ∈ AMH(Ω), equivalently, any viscosity solution u ∈ C0(Ω) to (1.1), we have the following:
(i) The distributional determinant −detD2u dx is a nonnegative Radon measure satisfying that
− detD2u dx ≥ 4 τH(‖H(Du)‖L∞(U))
ΛH(‖H(Du)‖L∞(U))
|D[H(Du)]1/2|2 dx
and ∫
V
−detD2u dx ≤ C 1
[ dist (V, ∂U)]2
∫
U
|Du|2 dx ∀ V ⋐ U ⋐ Ω.
The constant C here is absolute.
(ii) If U = Ω and α ≥ 1/2 − τH(0), then
(1.4) 〈D[H(Du)]α,DpH(Du)〉 = 0 almost everywere in Ω.
1.2. Auxiliary functions λH , ΛH , τ˜H and τH and some remarks. To characterize the con-
vexity/concavity of H quantatively, we introduce two interesting auxiliary functions λH and ΛH .
Moreover, we introduce auxiliary functions τH used above and τ˜H used later, which arise naturally
from the core identities (2.7), (1.8)&(1.10) (see also Lemmas 2.1&2.2 and Theorem 2.3) below. For
their properties needed in this paper we refer to Appendix A.
For H ∈ C0(R2) satisfying (H1)&(H2), we set
λH(R) := sup
ǫ>0
inf
{
λ > 0 : H(p)− λ
2
|p|2 is convex in H−1([0, R + ǫ))
}
∀R ≥ 0,
and
ΛH(R) := inf
ǫ>0
sup
{
Λ > 0 :
Λ
2
|p|2 −H(p) is convex in H−1([0, R + ǫ))
}
∀R ≥ 0.
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By definitions, λH is a decreasing right-continuous function in [0,∞), and ΛH is an increasing and
right-continuous function in [0,∞). We always have 0 < λH ≤ ΛH <∞ in [0,∞).
For H ∈ C2(R2) satisfying (H1)&(H2), we set
(1.5) τ˜H(0) :=
1
2
and τ˜H(p) :=
H(p)
〈[D2ppH(p)]−1DpH(p),DpH(p)〉
∀p ∈ R2 \ {0}.
By Lemmas A.2, one always has τ˜H ∈ C0(R2). We also set
(1.6) τH(R) = inf
H(p)≤R
τ˜H(p) ∀R ≥ 0.
By Lemma A.7, we know τH(0) = 1/2 and τH ∈ C0([0,∞)) is decreasing.
For H ∈ C0(R2) satisfying (H1)&(H2), we define
(1.7) τH(R) := sup
ǫ>0
lim sup
δ→0
τHδ (R+ ǫ) = sup
ǫ>0
lim sup
δ→0
inf
Hδ(p)≤R+ǫ
τ˜Hδ(p) ∀R ≥ 0,
where {Hδ}δ∈(0,1] is a standard smooth approximation of H as given by (A.1) in Appendix A. Since
Hδ ∈ C∞(R2) satisfies (H1)&(H2) (see Lemma A.3), both of τHδ and τ˜Hδ appeared in (1.7) are given
by (1.5). By Remark A.6, the definitions of τH given in (1.6) and (1.7) coincide wheneverH ∈ C2(R2).
By Lemma A.7, τH is a decreasing and right-continuous function in [0,∞), and moreover,
1
2
[
λH
ΛH
]2
≤ τH ≤ 1
2
in [0,∞).
Finally, we give three remarks.
Remark 1.4. In the special case H(p) = 12 |p|2, Theorems 1.1&1.3 and Corollary 1.2 are exactly the
same as [32, Theorems 1.1&1.2]. Moreover, Koch et al [32] observe that |Du|α ∈ W 1,2loc (Ω) is sharp
as α → 0 since log |Dw| /∈ W 1,2loc (R2) for the ∞-harmonic function w(x) = x4/31 − x4/32 in R2. This
also shows that, for general H, we can not expect that log[H(Du) + c] ∈W 1,2loc (Ω) where c > 0 is any
constant. In this sense, [H(Du)]α ∈ W 1,2loc (R2) for α > 0 given in Corollary 1.2 is asymptotic sharp
when α→ 0.
Remark 1.5. By some necessary modifications of the statements, we may remove the assumption
(H2) from the assumptions in Theorems 1.1&1.3 and also Corollary 1.2. Indeed, suppose that H˜ ∈
Ck(R2) with k ≥ 0 satisfies (H1). Thanks to the locally strongly convexity, H˜ reaches its minimal
cH˜ at a unique point p
H˜ ∈ R2. Write H(p) = H˜(p + pH˜)− cH˜ ∀p ∈ R2. Then H ∈ Ck(R2) satisfies
(H1)&(H2). Set λH˜ = λH , ΛH˜ = ΛH and τH˜ = τH , where λH , ΛH and τH are defined in Section 1.2.
Note that u˜ ∈ AM
H˜
(Ω) if and only if u = u˜−〈pH˜ , ·〉 ∈ AMH(Ω); moreover, H˜(Du˜)− cH˜ = H(Du)
and − detD2u = − detD2u˜. In the case k = 0, Theorem 1.1 holds for H and u if and only if it holds
for H˜ and u˜ with all H(Du) replaced by [H˜(Du˜) − cH˜ ]. In the case k = 1, Theorem 1.3 holds for
H and u if and only if it holds for H˜ and u˜ with all H(Du) replaced by [H˜(Du˜)− cH˜ ] and |Du|2 by
|Du˜ − pH˜ |2. In the case k = 2, Corollary 1.2 holds for H and u if and only if it holds for H˜ and u˜
with all H(Du) replaced by [H˜(Du˜)− c
H˜
], and H1/2 by [H˜ − c
H˜
]1/2.
Remark 1.6. We only need to prove Theorem 1.1 when H ∈ C0(R2) satisfies (H2) and
(H1’) H is strongly convex and strongly concave, that is, 0 < λH(∞) ≤ Λ∞(∞) < ∞, where
λH(∞) := limR→∞ λH(R) and Λ∞(∞) := limR→∞ ΛH(R).
Indeed, suppose that H ∈ C0(R2) satisfies (H1)&(H2). Let Ω ⊂ R2 be any domain and u ∈ AMH(Ω).
To obtain Theorem 1.1, we only need to prove that [H(Du)]α ∈ W 1,2loc (U) and (1.3) hold for any
U ⋐ Ω and α > 1/2 − τH(‖H(Du)‖L∞(U)). To this end, fix arbitrary U ⋐ Ω. Let U ⋐ U˜ ⋐ Ω and
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note ‖H(Du)‖L∞(U˜) <∞. Letting R := ‖H(Du)‖L∞(U˜) +1, by Lemma A.8 there exists H˜ ∈ C0(R2)
satisfying (H1’)&(H2) such that H˜ = H in H−1([0, R + 1]), τH = τH˜ , λH = λH˜ and ΛH = ΛH˜ in
[0, R+1). Since u ∈ AMH˜(U˜), we only need to prove that [H˜(Du)]α ∈W 1,2loc (U) and (1.3) holds with
H˜ replaced by H whenever α > 1/2 − τ
H˜
(‖H˜(Du)‖L∞(U)).
By Lemma A.8 and similar reason as above, we only need to prove Theorem 1.3 when H ∈ C1(Rn)
satisfies (H1’)&(H2), and Corollary 1.2 when H ∈ C0(Rn) satisfies (H1’)&(H2).
1.3. Organization and ideas of proofs. This paper is organized as follows. In Appendix A we give
several properties of auxiliary functions which we need, and in Appendix B we collect some properties
of absolute minimizers used in this paper. Sections 2-4 are devoted to the proofs of Theorems 1.1&1.3
when H ∈ C∞(R2) satisfies (H1’)&(H2), but some tedious proofs/calculations in Sections 2&3 are
postponed to Section 7. In Sections 5-6, we prove Theorem 1.1 (resp. 1.3) and Corollary 1.2 when
H ∈ C0(R2) (resp. H ∈ C1(R2)) satisfies (H1’)&(H2). Note that from this and Remark 1.6, we
conclude Theorem 1.1 (resp. 1.3) and Corollary 1.2 for general H ∈ C0(R2) (resp. H ∈ C1(R2))
satisfying (H1)&(H2)
In the sequel of this paper (except in the Appendix) we always assume that H ∈ C0(R2) satisfies
(H1’)&(H2). The ideas of the proofs for Theorems 1.1&1.3 and Corollary 1.2 are sketched as below.
Step 1. Assuming that H ∈ C∞(R2) satisfies (H1’)&(H2), we prove Theorems 1.1&1.3. The
proofs are partially motivated by the approach developed by [32] in the special case 12 |p|2, which is
based on a structural identity of ∞-Laplace operator ∆∞ and the well-known divergence formula for
determinant; see (2.7)&(2.8) in Section 2.4. Since H does not have Hilbert structure in general, the
algebraic and geometric structures of Aronsson operator AH are much more complicated than those
of ∆∞, there are several essential and also technical difficulties to prove Theorem 1.1&1.3.
The first difficulty is to understand the fundamental structure of the Aronsson operator AH and
its connection with determinant. Fortunately, in Section 2.1 we overcome this difficulty by building
up a structural identity for AH in plane:
(−detD2v)〈[D2ppH(Dv)]∗DpH(Dv),DpH(Dv)〉(1.8)
= 〈D2ppH(Dv)D[H(Dv)],D[H(Dv)]〉 − div[DpH(Dv)]AH [v] ∀v ∈ C∞,
where (D2ppH)
∗ is the adjoint matrix of D2ppH; see Lemma 2.1. Moreover, we derive in Lemma 2.2 a
divergence formula of the determinant:
2(− detD2v)[detD2ppH(Dv)](1.9)
= div
{
D2ppH(Dv)D[H(Dv)] − div[DpH(Dv)]DpH(Dv)
}
∀v ∈ C∞
which turns out to match with AH in a perfect way. See Section 2.4 for some motivations.
The above identities (1.8)&(1.9) lead us to consider the e
1
ǫ
H -harmonic equations in Sections
2.2&2.3:
div
[
e
1
ǫ
H(Dv)DpH(Dv)
]
=
1
ǫ
e
1
ǫ
H(Dv) {AH [v] + ǫ div[DpH(Dv)]} = 0 in U,
which was originally suggested by Evans [20]. If uǫ ∈ C∞(U) is an e 1ǫH -harmonic function, from the
key (1.8) and another key fact that τ˜H(0) = 1/2 and τ˜H ∈ C0(R2) we derive the following useful
identity in Theorem 2.3:
[− detD2uǫ][detD2ppH(Duǫ)] = 4τ˜H(Duǫ)〈D2ppH(Duǫ)D[H(Duǫ)]1/2,D[H(Duǫ)]1/2〉(1.10)
+ τ˜H(Du
ǫ)
ǫ(div[DpH(Du
ǫ)])2
H(Duǫ)
a. e. in U .
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Note that to get this, a careful/tedious analysis of the vanishing set of Duǫ is required. By this and
applying (1.9) for − detD2uǫ, we obtain the following quantative estimates in Lemmas 2.5–2.7 (whose
proofs are postponed to Section 7):
• a quantative W 1,2(V )-estimate for [H(Duǫ) + σ]α via ‖H(Du)‖L2(W ) and error terms for any
V ⋐ W and α > 1/2 − τH(‖H(Du)‖L∞(W )), where σ = 0 when α ≥ 1/2 and σ > 0 when
α < 1/2;
• a similar W 1,2(V )-estimate for e 1ǫH(Duǫ);
• an integral flatness estimate for uǫ, that is, for any linear function F , the L2(12B)-norm of
〈DpH(Duǫ),Duǫ −DF 〉 is bounded via (uǫ−Fr )2 for all balls B ⋐ U .
In Section 3, let u be a viscosity solution to (1.1) in Ω ⋐ R2. Let U ⋐ Ω be a smooth domain, for
ǫ ∈ (0, 1], consider the Dirichlet problem
div[e
1
ǫ
H(Dv)DpH(Dv)] = 0 in U ; v|∂U = u|∂U .
By the arguments of Evans [20] and [25], there is a unique solution uǫ ∈ C∞(U)∩C(U) to the above
Dirichlet problem and, uǫ → u in C(U) as ǫ → 0; see Theorem 3.1. We next show in Theorem 3.2
that
(1.11) lim sup
ǫ→0
‖H(Duǫ)‖L∞(V ) ≤ ‖H(Du)‖L∞(U) ∀ V ⋐ U,
which is crucial for us to obtain the range of α in Theorem 1.1&1.3. To prove this, denote by σǫ as the
normalization of e
1
ǫ
H(Duǫ) and by φ a cut-off function for V . Using the W 1,2loc -estimates of e
1
ǫ
H(Duǫ)
in Lemma 2.5, we derive some quantative estimates for ‖σǫφ2k+1‖
L2k+1 (U)
in Lemma 3.3&3.4, whose
proofs are postponed to Section 7. This allows us to prove (1.11) via a Moser type iteration similar
to that of Evans. Note that the approach based on maximal principle in [24] is not enough to get
(1.11); see Remark 3.5.
Moreover, from W 1,2(V )-estimates of [H(Duǫ)]α in Lemma 2.6 and the integral flatness of uǫ in
Lemma 2.7, we deduce the following uniform estimates and convergence in Theorems 3.6&3.7:
• when α ≥ 1/2, [H(Duǫ)]α ∈W 1,2(V ) uniformly in ǫ ∈ (0, 1]; when 1/2−τH (‖H(Du)‖L∞(U)) <
α < 1/2, lim infǫ→0 ‖[H(Duǫ) + σ]α‖L2(V ) is bounded uniformly in σ ∈ (0, 1].
• when α ≥ 1/2, [H(Duǫ)]α → [H(Du)]α in Ltloc (U) for all t ≥ 1 and weakly in W 1,2loc (U) as
ǫ → 0; while when 1/2 − τH(‖H(Du)‖L∞(U)) < α < 1/2, [H(Duǫ) + σ]α → [H(Du)]α in
Ltloc (U) for all t ≥ 1 and weakly in W 1,2loc (U) as ǫ→ 0 and σ → 0 in order. Moreover, uǫ → u
in W 1,tloc (U) for all t ≥ 1 as ǫ→ 0.
From these uniform estimates and convergence, in Section 4 we conclude Theorems 1.1& 1.3. We
also deduce in Lemma 4.1 an integral flatness of u from the integral flatness of uǫ in Lemma 2.7 and
the local Sobolev convergence of uǫ above.
Step 2. Assuming that H ∈ C0(R2) (resp. H ∈ C1(R2)) satisfies (H1’)&(H2), we prove Theorem
1.1 (resp. 1.3) and Corollary 1.2. Since (1.8), (1.9) and e
1
ǫ
H -harmonic functions are not well-
understood in this generality, the approach in Step 1 is not enough to prove Theorems 1.1&1.3 New
ideas are needed. Instead of Evans’ approximation, we consider another approximation approach.
Precisely, let {Hδ}δ∈(0,1] be the smooth approximation of H given in Appendix A. ThenHδ ∈ C∞(R2)
satisfies (H1’)&(H2) uniformly. Given any u ∈ AMH(Ω) and U ⋐ Ω, let
uδ ∈ C0(U) ∩AMHδ (U) with uδ = u on ∂U .
In Theorem 5.1 we show that uδ → u in C0(U ) and moreover,
(1.12) lim
δ→0
‖Hδ(Duδ)‖L∞(U) ≤ ‖H(Du)‖L∞(U).
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Since Theorem 1.1&1.3 and the flatness estimate in Lemma 4.1 hold for Hδ and uδ, using (1.12)
we obtain the following uniform estimates and convergence in Theorems 5.3& 5.4:
• there is a sequence {δj}j∈N which converges to 0 such that for α > 1/2− τH(‖H(Du)‖L∞(U)),
[Hδj (Duδj )]α ∈W 1,2loc (U) uniformly in j ≥ jα.
• For any α > 1/2−τH(‖H(Du)‖L∞(U)), [Hδj (Duδj )]α → [H(Du)]α in Ltloc (U) for all t ≥ 1 and
weakly in W 1,2loc (U) as j → ∞. If H ∈ C1(R2) additionally, uδj → u in W 1,tloc (U) in Ltloc (U)
for all t ≥ 1 as j →∞.
From these uniform estimates and convergence, and Lemma A.8, in Section 6 we conclude Theorems
1.1&1.3. We also conclude Corollary 1.2 from Theorem B.8 and Theorem 1.1.
1.4. Some conventions. In this paper, let C0(E) be the set of continuous functions in a set E ⊂ R2.
For α ∈ (0, 1], denote by C0,α(K) the set of all α-order Ho¨lder functions in a compact set K ⊂ R2,
and by C0,α(U) all functions in an open set U ⊂ Rn which belong to C0,α(K) for any compact
set K ⊂ U . For k ≥ 1, Ck(U) is the set of all functions whose k-order derivative in C0(U), and
C∞(U) = ∩k≥1Ck(U). For 0 ≤ k ≤ ∞, Ckc (U) consists of all Ck(U)-functions with compact supports.
For t ∈ [1,∞] denote by Lt(U) the t-th integrable Lebesgue space, and by Ltloc (U) the class of
functions which belong to Lt(V ) for any V ⋐ U . Denote by W 1,t(U) (resp. W 1,tloc (U)) the set
of all functions whose 1-order distributional derivatives are in Lt(U) (resp. Ltloc (U)). Note that
C0,1(U) =W 1,∞loc (U).
In this paper, we write Dv := (vxi)
n
i=1 with vxi =
∂v
∂xi
when v ∈ C1(U), and D2v := (vxixj )ni,j=1
with vxixj =
∂2v
∂xi∂xj
when v ∈ C2(U). When v ∈ L1loc (U), we explain these notions in distributional
sense. We also write DpH = (Hpi)
n
i=1 with Hpi =
∂H
∂pi
when H ∈ C1(Rn), and D2ppH = (Hpipj)ni,j=1
and Hpipj =
∂2H
∂pi∂pj
when H ∈ C2(Rn).
For two vectors a = (ai)
n
i=1 and b = (bi)
n
i=1, write 〈a, b〉 =
∑n
i=1 aibi, and by Einstein summation
convention we also write
∑n
i=1 aibi as aibi. The notion V ⋐ U means that both of V,U are open set, V
is bounded and V ⊂ U . Moreover, we write C as an absolute constant, or an constant independent of
the main parameters when there is no confusion, moreover, write C(a, b, ..) as a constant depending on
the parameters a, b, · · · . For a measurable set E ⊂ with |E| > 0 and we write −∫E f dx = 1|E| ∫E f(x) dx.
2. Structural identities and apriori estimates when H ∈ C∞(R2)
Suppose that H ∈ C∞(R2) satisfies (H1’)&(H2) in this section.
In Section 2.1, we build up a fundamental structural identity for AH (see Lemma 2.1), and a
divergence formula of − detD2v matching with AH perfectly (see Lemma 2.2). See Section 2.4 for
some ideas/motivations to find the two identities.
In Sections 2.2&2.3, applying Lemma 2.1, we conclude a key identity connecting − detD2uǫ,
div [DpH(Du
ǫ)] and D[H(Duǫ)]1/2 via τ˜H for any e
1
ǫ
H -harmonic function uǫ ∈ C∞(U); see The-
orem 2.3. Via this and Lemma 2.2 we derive W 1,2loc -estimates of [H(Du
ǫ) + σ]α and e
1
ǫ
H(Duǫ) (see
Lemmas 2.5&2.6), and also an integral flatness estimates for uǫ (see Lemma 2.7).
2.1. Two structural identities for Aronsson’s operator. Suppose that H ∈ C∞(Rn) is convex.
We have the following fundamental structural identity for AH . For any matrix A = [aij ]
2
i,j=1, denote
by A∗ its adjoint matrix, that is,
A∗ =
[
a22 −a21
−a12 a11
]
.
Lemma 2.1. Let U ⊂ R2 be a domain. For any v ∈ C∞(U), we have
〈D2ppH(Dv)D[H(Dv)],D[H(Dv)]〉 − div[DpH(Dv)]AH [v]
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= (−detD2v)〈[D2ppH(Dv)]∗DpH(Dv),DpH(Dv)〉 in U.
Proof. At each x ∈ U , write
〈D2ppH(Dv)D[H(Dv)],D[H(Dv)]〉 = vxlxjHpj(Dv)Hplpi(Dv)vxixkHpk(Dv)
= Hp1p1(Dv)vx1xjHpj(Dv)vx1xkHpk(Dv)
+Hp2p2(Dv)vx2xjHpj(Dv)vx2xkHpk(Dv)
+ 2Hp1p2(Dv)vx1xjHpj(Dv)vx2xkHpk(Dv).
Noting that (vx1x2)
2 − vx1x1vx2x2 = − detD2v and
AH [v] = vx1x1 [Hp1(Dv)]
2 + 2Hp1(Dv)Hp2(Dv)vx1x2 + vx2x2 [Hp2(Dv)]
2,
we have
vx1xjHpj(Dv)vx1xkHpk(Dv)
= [vx1x1Hp1(Dv)]
2 + [vx1x2Hp2(Dv)]
2 + 2vx1x1vx1x2Hp1(Dv)Hp2(Dv)
= vx1x1
{
vx1x1 [Hp1(Dv)]
2 + 2Hp1(Dv)Hp2(Dv)vx1x2 + vx2x2 [Hp2(Dv)]
2
}
− vx1x1vx2x2 [Hp2(Dv)]2 + [vx1x2Hp2(Dv)]2
= vx1x1AH [v] + (− detD2v)[Hp2(Dv)]2.
Similarly, we have
vx2xjHpj(Dv)vx2xkHpk(Dv) = vx2x2AH [v] + (− detD2v)[Hp1(Dv)]2.
Moreover,
vx1xjHpj(Dv)vx2xkHpk(Dv)
= [vx1x1Hp1(Dv) + vx1x2Hp2(Dv)][vx2x1Hp1(Dv) + vx2x2Hp2(Dv)]
= vx1x2
{
vx1x1 [Hp1(Dv)]
2 + vx2x2 [Hp2(Dv)]
2 + 2vx1x2Hp1(Dv)Hp2(Dv)
}
− [vx1x2 ]2Hp1(Dv)Hp2(Dv) + vx1x1vx2x2Hp1(Dv)Hp2(Dv)
= vx1x2AH [v]− (− detD2v)Hp1(Dv)Hp2(Dv).
Combining them together, we obtain
〈D2ppH(Dv)D[H(Dv)],D[H(Dv)]〉
= Hp1p1(Dv)vx1x1AH [v] + (− detD2v)Hp1p1(Dv)[Hp2(Dv)]2
+Hp2p2(Dv)vx2x2AH [v] + (− detD2v)Hp2p2(Dv)[Hp2(Dv)]2
+ 2Hp1p2(Dv)vx1x2AH [v]− (− detD2v)2Hp1p2(Dv)Hp1(Dv)Hp2(Dv).
Noting that
div[DpH(Dv)] = Hp1p1(Dv)vx1x1 +Hp2p2(Dv)vx2x2 + 2Hp1p1(Dv)vx1x2 ,
and
〈[D2ppH(Dv)]∗DpH(Dv),DpH(Dv)〉
= Hp1p1(Dv)[Hp2(Dv)]
2 +Hp2p2(Dv)[Hp1(Dv)]
2 − 2Hp1(Dv)Hp2(Dv)Hp1p1(Dv),
we conclude
〈D2ppH(Dv)D[H(Dv)],D[H(Dv)]〉
= div[DpH(Dv)]AH [v] + (− detD2v)〈[D2ppH(Dv)]∗DpH(Dv),DpH(Dv)〉
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as desired. This completes the proof of Lemma2.1. 
To get a divergence formula of − detD2v matching with AH , we write the left hand side of the
identity in Lemma 2.1 as
〈D2ppH(Dv)D[H(Dv)],D[H(Dv)]〉 − div[DpH(Dv)]AH [v]
= 〈D2ppH(Dv)D[H(Dv)] − div[DpH(Dv)]DpH(Dv),D[H(Dv)]〉.
Then the divergence of the vector fields
D2ppH(Dv)D[H(Dv)] − div[DpH(Dv)]DpH(Dv)
gives a divergence formula of − detD2v as below.
Lemma 2.2. Let U ⊂ R2 be a domain. For any v ∈ C∞(U), we have
2(− detD2v)[detD2ppH(Dv)] = div
{
D2ppH(Dv)D[H(Dv)] − div[DpH(Dv)]DpH(Dv)
}
in U.
Proof. By a direct calculation, at each x ∈ U we have
J := div
{
D2ppH(Dv)D[H(Dv)] − div[DpH(Dv)]DpH(Dv)
}
= [Hpipm(Dv)vxmxjHpj(Dv)]xi − [Hpi(Dv)Hpmpj(Dv)vxmxj ]xi
= [Hpipm(Dv)Hpj (Dv)]xivxmxj − [Hpi(Dv)Hpmpj(Dv)]xivxmxj
= Hpipm(Dv)[Hpj (Dv)]xivxmxj − [Hpi(Dv)]xiHpmpj(Dv)vxmxj
+Hpj(Dv)[Hpipm(Dv)]xivxmxj −Hpi(Dv)[Hpmpj (Dv)]xivxmxj .
Note that
Hpi(Dv)[Hpmpj (Dv)]xivxmxj = Hpi(Dv)vxlxiHpmpjpl(Dv)vxmxj = Hpj(Dv)[Hpipm(Dv)]xivxmxj .
Write
Hpipm(Dv)[Hpj (Dv)]xivxjxm = Hpipm(Dv)vxixlHplpj (Dv)vxjxm
= Hp1pi(Dv)vxix1Hp1pj (Dv)vxjx1 + 2Hp1pi(Dv)vxix2Hp2pj(Dv)vxjx1
+Hp2pi(Dv)vxix2Hp2pj(Dv)vxjx2
and similarly,
−[Hpi(Dv)]xiHpmpj(Dv)vxmxj = −Hp1ps(Dv)vxsx1Hp1pj(Dv)vxjx1 − 2Hp1ps(Dv)vxsx1Hp2pj(Dv)vxjx2
−Hp2ps(Dv)vxsx2Hp2pj(Dv)vxjx2 .
One gets
J = 2Hp1pi(Dv)vxix2Hp2pj(Dv)vxjx1 − 2Hp1ps(Dv)vxsx1Hp2pj(Dv)vxjx2 .
Since
2Hp1pi(Dv)vxix2Hp2pj(Dv)vxjx1
= 2Hp1p1(Dv)vx1x2Hp2p1(Dv)vx1x1 + 2Hp1p2(Dv)vx2x2Hp2p1(Dv)vx1x1
+ 2Hp1p1(Dv)vx1x2Hp2p2(Dv)vx2x1 + 2Hp1p2(Dv)vx2x2Hp2p2(Dv)vx2x1
and
− 2Hp1ps(Dv)vxsx1Hp2pj (Dv)vxjx2
= −2Hp1p1(Dv)vx1x1Hp2p1(Dv)vx1x2 − 2Hp1p1(Dv)vx1x1Hp2p2(Dv)vx2x2
− 2Hp1p2(Dv)vx2x1Hp2p1(Dv)vx1x2 − 2Hp1p2(Dv)vx2x1Hp2p2(Dv)vx2x2 ,
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we conclude that
J = 2Hp1p2(Dv)vx2x2Hp2p1(Dv)vx1x1 + 2Hp1p1(Dv)vx1x2Hp2p2(Dv)vx2x1
− 2Hp1p1(Dv)vx1x1Hp2p2(Dv)vx2x2 − 2Hp1p2(Dv)vx2x1Hp2p1(Dv)vx1x2
= 2[(vx1x2)
2 − vx1x1vx2x2 ]
{
Hp1p1(Dv)Hp2p2(Dv)− [Hp1p2(Dv)]2
}
= 2(− detD2v) detD2ppH(Dv)
as desired. This completes the proof of Lemma2.2. 
2.2. An identity for − detD2uǫ. Suppose H ∈ C∞(Rn) satisfies (H1’)&(H2). Let U ⊂ Rn be a
domain. For any ǫ ∈ (0, 1] let uǫ ∈ C∞(U) be a solution to the equation
(2.1) AH [u
ǫ] + ǫ div[DpH(Du
ǫ)] = 0 in U,
or equivalently, the e
1
ǫ
H -harmonic equation
(2.2) div
[
e
1
ǫ
H(Duǫ)DpH(Du
ǫ)
]
=
1
ǫ
e
1
ǫ
H(Duǫ) {AH [uǫ] + ǫ div[DpH(Duǫ)]} = 0 in U.
By Lemma 2.1 we have the following results. Recall that τ˜H is defined in (1.6). The fact that
τ˜H(0) = 1/2 and τ˜H ∈ C0([0,∞)) given by Lemma A.2 plays a important role here.
Theorem 2.3. We have [H(Duǫ)]1/2 ∈ C0,1(U), and
[− detD2uǫ][detD2ppH(Duǫ)] = 4τ˜H(Duǫ)〈D2ppH(Duǫ)D[H(Duǫ)]1/2,D[H(Duǫ)]1/2〉(2.3)
+ τ˜H(Du
ǫ)
ǫ(div[DpH(Du
ǫ)])2
H(Duǫ)
for all x ∈ U at which [H(Duǫ)]1/2 is differentiable. In particular, − detD2uǫ ≥ 0 in U .
Remark 2.4. Note that
ǫ|div[DpH(Duǫ)]| = |AH [uǫ]| ≤ |D2uǫ||DpH(Duǫ)|2 ≤ [ΛH(∞)]
2
2λH(∞) |D
2uǫ|H(Duǫ),
where we use Lemma A.1 in the last inequality. If DpH(Du(x¯)) = 0 for some x¯ ∈ U , for β ∈ (0, 4)
we always let
(div[DpH(Du
ǫ)])2
[H(Duǫ)]β/2
=
(div[DpH(Du
ǫ)])2
|DpH(Duǫ)|β = 0 at x¯.
Proof. Since H1/2 ∈ C0,1(U) (see Lemma A.1 (iv)) and uǫ ∈ C∞(U), we have [H(Duǫ)]1/2 ∈ C0,1(U).
By Rademacher’s Theorem, [H(Duǫ)]1/2 is differentiable almost everywhere in U .
Let x¯ ∈ U and assume that [H(Duǫ)]1/2 is differentiable at x¯. If DpH(Duǫ(x¯)) 6= 0, by considering
the positivity of the matrice D2ppH and (D
2
ppH)
∗, we have
− detD2uǫ = 〈D
2
ppH(Du
ǫ)D[H(Duǫ)],D[H(Duǫ)]〉+ ǫ[div(Dp(Duǫ))]2
〈[D2ppH(Duǫ)]∗DpH(Duǫ),DpH(Duǫ)〉
.
at x¯, which, together with
(D2ppH)
∗ = (detD2ppH)(D
2
ppH)
−1 and D[H(Duǫ)] = 2[H(Duǫ)]1/2D[H(Duǫ)]1/2
and the definition of τ˜H , gives the desired identity (2.3).
Assume that DpH(Du
ǫ(x¯)) = 0 below. By the convexity of H, we have
0 = H(0) ≥ H(Duǫ(x¯)) + 〈DpH(Duǫ(x¯)), 0 −Duǫ(x¯)〉 = H(Duǫ(x¯)) ≥ 0,
which implies H(Duǫ(x¯)) = 0 and hence Duǫ(x¯) = 0.
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If D[H(Duǫ)]1/2(x¯) = 0, then [H(Duǫ(x))]1/2 = o(|x− x¯|) and hence
|Duǫ(x)|2 ≤ 2
λH(∞)H(Du
ǫ(x)) = o(|x− x¯|2).
This implies that Duǫ(x) = o(|x− x¯|) and hence D2uǫ(x¯) = 0. So, − detD2uǫ(x¯) = 0 as desired.
If D[H(Duǫ)]1/2(x¯) 6= 0, then
[H(Duǫ(x))]1/2 = 〈D[H(Duǫ)]1/2(x¯), x− x¯〉+ o(|x− x¯|).
Write
~b := D2ppH(0)D[H(Du
ǫ)]1/2(x¯).
For x = x¯+ t~b, we have
H(Duǫ(x¯+ t~b)) =
{
t〈D[H(Duǫ)]1/2(x¯),~b〉+ o(t)
}2
= t2〈D[H(Duǫ)]1/2(x¯),~b〉2 + o(t2).
On the other hand, since
Duǫ(x) = D2uǫ(x¯)(x− x¯) + o(|x− x¯|)
and
H(p) =
1
2
〈D2ppH(0)p, p〉+ o(|p|2),
we have
H(Duǫ(x¯+ t~b)) = H(tD2uǫ(x¯)~b+ o(t)) =
t2
2
〈D2ppH(0)D2uǫ(x¯)~b,D2uǫ(x¯)~b〉+ o(t2).
Thus,
2〈D[H(Duǫ)]1/2(x¯),~b〉2 = 〈D2ppH(0)D2uǫ(x¯)~b,D2uǫ(x¯)~b〉
that is,
2〈D[H(Duǫ)]1/2(x¯),~b〉 = 〈D
2
ppH(0)D
2uǫ(x¯)~b,D2uǫ(x¯)~b〉
〈[D2ppH(0)]−1~b,~b〉
.
Since (D2ppH(0))
−1 = [D2ppH(0)]
∗(detD2ppH)
−1, we obtain
2〈D[H(Duǫ)]1/2(x¯),~b〉 = 〈D
2
ppH(0)D
2uǫ(x¯)~b,D2uǫ(x¯)~b〉
〈[D2ppH(0)]∗~b,~b〉
detD2ppH(0).
Writing hij = Hpipj(0), aij = u
ǫ
xixj (x¯) and
~bT = (b1, b2), we have
〈D2ppH(0)D2uǫ(x¯)~b,D2uǫ(x¯)~b〉
〈[D2ppH(0)]∗~b,~b〉
=
biaikhksasjbj
b1b1h22 − 2b1b2h12 + b2b2h11 .
Note that
aijhij = div [DpH(Du
ǫ)](x¯) = AH [u
ǫ](x¯) = 0
that is,
2a12h12 + a11h11 + a22h22 = 0.
Therefore, a direct calculation leads to that
(b1b1h22 − 2b1b2h12 + b2b2h11)(a12a21 − a11a22)
= b1b1h22a12a21 − b1b1h22a11a22
− 2b1b2h12a12a21 + 2b1b2h12a11a22
+ b2b2h11a12a21 − b2b2h11a11a22
= b1b1h22a12a21 + 2b1b2h12a11a22 + b2b2h11a12a21
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+ b1b1a11(2a12h12 + a11h11) + b1b2a21(a11h11 + a22h22) + b2b2a22(2a12h12 + a22h22)
+ b1b2a12[a11h11 + a22h22 + 2h12a12]
= h11(a1ibia1sbs) + h22(a2ibia2sbs) + 2h12(a1ibia2sbs)
= biaikhksasjbj .
Thus
〈D2ppH(0)D2uǫ(x¯)~b,D2uǫ(x¯)~b〉
〈[D2ppH(0)]∗b,~b〉
= − detD2uǫ(x¯),
that is,
2〈D[H(Duǫ)]1/2(x¯),D2ppH(0)D[H(Duǫ)]1/2(x¯)〉 = [− detD2uǫ(x¯)] detD2ppH(0).
Noting τ˜H(0) = 1/2, we arrive at the desired identity. This completes the proof of Theorem 2.3. 
2.3. W 1,2loc -estimates of e
1
ǫ
H(Duǫ) and [H(Duǫ)]α and a flatness of uǫ. Suppose that H ∈ C∞(Rn)
satisfies (H1’)&(H2). Let U ⊂ Rn be any domain. For any ǫ ∈ (0, 1] let uǫ ∈ C∞(U) be a solution to
the equation (2.1).
Define the functional
I(uǫ, φ) = −2
∫
U
detD2uǫ det[D2ppH(Du
ǫ)]ϕdx ∀ϕ ∈ C0c (U).(2.4)
By Theorem 2.3, write
I(uǫ, φ) = 8
∫
U
τ˜H(Du
ǫ)〈D2ppH(Duǫ)D[H(Duǫ)]1/2,D[H(Duǫ)]1/2〉ϕdx
+ 2ǫ
∫
U
τ˜H(Du
ǫ)[div(DpH(Du
ǫ))]2[H(Duǫ)]−1ϕdx ∀ϕ ∈ C0c (U)(2.5)
Via integration by parts and Lemma 2.2, we also have
(2.6) I(v, φ) = −
∫
U
〈D2ppH(Dv)D[H(Dv)] − div[DpH(Dv)]DpH(Dv),Dϕ〉 dx ∀ϕ ∈W 1,2c (U).
Taking ϕ = e
t
ǫ
H(Duǫ)φ2mt in the functional I(uǫ, ϕ), using (2.5) and (2.6) we obtain the following
result, whose proof is postponed to Section 6.
Lemma 2.5. For any W ⊂ U , m ≥ 1, t ≥ 1, and φ ∈ C∞c (W ), we have
1
ǫ
∫
U
|D[H(Duǫ)]|2φ2mte tǫH(Duǫ) dx+ 1
ΛH(∞)
∫
U
(div[DpH(Du
ǫ)])2φ2mte
t
ǫ
H(Duǫ) dx
≤ 8m2
[
ΛH(∞)
λH(∞)
]2 ∫
U
H(Duǫ)|Dφ|2φ2mt−2e tǫH(Duǫ) dx.
Taking ϕ = [H(Duǫ)+σ]2α−1φ2 in (2.5) and (2.6) for some cut-off function φ ∈ C∞(U) and σ > 0,
using (2.5) and (2.6) we obtain the following result, whose proof is postponed to Section 6. We write
τH(∞) := limR→∞ τH(R) and note that
1
2
≥ τH(∞) ≥ lim sup
R→∞
[λH(R)]
2
2[ΛH(R)]2
≥ [λH(∞)]
2
2[ΛH(∞)]2 .
Lemma 2.6. (i) Let α ≥ 1/2. For any W ⋐ U and φ ∈ C∞c (W ) we have∫
U
|D[H(Duǫ)]α|2φ2 dx+ ǫα
2
ΛH(∞)
∫
U
(div[DpH(Du
ǫ)])2
[H(Duǫ)]2−2α
φ2 dx
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≤ Cα
2(α+ 1)
[α+ τH(‖H(Duǫ)‖L∞(W ))− 12 ]2
[
ΛH(‖H(Duǫ)‖L∞(W ))
λH(‖H(Duǫ)‖L∞(W ))
]2 ∫
U
[H(Duǫ)]2α[|Dφ|2 + |D2φ||φ|] dx
+
Cǫα2|2α − 1|2
[α+ τH(∞)− 12 ]2
[
ΛH(∞)
λH(∞)
]2 ∫
U
[H(Duǫ)]2α−1|Dφ|2 dx.
(ii) For any W ⋐ U and σ ∈ (0, 1], if 12 − τ(‖H(Duǫ)‖L∞(W )) < α < 12 , then for any φ ∈ C∞c (W )
we have ∫
U
|D[H(Duǫ) + σ]α|2φ2 dx+ ǫα
2
ΛH(∞)
∫
U
(div[DpH(Du
ǫ)])2
[H(Duǫ) + σ]2−2α
φ2 dx
≤ Cα
2(α+ 1)
[α+ τH(‖H(Duǫ)‖L∞(W ))− 12 ]2
[
ΛH(‖H(Duǫ)‖L∞(W ))
λH(‖H(Duǫ)‖L∞(W ))
]2
×
∫
U
[H(Duǫ) + σ]2α[|Dφ|2 + |D2φ||φ|] dx
+
Cǫα2|2α− 1|2
[α+ τH(‖H(Duǫ)‖L∞(W ))− 12 ]2
[
ΛH(∞)
λH(∞)
]2 ∫
U
[H(Duǫ) + σ]2α−1|Dφ|2 dx.
Taking ϕ = 12(u
ǫ − F )φ4 in the functional I(uǫ, ϕ) for any linear function F , using (2.5) and (2.6)
we obtain the following result, whose proof is postponed to Section 6.
Lemma 2.7. For any B = B(x¯, r) ⋐ U and linear function F , we have
−
∫
1
2
B
〈DpH(Duǫ),Duǫ −DF 〉2 dx
≤ CΛH(∞)
[∫
3
4
B
|D[H(Duǫ)]|2 dx
]1/2
×
[
−
∫
B
(
(|Duǫ|+ |DF |)2 (u
ǫ − F )2
r2
+
(uǫ − F )4
r4
)
dx
]1/2
+ C
[ΛH(∞)]2
λH(∞)
[
−
∫
3
4
B
[H(Duǫ)]2 dx
]1/2 [
−
∫
3
4
B
(uǫ − F )4
r4
dx
]1/2
+ Cǫ
[∫
3
4
B
(div[DpH(Du
ǫ)])2 dx
]1/2 [
−
∫
3
4
B
(uǫ − F )2
r2
dx
]1/2
.
2.4. Some remarks. In this section, we will give some motivations to find Lemmas 2.1&2.2. Recall
that in the case H(p) = 12 |p|2, Theorems 1.1&1.3 were proved by Koch et al [32]. The key step
therein is to prove Lemmas 2.6&2.7 for smooth e
1
2ǫ
|·|2-harmonic function uǫ—smooth solution to the
e
1
2ǫ
|·|2-harmonic equation
div (e
1
2ǫ
|Dv|2) =
1
2ǫ
e
1
2ǫ
|Dv|2(∆∞v + ǫ∆v) = 0 in U ,
equivalently, ∆∞v + ǫ∆v = 0 in U. Indeed, from Lemmas 2.6&2.7 they derived the convergence of
uǫ in W 1,tloc (U) for all t ≥ 1 to the given planar ∞-harmonic function u, and hence conclude the
|Du|α ∈W 1,2loc (U).
To prove Lemmas 2.6&2.7, Koch et al [32] built up the following structural identity for ∞-Laplace
operator ∆∞,
(2.7) |D2vDv|2 −∆v∆∞v = (−2 detD2v)|Dv|2 ∀v ∈ C∞
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and also use the well-known divergence formula of determinant
(2.8) − detD2v = div (D2vDv −∆vDv) ∀v ∈ C∞.
Viewing (2.7) and (2.8) and their proofs in [32], with some modifications one does get the following
identity for AH and divergence formula of determinant involving H:
(2.9) |D[H(Dv)]|2 − (∆v)AH [v] = (− detD2v)|DpH(Dv)|2 ∀ v ∈ C∞
and
(2.10) div{D[H(Dv)] −∆vDpH(Dv)} = (− detD2v)[Hpipi(Dv)] ∀ v ∈ C∞.
However, as clarified below the two identities are not enough to prove Theorems 1.1&1.3.
Remark 2.8. Note that (2.9) and (2.10) suggest us to consider approximating equation
(2.11) AH [v] + ǫ∆v = 0 in U.
Let vǫ be any smooth solution. The key point to obtain Theorems 1.1&1.3 is to obtainW 1,2loc -estimates
of [H(Dvǫ) + σ]α, and some flatness estimate of vǫ, that is, some analogues of Lemma 2.6&2.7.
But (2.9) and (2.10) are not enough to prove these estimates. Indeed, to obtain W 1,2loc -estimates of
[H(Dvǫ) + σ]α, thanks to the divergence formula (2.10) it is natural to consider the functional
F (vǫ, ϕ) = −
∫
U
〈D2vǫDpH(Dvǫ)−∆vǫDpH(Dvǫ),Dϕ〉 dx, ∀ϕ ∈W 1,2loc (U).
Letting ϕ = H(Dvǫ)φ2 with φ ∈ C∞c (U) in this functional, via integration by parts and Young’s
inequality, from
∫
U ∆v
ǫ〈DpH(Dvǫ),D[H(Dvǫ)φ2]〉 dx the following arises∫
U
〈D2ppH(Dvǫ)D2vǫDvǫ,Dφ2〉H(Dvǫ) dx+
∫
U
〈D2ppH(Dvǫ)D2vǫDvǫ,D[H(Dvǫ)]〉φ2 dx.
Note that, here D2ppH(Dv
ǫ)D2vǫDvǫ appears. On there other hand, via (2.9), (2.10) and AH [v
ǫ] =
−ǫ∆vǫ, one has
F (vǫ, ϕ) =
∫
U
(− detD2vǫ)[Hpipi(Dvǫ)]H(Dvǫ)φ2 dx
=
∫
U
[|D[H(Dvǫ)]|2 + ǫ(∆vǫ)2] [Hpipi(Dv
ǫ)]
|DpH(Dvǫ)|2H(Dv
ǫ)φ2 dx.
It is impossible for us to estimate the above integrations involving D2ppH(Dv
ǫ)D2vǫDvǫ via this
quantatity and some integration over H(Dvǫ)|Dφ|2. Therefore, we can not get W 1,2loc -estimates of
H(Dvǫ). Similarly, we can not prove analogues of Lemmas 2.6&2.7 for vǫ.
For the above reasons, some essential new ideas/observations are needed to find some fundamental
structural identity for AH and divergence formula of determinant matching with AH perfectly. There
are several hints helping us. Firstly, in the above calculation, once we integrate by parts, D2ppH(Dv)
and also D2ppD[H(Dv)] appears naturally, so they should be involved. Secondly, by Evans’ approxi-
mation, it is natural consider e
1
ǫ
H -harmonic equation (2.2), which suggests to consider, instead of ∆,
the elliptic operator div[DpH(Du
ǫ)]. Finally, for smooth viscosity solution u to (1.1), consider the
linearization of AH [u] = 0 as Evans-Smart [23, 24] did:
L
u
H(φ) := −〈D2φDpH(Du),DpH(Du)〉 − 〈D2ppH(Du)D[H(Du)],Dφ〉.
We see that D2ppH(Du)D[H(Du)] arises therein naturally. The above observations lead to focus on
the relations among AH [v],D
2
ppH(Dv),D[H(Dv)], div[DpH(Dv)] and − detD2v, and also consider
the nonnegativity of the integral
∫
U L
u
H(φ)φdx for φ ∈ C∞c (U). With tedious calculations we find
Lemmas 2.1&2.2 finally, which allow us to establish Theorem 2.3 and Lemmas 2.5 2.6&2.7.
16 PENG FA, QIANYUN MIAO AND YUAN ZHOU
The final remark is about the approximating equations (2.11).
Remark 2.9. When n ≥ 3, to get the everywhere differentiability of absolute minimizers for H ∈
C0(Rn) satisfying (H1)&(H2), the approximation via e
1
ǫ
H -harmonic functions is not enough. But
using the approximation given by equations (2.11) and modifying the adjoint approach by [23] we do
obtain everywhere differentiability of absolute minimizer when n ≥ 2. See [27] for details.
3. Sobolev approximation via e
1
ǫ
H-harmonic functions uǫ when H ∈ C∞(R2)
In this section, we assume that H ∈ C∞(Rn) satisfies (H1’)&(H2). Let Ω ⊂ R2 be any domain,
and u ∈ AMH(Ω), equivalently, u ∈ C0(Ω) be a viscosity solution to (1.1). Let U ⋐ Ω be any smooth
domain. For ǫ ∈ (0, 1], we consider the Dirichlet problem
(3.1) div
[
e
1
ǫ
H(Dv)DpH(Dv)
]
= 0 in U ; v|∂U = u|∂U .
Section 3.1 gives the existence/uniqueness of solutions uǫ ∈ C∞(U) ∩C0(U ) to (3.1), and also the
convergence uǫ → u in C0,γ(U ) for any γ ∈ [0, 1) as ǫ→ 0; see Theorem 3.1.
In Section 3.2, by Lemma 2.5 and a Moser type iteration, we have limǫ→0 ‖H(Duǫ)‖L∞(V ) ≤
‖H(Du)‖L∞(U); see Theorem 3.2.
In Section 3.3, via Theorem 3.2 and Lemma 2.6, for any V ⋐ U , when α ≥ 1/2 we show
that [H(Duǫ)]α ∈ W 1,2(V ) uniformly in ǫ ∈ (0, 1]; when 1/2 − τH(‖H(Du)‖L∞(U)) < α < 1/2,
lim infǫ→0 ‖[H(Duǫ) + σ]α‖L2(V ) is bounded uniformly in σ ∈ (0, 1]. See Theorem 3.6 for details.
In Section 3.4, using Lemma 2.7, we prove that uǫ → u in W 1,tloc (U) for all t ≥ 1 as ǫ → 0; when
α ≥ 1/2, [H(Duǫ)]α → [H(Du)]α in Ltloc (U) for all t ∈ [1,∞) and weakly in W 1,2loc (U) as ǫ→ 0; when
1
2 − τH(‖H(Du)‖L∞(U)) < α < 12 , for each σ ∈ (0, 1] we have [H(Duǫ) + σ]α → [H(Du)]α as ǫ → 0
and σ → 0 in order. See Theorem 3.7.
3.1. Existence and C0,γ(U)-convergence of uǫ ∈ C∞(U). We have the following result.
Theorem 3.1. (i) For any ǫ > 0, there exists a unique solution uǫ ∈ C∞(U) ∩ C0(U) to the
equation (3.1) with uǫ|∂U = u|∂U .
(ii) We have
sup
ǫ∈(0,1]
‖uǫ‖C0(U) ≤ ‖u‖C0(∂U).
(iii) For any t ∈ (2,∞), we have
(3.2) sup
0<ǫ≤2/t
‖Duǫ‖Lt(U) ≤ |U |1/t
[
2
λH(∞)
]1/2
e
1
2
‖H(Du)‖L∞(U) .
(iv) For any γ ∈ (0, 1) we have uǫ → u in C0,γ(U) as ǫ→ 0.
Proof. (i) Consider the minimization problem of the functional of exponential growth
cǫ := inf
{
Γǫ(v) :=
∫
U
e
1
ǫ
H(Dw) dx
∣∣∣v ∈ ρǫ} ,
where ρǫ is the set of admissible functions of the functional Γǫ defined by
ρǫ :=
{
w ∈W 1,1(U)
∣∣∣ ∫
U
e
1
ǫ
H(Dw) dx <∞, w − u ∈W 1,10 (U)
}
,
Since u ∈ ρǫ, we know ρǫ 6= ∅. Let {um}∞m=1 ⊂ ρǫ be a minimizing sequence. Without loss of generality,
we may assume that there exists uǫ ∈ ρǫ such that um → uǫ uniformly on U , and Dum ⇀ Duǫ weakly
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in Lt(U) for any 1 ≤ t < ∞. Since H(p) is uniformly convex, by the lower semi-continuity we have
that
Γǫ(u
ǫ) =
∫
U
e
1
ǫ
H(Duǫ) dx =
∞∑
s=1
∫
U
[1ǫH(Du
ǫ)]s
s!
dx
≤ lim inf
m→∞
∞∑
s=1
∫
U
[1ǫH(Dum)]
s
s!
dx = lim inf
m→∞
∫
U
e
1
ǫ
H(Dum) dx = lim inf
m→∞
Γǫ(um) = cǫ.
Hence cǫ = Γǫ(u
ǫ) and uǫ is a minimizer of Γǫ over the set ρǫ. Direct calculations imply that the
Euler-Lagrange equation of uǫ is (3.1). The uniqueness of uǫ follows from the maximum principle
that is applicable of (3.1). The smoothness of uǫ follows from the theory of quasi-linear uniformly
elliptic equations; see for example [29].
(ii) Lemma 3.1 (ii) follows from the the maximum principle.
(iii) Let t ∈ (2,∞). Noting t < 1/ǫ, by x ≤ ex for x ≥ 0 and the Ho¨lder inequality, we have[
−
∫
U
[H(Duǫ)]t dx
]1/t
≤
[
−
∫
U
etH(Du
ǫ) dx
]1/t
≤
[
−
∫
U
e
1
ǫ
H(Duǫ) dx
]ǫ
.
Since uǫ is the minimizer of Γǫ(v) with the same boundary as u, we have
−
∫
U
e
1
ǫ
H(Duǫ) dx ≤ −
∫
U
e
1
ǫ
H(Du) dx ≤ e 1ǫ ‖H(Du)‖L∞(U) .(3.3)
Considering H(p) ≥ λH(∞)|p|2/2, we conclude that
(3.4)
[
–
∫
U
|Duǫ|2t dx
]1/2t
≤
[
2
λH(∞)
]1/2
e
1
2
‖H(Du)‖L∞(U) ,
by multiplying |U |1/2t in both sides, which gives (3.2).
(iv) Let t = 2/(1 − γ). For 0 < ǫ < 2/t = 1− γ, we have uǫ ∈W 1,t(U) uniformly in ǫ ∈ (0, 1 − γ).
The Sobolev imbedding yields that uǫ ∈ C0,γ(U ) uniformly in ǫ ∈ (0, 1 − γ). By Arzela-Ascolli’
theorem, we know that uǫ, up to some subsequence, converges to some function uˆ in C0(U) and hence
in C0,γ(U ). Thanks to the viscosity theory (see [18]), uˆ is also a viscosity solution to (1.1). Noting
uˆ = u in ∂U , by Lemmas B.1&B.7, we have uˆ = u in U . This completes the proof of Theorem 3.1. 
3.2. Uniform L∞loc (U)-estimates of H(Du
ǫ). Moreover, we establish an L∞loc (U)-estimates for
H(Duǫ) which is uniformly in ǫ ∈ (0, 1].
Theorem 3.2. For any smooth domain V ⋐ U , we have
‖H(Duǫ)‖L∞(V ) ≤ C(H,U, V )ǫ1/2 + [1 + C(H,U, V )ǫ]‖H(Du)‖L∞(U) ∀ǫ ∈ (0, 1].
Recall that when H(x, p) is a periodic Hamiltonian in x, that is, H(x+Z, p) = H(p) for all x ∈ Rn,
for smooth e
1
ǫ
H(x,·)-harmonic function vǫ, using a Moser type iteration argument for the normalization
of e
1
ǫ
H(x,Dvǫ), Evans [20] obtained the W 1,∞([0, 1]n)-estimates of H(x,Duǫ) uniformly in ǫ ∈ (0, 1].
To prove Theorem 3.2, for ǫ ∈ (0, 1) we write
σǫ =
e
1
ǫ
H(Duǫ)∫
U e
1
ǫ
H(Duǫ) dx
.
But note that the iteration of σǫ itself does not give Theorem 3.2 since we donot have some nice
Lt-estimates of σǫ. Instead, we consider σǫφk with k ≥ 1. In this section, for any given V ⋐ U , we
always fix a φ = φV ∈ C∞c (U) satisfying
φ = 1 in V, 0 ≤ φ ≤ 1 in U, |Dφ| ≤ C
dist(V, ∂U)
and |D2φ| ≤ C
[dist(V, ∂U)]2
in U.(3.5)
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The following auxiliary Lemmas 3.4&3.3 allow us to prove Theorem 3.2 by borrowing some ideas from
Evans [20]—a Moser type iteration.
Lemma 3.3. Let V ⋐ U and φ be as in (3.5). For any β > 1 we have
‖σǫφ4‖Lβ(U) ≤ C(H,U, V, β)
1
ǫ
[1 + ‖H(Du)‖L∞(U)].
Lemma 3.4. Let V ⋐ U and φ be as in (3.5). For any t > 1, m ≥ 2 and θ > 1, we have
(3.6) ‖σǫφ2m‖
Ltθ2 (U)
≤
[
C(H,U, V, θ)
1
ǫ
[1 + ‖H(Du)‖L∞(U)]
]1/t
(mt)2/t‖σǫφm‖Ltθ(U).
The proofs of Lemmas 3.4&3.3 rely on Lemma 2.5 and Sobolev’s imbedding, and are postponed to
Section 7.2. Now we are ready to prove Theorem 3.2.
Proof of Theorem 3.2. Let V ⋐ U and φ be as in (3.5). Let θ = 2, t = θk−1 and m = θk in Lemma
3.4. Write qk+1 := θ
k, and noting qk+1 = tθ
2, qk := tθ and m
2t2 ≤ 26k, we obtain
‖σǫφqk+1‖Lqk+1 (U) ≤
{
C(H,U, V )
1
ǫ
[1 + ‖H(Du)‖L∞(U)]
}2−k+1
26k2
−k+1‖σǫφqk‖Lqk (U).
Therefore,
‖σǫφqk+1‖Lqk+1 (U) ≤
{
C(H,U, V )
1
ǫ
[1 + ‖H(Du)‖L∞(U)]
}∑k
j=2 2
−j+1
2
∑k
j=2 6j2
−j+1‖σǫφ4‖L4(U)
≤ C(H,U, V )1
ǫ
[1 + ‖H(Du)‖L∞(U)]‖σǫφ4‖L4(U).
Letting k →∞, noting φ = 1 in V and applying Lemma 3.3 we have
‖σǫ‖L∞(V ) ≤ C(H,U, V )
1
ǫ
[1 + ‖H(Du)‖L∞(U)]‖σǫφ4‖L4(U) ≤ C(H,U, V )
1
ǫ2
[1 + ‖H(Du)‖L∞(U)]2.
This, together with (3.3), yields
‖e 1ǫH(Duǫ)‖L∞(V ) ≤ C(H,U, V )
1
ǫ2
[1 + ‖H(Du)‖L∞(U)]2e
1
ǫ
‖H(Du)‖L∞(U) .
Hence,
‖H(Duǫ)‖L∞(V ) ≤ C(H,U, V )ǫ
{
ln
2
ǫ
+ ln[1 + ‖H(Du)‖L∞(U)]
}
+ ǫ ln e
1
ǫ
‖H(Du)‖L∞(U) ,
from which we conclude
‖H(Duǫ)‖L∞(V ) ≤ C(H,U, V ){ǫ1/2 + ǫ ln[1 + ‖H(Du)‖L∞(U)]}+ ‖H(Du)‖L∞(U)
≤ C(H,U, V )ǫ1/2 + [1 + C(H,U, V )ǫ]‖H(Du)‖L∞(U).
This completes the proof of Theorem 3.2. 
Remark 3.5. (i) Note that Theorem 3.2 gives limǫ→0 ‖H(Duǫ)‖L∞(V ) ≤ ‖H(Du)‖L∞(U) for all
V ⋐ U , which is necessary for us to get the range α > 1/2− τH(‖H(Du)‖L∞(U)) in Theorem 1.1 and
also to deduce quantities λH(‖H(Du)‖L∞(U)), ΛH(‖H(Du)‖L∞(U)) and τH(‖H(Du)‖L∞(U)) in (1.3)
from Lemma 2.6. See Section 4 for details.
(ii) Recall that Evans-Smart [24, Theorem 2.1] established a uniform gradient estimate for e
1
ǫ
|·|-
harmonic functions by via an approach based on the maximal principle, and linearization of the
equation ∆∞u
ǫ + ǫ∆uǫ = 0. But, via this approach, it is impossible to prove Theorem 3.2 or even
some L∞loc (U)-estimates of H(Du
ǫ) depending on λH and ΛH under our assumptions (H1’)&(H2).
Indeed, the 3-order derivative D3pppH(Du
ǫ) of H occurs naturally in the linearization (coming from
the differentiation) of AH [u
ǫ]+ ǫ div [DpH(Du
ǫ)] = 0. But we do not have any assumption on D3pppH.
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We also note that to prove Theorem 1.1 for H ∈ C0(R2) satisfying (H1’)&(H2), we will consider
the smooth approximation {Hδ}δ∈(0,1] to H as in (A.1), which are only known satisfying (H1’)&(H2)
uniformly in δ ∈ (0, 1].
3.3. Uniform W 1,2loc (U)-estimates of [H(Du
ǫ) + σ]α. We have the following uniform Sobolev esti-
mates.
Theorem 3.6. Let V ⋐W ⋐ U .
(i) For α ≥ 1/2, we have
(3.7) sup
ǫ∈(0,1]
∥∥∥∥|D[H(Duǫ)]α|+ ǫ |div (DpH(Duǫ))|[H(Duǫ)]1−α
∥∥∥∥
L2(V )
<∞
and
lim inf
ǫ→0
‖D[H(Duǫ)]α‖L2(V ) ≤
Cα2(α+ 1)
[α+ τH(‖H(Du)‖L∞(W ))− 12 ]2
[
ΛH(‖H(Du)‖L∞(W ))
λH(‖H(Du)‖L∞(W ))
]2
× 1
[ dist (V,W ∁)]2
lim inf
ǫ→0
∫
W
[H(Duǫ)]2α dx.(3.8)
(ii) Let 1/2− τH(‖H(Du)‖L∞(U)) < α < 1/2. For each σ ∈ (0, 1], there exists ǫ0 = ǫ(σ,H, u, U) ∈
(0, 1] such that
(3.9) sup
ǫ∈(0,ǫ0]
∥∥∥∥|D[H(Duǫ) + σ]α|+ ǫ1/2 |div [DpH(Duǫ)]|[H(Duǫ) + σ]1−α
∥∥∥∥
L2(V )
<∞.
Moreover,
(3.10) sup
σ∈(0,1]
lim
ǫ→0
‖D[H(Duǫ) + σ]α‖L2(V ) <∞,
and
lim inf
σ→0
lim inf
ǫ→0
‖D[H(Duǫ) + σ]α‖L2(V )
≤ Cα
2(α+ 1)
[α+ τH(‖H(Du)‖L∞(W ))− 12 ]2
[
ΛH(‖H(Du)‖L∞(W ))
λH(‖H(Du)‖L∞(W ))
]2
× 1
[ dist (V,W ∁)]2
lim inf
σ→0
lim inf
ǫ→0
∫
W
[H(Duǫ) + σ]2α dx.(3.11)
Proof. (i) Let V ⋐W ⋐ U . By Lemma 2.6 with a suitable cut-off function φ we have∫
V
|D[H(Duǫ)]α|2 dx+ ǫα
2
λH(∞)
∫
V
(div[DpH(Du
ǫ)])2
[H(Duǫ)]2−2α
dx
≤ Cα
2(α+ 1)
[α+ τH(‖H(Duǫ)‖L∞(W ))− 12 ]2
[
ΛH(‖H(Duǫ)‖L∞(W ))
λH(‖H(Duǫ)‖L∞(W ))
]2
1
[ dist (V,W ∁)]2
∫
W
[H(Duǫ)]2α dx
+ Cǫ
α2|2α− 1|2
[α+ τH(∞)− 12 ]2
[
ΛH(∞)
λH(∞)
]2 1
[ dist (V,W ∁)]2
∫
W
[H(Duǫ)]2α−1 dx
= J1 + ǫJ2.
By Theorem 3.2, and α ≥ 1/2 we know that
sup
ǫ∈[0,1]
[J1 + J2] ≤ C(H,W,U)α
4
[α+ τH(∞)− 12 ]2
[
ΛH(∞)
λH(∞)
]2 |W |
[ dist (V,W ∁)]2
[1 + ‖H(Du)‖L∞(U)]2α <∞,
which together with λH(‖H(Duǫ)‖L∞(V )) ≥ λH(∞) > 0 gives (3.7).
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Moreover, the boundedness of J2 implies that ǫJ2 → 0 as ǫ→ 0.
Noting limǫ→0 ‖H(Duǫ)‖L∞(W ) ≤ ‖H(Du)‖L∞(U) as given in Theorem 3.2, and using the right-
continuity of λH ,ΛH and τH , we have
(3.12) lim inf
ǫ→0
λH(‖H(Duǫ)‖L∞(W )) ≥ λH(‖H(Du)‖L∞(U)),
(3.13) lim sup
ǫ→0
ΛH(‖H(Duǫ)‖L∞(W )) ≤ ΛH(‖H(Du)‖L∞(U)),
and
(3.14) lim inf
ǫ→0
τH(‖H(Duǫ)‖L∞(W )) ≥ τH(‖H(Du)‖L∞(U)).
By these inequalities, we obtain
lim inf
ǫ→0
∫
V
|D[H(Duǫ)]α|2 dx ≤ lim inf
ǫ→0
J1
≤ Cα
2(α + 1)
[α+ τH(‖H(Du)‖L∞(U))− 12 ]2
[
ΛH(‖H(Du)‖L∞(U))
λH(‖H(Du)‖L∞(U))
]2
× 1
[ dist (V,W ∁)]2
lim inf
ǫ→0
∫
W
[H(Duǫ)]2α dx
that is, (3.8) holds.
Proof of (ii). Let V ⋐W ⋐ U . For any σ ∈ (0, 1], by Lemma 2.6 (ii) we have∫
V
|D[H(Duǫ)]α|2 dx+ ǫα
2
λH(∞)
∫
V
(div[DpH(Du
ǫ)])2[H(Duǫ)]2α−2 dx
≤ Cα
2(α+ 1)
[α+ τH(‖H(Duǫ)‖L∞(W ))− 12 ]2
[
ΛH(‖H(Duǫ)‖L∞(W ))
λH(‖H(Duǫ)‖L∞(W ))
]2
1
[ dist (V,W ∁)]2
∫
W
[H(Duǫ) + σ]2α dx
+
Cǫα2|2α − 1|2
[α+ τH(‖H(Duǫ)‖L∞(W ))− 12 ]2
[
ΛH(∞)
λH(∞)
]2 1
[ dist (V,W ∁)]2
∫
W
[H(Duǫ) + σ]2α−1 dx
= J1(σ) + ǫJ2(σ).
By Theorem 3.2, and by the decrease and right-continuity of τH , there exists ǫ0 ∈ (0, 1] depending
on σ,W,U,H such that for all ǫ ∈ (0, ǫ0] we have
α+ τH(‖H(Duǫ)‖L∞(W ))−
1
2
≥ α+ τH([1 + C(H,W,U)ǫ0]‖H(Du)‖L∞(U) + C(H,W,U)ǫ1/20 )−
1
2
≥ 1
2
[α+ τH(‖H(Du)‖L∞(U))−
1
2
].
By this and Theorem 3.2 again we have
sup
ǫ∈(0,ǫ0]
[J1(σ) + J2(σ)] ≤ C(H,V,W,U) α
4
[α + τH(‖H(Du)‖L∞(U))− 12 ]2
[
ΛH(∞)
λH(∞)
]2
× 1
σ
|W |
[ dist (V,W ∁)]2
[‖H(Du)‖L∞(U) + 1]2α <∞,
which implies (3.9).
Moreover, supǫ∈(0,ǫ0] J2(σ) <∞ implies that ǫJ2(σ)→ 0 as ǫ→ 0.
A QUANTATIVE SOBOLEV REGULARITY FOR ABSOLUTE MINIMIZERS 21
By (3.12), (3.13) and (3.14) we have
lim inf
ǫ→0
J1(σ) ≤ Cα
2(α+ 1)
[α+ τH(‖H(Du)‖L∞(U))− 12 ]2
[
ΛH(‖H(Du)‖L∞(U))
λH(‖H(Du)‖L∞(U))
]2
× 1
[ dist (V,W ∁)]2
lim inf
ǫ→0
∫
W
[H(Duǫ) + σ]2α dx.
By Theorem 3.2 again, we have
sup
σ∈(0,1]
lim inf
ǫ→0
‖D[H(Duǫ) + σ]α‖2L2(V ) ≤ sup
σ∈(0,1]
lim inf
ǫ→0
J1(σ) <∞,
which gives (3.10), and moreover,
lim inf
σ→0
lim inf
ǫ→0
‖D[H(Duǫ) + σ]α‖2L2(V ) ≤ lim infσ→0 lim infǫ→0 J1(σ),
which gives (3.11) as desired. This completes the proof of Theorem 3.6. 
3.4. Ltloc (U)-convergence of [H(Du
ǫ)+σ]α and W 1,tloc (U)-convergence of u
ǫ. The following con-
vergence are crucial to prove Theorem 1.1&1.3.
Theorem 3.7. (i) For α ≥ 1/2, we have [H(Duǫ)]α → [H(Du)]α in Ltloc (U) for all t ∈ [1,∞)
and weakly in W 1,2loc (U) as ǫ→ 0.
(ii) We have uǫ → u in W 1,tloc (U) and DpH(Duǫ)→ DpH(Du) in Ltloc (U) for all t ≥ 1 as ǫ→ 0.
(iii) For 1/2− τH(‖H(Du)‖L∞(U)) < α < 1/2, we have [H(Duǫ) + σ]α → [H(Du) + σ]α as ǫ→ 0,
and [H(Du)+σ]α → [H(Du)]α as σ → 0, in Ltloc (U) for all t ∈ [1,∞) and weakly in W 1,2loc (U).
Proof of Theorem 3.7. Proof of (i). By Theorem 3.6, [H(Duǫ)]α ∈ W 1,2loc (U) uniformly in ǫ ∈ (0, 1].
By the weak compactness of W 1,2loc (U), we know that, up to some subsequence, [H(Du
ǫ)]α → f (α)
in Ltloc (U) with t ∈ [1,∞) and weakly in W 1,2loc (U) as ǫ → 0. Thus, the proof of Theorem 3.7 (i)
is reduced to proving f (α) = [H(Du)]α almost everywhere in U . Moreover, it suffices to show that
H(Du) = f (1) almost everywhere in U . Indeed, if this holds, then
f (α) = lim
ǫ→0
[H(Duǫ)]α = [lim
ǫ→0
H(Duǫ)]α = [f (1)]α = [H(Du)]α
almost everywhere in U as desired.
Below we show that f (1) = H(Du) almost everywhere in U . Assume that u is differentiable at
x¯ ∈ U , and also assume that x¯ is a Lebesgue point for f (1) and H(Du). The set of such points are
dense in U . For any ζ ∈ (0, 1), there exists rζ,x¯ ∈ (0,dist(x¯, ∂U)/8) such that for any r ∈ (0, rζ,x¯), we
have
sup
B(x¯,2r)
|u(x)− u(x¯)− 〈Du(x¯), x− x¯〉|
r
≤ ζ.
By the Theorem 3.1 (iii), for arbitrary r ∈ (0, rζ,x¯), there exists ǫζ,x¯,r ∈ (0, 1) such that for all
ǫ ∈ (0, ǫζ,x¯,r), we have
sup
B(x¯,2r)
|uǫ(x)− uǫ(x¯)− 〈Du(x¯), x− x¯〉|
r
≤ 2ζ.
Letting F (x) = uǫ(x¯) + 〈Du(x¯), x− x¯〉 in Lemma 2.7 we have
−
∫
B(x¯,r)
〈DpH(Duǫ),Duǫ −DF 〉2 dx
≤ CΛH(∞)
[∫
B(x¯,2r)
|D[H(Duǫ)]|2 dx
]1/2
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×
[
−
∫
B(x¯,2r)
(
(|Duǫ|+ |DF |)2 (u
ǫ − F )2
r2
+
(uǫ − F )4
r4
)
dx
]1/2
+C
[ΛH(∞)]2
λH(∞)
[
−
∫
B(x¯,2r)
[H(Duǫ)]2 dx
]1/2 [
−
∫
B(x¯,2r)
(uǫ − F )4
r4
dx
]1/2
+C
[∫
B(x¯,2r)
ǫ2(div[DpH(Du
ǫ)])2 dx
]1/2 [
−
∫
B(x¯,2r)
(uǫ − F )2
r2
dx
]1/2
:= J1 + J2 + J3.
By Theorem 3.2, we have
J2 ≤ C(H,U, x¯) [ΛH(∞)]
2
λH(∞) [1 + ‖H(Du)‖L∞(U)]ζ
2 := L1ζ
2,
where L1 is independent of r and ζ. We have
J3 ≤ C sup
ǫ∈(0,1)
‖ǫdiv[DpH(Duǫ)]‖L2(B(x¯, 1
2
dist (x¯,∂U)) ζ := L3ζ,
where L3 < ∞ by (3.7) and L3 is independent of r and ζ. By Lemma A.1 and λH ≥ λH(∞), and
Theorem 3.2 we have
L0 := sup
ǫ∈(0,1]
‖Duǫ‖L∞(B(x¯, 1
2
dist (x¯,∂U))) + |Du(x¯)|(3.15)
≤
√
2
[λH(∞)]1/2
‖H(Duǫ)‖1/2
L∞(B(x¯, 1
2
dist (x¯,∂U)))
+ |Du(x¯)|
≤
√
2
[λH(∞)]1/2
C(H,U, x¯)[1 + ‖H(Du)‖1/2L∞(U))] + |Du(x¯)| <∞,
where L0 is independent of r and ζ. We then have
J1 ≤ C sup
ǫ∈(0,1)
‖D[H(Duǫ)]‖L2(B(x¯, 1
2
dist (x¯,∂U)))ΛH(∞)[L0 + 1]ζ := L2ζ,
where L2 < ∞ by (3.7) and L2 is independent of r and ζ. Combining all estimates together, we
obtain
−
∫
B(x¯,r)
(〈DpH(Duǫ),Duǫ −Du(x¯)〉)2 dx ≤ [L1 + L2 + L3]ζ.(3.16)
Moreover, by λH ≥ λH(∞) we have
〈DpH(Duǫ(x))−DpH(Du(x¯)),Duǫ(x)−Du(x¯)〉 ≥ λH(∞)|Duǫ(x)−Du(x¯)|2 ∀x ∈ U.
Thus
λH(∞) −
∫
B(x¯,r)
|Duǫ(x)−Du(x¯)|2 dx(3.17)
≤ −
∫
B(x¯,r)
〈DpH(Duǫ),Duǫ −Du(x¯)〉 dx− −
∫
B(x¯,r)
〈DpH(Du(x¯)),Duǫ −Du(x¯)〉 dx
≤ [(L1 + L2 + L3)ζ]1/2 − −
∫
B(x¯,r)
〈DpH(Du(x¯)),Duǫ −Du(x¯)〉 dx.
Note that for any x ∈ B(x¯, r) we have
|H(Duǫ(x))−H(Du(x¯))| = |DpH(θDuǫ(x) + (1− θ)Du(x¯))||Duǫ(x)−Du(x¯)|
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for some θ ∈ [0, 1]. Since
|θDuǫ(x) + (1− θ)Du(x¯)| ≤ L0,
we have
|DpH(θDuǫ(x) + (1− θ)Du(x¯))| ≤ ΛH(∞)L0.
Hence,
(3.18) |H(Duǫ(x))−H(Du(x¯))| ≤ ΛH(∞)L0|Duǫ(x)−Du(x¯)|.
From (3.17) and (3.18) we have
λH(∞)
[ΛH(∞)L0]2 −
∫
B(x¯,r)
|H(Duǫ)−H(Du(x¯))|2 dx
≤ [(L1 + L2 + L3)ζ]1/2 − −
∫
B(x¯,r)
〈DpH(Du(x¯)),Duǫ −Du(x¯)〉 dx
Since H(Duǫ)→ f (1) in L2(B(x¯, r)) as ǫ→ 0, we obtain
λH(∞)
[ΛH(∞)L0]2 −
∫
B(x¯,r)
|f (1) −H(Du(x¯))|2 dx
≤ [(L1 + L2 + L3)ζ]1/2 − lim inf
ǫ→0
−
∫
B(x¯,r)
〈DpH(Du(x¯)),Duǫ −Du(x¯)〉 dx.
Noting uǫ → u uniformly and hence Duǫ ⇀ Du weakly in L2loc (U), we obtain
λH(∞)
[ΛH(∞)L0]2 −
∫
B(x¯,r)
|f (1) −H(Du(x¯))|2 dx
≤ [(L1 + L2 + L3)ζ]1/2 − −
∫
B(x¯,r)
〈DpH(Du(x¯)),Du−Du(x¯)〉 dx.
Since L1, L2, L3 are independent of r and ζ, and x¯ is a Lebesgue point of Du, letting r → 0 and ζ → 0
in order, we conclude f (1)(x¯) = H(Du(x¯)) as desired.
Proof of (ii). Note that
H(Duǫ)−H(Du) ≥ 〈DpH(Du),Duǫ −Du〉+ λH(∞)
2
|Duǫ −Du|2
almost everywhere in U . By H(Duǫ)→ H(Du) in L1loc (U) and using Duǫ ⇀ Du weakly in L2loc (U)
as given in Theorem 3.7 (i), for any V ⋐ U we obtain
lim inf
ǫ→0
λH(∞)
2
∫
V
|Duǫ −Du|2 dx
≤ lim inf
ǫ→0
∫
V
〈DpH(Du),Du−Duǫ〉 dx+ lim inf
ǫ→0
∫
V
|H(Duǫ)−H(Du)| dx = 0,
that is, Duǫ → Du in L2loc (U) and hence almost everywhere in U as ǫ → 0. Since Duǫ ∈ L∞loc (U)
locally uniformly in ǫ ∈ (0, 1], we further have Duǫ → Du in Ltloc (U) for all t ≥ 1 as ǫ→ 0.
Observe that
|DpH(Duǫ)−DpH(Du)| ≤ |[D2ppH(θDuǫ + (1− θ)Du)](Duǫ −Du)| ≤ ΛH(∞)|Duǫ −Du|
for some θ ∈ [0, 1]. We further have DpH(Duǫ)→ DpH(Du) in Ltloc (U) for all t ≥ 1.
Proof of (iii). For any σ ∈ (0, 1], by Theorem 3.6 (ii) we know that [H(Duǫ) + σ]α ∈ W 1,2loc (U)
uniformly in ǫ ∈ (0, ǫ0]. By the weak compactness ofW 1,2loc (U), we know that, up to some subsequence,
[H(Duǫ) + σ]α → f (α)σ in Ltloc (U) with t ∈ [1,∞) and weakly in W 1,2loc (U) as ǫ → 0. Note that by
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Theorem 3.7 (i), we have H(Duǫ)→ H(Du) in Ltloc (U) for t ∈ [1,∞), and hence almsot everywhere
in U , as ǫ→ 0. Thus
f (α)σ = lim
ǫ→0
[H(Duǫ) + σ]α = [lim
ǫ→0
H(Duǫ) + σ]α = [H(Du) + σ]α
almost everywhere in U . Therefore [H(Duǫ) + σ]α → [H(Du) + σ]α in Ltloc (U) for all t ∈ [1,∞) and
weakly in W 1,2loc (U) as ǫ→ 0.
By Theorem 3.6 (ii) again we know that [H(Du) + σ]α ∈ W 1,2loc (U) uniformly in σ ∈ (0, 1]. Since
[H(Du)+σ]α → [H(Du)]α in Ltloc (U) for t ∈ [1,∞) as σ → 0, by the weak compactness of W 1,2loc (U),
we know that [H(Du)+σ]α → [H(Du)]α in Ltloc (U) with t ∈ [1,∞) and weakly inW 1,2loc (U) as σ → 0.
This completes the proof of Theorem 3.7. 
4. Proofs of Theorems 1.1&1.3 and a flatness of u when H ∈ C∞(R2)
In this section, we assume that H ∈ C∞(Rn) satisfies (H1’)&(H2). Let Ω ⊂ R2 be any domain,
and u ∈ AMH(Ω), equivalently, u ∈ C0(Ω) be a viscosity solution to (1.1).
First, we derive Theorems 1.1&1.3 from Theorem 3.7 and Theorem 3.6.
Proof of Theorem 1.1 when H ∈ C∞(R2) satisfies (H1’)&(H2). Let U ⋐ Ω be an arbitrary domain
and α > 12 − τH(‖H(Du)‖L∞(U)). Note that up to considering any smooth domain U˜ ⊂ U , where
τH(‖H(Du)‖L∞(U)) ≤ τH(‖H(Du)‖L∞(U˜)), we may assume that U is smooth. By Theorem 3.7, we
already know that [H(Du)]α ∈W 1,2loc (U). It then suffices to prove that
‖D[H(Du)]α‖2L2(V ) ≤
Cα2(α+ 1)
[α+ τH(‖H(Du)‖L∞(U))− 12 ]2
[
ΛH(‖H(Du)‖L∞(U))
λH(‖H(Du)‖L∞(U))
]2
(4.1)
× 1
[ dist (V,W ∁)]2
∫
W
[H(Du)]2α dx,
whenever V ⋐W ⋐ U with dist (V,W ∁) = 12 dist (W,U
∁). For any ǫ ∈ (0, 1) let uǫ ∈ C∞(U)∩C0(U)
be the solution to (3.1).
If α ≥ 1/2, by Theorem 3.7 (i) we know that [H(Duǫ)]α → [H(Du)]α weakly in W 1,2loc (U). Hence
‖D[H(Du)]α‖2L2(V ) ≤ lim infǫ→0 ‖D[H(Du
ǫ)]α‖2L2(V ).
Note that H(Duǫ) → H(Du) in Lt(W ) for t ≥ 1 as ǫ → 0, as given in Theorem 3.7 (ii). Then (4.1)
follows from (3.8). Moreover, by the arbitrariness of U , we know that [H(Du)]α ∈W 1,2loc (Ω).
If 1/2 − τH(‖H(Du)‖L∞(U)) < α < 1/2, by Theorem 3.7 (iii) we know that for each σ > 0,
[H(Duǫ) + σ]α → [H(Du) + σ]α weakly in W 1,2loc (U) as ǫ → 0, and that [H(Du) + σ]α → [H(Du)]α
weakly in W 1,2loc (U) as σ → 0. Thus
‖D[H(Du)]α‖2L2(V ) ≤ lim infǫ→0 ‖D[H(Du
ǫ) + σ]α‖2L2(U) ≤ lim infσ→0 lim infǫ→0 ‖D[H(Du
ǫ) + σ]α‖2L2(U).
Note that [H(Duǫ)+σ]→ [H(Du)+σ] in Lt(U) for t ≥ 1 as ǫ→ 0, as given in Theorem 3.7 (ii). Then
(4.1) follows from (3.11), as desired. This completes the proof of Theorem 1.1 when H ∈ C∞(R2)
satisfies (H1’)&(H2). 
Proof of Theorem 1.2 when H ∈ C∞(R2) satisfies (H1’)&(H2). Proof of (i). Given any U ⋐ Ω, for
ǫ ∈ (0, 1) let uǫ ∈ C∞(U)∩C0(U) be the solution to (3.1). Since Duǫ → Du in Ltloc (U) for any t ≥ 1
as given in Theorem 3.7 (ii), we have∫
U
− detD2uφdx = 1
2
∫
U
[uxiuxjφxixj + |Du|2φxixi ] dx
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=
1
2
lim
ǫ→0
∫
U
[uǫxiu
ǫ
xjφxixj + |Duǫ|2φxixi ] dx
= lim
ǫ→0
∫
U
− detD2uǫφdx ∀φ ∈ C∞c (U)
Write V = suppφ ⋐ U . By Theorem 2.3 we obtain
− detD2uǫ ≥ 4 τ˜H(‖H(Du
ǫ)‖L∞(V ))
detD2ppH(Du
ǫ)
〈D2ppH(Duǫ)D[H(Duǫ)]1/2,D[H(Duǫ)]1/2〉
≥ 4 τH(‖H(Du
ǫ)‖L∞(V ))
ΛH(‖H(Duǫ)‖L∞(V ))
|D[H(Duǫ)]1/2|2 in V.
Note that by Theorem 3.2 and the monotonicity and right-hand continuity of ΛH , τH , we have
lim
ǫ→0
τH(‖H(Duǫ)‖L∞(V ))
ΛH(‖H(Duǫ)‖L∞(V ))
≥ τH(‖H(Du)‖L∞(U))
ΛH(‖H(Du)‖L∞(U))
.
Thus, applying Theorem 3.7 we get∫
U
− detD2uφdx ≥ 4 τH(‖H(Du)‖L∞(U))
ΛH(‖H(Du)‖L∞(U))
∫
U
|D[H(Du)]1/2|2φdx ∀φ ∈ C∞c (U).
This implies that − detD2u dx is a nonnegative Radon measure with
− detD2u dx ≥ 4 τH(‖H(Du)‖L∞(U))
ΛH(‖H(Du)‖L∞(U))
|D[H(Du)]1/2|2 dx.
Finally, for any V ⋐ U , let φ be as in (3.5). We have∫
V
− detD2u dx ≤
∫
U
− detD2uφdx
=
1
2
∫
U
[uxiuxjφxixj + |Du|2φxixi ] dx ≤ C
1
[ dist (V,U ∁)]2
∫
U
|Du|2 dx
as desired.
Proof of (ii). It suffices to prove that
(4.2)
∫
U
〈D[H(Du)]α,DpH(Du)〉φdx = 0 ∀ U ⊂ Ω and φ ∈ C∞c (U).
Given any U ⋐ Ω, for ǫ ∈ (0, 1) let uǫ ∈ C∞(U) ∩ C0(U ) be the solution to (3.1).
Case α ≥ 1/2. By Theorem 3.7 we have
DpH(Du
ǫ)→ DpH(Du) in L2loc (U) and D[H(Duǫ)]α → D[H(Du)]α weakly in L2loc (U) as ǫ→ 0.
Therefore, for any φ ∈ C∞c (U), we have∫
U
〈D[H(Du)]α,DpH(Du)〉φdx = lim
ǫ→0
∫
U
〈D[H(Duǫ)]α,DpH(Duǫ)〉φdx.
Since D[H(Duǫ) + σ]α ⇀ D[H(Duǫ)]α weakly in L2loc (U) as σ → 0, we have∫
U
〈D[H(Du)]α,DpH(Du)〉φdx = lim
ǫ→0
lim
σ→0
∫
U
α[H(Duǫ) + σ]α−1〈D[H(Duǫ)],DpH(Duǫ)〉φdx
= − lim
ǫ→0
lim
σ→0
ǫ
∫
U
α[H(Duǫ) + σ]α−1div[DpH(Du
ǫ)]φdx,
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where in the last identity, we use AH [u
ǫ]+ǫdiv[DpH(Du
ǫ)] = 0 in Ω. Write V = suppφ. By Theorem
3.6 and Theorem 3.2, we have
ǫ1/2
∫
U
α[H(Duǫ) + σ]α−1div[DpH(Du
ǫ)]φdx
≤ αǫ1/2‖φ‖L∞(V )‖[H(Duǫ) + σ]α−1/2‖L∞(V )
∫
V
[H(Duǫ)]−1/2|div[DpH(Duǫ)]| dx
≤ Cα‖φ‖L∞(V )[‖H(Du)‖α−1/2L∞(U) + 1]ǫ1/2
[∫
V
[H(Duǫ)]−1(div[DpH(Du
ǫ)])2 dx
]1/2
,
which is uniformly bounded in ǫ ∈ (0, 1]. This gives∫
U
〈D[H(Du)]α,DpH(Du)〉φdx = 0
as desired.
Case 1/2 − τH(‖H(Du)‖L∞(U)) < α < 1/2. By Theorem 3.7 (iii), we have D[H(Du) + σ]α →
D[H(Du)]α weakly in L2loc (U) as σ → 0; and for each σ > 0, we have D[H(Duǫ)+σ]α → D[H(Du)+
σ]α weakly in L2loc (U) as ǫ→ 0. By Theorem 3.7 (ii), DpH(Duǫ)→ DpH(Du) in L2loc (U) as ǫ→ 0.
Thus ∫
U
〈D[H(Du)]α,DpH(Du)〉φdx = lim
σ→0
∫
U
〈D[H(Du) + σ]α,DpH(Du)〉φdx
= lim
σ→0
lim
ǫ→0
∫
U
〈D[H(Duǫ) + σ]α,DpH(Duǫ)〉φdx.
Write V = suppφ. Using AH [u
ǫ] + ǫdiv[DpH(Du
ǫ)] = 0 in Ω, we obtain∣∣∣∣∫
U
〈D[H(Du)]α,DpH(Du)〉φdx
∣∣∣∣
= lim
σ→0
lim
ǫ→0
ǫ
∣∣∣∣∫
U
α[H(Duǫ) + σ]α−1div[DpH(Du
ǫ)]φdx
∣∣∣∣
≤ lim
σ→0
lim
ǫ→0
‖φ‖L∞(V )ǫ1/2ǫ1/2
[∫
V
α[H(Duǫ) + σ]2α−2(div[DpH(Du
ǫ)])2 dx
]1/2
,
by Theorem 3.6, which equals to 0. This gives (4.2) as desired. This completes the proof of Theorem
1.3 when H ∈ C∞(R2) satisfies (H1’)&(H2). 
Next, we obtain an integral flatness estimate of u which will be used later.
Lemma 4.1. For any B ⋐ 2B ⋐ Ω and linear function F , we have
−
∫
1
2
B
〈DpH(Du),Du−DF 〉2 dx
≤ C [ΛH(∞)]
2
λH(∞) ‖H(Du)‖L∞(B)
[
−
∫
B
(
(|Du|+ |DF |)2 (u− F )
2
r2
+
(u− F )4
r4
)
dx
]1/2
.
Proof of Lemma 4.1. Let U = B ⋐ Ω, and for any ǫ ∈ (0, 1], let uǫ ∈ C∞(U)∩C0(U) be the solution
to (3.1). By Theorem 3.7, we have uǫ → u and DpH(Duǫ) → DpH(Duǫ) in Ltloc (U) for all t ≥ 1.
Thus
−
∫
1
2
B
〈DpH(Du),Du−DF 〉2 dx = lim
ǫ→0
−
∫
1
2
B
〈DpH(Duǫ),Duǫ −DF 〉2 dx.
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By Lemma 2.7, we have
−
∫
1
2
B
〈DpH(Du),Du−DF 〉2 dx
≤ CΛH(∞) lim inf
ǫ→0
[∫
3
4
B
|D[H(Duǫ)]|2 dx
]1/2
×
[
−
∫
3
4
B
(
(|Duǫ|+ |DF |)2 (u
ǫ − F )2
r2
+
(uǫ − F )4
r4
)
dx
]1/2
+ lim inf
ǫ→0
[ΛH(∞)]2
λH(∞)
[
−
∫
3
4
B
[H(Duǫ)]2 dx
]1/2 [
−
∫
3
4
B
(uǫ − F )4
r4
dx
]1/2
+ lim inf
ǫ→0
[∫
3
4
B
ǫ2(div[DpH(Du
ǫ)])2 dx
]1/2 [
−
∫
3
4
B
(uǫ − F )2
r2
dx
]1/2
=: J1 + J2 + J3.
Applying (3.7) to V = 34B, we know that ǫ
1/2‖divDpH(Duǫ)‖L2( 3
4
B) is bounded uniformly in ǫ ∈ (0, 1],
and hence, by Theorem 3.2, J3 = 0. By Theorem 3.7 (i) we have
J2 ≤ C [ΛH(∞)]
2
λH(∞) ‖H(Du)‖L∞(B)
[
−
∫
B
(u− F )4
r4
dx
]1/2
Applying (3.8) to V = 34B and W =
4
5B, by Theorem 3.7 (i) we have
lim inf
ǫ→0
∫
3
4
B
|D[H(Duǫ)]|2 dx ≤ C
[
ΛH(‖H(Du)‖L∞(B))
λH(‖H(Du)‖L∞(B))
]2
−
∫
4
5
B
[H(Du)]2 dx
≤ C
[
ΛH(∞)
λH(∞)
]2
‖H(Du)‖2L∞(B).
Thus by uǫ → u in W 1,tloc (U) for all t ≥ 1 as ǫ→ 0 again, we have
J1 ≤ C [ΛH(∞)]
2
λH(∞) ‖H(Du)‖L∞(B)
[
−
∫
B
(
(|Du|+ |DF |)2 (u− F )
2
r2
+
(u− F )4
r4
)
dx
]1/2
.
This completes the proof of Lemma 4.1. 
5. Sobolev approximation via uδ ∈ AMHδ when H ∈ C0(R2) (or C1(R2))
In this section, we assume that H ∈ C0(R2) satisfies (H1’)&(H2). Let {Hδ}δ∈(0,1] be the smooth
approximation of H as given in Appendix A. Let Ω ⊂ R2 be any domain and u ∈ AMH(Ω). Let
U ⋐ Ω be any domain. For any δ ∈ (0, 1], let
uδ ∈ C0(U) ∩AMHδ (U) with uδ = u on ∂U .
Note that Hδ ∈ C∞(R2) satisfies (H1’)&(H2), as proved in Section 4, Theorems 1.1&1.3 and Lemma
4.1 hold for Hδ and uδ in U .
In Section 5.1, we prove that uδ → u in C0(U) as δ → 0 and limδ→0 ‖Hδ(Duδ)‖L∞(U) ≤
‖H(Du)‖L∞(U); see Theorem 5.1.
In Section 5.2, we show that for any α ≥ 1/2 and some δ0 ∈ (0, 1), one has [Hδ(Duδ)]α ∈W 1,2loc (U)
uniformly in δ ∈ (0, δ0]; and that there is a sequence {δj}j∈N which converges to 0 such that for any
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1/2 − τH(‖H(Du)‖L∞(U)) < α < 1/2 and some jα ∈ N, one has [Hδj (Duδj )]α ∈ W 1,2loc (U) uniformly
in j ≥ jα; see Lemma 5.2 and Theorem 5.3.
In Section 5.3, by the flatness estimate of uδ in Lemma 4.1, when α ≥ 1/2 we obtain [Hδ(Duδ)]α →
[H(Du)]α in Ltloc (U) and weakly W
1,2
loc (U) for any t ≥ 1 as δ → 0; when 1/2− τH(‖H(Du)‖L∞(U)) <
α < 1/2 we have [Hδj (Duδj )]α → [H(Du)]α in Ltloc (U) and weakly W 1,2loc (U) for any t ≥ 1 as j →∞;
If H ∈ C1(R2) additionally, we also have uδ → u in W 1,tloc (U) and DpHδ(Duδ) → DpH(Du) in
Ltloc (U) for any t ≥ 1 as δ → 0; see Theorem 5.4.
5.1. Uniform L∞-estimates of Hδ(Duδ). We prove the following result.
Theorem 5.1. We have
‖Hδ(Duδ)‖L∞(U) ≤
1
2
ΛH(∞)‖u‖2C0,1(∂U)
and
(5.1) lim sup
δ→0
‖Hδ(Duδ)‖L∞(U) ≤ ‖H(Du)‖L∞(U).
Moreover, uδ → u in C0(U ).
Proof. Step 1. For any δ ∈ (0, 1], applying Lemma B.5 to Hδ and uδ, we have uδ ∈ C0,1(U ) and
(5.2) ‖Hδ(Duδ)‖L∞(U) ≤ sup
|p|≤L
Hδ(p)
where L = ‖u‖C0,1(∂U). By Lemma A.3 (i) and Lemma A.1 (iii), we have
sup
|p|≤L
Hδ(p) ≤ 1
2
ΛH(∞) sup
|p|≤L
|p|2 ≤ 1
2
ΛH(∞)L2 and Hδ(Duδ) ≥ 12λH(∞)|Duδ |2.
Thus,
‖Hδ(Duδ)‖L∞(U) ≤
1
2
ΛH(∞)‖u‖2C0,1(∂U) and ‖Duδ‖L∞(U) ≤
[
ΛH(∞)
λH(∞)
]1/2
L.
By Arzela-Ascolli’s Theorem, we know that, up to some subsequence, uδ → uˆ in C0(U ) as δ → 0 for
some uˆ ∈ C0,1(U).
Step 2. We show that uˆ = u in U . Note that uˆ = u in ∂U . To get uˆ = u in U , thanks to the
uniqueness given in Lemma A.1, it suffices to prove that uˆ ∈ AMH(U). By Lemma B.2, we only need
to show that uˆ ∈ CCH(U).
The proof of uˆ ∈ CCBH(U) is similar to that of uˆ ∈ CCAH(U), and hence is omitted. To see
uˆ ∈ CCAH(U), let V ⋐ U be any domain and x0 ∈ U \ V be any point, and assume that
uˆ(x) ≤ CHa (x− x0) + b ∀x ∈ ∂V
for some a ≥ 0. We only need to show that this inequality also holds in V .
If a = 0, then CHa ≡ 0 by Lemma B.1 we know that
uˆ(x) ≤ b = CHa (x− x0) + b ∀x ∈ V.
Assume that a > 0. By Corollary B.6, for any ǫ > 0 there exists δa,ǫ > 0 such that
CH(1+ǫ)−1a˜(x) ≤ CH
δ
a˜ (x) ≤ CH(1+ǫ)a˜(x) ∀x ∈ Rn, a˜ ∈ [
1
2
a, 2a].
By Lemma B.4, for every ǫ > 0 and for all 0 < δ < δa,ǫ, we have
uˆ(x) ≤ CHδ(1+ǫ)a(x− x0) + b ∀x ∈ ∂V.
Thus, by uδ → uˆ in C0(U), there exists δ˜a,ǫ ∈ (0, δa,ǫ] such that for all 0 < δ < δ˜a,ǫ, one has
uδ(x) ≤ CHδ(1+ǫ)a(x− x0) + b+ ǫ ∀x ∈ ∂V and hence, by uδ ∈ AMHδ (U) and Lemma B.2, ∀x ∈ V .
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Thus
uˆ(x) ≤ CHa (x− x0) + b+ 2ǫ ∀x ∈ V.
Letting ǫ→ 0, we obtain
uˆ(x) ≤ CHa (x− x0) + b ∀x ∈ V
as desired.
Step 3. We prove (5.1). We claim that
(5.3) ‖Hδ(Duδ)‖L∞(U) ≤ ‖Hδ(Du)‖L∞(U).
Indeed, for almost all x ∈ {z ∈ U, uδ(z) = u(z)}, we have Duδ(x) = Du(x). So it suffices to prove
(5.4) ‖Hδ(Duδ)‖L∞({z∈U :uδ(z)6=u(z)}) ≤ ‖Hδ(Du)‖L∞({z∈U :uδ(z)6=u(z)}).
For any ǫ > 0, set V +,ǫ := {z ∈ U, uδ(z) > u(z) + ǫ} and V −,ǫ := {z ∈ U, uδ(z) < u(z) − ǫ}. Then
V ±,ǫ ⋐ U and uδ = u± ǫ on ∂V ±,ǫ. Since uδ is an absolute minimizer for Hδ in U , we have
‖Hδ(Duδ)‖L∞(V ±,ǫ) ≤ ‖Hδ(Du)‖L∞(V ±,ǫ).
Sending ǫ→ 0, we arrive at the desired (5.4).
Note that (5.1) follows from (5.4) and
lim sup
δ→0
‖Hδ(Du)‖L∞(U) ≤ ‖H(Du)‖L∞(U).(5.5)
To see (5.5), note that for any a > ‖H(Du)‖L∞(U), by Lemma B.2 we already have
u(x)− u(y) ≤ CHa (x− y) whenever x, y in some line segment in U.
By Corollary B.6, there exists δa,ǫ ∈ (0, 1] such that for all 0 < δ < δa,ǫ one has CHa ≤ CHδa(1+ǫ), and
hence,
u(x)− u(y) ≤ CHδa(1+ǫ)(x− y) whenever x, y in some line segment in U.
From this and Lemma B.2, we have ‖Hδ(Du)‖L∞(U) ≤ a(1 + ǫ). Letting δ → 0 and ǫ → 0 in order
we conclude (5.2) as desired. This completes the proof of Theorem 5.1. 
5.2. Uniform W 1,2loc -estimates of [H
δj (Duδj )]α. The following lemma comes from the definition of
τH and Theorem 5.1.
Lemma 5.2. There exists a positive sequence {δk}k∈N and {ǫk}k∈N, both of which converge to 0 as
j →∞, such that for all k ∈ N,
‖Hδk(Duδk)‖L∞(U) ≤ ‖H(Du)‖L∞(U) + ǫk
and
τHδk (‖H(Du)‖L∞(U) + ǫk) ≥ τH(‖H(Du)‖L∞(U))− 2−k−1τH(‖H(Du)‖L∞(U)).
Proof. Note that τH(‖H(Du)‖L∞(U)) > 0. By (1.7), for any k ∈ N, there exist 0 < ǫk < 2−k such
that
τH(‖H(Du)‖L∞(U)) ≤ lim sup
δ→0
τHδ(‖H(Du)‖L∞(U) + ǫk) + 2−k−2τH(‖H(Du)‖L∞(U)).
Since the function r→ τHδ (r) is decreasing in [0,∞) for any δ > 0, up to considering min1≤j≤k ǫj, we
may assume that ǫk is decreasing in k. Let {δˆk,j}j∈N with δˆk,j → 0 as j →∞ such that for all j ≥ 1
we have
lim
j→∞
τ
H
δˆk,j
(‖H(Du)‖L∞(U) + ǫk) = lim sup
δ→0
τHδ(‖H(Du)‖L∞(U) + ǫk).
There exists j∗k such that for all j ≥ j∗k we have
τ
H
δˆk,j
(‖H(Du)‖L∞(U) + ǫk) ≥ lim sup
δ→0
τHδ(‖H(Du)‖L∞(U) + ǫk)− 2−k−2τH(‖H(Du)‖L∞(U)),
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and hence
τ
H
δˆk,j
(‖H(Du)‖L∞(U) + ǫk) ≥ τH(‖H(Du)‖L∞(U))− 2−k−1τH(‖H(Du)‖L∞(U)).
By (5.1), there exists jk ≥ j∗k such that for all j ≥ jk, one has
‖H δˆk,j (Duδˆk,j )‖L∞(U) ≤ ‖H(Du)‖L∞(U) + ǫk.
Since the function r 7→ τHδ(r) is decreasing in [0,∞) for any δ > 0, we have, for j ≥ jk,
τ
H
δˆk,j
(‖H δˆk,j (Duδˆk,j )‖L∞(U)) ≥ τH δˆk,j (‖H(Du)‖L∞(U) + ǫk).
Set δk = δˆk,jk for all k ∈ N. The proof of Lemma 5.2 is complete. 
We have the following uniform W 1,2loc -estimates of [H
δj (Duδj )]α.
Theorem 5.3. (i) There exists δ0 ∈ (0, 1] such that for any α ≥ 1/2, we have
(5.6) sup
δ∈(0,δ0]
‖D[Hδ(Duδ)]α‖L2(V ) <∞.
and
lim inf
δ→0
‖D[Hδ(Duδ)]α‖2L2(V ) ≤
Cα2(α+ 1)
[α+ τH(‖H(Du)‖L∞(U))− 12 ]2
[
ΛH(‖H(Du)‖L∞(U))
λH(‖H(Du)‖L∞(U))
]2
× 1
[ dist (V, ∂W )]2
lim inf
δ→0
∫
W
[Hδ(Duδ)]2α dx.(5.7)
(ii) Let {δj}j∈N be as in Lemma 5.2. For any 1/2 − τH(‖H(Du)‖L∞(U)) < α < 1/2, there exists jα
such that for all V ⋐W ⋐ U , we have
(5.8) sup
j≥jα
‖D[Hδj (Duδj )]α‖L2(V ) <∞,
and moreover
lim inf
j→∞
‖D[Hδj (Duδj )]α‖2L2(V ) ≤
Cα2(α+ 1)
[α+ τH(‖H(Du)‖L∞(U))− 12 ]2
[
ΛH(‖H(Du)‖L∞(U))
λH(‖H(Du)‖L∞(U))
]2
(5.9)
× 1
[ dist (V, ∂W )]2
lim inf
j→∞
∫
W
[Hδj (Duδj )]2α dx.
Proof. Case 1/2 − τH(‖H(Du)‖L∞(U)) < α < 1/2. Let jα as the unique k ∈ N such that
2−kτH(‖H(Du)‖L∞(U)) ≤ α+ τH(‖H(Du)‖L∞(U))−
1
2
< 2−k+1τH(‖H(Du)‖L∞(U)).
By Lemma 5.2, the decrease of τHδ and τHδ ≤ 1/2, we have
α+ τHδk (‖Hδk (Duδk)‖L∞(U))−
1
2
(5.10)
≥ α+ τHδk (‖H(Du)‖L∞(U) + ǫk)−
1
2
≥ α+ τH(‖H(Du)‖L∞(U))−
1
2
− 2−k−1τH(‖H(Du)‖L∞(U))
≥ 1
2
[α+ τH(‖H(Du)‖L∞(U))−
1
2
].
For j ≥ jα, applying Theorem 1.1 for Hδj we have
‖D[Hδj (Duδj )]α‖2L2(V ) ≤
Cα2(α + 1)
[α+ τ
Hδj
(‖Hδj (Duδj )‖L∞(W ))− 12 ]2
[
Λ
Hδj
(‖Hδj (Duδj )‖L∞(W ))
λ
Hδj
(‖Hδj (Duδj )‖L∞(W ))
]2
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× 1
[ dist (V, ∂W )]2
∫
W
[Hδj (Duδj )]2α dx whenever V ⋐W ⋐ U .
By Lemma A.1 (i) and Lemma A.3 (i), we obtain
(5.11)
Λ
Hδj
(‖Hδj (Duδj )‖L∞(W ))
λ
Hδj
(‖Hδj (Duδj )‖L∞(W ))
≤ ΛH(∞)
λH(∞) ∀j ∈ N.
From this, Theorem 5.1 and (5.10) it follows that
‖D[Hδj (Duδj )]α‖2L2(V ) ≤
Cα2(α+ 1)
[α+ τH(‖H(Du)‖L∞(U))− 12 ]2
[
ΛH(∞)
λH(∞)
]2 |W |
[ dist (V, ∂W )]2
× [ΛH(∞)‖u‖2C0,1(∂U)]2α ∀j ≥ jα,
which gives (5.8).
Moreover, by Lemma A.3 (iii) and Theorem 5.1, one gets
lim sup
j→∞
Λ
Hδj
(‖Hδj (Duδj )‖L∞(W ))
λ
Hδj
(‖Hδj (Duδj )‖L∞(W ))
≤ lim supj→∞ΛHδj (‖H
δj (Duδj )‖L∞(W ))
lim infj→∞ λHδj (‖Hδj (Duδj )‖L∞(W ))
(5.12)
≤ ΛH(lim supj→∞ ‖H
δj (Duδj )‖L∞(W ))
λH(lim infj→∞ ‖Hδj (Duδj )‖L∞(W ))
≤ ΛH(‖H(Du)‖L∞(U))
λH(‖H(Du)‖L∞(U))
.
Thanks to (5.10) we obtain
lim inf
j→∞
‖D[Hδj (Duδj )]α‖2L2(V ) ≤
Cα2(α+ 1)
[α+ τH(‖H(Du)‖L∞(U))− 12 ]2
[
ΛH(‖H(Du)‖L∞(U))
λH(‖H(Du)‖L∞(U))
]2
× 1
[ dist (V, ∂W )]2
lim inf
j→∞
∫
W
[Hδj (Duδj )]2α dx,
as desired.
Case α ≥ 1/2. The proof in this case is similar to but easier than that in the case α < 1/2. Indeed,
instead of (5.10), we easily have
α− τHδ(‖Hδ(Duδ)‖L∞(U))−
1
2
≥ τHδ(‖Hδ(Duδ)‖L∞(U)) ≥
1
2
[
λH(∞)
ΛH(∞)
]2
,
moreover, we also have
lim sup
δ→0
[α− τHδ(‖Hδ(Duδ)‖L∞(U))−
1
2
] ≥ lim sup
δ→0
[α− τH(‖H(Du)‖L∞(U))−
1
2
].
With the aid of this and Theorem 5.1, by some argument similar to the above case α < 1/2, we are
able to get the desired estimates (5.6)&(5.7). Here we omit the details. The proof of Theorem 5.3 is
complete. 
5.3. Ltloc -convergence of [H
δj (Duδj )]α and W 1,tloc -convergence of u
δj . In this subsection, we
prove the following Sobolev convergence.
Theorem 5.4. (i) For any α ≥ 1/2, we have [Hδ(Duδ)]α → [H(Du)]α in Ltloc (U) for all t ∈
[1,∞) and weakly in W 1,2loc (U) as δ → 0.
(ii) Let {δj}j∈N be as in Lemma 5.2. For any 1/2 − τH(‖H(Du)‖L∞(U)) < α < 1/2, we have
[Hδj (Duδj )]α → [H(Du)]α in Ltloc (U) for all t ∈ [1,∞) and weakly in W 1,2loc (U) as j →∞.
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(iii) If H ∈ C1(R2) additionally, uδ → u in W 1,tloc (U) and DpHδ(Duδ) → DpH(Du) in Ltloc (U)
for all t ∈ [1,∞) as δ → 0.
Proof. We borrow some ideas used in the proof of Theorem 3.7, but due to some technical differences
caused by H ∈ C0(R2) or H ∈ C1(R2), we give the details.
Proof of (i). By Theorem 5.3 (i) and the weak compactness of W 1,2loc (U), we know that, up to some
subsequence, [Hδ(Duδ)]α → f (α) in Ltloc (U) with t ∈ [1,∞) and weakly in W 1,2loc (U) as δ → 0. To
prove (i), it suffices to show that H(Du) = f (1) almost everywhere. Indeed, this implies that
f (α) = lim
δ→0
[Hδ(Duδ)]α = [lim
δ→0
Hδ(Duδ)]α = [f (1)]α = [H(Du)]α
almost everywhere as desired.
Below we prove H(Du) = f (1) almost everywhere. Assume that u is differentiable at x¯, and
also assume that x¯ is Lebesgue point of f (1) and H(Du). For any ζ ∈ (0, 1), there exists rζ,x¯ ∈
(0, 18dist(x¯, ∂U)) such that for any r ∈ (0, rζ,x¯), we have
sup
B(x¯,2r)
|u(x)− u(x¯)− 〈Du(x¯), x− x¯〉|
r
≤ ζ.
By Theorem 5.1, for arbitrary r ∈ (0, rζ,x¯), there exists δζ,x¯,r ∈ (0, 1) such that for all 0 < δ <
dzζ,x¯,r, we have
sup
B(x¯,2r)
|uδ(x)− uδ(x¯)− 〈Du(x¯), x− x¯〉|
r
≤ 2ζ.
Applying Lemma 4.1 with Hδ, uδ and F δ = uδ(x¯) + 〈Du(x¯), · − x¯〉, we have
−
∫
B(x¯,r)
〈DpHδ(Duδ),Duδ −DF 〉2 dx
≤ C [ΛHδ(∞)]
2
λHδ(∞)
‖Hδ(Duδ)‖L∞(B(x¯,2r))
[
−
∫
B(x¯,2r)
(
(|Duδ |+ |DF |)2 (u
δ − F )2
r2
+
(uδ − F )4
r4
)
dx
]1/2
.
By Lemma A.1, λHδ ≥ λH(∞) and Theorem 5.1,
‖Duδ‖L∞(U) ≤
√
2
[λH(∞)]1/2
‖Hδ(Duδ)‖1/2L∞(U) ≤
[
ΛH(∞)
λH(∞)
]1/2
‖u‖C0,1(∂U)(5.13)
By Theorem 5.1 again and by λδH ≥ λH(∞) and ΛδH ≤ ΛH(∞), for δ ∈ (0, 1] we obtain
−
∫
B(x¯,r)
〈DpHδ(Duδ),Duδ −DF 〉2 dx
≤ C [ΛH(∞)]
3
λH(∞) ‖u‖
2
C0,1(∂U)
([
ΛH(∞)
λH(∞)
]1/2
‖u‖C0,1(∂U) + |Du(x¯)|+ 1
)
ζ =: L1ζ.
On the other hand, by λδH ≥ λH(∞) and the strong convexity of Hδ, we have
(5.14) 〈DpHδ(Duδ(x))−DpHδ(Du(x¯)),Duδ(x)−Du(x¯)〉 ≥ λH(∞)|Duδ(x)−Du(x¯)|2.
Moreover, for any x ∈ B(x¯, 2r) we have
|Hδ(Duδ(x))−H(Du(x¯))| = |DpHδ(θDuδ(x) + (1− θ)Du(x¯))||Duδ(x)−Du(x¯)|
for some θ ∈ [0, 1]. Since
|θDuδ(x) + (1− θ)Du(x¯)| ≤ sup ‖Duδ‖L∞(U) + |Du(x¯)| =: L0 <∞,
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by Lemma A.1 (iv) we have
|DpHδ(θDuδ(x) + (1− θ)Du(x¯))| ≤ ΛH(∞)L0,
which implies that
(5.15) |Hδ(Duδ(x))−H(Du(x¯))| ≤ ΛH(∞)L0|Duδ(x)−Du(x¯)|.
By this and (5.14) one has
λH(∞)
[ΛH(∞)L0]2 −
∫
B(x¯,r)
|Hδ(Duδ)−Hδ(Du(x¯))|2 dx(5.16)
≤ λH(∞) −
∫
B(x¯,r)
|Duδ(x)−Du(x¯)|2 dx
≤ −
∫
B(x¯,r)
〈DpHδ(Duδj ),Duδ −Du(x¯)〉 dx− −
∫
B(x¯,r)
〈DpHδ(Du(x¯)),Duδ −Du(x¯)〉 dx
≤ [L1ζ]1/2 − −
∫
B(x¯,r)
〈DpHδ(Du(x¯)),Duδ −Du(x¯)〉 dx.
Since Hδ(Duδ)→ f (1) in L2(B(x¯, r)) and Hδ(Du(x¯))→ H(Du(x¯)) as δ → 0, this yields
λH(∞)
[ΛH(∞)L0]2 −
∫
B(x¯,r)
|f (1) −H(Du(x¯))|2 dx
≤ [L1ζ]1/2 − lim inf
δ→0
−
∫
B(x¯,r)
〈DpHδ(Du(x¯)),Duδ −Du(x¯)〉 dx.
Observe that H ∈ C0,1(R2) implies that {DpHδ(Du(x¯))}δ∈(0,1] is bounded, and hence, up to some
subsequence, DpH
δ(Du(x¯)) → p¯ for some p¯ ∈ R2 as δ → 0. By Duδ ⇀ Du weakly in L2loc (U) as
δ → 0, we obtain
λH(∞)
[ΛH(∞)L0]2 −
∫
B(x¯,r)
|f (1) −H(Du(x¯))|2 dx ≤ [L1ζ]1/2 − −
∫
B(x¯,r)
〈p¯,Du−Du(x¯)〉 dx.
Letting r → 0 and ζ → 0 in order, we conclude that f (1)(x¯) = H(Du(x¯)) as desired.
Proof of (ii). Let {δj}j∈N be as in Lemma 5.2. By Theorem 5.4 (i) we have [Hδj (Duδj )]α → [H(Du)]α
almost everywhere. From this, Theorem 5.3 (ii) and the weak compactness ofW 1,2loc (U), we know that,
[Hδj (Duδj )]α → [H(Du)]α in Ltloc (U) with t ∈ [1,∞) and weakly in W 1,2loc (U) as j →∞.
Proof of (iii). Since Hδ ∈ C∞(R2) is strongly convex and λHδ(∞) ≥ λH(∞), we have
Hδ(Duδ)−Hδ(Du) ≥ 〈DpHδ(Du),Duδ −Du〉+ λH(∞)
2
|Duδ −Du|2
almost everywhere in U . Thus, for any V ⋐ U ,
λH(∞)
2
∫
V
|Duδ −Du|2 dx ≤
∫
V
〈DpHδ(Du),Du−Duδ〉 dx+
∫
V
|Hδ(Duδ)−Hδ(Du)| dx
≤
∫
V
〈DpHδ(Du),Du−Duδ〉 dx+
∫
V
|Hδ(Duδ)−H(Du)| dx
+
∫
V
|Hδ(Du)−H(Du)| dx.
By Theorem 5.4 (i) we have Hδ(Duδ) → H(Du) in Ltloc (U) for all t ≥ 1 as δ → 0. By Hδ → H
locally uniformly as δ → 0 we have and Hδ(Du) → H(Du) in Ltloc (U) for all t ≥ 1 as δ → 0.
Moreover, note that H ∈ C1(R2) implies that DpHδ → DpH locally uniformly in R2 as δ → 0. Thus
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DpH
δ(Du) → DpH(Du) in Ltloc (U) for all t ≥ 1 as δ → 0. By Duδ → Du weakly in L2loc (U), one
has ∫
V
〈DpHδ(Du),Du−Duδ〉 dx→ 0 as δ → 0.
Therefore we conclude Duδ → Du in L2loc (U), and hence, by (5.13), in Ltloc (U) for any t ≥ 1 as
δ → 0.
Finally, write
|DpHδ(Duδ)−DpH(Du)| ≤ |DpHδ(Duδ)−DpHδ(Du)|+ |DpHδ(Du)−DpH(Du)|.
Note that DpH
δ(Du) → DpH(Du) almost everywhere as δ → 0. By Lemma A.1 (iv) and Theorem
5.1, DpH
δ(Du) ∈ L∞(U) uniformly in δ ∈ (0, 1]. Therefore, by the Lebesgue theorem, we have
DpH
δ(Du)→ DpH(Du) in Ltloc (U) for all t ≥ 1 as δ → 0. Moreover, by Lemma A.3(i), we have
|DpHδ(Duδ)−DpHδ(Du)| ≤ |[D2ppHδ(θDuδ + (1− θ)Du)](Duδ −Du)| ≤ ΛH(∞)|Duδ −Du|
for some θ ∈ [0, 1]. This, together with Duδ → Du in Ltloc (U) for all t ≥ 1 as δ → 0, yields
DpH
δ(Duδ) → DpH(Du) in Ltloc (U) for all t ≥ 1 as δ → 0. This completes the proof of Theorem
5.4. 
Remark 5.5. When H ∈ C0(R2) satisfies (H1’)&(H2), we do not know if Theorem 5.4 (ii) holds or
not. Note that in the proof of Theorem 5.4 (ii) we do use H ∈ C1(R2) to guarantee DpHδ(Du) →
DpH(Du) in L
t
loc (U) for all t ≥ 1 as δ → 0. Note that u ∈ C0,1(U). Under H ∈ C0(R2), we do not
know if {DpHδ(Du)}δ∈(0,1] contains a Cauchy sequence in Ltloc (U) for all t ≥ 1.
6. Proofs of Theorems 1.1&1.3 and Corollary 1.2
Considering Remark 1.6, We only need to prove Theorem 1.1 (resp. 1.3) and Corollary 1.2 when
H ∈ C0(R2) (resp. H ∈ C1(R2) ) satisfies (H1’)&(H2). We always let {Hδ}δ∈(0,1] be the smooth
approximation to H as in Appendix A.
Theorem 1.1 then follows from Theorem 5.4& 5.3.
Proof of Theorem 1.1. Suppose that H ∈ C0(R2) satisfies (H1’)&(H2). Let {δj}j be the sequence
given in Lemma 5.2. By Theorem 5.4 (i)&(ii), for α > 1/2−τH (‖H(Du)‖L∞(U)), one has [Hδj (Duδj )]α →
[H(Du)]α weakly in W 1,2loc (U) and in L
t
loc (U) for all t ≥ 1 as j →∞. This implies that [H(Du)]α ∈
W 1,2loc (U). Moreover, applying (5.7) and (5.9) in Theorem 5.3, for all V ⋐W ⋐ U with dist (V, ∂W ) =
dist (W,∂U) = 12 dist (V, ∂U), we have
‖D[H(Du)]α‖2L2(V ) ≤ lim infj→∞ ‖D[H
δ(Duδj )]α‖2L2(V )
≤ Cα
2(α+ 1)
[α+ τH(‖H(Du)‖L∞(U))− 12 ]2
[
ΛH(‖H(Du)‖L∞(U))
λH(‖H(Du)‖L∞(U))
]2
× 1
[ dist (V, ∂W )]2
lim inf
j→∞
∫
W
[Hδj (Duδj )]2α dx
≤ Cα
2(α+ 1)
[α+ τH(‖H(Du)‖L∞(U))− 12 ]2
[
ΛH(‖H(Du)‖L∞(U))
λH(‖H(Du)‖L∞(U))
]2
× 1
[ dist (V, ∂U)]2
∫
U
[H(Du)]2α dx.
Thus (1.3) follows. This completes the proof of Theorem 1.1. 
Next, we conclude Corollary 1.2 from Theorem 1.1, Lemma B.8 and Lemma A.7.
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Proof of Corollary 1.2. Suppose that H ∈ C0(R2) satisfies (H1’)&(H2). We only need to consider the
case 1/2− τH(0) < α < 1/2.
Firstly, we show that for any x ∈ Ω with Du(x) = 0, there exists 0 < rx,α < dist (x, ∂Ω)/8 so that
|D[H(Du)]α| ∈ L2(B(x, rx,α)). Indeed, by the right continuity and monotonicity of τH (see Lemma
A.7), we can find Rα > 0 such that α > 1/2 − τH in [0, Rα]. Choose 0 < rx,α < dist (x, ∂Ω)/8 so
that ‖H(Du)‖L∞(B(x,2rx,α)) < Rα. By Theorem 1.1, we know that [H(Du)]α ∈W 1,2loc (B(x, 2rx,α)) and
hence [H(Du)]α ∈W 1,2(B(x, rx,α)).
Next, for any U ⋐ Ω, note that the set U0 = {z ∈ U : Du(z) = 0} is compact and covered
by the union of {B(x, rx,α)}x∈U0 . So we can find {xj}Nj=1 ⊂ U0 for some N < ∞ so that U0 ⊂
∪Nj=1B(xj, rxj ,α). Thus
[H(Du)]α ∈W 1,2(⋃Nj=1B(xj, rxj ,α)).
By u ∈ C1(Ω), there is r0 > 0 such that the closure of the open set U \ (∪Nj=1B(xj , rxj ,α/2)) is
contained in the open set
Ω>r0 := {x ∈ Ω : H(Du(x)) > r0}.
Applying Theorem 1.1 to each component of Ω>r0 , we have |D[H(Du)]| ∈ L2loc (Ω>r0). This allows us
to get
|α[H(Du)]α−1|D[H(Du)]| ≤ αrα−10 |D[H(Du)]| ∈ L2loc (Ω>r0).
Thus, by
(6.1) D[H(Du)]α = α[H(Du)]α−1D[H(Du)] in Ω>r0
in distributional sense, we know that
|D[H(Du)]α| ≤ αrα−10 |D[H(Du)]| almost everywhere in Ω>r0 .
Therefore,
[H(Du)]α ∈W 1,2(U \ (∪Nj=1B(xj, rxj ,α/2))).
We then conclude [H(Du)]α ∈W 1,2(U) as desired.
If H ∈ C2(R2) and H1/2 is convex additionally, by Lemma A.2 we have τH ≡ 1/2, and hence, by
Theorem 1.1, one gets (1.3) for all α > 0. This completes the proof of Corollary 1.2. 
Finally we prove Theorem 1.3 by using Theorem 1.1, Theorem 5.3 and Corollary 1.2.
Proof of Theorem 1.3. Suppose that H ∈ C1(R2) satisfies (H1)&(H2). Let Ω ⊂ R2 be any domain
and u ∈ AMH(Ω). Similarly as in the proof of Theorem 1.1, fix arbitrary U ⋐ Ω. Let U ⋐ U˜ ⋐ Ω and
note ‖H(Du)‖L∞(U˜) <∞. Letting R := ‖H(Du)‖L∞(U˜) +1, by Lemma A.8 there exists H˜ ∈ C1(R2)
satisfying (H1’) and (H2) such that H˜ = H in H−1([0, R + 1]), τH = τH˜ , λH = λH˜ and ΛH = ΛH˜ in
[0, R + 1). Note that u ∈ AM
H˜
(U˜ ). By abuse of notation, we write H˜ as H below.
Moreover, let {Hδ}δ∈(0,1] be a smooth approximation to H as in the Appendix A. For δ ∈ (0, 1],
let uδ ∈ AMHδ(U) with uδ = u on ∂U . Let {δj}j be the sequence given in Lemma 5.2.
Proof of (i). By Theorem 5.3 (iii), we know that Duδk → Du in Ltloc (U) for any t ≥ 1 as k →∞, we
obtain ∫
U
− detD2uφdx = 1
2
∫
U
[uxiuxjφxixj + |Du|2φxixi ] dx
=
1
2
lim
k→∞
∫
U
[uδkxiu
δk
xjφxixj + |Duδk |2φxixi ] dx
= lim
k→∞
∫
U
− detD2uδkφdx ∀φ ∈ C∞c (U).
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Applying Theorem 1.3 (i) to Hδ ∈ C∞(R2), and noting [Hδk(Duδk)]1/2 → [H(Du)]1/2 weakly in
W 1,2loc (U) as given in Theorem 5.4 (i)&(ii), we have
lim
k→∞
∫
U
− detD2uδkφdx ≥ 4 lim sup
k→∞
τHδk (‖Hδ(Duδk)‖L∞(U))
ΛHδk (‖Hδk (Duδk)‖L∞(U))
∫
U
|D[Hδk(Duδk)]1/2|2φdx
≥ 4 lim sup
k→∞
τHδk (‖Hδ(Duδk)‖L∞(U))
ΛHδk (‖Hδk (Duδk)‖L∞(U))
∫
U
|D[H(Du)]1/2|2φdx
for all 0 ≤ φ ∈ C∞c (U). By Lemma 5.2, we have
lim
j→∞
τ
Hδj
(‖Hδj (Duδj )‖L∞(U)) ≥ τH(‖H(Du)‖L∞(U)).
By Theorem 5.1 again and Lemma A.3, using the decrease and right-continuity of ΛH , further we
have
lim sup
k→∞
τHδk (‖Hδk(Duδk)‖L∞(U))
ΛHδk (‖Hδk(Duδk)‖L∞(U))
≥ lim supk→∞ τHδk (‖H
δk(Duδk)‖L∞(U))
lim supk→∞ΛHδk (‖Hδk(Duδk)‖L∞(U))
≥ τH(‖H(Du)‖L∞(U))
ΛH(‖H(Du)‖L∞(U))
.
Thus ∫
U
− detD2uφdx ≥ 4 τH(‖H(Du)‖L∞(U))
ΛH(‖H(Du)‖L∞(U))
∫
U
|D[H(Du)]1/2|2φdx ≥ 0 ∀0 ≤ φ ∈ C∞c (U),
which implies that − detD2u dx is a nonnegative Radon measure with
− detD2u dx ≥ 4 τH(‖H(Du)‖L∞(U))
ΛH(‖H(Du)‖L∞(U))
|D[H(Du)]1/2|2 dx.
On the other hand, for any ball V ⋐ U ⋐ Ω, we choose a cut-off function φ ∈ C∞c (U) as in (3.5) to
obtain ∫
V
− detD2uφdx ≤
∫
U
− detD2uφdx
=
1
2
∫
U
[uxiuxjφxixj + |Du|2φxixi ] dx ≤ C
1
[ dist (V, ∂U)]2
∫
U
|Du|2 dx.
Proof of (ii). We divide the proof into 2 steps.
Step 1. If α ≥ 1/2 and U = Ω, or α > 1/2− τH(‖H(Du)‖L∞(U)) with U ⋐ Ω, by Theorem 5.3 (iii),
one has that DpH
δk(Duδk)→ DpH(Du) in L2loc (U) and also, D[Hδk(Duδk)]α → [DH(Du)]α weakly
in L2loc (U) as k →∞. Thus∫
U
〈D[H(Du)]α,DpH(Du)〉φdx = lim
k→∞
∫
U
〈D[Hδk(Duδk)]α,DpHδk(Duδk)〉φdx
for any φ ∈ C∞c (U). Applying Theorem 1.3 (ii) to Hδk , we have
〈D[Hδk(Duδk)]α,DpHδk(Duδk)〉 = 0 almost everywhere in U.
Thus, ∫
U
〈D[H(Du)]α,DpH(Du)〉φdx = 0
for any φ ∈ C∞c (U), that is, 〈D[H(Du)]α,DpH(Du)〉 = 0 almost everywhere in U .
Step 2. If 1/2− τH(0) < α < 1/2, for any x ∈ Ω with H(Du(x)) = 0, let Rα > 0 and rx,α be as in
the proof of Corollary 1.2. Since α > 1/2− τH(‖H(Du)‖L∞(B(x,rx,α))), by Step 1 with U = B(x, rx,α)
we know that
〈D[H(Du)]α,DpH(Du)〉 = 0 almost everywhere in B(x, rx,α).
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For any U ⋐ Ω, let {xj}Nj=1 be as in the proof of Corollary 1.2. One then has
〈D[H(Du)]α,DpH(Du)〉 = 0 almost everywhere in
⋃N
i=1B(xj, rxj ,α).
Let r0 be as in the proof of Corollary 1.2. By (6.1) and applying Step 1 to U ∩ Ωr0 , we know that
〈D[H(Du)]α,DpH(Du)〉 = 0 almost everywhere in U ∩ Ωr0 .
Since U = [∪x∈U0B(x, rx,α)] ∪ [U ∩ Ωr0 ], one gets 〈D[H(Du)]α,DpH(Du)〉 = 0 almost everywhere in
U . By the arbitrariness of U , we have
〈D[H(Du)]α,DpH(Du)〉 = 0 almost everywhere in Ω.
The proof of Theorem 1.3 is complete. 
7. Proofs of Lemmas 2.6, 2.7, 2.5, 3.3 & 3.4
In Section 7.1, we prove Lemmas 2.6&2.7; in Section 7.2, we prove Lemmas 2.5, 3.3&3.4.
7.1. Proofs of Lemmas 2.6&2.7.
Proof of Lemma 2.6. Let ϕ = [H(Duǫ) + σ]2α−1φ2, where φ ∈ C∞c (W ), and σ = 0 if α ≥ 3/2 and
σ > 0 if 1/2− τH(‖H(Duǫ)‖L∞(W )) < α < 3/2. By (2.5) and
[H(Duǫ) + σ]2α−1 ≥ [H(Duǫ) + σ]2α−2H(Duǫ),
we have
I(uǫ, ϕ) = 8
∫
U
τ˜H(Du
ǫ)〈D2ppH(Duǫ)D[H(Duǫ)]1/2,D[H(Duǫ)]1/2〉[H(Duǫ) + σ]2α−1φ2 dx
+ 2ǫ
∫
U
τ˜H(Du
ǫ)(div[DpH(Du
ǫ)])2[H(Duǫ)]−1[H(Duǫ) + σ]2α−1φ2, dx
≥ 2
α2
∫
U
τ˜H(Du
ǫ)〈D2ppH(Duǫ)D[H(Duǫ) + σ]α,D[H(Duǫ) + σ]α〉φ2 dx
+ 2ǫ
∫
U
τ˜H(Du
ǫ)(div[DpH(Du
ǫ)])2[H(Duǫ) + σ]2α−2φ2 dx
≥ 2
α2
τH(‖H(Duǫ)‖L∞(W ))K1 + 2ǫτH(‖H(Duǫ)‖L∞(W ))K2,
where and below, we write
K1 :=
∫
U
〈D2ppH(Duǫ)D[H(Duǫ) + σ]α,D[H(Duǫ) + σ]α〉φ2 dx(7.1)
≥ λH(‖H(Duǫ)‖L∞(W ))
∫
U
|D[H(Duǫ) + σ]α|2φ2 dx
and
K2 :=
∫
U
(div[DpH(Du
ǫ)])2[H(Duǫ) + σ]2α−2φ2 dx.
On the other hand, we have ϕ ∈W 1,2c (U) and
ϕxi = (2α − 1)φ2uǫxkxiHpk(Duǫ)[H(Duǫ) + σ]2α−2 + 2φφxi [H(Duǫ) + σ]2α−1 in U
for i = 1, 2. By (2.6) and integration by parts, we write
I(uǫ, ϕ) = −
∫
U
〈D2ppH(Duǫ)D[H(Duǫ)]− div[DpH(Duǫ)]DpH(Duǫ),Dϕ〉 dx
= (2α − 1)
∫
U
div[DpH(Du
ǫ)]Hpi(Du
ǫ)uǫxkxiHpk(Du
ǫ)[H(Duǫ) + σ]2α−2φ2 dx
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+ 2
∫
U
div[DpH(Du
ǫ)]Hpi(Du
ǫ)φxi [H(Du
ǫ) + σ]2α−1φdx
− (2α− 1)
∫
U
Hpj(Du
ǫ)Hpipl(Du
ǫ)uǫxlxjuxkxiHpk(Du
ǫ)[H(Duǫ) + σ]2α−2φ2 dx
− 2
∫
U
Hpj(Du
ǫ)Hpipl(Du
ǫ)uǫxlxjφxi [H(Du
ǫ) + σ]2α−1φdx
=: J1 + · · · + J4.
Note that
J3 = −(2α − 1)
∫
U
〈D2ppH(Duǫ)D[H(Duǫ)],D[H(Duǫ)]〉[H(Duǫ) + σ]2α−2φ2 dx
= −(2α − 1) 1
α2
∫
U
〈D2ppH(Duǫ)D[H(Duǫ) + σ]α,D[H(Duǫ) + σ]α〉φ2 dx
= −(2α − 1) 1
α2
K1.
Since
Hpi(Du
ǫ)uǫxkxiHpk(Du
ǫ) = AH [u
ǫ] = −ǫ div [DpH(Duǫ)],
we have
J1 = −ǫ(2α− 1)
∫
U
(div[DpH(Du
ǫ)])2[H(Duǫ) + σ]2α−2φ2 dx = −ǫ(2α− 1)K2.
By Young’s inequality we obtain
J4 = −2 1
α
∫
U
〈D2ppH(Duǫ)D[H(Duǫ) + σ]α,Dφ〉[H(Duǫ) + σ]αφdx
≤ η 1
α2
K1 + Cη
−1ΛH(‖H(Duǫ)‖L∞(W ))
∫
U
[H(Duǫ) + σ]2α|Dφ|2 dx.
Regards of J2, by integration by parts, we write
J2 =− 2
∫
U
Hpj(Du
ǫ)[Hpi(Du
ǫ)φφxi [H(Du
ǫ) + σ]2α−1]xj dx
=− 2
∫
U
Hpj(Du
ǫ)Hpips(Du
ǫ)uǫxsxjφxi [H(Du
ǫ) + σ]2α−1φdx
− 2
∫
U
Hpj(Du
ǫ)Hpi(Du
ǫ)φxjφxi [H(Du
ǫ) + σ]2α−1 dx
− 2
∫
U
Hpj(Du
ǫ)Hpi(Du
ǫ)φφxixj [H(Du
ǫ) + σ]2α−1 dx
− 2(2α − 1)
∫
U
Hpj(Du
ǫ)Hpi(Du
ǫ)φφxi [H(Du
ǫ) + σ]2α−2Hps(Du
ǫ)uǫxsxj dx
=:J21 + · · ·+ J24.
Observe that J21 = J4, J22 ≤ 0 and by Lemma A.1 (iv), we have
J23 ≤ 2
∫
U
|DpH(Duǫ)|2|D2φ||φ|[H(Duǫ) + σ]2α−1 dx
≤ 4[ΛH(‖H(Du
ǫ)‖L∞(W ))]2
λH(‖H(Duǫ)‖L∞(W ))
∫
U
|D2φ||φ|[H(Duǫ) + σ]2α dx.
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Regards of J24, by Ho¨lder’s inequality and Lemma A.1 (iv), using λH(∞) ≤ λH ≤ ΛH ≤ ΛH(∞), we
get
J24 = 2ǫ(2α − 1)
∫
U
div[DpH(Du
ǫ)]〈DpH(Duǫ),Dφ〉φ[H(Duǫ) + σ]2α−2 dx
≤ 2ǫηK2 + ǫCη−1|2α− 1|2
∫
U
〈DpH(Duǫ),Dφ〉2[H(Duǫ) + σ]2α−2 dx
= 2ǫηK2 + ǫCη
−1|2α− 1|2 [ΛH(∞)]
2
λH(∞)
∫
U
|Dφ|2[H(Duǫ) + σ]2α−1 dx.
Combining all estimates together, we obtain[
2τH(‖H(Duǫ)‖L∞(W )) + (2α − 1)− 2η
]
[
1
α2
K1 + ǫK2]
≤ C [ΛH(‖H(Du
ǫ)‖L∞(W ))]2
λH(‖H(Duǫ)‖L∞(W ))
∫
U
[H(Duǫ) + σ]2α|D2φ|φdx
+ Cη−1ǫ
[ΛH(∞)]2
λH(∞)
∫
U
[H(Duǫ) + σ]2α−1|Dφ|2 dx
+ Cη−1ΛH(‖H(Duǫ)‖L∞(W ))
∫
U
[H(Duǫ) + σ]2α|Dφ|2 dx.
Since α > 1/2 − τH(‖H(Duǫ)‖L∞(W )), choosing
η =
1
4
[2τH(‖H(Duǫ)‖L∞(W )) + (2α− 1)],
by (7.1) and λH(∞) ≤ λH ≤ ΛH(∞) we get∫
U
|D[H(Duǫ) + σ]α|2φ2 dx+ ǫα2 1
ΛH(∞)
∫
U
(div[DpH(Du
ǫ)])2[H(Duǫ) + σ]2α−2φ2 dx(7.2)
≤ Cα
2(α+ 1)
[α+ τH(‖H(Duǫ)‖L∞(W ))− 12 ]2
[
ΛH(‖H(Duǫ)‖L∞(W ))
λH(‖H(Duǫ)‖L∞(W ))
]2
×
∫
U
[H(Duǫ) + σ]2α[|Dφ|2 + |D2φ||φ|] dx
+
Cǫα2|2α− 1|2
[α+ τH(‖H(Duǫ)‖L∞(W ))− 12 ]2
[
ΛH(∞)
λH(∞)
]2 ∫
U
[H(Duǫ) + σ]2α−1|Dφ|2 dx.
In the case 1/2− τH(‖H(Duǫ)‖L∞(W )) < α < 1/2, (7.2) gives Lemma 2.6 (ii).
When α ≥ 3/2, taking σ = 0, from (7.2) and τH ≥ τH(∞), we conclude Lemma 2.6 (i).
Assume that 1/2 ≤ α < 3/2. Note that [H(Duǫ)+σ]2α−1 ∈ L∞loc (U) and [H(Duǫ)+σ]2α ∈ L∞loc (U)
uniformly in σ ∈ (0, 1]. By choosing some suitable cut-off function φ, using λH(∞) ≤ λH ≤ ΛH ≤
ΛH(∞) and τH ≥ τH(∞), we know that [H(Duǫ) + σ]α ∈ W 1,2loc (U) uniformly in σ ∈ (0, 1]. By the
weak compactness of W 1,2loc (U), we further have [H(Du
ǫ) + σ]α → [H(Duǫ)]α weakly in W 1,2loc (U) as
σ → 0 (up to some subsequence), and hence [H(Duǫ)]α ∈W 1,2(U). Letting σ → 0 in (7.2) and using
τH ≥ τH(∞), we obtain Lemma 2.6 (i). The proof of Lemma 2.6 is complete. 
Proof of Lemma 2.7. Without loss of generality, we may assume that F (x) = cx2. Let
ϕ =
1
2
(uǫ − cx2)2φ4, ∀φ ∈ C∞c (
3
4
B), ∀B ⋐ U.
Then ϕ ∈W 1,2c (U) and
ϕxi = 2(u
ǫ − cx2)2φ3φxi + (uǫxi − cδ2i)(uǫ − cx2)φ4.
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By Theorem 2.3, (2.4) and (2.6) we obtain
0 ≤ I(uǫ, ϕ) = −
∫
U
Hpj(Du
ǫ)Hpipl(Du
ǫ)uǫxlxj(u
ǫ
xi − cδ2i)(uǫ − cx2)φ4 dx
− 2
∫
U
Hpj(Du
ǫ)Hpipl(Du
ǫ)uǫxlxjφxi(u
ǫ − cx2)2φ3 dx
+
∫
U
(div[DpH(Du
ǫ)])Hpi(Du
ǫ)(uǫxi − cδ2i)(uǫ − cx2)φ4 dx
+ 2
∫
U
(div[DpH(Du
ǫ)])Hpi(Du
ǫ)φxi(u
ǫ − cx2)2φ3 dx
=: J1 + J2 + J3 + J4.
By the Ho¨lder inequality and Lemma 2.6, using ΛH ≤ ΛH(∞), we have
J1 + J2 ≤
[∫
U
〈D2ppH(Duǫ)D[H(Duǫ)],D[H(Duǫ)]〉φ4 dx
]1/2
×
[∫
U
〈D2ppH(Duǫ)(Duǫ −DF ), (Duǫ −DF )〉(uǫ − F )2φ4 dx
]1/2
+ 2
[∫
U
〈D2ppH(Duǫ)D[H(Duǫ)],D[H(Duǫ)]〉φ4 dx
]1/2
×
[∫
U
〈D2ppH(Duǫ)Dφ,Dφ〉(uǫ − F )4φ2 dx
]1/2
≤ CΛH(∞)
[∫
U
|D[H(Duǫ)]|2φ4 dx
]1/2
×
[∫
U
[
(|Duǫ|+ |DF |)2(uǫ − F )2φ4 + |Dφ|2(uǫ − F )4φ2] dx] 12 .
By integration by parts, we have
J3 = −
∫
U
Hpm(Du
ǫ)[Hpi(Du
ǫ)(uǫxi − cδ2i)(uǫ − cx2)φ4]m dx
= −
∫
U
Hpm(Du
ǫ)Hpipj(Du
ǫ)uǫxjxm(u
ǫ
xi − cδ2i)(uǫ − cx2)φ4 dx
−
∫
U
Hpm(Du
ǫ)Hpi(Du
ǫ)uǫxixm(u
ǫ − cx2)φ4 dx
−
∫
U
〈DpH(Duǫ),Duǫ −DF 〉2φ4 dx
− 4
∫
U
Hpm(Du
ǫ)Hpi(Du
ǫ)(uǫ − cx2)φxm(uǫxi − cδ2i)φ3 dx
=: J31 + · · ·+ J34
Note that J31 = J1. Since
Hpm(Du
ǫ)Hpi(Du
ǫ)uǫxixm = AH [u
ǫ] = −ǫ div [DpH(Duǫ)],
by the Ho¨lder inequality, we obtain
J32 = ǫ
∫
U
( div [DpH(Du
ǫ)])(uǫ − cx2)φ4 dx
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≤ ǫ
[∫
U
( div [DpH(Du
ǫ)])2φ4 dx
]1/2 [∫
U
(uǫ − F )2φ4 dx
]1/2
.
By Young’s inequality, Ho¨lder’s inequality and Lemma A.1 (iv), using ΛH ≤ ΛH(∞) and λH ≥
λH(∞), we have
J34 ≤ 1
4
∫
〈DpH(Duǫ),Duǫ −DF 〉2φ4 dx+C
∫
|DpH(Duǫ)|2|Dφ|2(uǫ − F )2φ2 dx
≤ −1
4
J33 + C
[∫
U
|DpH(Duǫ)|4|Dφ|2φ2 dx
]1/2 [∫
U
(uǫ − F )4|Dφ|2φ2 dx
]1/2
≤ −1
4
J33 + C
[ΛH(∞)]2
λH(∞)
[∫
U
[H(Duǫ)]2|Dφ|2φ2 dx
]1/2 [∫
U
(uǫ − F )4|Dφ|2φ2 dx
]1/2
By integration by parts, then
J4 = −2
∫
U
Hpm(Du
ǫ)[Hpi(Du
ǫ)(uǫ − cx2)2φxiφ3]m dx
= −2
∫
U
Hpm(Du
ǫ)Hpipj(Du
ǫ)uǫxjxm(u
ǫ − cx2)2φxiφ3 dx
− 4
∫
U
Hpi(Du
ǫ)Hpm(Du
ǫ)(uǫxm − cσ2m)(uǫ − cx2)φxiφ3 dx
− 2
∫
U
Hpi(Du
ǫ)Hpm(Du
ǫ)(uǫ − cx2)2φxixmφ3 dx
− 6
∫
U
〈DpH(Duǫ),Dφ〉2(uǫ − cx2)2φ2 dx
=: J41 + · · ·+ J44
Note that J44 ≤ 0, J41 = J2 and J34 = J42. By Ho¨lder’s inequality and Lemma A.1(iv), using
ΛH ≤ ΛH(∞) and λH ≥ λH(∞) we have
J43 ≤ 2
[∫
U
|DpH(Duǫ)|4|D2φ|φ3 dx
]1/2 [∫
U
(uǫ − F )4|D2φ|φ3 dx
]1/2
≤ 4[ΛH(∞)]
2
λH(∞)
[∫
U
[H(Duǫ)]2|D2φ|φ3 dx
]1/2 [∫
U
(uǫ − F )4|D2φ|φ3 dx
]1/2
.
Combining all estimates together, we obtain∫
U
〈DpH(Duǫ),Duǫ −DF 〉2φ4 dx
≤ CΛH(∞)
[∫
U
|D[H(Duǫ)]|2φ4 dx
]1/2
×
[∫
U
[
(|Duǫ|+ |DF |)2(uǫ − F )2φ4 + |Dφ|2(uǫ − F )4φ2] dx] 12
+ C
[ΛH(∞)]2
λH(∞)
[∫
U
[H(Duǫ)]2[|Dφ|2φ2 + |D2φ|φ3] dx
]1/2 [∫
U
(uǫ − F )4|D2φ|φ3 dx
]1/2
+
[∫
U
ǫ2(div[DpH(Du
ǫ)])2φ4 dx
]1/2 [∫
U
(uǫ − F )2φ4 dx
]1/2
If letting φ ⊂ C∞c (34B) with φ = 1 in 12B, and |Dφ|2 + |D2φ| ≤ C|B| in B, we obtain the desired
estimates. This completes the proof of Lemma 2.7. 
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7.2. Proofs of Lemmas 2.5, 3.3&3.4.
Proof of Lemma 2.5. Let ϕ = e
t
ǫ
H(Duǫ)φ2mt for any 0 ≤ φ ∈ C∞c (U). We have
ϕxi =
t
ǫ
e
t
ǫ
H(Duǫ)Hpm(Du
ǫ)uǫxmxiφ
2mt + 2mtφ2mt−1φxie
t
ǫ
H(Duǫ).
Note that ϕ ∈W 1,2c (U). By (2.6) and a direct calculation, we obtain
I(uǫ, ϕ) =
∫
U
div[DpH(Du
ǫ)]Hpi(Du
ǫ)ϕxi dx−
∫
U
Hpj(Du
ǫ)uǫxlxjHpipl(Du
ǫ)ϕxi dx
=
t
ǫ
∫
U
div[DpH(Du
ǫ)]Hpi(Du
ǫ)e
t
ǫ
H(Duǫ)Hpm(Du
ǫ)uǫxmxiφ
2mt dx
+ 2mt
∫
U
div[DpH(Du
ǫ)]Hpi(Du
ǫ)φ2mt−1φxie
t
ǫ
H(Duǫ) dx
− t
ǫ
∫
U
Hpj(Du
ǫ)uǫxlxjHpipl(Du
ǫ)e
t
ǫ
H(Duǫ)Hpm(Du
ǫ)uǫxmxiφ
2mt dx
− 2mt
∫
U
Hpj(Du
ǫ)uǫxlxjHpipl(Du
ǫ)φ2mt−1φxie
t
ǫ
H(Duǫ) dx
=: J1 + · · ·+ J4
Since
Hpi(Du
ǫ)Hpm(Du
ǫ)uǫxmxi = AH [u
ǫ] = −ǫdiv[DpH(Duǫ)],
we have
J1 = −t
∫
U
(div[DpH(Du
ǫ)])2e
t
ǫ
H(Duǫ)φ2mt dx.
By Young’s inequality and Lemma A.1 (iv), we have
J2 = 2mt
∫
U
div[DpH(Du
ǫ)]〈DpH(Duǫ),Dφ〉φ2mt−1e tǫH(Duǫ) dx
≤ −1
4
J1 + (2m)
2t
∫
U
〈DpH(Duǫ),Dφ〉2φ2mt−2e
t
ǫ
H(Duǫ) dx
≤ −1
4
J1 + (2m)
2t
[ΛH(∞)]2
2λH(∞)
∫
U
H(Duǫ)|Dφ|2φ2mt−2e tǫH(Duǫ) dx
Noting D[H(Duǫ)] = D2uǫDpH(Du
ǫ) we have
J3 = − t
ǫ
∫
U
〈D2ppH(Duǫ)D[H(Duǫ)],D[H(Duǫ)]〉e
t
ǫ
H(Duǫ)φ2mt dx
≤ − t
ǫ
λH(∞)
∫
U
|D[H(Duǫ)]|2e tǫH(Duǫ)φ2mt dx.
By Young’s inequality, we have
J4 = 2mt
∫
U
〈D2ppH(Duǫ)D[H(Duǫ)],Dφ〉φ2mt−1e
t
ǫ
H(Duǫ) dx
≤ −1
4
J3 + (2m)
2tǫ
∫
U
〈D2ppH(Duǫ)Dφ,Dφ〉φ2mt−2e
t
ǫ
H(Duǫ) dx
≤ −1
4
J3 + (2m)
2tǫΛH(∞)
∫
U
|Dφ|2φ2mt−2e tǫH(Duǫ) dx.
Since I(uǫ, ϕ) ≥ 0 by Theorem 2.3 and (2.4), combining above estimates, we have
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3
4
1
ǫ
λH(∞)
∫
U
|D[H(Duǫ)]|2e tǫH(Duǫ)φ2mt dx+ 3
4
∫
U
(div[DpH(Du
ǫ)])2e
t
ǫ
H(Duǫ)
= −3
4
1
t
[J1 + J3] ≤ 2(2m)2 [ΛH(∞)]
2
λH(∞)
∫
U
[1 +H(Duǫ)]|Dφ|2φ2mt−2e tǫH(Duǫ) dx,
which gives ∫
U
{
1
ǫ
|D[H(Duǫ)]|2 + 1
ΛH(∞) [div(DpH(Du
ǫ))]2
}
φ2mte
t
ǫ
H(Duǫ) dx
≤ 8m2
[
ΛH(∞)
λH(∞)
]2 ∫
U
[1 +H(Duǫ)]|Dφ|2φ2mt−2e tǫH(Duǫ) dx
as desired. This completes the proof of Lemma 2.5. 
We prove Lemmas 3.4&3.3 by using Lemma 2.5 and Sobolev’s imbedding, and borrowing some
ideas from [20, Theorem 5.1].
Proof of Lemma 3.3. For any β > 1, by Sobolev’s embedding W 1,20 (U) →֒ L2β(U), we have
‖σǫφ4‖Lβ(U) =
(∫
U
[(σǫ)1/2φ2]2β dx
)1/β
≤ C(U, β)
∫
U
|D[(σǫ) 12φ2]|2 dx,
where recall that φ is as in (3.5). Noting
(7.3) |D[(σǫ) 12φ2]|2 ≤ 1
ǫ2
σǫφ4|D[H(Duǫ)]|2 + 4σǫ|Dφ|2φ2,
by (3.5) and
∫
U σ
ǫ dx = 1, we have
(7.4) ‖σǫφ4‖Lβ(U) ≤ C(U, V, β) + C(U, β)
∫
U
1
ǫ2
σǫφ4|D[H(Duǫ)]|2 dx.
Applying Lemma 2.5 with m = 2 and t = 1, by (3.5), we obtain∫
U
1
ǫ
|D[H(Duǫ)]|2φ4e 1ǫH(Duǫ) dx ≤ C(H,U, V )
∫
U
[1 +H(Duǫ)]e
1
ǫ
H(Duǫ)φ2 dx,
by
∫
U σ
ǫ dz = 1, which implies that∫
U
1
ǫ
|D[H(Duǫ)]|2φ4σǫ dx ≤ C(H,U, V ) + C(H,U, V )
∫
U
H(Duǫ)φ2σǫ dx.
Note that by (3.3), one has
ǫ ln
∫
U
e
1
ǫ
H(Duǫ) dz ≤ ǫ ln |U |+ ‖H(Du)‖L∞(U) ≤ C(U)[1 + ‖H(Du)‖L∞(U)].
Since y ≤ ǫγ e
γ
ǫ
y for all y ∈ R and by ∫U σǫ dz = 1 we obtain∫
U
H(Duǫ)φ2σǫ dx
=
∫
U
[
H(Duǫ)− ǫ ln
∫
U
e
1
ǫ
H(Duǫ) dz
]
φ2σǫ dx+
[
ǫ ln
∫
U
e
1
ǫ
H(Duǫ) dz
] ∫
U
φ2σǫ dx
≤
∫
U
ǫ
γ
e
γ
ǫ
[
H(Duǫ)−ǫ ln
∫
U e
1
ǫ H(Du
ǫ) dz
]
φ2σǫ dx+ C(U, V )[1 + ‖H(Du)‖L∞(U)]
=
ǫ
γ
∫
U
(σǫ)1+γφ2 dx+ C(U, V )[1 + ‖H(Du)‖L∞(U)].
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Plugging this in (7.4) we obtain
(7.5) ‖σǫφ4‖Lβ(U) ≤ C(H,U, V, β)
[
1
ǫ
[1 + ‖H(Du)‖L∞(U)] +
1
γ
∫
U
(σǫ)1+γφ2 dx
]
.
Letting γ = (β − 1)/2β and noting 1 + γ = 1/2 + (2β − 1)/2β we have
‖σǫφ4‖Lβ(U) ≤ C(H,U, V, β)
{
1
ǫ
[1 + ‖H(Du)‖L∞(U)] +
∫
U
(σǫ)(3β−1)/2βφ2 dx
}
By Ho¨lder’s inequality,
∫
U σ
ǫ dx = 1 and Young’s inequality, we have∫
U
(σǫ)(3β−1)/2βφ2 dx ≤
(∫
U
σǫ dx
)(2β−1)/2β (∫
U
[(σǫ)1/2φ2]2β dx
)1/2β
= ‖σǫφ4‖1/2
Lβ(U)
≤ η‖σǫφ4‖Lβ(U) + 4η−1
for any η > 0. Letting η = [2C(H,U, V, β)]−1, we have
‖σǫφ4‖Lβ(U) ≤ C(H,U, V, β)
1
ǫ
[1 + ‖H(Du)‖L∞(U)] +
1
2
‖σǫφ4‖Lβ(U)
from which we conclude the desired estiamtes. This completes the proof of Lemma 3.3. 
Proof of Lemma 3.4. For β = θ2 > 1, by Sobolev’s imbedding we have
‖[σǫφ2m]t‖Lβ(U) =
(∫
U
[(σǫ)t/2φmt]2β dx
)1/β
≤ C(U, β)
∫
U
|D[(σǫ)t/2φmt]|2 dx.(7.6)
By (3.5) we have
|D[(σǫ)t/2φmt]|2 ≤ Ct2(σǫ)t−2|Dσǫ|2φ2mt + C(U, V )m2t2φ2mt−2(σǫ)t,
and hence
‖[σǫφ2m]t‖Lβ(U) ≤ C(U, β)t2
∫
U
(σǫ)t−2|Dσǫ|2φ2mt dx+ C(U, V, β)m2t2
∫
U
(σǫ)tφ2mt−2 dx
Noting |Dσǫ|2 = 1
ǫ2
(σǫ)2|D[H(Duǫ)]|2, by Lemma 2.5 and (3.5) we have∫
U
(σǫ)t−2|Dσǫ|2φ2mt dx = 1
ǫ2
∫
U
(σǫ)t|D[H(Duǫ)]|2φ2mt dx
≤ C(H)1
ǫ
m2
∫
U
(σǫ)tφ2mt−2[1 +H(Duǫ)][|Dφ|2 + |D2φ|φ] dx
≤ C(H,U, V )1
ǫ
m2
∫
U
(σǫ)tφ2mt−2[1 +H(Duǫ)] dx.
Since (3.3) implies
ǫ ln
∫
U
e
1
ǫ
H(Duǫ) dz ≤ C(U)[1 + ‖H(Du)‖L∞(U)],
we have ∫
U
(σǫ)t−2|Dσǫ|2φ2mt dx
≤ C(H,U, V )1
ǫ
m2
∫
U
φ2mt−2(σǫ)t
×
{
C(U)[1 + ‖H(Du)‖L∞(U)] +
[
H(Duǫ)− ǫ ln
∫
U
e
1
ǫ
H(Duǫ) dz
]}
dx.
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By y ≤ ǫθθ−1e
θ−1
θǫ
y, this gives∫
U
(σǫ)t−2|Dσǫ|2φ2mt dx
≤ C(H,U, V )1
ǫ
m2
∫
U
φ2mt−2(σǫ)t
×
{
[1 + ‖H(Du)‖L∞(U)] +
ǫθ
θ − 1e
θ−1
θǫ
[
H(Duǫ)−ǫ ln
∫
U
e
1
ǫ H(Du
ǫ) dz
]}
dx
≤ C(H,U, V, β)m2
∫
U
φ2mt−2
{
(σǫ)t+(θ−1)/θ +
1
ǫ
(σǫ)t[1 + ‖H(Du)‖L∞(U)]
}
dx.
That is,
‖[σǫφ2m]t‖Lβ(U) ≤ C(H,U, V, β)m2t2
×
{∫
U
φ2mt−2(σǫ)t+
θ−1
θ dx+
1
ǫ
[1 + ‖H(Du)‖L∞(U)]
∫
U
(σǫ)tφ2mt−2 dx
}
.
Via Ho¨lder’s inequality,
∫
U σ
ǫ dx = 1 and 0 ≤ φ ≤ 1, we obtain∫
U
(σǫ)t+
θ−1
θ φ2mt−2 dx ≤
[∫
U
[σǫφm]tθ dx
]1/θ [∫
U
σǫφ
(mt−2)θ
θ−1 dx
]1−1/θ
≤ ‖[σǫφm]t‖Lθ(U)
and ∫
U
(σǫ)tφ2mt−2 dx ≤
[∫
U
[σǫφm]tθ dx
]1/θ [∫
U
φ
(mt−2)θ
θ−1 dx
]1−1/θ
≤ C(U, β)‖[σǫφm]t‖Lθ(U).
We therefore conclude
‖[σǫφ2m]t‖Lβ(U) ≤ C(H,U, V, β)
1
ǫ
m2t2[1 + ‖H(Du)‖L∞(U)]‖[σǫφm]t‖Lθ(U),
which completes the proof of Lemma 3.4. 
Appendix A. Some properties of H and auxiliary functions
We recall several properties of λH and ΛH in Lemma A.1, and give the continuity and lower bound
of τ˜H when H ∈ C2(R2) in Lemma A.2. In Lemma A.3 we recall a standard smooth approximation
{Hδ}δ∈(0,1] to H, and prove some useful properties of λHδ and ΛHδ . In Lemma A.7 we give some
useful properties of τH . Finally, for H ∈ Ck(R2) satisfying (H1)&(H2) and given R > 0, in Lemma
A.8 we find H˜ ∈ Ck(R2) satisfying (H1’)&(H2) so that H˜ = H in {p, |p| < R}.
The following basic properties of λH are ΛH are known. We omit the proofs.
Lemma A.1. Suppose that H ∈ C0(Rn) satisfies (H1)&(H2). The following hold.
(i) The function λH is decreasing and ΛH is increasing. Both of λH and ΛH are right-continuous
in [0,∞), that is,
ΛH(R) = limǫ→0ΛH(R+ ǫ) and λH(R) = limǫ→0 λH(R + ǫ) for all R ≥ 0.
If H ∈ C2(Rn) additionally, then λH ,ΛH ∈ C0([0,∞)).
(ii) For all R > 0, both of H(p)− 12λH(R)|p|2 and 12ΛH(R)|p|2 −H(p) are convex in H−1([0, R]).
If H ∈ C1(Rn) additionally, then
λH(R)|p − q|2 ≤ 〈DpH(p)−DpH(q), p − q〉 ≤ ΛH(R)|p− q|2 ∀p, q ∈ H−1([0, R])
and
λH(R)
2
|p− q|2 ≤ H(q)−H(p)− 〈DpH(p), p − q〉 ≤ ΛH(R)
2
|p− q|2 ∀p, q ∈ H−1([0, R]).
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If H ∈ C2(Rn) additionally, then
λH(H(p))
2
|ξ|2 ≤ 〈D2ppH(p)ξ, ξ〉 ≤
ΛH(H(p))
2
|ξ|2 ∀p, ξ ∈ Rn.
(iii) For all p ∈ Rn, we have
λH(H(p))
2
|p|2 ≤ H(p) ≤ ΛH(H(p))
2
|p|2.
(iv) If H ∈ C1(Rn) additionally, then H1/2 ∈ C0,1(R), DpH(0) = 0 and
|DpH(p)|2 ≤ [ΛH(H(p))]2|p|2 ≤ 2[ΛH(H(p))]
2
λH(H(p))
H(p) ∀p ∈ R2.
We have the following properties for τ˜H as defined in (1.5).
Lemma A.2. Suppose that H ∈ C2(Rn) satisfies (H1)&(H2).
(i) The function τ˜H ∈ C0(Rn) satisfies
τ˜H(0) =
1
2
and τ˜H(p) ≥ 1
2
[
λH(H(p))
ΛH(H(p))
]2
in Rn \ {0}.
(ii) If Hγ is convex in H−1([0, R]) for some γ ∈ [1/2, 1) and R > 0 , then τ˜H ≥ 1 − γ in
H−1([0, R]).
Proof. (i) Since τ˜H ∈ C0((0,∞)), to see τ˜H ∈ C0([0,∞)), it suffices to prove that τ˜H is continuous at
0. By DpH(0) = 0, we have
DpH(p) = D
2
ppH(0)p + o(|p|) and H(p) =
1
2
〈D2ppH(0)p, p〉+ o(|p|2) as p→ 0.
By this, the continuity of (D2ppH)
−1 at 0 and Lemma A.1(iv), we have
〈[D2ppH(p)]−1DpH(p),DpH(p)〉 = 〈[D2ppH(0)]−1DpH(p),DpH(p)〉+ o(|p|2)
= 〈[D2ppH(0)]−1D2ppH(0)p,D2ppH(0)p〉 + o(|p|2)
= 〈D2ppH(0)p, p〉 + o(|p|2)
= 2H(p) + o(|p|2) as p→ 0.
Thus τ˜H(p) = 1/2 + o(1) when p→ 0, as desired.
Moreover, by Lemma A.1 (iii) and (iv), we have
〈(D2ppH)−1(p)DpH(p),DpH(p)〉 ≤
1
λH(H(p))
|DpH(p)|2 ≤ 2
[
ΛH(H(p))
λH(H(p))
]2
H(p) ∀p ∈ Rn
that is,
τ˜H(p) ≥ 1
2
[
λH(H(p))
ΛH(H(p))
]2
∀p ∈ Rn \ {0}
as desired.
(ii) It suffices to prove that τ˜H ≥ 1− γ almost everywhere in H−1([0, R]).
Note that the convexity of Hγ implies that Hγ is second order differentiable almost everywhere in
H−1([0, R]), and moreover, at such a point p, we have 〈D2ppHγ(p)ξ, ξ〉 ≥ 0 for all ξ ∈ R2. Thus, at
such a point 0 6= p ∈ H−1([0, R]), by τ˜H > 0 we have
1
τ˜H
=
1
H
〈(D2ppH)−1DpH,DpH〉
=
1
γ2
H2−2γ〈(D2ppH)−1DpHγ ,DpHγ〉
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=
1
γ2
H2−2γ〈(D2ppH)(D2ppH)−1DpHγ , (D2ppH)−1DpHγ〉
=
1
γ3
H3−3γ〈(D2ppHγ)(D2ppH)−1DpHγ , (D2ppH)−1DpHγ〉
+
1
γ3
(1− γ)H2−3γ〈(DpHγ ⊗DpH)(D2ppH)−1DpHγ , (D2ppH)−1DpHγ〉
≥ (1− γ)H−1〈(DpH), (D2ppH)−1DpH〉2
≥ (1− γ) 1
[τ˜H ]2
,
that is, τ˜H ≥ 1− γ as desired. This completes the proof of Lemma A.2. 
If H ∈ C0(R2) satisfies (H1) (resp. (H1’)) and (H2), there is a standard smooth approximation
satisfying (H1) (resp. (H1’)) and (H2). For each δ ∈ (0, 1], let H˜δ = ηδ ∗ H, where ηδ is standard
smooth mollifier. It is easy to see that Hδ is strictly convex. Thus, for each δ ∈ (0, 1], there exists a
unique point pδ ∈ R2 such that
H˜δ(pδ) = min
p∈R2
H˜δ(p) ≤ H˜δ(0)
Moreover, for δ ∈ (0, 1], set
(A.1) Hδ(p) = H˜δ(p + pδ)− H˜δ(pδ) ∀p ∈ Rn.
Then we have the following result.
Lemma A.3. Suppose that H ∈ C0(Rn) satisfies (H1) (resp. (H1’)) and (H2).
(i) For each δ ∈ (0, 1], Hδ ∈ C∞(Rn) satisfies (H1) (resp. (H1’)) and (H2). In the case that
H ∈ C0(Rn) satisfies (H1’) and (H2), we have
(A.2) λHδ ≥ λH(∞) and ΛHδ ≤ ΛH(∞) in [0,∞] ∀ δ ∈ (0, 1].
(ii) There exists a δH(0) ∈ (0, 1] such that for all δ ∈ (0, δH(0)], we have |pδ| ≤ δ/δH (0). Hence,
Hδ → H locally uniformly in Rn. If H ∈ C2(Rn) additionally, then Hδ → H in C2(Rn) as
δ → 0.
(iii) For any R > 0, there exist δH(R) ∈ (0, 1] such that for all δ ∈ (0, δH (R)], we have
(A.3) λHδ(r) ≥ λH(r + δ/δH (R)) and ΛHδ(r) ≤ ΛH(r + δ/δH (R)) ∀ r ∈ [0, R] .
Moreover, for all r > 0 and rδ → r as δ → 0, we have
(A.4) lim infδ→0 λHδ (r
δ) ≥ λH(r) and lim supδ→0 ΛHδ(rδ) ≤ ΛH(r) as δ → 0.
Proof. (i) Given R > 1, assume that H(p)− λ2 |p|2 is convex in B(0, R+ 1). For any p, q ∈ B(−pδ, R)
and any θ ∈ (0, 1), write
Hδ(θp+ (1− θ)q)− λ
2
|θp+ (1− θ)q|2 = (H − λ
2
| · |2) ∗ ηδ(θ(p+ pδ) + (1− θ)(q + pδ))− H˜δ(pδ)
+ (
λ
2
| · |2) ∗ ηδ(θp+ (1− θ)q + pδ)− λ
2
|θp+ (1− θ)q|2.
Since p+ ξ + pδ, q + ξ + pδ ∈ B(0, R + 1) for all |ξ| ≤ 1, we have
(H − λ
2
| · |2) ∗ ηδ(θ(p+ pδ) + (1− θ)(q + pδ))
≤ θ(H − λ
2
| · |2) ∗ ηδ(p+ pδ) + (1− θ)(H − λ
2
| · |2) ∗ ηδ(q + pδ)
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= θ[Hδ(p)− λ
2
|p|2] + (1− θ)[Hδ(q)− λ
2
|q|2]
− λ
2
[θ|p− ·|2 + (1− θ)|q − ·|2] ∗ ηδ(pδ) + λ
2
[θ|p|2 + (1− θ)|q|2].
Thus
Hδ(θp+ (1− θ)q)− λ
2
|θp+ (1− θ)q|2
= θ[Hδ(p)− λ
2
|p|2] + (1− θ)[Hδ(q)− λ
2
|q|2]
− λ
2
[θ|p− ·|2 + (1− θ)|q − ·|2 − |θp+ (1− θ)q − ·|2] ∗ ηδ(pδ)
+
λ
2
[θ|p|2 + (1− θ)|q|2 − |θp+ (1− θ)q|2]
Since
θ|p− ξ|2 + (1− θ)|q − ξ|2 − |θp+ (1− θ)q − ξ|2 = θ|p|2 + (1− θ)|q|2 − |θp+ (1− θ)q|2
for all ξ ∈ R2, we get
Hδ(θp+ (1− θ)q)− λ
2
|θp+ (1− θ)q|2 ≤ θ[Hδ(p)− λ
2
|p|2] + (1− θ)[Hδ(q)− λ
2
|q|2],
that is, Hδ(p)− λ2 |p|2 is convex in B(−pδ, R).
Similarly, if Λ2 |p|2−H(p) is convex in B(0, R+1), then Λ2 |p|2−Hδ(p) is convex in B(−pδ, R). This
implies that Hδ satisfies (H1)&(H2) whenever H satisfies (H1)&(H2).
If H satisfies (H1’), then letting λ = λH(∞) above we know that Hδ(p) − λH (∞)2 |p|2 is convex in
B(−pδ, R) for all R ≥ 1 and hence in Rn. Similarly, ΛH(∞)2 |p|2 −Hδ(p) is convex in R2. That is, Hδ
satisfies (H1’)&(H2), in particular, (A.2) holds.
(ii) Let
(A.5) λ˜H(R) = sup{λ > 0,H(p)− λ
2
|p|2 is convex in B(0, R)}
and
(A.6) Λ˜H(R) = inf{Λ > 0, Λ
2
|p|2 −H(p) is convex in B(0, R)}.
Note that for any R > 0, we have
λ˜H(R)
2
|p|2 ≤ H(p) ≤ Λ˜H(R)
2
|p|2 ∀|p| < R.
Then
H˜δ(0) ≤ sup
|q|≤δ
H(q) ≤ Λ˜H(δ)
2
δ2 ≤ Λ˜H(1)
2
δ2.
If 4 ≥ |p| > 2δ, then
H˜δ(p) > inf
|q−p|≤δ
H(q) ≥ λ˜H(5)
2
inf
|q−p|≤δ
|q|2 ≥ λ˜H(5)
8
|p|2.
If |p| ≥ 4, then
H˜δ(p) >
|p|
4
H(4p/|p|) ≥ λ˜H(5)
2
|p| ≥ 2λ˜H(5).
For 0 < δ < [λ˜H(5)/4Λ˜H (1)]
1/2, we have H˜δ(p) > H˜δ(0) whenever |p| > [4Λ˜H(1)/λ˜H(5)]1/2δ, that is,
|pδ| ≤ [4Λ˜H(1)/λ˜H(5)]1/2δ.
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(iii) Note that (A.4) follows from (A.3). Indeed, for any r > 0, let R = r + 1. If (A.3) holds, by
the decrease and the right-continuity of λH and ΛH we get
lim inf
δ→0
λδH(r
δ) ≥ lim inf
δ→0
λH(r
δ + δ/δH (R)) ≥ λH(r),
and
lim sup
δ→0
ΛδH(r
δ) ≤ lim sup
δ→0
ΛH(r
δ + δ/δH (R)) ≤ ΛH(r),
as desired.
To prove (A.3), with loss of generality we may assume that R ≥ 1. For 0 < r < R and δ ∈ (0, 1],
let
U δr =
⋃
{B(p+ pδ, δ), p ∈ (Hδ)−1([0, r])}.
We claim that there exists δH(R) ∈ (0, 1] such that
U δr ⊂ H−1([0, r + δ/δH (R)]) whenever δ ∈ (0, δH (R)] and 0 < r < R.
Assume this holds for the moment. If H(p)− λ2 |p|2 is convex in H−1([0, r + δ/δH (R)]), by the above
claim, we know that (H − λ2 | · |2) ∗ ηδ(· + pδ) is convex in (Hδ)−1([0, r]) for some λ > 0 whenever
δ ∈ (0, δH (R)] and 0 < r < R. Thus, for any p, q ∈ (Hδ)−1([0, r]) and any θ ∈ (0, 1), by an argument
similar to (i) we have
Hδ(θp+ (1− θ)q)− λ
2
|θp+ (1− θ)q|2 ≤ θ[Hδ(p)− λ
2
|p|2] + (1− θ)[Hδ(q)− λ
2
|q|2].
That is, Hδ(p) − λ2 |p|2 is convex in (Hδ)−1([0, r]), and hence λHδ (r) ≥ λH(r + δ/δH (R)). Similar
argument leads to that ΛHδ (r) ≤ ΛH(r + δ/δH (R)).
Finally, we prove the above claim. Let s = H(q) > 0. If H(q) ≤ 4R, then |q|2 ≤ 2s/λH(s) ≤
8R/λH(4R). For δ ∈ (0, 1], if |p+ pδ − q| < δ, we have
Hδ(p) = H˜δ(p + pδ)− H˜δ(pδ) ≥ H ∗ ηδ(p+ pδ)− H˜δ(0)
≥ min
|p+pδ−ξ|≤δ
H(ξ)− Λ˜H(1)δ2 ≥ min
|ξ−q|≤2δ
H(ξ)− Λ˜H(1)δ2
≥ H(ξ)− max
|ξ−q|≤2δ
|H(q)−H(ξ)| − Λ˜H(1)δ2
≥ s− 2‖H‖C0,1(B(0,2[8R/λH (4R)]1/2))δ − Λ˜H(1)δ2.
Let
κH(R) = 1 + 2‖H‖C0,1(B(0,2[8R/ΛH (4R)]1/2)) + λ˜H(1) and δH(R) = 1/κH (R) ∈ (0, 1].
For any 0 < δ < δH(R), we have
Hδ(p) ≥ s− κH(R)δ whenever |p+ pδ − q| < δ.
If H(p) = s > 4R and |p+ pδ − q| < δ, letting θ ∈ (0, 1] such that H(θq) = 4R we have
Hδ(p) > Hδ(θp) > 4R− κH(R)δ ≥ 3R.
Therefore, for any 0 < δ ≤ δH(R) and 0 ≤ r ≤ R, if H(p) = s > r + κH(R)δ, then we have
Hδ(p) ≥ min{3R, s− κH(R)δ} > r whenever |p+ pδ − q| < δ as desired. This completes the proof of
Lemma A.3. 
Remark A.4. Similarly to Lemma A.3 (iii), for any R > 0, there exist δ˜H(R) ∈ (0, 1] such that for
all δ ∈ (0, δ˜H(R)], we have
(A.7) λ˜Hδ (r) ≥ λ˜H(r + δ/δ¯H (R)) and Λ˜Hδ (r) ≤ Λ˜H(r + δ/δ¯H (R)) ∀ r ∈ [0, R]
where λ˜Hδ and Λ˜Hδ are defined as in (A.5) and (A.6).
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As a by-product of the proof of Lemma A.3 (iii), we also have the following result.
CorollaryA.5. For any R > 0, there exists κH(R) ≥ 1 such that for all r < R and 0 < δ < 1/κH(R),
we have
(A.8) H−1([0, r]) ⊂ (Hδ)−1([0, r + κH(R)δ]) and (Hδ)−1([0, r]) ⊂ H−1([0, r + κH(R)δ]).
Proof. The second ⊂ has been proved in the proof of Lemma A.3 (iii) with κH(R) = 1/δH(R). To see
the first ⊂, it suffices to show that H(p) < s implies H(p) < s+κH(R)δ for s < R for some κH(R) ≥ 1.
This can be done similarly as in the proof of Lemma A.3 (iii). Here we omit the details. 
The following remark says that the auxiliary function τH given by (1.7) is reduced to (1.6) when
H ∈ C2(Rn) additionally.
Remark A.6. If H ∈ C2(Rn) satisfies (H1)&(H2), by Hδ → H in C2(Rn) as δ → 0, we know that
τ˜Hδ ∈ C0(Rn) uniformly in δ ∈ (0, 1], and hence
(A.9) sup
ǫ>0
lim inf
δ→0
inf
H(p)≤R+ǫ
τ˜Hδ(p) = inf
ǫ>0
inf
H(p)≤R+ǫ
τ˜H(p) = inf
H(p)≤R
τ˜H(p),
which implies the coincidence of the definition (1.6) and (1.7).
By Lemma A.2 we have the following properties of τH .
Lemma A.7. Suppose that H ∈ C0(Rn) satisfies (H1)&(H2). We have the following.
(i) If H ∈ C2(Rn), then τH ∈ C0([0,∞)) and τH(0) = 1/2. If H ∈ C2(Rn) and Hγ is convex
in H−1([0, R]) for some γ ∈ [1/2, 1) and R > 0, then τH ≥ 1 − γ in [0, R], and τH = 1/2 in
[0, R] when γ = 1/2.
(ii) τH is a decreasing and right-continuous function in [0,∞), and
1
2
[
λH
ΛH
]2
≤ τH ≤ 1
2
in [0,∞).
Proof. Note that (i) follows from Lemma A.2 directly. Applying Lemma A.2 to τ˜Hδ , we deduce (ii)
from the definition (1.7) of τH . 
Finally, we have the following result.
Lemma A.8. Suppose that H ∈ Ck(Rn) for some k = 0, 1, 2 satisfies (H1)&(H2). For any R > 0,
there exists a H˜ ∈ Ck(Rn) satisfying (H1’)&(H2) such that H˜ = H in H−1([0, R + 1]), and hence
τH = τH˜ , λH = λH˜ and ΛH = ΛH˜ in [0, R + 1).
Proof. Without loss of generality, let R ≥ 1. First we assume that H ∈ C2(Rn). For k > 0, set
H(k)(p) = H(p)η(p) + kφ˜ ∗ η˜(p) ∀p ∈ R2,
where φ˜ = 0 on B(0, 2R) and = |p|2 − R2 if |p| > 2R; η˜ ∈ C∞c (B(0, R)) with η˜ = 1 on B(0, 12R),
0 ≤ η˜ ≤ 1 and ∫
R2
η˜ = 1; and η ∈ C∞(B(0, 8R)) with η = 1 on B(0, 4R) and 0 ≤ η ≤ 1.
Note that H(k) ∈ C2(Rn), and H = H(k) in B(0, R + 1) for any k > 0. It suffices to show that
there exists kH > 0 large enough so that H˜ = H
(kH ) satisfies (H1’)&(H2). To see this let
kH = 1 + 8 sup
4R≤|p|≤8R
|D2pp[Hη](p)|.
By a direct calculation we know that
Λ˜
H˜
(r) ≤ Λ˜H(8R) + kH <∞ and λ˜H˜(r) ≥ min{λ˜H(8R), kH/2} > 0 for all r > 0
Since, λ
H˜
(∞) = limr→∞ λ˜H˜(r) and ΛH˜(∞) = limr→∞ Λ˜H˜(r). We know that H˜ satisfies (H1’)&(H2).
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For H ∈ Ck(Rn) with k = 0, 1, let {Hδ}δ∈(0,1] be the smooth approximation of H given in (A.1).
Let H˜δ be as above. It suffices to show that
(A.10) 0 < lim inf
δ→0
λ
H˜δ
(∞) < lim sup
δ→0
Λ
H˜δ
(∞) <∞.
Indeed, this implies that H˜δ converges to some H˜ ∈ Ck which satisfies (H1’)&(H2). Note that
H˜δ = Hδ in B(0, R+ 1) implies that H˜ = H in B(0, R + 1). Such H˜ is as desired.
To see (A.10), noting that
|D2ppHδ(p)| ≤ 4Λ˜Hδ(p) ≤ 4Λ˜H(8R + 1) ∀|p| < 8R.
We know that kHδ is bounded uniformly in δ ∈ (0, 1]. Moreover, for all r > 0 and δ ∈ (0, δH (8R+1)]
by (A.7) we have
Λ˜
H˜δ
(r) ≤ Λ˜Hδ(8R + 1) + kHδ < Λ˜H(8R + 2) + sup
δ∈(0,1]
kHδ <∞
and
λ˜
H˜δ
≥ min{λ˜Hδ(8R + 1), kHδ/2} > min{λ˜H(8R+ 2), 1/2} > 0.
Noting that
ΛH˜δ(∞) = lim infr→∞ Λ˜H¯δ (r) and λH¯δ(∞) = lim infr→∞ λ˜H¯δ (r),
we obtain (A.10) as desired. This completes the proof of Lemma A.8. 
Appendix B. Some known results of absolute minimizers
Suppose that H ∈ C0(Rn) satisfies (H1)&(H2). We recall the existence and uniqueness in Lemma
B.1 of absolute minimizers; identification with comparison properties with cones in Lemma B.4.
Moreover we obtain their global absolute minimizing property in Lemma B.5. We also recall their
identification with viscosity solutions in Lemma B.7 when H ∈ C1(Rn) additionally, and their C1-
regularity in Lemma B.8 when n = 2.
The following existence follows from [10], and uniqueness from [8].
Lemma B.1. Suppose that H ∈ C0(Rn) satisfies (H1)&(H2). For any bounded domain U ⊂ R2 and
any g ∈ C(∂U), there exists a unique u ∈ C(U) ∩AMH(U) with u|∂U = g on ∂U .
Next we recall the comparison property with cones. Associated to H set
CHa (x) = sup
H(p)≤a
{p · x} ∀a ≥ 0, x ∈ R2.
It is evident that CHa ∈ C0,1(R2) is convex, positively homogeneous, subadditive and CHa (x) > 0 for
every a > 0 and x 6= 0. See [8, Lemma 2.18] for more details and also the following lemma.
Lemma B.2. Suppose that H ∈ C0(Rn) satisfies (H1)&(H2). Let U ⊂ Rn be any domain, u ∈
C0,1(U) and a ≥ 0. The following are equivalent:
(i) H(Du) ≤ a almost everywhere in U ;
(ii) u(x)− u(y) ≤ CHa (x− y) provided the line segment [x, y] ⊂ U .
Definition B.3. Let U ⊂ Rn be any domain.
(i) A function u ∈ USC (U) satisfies the comparison property with cones for H from above in U
if
max
V
{u−CHa (x− x0)} = max
∂V
{u− CHa (x− x0)}
whenever V ⋐ Ω, a ≥ 0 and x0 ∈ Rn \ V ; for short, write u ∈ CCAH(U).
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(ii) A function u ∈ USC (U) satisfies the comparison property with cones for H from below in U
if and
min
V
{u+CHa (x0 − x)} = min
∂V
{u+ CHa (x0 − x)}
whenever V ⋐ Ω, a ≥ 0 and x0 ∈ Rn \ V ; for short, write u ∈ CCBH(U).
(iii) We say u ∈ C0(U) satisfies the comparison property with cones for H in U (for short, u ∈
CCH(U) ) if u ∈ CCBA(U) ∩ CCBH(U).
The following characterization of absolute minimizers follows from [8, Theorem 4.8].
LemmaB.4. Suppose that H ∈ C0(Rn) satisfies (H1)&(H2). For any domain U ⊂ Rn, u ∈ AMH(U)
if and only if u ∈ CCH(U).
We give the following result which will be used in Section 5.
Lemma B.5. Suppose that H ∈ C0(Rn) satisfies (H1)&(H2). For any bounded domain U ∈ Rn, if
u ∈ C(U) ∩AMH(U) ∩ C0,1(∂U), then u ∈ C0,1(U ) with
‖H(Du)‖L∞(U) ≤ sup
|p|≤‖u‖
C0,1(∂U)
H(p).
Proof. Let v ∈ C0,1(Rn) be the Mcshane extension of u|∂U in Rn so that ‖v‖C0,1(Rn) ≤ L :=
‖u‖C0,1(∂U). Let a ≥ sup|p|≤LH(p). We have a ≥ ‖H(Dv)‖L∞(U˜), where U˜ is a convex set con-
taining U . By Lemma A.10, we have
(B.1) u(x)− u(y) = v(x) − v(y) ≤ CHa (x− y) ∀x, y ∈ ∂U.
Let Vǫ = {x ∈ U, dist (x, ∂U) > ǫ}. Given any δ > 0, by the continuity of CHa and u, for sufficiently
small ǫ > 0 for all z ∈ ∂U we have
u(x) ≤ u(z) + CHa (x− z) + δ for all x ∈ ∂Vǫ and hence, by u ∈ CCH(Ω), for all x ∈ Vǫ .
Letting ǫ→ 0 and δ → 0 in order, we arrive at
u(x) ≤ u(z) + CHa (x− z) for all x ∈ U and z ∈ ∂U .
Given any x ∈ U , let Wx,ǫ := {y ∈ U \ {x}, dist (y, ∂U) > ǫ}. For any δ > 0, if ǫ > 0 is sufficiently
small, we have
u(z) ≥ u(x)− CHa (x− z)− δ for all z ∈ ∂Wx,ǫ and hence, by u ∈ CCH(Ω), for all z ∈Wx,ǫ.
Letting ǫ→ 0 and δ → 0 in order, we arrive at
u(z) ≥ u(x)− CHa (x− z), equivelently, u(x)− u(z) ≤ CHa (x− z), for all x ∈ U and z ∈ U .
So by Lemma A.11 we get u ∈ C0,1(U) and H(Du) ≤ a almost everywhere in U . This completes the
proof of Lemma B.5. 
As a consequence of Lemma A.5 we have the following result, which will be used also in Section 5.
Lemma B.6. Suppose that H ∈ C0(R2) satisfies (H1’)&(H2). For δ > 0, let Hδ ∈ C∞(Rn) as in
(A.1). For a > 0 and ǫ > 0, there exists δ(ǫ, a) > 0 such that
CH(1+ǫ)−1a˜(x) ≤ CH
δ
a˜ (x) ≤ CH(1+ǫ)a˜(x) ∀x ∈ Rn, a˜ ∈ [
1
2
a, 2a].
The following identification follows from [38, 19].
Lemma B.7. Suppose that H ∈ C1(Rn) satisfies (H1)&(H2). For any domain Ω ⊂ R2, u ∈ AMH(Ω)
if and only if u ∈ C0(Ω) is a viscosity solution to (1.1).
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The following C1-regularity was proved in [26] (see [36] for the case H ∈ C2(Rn)). The proof is
based on the linear approximation property obtained in [26] and also some necessary modifications
of approach in [36, 35].
Theorem B.8. Suppose that H ∈ C0(R2) satisfies (H1)&(H2). For any domain Ω ⊂ R2, if u ∈
AMH(Ω), then u ∈ C1(Ω).
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