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Abstract
We give a necessary and sufﬁcient condition for the second quantization operator GðhÞ of a
bounded operator h on L2ðRþÞ; or for its differential second quantization operator lðhÞ; to
have a representation as a quantum stochastic integral. This condition is exactly that h writes
as the sum of a Hilbert–Schmidt operator and a multiplication operator. We then explore
several extensions of this result. We also examine the famous counterexample due to Journe´
and Meyer and explain its representability defect.
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0. Introduction
Second quantization operators and differential second quantization operators on
Fock spaces are the most basic operators that appear in the quantum theory of ﬁelds,
after creation and annihilation operators. On the other hand, on Fock spaces of the
form FK ¼ GðL2ðRþ;KÞÞ; where K is a separable Hilbert space, an effective
theory of quantum stochastic integration is now well developed and has found
numerous applications (such as the ergodic properties of dissipative quantum
systems). One of the basic questions in that context is to characterize the operators
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on FK which can be represented as a quantum stochastic integral. Many articles
have been devoted to that problem (see for example [At1,Coq,P-S]), yet it is far from
being closed.
We study here two particular families of operators: the second quantiza-
tion operators GðhÞ and the differential second quantization operators lðhÞ;
for a bounded operator h on L2ðRþ;KÞ: Rather surprisingly we ﬁnd a necessary
and sufﬁcient condition for GðhÞ and GðhÞ to be represented as quantum sto-
chastic integrals on the set of exponential vectors or on the set of ﬁnite particle
vectors:
Theorem 1. Let h be a bounded operator on L2ðRþÞ: The following properties are
equivalent:
1. GðhÞ and GðhÞ have a quantum stochastic integral representation on the set
EðL2ðRþÞÞ of exponential vectors,
2. GðhÞ and GðhÞ have a quantum stochastic integral representation on the set F of
finite particle vectors,
3. h is of the form
h ¼ K þMg;
where K is a Hilbert–Schmidt operator and Mg is a multiplication by an essentially
bounded function g:
Surprisingly also, the exact same theorem holds for differential second
quantizations.
Theorem 2. Let h be a bounded operator on L2ðRþÞ: The following properties are
equivalent:
1. lðhÞ and lðhÞ have a quantum stochastic integral representation on the set
EðL2ðRþÞÞ of exponential vectors,
2. lðhÞ and lðhÞ have a quantum stochastic integral representation on the set F of
finite particle vectors,
3. h is of the form
h ¼ K þMg
where K is a Hilbert–Schmidt operator and Mg is a multiplication by an essentially
bounded function g:
We furthermore derive fully explicit formulas for the integrands in the integral
representation in both cases (differential and nondifferential); we give sufﬁcient
conditions for the existence of integral representations of such operators in the case
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of unbounded operators h: We also prove various results concerning the obtained
representations.
The paper is organized as follows: in Section 1 we give all the necessary theoretical
background and notations. Section 2 is the core of this article: the above quoted
theorem for (non-differential) second quantizations is proved. Characterizations of
the fact that GðhÞ deﬁnes a regular semimartingale (see [At1]) are also given and the
counterexample of Journe´ and Meyer is discussed. In Section 3 we prove the result
for differential second quantization operators. Section 4 handles the extension of our
characterizations and formulas to the case of Fock space of higher (possibly inﬁnite)
multiplicity. In Section 5 we treat the case of second quantization and differential
second quantizations of unbounded operators, which often arise in physical
applications of the theory. In that case we give simple sufﬁcient conditions for the
existence of a quantum stochastic integral representation.
1. Preliminaries
1.1. Quantum stochastic calculus
The usual framework of quantum stochastic calculus is the symmetric Fock space
GsymðL2ðRþÞÞ over the space L2ðRþÞ; that is, the completion ofM
nX0
L2ðRþÞ3n;
where L2ðRþÞ3n denotes the n-fold symmetric tensor product of L2ðRþÞ for nX1 and
L2ðRþÞ30 ¼ C by convention.
We denote by F that space; according to the above deﬁnition, the elements of F
are sequences ð f0; f1;yÞ; where f0 AC; fn is a symmetric function on Rnþ for nX1;
and
j f0j2 þ
X
nX1
Z
s1o?osn
j fnðs1;y; snÞj2 ds1ydsnoþN:
We will use the more concise notation of Guichardet [Gui]; we identify sequences
ð f0; f1;yÞ with functions f on P; P being the set of ﬁnite subsets of Rþ: Such a
function belongs to F if
j f ð|Þj2 þ
X
nX1
Z
s1o?osn
j f ðfs1;y; sngÞj2 ds1ydsnoþN:
On P we can deﬁne a measure simply by taking its restriction to the subset of P that
has n-tuples for elements to be equal to the n-dimensional Lebesgue measure and
taking the empty set to be an atom of mass one. Equipped with such a measure,
L2ðPÞ can be seen to be isomorphic to the space GsymðL2ðRþÞÞ: From now on we will
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always work with this realization of Fock space and write indifferently F or L2ðPÞ:
The canonical element in P will be denoted by s and the inﬁnitesimal element by ds:
We will also follow the convention that subsets fs1;y; sng are always written in
ordered form: the si’s are always assumed to satisfy s1o?osn unless otherwise
stated.
Among vectors of L2ðPÞ we denote by O the vacuum vector, which is the indicator
of the empty set. For any t in Rþ we will denote by Ft or by L2ðPtÞ the subspace of
L2ðPÞ made of functions with support in ½0; t
: for a function f in L2ðPÞ;
f belongs to L2ðPtÞ 3 f ðsÞ ¼ 0 for a:a: s such that sg½0; t
:
A vector f of F which belongs to L2ðPtÞ is said to be t-adapted. For any n in N we
also deﬁne the nth chaos as the subspace of F made of functions with support in the
n-tuples: for a function f in L2ðPÞ;
f belongs to the nth chaos 3 f ðsÞ ¼ 0 if card san:
The nth chaos is therefore equal to the closed subspace generated by all vectors of the
form u13?3un with u1;y; un in L2ðRþÞ:
In L2ðPÞ we will often consider three most important subspaces: the ﬁrst is the
exponential domain EðL2ðRþÞÞ; the second is the subspaceJðL2ðRþÞÞ introduced by
Coquio [Coq], the last is the ﬁnite particle vector F:
To any function u in L2ðRþÞ we then associate a function EðuÞ on P by
EðuÞð|Þ ¼ 1;
EðuÞðfs1;y; sngÞ ¼ uðs1ÞyuðsnÞ:
This EðuÞ is an element of L2ðPÞ as one can see from the equalityZ
s1o?osn
juðs1ÞyuðsnÞj2 ds1ydsn ¼ 1
n!
Z
Rþ
juðsÞj2 ds
which implies
jjEðuÞjj2 ¼ ejjujj2 :
The set EðL2ðRþÞÞ is total in L2ðPÞ (see [Mey]).
The set JðL2ðRþÞÞ is the subspace of L2ðPÞ generated by the vacuum vector and
by the vectors jðv; uÞ deﬁned for any u; v in L2ðRþÞ by
jðv; uÞð|Þ ¼ 0;
jðv; uÞðfs1;y; sngÞ ¼ vðsnÞuðs1Þyuðsn1Þ:
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From the relation EðuÞ ¼ Oþ jðu; uÞ one sees that JðL2ðRþÞÞ contains the linear
span of EðL2ðRþÞÞ so that JðL2ðRþÞÞ is dense.
The ﬁnite particle domain F is deﬁned as the algebraic sum of nth chaoses for n
in N: Thus for a vector f in L2ðPÞ;
fAF 3 (NAN s:t: f ðsÞ ¼ 0 if card sXN:
It is clear from the deﬁnition of F that F is a dense subset as well and that it is
generated by O and all vectors of the form u13?3un:
1.1.1. Abstract Ito calculus
For details on all objects deﬁned in this paragraph, see [A-M] or [At3]. Let us
consider for all t the element wt of L
2ðPÞ deﬁned by
wtðsÞ ¼
1 if s ¼ fsg and sot;
0 otherwise:
(
A family ð ftÞtX0 of elements of L2ðPÞ is called an adapted process if for almost all
t; the function ft is t-adapted, that is, ft belongs to L
2ðPtÞ: For an adapted process
ð ftÞtX0 satisfying
R jj ftjj2 dtoþN; one can deﬁne the integral of ð ftÞtX0 with
respect to the curve ðwtÞtX0: This deﬁnes an element of L2ðPÞ; denotedZ N
0
ft dwt
which we call the Ito integral of ð ftÞtX0: It has square normZ N
0
ft dwt
  2¼ Z N
0
jj ftjj2 dt: ð1:1Þ
That integral can be constructed from the case of step processes, extending the
deﬁnition by the isometry formula (1.1). One can check that, as a function on P; the
integral
RN
0 ft dwt is given byZ N
0
ft dwtðsÞ ¼
0 if s ¼ |;
f3sðs\3sÞ otherwise;
(
ð1:2Þ
where 3s represents the largest element in s: We deﬁne integrals
R b
a
ft dwt to be the
integral of the process ð ft 1½a;b
ðtÞÞtX0:
Apart from this integral, the two main tools of abstract Ito calculus are the
following families of operators: the adapted projections ðPtÞtX0 and adapted
gradients ðDtÞtX0; which we now deﬁne.
ARTICLE IN PRESS
Y. Pautrat / Journal of Functional Analysis 208 (2004) 163–193 167
For any f in F; the image of f by these operators is deﬁned by
Pt f ðsÞ ¼
f ðsÞ if sC½0; t
;
0 otherwise;
(
Dt f ðsÞ ¼
f ðs,ftgÞ if sC½0; t
;
0 otherwise:
(
It is clear that for all f in L2ðPÞ; all t in Rþ; Pt f is a well-deﬁned element of
L2ðPÞ; the question of deﬁniteness of Dt will be addressed a little further. What is
clear is that, as soon as Pt f ; Dt f are deﬁned, they belong to L
2ðPtÞ: in particular the
operator Pt is simply the orthogonal projection on the subspace L
2ðPtÞ: Thus the
families ðPt f ÞtX0 and ðDt f ÞtX0 are adapted; this allows us to consider the integralRN
0 Dtf dwt: One deduces from the deﬁnition of integral (1.2) the following equality,
valid for all f in F:
f ¼ f ð|ÞOþ
Z N
0
Dt f dwt ð1:3Þ
together with the isometry formula
jj f jj2 ¼ j f ð|Þj2 þ
Z N
0
jjDt f jj2 dt: ð1:4Þ
Equality (1.3) is known as the previsible representation of f :
In the deﬁnition of operators Dt we have omitted to discuss the question of
deﬁniteness; now formula (1.4) shows that for all f in F; almost all t in Rþ; the
function Dt f is a well-deﬁned element of F: This cannot be improved, so that an
individual Dt is not deﬁned as an operator.
On vectors of EðL2ðRþÞÞ or JðL2ðRþÞÞ the operators Pt or Dt satisfy
PtEðuÞ ¼ EðptuÞ; DtEðuÞ ¼ uðtÞEðptuÞ;
Ptjðv; uÞ ¼ jðptv; ptuÞ; Dtjðv; uÞ ¼ vðtÞEðptuÞ;
where pt is the operator of multiplication by the indicator function of ½0; t
 on
L2ðRþÞ:
This gives, in particular, the previsible representations of exponential vectors and
vectors jðv; uÞ:
EðuÞ ¼ Oþ
Z N
0
uðtÞEðptuÞ dwt
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and
jðv; uÞ ¼
Z N
0
vðtÞEðptuÞ dwt:
1.1.2. Second quantization operators
For any bounded operator h on L2ðRþÞ we deﬁne operators GðhÞ; lðhÞ on vectors
of F of the form u13?3un with u1;y; un in L2ðRþÞ by
GðhÞðu13?3unÞ ¼ hu13?3hun; ð1:5Þ
lðhÞðu13?3unÞ ¼ hu13u23?3un þ?þ u13?3un13hun: ð1:6Þ
These operators GðhÞ and lðhÞ are then extended by linearity and closure; one can
check that their domain is the set of all f in L2ðPÞ such that, denoting fn the
restriction of f to the nth chaos, we haveX
n
jjGðhÞfnjj2oþN
or, respectively, X
n
jjlðhÞfnjj2oþN:
The action of these operators on exponential vectors is easily expressed:
GðhÞEðuÞ ¼ EðhuÞ;
lðhÞEðuÞ ¼ aþhuEðuÞ:
These two types of operators are linked by the following formula, which can be
taken as the deﬁnition of differential second quantization operators, and explains the
term differential: for any bounded h on L2ðRþÞ; any t in R; one has
GðeithÞ ¼ eitlðhÞ:
In the case of a self-adjoint operator h this means that lðhÞ is the (uniquely
deﬁned) generator of the unitary semigroup obtained by second quantization of the
unitary semigroup with generator h:
We will mention in Section 5 second quantizations of unbounded operators h: The
deﬁnition for such operators is easily adapted from the above formulas (1.5)
and (1.6).
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1.1.3. Quantum stochastic integration
We will now deﬁne integrals of operator processes with respect to the three
quantum noises daþt ; da

t ; da
3
t :
We consider quantum stochastic integrals as deﬁned by Attal and Meyer [A-M].
To describe it we ﬁrst need to deﬁne adapted processes of operators:
Deﬁnition 1.1. An adapted process of operators on F is a family ðHsÞsX0 of
operators on F such that, for almost all s; the operator Hs is s-adapted, that is
* Dom Hs is stable by the operators Ps and Du for a.a. uXs;
* for any f in Dom Hs the following equalities hold:
HsPs f ¼ PsHs f ;
HsDu f ¼ DuHs f for a:a: uXs:
Now, for three adapted families ðHþs ÞsX0; ðHs ÞsX0; ðH3s ÞsX0 of operators on F and
a scalar l; the integral
l Id þ
Z N
0
Hþs da
þ
s þ
Z N
0
Hs da

s þ
Z N
0
H3s da
3
s
is deﬁned as the only operator H that satisﬁes the following equality:
Hf ¼ lf ð|Þ þ
Z N
0
HsDs f dws þ
Z N
0
Hþs Ps f dws þ
Z N
0
Hs Ds f ds
þ
Z N
0
H3s Ds f dws; ð1:7Þ
where Hs is PsHPs: The domain of H is then the set of all vectors f in F such that
Eq. (1.7) is meaningful, that is:
* for almost all s in Rþ; Ds f belongs to Dom Hs; Dom Hs ; Dom H
3
s and Ps f
belongs to Dom Hþs :
* equality (1.7) holds (remark that H appears on both sides of the equation).
We deﬁne integrals
R b
a
Hes da
e
s to be the integral of the process ðHes 1½a;b
ðsÞÞsX0: Then it
can be seen that an operator Ht is recovered as the restriction to Ft of
l Id þ
Z t
0
Hþs da
þ
s þ
Z t
0
Hs da

s þ
Z t
0
H3s da
3
s:
In the theory of quantum stochastic integration a fourth type of integrals is usually
considered: integrals
RN
0 H

s da

s with respect to the noise da

s : The noise da

s is
actually equal to ds and that new integral is simply the strong integral
RN
0
Hs da

s :
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Therefore, there is no interest in representing a single operator H as
l Id þ
Z N
0
Hþs da
þ
s þ
Z N
0
Hs da

s þ
Z N
0
H3s da
3
s þ
Z N
0
Hs da

s :
Note that the picture is different if one looks for representation of processes of
operators, in which case the introduction of the time integral is in general necessary.
In this paper we are interested in representing operators individually, so that we
will consider representations as integrals
l Id þ
Z N
0
Hþs da
þ
s þ
Z N
0
Hs da

s þ
Z N
0
H3s da
3
s
only. What’s more, we will always look for representations in which, for a.a. s; the
operators Hþs ; H

s ; H
3
s are closable; otherwise the unicity of the representation does
not hold (see [At2]).
1.1.4. The Journe´–Meyer counterexample
The question of whether all operators on Fock space are representable as quantum
stochastic integrals assuming simple domain assumptions was given a negative
answer by Journe´ and Meyer [J-M]: their counterexample consists of a bounded
operator on L2ðPÞ which is not representable on the whole of the exponential
domain. The reason why we include this counterexample here is that the considered
operator is a second quantization: Journe´ and Meyer consider the second
quantization operator GðhÞ where h is the Hilbert transform on L2ðRþÞ (more
precisely, to a function f in L2ðRþÞ it associates the restriction to Rþ of the Hilbert
transform of f seen as an element of L2ðRÞ). Since the Hilbert transform is a unitary
operator, the operator h is a contraction of L2ðRþÞ so that the associated GðhÞ is a
bounded operator; yet this operator GðhÞ is not representable on the whole of
EðL2ðRþÞÞ—not even on the subset EðL2-LNðRþÞÞ: Indeed Journe´ and Meyer
prove that, if some u in L2-LNðRþÞ is such that EðuÞ is in the domain of some
integral operator H; then t/PtHEðutÞ has ﬁnite quadratic variation. Then they
construct explicitly some u in L2-LNðRþÞ for which t/PtHEðutÞ does not have
ﬁnite quadratic variation.
1.1.5. The case of Fock space of higher multiplicity
We present here brieﬂy the counterpart of the above deﬁnitions in the case of Fock
space of higher multiplicity.
For that consider some separable Hilbert space K and ﬁx a hilbertian basis
ðeiÞiAI; where we assume for notational convenience that I does not contain the
index zero. The Fock space with multiplicity space K; which we denote by FK; is
deﬁned as the completion of M
nX0
L2ðRþ;KÞ3n
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as before, but again Guichardet’s shorthand notation gives a more concise form and
we describe it now without details. The Fock space FK is identiﬁed with L2ðPIÞ
where elements of PI are ﬁnite subsets of PI: An element of FK is now a
function with variable s of the form
fðs1; i1Þ;y; ðsn; inÞg;
where nAN; the sk’s belong to Rþ and the ik’s belong toI: As before we always write
such a s so that s1o?osn: The integrability condition for a function f on PI to
belong to FK is nowX
n
X
i1;y;inAI
Z
s1o?osn
j f ðfðs1; i1Þ;y; ðsn; inÞgÞj2 ds1ydsnoþN:
The exponential vectors EðuÞ; vectors jðv; uÞ and ﬁnite particle vectors are deﬁned
in ways analogous to the case of simple Fock space F: exponential vectors are now
constructed with respect to functions u in L2ðRþ;KÞ by
EðuÞðfðs1; i1Þ;y; ðsn; inÞgÞ ¼ uðs1; i1Þ?uðsn; inÞ;
the set JðL2ðRþ;KÞÞ of vectors jðv; uÞ for v; u in L2ðRþ;KÞ is deﬁned by
jðv; uÞ ¼ Oþ
X
iAI
Z N
0
vðs; iÞEðusÞ dwis;
and the ﬁnite particle domain is generated by O and vectors of the form
u13?3un
for u1;y; un in L2ðRþ;KÞ:
The abstract Ito calculus uses now a set of curves wit and operators D
i
t for iAI: For
any f in FK; we deﬁne Dit f and Pt f by
Pt f ðsÞ ¼
f ðsÞ if s ¼ fðs1; i1Þ;y; ðsn; inÞg with all si in ½0; t
;
0 otherwise;
(
Ditf ðsÞ ¼
f ðs,ðt; iÞÞ if s ¼ fðs1; i1Þ;y; ðsn; inÞg with all si in ½0; t
;
0 otherwise:
(
To deﬁne an abstract Ito integral we consider again a family of elements ðwitÞtX0 of
FK: For an adapted process ð ftÞtX0 in FK an integral
RN
0 ft dw
i
t is deﬁned for each i
in I byZ N
0
ft dwitðsÞ ¼
fsnðs\ðsn; inÞÞ if s ¼ fðs1; i1Þ;y; ðsn; inÞg with in ¼ i;
0 otherwise
(
ARTICLE IN PRESS
Y. Pautrat / Journal of Functional Analysis 208 (2004) 163–193172
and all integrals are deﬁned as zero on the null set. To unify our notations we will
denote by
R
ft dw0t the time integral
R
ft dt; and by D
0
t the projection Pt:
Now any vector f of FK has a previsible representation of the form
f ¼ f ð|Þ þ
X
iAI
Z N
0
Ditf dw
i
t
with associated isometry formula
jj f jj2 ¼ j f ð|Þj2 þ
X
iAI
Z N
0
jjDitf jj2 dt;
second quantization and differential second quantization operators are deﬁned as
before, but now for operators h on L2ðRþ;KÞ:
Stochastic integrals of operators are now to be considered with respect to a set of
quantum noises da
i;j
t for i; j both in I,f0g: The noise da0;0t will represent the time
differential dt Id; da0;it ; da
i;0
t and da
i;i
t represent, respectively, the creation,
annihilation and conservation operators at site iAI; the remaining ones dai;jt for
iaj representing exchange operators.
Now an integral
l Id þ
X
i;jAI,f0g
Z N
0
Hi;js da
i;j
s
is deﬁned as the operator H that satisﬁes
Hf ¼ lf ð|Þ þ
X
iAI
Z N
0
HsD
i
sf dw
i
s þ
X
i;jAI,f0g
Z N
0
Hi;js D
j
s f dw
i
s:
This deﬁnition meets the one for Fock space of multiplicity one if I is made of a
single element.
Note that, as before, we will be interested in representing operators as sums of
integrals that exclude integration with respect to time: only the noises dai;js for
ði; jÞað0; 0Þ will be considered in quantum stochastic integral representations.
2. Second quantization operators
2.1. A representation theorem
The main theorem to be proved in this section is the characterization of operators
h on L2ðRþÞ such that the operators GðhÞ; GðhÞ are representable on the exponential
domain or on the ﬁnite particle domain.
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The explicit formulas for the integrands to appear in the representation are given
along the proof, in (2.12) and (2.13).
Theorem 2.1. Let h be a bounded operator on L2ðRþÞ: The following properties are
equivalent:
1. GðhÞ and GðhÞ have a stochastic integral representation on the set EðL2ðRþÞÞ of
exponential vectors,
2. GðhÞ and GðhÞ have a stochastic integral representation on the set F of finite
particle vectors,
3. h is of the form
h ¼ K þMg;
where K is a Hilbert–Schmidt operator and Mg is a multiplication by an essentially
bounded function g:
Besides, if one of these holds, then the representation holds on the set JðL2ðRþÞÞ:
First we will prove the equivalence of 1 and 3; the proof of the equivalence of 2
and 3 will then appear as a simplication.
The proof will be decomposed as follows:
* we prove in Proposition 2.2 below that 1 implies a seemingly weaker set of
conditions (C),
* we prove the equivalence of (C) and 3 in Lemma 2.6,
* we prove implication 3) 1;
* we extend a representation to the domain JðL2ðRþÞÞ:
We recall that we denote by pt the operator on L
2ðRþÞ of multiplication by the
indicator function of ½0; t
: We will also denote by 1½a;b
 the indicator function of
½a; b
CRþ and by 1t
 the indicator of ½0; t
:
Proposition 2.2. If GðhÞ and GðhÞ have a stochastic integral representation on the set
EðL2ðRþÞÞ then h satisfies the following set of conditions (C):
ðCÞ
 for a:a: t; pth1½t;tþe
=e converges in L2ðRþÞ to a function at as e-0;
 for a:a: t; pth1½t;tþe
=e converges in L2ðRþÞ to a function bt as e-0;
 the functions t/jjatjjL2ðRþÞ; t/jjbtjjL2ðRþÞ are square-integrable;
 for a:a: t; 1e
R tþe
t
h1½t;tþe
ðsÞ ds converges to a scalar gðtÞ as e-0 and
 the function t/gðtÞ is essentially bounded:
8>>>><>>>>:
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Proof. We suppose here that the equality
GðhÞ ¼ l Id þ
Z N
0
Hþs da
þ
s þ
Z N
0
Hþs da

s þ
Z N
0
H3s da
3
s; ð2:1Þ
holds on EðL2ðRþÞÞ: We also assume that GðhÞ has such a representation.
First let us remark that GðhÞO ¼ O; then equality (2.1) implies
O ¼ lOþ
Z N
0
Hþs O dws
so that l ¼ 1 (and Hþs O ¼ 0 for almost all s; but we do not need this).
Now we compute PtGðhÞEðptþeuÞ and PtGðhÞEðptuÞ for some function u
in L2ðRþÞ:
GðhÞEðptþeuÞ ¼Oþ
Z tþe
0
uðsÞHsEðpsuÞ dws þ
Z þN
0
Hþs Eðps4ðtþeÞuÞ dws
þ
Z tþe
0
uðsÞHs EðpsuÞ ds þ
Z tþe
0
uðsÞH3sEðpsuÞ dws;
so that
PtGðhÞEðptþeuÞ ¼Oþ
Z t
0
uðsÞHsEðpsuÞ dws þ
Z t
0
Hþs EðpsuÞ dws
þ
Z tþe
0
uðsÞPtHs EðpsuÞ ds þ
Z t
0
uðsÞH3sEðpsuÞ dws;
whereas
PtGðhÞEðptuÞ ¼Oþ
Z t
0
uðsÞHsEðpsuÞ dws þ
Z t
0
Hþs EðpsuÞ dws
þ
Z t
0
uðsÞHs EðpsuÞ ds þ
Z t
0
uðsÞH3sEðpsuÞ dws:
Hence
1
e
PtðGðhÞEðptþeuÞ  GðhÞEðptuÞÞ ¼ Pt 1e
Z tþe
t
uðsÞHs EðpsuÞ ds:
But s/juðsÞj jjHs EðpsuÞjj is integrable by deﬁniteness of the da integral on
EðL2ðRþÞÞ; so that, for almost all t; the integral on the right-hand side above
tends in norm to uðtÞHt EðptuÞ: The operator Pt is a projection and the limit
Ht EðutÞ belongs to its image Ft
; so that the right-hand side also converges to
uðtÞHt EðptuÞ:
For simplicity, we denote by p½t;tþe
 the operator ptþe  pt: When restricted to the
ﬁrst chaos, the left-hand side, with this notation, is simply ðpthp½t;tþe
uÞ=e so that we
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have proved that
for a:a: t; pthp½t;tþe
u=e !e-0 uðtÞP1Ht EðptuÞ in L2 norm; ð2:2Þ
where P1 is the projection on the ﬁrst chaos.
Applying that result in the case where u is taken to be 1N
 for some N in N yields
the fact that
for a:a: t; pth1½t;tþe
=e !e-0 P1Ht Eð1t
Þ in L2 norm; ð2:3Þ
We denote from now on P1Ht Eð1tÞ; by at and remark that t/jjatjj is a locally
integrable function since t/j1N
ðtÞj jjHt Eðpt1N
Þjj is integrable for any N in N:
By the assumption that GðhÞ has an integral representation we obtain the dual
assumptions, so that we have proved the two ﬁrst conditions of (C). We have not
proved the third, that is, the square-integrability of jjatjj and jjbtjj; we will address
that issue after the last proof of convergence.
We prove the fourth property of (C). Let us consider GðhÞEðptþeuÞ on the ﬁrst
chaos, for some u in L2ðRþÞ: For almost any spt þ e;
GðhÞEðptþeuÞðsÞ ¼ uðsÞHsEðpsuÞð|Þ þ Hþs EðpsuÞð|Þ
þ
Z tþe
s
uðrÞHr EðpruÞðsÞ dr þ uðsÞH3sEðpsuÞð|Þ
where the lower bound s for the a integral arises because Hr EðpruÞðsÞ is zero for
ros by adaptedness.
Thus one has, using the fact that GðhÞEðptþeuÞðsÞ ¼ hptþeuðsÞ;
1
e
Z tþe
t
hptþeuðsÞ ds ¼ 1e
Z tþe
t
uðsÞ ds þ 1
e
Z tþe
t
Hþs EðpsuÞð|Þ ds
þ 1
e
Z tþe
t
Z tþe
s
uðrÞHr EðpruÞðsÞ dr ds
þ 1
e
Z tþe
t
uðrÞH3rEðpruÞð|Þ dr: ð2:4Þ
For almost all t:
* the ﬁrst term converges to uðtÞ;
* the second and fourth terms converge, respectively, to Hþt EðptuÞð|Þ and
uðtÞH3tEðptuÞð|Þ because of the integrability properties of s/Hþs EðpsuÞ;
s/uðsÞH3sEðpsuÞ;
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* the third term vanishes. Indeed, an application of Fubini’s theorem shows that
1
e
Z tþe
t
Z tþe
s
uðrÞHr EðpruÞðsÞ dr ds
 p1e
Z tþe
t
juðrÞj
Z r
t
jHr EðpruÞðsÞj ds dr
and the integral
R r
t
jHr EðpruÞðsÞj ds is smaller than
ﬃﬃ
e
p jjHr EðpruÞjj for any r in
½t; t þ e
 by the Cauchy–Schwarz inequality. That third term is therefore equal toﬃﬃ
e
p
times a convergent term.
Thus we have shown that
1
e
Z tþe
t
hptþeuðsÞ ds converges as e-0: ð2:5Þ
But then
1
e
Z tþe
t
hptuðsÞ ds ¼ /ðh1½t;tþe
Þ=e; ptuS;
and ptH
1½t;tþe
=e converges in L2ðRþÞ; so that
1
e
Z tþe
t
hptþeuðsÞ ds converges as e-0: ð2:6Þ
Subtracting (2.6) from (2.5) one ﬁnally obtains that for all u in L2ðRþÞ;
for almost all t;
1
e
Z tþe
t
hp½t;tþe
uðsÞ ds has a limit as e tends to zero:
In the case where u is equal to some indicator function 1N
 with toN; this implies
that
for almost all t;
1
e
Z tþe
t
h1½t;tþe
ðsÞ ds has a limit as e tends to zero;
and in that particular case we denote the limit by gðtÞ: For every e;
1
e
Z tþe
t
h1½t;tþe
ðsÞ ds
 p 1ﬃﬃep
Z
jh1½t;tþe
j2
 1=2
p jjhjj
so that the function g is necessarily essentially bounded.
We now prove the square-integrability of at and bt: The argument is the following:
we prove in Lemma 2.4 below that
uðtÞat ¼ uðtÞP1Ht EðptuÞ almost everywhere in P
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therefore showing that t/uðtÞjjatjjL2ð½0;t
Þ is integrable for any u in L2ðRþÞ; and
conclude thanks to the following lemma:
Lemma 2.3. Let pA½1;þN½: Let v be a measurable function such that uv is integrable
for every u is in LpðRþÞ: Then v is in LqðRþÞ; where qA
1;þN
 is the conjugate index
of p.
Proof. If u/
R
uv is bounded, then the classical duality theorem imply that
vALqðRþÞ: It is therefore enough to prove that u/uv is continuous between the two
Banachs LpðRþÞ and L1ðRþÞ: By the closed graph theorem it is enough to prove that
the graph of that application is closed: for that let us suppose that un-u in L
pðRþÞ
with unv converging in L
1ðRþÞ: Almost-everywhere convergence of subsequences
holds in both cases, and this shows that the limit of unv is uv: &
The following is therefore a crucial step of our demonstration:
Lemma 2.4. For all uAL2ðRþÞ; almost all t,
P1Ht EðptuÞ ¼ P1Ht Eð1t
Þ: ð2:7Þ
Proof. First notice two simple consequences of (2.3) and (2.2):
* for all u; v; one has ðu þ vÞðtÞP1Ht Eðptðu þ vÞÞ ¼ uðtÞP1Ht EðptuÞ þ
vðtÞP1Ht EðptvÞ;
* for any almost everywhere differentiable function u; the desired equality (2.7)
holds for almost all t:
To prove the second point, consider an almost everywhere differentiable function
u: For almost all t; the following three conditions hold:
pthp½t;tþe
u=e-uðtÞP1Ht EðptuÞ; ð2:8Þ
pthðuðtÞ1½t;tþe
Þ=e-uðtÞat ð2:9Þ
and u is differentiable at t: The differentiability of u at t implies that the function
ju  uðtÞj=e is bounded on ½t; t þ e
 for small enough e: Therefore the L2 norm of
p½t;tþe

uuðtÞ
e converges to zero as e goes to zero and so does the L
2 norm of
hp½t;tþe

uuðtÞ
e : We deduce equality (2.7) from (2.8) and (2.9).
Thanks to the ﬁrst point, one can restrict the proof of Lemma 2.4 to the case of a
positive function u: Besides, it is enough to prove equality (2.7) for almost all t in a
compact interval ½0; T 
:
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Consider therefore an almost everywhere positive function u in L2ð½0; T 
Þ: The
sequence ðvnÞnX0 with vn ¼ supðu; 1nÞ converges to u in L2ð½0; T 
Þ: Besides, classical
convolution techniques allow us to approximate any vn by a sequence of smooth
functions which are almost everywhere greater than 1
n
: Combining these two remarks
provides us with a sequence of almost everywhere strictly positive smooth functions
ðunÞnX0 which approximate u in L2ð½0; T 
Þ:
For every n we have, since un is smooth,
for almost all t in ½0; T 
; unðtÞP1Ht EðptunÞ ¼ unðtÞP1Ht Eð1t
Þ:
The following lemma strengthens that equality:
Lemma 2.5. For any function u such that uðtÞP1Ht EðptuÞ ¼ uðtÞP1Ht Eð1t
Þ for
almost all t, we have
uðtÞHt EðptuÞ ¼ uðtÞ
Z t
0
atðsÞ dws3EðpthptuÞ ð2:10Þ
for almost all t also.
Proof. One of the ﬁrst steps of the proof of Proposition 2.2 was to show that
1
e
PtðGðhÞEðptþeuÞ  GðhÞEðptuÞÞ
converges to uðtÞHt EðptuÞ: Now, on the nth chaos, the left-hand side is equal to
1
e
PtððhptþeuÞ3n  ðhptuÞ3nÞ
and writing hptþeu ¼ hp½t;tþe
u þ hptu; and expanding that expression, we obtain that
the above is
1
e
Ptðhp½t;tþe
u3ðhptuÞ3ðn1Þ þ ðhp½t;tþe
uÞ323ðhptuÞ3ðn2Þ þ?þ ðhp3n½t;tþe
uÞÞ
and since 1e pthp½t;tþe
u converges to uðtÞat; the normalisations imply that the above
converges almost everywhere to uðtÞat3ðpthptuÞ3ðn1Þ; on the nth chaos, so that we
obtain equality (2.10). &
We now apply Lemma 2.5 to each of the functions un: In each relation we can
simplify by unðtÞ and still have an equality which holds almost everywhere. Besides,
we have a countable set of almost-everywhere equalities so that:
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For almost all t in ½0; T 
:
for all n; Ht EðptunÞ ¼
Z t
0
atðsÞ dws3EðpthptunÞ;
the right-hand side converges in L2ðPÞ; hence the left-hand side also does.
Since EðptunÞ converges to EðptuÞ which is in the domain of the closable operator
Ht ; the closability of H

t implies that for almost all t;
Ht EðptuÞ ¼
Z t
0
atðsÞ dws3EðpthptuÞ;
a relation which, projected on the ﬁrst chaos, yields
for almost all t; P1Ht EðptuÞ ¼ at: &
This concludes the proof of Proposition 2.2. &
We now take on the second step of our proof, that is, the equivalence of conditions
(C) and 2.
Lemma 2.6. For a bounded operator h, conditions (C) in Proposition 2.2 are equivalent
to the existence of a Hilbert–Schmidt operator K such that
h ¼ K þMg;
where Mg is the multiplication operator by g:
Proof. That h being of the mentioned form implies conditions (C) is straightfor-
ward (and unnecessary for our purpose). Now, to prove the converse, let us deﬁne a
kernel k by
kðs; tÞ ¼ btðsÞ if sot;
kðs; tÞ ¼ asðtÞ if s4t:
(
ð2:11Þ
Our assumptions on a and b show thatZ
0osot
jkðs; tÞj2 ds dtoþN
and Z
0otos
jkðs; tÞj2ds dtoþN
so that the kernel k deﬁnes a Hilbert–Schmidt operator K which is in particular a
bounded operator on L2ðRþÞ: The operator of multiplication by g is also bounded.
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Therefore we can consider h  K Mg instead of h and show that, if h satisﬁes (C)
with a; b; g all null then h is the null operator.
To prove that claim, observe that if uAL2ðRþÞ; and aob; then for almost
every t4b:
hðu1½a;b
ÞðtÞ ¼ lim
e-0
1
e
Z tþe
t
hðu1½a;b
ÞðsÞ ds
¼ lim
e-0
/ðh1½t;tþe
Þ=e; u1½a;b
S
and the limit is zero since the restriction of ðh1½t;tþe
Þ=e to ½0; t
 converges to zero in
L2: Therefore hðu1½a;b
Þ is a.e. null on ½b;þN½: The same property holds by symmetry
for h:
For codoa; Z d
c
hðu1½a;b
ÞðsÞ ds ¼ /h1½c;d
; u1½a;b
S
which is zero by the previous step.
Therefore hðu1½a;b
Þ has support in ½a; b
; so that for any uAL2ðRþÞ; any interval I
of Rþ; one has
hðu1I Þ ¼ 1I ðhuÞ:
From this one deduces that h is a multiplication operator. It is straight-
forward from the last condition in (C) with g ¼ 0 that this multiplication is
null. &
Proof of 3) 1 of Theorem 2.1. Suppose that h is of the form
h ¼ K þMg;
where K is a Hilbert–Schmidt operator with kernel k: We then deﬁne for any
uAL2ðRþÞ
Hþt EðptuÞ ¼
Z t
0
kðs; tÞuðsÞ ds EðpthptuÞ;
Ht EðptuÞ ¼ EðpthptuÞ3
Z t
0
kðt; sÞ dws;
H3tEðptuÞ ¼ ðgðtÞ  1ÞEðpthptuÞ; ð2:12Þ
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and extend all three operators by adaptedness. Remark that this means that on the
set EðL2ðRþÞÞ;
Hþt Pt ¼ PtGðhÞ akð:;tÞ Pt;
Ht Pt ¼ Ptaþkðt;:ÞGðhÞPt;
H3t Pt ¼ ðgðtÞ  1ÞPtGðhÞPt: ð2:13Þ
From the above equations one can check that, if one denotes by H˜þt ; H˜

t ; H˜
3
t the
operators deﬁned in an analogous way from h instead of h; then the equalities
H˜þt ¼ ðHt Þ;
H˜t ¼ ðHþt Þ;
H˜3t ¼ ðH3t Þ
hold on EðL2ðRþÞÞ; this implies that the integrands we have deﬁned are closable.
From formulas (2.12) one also derives the estimates
jjHþt EðptuÞjj2p
Z t
0
jkðs; tÞj2 ds jjptujj2 expðjjhjj2jjptujj2Þ;
jjHt EðptuÞjj2p
Z t
0
jkðt; sÞj2 ds expðjjhjj2jjptujj2Þ;
jjH3tEðptuÞjj2pðjjgjjN þ 1Þ2 expðjjhjj2jjptujj2Þ; ð2:14Þ
which imply that for all uAL2ðRþÞ; juðtÞj jjHt EðptuÞjj is integrable and jjHþt EðptuÞjj;
juðtÞj jjH3tEðptuÞjj are square-integrable.
The operator
H ¼ Id þ
Z N
0
Hþs da
þ
s þ
Z N
0
Hs da

s þ
Z N
0
H3s da
3
s
is therefore well deﬁned on the set EðL2ðRþÞÞ: One can check that the operator
Id þ
Z N
0
H˜þs da
þ
s þ
Z N
0
H˜s da

s þ
Z N
0
H˜3s da
3
s
is adjoint to H on the exponential domain, so that H has a densely deﬁned adjoint,
and therefore is closable.
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We now prove that H actually equals GðhÞ on EðL2ðRþÞÞ: Let u belong to L2ðRþÞ:
Then
HEðuÞ ¼Oþ
Z N
0
uðsÞHsEðpsuÞ dws þ
Z N
0
Hþs EðpsuÞ dws
þ
Z N
0
uðsÞHs EðpsuÞ ds þ
Z N
0
uðsÞH3sEðpsuÞ dws
and for almost all tARþ;
DtHEðuÞ ¼ uðtÞHtEðptuÞ þ Hþt EðptuÞ þ Dt
Z N
0
uðsÞHs EðpsuÞ ds
þ uðtÞH3tEðptuÞ
so that, for sot one has
DtHEðuÞðsÞ ¼ uðtÞHtEðptuÞðsÞ þ
Z t
0
kðs; tÞuðsÞ ds ðhptuÞðsÞ
þ
Z þN
t
uðsÞHs EðpsuÞðs,tÞ ds þ uðtÞðgðtÞ  1ÞðhptuÞðsÞ:
Where the a integral is restricted to ½t;þN½ for reasons of adaptedness.
We will write ðhptuÞðsÞ for
Q
aAs ðhptuÞðaÞ or the equivalent short notation for
other functions, as is customary. We now use the fact that for a in s;
hptuðaÞ ¼
Z t
0
kðs; aÞuðsÞ ds þ uðaÞgðaÞ
and develop such expressions as ðhptuÞðsÞ:
DtHEðuÞðsÞ ¼ uðtÞðHtEðptuÞ  EðhptuÞÞðsÞ
þ
X
tCs
Y
aAt,t
Z t
0
kðs; aÞuðaÞ ds
 
ðugÞðs\tÞ
þ
Z þN
t
uðsÞ
X
bAs,t
kðs; bÞðhpsuÞðs,t\bÞ ds
þ
X
tCs
Y
aAt
Z t
0
kðs; aÞuðaÞ ds
 
ðugÞðs,t\tÞ:
ARTICLE IN PRESS
Y. Pautrat / Journal of Functional Analysis 208 (2004) 163–193 183
The term with the
RþN
t
integral is equal toZ þN
t
kðs; tÞuðsÞ
X
tCs
Y
aAt
Z s
0
kðr; aÞuðrÞ dr ds ðugÞðs\tÞ
þ
X
t,n,fbg¼s
Z þN
t
kðs; bÞuðsÞ
Y
aAt
Z s
0
kðr; aÞuðrÞ dr ds ðugÞðnþ tÞ
þ
X
t,n,fbg¼s
Z þN
t
kðs; bÞuðsÞ
Y
aAt,t
Z s
0
kðr; aÞuðrÞ dr ds ðugÞðtÞ:
From this formulation one can see that ðDtHEðuÞ  uðtÞHtEðptuÞ  EðhptuÞÞðsÞ is
ððugÞðtÞ þ
Z N
0
kðs; tÞuðsÞdsÞ
X
t,n¼s
Z N
0
Y
aAt
kðr; aÞuðrÞdrðugÞðnÞ
which equals EðhuÞðs,ftgÞ; and we have proved that
DtHEðuÞ  DtEðhuÞ ¼ uðtÞPtðEðhuÞ  EðhptuÞÞ:
Since HEðuÞð|Þ ¼ EðhuÞð|Þ; the previsible representation isometry (1.4) yields
jjHEðuÞ  EðhuÞjj2 ¼
Z N
0
juðtÞj2jjPtðHEðptuÞ  EðhptuÞÞjj2 dt
p
Z N
0
juðtÞj2jjðHEðptuÞ  EðhptuÞÞjj2 dt
and this allows us to conclude that HEðpT uÞ ¼ EðhpT uÞ for any T in Rþ thanks to
Gronwall’s lemma. The closability of H; which we have proved before, entails
HEðuÞ ¼ EðhuÞ:
This ends the proof of the equivalence of 1 and 3.
2.1.1. Extension of the representation to J
We consider the stochastic integral representation deﬁned on EðL2ðRþÞÞ above
and prove now that it holds on all of the domain J: First of all, since Dtjðg; f Þ ¼
gðtÞEð ftÞ; estimates (2.14) are enough to prove that t/jjHt Dtjðg; f Þjj and
t/jjH3t Dtjðg; f Þjj2 are integrable. Now one needs to show that Hþt can be extended
to jðg; f Þ : one deﬁnes it through (2.13). To prove that it is well deﬁned it is enough
to show, since the restriction of GðhÞ to the nth chaos has norm jjhjjn; that, denoting
by Pn the projection on the nth chaos,X
nX0
jjhjj2njjPnða
kð:;tÞPtjðg; f ÞÞjj
2oþN
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and this series would be an upper bound for jjHþt Ptjðg; f Þjj2: One can see that, for
almost all s1o?osn;
a
kð:;tÞPtjðg; f Þðs1;y; snÞ ¼
Z sn
0
kðr; tÞf ðrÞ dr jðg; f Þðs1;y; snÞ
þ
Z t
sn
kðr; tÞgðrÞ dr Eð ftÞðs1;y; snÞ;
so that
jjPna
kð:;tÞPtjðg; f Þðs1;y; snÞjj
2p 2
Z t
0
jkðr; tÞj2 dr ðjj f jj2jjPnjðg; f Þjj2
þ jjgjj2jjPnEð f Þjj2Þ:
Since
P
nX0 jjhjj2njjPnjðg; f Þjj2 and
P
np0 jjhjj2njjPnEðf Þjj2 are ﬁnite, this proves both
that Hþt is well deﬁned on J and that t/jjHþt Ptjðg; f Þjj is square-integrable.
Therefore, the considered quantum stochastic integral is deﬁned on J and a proof
that it actually equals GðhÞ on that set would be similar to the proof of equality on
EðL2ðRþÞÞ:
2.1.2. Proof in the case of the finite particle domain
To obtain the equivalence of 2 and 3 in Theorem 2.1 we need to obtain the
following implications:
* condition 2 implies conditions (C),
* condition 3 on the form of h implies condition 2,
because the other parts of the proof are unchanged.
To prove conditions (C) from 2 one ﬁrst computes for u in L2ðRþÞ
PtGðhÞ
Z tþe
0
uðsÞ dws  PtGðhÞ
Z t
0
uðsÞ dws
and shows that this implies
ðpthp½t;tþe
uÞ=e ¼ 1e Pt
Z tþe
t
uðsÞHs Ods
so that pthp½t;tþe
u=e converges to uðtÞHt O: Since
uðtÞHt O ¼ Ht Dt
Z N
0
uðsÞ dws
 
;
this implies as before that P1Ht O belongs to L
2ðRþÞ and that t/jjatjj is square-
integrable. By duality this proves the ﬁrst three conditions in (C).
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The proof of the fourth and ﬁfth conditions in (C) is similar to the one we have
given in the case of the exponential domain, the assumed representation being
applied to
R
uðsÞ dws instead of EðuÞ:
Assuming that h ¼ K þMg with Hilbert–Schmidt K and essentially bounded g we
know from the previous case that the quantum stochastic integral with integrands
given by (2.12) is well deﬁned and equal to GðhÞ on EðL2ðRþÞÞ: It is immediate to see
that the integral is also deﬁned on F; besides, it is clear from the formulas for the
integrands that any chaos space is stable by the so deﬁned integral operator.
Therefore the equality of GðhÞ and the integral operator on an exponential EðuÞ
imply, for any n in N; the equality on u3n; hence by polarization the equality on any
u13?3un:
This ends the proof of Theorem 2.1.
2.1.3. Possible extensions of Theorem 2.1
It is clear that the hypothesis in 1 that the integral representation of the considered
operator is valid on the whole of the exponential domain is most important to our
proof: it is what enables us to prove that the functions t/jjatjj; t/jjbtjj are square-
integrable, implying that the kernel operator we construct is of Hilbert–Schmidt
type. It would be interesting for applications to consider weaker assumptions such as
the representability on EðL2-LpÞ; the set of exponentials of functions both in
L2ðRþÞ and LpðRþÞ: In that case we obtain the property that t/jjatjj and t/jjbtjj
belong to L2ðRþÞ þ LqðRþÞ where q ¼ p=p  1; but this has no such simple
consequences on the form of h as in the case we have treated. See [Pau] for detailed
results and proofs.
2.2. The Journe´–Meyer counterexample
First of all one should remark that the counterexample of Journe´ and Meyer is a
counterexample to the representability of GðhÞ; nothing is said of the representability
of GðhÞ: Yet the same phenomena appear as in our case and the representability of
GðhÞ on EðL2ðRþÞÞ would be equivalent to the fact that h is of the form K þMg as
before.
Indeed, here h ¼ h; this has no a priori consequence on the representability
of GðhÞ but it nevertheless allows us to obtain all conditions (C): the represent-
ability of GðhÞ alone gives the ﬁrst condition in (C), the relation h ¼ h gives
the second one and the rest is proved as before. Therefore h is of the form h ¼
K þMg:
In the considered case the operator h satisﬁes h1½a;b
ðsÞ ¼ 1p log sasb for a.a. s (see
[J-M]). This implies that 1e h1½t;tþe
 converges almost everywhere to s/
1
p
1
ts; and this
last function is not square-integrable, so that the above convergence cannot hold
in the L2 sense. This operator h is therefore far from fulﬁlling conditions (C):
the associated at is such that
R t
0
atðsÞ dws does not deﬁne an element of F; so that
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the equality
Ht EðptuÞ ¼
Z t
0
atðsÞ dws 3 EðpthptuÞ;
cannot be given a deﬁnite meaning for any u:
This is why a stochastic integral representation can be deﬁned only in a weaker
way: indeed the representation deﬁned in Parthasarathy’s response [Par] is probably
the best possible one: Hþt EðptuÞ is deﬁned only for u’s with some regularity (enough
to make the integral
R t
0
1
ts uðsÞ ds meaningful) and Ht is only deﬁned as a
distribution, through the action of its adjoint.
Let us make an additional remark: the function u pointed out by Journe´ and
Meyer is actually bounded with compact support, so that it belongs to all sets
LpðRþÞ; this proves that GðhÞ is not representable even on the smaller sub-
spaces L2-LpðRþÞ: As we noted before, a more general characterization of
representability on such a subspace is given in [Pau]; in this example the
representability defect is actually so strong (the kernel is not even square integrable
in one variable) that characterization does not teach us anything new about this
particular case.
2.3. Second quantization operators as regular martingales
It is clear from formulas (2.12) or (2.13) that the boundedness of GðhÞ is strongly
linked to that of the operators Hþt ; H

t ; H
3
t : This allows us to obtain a pleasant
characterization of the operators of GðhÞ that belong to one of Attal’s
semimartingale algebras (see [At1]).
We recall the deﬁnition of the two semimartingale algebras:
Deﬁnition 2.7.
* An operator H is an element of S0 if it has a quantum stochastic integral
representation with bounded integrands Hþt ; H

t and H
3
t that moreover are such
that t/jjHþt jj; jjHt jj are square integrable functions and t/jjH3t jj is an
essentially bounded function.
* An operator H is an element of S if it is an element of S0 and is a bounded
operator.
Proposition 2.8. For a second quantization operator GðhÞ the following are equivalent:
1. GðhÞ belongs to S0;
2. GðhÞ belongs to S;
3. h is of the form K þMg as in Theorem 2.1 and h is a contraction.
Proof. We ﬁrst prove that 3 implies that GðhÞ is an element ofS: If h is a contraction
then (2.14) shows that Ht ; H
3
t are bounded on EðL2ðRþÞÞ; with norms smaller than
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃR t
0 jkðt; sÞj2 ds
q
; ðjj f jjN þ 1Þ; respectively. That is, both can be extended as bounded
operators on F; with t/jjHt jj and t/jjH3t jj respectively square-integrable and
essentially bounded. Now to prove that Hþt is bounded we recall the following earlier
remark: if one denotes by eHt the analogue of operator Ht associated to h; then the
equality eHt ¼ ðHþt Þ holds on EðL2ðRþÞÞ: Therefore the adjoint of Hþt is contained
in a bounded operator with norm
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃR t
0 jkðs; tÞj2 dr
q
; the closure of Hþt is a bounded
operator and t/jjHþt jj2: The operator GðhÞ itself is bounded so that ﬁnally GðhÞAS:
Now let us prove that 1 implies 3: we suppose that GðhÞ has a representation as a
quantum stochastic integral with the relevant boundedness assumptions on
Hþt ; H

t ; H
3
t : Then the same property holds for GðhÞ (see [At1]) and our Theorem
2.1 applies, and shows that h is of the form K þMg as before. Besides, since the
integrands Hþt ; H

t ; H
3
t are bounded and therefore closable, Attal’s uniqueness
theorem applies (see [At2]) and shows that the integrands satisfy formulas (2.12).
Therefore
jjHt EðptuÞjj2 ¼ jjatjj2 exp jjðhptuÞtjj2
and is to be smaller than a constant times exp jjptujj2 for every u: Denote by pt the
projection in L2ðRþÞ of restriction to ½0; t
; it is necessary that u/pthpt be a
contraction. This being true for every t; one has for any u in L2ðRþÞ; any s; any t
larger than s that
jjpthpsujjpjjujj;
so that hps is a contraction for any s: The boundedness of h implies that h is itself a
contraction.
That 2 implies 1 is always true, so that the proof is complete. &
3. Differential second quantization operators
We consider now the case of differential second quantization operators and obtain
a characterization which is exactly the same as in the previous case of non differential
second quantizations. The explicit formulas for the integrands in the obtained
representations are given below in (3.1) and (3.2).
Theorem 3.1. Let h be a bounded operator on L2ðRþÞ: The following properties are
equivalent:
1. lðhÞ and lðhÞ have a stochastic integral representation on the set EðL2ðRþÞÞ of
exponential vectors,
2. lðhÞ and lðhÞ have a stochastic integral representation on the set F of finite
particle vectors,
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3. h is of the form
h ¼ K þMg
where K is a Hilbert–Schmidt operator and Mg is a multiplication by a L
N
function g:
Besides, if one of these holds, then the stochastic integral representation holds on the set
JðL2ðRþÞÞ:
Note that this theorem is an improvement of one proved by Coquio [Coq],
where the representation of lðhÞ and lðhÞ in 1 was assumed to hold on the
set J:
Proof. Observe simply that our proof of Proposition 2.2 uses only equalities
involving the stochastic integral operator and GðhÞEðuÞ or GðhÞEðuÞ on the chaoses
of order zero and one, for functions u in L2ðRþÞ: But then lðhÞEðuÞ (respectively
lðhÞEðuÞ) coincides with GðhÞEðuÞ (respectively GðhÞEðuÞ) on the chaos of order
one, and is zero independently of u on the chaos of order zero whereas GðhÞEðuÞ
(respectively GðhÞEðuÞ) is one independently of u on that same chaos. Therefore it is
easy to see that our proof of Proposition 2.2 would hold if we considered differential
second quantization operators instead of the non-differential ones. That 1 implies 2
is then proved by Lemma 2.6. The proofs for the converse and the extension toJ are
also similar to the previous: if 2 is assumed then we deﬁne Hþt ; H

t ; H
3
t by the
following formulas:
Hþt EðptuÞ ¼
Z t
0
kðs; tÞuðsÞ ds EðptuÞ;
Ht EðptuÞ ¼ EðptuÞ3
Z t
0
kðt; sÞ dws;
H3tEðptuÞ ¼ ðgðtÞ  1ÞEðptuÞ; ð3:1Þ
then the deﬁniteness of the integral
H ¼
Z
Hþs da
þ
s þ
Z
Hs da

s þ
Z
H3s da
3
s
on J and the equality DtHjðv; uÞ ¼ DtlðhÞjðv; uÞ are obtained as before. &
Note that above deﬁned integrals have a more general expression:
Hþt Pt ¼ akð:;tÞPt;
Ht Pt ¼ aþkðt;:ÞPt;
H3t Pt ¼ ðgðtÞ  1ÞPt: ð3:2Þ
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4. The case of Fock space of higher multiplicity
Once again the proofs in this section would be simple rewritings of the proof of
Theorem 2.1; our task will be therefore to point out the similarities and to deﬁne a
correct way of writing our conditions in a concise form.
Let us consider as in the preliminaries a ﬁxed hilbertian basis ðeiÞiAI of our
multiplicity space K: Let us deﬁne, or recall, the terms to appear below:
Deﬁnition 4.1.
* A Hilbert–Schmidt operator in L2ðRþ;KÞ is an operator K for which there exists
a family ðki;jÞi;jAI of functions in L2ðRþ  RþÞ such thatX
i;jAI
Z
RþRþ
jki;jðs; tÞj2 ds dtoþN
and for all i in I; almost all s in Rþ;
Kf ðs; iÞ ¼
X
jAI
Z N
0
ki;jðr; sÞf ðr; jÞ dr:
* A matrix multiplication operator is an operator Mg for which there exists a set of
functions ðgi;jÞi;jAI on Rþ such that for almost all s in Rþ; the quantity
jjgjjðsÞ ¼
X
i;jAI
jgi;jðsÞj2
 !1=2
is ﬁnite and
Mgf ðs; iÞ ¼
X
jAI
gi;jðsÞf ðs; jÞ:
Here are Theorems 2.1 and 3.1 rolled into one in the case of Fock space of inﬁnite
multiplicity. The formulas for the integrands are given below, in (4.2), (4.3) for the
integrands of GðhÞ and (4.4), (4.5) for the integrands of lðhÞ:
Theorem 4.2. Let h be a bounded operator on L2ðRþ;KÞ: The following properties are
equivalent:
1. GðhÞ and GðhÞ have a stochastic integral representation on the set EðL2ðRþ;KÞÞ of
exponential vectors.
2. GðhÞ and GðhÞ have a stochastic integral representation on the set FK of finite
particle vectors.
3. lðhÞ and lðhÞ have a stochastic integral representation on the set EðL2ðRþ;KÞÞ of
exponential vectors.
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4. lðhÞ and lðhÞ have a stochastic integral representation on the set FK of finite
particle vectors.
5. h is of the form
h ¼ K þMg;
where K is a Hilbert–Schmidt operator and Mg is a multiplication by a matrix
ðgi;jÞi;jAI such that the function jjgjj is essentially bounded on Rþ:
Besides, if one of these holds, then the representations hold on the set JðL2ðRþ;KÞÞ:
Proof. The proof is essentially the same as before: consider for instance the
equivalence of 1 and 3. By the same arguments as in the case of multiplicity one, the
‘‘i; j matrix element’’ GðhÞi;j of GðhÞ is of the form
GðhÞi;j ¼ Ki;j þMgi;j ; ð4:1Þ
where gi;j is an essentially bounded function and Ki;j is a Hilbert–Schmidt operator
with kernel ki;j: Besides, the operator GðhÞ is bounded and equality (4.1) for all i; j
imply that the operator K with kernel ðki;jÞi;jAI is bounded. Indeed, for any t in Rþ;
PtGðhÞi;jPt ¼ PtKi;jPt and from this and the dual relation one deduces that PtGðhÞPt
is bounded uniformly in t: The operator of multiplication by the matrix ðgi;jÞi;jAI is
thus also bounded; the theory of Hilbert–Schmidt operators then implies that these
operators satisfy integrability assumptions as in Deﬁnition 4.1.
The proof that 3 allows the construction of a well-deﬁned integral which coincides
with the desired operator is exactly the same as before. The formulas for integrands
are the following:
Integrands for the representation of GðhÞ: The integrands in the representation of
GðhÞ are given by
H0;it EðptuÞ ¼
X
jAI
Z t
0
ki;jðs; tÞuðs; jÞ ds EððhptuÞtÞ;
H
j;0
t EðptuÞ ¼ EððhptuÞtÞ3
X
iAI
Z t
0
ki;jðt; sÞ dwis;
H
j;i
t EðptuÞ ¼ ðgi;jðtÞ  1ÞEððhptuÞtÞ: ð4:2Þ
for all i; j in I: Otherwise stated, they satisfy the following equalities on EðL2ðRþÞÞ
and F:
H0;it Pt ¼ PtGðhÞPt
X
jAI
Z t
0
ki;jðs; tÞ daj;0s ;
H
j;0
t Pt ¼
X
iAI
Z t
0
ki;jðt; sÞ da0;is PtGðhÞPt;
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H
j;i
t Pt ¼ ðgi;jðtÞ  1ÞPtGðhÞPt; ð4:3Þ
and these equalities can be extended to JðL2ðRþÞÞ:
Integrands for the representation of lðhÞ: The integrands in the representation of
lðhÞ are given by
H0;it EðptuÞ ¼
X
jAI
Z t
0
ki;jðs; tÞuðs; jÞ ds EðptuÞ;
H
j;0
t EðptuÞ ¼ EðptuÞ3
X
iAI
Z t
0
ki;jðt; sÞ dwis;
H
j;i
t EðptuÞ ¼ ðgi;jðtÞ  1ÞEðptuÞ: ð4:4Þ
Otherwise stated, they satisfy the following equalities on EðL2ðRþÞÞ and F:
Hi;0t Pt ¼
X
jAI
Z t
0
ki;jðs; tÞ da0;is Pt;
H
0;j
t Pt ¼
X
iAI
Z t
0
ki;jðt; sÞ daj;0s Pt;
H
i;j
t Pt ¼ ðgi;jðtÞ  1ÞPt ð4:5Þ
and these equalities can be extended to JðL2ðRþÞÞ:
5. The case of unbounded operators
This section is meant to handle the case where h is an unbounded operator. In this
particular case, the lack of information about the domain makes it impossible to
obtain simple conditions on the form of h: One can still obtain necessary conditions
for the representability of GðhÞ: for example, for any u in the domain of h; one has
for almost all t
* ðhut;tþeÞ=e converges in L2ð½0; t
Þ;
* 1
e
R e
0
hu½t;tþe
ðsÞ ds converges to some complex number.
But these conditions do not translate to a more satisfactory condition on h:
Nevertheless, sufﬁcient conditions are very easy to obtain: the proof of Theorem
2.1 makes it clear that it is enough for GðhÞ to be representable on EðL2ðRþÞÞ that
the expressions in 2.12 and 3.1 be well deﬁned on the set EðDom hÞ with estimates
that make the quantum stochastic integrals also well deﬁned. This is summarized in
the next proposition:
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Proposition 5.1. Let h be an operator on L2ðRþÞ with domain Dom h: Assume that
there exist a function k : Rþ  Rþ-C and a function g : Rþ-C such that, for any u in
Dom h; almost all s in Rþ;
huðsÞ ¼
Z N
0
kðr; sÞuðrÞ dr þ uðsÞf ðsÞ:
Consider the following conditions:
1. t/
R t
0 jkðs; tÞj2 ds is integrable,
2. for any u in Dom h; t/juðtÞj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃR t
0 jkðt; sÞj2 ds
q
and t/j f ðtÞ  1jjuðtÞj are integrable,
3. for fixed u in Dom h; jjðhptuÞtjj is uniformly bounded in t.
Then:
* If conditions 1 and 2 hold, then lðhÞ is representable as a quantum stochastic integral
on JðDom hÞ; that is, the set of vectors of the form jðg; f Þ with g, f in Dom h:
* If conditions 1–3 hold, then GðhÞ is representable as a quantum stochastic integral on
JðDom hÞ:
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