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Abstract—Codeword matching and signal aggregation (CMSA)
is a recently proposed low-complexity noncoherent receiver for
block code modulated UWB Impulse Radio (UWB-IR) systems.
As the frame/symbol duration is shortened to boost data rate,
inter-frame interference (IFI) or inter-symbol interference (ISI)
occurs and degrades detection performance of CMSA. In this
paper, an effective IFI/ISI pre-mitigation scheme is proposed
for CMSA by means of a code optimization approach. By
employing a tailored interference model that highlights the
codeword properties, the system performance in the presence of
moderate IFI/ISI is evaluated and an average collected channel
gain (CCG) is introduced as the metric for code optimization.
With the primary focus on binary modulation, two IFI/ISI-robust
code properties are generalized as Shifted-Orthogonality and
Shifted-Repetition. Based on these properties, the optimal code
is constructed. It is observed that, when the optimal code occurs,
the leaked signal energy or the interference can be partially used
to enhance the detection performance of CMSA in the presence
of IFI/ISI. Unlike most of the existing IFI/ISI mitigation schemes
for noncoherent UWB-IR that focus mainly on signal processing
after the nonlinear detector, the optimized code is exploited to
aggregate leaked signal energy along with the linear pre-detection
operation already involved in CMSA receiver. Both analysis and
simulation show that a distinct performance improvement is
achieved.
Index Terms—Ultra-Wideband impulse radio, noncoheren-
t, inter-frame interference, inter-symbol interference, pre-
mitigation, block coded modulation.
I. INTRODUCTION
ULTRA-WIDEBAND impulse radio (UWB-IR) commu-nication has been widely considered as a promising
solution for Wireless Personal Area Network (WPAN) and
Wireless Sensor Network (WSN) due to its unique potential to
achieve high data rate at low cost [1], [2]. Particularly, UWB-
IR exploits very narrow pulses of sub-nanoseconds to transmit
This work is supported by the National Natural Science Foundation of
China-No.60972075, the Important National Science and Technology Specific
Projects of China-No.2011ZX03003-002-01 and the National 973 Program of
China-No.2011CB302702. The paper was presented in part at the 2010 IEEE
International Conference on Communications (ICC 2010), Cape Town, South
Africa, May 2010.
H. Gao and T. Lv are with the School of Information and Com-
munication Engineering, Beijing University of Posts and Telecommu-
nications (BUPT), Beijing, 100876, China (e-mail: huigao@bupt.edu.cn,
lvtiejun@bupt.edu.cn). X. Su is with Tsinghua National Laboratory for
Information Science and Technology, Beijing, 100084, China (e-mail: sux-
in@tsinghua.edu.cn). S. Yang is with the School of Electronics and Computer
Science, University of Southampton, SO17 1BJ Southampton, U.K. (email:
sy7g09@ecs.soton.ac.uk). Y. Lu is with the Key Laboratory of Trustworthy
Distributed Computing and Service, Ministry of Education, BUPT, Beijing,
100876, China.
information, and the received signal consists of a large number
of resolvable multipath components (MPCs) after passing
through the UWB channel. The Rake receiver is designed
to coherently combine these MPCs [3]. However, the UWB
channel is characterized by dense multipath, and the stringent
requirements on channel estimation and synchronization make
it difficult and costly to implement the optimal coherent
receiver for UWB-IR. In order to avoid the complicated
treatments on the UWB channel, the noncoherent UWB-
IR systems are proposed with good performance-complexity
tradeoff [4]–[11]. The conventional transmitted-reference (TR)
[4] scheme, the differential transmitted-reference (DTR) [5]
scheme and their performance-enhancing variants, the av-
eraged transmitted-reference (ATR) [6] and the frame-level
differential transmitted-reference (FDTR) schemes [7], were
considered as the main solutions for the noncoherent UWB-
IR systems. However, these conceptually simple TR schemes
[4]–[7] may require wideband analog delay line that is often
tens of nanoseconds long for UWB channels. Noting the
difficulty to realize such long analog delay line in an integrated
fashion, some novel TR schemes have been proposed to
shorten or even bypass the analog delay line, such as the
transmitted reference pulse cluster (TRPC) [8], the frequency
shift reference (FSR) [9] and the code-multiplexed transmitted-
reference (CMTR) [10] schemes. Recently, a block code (BC)
modulated noncoherent UWB-IR scheme is proposed with
the code matching and signal aggregation (CMSA) receiver
[11]. CMSA combines the linear filtering (with respect to
the trial codewords) and the energy detection to make the
final decision variable. It is also pointed out in [11] that BC-
CMSA outperforms both ATR [6] and FDTR [7] schemes in
terms of bit error rate (BER). Although BC-CMSA may still
require analog receiver with delay lines or sophisticated digital
receiver for implementation, the scheme itself is of interest and
its potential for high data rate is yet to be explored from the
theoretical perspective firstly, which is the focus of this paper.
For many application scenarios, transmission with high-
er data rate is required, which usually leads to shortened
frame/symbol duration for UWB-IR. However, the maximum
excess delay of the UWB channel [12] limits the improvement
of the data rate: when the frame/symbol duration is shortened
within the channel maximum excess delay, the inter-frame
interference (IFI) and inter-symbol interference (ISI) occur
and often degrade detection performance. Combating against
IFI/ISI is crucial. Hence, it is challenging to fulfill the UWB-
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IR’s goal of high data rate transmission with relatively simple
noncoherent receiver. Additionally, the existing noncoherent
UWB-IR schemes often employ the autocorrelation receiver
(AcR) or the energy detector (ED) at the back-end of the
receivers [13], and both of them involve nonlinear operations
which, in the presence of IFI/ISI, generate nonlinear interfer-
ence component in the decision variable. Therefore classical
linear IFI/ISI mitigation methods, such as linear equalizations
in [14], cannot be readily implemented into the back-end of the
receiver. A number of algorithms have been recently developed
to address the IFI/ISI mitigation problem for noncoherent
UWB-IR. These algorithms focus mainly on equalization [7],
[15], [16] and multiple symbol detection (MSD) or maxi-
mum likelihood sequence estimation (MLSE) [7], [17], [18].
More specifically, an ED based decision feedback equalizer
is proposed in [15] for the on-off keying (OOK) modulated
UWB-IR. In comparison, the second-order Volterra system
is introduced in [7] for the FDTR system, which spurs the
works on adaptive inverse-modeling equalizer [7], nonlinear
minimum mean squared error (MMSE) equalizer [16] for
the mitigation of IFI/ISI. However, all of these equalization
schemes require the estimation of equalizer’s coefficients
which are channel-dependent, therefore training overheads are
inevitable and costly efforts are needed to ensure estimation
accuracy. Besides equalization, MSD or MLSE is proposed
in [7] with full channel state information (CSI) and in [17]
with partial CSI. A multiple symbol differential detection
(MSDD) scheme is derived in [18] based on the generalized
likelihood ratio test (GLRT) approach [19]. No more training
or estimation for CSI is needed in [18], however, the Viterbi
algorithm used for detection still increases the complexity of
the receiver. In summary, the aforementioned equalization and
MSD or MLSE schemes either need CSI estimation or rely
heavily on signal processing after the nonlinear detector at the
back-end of the receiver, which inevitably result in relatively
high implementation complexity at the receiver. Therefore,
here comes the question: is it possible to combat the IFI/ISI
before the nonlinear detector by using simple but effective
methods?
In this paper, an effective IFI/ISI pre-mitigation scheme
is proposed for the ED based BC-CMSA system by means
of a code optimization approach. By exploiting the special
properties of the optimized BC, the proposed scheme aims to
mitigate the moderate IFI/ISI of BC-CMSA along with the
simple linear filtering operation involved in CMSA, but not
attempt to mitigate IFI/ISI after the nonlinear ED. Benefited
from this approach, the potential of BC-CMSA system to
improve data rate is fulfilled without increasing the complexity
of the receiver. It is noted that the conjugate code pair obtained
from the Walsh-Hadamard matrix was used to optimize the
performance of CMTR system in the presence of IFI [10]
and an interesting design of delay hopping code and chip
code was proposed in [20] to suppress the moderate IFI/ISI
for the AcR based FDTR system. In contrast to [10], [20],
our scheme is dedicated to the BC-CMSA system and is
developed in a different framework. A brief demonstration
of the approach was presented in a conference version of
this work [21], however, the influence of the adopted BC on
performance of BC-CMSA system in the presence of IFI/ISI
was not quantified and the optimality of the optimized BC was
not proved. This paper extends the development in [21] and
makes the main contributions as follows.
1) We investigate the performance of BC-CMSA in the
presence of moderate IFI/ISI and reveal the intrinsic
connection between the adopted BC and the overal-
l system performance. In particular, we introduce an
interference model, named as layered interference (LI)
model, to highlight codeword behaviors of BC-CMSA
system in the presence of IFI/ISI. Based on the adjacent
interference pattern (AIP) exhibited in the LI model,
we show the connection between the adopted BC and
the system performance by a BC-dependent average col-
lected channel gain (CCG), which serves as a practical
performance metric and inspires the code optimization.
Although the system performance of the interference-
free BC-CMSA system has been analyzed by [22], the
extension to the BC-CMSA system in the presence of
IFI/ISI has not been studied before.
2) With the primary focus on binary modulation, we first
derive two desired code properties, named as Shifted-
Orthogonality and Shifted-Repetition, for the IFI/ISI-
robust BC-CMSA system. While the chip code designed
in [20] is based on the orthogonality of ordinary orthogo-
nal BC, e.g., the Walsh-Hadamard BC, the proposed two
special code properties has not been exploited before.
Furthermore, it is demonstrated that the union of the
two properties enables an optimized BC to maximize the
average CCG in the presence of moderate IFI/ISI and,
therefore, improve the robustness of BC-CMSA system
against IFI/ISI.
3) Constrained by the two properties, we construct the op-
timal BC for BC-CMSA system with binary modulation,
and we further prove its optimality in terms of average
CCG. Interestingly, the optimal BC shapes the AIPs to fit
the CMSA operation: the leaked energy of the previous
frame/symbol, which is considered as the interference,
is partially exploited to increase the energy aggregated
for the desired symbol before the ED but makes little
contribution to the undesired symbol. In this way, the
average CCG is maximized and pre-mitigation on IFI/ISI
is achieved by simple linear filtering operation involved
in CMSA receiver.
The rest of this paper is organized as follows. The system
model is described in Section II. Based on the LI model,
the performance of BC-CMSA in the presence of IFI/ISI is
analyzed and the average CCG is introduced in Section III
to guide the optimal BC construction. The optimal BC is
construed in Section IV to bring forth the pre-mitigation of
IFI/ISI. Simulation results and discussions are given in Section
V. Finally, Section VI concludes the paper. Table I summaries
some of the of the key variables used in this paper.
Notation: The boldface letters denote vector or matrix.
AMN represents an M  N matrix and [A]m;n is the
(m;n)-th entry of matrix A. AT is the transpose of A.
A = diag fa0; a1; : : : ; aN 1g is an N  N diagonal matrix.
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The symbol  and 
 stands for convolution and Kronecker
product operations. de and bc stands for integer ceil and
floor operation. modN [x] takes the modulus after division
as modN [x] = x   bx/Nc  N . Cmn is the number of n-
combinations from a given set of m elements.
II. SYSTEM MODEL
BC modulation transmits information by codeword chosen
from a codebook. In this paper, we focus on binary modulation
which achieves a good complexity-performance tradeoff for
BC-CMSA system1. The used code matrix is B2Nf with
each row vector b(m), m = 1; 2, severing as a codeword, and
Nf pulses are used by the UWB-IR system to transmit such
a codeword with bit-to-codeword mapping as: “0”! b(1) and
“1”! b(2). Specifically, the transmitted signal in a point-to-
point UWB-IR link with BC modulation is expressed as
s (t) =
1X
i= 1
Nf 1X
j=0
bi;j! (t  iTs   jTf ); (1)
where !(t) is the energy normalized monocycle pulse of
duration T!; Tf and Ts = NfTf are the frame and symbol
durations, respectively; bi;j 2 f1g, modulating the pulse
polarity, is the jth element of the ith transmitted codeword
bi = [bi;0; bi;1; : : : ; bi;Nf 1] which is chosen from the code
book B2Nf . Typically different row vectors in B are orthog-
onal to guarantee good detection performance, and orthogonal
BC implies that the codeword length is an even number, thus
Nf is assumed as even in this paper. The UWB multipath
channel is described by a tap-delay line model as
h (t) =
L 1X
l=0
l (t  l); (2)
where the channel gain coefficients flg and path delay
coefficients flg of the MPCs are assumed to follow IEEE
802.15.3a [23]. L is the number of the MPC, and the total
path gains are normalized. To separate the multipath dispersion
effects from the propagation delay 0, all relative path delays
can be uniquely cast into l;0 := l   0, and fl;0g satisfies
0;0 = 0, l;0 < l+1;0. The channel is unknown to the
receiver, and is assumed to be quasi-static which means the
channel remains invariant over one transmission burst but may
change across bursts. Since the paper focuses on the optimized
BC design, we assume perfect synchronization at the receiver
side for simplicity, and the received signal is given as
r (t) =
1X
k= 1
bkg (t  kTf ) + n (t) ; (3)
1BC-CMSA is capable of achieving M -ary (M > 2) modulation by using
codebook BMNf and more complicated receiver [11]. In this scenario,
one codeword with length Nf can carry a maximum of log2Nf bits of
information or, equivalently, the minimum frame number required for M -
ary modulation is Nf = M . By defining the transmission efficiency as
 := log2M/M , we can observe that when M = 2; 4,  = max = 0:5
and when M > 4,  monotonically decreases with M . Besides, M detection
branches are needed for M -ary modulation in BC-CMSA system. For high
data rate transmission, we jointly consider the transmission efficiency and
receiver complexity to choose binary modulation as the candidate.
TABLE I
LIST OF KEY VARIABLES
Variable/Notation Definition
Nf Number of pulses/frames to transmit one sym-
bol/codeword
Tf Duration of one frame
B2Nf Binary codebook in terms of a 2Nf matrix
b(m) Codeword in terms of the mth row vector of
B2Nf , m = 1; 2
bi The ith transmitted codeword
mi Codeword index of bi, i.e., bi = b(mi), mi =
1; 2; 8i
d = (mi 1; mi) Adjacent interference pattern, d 2 f1; 2g 
f1; 2g
~bi;p (d) The p-frame shifted version of bi, p =
0; 1; : : : ; Nf   1
c
(m)
i;p (d) Codeword correlation between b
(m) and
~bi;p (d)
c
(m)
i (d) Row vector containing element c
(m)
i;p (d) ; p =
0; 1; : : : ; Nf   1
rk (t) The kth frame-long waveform of the received
signal
ri (t) Waveform vector of the ith symbol-long re-
ceived signal
g (t) Overall channel response
Tg Duration of g (t)
gp (t) The pth partial channel response of g (t), p =
0; 1; : : : ;

Tg

Tf
  1
"g Average power of g (t)
"p Average power of gp (t), p = 0; 1; : : : ; Nf   1
 Ratio between "0 and "g
i (d) Average receive SNR of the ith symbol condi-
tioned on d
i (d) Collected channel gain conditioned on d
BC Average collected channel gain of particular
block code B
where g (t) = ! (t)  h (t) = PL 1l=0 l! (t  l;0) is the
overall channel impulse response with maximum wavefor-
m delay spread Tg = L 1;0 + T!, and n (t) is a zero-
mean additive Gaussian noise with two-sided power spectral
density N0/2 over the system bandwidth W . Note that, for
analytical convenience, we introduce the single time index
k = iNf + j in (3) to replace the double index tuple (i; j)
in (1) and the ith transmitted codeword is rewritten as bi =
biNf ; biNf+1; : : : ; biNf+Nf 1

. Before detailed discussion on
IFI/ISI, we briefly review the noncoherent CMSA receiver [11]
first. To begin with, some notations are introduced for the ease
of exposure. Let us define the kth frame-long waveform of the
received signal r (t) in (3) as rk (t) = r (t+ kTf )Gt2[0;Tf ),
where the gate function is defined as Gt2[t1;t2) = 1 and
Gt=2[t1;t2) = 0. Based on the frame-long waveforms, the
ith symbol-long waveform r (t+ iTs)Gt2[0;Ts) is equivalently
expressed by a waveform vector as
ri (t) :=

riNf (t) ; riNf+1 (t) ; : : : ; riNf+Nf 1 (t)
T
;
where the components are the sequentially stacked frame-long
waveforms of the ith received symbol. With aforementioned
notations, the decision strategy of BC-CMSA is expressed as
b^i = arg max
m2f1;2g
Z TI
0
h
b(m)ri (t)
i2
dt; (4)
where TI is the integration interval. From (4), we can see
that it takes two steps to get the decision variable: first, the
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Fig. 1. (a) The overall channel response partition for one CM2 channel
realization. (b) Layered interference model with 4 AIPs.
CMSA pre-detection operation or the linear filtering with the
trial codeword, b(m)ri (t), and then the ED,
R TI
0
()2dt. It
is also noted that the CMSA pre-detection performed in (4)
may require a digital receiver for practical implementation,
which may be very complicated for conventional technology.
However, in this paper our main goal is to study the IFI/ISI-
robust BC-CMSA scheme from the theoretical perspective,
whereas the practical implementation of the proposed scheme
is an interesting topic for future study.
In particular, the linear pre-detection operation, b(m)ri (t),
is essential for the CMSA receiver. Owing to the orthogonality
among different codewords, the energy of the received signal
can be aggregated exclusively by the right trial codeword
along with the CMSA pre-detection in the absent of IFI/ISI,
which leads to good detection performance. However, IFI/ISI
will inevitably pollute the received signal and the linear pre-
detection operation will not aggregate signal energy exclusive-
ly for the right trial codeword, which results in a degraded
detection performance. In the next section, we will investigate
the mechanism of BC-CMSA system in the presence of IFI/ISI
to reveal the factor influencing performance.
III. IFI/ISI ANALYSIS FOR BC-CMSA WITH LI MODEL
In this section, the performance of BC-CMSA system in
the presence of IFI/ISI is analyzed. Note that IFI/ISI arises
whenever the frame/symbol duration is shorter than the maxi-
mum waveform delay spread of the channel Tg. To explicitly
show the interference involved in the received signal, we first
rewrite (3) as
r (t) =
1X
k= 1
bk
PX
p=0
gp (t  (k + p)Tf ) + n (t) : (5)
where g (t) in (3) is partitioned into several frame-long and
non-overlapped segments as g (t) =
PP
p=0 gp (t  pTf ) with
gp (t) := g (t+ pTf )Gt2[0;Tf ), and P = dTg=Tfe   1 is the
number of following frames covered by the leaked overall
channel response of the current frame. Fig. 1 (a) illustrates the
partition process with one realization of the CM2 channel [23].
Before proceeding, we would like to introduce the moderate
IFI/ISI assumption that is used to ease the theoretical analysis.
We assume the system is designed with suitable frame duration
Tf and frame number Nf , and the power of the overall
channel response is aggregated mainly within Ts, therefore
ISI is considered between adjacent symbols, that is gp (t)  0
when p > Nf   1. In addition, if Tf approaches the root
mean square (RMS) delay RMS of the considered channel,
there exists strong interference only between adjacent frames.
Based on these moderate IFI/ISI assumptions, we can develop
the interference model with clarity. System performance in the
presence of strong IFI/ISI will be shown in the simulation part.
A. Layered Interference Model
According to (4), the CMSA receiver makes decision based
on the waveform vector ri (t) that corresponds to the ith
symbol-long received waveform. After some mathematical
manipulations on (5), we can explicitly show the interference
structure of ri (t) as
ri (t) =
Nf 1X
p=0
~bTi;pgp (t) + ni (t) ; (6)
where ~bi;p :=

biNf p; biNf+1 p; : : : ; biNf+Nf 1 p

is the
p-frame shifted version of the currently transmitted codeword
bi, including the last p elements of the preceding codeword
bi 1; ni (t) :=

niNf (t) ; niNf+1 (t) ; : : : ; niNf+Nf 1 (t)
T
,
and gp (t) = 0 when p > Nf  1 according to the adjacent ISI
assumption. Notably, (6) describes a layered-interference (LI)
model. Corresponding to the channel response partition for
g (t), the IFI/ISI-polluted signal is decomposed into several
superimposed layers by the LI model. The item behind the
summation sign in (6) is considered as the layer which
consists of a layer indicator gp (t) and a codeword, e.g.,
biNf ; biNf+1; : : : ; biNf+Nf 1
T
g0 (t) is the p = 0 layer.
The layer index p can be treated as an energy indicator,
and with suitable Tf setting, the layer with smaller index
aggregates statistically more signal energy than that with larger
index, which complies with the decay property of the average
power delay profile for UWB channel [12]. The p = 0 layer
is the IFI/ISI-free layer for the ith symbol, in which the
currently transmitted codeword ~bi;0 = bi lies. Meanwhile,
the codewords in the p > 0 layers serve as interference to
bi. Fig. 1 (b) illustrates the LI model for an example. The
block code matrix consists of 2 orthogonal codewords, [1; 1]
and [ 1; 1]. Each codeword can carry one bit of information
and IFI/ISI arises whenever Ts < Tg . The g (t) is depicted
by an exponential envelop for clarity. The mechanism of
interference is rather simple in the LI model: treating the
p = 0 layer as the top layer, the codeword always shifts
to a lower layer as time goes with a step of Tf . The LI
model gives a general description of IFI/ISI confronted by
the CMSA receiver, which highlights the codeword structure.
In the subsequent subsections, we will continue the analysis
based on LI model.
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B. IFI/ISI Analysis with Channel-Averaged Approximation
Recalling that the codeword index ism 2 f1; 2g forB2Nf ,
we further define the adjacent interference pattern (AIP) as the
codeword index pair of the adjacently transmitted codewords,
that is d = (mi 1;mi) 2 f1; 2g  f1; 2g, 8i 2 Z, where
mi is the codeword index of the ith transmitted codeword in
the code book e.g., bi = b(mi). Based on the defination, the
p-frame shifted codeword ~bi;p consists of elements from the
adjacently transmitted codewords bi 1 and bi, therefore, ~bi;p
is a function of the AIP d. For brevity, d is usually omitted in
~bi;p (d) unless it is specially explained. Using the LI model
of (6), the CMSA pre-detection signal is given by (cf. (4))
b(m)ri (t) = c
(m)
i g (t) + n
(m)
i (t) ; m = 1; 2; (7)
where g (t) :=

g0 (t) ; g1 (t) ; : : : ; gNf 1 (t)
T contains
the first Nf segments of the partitioned g(t), c
(m)
i :=h
c
(m)
i;1 ; : : : ; c
(m)
i;Nf 1
i
contains all the correlation results be-
tween the trial codeword b(m) and the real codewords within
different layers in the LI model, i.e., c(m)i;p := b
(m)~bTi;p,
n
(m)
i (t) := b
(m)ni (t) is the noise component in the pre-
detection signal. The superscript m in c(m)i and n
(m)
i (t)
indicates the codeword index of the trial codeword b(m). Note
that c(m)i is also a function of d since ~bi;p is involved. From
(7), it is observed that the pre-detection signal b(m)ri (t) is
weighted summation of the partial channel response in g (t),
and the weighting coefficients are the elements of c(m)i that
is determined by the codewords’ correlation results. From the
viewpoint of the LI model, these correlations will determine
the power aggregated in different layers for the pre-detection
signal.
For analytical convenience, we first ignore the noise compo-
nent n(m)i (t) in (7) and write the noise-free decision variable
after ED as
0
h
ri (t) jb(m)
i
=
Z Tf
0
h
c
(m)
i g (t)
i2
dt
= c
(m)
i R

c
(m)
i
T
; m = 1; 2;
(8)
where the integration interval is set as TI = Tf and
[R]p+1;p0+1 =
R Tf
0
gp (t) gp0 (t) dt for p; p0 2 [0; Nf   1] is
the element of R which is determined by instant channel
realization. Since the final objective is to find the statistically
optimal BC, we introduce the channel-averaged version of
R as R := Eh fRg, where Eh fg gets the expectation over
all possible channel realizations. In this way, the random
properties ofR is bypassed to simplify the analysis. Moreover,
the expectation of the channel correlation functions is given
by [24] as
Eh
Z


g (t)g (t ) dt

 ! ()
Z


 h (t)dt; (9)
where ! () =
R1
 1 ! (t)! (t+) dt is the autocorrelation
function of ! (t),  h (t) is the average power delay profile and

 is the integration interval. By using (9), the elements of R
is given as
R

p+1;p0+1 = Eh
(Z Tf
0
gp (t) gp0 (t) dt
)
 ! ((p  p0)Tf )
Z (p+1)Tf
pTf
 h (t) dt:
(10)
Since the support of ! (t) is only [0; T!), ! ((p0   p)Tf ) = 0
whenever p 6= p0, subsequently, R
p+1;p0+1  0 if p 6= p0.
Furthermore, when p = p0, ! (0) = 1 for energy normaliza-
tion, thus we define "p :=

R

p+1;p+1
=
R (p+1)Tf
pTf
 h (t) dt
as the averaged power of gp (t). Based on the above anal-
ysis, R can be approximated as a diagonal matrix D =
diag

"0; "1; : : : ; "Nf 1
	
. By replacing R in (8) with D, the
noise-free and channel-averaged decision variable is given as
0
h
ri (t) jb(m)
i
:= Eh
n
0
h
ri (t) jb(m)
io

Nf 1X
p=0

c
(m)
i;p
2
"p; m = 1; 2;
(11)
where c(m)i;p is the p
th element of c(m)i . We can see that the
decision variable in (11) is the weighted summation of the
averaged power contained in all layers, and the weighting
coefficients are squared elements of c(m)i , which is also
determined by codeword’s correlation properties. Therefore,
the BC can be chosen so that system performance can be
optimized in the presence of IFI/ISI.
C. SNR Analysis with IFI/ISI
Distinct from the traditional signal to interference plus noise
ratio (SINR) analysis which treats the IFI/ISI as certain kind
of noise, we derive the signal to noise ratio (SNR) with
IFI/ISI for the currently transmitted symbol conditioned on
the AIP. Since the purpose of the analysis is not to develop
the accurate closed-form expression of BER but to facilitate
code optimization, all the derivations are based on the channel-
averaged decision variable (cf. (11)). In addition, the moderate
IFI/ISI condition is used. With these assumptions, the decision
rule for binary BC-CMSA is given as

h
ri (t) jb(1)
i b(1)
?
b(2)

h
ri (t) jb(2)
i
; (12)
and the decision variable involving noise is expressed as

h
ri (t) jb(m)
i
 S(m)i +I(m)i;1 +(m)i;1 +(m)i;2 ; m = 1; 2; (13)
where each term in (13) is defined in Appendix A, and S(m)i ,
I
(m)
i;1 , 
(m)
i;1 and 
(m)
i;2 are all functions of the AIP. Based the
results in (12) and (13), the probability of error conditioned on
the AIP with known bi = b(mi=m), d0 = (mi 1;mi = m),
is given by
Pr

b(mi=m) ! b(m0 6=m)jd0

= Pr
 
Xi (d
0) < 0

; (14)
and the random variable Xi (d0) is defined as
Xi (d
0) := 
h
ri (t) jb(m)
i
  
h
ri (t) jb(m
0)
i
 Xi;S (d0) + Xi; (d0) ;
(15)
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i (d
0) :=
E2n

Xi;S (d
0)
	
Varn
n
Xi; (d
0)
o 
(
N2f + 
"
c
(m)
i;1 (d
0)
2
 

c
(m0)
i;1 (d
0)
2#)2
"2g
2N0Nf "g

N2f + 

c
(m)
i;1 (d
0)
2
+

c
(m0)
i;1 (d
0)
2
+ 2N20N
2
fTIW
; (16)
where the signal component XS (d0) is expressed as
Xi;S (d
0) = S(m)i (d
0)  S(m
0)
i (d
0) + I(m)i;1 (d
0)  I(m
0)
i;1 (d
0) ;
and the noise component Xi; (d0) is expressed as
Xi; (d
0) = (m)i;1 (d
0)  (m
0)
i;1 (d
0) + (m)i;2 (d
0)  (m
0)
i;2 (d
0) :
The mean and variance of Xi (d0) is derived in Appendix
B with similar procedures as [22] [6], and only the energy
dominating layers (p = 0; 1) is considered to highlight the
major performance-influencing factors. With these statistics,
the average receive SNR of the ith symbol with IFI and ISI
is defined in (16) (at the top of this page), where  = "0/"g
is the ratio between the averaged energy of g0 (t) and g (t),
and  = 1   . The subscript n of En fg and Varn fg
indicates that the statistical analysis is for the noise component
in Xi (d0). Besides, c
(m)
i;1 (d
0) = b(m)

~bi;1 (d
0)
T
is the
correlation between the trial codeword b(m) and the major
interfering codeword ~bi;1 in the p = 1 layer.
Notice that  = 0 and  = 1 in the absence of IFI/ISI.
By replacing "g with the received energy per pulse Ep =R T 0I
0
g2 (t)dt , where T 0I is the integral interval, (16) is rewritten
as
0i =
n
N2fEp
o2
2N0N3fEp + 2N
2
0N
2
fT
0
IW
=

2N0
E0b
+
2N20T
0
IW
E02b
 1
;
(17)
where E0b := NfEp is the received energy per bit. The result
in (17) is consistent with [22], but (16) includes the effects of
IFI and ISI, thus is more general.
D. Collected Channel Gain in the Presence of IFI/ISI
In this subsection, we will reveal the intrinsic connection
between the adopted BC and system performance by extracting
the collected channel gain from i (d0). For convenient nota-
tion, we define SNR := Eb/N0 as the transmit SNR, where
Eb := Nf "g. As proved in Appendix C, when SNR is high,
the receive SNR i (d0) can be approximately expressed as
i (d
0)  SNR
2
i (d
0) ; (18)
where
i (d
0) =
(
+ 
N2f
"
c
(m)
i;1 (d
0)
2
 

c
(m0)
i;1 (d
0)
2#)2
+ 
N2f

c
(m)
i;1 (d
0)
2
+

c
(m0)
i;1 (d
0)
2 ;
(19)
is defined as the collected channel gain (CCG) conditioned on
d0. It can be observed that i (d0) increases linearly with i (d0)
which is a function of the codeword correlation c(m)i;1 (d
0) and
c
(m0)
i;1 (d
0), therefore, i (d0) or the system detection perfor-
mance is BC-dependent in the presence of IFI/ISI. Moreover,
the AIP d0 is a random variable with probability Pr (d0) = 1=4,
8d0 2 f1; 2gf1; 2g, according to the assumption of equiprob-
able information source. Therefore, a BC-dependent average
CCG is introduced by averaging i (d0) over all the possible
d0s as
BC := Ed0 fi (d0)g ; (20)
which serves as an average performance metric for the BC-
CMSA system using different BC, here, the symbol index i is
omitted for the ergodicity of d0.
Based on the analysis above, we conclude that the BC can
be optimized with respect to the average CCG BC to improve
the detection performance in the presence of IFI/ISI. To this
end, the upper bound of BC and the conditions to reach the
upper bound are of great interest. In fact, if there is no IFI/ISI,
the p = 0 layer in the LI model is able to collect all the
energy of g (t), that is  = 1,  = 0 and then i (d0) = 1,
8d0, and BC = 1. When IFI/ISI exists, the signal energy leaks
into subsequent frames/symbols, then we can straightforwardly
conclude that the conditional CCG is upper bounded by 1,
i.e., BC  1. For analytical purpose, we first reformulate the
upper bound of i (d0) as follows,
i (d
0)  +


c
(m)
i;1 (d
0)
2
N2f
 1; (21)
where the first inequality is obvious (see (19)) and only when
c
(m0)
i;1 (d
0) = 0 does the equation hold; the second inequality
holds with the condition,

c
(m)
i;1 (d
0)
2
 N2f , and only when
c
(m)
i;1 (d
0) = Nf does the equation hold. In summary, if the
BC meets the conditions
c
(m0)
i;1 (d
0) = 0 and c(m)i;1 (d
0) = Nf ; 8d0; (22)
the conditional CCG reaches its upper bound as i (d0) =
1; 8d0, and the average CCG is maximized as BC = 1 even in
the presence of IFI/ISI. Here, c(
m0)
i;1 (d
0) = b(m
0)

~bi;1 (d
0)
T
is the correlation between the wrong trial codeword b(m
0)
and the major interfering codeword ~bi;1 (d0) in the p = 1
layer, c(m)i;1 (d
0) = b(m)

~bi;1 (d
0)
T
is the correlation between
the right trial codeword b(m
0) and ~bi;1 (d0). In next section,
attempts are made to construct the optimal BC which fulfills
the conditions (22) with maximum BC = 1.
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IV. OPTIMIZED BC WITH IFI AND ISI PRE-MITIGATION
Originally, BC-CMSA is developed under the condition of
no IFI/ISI. Signal energy is aggregated in the p = 0 layer
of the LI model, and orthogonality of BC alone can ensure
good detection performance. However, IFI/ISI occurs with
boosted data rate. The interference results in ~bi;p in the p > 0
layer, and, especially, the ~bi;1 in the p = 1 layer is the
main interference component, which should be considered as
well to enhance the detection performance. In this section, the
desired IFI/ISI-robust code properties for the optimal BC are
first generalized, which enable the maximum average CCG
BC = 1. Then the optimal BC is constructed under the
constraints of the desired code properties, followed by an
implementation example to bring forward the pre-mitigation
of IFI and ISI.
A. Construction of Optimal BC
With the aim to generalize the condition (22) to more
insightful code properties, we first introduce some notations
for the easy of analysis. The codewords in the top two
layers of the LI model vary according to the AIP, and all
the realizations of the two codewords are classified into two
sets as A1 =
n
b(mi=1); ~bi;1 (mi 1;mi = 1)
o
and A2 =n
b(mi=2); ~bi;1 (mi 1;mi = 2)
o
. The setAm “snapshots” the
interference patterns of the currently transmitted codeword.
With these notations, the desired IFI/ISI-robust code properties
for the optimal BC are
1) Shifted-Orthogonality: b(m
0)aT = 0, 8a 2 Am,
m;m0 2 f1; 2g, m 6= m0.
2) Shifted-Repetition: b(m)aT = Nf , 8a 2 Am, m 2
f1; 2g.
To exemplify the meaning of the Shifted-Orthogonality and
Shifted-Repetition, a lemma is first given below.
Lemma 1: The Shifted-Orthogonality and Shifted-Repetition
are sufficient for BC to achieve maximum average CCG
BC = 1.
Proof: Just verify (22) with the two code proper-
ties. If the transmitted symbol is b(mi=m), with Shifted-
Repetition, c(m)i;1 (d
0) = Nf for mi = m, and, with Shifted-
Orthogonality, c(
m0)
i;1 (d
0) = 0 for mi = m 6= m0. Then
 (d0) = 1 for arbitrary d0, therefore BC = 1.
From Lemma 1, we can see the essence of the two prop-
erties: Shifted-Orthogonality ensures zero correlation between
the wrong trial codeword and the moderate IFI/ISI polluted
receive codeword while Shifted-Repetition ensures full cor-
relation between the right trial codeword and the moderate
IFI/ISI polluted receive codeword. To this end, the optimal BC
with Shifted-Orthogonality and Shifted-Repetition will enable
robust detection performance in the presences of IFI/ISI.
Remark 1: Usually, the ordinary orthogonal BC doesn’t
hold Shifted-Orthogonality and Shifted-Repetition. For ex-
planation convenience, we take the Walsh-Hardmard based
BC B22 =

1 1
1  1

as an example. Assume the cur-
rently transmitted codeword is b(mi=2) = [1; 1] and the
adjacent inference pattern is d = (1; 2), then ~bi;1 (1; 2) =
[1; 1] and A2 =
n
b(mi=2); ~bi;1 (1; 2)
o
is constructed. By
using the wrong trial codeword b(1) = [1; 1], we get
b(1)
 
b(mi=2)
T
= 0 but b(1)

~bi;1 (1; 2)
T
= 2. On the
other hand, by using the right codeword b(2) = [1; 1],
we have b(2)
 
b(mi=2)
T
= 2 but b(2)

~bi;1 (1; 2)
T
= 0.
In this case, b(1)

~bi;1 (1; 2)
T
= 2 6= 0 for the lack of
Shifted-Orthogonality and b(2)

~bi;1 (1; 2)
T
= 0 6= 2 for
the lack of Shifted-Repetition, which means the interference
component ~bi;1 (1; 2) makes no contribution to support the
right trial codeword b(2) but full contribution to the wrong
trial codeword b(1). Consequently, the detection performance
is degraded.
Constrained by the two code properties, we then give the
construction of the optimal BC in the following lemma.
Lemma 2:
_
B2Nf =
h
_
B22; :::;
_
B22
i
where
_
B22 =
1 1
 1 1

is the only bipolar BC with Shifted-Orthogonality
and Shifted-Repetition.
Proof: See Appendix D.
Based on Lemma 1 and Lemma 2, we show the optimality
of the proposed
_
B2Nf in the following proposition.
Proposition:
_
B2Nf is the optimal BC with maximum
BC = 1.
Proof: Combining Lemma 1 with Lemma 2,
_
B2Nf is the
unique BC with maximum BC = 1, therefore, proposition
holds.
Remark 2: Although there are 2Nf possible codewords with
code length Nf and C2
Nf
2 realizations of possible BCs, based
on our construction, only
_
B2Nf enjoys Shifted-Orthogonality
and Shifted-Repetition, which contains only two codewords
and is capable of supporting binary modulation only. High-
order modulation requires codebook with larger size, but from
the uniqueness of
_
B2Nf we conclude that any attempt to
construct
_
BMNf (M > 2) for high-order modulation with
maximum average CCG BC = 1 will fail.
Remark 3: BC-CMSA is capable to achieveM -ary (M > 2)
modulation. Although there is no optimal BC of larger size to
support high order modulation with average CCG BC = 1
in the presence of moderate IFI/ISI, we can still employs (20)
as an effective metric to search for the BMNf with higher
average average CCG to benefit transmission. In this scenario,
the AIP is extended as d 2 f1; 2; : : : ;Mgf1; 2; : : : ;Mg and
more computation is involved to calculate (20).
B. Optimized BC with IFI and ISI Pre-Mitigation: Implemen-
tation Example
Codeword shifting happens across layers in the LI model.
Within the detection window, the codeword in the p = 1 layer
is always 1-frame shifted version of the currently transmitted
codeword. For Shifted-Orthogonality, the p = 1 layer will not
aggregate energy for the undesired symbol, thus ISI can be
greatly mitigated. On the other hand, for Shifted-Repetition,
the p = 1 layer will always help to aggregate energy for
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Fig. 2. IFI and ISI pre-mitigation with the optimized BC.
the desired symbol, thus IFI/ISI is partially utilized. In this
way the pre-mitigation on IFI/ISI is achieved before ED.
Fig. 2 gives an implementation example to explain the pre-
mitigation effect with
_
B22. One of the 4 AIPs in Fig.
1 (b) is zoomed in and only the energy-dominating layers,
the p = 0; 1 layers, are depicted. Besides, the exponential
envelop is replaced by a triangle for clarity. The currently
transmitted codeword is b(mi=2) = [ 1; 1] and the adjacent
inference pattern is d = (1; 2), then ~bi;1 (1; 2) = [1; 1].
When testing b(2) = [ 1; 1], b(2)

~bi;0 (1; 2)
T
= 2 and
b(2)

~bi;1 (1; 2)
T
=  2, after ED, both layers are contributed
to the desired symbol. Due to Shifted-Repetition, energy of the
leaked signal can be partially used to enhance the detection
performance as pointed out by Effect 1 in Fig. 2. Meanwhile,
both ~bi;0 (1; 2) and ~bi;1 (1; 2) are orthogonal with the wrong
trial codeword b(1) = [1; 1], thus IFI/ISI is greatly mitigated
before the ED by Shifted-Orthogonality as pointed out by
Effect 2 in Fig. 2. In summary, the optimized BC tailors the
AIP to the CMSA pre-detection operation so that the energy
of the main interfering component in the p = 1 layer can be
aggregated only for the desired codeword before the ED, thus
IFI/ISI pre-mitigation is achieved.
V. SIMULATION RESULTS AND DISCUSSIONS
In this section, simulations and comparisons are car-
ried out to validate that the proposed code optimized
BC (CO-BC)
_
B2Nf achieves good IFI and ISI pre-
mitigation with CMSA. The used impulse shape is ! (t) =
AH
h
1  4(t/m)2
i
exp
h
 2(t/m)2
i
, where AH is the
energy normalized parameter and m = 0:2877ns so that
pulse width is limited within 1ns. In all cases, the channels
are generated according to IEEE 802.15.3a channel model
recommendation CM2 with the RMS delay RMS = 8:06ns
[12], and the channel impulse responses are truncated beyond
Tg = 100ns with energy normalization. We also set TI = Tf
unless it is specially explained.
Test Case 1: This test case is devoted to demonstrating the
effectiveness of the CO-BC for BC-CMSA in the presence of
IFI/ISI. Signal structures for the binary modulation schemes
are set asNf = 2 frames (with frame duration Tf = 10ns) and
Nf = 4 frames (with frame duration T 0f = 5ns) per bit with
the same symbol duration Ts = 20ns, or equivalently a data
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Fig. 3. BER performance comparison between the code optimized and Walsh-
Hardmard based BC-CMSA, wherein Tf = 10ns is set for all schemes and
the default modulation order is set as 2 unless otherwise specified in the
lengend.
rate of 50 Mbps. 4-ary modulation scheme is also considered
for BC-CMSA with the same data rate as the binary cases,
which exploits a larger block code B44 and conveys 2-bit
information per codeword with symbol duration T 0s = 4Tf =
40ns. The Walsh-Hardmard matrices H2 =

1 1
1  1

and
H4 = H2 
H2 are exploited for Walsh-BC based schemes.
In particular, we use the first and the second rows of H4,
denoted as H4 (1; 2), for binary BC-CMSA with code length
Nf = 4: In addition, the IFI/ISI-free condition is realized by
truncating the channel at 9ns with energy normalization and
the corresponding simulation results are shown as benchmarks
for comparison. Fig. 3 shows that the performances of H2,
H4 (1; 2) and CO-BC are nearly the same with binary modula-
tion, and the result withH4-BC is better with 4-ary modulation
under the IFI/ISI-free condition. Assuming the same transmit
energy per bit, the H4-BC enables 4-ary modulation with
increased minimum distance between codewords, therefore
better BER performance is achieved as compared with the
binary cases. Besides, the frame number or code length NT
dose not influence the performance of binary BC-CMSA, if
the same bit energy and data rate is assumed in the absence
of IFI/ISI. However, it is found that there are distinct gaps
between the IFI/ISI-existing and IFI/ISI-free cases for H2-
BC and H4-BC while the proposed CO-BC with code length
NT = 2 achieves comparable performance as its interference-
free counterpart in the presence of IFI/ISI, losing only about
1dB at BER=10 3. The results indicate that the orthogonal
BCs, such as H2 and H4-BC, are not able to eliminate or
even utilize the leaked signal energy, and thus they are very
sensitive to IFI/ISI. On the contrary, the proposed CO-BC with
Shifted-Orthogonality and Shifted-Repetition is able to achieve
IFI/ISI pre-mitigation with CMSA, and shows good robustness
against IFI/ISI. It is also noted that the performance of CO-BC
with code length NT = 4 is worse than that with NT = 2 in
the presence of IFI/ISI. This is simply because more frames
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Fig. 4. The effects of average CCG on system performance of BC-CMSA
in the presence of moderate IFI/ISI, wherein Nf = 4 and Tf = 10ns are
set so that 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RMS and Ts  5RMS .
TABLE II
COLLECTED CHANNEL GAINS FOR DIFFERENT BCS
BC/CG  (1; 1)  (2; 1)  (1; 2)  (2; 2) BC
H4  BC (1; 2) 1.000 0.592 0.592 1.000 0.796
H4  BC (1; 3) 1.000 0.592 0.592 1.000 0.724
H4  BC (1; 4) 1.000 1.000 0.712 0.712 0.856
H4  BC (2; 3) 1.000 1.000 0.712 0.712 0.856
H4  BC (2; 4) 1.000 0.592 0.592 1.000 0.724
H4  BC (3; 4) 0.179 0.592 0.592 0.179 0.386
CO  BC 1.000 1.000 1.000 1.000 1.000
or longer code length per symbol increases IFI/ISI, assuming
the same date rate. And the shortest code length NT = 2 is
optimal for high date rate BC-CMSA.
Test Case 2: The average CCG BC’s deterministic influ-
ence on the system performance in the presence of moderate
IFI/ISI is illustrated, and the optimality of the proposed CO-
BC is also verified in this test case. In accordance with mod-
erate IFI/ISI assumption, Tf = 10ns and Ts = NfTf = 40ns
is set for binary modulation, which achieves a data rate of 25
Mbps. Since Ts  5RMS , the adjacent ISI assumption can
approximately hold. The Walsh-HardmardH4 is considered as
a typical code book for orthogonal BC and the combinations
of every two rows of H4 generate multiple orthogonal BCs
for binary modulation, e.g., H4 (1; 2) consists of the first and
second row of H4. In order to get correspondent BC , the
ratio  = "0/"g is first given via simulation. 2000 CM2
channel realizations are simulated and analyzed by computer,
and ["0; "1]  [0:7118; 0:2221] is obtained. Note that the
channel energy is normalized, and "0 + "1  "g = 1,
therefore   0:7118 is used. With these parameters both
the conditional CCG i (d
0) and the average CCG BC can
be calculated from (19) and (20). The results are given in
Table II, and it can be observed that CO BC > H4 BC.
Furthermore, Fig. 4 reveals the actual BER performance of
BC-CMSA system employing different BCs and Fig. 5 shows
the corresponding ACGs for these BCs. Corresponding to
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Fig. 5. Average CCGs for different BCs in the presence of moderate IFI/ISI,
wherein Nf = 4 and Tf = 10ns are set for all schemes.
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RMS .
the results in Table II, when BC is higher, the system
shows better BER performance and CO-BC achieves the best
performance with maximum average CCG CO BC = 1. The
simulation results in Fig. 4 and Fig. 5 consolidate the average
CCG analysis for different BCs. Finally, the moderate IFI/ISI
constraint is relaxed and Tf = 5ns is set. The IFI become
severe and the effective ISI may disperse across more than
2 symbols. Fig. 6 shows that the optimality of the proposed
CO-BC still holds while the performance gaps between CO-
BC and other H4-BCs become even larger. These results
demonstrate that for ED based BC-CMSA the proposed CO-
BC enjoys best robustness under moderate IFI/ISI and the
optimality holds even in the presence of severe IFI and strong
ISI.
Test Case 3: Higher data rate is desired which requires
less Nf or Tf . To better understand the effectiveness of the
CO-BC based pre-mitigation with minimum Nf = 2, the
performances of the proposed CO-BC-CMSA with different
data rates are illustrated in Fig. 7. The testing data rates are
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Fig. 7. BER performances comparison for code optimized BC-CMSA with
different data rates, wherein Nf = 2 is fixed and Tf is set in accordance
with the data rate.
set from 30 Mbps to 80 Mbps with the frame length dropping
from 16:7ns to 6:25ns. With boosted data rates, IFI and ISI
increase. It is seen that for data rates of 30 Mbps and 40
Mbps the performance degradation is invisible at BER=10 4,
while the system with the data rate of 50 Mbps performs
a little worse than the formers. However, when data rate is
boosted beyond 50 Mbps, the system performance degradation
becomes significant. The reason is that the frame length less
than 10ns cannot ensure the moderate IFI/ISI assumption any
more. The signal components in the p > 2 layers would
contain significant power and the effective IFI/ISI would
continue across multiple frames/symbols. In this scenario, the
pre-mitigation alone is not as effective as that with moderate
IFI/ISI. The low-complexity mitigation scheme for strong
IFI/ISI in BC-CMSA system is an interesting topic for future
work.
Test Case 4: In this test case, the proposed code optimization
scheme is compared with [10] and [20] to offer more insights
into the receiver-specific IFI/ISI pre-mitigation schemes. For
fair comparison, the frame number is set as Nf = 4 with frame
duration Tf = 6:25ns for all schemes; the integral duration
is set as TI = Tf for BC-CMSA and CMTR systems while
TI = Ts is used for FDTR system, respectively. In particular,
we consider the IFI-robust BC design for CMTR [10], which
employs the so called conjugate pair H4(1; 3) for transmision.
In addition, the performance-boosting schemes for FDTR [20]
is also considered, which involves the delay hopping code opti-
mization (DHCO), chip code optimization (CCO) and the joint
optimization (JO) of both chip and delay hopping codes. For
the relevant parameter setting with regard to [20], we choose
the delay hopping code of period 4 as [0; 0; 1; 3] with delay
chip duration Tc = T! , and the orthogonal chip code of period
16 by cascading all the four row vectors of the Walsh-BC H4.
As illustrated in Fig. 8, CO-BC-CMSA, CMTR with conjugate
pair H4(1; 3) and JO-FDTR all show better robustness against
IFI/ISI than their non-optimized counterparts do. In fact, for
the AcR based FDTR system the IFI/ISI components are
0 5 10 15 20 25 30
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H
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DHCO−FDTR
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CO−BC−CMSA
Fig. 8. The comparison of different IFI/ISI pre-mitigation schemes between
BC-CMSA, FDTR and CMTR systems. Nf = 4 and Tf = 6:25ns are set
for all schemes while TI = Tf is used for BC-CMSA/CMTR and TI = Ts
is used for FDTR.
mainly cross-correlations between different “leaked” partial
channel responses. By noting the correlation properties of
the UWB channel [24], reference [20] exploits the specific
nature of the AcR which enables the DHCO to suppress
IFI/ISI. On the other hand, the IFI/ISI components in the ED
based BC-CMSA and CMTR are mainly auto-correlations of
different “leaked” partial channel responses, which cannot be
effectively suppressed by DHCO, therefore, the optimized BCs
are evoked for IFI/ISI mitigation. It is noted that the chip
code for FDTR is similar to the CO-BC for CMSA or the
conjugate code pair used for CMTR in the sense that they all
change the polarities of pulses and are capable of suppressing
some IFI/ISI component. However, both CCO-FDTR and the
optimized CMTR with conjugate pair are not so effective
to combat IFI/ISI as illustrated in Fig. 8, since they only
exploit ordinary orthogonal Walsh-BC H4 whose orthogonal
property is not enough to ensure IFI/ISI-robust detection
for these two systems. In contrary to ordinary orthogonal
BC, the proposed CO-BC enjoys more favorable properties,
namely Shifted-Orthogonality and Shifted-Repetition, which
achieve effective IFI/ISI pre-mitigation for BC-CMAS system.
Moreover, CO-BC-CMSA outperforms JO-FDTR and CMTR
with conjugate pair in the practical Eb/N0 region despite that
the non-optimized H4-BC-CMSA performs worse than the
non-optimized FDTR and CMTR.
VI. CONCLUSION
In this paper, we have proposed a simple IFI/ISI pre-
mitigation scheme for BC-CMSA system through a code
optimization approach. We have analyzed the performance
of binary modulated BC-CMSA system in the presence of
moderate IFI/ISI to show the effectiveness of BC selection
for performance enhancement. With the aim to maximize the
proposed performance metric, the average collected channel
gain, we have constructed the statistically optimal BC enjoying
two IFI/ISI-robust properties, namely Shifted-Orthogonality
and Shifted-Repetition. The optimal BC tailors the IFI/ISI
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patterns to match the pre-detection operation and energy
detection mechanism of the CMSA receiver, therefore, the
leaked signal energy is partially utilized to enhance detection.
Simulation results have demonstrated the effectiveness of the
proposed IFI/ISI pre-mitigation scheme.
APPENDIX A
CHANNEL AVERAGED STATISTICS
Taking the noise effect into account, (11) is extended as


ri (t) jb(m)

= Eh
nR Tf
0
 
b(m)ri (t)
2
dt
o
= S
(m)
i +
I
(m)
i;1 +
I
(m)
i;2 +

(m)
i;1 +

(m)
i;2 ;
(23)
where the interference-free signal component is
S
(m)
i = Eh

c
(m)
i;0
2
[R]1;1

=

c
(m)
i;0
2
"0;
the interference component from p > 0 layers is
I
(m)
i;1 = Eh
8<:
Nf 1X
p0=p=1

c
(m)
i;p
2
[R]p+1;p0+1
9=;
=
Nf 1X
p=1

c
(m)
i;p
2
"p;
and the interference component generated by the cross-layer
correlations is
I
(m)
i;2 = Eh
8<:
Nf 1X
p=0
Nf 1X
p0=0;p0 6=p
c
(m)
i;p c
(m)
i;p0 [R]p+1;p0+1
9=;  0;
for the noise components,

(m)
i;1 = Eh
(
2
Z Tf
0
c
(m)
i g (t)  n(m)i (t)dt
)
;
is the signal-by-noise component, and finally, the noise-by-
noise component is given as

(m)
i;2 = Eh
(Z Tf
0

n
(m)
i (t)
2
dt
)
=
Z Tf
0

n
(m)
i (t)
2
dt:
APPENDIX B
STATISTIC ANALYSIS ON Xi (d0)
It is noted that in Xi (d0) the signal component Xi;S (d0)
is irrelevant to the noise, therefore, the mean and variance of
Xi (d
0) are En

Xi (d
0)
	
= Xi;S (d
0) + En
n
Xi; (d
0)
o
and
Varn

Xi (d
0)
	
= Varn
n
Xi; (d
0)
o
, respectively.
We start by the derivation for En

Xi (d
0)
	
. Let us derive
the term Xi;S (d
0) first as
Xi;S (d
0)
= S
(m)
i (d
0)  S(m
0)
i (d
0) + I(m)i;1 (d
0)  I(m
0)
i;1 (d
0)
 N2f "1 +
"
c
(m)
i;1 (d
0)
2
 

c
(m0)
i;1 (d
0)
2#
"2
 N2f "g + 
"
c
(m)
i;1 (d
0)
2
 

c
(m0)
i;1 (d
0)
2#
"g:
(24)
where the first approximation is based on the moderate IFI/ISI,
that is "0+ "1  "g =
Nf 1P
p=0
"p 
Nf 1P
p=2
"p, therefore, only the
p = 0; 1 layers are considered here for simplicity; the second
approximation introduces  = "0/"g as the ratio between the
averaged energy of g0 (t) and g (t), and  = 1 . In addition,
the mean of Xi; (d0) is given by [22] as En

Xi; (d
0)
	  0.
By summarizing the results, the mean of Xi (d0) is given as
En

Xi (d
0)
	
 N2f "g + 
"
c
(m)
i;1 (d
0)
2
 

c
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i;1 (d
0)
2#
"g;
(25)
We continue to derive Varn

Xi (d
0)
	
. Following [22] and
[6], (m)i;1 (d
0), (
m0)
i;1 (d
0) and


(m)
i;2 (d
0)  (m
0)
i;2 (d
0)

can be
considered as approximately uncorrelated for simplicity, then
Varn
n
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0)
o
is approximated as
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(26)
where the last term is the noise-by-noise component and its
variance is given by [22] as Varn


(m)
i;2 (d
0)  (m
0)
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0)


2N20N
2
fTIW . Besides, the variance of 
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0) is derived as
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(27)
where the last two approximations are obtained with moder-
ated IFI/ISI assumption as that in (24). In the similar way, the
variance of (
m0)
i;1 (d
0) is given as
Varn


(m0)
i;1 (d
0)

 2N0Nf

c
(m0)
i;p
2
"g; (28)
By summarizing the results, the variance of Xi (d0) is given
as
Varn

Xi (d
0)
	
 2N20N2fTIW + 2N0Nf "g(
N2f + 
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:
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APPENDIX C
DERIVATION OF i (d0)  SNR2 i (d0) WHEN SNR IS HIGH
Recall that SNR := Eb/N0 = Nf "g/N0 and rewrite (16)
as
i (d
0) =
1
m1 +m2
; (30)
where
m1 =
2
SNR

+ 
N2f
"
c
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
c
(m)
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2
 
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c
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22 ;
(31)
and
m2 =
1
SNR2
 2TIW
+ 
N2f

c
(m)
i;1 (d
0)
2
 

c
(m0)
i;1 (d
0)
22 :
(32)
When SNR is high that 2SNR  1SNR2 , which results in
m1  m2, then
i (d
0)
High SNR 1
m1
=
SNR
2
i (d
0) ; (33)
where the conditional CCG i (d0) is given in (19).
APPENDIX D
PROOF OF LEMMA 2
Proof: The BC of interest is
_
B2Nf , and, without loss
of generality, we first choose one of the codeword, e.g.,
b =

b0; : : : ; bNf 1

, for study. Also, consider the special case
d = (mi 1 = c;mi = c) (c is a temporary codeword index
of b), and the 1-frame shifted version of b is ~bi;1 (c; c) =
bNf 1; b0; : : : ; bNf 2

, then the correlation between the two
codewords is
b~bTi;1 (c; c) =
Nf 1X
j=0
bjb mod Nf [j 1]: (34)
Since bj = 1 and bjb mod Nf [j 1] = 1, 8j 2 [0; Nf   1]
(in this proof, j is confined in [0; Nf   1]), (34) is bounded
as
 Nf 
Nf 1X
j=0
bjb mod Nf [j 1]  Nf : (35)
The BC with Shifted-Repetition can achieve this bound, and
two cases are involved as follows:
1) Equation in right hand side of (35) holds, only when
bjb mod Nf [j 1] = 1, 8j. Correspondingly,
bj = b mod Nf [j 1] = 1 ; 8j: (36)
Then two candidates b(c1) = [1; : : : ; 1] with

b(c1)

j
=
1 or b(c2) = [ 1; : : : ; 1] with b(c2)
j
=  1 are
obtained.
2) Equation in left hand side of (35) holds, only when
bjb mod Nf [j 1] =  1, 8j. Correspondingly,
bj = 1
b mod Nf [j 1] =  1
or

bj =  1
b mod Nf [j 1] = 1
; 8j:
(37)
Then two candidates b(c3) = [1; 1; : : : ; 1; 1] with
b(c3)

j
= ( 1)j+1 or b(c4) = [ 1; 1; : : : ; 1; 1] with
b(c4)

j
= ( 1)j are obtained.
With partial Shifted-Repetition constraint (only the interfer-
ence pattern d = (c; c) is considered), only four possible
candidates

b(c1);b(c2);b(c3);b(c4)
	
are reserved to con-
struct the desired BC. Then it is easy to verify with other
interference pattern, i.e., d = (c; c0) ; c 6= c0, that there are
two BCs which meet the constraints of Shifted-Repetition and
Shifted-Repetition. The two BCs are
_
B
(1)
2Nf which consists
of b(c1) and b(c4), and
_
B
(2)
2Nf which consists of b
(c2) and
b(c3). Besides, we notice that
_
B
(1)
2Nf =  
_
B
(2)
2Nf , the two
BCs only have a sign difference and the sign doesn’t affect
code properties. For notional simplicity, we choose
_
B2Nf =
_
B
(1)
2Nf as the exclusive representative. Therefore,
_
B2Nf =h
_
B22;
_
B22; : : : ;
_
B22
i
with
_
B22 =

1 1
 1 1

is the
only binary antipodal code with Shifted-Orthogonality and
Shifted-Repetition, ignoring the sign difference.
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