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ON d–σ–STABILITY IN RANDOM METRIC SPACES AND ITS
APPLICATIONS∗
TIEXIN GUO1, ERXIN ZHANG, YACHAO WANG, AND BIXUAN YANG
Abstract. In 2010, the first author of this paper introduced the notion of σ–
stability for a nonempty subset of an L0(F , K)–module in [T.X. Guo, Relations
between some basic results derived from two kinds of topologies for a random
locally convex module, J. Funct. Anal. 258(2010), 3024–3047], this kind of σ–
stability is purely algebraic and leads to a series of deep developments of random
normed modules and random locally convex modules. Motivated by this, A.
Jamneshan, M. Kupper and J. M. Zapata recently introduced another kind of
σ–stability for a nonempty subset of a random metric space (E,d), called d–σ–
stability since it depends on the random metric d. d–σ–stability coincides with
the previous σ–stability in the case of random normed modules, which motivates
us in this paper to generalize the precise form of Ekeland’s variational principle
from a complete random normed module to a complete d–σ–stable random metric
space. Besides, this paper also utilize d–σ–stability to generalize Nadler’s fixed
point theorem for a multivalued contraction mapping from a complete metric
space to a complete random metric space. To our surprise, our simple fixed point
theorem, however, can derive the known basic fixed point theorems of contraction
type for both random operators and σ–stable mappings on a complete random
normed module. A lot of examples shows the study of random metric spaces is
more complicated than that of random normed modules.
1. Introduction
Let (Ω,F , P ) be a probability space, K the scalar field R of real numbers or C
of complex numbers and L0(F ,K) the algebra of equivalence classes of K–valued
random variables on (Ω,F , P ). For a left module E over L0(F ,K) ( briefly, an
L0(F ,K)-module ) and a nonempty subset G of E, G is said to be σ–stable (
originally called “ having the countable concatenation property ”in [21], see [21,
Def.3.1]) if there exists some x ∈ G such that I˜An · x = I˜An · xn for each n ∈ N , for
each sequence {xn : n ∈ N} in G and each countable partition {An : n ∈ N} of Ω
to F . The initial aim of introducing σ–stability in [21] is to establish the inherent
connections between some basic results derived from two kinds of topologies for a
random normed module or ( more generally ) a random locally convex module, a
series of subsequent developments have attested crucial roles played by the notion
of σ–stability, see, e.g. [4, 6, 7, 12, 13, 22, 28, 30, 32, 33, 50, 53]. Clearly, σ–stability
only depends on the L0(F ,K)–module structure and thus is purely algebraic.
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It is well known that Banach’s contraction mapping principle [1] and Ekeland’s
variational principle [2] on a complete metric space are two of the most powerful
tools in functional analysis. Random metric spaces ( briefly, RM spaces ) are
a random generalization of ordinary metric spaces. Roughly speaking, an RM
space with base (Ω,F , P ) is an ordered pair (E, d) such that the random metric
d : E × E → L0+(F) := {ξ ∈ L
0(F , R) : ξ ≥ 0} satisfies the axioms similar
to those satisfied by an ordinary metric, see Section 2 of this paper. The two
principles stated above are already generalized to complete RM spaces [19, 28]. But
when we recently used the result of [19] to study the existence and uniqueness of
a class of backward stochastic equations in [30], where we were forced to consider
a kind of random contraction mapping on a σ–stable subset of a complete random
normed module ( briefly, RN module ) since the random iteration of such a mapping
heavily depends on σ–stability. Likewise, when Guo and Yang [28] attempted to
establish the precise form of Ekeland’s variational principle, they could only give
the corresponding result for σ–stable complete RN modules since σ–stability was
essential. RN modules are a class of important RM spaces, we naturally would like
to generalize some basic results involved in [28, 30] to general complete RM spaces
( namely not just complete RN modules ), but the problem is that the notion of σ–
stability introduced in [21] is not applicable to general RM spaces since they are not
necessarily L0(F ,K)–modules in general. Recently, A. Jamneshan, M. Kupper and
J. M. Zapata introduced in [40] another kind of σ–stability for a nonempty subset
of an RM space, called d–σ–stability since it only depends on the random metric d.
It is not difficult to see that d–σ–stability coincides with σ–stability in the case of
RN modules. With the notion of d–σ–stability, we are able to generalize some basic
results in [28, 30] to a d–σ–stable complete RM space. Besides, we are also able
to generalize Nadler’s elegant fixed point theorem [42] for multivalued contraction
mappings from a complete metric space to a complete RM space, to our surprise,
our result can derive the well–known random fixed point theorems such as those
given by O.Hansˇ [34] and by S.Iton [38] as well as the fixed theorem of contraction
type [30] for σ–stable mappings on complete RN modules.
Now, random functional analysis ( according to Guo [16, 32], which can be
aptly defined as functional analysis based on RM spaces, RN modules, random
inner product modules ( RIP modules ) and random locally convex modules ) has
undergone a systematic and deep development. Some important advances in random
functional analysis can be briefly surveyed as follows in order for the scholars working
in nonlinear analysis and fixed point theory to have a rapid understanding.
RM spaces and random normed spaces ( briefly, RN spaces ) were born in the
course of the development of the theory of probabilistic metric spaces ( briefly,
PM spaces ). The theory of PM spaces was initiated by K. Menger in 1942 and
subsequently founded by B. Schweizer, A. Sklar and the others, see [43] for a detailed
historical survey on PM spaces. A class of special RM spaces ( called uniform RM
spaces ) was first considered by A. Sˇpaceˇk [45, 46], the notion of a general RM space
was presented in [43, Def.9.3.1], where the random distance between two points in
an RM space is defined as a nonnegative random variable, similarly, the notion of
an RN space can be found in [43, Chapt.15]. According to the tradition from the
theory of PM spaces, a PM space is endowed with the (ε, λ)–topology introduced by
B. Schweizer and A. Sklar in 1960. Therefore, an RM space ( regarded as a special
ON d–σ–STABILITY IN RANDOM METRIC SPACES AND ITS APPLICATIONS 3
PM space) and an RN space ( regarded as a spacial probabilistic normed space) are
often endowed with the (ε, λ)–topology. For a rather long time, the theory of RN
spaces did not obtain any substantial advances mainly because RN spaces under
the (ε, λ)–topology are not locally convex and even have trivial duals in general.
The first important advance came in [14], where Guo introduced the notion of an
almost surely bounded random linear functional for RN spaces and established
the Hahn–Banach theorem for such random linear functionals. This leads to the
theory of random conjugate spaces, whose further development also leads Guo to the
notions of RN modules and RIP modules [52, 15]. The importance of RN modules
lies in that their module structure can make their random conjugate spaces and
general continuous module homomorphisms on them so deeply developed that their
theory is comparable to the corresponding theory of normed spaces, for example,
Riesz’s representation theorem on complete RIP modules [29] ( where we should
also mention Hansen and Richard’s independent work on a class of spacial complete
RIP modules, called conditional Hilbert spaces constructed from the generalized
conditional expectation, and its applications to finance [35] ), the representation
theorem of random conjugate spaces for a class of special RN modules L0(F , B) [17],
the James’ theorem characterizing random reflexivity of a complete RN module [24],
a random locally convex module as a random analogue of a locally convex space was
subsequently presented and a separation theorem between a point and a closed L0–
convex subset was established in [27], see [18] for continuous module homomorphisms
and applications of RM spaces to probabilistic functional analysis initiated by Aˇ.
Sˇpaceˇk [45] and O. Hansˇ [34]. Here, we should also mention R. Haydon, M. Levy
and R. Raynaud’s important work [36], whose work is completely independent of
the theory of PM spaces and Guo’s work, and who also presented the idea of RN
modules and established a lot of deep results. All the work on RN modules before
2009 was developed under the (ε, λ)–topology.
The second important advance began with Filipovic´, Kupper and Vogeglpoth’s
work [11]. Motivated by financial applications, they introduced the notion of a
locally L0–convex module in 2009 in order to establish convex analysis over such
a kind of topological module, see [11] for the rich financial background. Filipovic´,
et.al’s work [11] naturally leads to another kind of topology, called the locally L0–
convex topology, for a random locally convex module. Subsequently, Guo introduced
the notion of σ–stability for a subset of an L0–module and further established
the inherent connection between some basic results derived from the two kinds
of topologies–the (ε, λ)–topology and the locally L0–convex topology for a random
locally convex module, see [21] for details. Following Guo’s work [21], the subsequent
development of random locally convex modules enters a new model, namely the
theory of them was carried out under simultaneously considering the two kinds of
topologies, see, e.g. [26, 28, 48, 49, 33, 22, 32], which in particular leads to a deep
random convex analysis [32]. Besides, the notion of σ–stability has played some
crucial roles in a series of subsequent work, see, e.g.[12, 13, 4, 6, 7]. Finally, the
notion of relative σ–stability was introduced independently by Wu and Guo [50]
and by Zapata [53] and used to prove that the principle part of the theory of locally
L0–convex modules is equivalent to the theory of random locally convex modules
endowed with the locally L0–convex topology.
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The remainder of this paper is organized as follows: Section 2 is devoted to
discussing some basic problems closely related to d–σ–stability, for example, the
connection between completeness with respect to the two kinds of uniformity induced
by a random metric defined on a d–σ–stable RM space. Section 3 can be regarded as
applications of d–σ–stability, precisely speaking, Section 3 is first devoted to giving
the precise form of Ekeland’s variational principle on a d–σ–stable RM space, and
then to generalizing Nadler’s fixed point theorem from a complete metric space to
a complete RM space, where a series of interesting corollaries of our result are
given and the related known random fixed point theorems and concepts of random
elements and random operators are mentioned when they are used.
2. d–σ–stability for a subset of an RM space
In the sequel of this paper, (Ω,F , P ) always denotes a given probability space, K
the scalar field R of real numbers or C of complex numbers, L0(F ,K) the algebra of
equivalence classes of K–valued F–measurable random variables on (Ω,F , P ) and
L¯0(F) the set of equivalence classes of extended real–valued F–measurable random
variables on (Ω,F , P ). Specially, we simply write L0(F) for L0(F , R).
Just as R¯ := [−∞,+∞] is a complete lattice under the ordinary total order (R is
Dedekind complete, namely the supremum or infimum principle ), it is well known
from [8] that L¯0(F) is a complete lattice under the partial order ≤: ξ ≤ η if and
only if ( briefly, iff ) ξ0(ω) ≤ η0(ω) for almost all ω in Ω ( briefly, ξ0 ≤ η0 a.s. ),
where ξ0 and η0 are arbitrarily chosen representatives of ξ and η, respectively. In
particular, L0(F), as a sublattice of L¯0(F), is Dedekind complete.
For any nonempty subset H of L¯0(F),
∨
H and
∧
H stand for the supremum and
infimum of H, respectively. Proposition 2.1 below surveys the nice properties of the
lattice L¯0(F), which will be frequently used in this paper.
Proposition 2.1. [8]. Let H be a nonempty subset of L¯0(F), then the following
hold:
(1) There exist two sequences {an : n ∈ N} and {bn : n ∈ N} in H such that∨
n≥1 an =
∨
H and
∧
n≥1 bn =
∧
H.
(2) If H is directed upwards ( or downwards ), then {an : n ∈ N} ( correspondingly,
{bn : n ∈ N}) in (1) can be chosen as nondecreasing ( nonincreasing ).
From now on, for any A ∈ F , IA stands for the characteristic function of A,
namely IA(ω) = 1 if ω ∈ A, and 0 otherwise, I˜A denotes the equivalence class of IA.
Besides, we always make the following appointment: ξ > η on A means ξ0 > η0 a.s.
on A, where A ∈ F and ξ0 and η0 are arbitrarily chosen representatives of ξ and η
in L¯0(F), respectively.
Finally, we also employ the following notations:
L0+(F) = {ξ ∈ L
0(F) : ξ ≥ 0};
L0++(F) = {ξ ∈ L
0(F) : ξ > 0 on Ω}.
To develop random metric spaces in the direction of functional analysis, Guo first
adopted Definition 2.2 below of an RM space, which is an equivalent formulation of
the original definition of an RM space [43, Def.9.3.1]. Similarly, we also adopt an
equivalent formulation of the original definition of an RN space [43, p.240]. Please
refer to [19] for the reason of changing the original formulation of RM and RN
spaces.
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Definition 2.2. An ordered pair (E, d) is called an RM space with base (Ω,F , P )
if E is a nonempty set and d is a mapping from E × E to L0+(F) such that the
following axioms are satisfied:
(RM–1) d(p, q) = 0 if p = q;
(RM–2) d(p, q) = d(q, p) for all p and q in E;
(RM–3) d(p, q) = 0 implies p = q;
(RM–4) d(p, r) ≤ d(p, q) + d(q, r) for all p, q, r ∈ E.
As usual, d is called the random metric ( or , distance ) on E, if (RM − 3) is not
satisfied, then d is called a random pseudometric on E.
Definition 2.3. [14, 15, 16, 52, 19] An ordered pair (E, ‖ · ‖) is called an RN space
over K with base (Ω,F , P ) if E is a linear space over K and ‖ · ‖ is a mapping from
E to L0+(F) such that the following axioms are satisfied:
(RN-1) ‖α · x‖ = |α| · ‖x‖, ∀α ∈ K and x ∈ E;
(RN-2) ‖x‖ = 0 implies x = θ (the null of E);
(RN-3) ‖x+ y‖ ≤ ‖x‖+ ‖y‖, ∀x, y ∈ E.
As usual, ‖ · ‖ is called the random norm on E. If (RN − 2) is not satisfied, then
‖ · ‖ is called a random seminorm on E.
Furthermore, if E is, in addition, a left module over the algebra L0(F ,K) ( briefly,
an L0(F ,K)–module ) and the RN space (E, ‖·‖) also satisfies the following axiom:
(RNM-1) ‖ξ · x‖ = |ξ| · ‖x‖, ∀ξ ∈ L0(F ,K) and x ∈ E.
Then the RN space (E, ‖ · ‖) is called an RN module over K with base (Ω,F , P ).
Remark 2.4. In the theory of RN modules, we always adopts the convention “
identifying any α ∈ K with α · I˜Ω”, thus K can be regarded as a subalgebra of
L0(F ,K). Since I˜Ω is the unit element of L
0(F ,K), I˜Ω · x = x, ∀x ∈ E ( according
to the definition of a module over an algebra with the unit element ), (RNM −
1) naturally strengthens (RN − 1). In the latter literature [11], a random norm
satisfying (RNM − 1) is called an L0–norm, correspondingly, a random seminorm
satisfying (RNM − 1) is called an L0–seminorm. Subsequently, we adopt these
terminologies such as “ L0–norm” and “L0–seminorm” for convenience and brevity.
The following notion of σ–stability for a subset of an L0(F ,K)–module has played
a crucial role in the development of RN modules and random locally convex modules
since 2010.
Definition 2.5. [21, Definition3.1] Let E be an L0(F ,K)–module and G ⊂ E a
nonempty subset. G is said to be σ–stable ( please notice: G is said to have the
countable concatenation property in the original terminology of [21] ) if, for each
sequence {xn : n ∈ N} in G and each countable partition {An : n ∈ N} of Ω to F ,
there exists some x in G such that I˜An · x = I˜An · xn for each n ∈ N .
There is also a weaker notion than σ–stability, namely the notion of stability: a
nonempty subset G of an L0(F ,K)–module E is said to be stable if I˜A ·x1+ I˜Ac ·x2 ∈
G for any A ∈ F and any x1, x2 ∈ G. Let (B, ‖ · ‖) be a Banach space over K and
L0(F , B) the L0(F ,K)–module of equivalence classes of B–valued strong random
elements on (Ω,F , P ), then L0(F , B) becomes an RN module over K with base
(Ω,F , P ) in a natural way ( see [21] ), see Example 2.8 below for the notion of a
strong random element. For a nonempty subsetG of L0(F , B), the notion of stability
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for G was earlier considered in [5] for B = Rd and in [41] for G ⊂ Lp(F , B)(1 ≤ p <
+∞, please notice Lp(F , B) ⊂ L0(F , B)), namely G is stable iff I˜A · x+ I˜Ac · y ∈ G
for any A ∈ F and any x, y ∈ G, where Lp(F , B) is the ordinary Lebesgue–Bochner
function space. Just as pointed out by Guo in [21], if E in Def.2.5 is an RN module
(E, ‖ · ‖)( or more generally, a random locally convex module ), then x in Def.2.5
must be unique, at this time we always write
∑∞
n=1 I˜An · xn for x. It is obvious that
I˜An ·x = I˜An ·xn for each n ∈ N iff I˜An · ‖x−xn‖ = 0 for each n ∈ N . Motivated by
this, A. Jamneshan, M. Kupper and J. M. Zapata recently introduced the notion of
d–σ–stability for a nonempty subset of a random metric space in [40]:
Definition 2.6. [40] Let (E, d) be an RM space with base (Ω,F , P ) and G a
nonempty subset of E. G is said to be d–σ–stable if, for each sequence {xn : n ∈ N}
in G and each countable partition {An : n ∈ N} of Ω to F , there exists some x in
G such that I˜An · d(x, xn) = 0 for each n ∈ N .
Similarly, G is said to be d–stable if for any two elements x1 and x2 in G and any
A ∈ F there exists some x ∈ G such that I˜A · d(x, x1) = 0 and I˜Ac · d(x, x2) = 0.
Let (E, d) be an RM space with base (Ω,F , P ) and E also an L0(F ,K)–module
such that d(I˜A · x, I˜A · y) = I˜A · d(x, y) for any A ∈ F and x, y ∈ E, then it is easy
to see that a nonempty subset G of E is d–σ–stable iff G is σ–stable in the sense
of [21, Def.3.1], in particular an RN module (E, ‖ · ‖) over K with base (Ω,F , P )
is such an RM space under the random metric d : E × E → L0+(F) defined by
d(x, y) = ‖x − y‖,∀x, y ∈ E. Thus, we continue to employ the terminology “ σ–
stability” for an RN modules, which would not cause any confusion. Theorem 2.7
below shows that x in Def.2.6 must be unique when G is d–σ–stable ( at which time
x is denoted by
∑∞
n=1 I˜An · xn ) or when G is d–stable ( at which time x is denoted
by I˜A ·x1+ I˜Ac ·x2 ), and thus the requirement in [40] that x is unique is superfluous.
Theorem 2.7. Let (E, d) and G be the same as in Def. 2.6. Then we have the
following assertions:
(1) When G is d–σ–stable or d–stable, x in Def. 2.6 must be unique.
(2) G is d–stable iff for each positive integer n, each finite subset {x1, x2, · · · xn} of
G and each finite partition {A1, A2, · · ·An} of Ω to F , there exists unique one
x in G such that I˜Ai · d(x, xi) = 0 for each i ∈ {1, 2, · · · n}.
Proof. We only give the proof of (1) for d–σ–stability, the proof of (1) for d–stability
is similar. Let {xn : n ∈ N} and {An : n ∈ N} be the same as in Def.2.6, and further
suppose that x and y are in G such that I˜An · d(x, xn) = 0 and I˜An · d(y, xn) = 0
for each n ∈ N . Then by the triangle inequality (RM − 4) one has I˜An · d(x, y) ≤
I˜An ·d(x, xn)+ I˜An ·d(xn, y) = 0 for each n ∈ N , which further implies that d(x, y) =
(
∑∞
n=1 I˜An) · d(x, y) =
∑∞
n=1 I˜An · d(x, y) = 0, namely x = y by (RM − 3).
(2). It only needs to prove necessity. The necessity for n = 1 holds trivially,
and d–stability of G amounts to the necessity for n = 2. We will complete our
proof by induction method, for this we suppose that n ≥ 2 is a positive integer such
that the necessity holds for any positive integer l ≤ n. Then for any finite subset
{x1, x2, · · · xn+1} of G and any finite partition {A1, A2, · · ·An+1} of Ω to F , there
exists unique one y in G such that y =
∑n−1
i=1 I˜Ai ·xi+ I˜An∪An+1 ·xn and there exists
unique one x in G such that x = I˜A1∪A2···∪An · y+ I˜An+1 · xn+1, namely, one has the
following:
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(I) I˜Ai · d(y, xi) = 0 for each i ∈ {1, 2, · · · n− 1};
(II) I˜An∪An+1 · d(y, xn) = 0;
(III) I˜A1∪A2···∪An · d(x, y) = 0 and I˜An+1 · d(x, xn+1) = 0.
By (I) and the first equality of (III), one has I˜Ai ·d(y, xi) = 0 and I˜Ai ·d(x, y) = 0 for
each i ∈ {1, 2, · · · n−1}, so that I˜Ai ·d(x, xi) = 0 for each i ∈ {1, 2, · · · n−1}. By (II)
and the first equality of (III), one has I˜An ·d(y, xn) = 0 and I˜An ·d(x, y) = 0, namely
I˜An ·d(x, xn) = 0. This, combined with the second equality of (III), shows that there
exists unique one x in G such that I˜Ai · d(x, xi) = 0 for each i ∈ {1, 2, · · · n + 1},
which ends the proof of necessity. 
Following are two nontrivial examples of d–σ–stable sets.
Example 2.8. Let (M,d) be a metric space. A mapping V from (Ω,F , P ) to M is
called a random element if V −1(G) = {ω ∈ Ω : V (ω) ∈ G} ∈ F for any d–open set G
of M . A random element V is said to be simple if V only takes finitely many values.
Further, a random element V is said to be strong if V is the pointwise limit of a
sequence of simple random elements. It is known from [3] that a random element
is strong iff its range is a separable subset of M , and thus when (M,d) is separable
the notion of a random element coincides with that of a strong random element. Let
L0(F ,M) be the set of equivalence classes of strong random element from (Ω,F , P )
to (M,d). For any x and y in L0(F ,M), let x0 and y0 be respectively arbitrarily
chosen representatives of x and y, and let d(x, y) denote the equivalence class of
d(x0(·), y0(·)), then (L0(F ,M), d) becomes an RM space with base (Ω,F , P ) and
L0(F ,M) is always d–σ–stable. In fact, for any sequence {xn : n ∈ N} in L
0(F ,M),
arbitrarily choose a representative x0n of xn for each n ∈ N , then for any countable
partition {An : n ∈ N} of Ω to F , define x
0 : Ω → M by x0(ω) = x0n(ω) when
ω ∈ An, it is easy to see that x =
∑∞
n=1 I˜An · xn, ( where x is the equivalence class
of x0), namely I˜An · d(x, xn) = 0 for each n ∈ N .
Example 2.9. Let (M,d) be a complete separable metric space and V : Ω → 2M
satisfy the following conditions: V (ω) is closed and nonempty for any ω ∈ Ω and
V −1(G) = {ω ∈ Ω : V (ω) ∩ G 6= ∅} ∈ F for any d–open set G of M . It follows
from [37] that V has a measurable selection ξ, namely ξ is a random element and
ξ(ω) ∈ V (ω) for each ω ∈ Ω. Let H = {x ∈ L0(F ,M) : x is the equivalence class
of some measurable selection of V }, then similarly to Example 2.8 it can be proved
that H is a d–σ–stable subset of L0(F ,M).
Theorem 2.10. Let (E, d) be an RM space with base (Ω,F , P ) and G a nonempty
subset of E. Then we have the following statements:
(1) If G is d–stable, then L := {d(x, y) : (x, y) ∈ G×G} satisfies: d(x1, y1)
∧
d(x2, y2)
∈ L and d(x1, y1)
∨
d(x2, y2) ∈ L for any (x1, y1) and (x2, y2) ∈ G×G.
(2) If G is d–stable, then for any fixed x0 ∈ E, L := {d(x0, y) : y ∈ G} satisfies:
d(x0, y1)
∧
d(x0, y2) ∈ L and d(x0, y1)
∨
d(x0, y2) ∈ L for any y1 and y2 ∈ G.
(3) If G is d–σ–stable, then L := {d(x, y) : (x, y) ∈ G × G} is a σ–stable subset of
L0(F).
(4) If G is d–σ–stable, then for any fixed x0 ∈ E, L = {d(x0, y) : y ∈ G} is a
σ–stable subset of L0(F).
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Proof. (1). let (x1, y1) and (x2, y2) ∈ G × G and A = {ω ∈ Ω : d
0(x1, y1)(ω) ≤
d0(x2, y2)(ω)}, where d
0(x1, y1) and d
0(x2, y2) are respectively arbitrarily chosen
representatives of d(x1, y1) and d(x2, y2). Then d(x1, y1)
∧
d(x2, y2) = I˜A ·d(x1, y1)+
I˜Ac · d(x2, y2). Since G is d–stable, there exist unique x and y in G such that
x = I˜A · x1 + I˜Ac · x2 and y = I˜A · y1 + I˜Ac · y2, namely, one has the following:
(i) I˜A · d(x, x1) = 0, I˜Ac · d(x, x2) = 0;
(ii) I˜A · d(y, y1) = 0, I˜Ac · d(y, y2) = 0.
By the triangle inequality one can obtain I˜A · d(x, y) = I˜A · d(x1, y1) and I˜Ac ·
d(x, y) = I˜Ac · d(x2, y2), so d(x, y) = I˜A · d(x, y) + I˜Ac · d(x, y) = I˜A · d(x1, y1) + I˜Ac ·
d(x2, y2) = d(x1, y1)
∧
d(x2, y2). Similarly, one also has d(x1, y1)
∨
d(x2, y2) ∈ L.
(2). Proof is similar to that of (1) and more simple, so is omitted.
(3). Let {(xn, yn) : n ∈ N} be any sequence in G × G and {An : n ∈ N} any
countable partition of Ω to F . Since G is d–σ–stable, there exist unique x and y in
G such that x =
∑∞
n=1 I˜An · xn and y =
∑∞
n=1 I˜An · yn, namely I˜An · d(x, xn) = 0
and I˜An · d(y, yn) = 0 for each n ∈ N . Again by the triangle inequality one can have
I˜An · d(x, y) = I˜An · d(xn, yn) for each n ∈ N , so d(x, y) = (
∑∞
n=1 I˜An) · d(x, y) =∑∞
n=1 I˜An · d(x, y) =
∑∞
n=1 I˜An · d(xn, yn).
(4). Proof is similar to that of (3) and more easy, so is omitted. 
The following idea of introducing (ε, λ)–uniformity for an RM space is due to
B. Schweizer and A. Sklar [43] and that of introducing L0–uniformity is due to D.
Filipovic´, et.al [11].
Definition 2.11. [28] Let (E, d) be an RM space with base (Ω,F , P ). For any
positive numbers ε > 0 and 0 < λ < 1, let U(ε, λ) = {(x, y) ∈ E × E : P{ω ∈ Ω :
d(x, y)(ω) < ε} > 1 − λ}, then U = {U(ε, λ) : ε > 0, 0 < λ < 1} forms a base
for some Hausdorff uniformity on E, called the (ε, λ)–uniformity induced by d, the
corresponding topology is called the (ε, λ)–topology, denoted by Tε,λ. For any ε ∈
L0++(F), let U(ε) = {(x, y) ∈ E×E : d(x, y) ≤ ε}, then UL0 = {U(ε) : ε ∈ L
0
++(F)}
forms a base for some Hausdorff uniformity on E, called the L0–uniformity induced
by d, the corresponding topology is called the L0–topology, denoted by Tc. (E, d)
is said to be (ε, λ)–complete and L0–complete if it is complete with respect to the
(ε, λ)–uniformity and L0–uniformity, respectively.
Similarly, an RM space (E, d) always has an (ε, λ)–completion and an L0–
completion with respect to the two kinds of uniformities stated above, denoted by
(E˜ε,λ, d) and (E˜c, d), respectively, which are both unique in the sense of isometric
isomorphism with respect to random metric.
We would also like to point out that the (ε, λ)–uniformity is always metrizable
but the L0–uniformity is not necessarily metrizable. On the other hand, the L0–
uniformity is generally much stronger than (ε, λ)–uniformity, so an RM space
must be L0–complete if it is (ε, λ)–complete, we will prove that the two kinds of
completeness coincide when the RM space is d–σ–stable, see Theorem 2.13 below.
To prove Theorem 2.13, let us first establish a result similar to [21, Theorem3.12].
Theorem 2.12. Let (E, d) be an RM space with base (Ω,F , P ) and G a nonempty
subset of E. Then we have the following statements:
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(1) d(x,G) = d(x,G−ε,λ) = d(x,G
−
c ) for any x ∈ E, where G
−
ε,λ and G
−
c stand for the
closures of G with respect to Tε,λ and Tc, respectively, and d(x,H) =
∧
{d(x, h) :
h ∈ H} for any nonempty subset H of E.
(2) If G is d–stable, then d(x,G) = 0 iff x ∈ G−ε,λ.
(3) If G is d–σ–stable, then d(x,G) = 0 iff x ∈ G−c , in particular at this time
G−ε,λ = G
−
c .
Proof. (1) It is obvious, so is omitted.
(2) Sufficiency is obvious by (1). For the proof of necessity, suppose d(x,G) =
0. Since {d(x, g) : g ∈ G} is directed downwards by (1) of Theorem 2.10,
there exists a sequence {gn : n ∈ N} in G by (2) of Proposition 2.1 such that
{d(x, gn) : n ∈ N} converges a.s. to 0 in a nonincreasing way, and hence also
converges in probability to 0, namely {gn : n ∈ N} converges in Tε,λ to x, that
is to say, x ∈ G−ε,λ.
(3) Sufficiency is obvious by (1). For the proof of necessity, let us first notice that
d–σ–stable of G also implies its d–stability, then there exists a sequence {gn : n ∈
N} in G as in the proof of (2) such that {d(x, gn) : n ∈ N} converges a.s. to 0 in
a nonincreasing way. Now, we prove x ∈ G−c as follows. For a given ε ∈ L
0
++(F),
let ε0 be an arbitrarily chosen representative of ε and d0(x, gn) that of d(x, gn)
for each n, we can, without loss of generality, assume that
⋃
n≥1Bn = Ω and
Bn ⊂ Bn+1 for each n ∈ N , where Bn = {ω ∈ Ω : d
0(x, gn)(ω) ≤ ε
0(ω)} for each
n ∈ N . Let An = Bn\Bn−1 for each n ≥ 1 (with B0 = ∅ ) and g =
∑
n≥1 I˜An ·gn,
then it is easy to check that d(x, g) =
∑
n≥1 I˜An ·d(x, gn) ≤ ε, which means that
x ∈ G−c .

Theorem 2.13. Let (E, d) be a d–σ–stable RM space. Then E is (ε, λ)–complete
iff E is L0–complete.
Proof. Necessity is obvious since the (ε, λ)–uniformity is weaker than the L0–
uniformity. For sufficiency, let E˜ε,λ be the (ε, λ)–completion, then E˜ε,λ = E
−
ε,λ =
E−c = E by (3) of Theorem 2.12. 
Remark 2.14. For an RN module or ( more generally ) a random locally convex
module, its (ε, λ)–completeness already implies its σ–stability, so Theorem 3.18 of
[21] can also be stated in the way: a random locally convex module is Tε,λ–complete
iff it is Tc–complete and has σ–stability. But an (ε, λ)–complete RM space is not
necessarily d–σ–stable, so Theorem 2.13 does not possess such a tidy statement! But
we have the following interesting Theorem 2.15.
Theorem 2.15. Let (E, d) be an (ε, λ)–complete RM space with base (Ω,F , P ).
Then E is d–stable iff E is d–σ–stable.
Proof. We only need to prove necessity since sufficiency is obvious. For this, let
{xn : n ∈ N} be a sequence in E and {An : n ∈ N} a countable partition of Ω to
F , and further fix an element y0 ∈ E, then there exists unique one gn ∈ E for each
n ∈ N such that gn =
∑n
i=1 I˜Ai · xi + I˜(∪ni=1Ai)c · y0, namely we have the following:
(1) I˜Ai · d(gn, xi) = 0 for each i ∈ {1, 2, · · · n}.
(2) I˜(∪ni=1Ai)c · d(gn, y0) = 0.
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By the triangle inequality and (1) one has I˜Ai · d(gn, gn+k) = 0 for each i ∈
{1, 2, · · · n} and each k ∈ N , then P{ω ∈ Ω : d(gn, gn+k)(ω) > ε} ≤ P (∪
∞
i=n+1Ai) =∑∞
i=n+1 P (Ai) for each positive number ε, which means {gn : n ∈ N} is an (ε, λ)–
Cauchy sequence in E. By the (ε, λ)–completeness of E, there exists unique one
x ∈ E such that {d(gn, x) : n ∈ N} converges in probability to 0. Since, for
each given n ∈ N , {d(gn, gn+k) : k ∈ N} converges in probability to d(gn, x),
I˜Ai ·d(gn, x) = 0 for each i ∈ {1, 2, · · · n}. Again by (1) and the triangle inequality one
has I˜Ai ·d(x, xi) = 0 for each n ∈ N and each i ∈ {1, 2, · · · n}, namely I˜Ai ·d(x, xi) = 0
for each i ∈ N . 
The following two examples shows that the (ε, λ)–completeness and d–σ–stability
for an RM space do not imply each other.
Example 2.16. Let Ω = [0, 1], F = the σ–algebra of Lebesgue measurable subsets
of [0, 1] and P = the Lebesgue measure on F . Since L0(F) is a Tε,λ–complete RN
module, let E = the set of equivalence classes of Lebesgue measurable functions
( on [0, 1] ) taking countably many values in R, then E is obviously a σ–stable
subset of L0(F), namely (E, d) is d–σ–stable under the random metric d defined by
d(ξ, η) = |ξ − η| for any ξ and η ∈ E, but (E, d) is not (ε, λ)–complete since E is a
denes subset of L0(F).
Example 2.17. Let (Ω,F , P ) be the same as in Example 2.16, I the equivalence
class of the identity function on [0, 1] and E = {α · I : α ∈ R}. Then E is an
(ε, λ)–complete RM space as a subspace of L0(F), but it is not difficult to check
(E, d) is not d–σ–stable, where d(ξ, η) = |ξ − η| for any ξ, η ∈ E.
3. Applications of d–σ–stability
Just as in the classical case of metric spaces, let (E1, d1) and (E2, d2) be two RM
spaces with base (Ω,F , P ), then (E1×E2, d) is still an RM space with base (Ω,F , P ),
where d((x1, y1), (x2, y2)) = d1(x1, x2)+d2(y1, y2) for any (x1, y1), (x2, y2) ∈ E1×E2.
It is also easy to see that the (ε, λ)–topology and L0–topology on E1 × E2 induced
by d are just the product topologies T 1ε,λ×T
2
ε,λ and T
1
c ×T
2
c , respectively, where T
i
ε,λ
and T ic are the (ε, λ)–topology and L
0–topology on Ei, respectively, i = 1, 2. In this
section, we only involves the product of an RM space (E, d) with base (Ω,F , P ) and
L0(F), L0(F) is an RN module and, of course, an RM space with base (Ω,F , P )
under the random metric d2 defined by d2(ξ, η) = |ξ − η| for any ξ and η in L
0(F),
it is obviously σ–stable.
Lemma 3.1 below was first obtained in [30] as a direct corollary of Theorem 3.12
of [21], which will play a key role in several spaces of this section.
Lemma 3.1. [30] Let G be a σ–stable subset of L0(F) such that G has an upper
bound (or a lower bound) in L0(F). Then for any ε ∈ L0++(F) there exists some
g ∈ G such that g >
∨
G− ε on Ω (accordingly, g <
∧
G+ ε on Ω).
Definition 3.2. [28] Let (E, d) be an RM space with base (Ω,F , P ) and f a
mapping from E to L¯0(F). f is said to be proper if f(x) > −∞ on Ω for any
x ∈ E and dom(f) := {x ∈ E : f(x) < +∞ on Ω} 6= ∅; further, a proper
f : E → L¯0(F) is said to be Tε,λ–lower semicontinuous (or Tc–lower semicontinuous)
if epi(f) := {(x, r) ∈ E×L0(F) : f(x) ≤ r} is Tε,λ–closed in E×L
0(F) (respectively,
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Tc–closed in E × L
0(F)); finally, if E is d–σ–stable, f is said to be σ–stable if
f(
∑∞
n=1 I˜An · xn) =
∑∞
n=1 I˜An · f(xn) for each sequence {xn : n ∈ N} in E and each
countable partition of Ω to F . Similarly, if E is d–stable, f is said to be stable if,
for any A ∈ F and any x1, x2 ∈ E, f(I˜A · x1 + I˜Ac · x2) = I˜A · f(x1) + I˜Ac · f(x2).
Remark 3.3. Similarly to the proof of (2) of Theorem 2.7, one can prove that
f : E → L¯0(F) is stable iff f(
∑n
i=1 I˜Ai · xi) =
∑n
i=1 I˜Ai · f(xi) for each n ∈ N , each
finite subset {x1, x2, · · · xn} in E and each finite partition {A1, A2, · · ·An} of Ω to
F .
Local functions defined on an L0(F)–module often occurs in the study of financial
problems, see, e.g.[11, 12, 13, 32, 33]. Let us recall: a function f from an L0(F)–
module E to L¯0(F) is said to be local if I˜A · f(I˜A · x) = I˜A · f(x) for any A ∈ F
and any x ∈ E. Obviously, when (E, ‖ · ‖) is an RN module, f is stable iff f is local
( notice: an RN module E is always stable ), further when E is a σ–stable RN
module, it is easy to see that f is σ–stable iff f is local. Thus Theorem 3.4 below is
a good generalization of Theorem 3.5 of [28].
Theorem 3.4. Let (E, d) be an RM space with base (Ω,F , P ), G a d–σ–stable subset
of E and f : G → L¯0(F) proper, σ–stable and bounded from below, namely there
exists some η ∈ L0(F) such that f(x) ≥ η for any x ∈ G, then for each ε ∈ L0++(F)
there exists some xε ∈ G such that f(xε) ≤
∧
f(G)+ ε. Similarly, if f : G→ L¯0(F)
is proper σ–stable and bounded from above, then for each ε ∈ L0++(F) there exists
some xε ∈ G such that f(xε) ≥
∨
f(G)− ε.
Proof. Let f be bounded from below and dom(f) = {x ∈ G : f(x) < +∞ on Ω},
then dom(f) = {x ∈ G : f(x) ∈ L0(F), and is nonempty since f is proper. Further,
it is obvious that f(dom(f)) is bounded from below and
∧
f(dom(f)) =
∧
f(G), it
remains to check that f(dom(f)) is σ–stable, in fact, let {xn : n ∈ N} be a sequence
in dom(f) and {An : n ∈ N} a countable partition of Ω to F , then there exists unique
one x ∈ G such that x =
∑∞
n=1 I˜An ·xn, it follows from f(x) =
∑∞
n=1 I˜An ·f(xn) that
f(x) ∈ L0(F), namely x ∈ dom(f), which also implies that f(x) ∈ f(dom(f)). Thus
there exists xε ∈ dom(f) ⊂ G by Lemma 3.1 such that f(xε) ≤
∧
f(dom(f)) + ε =∧
f(G) + ε.
Finally, if f is bounded from above, then f(G) ⊂ L0(F) since f is proper.
Similarly to the proof of σ–stability of f(dom(f)) as above, one can easily see that
f(G) is also σ–stable in L0(F), again by Lemma 3.1 there exists xε ∈ G such that
f(xε) ≥
∨
f(G)− ε. 
Theorem 3.5 below is a good generalization of Proposition 3.8 of [28].
Theorem 3.5. Let (E, d) be a d–σ–stable RM space with base (Ω,F , P ) and f :
E → L¯0(F) a proper and σ–stable function. Then f is Tε,λ–lower semicontinuous
iff f is Tc–lower semicontinuous.
Proof. Since epi(f) = {(x, r) ∈ E × L0(F) : f(x) ≤ r} is clearly d–σ–stable in
E × L0(F), it follows from (3) of Theorem 2.12 that epi(f) is Tε,λ–closed iff it is
Tc–closed. 
With the notion of d–σ–stability, we are able to generalize Theorems 3.6, 3.10
and 3.11 of [28] to Theorems 3.6, 3.7 and 3.8 below which are very concise and even
comparable to the corresponding classical results in metric spaces[9].
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Theorem 3.6. Let (E, d) be a d–σ–stable (ε, λ)–complete RM space with base
(Ω,F , P ), ε ∈ L0++(F) and f : E → L¯
0(F) proper, σ–stable, Tε,λ–lower
semicontinuous and bounded from below. Then for any given point x0 ∈ E satisfying
f(x0) ≤
∧
f(E) + ε and any given α ∈ L0++(F), there exists z ∈ E such that the
following hold:
(1) f(z) ≤ f(x0)− α · d(z, x0);
(2) ‖z − x0‖ ≤ α
−1 · ε;
(3) For each x ∈ E such that x 6= z, f(x) > f(z) − α · d(x, z), where “ > ” means
“ ≥ ” and “ 6= ”.
Proof. It follows from Theorem 2.12 of [28] that (1), (2) and (3)′ below hold:
(3)′. For each x ∈ E such that x 6= z, f(x) + αd(x, z) 
 f(z).
If there exists some v ∈ E with v 6= z such that (3) is not true. If f(v) =
f(z)−α·d(v, z), this contradicts (3)′. If α·d(z, v)+f(v) 6= f(z), then P (A) > 0, where
A = {ω ∈ Ω : ξ0(ω) < η0(ω)} and ξ0 and η0 are arbitrarily chosen representatives
of α · d(z, v)+ f(v) and f(z). Let v¯ = I˜A · v+ I˜Ac · z, then we have the following two
assertions:
(4). v¯ 6= z;
(5). α · d(z, v¯) + f(v¯) ≤ f(z).
In fact, if v¯ = z, then I˜A · d(z, v) = 0, further f(v¯) = I˜A · f(v) + I˜Ac · f(z) implies
I˜A ·f(z) = I˜A ·f(v¯) = I˜A ·f(v) and I˜Ac ·f(z) = I˜Ac ·f(v¯), so I˜A ·α ·d(v, z)+ I˜A ·f(v) <
I˜A · f(z) on A by the definition of A, namely I˜A · f(v) < I˜A · f(z) on A, which
contradicts with I˜A · f(v) = I˜A · f(z), and thus (4) must hold.
As for (5), on one hand, I˜A · (α · d(z, v¯) + f(v¯)) = α · I˜A · d(z, v¯) + I˜A · f(v¯) =
I˜A · α · d(z, v) + I˜A · f(v) ( by noticing I˜A · d(z, v¯) = I˜A · d(z, v) by the triangle
inequality ) < I˜A · f(z) on A, namely α · d(z, v¯) + f(v¯) < f(z) on A; on the other
hand, I˜Ac · (α · d(z, v¯) + f(v¯)) = α · I˜Ac · d(z, v¯) + I˜Ac · f(v¯) = I˜Ac · f(z) ( by noticing
I˜Ac · d(z, v¯) = 0 by the definition of v¯), so α · d(z, v¯) + f(v¯) = f(z) on A
c. To sum
up, α · d(z, v¯) + f(v¯) ≤ f(z), namely (5) also holds, but this contradicts (3)′. 
Theorem 3.7. Let (E, d) be a d–σ–stable L0–complete RM space with base
(Ω,F , P ), ε ∈ L0++(F) and f : E → L¯
0(F) proper, σ–stable, Tc–lower semicon-
tinuous and bounded from below. Then for any given point x0 in E satisfying
f(x0) ≤
∧
f(E) + ε and any given α ∈ L0++(F), there exists z ∈ E such that
the following hold:
(1) f(z) ≤ f(x0)− α · d(z, x0);
(2) d(z, x0) ≤ α
−1 · ε;
(3) For each x ∈ E such that x 6= z, f(x) > f(z)− α · d(x, z).
Proof. It follows from Theorems 2.13, 3.5 and 3.6 
For the (ε, λ)–version of the Caristi’s fixed point theorem in complete RM spaces,
please refer to [28, Theorem 2.14], which, combined with Theorem 2.13 and 3.5, leads
directly to the following:
Theorem 3.8. Let (E, d) be a d–σ–stable L0–complete RM space with base
(Ω,F , P ) and f : E → L¯0(F) proper, σ–stable, Tc–lower semicontinuous and
bounded from below. If T : E → E satisfies f(T (x)) + d(T (x), x) ≤ f(x) for any
x ∈ E, then T has a fixed point.
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Let (E, d) be an RM space with base (Ω,F , P ), a nonempty subset G of E is
said to a.s. bounded if D(G) :=
∨
{d(x, y) : x, y ∈ G} ∈ L0+(F), called the random
diameter of D. In fact, G is a.s. bounded iff {d(x, y) : x, y ∈ G} is bounded in order
in (L0(F),≤).
Definition 3.9. Let (E, d) be an RM space with base (Ω,F , P ), CB(E) the family
of a.s. bounded and Tε,λ–closed nonempty subsets of E and CBσ(E) = {G ∈
CB(E) : G is d–σ–stable}. Define the random Hausdorff metric H : CBσ(E) ×
CBσ(E) → L
0
+(F) by H(G1, G2) = max{
∨
x1∈G1
d(x1, G2),
∨
x2∈G2
d(x2, G1)} for
any G1 and G2 in CBσ(E), where d(x,G) =
∧
{d(x, g) : g ∈ G} denotes the random
distance from x ∈ E to a nonempty subset G of E.
Remark 3.10. By (2) of Theorem 2.12, it is easy to check that (CBσ(E),H) is an
RM space with base (Ω,F , P ), and if (E, d) is an (ε, λ)–complete RM space then
(CBσ(E),H) is also (ε, λ)–complete by a similar reasoning of the classical Hausdorff
distance.
Lemma 3.11. Let (E, d) be the same as in Definition 3.9, ε ∈ L0++(F), G1 and
G2 ∈ CBσ(E). Then for any given g1 ∈ G1, there exists some g2 ∈ G2 such that
d(g1, g2) ≤ d(g1, G2) + ε.
Proof. By (4) of Theorem 2.10, {d(g1, g) : g ∈ G2} is σ–stable. Applying Lemma
3.1 to {d(g1, g) : g ∈ G2} yields some g2 ∈ G2 satisfying our desire. 
Theorem 3.12 below generalizes Nadler’s fixed point theorem from a complete
metric space to an (ε, λ)–complete RM space.
Theorem 3.12. Let (E, d) be an (ε, λ)–complete RM space with base (Ω,F , P ),
α ∈ L0+(F) satisfying α < 1 on Ω and T : E → CBσ(E) a mapping such that
H(T (x), T (y)) ≤ α · d(x, y) for any x and y ∈ E. Then there exists x ∈ E such that
x ∈ T (x).
Proof. Let α0 be an arbitrarily chosen representative of α and A = {ω ∈ Ω : α0(ω) =
0}, define αˆ0(ω) = α0(ω) if α0(ω) > 0 and αˆ0(ω) = 12 if ω ∈ A. Further, let αˆ be the
equivalence class of αˆ0, then αˆ ∈ L0++(F) and satisfies H(T (x), T (y)) ≤ αˆ · d(x, y)
for any x, y ∈ E. Thus, we can, without loss of generality, assume α ∈ L0++(F).
Taking a given point x0 ∈ E and x1 ∈ T (x0), then there exists some x2 ∈ T (x1)
by Lemma 3.11 such that d(x1, x2) ≤ d(x1, T (x1))+α ≤ H(T (x0), T (x1))+α. Again
by Lemma 3.11 there exists x3 ∈ T (x2) such that d(x2, x3) ≤ d(x2, T (x2)) + α
2 ≤
H(T (x1), T (x2)) + α
2.
By induction, there exists a sequence {xn : n ∈ N} in E such that xn ∈ T (xn−1)
and d(xn, xn+1) ≤ H(T (xn−1), T (xn)) + α
n for any n ≥ 1. Then it is easy to
obtain that d(xn, xn+1) ≤ α
nd(x0, x1) + nα
n for any n ≥ 1. Thus for any n ≤
m,d(xn, xm+1) ≤
∑m
i=n d(xi, xi+1) ≤
∑m
i=n α
i · d(x0, x1) +
∑m
i=n i · α
i. Further,
since α ∈ L0++(F) and α < 1 on Ω, d(xn, xm) converges a.s. to 0 when n,m
tend to +∞, {xn : n ∈ N} is, of course, a Cauchy sequence in E under the (ε, λ)–
uniformity on E, and hence convergent to some x ∈ E. It follows that for any n ∈ N ,
d(x, T (x)) ≤ d(x, xn) + d(xn, T (x)) ≤ d(x, xn) + α · d(xn−1, x), so d(x, T (x)) = 0,
namely x ∈ T (x). 
Although the shape and idea of proof of Theorem 3.12 are the same as those of
the classical Nadler’s fixed point theorem of [42], Theorem 3.12 contains more as
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attested by the following series of corollaries of it mainly because we employ the
framework of an RM space!
Let us recall some basic concepts on measurable multivalued functions and
multivalued mappings: let (X, d) be a metric space and 2X the family of subsets of
X, a multivalued function V : (Ω,F , P ) → 2X is said to be measurable (or weakly
measurable in terms of [38, 37]) if V −1(G) := {ω ∈ Ω : V (ω) ∩G 6= ∅} ∈ F for any
d–open set G. A mapping T : Ω × X → 2X is said to be a multivalued random
operator if T (·, x) : Ω→ 2X is measurable for each x ∈ X. For the study of random
fixed points of multivalued random operators, see, e.g.[2, 10, 38, 39, 44]. Corollary
3.13 below can be regarded as a generalization of a random fixed point theorem due
to S.Iton[38]. In fact, we give a new proof of [38, Theorem] .
Corollary 3.13. Let (X, d) be a polish space, α0 : Ω→ [0,+∞) a random variable
on (Ω,F , P ) such that 0 ≤ α0 < 1 a.s. and T : Ω × X → CB(X) a multivalued
random operator, where CB(X) is the family of nonempty bounded closed subsets of
X. If the following conditions are satisfied:
(1) There exists Ω0 ∈ F with P (Ω0) = 1 such that T (ω, ·) : (X, d) → (CB(X), h) is
continuous for each ω ∈ Ω0, where h denotes the classical Hausdorff metric on
CB(X);
(2) P (Ω(x, y)) = 1 for any (x, y) ∈ X × X, where Ω(x, y) = {ω ∈ Ω :
h(T (ω, x), T (ω, y)) ≤ α0(ω)d(x, y)} is assumed to be F–measurable.
Then there exists a random element x0 : (Ω,F , P ) → (X, d) such that x0(ω) ∈
T (ω, x0(ω)) for almost all ω ∈ Ω.
Proof. Let {xn : n ∈ N} is a countable dense subset of X and Ω1 = Ω
′ ∩ Ω0 ∩
(∩i,jΩ(xi, xj)), then Ω1 ∈ F and P (Ω1) = 1, where Ω
′ = {ω ∈ Ω : 0 ≤ α0(ω) < 1}.
Further, by (1) and (2) one can have: h(T (ω, x), T (ω, y)) ≤ α0(ω)d(x, y) for any
ω ∈ Ω1 and any x, y ∈ X. We can, without loss of generality, assume Ω1 = Ω ( since
otherwise we can consider (Ω1,F1, P1) instead of (Ω,F , P ), where F1 = Ω1 ∩F and
P1 = P |F1)
Thus, for any two random elements x0 and y0 : Ω → X, one has that
h(T (ω, x0(ω)), T (ω, y0(ω))) ≤ α0(ω)d(x0(ω), y0(ω)) for each ω ∈ Ω. By Proposition
2 of [38], F : Ω → CB(X) defined by F (ω) = T (ω, x0(ω)) for each ω ∈ Ω
and each random element x0 : Ω → X, is measurable, which induces a mapping
Tˆ : L0(F ,X) → CBσ(L
0(F ,X)) by Tˆ (g) = {gˆ ∈ L0(F ,X) : gˆ is the equivalence
class of some measurable selection of F = T (·, g0(·))}, where g is the equivalence
class of the random element g0 : Ω→ X. By Example 2.8 and 2.9, Tˆ is well defined.
Let g01 and g
0
2 be two random elements: Ω→ X and g1 and g2 respectively their
equivalence classes. By Theorem 5.6 of [37], there exist two sequences {u0n : n ∈ N}
and {v0n : n ∈ N} of random elements such that T (ω, g
0
1(ω)) = cl({u
0
n(ω) : n ∈ N})
and T (ω, g02(ω)) = cl({v
0
n(ω) : n ∈ N}) for each ω ∈ Ω, where “cl” stands for the d–
closure operation. Then h(T (ω, g01(ω)), T (ω, g
0
2(ω))) = max{supi≥1 infj≥1 d(u
0
i (ω),
v0j (ω)), supj≥1 infi≥1 d(u
0
i (ω), v
0
j (ω))}, see [38, pp.88]. It is not very difficult to check
that H(Tˆ (g1), Tˆ (g2)) = max{
∨
i≥1
∧
j≥1 d(ui, vj),
∨
j≥1
∧
i≥1 d(ui, vj)}, where ui and
vj are the equivalence classes of u
0
i and v
0
j , respectively. Thus H(Tˆ (g1), Tˆ (g2)) ≤
α · d(g1, g2), where α is the equivalence class of α
0. By Theorem3.12, there exists
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some x ∈ L0(F ,X) such that x ∈ Tˆ (x), then an arbitrarily chosen representative x0
of x must satisfy x0(ω) ∈ T (ω, x0(ω)) for almost all ω ∈ Ω. 
Corollary 3.14. [19] Let (E, d) be an (ε, λ)–complete RM space with base
(Ω,F , P ), α ∈ L0+(F) such that α < 1 on Ω, and T : E → E a mapping satisfying
d(T (x), T (y)) ≤ α · d(x, y) for any x, y ∈ E. Then there exists unique one x ∈ E
such that T (x) = x.
Proof. Define a multivalued mapping Tˆ : E → CBσ(E) by Tˆ (x) = {T (x)} for
each x ∈ E. Since each singleton set {T (x)} ∈ CBσ(E), Tˆ is well defined and
H(Tˆ (x), Tˆ (y)) = d(T (x), T (y)) ≤ α · d(x, y) for any x, y ∈ E. It follows from
Theorem 3.12 that there exists x ∈ E such that x ∈ Tˆ (x) = {T (x)}, namely T (x) =
x. The uniqueness of x comes from the random contraction condition. 
Corollary 3.15. Let (E, d) be a d–σ–stable L0–complete RM space with base
(Ω,F , P ), α ∈ L0+(F) satisfying α < 1 on Ω, and T : E → E satisfying
d(T (x), T (y)) ≤ α · d(x, y) for any x, y ∈ E. Then there exists unique one x ∈ E
such that T (x) = x.
Proof. It follows from Theorem 2.13 and Corollary 3.14. 
Remark 3.16. Corollary 3.14 also has a slightly general formulation: if there exists
some n ∈ N such that d(T n(x), T n(y)) ≤ α ·d(x, y) for any x, y ∈ E, then T still has
unique one x ∈ E such that T (x) = x. Proof is very familiar as follows: by Corollary
3.14, T n, denoting the nth iterate of T , has unique one fixed point x ∈ E, since T n
and T are commutative, namely T n◦T = T ◦T n, then T n(T (x)) = T (T n(x)) = T (x),
one has T (x) = x. But it is very the simple observation that motivates Theorem
3.17 below.
Let (E, d) be a d–σ–stable RM space with base (Ω,F , P ), T : E → E and
L : Ω → N a positive integer–valued random variable. Define TL : E → E by
TL(x) =
∑∞
k=1 I˜(L=k) · T
k(x) for any x ∈ E, where (L = k) = {ω ∈ Ω : L(ω) = k}.
T is said to be σ–stable if T (
∑∞
n=1 I˜An · xn) =
∑∞
n=1 I˜An · T (xn) for each sequence
{xn : n ∈ N} in E and each countable partition {An : n ∈ N} of Ω to F . It is obvious
that T and TL are commutative when T is σ–stable since TL(T (x)) =
∑∞
k=1 I˜(L=k) ·
T k(T (x)) =
∑∞
k=1 I˜(L=k) · T (T
k(x)) = T (
∑∞
k=1 I˜(L=k) · T
k(x)) = T (TL(x)) for any
x ∈ E.
Theorem 3.17. Let (E, d) be a d–σ–stable (ε, λ)–complete RM space with base
(Ω,F , P ), T : E → E a σ–stable mapping, L : Ω → N a random variable and
α ∈ L0+(F) such that α < 1 on Ω and d(T
L(x), TL(y)) ≤ α ·d(x, y) for any x, y ∈ E.
Then T has unique one fixed point.
Proof. It follows from Corollary 3.14 that TL has unique one fixed point x ∈ E.
Since T and TL are commutative, x is also the unique fixed point of T . 
Corollary 3.18. [30] Let (E, ‖ · ‖) be a Tε,λ–complete RN module over K with base
(Ω,F , P ), G a σ–stable Tε,λ–closed subset of E, T : G → G a σ–stable mapping,
L : Ω→ N a random variable and α ∈ L0+(F) such that α < 1 on Ω and ‖T
L(x)−
TL(y)‖ ≤ α · ‖x− y‖ for any x, y ∈ G. Then T has unique one fixed point x ∈ G.
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Proof. Since (G, d) is also a d–σ–stable (ε, λ)–complete RM space with base
(Ω,F , P ), where d(g1, g2) = ‖g1 − g2‖ for any g1, g2 ∈ G. Then applying Theorem
3.17 to (G, d) ends the proof. 
In the final part of this paper, let us derive the two random fixed point theorems
due to Hansˇ[34], which are the earliest random fixed point theorems in probabilistic
functional analysis initiated by A.Sˇpaceˇk and O.Hansˇ.
Corollary 3.19. [34] Let (X, d) be a polish space and T : Ω×X → X a continuous
random operator (namely T (ω, ·) is continuous for each ω ∈ Ω) such that the
following condition holds:
(1). P (∪∞m=1 ∪
∞
n=1 ∩x∈X ∩y∈X {ω ∈ Ω : d(T
n(ω, x), T n(ω, y)) ≤ (1− 1
m
)d(x, y)}) = 1
Then there exists an X–valued random element x0 such that T (ω, x0(ω)) = x0(ω)
for almost all ω in Ω and x0 is unique a.s.. Here, T n(ω, x) = T (ω, T n−1(ω, x)) and
T 0(ω, x) = x for each (ω, x) ∈ Ω×X and each n ≥ 1.
Proof. Let Ω1 = ∪
∞
m=1 ∪
∞
n=1 ∩x∈X ∩y∈X {ω ∈ Ω : d(T
n(ω, x), T n(ω, y)) ≤ (1 −
1
m
)d(x, y)} and Ω2 = ∪
∞
m=1 ∪
∞
n=1 ∩
∞
i=1 ∩
∞
j=1 {ω ∈ Ω : d(T
n(ω, xi), T
n(ω, xj)) ≤
(1 − 1
m
)d(xi, xj)}, where {xi : i ≥ 1} is a countable dense subset of X. Then,
according to continuity of T , Ω1 = Ω2 is F–measurable. We can, without loss of
generality, assume Ω1 = Ω2 = Ω. For each m ≥ 1, define Bm = ∪
∞
n=1 ∩
∞
i=1 ∩
∞
j=1{ω ∈
Ω : d(T n(ω, xi), T
n(ω, xj)) ≤ (1−
1
m
)d(xi, xj)}, then {Bm, m ≥ 1} is a nondecreasing
sequence in F and ∪∞m=1Bm = Ω, further, let A1 = B1 and An = Bn \An−1 for any
n ≥ 2, then {An : n ∈ N} forms a countable partition of Ω to F .
Now, define a positive–integer–valued random variable L : Ω → N by L(ω) =
min{n ≥ 1 : d(T n(ω, xi), T
n(ω, xj)) ≤ (1−
1
m
) · d(xi, xj) for any i and j in N} when
ω ∈ Am for some m ∈ N . Then it is easy to check that L is well defined, it is also
obvious that TL : Ω ×X → X defined by TL(ω, x) = TL(ω)(ω, x) = T k(ω, x) when
ω ∈ (L = k) for any (ω, x) ∈ Ω×X, is still a continuous random operator.
Again, define a nonnegative random variable α0 : Ω → [0, 1) by α0(ω) =
1 − 1
m
when ω ∈ Am for some m ∈ N . Then, it is easy to see that
d(TL(ω, xi), T
L(ω, xj)) ≤ α
0(ω) ·d(xi, xj) for each ω ∈ Ω and each (i, j) ∈ N×N , so
that d(TL(ω, x), TL(ω, y)) ≤ α0(ω) ·d(x, y) for each ω ∈ Ω and each (x, y) ∈ X×X.
Further, one also has d(TL(ω, x0(ω)), TL(ω, y0(ω))) ≤ α0(ω) · d(x0(ω), y0(ω)) for
each ω ∈ Ω and any two X–valued random elements x0 and y0.
Now, let (L0(F ,X), d) be as in Example 2.8, which is a d–σ–stable (ε, λ)–complete
RM space with base (Ω,F , P ) and define Tˆ : L0(F ,X) → L0(F ,X) by Tˆ (x) = the
equivalence class of T (·, x0(·)) for any x ∈ L0(F ,X), where x0 is an arbitrarily
chosen representative of x and T (·, x0(·))(ω) = T (ω, x0(ω)) for each ω ∈ Ω, then it
is easy to check that TˆL(x) is just the equivalence class of TL(·, x0(·)), where x and
x0 are the same as in the definition of Tˆ . Thus d(TˆL(x), TˆL(y)) ≤ α · d(x, y) for
any x, y ∈ L0(F ,X). By noticing Tˆ is obviously σ–stable, it follows from Theorem
3.17 that Tˆ has unique one fixed point x ∈ L0(F ,X), and an arbitrarily chosen
representative x0 of x satisfies our needs. 
Corollary 3.20. Let (X, d) be a complete metric space, T : Ω × X → X a
continuous strong random operator (where “strong” means T (·, x) is an X–valued
strong random element for each x ∈ X, see Example 2.8 for the concept of strong
random elements) and α0 : Ω → [0,+∞) a random variable satisfying α0 < 1
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a.s. . If d(T (ω, x), T (ω, y)) ≤ α0(ω) · d(x, y) for almost all ω in Ω and any given
x, y ∈ X, namely P{ω ∈ Ω : d(T (ω, x), T (ω, y)) ≤ α0(ω) · d(x, y)} = 1 for any
(x, y) ∈ X ×X, then there exists an X–valued strong random element x0 such that
T (ω, x0(ω)) = x0(ω) for almost all ω in Ω, and x0 is unique a.s. .
Proof. Similarly to the proof of Corollary 3.19, define Tˆ : L0(F ,X) → L0(F ,X)
by Tˆ (x) = the equivalence class of T (·, x0(·)) for any x ∈ L0(F ,X), where x0 is an
arbitrarily chosen representative of x. Since x0 has a separable range and T is a
continuous strong random operator, Tˆ is well defined and d(Tˆ (x), Tˆ (y)) ≤ α ·d(x, y)
for any x, y ∈ L0(F ,X), where α is the equivalence class of α0. Since L0(F ,X)
is (ε, λ)–complete, it follows from Corollary3.14 that Tˆ has unique one fixed point
x ∈ L0(F ,X), whose arbitrarily chosen representative x0 satisfies our needs. 
Remark 3.21. When (X, d) is a polish space and T is a continuous random
operator, Corollary 3.20 is due to O.Hansˇ (see [3]). The formulation of our Corollary
3.20 has an advantage that the separability of X can be removed. This advantage
continues to be reflected in our study of random fixed point theorems for random
nonexpansive operators [31], please compare [31] with [51]. Probabilistic functional
analysis initiated by A.Sˇpaceˇk and O.Hansˇ ([45, 34]) are concerned with theories
of random elements and random operators. When regarding random elements
as points in RM spaces or RN modules or random locally convex modules, and
correspondingly regarding random operators as mappings between RM spaces or
RN modules and et.al., probabilistic functional analysis can be naturally regarded as
a part of random functional analysis, which is just the idea of developing probabilistic
functional analysis in [16]. Now, random functional analysis based on RM spaces,
RN modules and random locally convex modules, has undergone a systematic
and deep development in the direction of traditional functional analysis, connected
with this is that probabilistic functional analysis also has obtained a corresponding
development. We may hope that the approach to probabilistic functional analysis
will develop a greater power in the further.
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