ABSTRACT In this paper, we investigate the robust power allocation issue in orthogonal frequency division multiplexing-based cognitive radio networks (CRNs) with unavoidable uncertainties (channel perturbations and variable environment). In this case, to control the performance degradation due to the uncertainties, we maximize the data rate of secondary users (SUs) by considering maximum allowable interference constraints and total power budget of SUs. To solve this problem, we design a controller for a switched affine system with state constraint. This system is based on a distributed projected dynamic system in accordance with the classical distributed convex optimization model for the power allocation and dynamic property of the Nash equilibrium. The robust controller design is on the basis of Lyapunov stability theory and linear matrix inequality to better realize the original power allocation from the control perspective. To the best of our knowledge, we are the first to solve the aforementioned problem by this kind of approach under the control frame, which is more practical for the realization in CRNs. Simulation results are provided to show the validation of the effectiveness of this approach in comparison with iterative water filling algorithm and the worst-case method.
I. INTRODUCTION
The demand on radio spectrum has been increasing significantly in recent years due to the rapid development of wireless applications. While majority of the spectrum has been assigned for various applications, a large portion of the licensed spectrum is under-utilized [1] , [2] , which leads to significant waste of the scarce spectrum resources. Cognitive radio (CR), first introduced in [3] , is expected to solve the spectrum scarcity problem by allowing secondary users (SUs) to share the licensed spectrum in a dynamic or opportunistic manner.
Orthogonal frequency division multiplexing (OFDM) has been widely used in CR networks (CRNs) due to its flexibility in power allocation (PA) to protect primary users (PUs). Various design objectives for PA in OFDM-based CRNs have been considered, e.g., throughput maximization [4] , total transmission power minimization [5] and energy-efficiency maximization [6] . Single user case has been studied in [7] and [8] , while multiuser case has been investigated in [9] - [12] , assuming that perfect channel state information (CSI) is available.
In practice, CRNs may consist of various uncertainties, such as channel uncertainty, noise uncertainty, and interference power uncertainty. Robust PA design is thus of significant importance for OFDM-based CRNs. Different from the conventional PA with perfect CSI, robust PA aims at improving the robustness of the system such that the quality of service (QoS) of both SUs and PUs are guaranteed when uncertainties exist.
From optimization perspective, there are remarkable differences between robust PA design and conventional PA design. Robust PA schemes have been proposed for various optimization objectives, including throughput maximization [13] , outage probability minimization [14] , total transmit power minimization [15] , and various network models, such as multi-antenna network [16] , cellular network [17] , relay network [18] , etc. As for the constraints, much research work has been devoted to ensure that both the interference constraint of PUs and SINR constraint of SUs are robustly satisfied against channel or interference power uncertainty, using worst-case approach or stochastic approach [19] - [23] .
The robust PA design for OFDM-based CRN discussed above generally requires that the probability distribution of uncertainty or the uncertainty region is known. Outage probability threshold and the boundary of uncertainty should be perfectly designed. If these thresholds are not well chosen, the designed robust resource allocation may fail to work or may introduce negative effect, such as more harmful interference to PUs or larger outage probability of SUs. In most of the discussed literatures, the problems are solved by optimization theory (e.g., convex optimization) and game theory. The PA problem has also been addressed by designing controllers using control theory. The proportional-integralderivative (PID) control is used in [24] - [27] to adjust the transmit power. However, it is difficult for the PID control to work well in the time-varying environment. The sliding mode control and the robust H ∞ control are respectively applied to the wireless network power control in [28] and [29] , but they didn't consider the CR scenario. To the best of our knowledge, the controller design based on a dynamic model which describes the inherent transient behavior of the system has not been studied yet. Therefore, it is of great importance to study the robust resource allocation scheme from the perspective of dynamic performance.
In [19] , the whole PA of the OFDM-based CRN is described as a hybrid system (HS) named piecewise affine system (PWA) whose equilibrium point coincides with the Nash equilibrium (NE). Howerver, this PWA can only be used to analyze the NE and the transient behaviors of the CRN. Because its state variable contains the transmit power for all SUs and it requires complete information on the link gains in the CRN for PA, which is impractical in a distributed CRN. Furthermore, this PWA is an open-loop system whose subsystems switch only when there is discrete event (such as appearance and disappearance of users). It is unable for the HS to describe the dynamic behavior of the CRN under the time-varying channel. In this paper, we introduce a HS called switched affine system (SAS) for PA for each SU in a distributed way. Different from the above mentioned PWA, its state variable only contains the transmit power for each SU. Additionally, it is a closed-loop system which switches among different subsystems periodically since it needs feed back channel state information. Therefore, we can study the robust PA through designing a controller for it via control theory. The contributions of our work are as follows:
• To obtain a reliable and equivalent dynamic model from the traditional optimization problem of PA in CRNs, we first transform it into a distributed and static variational inequality (VI) model. Second, a distributed projected dynamic system (PDS) model based on the VI model to describe the dynamic property of the CR system is proposed for further use. Finally a SAS from PDS model is derived after reducing the complexity of discontinuous projection operation in PDS. By this model, control theory on the basis of feed-back principle is used to take care of the channel perturbations and dynamic environment change. In the complicated wireless communication environment, different from the conventional PA whose transmission rate may fluctuate widely, our designed controller provides steady transmission rate with very small loss compared to the maximal achievable rate of the conventional PA.
• Based on the constructed SAS, we propose a control target by considering the acceptable transmit power related to the maximum allowable interference power to protect PU, which is very important for the robust feed-back controller design to make the transmit power of SUs converge to its target.
• According to SAS and the above designed target, we define a Lyapunov function and propose a linear matrix inequality (LMI) controller to let the first-order derivative of this function to be negative and realize the robust PA in the sense of convergence to the equilibrium point as fast as possible. The convergence of the designed controller is guaranteed by Lyapunov stability theorem and LMI. The rest of the paper is organized as follows. In Section II, the dynamic model is designed. Section III gives the controller design and stability analysis. Numerical simulations are presented to show the effectiveness of the proposed algorithm in Section IV. Section V concludes the paper.
II. DYNAMIC MODEL DESIGN
In this section, the distributed equivalent dynamic model of PA is given. First, the original convex optimization problem of rate maximization for SUs is transformed into a VI problem. Then, the VI problem is converted into a PDS to dynamically describe PA in the sense of dynamic system.
A. DISTRIBUTED VI MODEL FOR CRNs
We assume that there are m active SUs and K available subcarriers in an underlay OFDM-based CRN with one primary user (PU) as shown in Fig. 1 . According to Nash equilibrium theory, a suboptimal solution of sum rate maximization problem can be obtained by maximizing each user's transmission rate until the transmit power of all users converges, which means all users in CRN reach their Nash equilibriums. We define p i k as the transmit power of user i on subcarrier k, i ∈ {1, · · · , m} and k ∈ {1, · · · , K }. Then, the data-rate maximization problem for PA can be formulated as
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where k is the interference power on PU from user j. CAP k is the maximum interference temperature threshold which can be tolerated by PU at the receiver. Since PA is implemented in a decentralized manner, it can be viewed as a noncooperative game solved by the competitive optimality [30] , andǏ i k + σ i k can be measured by the receiver of user i. However, to avoid disturbing PU's communication in CRN, it is expected to obtain the interference power I PU k,i without frequent information exchange with PU. Since the interference gainh i k from user i to PU can be estimated [31] (e.g. modeling a channel fading model with the knowledge of PU's location [32] , and installing some monitoring devices close to primary receiver to measure the channel/ interference [33] ), based on the interference gains h i k , the interference power I PU k,i on PU is estimated by user i. Then the interference power I PU k,−i is calculated at transmitter i after exchanging I PU k,i among SUs [34] . Therefore, in a feedback period, (1) can be treated as m optimization problems with its optimal solution p i for each SU. The Lagrangian function of the optimization problem for user i is According to KKT conditions [35] , we have
where ''⊥'' denotes the orthogonal operation to make the product of the corresponding variables to be zero. In order to transform (1) into an affine VI problem, we give the following proposition.
to avoid triviality due to constraint (1a) [36] , the KKT conditions from (2a) to (2d) can be reformulated as the following mixed linear complementarity (MLC) conditions
where
. The proof is given in Appendix VI. Actually, (4) is also the KKT conditions of the following affine variational inequality (AVI) problem with vector p i ∈ X i [37] 
with the following mapping
power vector of user i,
T is the background noise vector received by user i, and the polyhedron
whereH i is a diagonal matrix withh i k as the entry on position (k, k), is the optimal solution of (1) for user i in a state feedback period, if and only if it is a solution of the corresponding VI F,X i . From (6) , since the coefficient of p i is an unit matrix E (E ∈ K ×K ) whose eigenvalues have positive real parts, that is −E is Hurwitz, F p i is strongly monotone.
Lemma 1: For a VI F,X i , we suppose F(p i ) is strongly monotone, then there exists an optimal and unique solution vector p i . This lemma is consistent with the convex optimization theory, and p i is also an attractor of all solutions to its nearby VIs.
B. DISTRIBUTED PDS MODEL FOR CRNs
As we know that VI only provides a static representation of the system with its ''steady state'', while the PDS associated with (5) can provide insights to the dynamic behavior of VI throughout time. PDS is different from the classical dynamical system with its closed convex set and projection operator [38] , and it is governed by the following ordinary differential equation (ODE)
The trajectory of the solution p i ∈ X i passes through initial transmit power p i 0 at initial time t 0 . And
i at p i to keep the state trajectory in the feasible set [19] . In addition, the polyhedron (7) is a solid whose boundary ∂X i can be covered by finite planes.
Otherwise, the right-hand side of (8) becomes the projection of −F onto ∂X i at p i .
Since the equilibrium point of (8) coincides with the solution p i of (5), and F(p i ) is strongly monotone, the equilibrium point p i for (8) is global exponentially stable which means it satisfies
where t denotes the operation time, both Q > 0 and > 0 are the constants. And p i is also a finite-time attractor [38] , such that , θ > 0 is a constant and J p i 0 < ∞ denotes a period of time. Therefore, p i can be quickly reached during certain time before the next feedback information is received. And the PDS can be used to describe the PA of user i in a feedback period. Due to the effect of the equality constraint in (7), the state trajectory of transmit power p i first starts from a certain initial point p i 0 ∈ ∂X i , then it moves along the boundary ∂X i , finally, it exponentially reaches the equilibrium point p i and keeps stable.
III. CONTROLLER DESIGN AND STABILITY ANALYSIS
In this section, a new reference target with the consideration of maximum allowable interference power is proposed. Since the controller design is difficult for PDS due to its projection operator, we then introduce a new SAS model to construct a LMI controller based on Lyapunov stability theorem for PA .
A. DESIGN OF REFERENCE TARGET AND SAS MODEL
Since the channel gain perturbations are unavoidable, the communication in CR systems is always disturbed and even interrupted in some adverse situations. Thus, it is necessary to guarantee and improve communication quality under the protection of PU against different disturbances. We suppose that there is no appearance (disappearance) of new (old) users or available subcarriers in CRNs in a period of time. Since the PDS is equivalent to the optimization problem for each user in a feedback period with the same p i , when the interferences are constant, the obtained transmit power by PDS can converge to the Nash equilibrium p i f and keeps a stable state after several feedback periods. However, when there are some time-varying bounded random disturbances (e.g. interference gain perturbations from SUs to PU), the interference power I PU k,−i changes randomly with
where h j k (t) and p j k (t) are the variation of the interference gain from user j to PU and the transmit power from t − 1 to t, respectively. Since I PU k,−i (t) leads to a varying feasible region, it is difficult for the PDS to converge to a new NE. To reduce the effect of the disturbance on CRN, we design a controller for robust PA with the principle of the following proposition Proposition 2: The range of the interference power variation (9) can be suppressed by minimizing the transmit power fluctuations p j k (t) . The proof is given in Appendix VI. It is also followed by the interference power I i k with the interference gain perturbations among SUs which affects the transmission rate of SUs. VOLUME 5, 2017 Since F p i is strongly monotone, p i f is an attractor of all solutions of its nearby VIs. As a result, in order to obtain permissible and stable PA, p i f can be considered as a target point p i T to design the controllers for PDS (8) . When the actual interference power to PU on subcarrier k, i.e., I PU k,−i , is larger than the measured one, the performance of PU may degrade (e.g., outage event). To improve the robustness of the communication system, we define a new target as the following form (10) From control theory, the designed controller should track the target to achieve optimal power control, which means the allocated power should approach p i T ,k as close as possible in our case. From (10), we know that the target is small under the bad channel conditions, so that there is less interference power on PU. And under good channel scenarios, more transmit power is allocated to each SU to improve the transmission rate of SUs.
Proposition 3: Along with the robust dynamic model (8), the target (10) can protect PU from interference.
The reason is mathematically explained in Appendix C. Since the equation constraint in (7) results in continuous projection with tremendous computation in controller design, we change it by axis rotation.
We define a new state variablep
denotes the target vector for user i.
Substitutingp i into (6), (7) and (8), we havẽ
presents the corresponding total interference power vector for user i after centralizing the control target. Since gp i T = p i max , the centralized feasible region is reformulated as
whereĨ and exponentially converge around the equilibrium 0 as close as possible. In this respect, (13) can be described as a continuously differentiable function [38] 
whereû i ∈ N is the controller with the weight coefficient B ∈ N ×N . Since a proper initial valuep i 0 ∈ intX i must be given for controller design in a continuous time system, to avoid discontinuous control during the communication, it is necessary to discretize (14) . System parameters, such as H ii ,Ĩ i , and σ i in (14) will change with on-line state feedback information, and keep invariable within every feedback period. Thus, the PA of user i can be treated as a SAS with state constraints as followŝ
wherep i (t) ∈ intX i υ i , and υ i is a vector, function of time and to represent discrete events (channel state feedbacks), which can determine which subsystem is active. Different from the dynamic model in [19] , (15) simultaneously considers the time-varying channel state information (CSI) and the activities of users and available subcarriers in the CRNs. The parameters can immediately change according to the feedback information. Thus, the transmit power can be allocated based on this closed-loop dynamic system. In general, most of the switched systems are controlled by designing switching rules, e.g., switching times or switching sequence [39] . However, in (15) , each subsystem can periodically switch to an unpredictable one due to the stochastic behavior of the CRNs, we only need to design a controller for it.
To obtain an effective control law under the stochastic communication environment, we sample the SAS more than one time during the s th feedback period, where s = 1, ...,N i is the index of the current subsystem andN i is the total number of subsystems for user i. The s th subsystem of (15) is rewritten aŝ (18) where I i stand is the reference interference power for user i and ''[·]'' denotes integer operation. (17) provides a general discrete SAS used to design our controller. Since (17) has only one equilibrium point no matter whether SUs access or leave the CRN, the designed controller must satisfy the following conditions: s . Therefore, the original PA can be described as a control problem of a discrete SAS. The diagram of this problem is shown in Fig. 2 . We will find u i to realize the original PA.
B. STABILITY ANALYSIS
For a dynamic system, stable conditions are the criterions of whether the deviated initial state variable can converge to its equilibrium point. The controller design is to make the state variable converge to a target point according to certain stable conditions no matter whether the target is its real equilibrium. To satisfy Condition 1, the Lyapunov theory is introduced to analyze the stability of the discrete SAS (17) . Considering the real-time measured parameters of (17), we use a multiLyapunov function which does not need to know the prior information of the subsystem parameters as the classic Lyapunov function. The multi-Lyapunov function is designed as
where Based on the above definition, the exponentially stable condition is obtained with multi-Lyapunov function (19) as Theorem 1: If there exist constantsᾱ > 0, β > 0, 0 < r ≤ 1, such that
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Then the equilibrium point 0 is exponentially stable, where r represents a strict upper bound on the degree of exponential stability. The proof is give in Appendix VI. According to this theorem and the finite switching of the SAS, we can also obtain the following corollary.
Corollary 1: If there exists constant 0 < r ≤ 1, such that
Then the equilibrium point 0 is exponentially stable.
The above theorem and corollary are also suitable for other discrete switched systems whose difference equations are not affine.
C. CONTROLLER DESIGN FOR DISCRETE SAS
Based on the corollary, we will give our controller design for the PA by LMI. We define
where e = −p i k s d−1 , the state-feedback controller is given by
The controller design process is provided in Appendix VI.
IV. DIFFERENCE BETWEEN PWA AND SAS
Inspired by [19] , we introduce a HS to describe PA for CRN. Although the distributed convex optimal model (1) in our paper is consistent with that of [19] , the HS we introduced and its role are completely different from [19] . In [19] , the PA for all SUs is wholly described as a kind of HS named PWA by expressing the interference power for each SU with transmit power from other users in the distributed PA model.
The PWA is used to analyze the NE and the behavior of the dynamic system. Since the state variable of this PWA contains the transmit power for all SUs, the parameters contain the interference gains among all users. Moreover, the communication environment is assumed to be unchanged unless there are appearance or disappearance of users, in other words, this PWA is an open-loop system. Therefore, the PWA in [19] can not be used for PA. In our study, the interference power for each SU is regarded as a measurement value. And we obtain a kind of HS called SAS to describe PA for each SU. Since the state variable only contains user i, the SAS can be formulated based on the measurement without the interference gains among users. Moreover, our PWA switches periodically, and the parameters change according to the feedback channel information, and it is a closed-loop system. Therefore, PA can be obtained by designing a controller for this PWA. (22) The total transmit power of each SU is reasonably adjusted according to the CAP k on all subcarriers, which makes Remark 2 be effective. We definē
and substituting (22) to (10), we have
Then the ideal total transmission rate is
Obviously, the total rate loss is small due to the adjustment if the interference power from PU is small and the channel condition is good.
Remark 4:
We design a robust controller to track the given target for the power allocation problem in the CRN with the channel gain perturbation and the varying environment. The controller can reduce the variation of I PU k,−i and I i k to benefit the convergence of the transmit power and guarantee the stable transmission rate respectively.
Our controller design is based on the feed-back control theory rather than open-loop optimization method according to the dynamic model (8) . Therefore, it works better compared with the IWFA and the worst-case method. From the simulation we can find that when the perturbations are large, the controller enables the transmit power to stably track the target within the changing feasible region. And the transmission rate can always be kept in high level, because the maximum transmit power p i max_cal is the maximum permissible value when considering (3). Since our proposed tracking target (10) is related to CAP k , our controller can protect PU from the interference as long as the interference gain to PUh i k is less than one (explained in Appendix C). Moreover, since our controller design based on the dynamic model (8) is a dynamic process with a centralized agent, it can address uncertainties from the varying environment such as the changes of available subcarriers and the appearance of SUs. For example, when there are new SUs coming in the CRN, the interference from the new SUs will affect all the users in the CRN. By our proposed control, both the target and the total transmit power will become small according to (10) and (22).
V. SIMULATION RESULTS AND DISSCUSSIONS
In this section, several simulation results are given to show the effectiveness of the proposed method by comparing with the classic IWFA and the worst-case method subject to channel disturbance, variations on users and available subcarriers. In our distributed CRN, each SU updates its transmit power under the feedback period T feedback = 0.2s. (K − 1) ). The sample frequency is S i s = 1. The strict upper bound of exponential stability is chosen as r = 1. We assume that the minimum transmission rate requirement is 0.4 bps/Hz below which the receivers of SUs will operate with unacceptable performance.
A. POWER ALLOCATION WITH CHANNEL GAIN DISTURBANCE
In fact, communication system suffers from random disturbance due to user mobility. When actual interference gain is larger than the estimated one or some new SUs access CRN, the interference power to PU will increase. When the constraint (3) is violated due to the varying number of active users or available subcarriers in CRNs, more harmful interference will be received by PU.
In this scenario, the transmit powers of the classical IWFA, the worst-case method and our control method are given. There are originally two SUs and three subcarriers, and α = 0.5, α = 0.4,ᾱ = 0.6, ᾱ = 0.3. Two SUs come to the network at the 6 th time slot. One of the available subcarriers is occupied by PU at the 16 th time slot. Fig. 3 , Fig. 4 and Fig. 5 show the PA of IWFA, worst-case method and our proposed scheme respectively. Fig. 6 and Fig. 7 show VOLUME 5, 2017 the transmission rate of each user and the total transmission rate respectively. Fig. 8 shows the interference power (IP) received at PU-Rx against the CAP k .
From Fig. 4 and Fig. 5 , before the 5 th time slot, the worst-case method and our proposed controller can make the allocated power quickly converge to the equilibrium point. However, classic IWFA can not converge to the NE point under the uncertainties as shown in Fig. 3 . The reason is that the worst-case method guarantees an acceptable level of performance even under the worst case conditions, and our controller can reduce the effect from the interference gain disturbance to CRN. From Fig. 7 , we can see that the total transmission rates of our proposed method and the worstcase method are stable compared with that of the IWFA. Additionally, we also find that the transmission rate of our proposed scheme is only little lower compared to the maximal achievable rate of IWFA but higher than that of the worstcase method. The reason is that the total transmit power of our method is equal to the permissible maximum value in consideration of (3), which is larger than that of the conservative worst-case method. From the 6 th time slot to the 15 th time slot, there are two SUs access to this CRN. Obviously, the perturbation after using our proposed controller in Fig. 5 is smaller compared with that of IWFA in Fig. 3 . In addition, we find that IWFA results in communication outage from Fig. 6(a) , but the worst-case method and our scheme can maintain the received transmission rate above the target requirement from Fig. 6(b) and Fig. 6(c) . After the 15 th time slot, one subcarrier is occupied by PU so that SUs can only use two subcarriers. We observe that the perturbation and outage event of IWFA become worse from Fig. 3 and Fig. 6 . On the other hand, the transmit power of our proposed method keeps unchanged when we see Fig. 5 while the total rate is stable when we see Fig. 6 , because our method can overcome the dynamic variation of the subcarriers by adjusting the sum of the transmit power.
Since CAP k is imposed by the permissible interference power level, Fig. 8 reflects the interference on PU. It is shown that the interference of the IWFA often violates the CAP threshold. However, our proposed scheme can always keep the total interference on PU below the permissible interference power level and above that of the worst-case method, because CAP k is considered in our control target and it is less conservative than the worst-case method.
B. TARGET TRACKING WITH CHANNEL GAIN DISTURBANCE
In this scenario, there are two SUs and two subcarriers under time-varying CAP k with α = 0.5, α = 0.4,ᾱ = 0.6, ᾱ = 0.3. CAP k results in the time-varying target from (10) . Fig. 9 gives the target tracking performance of our proposed method. Fig. 10 shows the rate comparison. Fig. 11 shows the IP of the IWFA, worst-case method and our proposed control scheme. From Fig. 9 , we can clearly find that the transmit power of SUs has good tracking performance at subcarrier 1. Before the 10 th iteration, the target power of users gradually becomes small, as a result, PU needs more protection by limiting the transmit power of SUs. After the 10 th iteration, CAP k becomes large so that SUs can get more chance to improve their data rate by increasing their transmit power. At the 11 th iteration, the residual error between the target transmit power and the actual output transmit power is bigger because the channel state information in the CRN needs to be sent back to the transmitter of SU in a feedback period. After this, under the adjustment of u i , the tracking error becomes small and is limited in an acceptable range. To reflect random nature of communication environment and the effectiveness of the algorithm, we give another worst-case communication environment happened at the 15 th iteration on subcarrier 2 in Fig. 9(b) . We can see that the controller can still make the transmit power follow the target value from the 15 th iteration.
From Fig. 10 , it is shown that the total rate of our proposed method is higher than those of the IWFA and the worstcase method in most cases, because CAP k is considered in our control target which is less conservative than the worstcase method. From Fig. 11 , it is obvious that the IWFA can not always keep the IP below the threshold under the timevarying environment, so that there are some interferences on PU at subcarrier 1 and subcarrier 2. However, our controller can guarantee that the IP is always under the time-varying CAP threshold due to the dynamic property of the control scheme.
VI. CONCLUSION
This paper solves the robust PA problem for distributed CRNs with channel disturbances from the perspective of control theory. A distributed VI model of PA is derived according to the classical optimization for PA, which can describe dynamic characteristics of the problem, precisely speaking, a dynamic equation is developed by its corresponding PDS and the problem is transferred into a robust control of a dynamic system using a controller designed by LMI to adjust total transmit power. This robust controller can stabilize the whole system with uncertainties around the equilibrium point or the control target. Particularly, it can deal with the random appearance and disappearance of different users because of the VOLUME 5, 2017 introduction of switched affine system. Moreover, this controller can obtain stable transmission rate higher than the classical IWFA and the worst-case method when the uncertainties are quite large, and it performs better than these two schemes. Although the mathematical development for the presentation of our method is difficult, the final designed controller is simple and easy to realize.
APPENDIX A MLC TRANSFORMATION
Proof: From (2a), we get
Substituting it into (2d), we have
It can be proved by contradiction that µ i > 0. First, supposing that µ i = 0, we have
Therefore, we have
Taking the summation from both sides of the above equation for all available subcarriers will produce 
we obtain a solution to (4) . Conversely, assuming that 
APPENDIX B PROOF OF PROPOSITION 2
Proof: Since the interference gain randomly changes, both h j k (t) and p j k (t) are independent. I PU k,−i (t) can not be minimized accurately according to h j k (t) by power allocation in fact. But the boundary of I PU k,−i (t) can be obtained when h j k (t) and p j k (t) oscillate isochronously for all SUs. Sinceh ≤ p j k,method1 , the range of I PU k,−i (t) in method 2 is smaller than method 1. Thus, less variations on transmit power can obtain a stable system parameter (i.e., the interference power I PU k,−i (t)). This completes the proof. Substituting (E.26) to (E.29) , we have 
