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概 要
本研究では，Itanium2 プロセッサにおいてキャッシュヒントを自動的に付加す
ることでソフトウェアの性能を向上させることを目的としている．
プロセッサとメモリの速度差は年々広がる一方で，メモリアクセスコストの相
対的増加が続いている．プロセッサの本来の性能を活かすためには，メモリアク
セスコストを抑えることが重要であり，キャッシュやメモリアクセス遅延の隠蔽
を積極的に行う必要がある．
Itaniumアーキテクチャにはメモリアクセス遅延を隠蔽し，性能を改善させるた
め機能がいくつか用意されている．その中の一つであるキャッシュヒントは，デー
タが配置されるキャッシュ階層を各メモリアクセス命令単位で制御する．キャッ
シュヒントを適切に使用することでキャッシュの利用効率をあげ，メモリアクセ
ス性能を改善することができる．しかし，既存のコンパイラはキャッシュヒント
を使用するオブジェクトコードを生成しないため，現状ではキャッシュヒントを
直接利用することができない．
そこで本研究では，既存のコンパイラを利用しながらもキャッシュヒントを使
用するための手法を提案する．対象のプログラムに対して，次に示す 3 段階の処
理を行う．1)既存のコンパイラからアセンブリプログラムを生成する．2)アセン
ブリプログラムをプロシージャ単位・ブロック単位で解析し，然るべきメモリア
クセス命令にキャッシュヒントを付加する．3) キャッシュヒントが付加されたア
センブリプログラムをアセンブラで処理し，オブジェクトコードを生成する．手
順 2 のキャッシュヒントの付加については，アセンブリプログラム内の局所性に
注目し，高いブロックのストア命令・低いブロックのロード命令にそれぞれキャッ
シュヒントを付加する．
本手法により，既存のコンパイラの最適化機能を活かしたうえで，既存のコン
パイラが生成しなかったキャッシュヒント付きのメモリアクセス命令を自動的に
生成させることができるようになる．提案するシステムを CHSUと名付け，設
計および実装を行った．
高速フーリエ変換 (Fast Fourier Transform; FFT) ライブラリの FFTE のコン
パイルに CHSUを使用したところ，Intel Compilerでコンパイルしたプログラム
に比べ，最高 15% の性能向上を達成した．また，数値計算ライブラリのATLAS
の構築に CHSUを使用したところ，大きなデータサイズの行列積演算の性能向
上を達成した．プロセッサイベントの測定により，これらの性能向上は L3 キャッ
シュヒット率の向上によりもたらされたと考えられ，CHSUによるキャッシュヒ
ントの付加により L3キャッシュをより有効に活用することができるようになった．
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第1章 はじめに
1.1 研究の目的と背景
本研究は，Itanium2 プロセッサにおいて，キャッシュヒントを付加することで
ソフトウェアのメモリアクセス性能を向上させることを目的としている．
近年，プロセッサの処理速度は急速な向上を続けているが，メモリの速度向上
はプロセッサの処理速度向上に比べて小さい．プロセッサとメモリの速度差が大
きくなることで，メモリアクセスのコストも相対的に大きくなる．プロセッサの
本来の性能を活かすためには，キャッシュミスを事前に防ぐことや，メモリアク
セス遅延を隠蔽し，メモリアクセスコストを削減することが重要だと考えられる．
既存のアーキテクチャではメモリアクセス遅延を隠蔽する方法としてプリフェッ
チが存在した．Itanium アーキテクチャはプリフェッチ以外にもメモリアクセス
コストを抑える機能を備えたアーキテクチャである．スペキュレーションを使用
したメモリアクセス遅延の隠蔽，キャッシュヒントを使用したキャッシュの階層
制御を命令単位で行うことが可能で，これらをソフトウェアレベルで活用するこ
とにより，メモリアクセスをより効率的に行うことが期待される．
しかし，Itanium アーキテクチャで現在利用できるコンパイラにおいては，オ
ブジェクトコードの生成時にこれらのメモリアクセス性能を改善する命令が十分
に生成されていない．特に，キャッシュヒントについては既存のコンパイラでは
まったく生成されていないことがわかった．
そこで本研究では，既存のコンパイラの最適化を利用したうえで，キャッシュ
ヒントを自動的に付加するシステムを設計・実装する．具体的には，コンパイラ
のアセンブリプログラムを出力する機能を利用して，アセンブリプログラムを取
得・解析し，各ロード命令・ストア命令にキャッシュヒントを適切に付加させる．
キャッシュヒントの付加により，キャッシュの利用効率を向上させることでメモ
リアクセス性能の向上を目指す．
1.2 論文構成
本論文の構成は下記の通りである．
第 2章および第 3章では Itanium アーキテクチャについて紹介し，現状におけ
る問題点を提起する．第 4章から第 6章では本研究で設計・実装したキャッシュ
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1.2 論文構成 はじめに
ヒント付加システム CHSUについて述べ，評価・考察を行う．第 7章で関連研
究を紹介し，第 8 章で本研究の成果および今後の課題について述べる．
第 2章 Itanium アーキテクチャについての概要を紹介する．Itanium2 プロセッ
サの特徴やプログラミングモデル，メモリアクセス遅延を改善する方法について
紹介する．
第3章 Itaniumアーキテクチャにおけるコンパイラの役割について述べ，Itanium
アーキテクチャ上のコンパイラの現況から本研究の目的を提起する．
第 4章 本研究で提案するキャッシュヒント付加システム CHSUについて述べ
る．概要，使い方から設計と実装まで含まれる．
第 5章 本研究で使用した実験環境を紹介し，基本性能を報告する．
第 6章 CHSU実際にプログラムに使用し，評価および考察を行う．
第 7章 本研究に関連する研究について紹介する．
第 8章 本研究の成果をまとめ，今後の課題について述べる．
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第2章 Itanium アーキテクチャ
本章では，本研究の対象アーキテクチャである Itanium アーキテクチャについ
て紹介する．ハードウェアスペック，Itanium アーキテクチャにおけるプログラ
ミングモデル，そして Itanium アーキテクチャが備えるメモリアクセス性能改善
手法について説明する．
2.1 Itanium アーキテクチャの概要
Itanium アーキテクチャ[9,26,27]は米 Intel と米 Hewlett-Packard(HP) により
開発された 64 ビットプロセッサ・アーキテクチャである．明示的並列命令コン
ピューティング (Explicitly Parallel Instruction Computing; EPIC) に基づいた，
新しい命令セット・アーキテクチャ(ISA) が採用されている．
従来のアーキテクチャの主流は Intel Pentium プロセッサシリーズに代表され
るスーパースカラ・プロセッサであった．深いパイプラインによる高い周波数で
の動作，アウト・オブ・オーダー命令発行などが特徴であるが，パイプラインの
深化により，パイプラインストールの影響が非常に大きくなっているため，1 サ
イクルあたりの命令発行数 (Instructions Per Cycle; IPC) を現状より上げること
が困難な状況になりつつある．
Itanium アーキテクチャはプログラムの命令レベル並列性 (Instruction Level
Parallelism; ILP) を活用することを念頭に設計されており，ILP を最大限に引き
出すための諸機能もプロセッサレベルで備えている．そのため，従来のスーパー
スカラ・プロセッサでは到達できない IPC を Itanium では実現している．
また，32 ビットアーキテクチャ(IA-32) 命令セットとバイナリレベルで互換性
があり，オペレーティングシステムのサポートのもと IA-32 アーキテクチャのバ
イナリプログラムをそのまま実行することも可能である．
Itanium アーキテクチャに基づくプロセッサとして，2001 年 5 月に Itanium
プロセッサが発表され，2002 年 7 月にはその後継として Itanium2 プロセッサが
発表された．Itanium2 プロセッサは動作周波数，ベース周波数の引き上げに加え
て以下の点が Itanium プロセッサより強化されている．
² 機能ユニットの増加
² 操作に要するレイテンシの削減
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² キャッシュの強化（キャッシュサイズの増量，ラインサイズの拡大，L3キャッ
シュのオンチップ化）
² 命令プリフェッチの強化
本研究では Madison コアの Itanium2 プロセッサを使用している. 以降，2.2
節では Itanium2 プロセッサの概要について説明し，2.3節ではプログラミングモ
デルについて説明する．そして 2.4節では Itanium アーキテクチャで可能なメモ
リアクセス性能改善のための手法について説明する．
2.2 Itanium2 プロセッサの概要
Itanium2 プロセッサの基本仕様について説明する．
2.2.1 レジスタリソース
Itanium2プロセッサは他のプロセッサと比べ，非常に多くのレジスタが実装さ
れている．主要なレジスタリソースについて図 2.1に示す．
1
+1.0
+0.00
General Register
r0
r1
r2
063
r31
r32
r127
NaTs
f0
f1
f2
081
f31
f32
f127
Floating Register
pr0
pr1
pr15
pr16
pr63
Predicate Register Branch Register
br0
br1
br7
063
Application Register
ar0
ar1
ar127
063
図 2.1: Itanium2 プロセッサの主要レジスタ
中心になるのはそれぞれ 128 個の 64 ビット汎用レジスタ (General Register)
と 82 ビット浮動小数点数レジスタ (Floating Register) である．これらのレジス
タは二つのサブセットに分類でき，0 から 31 までをスタティック汎用レジスタ，
スタティック浮動小数点レジスタとそれぞれ呼ぶ．32 から 127 までをスタック汎
用レジスタ，ローテート浮動小数点レジスタとそれぞれ呼ぶ．また，各汎用レジ
スタには NaT ビットという 1 ビットフラグがあり，スペキュレーティブ・ロー
ド時に使用される．
64 個の 1 ビットプレディケートレジスタ (Predicate Register) は比較演算の結
果を保持するために使用する．0 から 15 までをスタティックプレディケートレジ
スタ，16 から 63 までをローテートプレディケートレジスタと呼ぶ．
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汎用レジスタ 0，浮動小数点レジスタ 0 および 1，そしてプレディケートレジ
スタ 0は特殊なレジスタで，常にそれぞれの値は 0, 0.0, 1.0, 1に予約されている．
64 個の 64 ビットアプリケーション・レジスタ (Application Register) はプロ
セッサ機能のコントロール等の特定用途に使用する．通常のアプリケーションか
ら使用することも可能である．
2.2.2 メモリシステム
Itanium2 プロセッサのメモリシステムは 1 次命令キャッシュ(L1I)，1 次デー
タキャッシュ(L1D)，ユニファイド 2 次キャッシュ(L2)，ユニファイド 3 次キャッ
シュ(L3) の 3 レベルのキャッシュ構造を持つ．メモリシステムの模式図を図 2.2
に示す．
32GB/s
32GB/s
32GB/s
16GB/s
6.4GB/s
Itanium2 Processor
L1I
16KB
64B/LL3
3MB
128B/L
L2
256KB
128B/L L1D
16KB
64B/L
Main
Memory
図 2.2: Itanium2 プロセッサのメモリ・キャッシュ階層
各レベルのキャッシュの詳細を表 2.1に示す．Itanium2 プロセッサでは各レベ
ルのキャッシュともオン・チップであり，プロセッサ周波数と同じ速さで動作す
るが，表に示しているサイクル数分のアクセス・レイテンシが発生する1．
表 2.1: Itanium2 プロセッサのキャッシュの詳細
L1I L1D L2 L3
サイズ 16KB 16KB 256KB 3MB
アソシアティビティ 4way 4way 8way 12way
ラインサイズ 64B 64B 128B 128B
レイテンシ 1 cycle 1 cycle Int: 5 cycles Int: 12 cycles
FP: 6 cycles FP: 13 cycles
1L2, L3 のアクセス・レイテンシの値は最も良い場合で，実際はこれよりもアクセス・レイテ
ンシが大きくなる場合もある．
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Itanium アーキテクチャにおいて，浮動小数点数は L1D にキャッシュされな
い．L1D には整数のみキャッシュされ，L1D に対する浮動小数点数ロードは必ず
キャッシュ・ミスとなる．また，同じキャッシュ階層においても整数ロードと浮動
小数点数ロードに要するアクセス・レイテンシは若干異なる．
メモリへのアクセスについては，128 ビットのデータ幅を持つシステム・バス
が 200MHz で動作する．理論ピーク帯域幅は 6.4GB/s である．また，Itanium2
は 64 ビット仮想アドレッシングをサポートしており，最大 16EB の仮想メモリ
にアクセスすることができる．また，50 ビットの物理アドレッシングをサポート
しており，最大 1PB の物理メモリに直接アクセスすることができる．
2.2.3 パフォーマンスモニタリング
Itanium2 プロセッサにはプロセッサ・サイクルカウンタに加え，48 ビットの
パフォーマンスカウンタが 4 つ用意されており，監視可能なイベントは 100 種
類以上にのぼる．
オペレーティング・システムのサポートにより，これらのパフォーマンスカウ
ンタから値を取得し，詳細なイベントサンプリングに使用することが可能である．
2.2.4 命令セット
Itanium2 プロセッサには 153 種類の命令が用意されている．また，各命令に
はコンプリケータと呼ばれる修飾子が存在し，命令の物理的な振る舞いを変化さ
せることができる．命令とコンプリケータを組み合わせることで，2061 通りの
動作をプロセッサに指示することができる．
Itanium における命令のフォーマットは次の通りである．¶ ³
[qp] mnemonic[.comp] dest [= srcs]µ ´
mnemonic が Itanium 命令で，comp がコンプリケータである．コンプリケータは
命令の後ろに，ピリオドを区切りとして付加される．dest, srcs はオペランドで
ある．qp は条件付き実行に使用するプレディケーションレジスタである．詳細
については第 2.3.2節で説明する．
2.3 プログラミングモデル
Itanium アーキテクチャのプログラミングモデルについて，命令レベルの並列
実行とプレディケーションについて説明する．Itanium アーキテクチャには他に
も独自性の強い部分があるが，本論文と直接関係ないので今回は割愛する．
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2.3.1 命令レベルの並列性
Itanium アーキテクチャのプログラミングモデルは EPIC に基づいたものであ
る．Itanium アーキテクチャでは個々の命令を並列に実行するために，3 つの命
令をバンドルと呼ばれるグループにまとめ，1 サイクルに複数のバンドルを発行
する．Itanium2 プロセッサは 1 サイクルで 2 バンドル発行できるので，事実上，
6 命令を同時に発行する並列計算機であるといえる．
バンドルの形式を図 2.3に示す．バンドルは 128 ビットで，41 ビットの 3 つ
の命令スロットと命令の組合わせを示す 5 ビットのテンプレート・フィールドか
ら形成される．
Template field
04545468687127
Instruction slot 0Instruction slot 1Instruction slot 2
図 2.3: バンドルの形式
命令は使用する実行ユニットによって分類され，バンドル内で配置できる命令
の組み合わせ方もその分類による制約がある．次に具体的な Itanium プログラム
を挙げて説明する．
Itanium mnemonic¶ ³
...
{ .mmi
stfd [r84]=f8
mov gp=r59
mov pr.rot=0x10000
}
{ .mmi
mov r24=r90
mov r21=r72
add r25=0x3d08f,r0 ;;
}
{ .mmi
mov r17=r68
...µ ´
{, } で区切られた区間が 1 つのバンドルで，.mmi はバンドルのテンプレート
を意味する．Itanium2 プロセッサでは 2 つバンドルを同時に実行できるので，3
行目の stfd 命令から 10 行目の add 命令までを並列に実行する．
10 行目の末尾にある ;; はストップ記号である．プロセッサはストップを検出
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すると命令の実行リソースが十分あっても，命令の発行をそこでストップする．
ストップが必要な例を次に示す．
Itanium mnemonic¶ ³
...
{ .mii
add r9=168,sp
mov ar.lc=r0
add r16=144,sp ;;
}
{ .mii
add r10=16,r16
nop.i 0
nop.i 0 ;;
}
...µ ´
この場合，5 行目の add 命令の末尾にストップがあるため，1 サイクルで発行
されるのは上の 1 バンドルだけである．このストップを除去すれば下のバンドル
まで同時に発行できそうだが，r16 レジスタに対して，Read-After-Write の依存
関係が発生しており，r16 の値が非決定的になる．そのため，Itanium アーキテ
クチャではこの実行は許可されない．
また，この例では 9 行目と 10 行目に何もしない nop 命令がある．そのため，
下のバンドルでは 1 サイクルで 1 命令しか意味のある命令が実行されないこと
になる．並列に実行可能な部分をプログラムから抽出し，命令間のレジスタ依存
関係や無駄な nop 命令を避け，適切な命令スケジューリングを行うのは Itanium
アーキテクチャにおけるコンパイラの重要な役割の一つである．
2.3.2 プレディケーション
プレディケーションとは，命令を条件付きで実行することである．従来のアー
キテクチャでは命令の条件付き実行は分岐によって実現していたが，Itaniumアー
キテクチャではプレディケート付き命令によってこれを実現する．これにより条
件付き実行のための分岐を除去が可能になる．分岐の除去により，分岐予測ミス
によるペナルティの排除やより大きい基本ブロックの実現が可能になる．
以下に例を挙げて示す．プレディケーションを行わない場合の次の命令を想定
する．左が擬似命令列，右が実際の Itanium 命令列である．
pseudo code¶ ³
r1 = r2 + r3µ ´
Itanium mnemonic¶ ³
add r1 = r2, r3µ ´
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この命令列に対してプレディケーションを行った場合，次の形式になる．
pseudo code¶ ³
if (p5) r1 = r2 + r3µ ´
Itanium mnemonic¶ ³
(p5) add r1 = r2, r3µ ´
p5 がプレディケートである．この値が真の場合，命令を実行しして状態を更
新する．偽の場合，通常はこの命令は nop として動作する．プレディケートの値
は比較命令によって割り当てられる．続いて次の命令列を想定する．
if (r5 > r6) r1 = r2 + r3
else r1 = r3 - r2
上記の命令列も次のようにプレディケーションを使用した命令列に変換することで
(r5 > r6) の分岐を排除できる．右側に実際の Itanium 命令列とあわせて示す．
pseudo code¶ ³
p5, p6 = compare(r5 > r6)
(p5) r1 = r2 + r3
(p6) r1 = r3 - r2µ ´
Itanium mnemonic¶ ³
cmp.gt p5, p6 = r5, r6 ;;
(p5) add r1 = r2, r3
(p6) sub r1 = r3, r2µ ´
比較命令により与えられる 2 つのプレディケートは相補的であるので，それぞ
れのプレディケート付き命令は競合しない．プレディケーションによって分岐を
排除することで，制御依存をデータ依存に変換することができる．このプロセス
を特に if 変換と呼ぶ．
分岐命令が減ることでプログラムの基本ブロックは大きくなり，命令スケジュー
リングの自由度が高まる．そのため、コンパイラはより最適な命令スケジューリ
ングを試みることが可能になる．
2.4 メモリアクセス性能改善手法
Itanium アーキテクチャにおいて高性能なプログラムであるためには，命令の
レイテンシを考慮したスケジューリングが必要である．特にメモリアクセス命令
により発生する遅延は，プロセッサとメモリの性能差の拡大から相対的に大きく
なりつつある．
Itanium アーキテクチャにはこれらの遅延を隠蔽するためのメモリ操作命令が，
従来のアーキテクチャに比べて豊富に用意されている．プリフェッチやスペキュ
レーションによるメモリアクセス遅延の隠蔽，キャッシュヒントによる命令レベ
ルでのキャッシュの階層制御などである．これらの命令をプログラムレベルで使
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用することで，従来よりも詳細なメモリアクセス制御が可能になり，メモリアク
セス遅延，キャッシュミスの軽減に寄与することができる．
本節ではこれらのメモリアクセス性能を改善するメモリ操作について，プリ
フェッチ，スペキュレーション，キャッシュヒントの順に説明する．
2.4.1 プリフェッチ
プリフェッチとはデータを実際の使用に先立ってキャッシュにロードする一連
の操作であり，メモリアクセス遅延を隠蔽するための代表的な手法である．プロ
グラム中でプリフェッチを行う位置やサイズはそのアーキテクチャやプログラム
内のアルゴリズム依存することが多く，適切な位置で適切なプリフェッチを行う
ための先行研究が多く行われている．
Itanium アーキテクチャでは lfetch 命令により，指定するアドレスに対して
プリフェッチを行う．プリフェッチのサイズは各キャッシュのラインサイズに依存
するが，32 バイト以上の 4 の倍数と定められている．
2.4.2 スペキュレーション
スペキュレーションとは，投機的に命令を発行することである．通常より早い
段階で命令を発行し，ロード命令などで発生しうる遅延を除去することができる．
Itanium アーキテクチャにおけるスペキュレーションの仕組みを図 2.4に示す．
Before Speculation Speculation
control or data
dependancy
control or data
dependancy
data load
data use
check
data use
speculative data load
図 2.4: Itanium アーキテクチャにおけるスペキュレーション・モデル
データロード命令を，ロード開始（スペキュレーティブ・ロード）とロード完
了の確認（チェック）に分けて発行する．スペキュレーティブ・ロードが発行され
た時点でロードを開始し，チェックによって正しいデータがロードされているか
を確認する．正しくロードされていない場合は再ロードなどの回復処理を行う．
Itanium アーキテクチャには次に示す 2 種類のスペキュレーションが存在し，
それぞれ用いる命令などが異なる，
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1. コントロール・スペキュレーション
2. データ・スペキュレーション
スペキュレーションによりロードの開始を前方に移動させることができ，ロー
ド命令のメモリアクセス遅延の隠蔽が可能になる．
プリフェッチはフェッチ後にキャッシュからデータをロードする必要があるため
最低でも 1 サイクルのアクセス遅延が発生するが，スペキュレーティブ・ロード
はそのアクセス遅延さえ除去することができる．
コントロール・スペキュレーション
コントロール・スペキュレーションでは，ロードやそれに依存するコードを分
岐より前に安全に移動することができる．コントロール・スペキュレーションの
例を図 2.5に示す．
ORIGINAL
compare
branch
load r2
op r2
load.spec r2
compare
branch
chk r2
op r2
CONTROL SPECULATION
図 2.5: コントロール・スペキュレーション
分岐先の命令は実行されるかされないかは分岐が決定するまでわからないため，
実際に分岐するまで実行することができない．そのため，ロード命令などの遅延
が発生する命令についての実行効率が低下する．
コントロール・スペキュレーションを使用すると，分岐命令よりも前方でロー
ド命令を発行することができる．コントロール・スペキュレーションを用いたロー
ドを行うには，ロード命令に.s コンプリケータを付加する．元のロード命令が
あった位置には替わりにチェック命令 chk.sを残す．このチェック命令により，例
外が発生しているかを調べ，例外が発生していれば回復処理などを行う．
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データ・スペキュレーション
データ・スペキュレーションでは，ストアに先だってメモリからのロードを実
行することができる．データ・スペキュレーションによるロードをアドバンスド・
ロードを呼ぶ．データ・スペキュレーションの例を図 2.6に示す．
ORIGINAL
store
load r2
op r2
load.adv r2
store
load.chk r2
op r2
DATA SPECULATION
図 2.6: データ・スペキュレーション
ストア命令とロード命令のアドレスはオーバーラップする場合があるので，通
常はストア命令より前方にロード命令を移動させることはできない．
データ・スペキュレーションを使用すると，その制約を無視してロード発行す
ることができる．データ・スペキュレーションを用いたロードを行うには，ロー
ド命令に .a コンプリケータを付加する．元のロード命令があった位置には替わ
りにチェック命令を残す．チェック命令はロード命令に .c コンプリケータを付加
したものである．ストア命令とロード命令にアドレスのオーバーラップが発生し
ているかを調べ，オーバーラップが発生していればデータの再ロードなどの回復
処理を行う．
2.4.3 キャッシュヒント
キャッシュヒントとは，プリフェッチ命令および各ロード・ストア命令単位で
ロードおよびストアされるデータが置かれるキャッシュ階層レベルを制御するた
めの仕組みである．コンプリケータとして各メモリアクセス命令に付加すること
で実現される．キャッシュヒントはロードおよびストアされるキャッシュ階層の
制御のみ行い，プログラムの論理的な振る舞いは維持される．
データ・キャッシュの階層管理にキャッシュヒントを使用することで詳細なキャッ
シュ管理が可能になり，従来のアーキテクチャ以上に命令レベルでキャッシュを
有効に扱える手段となる．
表 2.2に Itaniumアーキテクチャで利用できるキャッシュヒントとその振る舞い
の関係を示す．表中の Alloc はキャッシュミスの発生時に当該キャッシュにデータ
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を割り当てるかどうかを意味し，LRU はデータが割り当てられる時にキャッシュ
ラインの LRU ビットを更新するかどうかを意味する．
表 2.2: キャッシュヒントの種類と振る舞い
L1D L2 L3
命令の種類 ヒント Alloc LRU Alloc LRU Alloc LRU
t1 Yes Yes Yes Yes Yes Yes
lfetch nt1 No No Yes Yes Yes Yes
nt2 No No Yes No Yes Yes
nta No No Yes No No No
t1 Yes Yes Yes Yes Yes Yes
Int Load nt1 No No Yes Yes Yes Yes
nta No No Yes No No No
t1 No No Yes Yes Yes Yes
Int Store nta No No Yes No No No
t1 No No Yes Yes Yes Yes
FP Load nt1 No No Yes No Yes Yes
nta No No Yes No No No
t1 No No Yes Yes Yes Yes
FP Store nta No No Yes No No No
プリフェッチ (lfetch)，整数ロード (Int Load)，整数ストア (Int Store)，浮動
小数点ロード (FP Load)，浮動小数点ストア (FP Store) の五種類に分類され，付
加できるヒントは種類によって制限される．
.t1 ヒント すべての階層の関連するキャッシュラインを更新する．各メモリア
クセス命令にキャッシュヒントが特に指定されていない場合，このヒントが付加
されているとみなされる．ロードおよびストアのキャッシュの変化をそれぞれ図
2.7，図 2.8に示す．
.nt1,.nt2 ヒント データを通常保持できる階層より下位の階層までしかキャッ
シュラインを更新しない．.nt1は一段階下位，.nt2は二段階下位のキャッシュま
でしか更新されない．整数ロードの場合，.nt1ヒントを使用すると L2, L3 の関
連するキャッシュラインが更新される．
ストア命令にはこれらのヒントは使用できない．また，.nt2ヒントが利用でき
るのはプリフェッチのみである．
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L1D L2 L3 Memory
Register
over write
over write
over write
図 2.7: ロードによるキャッシュの変化
L1D L2 L3 Memory
Register
over write
over write
write through
st8 [r6]=r12
図 2.8: ストアによるキャッシュの変化
.nta ヒント L2 のキャッシュラインのみを更新するが，LRU ビットを更新し
ない．そのため，キャッシュはなるべく近い時間で置換候補になる．非時間的な
局所性をデータに与えている．.nta ヒントがある場合のロードおよびストアの
キャッシュの変化をそれぞれ図 2.9，図 2.10に示す．
L1D L2 L3 Memory
Register
not over write
over write
LRU is not updated
not over write
図 2.9: ヒント .nta を付加したストアによるキャッシュの変化
再利用性の低いデータのメモリアクセスなどに .nta ヒントを使用することで，
他の有益なデータがキャッシュから追い出されることを防ぐことができる．ロー
ド命令，ストア命令に関しては，
² ロード時に L1D, L3 キャッシュの汚染を防ぐ
² ストア時に L3 キャッシュの汚染を防ぐ
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L1D L2 L3 Memory
Register
not over write
over write
write through
LRU is not updated
st8.nta [r6]=r12
図 2.10: ヒント .nta を付加したストアによるキャッシュの変化
ことができる．適切にキャッシュヒントを使用することで，有益なデータをより
キャッシュに残すことができる．その結果として，キャッシュのヒット率向上な
どをもたらし，メモリアクセス性能の改善させることができると期待される．
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第3章 コンパイラの現状
プログラムを生成するには，コンパイラが不可欠である．本章では Itaniumアー
クテクチャにおけるコンパイラの役割について説明し，利用可能なコンパイラの
現状を踏まえたうえで，本研究の目的を提起する．
3.1 Itanium におけるコンパイラの役割
コンパイラは人間が可読できるプログラムから計算機が解釈できるオブジェク
トコードを生成するプログラムである．オブジェクトコード生成プロセスをコン
パイルと呼ぶ．コンパイラでは計算機にとって冗長な部分を除去したり，プロセッ
サの振る舞いを考慮して生成するオブジェクトコードを選択するなどの最適化が
一般的に行われている．
プログラムの質はコンパイラが生成するオブジェクトコードの質に依存する部
分が大きいが，Itanium アーキテクチャは IA-32などの従来のアーキテクチャに
比べその比重が非常に大きいことが知られている [2,6,9,12]．その理由として，以
下に示す点が挙げられる．
命令スケジューリング
Itanium アーキテクチャでは，並列発行したい命令をプログラムに明示的
に記述し，プロセッサはそれにしたがって命令を並列発行する．オブジェ
クトコードの生成時点で命令スケジューリングが確定するため，コンパイ
ラは命令スケジューリングについて考慮しなければならない．
IA-32 などの従来のアーキテクチャにおいても命令の並列発行は可能であ
る．しかし，プログラム自体は逐次形式で記述されており，プロセッサが
内部で命令のアウト・オブ・オーダ実行までを考慮したスケジューリング
を行い，現時点で並列に発行できる命令を組み合わせて並列発行を行って
いる．つまり，この実行方式の場合，コンパイラはスケジューリングにつ
いて考慮する必要はない．
コンプリケータ
Itanium アーキテクチャでは，コンプリケータを命令に付加することでプ
ロセッサ内での命令の振る舞いを命令レベルで制御することができる．使
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用するコンプリケータ次第でプログラムの性能に大きく影響を与えること
もある．
どの命令を使用するかに加え，どのコンプリケータを使用するかについて
もコンパイラは慎重に選択をしなければならない．
従来のアーキテクチャではプロセッサレベルで行われていた多くのことが，Ita-
nium アーキテクチャではプログラムレベルで行われる．つまり，オブジェクト
コードを生成するコンパイラの担う役割が，従来のアーキテクチャに比べて非常
に大きくなるということを意味している．
旧来からの考えとして，本当に速くしたい部分についてはアセンブリで直接記
述するという手段あるが，プロセッサレベルで行われていたことをプログラマが
考慮しながらアセンブリプログラムを記述するのは難解で，従来のアーキテクチャ
以上にその生産性は低下する．この面においてもコンパイラへの依存は大きい．
これらの理由から Itanium アーキテクチャでは使用するコンパイラの質がプロ
グラムの質に大きな影響を与えるといえる．次節では Itanium で一般的に利用で
きるコンパイラについて紹介する．
3.2 Itanium で利用できるコンパイラ
Itanium アーキテクチャで利用できる代表的なコンパイラについて紹介する．
3.2.1 GCC
GNU Compiler Collection(GCC) [8,21]は GNU Projectにおいてオープンソー
スで開発が進められているコンパイラ集である．ポータビリティに優れており，
計算機向けから組み込み機器向けまで多種多様なプロセッサに対応しているのが
特徴である．Itanium アーキテクチャでも利用可能である．2005 年 1 月時点では
バージョン 3.4.3 が公開されており，春には 4.0.0 がリリースされる予定である．
コンパイラ内で用いる中間表現として GCC では RTL [21] という形式を使用
している．C や Fortran などの高級言語で記述されたプログラムはコンパイラ内
で RTL 形式に変換され，RTL に対して種々の最適化を行う．そして，最終的に
各アーキテクチャに対応したオブジェクトコードを RTL から生成する．
3.2.2 Intel Compiler
Intel Compiler [4] は Intel が開発しているコンパイラである．IA-32 アーキテ
クチャと Itanium アーキテクチャに対応し，プロセッサベンダーらしい強力な最
適化機能が特徴である．OpenMP を用いた自動並列化にも対応している．個人
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の私的な利用にコンパイラの使用を限定した非商用版と，そのような制限のない
商用版の 2 種類が存在する．2005 年 1 月時点ではバージョン 8.1 が公開されて
いる．
Intel Compiler は中間表現として IL0 という形式を使用しているが，IL0 の詳
細については公開されていない．
3.2.3 Open Research Compiler
Open Research Compiler (ORC) [15] は SGI がかつて開発していた Pro64 コ
ンパイラをベースにした Itanium アーキテクチャ向けのコンパイラであり，現在
は Intel と Chinese University の研究者らによるコンソーシアムによって開発が
進められている．ソースが公開されているため，コンパイラ研究のインフラスト
ラクチャとして利用されている例もある [12]．
3.3 コンパイラが生成するコードの質
Itanium アーキテクチャで一般的に利用可能な GCC と Intel Compiler につい
て，さまざまなプログラムをコンパイルし，そのオブジェクトコード自体や実行
結果などから，これらのコンパイラが生成するコードの質について検討を行う．
前節で紹介した ORC については，現在 http://ipf-orc.sourceforge.net/
より入手できるソースコードでは動作に至らなかったため，本研究の比較対象か
らは除外した．
3.3.1 コード全般
Itanium アーキテクチャにおいては，GCC でコンパイルされたプログラムが
Intel Compiler に比べ非常に低速である．以下に例にあげて示す．
IA-32 アーキテクチャおよび Itanium アーキテクチャについて，同一のプログ
ラムを GCC および Intel Compiler でコンパイルし，その実行性能をグラフにし
たものを図 3.1に示す．
Intel Compilerが GCCに比べ全般的に高速であることはさまざまなベンチマー
ク結果により知られているが，Itanium アーキテクチャにおける両者の性能差が，
IA-32 アーキテクチャにおける性能差に比べ，非常に大きいことが結果からも明
らかである．この例の場合，約 4 倍の性能差となった．
プロファイラを使用してこのプログラムの IPCを調べてみたところ，Intel Com-
piler でコンパイルされたプログラムの IPC は 3.15 であったが，GCC でコンパ
イルされたプログラムの IPCは 1.48であった．Itanium2プロセッサの最高 IPC
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図 3.1: コンパイラの違いによる性能差
は 6 であることを考えると，命令レベルの並列性を活かすための命令スケジュー
リングが不十分であると考えることができる．
3.3.2 メモリアクセス性能改善手法の生成
2.4節で Itanium アーキテクチャにおいて，メモリアクセス遅延を隠蔽するこ
とが高性能なプログラムを実現するのに重要であると説明した．そこで，紹介し
たスペキュレーション，プリフェッチ，キャッシュヒントが実際に生成されている
かを GCC および Intel Compiler が生成したオブジェクトコードから調査した．
表 3.1にそれぞれの生成状況を示す．
表 3.1: メモリアクセス性能改善手法の生成状況
GCC Intel Compiler
プリフェッチ ○ ○
スペキュレーション × ○
キャッシュヒント × ×
○ は該当する命令が確認できたことを示し，× はまったく確認できなかった
ことを意味している．出力される命令の数はプログラムに内容に大きく依存する
ため，数を指標に比較することは難しい．次に，それぞれの生成状況について説
明する．
プリフェッチ
プリフェッチに関しては GCC, Intel Compiler ともに生成されていること
が確認できた．両コンパイラとも，ループなどのアクセスパターンが決定
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的なプログラム構造に対して，プリフェッチを自動的に挿入することがで
きる．
スペキュレーション
Intel Compiler において，スペキュレーションを使用したロード命令が出力
されているのを確認できたが，その数は決して多くはなかった．
キャッシュヒント
キャッシュヒントについては GCC, Intel Compiler ともにまったく確認でき
なかった．6.2節で ATLAS のコンパイルにより生成されたライブラリ内の
メモリアクセス命令について調べているが，その中からもまったく確認さ
れなかった．
Itanium アーキテクチャにはメモリアクセス遅延を隠蔽するための機能がいく
つか用意されているものの，キャッシュヒントについては既存のコンパイラでは
まったく使用されていないということがわかった．
3.3.3 コンパイラの現状
コードの質を検討した結果，Itanium で利用できるコンパイラの現状としては，
おおよそ次のように考えることができる．
GCCは命令スケジューリング，命令の選択共にまだまだ最適なコードを生成し
ているとはいえない．Linux をはじめとする多くのオープンソースプログラムが
GCC より構築されているため，Itanium アーキテクチャにおいてオープンソー
スシステムが今後発展していくためには GCC の性能向上が必要不可欠である．
Intel Compiler は GCC に比べて遥かに高性能ではあるが，スペキュレーショ
ンやキャッシュヒントを活用しきれていないという点でさらなる最適化の余地が
あるといえる．
3.4 さらなる性能向上 { 本研究における提案
本節では Itanium アーキテクチャでのコンパイラのさらなる性能向上につい
て，メモリアクセス性能を改善させる観点から考える．
Intel Compiler においてキャッシュヒントがまったく使われていない点に注目
する．キャッシュヒントは 2.4.3 節で紹介したとおり，メモリアクセス命令単位
でキャッシュの階層制御を行うことでキャッシュの詳細な管理を実現するために
仕組みである．キャッシュヒントを適切に使用することでキャッシュの汚染を防
ぎ，キャッシュミスを減らすことができると考えられる．
現状において，キャッシュヒントが使用されていない理由を考える．キャッシュ
ヒントの基本動作は，
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1. データをキャッシュに残さない
2. その結果として元々キャッシュにあったデータがキャッシュに残る
という動作になる．もしキャッシュヒントが誤って適用された場合，キャッシュに
残って欲しいデータがキャッシュに残らなくなる．そのため，2 回目以降のデー
タアクセス時にキャッシュミスが発生し，逆に性能が落ちることになってしまう．
このリスクを避けるために，キャッシュヒントの生成を避けている可能性も考え
られる．
どのデータがキャッシュに残っている必要があり，どのデータが今後キャッシュ
に残す必要がないかがわかれば，キャッシュヒントを適切に付加することはでき
ると考えられている [12]．プログラムからそれらの情報を抽出し，コード生成時
に反映できればキャッシュヒントを付加することができると考えられる．
3.4.1 キャッシュヒントの自動付加システムの提案
そこで，本研究ではキャッシュヒントを付加できそうなプログラム部分に対し
て，キャッシュヒントを自動的に付加するための仕組みを提案する．既存のコン
パイラはキャッシュヒントを付加したメモリアクセス命令を生成しない．しかし，
コンパイラが生成したメモリアクセス命令をコンプリケータを付加した形に書き
換えることで，キャッシュヒント付きのメモリアクセス命令を生成することがで
きる．
コンパイラが生成したメモリアクセス命令を使用するには，コンパイラが生成
するアセンブリプログラムを利用すればよい．多くのコンパイラにはオブジェク
トコードを生成する以外に，その中間状態を出力する機能があり，この機能を使
用することで，オブジェクトコードに変換する直前のアセンブリプログラムを取
得することができる．
アセンブリプログラムはプログラミング言語を問わず共通であり，コンパイラ
が内部で保持する中間表現よりもアーキテクチャに近いため，この段階でさらな
る最適化を行える可能性はあるとも考えられる．この場合，コンパイラによる最
適化がすでに施されているため，キャッシュヒントの自動付加が可能になれば，コ
ンパイラの最適化機能にさらにキャッシュヒント付加機能が追加されたと見るこ
ともできる．
次章では，このキャッシュヒント自動付加システムをどのように実現するかに
ついて設計および実装を述べる．
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加システム
本研究で提案するキャッシュヒント付加システムの設計・実装について述べる．
本システムを Cache Hint Supply Utility と命名し，頭文字を取って CHSUと呼
ぶことにする．
4.1 CHSUの概要
CHSUはアセンブリ言語レベルのソースプログラムを解析し，ロード命令お
よびストア命令にキャッシュヒントを付加するシステムである．コンパイラによ
る従来のコード生成の流れを図 4.1に，CHSUを利用したコード生成の流れを図
4.2にそれぞれ示す．
Binary Program
Compiler
S ou rc e  Program
Binary Program
S u c e
図 4.1: 通常のコード生成
The CHSU -
p r o p o s ed  s y s t em
B i n a r y  P r o g r a m
Assembly Program
Compiler
A s s emb ler
CHSU core
So u r c e P r o g r a m
Assembly Program
annoted
c ac h e h i nt
p r o p o s d s y s t m
B i n a r y P r o g r a m
A s s b
o u r c P r o g r a m
c c h  h i
図 4.2: CHSUを利用したコード生成
通常のコード生成では，コンパイラはソースプログラムを入力として受け付け，
対応するバイナリプログラムを出力する．出力されるバイナリプログラムには通
常，コンパイラによる種々の最適化が施されている．
CHSUを利用したコード生成では，ソースプログラムに対してコンパイルを
行うのは通常のコード生成と同じだが，コンパイラはバイナリプログラムに変換
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される直前の段階であるアセンブリプログラムを出力する．出力されたアセンブ
リプログラムはキャッシュヒントを付加するためのエンジン (CHSU-core)に処
理を移す．
CHSU-core ではアセンブリプログラムの構造解析および，ロード命令・スト
ア命令の抽出が行われ，これらの情報からキャッシュヒントを付加した方が良い
と判断したロード命令・ストア命令に対してキャッシュヒントを付加する．
キャッシュヒントを付加されたアセンブリプログラムは，最後にアセンブラよっ
てバイナリプログラムに変換される．このようにして，キャッシュヒントが付加
されるバイナリプログラムを生成することができる．
CHSUはアセンブリプログラムへの変換からキャッシュヒント付加，そしてア
センブラによるバイナリプログラム生成まで，一連の操作を自動的に行う．つま
り，CHSUは既存のコンパイラようにバイナリプログラムを生成するコンパイ
ラとして振る舞いながらも，既存のコンパイラにキャッシュヒントの付加機能を
与えるシステムであるといえる．
本節の残りを使って，特徴や使用法について説明する．CHSUの実装の詳細
については 4.5 節以降で説明する．
4.2 CHSUの特徴
CHSUの特徴を以下に挙げる．
自動実行
キャッシュヒントの付加が最適化機能の一つであるかのように，利用者に対し
て透過的にプログラムに作用する．
コンパイラ，プログラミング言語への非依存
CHSUは既存のコンパイラからアセンブリプログラムを受け取り，キャッシュ
ヒントを付加した上で既存のアセンブラにそのプログラムを渡している．つまり，
どのようなプログラミング言語であっても，アセンブリプログラムが出力可能な
コンパイラが存在すれば，それらを CHSUで使用することが可能である．その
ため，CHSUは非常に可搬性の高いシステムであるといえる．
Java による実装
CHSUは Java を用いて記述されている．そのため，Java VM が動作するプ
ラットフォームであれば，オペレーティングシステムなどに依存することなく
CHSUを利用することができる．
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4.3 使い方
実際の CHSUの使用法について例を挙げて説明していく．CHSUは使いや
すさの観点から，既存のコンパイラと同じ感覚で利用できるような設計を行って
いる．
source.c という C プログラムをコンパイルする場合を例に挙げる．コンパイ
ラに Intel Compiler を使用する場合，通常は次のように入力する．¶ ³
$ icc -O3 source.cµ ´
対して，CHSUを利用して，キャッシュヒントを付加したコンパイルを行いた
い場合は，次のように入力する．¶ ³
$ chsu -O3 source.cµ ´
この場合，CHSUは source.c をオプション -O3 でコンパイルし，アセンブリ
プログラムを得る．アセンブリプログラムを解析し，プログラム中の性能が向上
すると考えられる部分にキャッシュヒント付加する．そしてキャッシュヒントが
付加されたプログラムを再度コンパイルし，バイナリプログラムを出力して終了
する．
4.3.1 コマンドラインオプション
CHSU固有のコマンドラインオプションを図 4.3に示す．
¶ ³
chsu [-cc <C Compiler>] [-cxx <C++ Compiler>]
[-fc <Fortran Compiler>] [-nlh] [-nsh]
[-q] [-verbose] [--help] <compiler arguments...>µ ´
図 4.3: CHSUのコマンドラインオプション
CHSUで新たに拡張したオプションについて説明する．
-cc <C Compiler>
C プログラムのコンパイルに使用するコンパイラを指定する. 特に指定し
ない場合，Intel Compiler (icc) を使用する．
-cxx <C++ Compiler>
C++ プログラムのコンパイルに使用するコンパイラを指定する. 特に指定
しない場合，Intel Compiler (icc) を使用する．
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-fc <Fortran Compiler>
Fortran プログラムのコンパイルに使用するコンパイラを指定する.特に指
定しない場合，Intel Compiler (ifort) を使用する．
-nlh
ロード命令に関するキャッシュヒントを付加しない1．
-nsh
ストア命令に関するキャッシュヒントを付加しない2．-nlh と併せて用いる
とキャッシュヒントがまったく付加されなくなる．
-q
実行時に CHSUの著作権情報を表示しない．
-verbose
実行の詳細を標準出力に出力する．アセンブリ言語に変換する際のコンパ
イラのコマンドラインや，CHSU-core 内での分析内容などが含まれる．
--help
CHSUのヘルプを表示する．
4.4 制限事項
本論文執筆時点 (2005 年 1 月) での制限事項は次の通りである．
キャッシュヒント
付加できるキャッシュヒントは .nta のみである．.nta の他に.nt1, .nt2 ヒン
トがあるが，これらのヒントは L2, L3 キャッシュをともに更新するため，.nta
ヒントと比較して L3 キャッシュに対するキャッシュミスを直接は減らすことは
できないと考えられる．また，.nt2 ヒントは Itanium2 プロセッサにおいても
lfetch 命令のみにしか付加できないため，利用機会が少ないというのも理由の
一つである．
また，既に付加されているキャッシュヒントを取り除くことも現時点ではでき
ない．
1nlh は No Load Hints の略である．
2nsh は No Store Hints の略である．
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プログラミング言語
第 4.2節でコンパイラ，プログラミング言語への非依存を特徴に挙げたが，現
時点では C, C++, Fortran にのみ対応している．
プログラミング言語とその言語で用いる拡張子の関係がわかっていてればCHSU
に対応させることは可能ではあるが，ありとあらゆるプログラミング言語を網羅
する必要もないので，その他のプログラミング言語についてはユーザが簡単に拡
張できるような仕組みを検討している．
コンパイラ
第 4.3節でも説明しているが，コマンドラインオプションから特に指定しない
場合，CHSUは標準コンパイラとして Intel Compiler を呼び出すようになって
いる．高性能なアセンブリプログラムを対象にしたいという理由からであるが，
Intel Compiler が利用可能であることが前提になっている．
他のコンパイラを使うためには毎回オプションを指定する必要がある．将来的
には設定ファイルなどで予め指示できるなどの柔軟性を持たせる予定である．
4.5 フロントエンドの設計および実装
CHSUのフロントエンド部分の設計および実装について述べる．なお，実装
に使用した J2SE SDK のバージョンは 1.4.2 06 である．
4.5.1 フロントエンドの概要
フロントエンドの実装にあたり，プログラムを 4つのフェーズに分割している．
各フェーズを以下に示す．
1. コマンドライン解析部
CHSUのコマンドラインからオプション，ファイル名を抽出する．
2. コンパイラ実行部
ファイルの拡張子から使用するコンパイラを特定し，コンパイルを行う．コ
ンパイルオプションに -S を付加し，コンパイル結果としてアセンブリプロ
グラムを得る．
3. CHSU-core 実行部
アセンブリプログラムを CHSU-core へ渡し，キャッシュヒント付加処理
を行う．処理結果としてキャッシュヒントが付加されたアセンブリプログラ
ムを得る．
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4. アセンブラ実行部
アセンブラを直接呼び出してもよいが，コンパイラが適切なオプションを
内部でつけてアセンブラを呼び出すことを想定し，本実装ではこの段階で
もコンパイラを呼び出すようにしている．
4.5.2 拡張子に関連づけた動作
コマンドラインから入力されるファイルのすべてがソースプログラムであると
は限らない．次のような入力を例に考える．¶ ³
$ chsu -O3 foo.c bar.o /usr/lib/buzz.a -o programµ ´
このコマンドラインでは，コンパイルすべきファイルは foo.c のみで，残りの
ファイルは最後のリンクに使用するだけである．CHSUではそれぞれの入力ファ
イルに対して，コンパイルを行うか，リンクのみに用いるか，またコンパイルを
行うとしてどの言語のコンパイラを用いるかをファイルの拡張子を見ることで判
断する必要がある．
CHSUにおけるファイルの拡張子と処理の関係を表 4.1 に示す．拡張子とプロ
グラミング言語の対応関係は GCC と Intel Compiler でのそれら関係に基づいて
いる．
表 4.1: ファイル拡張子と処理の分類
.c .cc .f .s .o
.i .cp .for .S .obj
.ii .cxx .FOR .a
拡張子 .m .cpp .F (その他)
.mi .c++ .fpp
.C .FPP
.ftn
.f90
言語 C C++ Fortran Assembly その他
コンパイル 行う 行わない
キャッシュヒント付加 行う 行わない
アセンブル&リンク 行う
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4.5.3 コンパイラ，アセンブラの呼び出し
コンパイラおよびアセンブラの呼び出しには Java の Runtime.exec メソッド
を使用して，子プロセスとして呼び出している．呼び出し先のコンパイラやアセ
ンブラでエラーなどが発生し，不正な終了コードを返してきた場合，CHSUは
それ以降の処理を打ち切る．
4.6 CHSU-core の設計および実装
CHSU-core ではアセンブリプログラムを解析し，キャッシュヒントの付加を
行う．次の 3 つのフェーズから構成される．
1. アセンブリプログラムの解析
2. キャッシュヒントの付加
3. キャッシュヒント付加済プログラムの出力
4.6.1 アセンブリプログラムの解析とデータ構造
CHSUはキャッシュヒント付加に備えて，字句解析によりアセンブリプログラ
ムの構造を抽出する．キャッシュヒントの付加で必要なのは，プログラム本体で
あり．コンパイラが生成したその他の情報とは明確に区別する必要がある．
プログラムは次の 3 種類の構造に分類される．
Program
任意のアセンブリプログラム全体を意味するデータ構造である．一つのア
センブリプログラムに対して唯一存在し，プログラム中の Procedure を保
持する．また，アセンブリプログラムには解析上不要なディレクティブな
どが多く含まれている．これらは Block 構造を使用してそのまま保持する．
Procedure
プロシージャを意味するデータ構造である．高級言語の関数に相当する．プ
ロシージャは複数の Block を保持する．
Block
プログラムの基本ブロックを意味するデータ構造である．本研究における
基本ブロックの定義は，プログラム中のラベルにより区切られる部分であ
る．この定義に基づいた基本ブロックの区切り方の例を図 4.4に示す．
基本ブロックはアセンブリプログラムを行単位で原文のまま保持する．そ
れ以外に解析の結果得られた情報を保持するが，それについては後述する．
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また，Programでも説明しているが，解析上不要なディレクティブなどの
情報についても原文のまま，この構造内に保持する．
     .....
   nop.i    0 ;;
}
label_a:
{   .mmi
 (p17) add r35=0x1001a, r0
 (p17) add r32=-1,r33
 (p17) add r39=65474,r0
}
     .....
{   .bbb
 (p7)  br.cond.dptk.many    label_i
 (p9)  br.cond.dptk    label_j 
   br.cond.sptk    label_k
}
label_b:
{   .mmi
     .....
Block
Block
Block
{ label = label_b }
{ label = label_a }
{ label = ... }
Assembly Source
図 4.4: 基本ブロックの区切り例
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図 4.5: 解析されたプログラムの構造
Block の区切り方は分岐命令などを区切りにすることで，さらに細かくするこ
とは可能である．ラベル区切りにした理由は，コンパイラが出力するアセンブリ
プログラムに関しては，分岐命令の分岐先がラベル以外ないので，ラベルが存在
しない部分でブロックを分割してもプログラムのフローグラフが大きく変わるこ
とはないと判断したためである．
3 構造の包含関係を BNF で表すと次のような関係になり，図 4.5のようなデー
タ構造が構築されることになる．¶ ³
Program := (Block) Procedure (Block|Procedure)*
Procedure := (Block)+
Block := (Itanium instructions)+µ ´
基本ブロックが保持する情報
Block はアセンブリプログラム以外に，次の情報を保持する．
² ラベル名
² 基本ブロック内で使用されている命令の種類と数
² ブロックの長さ（サイクル数）
² 分岐命令とその分岐先
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命令の種類については，コンプリケータが違うものは論理的には同じ動作であ
るが，物理的な振る舞いに違いがある場合が多いので，別の命令とみなす．
br.call（他のプロシージャを呼び出す），br.ret（このプロシージャから出
る）および br.ia32（IA-32 モードへ移行する）以外の分岐命令は同一プロシー
ジャ内への分岐なので，その分岐先を保持しておくことで，プログラムのフロー
解析などに利用することができる．
4.6.2 キャッシュヒントの付加
キャッシュヒントの付加については Procedure 単位で処理を行うが，付加は
Block 単位で行う．つまり，基本ブロック単位でキャッシュヒントを付加すべき
かどうかを判断し，付加すべきと判断された場合，ブロック内のすべてのメモリ
アクセス命令にキャッシュヒントが付加される．
キャッシュヒントを付加するメモリアクセス命令を表 4.2に示す．
表 4.2: キャッシュヒント付加対象のメモリアクセス命令
整数ロード ld4, ld8
整数ストア st4, st8
浮動小数点数ロード ldf, ldf8, ldfd, ldfe
ldfs, ldfp8, ldfpd, ldfps
浮動小数点数ストア stf8, stfd, stfe, stfs
それぞれの基本ブロックに対し，キャッシュヒントを付加するかどうかの戦略
については 4.7節で述べる．
4.6.3 キャッシュヒント付加済みアセンブリプログラムの出力
キャッシュヒントを付加したアセンブリプログラムは元の順序を保持したまま，
別のアセンブリプログラムに出力する．
4.6.4 コンパイルエラーの回避
CHSU-core によりキャッシュヒントを付加した後のアセンブリプログラムを
アセンブラで処理する際に，エラーが発生してしまう場合があった3．しかし，既
存のコンパイラで問題なくコンパイルできるプログラムでも，一旦アセンブリプ
3Intel Compiler の場合はエラーとなるが，GCC では警告として扱われる．
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ログラムに変換してからアセンブラでの処理を試みるとエラーが発生する場合が
あることがわかった．
アセンブラは次のようなエラーを出力して停止する．¶ ³
/tmp/opt35123.s(455) : error A2180: potential Write-after-Write
register dependency violation with /tmp/opt35123.s(454),r18
/tmp/opt35123.s(460) : error A2180: potential Write-after-Write
register dependency violation with /tmp/opt35123.s(456),r17
opt35123.o - 2 error(s), 0 warning(s)µ ´
エラーとなったアセンブリ命令列を図 4.6 に示す．
¶ ³
{ .mmi
(p3) add r18=1,r0
(p15) add r18=0,r0
(p7) add r17=1,r0
}
{ .mii
(p9) mov r91=r80
(p6) add r17=0,r0 ;;
add r11=r83,r18
}µ ´
図 4.6: エラーになるアセンブリ命令列
1 サイクル中に r18, r17 に対する代入命令が複数記述されている．これらは
プレディケート付き命令で，そのプレディケーションには相補関係が成り立ち，
同時に実行されないことがアセンブリプログラムの出力時点で保証されている4．
しかし，アセンブラはプレディケーションの相補関係をコンパイラから知らされ
ないため，同時に実行される可能性があるとしてエラーを出力し停止する．通常
のコンパイル | つまりコンパイラから直接バイナリプログラムを生成する場合，
コンパイラがプレディケーションの相補関係を通知するためこのような問題は発
生しない．
この問題の解決策として，二通りの方法がある．一つは代入命令が同時に発行
されないように明示的にストップを挿入する方法，もう一つはプレディケートレ
ジスタの相補性をアセンブラに通知する .pred.rel ディレクティブをアセンブ
4この類いのプレディケート付き命令で，本当に同時に実行されるようであればアセンブラの
バグである．
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リプログラムに挿入する方法 [25]である．それぞれをアセンブリプログラムに対
して適用したものを図 4.7 に示す．
ストップの挿入による解決¶ ³
{ .mmi
(p3) add r18=1,r0 ;;
(p15) add r18=0,r0
(p7) add r17=1,r0 ;;
}
{ .mii
(p9) mov r91=r80
(p6) add r17=0,r0 ;;
add r11=r83,r18
}
µ ´
.pred.rel の挿入による解決¶ ³
.pred.rel "mutex", p3, p15
.pred.rel "mutex", p7, p6
{ .mmi
(p3) add r18=1,r0 ;;
(p15) add r18=0,r0
(p7) add r17=1,r0 ;;
}
{ .mii
(p9) mov r91=r80
(p6) add r17=0,r0 ;;
add r11=r83,r18
}
.pred.rel "clear", p3, p15
.pred.rel "clear", p7, p6µ ´
図 4.7: エラーになるアセンブリ命令列に対する解決策
明示的にストップを挿入する方法では命令レベルの並列性は低下し，実行に必
要なサイクル数が増えるというデメリットが発生する．.pred.rel ディレクティ
ブの挿入については，アセンブラにプレディケーションレジスタの相補関係を通
知するだけなので，命令レベル並列性が保持される．そのため，本研究の実装で
は後者の方法を採用してエラーを回避する．
ディレクティブの挿入は，アセンブリプログラムの解析（4.6.1節）にあわせて
行う．ディレクティブを挿入するためには，プレディケーションの依存関係を知
る必要がある．そこで，同一グループ内のプレディケーションが使用されている
命令について，レジスタの依存関係からプレディケーションの依存関係を調べる．
依存関係の有効範囲は命令が並列発行されるグループ内だけで，2 バンドル (= 6
命令)またはストップのいずれかで区切られる範囲である．プレディケーション
の依存関係を調べるアルゴリズムを図 4.8に示す．
グループ内のプレディケーション付きの命令に対し，命令で使用されている各
レジスタをキーに，プレディケーションに関連づけて記憶する．すべての命令の
関連づけが終わったあとに，レジスタに関連するプレディケーションが複数個あ
れば，それらのプレディケーションはそのレジスタに作用していると判断できる．
図 4.6の命令グループをこのアルゴリズムを適用した場合に得られるレジスタ
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¶ ³
1: TABLE Ã Á
2: for all instructions in a execution group do
3: if has a predication then
4: for all registers do
5: TABLE Ã (register, predication) fadd a regiter dependancyg
6: end for
7: end if
8: end for
9: for all registers in TABLE do
10: PRED Ã get predications related register from TABLE
11: if number of PRED ¸ 2 then
12: PRED is a predication set for mutex relation
13: end if
14: end forµ ´
図 4.8: プレディケーションの依存関係を調べるアルゴリズム
とプレディケーションの関係を表 4.3に示す．
表 4.3: 図 4.6のプログラムから抽出されたプレディケーションの依存関係
Register Predication
r18 p3, p15
r17 p7, p6
r91 p9
この結果から p3と p15，p7と p6のプレディケーションの組み合わせに依存
関係があることがわかり，この結果は図 4.7 で挿入されているディレクティブと
一致している．これらのプレディケーションの組み合わせそれぞれに .pred.rel
ディレクティブを発行すればよい．
4.7 キャッシュヒントの付加方針
本節ではアセンブリプログラムにキャッシュヒントを付加する基準を検討する．
本研究で付加するキャッシュヒントは .nta ヒントのみである．しかし，すべて
のメモリアクセス命令に .nta ヒントを付加しると仮定すると，キャッシュに対
する振る舞いがすべてのメモリアクセス命令で同じになるため結果としてヒント
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をつける意味が無くなってしまう．通常のメモリアクセス命令を今よりも有効に
活かすためにも，適切なブロックを選択してキャッシュヒントを付加する必要が
ある．
おおよそ最適なキャッシュヒントを付加するには，命令レベルでメモリアクセ
ス間距離・アクセスされるアドレスについて知る必要がある [12]．これらの収集
には多くの時間を要し，データのアドレスなどコンパイル段階で把握するのは難
しい情報もある．本研究では，詳細なプロファイリングを行わなくても，キャッ
シュヒントの付加が有効であることを示したい．
本研究で使用しているキャッシュヒント付加方針は，プログラムの構造から抽
出された情報のみを使用している．特にアセンブリプログラムの局所性に注目し
ている．局所性の高い部分は実行回数も多くなるため，その部分のキャッシュヒ
ントがプログラム全体に与える影響も大きい．
以降，ストア命令とロード命令の性質をふまえて，CHSUで使用しているキャッ
シュヒント付加方針について説明する．
4.7.1 ストア命令に対するキャッシュヒント付加
プログラム中の代入操作に対してストア命令は生成される．しかし，Itanium
アーキテクチャにおいてはレジスタ数が多いため，一時的なローカル変数や処理
途中のデータなどをレジスタに保持することができ，ストア命令は処理が完了し
たデータのみに行われることが多い．
局所性の高い部分で行われるストア命令は基本的には計算が完了したデータに
ついてメモリに書き戻す時に発生すると考えられる．配列に対する連続的な値の
処理などである．コンパイラが最適なレジスタ割り付けを行うと仮定すると，計
算途中のデータはストアされずにレジスタに記録される．つまり，局所性の高い
部分で行われるストア命令はその値が決定し，しばらく使用されないとコンパイ
ラが判断してメモリに書き込むと考えられる．そこで，これらの部分で行われる
ストア命令に対し.ntaヒントを使用することで，他のキャッシュを汚染を防ぐこ
とが可能であると判断した．
自分に対するループを持つブロック
ブロックの一番最後で自分自身に対して分岐命令を持つブロックは，ブロッ
ク自身がループ構造であることを示している．ループ構造は一般的に時間
的局所性が高いと考えられるので，この構造中に含まれるストア命令に対
して.ntaヒントを付加する．
実行回数が最も多いブロック
実行回数が他のブロックに比べて多いブロックは相対的に局所性が高いと
考えられる．そのため，この構造中に含まれるストア命令に対しても.nta
ヒントを付加する．
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4.7.2 ロード命令に対するキャッシュヒント付加
プログラム中の値の参照操作に対してロード命令は生成される．キャッシュミ
スによるメモリアクセス遅延も主にロード命令が原因で引き起こされる．局所性
の高い部分で行われるロード命令は，配列に対する連続的なアクセスであるよう
な場合が多く，データがキャッシュに残っている場合に連続的にキャッシュにヒッ
トする．つまり，ロード命令に対しては，局所性の高い部分ではストア命令のよ
うに.ntaを付加するのは逆効果であると考えられる．
そのため，ロード命令に対して.ntaヒントを付加するのに適した部分はプロ
シージャ内で局所性の低い部分であると判断した．
プロシージャ・リターンを持つブロック
br.ret（プロシージャ・リターン）命令を持つブロックはそのプロシージャ
の中で最後に実行されるブロックである．そのため，このブロックで実行
されるロード命令でアクセスされるデータが，このプロシージャ内で再び
参照される可能性があるのは，このブロック内に存在する後方のロード命
令が参照する場合だけである．
その可能性は十分に低く，キャッシュに残しておく必要性は低いと考えられ
るので，.nta ヒントを使用してキャッシュには他の値を残した方がよいと
判断する．
実行回数が少ないブロック
実行回数が少ないブロックでロードされる値が，自分を含めたその他のブ
ロックでロードされる可能性を考えると，実行回数が多い他のブロックに
比べて相対的に少ないのではと考え，ロード命令に.ntaヒントを付加する．
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実装および評価に使用した実験環境について説明する．実験環境には SGI 社
の SGI Altix 350 を使用した．SGI Altix 350 の概要およびプログラミング環境
について紹介し，基本性能についてベンチマークを行った結果を報告する．
5.1 SGI Altix 350
SGI Altix 350 (図 5.1) は Itanium2 プロセッサを搭載した計算機システムで，
NUMA°ex と呼ばれる高性能共有メモリアーキテクチャを採用している点が特徴
である．
図 5.1: SGI Altix 350
図 5.2に Altix 350 のシステム構成を示す．各ノードは 2 個の Itanium2 プロ
セッサを搭載し，4 ノードが NUMAlink という高速なインターコネクトによっ
てリング状に接続されている．
36
5.1 SGI Altix 350 実験環境
Node0
Node1
Node2
Node3
CPU
CPU Memory
Memory Interconnect
(6.4GB/s)
SGI NUMAlink4
(6.4GB/s)
図 5.2: SGI Altix 350 の接続構成
物理的には SMP クラスタのような構成であるが，単一のアドレス空間を持つ
システムとして構築されている．つまり，運用上は Itanium2 プロセッサを 8 個
搭載している共有メモリ型計算機であるといえる．Altix 350 の基本的なスペッ
クを表 5.1に示す．
表 5.1: SGI Altix350 のハードウェア・スペック
CPU Itanium2 プロセッサ 1.4GHz
ノード数 4
プロセッサ数 (1ノード) 2
ノード間通信 SGI NUMALink4
ノード間通信帯域幅 6.4GB/s
メモリ 40GB DDR ECC
メモリ帯域幅 6.4GB/s
HDD 80GB SCSI
オペレーティング・システムには RedHat Advanced Linux 3.0 を拡張した SGI
Advanced Linux Environment with SGI ProPack が採用されいる．単一のアドレ
ス空間や NUMA°es, NUMAlink のサポート，プロセスのスケジューリング機能
などが拡張されている．
5.1.1 プログラミング環境
Altix 350 のプログラミング環境について説明する．
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プログラミング言語
Altix 350 で利用可能なプログラミング言語とコンパイラの組合わせを表 5.2
に示す．これらに加えて，統合開発環境として eclipse 3.0.1 も利用することがで
きる．
表 5.2: 利用可能なプログラミング言語・コンパイラ
C C++ Fortran Java
Intel Compiler 8.1 J2SE SDK 1.4.2 06
GCC 3.2.3/3.4.3
数値計算ライブラリ
数値計算ライブラリとして，SGI/Cray Scienti¯c Library (SCSL) およびAuto-
matically Tuned Linear Algebra Software (ATLAS) を利用した LAPACK ライ
ブラリがそれぞれ利用可能である．両ライブラリとも LAPACK に対応しており，
SCSL にはさらに FFT や乱数発生器などのルーチンが用意されている．
並列処理
並列プログラミング環境として，MPI および OpenMP を利用することができ
る．MPI ライブラリとして，ユーザ・レベルで NUMAlink を使用するように設
計された SGI Message Passing Toolkit(MPT) がインストールされている．
また，Intel Compiler の -openmp オプションを使用することで OpenMP によ
る並列化を行うことができる．
プロファイリング
プロファイラとして，GNU gprof および pfmon [3] を利用することができる．
gprofを利用することでコールグラフの解析および，プロシージャレベルでのホッ
トスポットの同定を行うことができる．
pfmon は Itanium アーキテクチャのパフォーマンカウンタにアクセスするた
めのインターフェイスを提供するためのソフトウェアである．pfmon を用いるこ
とで同時に 4 つのプロセッサ・イベントを計測することができる．しかし，これ
らのプロセッサ・イベントの多くは微細なイベントであるため，客観的な指標を
得るには複数のイベントから得られる値を組み合わせなければならない場合が多
く発生する．
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例えば，L2 キャッシュのヒット率を得るには，
² L2 MISSES (missl2)
L2 ミスの回数
² L2 REFERENCES (refl2)
L2 へのデータの読み出し，書き込みアクセスの回数
という 2 つのプロセッサ・イベントを取得し，次の計算を行う必要がある．
L2 hit rate = 1¡ missl2
refl2
また，1 サイクルあたりのメモリアクセスデータ量を得るには，
² BUS MEMORY EQ 128BYTE SELF (buseq)
ローカルプロセッサからのフルキャッシュライントランザクションの回数
² BUS MEMORY LT 128BYTE SELF (buslt) いっぱいになってないキャッ
シュライントランザクションの回数
² CPU CYCLES (cpu)
クロックサイクル数
という 3 つのプロセッサ・イベントを取得し，次の計算を行う必要がある．
Main memory bandwidth used =
128buseq + 64buslt
cpu
このような評価指標と関連するプロセッサ・イベントの組合せはプロセッサの
マニュアル [27]より入手できるが，多岐にわたり複雑である．そこで，これらの
作業を簡易化するための補助スクリプト i2prof.pl [14] を実験環境に導入して
いる．このスクリプトは pfmon のフロントエンドとして動作し，主要な指標に
ついて，計測するプロセッサ・イベントの選択から結果の計算まで自動的に行う
ことができる．
5.2 ベンチマーク
SGI Altix 350の基本的な性能を計測した．他のアーキテクチャとの比較も兼ね
て，AMD64 および IA-32 アーキテクチャの計算機も用意し，同様の計測を行っ
た．表 5.3にそれぞれの基本スペックを示す．
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表 5.3: 比較に使用した計算機
アーキテクチャ AMD64 IA-32
計算機 VT64 Opteron Workstation 4000 Dell Precison 450
プロセッサ Opteron 844 1.8GHz XEON 2.4GHz
キャッシュ L1 64KB / L2 1MB L1 8KB / L2 512KB
メモリ（帯域幅） 8GB (6.4GB/s) 1GB (4.3GB/s)
5.2.1 STREAM ベンチマーク
STREAM ベンチマーク [11]はメモリ性能の評価を目的としたマイクロベンチ
マークである．プロセッサのキャッシュが反映されない巨大な配列上で 4 種類の
単純な演算（コピー，積，和，積和）を行い，メモリのロード/ストア性能を測
定する．ベンチマークプログラムは OpenMP による並列実行にも対応しており，
これを使用することで共有メモリ型計算機のメモリ性能のスケーラビリティにつ
いて調べることができる．
また，実際のプロセッサのメモリ帯域幅を測定するという目的に加え，実行時
間の大半を支配する演算部分においてコンパイラが最適なコードを生成している
かを見るための指標としても利用することができる．
それぞれのアーキテクチャについて，表 5.4に示すオプションを使用し，Intel
Compiler 8.1 でコンパイルを行った1．表内の Itanium の項が Altix 350 に相当
する．
表 5.4: STREAM ベンチマークに使用したコンパイルオプション
Options
Itanium -O3 -fno-alias
AMD64 -O3 -axW -xW -fno-alias
IA-32 -O3 -axN -xN -fno-alias
4 種類の演算すべてについての測定結果を表 5.5および図 5.3に示す．表中の
Peak はそれぞれの実験環境における理論ピーク性能である．また，単位はすべ
て GB/s である．
最も単純な Copy テストの結果に注目すると，IA-32 がピーク性能の 67% 程
度のスループットを達成しており，性能が引き出されているかという観点では最
1AMD64アーキテクチャについては専用の Intel Compilerが存在しないものの，EM64Tアー
キテクチャ版を利用することができる．
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表 5.5: STREAM ベンチマーク結果
Peak Copy Scale Add Triad
Itanium 6.4 3.17 3.10 3.73 3.78
AMD64 6.4 3.29 3.22 3.06 3.08
IA-32 4.3 2.86 2.84 3.06 3.05
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図 5.3: STREAM ベンチマーク結果
も優れている．動作周波数が他の二つに比べ高いことに加え，IA-32 アーキテク
チャの Streaming SIMD 拡張命令により，キャッシュを介さないレジスタとメモ
リの直接データ転送が効果的に働いているものと考えられる．
計算処理が含まれるテストの結果に注目すると，Itanium の性能が他の二つを
引き離している．動作周波数が最も低いものの，高い命令レベル並列性を活かし，
演算命令とメモリアクセス命令が同時に複数発行されていると考えられる．
5.2.2 姫野ベンチマーク
姫野ベンチマーク [19]は姫野龍太郎氏が非圧縮流体解析プログラムの性能評価
のために考案したベンチマークである．ポアソン方程式をヤコビの反復法で解く
時の主要ループの処理速度を計測する．ベンチマークに用いる計算サイズは S,
M, L, XL の 4 通りで，詳細を表 5.6に示す．
プログラム内ではこの配列が 14 セット使用されているので，各計算サイズで
使用するメモリはそれぞれ 28MB, 224MB, 1792MB(1.75GB), 14336MB(14GB)
となる．データサイズが非常に大きくなるため，姫野ベンチマークはメモリアク
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表 5.6: 姫野ベンチマークの計算サイズ
Arraysize Datasize(MB)
S 128x64x64 2
M 256x128x128 16
L 512x256x256 256
XL 1024x512x512 1024
セス性能の影響が大きいベンチマークであるといえる．
各アーキテクチャにおいて，実行可能なすべてのサイズについて測定を行った．
コンパイラおよびコンパイルオプションは STREAM ベンチマークで使用したも
のと同じである（表 5.4参照）．ベンチマークの結果を表 5.7および図 5.4に示す．
単位は MFLOPS であり，N/A はメモリ不足またはコンパイルエラーで実行でき
なかったことを意味する．
表 5.7: 姫野ベンチマーク結果
S M L XL
Itanium 889.42 1527.18 1868.47 1405.39
AMD64 900.58 894.33 857.81 N/A
IA-32 578.00 579.50 N/A N/A
AMD64, IA-32 アーキテクチャについてはほぼ一定の MFLOPS 値となったが，
Itanium アーキテクチャについては問題サイズが大きくなるにつれて MFLOPS
値も向上した．Itanium アーキテクチャがデータサイズに対して高いスケーラビ
リティを持っていることが示されている．
問題サイズ XL では M, L よりも MFLOPS 値は小さくなってしまった．こ
れはデータに必要なメモリが，Altix 350 の 1 ノード内にあるメモリでは足りず
に，他のノードのメモリをインターコネクトを通じて参照しにいくため，その分
のオーバーヘッドが性能に影響を与えていると考えられる．
5.2.3 FFTE
FFTE [7, 22, 23] は高橋大介氏が開発している FFT ライブラリである．一次
元から三次元までの FFT が可能で並列化にも対応している．FFTE ではブロッ
ク nine-step アルゴリズム [22]に基づいた並列 FFT アルゴリズムを用いており，
並列処理時の全対全通信が 1 回で済むように設計されている．また，データのブ
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図 5.4: 姫野ベンチマーク結果
ロック化や行列の転置処理と多次元 FFT 処理の統合など，プロセッサ上のキャッ
シュを有効に活用するための工夫が積極的に行われているのも特徴である．
実用的なアプリケーションの例として，各アーキテクチャでの FFTE の計算
性能を測定した．測定には FFTE 4.0 を使用した．表 5.8に示すオプションを使
用し，Intel Compiler 8.1 でコンパイルを行った．
表 5.8: FFTE に使用したコンパイルオプション
Options
Itanium -O3 -fno-alias
AMD64 -O3 -xW -fno-alias
IA-32 -O3 -xN -fno-alias
測定には FFTE に付属している計測プログラムを使用し，10 回測定した中
の最も良い 3 回の平均を結果とした．データ点数 N に対する MFLOPS 値は
5N log2N という計算で算出できる．データ点数 N = 2m の m を変化させて順
方向 FFT を実行した結果を表 5.9および図 5.5に示す．Size はプログラム中で使
用されるデータサイズであり，(16£ 3£N)=1024 で算出している．
各アーキテクチャのキャッシュサイズに注目すると，データがすべてキャッシュ
に収まるのは Itanium の場合 N · 216，AMD64 の場合 N · 214, IA-32 の場合
N · 213 である．データがキャッシュに収まる範囲では，どのアーキテクチャにつ
いても高いMFLOPS値を記録した．特に Itaniumの高い結果が目立つ．Itanium2
プロセッサ 1.4GHz の理論 MFLOPS 値は 5.6 GFLOPS で，ピーク性能の 58%
を達成している．
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表 5.9: FFTE による 1 次元 FFT の性能
Data
N Size(KB) Itanium AMD64 IA-32
29 24 3078.52 1199.51 1509.95
210 48 3059.64 1096.48 1470.26
211 96 3184.14 1128.91 1549.40
212 192 3260.28 842.74 1527.81
213 384 3130.91 548.01 1257.50
214 768 2739.41 719.13 864.31
215 1536 2762.62 656.03 640.57
216 3072 2463.82 565.77 641.51
217 6144 781.20 540.80 666.38
218 12288 641.39 554.94 677.46
219 24576 617.44 522.99 699.10
220 49152 638.18 523.28 697.78
221 98304 647.80 486.53 708.44
222 196608 659.69 494.40 674.09
223 393216 615.48 443.20 557.69
224 786432 627.58 415.48 536.82
しかし，キャッシュよりも大きい計算サイズになると性能が大幅に低下し，ど
のアーキテクチャにおいても大差のない結果となっている．キャッシュより大き
いサイズの FFT では，キャッシュミスによるメモリアクセス遅延が性能を支配
していると考えられる．
AMD64 の測定結果については，参考文献 [23] において同じモデルの Opteron
プロセッサによる評価が行われているが，今回測定された結果はその約 60{70 %
ほどの性能にとどまっている．使用しているコンパイラが異なるためか，その他の
ボトルネック要因があるかについては今後調査する必要があるが，今回は Itanium
アーキテクチャとの比較対象としての測定なので割愛する．
5.2.4 ベンチマークのまとめ
3 種類のプログラムを実行したが，Itanium アーキテクチャの命令レベル並列
性を活かした演算性能の高さ，巨大なデータに対するスケーラビリティの高さが
確認できる結果となった．しかし，メモリ帯域幅は他のアーキテクチャとほぼ同
じ性能であるため，メモリアクセス遅延が性能を支配するような場合にプロセッ
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図 5.5: FFTE による 1 次元 FFT の性能
サの性能が活かしきれなくなる．従来のアーキテクチャについても同様の問題が
抱えられているが，Itaniumアーキテクチャにおいては本研究で提案する CHSU
を用いてキャッシュミスを減らし，性能を改善させられる可能性があると考えら
れる．次章では実際に CHSUを FFTE に適用し，性能の変化を調べる．
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本章では，実装した CHSUを実際に FFTE, ATLAS に対して使用し，キャッ
シュヒントが付加されたプログラムの性能を測定した．測定結果の紹介に加え，
キャッシュヒントの付加がメモリアクセス性能に与える影響について考察する．
6.1 FFTE
5.2.3節でもベンチマークに使用した FFTE のコンパイルに，CHSUを使用し
た．FFTE の 1 次元 FFT ルーチンでは，データサイズがキャッシュに収まらな
い範囲では zfft1d.f 内のルーチンが実行時間の大半を占める．そのため，この
プログラムのコンパイルに CHSUを使用する．
コンパイルは Intel Compiler と GCC でそれぞれ行い，キャッシュヒントの付
加が性能に与える影響を調べる．
6.1.1 Intel Compiler の場合
次のコマンドラインにより，CHSUを使用して zfft1d.fのコンパイルを行う．¶ ³
$ chsu -O3 -fno-alias -I.. ../zfft1d.f -cµ ´
コンパイルによりメモリアクセス命令にキャッシュヒントが付加された zfft1d.o
が生成される．このファイルを性能測定プログラムなどにリンクして使用する．
今回の評価では，キャッシュヒントの有無によって次の四種類のプログラムを作
成し，測定を行う．
² キャッシュヒントなし (Original)
² ストア命令に対するキャッシュヒントのみ (Store Hint)
² ロード命令に対するキャッシュヒントのみ (Load Hint)
² ストア命令，ロード命令に対するキャッシュヒント (Store&Load)
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ストア命令にのみキャッシュヒントを付加するには -nlh，ロード命令にのみキャッ
シュヒントを付加するには -nsh をそれぞれ CHSU実行時にオプションで指定
する．なお，コンパイラの最適化オプションは -O3 -fno-aliasを使用している．
5.2.3 節の計測と同様に，データ点数を変化させて測定を行う．測定は 10 回行
い，最も良い 3回の平均を測定結果とした．結果を表 6.1に示す．表中のRatioは
キャッシュヒントが付加されていないプログラムに対する性能向上率を意味する．
また，データ点の数と性能向上率の関係を図 6.1に示す．
表 6.1: CHSUを使用した時の FFTE の性能 (ifort 8.1)
Original Store Hint Load Hint Store&Load
N MFLOPS MFLOPS Ratio MFLOPS Ratio MFLOPS Ratio
212 3260.28 3262.86 1.00 3262.86 1.00 3259.42 1.00
213 3130.91 3135.31 1.00 3130.91 1.00 3137.51 1.00
214 2739.41 2737.61 1.00 2756.70 1.01 2745.00 1.00
215 2762.62 2737.44 0.99 2761.05 1.00 2763.55 1.00
216 2463.82 2479.44 1.01 2492.12 1.01 2499.77 1.01
217 781.20 892.98 1.14 779.51 1.00 898.09 1.15
218 614.39 673.23 1.05 645.14 1.01 668.38 1.04
219 617.44 636.38 1.03 618.22 1.00 635.22 1.04
220 638.18 651.91 1.02 638.18 1.00 650.75 1.02
221 647.80 662.38 1.02 647.04 1.00 663.52 1.02
222 659.69 672.52 1.02 660.46 1.00 674.44 1.02
223 615.48 626.01 1.02 613.44 1.00 626.80 1.02
224 627.58 635.64 1.01 627.89 1.00 634.40 1.01
N = 217 において，ストア命令にキャッシュヒントを付加した場合に約 15% 性
能が向上した．N = 217 以降のデータにおいても，性能向上率は徐々に低下して
いくものの，性能が向上していることが確認できる．しかし，ロード命令にキャッ
シュヒントを付加したときの FFTE の性能は，何も付加しないプログラムとほ
とんど同じであった．
Itanium2 プロセッサの場合，FFTE 内のデータがすべてキャッシュに収まるの
はN · 216 の時で，それより大きくなる場合はキャッシュミスによるアクセス遅
延の影響を受ける．この結果から，ストア命令に付加されている .nta ヒントが，
キャッシュサイズより大きなデータサイズにおけるキャッシュの有効利用に作用
していると考えることができる．
実際にキャッシュが有効に使用されているかどうかを確認するために，データ
数N = 217, N = 220 において i2prof.pl を使用して，プロセッサイベントを計
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図 6.1: CHSUを使用した時の FFTE の性能 (ifort 8.1)
測した．計測された結果から得られた指標を表 6.2に示す．
それぞれの指標の意味を以下に示す．
L2D hit rate
L2 キャッシュに対するデータアクセスのヒット率 ( ～ 1.0)
L3D hit rate
L3 キャッシュに対するデータアクセスのヒット率 ( ～ 1.0)
Instruction/cycle
1 サイクルあたりの実行命令数 (IPC)
Useful instruction/cycle
1 サイクルあたりの有効な実行命令数．IPC から nop 命令の割合を差し引
いたもの
Main Memory bandwidth
1 サイクルあたりにメモリアクセス (bytes/cycle)
Total stalls
全実行時間にストールが占める割合 ( ～ 1.0)
N = 217 の場合，ストア命令にキャッシュヒントを付加したときに L3D hit rate
が約 10{15 % 向上している．また，このとき IPC は約 3 % 向上し，Total stalls
についても 2{3 % 減少している．キャッシュヒット率が上がることでメモリアク
セス遅延によるプロセッサストールが減少し，結果として IPC が向上している
と考えられる．
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表 6.2: CHSUを使用した時の FFTE のプロセッサイベント (ifort 8.1)
N = 217 Original Store Hint Load Hint Store & Load
L2D hit rate 0.982 0.982 0.981 0.982
L3D hit rate 0.401 0.501 0.407 0.551
Instructions/cycle 1.703 1.762 1.671 1.754
Useful instructions/cycle 1.170 1.361 1.067 1.363
Main Memory bandwidth 0.790 0.789 0.775 0.770
Total stalls 0.625 0.615 0.627 0.605
N = 220 Original Store Hint Load Hint Store & Load
L2D hit rate 0.926 0.926 0.926 0.926
L3D hit rate 0.764 0.771 0.765 0.769
Instructions/cycle 1.333 1.366 1.333 1.371
Useful instructions/cycle 0.903 0.924 0.902 0.928
Main Memory bandwidth 0.966 0.983 0.963 0.987
Total stalls 0.756 0.755 0.755 0.754
N = 220 の場合も L3D hit rateは約 5{7%向上しているが，IPCや Total stalls
の変化は N = 217 に比べ微々である．N = 220で扱うデータサイズは N = 217
の 8 倍あり，キャッシュが影響を与える範囲が相対的に小さくなってしまうため
だと考えられる．これはデータが大きくなるにつれて性能向上率が低下してしま
う原因とも考えることができる．
6.1.2 GCC の場合
GCC 3.4.3 (g77) を CHSUから使用する場合，-fc オプションで g77 を指定
する．次のコマンドラインにより zfft1d.f のコンパイルを行う．¶ ³
$ chsu -O3 -fomit-frame-pointer -I.. ../zfft1d.f -c
-fc g77-3.4.3µ ´
Intel Compilerの場合と同様に，キャッシュヒントの有無によって四種類のプログラ
ムを作成し評価を行う．コンパイラの最適化オプションは -O3 -fomit-frame-pointer
を使用している．
Intel Compiler の場合と同じ測定条件で測定した結果を表 6.3 に示す．また，
データ点の数と性能向上率の関係を図 6.2に示す．
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表 6.3: CHSUを使用した時の FFTE の性能 (g77 3.4.3)
Original Store Hint Load Hint Store&Load
N MFLOPS MFLOPS Ratio MFLOPS Ratio MFLOPS Ratio
212 2184.37 2185.14 1.00 2185.14 1.00 2185.53 1.00
213 1673.49 1676.84 1.00 1676.42 1.00 1677.68 1.00
214 1621.33 1622.41 1.00 1612.68 0.99 1620.96 1.00
215 1720.57 1720.51 1.00 1713.27 1.00 1723.19 1.00
216 1378.17 1384.90 1.00 1381.66 1.00 1386.32 1.01
217 498.57 534.69 1.07 506.05 1.02 533.01 1.07
218 458.53 478.48 1.04 458.26 1.00 477.00 1.04
219 448.96 460.87 1.03 450.12 1.00 460.18 1.02
220 456.04 463.50 1.02 454.19 1.00 462.84 1.01
221 461.15 469.95 1.02 460.75 1.00 469.71 1.02
222 488.26 495.25 1.01 486.50 1.00 494.73 1.01
223 506.27 515.24 1.02 505.93 1.00 514.80 1.02
224 517.76 523.94 1.01 517.20 1.00 523.41 1.01
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図 6.2: CHSUを使用した時の FFTE の性能 (g77 3.4.3)
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得られた測定結果は，Intel Compiler の場合と同様の傾向を示しており，デー
タ数 N = 217 の時の性能向上が顕著である．しかし，その性能向上率は Intel
Compiler の場合と比べると低く，ピーク時で最高 7 % の性能向上にとどまって
いる．また GCC においても，ロード命令にキャッシュヒントを付加したときの
FFTE の性能は，何も付加しないプログラムとほとんど同じであった．
Intel Compilerの場合と同様に，データ数N = 217, N = 220においてi2prof.pl
を使用して，プロセッサイベントを計測した．計測された結果から得られた指標
を表 6.4に示す．
表 6.4: CHSUを使用したときの FFTE のプロセッサイベント (g77 3.4.3)
N = 217 Original Store Hint Load Hint Store & Load
L2D hit rate 0.982 0.982 0.981 0.982
L3D hit rate 0.401 0.523 0.407 0.551
Instructions/cycle 1.703 1.762 1.671 1.754
Useful instructions/cycle 0.951 0.983 0.932 0.979
Main Memory bandwidth 0.415 0.400 0.395 0.375
Total stalls 0.625 0.615 0.627 0.605
N = 220 Original Store Hint Load Hint Store & Load
L2D hit rate 0.979 0.979 0.978 0.979
L3D hit rate 0.331 0.337 0.334 0.334
Instructions/cycle 1.541 1.570 1.538 1.567
Useful instructions/cycle 0.863 0.879 0.862 0.878
Main Memory bandwidth 0.505 0.512 0.505 0.512
Total stalls 0.668 0.662 0.668 0.662
この結果についても Intel Compiler と同じ傾向となった．N = 217 の場合，ス
トア命令にキャッシュヒントを付加したときに L3D hit rate が約 12{15 % 向上
している．IPC も約 3 % 向上し，Total stalls についても 2{3 % 減少している．
また，N = 220 の場合も微々たる変化であるが L3D hit rate, IPC, Total stalls の
値が改善傾向を示している．
本節の測定結果より，CHSUによるキャッシュヒントの付加がメモリアクセ
ス性能の向上に影響を与えていることを確認することができた．Intel Compiler,
GCC のどちらのコンパイラにおいても性能は同じような傾向で向上し，コンパ
イラに依らない性能向上が実現されたといえる．
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6.2 ATLAS
数値計算ライブラリ ATLAS [16,17]の構築に，CHSUを使用した．ATLASは
最適とされるパラメータ探索を構築時に自動的に行い，計算機のキャッシュ構造
などに適した BLAS ライブラリを生成する点が特徴である．
ATLAS が生成する BLAS ライブラリの質は，以下の要素に依存すると考えら
れる．
1. パラメータに依存しないカーネルルーチンの質
2. コンパイラが生成するオブジェクトコードの質
3. 最適なパラメータの選択
カーネルルーチンの質については，カーネルルーチン自体の最適化を行うことで
ATLAS が生成するライブラリの性能が向上したことが報告されている [13]．
本研究ではコンパイラが生成するオブジェクトコードの質に注目する．既存の
コンパイラではキャッシュヒント付きのメモリアクセス命令が生成されなかった
が，CHSUを使用することでキャッシュヒント付きのメモリアクセス命令を生成
することが可能になった．そこで，カーネルルーチンを CHSUでコンパイルす
ることで，キャッシュヒントを利用した ATLAS ライブラリを生成することがで
き，カーネルルーチンに手を加えずにライブラリのメモリアクセス性能を向上で
きる可能性があると考えた．
6.2.1 CHSUを使用した ATLAS 構築
今回の評価では ATLAS 3.6.0 を使用して構築を行う．CHSUを使用して AT-
LAS を構築するには，make config の実行時に \use express setup?" の質問
に対し \n" と回答する．その後，使用する C コンパイラについて質問されるの
で，通常使用するコンパイラに替えて CHSUを指定する 1．ストア命令，ロー
ド命令ともにキャッシュヒントを付加する．
1ATLAS の構築時に使用する C コンパイラとして，CCと MCC という二種類のパラメータが
ある．当初は両パラメータに CHSUを指定していたが構築に失敗するため， MCC のみにしたと
ころ構築に成功した．
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¶ ³
$ make config
...
...
If you want to just trust these default values, you can use
express setup, drastically reducing the amount of questions
you are required to answer
use express setup? [y]: n
...
...
Enter ANSI C compiler(CC) [/opt/intel/cc81/bin/icc]:
Enter C Flags (CCFLAGS) [-tpp2 -O3 -mp1 -static]:
CC & FLAGS: /opt/intel/cc81/bin/icc -tpp2 -O3 -mp1 -static
Enter C compiler for generated code (MCC)
[/opt/intel/cc81/bin/icc]: chsu
Enter C FLAGS (MMFLAGS) [-tpp2 -O3 -mp1 -static -fno-alias]:
...
...
Configuration completed successfully. You may want to examine
the make include file (Make.Linux_CHSU) for accuracy before
starting the install with the command:
make install arch=Linux_CHSU
rm -f ./xconfig
$µ ´
ATLAS の構築に Intel Compiler のみを使用した場合と，さらに CHSUを使
用した場合の二種類の ATLAS ライブラリを作成し性能の評価を行う．ライブラ
リの構築にかかった時間および，生成されたライブラリ libatlas.a のサイズに
ついて表 6.5に示す．
表 6.5: ATLAS の構築時間および生成されたライブラリのサイズ
Construction Time Library Size
Intel Compiler 17 mins 14068810 bytes
CHSU 307 mins 15854020 bytes
構築に要した時間の違いが大きく目立つ結果となった．Intel Compiler のみを
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使用した場合の構築時間は 17 分だったが，CHSUを使用した場合 5 時間を構
築に要した．ATLAS は適切なパラメータが定まらない場合にテストを繰り返す
ことがあり，この差の原因の一つとして考えられる．
6.2.2 キャッシュヒントの付加状況
生成されたライブラリ libatlas.a にキャッシュヒントが付加された命令がど
れぐらい含まれているかを objdumpコマンドで逆アセンブルを行い調べた．Intel
Compiler を使用して生成したライブラリについて表 6.6，CHSUを使用して生
成したライブラリについて表 6.7にそれぞれ示す．表中の空欄は組み合わせるこ
とができない命令とコンプリケータの組合わせを意味しており，0 の値は命令と
コンプリケータの組合わせが可能であるものの libatlas.a 内には存在していな
いことを意味している．
表 6.6: libatlas.a で使用されているメモリアクセス命令 (icc 8.1)
Instruction Complicator
Type inst none .a .s .sa .c .fill .nta TOTAL
ld4 3577 13 15 12 19 0 3636
Int Load ld8 29496 13 19 12 19 474 0 30033
ldf 10694 0 10694
ldfs 21577 2564 694 24 745 0 25604
FP Load ldfd 21170 2436 696 24 781 0 25107
ldfps 2283 0 0 0 0 0 2233
ldfpd 2280 0 0 0 0 0 2280
Total 80333 5026 1424 72 1564 11168 0 99587
Type inst none .spill .nta TOTAL
st1 670 0 670
Int Store st4 754 0 754
st8 25429 474 0 25903
stf 7557 0 7557
FP Store stfs 13809 0 13809
stfd 13894 0 13894
TOTAL 54556 8031 0 62587
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表 6.7: libatlas.a で使用されているメモリアクセス命令 (CHSU)
Instruction Complicator
Type inst none .a .s .sa .c .fill .nta TOTAL
ld4 3875 13 15 12 19 642 3934
Int Load ld8 30086 13 19 12 19 474 659 30623
ldf 6114 2668 6114
ldfs 34382 2564 693 24 745 2430 38408
FP Load ldfd 34184 2436 719 24 781 2713 38144
ldfps 2279 0 0 0 0 0 2279
ldfpd 2370 0 0 0 0 0 2370
Total 107176 5026 1446 72 1564 6588 9112 121872
Type inst none .spill .nta TOTAL
st1 670 0 670
Int Store st4 778 0 778
st8 26290 474 556 26764
stf 4866 0 4866
FP Store stfd 16903 3754 16903
stfs 13961 1395 13961
TOTAL 58602 5340 5705 63942
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まず，Intel Compilerを使用して構築した ATLASライブラリについては，.nta
コンプリケータはまったく付加されていなかった．その他のキャッシュヒントにつ
いても lfetch 命令に存在するのみで，3.3.2 節で触れたとおり，Intel Compiler
がメモリアクセス命令に対してキャッシュヒントを生成していないことが確認で
きた．
CHSUを使用して構築した ATLASライブラリについては .ntaコンプリケー
タが付加されていることが確認できた．その割合は全ロード命令の 7%，全スト
ア命令の 9% にのぼる．しかし，Intel Compiler で構築した場合に比べて，ロー
ド命令の総数自体が 20% 以上増加していることが気になる点である．
6.2.3 性能
構築された ATLASライブラリについて，行列積関数 dgemmを使用し，データ
サイズを変化させながら性能の比較を行う．dgemmは倍精度浮動少数行列 A;B;C
と係数 ®; ¯ に対して，C = ®AB + ¯C という計算を行う．
® = 1; ¯ = 0 とし，正方行列 A;B のサイズを 64 から 2048 まで変化させ
ながら計算時間を測定する．行列サイズ N , 計算時間 t のとき，MFLOPS 値は
2N3=t で算出される．結果を図 6.3および図 6.4にそれぞれ示す．
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図 6.3: dgemm の性能 (64{2048)
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行列サイズが小さい範囲では，キャッシュヒントを付加した ATLAS ライブラ
リの性能が大きく低下している．しかし，行列サイズが大きくなるにつれその差
は縮まり，行列サイズが 700 を越えるあたりからはキャッシュヒントを付加した
方が約 1{2% ほど高い性能を示した．
また，図 6.4 に示すように，ATLAS が生成する dgemm は計算する行列サイズ
により性能にゆらぎがある．キャッシュヒントを付加した場合でも同じような性
能のゆらぎが確認できる．今回の付加したキャッシュヒントでは，このようなア
クセスに対して，メモリアクセス性能を改善できなかったといえる．
6.3 考察
FFTEと ATLASを使用して CHSUの性能評価を行った．これらより CHSU
が付加するキャッシュヒントがプログラムに与える影響について考える．ストア
命令に対するキャッシュヒントの付加，ロード命令に対するキャッシュヒントの
付加のそれぞれの場合について考える．
また，既存のコンパイラに対する CHSUの実行時間のオーバーヘッドについ
ても考える．
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6.3.1 ストア命令に対するキャッシュヒント付加
FFTE, ATLAS のどちらの場合においてもキャッシュヒントの付加により性能
が向上することが確認できた．性能向上率が大きかった FFTE の結果から考え
ると，ストア命令に対するキャッシュヒント付加の影響が大きいと考えられる．
L3 キャッシュより大きいデータを扱う場合に，キャッシュヒントを付加するこ
とで L3 キャッシュのヒット率が向上した．その結果がプロセッサストールの減
少，IPC の向上につながり，性能の向上に貢献したと考えることができる．デー
タサイズが大きくなるにつれ性能向上率は低下したが，それはデータサイズに占
めるキャッシュサイズの割合が小さくなっているためで，キャッシュヒントはヒッ
ト率の向上にのみ影響を与えることができると考えられる．
キャッシュヒントの付加方針を含めてまとめると，次の知見が得られたといえる．
¶ ³
キャッシュヒント.nta はプログラム中で局所性の高い部分のストア命令に
付加することで，L3 キャッシュのヒット率を向上させることができる．µ ´
既存のコンパイラと比較すると L3 キャッシュをより有効に活用することがで
きる点で有利である．また，Itanium2 プロセッサは製品の改訂ごとに L2 キャッ
シュよりも L3 キャッシュサイズが増量される傾向にあるため，今後 CHSUに
より L3 キャッシュをより有効に活用できる機会が増えることが期待される．
6.3.2 ロード命令に対するキャッシュヒント付加
ストア命令に対してはキャッシュヒントの付加により性能の向上が確認できた
が，ロード命令に対するキャッシュヒントのみでは，本節における評価では有効
な性能向上が確認できなかった．
原因としては，ロード命令にキャッシュヒントを付加する方針が，プログラム
でも局所性の低い部分に注目して行うものであったため，キャッシュヒント付き
のロード命令がプログラム全体のメモリアクセス性能に影響を与えるほど多く実
行されなかったのではないかと考えられる．
良かれ悪かれ性能に影響を与えるには，局所性の高い部分のメモリアクセス命
令に対してキャッシュヒントを付加する必要がある．
6.3.3 変換に要する時間
CHSUの実行時間についても考える．6.2 節では CHSUを使用した場合の
ATLAS の構築時間が非常に長かったが，6.1節の FFTE について，
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1. 上級言語のコンパイルに要する時間
2. CHSU-core によるキャッシュヒント付加に要する時間
3. キャッシュヒントが付加されたプログラムのアセンブリに要する時間
をそれぞれ計測し，どの処理に最も時間を費やしているかを調べた．処理別の実
行時間について結果を表 6.8に示す．
表 6.8: CHSUの処理別実行時間 - z®t1d.f
Intel Compiler GCC
コンパイル 1.284 0.445
CHSU-core 1.683 1.022
（プログラム行数） (9492) (3591)
アセンブリ 0.203 0.118
計 3.160 1.585
これは一つのプログラムファイルについての結果であり，この結果だけから実
行時間の傾向について結論づけるのは早計であるが，CHSU-coreのオーバーヘッ
ドが非常に大きいことが判明した．CHSU-core の大部分はアセンブリプログラ
ムを解析してデータ構造を構築するプロセスである．実装言語に Java を選択し
ているが，実装上の工夫で改善が可能かどうかは今後検討する必要がある．
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本章では，本研究と関連する分野の研究についていくつか紹介し，それらに対
比した時の本研究の観点を説明する．メモリアクセス遅延を隠蔽するための手法，
高級言語およびコンパイラ以外での最適化手法について紹介する．
7.1 キャッシュヒット率の向上
メモリアクセス遅延を隠蔽するためにキャッシュを有効に使用するための研究
はこれまで数多く行われている．コンパイラによるプリフェッチの自動挿入や，
キャッシュに最適に収まるようにデータ構造を配置し直す [20]ことで，キャッシュ
ヒット率の向上を実現している．
コンパイラによるプリフェッチの自動挿入に関しては，アクセスパターンが決
まっているプログラムに対して，コンパイル時の静的な解析でプリフェッチのタイ
ミングを見積もることが可能である．数値計算プログラムにおける配列へのシー
ケンシャルアクセスなどは正確なプリフェッチが可能で，実際に既存のコンパイ
ラで使用されている．
7.2 キャッシュヒントの適切な付加
キャッシュヒントをオブジェクトコードに適切に付加する研究としては，Beyls
らが Itanium などの EPIC 型計算機において，キャッシュヒントを適切に付加す
る方法 [12]を提案している．
ロード命令で使用されるメモリアドレスが，以降のロード命令で再び利用され
るまでのサイクル間隔を reuse distance という尺度で定義し，reuse distance の
値から命令の局所性を見積もり，値に応じたキャッシュヒントの付加を行ってい
る．また，実行時にキャッシュヒントを選択できるようにするために，プレディ
ケーションを使用したロード命令群を生成させることも可能である．
7.3 post-link optimization
本研究ではアセンブリプログラムを対象とすることで，プログラミング言語に
依存しないシステムとなった．プログラミング言語に依存しない最適化システム
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として Ispike [1] がある．Ispike は post-link optimization { つまりリンクまで完
了した実行可能プログラムに対しての最適化を提案している．
Ispike は Itanium のパフォーマンスカウンタを使用したプロファイリングを行
い，プログラムの局所性が高くなるようなコード配置・データ配置になるように
プログラムのレイアウトを変更する．局所性が高くなることで命令キャッシュお
よびデータキャッシュに対するヒット率を向上させることができる．
7.4 本研究の新規性
他の先行研究と比べて本研究は，
1. 既存のコンパイラを使用したキャッシュヒント付加
2. アセンブリプログラムのレベルでの最適化手法の適用
の 2 点が特徴であると考えている．
Beyls らのキャッシュヒント付加における研究では Open Research Compiler を
ベースにキャッシュヒント付加機構を実装しているが，本研究では既存のコンパ
イラを使用する．現在 Itanium アーキテクチャで利用できるコンパイラは GCC
と Intel Compiler ぐらいで，共にキャッシュヒントの付加に対応していない．今
後，キャッシュヒントに対応していないが高性能なコンパライが登場したとして
も，この方式であればすべてのコンパイラに対してキャッシュヒント付加機能を
提供することができる．
また，この方式ではコンパイラによるコード生成部分とキャッシュヒントの付
加部分が完全に分離されるため，キャッシュヒントの付加についてのみ注目した
実験が比較的容易に可能になる．コンパイラが内部で解析した情報を CHSUに
フィードすることは困難であるが，設計としては柔軟なものになっている．
アセンブリレベルでキャッシュヒントの最適化を行っている点も他の先行研究
と異なる点である．コンパイラ内での最適化は中間表現のレベルで行われ，中間
表現からオブジェクトコードを生成する．アセンブリプログラムをオブジェクト
コードの可読表現であると考えると，アセンブリプログラムの方が中間表現より
もオブジェクトコードに近い存在であり，中間表現ではできない最適化が適用で
きる可能性も考えられる．
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本章では，本研究の成果についてまとめ，今後の課題について述べる．
8.1 まとめ
本研究ではプログラムのメモリアクセス性能を向上するための手法としてキャッ
シュヒントに注目した．キャッシュヒントはメモリアクセス命令単位でのキャッ
シュ階層制御を可能にする機能で，適切に使用することでキャッシュの利用効率
の向上が期待できる．しかし，Itanium アーキテクチャで利用可能な既存のコン
パイラではキャッシュヒントを含むメモリアクセス命令を生成することができず，
現状では有効に利用することができなかった．
本研究で設計・実装した CHSUにより，既存のコンパイラの最適化機能を活
かしたうえで，既存のコンパイラが生成しなかったキャッシュヒント付きのメモ
リアクセス命令を自動的に生成することが可能になった．プログラム内の局所性
が高い部分のストア命令にキャッシュヒント.ntaを付加することで，L3 キャッ
シュのヒット率が向上し，その結果としてプログラムの性能が向上することを示
した．
Itanium アーキテクチャに基づくプロセッサは低消費電力化，将来的にはマル
チコア化も計画されている．しかし，L3 キャッシュの容量はプロセッサの改訂ご
とに増量され続けているので，今後もこの傾向はしばらく続くと考えられる．L3
キャッシュのヒット率向上を実現した本手法の有用性は高いと言えるだろう．
8.2 今後の課題
今後の課題について述べる．
1. 評価の充実
本研究では FFTE および ATLAS の行列積に対する評価を行った．結果と
して数値計算プログラムに偏ってしまったが，数値計算以外のプログラム
に対しても CHSUを使用し，キャッシュヒント付加の有用性を検証してい
く必要がある．
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2. キャッシュ付加方針の検討
使用したキャッシュ付加方針はストア命令に対しては有効に働いたが，ロー
ド命令については性能向上に結び付かなかった．また，ストア命令に対す
るキャッシュヒント付加についてもまだまだ性能が向上する余地があるかも
しれない．これらの付加方針についてさらなる検討を進めていく．
3. GCC への応用
3章で評価したとおり，Itanium アーキテクチャ上で動作する GCC の性能
は，IA-32 アーキテクチャで動作する GCC に比べ相対的に低い．FFTE に
よる評価では GCC においても性能向上が確認できたので，GCC 内での
コード生成にキャッシュヒント付加が組み込めるかどうか検討してみる価値
はある．
4. CHSUの整備・公開
Itanium アーキテクチャにキャッシュヒントを人為的に付加することができ
る唯一のソフトウェアであると考えている．実行時間については改善の余
地があるが，機能の充実を進めて，近いうちに公開したいと考えている．
また，CHSUで用いているアセンブリプログラムレベルでの解析機構は，
アセンブリレベルでのプログラム最適化に利用できる可能性もある．キャッ
シュヒントの付加のみにとらわれず，様々な最適化手法への技術転用も含
めて検討を進めていく．
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付 録A CHSUのソースコード
本研究で実装した CHSUのソースコードを示す．
Frontend.java
CHSUのフロントエンドに相当する．
ItaniumCore.java
CHSU-core に相当する．アセンブリプログラムの解析，キャッシュヒント
の付加を行う．
Program.java
CHSU-core 内でプログラムを保持するクラスである．4.6.1 節参照．
Procedure.java
CHSU-core 内でプロシージャを保持するクラスである．4.6.1 節参照．
Block.java
CHSU-core 内でブロックを保持するクラスである．4.6.1 節参照．
Branch.java
分岐命令について分岐先などを保持するクラスである．主に Block 内で使
用される．
Predicate.java
レジスタとプレディケーションの依存関係，プレディケーション間の依存
関係を保持するクラスである．主に.pred.rel ディレクティブの生成に使
用する．
Toolkit.java
上述のクラスに含まれない，雑多なスタティックフィールドやメソッドを集
めたものである．
A.1 Frontend.java
package jp.ac.waseda.cs.ueda.asm;
69
A.1 Frontend.java CHSUのソースコード
import java.io.*;
import java.util.*;
/** CHSU … フロントエンド
* @author inagaki
*/
public class Frontend {
public static void main(String[] args) {
Runtime rt = Runtime.getRuntime();
LinkedList commandLine;
ArrayList optionArray, inputFileArray, asmFileArray, optFileArray;
File[] inputFiles, asmFiles, optFiles;
File inputFile, asmFile, optFile;
String filename;
String cmd[]; /* コマンドライン (Runtime.exec 用) */
BufferedReader cout, cerr; /* サブプロセス用のストリーム（コンパイラの出力を拾う） */
long wtime, timer;
/* パラメータ */
boolean onlyCompile = false;
boolean onlyAsm = false;
boolean quiet = false;
boolean verbose = false;
boolean timing = false;
String outputFile = null;
StringBuffer options = new StringBuffer();
isDebug = false;
/*　 Phase 1: コマンドラインの解析
*/
optionArray = new ArrayList();
inputFileArray = new ArrayList();
asmFileArray = new ArrayList();
optFileArray = new ArrayList();
for (int c = 0; c < args.length; c++){
if (args[c].startsWith("-")) {
/* may be a option */
if (args[c].equals("-c")){
debug("-c option detected.");
onlyCompile = true;
}
else if (args[c].equals("-o")){
c++;
if (c == args.length || args[c].startsWith("-")) {
error("output file is not specified.", 100);
}
outputFile = args[c];
debug("-o option detected. outputFile is " + outputFile);
}
else if (args[c].equals("-S")){
debug("-S option detected.");
onlyAsm = true;
}
else if (args[c].equals("-cc")){
c++;
if (c == args.length || args[c].startsWith("-")) {
error("C compiler is not specified.", 110);
}
defaultCC = args[c];
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debug("-cc option detected. using " + defaultCC);
}
else if (args[c].equals("-cxx")){
c++;
if (c == args.length || args[c].startsWith("-")) {
error("C++ compiler is not specified.", 111);
}
defaultCXX = args[c];
debug("-cxx option detected. using " + defaultCXX);
}
else if (args[c].equals("-fc")){
c++;
if (c == args.length || args[c].startsWith("-")) {
error("Frotran compiler is not specified.", 112);
}
defaultFC = args[c];
debug("-fc option detected. using " + defaultFC);
}
else if (args[c].equals("-q")){
debug("-q option detected.");
quiet = true;
}
else if (args[c].equals("-verbose")){
debug("-verbose option detected.");
verbose = true;
}
else if (args[c].equals("--help")){
debug("-help option detected.");
usage();
System.exit(0);
}
else if (args[c].equals("-timing")){
debug("-timing option detected.");
timing = true;
}
else if (args[c].equals("-nlh")){
debug("-nlh option detected.");
options.append("-nlh ");
}
else if (args[c].equals("-nsh")){
debug("-nsh option detected.");
options.append("-nsh ");
}
else {
optionArray.add(args[c]);
debug("option " + args[c]);
}
}
else {
/* maybe filename */
inputFile = new File(args[c]);
inputFileArray.add(inputFile);
}
}
/* 配列形式に変換 （iteration 使うのが面倒臭いので）
* J2SE 1.5 使えばちょっと改善されるかも
*/
inputFiles = (File []) inputFileArray.toArray(new File[0]);
try{
/* 一時的に作成するファイル名を決める
* asmFile - コンパイル後のファイル名 (Phase 2)
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* optFile - CHSU-core 後のファイル名 (Phase 3)
* -c -S のオプションによっては最終ファイル名になる場合もある
*/
for (int n = 0; n < inputFiles.length; n++){
filename = inputFiles[n].getName();
asmFile = optFile = null;
if (filename.toLowerCase().endsWith(".s")) {
/* アセンブリファイルなので */
asmFile = inputFiles[n];
if (onlyCompile && outputFile == null) {
outputFile = Toolkit.replaceSuffix(filename, ".o");
}
optFile = File.createTempFile("opt", ".s");
optFile.deleteOnExit();
}
else if (isCompilable(filename)){
/* コンパイル可能なファイル (C, C++, Java) */
asmFile = File.createTempFile("asm", ".s");
asmFile.deleteOnExit();
if (onlyAsm){
if (outputFile == null) {
optFile = new File(Toolkit.getCurrentDirectory(),
Toolkit.replaceSuffix(filename, ".s"));
}
else {
optFile = new File(outputFile);
}
}
else if (onlyCompile){
optFile = new File(Toolkit.getTempolaryDirectory(),
Toolkit.replaceSuffix(filename, ".s"));
optFile.deleteOnExit();
}
else {
optFile = File.createTempFile("opt", ".s");
optFile.deleteOnExit();
}
}
else {
/* その他のファイル
* オブジェクトファイル (.o) とかライブラリとか (.a)
* 基本的には最後のコンパイルまで放置 */
asmFile = optFile = inputFiles[n];
}
asmFileArray.add(asmFile);
optFileArray.add(optFile);
debug(inputFiles[n].getAbsolutePath() + " -> " +
asmFile.getAbsolutePath() + " -> " +
optFile.getAbsolutePath());
}
}
catch (IOException e){
e.printStackTrace();
System.exit(120);
}
/* 配列形式に変換 */
asmFiles = (File []) asmFileArray.toArray(new File[0]);
optFiles = (File []) optFileArray.toArray(new File[0]);
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/* コマンドラインの妥当性チェック
* 入力ファイルが無い場合 (113)
* 入力に複数のファイルを指定した場合に -o オプションと -c/-S を同時に使う (114)
*/
if(inputFileArray.size() == 0){
error("CHSU: no input files", 113);
}
else if (inputFileArray.size() > 1 && (onlyCompile || onlyAsm) && outputFile != null){
error("CHSU: cannot specify -o with -c or -S and multiple compilations", 114);
}
/* Copyright 表示 */
if (!quiet) about();
/* Phase 2: コンパイル
* 高級言語からアセンブリ言語への変換を行う
* コンパイラに明示的に -S オプションを付加
*/
wtime = timer = 0;
cout = cerr = null;
if (timing) {
wtime = System.currentTimeMillis();
}
try{
for (int n = 0; n < inputFiles.length; n++){
filename = inputFiles[n].getName();
/* アセンブリでもオブジェクトファイルでもなければコンパイルを行う */
if (isCompilable(filename)) {
commandLine = new LinkedList(optionArray);
commandLine = addCompiler(commandLine, filename);
/* コマンドラインにオプションを付加
* -S 入力ファイル -o 出力ファイル
*/
commandLine.add("-S");
commandLine.add(inputFiles[n].getAbsolutePath());
commandLine.add("-o");
commandLine.add(asmFiles[n].getAbsolutePath());
/* コマンドラインの作成 -verbose があれば表示する */
cmd = (String[]) commandLine.toArray(new String[0]);
if (verbose) {
System.out.print("CHSU> ");
for (int m = 0; m < cmd.length; m++){
System.out.print(cmd[m] + " ");
}
System.out.println();
}
/* コンパイラの実行 - 終了するまで待つ
* コンパイルエラーが発生した場合はそこで終了
*/
Process p = rt.exec(cmd);
int exitValue;
cout = new BufferedReader(new InputStreamReader(p.getInputStream()));
cerr = new BufferedReader(new InputStreamReader(p.getErrorStream()));
String cput;
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while ((cput = cout.readLine()) != null){
System.out.println(cput);
}
while ((cput = cerr.readLine()) != null){
System.out.println(cput);
}
exitValue = p.waitFor();
if (exitValue != 0) {
error("CHSU: compile error has occured.", 200);
}
}
}
}
catch (Exception e){
e.printStackTrace();
}
finally{
try {
if (cout != null) {
cout.close();
}
if (cerr != null) {
cerr.close();
}
}
catch (Exception e){
e.printStackTrace();
}
}
if (timing) {
timer = System.currentTimeMillis() - wtime;
System.out.println("CHSU> Compile time : " + (double)timer / 1000 + "s.");
}
/* Phase 3: CHSU-core の実行
* アセンブリファイルの読み込み -> 解析 ->
* キャッシュヒント付加済アセンブリファイル出力
*/
if (timing) {
wtime = System.currentTimeMillis();
}
try{
for (int n = 0; n < asmFiles.length; n++){
filename = asmFiles[n].getName();
/* オブジェクトファイルでなければ解析を行う */
if (filename.toLowerCase().endsWith(".s")) {
if (verbose) {
System.out.println("CHSU> Analysing " + filename + "...");
}
Program prog = ItaniumCore.doParse(asmFiles[n], verbose);
Program optProg = ItaniumCore.supplyCacheHint(prog, options.toString(), verbose);
/* 出力 */
optProg.writeSource(optFiles[n]);
}
}
}
catch (Exception e){
e.printStackTrace();
System.exit(300);
}
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if (timing) {
timer = System.currentTimeMillis() - wtime;
System.out.println("CHSU> CHSU-core time : " + (double)timer / 1000 + "s.");
}
/* Phase 4: アセンブラの実行
* -S オプションが実行時に指定されていれば，以後はスキップ
*/
if (!onlyAsm) {
if (timing) {
wtime = System.currentTimeMillis();
}
try {
/* コマンドラインの準備
* 1. optionArray をスケルトンに使う
* 2. ソースファイルを列挙
* 3. -o オプションがある場合、付加
* 最初に指定したファイル形式に対するコンパイラを便宜的にアセンブラとして使用する。
* (defaultXX から呼ばれるアセンブラを使う、ということで)
*/
commandLine = new LinkedList(optionArray);
commandLine = addCompiler(commandLine, inputFiles[0].getName() );
for (int n = 0; n < optFiles.length; n++) {
commandLine.add(optFiles[n].getAbsolutePath());
}
if (onlyCompile) {
commandLine.add("-c");
}
if (outputFile != null) {
commandLine.add("-o");
commandLine.add(outputFile);
}
/* コマンドラインの作成 -verbose があれば表示する */
cmd = (String[]) commandLine.toArray(new String[0]);
if (verbose) {
System.out.print("CHSU> ");
for (int m = 0; m < cmd.length; m++){
System.out.print(cmd[m] + " ");
}
System.out.println();
}
/* コンパイラの実行 - 終了するまで待つ
* コンパイルエラーが発生した場合はそこで終了
*/
Process p = rt.exec(cmd);
int exitValue;
cout = new BufferedReader(new InputStreamReader(p.getInputStream()));
cerr = new BufferedReader(new InputStreamReader(p.getErrorStream()));
String cput;
while ((cput = cout.readLine()) != null) {
System.out.println(cput);
}
while ((cput = cerr.readLine()) != null) {
System.out.println(cput);
}
exitValue = p.waitFor();
if (exitValue != 0) {
75
A.1 Frontend.java CHSUのソースコード
error("CHSU: compile error or linker error has occured.", 400);
}
} catch (Exception e) {
e.printStackTrace();
System.exit(400);
}
}
if (timing) {
timer = System.currentTimeMillis() - wtime;
System.out.println("CHSU> Re-compile time : " + (double)timer / 1000 + "s.");
}
/* 終了 */
}
private static boolean isCompilable(String filename){
if (filename.endsWith(".c") ||
filename.endsWith(".i") || filename.endsWith(".ii") ||
filename.endsWith(".m") || filename.endsWith(".mi") ||
filename.endsWith(".cc") || filename.endsWith(".cp") ||
filename.endsWith(".cxx") || filename.endsWith(".cpp") ||
filename.endsWith(".c++") || filename.endsWith(".C") ||
filename.endsWith(".f") || filename.endsWith(".for") ||
filename.endsWith(".FOR") || filename.endsWith(".F") ||
filename.endsWith(".fpp") || filename.endsWith(".FPP")){
return true;
}
return false;
}
private static LinkedList addCompiler(LinkedList cmdLine, String filename){
/* 使用するコンパイラの決定
* 拡張子で判別（正規表現使うほどでもない?) */
if (filename.endsWith(".c") ||
filename.endsWith(".i") || filename.endsWith(".ii") ||
filename.endsWith(".m") || filename.endsWith(".mi")){
/* C */
debug(filename + " is C");
cmdLine.addFirst(defaultCC);
}
else if (filename.endsWith(".cc") ||
filename.endsWith(".cp") ||
filename.endsWith(".cxx") ||
filename.endsWith(".cpp") ||
filename.endsWith(".c++") ||
filename.endsWith(".C")){
/* C++ */
debug(filename + " is C++");
cmdLine.addFirst(defaultCXX);
}
else if (filename.endsWith(".f") ||
filename.endsWith(".for") ||
filename.endsWith(".FOR") ||
filename.endsWith(".F") ||
filename.endsWith(".fpp") ||
filename.endsWith(".FPP") ||
filename.endsWith(".ftn") ||
filename.endsWith(".f90")){
/* Fortran */
debug(filename + " is Fortran");
cmdLine.addFirst(defaultFC);
}
else{
/* C, C++, Fortran 以外
* 便宜的に C としておく */
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debug(filename + " is other lang?");
cmdLine.addFirst(defaultCC);
}
return cmdLine;
}
private static void about(){
System.out.println("This is " + Toolkit.TITLE + " V" + Toolkit.getVersion() + ", running on " +
System.getProperty("java.version"));
System.out.println(Toolkit.getCopyright());
}
private static void usage(){
about();
System.out.println("\nThis is a program for supplying cache hint.\n");
System.out.println("usage: chsu [-cc <C Compiler>] [-cxx <C++ Compiler>] [-fc <Fortran Compiler>]");
System.out.println(" [-q] [-v] [-verbose] [--help] <compiler arguments...>");
System.out.println("options: -cc <C Compiler> - specify C Compiler");
System.out.println(" -cxx <C++ Compiler> - specify C++ Compiler");
System.out.println(" -fc <Fortran Compiler> - specify Fortran Compiler");
System.out.println(" -nlh - not supply load hint");
System.out.println(" -nsh - not supply store hint");
System.out.println(" -q - silent mode");
System.out.println(" -verbose - verbose output mode");
System.out.println(" --help - show this help");
}
private static void debug(String str){
if (isDebug){
System.err.println(str);
}
}
private static void error(String str, int errornum){
System.err.println(str);
System.exit(errornum);
}
/* コンパイラ */
private static String defaultCC = "icc";
private static String defaultCXX = "icc";
private static String defaultFC = "ifort";
/* デバッグオプション */
private static boolean isDebug = true;
}
A.2 ItaniumCore.java
package jp.ac.waseda.cs.ueda.asm;
import java.io.*;
import java.util.*;
import java.util.regex.*;
/** Itanium アーキテクチャ用 CHSU-core
* @see Program, Procedure, Block
* @author inagaki
*/
public class ItaniumCore {
/** 指定したファイルの解析を行います。主に構造解析です。
* @param file 入力ファイル
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* @return 解析結果を保持した Program インスタンス
*/
public static Program doParse(File file, boolean verbose) throws FileNotFoundException {
String data, token, label, pred;
StringTokenizer st;
int line, from, to, tokennum, instnum, bundle;
int now_t, label_t;
boolean procedure, predicate, instruction;
FileReader reader = null;
BufferedReader buff = null;
Program progList = new Program(file);
Procedure aProc = null;
Block aBlock = null;
Predicate aPred = new Predicate();
/* Itanium の全命令が登録されている HashSet */
HashSet ia64inst = Toolkit.getIA64InstSet();
Pattern tag_p = Pattern.compile("\\[.+:\\]");
Pattern pre_p = Pattern.compile("\\(p([0-9]|[1-5][0-9]|6[0-3])\\)");
Pattern spre_p = Pattern.compile("(p([1-9]|1[0-5]))");
Pattern reg_p = Pattern.compile("b\\d+|f\\d+|r\\d+|p\\d+|ar\\.\\w{2,3}");
Pattern cmp_p = Pattern.compile("cmp|cmp4|tbit|tnat|fcmp|fclass");
Pattern cmpc_p = Pattern.compile("(\\.(and|andcm|or|orcm|or\\.andcm|and\\.orcm))");
/* 入力ストリームの作成
* ストリームの作成に失敗した場合でも例外を投げる
*/
buff = new BufferedReader(new FileReader(file));
if (buff == null){
throw new FileNotFoundException(file.getAbsolutePath());
}
try{
procedure = false;
instnum = 0;
/* Read the first line */
data = buff.readLine();
line = 1;
aBlock = new Block(line);
bundle = 0;
while (data != null) {
/* 基本ブロックに追加 */
aBlock.addLast(data);
/* 字句解析を行う */
st = new StringTokenizer(data);
now_t = label_t = 0;
pred = null;
predicate = instruction = false;
while (st.hasMoreTokens()){
token = st.nextToken();
now_t++;
if (token.startsWith("//")) {
/* コメント - 以降を無視して次の行の解析へ */
break;
}
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else if (token.toLowerCase().equals(".proc")) {
/* プロシージャ開始 */
String procname = st.nextToken();
/* proc = true の場合、これまでのプロシージャを終了させる
* (.endp がなくてもアセンブラは通るようなのでその対処)
*/
if (procedure){
if (aBlock.size() > 1){
aBlock.removeLast();
aProc.addBlock(aBlock);
}
progList.add(aProc);
aBlock = new Block(line);
aBlock.addLast(data);
bundle = 0;
aPred.reset();
}
else{
if (aBlock.size() > 1){
aBlock.removeLast();
progList.add(aBlock);
aBlock = new Block(line);
aBlock.addLast(data);
bundle = 0;
aPred.reset();
}
}
aProc = new Procedure(procname);
procedure = true;
aPred = new Predicate();
}
else if (token.toLowerCase().equals(".endp")) {
/* プロシージャ終了 */
String procname = st.nextToken();
//System.err.println("Proc End: " + procname);
aProc.addBlock(aBlock);
progList.add(aProc);
/* 次の基本ブロックを用意 */
aBlock = new Block(line + 1);
bundle = 0;
aPred.reset();
procedure = false;
}
else if (now_t == (label_t + 1) && procedure && token.endsWith(":")) {
/* ラベル
* （プロシージャの外のラベルは現状は無視） */
int x = token.indexOf(":");
String labelname = token.substring(0, x);
/* ラベルの一行前までが基本ブロックの終端になる
* Procedure のインスタンスにその基本ブロックを登録し
* 次の基本ブロックを用意する */
if (aBlock.size() > 1){
if (aBlock.hasReturnProcedure()){
aPred.reset();
}
aPred.resetRelation();
aBlock.removeLast();
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aProc.addBlock(aBlock);
aBlock = new Block(labelname, line);
aBlock.addLast(data);
bundle = 0;
}
label_t = now_t;
}
else if (now_t == (label_t + 1) && procedure && token.matches("\\[.+:\\]")) {
/* タグ - 何もしない */
label_t = now_t;
}
else if (now_t == (label_t + 1) && procedure && token.matches("\\(p([0-9]|[1-5][0-9]|6[0-3])\\)")) {
/* プレディケート (p0 ～ p63) */
predicate = true;
pred = token.substring(1, token.length() - 1);
}
else if (procedure && ia64inst.contains(token)) {
/* Itanium 命令 */
Matcher cmp_m = cmp_p.matcher(token);
Matcher cmpc_m = cmpc_p.matcher(token);
/* 基本ブロックの命令データベースに登録 */
aBlock.addInstruction(token);
if (token.startsWith("br")){
/* 分岐命令の抽出 - ただし
* br.call （関数呼び出し）
* br.ia （IA32 モード移行）
* break （br 違い）は排除 */
if (!token.startsWith("br.call") &&
!token.startsWith("br.ia") &&
!token.startsWith("break")) {
Branch b = new Branch(token, st.nextToken(), line);
aBlock.addBranch(b);
}
}
/* プレディケート付き命令の場合
* 左辺値・右辺値を Predicate に保存する */
if (predicate) {
int tail = data.indexOf("=");
int comment = data.indexOf("//");
if (tail != -1) {
String lvar = data.substring(data.indexOf(token) + token.length(), tail);
String rvar;
if (comment != -1) {
rvar = data.substring(tail, comment);
}
else {
rvar = data.substring(tail);
}
Matcher mreg = reg_p.matcher(lvar);
while (mreg.find()){
String r = mreg.group();
if (!r.equals("p0")){
aPred.put(mreg.group(), pred);
}
}
mreg.reset(rvar);
while (mreg.find()){
String r = mreg.group();
if (!r.equals("p0")){
aPred.put(mreg.group(), pred, true);
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}
}
}
predicate = false;
}
instnum = (instnum + 1) % 6;
if (instnum == 0) {
aBlock.incInstCycle();
/* .pred.rel "mutex" を生成する必要があれば生成、付加
* .pred.rel "clear" もペアで生成しておく
*/
if (aPred.isNeedForPredRel()) {
String[] mutexes;
mutexes = aPred.genPredRels(Predicate.MUTEX);
for (int n = 0; n < mutexes.length; n++){
message(line + ":" + mutexes[n], verbose);
aBlock.add(bundle + n, mutexes[n]);
}
mutexes = aPred.genPredRels(Predicate.CLEAR);
for (int n = 0; n < mutexes.length; n++){
aBlock.addLast(mutexes[n]);
}
}
bundle = aBlock.size();
aPred.resetRelation();
}
}
else if (token.equals(";;")){
/* ストップ */
instnum = 0;
aBlock.incInstCycle();
/* .pred.rel "mutex" を生成する必要があれば生成、付加
* .pred.rel "clear" もペアで生成しておく
*/
if (aPred.isNeedForPredRel()) {
String[] mutexes;
mutexes = aPred.genPredRels(Predicate.MUTEX);
for (int n = 0; n < mutexes.length; n++){
message(line + ":" + mutexes[n], verbose);
aBlock.add(bundle + n, mutexes[n]);
}
mutexes = aPred.genPredRels(Predicate.CLEAR);
for (int n = 0; n < mutexes.length; n++){
aBlock.addLast(mutexes[n]);
}
}
bundle = aBlock.size();
aPred.resetRelation();
}
}
/* Read next line */
data = buff.readLine();
line++;
}
if (aBlock.size() > 0){
progList.add(aBlock);
}
}
catch (Exception e) {
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e.printStackTrace();
}
finally { /* 入力ストリームのクローズ */
try {
buff.close();
}
catch (Exception e) {
e.printStackTrace();
}
}
return progList;
}
/** キャッシュヒントの付加を行います。
* @param program 付加対象のプログラム
* @param options オプション
* @param verbose true の場合、処理内容を表示します。
* @return キャッシュヒントが付加されたプログラム
*/
public static Program supplyCacheHint(Program program, String options, boolean verbose){
Program progList = (Program)program.clone();
Object obj;
Procedure proc;
Block block;
Block[] blocks;
ListIterator l = progList.listIterator();
while (l.hasNext()){
obj = l.next();
if (obj instanceof Procedure){
/* プロシージャであれば処理開始 */
proc = (Procedure) obj;
message("Procedure " + proc.getProcname(), verbose);
/* RULE S1: 自己ループのストア命令を nta 化
* 自分自身にループしているものを抽出 */
blocks = proc.getSelfloopBlocks();
if ((options != null) && (-1 == options.indexOf("-nsh"))) {
for (int n = 0; n < blocks.length; n++){
message("(S1) " + blocks[n].getLabel() + " has a loop to itself.", verbose);
blocks[n].replaceInstructions("st4", "st4.nta");
blocks[n].replaceInstructions("st8", "st8.nta");
blocks[n].replaceInstructions("stf.spill", "stf.spill.nta");
blocks[n].replaceInstructions("stf8", "stf8.nta");
blocks[n].replaceInstructions("stfd", "stfd.nta");
blocks[n].replaceInstructions("stfe", "stfe.nta");
blocks[n].replaceInstructions("stfs", "stfs.nta");
}
}
/* RULE L1: br.ret 命令のあるブロックのロード命令を nta 化
* 最後に実行される -> 局所性が無い */
blocks = proc.getBlocks();
if ((options != null) && (-1 == options.indexOf("-nlh"))) {
for (int b = 0; b < blocks.length; b++){
if (blocks[b].hasReturnProcedure()){
message("(L1) " + blocks[b].getLabel() + " has a return procedure.", verbose);
/*
blocks[b].replaceInstructions("ld1", "ld1.nta");
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blocks[b].replaceInstructions("ld2", "ld2.nta");
*/
blocks[b].replaceInstructions("ld4", "ld4.nta");
blocks[b].replaceInstructions("ld8.fill", "ld8.fill.nta");
blocks[b].replaceInstructions("ldf.fill", "ldf.fill.nta");
blocks[b].replaceInstructions("ldf8", "ldf8.nta");
blocks[b].replaceInstructions("ldfd", "ldfd.nta");
blocks[b].replaceInstructions("ldfe", "ldfe.nta");
blocks[b].replaceInstructions("ldfs", "ldfs.nta");
blocks[b].replaceInstructions("ldfp8", "ldfp8.nta");
blocks[b].replaceInstructions("ldfps", "ldfps.nta");
blocks[b].replaceInstructions("ldfpd", "ldfpd.nta");
}
}
}
/* RULE S2: 最も多く実行されそうなブロックのストア命令を nta 化
* RULE L2: 一度しか実行されそうなブロックのロード命令を nta 化
* 各ブロックの分岐命令を前方参照していく */
String[] labels = proc.getLabels();
int[] pathes = new int[blocks.length];
int min = 10000;
int max = 0;
for (int n = 0; n < blocks.length; n++){
pathes[n] = 0;
}
for (int b = 0; b < blocks.length; b++){
Branch[] branches = blocks[b].getBranches();
for (int p = 0; p < branches.length; p++){
if (branches[p].isTaken()){
String dest = branches[p].getLabel();
/* 分岐先が自ブロックより前かどうかを調べる */
for (int q = 0; q <= b; q++){
if (dest.equals(blocks[q].getLabel())) {
for(; q <= b; q++){
pathes[q]++;
if (pathes[q] < min){
min = pathes[q];
}
else if (pathes[q] > max) {
max = pathes[q];
}
}
}
}
}
}
}
int threshold;
if ((options != null) && (-1 == options.indexOf("-nsh"))) {
for (int b = 0; b < blocks.length; b++){
if (pathes[b] == max){
message("(S2) " + blocks[b].getLabel() + " excused many times.", verbose);
blocks[b].replaceInstructions("st4", "st4.nta");
blocks[b].replaceInstructions("st8", "st8.nta");
blocks[b].replaceInstructions("stf.spill", "stf.spill.nta");
blocks[b].replaceInstructions("stf8", "stf8.nta");
blocks[b].replaceInstructions("stfd", "stfd.nta");
blocks[b].replaceInstructions("stfe", "stfe.nta");
blocks[b].replaceInstructions("stfs", "stfs.nta");
}
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}
}
if ((options != null) && (-1 == options.indexOf("-nlh"))) {
threshold = 2;
for (int b = 0; b < blocks.length; b++){
if (pathes[b] < threshold) {
message("(L2) " + blocks[b].getLabel() + " excused few times.", verbose);
/*
blocks[b].replaceInstructions("ld1", "ld1.nta");
blocks[b].replaceInstructions("ld2", "ld2.nta");
*/
blocks[b].replaceInstructions("ld4", "ld4.nta");
blocks[b].replaceInstructions("ld8", "ld8.nta");
blocks[b].replaceInstructions("ld8.fill", "ld8.fill.nta");
blocks[b].replaceInstructions("ldf.fill", "ldf.fill.nta");
blocks[b].replaceInstructions("ldf8", "ldf8.nta");
blocks[b].replaceInstructions("ldfd", "ldfd.nta");
blocks[b].replaceInstructions("ldfd.a", "ldfd.a.nta");
blocks[b].replaceInstructions("ldfd.s", "ldfd.s.nta");
blocks[b].replaceInstructions("ldfd.sa", "ldfd.sa.nta");
blocks[b].replaceInstructions("ldfd.c.clr", "ldfd.c.clr.nta");
blocks[b].replaceInstructions("ldfd.c.nc", "ldfd.c.nc.nta");
blocks[b].replaceInstructions("ldfe", "ldfe.nta");
blocks[b].replaceInstructions("ldfs", "ldfs.nta");
blocks[b].replaceInstructions("ldfs.a", "ldfs.a.nta");
blocks[b].replaceInstructions("ldfs.s", "ldfs.s.nta");
blocks[b].replaceInstructions("ldfs.sa", "ldfs.sa.nta");
blocks[b].replaceInstructions("ldfs.c.clr", "ldfs.c.clr.nta");
blocks[b].replaceInstructions("ldfs.c.nc", "ldfs.c.nc.nta");
blocks[b].replaceInstructions("ldfp8", "ldfp8.nta");
blocks[b].replaceInstructions("ldfpd", "ldfpd.nta");
blocks[b].replaceInstructions("ldfps", "ldfps.nta");
}
}
}
}
}
return progList;
}
private static void message(String str, boolean verbose){
if (verbose) {
System.out.println(str);
}
}
}
A.3 Program.java
package jp.ac.waseda.cs.ueda.asm;
import java.io.*;
import java.util.*;
/** 解析したプログラムを保持するクラスです。
* 実体は Procedure と Block から構成される ArrayList です。
*
* Program := (Block|Procedure)*
* Procedure := Block*
*
* @see Procedure, Block
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*/
public class Program extends ArrayList {
public Program(String file){
this(new File(file));
}
public Program(File file){
inputFile = file;
}
/** 生ソースを標準出力に出力します
* @param verbose 詳細な (?) 出力
*/
public void dumpSource(boolean verbose){
ListIterator i = listIterator();
while(i.hasNext()){
Object obj = i.next();
if (obj instanceof Block){
((Block)obj).dumpSource(verbose);
}
else if (obj instanceof Procedure){
((Procedure)obj).dumpSource(verbose);
}
}
}
/** 生ソースを標準出力に出力します */
public void dumpSource(){
dumpSource(false);
}
/** 現在保持しているソースコードをファイルに出力します
* @param file 出力先のファイル
*/
public void writeSource(File file) throws IOException{
PrintWriter fw = null;
if (file.equals(inputFile)){
throw new IOException("Input file and output file seem to be same.");
}
/* ストリームを開く*/
try{
fw = new PrintWriter(new BufferedWriter(new FileWriter(file)));
}
catch(Exception e){
e.printStackTrace();
return;
}
/* 基本ブロック単位，プロシージャ単位で書き込む */
ListIterator i = listIterator();
while(i.hasNext()){
Object obj = i.next();
if (obj instanceof Block){
((Block)obj).writeSource(fw);
}
else if (obj instanceof Procedure){
((Procedure)obj).writeSource(fw);
}
}
/* 出力ストリームのクローズ */
try {
fw.close();
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}
catch (Exception e){
e.printStackTrace();
}
}
/** 解析元プログラムの File インスタンスを返します。
* @return 解析元プログラムの File インスタンス
*/
public File getInputFile() {
return inputFile;
}
private File inputFile; /* 入力ファイル */
}
A.4 Procedure.java
package jp.ac.waseda.cs.ueda.asm;
import java.io.*;
import java.util.*;
/** 解析したプロシージャを保持するクラスです。
* @see Program, Block
* @author inagaki
*/
public class Procedure extends LinkedList {
public Procedure(String procname){
super();
this.procname = procname;
}
public Procedure(){
this(null);
}
/** 基本ブロックを現在のプログラムリストに追加します。
* @param b 追加する基本ブロック
*/
public void addBlock(Block b){
addLast(b);
}
/** ラベルの一覧を取得します。
* @return
*/
public ArrayList getLabelList(){
ArrayList labelList = new ArrayList();
ListIterator l = listIterator();
while (l.hasNext()){
labelList.add(((Block)l.next()).getLabel());
}
return labelList;
}
/** ラベルの一覧を配列形式で取得します。
* @return
*/
public String[] getLabels(){
return (String []) getLabelList().toArray(new String[0]);
}
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/** ブロックの一覧を配列形式で取得します。
* @return
*/
public Block[] getBlocks(){
return (Block []) toArray(new Block[0]);
}
public Block[] getSelfloopBlocks(){
Block block;
ArrayList blockList = new ArrayList();
ListIterator l = listIterator();
while (l.hasNext()){
block = (Block)l.next();
if (block.hasLoop()){
blockList.add(block);
}
}
return (Block []) blockList.toArray(new Block[0]);
}
/** ソースコードを標準出力に出力します。
* @param verbose 詳細な出力
*/
public void dumpSource(boolean verbose){
ListIterator l = listIterator();
if (verbose && procname != null){
System.out.println(procname);
}
while(l.hasNext()){
((Block)l.next()).dumpSource(verbose);
}
}
/** 現在保持しているソースコードをストリームに出力します。
* @param w 出力先のストリーム
* @throws IOException
*/
public void writeSource(PrintWriter w) throws IOException {
ListIterator l = listIterator();
while(l.hasNext()){
((Block)l.next()).writeSource(w);
}
}
/** プロシージャ名を返します。
* @return procname プロシージャ名
*/
public String getProcname() {
return procname;
}
/** プロシージャ名を設定します。
* @param procname プロシージャ名
*/
public void setProcname(String procname) {
this.procname = procname;
}
private String procname; /* プロシージャ名 */
}
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A.5 Block.java
package jp.ac.waseda.cs.ueda.asm;
import java.io.*;
import java.util.*;
/** 基本ブロック - プログラム中のある部分を保持するデータ構造
* * @author inagaki
*/
public class Block extends LinkedList {
public Block() {
this(null, 0);
}
public Block(int from) {
this(null, from);
}
public Block(String label) {
this(label, 0);
}
public Block(String label, int from) {
super();
this.label = label;
this.from = from;
this.instCycle = 0;
branchList = new ArrayList();
instMap = new HashMap();
loop = ret = false;
}
/** 命令を入れ替えます。元の命令が無い場合はなにも行いません。
* @param oldInst 元の命令
* @param newInst 新しい命令
*/
public void replaceInstructions(String oldInst, String newInst){
String oldSeq, newSeq, token;
StringTokenizer st;
StringBuffer sb;
int instnum, index;
boolean replace;
if (containsInstruction(oldInst)){
ListIterator l = listIterator();
int line = 1;
while (l.hasNext()) {
replace = false;
oldSeq = (String)l.next();
st = new StringTokenizer(oldSeq, " \t\n\r\f", true);
sb = new StringBuffer();
while (st.hasMoreTokens()){
token = st.nextToken();
if (token.equals(oldInst)){
sb.append(newInst);
replace = true;
}
else {
sb.append(token);
}
}
if (replace) {
newSeq = sb.toString();
set(line - 1, newSeq);
88
A.5 Block.java CHSUのソースコード
}
line++;
}
instnum = getAmountofInstruction(oldInst);
if (containsInstruction(newInst)) {
int pnum = getAmountofInstruction(newInst);
instMap.put(newInst, new Integer(pnum + instnum));
}
else {
instMap.put(newInst, new Integer(instnum));
}
}
}
/** 命令が基本ブロックに存在している場合に true を返す
* @param inst 命令名
* @return 基本ブロックに指定した命令が存在する場合は true
*/
public boolean containsInstruction(String inst){
return instMap.containsKey(inst);
}
public boolean containsValue(Object obj){
return instMap.containsValue(obj);
}
/** 命令を基本ブロック内のデータベースに追加します。
* @param inst 命令名
* @return 基本ブロックに含まれている指定した命令の数。
* データベースに追加した後の値が返されます。
*/
public int addInstruction(String inst){
Integer value, ret;
if (containsInstruction(inst)){
/* 既に命令が HashMap に登録されている場合
* キーに関連付けられている値（＝命令数）を
* インクリメントする */
value = (Integer)instMap.get(inst);
}
else{
/* 初出なのでキーに関連付けられている値は 0 */
value = new Integer(0);
}
ret = (Integer)instMap.put(inst, new Integer(value.intValue() + 1));
if (ret != null){
return ret.intValue();
}
return 0;
}
/** 命令が基本ブロック中に存在する数を返します
* @param inst 命令名
* @return 基本ブロック中に存在する指定した命令の数。存在しない場合は 0 を返す。
*/
public int getAmountofInstruction(String inst){
Integer i;
i = (Integer)instMap.get(inst);
if (i == null){
return 0;
}
return i.intValue();
}
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public void addBranch(Branch b){
if (b.getLabel().equals(label)){
loop = true;
}
if (b.isRet()){
ret = true;
}
branchList.add(b);
}
public ArrayList getBranchList(){
return branchList;
}
public Branch[] getBranches(){
return (Branch []) branchList.toArray(new Branch[0]);
}
/** 基本ブロックのソースを標準出力に出力します。
* @param verbose true の場合，ラベル名および行番号をつけて出力します
*/
public void dumpSource(boolean verbose){
ListIterator l = listIterator();
int f, n;
String s1, s2;
if (verbose){
f = from;
System.out.println(label);
while(l.hasNext()){
s1 = new String(" " + f++ + ": ");
n = s1.length();
s2 = s1.substring(n - 11, n);
System.out.println(s2 + l.next().toString());
}
}
else {
while(l.hasNext()){
System.out.println(l.next().toString());
}
}
}
/** 現在保持しているソースコードをストリームに出力します。
* @param w 出力先のストリーム
* @throws IOException
*/
public void writeSource(PrintWriter w) throws IOException {
ListIterator l = listIterator();
while(l.hasNext()){
w.println(l.next().toString());
}
}
/** 基本ブロックのラベル名を設定します。
* @param label ラベル名
*/
public void setLabel(String label){
this.label = label;
}
/** ラベル名を取得します。
* @return ラベル名
*/
public String getLabel(){
return label;
}
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public void setFrom(int f){
from = f;
}
public int getFrom(){
return from;
}
public HashMap getInstructionMap(){
return instMap;
}
public ArrayList getInstructionList(){
return new ArrayList(instMap.keySet());
}
public int incInstCycle(){
return ++instCycle;
}
public int getInstCycle(){
return instCycle;
}
public boolean hasLoop(){
return loop;
}
public boolean hasReturnProcedure(){
return ret;
}
private String label = null; /* ラベル名 */
private String block_id; /* ブロック ID */
private int from; /* 開始行 */
private ArrayList branchList; /* 分岐命令を保持するリスト */
private HashMap instMap; /* 命令の数をカウントする HashMap */
private int instCycle;
private boolean loop;
private boolean ret;
}
A.6 Branch.java
package jp.ac.waseda.cs.ueda.asm;
/** 分岐命令を表現するクラスです。Block 内で使用します。
* @see Block
* @author inagaki
*/
public class Branch {
public Branch(String inst, String label, int line){
this.inst = inst;
this.label = label;
this.line = line;
taken = 0;
/* 分岐予測ヒントの処理 1
* カウントループは基本的には taken で */
if (this.inst.indexOf("ctop") != -1 ||
this.inst.indexOf("cexit") != -1 ||
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this.inst.indexOf("cloop") != -1 ||
this.inst.indexOf("wtop") != -1 ||
this.inst.indexOf("wexit") != -1) {
taken = 1;
}
/* 分岐予測ヒントの処理 2 */
if (this.inst.indexOf("sptk") != -1 ||
this.inst.indexOf("dptk") != -1) {
taken = 1;
}
else if (this.inst.indexOf("spnt") != -1 ||
this.inst.indexOf("dpnt") != -1) {
taken = -1;
}
/* ret の処理 */
if (this.inst.indexOf("ret") != -1) {
ret = true;
}
else {
ret = false;
}
br = label.matches("b[0-7]|rp");
}
/** 分岐先ラベルがレジスタ名であれば true を返します。
* @return
*/
public boolean isRegister(){
return br;
}
/** この分岐命令がプロシージャ・リターン (br.ret) であれば true を返します。
* @return
*/
public boolean isRet(){
return ret;
}
/** この分岐命令が "taken" の分岐予測をヒントを持つ場合，true を返します。
* @return "taken" の分岐予測ヒントを持つ場合 true, そうでない場合 false
*/
public boolean isTaken(){
if (taken > 0){
return true;
}
return false;
}
/** この分岐命令が "not taken" の分岐予測をヒントを持つ場合，true を返します。
* @return "not taken" の分岐予測ヒントを持つ場合 true, そうでない場合 false
*/
public boolean isNotTaken(){
if (taken < 0){
return true;
}
return false;
}
/** 分岐先のラベル名を返します。
* @return 分岐先となるラベル
*/
public String getLabel(){
return label;
}
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/** この分岐命令の文字列表現を返します。
* @return 文字列表現
*/
public String toString(){
return new String(line + ": " + inst + " " + label);
}
private String inst; /* 分岐命令名 */
private String label; /* 分岐先ラベル名 */
private int line; /* 行番号 */
private boolean br; /* 分岐先ラベル名は実はレジスタ */
private int taken; /* 分岐予測 正: taken, 負: not taken 0: ? */
private boolean ret; /* br.ret */
}
A.7 Predicate.java
package jp.ac.waseda.cs.ueda.asm;
import java.util.*;
/** レジスタとプレディケートの依存関係 (RP)、
* プレディケート間の依存関係 (PP) を管理するクラスです。
* RP 依存関係の Key と Value の組み合わせは次の通りです。
* Key - <String> a register
* Value - <ArrayList> related predicates
* @author inagaki
*/
public class Predicate{
public Predicate(){
relationMap = new HashMap();
exclusivePred = new ArrayList();
}
/** プレディケートの組を PP 依存関係テーブル保存します。
* まず、登録したいプレディケートの組に対して依存関係テーブルを更新し、
* その後に、このプレディケートの組を依存関係テーブルの最後に保存します。
* @param preds 依存関係のあるプレディケートの組を格納した ArrayList
*/
public void addExclusivePred(ArrayList preds) {
/* 依存関係テーブルの更新 */
resolveExclusivePred(preds);
if (preds.size() > 1) {
exclusivePred.add(preds);
}
}
/** PP 依存関係を更新します。
* 与えられたプレディケートを含んでいるプレディケートの組を、
* PP 依存関係テーブルからすべて削除します。
* @param preds PP 依存関係テーブルから削除したいプレディケートを
* 格納した ArrayList
*/
public void resolveExclusivePred(ArrayList preds){
ArrayList tmp = (ArrayList) exclusivePred.clone();
ListIterator iter = tmp.listIterator();
String[] pr = (String []) preds.toArray(new String[0]);
while (iter.hasNext()) {
ArrayList a = (ArrayList) iter.next();
ListIterator l = preds.listIterator();
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while (l.hasNext()) {
if (a.contains(l.next())) {
exclusivePred.remove(a);
}
}
}
}
/** RP 依存関係を追加します。
* @param key
* @param value
*/
public void put(String key, String value) {
ArrayList l;
ListIterator ex = exclusivePred.listIterator();
if (relationMap.containsKey(key)) {
l = (ArrayList) relationMap.get(key);
}
else {
l = new ArrayList();
}
if (!l.contains(value)){
l.add(value);
}
/* exclusivePred に存在するプレディケートレジスタの組が
* 存在すればリストからそれらを削除 */
while (ex.hasNext()){
ArrayList exList = (ArrayList)ex.next();
if (l.containsAll(exList)) {
l.removeAll(exList);
}
}
if (l.size() > 0){
relationMap.put(key, l);
}
else {
relationMap.remove(key);
}
}
/** RP 依存関係テーブルにおいて、レジスタに依存するプレディケーションが
* 複数ある場合に true を返します。
* @return レジスタに依存するプレディケーションが複数個ある場合に true
*/
public boolean isNeedForPredRel(){
Iterator i = relationMap.keySet().iterator();
while (i.hasNext()) {
String key = (String)i.next();
ArrayList aPred = (ArrayList)relationMap.get(key);
if (aPred.size() > 1) {
return true;
}
}
return false;
}
/** RP 依存関係テーブルにおいて、レジスタに依存するプレディケーションについて
* .pred.rel ディレクティブを生成します。
* @param type .pred.rel のタイプ
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* Predicate.MUTEX .pred.rel "mutex"
* Predicate.IMPLY .pred.rel "imply"
* Predicate.CLEAR .pred.rel "clear"
* @return .pred.rel ディレクティブの文字列表現
* @throws IllegalArgumentException
*/
public String[] genPredRels(int type) throws IllegalArgumentException{
ArrayList mutexes = new ArrayList();
String str = null;
if (type < 0 || 2 < type) {
throw new IllegalArgumentException("parameter type should be selected from 0 to 2.");
}
if (isNeedForPredRel()) {
Iterator i = relationMap.keySet().iterator();
while (i.hasNext()) {
ArrayList l = (ArrayList)relationMap.get(i.next());
if (l.size() > 1){
ListIterator li = l.listIterator();
str = predRel[type];
while (li.hasNext()){
str = str + ", " + (String)li.next();
}
mutexes.add(str);
}
}
}
else {
return null;
}
return (String[]) mutexes.toArray(new String[0]);
}
/** 依存関係テーブルをクリアします。 */
public void reset(){
relationMap.clear();
exclusivePred.clear();
}
public void resetRelation(){
relationMap.clear();
}
public void resetExclusivePred(){
exclusivePred.clear();
}
private HashMap relationMap; /* RP 依存関係テーブル */
private ArrayList exclusivePred; /* PP 依存関係テーブル */
private boolean needForPredRel = false;
private String[] predRel =
{"\t.pred.rel \"mutex\"", "\t.pred.rel \"imply\"", "\t.pred.rel \"clear\""};
public static int MUTEX = 0;
public static int IMPLY = 1;
public static int CLEAR = 2;
}
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A.8 Toolkit.java
getIA64InstSet メソッドで使用するファイル \IA64Inst.def" には Itanium
アーキテクチャの全命令が記述されている．このファイルは [5]を参考に作成した．
package jp.ac.waseda.cs.ueda.asm;
import java.io.*;
import java.util.*;
import java.util.regex.*;
/** 雑多なメソッドやフィールドを集めたクラスです。
* @author inagaki
*/
public class Toolkit {
/** IA64 アーキテクチャの全命令を要素に持つ HashSet を返します。
* @return IA64 アーキテクチャの全命令を要素に持つ HashSet
*/
public static HashSet getIA64InstSet(){
BufferedReader buff = null;
String data;
if (ia64 == null){
ia64 = new HashSet();
try{
/* データファイルのあるディレクトリは chsu.jar のあるディレクトリ */
File baseDir = new File(System.getProperty("java.class.path"));
if (!baseDir.isDirectory()) {
baseDir = baseDir.getParentFile();
}
buff = new BufferedReader(new FileReader(
new File(baseDir, ia64Location)));
data = buff.readLine();
while (data != null){
ia64.add(data);
data = buff.readLine();
}
}
catch (Exception e){
e.printStackTrace();
}
}
return ia64;
}
public static Pattern getIA64RegPattern(){
return Pattern.compile("r\\d+|p\\d+");
}
/** カレントディレクトリを取得します。
* @return カレントディレクトリを持つ File インスタンス
*/
public static File getCurrentDirectory(){
return new File(".").getAbsoluteFile().getParentFile();
}
/** システムで利用できるテンポラリディレクトリを取得します。
* @return 一時ディレクトリを持つ File インスタンス
*/
public static File getTempolaryDirectory(){
File f = null;
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try{
f = File.createTempFile("tmp", null);
f.deleteOnExit();
}
catch (Exception e){
e.printStackTrace();
}
return f.getParentFile();
}
/** 拡張子を変更したファイル名を返します。
* @param filename 変更対象のファイル名
* @param suffix 変更後に付加される拡張子
* @return 拡張子が置換されたファイル名。ファイル名に拡張子が存在しなかった場合、
* そのまま suffix が付加されます。
*/
public static String replaceSuffix(String filename, String suffix){
StringBuffer ret;
int index;
if ((index = filename.lastIndexOf(".")) != -1) {
ret = new StringBuffer(filename.substring(0, index));
}
else {
ret = new StringBuffer(filename);
}
ret.append(suffix);
return ret.toString();
}
/** このソフトウェアのコピーライトを返します。
* @return コピーライトの文字列表現。
*/
public static String getCopyright(){
return new String(COPYRIGHT + ", " + AUTHOR + ". All rights reserved.");
}
/** このソフトウェアの完全なバージョン番号を返します。
* @return バージョン番号の文字列表現。
*/
public static String getVersion(){
return new String(MAJORVERSION + "." + MINORVERSION + "." + MICROVERSION);
}
private static HashSet x86 = null;
private static HashSet ia64 = null;
private static String x86Location = "X86Inst.def";
private static String ia64Location = "IA64Inst.def";
/** このソフトウェアの名前です。 */
public static String TITLE = "Cache Hint Suppliment Utility";
/** このソフトウェアの略称です。 */
public static String ABBR = "CHSU";
/** このソフトウェアのメジャーバージョンです。 */
public static int MAJORVERSION = 0;
/** このソフトウェアのマイナーバージョンです。 */
public static int MINORVERSION = 0;
/** このソフトウェアのマイクロバージョンです。 */
public static int MICROVERSION = 8;
/* copyright and credit */
private static String COPYRIGHT = "Copyright 2004";
private static String AUTHOR = "Ryoichi INAGAKI";
}
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