Abstract. In this paper we formulate the Vertex Congestion Lemma leading to a new technique in computing the exact wirelength of an embedding. We compute the circular wirelength of generalized Petersen graphs by partitioning the vertices as well as the edges of cycles. Further we obtain the linear wirelength of circular ladders. Our algorithms produce optimal values in linear time.
Introduction
Graph embedding has been known as a powerful tool for implementation of parallel algorithms or simulation of di¤erent interconnection networks. A parallel algorithm can be modelled by a task interaction graph, where nodes and edges represent tasks and direct communications between tasks, respectively. Thus, the problem of e¢ciently executing a parallel algorithm  on a parallel computer  can be often reduced to the problem of mapping the graph , representing , on the graph , representing , so that the communication overhead is minimised [14] .
A mathematical framework of a graph embedding arises from VLSI designs, data structures and data representations, networks for parallel computer systems, biological models that deal with cloning and visual stimuli, parallel architecture and structural engineering [10, 18] .
Very Large-Scale Integration (VLSI) is a term used for integrated circuits manufactured with the technology that makes it possible to …t hundreds of thousands of modules (components) such as transistors on a single integrated circuit or microchip. The placement problem in VLSI is to place the modules on a two-dimensional grid in a non-overlapping manner and then wiring together the terminals on the di¤erent modules according to a given wiring speci…cation in such a way that the wires do not interfere with each other. The goal of the placement problem is to place the modules in such a way that the total wirelength is minimised [9] .
In parallel processing systems, organizing computations of processors is also modeled as a graph embedding problem. Suppose some process can be naturally decomposed into a collection of subprocesses that can be executed concurrently with certain communication among subprocesses. One obtains a graph by denoting each subprocess by a vertex and each communication between subprocesses by an edge between the corresponding vertices. The problem of allocating the subprocesses to processors in the given network will be also reduced to a graph embedding problem [18] .
The concept of embedding is widely studied in the area of …xed interconnection parallel architectures [11] . In the literature of parallel architectures the notion of bandwidth is referred to as dilation. The bandwidth of one architecture  onto another architecture  represents the worst possible delay (dilation) in  during the simulation of  onto . It is also natural to consider the average time delay caused by an embedding. Although the dilation might be large, the embedding might be a good map, if it has a small time delay on a large fraction of all edges of . We would calculate the average time delay by summing the individual delays and dividing by the total number of edges in . The wirelength of  onto  represents the sum of each of the individual delays. Taking the ratio of the wirelength to the size of , one might ask for the smallest possible average time delay over all possible mappings.
The generalized Petersen graph is the most e¢cient small network in terms of node degree, diameter, and network size. Due to its unique and optimal properties, several network topologies based on the generalized Petersen graph have been proposed and investigated in the literature [13] . A cycle is often used as a connection structure for local area networks, and can also be used as a control or data ‡ow structure for distributed computation in arbitrary networks. In this paper we compute the minimum wirelength of generalized Petersen graphs into cycles.
Terminology
A graph  = ( ) consists of a set  of vertices and a set  of edges, that join pairs of vertices. A function that assigns a distinct number from 1 to  to each vertex of , where  = j j is a numbering that can most naturally be thought of as an embedding of  referred to as guest graph into a linear chassis, called host graph, though other host graphs may be considered. In this paper the host graph is a circular chassis.
Let  and  be …nite graphs with  vertices. An embedding  of  into  is de…ned [2] as follows:
The congestion of an embedding  of  into  is the maximum number of edges of the graph  that are embedded on any single edge of . Let   ( ()) denote the number of edges ( ) of  such that  is in the path   ( () ()) between  () and  () in  [12] . In other words,
where   (()  ()) denotes the path between () and () in  with respect to . In the same way, let    ( ()) denote the number of edges ( ) of  such that  is an internal vertex of the path   ( () ()) between () and () in  [14] . In other words,
If we think of  as representing the wiring diagram of an electronic circuit, with the vertices representing components and the edges representing wires connecting them, then the edge congestion ( ) is the minimum, over all embeddings  :  () !  (), of the maximum number of wires that cross any edge of . The vertex congestion  ( ) is the minimum over all embeddings  :  () !  () of the maximum number of wires that pass any vertex of  [2] . See Figure 1 . For convenience, we write   () instead of   ( ()) and    () instead of    ( ()) in the sequel. Figure 1 
 (2 7)gj and the edge congestions are marked on the respective edges of the cy- The Edge Congestion Problem : The edge congestion [18] of an embedding  of  into  is given by
where the maximum is taken over all edges  of . Then, the minimum edge congestion of  into  is de…ned as
where the minimum is taken over all embeddings  of  into . See Figure 2 (). The edge congestion problem of a graph  into  is to …nd an embedding of  into  that induces the minimum edge congestion ( ). The concept of cutwidth is a special case of edge congestion problem when  is a path or a cycle [3, 6, 17] .
The Vertex Congestion Problem : The vertex congestion [2, 3, 14] of an embedding  of  into  is given by
where the maximum is taken over all vertices  of . See Figure 2 (). Then, the minimum vertex congestion of  into  is de…ned as
where the minimum is taken over all embeddings  of  into . The vertex congestion problem [2, 3, 6, 14] of a graph  into  is to …nd an embedding of  into  that induces the minimum vertex congestion  ( ).
The Wirelength Problem : The wirelength of an embedding  of  into  is given by
where
Then, the minimum wirelength of  into  is de…ned as
where the minimum is taken over all embeddings  of  into . The wirelength problem [2, 3, 6, 12, 14, 15] of a graph  into  is to …nd an embedding of  into  that induces the minimum wirelength  ( ). When the host graph is a path (resp. cycle), we call the wirelength of an embedding as linear wirelength (resp. circular wirelength).
There are several ways one can compute the wirelength of an embedding. The following Lemma states that the wirelength of an embedding  of  into  can be found using either edge congestion or vertex congestion [3, 6, 15] .
Embedding problems have been considered for binary trees into paths [10] , complete binary trees into hypercubes [1] , generalized ladders into hypercubes [5] , grids into grids [16] , binary trees into grids [14] , hypercube into cycles [6] , generalized wheels into arbitrary trees [15] , and hypercubes into grids [12] . Even though there are numerous results and discussions on the wirelength problem, most of them deal with only approximate results and the estimation of lower bounds [2, 6] . The embeddings discussed in this paper produce exact wirelength.
The Edge Isoperimetric Problem : The following two versions of the edge isoperimetric problem of a graph ( ) have been considered in the literature [4] .
Problem 1 : Find a subset of vertices of a given graph, such that the edge cut separating this subset from its complement has minimal size among all subsets of the same cardinality.
Problem 2 : Find a subset of vertices of a given graph, such that the number of edges in the subgraph induced by this subset is maximal among all induced subgraphs with the same number of vertices.
Remark : In the literature, Problem 2 is de…ned as the maximum subgraph problem and is   -complete [8] .
Clearly, if a subset of vertices is optimal with respect to Problem 1, then its complement is also an optimal set. However, it is not true for Problem 2 in general, although this is indeed the case if the graph is regular. Moreover, for regular graphs the above two problems are equivalent in the sense that a solution for one also becomes a solution for the other [4] . The maximum subgraph problem for the powers of the Petersen graph has been studied in [4] . In this paper we solve the maximum subgraph problem for generalized Petersen graphs and thereby obtain the circular wirelength of generalized Petersen graphs.
Main Techniques
Lemma 2 (Congestion Lemma) [12] Let  be an -regular graph and  be an embedding of  into . Let  be an edge cut of  such that the removal of edges of  leaves  into 2 components  1 and  2 and let  1 =  ¡1 ( 1 ) and  2 =  ¡1 ( 2 ) Also  satis…es the following conditions:
(ii) For every edge ( ) in  with  2  1 and  2  2 ,   ( () ()) has exactly one edge in .
(iii)  1 is a maximum subgraph on  vertices where  = j ( 1 )j.
The exact wirelength problem of hypercube on a grid has been solved by Manuel et al. [12] , using the Congestion Lemma. The following result is an analogue of Congestion Lemma for vertices.
Lemma 4 (Vertex Congestion Lemma) Let  be an -regular graph and  be an embedding of  into . Let  be a vertex cut of  such that the removal of vertices of  leaves  into 2 components  1 and  2 and let Figure  3) . Also  satis…es the following conditions:
(ii)  is an independent set such that for every edge ( ) in  with  2   ,  = 1 2 and In the same way, since every edge in  has its other end in  2 , jj =  j ( 2 )j¡2 j( 2 )j¡(Number of edges having one end in  2 and other end in  ) (2) By adding (1) and (2), we get 
The necessity of Vertex Congestion Lemma is illustrated as follows.
Illustration : Consider an embedding  of a circulant graph  into a graph  as shown in Figure 4 . Let
It is easy to verify that each   satis…es the conditions of the Vertex Congestion Lemma. Hence by Vertex Partition Lemma the wirelength is minimum. But it is interesting to note that it is not possible to …nd edge cuts satisfying the conditions of the Congestion Lemma, for any embedding of  into .
Generalized Petersen Graphs
The Petersen graph has fascinated many graph theorists over the years because of its appearance as a counter example in many places. Because of its ubiquity, it seemed a natural graph to be used in many places. The Petersen graph is named after Julius Petersen, who in 1898 constructed it to be the smallest bridgeless cubic graph with no three-edge-coloring. In 1950 H. S. M. Coxeter [7] introduced a family of graphs generalizing the Petersen graph.
De…nition 1
The generalized Petersen graph  ( ) 1 ·  ·  ¡ 1 and  6 = 2, consists of an outer -cycle  1  2    , a set of  spokes (     ), 1 ·  · , and  inner edges (    + ) with indices taken modulo . It is a 3-regular graph and contains 2 vertices and 3 edges. Notation : For 1 ·  · , we call the vertices   and   of  ( ) as outer rim and inner rim vertices respectively and label the vertices   and   as 2 ¡ 2 and 2 ¡ 1 respectively. We call this labeling as parallel labeling of the generalized Petersen graph  ( ). See Figure 5 .
Remarks

The generalized Petersen graph  ( 1)
, ¸3 is the circular ladder  2 £   .
The generalized Petersen graph  (5 2)
is the well known Petersen graph.
 (
) » =  (  ¡ ) for 1 ·  · b( ¡ 1)2c and  6 = 2.
Theorem 1
The number of edges in a subgraph induced by any set of  vertices of  ( 1), 3 ·  ·  is at most  + b2c ¡ 2, for   3.
Proof. Let  = f 1   2     g be a set of  vertices of  ( 1). Let  be the subgraph of  ( 1) induced by the vertices of  .
Case 1 :
If all the vertices of  are outer rim vertices then
Hence j()j ·  + b2c ¡ 2. The same argument is true if all the vertices of  are inner rim vertices.
Case 2 : Let  1 and  2 be the number of outer and inner rim vertices of  respectively such that  =  1 +  2 . Without loss of generality we prove the result for  1¸d 2e and  2 · b2c. Since  1  , the number edges induced by the outer rim vertices is at most  1 ¡ 1. But  can have a maximum of  2 spokes and  2 ¡ 1 edges induced by the inner rim vertices. Hence where  is odd and the labels are taken  2. Then  is a maximum subgraph of  ( 1),   3. Proof. Let  1 be the number of outer rim vertices and  2 the number of inner rim vertices such that  =  1 +  2 . Since  is odd, the labels of the vertices imply that either  1 =  2 or j 1 ¡  2 j = 1. Without loss of generality assume that  contains d2e outer rim vertices and b2c inner rim vertices. Then, the number of edges induced by outer rim vertices is d2e ¡ 1 and that of the inner rim vertices is b2c ¡ 1 Also the number of spokes induced by  is b2c. Therefore j()j = d2e ¡ 1 + b2c ¡ 1 + b2c =  + b2c ¡ 2. By Theorem 1,  is a maximum subgraph of  ( 1). ¤
Wirelength of Circular Ladders into Paths and Cycles
Let   denotes a cycle on  vertices. In this section we consider the embedding of circular ladder into path and cycle.
Embedding Algorithm A Input : A generalized Petersen graph  ( 1) and a path  2 (resp. a cycle  2 ),   3.
Algorithm : Label the vertices of  ( 1) using parallel labeling. Label the consecutive vertices of  2 as 0 1  2 ¡ 1 from left to right (resp. label the consecutive vertices of  2 as 0 1  2 ¡ 1 in the clockwise sense). See Figure 6 .
Output : An embedding  of  ( 1) into  2 (resp.  2 ) given by () =  with minimum wirelength.
Proof of correctness :
We divide the proof into two parts.
Part A (Host graph is a path) Each edge ( ¡ 1 ), 1 ·  · 2 ¡ 1 of  2 is a cut edge and its removal disconnects  2 into two components   and  0  . That is, the edge set Another method to compute the minimum wirelength is by using the Vertex Congestion Lemma and the Vertex Partition Lemma.
Part B (Host graph is a cycle) We consider two cases. 
Case 1 ( odd): Let the edge set  of  2 be partitioned into f 1   2     g where each   contains two diametrically opposite edges of  2 . In other words, Case 2 ( even): Let the vertex set  of  2 be partitioned into f 1   2     g where each   contains two diametrically opposite vertices of  2 . In other words, Proof. Following the notation used in Embedding Algorithm A, we have by Lemma 2,
See Figure 6 (). ¤
Theorem 4
The exact wirelength of generalized Petersen graph  ( 1)   3 into the cycle
Proof. Following the notation used in Embedding Algorithm A, we have two cases. Figure  6 ().
The readers may observe that it is also possible to compute  ( ( 1)  2 ), for all , using Partition Lemma. But when  is even, the partitions are not uniform and a rigorous partitioning of the edges becomes necessary. Thus, for  even, we make use of Vertex Partition Lemma as the partitions found in the Embedding Algorithm A are elegant.
The following result is an easy consequence of the symmetric property of cycles. 
Wirelength of Generalized Petersen Graphs into Cycles
The Partition Lemma and the Vertex Partition Lemma can be used as powerful tools in computing the exact wirelength of an embedding. But there are host graphs in which the edge set (resp. vertex set) cannot be partitioned into edge cuts (resp. vertex cuts) satisfying the 
denote a collection of vertices of  with each vertex in  repeated exactly  times. Let
In this section we obtain the exact wirelength of generalized Petersen graph  ( ) into cycle  2 using -Partition Lemma as well as using -Vertex Partition Lemma. To complete this task we prove the following result.
Theorem 6
For su¢ciently large , the number of edges in a subgraph induced by any set of
Proof. By Theorem 2, the result is true for  = 1. We prove it for ¸2. Let  = 4 ¡ 1 and  = f 1   2     g be a set of  vertices of  ( ). Let  be the subgraph of  ( ) induced by the vertices of  . Let f g be a partition of  () such that  contains the outer rim vertices of  and , the inner rim vertices of .
The same argument is true if jj = 0.
Case 2 : Assume that jj 6 = 0 and jj 6 = 0. Let jj =  1 and jj =  2 such that  =  1 +  2 . We prove the result for  1¸d 2e and  2 · b2c. That is, we prove the result for  1¸2  and  2 · 2 ¡ 1.
Assume that  induces a path. Then the number of edges induced by  is  1 ¡ 1. Suppose  2 · . Then  can have a maximum of  2 spokes and  2 ¡ 1 inner edges. Therefore
Let  be the number of spokes induced by . Then  2 ¡  vertices of  are not the end vertices of spokes in . Therefore  can have a maximum of  2 ¡  + b2c inner edges. Hence j()j ·
Assume that  induces more than one vertex disjoint path. Proceeding as before, it is easy to get j()j · 5 ¡ 3. A similar argument is true if jj =  2 and jj =  1 . ¤ Theorem 7 For su¢ciently large , let  be a subgraph of  ( ), 1 ·  · b( ¡ 1)2c induced by (= 4¡1) vertices such that, the labels of  ¡1 vertices are f+1 +2  + ¡1g and the  th vertex is the vertex labeled  ¡ 1   +  or  +  + 1 where  is odd and the labels are taken  2. Then  is a maximum subgraph of  ( ).
Proof. Let  1 be the number of outer rim vertices and  2 be the number of inner rim vertices such that  =  1 +  2 . Without loss of generality assume that  contains d2e outer rim vertices and b2c inner rim vertices. Then, the number of edges induced by outer rim vertices is d2e ¡ 1 and that of the inner rim vertices is b2c ¡  Also the number of spokes induced by  is b2c. Therefore j()j = d2e ¡ 1 + b2c ¡ + b2c =  +b2c ¡  ¡ 1 = 5 ¡ 3. Without loss of generality, let  1 be on 4 ¡ 1 vertices of  ( ). By Theorem 7, each  1 induces a maximum subgraph of  ( ). Thus each   satis…es conditions (i), (ii) and (iii) of the Congestion Lemma. Therefore   (  ) is minimum. The 2-Partition Lemma implies that the wirelength is minimum.
Another method to compute the minimum wirelength is by using Vertex Congestion Lemma and the 2-Vertex Partition Lemma. ¤ 
Conclusion
In this paper the Vertex Congestion Lemma, the edge Congestion Lemma and the -Partition Lemma have been e¤ectively used as techniques to compute the circular wirelength of generalized Petersen graphs. There are instances where only Vertex Congestion Lemma could be used while edge Congestion Lemma failed and vice-versa. It would be interesting to identify networks on which these techniques could be used in computing the exact wirelength.
