When building stochastic models for electricity spot prices the problem of uttermost importance is the estimation and consequent forecasting of a component to deal with trends and seasonality in the data. While the short-term seasonal components (daily, weekly) are more regular and less important for valuation of typical power derivatives, the long-term seasonal components (LTSC; seasonal, annual) are much more difficult to tackle. Surprisingly, in many academic papers dealing with electricity spot price modeling the importance of the seasonal decomposition is neglected and the problem of forecasting it is not considered. With this paper we want to fill the gap and present a thorough study on estimation and forecasting of the LTSC of electricity spot prices. We consider a battery of models based on Fourier or wavelet decomposition combined with linear or exponential decay. We find that all considered wavelet-based models are significantly better in terms of forecasting spot prices up to a year ahead than all considered sine-based models. This result questions the validity and usefulness of stochastic models of spot electricity prices built on sinusoidal long-term seasonal components.
Introduction
As pointed out by Trück et al. (2007) and , the first crucial step in defining a model for electricity spot price dynamics consists of finding an appropriate description of the seasonal pattern. In the standard approach to seasonal decomposition the electricity spot price series P t is decomposed into the trend-cycle or long-term seasonal component (LTSC) T t , the periodic short-term seasonal component (STSC) s t and remaining variability, error, or stochastic component X t either in an additive (i.e., P t = T t + s t + X t ) or a multiplicative fashion (i.e., P t = T t · s t · X t ; note that a multiplicative model for the prices is equivalent to an additive model for . Note that for the Australian market the log-prices (and not the prices themselves) are plotted. The logarithmic scale dampens the extreme spikiness of the NSW prices, which can reach up to 10000 AUD/MWh during peak hours. changing climate/consumption conditions throughout the years and strategic bidding practices. As mentioned in the Introduction, there are essentially three distinct suggestions in the energy economics literature for dealing with the trend-seasonal component f t of electricity spot prices (for a recent evaluation of the different approaches in terms of extracting the true seasonal pattern see . Sample fits of the LTSC are illustrated in Figure 2 .
The first is to fit piecewise constant functions or dummies, typically one for each month. Forecasting of such a LTSC is trivial. However, given the not very periodic behavior of spot prices on the annual scale (recall Figure 1) , the usefulness of this technique is questionable. Moreover, while very simple, this approach yields a non-smooth trend-seasonal component with jumps between months. If this effect is not eliminated by an additional smoothing treatment, it may very well introduce spurious seasonality and negatively influence the estimation of the stochastic component. In our study we will use as benchmarks only very simple variants of this technique which do not require additional smoothing, namely a constant and a linear LTSC.
The second approach is to model the trend-seasonal pattern T t by a sum of sine and/or cosine functions. Due to the rather complex annual pattern of spot electricity prices, except for a few regular periods like the Jan 1997 -Apr 2000 period at Nord Pool analyzed by , the LTSC cannot be modeled by a single sine function. The question whether the periods of other sine or cosine functions of higher frequency should be harmonics of the annual frequency or not is an open one. In order to answer it we will consider here sinusoidal models for T t with up to four summands with both regularly (harmonics) and irregularly spaced frequencies. Note that in both cases the forecasting of such a LTSC is straightforward, since it is based on a simple extrapolation of the sine and/or cosine functions with known frequency, phase shift and amplitude.
The third approach is to use wavelet decomposition and smoothing as more robust to outliers and a less periodic alternative to Fourier analysis. Recall, that wavelets belong to families -like the Daubechies and Coiflets families used here -and come in pairs of a father and a mother wavelet for a given order (Härdle et al., 1998; Percival and Walden, 2000) . The different families and orders of wavelets make different trade-offs between how compactly they are localized in time and their smoothness. Any function or signal (here, P t ) can be built up as a sequence of projections onto one father wavelet and a sequence of mother wavelets: S J + D J + D J−1 + ... + D 1 , where 2 J is the maximum scale sustainable by the number of observations. At the coarsest scale the signal can be estimated by S J . At a higher level of refinement the signal can be approximated by S J−1 = S J + D J . At each step, by adding a mother wavelet D j of a lower scale j = J − 1, J − 2, ..., we obtain a better estimate of the original signal. This procedure, also known as lowpass filtering, yields a traditional linear smoother. Here we use J = 6, 7 and 8, which roughly correspond to bimonthly (2 6 = 64 days), seasonal (2 7 = 128 days) and annual (2 8 = 256 days) smoothing. While trigonometric or periodic functions -such as the sinusoidal LTSC or the monthly dummies -can be easily extrapolated into the future, predicting the wavelet LTSC beyond the next few weeks is a difficult task. This results from the fact that, in contrast to sines or cosines, individual wavelet functions are quite localized in time or (more generally) in space. In the following Section we will address this issue and propose a few solutions. Note that also combining sinusoidal functions with an exponentially weighted moving average (as in De Jong, 2006) complicates things very much, because the moving average at time t + 1 is dependent on the unknown future price P t+1 .
The next and final step of seasonal decomposition would be to remove the weekly periodicity s t , typically by subtracting the 'average week' calculated as the arithmetic mean of the LTSCdeseasonalized prices (i.e., P t − T t ) corresponding to each day of the week, with public holidays treated as the eighth day of the week. However, we will not explicitly estimate the weekly periodicity here, since for the time horizons considered in this study (see below) it is of little importance. Finally, note that the forecasting of such a periodic STSC is straightforward, like in the case of a LTSC build on piecewise constant functions (or dummies).
Forecasting the long-term seasonal component

The simulation setup
In the simulation study we use a rolling window scheme. At each estimation/forecasting step both the starting and the ending date of the calibration sample is moved forward by one day. Each 6 of the 300 models we consider is estimated on two calibration windows: a two-year (730-day) and a three-year (1095-day). The following year (365 days) is used for the out-of-sample forecast and is denoted in the text as the forecast window, see Figures 2-4. In order to have the same number of forecasts for both calibration windows, the two-year window has a 365-day lag with respect to the three-year window (i.e., it starts on the 366th observation of the three-year calibration window). The rolling scheme lasts as long as we have at least 365 observations following the last day of the calibration window. In this way we obtain 579 forecasts (from 1 to 365 days ahead) for the NSW market, 2295 for the German EEX market, 1781 for the Scandinavian Nord Pool power exchange, 2311 for the New England Power Pool, 1129 for the New York ISO and 485 for the PJM market. After computing forecasts for all six datasets, all 300 models and all calibration windows we calculate three measures of forecast accuracy -the mean absolute error (MAE), the mean squared error (MSE) and the mean absolute percentage error (MAPE) -for each dataset, each model and each of the six forecast horizons: 1-7 days, 8-30 days, 31-90 days, 91-182 days, 183-274 days and 275-365 days.
Models and their codes
To cope with the large number of models used in this study each model is given a unique 6-digit code, see Tables 1 and 2. The first digit defines the model family, the second provides information on the calibration window (two-year -'2', three-year -'3'). The remaining four digits define family-specific characteristics. A star ('*') indicates that a certain digit can take one of a few values and is used to represent subgroups of models.
Simple models (1*000*)
In Figures 2-4 we can observe that when 2, 3 or 4 sines are fitted to raw or spike-filtered spot price data (models 2***00 and models 3****0, respectively; see Section 4.2.2 for details) the price forecast tends to deviate significantly from a reasonable price range, especially for longer time horizons. This is the reason for using conservative, simple techniques in this study. Initially we started with three models:
• the mean of the spot price in the calibration window (models 1*0001),
• linear regression of the spot price in the calibration window extrapolated into the forecasting window (models 1*0002) and
• the median of the spot price in the calibration window (models 1*0003).
All three models performed surprisingly well for long-term forecasts of six months or more and the best of the three was the median. However, the short-and medium-term forecasts were significantly worse than those of the other models, mainly due to the price spikes and the heteroskedasticity of the spot price. Hence, we decided to test three more simple models:
• an exponential decay from the current spot price to the median (model 1*0004 with the decay parameter λ = 1 30 in formula (1) and model 1*0005 with λ = 1 180 ) and • a linear decay from the current spot price to the median (model 1*0006 The six digit codes of the 300 models tested in this study, part I. A star ('*') indicates that a certain digit can take one of a few values and is used to represent subgroups of models. A square cup ('⊔') identifies the digit of interest.
Digit
Value Meaning All models *⊔**** 2 two year (730 day) calibration window 3 three year (1095 day) calibration window Simple models (1*000*) → 12 models in total 1*000⊔ 1 mean price in the calibration window 2 extrapolated linear regression of prices in the calibration window 3 median price in the calibration window 4 exponential decay to the median with the decay parameter λ = 1 30 5 exponential decay to the median with the decay parameter λ = 1 180 6 linear decay to the median Sines fitted to raw prices (2***00) → 24 models 2*⊔*00 1,...,4 number of sines used to represent the LTSC 2**⊔00 1 periods of all sines estimated 2 period of the 1 st sine estimated, remaining periods set to 1, 1 2 and 1 3 of a year 3 periods set to 1, 1 2 , 1 3 and 1 4 of a year Sines fitted to spike-filtered prices (3****0) → 48 models 3*⊔**0 1,...,4 number of sines used to represent the LTSC 3**⊔*0 1 periods of all sines estimated 2 period of the 1 st sine estimated, remaining periods set to 1, 1 2 and 1 3 of a year 3 periods set to 1, 1 2 , 1 3 and 1 4 of a year 3***⊔0 1 spikes replaced by the mean of the deseasonalized prices 2 spikes replaced by the upper/lower 2.5% quantiles of the deseasonalized prices Wavelets with an exponential decay to the median fitted to raw prices (4***0*) → 48 models 4*⊔*0* 1 Daubechies wavelet family of order 12 ('db12') 2
Daubechies wavelet family of order 24 ('db24') 3
Coiflets wavelet family of order 2 ('coif2') 4
Coiflets wavelet family of order 4 ('coif4') 4**⊔0* 1 S 6 approximation level 2 S 7 approximation level 3 S 8 approximation level 4***0⊔ 1 exponential decay to the median with the decay parameter λ = 1 30 2 exponential decay to the median with the decay parameter λ = 1
180
Wavelets with a linear decay to the median fitted to raw prices (5***00) → 24 models 5*⊔*00 1 Daubechies wavelet family of order 12 ('db12') 2
Coiflets wavelet family of order 4 ('coif4') 5**⊔00 1 S 6 approximation level 2 S 7 approximation level 3 S 8 approximation level Table 2 : The six digit codes of the 300 models tested in this study, part II.
Digit
Value Meaning Wavelets with an exponential decay to the median fitted to spike-filtered prices (6*****) → 96 models 6*⊔*** 1 Daubechies wavelet family of order 12 ('db12') 2
Coiflets wavelet family of order 4 ('coif4') 6**⊔** 1 S 6 approximation level 2 S 7 approximation level 3 S 8 approximation level 6***⊔* 1 spikes replaced by the mean of the deseasonalized prices 2 spikes replaced by the upper/lower 2.5% quantiles of the deseasonalized prices 6****⊔ 1 exponential decay to the median with the decay parameter λ = 1 30 2 exponential decay to the median with the decay parameter λ = 1
180
Wavelets with an exponential decay to the median fitted to spike-filtered prices (7****0) → 48 models 7*⊔**0 1 Daubechies wavelet family of order 12 ('db12') 2
Coiflets wavelet family of order 4 ('coif4') 7**⊔*0 1 S 6 approximation level 2 S 7 approximation level 3 S 8 approximation level 7***⊔0 1 spikes replaced by the mean of the deseasonalized prices 2 spikes replaced by the upper/lower 2.5% quantiles of the deseasonalized prices All three models connect the last day of the calibration period -the current spot price -and the last day of the forecast window -the median of the spot prices in the calibration window. The exponential decay function is normalized in the following way:
where x 0 is the last observation in the calibration window (i.e., on the day the prediction in made), x T is the median of the spot prices in the calibration window (on the last day of the forecast window) and λ = 1 30 or 1 180 . Since exp(−λx) is the tail of the exponential distribution with mean 1 λ , the forecast of model 1*0004 decays to the median much faster (i.e., its mean lifetime is 30 days or one month) than that of model 1*0005 (whose mean lifetime is 180 days or half a year).
Sines fitted to raw (2***00) or spike-filtered prices (3****0)
The second family of models considered in this study and denoted by 2***00 used sine functions to represent the LTSC. In these models a sum of one to four sines is fitted via nonlinear least squares to the spot price in the calibration window -the third digit in the model code (2*⊔*00) stands for the number of sines used to represent the LTSC (1, 2, 3 or 4). Each considered sine function has three parameters to estimate -the amplitude, the period and the phase shift. To address the question whether the periods of the sine functions of higher frequency should be harmonics of the annual frequency or not we consider three subgroups of models:
• models where the periods of all sines (up to four) are estimated within the least squares procedure (models 2**100, i.e., with '1' as the fourth digit),
• models where the period of the first sine function is estimated within the least squares procedure and the periods of the remaining sine functions (if any) are set to a year, half a year and a third of a year (models 2**200, i.e., with '2' as the fourth digit) and
• models where the periods are set to a year, half a year, a third of a year and a quarter of a year (models 2**300, i.e., with '3' as the fourth digit).
Note that in all three cases the forecasting of such a LTSC is straightforward, since it is based on a simple extrapolation of the sine functions with known frequency, phase shift and amplitude. Note also that the latter method should not outperform the other two; even if the fixed periods were optimal then they should be estimated within the least squares procedure for the first two methods. Yet, the obtained forecasting results do not match our expectations. Most likely, the nonlinear least squares optimization procedure has problems with finding the global maximum due to the large number of parameters to be estimated (up to 12). In a recent empirical study showed that improved robustness of the electricity spot price model could be achieved by filtering the data with some reasonable procedure for outlier (i.e., spike) detection, and then using classical estimation techniques for the seasonal pattern on the filtered data. While no single best method for outlier detection could be identified, in a vast majority of cases all of the considered filtering techniques significantly outperformed the 'no filter' approach that used the original spot price. Out of the seven filtering techniques tested in this study, the simple-to-implement 2.5% variable price thresholds (VPT1) method yielded reasonable improvement over the 'no filter' approach, both with respect to estimating the seasonal pattern (LTSC and STSC) and the parameters of the stochastic component. In this method 2.5% highest and 2.5% lowest deseasonalized prices are treated as outliers and are replaced by 'more normal' values. The deseasonalization is performed by first subtracting a wavelet smoother of level 6 (i.e., S 6 , see Section 3; or a sine function combined with an exponentially weighted moving average) from the spot prices, then by computing the 'average week' (with holidays treated as the eighth day of the week) and removing it from the LTSC-detrended data. used the seasonal pattern as the 'more normal' values -they substituted the identified spikes in the deseasonalized series by the mean of the deseasonalized prices.
We have decided to use this technique in our study. The sine-based models fitted to spikefiltered prices constitute the third family of models (3****0). The third and the fourth digit in the model code define the same characteristics as in the standard sine-based models (2***00). The fifth digit defines the 'more normal' values used to substitute the identified spikes:
• models 3***10 are fitted to price series where the identified spikes a replaced by the mean of the deseasonalized prices, as in ,
• whereas models 3***20 are fitted to price series where the identified spikes are replaced by the threshold itself (i.e., the upper or lower 2.5% quantile of the deseasonalized prices).
Note that the latter approach is similar in spirit to the limiting spike preprocessing scheme used in the engineering literature (Shahidehpour et al., 2002; Weron, 2006) .
4.2.
3. Wavelets (4***0*, 5***00, 6*****, 7****0) The next four families of models we consider consist of wavelet-based LTSC. They differ in the way the signal is extrapolated before applying the Discrete Wavelet Transform (DWT) and the choice of the input signal (raw or spike-filtered prices). Since the lengths of the two-and the threeyear calibration windows are not powers of two, the estimation procedure requires that the signal is artificially extended before applying the DWT, so that its length is the nearest power of two (Härdle et al., 1998; Percival and Walden, 2000) . However, the commonly used extension modes, like constant extension (in Matlab denoted by 'sp0') and first derivative extrapolation ('sp1') at the edges, do not perform satisfactorily in case of spiky electricity prices. Other, more appropriate techniques have to be applied.
On the other hand, a characteristic feature of wavelets is that -unlike sines and cosinesthe individual wavelet functions are localized in time, i.e., they tend to zero for large (positive or negative) arguments. In the context of extrapolating the signal into the future this means that some additional assumptions have to be made on how to extrapolate the smoothed signal S j and/or the detail series of lower orders. There have been a few suggestions in the literature on how to deal with this problem. For the lower detail levels, which are of high frequency and oscillatory in nature, Yousefi et al. (2005) used trigonometric fits in a study of oil prices while Conejo et al. (2005) calibrated ARIMA models when forecasting day-ahead electricity spot prices in the Spanish market. Fryźlewicz et al. (2003) proposed yet a more technical concept -the locally stationary wavelet process, where the price process is written as a linear combination using wavelets as basis functions. Although appealing from the theoretical point of view, it performed very poorly in a recently published short-term forecasting study of Schlueter and Deuschle (2010) . In fact, the authors observed that for signals with a strong random component -like the UK power prices -all tested wavelet-based methods at best generated only little improvements over the more traditional time series approaches.
For the much smoother and less periodic approximations (like the S 6 , S 7 or S 8 approximations used in this study) and the higher detail levels other techniques have to be applied. To extend the signal beyond the calibration window, Yousefi et al. (2005) used a spline fit, Wong et al. (2003) applied polynomial extrapolation, while Stevenson (2001) and Stevenson et al. (2006) utilized predictions of threshold autoregressive models (TAR) fitted to smoothed (via wavelet shrinkage) spot prices from the Australian electricity market. To our best knowledge, the latter two papers are the only ones where wavelets have been used to forecast electricity prices for horizons of more than a few days ahead. Yet both papers used prices from the out-of-sample period to extend the signal to the nearest power of two and avoid edge extension problems; hence the predictions were not truly ex-ante forecasts. This is a pretty controversial approach which clearly cannot be used in real world applications.
Taking into account that in this study we are only interested in ex-ante forecasts with a relatively long time horizon, none of the methods mentioned above could be applied; the spline-or polynomial extrapolation-based forecasts of electricity spot prices behaved unpredictably over periods of a few hundred days. Hence, we decided to extrapolate the smoothed signal similarly as in the case of sine-based models, i.e., by fitting a sum of up to four sines to S j in the calibration window and simply extrapolating the sines 365 days into the future. Unfortunately, this too resulted in unreasonably fluctuating predictions of future electricity spot prices. In the next attempt -motivated by the surprisingly good long-term forecasts of the simple models (recall the discussion in Section 4.2.1) and the relatively good short-term forecasts of all wavelet models compared to the simple (1*000*) and sine-based models (2***00, 3****0) -we introduced two new families:
• wavelets with an exponential decay to the median (4***0*) and
• wavelets with a linear decay to the median (5***00).
Two further families of models are their analogues fitted to spike-filtered prices: 6***** and 7****0, respectively. Like for the sine-based models (i.e., 3****0), the fifth digit defines the 'more normal' values used to substitute the identified spikes:
• models 6***1* and 7***10 are fitted to price series where the identified spikes a replaced by the mean of the deseasonalized prices, as in Janczura et al. (2012),
• whereas models 6***2* and 7***20 are fitted to price series where the identified spikes are replaced by the threshold itself (i.e., the upper or lower 2.5% quantile of the deseasonalized prices).
Instead of using the 'sp0' or 'sp1' extension modes at the edges, in these new models the calibration windows are first extended one year forward using an exponentially or a linearly decaying to the median deterministic function. This is done analogously as in models 1*0004, 1*0005 and 1*0006: we connect the last day of the calibration period (on the time axis) and the current spot price (on the price axis) with the last day of the forecast window (on the time axis; observation 1095 for the two-year calibration window and observation 1460 for the three-year calibration window) and the median of the spot prices in the calibration window (on the price axis). The exponential decay function is given by formula (1), either with λ = 1 30 (models 4***01 and 6****1) or 1 180 (models 4***02 and 6****2). Once the data series are extended to 1095 (or 1460) observations we apply the DWT. Note that the wavelet estimation procedure again has to extend the series so that its length is a power of two -this time to 2048 observations for both calibration windows. However, now the constant extension at the edges (i.e., 'sp0') does not influence the shape of the wavelet smoother too much since the last observation of the initially extended series (of 1095 or 1460 observations) is the median. Finally, we simply take as our forecast the 365 values of the obtained wavelet smoother corresponding to the forecast window.
For each wavelet-based model family we use four types of wavelets which make different trade-offs between how compactly they are localized in time and their smoothness: two from the Daubechies family (of order 12 and 24; in Matlab and later in the text denoted by 'db12' and 'db24', respectively) and two from the Coiflets family (of order 2 and 4; denoted by 'coif2' and 'coif4', respectively). The third digit in the model code (**⊔***) defines the wavelet: '1' stands for 'db12', '2' for 'db24', '3' for 'coif2' and '4' for 'coif4'. Finally, for each wavelet-based family the fourth digit in the model code (***⊔**) defines the wavelet approximation level: '1' stands for S 6 , '2' for S 7 and '3' for S 8 . Note that the three approximation levels used roughly correspond to bimonthly (2 6 = 64 days), seasonal (2 7 = 128 days) and annual (2 8 = 256 days) smoothing, respectively.
Error measures
Six datasets, over 17 thousand observations and as many as 300 models tested lead us to a fundamental question: how to select the best LTSC forecasting technique(s)? To address this question we calculate three measures of forecast accuracy -the mean absolute error (MAE), the mean squared error (MSE) and the mean absolute percentage error (MAPE) -for each dataset, each model and each forecast horizon. Then we rank the models from 1 to 300 based on the values of MAE h,d or MSE h,d :
• separately for each of the six forecast horizons: h = 1 (1-7 days), 2 (8-30 days), 3 (31-90 days), 4 (91-182 days), 5 (183-274 days) and 6 (275-365 days) and
• each of the six datasets d = 1 (NSW), 2 (EEX), 3 (NP), 4 (NEP), 5 (NYISO) and 6 (PJM).
To obtain the aggregate rank (over all six datasets) of a model for a given time horizon h we calculate the geometric mean -denoted by GM(MAE h, * ) or GM(MSE h, * ) -of the six ranks for each of the six datasets for this time horizon. Note that compared to the arithmetic mean, the geometric mean penalizes poor rankings and emphasizes good rankings. Next, we compute an average rank over all time horizons: we rank the models from 1 to 300 based on the values of GM(MAE h, * ) or GM(MSE h, * ) for each of the six time horizons and compute the geometric mean of those six ranks. The resulting two global measures are denoted by GM(MAE * , * ) and GM(MSE * , * ). Furthermore, since the ranks do not provide quantitative information about a given method's forecasting accuracy we use two aggregate measures based on the individual mean absolute percentage errors (MAPE h,d with h, d = 1, ..., 6). Namely, for a given time horizon h we calculate the weighted arithmetic mean
where w = 579 8580 , 2295 8580 , 1781 8580 , 2311 8580 , 1129 8580 , 485 8580 is the vector of weights such that each dataset has a weight proportional to its length. Next, we compute the average over all time horizons:
where v = 7 365 , 23 365 , 60 365 , 92 365 , 92 365 , 91 365 is the vector of weights such that each forecasting horizon has a weight proportional to its length. For a given model the global error measure MAPE * , * is the mean absolute percentage error over all datasets and all forecasting horizons.
Results
Global performance
In Table 3 we list the top 20 models according to each of the three global forecast error measures: GM(MAE * , * ), GM(MSE * , * ) and MAPE * , * . Nearly all models in the top 20 list are from Table 3 : Top 20 models according to each of the three global forecast error measures: GM(MAE * , * ) in columns 2-3, GM(MSE * , * ) in columns 4-5 and MAPE * , * in columns 6-7. The best three models in terms of each measure are emphasized in bold with the index indicating their rank: a,b,c for GM(MAE * , * ), 1,2,3 for GM(MSE * , * ) and A,B,C for MAPE * , * . Note that all models in the top 20 list are from families 6***** and 7****0; the best models from the remaining five families are listed in the bottom rows of the Figure 5 : Histograms showing how many times models from a given family (1*000*, 2***00, 3****0, 4***0*, 5***00, 6*****, 7****0) are ranked in the top 5 (top row), top 20 (center row) and top 50 (bottom row) of all 300 models according to GM(MAE h, * ), GM(MS E h, * ) and MAPE h, * (in columns, from left to right) for each of the six forecast horizons h = 1, ..., 6. Clearly models from families 6***** and 7****0 dominate the rankings. Note the different scale in the right column (i.e., for MAPE h, * ). families 6***** and 7****0. Models from the remaining five families are generally much further down the list, see the bottom rows in Table 3 . The best models from families 4***0* and 5***00 are respectively ranked at no. 55 and 80 for GM(MAE * , * ), 16 and 79 for GM(MSE * , * ) and 68 and 72 for MAPE * , * . Next in line are the simple models (1*000*) -no. 87, 110 and 137 for the three error measures, respectively. Finally, the sine based models (2***00 and 3****0) close the list with ranks below 200, i.e., they are classified among the 33% worst performing models.
The best five models in terms of each global measure are emphasized in bold with an index indicating their rank: a,b,c,d,e for GM(MAE * , * ), 1,2,3,4,5 for GM(MSE * , * ) and A,B,C,D,E for MAPE * , * . Three out of the top five models according to GM(MAE * , * ) are from the 73*110 subfamily, i.e., wavelets with a linear decay to the median, calibrated on a three-year window using approximation S 6 and with spikes replaced by the mean of the deseasonalized prices; they only differ in the choice of the wavelet family. The top four models according to MAPE * , * are from the same small subfamily (73*110), while the top 17 models are from the 73***0 subfamily. Clearly the threeyear calibration window leads to better forecasts as measured by MAPE * , * . On the other hand, the ranking according to GM(MSE * , * ) is dominated by 6***** models. Four out of the top five models models are from the 62*322 subfamily, i.e., wavelets with an exponential decay to the median with the decay parameter λ = 1 180 , calibrated on a two-year window using approximation S 8 and with spikes replaced by the upper/lower 2.5% quantiles of the deseasonalized prices; they only differ in the choice of the wavelet family.
Generally models 6***** with an exponential decay to the median perform better if the spikes are replaced by the upper/lower 2.5% quantiles of the deseasonalized prices (models with '2' as the 5th digit), while models 7****0 perform better if the spikes are replaced by the mean of the deseasonalized prices (with '1' as the 5th digit). This may indicate that for the former the exponential decay is too fast (even for the small decay parameter λ = 1 180 ) and has to start at a more extreme level, while for models with a linear decay to the median the decay is too slow and the decay should start at a more typical, less extreme level.
These observations are confirmed by the results presented in Figure 5 where we plot histograms showing how many times models from a given family are ranked in the top 5 (which roughly corresponds to top 2%), top 20 (or 7%) and top 50 (or 17%) of all 300 models according to GM(MAE h, * ), GM(MS E h, * ) and MAPE h, * for each of the six forecast horizons h = 1, ..., 6. To be more precise, the 'top 5' histogram for GM(MAE h, * ) is constructed based on the five best models for the first forecast horizon and all six datasets, i.e., according to GM(MAE 1, * ), the five best models for the second forecast horizon and all six datasets, i.e., according to GM(MAE 2, * ), etc. In total 5 × 6 = 30 models are considered. Note that the models do not have to be unique as some of them may be ranked in the 'top 5' for more than one forecast horizon. For instance, model 732110 is 4th according to GM(MAE 4, * ) and 2nd according to GM(MAE 5, * ), see Table 5 .
Like in Table 3 , also in Figure 5 models from families 6***** and 7****0 dominate the rankings -with family 6***** performing better in terms of GM(MS E h, * ) and family 7****0 in terms of GM(MAE h, * ) and MAPE h, * . On the other hand, not a single sine-based model (families 2***00 and 3****0) is ranked in the 'top 50'. Note also that in terms of MAPE h, * the three-year calibration window is preferred, while for the other two error measures the evidence is not that clear.
Performance across the forecasting horizons
The performance of the models is not uniform across the forecasting horizons, see Tables 4  and 5 where we list the top five models over all six datasets according to the three error measures: GM(MAE h, * ), GM(MSE h, * ) and MAPE h, * for h = 1 to 6. For instance, the top four models according to GM(MSE * , * ) make it to the 'top 5' lists for the intermediate forecasting horizons of 31 to 182 days, but none of them makes it to the 'top 5' lists for the very short-term horizon (1-7 days) nor the long-term horizons (183-365 days). On the other hand, the top four models according to MAPE * , * are listed in the 'top 5' rankings for horizons of 91 to 274 days (i.e., the second and the third quarter of the one-year forecasting window), but none of them are listed in the 'top 5' list for the very short-term horizon (1-7 days) nor the very long-term horizon (275-365 days). Apparently the very short and the very long end of the one year forward curve requires other models. Only one of the emphasized in Table 3 models, i.e. 633122, is listed in the 'top 5' for the shortest forecasting horizon. This model also performs very well for the second horizon (8-30 days), but not for any of the longer horizons. In contrast to all other highly ranked in Table 3 models from family 6*****, this model is based on the more sensitive to price changes approximation S 6 (i.e., with '1' as the 4th digit), rather than on the more smooth approximation S 8 (with '3' as the 4th digit). This increased sensitivity to local price fluctuations is a common feature of all 'top 5' ranked models for the very short term horizon, see the upper part of Table 4 .
It also seems that the exponential decay to the median is too fast for the 3rd quarter of the forecast year (despite the small decay parameter λ = 1 180 ), but much better than the linear decay for the horizon of 31 to 90 days. Finally, if we were to look for one 'best performing model' then only one of the emphasized in Table 3 models, i.e. 733110, could be found in the 'top 5' lists for four out of the six forecasting horizons. This model is also globally ranked best or second best with respect to GM(MAE * , * ) and MAPE * , * . It is a member of the well performing 73*110 subfamily, i.e., it is a Coiflets wavelet of order 2 ('coif2') with a linear decay to the median, calibrated on a three-year window using approximation S 6 and with spikes replaced by the mean of the deseasonalized prices. The best model from family 6***** in this competition is 631312, i.e, a Daubechies wavelet of order 12 ('db12') with an exponential decay to the median with the decay parameter λ = 1 180 , calibrated on a three-year window using approximation S 8 and with spikes replaced by the mean of the deseasonalized prices. It is one of only two 6***1* models in the 'top 20' lists in Table 3 . The substitution of spikes by the mean of the deseasonalized prices ('1' as the fifth digit) tends to make the price forecast less extreme for the intermediate time horizons.
For the forecasting horizon of 1 to 7 days only models from the 6**12* and 7**12* subfamilies are listed in Table 4 , i.e., wavelets with an exponential or a linear decay to the median, calibrated using the more sensitive approximation S 6 and with spikes replaced by the upper/lower 2.5% quantiles of the deseasonalized prices. This outcome for the short end of the forward curve could have been expected -the more sensitive approximation level allows for a better local fit and, hence, a better short term forecast. On the other hand, for the forecasting horizon of 275 to 365 days (i.e., the '4th quarter') all but one model are from family 7****0, see Table 5 . The exception is a simple model -120001 with the mean price in the calibration window as the forecast -which is ranked poorly according to the linear error measures, but very good (2nd) with respect to GM(MSE 6, * ).
Significance of the results
Finally, we may ask how significant are the differences between the models. In particular, does the domination of models from families 6***** and 7****0 observed in Tables 3-5 mean that models from the other families are inferior? To check this we performed a Friedman test to examine significant differences between the forecasting performance of selected models. The Friedman test is a nonparametric version of the classical two-way analysis of variance (ANOVA), and tests the null hypothesis that all matched samples are drawn from the same population, or equivalently, from different populations with the same distribution (Hochberg and Tamhane, 1987; Sprent and Smeeton, 2001) . Unlike a classical ANOVA, the test does not require the assumption that all samples come from a population with a normal distribution. Examining the distribution of the forecasting errors, the assumption of normality for the population would not be justified. Table 4 : Top five models according to the three error measures and over all six datasets. The models are ranked with respect to MAPE h, * , independently for each of the three shorter forecasting horizons: 1-7 days, 8-30 days and 31-90 days. The best five models in terms of each of the global error measures, i.e., GM(MAE * , * ), GM(MSE * , * ), MAPE * , * ), are emphasized in bold; the index indicates their rank, see Table 3 . Additionally, the only three models in Tables 4-5 not belonging to families 6***** or 7****0 are marked with a dagger (' † '). Table 5 : Top five models according to the three error measures and over all six datasets. The models are ranked with respect to MAPE h, * , independently for each of the three longer forecasting horizons: 91-182 days, 182-274 days and 275-365 days. The best five models in terms of each of the global error measures, i.e., GM(MAE * , * ), GM(MSE * , * ), MAPE * , * ), are emphasized in bold; the index indicates their rank, see Table 3 . Additionally, the only three models in Tables 4-5 not belonging to families 6***** or 7****0 are marked with a dagger (' † '). Table 6 : The table provides results for the multiple comparison procedure using Tukey's HSD criterion, indicating for each of the models which of the other models performs significantly worse / significantly better for the considered criterion, at the α = 0.05 significance level. For each forecasting horizon h = 1, ..., 6 the results are based on bootstrapped subsamples of 1000 MAPE h, * errors. MAPE h, * errors based on the whole sample are also reported; the lowest for each forecasting horizon is emphasized in bold. The seven models used in the comparison were selected as those performing best in each model family (1*000*, 2***00, 3****0, 4***0*, 5***00, 6*****, 7****0) with respect to the global measure MAPE * , * , see the last two columns in Table 3 Furthermore, both ANOVA and the Friedman test make an assumption of independence. And this clearly is not met by the model errors in our empirical study as we use a rolling window scheme.
Forecasting horizon 1-7 days
To cope with this and break the dependence structure, we used bootstrapped subsamples of 1000 errors instead of the full samples of 8580 errors; recall from Section 4.1 that for all six datasets we have 8580 forecasting windows in total. The bootstrapped subsamples contained matched errors, i.e., for each forecasting horizon (h = 1, ..., 6) errors for the same randomly chosen 1000 forecasting windows were selected for each model. Seven best performing models in terms of MAPE * , * were selected for the significance test -one from each model family (1*000*, 2***00, 3****0, 4***0*, 5***00, 6*****, 7****0), see the last two columns in Table 3 . For instance, model 734110 is the best according to MAPE * , * and third best according to GM(MAE * , * ) while model 631322 is fifth best according to GM(MSE * , * ) and the best of all 6***** family models in terms of MAPE * , * . Rejecting the null of the Friedman test only provides statistical evidence for at least one of the samples being from a population with a different distribution. However, the test does not provide detailed information on which of the samples are significantly different. A test that can do so is called a multiple comparison procedure. In this study we use Tukey's honestly (or wholly) significant difference test (Tukey's HSD or Tukey's WSD) which is optimal for the comparison of groups with equal sample sizes (Hochberg and Tamhane, 1987; Maxwell and Delaney, 2004) . For each of the seven models Table 6 indicates which of the other models perform significantly worse or significantly better in terms of MAPE h, * , at the α = 0.05 significance level and independently for each forecasting horizon h = 1, ..., 6. Note that when all other models were significantly better (or worse) than a particular model this is indicated by 'All', while '-' indicates that none of the other models provided significantly better (or worse) results. Being based on a nonparametric test statistic, it can be expected that the multiple comparison procedure will not be able to distinguish significant differences between all of the considered models. However, many of the differences between the models observed earlier in this Section are identified as significant.
The best sine-based models (221300 and 331110) perform significantly worse than the best simple model (120005) and the best wavelet-based models (431302, 531300, 631322 and 734110) across all six forecasting horizons; except for model 221300 in the most distant horizon h = 6 (i.e., 275-365 days ahead) which is not found to be significantly worse than the spike unfiltered wavelet-based models 431302 and 531300. The simple model 120005 performs surprisingly well for the closest (h = 1) and the two most distant (h = 5, 6) forecasting horizons. Interestingly, if we repeat the analysis but take the worst performing models in terms of MAPE * , * from the simple and wavelet-based families (namely, models 120002, 423101, 523100, 622111 and 721220) and compare them with the best sine-based models we obtain that all four wavelet-based models perform significantly better across all six forecasting horizons than the remaining three models (120002, 221300 and 331110)! On the other hand, the worst simple model (120002 -linear regression of the spot price in the two-year calibration window extrapolated into the forecasting window) performs much worse than the best simple model (120005) and is generally comparable to the best sine-based models.
Furthermore, models 531300 and 734110 (i.e., wavelets with a linear decay to the median) perform significantly better than models 431302 and 631322 (i.e., wavelets with an exponential decay to the median) for the two longer horizons of 183-365 days ahead (h = 5, 6). However, model 631322 is significantly better than model 734110 for horizon h = 3 (i.e., 31-90 days) and comparable to it for horizons h = 1, 2 and 4. Model 531300 is the only one that has no significantly better competitors for all six forecasting horizons, however, model 734110 yields lower MAPE h, * for all h = 1, ..., 6 and has a larger number of competing models performing significantly worse for horizon h = 5. Overall we can conclude that model 734110 is the best performing model, with model 631322 trailing closely by. Moreover, any of the wavelet-based models is better than the sine-based models.
Conclusions
In this paper we have presented the results of a thorough study on estimation and forecasting of the long-term seasonal component (LTSC) of electricity spot prices. We have considered a battery of models:
• 12 simple linear models, including models with a deterministic function linearly or exponentially decaying from the last observed spot price to the median in the forecasting window (model family 1*000*),
• 24 sine-based models fitted to raw prices (2***00),
• 48 sine-based models fitted to spike-filtered prices (3****0),
• 48 wavelet-based models fitted to raw prices and a function exponentially decaying to the median in the forecasting window (4***0*),
• 24 wavelet-based models fitted to raw prices and a function linearly decaying to the median in the forecasting window (5***00),
• 96 wavelet-based models fitted to spike-filtered prices and a function exponentially decaying to the median in the forecasting window (6*****),
• 48 wavelet-based models fitted to spike-filtered prices and a function linearly decaying to the median in the forecasting window (7****0).
The models differ in the length of the calibration window, the number and the periods of the sine functions, the wavelet families and approximation levels, etc. For details see Tables 1-2. Using daily baseload spot prices from six major power markets -NSW in Australia, EEX and Nord Pool in Europe, NEPOOL, NYISO and PJM in the U.S. -we find that wavelet-based models (families 4***0*, 5***00, 6***** and 7****0) are better in terms of forecasting spot prices up to a year ahead than sine-based models (families 2***00 and 3****0). This observation is valid for all three error measures (MAE, MSE, MAPE) both globally over all forecasting horizons (see Table 3 ) as well as individually across the six forecasting horizons (see Tables 4-5 and Figure 5 ). The statistical significance of this finding is confirmed in Table 6 using MAPE errors and Tukey's HSD multiple comparison test.
This result questions the validity and usefulness of stochastic models of spot electricity prices built on sinusoidal long-term seasonal components. It also gives a clear recommendation for using wavelet-based models for estimating and forecasting the LTSC. Not only are these models able to provide a good in-sample fit in the calibration window (and generally much better than that of sine-based models with a reasonable number of sine functions), but also yield significantly better forecasts up to a year ahead.
Overall we can conclude that model 734110 (i.e., a Coiflets wavelet of order 4 with a linear decay to the median, calibrated on a three-year window using approximation S 6 and with spikes replaced by the mean of the deseasonalized prices) is the best performing model, with model 631322 (i.e., a Daubechies wavelet of order 12 with an exponential decay to the median with the decay parameter λ = 1 180 , calibrated on a three-year window using approximation S 8 and with spikes replaced by the upper/lower 2.5% quantiles of the deseasonalized prices) trailing closely by. However, as the results reported in Section 5.3 indicate, the choice of the wavelet family -Coiflets or Daubechies -is not critical. Nor is the choice of the remaining parameters, despite some subtle differences discussed in Section 5.
Surprisingly, some simple models (including 120005, i.e., a deterministic function exponentially decaying in the forecasting window from the last observed spot price to the median spot price in the two-year calibration window) perform very well for the closest (1-7 days) and the two most distant (183-365 days) forecasting horizons. On the other hand, some simple models (like 120002, i.e., linear regression of the spot price in the two-year calibration window extrapolated into the forecasting window) perform much worse and generally comparable over all forecasting horizons to the poorly performing sine-based models. Unfortunately, the better performing simple models are discontinuous (on the day the forecast is made) and, hence, can be used for forecasting the spot price up to a year ahead but should not be used for deseasonalizing the electricity spot price series before fitting the stochastic model.
Finally, let us comment on two alternative approaches to modeling and forecasting the LTSC which were briefly mentioned by Weron (2010, 2012) in the context of wavelet-based models. The first is to use forward looking information, like smoothed forward electricity curves (Benth et al., 2007; Borak and Weron, 2008) . While this is a potentially promising approach, it has to be taken into account that forward prices include risk premia, which should somehow be separated from the spot price forecast for it to be useful. And this is not an easy task since risk premia vary over time (Botterud et al., 2010; Huisman and Kilic, 2012; . There are also some discouraging examples. For instance, Stevenson et al. (2006) used consensus forecasts of wholesale electricity spot prices issued by the Australian Financial Market Association (AFMA). Given the lack of liquidity in electricity derivative contracts traded on the Sydney Futures Exchange (SFE) at the time of their study, the accepted market forward price was the AFMA price rather than a market traded price. As Stevenson et al. report, the AFMA (forward) prices turned out to be misleading, strongly biased estimates of the future spot price. In a related study Redl et al. (2009) observe that also in the German EEX and the Scandinavian Nord Pool markets differences between forward prices in the trading period and spot prices in the delivery period are significant. They further note that trading strategies of market participants seem to rely heavily on current spot prices instead of fundamental modeling approaches. These results question the predictive power of forward prices. The second alternative approach is to utilize fundamental information like weather (Jabłońska et al., 2011) , generation and demand (Cartea et al., 2009) or inventory levels (Douglas and Popova, 2008) . There are, however, some problems related with this. The most important one being the limited availability of good quality forecasts of these fundamental factors for longer time horizons. In particular, Redl et al. (2009) provide evidence for misjudgment of future fundamental generation and demand conditions by market participants.
Taking all this into account we may conclude that the wavelet-based LTSC models considered in this study provide relatively simple and accurate means of describing and forecasting the LTSC of spot electricity prices. The fact that these models are calibrated to publicly available historical data makes them an attractive building block of stochastic models of spot electricity prices.
HSC Research Report Series 2012
For a complete list please visit http://ideas.repec.org/s/wuu/wpaper.html
01
Inference for Markov-regime switching models of electricity spot prices by Joanna Janczura and Rafał Weron 02
The relationship between spot and futures CO2 emission allowance prices in the EU-ETS by Stefan Trück, Wolfgang Härdle and Rafał Weron 03
Modeling of short term interest rate based on tempered fractional Langevin equation by Janusz Gajda 04
Anomalous dynamics of Black-Scholes model time-changed by inverse subordinators by Marcin Magdziarz and Janusz Gajda 05
A new method for automated noise cancellation in electromagnetic field measurement by Paweł Bieńkowski et al. 06
Robust estimation and forecasting of the long-term seasonal component of electricity spot prices by Jakub Nowotarski, Jakub Tomczyk and Rafał Weron
