The transition from laminar to chaotic motions in a viscous fluid flow is investigated by analyzing a seven dimensional dynamical system obtained by a truncation of the Fourier modes for the Kolmogorov flow with drag friction. Analytical expressions of the Hopf bifurcation curves are obtained and a sequence of period doubling bifurcations are numerically observed as the Reynolds number is increased for fixed values of the drag parameter. An adaptive stabilization of the system trajectories to an equilibrium point or to a periodic orbit is obtained through a model reference approach which makes the control global. Finally, the effectiveness of this control strategy is numerically illustrated.
Introduction
In this work we analyze a finite-dimensional approximation of the so-called Kolmogorov flow with the inclusion of a drag friction effect. The introduction of the drag term into the original Kolmogorov model has been proposed to correct some disagreement of the experimental results with the theoretical results.
In the same setting of 1 , we consider a seven mode truncation of the Kolmogorov flow with drag friction. The resulting dynamical system contains two parameters: the Reynolds number R and the drag coefficient µ.
For fixed values of the drag coefficient we show that when R is increased secondary self-oscillating solutions bifurcate from the stationary solution. We give the analytical expressions of the bifurcation curves (in the µ − R plane) along which the Hopf bifurcations arise and estimate the period of the limit cycles showing that it is a decreasing function of the drag parame-ter. A further increase of the Reynolds number results in a period doubling cascade leading to transition to chaos. Moreover, following the approach proposed in 2 and 3 we design an adaptive controller which drives the trajectories of the system to an equilibrium point or to a periodic orbit. The adopted strategy consists in synchronizing two equal systems one of which stabilizes into a globally stable fixed point or a periodic orbit. The control is proved to be global by using Lyapunov stability analysis 4 .
Finite dimensional approximation
We consider the time dependent periodic Navier-Stokes flow excited by an external body force on the torus
where ψ is the stream function, R is the Reynolds number and µ is the drag friction coefficient. The stationary solution of (1) is ψ 0 = −4/(16+µ) cos(4y) which depends on the drag friction parameter µ.
The Hopf bifurcation plays a central role in the investigation of the chaotic behavior of a viscous fluid as it often arises at the initial stage of the transition from laminar to turbulent flow 5 . Due to the infinite number of degrees of freedom of the model (1) it is difficult to obtain the analytical proof of the existence of Hopf bifurcations. Then, in the same spirit of 1 we obtain a seven mode approximation of the equation (1) by imposing that the stream function has the following expression deriving from the truncation of the Fourier expansion:
The resulting seven dimensional nonlinear dynamical system is:
where the Fourier coefficients have been relabeled as
The system (4) admits the equilibrium point E 0 ≡ (−4/(16 + µ), 0, 0, 0, 0, 0, 0) corresponding to the stationary solution ψ 0 .
Analysis of the bifurcations
To study the formation of the Hopf bifurcation as the Reynolds number is varied, we analyze the behavior of the solutions in a neighborhood of the equilibrium point E 0 . The jacobian matrix evaluated at E 0 is a block diagonal matrix:
where the entries of A are the derivatives with respect to the variables x 2 , x 3 and x 4 evaluated at E 0 , and the entries of B are the derivatives with respect to x 5 , x 6 and x 7 evaluated at E 0 :
The negative eigenvalue λ 1 = −16 − µ is easily obtained and is independent on the value of R. By applying the Routh-Hurwitz method to the characteristic polynomial of A one gets that at R =R(µ) two eigenvalues cross the imaginary axis and a Hopf bifurcation occurs. We find that for µ = 0, R = 4 3510/29 44 corresponds to the value of the Hopf bifurcation estimated numerically in 1 . Using the Hopf theorem we estimate, up to second order in R −R, the period of the limit cycle around the equilibrium point E 0 :
The above expression shows that this period is a decreasing function of µ. Similar results are obtained performing the linear analysis for B and the explicit expression of the bifurcation curve R =R(µ) is found.
The two bifurcation curves divide the plane into four regions in which the dynamical behavior of the system can be classified according to the sign of the eigenvalues. In region 1 all the eigenvalues have negative real part, then the system variables asymptotically converge to E 0 . Since bothR and R are increasing functions of µ, the linear term modelling the drag friction acts as a stabilizer of the chaotic behavior.
In region 2, two eigenvalues of the matrix A have positive real part and all the other eigenvalues of the jacobian matrix have negative real part. On the left of bifurcation will arise as the parameter R crosses the curve R =R(µ) one passes, in the µ − R space, from region 1 to region 3 (see Fig. 1 ). The qualitative behavior is here different because the oscillatory behavior is observed for the variable (x 5 , x 6 , x 7 ) (we recall that in this case the transition is due to the fact that the real part of eigenvalues of the matrix B become positive). The variables (x 2 , x 3 , x 4 ) are rapidly dampened to zero, while x 1 oscillates with twice the frequency of (x 5 , x 6 , x 7 ) as these variables appears in the dynamics of x 1 as a quadratic forcing term. The same route to chaos observed for 0 ≤ µ < 2.72 (for increasing R, a cascade of period-doubling with a final transition to a chaotic regime) can be observed by choosing µ to the right of the point P in Fig. 1 . In these cases the time of convergence to the attractors is sensitively bigger than the relaxation time found in the cases with µ < 2.72.
The control strategy
The method of adaptive controller used here has been introduced in 2 to synchronize and control dynamical systems. Here we give a brief outline of the method and refer the interested reader to 2 and 3 . Suppose one has two systems:ẋ = f (x, t) + Bu,
with x ∈ R n , y ∈ R n , u ∈ R m , and B ∈ R n×m . In what follows the matrix B is chosen such that ||B|| ≤ 1.
The solutions of the so-called reference system (8) evolve on an attractor (e.g. an equilibrium point, or a limit cycle, or a chaotic attractor). The goal is to design an appropriate feedback controller u = u(t) such that the solutions of the so-called plant system (7) asymptotically converge to the solutions of the reference system. Said differently one seeks a controller u such that the origin is a global attractor for the error equatioṅ e(t) = f (x, t) − g(y, t) + Bu. Let us assume that the error dynamics can be reformulated as follows:
where the nonlinear functions m(x, t), n(x, t) ∈ C 1 . Assumption 1 Every trajectory of the reference system converges monotonously (in the sense that the distance is a decreasing function of time) toward a closed bounded attractor A.
Assumption 2 A gain matrix K ∈ R n exists such thatL ≡ L − BK is a Hurwitz matrix, i.e. all its eigenvalues have a strictly negative real part.
Theorem Let P ∈ R n×n be a symmetric positive definite solution of the Lyapunov equation:
(whose existence is guaranteed by the lemma in 7 , p. 210). Under the Assumptions 1 and 2, the controller u, defined by:
where k solvesk(t) = − P e , guarantees that for every initial condition (e(0), k(0)) = (e 0 , k 0 ): lim t→∞ k(t) = k * < ∞ and lim t→∞ e(t) = 0. For the proof see 4 . Notice that the control law (11) requires m(x, t) and n(x, t) to be regular but, differently from 2 , 3 and 8 , it does not need any specific structure for the nonlinearities.
For the purpose of the adaptive control of the system (4), we introduce the following change of variables in such a way that the equilibrium state E 0 is translated to the origin:
Now we consider our system of equations:
where
7 ), i = 1, 2, J 1 and J 2 are the linear part of the systems; they both have the same structure given by the diagonal block matrix J as in (5), and they differ for the parameters values µ i and R i .
The V i contain the nonlinear terms and they have the same structure for the reference system and the plant system, the only difference being the values of the parameters R i : −4y
The values µ 2 and R 2 for the reference system will be chosen so that the reference system will evolve toward an equilibrium point or toward a stable limit cycle. Our problem is to find a suitable adaptive controller u such that the chaotic system (13) is forced to behave like (14). The error equation in this case is given by:
, with e i = y
i . We choose to put the control input only in two equations of the given error system, in particular we define B = (b ij ) ∈ R 7×2 with b 41 = b 72 = 1 and all the other entries equals to zero. We then find the gain matrix K = (k ij ) ∈ R 2×7 such that the only nonzero entries are k 13 = 56R/(13(µ + 16)) and k 26 = 16R/(5(µ + 16)). It is straightforward to verify that the resulting matrixL = L − BK is a Hurwitz matrix.
Since the hypothesis of the theorem are satisfied, we design the control:
withk = −||P e||. The entries of matrix P are obtained by solving the Lyapunov equations (10). By the choice of the matrix B it follows that u 1 is inserted in the fourth equation of the error system (16) and u 2 into the seventh equation. Using this control, the error asymptotically decays to zero and k(t) tends to a bounded value.
On the left of Fig.4 we show how the global control (17) drags the trajectories of the plant system to the origin, when the reference model evolves towards the steady state. The control input decays to zero after only a few switchings. On the right of Fig.4 it is shown the effectiveness of the control (11) when the evolution of the reference system is periodic. In performing the numerical simulations we have chosen to use a more regular form of the control by substituting the norm in the evolution equation for k(t) with its square, namelyk(t) = − P e 2 . 
