In order for consumption based asset pricing models to reconcile data on returns with that on consumption, researchers have resorted to augmenting the consumption series in exotic ways. When an agent's consumption series is subject to changes in volatility, we show that concerns for model misspecification can induce fears of both disasters and long run risk. We appeal to this pessimistic view to explain why introducing stochastic volatility in the presence of model uncertainty helps generate a more plausible unconditional market price of risk and time variation in the conditional market price of risk. Our analysis is based on a parameterization derived from Bayesian estimation of our stochastic volatility model using US consumption data.
Introduction
One of the most enduring puzzles in the macro-finance literature is the equity premium puzzle. One manifestation of this is the difficulty of designing a model that simultaneously generates a substantial market price of risk and a low risk free rate, while also respecting stylized facts regarding consumption dynamics, as discussed by Hansen and Jagannathan (1991) and Mehra and Prescott (1985) .
In the long run risks literature, started by Bansal and Yaron (2004) , a small but persistent component in consumption growth is used to reconcile the smoothness of consumption with stylized asset pricing facts. By definition, direct evidence of the persistent component is hard to detect in post war consumption data, leading to the question of whether or not the component actually exists. An alternate strategy, again based on amending the consumption process, is the idea that agents seek additional premia to compensate for occasional disasters in consumption growth. This approach was first championed by Rietz (1988) and, while sometimes criticized for lack of evidence in US data, has also been promoted in more recent work by Barro (2006) and Barro and Ursua (2008) . In this paper, we take a different approach. Rather than positing the existence of difficult to detect long run risk or disasters in consumption, we show that the interaction of stochastic volatility in consumption with a fear of model misspecification can generate these phenomena endogenously in the mind of the agent. 1 We show that such an agent exhibits a stochastic discount factor that allows for greater success in generating an elevated and time varying Market Price of Risk -an important ingredient in ultimately explaining the level and variation in risk premia.
The agent in our heteroskedastic endowment economy does not fully trust the joint conditional distribution of the volatility and consumption growth processes. The agent acknowledges that the model is an approximation to the true data generating process and fears it is misspecified in some unknown way. These fears are expressed through alternative models, or probability distributions, that are distorted versions of the distribution implied by the 'approximating' model and which the agent thinks may be generating the consumption and consumption volatility series. As a way of constructing a robust policy the agent envisages adverse distortions, balancing the damage they could cause against their plausibility. A particular 'worst case' distribution emerges from the agent's optimization problem, allowing insight into the sort of distortions the agent desires robustness against.
The agent fears misspecifications that would imply lower growth and elevated volatility in the endowment process, as represented by negative and positive mean shifts in the marginal distributions for endowment and volatility innovations under the worst case. In addition, the worst case features negative correlation between the innovations to volatility and the endowment. Most importantly, however, we demonstrate that the agent's conditional worst case distribution depends on the current level of volatility. When volatility is high, the agent's pessimism becomes more extreme, as represented by greater distortion of the joint distribution of the innovations. This state dependence of the distortions has important implications for how the agent prices assets, since the worst case distribution is encoded in the agent's stochastic discount factor in equilibrium.
Since the volatility process is persistent and the magnitude of the negative distortion to the endowment is increasing in volatility, the consumption growth process under the worst case inherits this persistence. Thus, the agent fears misspecifications that would imply that his consumption growth exhibits characteristics of Long Run Risk, even though the agent's approximating model does not. Similarly, given the negative correlation between endowment and volatility innovations and the fact that both processes feature adverse mean shifts that are increasing in the level of volatility, the consumption growth process under the worst case exhibits negative skewness. Consequently, under the worst case, the consumption growth process features 'disasters' more frequently than under the approximating model. Thus, rather than taking a stance on whether or not long run risk or disasters are features of the true data generating process, we show that a robust agent in a heteroskedastic environment desires protection against misspecifications that would imply such properties and values assets accordingly.
In order to obtain these characterizations of the worst case distribution we extend the methodology of robust control to handle general nonlinear and non-Gaussian settings. Our key insight is that if we can compute an approximation to a value function then we can compute an approximation to the worst case model's pdf. The ability to compute an approximation to the pdf is sufficient to be able to draw from this distorted distribution.
2 The ability to draw from this distribution without an a priori characterization opens the door for economists to carry out similar analysis in a wide variety of settings where an agent's fear of model misspecification may be important.
We apply our methodology in the context of a heteroskedastic endowment process estimated from US consumption data using Bayesian methods. We present strong evidence of time variation in the conditional standard deviation of log consumption growth and examine its implications for the market price of risk. Based on our estimates, we demonstrate that there is considerable variation in the conditional market price of risk over time and that this variation is primarily due to variation in the conditional variance of the stochastic discount factor, rather than in its conditional mean. We therefore obtain a time varying market price of risk while also generating a risk free rate that is stable over time. Much of the unconditional market price of risk is accounted for by a component interpretable as a market price of model uncertainty and movements over time in the market price of risk largely reflect movements in this price of model uncertainty, which depends positively on the volatility state of the economy. Given our analysis of the worst case consumption and volatility processes, we therefore interpret the properties of the market price of risk as reflecting the agent's fears of elevated volatility, long run risk and disasters. In addition, we examine a decomposition of conditional entropy, as discussed in Backus, Chernov, and Zin (2011) , that helps distinguish the effects of risk aversion and a fear of model uncertainty.
Detection error probabilities are used to determine what calibrations of the agent's desire for robustness are reasonable. Detection error probabilities quantify how likely one is to make an error when performing a likelihood ratio test to discriminate between the approximating and worst case models. We find that our estimates allowing for stochastic volatility imply that differences in models are harder to detect than in the homoskedastic case. This implies that, for a particular detection error probability, allowing for stochastic volatility allows us to get closer to the Hansen-Jagannathan bounds.
Basic Asset Pricing
A stochastic discount factor is defined as a random variable Λ t,t+1 that satisfies the pricing relation
where p t represents the price at time t of a claim to payoff y t+1 in the next period and E t represents the expectations operator conditional on information at time t. Dividing through volatility in consumption on asset prices in a continuous time setting. Our model is entirely in discrete time.
The tools we present can be used in many discrete time representative agent frameworks, a standard workhorse of modern macroeconomics.
by p t , and defining R t+1 = y t+1 /p t we can write this fundamental asset pricing equation as
By taking y t+1 to be a conditionally deterministic unit payoff, we observe that the one period risk free rate, R f t , is given by the inverse of the expectation of the stochastic discount factor. Thus we have 1
Given an observable sequence of returns, Hansen and Jagannathan (1991) sought bounds on the stochastic properties of the stochastic discount factor and showed that an admissible stochastic discount factor must be such that for any zero-price excess return, ξ t+1 , the following is true
The quantity on the right hand side of the inequality is typically known as the market price of risk, whereas the left hand side is the Sharpe ratio that captures the additional return on an asset required to compensate for additional undiversifiable risk. We also work with an unconditional counterpart of this inequality,
In the absence of a priced risk free asset, the unconditional form of the Hansen-Jagannathan bounds implies a parabola in (E[Λ t,t+1 ], σ(Λ t,t+1 )) space such that an assumption on the value of the expectation of the stochastic discount factor pins down the minimal standard deviation of an admissible stochastic discount factor. One of the main goals of consumption based asset pricing is to design a stochastic discount factor that relies on a process for consumption and a specification of preferences which lies within these bounds.
3 Two Processes for Consumption
We first posit that the log of consumption follows a random walk with drift φ and innovation standard deviation, σ, ∆ log(
This specification has been analyzed in both Tallarini (2000) and Barillas, Hansen, and Sargent (2009) Clark (2009), and Ursua (2010) to name but a few. Given the aforementioned evidence, we propose an alternate endowment process that features stochastic volatility in log consumption growth as follows,
Here, the innovations to the process in t + 1 have conditional standard deviations that vary over time, driven by the component, v t+1 .
5 The process controlling the conditional volatility, v t is an AR (1) There is a slight technical issue with the data generating process, namely, the tails of the normal distribution are too fat for the level consumption growth process to have finite expectation. This can be corrected by thinning the tails of the normal distribution. The algorithm used to estimate the model would not be affected. Further our perturbation approach described below, entails an n th order approximation which depends on the first n moments of the distribution of the error terms but does not depend on the tails of the distributions per se. Such a distribution could be constructed to have zero mean, and zero third moment, with a variance near 1, and yield nearly identical results. Furthermore, we could alternatively appeal to the adjustments to the process for exp {v t } proposed in Chernov, Gallant, Ghysels, and Tauchen (2003) and discussed in Andreasen (2010) where, by judicious splicing of the exponential function with a better behaved functional form beyond a certain threshold for v t , one can ensure finiteness of moments, without affecting the nature of our perturbation approximations or materially affecting the behavior of the underlying model.
6 To compute our log consumption growth data, we added PCESVC96 and PCNDGC96 and and divided by CNP16OV, all obtained from the St. Louis Fed, and took log differences.
7 The PMMH routine converges in distribution for any number of particles. Using 1000 particles for the evaluation of the particle filter. See Smith (2011) for further details regarding this algorithm and specification We plot the posterior distribution of volatility in figure 1 and note that there is indeed much movement in this volatility sequence. A general decline is observed throughout the sample period and, although seemingly acyclical for the earlier sample, the series appears to peak at the beginning of recessions experienced after the mid-1970s.
A Robust Specification of Preferences

Martingales, Martingale Increments and Distorted Distributions
A robust agent is endowed with an 'approximating' model but fears that it is misspecified.
He is concerned that the world is actually described by a model that is similar to the approximating model but distorted in some way. The agent expresses his doubts of his model by considering alternative distributions that are distorted versions of the distribution implied by his approximating model.
Within the robust control literature, it is convenient to have a language for characterizing alternative models in relation to a maintained approximating model. Regarding the equilib- or Creal (2012) for an overview of sequential monte carlo methods in economics and finance. We use 200000 draws from the posterior to compute the above tables. In the following sections, we only rely on samples of the posterior distribution of parameters and do not use all 200000 draws.
8 The log likelihoods are 963.0 for the model with stochastic volatility and 947.9 for the homoskedastic model. Estimates of the log Bayes factor ranged from 10.9824 to 11.0812, yielding further evidence in favor of the stochastic volatility model. rium of an economic model as a probability distribution it is natural to specify alternative models in terms of distortions of the distributions associated with the agent's approximating model. In Hansen and Sargent (2008) , it is proposed that the distortions be characterized in terms of martingales. These martingales act as Radon-Nikodym derivatives by twisting the measures over sequences that are implicit in the approximating model, so as to obtain absolutely continuous measures that represent alternative models considered by the agent.
Formally, let { t , t ≥ 0} be a filtration and define a sequence of non-negative t measurable functions {M t , t ≥ 0} such that E[M t | 0 ] = 1 ∀t ≥ 1. This function can be used to derive a probability measure that is absolutely continuous with respect to the measure over t implied by the approximating model. We assume that M t is a martingale with respect to the undistorted measure,
9 Using this martingale we can define distorted expectations as followsẼ
As a measure of how different the distorted measure is from the undistorted measure associated with the approximating model, we use the concept of relative entropy, conditional
The martingale M t is used to represent distorted densities conditional on 0 . To write the robust control problem recursively, it is convenient to factorize M t , yielding a sequence of increments,
Using this factorization and the associated martingale increment sequence we can define a distorted conditional expectation for a t+1 -measurable random variable, b t+1 , given t and, more generally, use m t+1 to capture the distortion of the condi-
Thus we define a distorted conditional expectation operator to bẽ
Finally, the conditional relative entropy of
Multiplier Preferences
The robust agent entertains a model in which the state evolves according to,
where x t is the state vector and t+1 is a sequence of random variables. This evolution equation can be used to derive a transition density p(x t |x t−1 ). The agent realizes that the model p(x t |x t−1 ) is an approximation to the data generating process and we thus refer to p(x t |x t−1 ) as the agent's approximating model. To express an agent's desire for robustness to model misspecification of p(x t |x t−1 ), we use Multiplier Preferences (Sargent and Hansen (2001) ). The value function satisfies
where the minimization is subject to the evolution of the endowment process and
, m t+1 ≥ 0 and M 0 = 1. The agent's desire for robustness is reflected in the minimization over the sequence of martingale increments. The degree of robustness is controlled by the penalty parameter θ that enters in the objective by multiplying the conditional relative entropy associated with a given distortion. For θ > 0, the agent is penalized for considering distortions of his approximating model. Thus, a particularly implausible distorted model may imply dynamics that are painful for the agent but its negative effect on the objective is offset by a positive countervailing contribution reflecting its high entropy and, thus, it does not solve the minimization problem. Written recursively, the Bellman equation
for the problem defined above is
where p(x |x) is the transition density of x under the approximating model and the minimization is subject to m(x ; x)p(x |x)dx = 1. We have written the minimizing likelihood ratio as a time invariant function of the state, m(x ; x) to allow for state dependence of the worst case conditional distribution. If we substitute the solution to the minimization problem into the Bellman equation we obtain the expression
We can view this specification of robust preferences as a particular form of a two player game in which the agent discussed so far (the 'primary' agent) attempts to maximize his welfare, but is partly thwarted by an 'evil' agent who distorts the model in a way that is painful to the primary agent. The evil agent is a metaphor for the primary agent's attempt to explore his vulnerabilities and identify what sort of misspecifications he would wish to be robust against. In what follows, it is convenient to employ this language when referring to the nature of the distortions. The minimizing martingale increment for the above problem, which can be thought of as the evil agent's policy function, is given by
Stochastic Discount Factor
An agent with multiplier preferences has a stochastic discount factor of the following form,
Provided that θ < ∞ we observe that the stochastic discount factor comprises two compo-
where we define, Λ R t,t+1 = β
, takes the form of the stochastic discount factor derived from time separable logarithmic preferences. The second component, Λ U t,t+1 , is the minimizing martingale increment discussed above. Λ U t,t+1 induces a wedge in the fundamental asset pricing equation relative to the expected utility case, reflecting the distortion of the approximating model's conditional distribution. Consequently, an agent who fears his model is misspecified prices assets as if he has logarithmic period utility, but uses a distorted conditional expectations operatorẼ t and an associated distorted densityp(x t |x t−1 ) as follows,
Calibrating θ
The indirect utility function given in equation (11) is algebraically identical to that of an agent with risk sensitive preferences who fully trusts the approximating model. One can map between a penalty parameter θ, and a risk aversion parameter γ under the risk sensitive preferences interpretation. Where θ = −1 (1−β)(1−γ)
. As discussed by BHS, the difference lies in the interpretation of the θ. In the risk sensitive case the parameter reflects attitudes towards well defined, quantifiable risk whereas under the robustness interpretation it reflects the degree to which the agent fears model misspecification.
Under the risk sensitive interpretation, the choice of γ (risk aversion) can be disciplined by experimental evidence and introspection (à la Arrow-Pratt). Under the robustness interpretation, we discipline θ with detection error probabilities. Detection error probabilities characterize a set of distorted models in terms of whether or not, with a limited amount of data, an agent could accurately distinguish between the worst case and approximating models using likelihood ratio tests. If the two models have similar stochastic properties, they will be difficult to detect using sample sizes that are typically available for analysis. In this case the detection error probability will be close to 0.5, indicating that the models are almost indistinguishable. Models that have very distinguishable characteristics will be easily identifiable and imply a detection error probability of close to 0. High detection error probabilities suggest that the competing models are hard to distinguish using the amount of data available and thus represent misspecifications that it is plausible to worry about.
Using a homoskedastic model, BHS show that large values of risk aversion, γ, that attain the Hansen-Jagannathan bound can be mapped to a penalty parameter, θ, that is associated with a detection error probability between 0.01 and 0.05. Detection error probabilities in our case and our methodology for calculating them will be discussed further, below.
Robust Control in General Environments
To proceed, we need to solve the problem of how to implement robust control analysis in our environment. Previous results in the robust control literature have largely relied on analytical solutions or, in the Linear-Quadratic case, Ricatti Equation algorithms, to compute explicit characterizations of value functions, likelihood functions, and the worst case model p. Our nonlinear environment does not allow us to compute these model objects directly. Nevertheless, we propose to work with an approximation to the value function and associated objects and take a novel approach to characterizing the worst case model and likelihood function. In so doing we extend the methodology of the robust control literature and the class of models to which its methods can be fruitfully applied. We choose to obtain a higher order perturbation approximation to the value function although one could theoretically use value function iteration or projection methods. Below we show how to evaluate a likelihood function and draw from the worst case model, even though we cannot directly compute an explicit characterization of the worst case. If one were able to write out the functional form ofp, it would be unrecognizable as any known pdf. However, because we can evaluate (an approximation to) this object, we can draw from it using Monte Carlo methods. We need to be able to perform these tasks in order to compute detection error probabilities and to assess the sort of misspecifications our agent seeks robustness against.
Drawing from the Worst Case Distribution
Here we describe a strategy to characterize the worst case model in general settings.
In general, one does not have a closed form solution to the value function W (x). We approximate the value function with a third order Taylor polynomial around the deterministic steady state. Using this approximation to the value function, we can then compute an approximation to the minimizing likelihood ratio chosen by the evil agent, m(x t ; x t−1 ) ∝ exp(
). The transition density under the approximating model is p(x t |x t−1 ) and the distorted transition density isp(x t |x t−1 ). We can express the distorted distribution of x t as
This decomposition shows clearly how the distorted distribution can depend on the lagged values of the states, and thus may vary though time, even though they may imply iid shocks under the approximating model. For example, when x t contains both predetermined and random states, the distorted joint distribution may imply that the shocks are dependent, despite the fact that under the approximating model, the shocks are independent and identically distributed. These properties will underpin our later analysis where the distortions' dependence on the volatility state and correlation of volatility and endowment innovations lead the agent to price assets as if the consumption growth process features, qualitatively, long run risk and disasters.
Sampling Importance Resampling
Since we can evaluate an approximation to the worst case pdf, we can draw from it using a variety of Monte Carlo methods. In the appendix, we describe how we would use a Random Walk Metropolis-Hastings algorithm, but we here describe a Sampling Importance Resampling (SIR) algorithm of Rubin (1987) and Smith and Gelfand (1992) for drawing from the worst case distribution. We simulate innovation draws according to the approximating model, compute the associated importance weights (which in this case are given by the minimizing martingale increment) and then resample with replacement according to those weights. This yields an unbiased estimate of the distributionp(x t |x t−1 ) from which we make a single draw.
Algorithm 1 Sampling Importance Resampling (SIR) for drawing from worst case Given some
Draw once from {x
and store as x t By repeating these steps we can induce a draw from the worst case distribution over sequences of x t . Thus, despite our initial emphasis on the distortions to the conditional distribution of innovations, it is not only misspecifications in the innovation distributions that the agent may fear. The state dependent distortions to innovations combined with the laws of motion allow the agent to represent misspecifications (conceivably) arising in many aspects of his approximating model, which would distort the joint distribution over sequences of all variables in the economy. This approach to model uncertainty is often referred to as unstructured since we do not posit a particular parameter or specific dimension of his model that is misspecified. Rather, he considers general situations in which the joint distribution over sequences under his approximating model could be wrong.
Evaluating Likelihood Functions
We have a nonlinear state space system with a likelihood function that is unavailable in closed form. Here we describe how we compute likelihood functions under the approximating and worst case models. This is pivotal for calculating the detection error probabilities used to calibrate the set of models that the agent considers and extends the techniques of Anderson, Hansen, and Sargent (2003) to nonlinear discrete time models. Although our innovations are normally distributed under the approximating model, the strategy outlined below can handle any probability distribution. Further, the distorted model in a nonlinear framework may no longer be Gaussian even if the approximating model is.
Let y 1:t be a vector of observables, or signals, up to time t and x 1:t be a vector of unobservables up to time t. We, as an agent or econometrician, want to calculate,
p(y t |x t )p(x t |y 1:t−1 )dx t and we can use a particle filter to do so.
10
Algorithm 2 A Particle Filter to Approximate p(y 1:T |θ)
Compute likelihood contribution as p(x t |x t−1 ), the weights are ∝ p(y t |x i t ). For tractability, we must assume that the evil agent cannot distort signals to the econometrician. Thus we assume, p(y t |x t ) = p(y t |x t )
In order to make the detection error probabilities operational for our stochastic volatility model, we need to add measurement error to the consumption sequence as follows ∆ log(C t ) = φ + σe vt 1,t + σ me 3,t It is often assumed that the shocks to the state equation (in our case 2,t ) are independent of shocks to the measurement equation ( 1,t ) and that one has the ability to compute the probability density functions of the associated randomness. The robust optimization problem allows the evil agent to distort the joint distribution of the states such that in nonlinear models, we have no way to calculate the marginal density functions exactly or re-write these shocks in such a way that they are independent of each other. Thus, by adding measurement error to the state equation, we can redefine what is the state in our stochastic volatility model, x t = ( 1,t , 2,t , v t−1 ), and then rely on standard techniques in the nonlinear filtering literature. Using measurement errors as a tool to evaluate likelihoods has a long history in economics, especially with estimating production economies.
11 We constrain σ me to be an order of magnitude smaller than σ, so that σ me = 0.1σ. Now we have the ability to evaluate the likelihood under the distorted probability measure. Here we wish to calculatẽ p(y 1:T |θ) = T t=1p (y t |y 1:t−1 ) = T t=1 p(y t |x t )p(x t |y 1:t−1 )dx t = T t=1 p(y t |x t )p(x t |y 1:t−1 )dx t .
The key idea is to use the approximating model as the proposal distribution in the particle filtering step as follows:
The distorted likelihood is approximated asp(y 1:T |θ) = T t=1l t . The sampling weights are multiplied by the martingale distortion term m(x i t ; x t−1 ) relative to the case where we could draw from the distorted transition densityp(x t |x t−1 ). We do not need to use the approximating model, but it seems a natural proposal distribution to choose. If a different importance density is used, the weights become, 
Controls and Representing the State
More generally, the evolution equation could depend on a control vector u t ,
So long as u t = u(x t ) for some time invariant function u we can derive an equilibrium benchmark transition density for the state x t , p(x t+1 |x t ). In the algorithms above, it is convenient to partition the state, x t into elements unknown on entering the period, which we identify with t , and those elements that are predetermined, denoted s t . We capture the dependence of s t on the state prevailing in the previous period by the function f , such that s t = f (x t−1 ).
The function f is determined by the equilibrium law of motion as well as the control u t . With this decomposition we have p(x t+1 |x t ) = p ( t+1 |x t )δ f (xt) (s t+1 ), where δ f (xt) (s t+1 ) is an indicator function equaling 1 if s t+1 = f (x t ) and zero otherwise. Drawing from p(x t |x t−1 ) involves setting s t = f ( t−1 , s t−1 ) and drawing t ∼ p ( t |x t−1 ). With this decomposition, the martingale increment is thus m(x t ) = m( t , s t ; x t−1 ) = m( t , f (x t−1 ); x t−1 ) = m( t ; x t−1 ) and the distorted density isp(x t |x t−1 ) =p ( t |x t−1 )δ f (xt) (s t ). Hence drawing from the distorted density now involves setting s t = f ( t−1 , s t−1 ), drawing t ∼ p ( t |x t−1 ) and resampling with probabilities proportional to m( t ; x t−1 ). When t are iid standard normal random variables, p ( t |x t−1 ) = p ( t ) and the distorted density is easily interpretable as a distortion from iid normality.
Results
In this section we discuss our results, starting with an analysis of the properties of the conditional worst case distribution under a particular calibration derived from the posterior dis- tribution of parameters. Based on the insights from this analysis we discuss the asset pricing implications of our estimated models and relate them to the types of model misspecification the agent is particularly concerned with. Finally, we assess the plausibility of our calibration through the use of detection error probabilities. We choose to represent many of our results in terms of a parameter γ and label those multiplier preferences MP (recall θ =
).
For γ ∈ {2, 15, 35, 50}, we have an agent who fears his model is misspecified with penalty parameter θ ∈ {200, 14.28, 5.88, 4.08} respectively, or as we will see in the stochastic volatility case, detection error probability of approximately p(θ) ∈ {0.5, 0.3, 0.10, 0.05}. When we first discuss the properties of the worst case distribution, we will do so using a calibration based on our maximumà posteriori estimates. In the sections discussing the asset pricing implications (and in the appendix) we will typically derive posterior posterior distributions of the relevant objects.
Worst Case Distribution
As discussed above, the minimizing martingale increment captures the state dependent distortion of the conditional distribution from which the endowment and volatility innovations are drawn. We set γ = 50 and examine distortions when the lagged value of the volatility component, v t−1 , is at its non-stochastic steady state and ±2 unconditional standard deviations. Thus, we examine doubts in situations of high, low and moderate variability. Table 2 displays distorted conditional moments. We observe clearly the evil agent chooses to lower the mean of the endowment innovation, µ( 1,t ), and that the distortion is more extreme the higher is the volatility state. The second column features distortions in the mean shift of the volatility innovation, µ( 2,t ). Given the undesirability of volatility, this latter distortion involves a positive mean shift. The evil agent shifts the mean of 2 upwards, with the size of this shift increasing in the level of volatility. The fact that the size of the positive mean shift in 2 is increasing in the level of volatility means that the evil agent effectively increases the persistence of the perceived volatility process. The evidence regarding the effect on diagonal terms in the covariance matrix is less clear as these are subject to sampling variability. However, when one examines the covariances of the shocks under the distorted distributions there appears to be stronger evidence of distorted higher moments. In the high volatility case the evil agent induces a correlation coefficient between the two innovations of approximately 0.06 in absolute value. The correlation is negative, implying that 'good' ('bad') endowment shocks are associated with 'good' ('bad') volatility shocks. Thus, the evil agent makes the good times better and the bad times worse by creating additional systemic risk in the mind of our robust agent. Again we observe that the extent of the distortion is positively related to the current level of volatility.
How do these state dependent distortions of the distribution of the error terms affect the resulting worst case conditional distribution of consumption growth? Figure 2 shows a qq-plot for the worst case conditional distribution of consumption growth at the same high, medium, and low volatility states for γ = 50, using the distorted innovations that underpinned table 2. We see a concomitant shift in the mean and, reflecting distortions to volatility, a fattening of the tails of the distribution as evidenced by the departure from the straight line. We observe that the departure from normality is more pronounced in the left tail than in the right tail. Thus our agent prices assets as if his consumption is more prone to large decreases, particularly when volatility is high.
To examine the implications of the state dependent distortions discussed above for the unconditional distribution of consumption growth under the worst case, we simulate the model under the distorted probability distribution and compute mean, variance, skewness, and autocorrelation. The results of these simulations, for various values of γ, are listed in table 3. We observe that the mean of the consumption growth is generally distorted downwards. This is unsurprising, given the consistently negative sign of the distortion to the mean of the innovation to the endowment innovations at various values of the state.
Recalling the consistently positive distortion to the mean of the volatility innovation, for various values of the state, it is also unsurprising that the worst case consumption process should be more volatile than in the approximating model. Part of this additional volatility in the endowment sequence also reflects the state dependence of the mean shifts discussed above and the increased persistence in the volatility process under the worst case. By increasing γ (or lowering the penalty of model distortions for the evil agent), these distortions become more pronounced.
Importantly, we find evidence of persistence in the consumption growth sequence. This autocorrelation is small and hard to detect at lower values of γ, but can be seen clearly as γ rises above 35. This stems from the loading of the mean distortion of the endowment innovations on the persistent volatility process, v t . Consequently, the agent fears a consumption process with a long run risk component as the distorted conditional growth rate inherits some of the properties of the AR(1) component of volatility. Since the agent prices assets as if using the worst case measure, we therefore can gain some of the asset pricing benefits of long run risk, without taking a stance on whether or not it exists. What is important is that it is thought by the agent to be worth guarding against. In addition, this is a good example of how the 'unstructured' approach to model uncertainty of robust control analysis can still hint at what sort of 'structural' misspecifications might concern the agent. Thus, if we envisage our approximating model as a long run risk model but with zero restrictions on the relevant persistence parameter, our distorted sequence would suggest that misspecification of that parameter (failing to allow it to be positive, for example) is the sort of misspecification that would worry the agent.
Due to the fact that the innovations ( 1,t , 2,t ) are negatively correlated under the distorted model and larger conditional variances are associated with larger (negative) mean shifts in the consumption growth process, we observe negative skewness in the worst case consumption growth process. Since the consumption growth process is persistent, consumption occasionally exhibits swings away from its mean and, due to the nature of the distortions discussed While the induced long run risk component in the agent's worst case consumption growth process is easy to identify from the autocorrelations presented in table 3, it is less clear how the skewness reported in that same table induces disasters in our agent's head. To address this issue, figure 3 presents qq-plots of the agent's worst case consumption growth process for various levels of γ. The increase in variance reported in table 3 seems predominantly to come from a fattening of the left tail of the distribution with little distortion observable in the right tail. Figure 3 clearly displays both the fat tails induced by our stochastic volatility model relative to the normal distribution and how this fattening (especially of the left tail) increases with γ.
To examine how frequently 'disasters' happen under the worst case model, we first need to define clearly what we mean by a disaster. We will consider situations where consumption falls in a given quarter by more than 2% as a disaster. In table 4 we compute an estimate of the expected waiting time of such disasters and report the number in years.
12 In a nearly undistorted model (γ = 2) we see that disasters in consumption almost never happen. However, for levels of γ that reach the Hansen-Jagannathan bounds (γ = 35) disasters happen approximately three times as often. As γ rises, these rare events become much less rare relative to the undistorted model. 
A Worst Case Within a Set
One concern that might be raised is that the implied autocorrelation in consumption growth under the worst case and the size of the disasters our agent considers are substantially smaller than would be implied by standard calibrations of long run risk models or in the work of Rietz (1988) and Barro (2006) . However, one must recall that, despite the emphasis on the worst case distribution in our analysis, the agent fears that the true data generating process may be one of many possible probability distributions over sequences, and not simply the distribution we have termed 'the worst case'. These distributions also represent misspecifications against which the agent would like to seek robustness and will differ from the worst case in their implications for consumption growth. Thus, a single distribution emerges as a by-product of the agent's robust decision-making problem, but the agent's decisions are informed by considering a variety of alternative distributions. The fact that the worst case qualitatively hints at misspecifications that imply positive autocorrelation and negative skewness in consumption growth suggests that he may be seeking robustness against models that have one or the other or both of these properties, to varying degrees. So long as there is some persistent process that the agent worries about, there will be at least some persistence in the worst case model. Disasters are generated by negative mean shifts of consumption growth occurring in high volatility periods. Since the worst case scenario is an endogenous outcome from the agent's optimization problem, it is not obvious how much to attribute the forthcoming asset pricing implications to each exotic feature of worst case consumption growth series.
Asset Pricing Moments
The analysis of worst case scenarios in the previous section suggests scope for these distorted consumption features to be encoded in asset prices. The distorted conditional distributions of innovations and the implied distortions to the joint distribution over sequences are underpinned by the state dependent minimizing martingale increment. As discussed in section 2 13 We should note that these numbers do not take into account the duration of a disaster period, nor whether multiple disasters happen in near consecutive time periods. Since volatility is persistent, and disasters happen precisely when volatility is high, it is conceivable that multiple disasters hit in consecutive or nearly consecutive time periods in which case we should alter our interpretation of the results to take account of this correlation.
this object features in the stochastic discount factor and implies that assets are priced as if by an expected utility agent but under a distorted measure. In this section we calculate moments of several objects of interest from an asset pricing perspective. Our goal is not to match every popular asset pricing moment with our stochastic volatility endowment process but, rather, to explore whether these worst case scenarios yield similar asset pricing implications as specifications that directly assume the existence of such consumption features. Given our posteriors for the parameters of the endowment processes we are able to calculate posteriors for these moments. In the case of the homoskedastic model this typically entails substituting draws from our posterior into closed form expressions. In the case of the stochastic volatility model, where closed from expressions are generally unavailable, we will simulate the economy under each parameter draw to obtain simulation-based posteriors for moments.
Unconditional Market Price of Risk
In this section we examine the implications of various endowment and preference specifications for the unconditional market price of risk. In figure 4 we plot the means of (E[Λ t,t+1 ], σ(Λ t,t+1 )) pairs under the posteriors obtained from estimating the homoskedastic and heteroskedastic models with different values of γ. Our focus is on the heteroskedastic case with multiplier preferences, but the homoskedastic specifications provides a useful comparison since the worst case consumption series merely grows at a lower rate and does not include disasters or long run risk.
14 In section 3, we found evidence of stochastic volatility in the consumption process and in section 5.1 we showed how such time varying volatility induced disasters and a long run risk component in the worst case consumption series. Figure 4 to compare means of the (E[Λ t,t+1 ], σ(Λ t,t+1 )) pairs computed using draws from the posterior distribution of the stochastic volatility model as we vary the penalty parameter on the entropy constraint (as indexed by γ) and compare with those computed using the homoskedastic specification.
15
Relative to the homoskedastic model, where the worst case consumption growth series does not contain disasters or long run risk, we observe a large increase in the average market price of risk without any noticeable adjustment to the risk free rate in the presense of time varying volatility of consumption. Thus, allowing for stochastic volatility in the presence 14 See Tallarini (2000) for a plot showing the difficulty of attaining the Hansen-Jagannathan bounds using expected utility with a homoskedastic consumption series and Barillas, Hansen, and Sargent (2009) for analysis of the worst case scenario under such a consumption series.
15 For each parameter draw, due to the lack of closed form expressions for these objects, we solve the model using perturbation and simulate to obtain these moments. We refer the reader to the appendix for full plots of the posterior and details of dispersion around the mean. of multiplier preferences helps us obtain estimates that approach the Hansen-Jagannathan bound for a substantially lower value of γ than in the homoskedastic case. Indeed, for γ = 35 and γ = 50 the increases in the mean market price of risk are of approximately 20 and 35 percent, respectively.
Conditional Asset Pricing
In the homoskedastic endowment case the market price of risk is constant. In the presence of stochastic volatility, the market price of risk varies over time. Since we employ a third order perturbation approximation, we are able to capture this time variation.
In figure 5 , we plot the mean of the joint posterior distribution of E t [Λ t,t+1 ] and σ t (Λ t,t+1 ) at different state configurations and with γ = 50. For each parameter draw, we obtain the stochastic steady state of the model and calculate (E t [Λ t,t+1 ], σ t (Λ t,t+1 )) at that point.
Averaging over these draws yields the black circle. We then undertake a similar procedure but fix the innovation to volatility, 2,t to be +1sd (green triangle up) and −1sd (red triangle down). We observe substantial variation with innovations to the volatility innovation process. A high volatility shock implies a higher conditional market price of risk by approximately 15%. The opposite is true in the low volatility case.
16 When 2 is {+1, 0, −1} the posterior means are {0.2736, 0.2352, 0.1885}. Intuitively, in high volatility periods the conditional worst case distribution changes: in addition to the increased volatility, the relative likelihood of a disaster goes up and the mean of the consumption growth series falls, pushing up the conditional market price of risk.
16 We performed the same exercise but with the state configurations varying with 1,t , at zero and ±1sd. The market price of risk does not appear to depend on the value of the endowment innovation. This result is intuitive given the random walk consumption specification and the fact that the worst case distribution does not vary with 1 . Figure 5 : Conditional Asset Pricing: The Effect of Volatility Innovations. Posterior means of E t [Λ t,t+1 ] and σ t (Λ t,t+1 ) when 2 is {+1, 0, −1}. Table 5 reports summary statistics of the various components that make up the market price of risk. The moments were again computed through simulation using draws from our posterior distribution. We see the standard deviation of the conditional expectation of the stochastic discount factor, σ(E t [Λ t,t+1 ]) is low (0.00083). Reflecting this, the standard deviation of the risk free rate is also low. The movement in the conditional price of risk comes primarily through the movement in the conditional variance term, which, as demonstrated above, comes from movements in the v t sequence. Importantly, the standard deviation of the conditional variance of Λ U t,t+1 is nearly the same as that of of the conditional variance of the entire stochastic discount factor. Thus, movements in the market price of risk are driven primarily by Λ U t,t+1 , realizations of the conditional worst case likelihood ratio, and not Λ R t,t+1 . Because Λ U t,t+1 is the likelihood ratio that encodes the worst case conditional distribution, relative to the approximating model, movements in the conditional market price of risk primarily reflect changes in the distorted conditional distribution of the innovations ( 1,t , 2,t ).
Thus, concerns for model uncertainty that are driving variation in what is typically termed the market price of risk. Indeed, to exploit the intuition from section 5.1 even further, we recall that in periods of high volatility, the agent entertains a worst case conditional distribution that features a positive mean distortion to the volatility innovation. So part of the apparent fluctuation in the price of risk reflects changes in the amount of risk, when seen through the lens of the worst case.
Sources of Entropy
Rather than focusing on mean and standard deviations of the stochastic discount factor, Backus, Chernov, and Zin (2011) argue that one should examine the entropy of such a random variable. The definition of conditional entropy they use is
Recalling that E t Λ U t,t+1 = 1, this expression can be decomposed as follows
where r f,R t = − log E t Λ R t,t+1 and r f t = − log E t [Λ t,t+1 ]. Thus, fluctuations in conditional entropy can be expressed in terms of the entropy deriving from the two components of the stochastic discount factor, Λ R t,t+1 and Λ U t,t+1 , and the gap between the risk free rate under full trust of the model and under model uncertainty. We list the properties of these components in table 6, based on simulations under the posterior mean parameter values from our estimation. We observe that it is the minimizing likelihood ratio component that drives the entropy of the stochastic discount factor. In terms of level and variability the properties of L t (Λ t,t+1 ) are underpinned by those of L t Λ U t+1 . There is a contribution from the risk free rate gap r f,R t − r f t but it is much smaller.
Detectability
In order to calculate detection error probabilities, we generate data under the true and worst case probability models for γ ranging from 2 to 64. For each γ value, we generate 1000 time series of length 247 under both the true and distorted probability models, and form likelihood ratio test statistics to determine which model generated the data, using the methodology described in the previous section.
17 We compare the detectability with that of the homoskedastic model. All simulations were performed using the same maximumà posteriori parameter values which generated the distorted distributions in section 5.1. Allowing for stochastic volatility leads to estimates that imply a decreased ability of the agent to discriminate between probability models, for a given value of γ. BHS are able to attain the Hansen-Jagannathan bounds with a γ of about 50, which corresponds to a detection error probability of 2.5%. In our stochastic volatility model, we are able to reach the HansenJagannathan bounds with a γ = 35. When framed in terms of detection error probabilities, this corresponds to a detection error probability of around 11%. 18 In sections 5.2.1 and 5.2.2, we compared the properties of the market price of risk under the heteroskedastic and homoskedastic models for a given level of the penalty parameter (a function of γ). Instead, we can now hold the detection error probability fixed at a level which one finds comfortable.
Relative to the homoskedastic model, for a given detection error probability, the stochastic 17 The particle filters were run with 40000 particles. In cases where there was a divergence in the particle filter, we used likelihood computed up until that time period.
18 The detection error probabilities for γ = 34 and γ = 36 were 11.8% and 10.1% respectively.
volatility model allows for a larger γ parameter. As we have seen, this helps bring our stochastic discount factor closer to the Hansen-Jagannathan bound.
Conclusion
We have illustrated how fears of model misspecification interacts with stochastic volatility in the context of a simple endowment economy to generate a consumption series that contains features that some researchers directly impose on the data generating process: long run risk and disasters. We show that estimates using US data imply that the model is able to generate a higher market price of risk than estimates in a homoskedastic framework and that there is considerable time variation in the market price of risk, which is absent under homoskedasticity. The asset pricing implications are primarily driven by the component of the stochastic discount factor associated with multiplier preferences. This component allows us to interpret the source of the asset pricing success of the model in terms of a worst case model entertained by the agent. The agent fears lower growth and elevated and more persistent volatility. Most importantly, the agent fears misspecifications representable by long run risk and occasional disasters in consumption growth. We have focused on a very stylized Lucas tree model in which the stochastic processes under the approximating model could be enriched considerably, such as by allowing for long memory and innovation correlation or even by putting long run risk or disasters in the model to begin with. We expect that such amendments would only enhance the magnitude of the distortions we have identified.
However, this work is beyond the scope of this paper. In order to characterize the agent's fears we proposed a novel set of techniques to draw from the distorted distributions considered by the agent, based on Monte Carlo and perturbation methods that can be applied to a broader class of nonlinear and non-Gaussian models than has previously been considered in the robust control literature.
