We study multivariate integration in the worst case setting for weighted Korobov spaces of smooth periodic functions of d variables. We wish to reduce the initial error by a factor ε for functions from the unit ball of the weighted Korobov space. Tractability means that the minimal number of function samples needed to solve the problem is polynomial in ε −1 and d. Strong tractability means that we have only a polynomial dependence in ε −1 .
Introduction
Computational complexity of multivariate linear problems has recently become a popular research subject. Such problems are defined as approximation of linear operators defined on spaces F d of functions of d variables. For many applications d is large. For instance, in finance applications we want to approximate integrals of functions with d = 360 or higher, see [11] and references cited there.
We consider multivariate integration in the worst case setting and we want to reduce the initial error by a factor of ε. The initial error is just the norm of the multivariate integration operator, and is the error that can be obtained without sampling the function. Let n(ε, F d ) be the minimal number of function samples needed to solve the problem. Tractability means that n(ε, F d ) depends polynomially on ε −1 and d, whereas strong tractability means that n(ε, F d ) depends polynomially only on ε −1 independently of d. Tractability and strong tractability of multivariate integration have been studied in a number of papers, a partial list includes [4, 5, 8, 9] . A typical result is that we need to moderate the behavior of functions with respect to successive variables in order to obtain tractability or strong tractability. This behavior is measured by the sequence of nonincreasing weights γ j . For the small weight γ j , a function with a norm at most one must weakly depend on the jth variable. In this way, weighted Sobolev and Korobov spaces were defined with different degrees of smoothness, see [8, 9] . The smoothness parameter of the weighted Sobolev space is an integer r ≥ 1 and tells us how many times functions are differentiable with respect to each variable. The smoothness parameter of the weighted Korobov space is a real number α > 1 and tells us about the decay of the Fourier coefficients of functions.
The study of tractability and strong tractability for multivariate integration over Hilbert spaces with reproducing kernels and for quasi-Monte Carlo quadratures has been presented in [8] , and then extended for quadratures with non-negative coefficients in [12] . The study of arbitrary quadratures has been presented in [5] for arbitrary multivariate linear functionals defined over arbitrary weighted tensor product reproducing kernel Hilbert spaces. In particular, necessary conditions on tractability and strong tractability have been obtained in terms on the weights γ j . Typically, ∞ j=1 γ j = ∞ implies the lack of strong tractability, and lim sup d→∞ d j=1 γ j / ln d = ∞ implies the lack of tractability. The results of [5] hold under two assumptions. The first one is that the reproducing kernel of the weighted Hilbert space has a decomposable part. This property holds for weighted Sobolev and Korobov spaces. The second assumption is that multivariate integration is not trivial in the subspace which corresponds to the decomposable part of the kernel. This assumptions also holds for weighted Sobolev spaces and that is why we know conditions on strong tractability and tractability of multivariate integration over weighted Sobolev spaces.
The second assumption does not hold for weighted Korobov spaces. The decomposable part of the weighted Korobov kernel corresponds to the subspace of functions with zero integrals and multivariate integration is trivial over this subspace. Therefore, the results of [5] cannot be directly applied to the tractability study of multivariate integration over weighted Korobov spaces for arbitrary quadrature rules.
Tractability and strong tractability of multivariate integration over weighted Korobov spaces have been studied in [9] for restricted classes of quadrature rules. The first class is the class of quasi-Monte Carlo quadrature rules where all coefficients are equal to n −1 and n is the number of function samples. The second class is the class of quadrature rules with non-negative coefficients. For these two classes, strong tractability of multivariate integration holds iff d j=1 γ j < ∞, whereas tractability holds iff lim sup d→∞ d j=1 γ j / ln d < ∞. In this paper we study arbitrary quadrature rules, that is, rules which may have negative coefficients. For some classes of functions, the class of arbitrary quadrature rules is much more powerful than the restricted classes of quadrature rules, see [5] . We show that this is not the case for weighted Korobov spaces and the same conditions on tractability and strong tractability hold also for the class of arbitrary quadrature rules.
Since we cannot directly use the results of [5] for the class of arbitrary quadrature rules, we propose a different approach to study multivariate integration over weighted Korobov spaces. First of all, we use the result from [4] which states that multivariate integration over a Hilbert space H(K d ) with the reproducing kernel K d is no easier than multivariate integration over the Hilbert space H(K sh,d ) where K sh,d is the shift-invariant reproducing kernel associated to K d (see Section 3.2). The kernel of the weighted Korobov space is shift-invariant. Therefore we need to solve an inverse problem of finding a kernel K d of some weighted Sobolev space whose associated shift-invariant kernel K sh,d is the same or related to the original kernel of the weighted Korobov space. We were motivated to take this approach by a known example, see [4] , which shows such a relation between weighted Sobolev and Korobov spaces when the smoothness parameter of the Sobolev space is r = 1 and the smoothness of the Korobov space is α = 2.
For the weighted Korobov spaces with the arbitrary smoothness parameter α > 1, the analysis is much harder. We identify a weighted Sobolev space with the smoothness parameter r = ⌈α/2⌉ and show that multivariate integration over this weighted Sobolev space is no easier than multivariate integration over the weighted Korobov space. The weighted Sobolev space consists of functions which satisfy specific boundary conditions (see Section 4.2). For this space, the results of [5] hold. In this way we obtain necessary conditions on strong tractability and tractability of multivariate integration over weighted Korobov spaces. These conditions are the same as sufficient conditions obtained in [9] for restricted classes of quadrature rules. In this way we obtain that strong tractability of multivariate integration over weighted Korobov spaces holds iff ∞ j=1 γ j < ∞, whereas tractability holds iff lim sup d→∞
We outline the contents of the paper. In Section 2 we precisely define weighted Korobov spaces, and tractability and strong tractability of multivariate integration over an arbitrary Hilbert space with a reproducing kernel. Section 3 deals with general kernels of Hilbert spaces of periodic functions, and shift-invariant kernels. In this section we show how the change of the kernel changes the difficulty of solving multivariate integration. In Section 4 we show relations between weighted Korobov spaces and appropriately chosen weighted Sobolev spaces. Finally, Section 5 deals with the tractability and strong tractability of weighted Sobolev spaces.
Weighted Korobov Spaces and Integration
As in [9] , we consider the weighted Korobov space F d,α,γ for a positive 1 and non-increasing sequence {γ j }. This is the Hilbert space of 1-periodic complex-valued absolutely integrable functions f defined on [0, 1] d with absolutely convergent Fourier series. The reproducing kernel K d,α,γ of the space F d,α,γ is given by
Here,
The smoothness parameter α > 1 characterizes the rate of decay of the Fourier coefficients, and Z stands for the set of integers, whereas h · x = h 1 x 1 + · · · + h d x d is the usual l 2 -inner product involving the successive components h j and x j of the d-dimensional vectors h and x. Note that K d,α,γ depends only on x − y and sometimes we write
The reproducing kernel can be also written as
where the prime on the sum indicates that the h = 0 term should be omitted. This shows that the weighted Korobov space is the tensor product of the univariate periodic functions spaces that may differ only by the choice of γ j 's.
If α is an even integer, α = 2r, then it is known that the reproducing kernel K d,2r,γ is related to the Bernoulli polynomials B 2r [1] . Specifically, we have
and
The inner product of F d,α,γ is given by
with the Fourier coefficientŝ
Note that the inner product in F d,α,γ can be written as
thus the zeroth Fourier coefficient is unweighted. In this paper we consider multivariate integration for complex valued functions f defined over [0, 1] d and belonging to a Hilbert space
Multivariate integration is then given as
Observe that for the weighted Korobov space F d,α,γ we have η d = 1, where 1 denotes the function whose value everywhere is 1, and
Clearly, we have
In particular, this means that the norm of I d in the space F d,α,γ equals 1 d = 1 independently of the smoothness parameter α and the sequence {γ j }. We approximate I d by arbitrary quadrature rules of the form
with sample points t k ∈ [0, 1] d and complex quadrature weights a k . It is easy to see that for
we have
The worst-case error of Q n,d is defined as
For n = 0, we do not sample the function and the initial error is e(
denote the minimal number of function samples needed to reduce the initial error by a factor of ε. We add in passing that n(ε, H(K d )) is well defined since for any positive ε there exists Q n,d whose error is at most εe(
has the required error bound. For the weighted Korobov spaces F d,α,γ there even exist quasi-Monte Carlo (QMC) rules Q n,d (with a k = n −1 ) for which e(Q n,d ) goes to zero as n tends to infinity, see [7] .
We say multivariate integration is tractable in H(K d ) if there exist non-negative C, p, q such that
The infima of the numbers p and q in (4) are called the ε-and d-exponents of tractability. If (4) holds with q = 0 then the multivariate integration problem is strongly tractable in H(K d ), and the infimum of p is called the exponent of strong tractability.
The main result of this paper is the following theorem.
Theorem 1
1. Multivariate integration is strongly tractable in the weighted Korobov space
2. Multivariate integration is tractable in the weighted Korobov space
We only need to prove necessary conditions on tractability and strong tractability since sufficient conditions are already proven in [9] . In fact, if (5) or (6) holds then there exist lattice rules for which we obtain strong tractability or tractability with the ε-exponent at most 2. The essence of Theorem 1 and results from [9] is that the same conditions are needed for tractability and strong tractability for the classes of arbitrary, non-negative or QMC quadrature rules. The proof of necessary conditions in Theorem 1 will be presented in the next sections.
Kernels and Shift-Invariant Kernels
In this section we present some basic properties of reproducing kernels and shift-invariant reproducing kernels. These properties will be needed to prove Theorem 1. 
Fourier Series Representations of Kernels
If these Fourier coefficients are absolutely summable, then one may write the kernel as
For Korobov spaces and Sobolev spaces with certain boundary conditions the reproducing kernel may be written in the above form. However, reproducing kernels that are not periodic cannot be written as an absoultely summable series although the Fourier coefficients are well defined.
A particularly interesting case occurs whenK
Since our reproducing kernel is real-valued and symmetric in its arguments, one may show thatK (8) depends only on the fractional parts of the successive components of the vector x − y, i.e., on
It is easy to check that the inner product of H(K d ) for kernels of the form (8) is
with the convention that forK d (h) = 0 we havef (h) = 0, ∀ f ∈ H(K d ) and 0/0 = 0. The kernel K d,α,γ of the weighted Korobov space F d,α,γ is of the form (8) witĥ
and then
where ζ(α) = ∞ j=1 j −α is the Riemann function. We will need the following lemma.
Proof: Assume that K d is a reproducing kernel of the form (8) . Then for any n sample points
We need to show thatK d (τ ) ≥ 0 for all τ ∈ Z d . Without loss of generality assume that
Let B = {0, 1/(2p), . . . , (2p − 1)/(2p)} d , let the t j be all the n = (2p) d elements in B, and let
which is 1 if h = τ mod 2p, and zero otherwise. If h = τ mod 2p, but h = τ , then
This and (11) imply thatK d (τ ) ≥ 0, as claimed.
is a symmetric matrix and for any t j n j,k=1
n j,k=1 is non-negative definite for any n, and t j . This means that K d is a reproducing kernel. 2
Shift-Invariant Kernels
We need to recall a relation between arbitrary reproducing kernels and shift-invariant reproducing kernels. As before, let 
It is easy to check that K d is shift-invariant iff
Thus, reproducing kernels of the form (8) are shift-invariant, and this includes, K d,α,γ , the kernel for the weighted Korobov space. As in [3, 4] , for an arbitrary kernel K d we define the shift-invariant kernel
Indeed, K sh,d is shift-invariant, and if
The above definition can be used to show that the Fourier series coefficients for the associated shiftinvariant are related to the Fourier series coefficients of the original kernel as follows:
It was proven in [4] , Theorem 2, that the norms of multivariate integration over H(K d ) and H(K sh,d ) are the same and that multivariate integration over the space H(K d ) is no harder than multivariate integration over the space H(K sh,d ),
This result is expanded in the following lemma.
Fourier coefficients K d (h), as defined in (8) . If these Fourier coefficients satisfy the inequalitŷ
then integration is no harder in the space H(K d ) than it is in the space H(K d ):
Proof: By (14) it follows that n(ε, H(K d )) ≤ n(ε, H(K sh,d )). Now consider the spaces H(K sh,d ) and H(K d ). Assumption (15) now implies that
For any quadrature rule Q n,d it follows that the representer of the quadrature error for the space
and by (9) the square worst-case error is
Due to Lemma 1 all Fourier coefficientsK sh,d in the sum above are non-negative. Also, the worst-case error without sampling the integrand is e(Q 0,d , H(K sh,d )) 2 =K sh,d (0). The worst-case error for the space H(K d )) has similar expressions. The above inequality relating the Fourier coefficients for the two kernels then implies that
Since this holds for any Q n,d , the desired result then follows. 2
Relation to Weighted Sobolev Space
We will use Lemma 2 by identifying H(K d ) as the weighted Korobov space, and constructing a weighted Sobolev space that plays the role of H(K d ). In order to satisfy the assumptions of Lemma 2 the Sobolev space must have certain boundary conditions.
Unweighted Univariate Case
We first begin with the unweighted univariate case, 
and inner product:
We want to find the reproducing kernel K r of H r . For r = 1 it is known that
For r ≥ 2, let r e denote the smallest even integer ≥ r + 1, and r o denote the smallest odd integer ≥ r + 1. Also define the vectors and matrices:
. . .
Here the numerical superscript denotes the order of the derivative. The B j (x) are Bernoulli polynomials of degree j. The matrices A r,e and A r,o whose inverses define Γ r,e and Γ r,o are nonsingular as shown in the proof of the lemma below. Note that the matrices Γ r,e and Γ r,o are symmetric. We claim that the the reproducing kernel for H r can be written in terms of a finite rank modification of K 1,2r,1 (x, t) = 1 − (−4π 2 ) r B 2r ({x − t})/(2r)!, the kernel for the unweighted one-dimensional Korobov space with smoothness parameter α = 2r.
Lemma 3
The reproducing kernel for H r with r ≥ 2 is
Proof: Assume for a moment that Γ r,e and Γ r,o are well defined. Then K r given by (20) is also well defined. To prove that this is indeed the reproducing kernel, we first show that K r (·, t) ∈ H r for every fixed t. The (r − 1)st derivative K (r−1,0) r (·, t) is obviously absolutely continuous, and the rth derivative K (r,0) r (·, t) is square integrable because K (r,0) 1,2r,1 (·, t) is square integrable, and polynomials are, of course, square integrable. Next, we check the boundary conditions. For j = 0, 1, . . . , r − 1, we have [
r,e (x)Γ r,e γ r,e (t)
For even derivatives, j = 0, 2, . . . , r o − 3, the vector γ 
r,e (0)Γ r,e γ r,e (t)
A similar argument shows that K
Finally, we must show that K r (·, t) has the reproducing property. Any function f in the Sobolev space H(K r ) must also be in the weighted Korobov space F 1,2r,1 , so
γ r,e are linearly independent, it follows that c e = 0 and c o = 0. Thus, A r,e and A r,o must be nonsingular. 2 Note that another formula for the reproducing kernel K r (x, t) appears in [6] . However, the formula in Lemma 3 in terms of Bernoulli polynomials makes it easier to derive bounds on the Fourier coefficients of K r (x, t), which are needed to eventually apply Lemma 2.
Lemma 4 For r ≥ 1, the reproducing kernel K r (x, t) has the following bounds on its Fourier series coefficients:K r (0, 0) > 0, and 0 ≤K r (h, −h) ≤ G r h −2r ∀ h = 0.
for some non-negative G r .
Proof: The Fourier coefficientK r (0, 0) is simply the norm of the integral functional. We know that this is nonzero because there are integrands in H r with nonzero integrals, e.g.,
Thus, we only need to prove upper bounds onK r (h, −h).
Assume first that r ≥ 2. For h = 0, the Fourier coefficient of the jth degree Bernoulli polynomial,B j (h), is known to be −j!(2πih) −j . The Fourier coefficientK r (h, −h) satisfies due to (20)
whereγ r,e (h) andγ r,o (h) are the Fourier coefficients of γ r,e (x) and γ r,o (x), respectively. This implies that for large h
Since both r e and r o are larger than r, the dominant term for large wave number in (23) is the first one. For r = 1, note that (16) is the same as (20) if we omit the last term with γ r,o . Therefore the proof for r ≥ 2 applies with an obvious change also for r = 1. 
Weighted Multivariate Case
We now proceed to the case of the multivariate weighted Sobolev space with boundary conditions, H d,r,γ . The reproducing kernel for this space is a product of one dimensional reproducing kernels:
whereγ = {γ j } is a sequence of positive non-increasing numbers, and K r is given by (20).
The space H d,r,γ is the tensor product of the spaces H 1,r,γ j of univariate functions defined on [0, 1] with the reproducing kernel
The space H 1,r,γ j consists of functions whose (r − 1)st derivatives are absolutely continuous, rth derivatives are L 2 ([0, 1]), and they satisfy the following boundary conditions f (0) = f (1) and f (j) (0) = f (j) (1) = 0 for j = 1, 2, . . . , r − 1.
The inner product of H 1,r,γ j is
The inner product of the multivariate Sobolev space H d,r,γ is given by
where
is a vector with (r u ) j = 1 if j ∈ u and (r u ) j = 0 otherwise. The vector x u is a |u| dimensional vector with components x j for j ∈ u, and (x u , 0) is a d dimensional vector with the components x j if j ∈ u and x j = 0 otherwise. The Fourier coefficients of the multivariate product kernel are simply products of the Fourier coefficients of the one-dimensional factors. In particular,
By Lemma 4, these Fourier coefficients have the following bounds:
with equality holding for h = 0 and ρ 2r given as in Section 2. Recall from that the Fourier coefficients of the (shift-invariant) reproducing kernel for the weighted Korobov space are:
If r = ⌈α/2⌉ and the weights for the Sobolev space,γ j , are now chosen to satisfy
then the conditions of Lemma 2 are satisfied. Thus, we have obtained the following theorem.
Theorem 2 Let r = ⌈α/2⌉ and let γ j andγ j satisfy (26). Then multivariate integration over the weighted Sobolev space H d,r,γ is no harder than multivariate integration over the weighted Korobov space
Tractability for Weighted Sobolev Spaces
We now recall from [5] necessary conditions on tractability and strong tractability of multivariate integration over weighted Sobolev spaces. These conditions are given in terms of the univariate case, d = 1. The kernel K 1 is called decomposable at a, a ∈ (0, 1), if
Take now the kernel K 1,γ such that
where R j are reproducing kernels of the Hilbert space H(R j ) of univariate functions. We assume that (H(R j )⊗H(R k ))∩H(R m ) = {0} for pairwise different j, k and m with j, k, m = 1, 2, 3, and that R 2 is decomposable at a. Consider univariate integration
We can decompose η 1 as
where η 1,j ∈ H(R j ). We also denote
with η 1,2,(0) (x) = η 1,2 (x) for x ∈ [0, a], and η 1,2,(0) (x) = 0 for x ∈ [a, 1]. Similarly, η 1,2,(1) (x) = 0 for x ∈ [0, a], and η 1,2,(1) (x) = η 1,2 (x) for x ∈ [a, 1].
For the multivariate case, we take the Hilbert space H(K d,γ ) with
Multivariate integration is defined as
Then we have the following theorem.
Theorem 3 [5] Assume that η 1,2,(0) and η 1,2,(1) are both non-zero. Then 1. strong tractability of multivariate integration over
tractability of multivariate integration over
We will apply the last theorem for the weighted Sobolev space H d,r,γ for which multivariate integration is no harder than multivariate integration for the weighted Korobov space 
with K r given by (20) . This suggests that we should take
We need to decompose K r as
with a decomposable R 2 and with (H(R j ) ⊗ H(R k )) ∩ H(R m ) = {0} for pairwise different j, k and m with j, k, m = 1, 2, 3. We take R 3 as the reproducing kernel of the Hilbert space
The space H 1,3 is equipped with the inner product of the Hilbert space H r = H(K r ). Let g * j be the orthonormal base of H 1,3 . It is known that
We now decomposable the space H r as
with the Hilbert space
Then the reproducing kernel R 2 of H 1,2 is
Hence, (27) as well as (H(R j ) ⊗ H(R k )) ∩ H(R m ) = {0} for pairwise different j, k and m with j, k, m = 1, 2, 3 hold as needed. We claim that R 2 is decomposable at 1/2. We need the following lemma.
Lemma 5 Assume that K 1 is decomposable at a. Let
where a ≤ b j ≤ 1 for all j = 1, 2, . . . , k or 0 ≤ b j ≤ a for all j = 1, 2, . . . , k. Let K 1,A be the reproducing kernel of A. Then K 1,A is also decomposable at a.
Proof:
We have
Let g j be an orthonormal base of span(K (·, b 1 ) , . . . , K(·, b k )). It is known that
If a ≤ b j for all j, then g j (x) = 0 for all x ≤ a since K 1 (x, b j ) = 0. This yields K 1,A (x, t) = 0 for all x ≤ a ≤ t. Similarly, for b j ≤ a we have g j (t) = 0 for all a ≤ t and K 1,A (x, t) = 0 for all x ≤ a ≤ t. In either case, K 1,A is decomposable at a, as claimed. The reproducing kernel R 2 of H 1,2 is therefore also decomposable at 1/2 due to Lemma 5 with the limiting case of b j tending to 1/2 and with k = r. We now check that η 1,2,(0) and η 1,2,(1) are both non-zero. We have 
