When correlating the samples with the corresponding class labels, canonical correlation analysis (CCA) can be used for supervised feature extraction and subsequent classification. Intuitively, different encoding modes for class label can result in different classification performances. However, actually, when the samples in each class share a common class label as in usual cases, a unified formulation of CCA is not only derived naturally, but also more importantly from it, we can get some insight into the shortcoming of the existing feature extraction using CCA for sequent classification: the existing encodings for class label fail to reflect the difference among the samples such as in central region of class and those in mixture overlapping region among classes, consequently resulting in its equivalence to the traditional linear discriminant analysis (LDA) for some commonly-used class-label encodings. To reflect such a difference between the samples, we elaborately design an independent soft label for each sample of each class rather than a common label for all the samples of the same class. A purpose of doing so is to try to promote CCA classification performance. The experiments show that this soft label based CCA is better than or comparable to the original CCA/LDA in terms of the recognition performance.
Introduction
Feature extraction is widely employed in pattern recognition to obtain the compact representation of the original patterns with limit loss of information. According to the approach in which the class information of the samples is utilized during the feature extraction, the feature extraction methods can be simply classified into unsupervised feature extraction and supervised one. The typical case of the former is principal component analysis (PCA) [1] in which the reconstruction error is minimized while the class information is totally ignored. Two typical cases of supervised feature extraction methods are Fisher linear discriminate analysis (LDA) [1] and canonical correlation analysis (CCA) [2] . In LDA, the class information is incorporated into the withinclass scatter matrix and the between-class scatter matrix; in contrast, in CCA, the class information often appears in the form of some numerical label encodings.
CCA was initially developed as a multivariate analysis method [2] and can be seen as the problem of finding basis vectors for two sets of variables such that the correlations between the projections of the variables onto these basis vectors are mutually maximized. For instance, the canonical correlation between image content and the attached texts can be used for Internet image retrieval [3] . Recently CCA gained much attention in various application fields, such as image segment [4] , image processing [5] , image retrieval [3] and computer vision application [6] . Since CCA is able to directly deal with two sets of variables, so it can directly take one set of variables as class labels, as a result, the class information of samples is explicitly utilized to realize a supervised linear feature extraction and subsequent classification [4, 7, 8] . The similar method is also straightforwardly used in partial least squares (PLS) for classification [9, 10] in which it also involves the correlation between two sets of variables with different constraints.
Utilizing the class label information, CCA can serve as a supervised feature extraction method. Gestel et al. [7] used {1, À1} encoding for binary class labels in their kernel CCA. Johansson [11] proposed the following one-of-c label encoding to associate the sample x in class i with the corresponding class label y 
This one-of-c encoding is widely employed in multilayer artificial neural network for pattern recognition [13] , and it is adopted in kernel CCA for texture classification [8] and also cited in [10] . Note that in [11] the author suggested that this label encoding need not be centered as one modification to ordinary CCA. In [10] , the authors cited a different label encoding as follows:
where
Here we name it as c À 1 label encoding for convenience. In [9] the authors proposed a slightly different c À 1 label encoding that encodes class c as [1, 1, . . ., 1] T and keeps others unchanged for discriminant using PLS. Loog et al. [4] took the contextual label information of every pixel into account and developed an elaborate label encoding based on {1, 0} and applied it to the medical image segmentation, and this label encoding can be seen as an extension of one-of-c encoding, specifically, it encodes each pixel in a local neighborhood around some pixel in terms of different object classes and then concatenates them into a vector.
Various label encodings have been used in CCA or its variants. Intuitively, different encoding modes for class label can result in different classification performances. In this study, we derive a unified formulation of the existing CCA where the samples in each class share a common class label as in usual encodings in pattern recognition. From such a unified formulation we can get some insight into the shortcoming of the existing CCA for feature extraction: the existing class encodings fail to reflect the difference among the samples such as in the central region of one class and those in (or near) the overlapping region among classes, consequently resulting in its equivalence to the traditional linear discriminant analysis (LDA) for some class-label encodings. It is well known that according to the theory of support vector machine (SVM) [18] , the samples near (or in) the overlapping region among classes are more possible to be misclassified than those in central region of that class, so they are more important for the design of the classifier and possibly become the support vectors, which are significant points for SVM.
Then a question arises naturally: are these samples locating near the overlapping region among classes also important for feature extraction such as CCA? To our best knowledge, there is no special research about this topic. In the existing class label based CCA where each class share one common label encoding, the samples lying in the overlapping region are treated in the same way as those in non-overlapping regions. To reflect the difference between samples, we take advantages of CCA that can simultaneously deal with two sets of data and elaborately design the soft label encoding for each sample rather than a class. For one class, each sample possesses its private class label that reflects the class distribution in some degree. Then the samples near overlapping region should be assigned its own private class label. The purpose of doing so aims to examine the impact of this label encoding on classification performance, and emphasizes its own different characteristic from LDA (it reduces to LDA when each class has just a single label). The experiments show that this soft label based CCA is better than or comparable to the original CCA/LDA in terms of the recognition performance.
The remaining of this paper is organized as follows: the formulas of CCA and LDA are firstly presented in Section 2; in Section 3 we derive a unified formulation of the existing class label based CCA; from this unified formulation, we can get some insight into the shortcoming of the existing feature extraction using CCA in Section 4; in Section 5, soft label encoding is proposed; the experiments are described in Section 6 to evaluate the performance of soft label based CCA; finally in Section 7, the paper is summarized and further research topics are given.
2. Review of class label based CCA and LDA 2.1. Description of CCA [12] Given N pairs of samples (x i , y i ), i = 1,. . . N, and their means ð x; yÞ, where x i 2 R p , y i 2 R q , CCA aims to find pairs of projection directions u and / that maximize the correlation between the random variable u T ðx i À xÞ and / T ðy i À yÞ, i = 1,. . ., N, i.e., to maximize
. . . ; y N À y, and the symbol T denote the transpose. This can be expressed as the following equivalent optimization problem:
Solving this optimization problem, we can obtain the following decoupled generalized eigenvalue equations:
where the eigenvalue k exactly equals to r 2 . From (5), it is observed that when small sample size problem, i.e., N ( p or N ( q, is encountered, matrix XX T or YY T is singular and the involved inverting becomes infeasible. Moreover, the maximal number of the corresponding combinations (k, u, /) in (5) is not more than min(p, q). Correlating samples, say, X, with their class labels, say, Y, and letting W = [u 1 , u 2 , . . ., u d ] denote the eigenvectors corresponding to the first d largest eigenvalues, the extracted features W T X can be used for classification.
Description of LDA [1]
We will give a brief description of LDA to help to clarify the relationship between LDA and CCA using some commonly-used class-label encodings hereafter in this paper. Given N samples x i , i = 1,. . ., N, which come from c classes. LDA aims to find discriminative vector w for these samples such that the ratio of the between-class scatter to the within-class scatter of the sample projections onto the basis vector is maximized, i.e., maximize the following criterion defined in (6):
where the between-class scatter matrix, S b , and the within-class scatter matrix, S w , are defined respectively by
and
Solving this optimization problem (6), we can obtain the following generalized eigenvalue equation:
where the eigenvalue k LDA exactly equals to the value of objection function (6) . It is worth noting that the maximal number of discriminative vectors, ws, is at most c À 1 due to the rank limit of S b .
A unified formulation
Generally in class label based CCA, one common class label is assigned to each class, so the terms XY T and YY T can both be simplified through simple mathematical manipulations. This will give rise to a unified formulation as follows.
Let
and Y ¼ ½y 1 À y; . . . ; y N À y denote the centered samples set and class labels set, where
x and y denote total mean, x ðiÞ and y ðiÞ mean of samples/labels in the ith class, respectively. According to the above fact that the samples of the same class share a common class label, the covariance matrix XY T can be derivable as
where the first and the third term both equal zero due to such a fact that in class i, all labels y are identical so y À y ðiÞ is zero. Similarly, the second term is zero due to that
So finally only the fourth term is kept and hence (10) can be simply rewritten as
where n i denotes the sample size of class i,Ỹ ¼ ½y ð1Þ ; . . . ; y ðcÞ denotes the class label matrix. The third ''='' holds due to the facts that P c i¼1 n i x ðiÞ À x À Á ¼ 0 and y ðiÞ ¼ y ðiÞ , where y (i) denotes the uniform label for samples belonging to class i.
On the other hand, for the term YY T we have:
From (12), we find that the covariance matrix XY T actually represents some characteristic of separation between classes, i.e., x ðiÞ À x or H b , which is just the constituent of the between-class scatter matrix S b . This indicates that once the samples in each class share a common class label, an association may exist between CCA and LDA. Although the appearance of class label matrixỸ makes this association not so immediate, we can still manifest this association by a few special cases, i.e., the usually used label encodings, as will discussed in Section 4.
Special cases
In Section 4.1, we study CCA using some commonly-used class-label encodings as the special cases of this unified formulation to clarify the possible association between CCA and LDA, and in Section 4.2 we gain some insight into this type of class label based CCA and point out the disadvantage of CCA using some commonly-used class-label encodings.
In the first part, the discussion focuses on the employment of these label encodings in the following generalized eigenvalue equation of CCA:
The right side, XX T , is just total scatter matrix and equals to S b + S w , and all computation associated with label encodings, Y, are on the left side of (14) . Hereafter we focus on the left size of (14) to analyze the employment of label encodings.
Analysis
(1) one-of-c encoding [11, 10] This label encoding has been depicted in (1) . When this label encoding is proposed, the author [11] noted that it need not to be centered during CCA as a modification to ordinary CCA. It seems that doing so violates the definition of CCA and undermines its mathematics foundation. In fact, in this case,Ỹ is an identity matrix so XY T becomes just H b and it is easy to obtain (YY T ) À1 = diag(1/n 1 , . . ., 1/n c ) = D, so we can rewritten (14) as
and it can also be derivable as
which exactly represents its equivalence to LDA by recalling its description formulation (9) .When oneof-c encoding is centered by the definition of CCA, XY T still equals to H b , which can be seen from (12), yet, (YY T ) À1 becomes a bit complex, but doing so does not prevent (14) from becoming the form of (16). For details proof, please refer to [10] . (2) c À 1 label encoding [10] For the c À 1 label encoding described in (2), we have Proposition 1. When c À 1 label encoding defined in (2) is employed, the following two relationships hold:
The inverse of YY T can be written as [10] :
. . . ; 1=n cÀ1 Þ: So we have
As can be seen in the proof, XY T now becomes an altered version of H b , from which the contribution of class c is excluded. Similarly (16) can be obtained. h (3) Gestel et al.'s scheme {1, À1} [7] In their paper [7] , binary classes are encoded as 1 and À1, respectively. In this case, we can easily obtain
, where N is sum of n 1 and n 2 , and
T holds, which is exactly the between-class scatter matrix, S b , in the case of binary classes. It is easy to see that the matrices XY T and YY T play a role of constituent of between-class matrix and its corresponding modified factor, i.e., constant 4n 1 n 2 /N, respectively. In this case, (16) still holds.
Review and insight
Up to now, we have analyzed four kinds of label encodings and surprisingly found that when these label encodings are used: (a) XY T is just the constituent of the between-class scatter matrix, S b ; and (b) the left hand side of CCA Eq. (14), XY T (YY T ) À1 YX T is just S b , in which some important discriminant information is contained. So (14) can be rewritten as (15) , and can also be derivable as
S w u, which exactly represents its equivalence to LDA. In summary, we propose a unified formulation of class label based CCA and interpret this unified formulation in terms of separability between classes, and this indicates a possible association of CCA with LDA. We further clarify this implicit, not immediate association by analysis of CCA using some commonly-used class-label encodings as the special cases of this unified formulation.
In fact, the discovery of this relationship between CCA and LDA is not occasional. As long as we employ the class label encoding that is assigned to one class rather than one sample, we can always rewritten XY T as H b or its altered version (e.g., see proof of Proposition 1), which is the constituent of the between-class scatter matrix S b , resulting in an equivalent or similar relationship between CCA and LDA.
It is well known that in classical LDA the essential discriminant information is contained in between-class scatter matrix S b , where class mean x ðiÞ acts as the prototype of class i, and w T ð x ðiÞ À xÞ or w T ð x ðiÞ À x ðjÞ Þ can be deemed as the metric of the separability between classes, where w denotes the discriminant vector. Then a question will naturally arise: is class mean x ðiÞ a ''good'' prototype of the samples in class i? In other words, is the class mean x ðiÞ representative for the samples in class i ? Generally we take it for granted that the data distribution is Gaussian, i.e, a hyper-sphere can be used for a fair good approximation of the data distribution, so the centroid of this hyper-sphere can be a representative prototype. However, the assumption of Gaussian distribution is not always the case. In [17] the authors illustrate an example of non-Gaussian distribution. On the other hand, for linearly separable case, w T ð x ðiÞ À xÞ may be a reasonable metric for separability between classes. However, in linearly non-separable case, w T ð x ðiÞ À xÞ is unnecessarily a good metric, especially for the cases where the distribution areas of different classes intersect heavily. In these two kinds of cases, i.e., non-Gaussian distribution and linearly non-separable cases, if the samples in each class still share a common class label as in usual cases, then class label based CCA will becomes classical LDA or its variant, then the advantage of CCA that can changes its supervised mode of feature extraction flexibly will be lost, comparing to LDA. If we pursue the reason of this phenomenon, we can find the distribution of the samples is not considered by the existing CCA using common class label in one class. In other words, the samples in (or near) overlapping region among classes are deemed to be as important as the samples in the central areas of that class. This sharply conflicts with the idea of support vectors machine (SVM) which emphasizes that the samples close to the class boundary are more important than others [18] , because these samples are more easily misclassified and thus probably possess more weight in the design of the classifier. To overcome this shortcoming of the existing class label based CCA, we elaborately design a soft label for each sample rather than a class according to the region it lies in to reflect the difference between samples in the same class, as will be discussed in Section 5.
Soft label encoding
Up to now, we have derived a unified formulation of CCA using some commonly-used class-label encodings. In doing so we do not aim to deduce some new class label encodings from this unified formulation, instead, we aim to gain some insight of the existing CCA for feature extraction and point out its shortcomings. The label encodings mentioned above can be named as hard class labels because the samples of each class share one common label encoding that crisply indicates the class membership of each sample. For example, the class label of the sample coming from class 1 can be encoded as [1, 0, . . ., 0], which can be interpreted that degree of membership of sample to class 1 is 100%, whereas 0% for the other classes. This hard class label is assigned to the samples coming from one class wherever they locate, and the impact of sample distribution on the feature extraction for classification is not considered. However, for machine learning problems such as SVM, it is just the samples near the overlapping region among classes that play more important roles than those in the central region of each class. So it is necessary to embody the difference between the samples in the process of feature extraction. Specially, the main difference between samples near the overlapping regions is their class information, and it is deemed that half of the class information for one sample is hidden in its neighbors [14] , so one convenient way to describe the class distribution is to observe the class memberships of the neighbors of each sample. To this end, the original hard class label can reasonably be modified into soft one and embed to CCA to reflect the impact of the sample distribution on the feature extraction. Here, we can utilize fuzzy k-nearest neighbor method in [15] to yield a soft class label encoding for each example, specifically, for training sample x i coming from class j, its corresponding soft class labelỹ i can be defined bỹ
where y ij = 0.51 + 0.49n ij /k and y im = 0.49n im /k, m 5 j, n ij and n im denote the number of x i 's neighbors coming from class j and m, respectively, and k the parameter of k-nearest neighbor method (k-NN). Let us consider two extreme cases: if n ij = k, it means that all k-nearest neighbors of x i come from the same class as x i , resulting in a hard class label [0, . . ., 1, . . ., 0] T where only the jth entry is one; in contrast, when n ij = 0, resulting in a label like [y i1 , . . ., 0.51, . . ., y ic ] T where the jth entry, y ij , is 0.51 and 0 6 y im 6 0.49 otherwise. If the latter case happens, it means that this sample exhibits a high degree of membership to several classes. In this way, the significance of the samples in mixture region between classes to the classifier is emphasized. So one-of-c label encoding becomes one special case of this soft label encoding, and the index of the dominated entry (i.e., 0.51 or more) inỹ i still indicates its original class membership. In real application, the samples coming from the same class may yield different class labels, so the proposed soft label distinguishes itself obviously from one-of-c label and others such as those mentioned above. We anticipate that CCA incorporating this soft class label (referred as CCA-s later) could enhance its recognition performance.
Experiments and analysis
To evaluate the performance of proposed soft label method, some classification experiments are performed on ORL human face dataset (free available at: <http://www.uk.research.att.com/facedatabase.html>) and 10 UCI machine learning repository (free available at: <http://www.ics.uci.edu/~mlearn/MLSummary. html>).
Experimental setup
The respective name of the dataset, its class number c and the sample dimensionality d are tabulated in Table 1 . The experiment of common CCA that employs one-of-c label encoding (still referred as CCA later) is also performed. The experiments are randomly repeated 10 times for ORL and 100 times for UCI. All contrastive experiments are based on the identical partition of the training/test set for each dataset.
For ORL dataset, the training set size 200 is far less than the sample dimension 112 · 92 (=10304), small sample size problem occurs for both CCA and CCA-s. To overcome this problem, both of CCA and CCA-s are preceded by PCA and then performed in the transformed 60-dimensional PCA subspace. All of the finally obtained discriminative vectors are used to extract features for recognition by the nearest neighbor classifier. On each dataset the parameter k is determined by cross-validation based on the dataset partition with (approximately) equal sizes.
Result analysis
The recognition results on all datasets are given in Table 1 , from which we can observe that: (a) on 9 datasets of total 11 ones, CCA-s outperforms CCA, especially on ORL, balance, E. coli, glass, lenses, thyroid and wpbc datasets, CCA-s outperforms CCA more than one percent; (b) on wine datasets, the former is comparable to the latter; (c) on vehicle dataset, the former is outperformed by the latter; (d) for some datasets, the parameter k may exceed the number of training samples in some classes. For instance, for ORL dataset, k = 17 > 5 (the number of training samples per class). So when the soft label is computed by means of k-NN, the neighbors of each sample may inevitably share multiple classes, consequently resulting in a soft label totally distinct from one-of-c. Fig. 1 illustrates the change of the recognition accuracy w.r.t. the parameter k on ORL, E. coli, thyroid, wine and vehicle datasets, where k exhausts a large range of possible values from 1 to 100 for all dataset except for wine dataset due to the limitation of the training sample size. These representative datasets are selected because on the first three, wine and vehicle datasets CCA-s outperforms CCA, is comparable to CCA and is outperformed by CCA, respectively. Meanwhile the recognition accuracy of CCA on these datasets is also shown as lines due to its independence of k. On all datasets but wine, the slight fluctuation of the curves of the recognition accuracy w.r.t. the parameter k reflects the robustness of CCA-s in some degree. Table 2 shows the distribution of the most possibly misclassified classes and the corresponding mean misclassification frequency on ORL, E. coli, thyroid, wine and vehicle datasets. On ORL, E. coli, thyroid and wine datasets, the mean misclassification frequency of CCA-s are lower than those of CCA for most of the selected classes, however, on vehicle dataset, CCA-s is higher than CCA. These comparisons are approximately consistent to the corresponding differences of the recognition accuracies between CCA and CCA-s. To visually illustrate the difference between the discriminant performance of features extracted respectively by CCA and CCA-s, we only select the samples in class 36, 38 and 40 of ORL dataset, which are most possibly misclassified, and project them onto two eigenvectors corresponding to the first two largest eigenvalues of CCA and CCA-s to get their plots, as shown in Fig. 2(a) and (b) , respectively. From the figure, we can find that the projected between-class scatter by CCA-s (Fig. 2(b) ) seems larger than that by CCA (Fig. 2(a) ), though the projected within-class scatter seems no obvious difference between them. In this set of contrastive experiments, 2, 1, and 3 samples belonging to class 36, 38 and 40, respectively, are misclassified by CCA, resulting in recognition accuracy of just 95.0%, in contrast, using proposed CCA-s, the numbers of the misclassification for the same classes are reduced to 1, 0 and 2, respectively, resulting in recognition accuracy of 97.5%. It seems that the improvement of recognition accuracy benefits from larger between-class scatter brought by CCA-s.
The separability criterion between classes is generally taken as
, where S b and S w denote between-class scatter matrix and within-class scatter matrix, respectively, W the projective matrix with the discriminant vectors w as its columns, and tr(AE) the trace of a matrix. Fig. 3 illustrates tr(W T S b W) and tr(W T S w W) for ORL data in CCA and CCA-s in 10 times of experiments. It is obvious that tr(W T S b W) of CCA-s is much greater than that of CCA/LDA, yet tr(W T S w W) of CCA-s is only slightly greater than that of CCA/LDA. It is just the enhancement of the separability criterion of CCA-s against CCA/LDA that promotes the recognition performance evidently. In other words, in this case CCA-s can extract more discriminative features for classification by incorporating soft class label into CCA.
On the other hand, to find the reasons why CCA-s is outperformed by CCA on a few datasets, we define the following variable dev as
to measure the deviation degree of this soft label from the ''standard'' one-of-c label, whereỹ and e i denote the soft label corresponding to the samples in class i and the one-of-c label encoding corresponding to class i, respectively, and k AE k 1 denotes L 1 -norm of a vector. The larger dev means more ''fuzzy'' class information is introduced into the soft label encodings; and dev being zero means the soft labels totally degenerates into oneof-c label encodings. The mean values of dev for every dataset in the repeated experiments are also tabulated in Table 1 . We can observe that: (a) on 7 of total 11 datasets, the devs are all less than 0.5, correspondingly, CCA-s outperforms CCA on these datasets; (b) of other four datasets where the dev is greater than 0.5, CCA-s is outperformed by, or comparable to CCA on vehicle and wine datasets, respectively, except for datasets of ORL and lenses. It seems that the moderate introduction of ''fuzzy'' class information by the proposed soft label encoding will help to improve the recognition performance. However, the exceptional cases on ORL and lenses datasets seem to indicate that the effect of the soft label encoding is data dependent.
Discussion and some further study topics
In this paper, we derive first a unified formulation of CCA when the samples in each class share a common class label as in usual cases, then from this unified formulation of CCA, we can get some insight into the shortcoming of the existing feature extraction using CCA for sequent classification: the existing encodings for class fail to reflect the difference among the samples such as in central region of class and those in mixture overlapping region among classes, consequently resulting in its equivalence to the traditional linear discriminant analysis (LDA) for some commonly-used class-label encodings. To reflect such a difference between the samples and its impact on feature extraction, we elaborately design an independent soft label for each sample of each class rather than a common label for all the samples of the same class. In doing so we try to break the performance limitation imposed on CCA due to its equivalence to LDA and to promote its classification performance. The experiments show that this soft label based CCA is better than or comparable to the original CCA/LDA in terms of the recognition performance.
Although in this paper all of the mathematical deductions and the experiments are based on the linear feature extraction, in fact, they can be easily generalized to the corresponding kernel versions via the kernel trick [18] . In fact, some label encodings, e.g., one-of-c and binary scalar encoding, have been successfully applied in kernel CCA [7, 8] . On the other hand, PLS for discriminant also involves the same correlation between samples and the corresponding class labels, however, with different constraints. So our proposed soft class label based CCA can also generalized to kernel CCA and PLS, which can be further studied.
