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Abstract. There exist 7,097 living languages in the world cited by Ethnologue. Most of 
them, however, do not exist on the Internet as the objects of research. It indicates the gap in 
language resources. One of them is Samawa language which has over 500,000 native 
speakers and is identified as an endangered language by UNESCO. What we have known 
about Samawa so far is a lack of information, tools, and resources to maintain its 
sustainability. This paper aims to contribute to NLP, a growing field of research, by 
exploring Samawa part of speech tagging problem using rule-based approach, i.e. Brill 
tagger. It has been trained on very limited data of Samawa corpus, which is 24,627 tokens 
including punctuation marks with 24 tags of our original tagset. K-fold cross-validation (k 
= 5 and k = 10) was applied to compare Brill’s performance with Unigram, HMM, and 
TnT. Brill tagger with the combination of default tagger, Unigram, Bigram and Trigram as 
baseline tagger achieve higher accuracy over 95% than others. It suggests that the Brill 
tagger can be used to extend Samawa corpus automatically. 
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Abstrak. Terdapat 7,097 bahasa yang hidup di dunia yang dirilis oleh Ethnologue. Banyak 
dari bahasa-bahasa tersebut tidak terdapat di Internet sebagai objek riset. Hal ini 
menunjukkan adanya kesenjangan dalam sumber daya keberadaan sumber daya Bahasa 
tersebut. Salah satunya adalah Bahasa Samawa yang memiliki 500,000 penutur aktif dan 
dikategorikan sebagai bahasa yang punah oleh UNESCO. Apa yang kita ketahui tentang 
Samawa adalah kurangnya informasi, alat-alat, dan sumber daya yang menunjang 
keberlanjutannya. Paper ini bertujuan untuk berkontribusi kepada NLP, sebuah bidang 
riset yang sedang berkembang, dengan mengeksplorasi permasalahan penandaan kelas 
kata dengan menggunakan pendekatan berbasis aturan, yaitu Brill tagger. Brill tagger 
dilatih pada korpus Samawa yang terdiri dari 24,627 token termasuk tanda baca dengan 
24 kelas kata. Prosedur k-fold cross-validation (k = 5 dan k = 10) diterapkan dan 
membandingkan kinerja dari Brill dengan Unigram, HMM, and TnT. Brill tagger dengan 
kombinasi tagger default, Bigram, dan Trigram sebagai tagger dasar mencapai akurasi 
yang tertinggi yakni 95% dibanding lainnya. Ini menunjukkan bahawa Brill tagger dapat 
digunakan untuk memperluas korpus Samawa secara otomatis 
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1 Introduction 
Natural language processing abbreviated by NLP is a branch of artificial intelligence that helps computers 
to understand, interpret, and manipulate human languages. NLP belongs surely to many disciplines, 
including computer science and computational linguistics, in an attempt to fill the communication gap 
between a human and a computer. As a human, we speak and write in English, Spanish, Japanese and 
others. However, a computer’s native language known as machine code or machine language is generally 
incomprehensible to people. The communication occurs not with words, but through ones and zeros that 
produce consistent actions.  
To converse with humans, a program must understand syntax, semantics, morphology, phonology and so 
on. Recently, there are a number of different NLP tasks incorporated into software programs, such as part 
of speech tagging (PoS), information retrieval, automatic summarization, machine translation and so on. 
Part of speech tagging is a technique that reads a text in some languages and assigns its part of speech to 
each word (and another token), such as noun, verb, adjective, and others. It is, however, useful in itself as 
an essential step in many NLP pipelines, informing deeper layers of annotation and helping to understand 
the syntactic aspect of the language.  
Automatic part of speech tagging methodologies fell into two distinct groups, i.e., rule-based and 
stochastic (probabilistic) taggers. Eric Brill’s tagger is one of the first and the most widely used English 
Post-tagger, employs rule-based algorithms. Typically rule-based approaches use contextual information 
to assign tags to unknown or ambiguous words. Disambiguation was done by analyzing the linguistic 
features of the word itself, its pre-context words, its post-context words, and rules of some sort. Defining 
a set of rules by hand is a quite extremely cumbersome process and is not scalable. For this reason, it is 
strongly required some automated fashion of doing this process. Brill’s tagger is a rule-based tagger that 
has the general idea in a simple form such as guessing the tag of each word and going back to fix 
mistakes. In detail, it goes through the training data and discovers the set of tagging rules that best specify 
the data and minimize part of speech tagging error. The most notable point to note here about Brill tagger 
is that the rules are not hand-crafted, but are instead found out using the corpus provided. The only 
feature required in engineering is a set of rule templates that the model can use to come up with new 
features. As for stochastic taggers, they have a machine-learning component: the rules automatically 
induced from previously tagged training corpora. Brill tagger, for example, has transformation templates 
which examine the nearby words and tags. 
There are now 7,097 living languages in the world cited by Ethnologue [1]. However, most of them do 
not exist on the Internet as the objects of research, and it indicates the gap in language resources. One of 
them is Samawa language which has over 500,000 native speakers. The atlas of endangered languages by 
united nations educational, scientific, and cultural organization (UNESCO) is identified and in that 
Samawa is listed as an endangered language [2]. What we know about Samawa is a lack of information, 
tools and resources to maintain sustainability. NLP can be one way to overcome these resource barriers. 
This paper aims to contribute to NLP, a growing field of research, by exploring Samawa. 
In this paper, we describe our investigation regarding Brill tagger and implementation of Samawa tagger 
that we had started from scratch. Section 2 talks about several studies related to Brill tagger in the past. 
We describe the core of Brill tagger, i.e. transformation-based error-driven learning algorithm and how it 
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works in section 3. Also, we present the Samawa corpus in general in section 4. Furthermore, we present 
the Samawa part of speech tagger system and compare with other taggers to see their performance and 
summarize with a conclusion in section 5, 6 and 7, respectively. 
2 Related Work 
There are several works reported in the literature regarding the implementation of Brill tagger. Hasan et 
al. [3] using Brill tagger for Bangla with a small size of corpus around 4,484 tokens and achieved 55% 
accuracy. On the other hand, Brill tagger has trained for German with some manual constraints and 
lexical look-up could gain around 96% accuracy [4]. Furthermore, Megyesi [5] using Brill’s PoS tagger 
with extended lexical templates increased the accuracy into 97% for Hungarian. Moreover, examined 
Indonesian using Brill tagger obtained 99.75% accuracy [6]. Indonesian also have 89.70% accuracy when 
applying on Brill tagger with some modification and rewrite in C# [7]. Other research which implemented 
Brill’s method on Swedish make accuracy in 95.18% [8]. Wilson et al. [9] achieved an accuracy of 97% 
when using a genetic algorithm in Brill’s transformation-based part of speech tagger.  
3 Transformation-Based Error-Driven Learning 
Eric Brill described a rule-based algorithm for automatic part of speech tagging named 
Transformation-Based Error-Driven Learning (TEL) in 1995. It works based on transformation 
learns by detecting errors. In other words, TEL guesses the tag of each word in a sentence, and 
goes back to fix the mistakes. 
This method can operate on two data. The first one is initially unannotated data that simulates 
the transformation process and records the error. The second one is goal corpus/gold standard 
data/annotated data. The initially unannotated data can be tagged by any simple part of speech 
tagger in initial state annotator stage to create the temporary corpus. Once after temporary 
corpus created, then it will compare with goal corpus which has been tagged manually. 
Firstly, the Brill’s algorithm works at the system by assign its most likely tag to each word in 
the training corpus. Then the learning algorithm constructs a ranked list of transformations 
which will change the initial tagging into the closer one to the correct one. Towards every 
rewriting rule, the algorithm keeps mark of how many good and bad transformations it is 
responsible. The goodness of the rewriting rule is the number of good transformations it 
performed, minus the number of bad transformations. The good rules are appended to an 
ongoing list, resulting in a list of rewriting rules ranked in descending order of goodness. Since 
every rule good enough to be attached to the list also gets applied to the training corpus before it 
stores. The ultimate result of executing this algorithm is a ranked list of rewriting rules that can 
be used to a new corpus. Figure 1 present how TEL works in general [10].  
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Figure 1. Error-Driven Learning Module (Brill, 1995) 
 
For each iteration, the temporary corpus is updated based on learner and will return the new rule 
that improves the result of the annotation. Through this process, the learner will analyze and 
produce an ordered list of rules which can be applied to new unannotated text. Transformation-
based error-driven learning uses lexical rules for deriving rules for tagging unknown words, and 
contextual rules for deriving rules that improve accuracy. A rule distinguishes into two parts: a 
condition, i.e. the trigger and possibly a current tag, and a resulting tag which has a form: 
(A, B): X → Y        (1) 
A and B as triggering an environment that we observe, then the output will change from tag X 
to tag Y. The set of rules are created from all possible instantiations of all determined templates 
before. One of simple rule templates for part of speech tagging is to change the current word tag 
from tag X to tag Y if the previous word is tagged as Z. Variables X, Y and Z need to be 
instantiated during the learning process. 
Brill tagger distinguishes into two important parameters, i.e., the maximum number of rules and 
the minimum score. The values for these parameters have to be chosen by the experimenter. 
Both increasing and decreasing parameters into decent values will affect the performance of 
taggers. When the combinations using the same performance have more rules or lower 
minimum score, which makes the training slower and the tagger much more complex. 
The following table illustrates the step in TEL. Firstly, we tagged using a unigram tagger, then 
fixing the errors. All rules are written in the template of the form: “replace T1 with T2 in the 
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context C”. The context usually indicates the word or tag of the previous or following word, or 
the appearance of a tag with 2 - 3 words of the current word. During the training phase, the TEL 
will guess for T1, T2 and C and make considerable candidates of rules. Each rule then is 
assigned the score on its net benefit: the number of incorrect tags that is correct, less than the 
number of correct tags it incorrectly modifies [11]. 
Table 1 Transformation-Based Error-Driven Learning in Samawa Corpus 
Sentence Gold Unigram Replace DT with PRP when next tag is Z 
pang IN IN  
ta PR PR  
ahir NN NN  
mo RP RP  
palangan NN NN  
sadua CD CD  
nya PRP DT PRP 
. Z Z  
4 Samawa Corpus 
In a computational linguistic area, corpora can be defined as a documentation of language in use and 
provide linguistic diversity. Corpora are classified into unannotated and annotated.  Unannotated one 
usually contain only raw texts, but the text is tokenized and cleaned already. Otherwise, an annotated one 
is a corpus which tags information. A tagset for natural language processing gives information about a 
word and its neighbours. In Samawa corpus, we define our original tagset consisting of 24 tags (see detail 
in our previous work in [12]). Tagging process can be done manually and automatically. For initial 
corpus, we needed to assign a tag manually and recognized the rules which can be used for others text 
with the same pattern. Building a corpus feasibly involves a more significant investment in time, 
resources and energy than any other types of linguistic activity 
 
Building a large size of Samawa corpus is a quite challenging task since the amount of 
document and textbook in Samawa is limited in size. Also, almost of them are particularly 
difficult to handle. Raw data used in the Samawa corpus was collected from the manuscripts, 
textbooks, magazines, and text from websites. Then in the preprocessing phase, it was cleaned 
and normalized by Unicode in plaintext format. The Samawa corpus was used for training 
Samawa PoS tagger, which consist of 24,627 hand-tagged tokens. They were collected and 
manually hand-annotated based on grammatical category of Samawa. 
5 The Samawa Part of Speech Tagger System 
Throughout this research, we have worked on building Samawa corpus and Samawa part of speech tagger 
by using Natural Language Toolkit (NLTK), an open source Python library and programs for working 
with human language data. It contains the text processing library for tokenization, parsing, classification, 
stemming, tagging and semantic reasoning functionalities. NLTK was created in 2001 by Steven Bird and 
Edward Loper as part of a computational linguistics course in the Department of Computer and 
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Information Science at the University of Pennsylvania [11]. It provides many NLP data types, processing 
tasks, corpus samples and readers, together with animated algorithms, tutorials and problem sets [13]. 
The application program based on Graphical User Interface (GUI) is designed to tag a word automatically 
to know the correct tag of a token. Nevertheless, a new document as the data input must be changed to 
format .txt and cleaned before applying in the tagging process. The Samawa corpus which has been 
cleaned and tagged based on the grammatical category of Samawa plays an essential role in the training 
process. Figure 2 shows the design of the training process and GUI application. 
 
Figure 2 The design of Samawa PoS tagger system 
 
After training the training phase, the performance between Unigram, HMM, TnT and Brill will 
be evaluated by k-fold cross-validation method to estimate the skill of those models. It is used to 
determine how the model is expected to perform in general while applied to produce prediction 
in the real data. Based on these results, the tagger will retrain all of tokens and it will be 
exported as a pickle file. This file is used to save the tagger as an object serialization and can be 
loaded in a simple way when an automatic tagging process happen. Afterwards, we enforce the 
evaluation in the form of identifying the tagging errors and the inconsistencies by hand-
correcting to see the result of automatic tagging in the new document. The last phase is to merge 
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the result of evaluation into Samawa corpus as a part of extending the corpus process. However, 
it is crucial to extend the corpus and achieve better performance of a tagger. 
The application program made with Tkinter which is the standard Python for GUI application. It 
is the most commonly used method to develop the fastest and easiest GUI application and 
provide many classes as widgets. Figure 3 displays the GUI application that Brill presents the 
application while a new document is imported and tagged. 
  
Figure 3 GUI application for automatic tagging and the display of tagging process 
The open file button uses to open the new document in a .txt format file. After selecting the 
data, the text will appear in the text area. Then, the tagging button gives a tag to each token 
based on Brill tagger. The tagging text area will display the result of the tagging. Furthermore, 
the save button, and the clear button will be keeping the result of automatic tagging and clean 
both text area and tagging area, respectively. Later on, the close button is for closing the 
application. 
6  Experimental Result 
The whole training data were running on NLTK module and used relatively small tagged corpus 
that contains 24,627 tokens with 2,904 unique words. We had compared the performance of 
Unigram, HMM, TnT and Brill use k-fold cross-validation method with  k = 5 and k = 10, 
respectively. As seen in table 2, HMM tagger has a poorer accuracy than others. It could happen 
due to the limited size of the corpus as training data which is around 20K tokens. Unigram and 
TnT achieve average accuracies of about 91% and 92%, respectively. It is only 4% lesser than 
Brill version 2. The size of corpus affected the performance in part of speech tagging problem. 
This finding confirmed by Hasan et al. [3] which has explored from the small size of the token 
to large scale of tokens. Performance increase followed the increasing of the corpus size. 
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Especially for HMM which need 1M tokens to achieved around 96.7% accuracy [9]. The detail 
result regarding accuracy of each tagger given in table 2 below. 
Table 2 Accuracy result with k = 5 and k = 10 
Tagger Accuracy 5-fold Accuracy 10-fold 
Unigram 91.91% 91.76% 
HMM 34.12% 46.47% 
TnT 91.54% 92.15% 
Brill v1 67.54% 69.41% 
Brill v2 95.78% 95.67% 
 
Generally, Brill tagger in this experiment has two versions of initial state annotator as baseline 
tagger. First, Brill in version 1 contains baseline tagger, i.e. default tagger. This default tagger 
assigns all of the tags of each token in Samawa corpus as a Noun (NN). Then, Brill will take its 
capacity to fix the error. Unfortunately, the performance of this version has quite a low 
accuracy. It is caused by choosing default tagger which is tag each even unknown word as a 
noun. Moreover, it takes much time (both k = 5 and k = 10) to get the accuracy.  
In Brill version 2, the combination of default tagger as Noun, Unigram, Bigram and Trigram has 
chosen as baseline tagger, and Brill algorithm as the main part made the highest accuracy 
95.78% and 95.67% for k = 5 and k = 10, respectively. Unigram, Bigram and Trigram use 
statistics of previous one, two and three tags while Brill uses information of surrounding tags 
and words. 
In Brill, the rules which are contributing the most to improve the tagging accuracy can be seen 
after tagging process. One of the exciting rules that formed from Samawa corpus is related to 
tagging word ‘nya’. In default, this word has tagged as a determiner (DT), but while the part of 
speech of the following word is Z (even a comma or full stop), will change DT to PRP. There 
are 81 rules which are generated by Brill. Table 3 below presents the top 10 rules that Brill 
tagger learn from Samawa corpus. 
Table 3 Top 10 Brill contextual rules in Samawa corpus 
Part of Speech 
(PoS) 
Contextual rules 
DT → PRP If the word is ‘nya’ and the PoS of following word is Z 
NNP → DT If the word is ‘lalu’ and and the Word of the following word is 
"Lepang", and the Word of word i+2 is "Kuning" 
DT → PRP If the word is ‘nya’ and the PoS of following word is PR 
DT →  PRP If the word of words i+1...i+2 is "diri" 
NN →  NND If the word is ‘tau’ and the word of the preceding word is ‘sopo’ 
IN → CC If the word is ‘ke’ and the PoS of following word is VBT 
NND →  NN If the word is ‘tau’ and the word of preceding word is ‘sarea’ 
PRP →  DT If the word is ‘nya’ and PoS following word is NNP 
DT → PRP If the word is ‘nya’ and the PoS of following word is PR 
IN → RP If the word is ‘ke’ and the PoS of following word is Z 
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7 Conclusion 
In this work, we have presented Eric Brill’s rule-based PoS tagger which automatically acquires rules 
from a training corpus, based on transformation-based error-driven learning algorithm. Tagger has been 
trained on very limited data of Samawa corpus, which consisting of 24,627 tokens including punctuation 
marks. The tagset of the training corpus consists of 24 part of speech tags. The result shows that the 
accuracy was 34.12% and 46.4% for HMM which delivers poorer accuracy than the others. Followed by 
TnT and Unigram in 91.54%, 92,15%, 91.91% and 91.76%, respectively. Besides, Brill version 1 make 
67.54% and 69.41% each. Overwhelmingly, 95.78% and 95.67% were obtained by Brill version 2. These 
accuracies acquire from k-fold cross-validation procedure with k = 5 and k = 10, respectively. Based on 
these results, we take Brill version 2 to extend our corpus size as the required in NLP task. For the higher 
accuracy could probably gain using a large corpus size. 
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