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1 | Introduction
The last decades of the Twentieth Century witnessed an enormous increase in
the demand for data transmission capacity, mainly thanks to great advances in the
development of electronic integrated circuits which enabled the eﬃcient processing
and handling of large amounts of data. This need for increased bandwidth resulted
in the placement of thousand of transmission lines based on optical ﬁbers, arranged
in enormous networks worldwide. Although most of nowadays long-distance data
transmission is made optically through optical ﬁbers, most of the signal processing
is still performed electronically at the network nodes. In this way, the developing
of purely optical processing units in order to avoid costly conversion interfaces soon
revealed essential for nowadays communications and information technologies. In
this chapter, some historical facts which promoted the development of current
optical data-transmission networks are outlined, and the motivation for integrated
photonic circuits is explained. Finally, an overview of the current status of photonic
integration as well as some keys to its future evolution are given.
1.1 From Electronics to Photonics
During the second half of the last century, enormous developments in the
processing and transmission of electronic information were achieved. This great
progress was partly due to the ability of integrating a high density of silicon transis-
tors, which are the fundamental processing units, into a single substrate. The ﬁrst
transistor, which was reported by J. Bardeen and W. H. Brattain [1] in 1947, was
intended as replacement to the vacuum valves [2] that had been employed until that
date. This technological advance led to the development, in 1957, of the ﬁrst inte-
grated circuit by J. Kilby [3]. The excellent properties of silicon, which provided a
single material platform in which all the required devices could be fabricated with
excellent performance, together with the development of the complementary metal-
oxide-semiconductor (CMOS) technology as a standardized processing technique,
contributed during the later years to an extraordinary reduction of the size and
cost of the electronic components. Indeed, the ﬁrst commercial microprocessor
comprising more than 2000 transistors was released as early as 1971 [4]. This
progress was summarized by the well-known Moore's law, which empirically pre-
dicted in 1965 that the number of transistors in an integrated circuit would dou-
ble every 12 months [5], and later revised to doubling every 24 months [6] at an
essentially a constant price. This growth rate was approximately maintained until
the present day, with microprocessors comprising several millions of nanometric-
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size transistors. However, this size reduction is expected to inevitably slow down
as the lithography scale approaches to atomic characteristic dimensions [7]. In
the same way, the capacity to dissipate heat also imposes physical limits to the
scaling of CMOS transistors. The self-heating of semiconductor devices, which
changes their electronic properties, can aﬀect the overall performance of the whole
integrated electronic circuit [8, 9]. Therefore, photonic integrated circuits are a
promising alternative technology which could provide the same functionalities as
integrated electronic components, but with a sustainable power dissipation which
avoids self-heating problems [8].
Additionally, the mass production and the miniaturization of electronic circuits
allowed for the handling of very large amounts of data very eﬃciently, and at a
relatively reduced cost. For this reason, the continuously increasing demand for
data transfer revealed that the capacity of the available transmission media (the
copper wire and the coaxial cable) was exceeded. Moreover, these transmission
media are not suitable for very high frequency electrical signals, as the impedance
of the conductor material inside the cable increases with the frequency of the elec-
trical transmitted signal. This leads to great losses that makes these transmission
media impractical for long distance information transmission [10,11]. The optical
transmission of data through optical ﬁbers has proved to be an excellent solution
to these problems.
Optical ﬁbers have intrinsically larger bandwidths compared to metallic wires.
The bandwidth is determined by the wavelength window within which the atten-
uation of the optical signal during propagation is minimum. This means that
the ﬁber can transmit at great distances any signal with frequency within the
spectral bandwidth with low losses. In nowadays communications, the wavelength
windows with center at 1.3 and 1.5 µm are the most widely employed. In or-
der to use all the frequencies available in the bandwidth to transmit information,
many signals of diﬀerent frequency can be spectrally multiplexed, so that several
independent signals are combined into a single multiplexed signal. Once the mul-
tiplexed signal has been transmitted and received, it can be demultiplexed and
each signal can be again spatially separated. This technique, which is known as
wavelength-division multiplexing (WDM), plays a key role in nowadays commu-
nications enabling very eﬃcient long-distance data transmission [12]. Apart from
larger bandwidths, optical ﬁbers are almost insensitive to natural or man-made
electromagnetic interferences. Additionally, as no electrical current is transported
by optical ﬁbers, electrical short-circuits cannot occur and no sparks are created
if the optical ﬁbers breaks. This makes them perfectly suitable for applications in
combustible or explosive environments [11,13].
The ﬁrst revolution that enabled the optical transmission of information came
with the invention of the laser in 1960, which provided coherent light sources
with very high brightness [14]. This led to the development of the ﬁrst optical
communication systems during the 1970's, which oﬀered a solution to the data
transmission problem by combining the huge amount of information that could
be inherently transported by laser-generated optical signals, with low-loss optical
ﬁbers of rapidly increasing bandwidth. During the 1980's, the development of
the ﬁrst lasers emitting at 1.3 and 1.5 µm to match the low-loss windows of the
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existing ﬁbers, as well as erbium-doped optical ﬁber ampliﬁers (EDFAs) and semi-
conductor optical ampliﬁers (SOAs), enabled the incorporation of optical ﬁbers
in long-distance data transmission in substitution of metallic wires [11]. Nowa-
days, almost all the long-distance information transmission processes are realized
using optical ﬁbers. For this purpose, thousands of optical transmission lines are
arranged in enormous optical networks worldwide in order to transmit the required
high amount of information [11,12].
Although the data transmission in current optical networks is made entirely
through optical ﬁbers, most of the signal processing is still performed electroni-
cally at the network nodes. This requires eﬃcient interfaces for the conversion of
electrons into photons and vice versa. Therefore, it has become evident that the
data throughput of the optical networks is substantially limited by the electronic
processing of the transmitted signals. In this way, a higher ﬂexibility and eﬃciency
could be accomplished by replacing the electronic components by purely photonic
components, making use of the faster response time inherent to optical phenomena
to process the signals [11,12,15].
1.2 Optical integration: an overview
Photonic integrated circuits use photons instead of electrons for signal trans-
mission, generation, and detection, with the purpose of creating functionalities
similar to those in integrated electronic circuits, but in the optical domain. To
do so, both passive devices, such as splitters or couplers, as well as active devices
performing fundamental functions such as light generation, detection, polariza-
tion control, switching, modulation, or ﬁltering, among others, must be integrated
in a single chip [10, 11]. Photonic integrated circuits have inherently the same
bandwidth as optical ﬁbers. In both cases, the information is carried by optical
signals, so the losses associated to changes in impedance are avoided as no metallic
wires or conductive pads are employed. Instead of this, photonic devices usually
comprise passive channel waveguides (WGs), which are the simplest optical com-
ponents. The basic physical concept behind WGs is the same as in optical ﬁbers,
where a structure with a certain refractive index is surrounded by regions of lower
refractive index, so that light is conﬁned by total internal reﬂection in the region
of higher refractive index. Additionally, they are fundamental elements in any
photonic circuit as they also enable the connection between the rest of optical
components, playing the role of wires or conductive tracks in electronic integrated
circuits. For this reason, WGs usually follow paths with both straight and curved
sections in order to optimize the available space on the chip. These paths, together
with the roughness of the WG sidewalls, lead to insertion losses which must be
considered when planning each photonic component in an integrated circuit. In
order to solve this problem, an extensive research has been performed to optimize
light transmission through WGs, with losses as low as 1.2 dB/m under certain
circumstances [16].
In addition to the use of optimized WG, optical devices must be as small as
possible in order to accomplish low-loss integrated circuits with a reduced foot-
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print, in the same way the size of electronic components has continuously been
reduced during the past decades. In addition to reducing the size of the ﬁnal in-
tegrated circuit, the dense on-chip integration of a broad number of fundamental
functionalities enables their simultaneous fabrication using less material, opening
the door to low-cost complex photonic integrated circuits [10]. This has been
achieved partly thanks to the short light wavelength (usually 0.5-2.0 µm), which
enables the fabrication of very small photonic components that can be integrated
in larger photonic circuits. Furthermore, the inclusion of active photonic devices,
such as switches or modulators, also enables a size reduction of the ﬁnal photonic
circuit. As will be explained in Chapter 2, there are several ways to control the
light propagation inside the devices. Particularly, in this work we show the feasi-
bility of using surface acoustic waves (SAWs) to modulate the response of complex
photonic devices. Apart from its simplicity, this technique enables compact devices
with sizes of a few mm2 and operation in the low GHz range.
In general, there are two diﬀerent approaches for integrating the diﬀerent opti-
cal elements into a single circuit. One of these methods is the hybrid integration,
in which the individual optical components, each one fabricated on a diﬀerent
material platform, are assembled in a common mainboard. In this case, each de-
vice can be tested before assembling, and the choice of the best material platform
for each functionality is also possible, which can considerably simplify the design
process. Although hybrid integration provides an easy tool to integrate a large
number of functionalities in a single circuit, the diﬀerent components are subject
to misalignment due to vibrations or thermal expansion which may considerably
degrade performance [11]. The other approach is monolithical integration, in which
a unique material platform is employed for all devices. This greatly reduces mal-
functions due to misalignment or vibrations. Since integrated optical sources are
usually required, optically active materials such as gallium arsenide (GaAs) are
preferable to others. For passive materials, such as silicon (Si) or lithium niobate
(LiNbO3), external light sources are required which must be coupled to the cir-
cuit. Anyway, there has been a huge progress during the last years to produce
on-chip integrated light sources in passive materials which make them also good
candidates for monolithical integration [17,18].
The ﬁrst integrated photonic circuits reported during the 1960's were based
on two-dimensional devices built upon planar WGs [1921]. During the 1970's,
three-dimensional WGs for integrated optics applications, which provide an ad-
ditional degree of conﬁnement, were successfully demonstrated [22]. Moreover,
active devices, such as modulators or switches in LiNbO3 [23, 24] and GaAs [25],
as well as integrated laser sources [26] were also reported. During the late 1980's,
the development of integrated devices with very high operation frequencies [2729]
revealed the need for increased transmission capacity, and led to the introduction
of WDM technology to optimize long-distance data transfer, as explained in the
previous section, and devices capable of handling such amount of data [10]. This
resulted in the development of the ﬁrst integrated WDM devices based on phased-
array WDM technology [30] in 1988, which has been the prevailing technology in
commercial WDM applications until nowadays. Since the late 1990's, the rise of of
a variety of new broadband services, such as high-speed Internet applications, has
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considerably increased the demand for data transfer capacity at lower costs. This
need could only be satisﬁed with and an extensive use of optical ﬁbers, and the
development of advanced photonic functionalities [10]. Although integration levels
of up to a few thousands of components per chip have been accomplished [31], the
dense on-chip integration of photonic components in a single material platform is
at an early stage, and purely optical processing units are still under development.
1.3 Prospects for photonic integration
A great eﬀort has been made during the past decades to increase the integration
level in photonic circuits, and an extensive research for novel photonic components
with more and more reduced footprint has been performed. In order to success-
fully compete with current electronic circuits, the number of components in a single
photonic integrated circuits should grow at the same rate as their electronic coun-
terpart. So far, an incipient exponential trend in the number of integrated elements
per chip resembling the Moore's law can be appreciated [32,33]. However, there is
an important diﬀerence between photonic and electronic integrated circuits. Most
of the integrated photonic circuits that have been reported in the literature during
the past decades were speciﬁcally designed for demonstration purposes, and were
not ﬁnally applied to commercial products. This is due to several reasons. In
ﬁrst place, there is a large variety of material platforms being used, which depend
on the device and its operation principle. For example, silica is usually employed
for the processing of optical ﬁbers, LiNbO3 is preferentially employed for optical
modulators due to its excellent electro-optical properties [34], and GaAs or in-
dium phosphide (InP) are very suitable for integrated light sources [26,35], among
others. During the last years, some convergence is appearing towards the use of
InP, which can support almost all functionalities required for photonic integra-
tion [4, 32, 33]. However, other material platforms are also good candidates, and
it is not clear whether any of them will bring photonic integrated circuits to fairly
compete with electronic integration technology in terms of both size and cost re-
duction during the next years. Additionally, in electronic integrated circuits, a
great number of diﬀerent functionalities is realized from a very reduced set of
fundamental building blocks, such as transistors or diodes. This is in contrast
to photonic integrated circuits, where the number of diﬀerent fundamental com-
ponents such as couplers, ﬁlters, or multiplexers, is substantially larger. Due to
this, it is virtually impossible to develop a generic monolithic technology capable
of integrating all of them in a single material platform. In this way, success in
developing a generic technology for photonic integration would necessarily imply a
reduced number of building blocks which, connected in diﬀerent topologies, would
enable a wide variety of photonic functionalities [32, 33]. Additionally, current
fabrication techniques are still primitive, and the market is characterized by small
companies which are specialized in processing very speciﬁc devices [4]. Thus, low
cost and repeatability, which is necessary for mass production of photonic chips,
has not been achieved yet.
The feasibility and advantages of optical ﬁbers have been clearly demonstrated
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during the last twenty years in a diﬀerent number of applications, such as long-
distance communications or high-speed Internet applications serving many busi-
ness or even homes. Although optical ﬁbers have not completely replaced cop-
per wires, especially for short-distance communications, it is expected that their
presence will continuously grow during the next years in order to meet the increas-
ing needs for information handling. With well-established optical ﬁber links, there
is a great interest in replacing electron-photon conversion interfaces at the network
nodes with purely photonic solutions to provide more ﬂexibility and reduce costs.
As a consequence, commercial interest in photonic integrated circuits has grown
during the last years, and some products, such as laser diode chips or 2× 2 opti-
cal switches, among others, are already commercially available. Additionally, an
increasing number of companies or institutions are also oﬀering a foundry service,
with the possibility of processing photonic integrated circuits designed by the own
customer [11,32,33].
Despite the great advantages of photonic integrated circuits and optical ﬁber
data transmission compared to electronic circuitry, the widespread opinion is that
the presence of photonic circuits will grow during the next years, but will not
completely replace electronic ones. In this sense, the cost of developing and imple-
menting photonic integrated circuits will limit their application to situations where
the increased cost is completely justiﬁed by their very higher performance [11].
1.4 Overview of this essay
This essay can be separated into two main blocks. In the ﬁrst block, which
comprises Chapters 2 and 3, the theory of acousto-optical modulation as well
as the fundamentals of the design of multimode interference (MMI) couplers are
given. In the second block, which comprises Chapters 4 and 5, the theory of
reconﬁgurable photonic routers as well as the experimental results corresponding
to three diﬀerent acoustically driven devices are presented.
In Chapter 2, the need for active functionalities in photonic integrated circuits
is further explained and some of the most used tuning techniques are concisely
reviewed. In this sense, special emphasis is put on acousto-optical modulation,
which is the basis of the experimental devices presented in this work. Then, the
fundamentals of acoustic waves and their propagation in solid media are given,
and the physical mechanism by which an acoustic wave is able to modulate the
optical response of a photonic device is described in detail.
In Chapter 3, some theoretical aspects of two-dimensional slab WGs are given.
These properties can be then employed in combination with the eﬀective index
method (EIM) to get an accurate insight into the more complex case of three-
dimensional WGs, which are commonly used for photonic integrated circuits. This
also enables a good understanding of light propagation in multimode WGs, allow-
ing for the design of the well known MMI couplers. Finally, the beam propagation
method (BPM), which we employed to further optimize the dimensions of our
MMI couplers, is brieﬂy described.
In Chapter 4, the design approach for compact reconﬁgurable photonic routers
based on MMI couplers is presented, and the case where wavelength dispersion is
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assumed at the arms of the routers is also considered. Moreover, very compact
expressions to calculate several important fundamental properties, such as the
channel assignment of the devices as a function of the applied phase shift are
derived for the most general case of N access WGs. Although most of the discussion
is focused towards the design of acoustically driven devices, these concepts are
general and straightforward applicable to other tuning techniques.
Finally, in Chapter 5, the experimental results corresponding to two Mach-
Zehnder interferometers (MZI) built upon two MMI couplers with two and three
output WGs, respectively, are presented. These two devices were intended as a
proof of concepts for the more complex acoustically driven phased-array WDM
device, which is described later. As we will see, the experimental results are in
excellent agreement with the theoretical results previously presented in Chapter 4.

2 | Towards active devices
The external control of light in photonic devices allows for size reduction,
thus favoring the integration of a higher number of photonic components into
the same substrate and enabling some photonic functionalities which cannot be
accomplished through passive components. This chapter ﬁrst provides an overview
of the diﬀerent techniques which can be employed to develop active devices, with
special emphasis on acousto-optical modulation which is the basis of this work.
In this way, the fundamentals of acoustic waves are given, and the eﬀects of the
acousto-optical modulation on the band structure of a semiconductor material are
brieﬂy described. Finally, the excitation of SAWs using interdigital transducers
(IDTs) is analyzed, and the experimental results corresponding to two fabricated
IDTs are presented and brieﬂy discussed. The underlying theory is well estab-
lished and extensively reviewed in literature, so the reader may refer to the cited
references for further information.
2.1 Active devices for photonic integration
As explained in Chapter 1, the main goal of nowadays integrated photonics is
to develop eﬃcient integrated optical circuits capable of complementing or even
replacing their electronic counterparts. For this purpose, it is of paramount impor-
tance to develop photonic devices which are, at the same time, compact, reliable,
inexpensive, loss-less and stable [13]. The ﬁrst eﬀorts were focused on optimiz-
ing passive components, such as WGs, or power splitters and combiners, which
transport the optical signal in the manner of wires in electronic circuits. Other
important components, as for instance WDM devices based on phased-array WDM
technology [3638], and integrated polarization splitters [39], have also been ex-
tensively investigated during the past decades. Besides these passive devices, it
was also necessary to develop integrated light sources and optical detectors, as well
as active devices such as optical modulators and switches, which play the role of
transistors in electronic circuits and enable novel photonic funtionalities that are
essential for the signal processing in the optical domain. Additionally, the external
control of light propagation inside the devices also allows for a reduction in the di-
mensions of the resulting integrated circuits, thus favoring the on-chip integration
of a large number of photonic components [11, 13, 15]. As explained in Chap-
ter 1, in nowadays long-distance communications, where the information is mainly
transmitted using optical ﬁbers, most of the signal processing is still performed
electronically. In this way, integrated optical switches are specially important ac-
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tive components that can provide the required ﬂexibility for signal distribution,
making also use of the fast time response inherent to optical phenomena to pro-
cess the signals. As the volume of the data transfer rapidly increased in optical
transmission lines, the ability to dynamically conﬁgure the optical transport net-
works on demand became essential, as a good ﬂexibility for signal distribution
and switching is necessary, enabling also a rapid response to changes in the data
traﬃc [11, 12]. Without optical switches, the required ﬂexibility to compete with
the current electronic systems could not probably be achieved [1113,15].
There are several methods that can be employed to design fast and eﬃcient
optical switches or modulators. One of the simplest ways to control the propa-
gation of the light in the structures consists of changing the temperature of the
material. The change of temperature is accompanied by a change of the volume
and thus, of the atomic spacing in the crystalline structure. This causes a change
of the electronic properties of the material, which results in a change of the dielec-
tric constant () and consequently, of the refractive index. Additionally,  is also
changed due to the dependence of polarizability on changes of temperature and
volume [40,41]. This mechanism is known as thermo-optic eﬀect. Thermally tuned
devices with operation rates in the low MHz range have been reported [42], and
ﬁne control of the temperature of the device by means of Peltiers has been used
to tune the whole response of WDM devices [4345] with dimensions of the order
of dozens of mm. Moreover, thermo-optical devices with individual addressing of
each WG have also been demonstrated [4648]. A further strategy, widely used
nowadays, makes use of electric ﬁelds to control the response of the devices. When
an electric ﬁeld is applied to the material, internal forces appear which deform the
positions or orientations of the atoms in the medium. This change of the crys-
talline structure again leads to a change of the electronic properties of the material
and consequently, of  [49, 50]. If an electric ﬁeld is directly applied to a mate-
rial without center of inversion (i.e., piezoelectric), the change of the refractive
index is in proportion to the applied electric ﬁeld. This eﬀect is known as linear
electro-optic eﬀect (also known as Pockels eﬀect). This tuning technique enables
very fast devices operating in the GHz range [51, 52]. Indeed, electro-optically
tunable phased-array WDM devices with a switching time of dozens of ns have
also been reported [53,54]. If the electric ﬁeld is instead applied to a material with
inversion symmetry (i.e, non-piezoelectric), the change of the refractive index is
in proportion to the square or even higher powers of the electric ﬁeld. This eﬀect
is commonly referred as Kerr eﬀect. In practical devices, this technique is usually
implemented by illuminating the material forming the WG with an optical beam
of high intensity [55, 56]. The electric ﬁeld of the incident light interferes with
the underlying media, modulating its dielectric constant, and enabling very fast
devices with a time response of a few ps. By this reason, this technique is also
referred as non-linear optical modulation or all-optical switching in the literature.
The change of the refractive index is typically very small and thus, very long
interaction paths are required to compensate for the weak non-linearities. This
drawback has been overcome with the application of plasmonic structures [57] to
integrated photonic circuits, accomplishing sizeable responses with ultra-compact
devices.
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An alternative method, which was ﬁrst proposed by Gorecki et al. [58], con-
sists of using a SAW to modulate single or multiple ridge or slot WGs through the
acousto-optical eﬀect. Their proposal was based on the refractive index modula-
tion of one of the arms in a Mach-Zehnder interferometer (MZI) comprising two
Y-junctions by an electrically generated SAW on a piezoelectric material. This
was later generalized by M. M. de Lima et al. [5961], which proposed the simul-
taneous modulation of both arms with opposite phase in order to enhance the
acousto-optical modulation. This method, which is the base of the devices in this
work, presents a good compromise between speed and size, with compact devices
operating in the low GHz range [59, 6264]. Additionally, it can be implemented
in almost any material platform, with processing steps easily implemented using
planar semiconductor technology, as will be discussed later in Chapter 5. Apart
from modulation and switching functions, SAWs have also been widely employed
for many other technological applications, such as signal processing [65] or sen-
sors [66].
In the next section, the fundamentals of the theory of elasticity in solids is
outlined, and the basic equations of motion are derived. For this purpose, we
will closely follow the approach and the notation by G. W. Farnell [67]. Addi-
tionally, [50,6871] are also excellent references. A rectangular coordinate system
with axes xi = x, y, z, where z and x stand for the light and SAW propagation
directions, respectively, will be employed throughout this work. After solving the
resulting equations of motion, it is possible to deduce the existence of diﬀerent
types of acoustic waves which can propagate in solids. As we will see, one of
these solutions corresponds to acoustic modes propagating near the surface of the
material, which are commonly referred as SAWs.
2.2 Surface acoustic waves in solids
Solid bodies deform under the action of an external force. If the body returns to
its original shape once the forces have been removed, the body is said to be elastic.
The forces that may cause the deformation do not necessarily arise from mechanical
contact at the surface of the body, but can also be the result of an applied ﬁeld or
heat. During the deformation, the inﬁnitesimal particles of a medium are displaced
relative to each other. It is important to note that by particles we are referring
to elementary volumes of solid in which atoms move in unison, and that matter
is considered as a continuum. Denoting ui as the particle displacement in the
Cartesian xˆi = xˆ, yˆ, zˆ direction, we can measure the deformation by deﬁning the
variation of ui with position xj in the body as:
eij =
∂ui
∂xj
, (2.1)
with i, j = x, y, z, where eij are the components of a second-rank tensor e˜ which
can be arranged in a square matrix referred as displacement gradient matrix.
Throughout this work, tensors will be denoted by bold characters and the tilde
(∼), and vectors will be denoted only by bold characters. Here, the diagonal terms
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±e11 = ±exx, ±e22 = ±eyy, and ±e33 = ±ezz account for extension (+) and com-
pression (−) in the xˆ, yˆ, and zˆ directions, respectively, whereas the oﬀ-diagonal
terms indicate shear deformation. In simple rigid rotations for instance, all the par-
ticles move together and keep their relative positions, so there is no deformation.
In this case, e˜ does not vanish and thus, it cannot properly describe deformations
in solid bodies. As a second-rank tensor, e˜ can be conveniently written as the sum
of a symmetric part e˜S = (e˜+ e˜t)/2, and an antisymmetric part e˜A = (e˜− e˜t)/2,
with t the transpose operation. Only the symmetric part of e˜, which vanishes
for rotations or translations where no deformation occurs, can properly describe
deformations. A simple demonstration can be found in [71]. Therefore, we only
keep the symmetric part of e˜ for our purposes. This symmetric part, which is
referred as strain, can be explicitly written as:
Skl =
1
2
(
ekl + e
t
kl
)
=
1
2
(
∂uk
∂xl
+
∂ul
∂xk
)
, (2.2)
with k, l = x, y, z. When the particles of a medium are displaced from their equi-
librium positions, internal restoring forces appear producing oscillatory motions
of the medium and ensuring mechanical equilibrium. These forces arise from the
interaction between neighboring particles, and can thus be considered to act across
the surface of the elementary volumes within the solid. The force per unit area
is called stress. In the most general case, the forces applied on a particle by the
rest of particles can be expressed by a second-rank symmetrical tensor T˜ with
components Tij, where Tij is the component in the xˆi direction of the force per
unit area acting on a surface perpendicular to the xˆj direction. If the solid is
perfectly elastic and non-piezoelectric [50,68], the stress and the strain are related
in a linear manner by the Hooke's law, which can be expressed as:
T˜ = c˜S˜ (2.3)
where c˜ are the components of the elastic stiﬀness tensor of the material. From
this relation and Newton's force equation:
ρ
∂2uj
∂t2
=
∂Tij
∂xi
, (2.4)
for i, j = x, y, z, we can explicitly write the elastic wave equation for the homoge-
neous elastic solids as:
ρ
∂2uj
∂t2
= cijkl
∂2uk
∂xi∂xl
(2.5)
with i, j, k, l = x, y, z, and ρ the density of the medium. Here, summation should
be understood on repeated indices. This equation explicitly connects the spatial
variation of the stress in the body with the accelerations of the inﬁnitesimal par-
ticles inside the solid body. Under certain circumstances, the Hooke's law given
by Eq. (2.3) does not properly describe the response of the material to an applied
strain. This is the case of piezoelectric materials, which are widely used nowa-
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days to generate and detect SAWs. These materials develop an electric moment
when they are strained. This eﬀect is referred as direct piezoelectric eﬀect. In the
same way, the shape of piezoelectric materials changes when they are placed in
an electric ﬁeld. This eﬀect is known as converse piezoelectric eﬀect, and plays a
fundamental role in the generation of SAWs using IDTs, which will be discussed
in Section 2.4. In this case, the simple Hooke's law given by Eq. (2.3) must be
replaced by the piezoelectric equations of state, which can be written as:
(i) T˜ = c˜S˜− σ˜tF
(ii) D = σ˜S˜ + ˜F
(2.6)
where σ˜ is the piezoelectric tensor of the material, the subscript t indicates the
transpose operation, F is the piezoelectric ﬁeld, D is the electrical displacement
ﬁeld, and ˜ is the dielectric tensor of the material. The piezoelectric ﬁeld can be
written in terms of the piezoelectric potential (ϕ) as F = −∇ϕ. It can be clearly
seen from Eqs. (2.6)(i-ii) that the mechanical wave is accompanied by an electrical
ﬁeld in piezoelectric materials, as both equations are coupled by the piezoelectric
tensor σ˜, with c˜ and ˜ accounting for the elastic and electrical properties of the
material, respectively. Thus, Eq. (2.5) must be replaced by:
(i) ρ
∂2uj
∂t2
− cijkl ∂
2uk
∂xi∂xl
− σkij ∂
2ϕ
∂xk∂xi
= 0
(ii) σikl
∂2uk
∂xi∂xl
− ik ∂
2ϕ
∂xk∂xi
= 0,
(2.7)
with i, j, k, l = x, y, z, which are the wave equations for the piezoelectric medium.
If the medium is inﬁnite in all directions, the simplest solutions for Eqs. (2.7)(i-ii)
are plane waves given by the real part of:
(i) uj = αj exp [ik (bixi − vt)]
(ii) ϕ = α′ exp [ik (bixi − vt)],
(2.8)
for i, j = x, y, z, which propagate with phase velocity v, measured along the wave
vector k. Here, αx, αy, αz, α′ are arbitrary scalar or vector functions to be deter-
mined, t is the time, and bi are the directional cosines of propagation vector k
with respect to the Cartesian axes xi. In this way, k is deﬁned by its magnitude
k = ω/v, with ω the wave angular frequency, and its projections kbx, kby, and kbz
on the x, y, and z axis, respectively. The solution for the wave velocity v as well as
the functions αj can be determined by substituting Eqs. (2.8) into the piezoelectric
wave equations given by Eqs. (2.7)(i-ii). Doing this, it can be seen that the eﬀect
of piezoelectricity is to increase the elastic stiﬀness tensor of the material cijkl by a
factor (1 + K2ijkl), where −1 ≤ Kijkl ≤ 1 is the electromechanical coupling constant
tensor which measures the strength of the piezoelectric coupling.
After solving the resulting equations, three independent bulk elastic modes are
obtained for a given k, with phase velocity vi =
√
c′i/ρ (for i = x, y, z), where c
′
i
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is a linear combination of the increased elastic stiﬀness constants. These waves
are usually referred as bulk acoustic waves (BAWs). One of the resulting waves
has its polarization vector (which indicates the direction of the particles displace-
ment) approximately parallel to the direction of propagation deﬁned by k, and
thus it is called quasi-longitudinal acoustic wave. The other two waves have po-
larization vectors almost perpendicular to the direction of propagation and are
called quasi-transverse or quasi-shear acoustic waves. For isotropic materials or
for propagation along high symmetry directions, the polarization of the waves can
be exactly transverse or parallel to the direction of propagation. In this case, the
three waves become pure modes which can be classiﬁed according to their particle
displacement pattern as longitudinal (LA) or transverse (TA) acoustic modes.
If the solid is not inﬁnite in extent, but has a surface at, for instance, the plane
y = 0 separating the solid of the free space above, surface elastic modes localized
near the surface are possible if the appropriated boundary conditions are satisﬁed.
These modes propagate parallel to the surface with a phase velocity vSAW, and
with displacement and potential amplitudes decaying rapidly towards the bulk.
The continuity of the stress and electrical displacement ﬁeld imposes the following
boundary conditions at the surface of the solid:
(i) Tyj
(
y = 0−
)
= Tyj
(
y = 0+
)
(ii) Dy
(
y = 0−
)
= Dy
(
y = 0+
)
,
(2.9)
where (−) and (+) make reference to the regions just below and above the surface
deﬁned by y = 0, respectively. In this case, the simplest surface wave solutions for
Eqs. (2.7)(i-ii) are a linear combination of partial waves of the form:
(i) uj = αj exp (ikby) exp [ik (x − vSAWt)]
(ii) ϕ = α′ exp (ikby) exp [ik (x − vSAWt)] for y ≤ 0,
(2.10)
for j = x, y, z, which propagate along the x axis with a phase velocity vSAW, and
decay in depth with a decay constant kb. Here, it can be seen that the imaginary
part of b must be negative so that the displacement components vanish at inﬁnitely
large distances below the surface (i.e., for y→ −∞), which is a necessary condition
for a surface wave. Substituting Eqs. (2.10) into the piezoelectric wave equation,
the boundary conditions given by Eqs. (2.9)(i-ii) are satisﬁed only for certain
values of the phase velocity vSAW. The solution of greater interest for this work
comes from the solution of vSAW in which the particle displacements result from
the coupling between a longitudinal component and a vertical component in phase
quadrature (i.e., with a phase shift of pi/2) with each other. Here, the particle
displacement is damped with depth, and follows an elliptical path with the major
axis of the ellipse perpendicular to the surface plane deﬁned by y = 0. This type
of acoustic modes are a generalization of the well-known Rayleigh waves [72] for
an anisotropic and piezoelectric substrate. Although there are other solutions in
which the acoustic power is conﬁned near the surface, in the following we will
simply referred to this particular solution as surface acoustic waves (SAWs). Due
to the absence of matter above the surface, the stiﬀness of the solid is decreased and
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the phase velocity of these waves is slightly lower than the velocity of BAWs [73].
After the development of the ﬁrst IDTs in piezoelectric substrates by White
and Voltmer [74], which made it possible to excite the desired acoustic modes, a
large number of SAWs-based devices such as IDTs-based delay lines or ﬁlters [68,
75, 76] have been widely used in electronic or optical systems. In piezoelectric
materials, for a given growth direction, the electrical potential and some of the
mechanical displacements as given by Eqs. (2.10)(i-ii) may be decoupled along
certain propagation directions. This means that it is not possible to electrically
generate SAWs using IDTs along such propagation directions. In (001) GaAs for
instance, which was employed for the devices of this work, the SAW mode is
decoupled from the piezoelectric ﬁeld along the [100] direction and thus, SAWs
cannot be generated along this direction. Because most of the power is conﬁned
in a thin region near the surface of thickness ∼ λSAW, with λSAW the surface
acoustic wavelength, SAWs can also be very eﬃciently employed to modulate the
response of photonic devices through the elasto-optic eﬀect [59]. In devices based
on channel WGs, such as those presented in this work and which will be discussed
in Chapter 5.3, the depth of the WGs is usually several times smaller than the
acoustic wavelength λSAW. Therefore, most of the optical power is conﬁned near
the surface of the wafer and a large fraction of the generated acoustic power can
thus be employed to modulate the refractive index of the WGs.
2.3 Eﬀects of strain in the band gap
As we have seen, a SAW is essentially a mechanical wave with most of the
power conﬁned near the surface, which travels accompanied by an electrical ﬁeld if
the underlying medium is piezoelectric. Due to the periodic local variations of the
volume and symmetry of the crystal induced by the strain ﬁeld, the band gap is
also periodically modulated with the SAW wavelength λSAW and frequency ω. The
band gap is deﬁned as Eg = Ec − Ef , where Ec and Ef correspond to the bottom
of the conduction band (CB) and the top of the valence band (VB), respectively.
When the medium is strained, the band gap Eg periodically varies between two
diﬀerent values Emaxg and E
min
g , corresponding to the regions of maximum com-
pression and tension, respectively [15], as shown in Fig. 2.1. In the same way,
the piezoelectric potential is also modulated along the SAW propagation direc-
tion. This type of modulation spatially separates optically induced carriers (i.e.,
electrons and holes) and traps them in the maxima and minima of ϕ. The spa-
tial separation enables longer carrier lifetimes, allowing for long acoustic transport
distances [15, 77]. This eﬀect is also shown in Fig. 2.1, where (−) and (+) refer
to optically induced electron and holes, respectively, and hν corresponds to the
energy of the exciting photons.
The optical properties of this medium are completely characterized by the elec-
tric impermeability tensor [50, 76], B˜ = (˜r)−1, where ˜r = (ω)/0 is the relative
dielectric constant tensor, with 0 and (ω) the vacuum and frequency depen-
dent dielectric constants, respectively. For isotropic media, ii = n2, Bii = n−2, for
i = x, y, z, and ij = Bij = 0 for i 6= j [76]. The SAW interacts with the medium in-
ducing periodic changes in the electronic band structure of the material and thus,
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in the dielectric tensor ˜. This interaction occurs through two main mechanisms.
First, the dielectric tensor is changed in response to the deformation potential
(Ξij) resulting from strain and stress. This deformation potential linearly relates
changes in electronic transition energies to distortions of the lattice according to
the following expression [78,79]:
∆Eg = ΞijSij (2.11)
where ∆Eg is the band gap energy shift. This eﬀect is known as elasto-optic
or acousto-optic eﬀect. The change in the electric impermeability tensor ∆B˜
(P)
associated to the elasto-optic eﬀect also varies linearly with the strain, and can be
explicitly written as [80]:
∆B(P)ij =
1
2
∑
ij
pijkl (Skl + c.c.) (2.12)
where pijkl are the dimensionless components of the fourth-rank photoelastic tensor
p˜, and c.c. stands for the complex conjugate. Using Voigt's notation [50], the order
of p˜ can be reduced by replacing the pairs of indices (i, j) and (k, l) by two unique
indices α = 1, ..., 6 and β = 1, ..., 6, respectively. Therefore, the former components
pijkl of the photoelastic tensor are replaced by the new ones which have the form
pαβ . In this way, p˜ can be expressed by a 6× 6 matrix, and the calculation
Figure 2.1: Instantaneous positions of the elementary volumes of solid displaced by
a SAW which propagates in a semiconductor crystal (upper panel), and modulation of
the conduction band (CB) and the valence band (VB) of the material (lower panel).
The band gap periodically oscillates at the SAW frequency with upper and lower values
Emaxg and E
min
g , respectively. Additionally, the piezoelectric potential ϕ induces a spatial
separation of optically generated carriers. Adapted from [15].
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becomes more manageable. The symmetry of the crystals requires that certain
components pαβ vanish, and imposes some constraints on the rest. For a cubic
crystal, the photoelastic tensor can be written in matrix form as [49,76]:
pαβ =

p11 p12 p12 0 0 0
p12 p11 p12 0 0 0
p11 p12 p11 0 0 0
0 0 0 p44 0 0
0 0 0 0 p44 0
0 0 0 0 0 p44
 , (2.13)
which is applicable to isotropic media if we impose the additional constraint
p44 = 1/2(p11 + p12), so that there are only two independent coeﬃcients left. The
second mechanism is related to the change in the refractive index of the material
due to the piezoelectric potential ϕ which accompanies the SAW. This eﬀect is
known as linear electro-optic eﬀect (also Pockels eﬀect), as the associated change
of the electric impermeability tensor ∆B˜
(E)
varies linearly with the piezoelectric
ﬁeld [80]:
∆B(E)ij =
1
2
∑
ij
rijk (Fk + c.c.) (2.14)
where Fk = −∂ϕ/∂xk and rijk being the components of the linear electro-optic
coeﬃcient. Therefore, the total change in the electric impermeability tensor B˜
can be explicitly expressed as the sum of the elasto-optic and the electro-optic
contributions:
∆B˜ = ∆B˜
(P)
+ ∆B˜
(E)
(2.15)
Both mechanisms are important for the SAW modulation of the band structure
of a semiconductor. However, for photon energies away from electronic transi-
tions, the modulation of the dielectric constant  is dominated by the elasto-optic
eﬀect, whereas the electro-optic eﬀect becomes important in the presence of free
carriers [15]. Furthermore, the piezoelectric eﬀect is small in most materials [81].
Therefore, the contribution of the electro-optic eﬀect ∆B˜
(E)
will be neglected during
the calculations throughout this work, and only the refractive index change due
to the elasto-optic eﬀect will be taken into consideration.
2.4 Generation of surface acoustic waves
IDTs allow to transform an electric signal into SAWs and vice versa with low
losses, and are thus widely used for the excitation and detection of SAWs. The
planar format and the ease of fabrication using standard techniques such as op-
tical lithography or electron-beam lithography, together with the good electro-
acoustic conversion ratio, makes IDTs ideal for small size integrated acousto-optic
devices [75, 76]. IDTs consist of a periodic array of Ne thin-ﬁlm metal electrodes
(usually called ﬁngers) connected to two contact pads (also known as bus bars),
deposited on the surface of a piezoelectric material. The array of electrodes is
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characterized by the electrode spacing and the overlap A between adjacent elec-
trodes. When a radio frequency (RF) signal of frequency fRF is applied between
the two bus bars, an electric ﬁeld is created between the electrodes. Due to the
interdigital electrodes connection, the polarity of the electric ﬁeld alternatively
changes from one electrode to the next, and a periodic strain is generated.
Figure 2.2(a) shows the simplest form of IDT, which comprises two electrodes
of width λSAW/4 per period (here, L is the half period), with spacing λSAW/4. This
conﬁguration is known as single-ﬁnger IDT, and is broadly used due to its sim-
plicity. The SAW generated by a single period of the array of electrodes is usually
quite weak. However, as the electrode spacing is set to λSAW/4 = vSAW/4f0, with
f0 the design frequency of the IDT, the amplitude of each outgoing SAW will add
constructively and a SAW of considerably higher amplitude is obtained. Unfor-
tunately, the array of electrodes acts as a grating with periodicity λSAW/2, which
fulﬁlls the condition for Bragg reﬂections. These reﬂections, although small, con-
structively interfere at the resonance frequency f0 of the IDT and decrease the per-
formance of the devices. Therefore, Ne cannot be indeﬁnitely increased in practical
devices, as the insertion losses associated to the SAW scattering by the electrodes
considerably increase with the length of the array of electrodes [75, 76, 82]. This
eﬀect can be minimized with the double-electrode (also known as split-ﬁnger) con-
ﬁguration, which is shown in Fig. 2.2(b). This conﬁguration comprises four elec-
trodes of width λSAW/8 per period, with spacing λSAW/8. In this case, the acoustic
reﬂections produced between the electrodes during SAW propagation cannot con-
structively interfere at the resonance frequency f0, which results in an improved
response with frequency. Although the electrode width is narrower in these IDTs
than in the single-electrode conﬁguration, which demands a higher deﬁnition dur-
ing the fabrication process, double-electrode IDTs are generally used in situations
where the frequency response of the device must be controlled with precision. Both
conﬁgurations are symmetrical with respect to the median plane, which means that
Figure 2.2: Two possible conﬁgurations for bidirectional IDTs. (a) Single-electrode (also
single-ﬁnger) conﬁguration, which comprises two electrodes of width λSAW/4 per period,
with spacing λSAW/4. (b) Double-electrode (also split-ﬁnger) conﬁguration, which min-
imizes Bragg reﬂections. This conﬁguration comprises four electrodes of width λSAW/8
per period, with spacing λSAW/8. In both cases, L refers to the half period.
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SAWs are excited bidirectionally along both left and right directions. For certain
applications, it may be necessary to generate a strong SAW beam focused on a
small region. These focused SAW beams can be accomplished by using IDTs with
curved electrodes, which are usually referred as focusing IDTs [83]. In the same
way, unidirectional IDTs, which excite SAWs predominantly along a unique direc-
tion, are also possible with a proper choice of the electrodes conﬁguration [75,84].
Figure 2.3(a) shows the measured calibrated frequency response of two of
the fabricated double-electrode type IDTs, designed for a resonance frequency
of approximately 520 MHz, on an (Al,Ga)As material platform. The measure-
ments were performed using a network analyzer. The measured insertion losses
are 25 dB, with maximum sidelobe levels of −25 dB with respect to the main-
lobe maximum. Figure 2.3(b) shows the measured calibrated reﬂection power at
the probes, which are placed in direct touch with the contact pads of the IDTs.
This gives a precise idea of the fraction of the RF signal power that is eﬀectively
converted into SAWs (i.e., the eﬃciency of the transduction), with the reﬂection
dips located at the resonance frequency f0 of the transducer. In both cases, the
depth of the reﬂection dips is ∼ 1.0 dB, which means that ∼ 10% of the applied
power is converted into SAWs (∼ 5% in each direction). This conﬁguration was the
obvious choice for our devices, which will be described in detail in Chapter 5, as an
accurate control of the frequency response of the IDTs is required to optimize the
acousto-optical modulation. In these devices, the modulated transmission proper-
ties for a given material platform depend deeply on the characteristics of the IDTs
employed to generate the SAWs. Thus, the proper choice of the IDT conﬁguration
and the number of electrodes in the array are of paramount importance to obtain
eﬃcient devices with optimized responses.
Figure 2.3: (a) Measured callibrated frequency response of two of the fabricated double-
electrode type IDTs, designed for a resonance frequency of approximately 520 MHz, on an
(Al,Ga)As material platform. (b) Measured calibrated reﬂection power at the probes.
The dip depth gives an accurate idea of the fraction of the applied RF power that is
eﬀectively converted into SAWs.

3 | Theory and design of multimode
interference couplers
This chapter provides an overview of the general properties of dielectric op-
tical WGs, which are the key components in the design of integrated photonic
circuits. We start by describing the general properties of slab WGs, which are
the simplest case of dielectric WGs. Based on these results, the more complex
case of three-dimensional (3D) WGs with rectangular boundaries is described. In
general, an analytical treatment of the lightwave transmission properties of these
WGs is not possible, and numerical methods are required. In this way, the guided
modes in these type of WGs are studied, and numerical solutions calculated via
the eﬀective index method (EIM) are presented. These properties are next used to
provide an insight into the multi-imaging properties of multimode WGs, which en-
able the design of the well known multimode interference (MMI) couplers. These
couplers, which are widely used in nowadays integrated photonic applications, are
the cornerstone of the integrated photonic routers that we demonstrate in this
work. Finally, the beam propagation method (BPM), which was employed to op-
timize the response of the devices, is brieﬂy discussed and some examples are given.
The underlying theory is well established and therefore, a rigorous mathematical
treatment is not intended as the reader may refer to the cited references.
3.1 Fundamentals of dielectric waveguides
Dielectric WGs are the fundamental components in integrated photonics, which
are employed to interconnect the various optical components in the circuits. In
general, they consist of a region of higher refractive index, where most of the
optical power is conﬁned by total internal reﬂection, surrounded by regions of
lower refractive index [11,13,85,86]. Dielectric WGs can be classiﬁed according to
their shape and the dimensions of light conﬁnement. Step-index slab WGs, which
conﬁne the optical signal in one dimension, are among the simplest dielectric WGs.
They consist of a uniform planar layer of constant refractive index nf , surrounded
by two dielectric layers of lower refractive index. The upper dielectric layer, with
refractive index nc, is usually referred as cover, and the lower layer, of refractive
index ns, is called substrate. If the lower and upper layers are of the same material
(i.e., nc = ns), the resulting structure is called symmetric slab WG. If nc 6= ns, then
the structure is referred as asymmetric slab WG. A simpliﬁed drawing of the latter
is shown in Fig. 3.1(a). Although not explicitly shown, other conﬁgurations in
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which the refractive index of the cover layer is graded with depth are also possible.
By placing rectangular lateral boundaries, so that the optical ﬁeld is now conﬁned
in two dimensions and not only at the upper and lower interfaces, 3D channel WGs
can be fabricated. These kind of optical interconnects are desirable in order to
obtain dense on-chip integration of photonic components, as the interaction (i.e.,
the crosstalk) between adjacent components can be minimized. In these WGs,
most of the optical power is conﬁned in the core region of higher refractive index.
Examples of 3D rectangular channel WGs are shown in Fig. 3.1(b-f). The simplest
way to build a 3D WG is to place a strip of higher refractive index nt on top of
a slab WG, or by etching a previously deposited ﬁlm. These WGs are referred
as strip-loaded WGs [Fig.3.1(b)]. If the cover layer of the slab WG is partially or
completely etched, the resulting WGs are known as rib and ridge WGs, respectively
[Figs.3.1(c) and (d)]. By embedding a strip of higher refractive index nf into the
substrate of refractive index ns, the resulting WG is referred as embedded-strip
WG [Fig.3.1(e)]. If the refractive index of the WG does not have a step-index
Figure 3.1: [Diﬀerent types of dielectric WGs: (a) slab, (b) strip-loaded, (c) ridge, (d)
rib, (e) embedded-strip, and (f) graded-index.]Diﬀerent types of dielectric WGs: (a) slab,
(b) strip-loaded, (c) ridge, (d) rib, (e) embedded-strip, and (f) graded-index.
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proﬁle, but shows a graded index proﬁle with depth [i.e., nc(x)], the resulting WG
is known as graded-index WG [Fig.3.1(f)]. Optical ﬁbers, which are widely used in
nowadays long-distance communications, are also a well-known example of channel
WGs with round shape. However, rectangular or graded-index channel WGs are
usually more suitable for integrated circuits as they provide a better conﬁnement
of the optical signal, whereas optical ﬁbers are usually used for oﬀ-chip optical
interconnects.
For our purposes, we will ﬁrst focus on slab WGs and study the optical signal
conﬁnement in one dimension. As we will see, the analysis of these WGs provides
a powerful theoretical basis to study the properties of channel WGs, which con-
ﬁne the light in two dimensions and are considerably more diﬃcult to analyze. In
particular, we will put special emphasize on channel WGs with rectangular bound-
aries, which are of major interest to photonic integrated circuits. [10,11,13,8587]
are excellent references for the next section.
3.1.1 Step index slab waveguides
The propagation of the optical ﬁelds in WGs can be completely described by
the Maxwell equations. Assuming that the material forming the WGs is linear,
dielectric, and non-magnetic, we can write the Maxwell equations as:
(i) ∇×E+ µ0 ∂H
∂t
= 0 (iii) ∇ ·D = 0
(ii) ∇×H− 0n2 ∂E
∂t
= 0 (iv) ∇ ·B = 0,
(3.1)
where the cross indicates the vector product, ∇ ≡ (∂/∂x, ∂/∂y, ∂/∂z), n the re-
fractive index distribution, D = E and B = µ0H, with E, B, D, and H the time
dependent vectors of the electric and magnetic ﬁeld, the electric displacement and
the magnetic induction, respectively. The proportionality constants 0 and µ0 are
the vacuum scalar electric permittivity and the vacuum magnetic permeability,
respectively,  = 0n2 the electric permittivity of the material, and t is the time.
Equations 3.1(i-iv) form a set of coupled, ﬁrst order, partial diﬀerential equations
for E and B. By applying the curl to Eqs. 3.1(i-ii), they can be decoupled and the
following vector wave equations for E and H can be obtained:
(i) ∇2E+∇
(
1
n2
∇n2E
)
− µ00n2 ∂
2E
∂t2
= 0
(ii) ∇2H+ 1
n2
∇n2 × (∇×H)− µ00n2 ∂
2H
∂t2
= 0.
(3.2)
Figure 3.1(a) shows the basic structure of a step-index slab WG. In contrast
to the usual convention in the literature, we have chosen the coordinate system so
that the guiding layer, of refractive index nf and thickness h, extends from y = 0
to y = −h. The outer layers, of refractive index nc and ns, extend to inﬁnity in the
+yˆ and −yˆ directions, respectively. Here, it can be clearly seen that the refractive
index of the WG does not depend on the coordinate x. Assuming propagation
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along the z axis, Eqs. (3.1)(i-ii) admit solutions of the form:
(i) E (y, z, t) = E (y) ei(Ωt−βz)
(ii) H (y, z, t) =H (y) ei(Ωt−βz),
(3.3)
where z is the light propagation direction, Ω = 2pif is the light angular frequency,
with f the linear frequency, and E (y) andH (y) are the ﬁeld distributions. Here,
β is the phase propagation constant of each ﬁeld distribution, which describes the
phase change of the propagating ﬁeld along the WG. Thus, β is a measure of the
wave number k = 2pi/λ inside the material, with λ being the light wavelength.
For a given refractive index distribution n(y), the problem is to ﬁnd the ﬁeld
amplitudes E (y) and H (y) for a propagation constant β. These solutions are
called modes of the WG, and can be classiﬁed as TE (transverse electric) or TM
(transverse magnetic). TE modes have no electric ﬁeld components in the direction
of propagation whereas in TM modes, the electric ﬁeld has only a component
which is parallel to the direction of propagation. The dimensions of our devices
were optimized for light with TE polarization. Therefore, in the following the
discussion will be restricted to the TE modes.
Substituting Eqs. (3.3)(i-ii) into the Maxwell curl Eqs. (3.1)(i-ii), and taking
∂E/∂x = 0 and ∂B/∂x = 0 (remember that the material properties are indepen-
dent of the coordinate x in our coordinate system), with Ey = 0, Ez = 0, and
Hx = 0, we obtain the following relation between the ﬁeld components:
(i) ∂Hz/∂y + iβHy = iΩ0n
2Ex
(ii) iβEx = iΩµ0Hy
(iii) ∂Ex/∂y = iΩµ0Hz,
(3.4)
From Eqs. (3.4)(i-iii), we can obtain the H components in terms of Ex:
(i) Hy = (β/Ωµ0)Ex
(ii) Hz = (−i/Ωµ0) ∂Ex/∂y.
(3.5)
Substituting Eqs. (3.5)(i-ii) into Eq. (3.4)(i), we obtain the following wave
equation for the TE modes:
∂2Ex (y)
∂y2
+
[
k2n2 (y)− β2]Ex (y) = 0 (3.6)
where k2 = Ω20µ0 = (2pi/λ)2. Depending whether the value of (k2n2 − β2) is
greater than or less than zero at each of the regions (i.e., the guiding region and
the conﬁning layers), one can expect oscillatory or exponentially decaying solu-
tions of Eq. (3.6). Deﬁning the eﬀective refractive index as neff = β/k, solutions
which correspond to modes that vary sinusoidally at the substrate can be found
if nc < neff < ns. This modes are referred as substrate radiation modes. Although
they are supported by the WG, they continuously lose energy to the substrate
and attenuate after a short distance. When neff < nc, we can obtain oscillatory
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solutions simultaneously at the guiding region and the conﬁning layers of the WG.
These solutions, which are known as air radiation modes, are not guided modes as
they transfer energy to the upper conﬁning layer during propagation. Only modes
satisfying ns < neff < nf can be guided by the WG. These solutions are oscillatory
inside the guiding layer, and exponentially decay at the conﬁning layers. Assuming
now that nf > ns ≥ nc, we must search for solutions of Eq. (3.6) corresponding to
guided modes, which also satisfy the boundary conditions. The boundary condi-
tions require the continuity of the electric ﬁeld component Ex, as well as of its ﬁrst
derivative ∂Ex/∂y.
As already explained, we expect the solution at the guiding layer (−h < y < 0)
to be an oscillatory function of the coordinate y. At the conﬁning layers (y > 0 and
y < −h, respectively), we expect solutions which exponentially decay and vanish
at y = ±∞. These solutions are [10]:
Ey (x) =
 Ae
−γcy for y > 0 (Cover layer)
Beiγfy + Ce−iγfy for − h < y < 0 (Guiding layer)
Deγsy for y < −h (Substrate layer)
(3.7)
where A,B,C, and D are unknown constants to be determined by applying the
boundary conditions, and γs, γf , and γc are parameters deﬁned as:
(i) γ2s = β
2 − k2n2s
(ii) γ2f = k
2n2f − β2
(iii) γ2c = β
2 − k2n2c .
(3.8)
By solving Eqs. (3.7), we obtain after some manipulation:
tan (γfh) =
γc
γf
+ γsγf
1−
(
γc
γf
)(
γs
γf
) (3.9)
which is referred as characteristic equation for TE modes. Taking the inverse
tangent function [88], Eq. (3.9) can be written as:
γfh = tan
−1
(
γc
γf
)
+ tan−1
(
γs
γf
)
+ mpi (3.10)
where m = 0, 1, 2, 3, ... is an integer known as the mode number. No analytical
solutions can be found for Eq. (3.10), and the propagation constant β can only
be numerically determined. It should be noted from Eq. (3.7) that there are
four unknown parameters A,B,C, and D, but only three equations. Once β has
been numerically calculated, three of the four unknown constants can be perfectly
determined. The fourth constant (A, for instance) corresponds to the amplitude
of the propagating mode.
In most of the WGs of practical interest in photonic circuits, the diﬀerence
between nf and ns is very small. Thus, the eﬀective refractive index neff diﬀers from
ns or nf very slightly, which considerably diﬃcults the determination of the propa-
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gation constant β. Additionally, the numerical results obtained with Eq. (3.10) are
only valid for a certain set of WG parameters. In this way, it is useful to deﬁne a
set of generalized parameters so that a set of universal curves which are applicable
to most of step-index WGs can be obtained from Eq. (3.10). These parameters
are deﬁned as follows:
(i) b =
(
n2eff − n2s
)
/
(
n2f − n2s
)
(Generalized guide index)
(ii) V = kh
√
n2f − n2s (Generalized frequency)
(iii) as =
(
n2s − n2c
)
/
(
n2f − n2s
)
(Asymmetry measure).
(3.11)
As the eﬀective refractive index is restricted to the range ns < neff < nf for
guided modes, the generalized guide index is thus limited to the range 0 < b < as.
The index b is zero at the cut-oﬀ frequency (i.e., the minimum frequency at which
a mode can propagate in a given WG), and approaches unity far from it. The
generalized frequency V (also referred as generalized guide thickness) is directly
related to the ratio h/λ. Finally, the parameter as is a measure of the asymmetry
of the WG, and its value increases as the refractive index diﬀerence between the
guiding layer and the substrate increases. Indeed, as ranges from zero for perfect
symmetry (i.e., ns = nc) to inﬁnity for extreme asymmetry (i.e., ns >> nc). The
characteristic equation for the TE modes can now be written in terms of the
generalized parameters as:
V
√
1− b = tan−1
√
as + b
1− b + tan
−1
√
b
1− b + mpi. (3.12)
The parameters as and V can be directly calculated from the WG physical
parameters, whereas the generalized guide index b can be numerically obtained
from Eq. (3.12). In this way, each solution of b corresponds to a guided mode.
Taking b = m = 0 in Eq. (3.12), we can determine the cut-oﬀ frequency of the
fundamental mode m = 0 as:
V0 = tan
−1√as. (3.13)
In the same way, the cut-oﬀ frequency of the m-th order mode, Vm, can be
written as:
Vm = V0 + mpi. (3.14)
The cut-oﬀ conditions given by Eqs. (3.13) and (3.14) can be used to estimate
the number of modes that can propagate in the slab WG. Assuming that the
WG can guide N modes, V must in general meet V < VN+1, where VN+1 is the
generalized frequency of the ﬁrst mode that is no longer guided, corresponding to
(N + 1)-th mode. As m = 0 corresponds to the ﬁrst guided mode, the (N + 1)-th
mode actually corresponds to m = N . From Eq. (3.14) we obtain that V must
meet V < qpi + V0 [85]. Thus, we can obtain the following expression for the
number N of guided TE modes in the slab WG [85]:
3.1 Fundamentals of dielectric waveguides 27
N = Ceiling
[
1
pi
(V −V0)
]
= Ceiling
[
2h
λ
√
n2f − n2s −
V0
pi
]
, (3.15)
where Ceiling(x) is the integer which is equal or greater than x.
The WG we have discussed in this section only provide conﬁnement in the yˆ
direction. In the next section, the fundamental properties of 3D dielectric channel
WGs, which also provide conﬁnement in the xˆ direction, are described. We will
see that the slab WG model can be employed in combination with a numerical
technique referred as eﬀective index method to fairly describe channel WGs of
arbitrary geometry.
3.1.2 Rib waveguides: the eﬀective index method
Two-dimensional (2D) slab WGs provide an excellent insight into the properties
of dielectric WGs. However, 3D dielectric WGs are more interesting for integrated
photonics applications. The additional degree of conﬁnement favors integration,
while important functionalities such as modulation or switching are enabled. The
most common types of 3D WGs of interest for photonics applications have been
shown in Fig. 3.1(b-f). In the slab WGs discussed in the previous section, the
propagating modes could be described in terms of TE or TM modes, which are
mutually orthogonal. In 3D dielectric WGs, no pure TE or TM modes exist.
In this case, Ez and Hz do not vanish, and the propagating modes have to be
described in terms of hybrid transverse electromagnetic modes (TEM). Since all the
ﬁelds components are non-null, the analysis of these modes is extremely diﬃcult.
However, in most of WGs of interest the refractive index diﬀerence is small, and
the resulting modes are strongly polarized along the xˆ or yˆ direction (with zˆ the
propagation direction). Therefore, TEM modes can be classiﬁed according to the
direction of the dominant transverse electric ﬁeld component. The TEM modes
which have Ey as the main electric ﬁeld component behave similarly to the TE
modes in the slab WGs, and are referred as quasi-TE modes. On the other hand,
TEM modes modes having Ex as the dominant electric ﬁeld component behave
approximately like TM modes in slab WGs, and are thus known as quasi-TM
modes.
An exact treatment of the modes propagating in 3D WGs is not possible, and
some approximations are required. An approximate method which fairly describes
the guiding properties of 3D WGs is the eﬀective index method (EIM). This
method is applicable to WGs with complicated geometries, such as ridge WGs
or graded-index channel WGs in LiNbO3. Figure 3.2 shows the fundamentals of
the EIM applied to a rib WG of width and height w and h, respectively. Here,
it can be clearly seen that the ﬁlm thickness of the rib region (h) is larger than
the thickness of the surrounding region (D). Due to this, the eﬀective refractive
index of the rib region, n(h)eff , is larger than the eﬀective refractive index of the
surrounding region, n(D)eff . As a consequence, most of the optical power remains
conﬁned at the rib region. These values are used to deﬁne a symmetric slab WG,
with the slab region of higher eﬀective refractive index n(h)eff surrounded on both
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Figure 3.2: Eﬀective index method applied to a rib WG of height h and width w
(bottom). After calculating the eﬀective refractive index of the rib section and the
surroundings (n
(h)
eff and n
(D)
eff , respectively), we employ these values to deﬁne an equivalent
slab WG (top). By calculating the eﬀective refractive index of this associated slab WG,
it is possible to obtain a precise insight of the guiding properties of the original rib WG.
Adapted from [13,87].
sides by two outer regions of lower eﬀective refractive index n(D)eff . After calculating
the eﬀective refractive index of this equivalent slab WG, one can determine the
eﬀective refractive index of the rib WG with good accuracy.
First, the generalized frequency and the generalized guide index as given by
Eq. (3.11)(i-ii) need to be calculated for each of the regions of thickness h and D,
respectively. In this way, we have for the rib region of thickness h [13, 87]:
(i) V(h) = kh
√
n2f − n2s
(ii) b(h) =
[(
n
(h)
eff
)2
− n2s
]
/
(
n2f − n2s
)
,
(3.16)
and for the outer regions of thickness D:
(i) V(D) = kD
√
n2f − n2s
(ii) b(D) =
[(
n
(D)
eff
)2
− n2s
]
/
(
n2f − n2s
)
,
(3.17)
from which we can ﬁnd the eﬀective refractive indices n(h)eff and n
(D)
eff of each of the
regions. For the asymmetry measure, as =∞ can be considered in general as a
good approximation for rib and ridge WGs [13, 87, 89]. Afterwards, we consider
the equivalent slab WG shown at the top of Fig. 3.2. As already explained, the
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resulting slab WG consists of a guiding layer of thickness equal to the width w of
the original rib WG and eﬀective refractive index n(h)eff , with conﬁning layers which
extend to inﬁnite in the yˆ direction and eﬀective refractive index n(D)eff . By replacing
nf and ns in Eqs. (3.11)(i-ii) by n
(h)
eff and n
(D)
eff , respectively, we obtain [13,87]:
(i) V(w) = kw
√(
n
(h)
eff
)2
−
(
n
(D)
eff
)2
(ii) b(w) =
[
(nr)
2 −
(
n
(D)
eff
)2]
/
[(
n
(h)
eff
)2
−
(
n
(D)
eff
)2]
,
(3.18)
where V(w) and b(w) are the generalized frequency and the generalized guide index
of the equivalent slab WG, respectively, and nr is the eﬀective refractive index of
the rib WG which we aimed to calculate. As we have seen, the EIM provides
a simple and correct description of the guiding properties along the xˆ direction
of the original rib WG. In analogy with Eq. (3.15), we can ﬁnally express the
approximate number of guided modes allowed in the xˆ direction of the rib WG
as [13,87]:
N ' Ceiling
[
2h
λ
√(
n
(h)
eff
)2
−
(
n
(D)
eff
)2]
, (3.19)
Figure 3.3(a) shows the b(w) −V(w) plot for a rib WG on (Al,Ga)As, assuming
h = 0.3 µm and D = 0.15 µm, which is the geometry used in our devices, calcu-
lated for TE polarization. The WG consists of a 300-nm-thick GaAs guiding layer
with an Al0.2Ga0.8As substrate, with refractive indices nf = 3.5781 and ns = 3.415,
respectively, at λ = 0.910 µm [90]. During the calculation, the substrate is as-
sumed to extend to inﬁnity in the yˆ-direction. The dispersion curves are shown
for the lower order modes m = 0, 1, and 2, and ﬁve diﬀerent values of the asymme-
Figure 3.3: (a) b(w) −V(w) plot for a rib WG on (Al,Ga)As, assuming h = 0.3 µm and
D = 0.15 µm, calculated for TE polarization and λ = 0.910 µm. The curves are shown
for ﬁve diﬀerent values of the asymmetry measure as. (b) Eﬀective refractive index (nr)
versus WG width (w). The dispersion curves are shown for the three lowest order modes
(i.e., m = 0, 1, 2).
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try measure as. As already explained, each solution of b corresponds to a guided
mode. Here, it can be clearly seen that the number of guided modes that the WG
can support reduces as the generalized frequency V(w) lowers, which corresponds
to smaller WG widths w. Additionally, it can also be seen that the fundamental
mode has no cut-oﬀ frequency if we assume as = 0. This can be better appreciated
in Fig. 3.3(b), where the eﬀective refractive index (nr) as given by Eq. (3.18)(ii)
has been plotted versus the WG width w. For w = 0.9 µm, which is the width of
the modulated section of the devices that will be described in Chapter 5, it can be
seen that only the fundamental TE mode is supported by the WG. Although for
as =∞ there is also a solution for m = 1, it is very close to the cut-oﬀ frequency
and the WG can still be considered as single-mode. Figure 3.4(a) shows the plot
nr versus WG width for the same (Al,Ga)As WG structure, calculated for the
fundamental TE mode (i.e., m = 0) and diﬀerent wavelengths of the optical sig-
nal ranging from λ = 0.900 to 0.916 µm, assuming as =∞. Additionally, the nr
dependence with wavelength is explicitly shown in Fig. 3.4(b) for four values of
the WG width. The data has been taken from Fig. 3.4(a). Here, it can be clearly
seen that nr decreases almost linearly with wavelength in the depicted range. This
feature is advantageous for the design of phased-array wavelength-division multi-
plexers (WDM) devices, which will be thoroughly described in Chapters 4 and 5.
In the next section, the fundamental properties of multimode interference
(MMI) couplers, which will be employed throughout the rest of this work, are
outlined. [9194] are excellent references for this section.
Figure 3.4: (a) Eﬀective refractive index (nr) versus WG width (w) for the fundamental
TE mode (m = 0) and diﬀerent wavelengths, assuming as =∞. (b) Explicit nr depen-
dence with wavelength for four values of the WG width, taken from (a).
3.2 Properties of multimode interference couplers
MMI couplers are optical integrated components based on the self-imaging
principle. This principle, which was ﬁrst suggested by O. Bryngdahl [95], and
widely described by R. Ulrich [93, 94], is based on the phase dispersion of the
diﬀerent guided modes inside a multimode WG. Each guided mode travels with
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a diﬀerent propagation constant along the material. Thus, within the multimode
guiding region, the interference of the diﬀerent modes gives rise to single or mul-
tiple images of the input ﬁeld at diﬀerent positions perpendicular to the light
propagation direction. In this way, self-imaging eﬀect is exclusively a property of
multimode WGs.
MMI couplers are extensively used in nowadays integrated photonic applica-
tions mainly due to their excellent transmission properties, which enable devices
with low losses and good balancing between the output WGs. Additionally, they
can be easily designed and processed with relaxed fabrication tolerances [91, 96],
which makes them suitable for a wide variety of photonic integrated devices. Apart
from splitting and combining functions, MMI couplers have also been used in other
photonic functionalities such as MMI-based integrated ring lasers [97, 98], Mach-
Zehnder interferometers switches [46, 48, 51, 99] and modulators [62, 64], phase
array WDM devices [38], compact variable optical attenuators [100], or polariza-
tion splitters [101].
The central structure of a MMI coupler comprises a multimode WG designed to
support a large number N of modes (usually N > 3), with M input and N output
WGs placed at the beginning and at the end of the multimode WG, respectively.
These access WGs, which are usually single-mode, are employed to launch and
recover light from the multimode guiding region. Figure 3.5 shows a simpliﬁed
2D representation of a MMI coupler with N access WGs of length LMMIC and
width W, where the main parts of the structure are indicated. Here, the 3D
WG has been reduced to a 2D structure by means of the EIM, with eﬀective
refractive indices nr and ns corresponding to the rib multimode section and the
surroundings, respectively. The eﬀective refractive index proﬁle of the structure is
Figure 3.5: Simpliﬁed 2D representation of a MMI coupler with N access WGs of length
LMMIC and width W. Here, the 3D WG has been reduced to a 2D structure by means of
the EIM, with eﬀective refractive indices nr and ns corresponding to the rib multimode
section and the surroundings, respectively. The eﬀective refractive index proﬁle of the
structure is shown on the left.
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shown on the left. In order to obtain an insight into the mechanism of multimode
interference and self-imaging formation inside the MMI couplers, a full analysis
of the modes propagating inside the multimode WG is required [91, 93, 94]. Due
to the orthogonality of the modes, we can express an arbitrary input ﬁeld as the
superposition of all the modes propagating in the WG [11,85,86]. Because we have
assumed the guide axis to coincide with the zˆ direction, it is useful to decompose
the electric ﬁeld into the longitudinal ﬁeld component Ez, and the transverse
components Et so that E = Et +Ez. As we are dealing with a 2D problem, we
will only need to deal with one transverse component during the modal propagation
analysis. To explain the formation of images inside the multimode WG, we thus
represent the input ﬁeld proﬁle Ψ(x, z = 0) as a superposition of the transverse
modal ﬁeld distributions Em(x):
Ψ (x, z = 0) =
∑
m
CmEm (x), (3.20)
where the summation includes both guided and radiation modes [91]. Here, Cm are
the ﬁeld excitation coeﬃcients which account for the fraction of the total power
that is coupled to each mode m, and can be determined by the overlap between
Em(y) and the input ﬁeld proﬁle Ψ(y, z = 0):
Cm =
∫
Ψ (x, z = 0)Em (x) dx∫ |Em (x)|2 . (3.21)
Each mode propagates along the WG with a diﬀerent propagation constant
βm. Ignoring the time dependence exp (iΩt), and assuming that the input ﬁeld
distribution Ψ(x, z = 0) is narrow enough so as not to excite radiation modes, the
ﬁeld distribution given by Eq. (3.20) can be written at any plane z as:
Ψ (x, z) = e−iβ0z
N−1∑
m=0
CmEm (x) ei(β0−βm)z, (3.22)
where the propagation constant β0 of the fundamental mode m = 0 has been fac-
tored out. It should be noted that the summation extends only to the guided
modes in contrast to Eq. (3.20), in which the summation included guided modes
as well as radiative modes. The propagation constants βm are related to eﬀective
refractive index of the rib WG, nr, by the following approximate expression:
βm ' knr − (m + 1)
2
piλ
4nrW2eff,m
, (3.23)
where k = 2pi/λ, and Weff,m is the eﬀective width of the m-th mode of the light
propagating in the MMI couplers. This magnitude is polarization dependent and
diﬀerent for each mode m propagating in the optical WG, but can be approximated
by the eﬀective width of the fundamental mode, Weff,m 'Weff,0, with excellent
results:
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Weff,m 'Weff,0 = W +
(
λ
pi
)(
ns
nr
)2σ (
n2r − n2s
)−1/2
, (3.24)
where σ = 0 for TE modes and σ = 1 for TM modes. The eﬀective width Weff,m
takes into account the lateral penetration of the optical ﬁelds into the cladding
regions of eﬀective refractive index ns. In high contrast WGs, Weff,0 'W, where
W is the physical width of the WG. The full procedure to obtain Eq. (3.24) is
thoroughly described in [94]. The beat length Lpi of the two lowest order modes
of the MMI coupler can be deﬁned as:
Lpi =
pi
β0 − β1 '
4nrW
2
eff,0
3λ
, (3.25)
with β0 and β1 the propagation constants of the fundamental and ﬁrst-order
modes, respectively. In this way, the propagation constants spacing (β0 − βm)
can now be written as:
(β0 − βm) ' m (m + 2)pi
3Lpi
. (3.26)
Substituting Eq. (3.26) into Eq. (3.22), we obtain:
Ψ (x, z) = e−iβ0z
N−1∑
m=0
CmEm (x) ei
m(m+2)pi
3Lpi
z, (3.27)
where the ﬁeld proﬁle Ψ(y, z) and thus, the number of self-images that are formed
are completely determined by the ﬁeld excitation coeﬃcients Cm and the phase
factor given by exp [im (m + 2)pi/3Lpiz]. If this phase factor equals an integer
multiple of 2pi at the plane z, the guided modes will interfere with the same relative
phase as at z = 0 and thus, the resulting ﬁeld will be a single direct image of the
input ﬁeld. Impossing no restrictions on the modal excitation coeﬃcients Cm, it
can be seen by direct inspection that this occurs when m is even and z = 3Lpi.
When m is odd and z = 3Lpi, the resulting phase change is an odd integer of pi
and the ﬁeld will be a single mirrored image of the input ﬁeld with respect to the
propagation axis. In general, a single direct or mirrored image of the input ﬁeld
will be obtained at the distance:
Lc = P (3Lpi) for P = 0, 1, 2, ... (3.28)
for P even or odd, respectively. Besides the single images which are formed at the
distances given by Eq. (3.28), N multiple images of the input ﬁeld are also found
at distances given by:
Lc =
P
N
(3Lpi), (3.29)
for P ≥ 1 and N ≥ 1 integers without common divisor. Generally, N images of the
input ﬁeld will be obtained with equal spacing Weff,0/N at the coupling length
deﬁned by Eq. (3.29). These two interference mechanisms are independent of the
modal excitation, and are thus referred as general interference mechanisms. The
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shortest devices are obtained taking P = 1. In this case, the transfer phase for the
light propagating from a given input WG i to a particular output WG j through
MMI couplers with N access WGs on both sides is given, taking P = 1 in Eq. (3.29),
by the following expression [38]:
ϕMMICij = φ1 −
pi
2
(−1)i+j+N + pi
4N
[
i + j− i2 − j2 + (−1)i+j+N×
×
(
2ij− i− j + 1
2
)] (3.30)
which, besides the path dependent phase, has a phase constant φ1 that is common
to all paths [38]:
φ1 = β0
3Lpi
N
− 9pi
8N
+
3pi
4
(3.31)
Balanced power splitters with N input and output WGs are thus possible on
the basis of the general interference mechanism with lengths given by Eq. (3.29).
However, the size of the MMI couplers can be further reduced if we put restrictions
on the modal excitation. Indeed, by placing a single WG at the center of the
MMI coupler and launching a ﬁeld with a symmetric ﬁeld proﬁle, only the even
symmetric modes are excited. In this case, the length of the MMI coupler can be
reduced by a factor of four enabling considerably shorter devices, and N self-images
will be formed at the distance Lc given by:
Lc =
P
4N
(3Lpi) (3.32)
As only even symmetric modes interfere during propagation, in such a way that
Cm = 0 for m = 1, 3, 5, ... in Eq. (3.27), this interference mechanism is usually re-
ferred as symmetric interference mechanism. In contrast to the general interference
mechanism, it should be noted that in this case only one input WG can be placed
at the center of the MMI coupler, which may be a drawback for certain applica-
tions. However, shorter devices can be accomplished, reducing the footprint and
thus favoring integration.
Figure 3.6 shows the modal analysis propagation of a 18 µm-wide 5× 5 MMI
coupler on (Al,Ga)As, taking i = 4 as the input WG. These optimized MMI cou-
plers were employed in the fabricated MMI-based phased-array WDM devices,
which will be described in Chapter 5. Assuming an etching depth of ∼ 150 nm,
the eﬀective refractive indices used in the simulations were nr = 3.4718 for the
multimode guiding region, which we took from Fig. 3.3(a), and ns = 3.415 for the
surroundings. The calculated theoretical beat length is Lpi = 1734.06 µm, with
Weff,0 = 18.46 µm, and the theoretical coupling length as given by Eq. (3.29) is
Lc = 1040.43 µm. Here, it can be clearly seen that ﬁve balanced images are formed
at the coupling length. In this case, the light intensity pattern corresponds to a
case of general interference. Although only the response associated to i = 4 is
shown, the response corresponding to the rest of WGs (i = 1, 2, 3, and 5) is sim-
ilar, with the MMI coupler acting as a balanced splitter. The intensity proﬁle
calculated at the output plane is also shown on the right. According to Eq. (3.19),
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Figure 3.6: General interference light intensity distribution corresponding to a 18 µm-
wide 5× 5 MMI coupler on (Al,Ga)As, calculated for λ = 0.910 µm using the modal
propagation analysis. In this case, i = 4 was chosen as the input WG. The calculated
intensity proﬁle at the output plane is also shown on the right.
Figure 3.7: Symmetric interference light intensity distribution corresponding to a 18 µm-
wide 5× 5 MMI coupler on (Al,Ga)As, calculated for λ = 0.910 µm using the modal
propagation analysis. In this case, there is only one input WG placed at the center of
the MMI coupler. The calculated intensity proﬁle at the output plane is also shown on
the right.
we estimated that the number of guided modes which can propagate in the MMI
coupler is N = 26. The small imbalance that can be appreciated between the dif-
ferent channels is due to the limited number of guided modes that can propagate
in the MMI coupler. In the same way, Fig. 3.7 shows the modal analysis propa-
gation of the same 5× 5 MMI coupler on (Al,Ga)As, restricting the interference
to the symmetric even modes. To do so, we took Cm = 0 for m odd in Eq. (3.27),
so that the number of guided modes that propagate in the MMI coupler is in this
case limited to N = 14. The theoretical coupling length as given by Eq. (3.32) is
Lc = 260.11 µm. In this case, the device also acts as a balanced splitter, but only
one input WG which is placed at the center of the MMI coupler can be employed.
Additionally, the intensity proﬁle calculated at the output plane is also shown on
the right.
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Once the fundamental parameters of the MMI couplers such as the coupling
length and access WGs positions have been calculated with the modal propa-
gation analysis, we can still further optimize the structure with other simulation
techniques. One of this techniques is the beam propagation method (BPM), which
will be brieﬂy described in the next section. This technique can give an accurate
insight into the light behavior in structures which are complicated to simulate
with the modal propagation analysis, such as tapered access WGs [102,103]. The
use of optimized tapered access WGs reduces the modes mismatch at the inter-
face between the single-mode access WGs and the multimode guiding region, and
considerably reduces the coupling losses [13]. Additionally, small corrections can
also be made to the previously calculated coupling length or access WGs positions
to reduce crosstalk and insertion losses, with the result of an optimized optical
response of the fabricated devices.
3.3 Beam propagation method
The beam propagation method (BPM) is one of the most popular techniques
nowadays for modeling the light propagation in photonic integrated devices. This
technique, which is used in most of commercial simulation software, is the compu-
tational core of the commercial tool that we employed for our simulations [104].
The BPM oﬀers an excellent method to approximate and numerically solve the
wave equation for monochromatic waves [102,103,105,106], and can be readily ap-
plied to complex structures including also eﬀects of interest such as polarization.
For 3DWGs, the vector wave equation can be written for the transverse electric
ﬁeld components Et as:
∇2Et +∇t
[∇tn2
n2
Et
]
+ n2k2Et = 0, (3.33)
where ∇t = (∂x, ∂y, 0), and n = n(x, y, z) the refractive index distribution. Equa-
tion (3.33) can be expressed more explicitly for each electric ﬁeld component as:
(i) ∇2Ex + ∂
∂x
[
1
n2
∂
∂x
(
n2
)
Ex
]
+
∂
∂x
[
1
n2
∂
∂y
(
n2
)
Ey
]
+ n2k2Ex = 0
(ii) ∇2Ey + ∂
∂y
[
1
n2
∂
∂x
(
n2
)
Ex
]
+
∂
∂y
[
1
n2
∂
∂y
(
n2
)
Ey
]
+ n2k2Ey = 0,
(3.34)
where we have omitted the harmonic time dependence of the form exp (iΩt). In
typical light modeling problems, the most rapid phase variations in the optical
ﬁelds are due to the propagation along the guiding axis zˆ. Therefore, we can
exclude this rapid variations from the calculations by deﬁning an envelope electric
ﬁeld E˜ so that:
Et = E¯ e
−in0kz, (3.35)
where n0 is the reference refractive index, which represents the average phase
variation of the optical ﬁeld propagating along the guiding axis [106]. Substituting
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Eq. (3.35) into Eq. (3.33), and further assuming that E¯ varies slowly with z:∣∣∣∣∂2E¯∂z2
∣∣∣∣ << 2n0k ∣∣∣∣∂E¯∂z
∣∣∣∣, (3.36)
which is referred as slowly varying ﬁeld approximation (also called paraxial ap-
proximation), we obtain the following set of coupled equations:
(i) i
∂E¯x
∂z
= QxxE¯x +QxyE¯y
(i) i
∂E¯y
∂z
= QyyE¯y +QyxE¯x.
(3.37)
Here, the diﬀerential operators Qxx and Qyy account for the polarization de-
pendence and can describe for instance, the diﬀerence between the propagation
constants corresponding to quasi-Te or quasi-TM modes. These operators are
deﬁned as [105,106]:
(i) QxxE¯x = 1
2n0k
{
∂
∂y
[
1
n2
∂
∂y
(
n2
)
E¯y
]
+
∂2
∂x2
E¯y +
(
n2 − n20
)
k2E¯y
}
(ii) QyyE¯y = 1
2n0k
{
∂
∂x
[
1
n2
∂
∂x
(
n2
)
E¯x
]
+
∂2
∂y2
E¯x +
(
n2 − n20
)
k2E¯x
}
.
(3.38)
Additionally, the oﬀ-diagonal terms Qxy and Qyx account for the coupling
between the two polarizations. However, the coupling between the two polariza-
tions is usually weak for most WGs of interest, so we may neglect the coupling
terms and take Qxy = Qyx = 0 with good accuracy. This approach is referred as
semi-vectorial BPM. The operators Qxy and Qyx are deﬁned as [105,106]:
(i) QxyE¯y = 1
2n0k
{
∂
∂x
[
1
n2
∂
∂y
(
n2
)
E¯y
]
− ∂
2
∂x∂y
E¯y
}
(ii) QyxE¯x = 1
2n0k
{
∂
∂y
[
1
n2
∂
∂x
(
n2
)
E¯x
]
− ∂
2
∂y∂x
E¯x
}
.
(3.39)
Given an input ﬁeld E¯(x, y, z = 0), Eqs. (3.37)(i-ii) completely determine the
evolution of the ﬁeld for z > 0. It should be noticed that the second-order deriva-
tive term in z has been dropped, so that the problem has been reduced to a
ﬁrst-order diﬀerential equation that can be directly integrated forward in the zˆ
direction. Although the computational complexity of the problem has been con-
siderably reduced, the paraxial approximation limits the applicability of the BPM
to ﬁelds that propagate very close to the zˆ axis. Moreover, the elimination of the
second-order derivative prevents the existence of backward traveling waves and
thus, devices for which reﬂections are critical may not be accurately simulated.
These two limitations of the original BPM have been respectively overcome with
the development of the wide-angle [107] and bidirectional [108] extensions to the
BPM, which are readily available in [104].
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The computational eﬀort required to solve Eqs. (3.37)(i-ii) can be considerably
reduced if the EIM, which was discussed in Section 3.1.2, is applied to the diﬀerent
sections of the MMI coupler. In this way, the eﬀective refractive indices for each
part of the structure can be calculated using the EIM, and the 3D refractive
index proﬁle n = n(x, y, z) is reduced to a 2D eﬀective index proﬁle as shown in
Fig. 3.5. The 3D vector Eqs. (3.37)(i-ii) can therefore be reduced to an equivalent
2D problem by omitting any dependence on y, and replacing n = n(x, y, z) by its
2D eﬀective counterpart. Therefore, Eqs. (3.37)(i-ii) can be rewritten as:
(i) i
∂E¯x
∂z
= QxxE¯x
(ii) i
∂E¯y
∂z
= QyyE¯y,
(3.40)
which form a system of decoupled ﬁrst-order diﬀerential equations that can be in-
dividually solved. This means that the ﬁeld components E¯x and E¯y can propagate
independently, and thus behave like pure TM or TE modes, respectively. The
operators Qxx and Qyy are now given by:
(i) QxxE¯x = 1
2n0k
{
∂
∂y
[
1
n2eq
∂
∂y
(
n2eq
)
E¯y
]}
(ii) QyyE¯y = 1
2n0k
{
∂2
∂y2
E¯x +
(
n2eq − n20
)
k2E¯x
}
,
(3.41)
where neq = neff(x, z) is the 2D equivalent eﬀective index distribution.
Equations (3.40)(i-ii) can be integrated by way of a diﬀerent number of numerical
techniques. The software that we employed for our simulations [104] uses an im-
plicit ﬁnite-diﬀerence approach [103,105,106], which has proved to be more eﬃcient
for most problems of interest in photonics than other resolution techniques. In the
ﬁnite diﬀerence approach, the continuous space along the xˆ transverse direction is
replaced by a set of Px discrete points with spacing ∆x between adjacent points.
Thus, the ﬁeld at a given position z can be arranged in a vector of Px components.
In order to further save computational resources, the evolution of the ﬁeld is de-
termined only at discrete points with spacing ∆z along the propagation direction
zˆ. To do so, the ﬁelds as well as Eqs. (3.40) must be replaced by their discrete
versions. These can be found explicitly in [103], together with a detail assessment
of the stability and accuracy of the method. Given the discrete ﬁeld at any z plane,
the result is a system of Px linear equations that can be numerically evaluated to
determine the ﬁeld at the next (z + ∆z) plane. This elementary computation step
is then repeated as many times as necessary to determine the ﬁeld throughout the
whole structure.
In order to further optimize the MMI couplers shown in Figs. (3.6) or (3.7), the
eﬀective refractive index (nr) of the multimode guiding regions must also be calcu-
lated. When Eqs. (3.40)(i-ii) are solved via the ﬁnite-diﬀerences BPM, the eigen-
vectors and the eigenvalues of the resulting matrix equations actually correspond
to the modes and their propagation constants, respectively [103]. The eﬃciency
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of the calculation can signiﬁcantly be improved by assuming propagation along an
imaginary zˆ∗-axis, in such a way that z∗ = iz. This method, which is referred as
imaginary-distance BPM [109], comes implemented by default in [104]. The calcu-
lation of the eﬀective refractive index of the fundamental mode is straightforward.
This technique basically takes advantage of the fact that the fundamental mode has
the largest propagation constant and thus, undergoes larger phase changes when
propagating along the WG if compared to higher order modes. When the ﬁeld
propagates along the imaginary zˆ∗-axis, these phase variations are transformed
into exponential growths in amplitude and consequently, the fundamental mode
will have the highest growth rate in amplitude. After suﬃciently long propagation
along the imaginary axis, the fundamental mode will be the main contribution to
the propagating ﬁeld and its propagation constant can be easily calculated.
Figure 3.8(a) shows the eﬀective refractive index (nr) of the fundamental TE
mode (m = 0) versus WG width for the (Al,Ga)As WG described in Subsec-
tion 3.1.2, for an etching depth of 150 nm. The curves, which were calculated using
the imaginary distance BPM in combination with the EIM, are shown for nine
diﬀerent wavelengths of the optical signal ranging from λ = 0.900 to 0.916 µm.
The nr dependence with wavelength is explicitly shown in Fig. 3.8(b) for four
values of the WG width. Here, the linear dependence of nr with wavelength in the
depicted range can also be appreciated. The data has been taken from Fig. 3.8(a).
The results are in good agreements with those shown in Figs. 3.4(a-b). Figure 3.9
shows the optimized 18 µm-wide 5× 5 MMI coupler on (Al,Ga)As, calculated for
λ = 0.910 µm and TE polarization using an implicit ﬁnite-diﬀerence semi-vectorial
BPM. i = 4 was chosen as the input WG. Assuming an etching depth of ∼ 150 nm,
the eﬀective refractive indices used in the simulations were nr = 3.465658 for
the multimode guiding region, and ns = 3.415 for the surroundings. The cal-
culated theoretical beat length is Lpi = 1734.80 µm, with Weff,0 = 18.48 µm, and
Figure 3.8: (a) Eﬀective refractive index (nr) versus WG width (w) for the fundamen-
tal TE mode (m = 0) and diﬀerent wavelengths, calculated using the ﬁnite-diﬀerence
imaginary-distance BPM. (b) Explicit nr dependence with wavelength for four values of
the WG width, taken from (a). Here, the linear dependence of nr with wavelength can
be fully appreciated.
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Figure 3.9: Optimized 18 µm-wide 5× 5 MMI coupler on (Al,Ga)As, calculated for
λ = 0.910 µm and TE polarization using an implicit ﬁnite-diﬀerence semi-vectorial BPM.
The calculated theoretical beat length is Lpi = 1734.80 µm, with Weff,0 = 18.48 µm, and
the optimized coupling length is Lc = 1042 µm.
the theoretical coupling length as given by Eq. (3.29) is Lc = 1040.88 µm, which is
in good agreement with the previous result. For the symmetric interference MMI
coupler shown in Fig. 3.7, the optimized coupling length is Lc = 260.22 µm. The
optimized access tapered WGs, which favor the coupling of the optical ﬁeld from
the single-mode access WGs to the multimode guiding region, are in both cases
181 µm-long and 3 µm-wide.
In the next chapter, the design approach for compact reconﬁgurable light
routers with N access WGs based on MMI couplers is presented, and the case
where wavelength dispersion is assumed at the arms of the routers is also described
in detail. Therefore, the theory of MMI couplers that has been described in this
chapter will be proved very useful for a good comprehension of the fundamen-
tal properties of the routers. In the same way, the simulations tools that have
been explained (EIM and BPM) can be used in combination with the theoretical
description of the routers to design and fabricate realistic devices.
4 | Reconﬁgurable photonic routers
based on multimode interference
couplers
In this chapter, we present a design approach for compact reconﬁgurable light
routers with N access WGs based on MMI couplers. The proposed devices comprise
two MMI couplers which are employed as power splitters and combiners, respec-
tively, linked by an array of N single-mode WGs. When the eﬀective refractive
index of the WGs is modulated with the proper relative optical phase diﬀerence,
the light can switch paths between the preset output channel and the remaining
output WGs. Taking advantage of the transfer phases between the access ports of
the MMI couplers, we derive very simple phase relations between the modulated
WGs that enable the reconﬁguration of the output channel distribution when the
appropriated coupling lengths of the MMI couplers are chosen. In this sense, very
compact expressions to calculate the channel assignment of the devices as a func-
tion of the applied phase shift are derived for the general case of N access WGs.
Moreover, the situation where the applied phase shift varies sinusoidally, as in
acoustically driven devices, is discussed. A transfer matrix formalism is employed
to calculate the transmission properties of the routers. In particular, devices with
ﬁve, six, and seven access WGs, respectively, are thoroughly described. Although
we explore colorless designs, reconﬁgurable phased-array WDM devices are also
possible if wavelength dispersion is introduced in the arms of the routers. This
is possible if the arms have the proper relative length. Therefore, we derive very
compact expressions to calculate the length of the arms, and we show that the
allocation of the wavelength channels is also possible by implementing the same
phase relations derived for the colorless case. The contents of this chapter closely
follows our work published in [110,111].
4.1 Device concepts
As explained in Section 3.2, a diﬀerent number of self-images can be accom-
plished by an appropriated choice of the input WG position, the input ﬁeld proﬁle,
and the coupling length [91]. The latter, imposing no restrictions on the modal ex-
citation, can be calculated using Eq. (3.29). The proposed reconﬁgurable routers
are built upon two MMI couplers with multiple access WGs, which are linked by
an array of N single mode WGs. The ﬁrst coupler is a balanced splitting ratio MMI
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coupler of length LMMIC1 = 3Lpi/N which divides the incoming optical signal from
any of the N input WGs into N identical optical beams. The light is then delivered
to the array of N single-mode WGs, where the additional relative phase relations
which enable the tuning of the device are introduced. The second MMI coupler of
length LMMIC2 combines the optical ﬁelds into the output WGs. In this way, the
passive (i.e. preset) conﬁguration becomes modiﬁed during operation due to the
induced variations of the eﬀective refractive index of the WGs in the array. If the
proper phase diﬀerence between the array arms is introduced, the optical signal
can be redirected from the preset output WG to a new one. The magnitude of the
phase change introduced in the active region can be expressed as [49,59,62,63]:
|δΦ| = 2pi`
λ
|δneff | = aP
√
PIDT, (4.1)
where ` is the interaction length in which the refractive index of the arms is tuned,
λ is the light wavelength, and |δneff | is the amplitude in the induced eﬀective
index modulation. For SAW-driven devices, aP is a proportionality constant that
depends on the materials elasto-optical properties as well as on the overlap between
the optical and acoustic ﬁelds in the modulated WGs, and PIDT is the nominal
radio-frequency (RF) power applied to the IDT [59, 62]. |δneff | is related to the
eﬀective index of the jth arm by [59,62,63]:
neff (j) = n
0
eff + δneff (j) (4.2)
with n0eff being the unperturbed eﬀective refractive index of the fundamental mode
in the modulated straight WG sections, and δneff(j) the induced eﬀective index
change in the jth arm. We can deﬁne δneff(j) as [110]:
δneff (j) = κjδn
max
eff (4.3)
where δnmaxeff is the maximum amplitude of the induced eﬀective index modulation
introduced in the set of WGs, and κj are weight factors that account for the
amplitude and the phase of the modulation in the jth arm. The main purpose
of the κj factors is to provide information about the required relative phase shift
among the array arms to switch the signal from an output k to another k′, in
the form of very simple phase relations. If the applied phase shift in each WG
is not constant over time, but varies sinusoidally over time with a period T as
naturally occurs in acoustically driven devices in which the WGs are modulated
by a standing SAW, we can rewrite Eq. (4.2) as [110]:
neff (j) = n
0
eff + κjδn
max
eff cos (ωt) (4.4)
which gives the eﬀective refractive index of the jth arm at a given time (t), with
ω = 2pi/T the oscillation angular frequency. Therefore, the devices do not longer
behave as conventional optical switches (where the light is permanently selected by
a certain output channel k), but operate as modulators, with the light oscillating
among the diﬀerent output channels at the oscillation frequency if the proper phase
shift is applied between the arms.
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4.2 General theory of reconﬁgurable routers
4.2.1 General expressions for the intensity output
The transfer phases ϕij of a MMI coupler of length 3Lpi/N given by Eq. (3.30)
can be arranged in a symmetric N×N matrix TMMIC, where i and j represent the
row and column number, respectively. This transfer matrix has matrix elements
given by [112]:
tMMICij =
1√
N
exp (iϕij) (4.5)
where i =
√−1 (it should not be confused with the input WG number, i), and
1/
√
N are the real ﬁeld amplitudes associated to imaging from the input WG i to
the output WG j. For simplicity, in the following we will restrict the discussion
to lossless devices. The ﬁelds at the access WGs are related by Eoutj = t
MMIC
ij E
in
i ,
where Eini and E
out
j are the complex optical ﬁelds at the input WG i, and output
WG j, respectively. For a general MMI coupler of length Lc as given by Eq. (3.29),
the complex optical ﬁelds at the output WGs can be calculated by multiplying the
matrix TMMIC by itself P times to give (TMMIC)P [112].
The optical phase delay introduced in the array of WGs can be described by a
N×N diagonal matrix [112]:
TArms =

exp (iφ1) 0 0 0
0 exp (iφ2) 0 0
0 0
. . . 0
0 0 0 exp (iφN)
 (4.6)
Here, φj = (2pi/λ)n0eff`j is the optical phase diﬀerence introduced due to the
propagation in the array arm j, and `j is the length of the arm j. The eﬀects of
the modulation can accordingly be expressed by a N×N diagonal matrix:
TReconf =

exp (iδΦ1) 0 0 0
0 exp (iδΦ2) 0 0
0 0
. . . 0
0 0 0 exp (iδΦN)
 (4.7)
where δΦj is the phase change due to the induced eﬀective index change, as given
by Eq. 4.3. Here, we consider the general case where two MMI couplers of lengths
LMMIC1 = 3Lpi/N and LMMIC2 = Lc are used to split and combine the optical
signal, respectively. We therefore need to compute TMMIC1 and (TMMIC2)P. Thus,
the router transfer matrix can be expressed as the product of all the individual
matrices:
TRouter =
(
TMMIC2
)P
TArms TReconf TMMIC1 (4.8)
with matrix elements given by:
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tRouterik =
(
1
N
) (P+1)
2
N∑
j=1
exp
[
i
(
ϕMMIC1ij + φ
Arms
j + δΦ
Reconf
j + t
〈P〉
jk
)]
(4.9)
where t〈P〉jk is the entry of (T
MMIC2)P in the jth row and kth column. Here, (i, j)
and (j, k) refer to the splitter and combiner MMI couplers, respectively. With a
single optical beam I0 launched at input port i, the intensity at an output port k,
Ioutk , is given by [112]:
Ioutk =
∣∣tRouterjk ∣∣2 I0 (4.10)
Substituting Eq. 4.9 into Eq. 4.10 we obtain, after some manipulation [110]:
Ioutk
I0
=
(
1
N
)(P+1){
N + 2
N−1∑
j1=1
N∑
j2=j1+1
cos
[
(ϕij1 − ϕij2)MMIC1+
+ (∆φj1j2)
Arms
+ (∆Φj1j2)
Reconf
+
(
t
〈P〉
j1k
− t〈P〉j2k
)MMIC2 ]} (4.11)
Here, ∆φj1j2 = δφj1 − δφj2 is the optical phase diﬀerence introduced due to the
relative length diﬀerence between the arms j1 and j2, and ∆Φj1j2 = δΦj1 − δΦj2 is
the phase diﬀerence between the arms j1 and j2 associated to the modulation, as
given by Eq. (4.3). Equation (4.11) is an analytical expression which completely
determines the intensity at the output port k of the ideal router for a given input
port i, as a function of the applied phase shifts, δΦj.
4.2.2 Choice of P and calculation of κj.
An active reconﬁguration of the response of the router requires the modulation
to introduce additional phase shifts in the arms of the array, so that for a given
input WG i, the light that would be originally delivered to the output port k is
now switched to another output port k′. For an optical ﬁeld I0 launched at the
input port i, the phase-match state at the output port k when an induced phase
diﬀerence ∆Φj1j2 is applied between the arms j1 and j2 implies that I
out
k = I0. This
occurs when the argument of the cosine in Eq. (4.11) is an integer multiple of 2pi:
(ϕij1 − ϕij2)MMIC1 + (∆φj1j2)Arms +
(
∆Φj1j2
)Reconf
+
+
(
t
〈P〉
j1k
− t〈P〉j2k
)MMIC2
= 2npi
(4.12)
for n = 0, 1, 2, ... an integer. Additionally, we can assume phase-match at the
output port k′ for a phase diﬀerence ∆Φ′j1j2 :
(ϕij1 − ϕij2)MMIC1 + (∆φj1j2)Arms +
(
∆Φ′j1j2
)Reconf
+
+
(
t
〈P〉
j1k′ − t
〈P〉
j2k′
)MMIC2
= 2npi
(4.13)
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Therefore, we can calculate the required phase diﬀerence to allocate the optical
signal from k to k′ at any plane P as:
∆Φ′j1j2 −∆Φj1j2 =
(
t
〈P〉
j1k′ − t
〈P〉
j1k
)
−
(
t
〈P〉
j2k′ − t
〈P〉
j2k
)
. (4.14)
The modulation weights 〈κj〉 (where the angle brackets indicate that the κj form
a set) can be calculated by properly normalizing the phase terms in Eq. (4.14). In
order to highlight the physical meaning of the 〈κj〉, we only keep the individual
phase terms inside the brackets which are of the form:
∆Φ
(j)
k′k =
(
t
〈P〉
jk′ − t〈P〉jk
)
(4.15)
and explicitly represent the required phase diﬀerence in the jth array arm to switch
the optical signal from an output port k to another k′ at the output plane deﬁned
by P. By substituting for ϕij as given by Eq. (3.30) into Eq. (4.15), it can be
seen by direct calculation that ∆Φ(j)k′k is always an integer multiple of 2pi/N. The
resulting 〈κj〉 will provide the necessary phase relations to allocate the signal from
an output k to the rest of output WGs at any plane P whenever the phase-match
condition given by Eq. (4.12) is fulﬁlled.
The shortest devices are obtained taking P = 1. In this case, both the split-
ter and combiner MMI couplers have the same coupling length. This kind of
conﬁguration has been previously used to route the light in case of phased-array
demultiplexing applications [38,63] in which by introducing wavelength dispersion
in the WG array, particular wavelengths can be directed to speciﬁc output cou-
plers. However, if the static phase diﬀerence between the arms in the array is kept
as an integer multiple of 2pi, in the preset conﬁguration (i.e., in the absence of
phase modulation), the entire device acts as a balanced splitter which divides the
optical signal coming from any of the input WG i into N identical optical beams
with no wavelength dispersion. The latter situation leads to very poor performance
of the devices as routers, increasing the rejection level as N is increased.
A much better result is obtained by taking P = N− 1. In this conﬁguration, the
total length of the multimode guiding regions is LMMIC1 + LMMIC2 = 3Lpi, which
is the distance at which a single mirrored image of the input optical ﬁeld is created
inside the multimode guiding region [91]. Therefore, in the preset conﬁguration,
the device acts as a cross-coupler, in such a way that the light launched at the
input port i is delivered to the output port kpreset = N− i + 1 without modulation.
Therefore, we can take advantage of the fact that the light is naturally focused at
this output plane of the devices to derive very simple phase relations between the
modulated WGs, i. e., the 〈κj〉 in Eq. (4.3), that can be used to reconﬁgure the
output channel distribution of the devices. It should be noticed that constructive
interference at a given output WG k can be forced at the plane P = 1 for a given
wavelength in WDM devices [38], in which case the same set 〈κj〉 would work.
The control of the reconﬁgurable routers can be greatly simpliﬁed if they are
designed to operate with simple phase relations between the modulated WGs. In
the following, we will restrict the discussion to −1 ≤ κj ≤ 1. This choice of 〈κj〉 can
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account for situations where the eﬀective refractive index is increased (0 < κj ≤ 1)
or decreased (−1 ≤ κj < 0), as for instance, in electro-optic or SAW-driven devices.
In order to obtain 〈κj〉 with maximum values ±1, the procedure is as follows:
Step 1: ∆Φ
(j)
k′k must be ﬁrst evaluated at the plane P = N− 1 for a com-
bination of ﬁxed k and k′ (k 6= k′), for j = 1, ...,N, so that a set of N phase
shifts (∆Φ(1)k′k, ...,∆Φ
(N)
k′k ) is obtained. The 〈κj〉 corresponding to each solu-
tion are obtained by properly manipulating each set of N phase shifts. At
this point, the procedure slightly diﬀers for devices with an even or an odd
number N of access WGs:
- For N odd, an additional calculation step is necessary as the symmetry
of the devices implies that one of the κj must be zero if −1 ≤ κj ≤ 1. This
can be done by subtracting the phase shift term corresponding to the arm
j where we want to set κj = 0, denoted j = j∗, from the calculated set of
N phase shifts. The diﬀerent solutions for k and k′ ﬁxed can be found by
alternatively choosing j∗ = 1, ...,N.
- For N even, the proper tuning of the devices requires an additional non-zero
phase shift in each array arm. Therefore, the number of possible sets 〈κj〉
is now considerably reduced, and the choice of k and k′ so as not to obtain
null phase shift terms in (∆Φ(1)k′k, ...,∆Φ
(N)
k′k ) is determined by the symmetry
relations ϕij = ϕji and ϕij = ϕN+1−i,N+1−j of the transfer phases ϕij of the
MMI couplers [38].
Step 2: We limit for convenience the value of the N phase shifts in each set
to the range [−pi, pi] by adding ±2npi (n is an integer) where necessary.
Step 3: Two maximum phase shifts of equal magnitude but opposite sign
consequently appear in each set. Finally, the 〈κj〉 lying in the range [−1, 1]
can be obtained by normalizing the whole set of phase shifts to the value
of the absolute maximum within the set. By direct calculation, it can be
veriﬁed that this normalization factor corresponds to (N− 1)pi/N, which
actually represents the minimum optical phase change δΦ0 induced in the
arms with maximum modulation (i.e., the arms where κj = ±1) needed to
reconﬁgure the router.
The previously described procedure can be summarized in the following ex-
pression:
κj =
N
pi (N− 1)
{(
∆Φ
(j)
kk′ − τ ∆Φ(j
∗)
kk′
)
+
+2npiH
[
N
pi (N− 1)
(
∆Φ
(j)
kk′ − τ ∆Φ(j
∗)
kk′
)]} (4.16)
for k and k′ ﬁxed and j = 1, ...,N, where the ﬁrst term in brackets and the second
term involving H inside the braces correspond to Step 1 and Step 2 of the cal-
culation procedure, respectively, and the normalization term N/pi(N− 1) outside
the braces corresponds to Step 3. Here, τ = 0 for N even and τ = 1 for N odd,
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∆Φ
(j∗)
k′k is the phase shift corresponding to the arm j = j
∗ where κj = 0 for N odd,
and H (x) is a step function which is deﬁned in such a way that:
H (x) =
 +1 x < −10 −1 ≤ x ≤ +1−1 x > +1. (4.17)
The diﬀerent solutions of Eq. (4.16), giving the N possible values of κj which
form a solution Sp, can be obtained running the arm index j from 1 to N. As ex-
plained in Step 1, the diﬀerent solutions Sp can be calculated by applying Eq. (4.16)
to every possible combination of k and k′. Moreover, a larger number of solutions
Sp can be found for N odd than for N even by alternatively choosing j∗ = 1, ...,N.
Due to the characteristics of the transfer phases between the access ports of
a MMI coupler, a proper tuning of the device is only possible if the coeﬃcients
κj, which determine the induced phase shift introduced in the jth WG, as given
by Eq. (4.2), have a ﬁxed relation and are not evenly distributed within the arm
number j. The calculated sets of 〈κj〉 provide the necessary phase relations between
the arms in the array to reconﬁgure the router response when a phase shift |δΦ|,
as given by Eq. (4.1), is applied. If δΦ = δΦ0, the constructive interference can be
displaced from an output WG k to another k′. The rest of the output WGs of the
router become available for integers multiples of δΦ0. Therefore, the calculated
sets of 〈κj〉 deﬁne a set of phase shifts, 〈δΦj〉, which enable the reconﬁguration of
the cross-connections of the router (i.e., the output WG k that selects the light for
a given input WG i). According to Eqs. (4.1) and (4.2), the phase shift introduced
in the jth arm can be written as:
δΦj = Φ
0 + κjΛδΦ
0, (4.18)
where Φ0 = (2pi`/λ) n0eff is the phase shift introduced in the arms due to the optical
path `, which is identical for every arm j (see Fig. 4.10), and κjΛδΦ0 is the induced
phase shift in the jth arm. Here, Λ is an integer, and δΦ0 is, as deﬁned above, the
minimum optical phase change required to reconﬁgure the router calculated with
respect to the arms in which the modulation is the highest.
As a rule, we found that there are a total of N(N − 1) possible solutions Sp
for odd N. As the imaging properties of the MMI couplers have spatial inversion
symmetry, the devices are fully bidirectional. Therefore, it should be noted that
Sp ≡ SN+1−p, and the number of solutions Sp is reduced to N(N− 1)/2. The
diﬀerent solutions Sp can be arranged in (N− 1) major sets, named S ′,S ′′, ..., cor-
responding to solutions that provide the same channel reconﬁguration result for
a given δΦ. For even N, only N solutions satisfying the phase match condition of
Eq. (4.12) can be found, which can be arranged in two major sets S. Actually,
by substituting δΦ as given by Eq. (4.18) into Eq. (4.12), it is easy to see that
switching from one major set of solutions to the other corresponds to incrementing
δΦ by a diﬀerent integer multiple. Thus, the same cross-connection (i, k) can be
obtained for each major set of solutions, but for applied induced phase shifts dif-
fering by an integer multiple. For N = 2, there are two straightforward solutions,
which correspond to 〈κ1, κ2〉 = 〈∓1,±1〉. Tables 4.1- 4.5 show the calculated 〈κj〉
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for N = 3, ..., 7. For N odd, the numbering of the diﬀerent solutions indicates the
position of the unperturbed WG in the array, whereas for N even, the numbering
of the solutions was chosen arbitrarily. Only half of the solutions is shown, as the
other half can be trivially obtained by multiplying the coeﬃcients 〈κj〉 by (−1).
In this way, the same cross-connection (i, k) can be obtained for both S and (−S)
when a phase shift δΦ = ΛδΦ0 and δΦ = −ΛδΦ0, respectively, is applied to the
arms. For other tuning techniques, such as the modulation via the thermo-optic ef-
fect in which the eﬀective refractive index of the WGs is usually increased through
heating, it can be useful to redeﬁne the 〈κj〉 so that 0 ≤ κj ≤ 1. If that is not the
case, and the eﬀective refractive index is reduced through cooling (for instance,
with a Peltier module), the 〈κj〉 should be recalculated so that −1 ≤ κj ≤ 0. The
normalization procedure is straightforward and very similar to Eq. (4.16), and is
not presented here.
As an example, we calculate the κj factors corresponding to a device with
N = 5. Figure 4.1 shows the case where k = 1 and k′ = 2, ..., 5, in which N− 1
phase terms with structure given by Eq. (4.15) can be obtained: (t〈4〉j2 − t〈4〉j1 ),
(t
〈4〉
j3 − t〈4〉j1 ), (t〈4〉j4 − t〈4〉j1 ), and (t〈4〉j5 − t〈4〉j1 ), for j = 1, ..., 5. After some manipula-
tion, these phase terms are employed to calculate the κj factors. We choose, for
instance, k = 1 and k′ = 4. The procedure is similar for the rest of k and k′:
Step 1: Calculation of the required phase diﬀerence at each arm j to switch
the signal form k = 1 to k′ = 4, which are of the form:
∆Φ
(j)
41 =
(
t
〈4〉
j4 − t〈4〉j1
)
for j = 1, ..., 5.
Running j from 1 to 5, the following sets of phases is obtained:〈
t
〈4〉
14 , t
〈4〉
24 , t
〈4〉
34 , t
〈4〉
44 , t
〈4〉
54
〉
=
〈
− pi
10
,−7pi
10
,− pi
10
,
pi
10
,
3pi
10
〉
and 〈
t
〈4〉
11 , t
〈4〉
21 , t
〈4〉
31 , t
〈4〉
41 , t
〈4〉
51
〉
=
〈
pi
10
,
3pi
10
,−7pi
10
,− pi
10
,−11pi
10
〉
Subtracting both sets of phases we obtain:〈
∆Φ
(1)
41 ,∆Φ
(2)
41 ,∆Φ
(3)
41 ,∆Φ
(4)
41 ,∆Φ
(5)
41
〉
=
〈
−pi
5
,−pi, 3pi
5
,
pi
5
,
7pi
5
〉
.
As N = 5 is odd, the symmetry of the device when −1 ≤ κj ≤ 1 forces that
one of the κj in each set must be zero. If, for instance, we choose j = j∗ = 2
as the unperturbed WG, we must add −∆Φ(j∗=2)41 = +pi to each phase shift
in the calculated set. Therefore, we now have:〈
∆Φ
(1)
41 + pi,∆Φ
(2)
41 + pi,∆Φ
(3)
41 + pi,∆Φ
(4)
41 + pi,∆Φ
(5)
41 + pi
〉
=
=
〈
4pi
5
, 0,
8pi
5
,
6pi
5
,
12pi
5
〉
.
4.2 General theory of reconﬁgurable routers 49
Figure 4.1: Possible combinations of k and k′ for a 5× 5 reconﬁgurable router (N = 5),
where we have chosen k = 1. The possible phase shifts in each of the array arms j to
switch the optical signal from the output port k = 1 to another k′ (k′ 6= k) are shown
below the MMI couplers, and have the form ∆Φ
(j)
k′k = (t
〈P〉
jk′ − t〈P〉jk ), where P = N− 1 = 4.
Only the combiner MMI coupler is shown.
Step 2: We must now keep each phase shift term of the calculated set in
the range [−pi, pi]. As ∆Φ(3)41 + pi = 8pi/5 > pi, ∆Φ(4)41 + pi = 6pi/5 > pi, and
∆Φ
(5)
41 + pi = 12pi/5 > pi, we add (−2pi) to these terms so that the ﬁnal set
of phases which will be employed to calculate the κj factors is:〈
∆Φ
(1)
41 + pi,∆Φ
(2)
41 + pi,∆Φ
(3)
41 + pi − 2pi,∆Φ(4)41 + pi − 2pi,∆Φ(5)41 + pi − 2pi
〉
=
=
〈
4pi
5
, 0,−2pi
5
,−4pi
5
,
2pi
5
〉
.
Step 3: We now easily identify two maximum phase shifts with opposite
phase and absolute value δΦ0 = pi(N− 1)/N = 4pi/5. The κj factors can be
obtained by dividing the whole set of phase shifts by δΦ0. These phase shifts
now lie in the range [−1, 1], which is advantageous to obtain an intuitive
idea of the required phase relations between the arms to tune the devices.
Therefore, the calculated κj factors are:
〈κ1, κ2, κ3, κ4, κ5〉 =
〈
1, 0,−1
2
,−1, 1
2
〉
.
which correspond to solution S ′′2 in Table 4.3 (lower panel). The rest of solu-
tions S ′′1 , S ′′3 , S ′′4 , and S ′′5 can be found with the same procedure by alterna-
tively choosing j = j∗ = 1, 3, 4, and, 5. The same solutions (or their negative
counterpart, i.e., −S ′′1 , −S ′′2 , −S ′′3 , −S ′′4 , and −S ′′5 ), as well as the rest of so-
lutions S ′ in Table 4.3 (upper panel) can also be found with other choices of k
and k′. If we operate a device with (κ1, κ2, κ3, κ4, κ5) = (1, 0,−1/2,−1, 1/2),
this means that the induced phase shift must be maximum but of opposite
sign at the arms j = 1 and j = 4. At the arms j = 3 and j = 5, the induced
phase shifts must also be of opposite sign, but with half the amplitude ap-
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plied at the arms j = 1 and j = 4. Finally, no phase shift must be applied to
the arm j = 2, where κ2 = 0.
The κj factors formalism then oﬀers a quick insight into the required phase
shifts at the array arms to tune the devices, which are related by very simple
phase shifts as we have seen, simplifying therefore the design and the operation of
the devices.
Table 4.1: Calculated 〈κj〉 for a 3× 3 device. The diﬀerent 〈κj〉 form a main set, S ′ .
The numbering of the diﬀerent solutions indicates the position of the acoustic node in
the 〈κj〉.
Arm weight factor (κj)
Solutions κ1 κ2 κ3
S1 0 −1 1
S2 −1 0 1
S3 −1 1 0
Table 4.2: Calculated 〈κj〉 for a 4× 4 device. The diﬀerent 〈κj〉 form a main set, S . The
numbering of the diﬀerent solutions was chosen arbitrarily.
Arm weight factor (κj)
Solutions κ1 κ2 κ3 κ4
S1 −1 1 −1/3 1/3
S2 −1/3 −1 1/3 1
S3 1 1/3 −1 −1/3
S4 1/3 −1/3 1 −1
Table 4.3: Calculated 〈κj〉 for a 5× 5 device. The diﬀerent 〈κj〉 can be classiﬁed into
two main sets, S ′ and S ′′ . The numbering of the diﬀerent solutions indicates the position
of the acoustic node.
Arm weight factor (κj)
Solutions κ1 κ2 κ3 κ4 κ5
S′1 0 −1/2 1/2 −1 1
S′2 1/2 0 1 −1/2 −1
S′3 −1/2 −1 0 1 1/2
S′4 1 1/2 −1 0 −1/2
S′5 −1 1 −1/2 1/2 0
S′′1 0 −1 1 1/2 −1/2
S′′2 1 0 −1/2 −1 1/2
S′′3 −1 1/2 0 −1/2 1
S′′4 −1/2 1 1/2 0 −1
S′′5 1/2 −1/2 −1 1 0
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Table 4.4: Calculated array arm factors, 〈κj〉, for a 6× 6 device. The diﬀerent 〈κj〉 form
a main set, S . The numbering of the diﬀerent solutions was chosen arbitrarily.
Arm weight factor (κj)
Solutions κ1 κ2 κ3 κ4 κ5 κ6
S1 3/5 1 1/5 −1 −1/5 −3/5
S2 −3/5 −1/5 −1 1/5 1 3/5
S3 1/5 3/5 −1/5 1 −3/5 −1
S4 −1 −3/5 1 −1/5 3/5 1/5
S5 1 −1 3/5 −3/5 1/5 −1/5
S6 1/5 −1/5 3/5 −3/5 1 −1
Table 4.5: Calculated array arm factors, 〈κj〉, for a 7× 7 device. The diﬀerent 〈κj〉
can be classiﬁed into three main sets, S ′ , S ′′ , and S ′′′ . The numbering of the diﬀerent
solutions indicates the position of the acoustic node in the 〈κj〉.
Arm weight factor (κj)
Solutions κ1 κ2 κ3 κ4 κ5 κ6 κ7
S′1 0 1/3 −1/3 2/3 −2/3 1 −1
S′2 −1/3 0 −2/3 1/3 −1 2/3 1
S′3 1/3 2/3 0 1 −1/3 −1 −2/3
S′4 −2/3 −1/3 −1 0 1 1/3 2/3
S′5 2/3 1 1/3 −1 0 −2/3 −1/3
S′6 −1 −2/3 1 −1/3 2/3 0 1/3
S′7 1 −1 2/3 −2/3 1/3 −1/3 0
S′′1 0 1 −1 −1/3 1/3 2/3 −2/3
S′′2 −1 0 1/3 1 −2/3 −1/3 2/3
S′′3 1 −1/3 0 2/3 −1 −2/3 1/3
S′′4 1/3 −1 −2/3 0 2/3 1 −1/3
S′′5 −1/3 2/3 1 −2/3 0 1/3 −1
S′′6 −2/3 1/3 2/3 −1 −1/3 0 1
S′′7 2/3 −2/3 −1/3 1/3 1 −1 0
S′′′1 0 2/3 −2/3 −1 1 −1/3 1/3
S′′′2 −2/3 0 1 2/3 1/3 −1 −1/3
S′′′3 2/3 −1 0 −1/3 −2/3 1/3 1
S′′′4 1 −2/3 1/3 0 −1/3 2/3 −1
S′′′5 −1 −1/3 2/3 1/3 0 1 −2/3
S′′′6 1/3 1 −1/3 −2/3 −1 0 2/3
S′′′7 −1/3 1/3 −1 1 2/3 −2/3 0
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4.2.3 Channel assignment
The channel assignment of a N×N routers can also be calculated from Eq. (4.12).
If we assume that a given wavelength s is focused at the output port k for a given
input port i when δΦ = 0 (i.e., for Λ = 0). Consequently, the same input port i
is cross-connected to another output port k′ for Λ 6= 0 (Λ ≡ integer). Therefore,
rewriting Eq. (4.12) as:
(ϕij1 − ϕij2)MMIC1 + (∆φj1j2)Arms +
(
t
〈N−1〉
j1k
− t〈N−1〉j2k
)MMIC2
= 2npi (4.19)
where P has been set to N− 1. According to Eq. (4.18), we can rewrite Eq. (4.19)
as:
(ϕij1 − ϕij2)MMIC1 + (∆φj1j2)Arms+ (κj1 − κj2) ΛδΦ0+(
t
〈N−1〉
j1k′ − t
〈N−1〉
j2k′
)MMIC2
= 2npi
(4.20)
Consequently, the same input port i is cross-connected to another output port
k′ for Λ 6= 0. In this way, the phase shift that needs to be introduced between the
arms j1 and j2 to allocate the optical signal form an output WG k to another k′
can be written as:
− (κj1 − κj2) ΛδΦ0 =
(
t
〈N−1〉
j1k′ − t
〈N−1〉
j1k
)
−
(
t
〈N−1〉
j2k′ − t
〈N−1〉
j2k
)
(4.21)
It should be noted that the right term in Eq. (4.21) exactly coincides with
Eq. (4.14). This equation contains all the information about the channel assign-
ment of the routers for a given input port i as a function of the acoustic phase
Λ, for each set of solutions S. Notice also that the terms in both sides of the
equality are integer multiples of 2pi/N. Normalizing, and performing the modular
arithmetic operation on both sides of the equality in Eq. (4.21) we obtain:[
− N
2pi
(κj1 − κj2) ΛδΦ0
]
mod N =
{
N
2pi
[(
t
〈N−1〉
j1k′ − t
〈N−1〉
j1k
)
−
−
(
t
〈N−1〉
j2k′ − t
〈N−1〉
j2k
) ]}
mod N
(4.22)
for k′ = 1, ...,N, where mod indicates the modulus operator. In this way, the mod
operator is equivalent to adding 2pi to the phases given by Eq. (4.21), so that the
range in which Λ is deﬁned is compatible with the output ports k′ numbering. For
j1 and k ﬁxed, and j2 6= j1 (we can set, as an example, j2 = j1 + 1), the zeroes of
Eq. (4.22) of the form (Λ, k′) completely deﬁne the routing properties associated
to each input WG i of the device.
As discussed above, the behaviour of the N × N routers diﬀers depending
whether N is odd or even. In the following, we will discuss as examples the cases
of 5× 5, 6× 6, as well as 7× 7 routers. Table 4.6 shows the calculated channel
assignment for the 5× 5 corresponding to S ′ (upper panel) and S ′′ (lower panel).
Identically, Table 4.7 shows the calculated channel assignment of the 6× 6 device
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corresponding to the unique set of solutions S, whereas the full routing properties
of the 7× 7 device are shown in Table 4.8 for the set of solutions S ′ (upper panel),
S ′′ (middle panel), and S ′′′ (lower panel), respectively. It should also be noted
that due to the properties of the MMI couplers, the light is not necessarily selected
by adjacent output WGs for a given input WG i when the applied induced phase
shift |δΦ| increases by a factor Λ [38].
Figure 4.2(a) shows the simulated response for the 5× 5 router, corresponding
to the solution S ′2, and i = 3. The design of the devices ensures that the opti-
cal signal follows the route (i, k) = (3, 3) when no modulation is applied to the
arms. When the induced phase shift reaches ±δΦ ' ±2.51 rad (corresponding to
Λ = ±1), the light can be directed from the preset channel kpreset = 3, to the
adjacent channels k = 5 or 1. By increasing the applied phase shift in order to
reach ±δΦ ' ±5.03 rad (which corresponds to Λ = ±2), the light is directed to
the channels k = 4 and 2. If the device is modulated with a SAW, all channels
become available along one acoustic cycle. Figure 4.3(a) shows the simulated re-
sponse for the 6× 6 router, corresponding to the solution S1, and i = 3. The
design of the devices ensures that the optical signal follows the route (i, k) = (3, 4)
when no modulation is applied to the arms. When the induced phase shift reaches
±δΦ ' ±2.62 rad (corresponding to Λ = ±1), the light can be directed from the
preset channel kpreset = 4, to the adjacent channels k = 2 or 6. By increasing
the applied phase shift in order to reach ±δΦ ' ±5.24 rad (which corresponds
to Λ = ±2), additional channels (k = 1 and 5) become accessible. When the in-
duced phase shift equals ±δΦ ' ±7.85 rad (corresponding to Λ = ±3), the light
Table 4.6: Calculated cross-connects of the form (i, k) for the 5× 5 router corresponding
to the set of solutions S ′ (upper table), and S ′′ (lower table). The diﬀerent states (i, k)
in each column can be achieved by applying the same amplitude of modulation, which is
deﬁned by the integer Λ.
5× 5 Cross-connects (S′)
Λ = −3 Λ = −2 Λ = −1 Λ = 0 Λ = +1 Λ = +2 Λ = +3
(1, 2) (1, 1) (1, 3) (1, 5) (1, 4) (1, 2) (1, 1)
(2, 1) (2, 3) (2, 5) (2, 4) (2, 2) (2, 1) (2, 3)
(3, 4) (3, 2) (3, 1) (3, 3) (3, 5) (3, 4) (3, 2)
(4, 3) (4, 5) (4, 4) (4, 2) (4, 1) (4, 3) (4, 5)
(5, 5) (5, 4) (5, 2) (5, 1) (5, 3) (5, 5) (5, 4)
5× 5 Cross-connects (S′′)
Λ = −3 Λ = −2 Λ = −1 Λ = 0 Λ = +1 Λ = +2 Λ = +3
(1, 3) (1, 4) (1, 1) (1, 5) (1, 2) (1, 3) (1, 4)
(2, 5) (2, 2) (2, 3) (2, 4) (2, 1) (2, 5) (2, 2)
(3, 1) (3, 5) (3, 2) (3, 3) (3, 4) (3, 1) (3, 5)
(4, 4) (4, 1) (4, 5) (4, 2) (4, 3) (4, 4) (4, 1)
(5, 2) (5, 3) (5, 4) (5, 1) (5, 5) (5, 2) (5, 3)
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Table 4.7: Calculated cross-connects of the form (i, k) for the 6× 6 router corresponding
to the unique set of solutions S . The diﬀerent states (i, k) in each column can be achieved
by applying the same amplitude of modulation, which is deﬁned by the integer Λ.
6× 6 Cross-connects (S)
Λ = −3 Λ = −2 Λ = −1 Λ = 0 Λ = +1 Λ = +2 Λ = +3
(1, 1) (1, 3) (1, 5) (1, 6) (1, 4) (1, 2) (1, 1)
(2, 2) (2, 1) (2, 3) (2, 5) (2, 6) (2, 4) (2, 2)
(3, 3) (3, 5) (3, 6) (3, 4) (3, 2) (3, 1) (3, 3)
(4, 4) (4, 2) (4, 1) (4, 3) (4, 5) (4, 6) (4, 4)
(5, 5) (5, 6) (5, 4) (5, 2) (5, 1) (5, 3) (5, 5)
(6, 6) (6, 4) (6, 2) (6, 1) (6, 3) (6, 5) (6, 6)
can be selected by k = 3. Note that channel k = 3 becomes accessible for both
Λ = −3 and + 3. This feature occurs whenever N is even. Figure 4.4(a) shows
the simulated response for a 7× 7 router, corresponding to the solution S ′1, and
i = 3. In the same way, the light can be selected by the preset channel kpreset = 5
or additional output channels depending on the induced optical phase shift. In
particular, for ±δΦ ' ±8.07 rad, all output channels become available.
In acoustically driven devices, the applied phase shift at each WG varies si-
nusoidally with a period T as given by Eq. (4.4) and thus, the devices behave
as modulators. In this case, the light oscillates among the diﬀerent output chan-
nels at the oscillation frequency if the proper phase shift is applied between the
arms. Figure 4.2(b) shows the time dependent transmission traces of the previ-
ously discussed 5× 5 device corresponding to S ′2, calculated for Λ = ±2, and i = 3,
assuming a sinusoidal change in the eﬀective refractive index. t = 0 was chosen
to coincide with an instant in which the light comes through the preset channel
output coupler kpreset = 3. During the ﬁrst quarter of the period, the light goes
successively through the channels k = 5, 4, and 2, as δΦ increases from 0 to the
maximum. Then, for 0.25T < t < 0.5T the assignment reverses, going through
k = 2, 4, 5, and 3, as δΦ approaches zero. For the second half of the cycle, when
δΦ is negative, the dynamic allocation of the channels obey the following sequence:
k = 3, 1, 2, 4, 2, 1, 3. In the same way, Fig. 4.3(b) shows the time dependent trans-
mission traces of the previously discussed 6× 6 device corresponding to S1, calcu-
lated for Λ = ±3, and i = 3. Again, t = 0 was chosen to coincide with an instant
in which the light comes through the preset channel output coupler kpreset = 4.
In the ﬁrst quarter of the period, the light goes successively through the channels
k = 4, 2, 1, and 3 as δΦ increases from 0 to the maximum. For 0.25T < t < 0.5T,
the light output goes the opposite sequence (from channels 3, 1, 2, and 4), as δΦ
reverses from the maximum to zero. During the second half of the cycle, δΦ turns
into negative and the remaining channels become accessible. For 0.5T < t < 0.75T
the light is routed in succession to k = 4, 6, 5 and 3 and at the ﬁnal quarter of the
period (0.75T < t < T) follows the inverse sequence (k = 3, 5, 6, and 4). Note that
channel k = 3 becomes accessible in both half periods and for longer times as com-
pared to the other channels, since it corresponds to the output port selected for
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Table 4.8: Calculated cross-connects of the form (i, k) for the 7× 7 router corresponding
to the set of solutions S ′ (upper table), S ′′ (middle table), and S ′′′ (lower table). The
diﬀerent states (i, k) in each column can be achieved by applying the same amplitude of
modulation, which is deﬁned by the integer Λ.
7× 7 Cross-connects (S′)
Λ = −3 Λ = −2 Λ = −1 Λ = 0 Λ = +1 Λ = +2 Λ = +3
(1, 2) (1, 4) (1, 6) (1, 7) (1, 5) (1, 3) (1, 1)
(2, 1) (2, 2) (2, 4) (2, 6) (2, 7) (2, 5) (2, 3)
(3, 4) (3, 6) (3, 7) (3, 5) (3, 3) (3, 1) (3, 2)
(4, 3) (4, 1) (4, 2) (4, 4) (4, 6) (4, 7) (4, 5)
(5, 6) (5, 7) (5, 5) (5, 3) (5, 1) (5, 2) (5, 4)
(6, 5) (6, 3) (6, 1) (6, 2) (6, 4) (6, 6) (6, 7)
(7, 7) (7, 5) (7, 3) (7, 1) (7, 2) (7, 4) (7, 6)
7× 7 Cross-connects (S′′)
Λ = −3 Λ = −2 Λ = −1 Λ = 0 Λ = +1 Λ = +2 Λ = +3
(1, 4) (1, 5) (1, 2) (1, 7) (1, 1) (1, 6) (1, 3)
(2, 2) (2, 7) (2, 1) (2, 6) (2, 3) (2, 4) (2, 5)
(3, 6) (3, 3) (3, 4) (3, 5) (3, 2) (3, 7) (3, 1)
(4, 1) (4, 6) (4, 3) (4, 4) (4, 5) (4, 2) (4, 7)
(5, 7) (5, 1) (5, 6) (5, 3) (5, 4) (5, 5) (5, 2)
(6, 3) (6, 4) (6, 5) (6, 2) (6, 7) (6, 1) (6, 6)
(7, 5) (7, 2) (7, 7) (7, 1) (7, 6) (7, 3) (7, 4)
7× 7 Cross-connects (S′′′)
Λ = −3 Λ = −2 Λ = −1 Λ = 0 Λ = +1 Λ = +2 Λ = +3
(1, 5) (1, 1) (1, 4) (1, 7) (1, 3) (1, 2) (1, 6)
(2, 7) (2, 3) (2, 2) (2, 6) (2, 5) (2, 1) (2, 4)
(3, 3) (3, 2) (3, 6) (3, 5) (3, 1) (3, 4) (3, 7)
(4, 6) (4, 5) (4, 1) (4, 4) (4, 7) (4, 3) (4, 2)
(5, 1) (5, 4) (5, 7) (5, 3) (5, 2) (5, 6) (5, 5)
(6, 4) (6, 7) (6, 3) (6, 2) (6, 6) (6, 5) (6, 1)
(7, 2) (7, 6) (7, 5) (7, 1) (7, 4) (7, 7) (7, 3)
both Λ = +3 and − 3, which are obtained when the amplitude of modulation is
at the maximum. Figure 4.3(b) shows the calculated time response of the previ-
ously discussed 7× 7 device corresponding to S ′1, calculated for Λ = ±3, and i = 3,
assuming also a sinusoidal induced phase change. For t = 0, the light is delivered
to the preset channel kpreset = 5. During the ﬁrst quarter of the period, the light
goes successively through the channels k = 5, 3, 1, and 2, as δΦ increases from 0 to
the maximum. Then, for 0.25T < t < 0.5T the assignment reverses, going through
k = 2, 1, 3, and 5, as δΦ approaches zero. For the second half of the cycle, when
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δΦ is negative, the dynamic allocation of the channels obey the following sequence:
k = 5, 7, 6, 4, 6, 7, 5. Similar behaviours are expected for an arbitrary number N of
access WGs. In general, all output channels become available during a cycle for
Λ = N/2 if N is even, and Λ = (N− 1)/2 if N is odd.
In the next section, we discuss the fundamental properties of WDM devices
designed upon MMI couplers. In this regard, very compact expressions to calculate
the relative length between the array arms and the channel assignment of the
devices as a function of the wavelength channels are derived. Moreover, the case in
which the response of the device is reconﬁgured is described in detail. Particularly,
the routing properties of a device with seven access WGs are fully described.
Figure 4.2: (a) Simulated response of the ideal 5× 5 reconﬁgurable router corresponding
to S ′1, where P has been set to 4. (b) Simulated time response of the same device,
assuming a sinusoidal eﬀective index change, taking Λ = ±3. In both simulations, i = 3
was chosen as the input WG.
Figure 4.3: (a) Simulated response of the ideal 6× 6 reconﬁgurable router corresponding
to S ′1, where P has been set to 5. (b) Simulated time response of the same device,
assuming a sinusoidal eﬀective index change, taking Λ = ±3. In both simulations, i = 3
was chosen as the input WG.
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Figure 4.4: (a) Simulated response of the ideal 7× 7 reconﬁgurable router corresponding
to S ′1, where P has been set to 6. (b) Simulated time response of the same device,
assuming a sinusoidal eﬀective index change, taking Λ = ±3. In both simulations, i = 3
was chosen as the input WG.
4.3 Reconﬁgurable phased-array WDM devices
4.3.1 Calculation of the array arm factors and passive
channel assignment
Although thus far we have focused our attention on colorless devices, reconﬁg-
urable phased-array wavelength division multiplexing (WDM) devices are possible
if wavelength dispersion is introduced at the arms of the routers. This can be ac-
complished by choosing the proper relative length between the array arms. Before
that, it is useful to deﬁne a dimensionless wavelength parameter s = (λ− λ0) /∆λ,
where ∆λ is the channel wavelength spacing, so that the integer values of s cor-
respond to the diﬀerent pass wavelengths of the multiplexer, which are given
by s = Ceiling(N/2)− (N− r) for r = 0, ...,N− 1. Notice that the design wave-
length λ0 corresponds to s = 0. Therefore, we can write λs+1 = λs + ∆λ. Taking
(∆Φj1j2)
Reconf
= 0 and P = N− 1 in Eq. (4.12), and assuming that the input port
i is cross-connected to an output port k for a wavelength s when an optical phase
diﬀerence (∆φj1j2)
Arms is applied between the arrayed arms j1 and j2, the phase-
match condition given by Eq. (4.12) now yields:
(ϕij1 − ϕij2)MMIC1 + (∆φj1j2)Arms +
(
t
〈N−1〉
j1k
− t〈N−1〉j2k
)MMIC2
= 2npi (4.23)
Consequently, the same input port i is cross-connected to another output port
k′ for a diﬀerent wavelength s′ when an optical phase diﬀerence
(
∆φ′j1j2
)Arms
is
applied. Therefore, we can rewrite Eq. (4.12) as:
(ϕij1 − ϕij2)MMIC1 +
(
∆φ′j1j2
)Arms
+
(
t
〈N−1〉
j1k′ − t
〈N−1〉
j2k′
)MMIC2
= 2npi (4.24)
Therefore, the optical phase diﬀerence
(
∆φ′j1j2 −∆φj1j2
)Arms
= ∆φkk
′
(j1j2)
that
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needs to be introduced between the arms j1 and j2 to deliver wavelengths s and s′
to output channels k and k′, respectively, is given by:
∆φkk
′
(j1j2)
=
(
t
〈N−1〉
j1k′ − t
〈N−1〉
j1k
)
−
(
t
〈N−1〉
j2k′ − t
〈N−1〉
j2k
)
(4.25)
By substituting for ϕij as given by Eq. (3.30) into Eq. (4.25), it can be seen
by direct calculation that ∆φkk
′
(j1j2)
is always an integer multiple of 2pi/N. A very
important conclusion can be drawn from this: the diﬀerent wavelength channels are
spaced by an integer multiple of 2pi/N, with a minimum channel spacing between
two adjacent wavelength channels of 2pi/N [38]. According to this conclusion, the
length of the jth arm can be generically written as:
`j = `0 + γj∆` (4.26)
where `0 is the length of the arm taken as reference, ∆` is the length diﬀerence
which induces a phase shift of 2pi/N between adjacent wavelength channels, and
γj ∈ R are unknown real numbers referred to as array arm factors. The aim
of these factors is to quantify through very simple phase relations the required
relative phase diﬀerence between the array arms so that constructive interference
is achieved at diﬀerent output WGs for diﬀerent wavelengths.
The required phase diﬀerence ∆φkk
′
(j1j2)
between two arbitrary array arms j1
and j2 to allocate two optical signals of wavelengths λ and λ′, respectively, to two
diﬀerent output WGs can now be written as:
∆φkk
′
(j1j2)
= 2pi (γj1 − γj2) ∆`
[
neff (λ
′)
λ′
− neff (λ)
λ
]
(4.27)
where neff(λ) and neff(λ′) are the eﬀective refractive indices of the fundamental
mode propagating in the arrayed arms for the wavelengths λ and λ′, respectively,
and γj are, as deﬁned above, the array arm factors. Replacing λ and λ′ by their
normalized counterparts s and s′, Eq. (4.27) can be written as:
∆φkk
′
(j1j2)
= (s′ − s) (γj1 − γj2)
2pi
N
(4.28)
It can be seen that Eq. (4.25) exactly coincides with Eq. (4.14). Therefore, the
array arm factors 〈γj〉 can also be calculated by properly normalizing the individual
phase terms given by Eq. (4.15), which explicitly represent the required phase
diﬀerence in the jth array arm to switch the optical signal from k to k′ at the output
plane deﬁned by P, as already explained. Considering Eqs. (4.28) and Eq. (4.15),
we can write for the jth arm:
∆Φ
(j)
k′k = (s
′ − s) γj 2pi
N
. (4.29)
The resulting γj factors are then completely determined by our choice of the
output WGs k and k′ which select wavelength channels s and s′, respectively. As
will be shown later, the length of the array arms does not linearly increase with
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the array WG number j due to the properties of the transfer phases between the
access WGs of MMI couplers. Moreover, there are several possible sets 〈γj〉 that
provide wavelength dispersion at the output plane of the device, so it is therefore
important to search for the optimum set which minimizes the dimensions of the
device, and ensures the best possible spectral response. The calculation of the
array arm factors can be summarized as follows:
Step 1: Choice of k and k′ which select wavelength channels s and s′,
respectively. For simplicity, we take s = 0 and s′ = +1. We now may further
assume that the design wavelength s = 0 is selected by the output port k for
a given input port i, while s′ = +1 is selected by k′ 6= k. Other values of k
and k′ are also possible for s = 0 and s′ = +1, but will lead to diﬀerent sets
〈γj〉.
Step 2: With k and k′ 6= k ﬁxed, Eq. (4.29) can be rewritten as:
γj =
N
2pi (s′ − s)∆Φ
(j)
k′k for j = 1, ...,N. (4.30)
A set of N phase shifts 〈∆Φ(1)k′k, ...,∆Φ(N)k′k 〉 is obtained. The array arm fac-
tors are calculated by normalizing these phases by N/2pi(s′ − s). Without
loss of generality, we choose γjref = 0, where γjref is the array arm factor
corresponding to the reference arm. Therefore, we subtract the phase shift
term corresponding to j = jref , ∆Φ
jref
k′k, from the calculated set of phases.
The diﬀerent sets 〈γj〉 for a given combination of k and k′ can be found by
alternatively repeating the calculation for jref = 1, ...,N.
The resulting γj factors are integers (γj ∈ Z) which may have negative values.
For simplicity, we can choose the reference arm to be the shortest arm of the
device. In this case, it is important to obtain array arm factors which are
positive, so that they can be employed to design a realistic multiplexer. In
order to enhance the physical meaning of the array arm factors, only the ﬁrst
term in brackets in Eq. (4.25) has been considered. However, it should be
noted that subtracting ∆Φjrefk′k from the calculated set of phases is identical
to taking also the second term in brackets with j2 = jref in Eq. (4.25).
Step 3: In order to have positive γj factors, we can take advantage of the
periodicity of the spectral response by adding an integer multiple of 2pi to
∆Φ
(j)
k′k in Eq. (4.30). Consequently, we can deﬁne a new set 〈αj〉 of array
arm factors:
αj =
N
2pi (s′ − s)
(
∆Φ
(j)
k′k −∆Φ(jref )k′k + 2piξj
)
for j = 1, ...,N. (4.31)
for jref , k, and k′ ﬁxed, and j = 1, ...,N, where ξj = 0, 1, 2, 3, ... are integers
which must be chosen so that αj > 0 and:
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(
∆Φ
(j=a)
k′k −∆Φ(jref )k′k
)
>
(
∆Φ
(j=b)
k′k −∆Φ(jref )k′k
)
if
{ a > b ≥ jref
or
a < b ≤ jref ,
(4.32)
where a,b ∈ [1,N] refer to two arbitrary array arms. Evaluating Eq. (4.31)
for j = 1, ...,N, we can ﬁnd every αj in the set. At this point, it can also be
seen that the calculated αj factors do not necessarily increase linearly with
the array arm number j, as we previously stated. Finally, we can calculate
every possible set 〈αj〉 for k and k′ ﬁxed by alternatively repeating the process
for jref = 1, ...,N.
Therefore, the length of the jth arm given by Eq. (4.26) can be written for a
realistic device as:
`j = `0 + αj∆` (4.33)
As an example, we now calculate one set of αj factors corresponding to a device
with N = 5. We choose, for instance, k = 1 and k′ = 5, although the procedure
is similar for the rest of k and k′. With this choice of k and k′, the array arm
factors αj can be calculated by manipulating phase shifts of the form (t
〈4〉
j5 − t〈4〉j1 )
(see Fig. 4.1).
Step 1: Choice of k and k′, which select the wavelength channels s and
s′, respectively, for a given input port i. For instance, we choose k = 1 and
k′ = 5, which select the wavelength channels s = 0 and s = 1, respectively.
The procedure is similar for the rest of k and k′.
Step 2: With ∆Φ(j)51 =
(
t
〈4〉
j5 − t〈4〉j1
)
, where P = N− 1 = 4, we obtain the
following set 〈γj〉:
〈γ1, γ2, γ3, γ4, γ5〉 = 5
2pi
〈
−6pi
5
,−2pi
5
, 0,
2pi
5
,
6pi
5
〉
.
We choose, for instance, jref = 2 as the reference arm. Therefore, we must
subtract ∆Φ(2)51 = −2pi/5 from the calculated set 〈∆Φ(1)51 , ...,∆Φ(5)51 〉:
〈γ1, γ2, γ3, γ4, γ5〉 − 5
2pi
∆Φ
(2)
51 =
5
2pi
〈
−4pi
5
, 0,
2pi
5
,
4pi
5
,
8pi
5
〉
.
Step 3: Calculation of the αj factors according to Eq. (4.31). The inte-
gers ξj must now be chosen so that Condition (4.32) is veriﬁed and αj > 0.
For this purpose, it can be seen that it is suﬃcient to take ξ1 = 1, with
ξ2 = ξ3 = ξ4 = ξ5 = 0. In this way, the optimum 〈αj〉 corresponding to k = 1,
k′ = 5, and jref = 2 are:
〈α1, α2, α3, α4, α5〉 = 5
2pi
〈
6pi
5
, 0,
2pi
5
,
4pi
5
,
8pi
5
〉
= 〈3, 0, 1, 2, 4〉 .
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This set 〈αj〉 can now be employed to design a realistic device. The rest
of possible sets 〈αj〉 for k = 1 and k′ = 5 can be obtained by alternatively
repeating the calculation process for jref = 1, 3, 4, and 5.
The calculated 〈αj〉 provide a simple and powerful comprehension of the rel-
ative phase relations that need to be introduced between the array arms so that
wavelength dispersion is provided at the output plane of the device [38]. In order
to implement the calculated 〈αj〉 in realistic devices with a certain refractive in-
dex proﬁle, it is useful to calculate the length diﬀerence ∆` that induces a phase
shift of 2pi/N between two adjacent wavelength channels as a function of the spec-
tral channel separation ∆λ, and the number N of access WGs. In this way, the
phase shift induced by the length diﬀerence ∆` between two adjacent wavelength
channels λ0 and λ0 + ∆λ can be written as:
2pi∆`
[
n0eff
λ0
− neff (λ0 + ∆λ)
λ0 + ∆λ
]
=
2pi
N
, (4.34)
where n0eff is, as deﬁned before, the eﬀective refractive index at the design wave-
length λ0, and neff(λ0 + ∆λ) is the eﬀective refractive index at the wavelength
λ0 + ∆λ. Rewriting neff(λ0 + ∆λ) = n0eff + ∆λ(dneff/dλ), with dneff/dλ the deriva-
tive of the eﬀective refractive index with respect to λ, we obtain after some ma-
nipulation [38]:
∆` =
λ0 (λ0 + ∆λ)
N∆λ [n0eff − λ0 (dneff/dλ)]
. (4.35)
which exactly determines the required length diﬀerence as a function of the spec-
tral channel separation ∆λ, and the number N of access WGs. Although all the
possible sets 〈αj〉 calculated through Eq. (4.31) provide wavelength dispersion at
the output plane of the device, the best possible spectral response will come from
the set containing the minimum αmaxj , being α
max
j the largest αj in each set of solu-
tions [38]. Thus, it is desirable to choose the minimum ξj factors in Eq. (4.31) which
fulﬁll Condition (4.32). As we have seen, we can infer all the information about
the wavelength channel assignment of the multiplexer from Eq. (4.28). Performing
the modular arithmetic operation on both sides of the equality in Eq. (4.28) we
obtain:
[(s− s′) (γj1 − γj2)] mod N =
[(
N
2pi
)
∆φkk
′
(j1j2)
]
mod N (4.36)
where the purpose of the mod operator is to make the range in which s′ is de-
ﬁned compatible with the output ports k′ numbering. Assuming that the design
wavelength of the multiplexer s = 0 is focused to the output WG k, and taking for
simplicity j1 = jref and j2 6= jref (we can set, for example, j2 = jref + 1), the zeroes
of Eq. (4.36) of the form (k′, s′) entirely deﬁne the wavelength routing properties
of the multiplexer.
The transmission properties of the WDM devices are slightly diﬀerent depend-
ing on the number N of access WGs. Figure 4.5(a) shows the simulated spectral
response of a 5× 5 MMI-based WDM device taking P = 4, and jref = 2 as the
reference arm. The calculated array arm factors which meet Eq. (4.23) for a
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given wavelength s are 〈α1, ..., α5〉 = 〈3, 0, 1, 2, 4〉, where αmaxj = 4, assuming that
the wavelength channels s = 0 and s = 1 are selected by the output WGs k = 1
and k′ = 5, respectively, for an input WG i. It can be seen from the calcula-
tions that this occurs for i = 1, which was chosen as the input WG in Fig. 4.5(a)
to highlight our previous statement that the choice of k and k′ determines the
〈αj〉 and thus, the wavelength assignment. The transmission was calculated by
substituting Eq. (4.28) into Eqs. (4.23) and (4.24), and by continuously varying
the normalized wavelength s. An intensity maximum is clearly visible at each
output WG k for the diﬀerent wavelength channels λs, corresponding to integer
values of s. The calculated maximum sidelobe levels are −12.04 dB with respect
to the mainlobe maxima, and the mainlobe width at −3 dB is ∼ 0.90(λs+1 − λs).
At −20 dB, the window around each pass wavelength λs in which there is no
crosstalk from other wavelength channels has a width ∼ 0.18(λs+1 − λs). The
complete set of passive wavelength assignment possibilities for this device is shown
in Table 4.9 (upper panel), which perfectly matches the simulated results shown
in Fig. 4.5(a). Figure 4.5(b) shows the simulated spectral response of a 5× 5
MMI-based WDM device taking P = 4 and jref = 2 as the reference arm. In this
case, the array arm factors which meet Eq. (4.23) for a given wavelength s are
〈α1, ..., α5〉 = 〈2, 0, 4, 8, 11〉, where αmaxj = 11, which were calculated assuming that
the output WGs k = 2 and k′ = 5 select the wavelength channels s = 0 and s = 1,
respectively, for a given input WG i. This occurs for i = 1, which was taken as the
input WG, as can be appreciated in Fig. 4.5(b). The calculated maximum sidelobe
levels are −3.19 dB with respect to the mainlobe maxima, and the mainlobe width
at −3 dB is ∼ 0.317(λs+1 − λs). At −20 dB, the window around each pass wave-
length λs in which there is no crosstalk from other wavelength channels has a width
∼ 0.059(λs+1 − λs). It can be seen that this region of reduced crosstalk around
each pass wavelength λs is narrower than in the previously discussed 5× 5 device.
As already explained, the spectral response of the devices becomes worse as αmaxj
increases, so that the transmission properties will in general be more sensitive to
the fabrication process. Therefore, it is desirable to choose the reference arm jref
Figure 4.5: Spectral response for input WG i = 1 corresponding to an ideal 5× 5
WDM device with 〈α1, ..., α5〉 = 〈3, 0, 1, 2, 4〉 (a), and 〈α1, ..., α5〉 = 〈2, 0, 4, 8, 11〉 (b).
The response associated to other input WGs has a similar transmission pattern.
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Figure 4.6: Spectral response corresponding to an ideal 6× 6 WDM device
with 〈α1, ..., α6〉 = 〈5, 4, 0, 3, 7, 8〉 (a), and to an ideal 7× 7 WDM device with
〈α1, ..., α7〉 = 〈4, 0, 1, 3, 5, 6, 9〉 (b). In both cases, i = 4 was chosen as the input WG.
The response associated to other input WGs has a similar transmission pattern.
giving a set of integers 〈αj〉 with the smallest αmaxj in order to obtain wider main-
lobes and therefore, a wider region of low crosstalk level which can make the device
less sensitive to the fabrication process. As can be seen in Figs. 4.5(a) and (b),
the devices act as cross-couplers for s = 1. Therefore, the phase terms due to the
propagation in the array arms were chosen 2piαj(1− s)/N during the calculation
to account for this feature. Additionally, the simulated response of the optimum
case for a 6× 6 WDM device is shown in Fig. 4.6(a), where P = 5, jref = 3, and
〈α1, ..., α6〉 = 〈5, 4, 0, 3, 7, 8〉, with αmaxj = 8. The 〈αj〉 were calculated assuming
that the wavelength channels s = 0 and s = 1 are selected by the output ports
k = 3 and k′ = 1, respectively, for a given input port i. In this case, this occurs for
i = 4, which was chosen as the input WG in the calculation in Fig. 4.6(a). Here,
it can also be seen that the device acts as a cross-coupler for s = 0. Thus, the
phase terms due to the propagation in the array arms of the device were chosen
2piαjs/N during the calculation to account for this behavior. It should also be
noted that, due to the symmetry of the device, both s = −3 and 3 are selected by
the same output WG k = 4 for i = 4. In the same way, the optimum case for a
7× 7 WDM device is shown in Fig. 4.6(b), where 〈α1, ..., α7〉 = 〈4, 0, 1, 3, 5, 6, 9〉,
with αmaxj = 9. In this case, the 〈αj〉 were calculated taking k = 2 and k′ = 5, for
s = 0 and s = 1, respectively, and jref = 2 in Eq. (4.31) for a given input port i.
On this occasion, this occurs for i = 4. Additionally, it can also be appreciated
from Fig. 4.6(b) that the device acts as a cross-coupler for s = 2 and therefore, the
phase term due to the propagation in the array arms of the device were chosen
2piαj(2− s)/N during the calculation.
4.3.2 Tuning the response of phased-array WDM devices
As in the previously discussed colorless reconﬁgurable routers, the preset wave-
length assignment of the multiplexer can be modiﬁed if additional phases are in-
troduced in the array arms. Combining Eqs. (4.28 and 4.23), the phase match
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condition for a wavelength s can be written as:
(ϕij1 − ϕij2)MMIC1 + s (αj1 − αj2)
2pi
N
+
(
t
〈N−1〉
j1k
− t〈N−1〉j2k
)MMIC2
= 2npi (4.37)
Identically, the same wavelength s will be delivered to a diﬀerent output WG
k′ if an additional phase shift δΦj, as given by Eq. (4.18), is introduced in the
arms. In this way, Eq. (4.37) can be rewritten as:
(ϕij1 − ϕij2)MMIC1 + s (αj1 − αj2)
2pi
N
+ (κj1 − κj2) ΛδΦ0+
+
(
t
〈N−1〉
j1k′ − t
〈N−1〉
j2k′
)MMIC2
= 2npi
(4.38)
From Eqs. (4.37) and (4.38), it can be seen that the phase shift that needs to be
introduced between two arbitrary arms j1 and j2 exactly coincides with Eq. (4.21).
This means that the allocation of the wavelength channels as a function of Λ can
be fully calculated by substituting the calculated static wavelength assignment
into Eq. (4.22). From Eq. (4.38), it can be clearly seen that the same wavelength
s can be delivered to diﬀerent output WGs for phase shifts δΦj diﬀering by integer
values of Λ.
Figure 4.7(a) shows the modulated response of the 5× 5 MMI-based WDM
device depicted in Fig. 4.5(a), where 〈α1, ..., α5〉 = 〈3, 0, 1, 2, 4〉, calculated as a
function of the induced phase shift ∆ΦReconf taking i = 1 as the input WG. A 〈κj〉
distribution corresponding to S ′1 has been assumed for the calculation, where we
only track the wavelength component s = 1. The design ensures that the wave-
length channel which corresponds to s = 1 follows the route (i, k) = (1, 5) when no
additional phase shifts are applied to the arms. When the applied power leads to
an induced phase shift δΦ ' +2.51 rad (corresponding to Λ = +1), the light can
be directed from the preset channel k = 5, to the adjacent channel k = 4. For an
opposite induced phase shift δΦ ' −2.51 rad (corresponding to Λ = −1), the light
is then directed from k = 5 to k = 3. By increasing the power in order to reach
±δΦ ' ±5.026 rad (which corresponds to Λ = ±2), the light can now be selected
by the output WGs k = 2 and 1.If the device is modulated with a SAW, all out-
put WGs become available for s = 1 along one SAW cycle. Figure 4.7(b) shows
the time dependent transmission traces of the previously discussed 5× 5 WDM
device corresponding to S ′1, calculated for s = 1, Λ = ±2, and i = 1 as the input
WG, assuming a sinusoidal change in the eﬀective refractive index as given by
Eq. (4.4). The time traces have been vertically displaced for a better appreciation
of the relative phase between them. t = 0 was chosen to coincide with an instant in
which the light is selected by the preset output WG k = 5. During the ﬁrst quarter
of the period, the light goes successively through the channels k = 5, 4, and 2, as
δΦ increases from 0 to the maximum. Then, for 0.25T < t < 0.5T the assignment
reverses, going through k = 2, 4, and 5, as δΦ approaches zero. For the second
half of the cycle, when δΦ is negative, the dynamic allocation of the channels obey
the following sequence: k = 5, 3, 1, 3, 5. Table 4.9 shows the complete wavelength
4.3 Reconﬁgurable phased-array WDM devices 65
Figure 4.7: (a) Modulated response of a 5× 5 WDM device with array arm factors
〈α1, ..., α5〉 = 〈3, 0, 1, 2, 4〉 and 〈κj〉 factors corresponding to S ′1, as a function of ∆ΦReconf
for s = 1. (b) Time dependent transmission traces of the same 5× 5 WDM device
corresponding to S ′1, calculated for s = 1 and Λ = ±2, assuming a sinusoidal change
in the eﬀective refractive index. In both calculations, i = 1 was chosen as the input WG.
assignment of the multiplexer as a function of Λ, calculated by substituting the
static wavelength assignment into Eq. (4.22). It can be clearly seen that switching
from one main set of 〈κj〉 to other corresponds to incrementing δΦ by a diﬀerent
integer multiple [63]. Therefore, the same wavelength assignment can be obtained
for both S ′ and S ′′ for phase shifts δΦ diﬀering by an integer multiple, as we
previously stated. Here, the connection between both sets of solutions can be fully
appreciated.
In the same way, Fig. 4.8(a) shows the modulated response of the 6× 6 MMI-
based WDM device depicted in Fig. 4.6(a), where 〈α1, ..., α6〉 = 〈5, 4, 0, 3, 7, 8〉,
calculated as a function of the induced phase shift ∆ΦReconf for i = 4. In the
calculation, a 〈κj〉 distribution corresponding to S1 is assumed. Again, only the
traces corresponding to the wavelength component s = 1 are shown. When no
additional phase shifts are applied to the arms, the wavelength channel which
corresponds to s = 1 follows the route (i, k) = (4, 1). When the applied power
leads to an induced phase shift δΦ ' +2.62 rad (which corresponds to Λ = +1), the
light can be directed from the preset channel k = 1, to the adjacent channel k = 3.
For an opposite induced phase shift δΦ ' −2.62 rad (corresponding to Λ = −1),
the light is then directed from k = 1 to k = 2. By increasing the power in order
to reach ±δΦ ' ±5.24 rad (which corresponds to Λ = ±2), the light can now be
selected by the output WGs k = 5 and 4. If the applied power is further increased
so as to reach ±δΦ ' ±7.85 rad (which corresponds to Λ = ±3), the light can be
selected by k = 6. In acoustically-driven devices, all output WGs become available
for s = 1 along one SAW cycle. As in the passive device shown in Fig. 4.6(a), it
is important to note that due to the symmetry of the device, the same output
port k = 6 selects the wavelength channels s = 3 and − 3 for Λ = +3 and −3,
respectively. Figure 4.8(b) shows the time dependent transmission traces of the
previously discussed 6× 6 WDM device corresponding to S1, calculated for s = 1,
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Λ = ±3, and i = 4 as the input WG. In the calculation, a sinusoidal change in the
eﬀective refractive index as given by Eq. (4.4) has been assumed. t = 0 was chosen
to coincide with an instant in which the light is selected by the preset output
WG k = 1. During the ﬁrst quarter of the period, the light goes successively
through the channels k = 1, 3, 5, and 6, as δΦ increases from 0 to the maximum.
Afterwards, for 0.25T < t < 0.5T the assignment reverses as δΦ goes towards zero,
going through k = 6, 5, 3, and 1. For the second half of the cycle, when δΦ is
negative, the dynamic allocation of the channels obey the following sequence:
k = 1, 2, 4, 6, 4, 2, 1. Table 4.10 shows the complete wavelength assignment of the
multiplexer as a function of Λ. In contrast to the previously discussed 5× 5 device,
the channel assignment corresponding to the unique main set of solutions S is
shown.
Finally, the modulated response of the 7× 7 WDM device shown in Fig. 4.6(b),
where 〈α1, ..., α7〉 = 〈4, 0, 1, 3, 5, 6, 9〉, can be seen in Fig. 4.9(a) as a function of
the induced phase shift ∆ΦReconf for i = 4. A 〈κj〉 distribution corresponding to
Table 4.9: Wavelength assignment of a ﬁve-channel WDM device in which
〈α1, ..., α5〉 = 〈3, 0, 1, 2, 4〉 and P = 4, calculated for S ′ and S ′′ , for the passive device
(upper table), and diﬀerent values of Λ. The same wavelength assignment is obtained for
both sets of solutions, incrementing the eﬀective index change by a diﬀerent Λ. In this
case, the device was designed so that s = 1 follows the route (i, k) = (1, 5).
S′(Λ=0) = S′′(Λ=0)
Output (k)
Input (i) 1 2 3 4 5
1 λ0 λ2 λ−2 λ−1 λ1
2 λ2 λ−1 λ0 λ1 λ−2
3 λ−2 λ0 λ1 λ2 λ−1
4 λ−1 λ1 λ2 λ−2 λ0
5 λ1 λ−2 λ−1 λ0 λ2
S′(Λ=−2) = S′′(Λ=−1)
Output (k)
Input (i) 1 2 3 4 5
1 λ1 λ−2 λ−1 λ0 λ2
2 λ−2 λ0 λ1 λ2 λ−1
3 λ−1 λ1 λ2 λ−2 λ0
4 λ0 λ2 λ−2 λ−1 λ1
5 λ2 λ−1 λ0 λ1 λ−2
S′(Λ=−1) = S′′(Λ=2)
Output (k)
Input (i) 1 2 3 4 5
1 λ−2 λ0 λ1 λ2 λ−1
2 λ0 λ2 λ−2 λ−1 λ1
3 λ1 λ−2 λ−1 λ0 λ2
4 λ2 λ−1 λ0 λ1 λ−2
5 λ−1 λ1 λ2 λ−2 λ0
S′(Λ=1) = S′′(Λ=−2)
Output (k)
Input (i) 1 2 3 4 5
1 λ2 λ−1 λ0 λ1 λ−2
2 λ−1 λ1 λ2 λ−2 λ0
3 λ0 λ2 λ−2 λ−1 λ1
4 λ1 λ−2 λ−1 λ0 λ2
5 λ−2 λ0 λ1 λ2 λ−1
S′(Λ=2) = S′′(Λ=1)
Output (k)
Input (i) 1 2 3 4 5
1 λ−1 λ1 λ2 λ−2 λ0
2 λ1 λ−2 λ−1 λ0 λ2
3 λ2 λ−1 λ0 λ1 λ−2
4 λ−2 λ0 λ1 λ2 λ−1
5 λ0 λ2 λ−2 λ−1 λ1
4.3 Reconﬁgurable phased-array WDM devices 67
S ′1 is assumed in the calculation. Again, only the wavelength component s = 1 is
tracked. When no additional phase shifts are applied to the arms, the wavelength
channel s = 1 follows the route (i, k) = (4, 5). When the applied power leads to
an induced phase shift δΦ ' +2.69 rad (which corresponds to Λ = +1), the light
can be directed from the preset channel k = 5, to the adjacent channel k = 3. For
an opposite induced phase shift δΦ ' −2.69 rad (corresponding to Λ = −1), the
light is then directed from k = 5 to k = 7. By increasing the power so as to reach
±δΦ ' ±5.39 rad (which approximately corresponds to Λ = ±2), the light can
now be selected by the output WGs k = 1 and 6. If the applied power is increased
Figure 4.8: (a) Modulated response of a 6× 6 WDM device with array arm factors
〈α1, ..., α6〉 = 〈5, 4, 0, 3, 7, 8〉 and κj factors corresponding to S1, as a function of ∆ΦReconf
for s = 1. (b) Time dependent transmission traces of the same 6× 6 WDM device cor-
responding to S3, calculated for s = 1 and Λ = ±3, assuming a sinusoidal change in the
eﬀective refractive index. In both calculations, i = 4 was chosen as the input WG.
Figure 4.9: (a) Modulated response of a 7× 7 WDM device with array arm factors
〈α1, ..., α7〉 = 〈4, 0, 1, 3, 5, 6, 9〉 and 〈κj〉 factors corresponding to S ′1, as a function of
∆ΦReconf for s = 1. (b) Time dependent transmission traces of the same 7× 7 WDM de-
vice corresponding to S ′1, calculated for s = 1 and Λ = ±3, assuming a sinusoidal change
in the eﬀective refractive index. In both calculations, i = 4 was chosen as the input WG.
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to reach ±δΦ ' ±8.08 rad (which corresponds to Λ = ±3), s = 1 can be directed
to k = 2 and 4, respectively. Additionally, Fig. 4.9(b) shows the time dependent
transmission traces of the previously discussed 7× 7 WDM device corresponding
to S ′1, calculated for s = 1, Λ = ±3, and i = 4 as the input WG. Again, a sinusoidal
change in the eﬀective refractive index as given by Eq. (4.4) was assumed during
the calculation. t = 0 was chosen to coincide with an instant in which the light is
selected by the preset output WG k = 5. During the ﬁrst quarter of the period,
the light goes consecutively through the channels k = 5, 3, 1, and 2, as δΦ increases
from 0 to the maximum. Later, for 0.25T < t < 0.5T the assignment reverses as
δΦ moves towards zero, going through k = 2, 1, 3 and 5. For the second half of
the cycle, when δΦ is negative, the dynamic allocation of the channels obey the
following sequence: k = 5, 7, 6, 4, 6, 7, 5. The complete wavelength assignment of
the multiplexer as a function of Λ is shown in Table 4.11. As expected for N odd,
the behavior is very similar to the previously discussed 5× 5 WDM device. In
this case, the same wavelength assignment can be obtained for S ′, S ′′, and S ′′′ for
phase shifts δΦ diﬀering by an integer multiple, and the connection between the
three main sets of solutions can be fully appreciated.
4.4 Device layout
Figure 4.10 shows two possible layouts for an acoustically driven router with
N access WGs. The modulated region of the device is deﬁned, in each case, by the
aperture ` of the IDTs. We can consider a general layout in which the length of the
WGs in the array is the sum of bs straight WG sections of length `
(q)
sj , connected
by bc arc bends of diﬀerent radii Rj and length `
(q)
cj . This combination of curved
and straight WGs can be used to reduce the dimensions of the devices in some
applications.
In thermo-optic devices where the modulated WGs are individually addressed
[46, 48, 99] for instance, it is generally desirable to keep the modulated section of
the WGs as separated as possible to prevent the diﬀusion of heat between adjacent
WGs. Other devices, such as the acoustically driven devices that will be discussed
in the next chapter [59,62,63], can only be properly tuned if the spacing between
the modulated sections of adjacent WGs is appropriately chosen. In these devices,
the values of the coeﬃcients 〈κj〉, which were discussed in Subsection 4.2.2, are
determined in practice by the relative spatial separation between the modulated
WGs, since each WG will experience an acoustic phase shift and amplitude which
is determined by their positions with respect to the SAW proﬁle. A central point
regarding the SAW modulation of the devices is that the correct positioning of
each of the arms in the array within the SAW proﬁle obliges an unequal spacing
separation of the WGs for N > 3. Therefore, the calculation of the phase-match
conditions in a real device has also to take into account the phase shifts intro-
duced by the curved structures required to bring the WGs from the equal spacing
separation at the output of the MMI couplers to the spatial separation that pro-
vides the necessary 〈κj〉 coeﬃcients. In both cases, the using of curved WGs in the
array arms can bring the modulated WGs from the equal spacing at the exit of the
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Table 4.10: Wavelength assignment of a six-channel WDM device in which
〈α1, ..., α6〉 = 〈5, 4, 0, 3, 7, 8〉 and P = 5, calculated for the unique set of solutions S , for
the passive device (upper table), and diﬀerent values of Λ. In this case, the device was
designed so that s = 1 follows the route (i, k) = (1, 5).
S(Λ=0)
Output(k)
Input (i) 1 2 3 4 5 6
1 λ±3 λ−2 λ2 λ−1 λ1 λ0
2 λ2 λ±3 λ1 λ−2 λ0 λ−1
3 λ−2 λ−1 λ±3 λ0 λ2 λ1
4 λ1 λ2 λ0 λ±3 λ−1 λ−2
5 λ−1 λ0 λ−2 λ1 λ±3 λ2
6 λ0 λ1 λ−1 λ2 λ−2 λ±3
S(Λ=−3)
Output(k)
Input (i) 1 2 3 4 5 6
1 λ0 λ1 λ−1 λ2 λ−2 λ±3
2 λ−1 λ0 λ−2 λ1 λ±3 λ2
3 λ1 λ2 λ0 λ±3 λ−1 λ−2
4 λ−2 λ−1 λ±3 λ0 λ2 λ1
5 λ2 λ±3 λ1 λ−2 λ0 λ−1
6 λ±3 λ−2 λ2 λ−1 λ1 λ0
S(Λ=−2)
Output(k)
Input (i) 1 2 3 4 5 6
1 λ1 λ2 λ0 λ±3 λ−1 λ−2
2 λ0 λ1 λ−1 λ2 λ−2 λ±3
3 λ2 λ±3 λ1 λ−2 λ0 λ−1
4 λ−1 λ0 λ−2 λ1 λ±3 λ2
5 λ±3 λ−2 λ2 λ−1 λ1 λ0
6 λ−2 λ−1 λ±3 λ0 λ2 λ1
S(Λ=−1)
Output(k)
Input (i) 1 2 3 4 5 6
1 λ2 λ±3 λ1 λ−2 λ0 λ−1
2 λ1 λ2 λ0 λ±3 λ−1 λ−2
3 λ±3 λ−2 λ2 λ−1 λ1 λ0
4 λ0 λ1 λ−1 λ2 λ−2 λ±3
5 λ−2 λ−1 λ±3 λ0 λ2 λ1
6 λ−1 λ0 λ−2 λ1 λ±3 λ2
S(Λ=1)
Output(k)
Input (i) 1 2 3 4 5 6
1 λ−2 λ−1 λ±3 λ0 λ2 λ1
2 λ±3 λ−2 λ2 λ−1 λ1 λ0
3 λ−1 λ0 λ−2 λ1 λ±3 λ2
4 λ2 λ±3 λ1 λ−2 λ0 λ−1
5 λ0 λ1 λ−1 λ2 λ−2 λ±3
6 λ1 λ2 λ0 λ±3 λ−1 λ−2
S(Λ=2)
Output(k)
Input (i) 1 2 3 4 5 6
1 λ−1 λ0 λ−2 λ1 λ±3 λ2
2 λ−2 λ−1 λ±3 λ0 λ2 λ1
3 λ0 λ1 λ−1 λ2 λ−2 λ±3
4 λ±3 λ−2 λ2 λ−1 λ1 λ0
5 λ1 λ2 λ0 λ±3 λ−1 λ−2
6 λ2 λ±3 λ1 λ−2 λ0 λ−1
S(Λ=3)
Output(k)
Input (i) 1 2 3 4 5 6
1 λ±3 λ−2 λ2 λ−1 λ1 λ0
2 λ2 λ±3 λ1 λ−2 λ0 λ−1
3 λ−2 λ−1 λ±3 λ0 λ2 λ1
4 λ1 λ2 λ0 λ±3 λ−1 λ−2
5 λ−1 λ0 λ−2 λ1 λ±3 λ2
6 λ0 λ1 λ−1 λ2 λ−2 λ±3
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Table 4.11: Wavelength assignment of a seven-channel WDM device in which
〈α1, ..., α7〉 = 〈4, 0, 1, 3, 5, 6, 9〉 and P = 6, calculated for S ′ , S ′′ , and S ′′′ for the passive
device (upper table), and diﬀerent values of Λ. The same wavelength assignment is ob-
tained for the three sets of solutions, incrementing the eﬀective index change by a diﬀerent
Λ. In this case, the device was designed so that s = 1 follows the route (i, k) = (1, 1).
S′(Λ=0) = S′′(Λ=0) = S′′′(Λ=0)
Output(k)
Input (i) 1 2 3 4 5 6 7
1 λ1 λ3 λ−1 λ−2 λ−3 λ0 λ2
2 λ3 λ−2 λ1 λ0 λ−1 λ2 λ−3
3 λ−1 λ1 λ−3 λ3 λ2 λ−2 λ0
4 λ−2 λ0 λ3 λ2 λ1 λ−3 λ−1
5 λ−3 λ−1 λ2 λ1 λ0 λ3 λ−2
6 λ0 λ2 λ−2 λ−3 λ3 λ−1 λ1
7 λ2 λ−3 λ0 λ−1 λ−2 λ1 λ3
S′(Λ=−3) = S′′(Λ=1) = S′′′(Λ=2)
Output(k)
Input (i) 1 2 3 4 5 6 7
1 λ0 λ2 λ−2 λ−3 λ3 λ−1 λ1
2 λ2 λ−3 λ0 λ−1 λ−2 λ1 λ3
3 λ−2 λ0 λ3 λ2 λ1 λ−3 λ−1
4 λ−3 λ−1 λ2 λ1 λ0 λ3 λ−2
5 λ3 λ−2 λ1 λ0 λ−1 λ2 λ−3
6 λ−1 λ1 λ−3 λ3 λ2 λ−2 λ0
7 λ1 λ3 λ−1 λ−2 λ−3 λ0 λ2
S′(Λ=−2) = S′′(Λ=−3) = S′′′(Λ=−1)
Output(k)
Input (i) 1 2 3 4 5 6 7
1 λ−2 λ0 λ3 λ2 λ1 λ−3 λ−1
2 λ0 λ2 λ−2 λ−3 λ3 λ−1 λ1
3 λ3 λ−2 λ1 λ0 λ−1 λ2 λ−3
4 λ2 λ−3 λ0 λ−1 λ−2 λ1 λ3
5 λ1 λ3 λ−1 λ−2 λ−3 λ0 λ2
6 λ−3 λ−1 λ2 λ1 λ0 λ3 λ−2
7 λ−1 λ1 λ−3 λ3 λ2 λ−2 λ0
S′(Λ=−1) = S′′(Λ=2) = S′′′(Λ=3)
Output(k)
Input (i) 1 2 3 4 5 6 7
1 λ3 λ−2 λ1 λ0 λ−1 λ2 λ−3
2 λ−2 λ0 λ3 λ2 λ1 λ−3 λ−1
3 λ1 λ3 λ−1 λ−2 λ−3 λ0 λ2
4 λ0 λ2 λ−2 λ−3 λ3 λ−1 λ1
5 λ−1 λ1 λ−3 λ3 λ2 λ−2 λ0
6 λ2 λ−3 λ0 λ−1 λ−2 λ1 λ3
7 λ−3 λ−1 λ2 λ1 λ0 λ3 λ−2
S′(Λ=1) = S′′(Λ=−2) = S′′′(Λ=−3)
Output(k)
Input (i) 1 2 3 4 5 6 7
1 λ−1 λ1 λ−3 λ3 λ2 λ−2 λ0
2 λ1 λ3 λ−1 λ−2 λ−3 λ0 λ2
3 λ−3 λ−1 λ2 λ1 λ0 λ3 λ−2
4 λ3 λ−2 λ1 λ0 λ−1 λ2 λ−3
5 λ2 λ−3 λ0 λ−1 λ−2 λ1 λ3
6 λ−2 λ0 λ3 λ2 λ1 λ−3 λ−1
7 λ0 λ2 λ−2 λ−3 λ3 λ−1 λ1
S′(Λ=2) = S′′(Λ=3) = S′′′(Λ=1)
Output(k)
Input (i) 1 2 3 4 5 6 7
1 λ−3 λ−1 λ2 λ1 λ0 λ3 λ−2
2 λ−1 λ1 λ−3 λ3 λ2 λ−2 λ0
3 λ2 λ−3 λ0 λ−1 λ−2 λ1 λ3
4 λ1 λ3 λ−1 λ−2 λ−3 λ0 λ2
5 λ0 λ2 λ−2 λ−3 λ3 λ−1 λ1
6 λ3 λ−2 λ1 λ0 λ−1 λ2 λ−3
7 λ−2 λ0 λ3 λ2 λ1 λ−3 λ−1
S′(Λ=3) = S′′(Λ=1) = S′′′(Λ=−2)
Output(k)
Input (i) 1 2 3 4 5 6 7
1 λ2 λ−3 λ0 λ−1 λ−2 λ1 λ3
2 λ−3 λ−1 λ2 λ1 λ0 λ3 λ−2
3 λ0 λ2 λ−2 λ−3 λ3 λ−1 λ1
4 λ−1 λ1 λ−3 λ3 λ2 λ−2 λ0
5 λ−2 λ0 λ3 λ2 λ1 λ−3 λ−1
6 λ1 λ3 λ−1 λ−2 λ−3 λ0 λ2
7 λ3 λ−2 λ1 λ0 λ−1 λ2 λ−3
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Figure 4.10: Two possible layouts for the proposed reconﬁgurable routers. The
proposed devices comprise two MMI couplers of lengths LMMIC1 = 3Lpi/N and
LMMIC2 = 3(N− 1)Lpi/N, respectively, with N input and output WGs (ICs and OCs),
linked by an array of N single-mode WGs. The array arms comprise bs straight WG
sections and bc curved sections of lengths `
(q)
s and `
(q)
c , respectively. Two IDTs generate a
standing SAW which provides the additional phases δΦj to reconﬁgure the response of the
routers. The devices can be operated bidirectionally. The reference arm is chosen to be
diﬀerent from 1 or N (i.e., jref 6= 1,N) in (a), and jref = 1 or N in (b), respectively. In the
case of WDM devices which provide wavelength dispersion, the best spectral response
comes from the layout containing the minimum αmaxj . In this case, the size and the
spectral response cannot necessarily be simultaneously optimized.
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MMI couplers to the proper separation so that the width of the MMI couplers is
minimized, with the result of more compact devices. The optical phase diﬀerence
due to the propagation in the jth arm, δφj, can then be written as:
δφj =
2pi
λ
[
n0eff
bs∑
q=1
`(q)sj +
bc∑
q=1
n
(q)
eff (Rj) `
(q)
cj
]
, (4.39)
for j = 1, ...,N− 1, where n(q)eff (Rj) is the eﬀective refractive index in the curved
WG sections of length `(q)cj and bending radius Rj. In order to avoid undesirable
phase shifts which may destroy the interference in the second MMI coupler in
colorless devices, the lengths of the WGs in the array should be taken in such a
way that the relative phase diﬀerence between adjacent WGs equals zero or an
integer multiple of 2pi at the design wavelength of the device λ0. After a small
manipulation, this condition can be written as:
n0eff
bs∑
q=1
(
`(q)sj+1 − `(q)sj
)
+
bc∑
q=1
[
n
cj+1
eff (Rj+1) `
(q)
cj+1 − n
cj
eff (Rj) `
(q)
cj
]
= nλ0, (4.40)
for j = 1, ...,N− 1, and n = 0, 1, 2, ... an integer. Taking the same radii of cur-
vature for all the arcs connecting the straight sections of the arms, the phase
diﬀerence introduced in Eq. (4.40) due to the propagation in the curved WGs can
be omitted in the calculations, which greatly simpliﬁes the design of the devices.
Another possibility consists of assuming very large radii of curvature in the curved
WG sections, ncjeff (Rj →∞) ∼= n0eff . In this case, the complexity of the layout is
considerably reduced.
In phased-array WDM devices, the required relative length between the arms
to introduce wavelength dispersion must be considered. In this case, the proper
spacing between the modulated WGs with respect to the SAW nodes and antinodes
must be maintained, in a way that the relative length between adjacent arrayed
WGs also matches the previously calculated length increase given by Eq. (4.33).
Therefore, the length of the jth array arms must meet:
n0eff
bs∑
q=1
(
`(q)sj − `(q)sjref
)
+
bc∑
q=1
n
cj
eff (Rj)
(
`(q)cj − `(q)cjref
)
=
2pi
λ
n0effαj∆`, (4.41)
where `(q)sjref and `
(q)
cjref
are the length of the straight and curved sections of the arm
taken as reference. Again, the layout is considerably simpliﬁed if we take the same
radii of curvature for all the arcs, or if we assume very large radii of curvature in
the curved WG sections, ncjeff (Rj →∞) ∼= n0eff . In the latter case, Eq. (4.41) now
reads:
n0eff
[
bs∑
q=1
(
`(q)sj − `(q)sjref
)
+
bc∑
q=1
(Rj)
(
`(q)cj − `(q)cjref
)] ∼= 2pi
λ
n0effαj∆`. (4.42)
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In phase-array WDM devices, the choice of the reference (i.e., the shortest)
arm completely determines the spectral response of the devices. Figure 4.10(a)
shows a possible layout in which the reference arm is chosen to be diﬀerent from
1 or N (i.e., jref 6= 1,N). Though the resulting device is larger, the static spectral
response in a phase-array WDM device will be improved with respect to the more
compact layout depicted in Fig. 4.10(b), in which jref = 1 or N, as discussed in
Subsection 4.3.1. In this case, one must choose whether to optimize the size or
the spectral response of the devices. It should be noticed that Eq. (4.42) is only
approximately exact, but is suﬃcient for the reliable design of the devices whenever
n
cj
eff(Rj)
∼= n0eff .
In principle, acoustically driven routers or WDM devices with an arbitrary
number of modulated WGs are feasible. However, as the WGs have a non-zero
width, devices with a large number of WGs can be designed at the cost of increasing
λSAW in order to keep the refractive index modulation approximately constant
along each WG, which results in a slower time response. In the next chapter, the
experimental results corresponding to two MMIs-based SAW-driven devices with
two and three output WGs, respectively, are presented. In order to accomplish
shorter devices, a symmetric-interference MMI coupler with a single access WG
is used as a splitter. Moreover, SAW-driven phased-array WDM devices where
P = 1 are described in detail. For WDM applications only, shorter devices can
be accomplished by taking P = 1 in Eq. (3.29). In this case, small corrections
to the calculated αj need to be numerically calculated so that the phase match
conditions are satisﬁed at each output WG of the devices for the corresponding
λ [38,63]. Therefore, the new array arm factors (which are no longer integers) have
the form αj + δαj , where δαj ∈ R are the corrections introduced in the jth array
arm factor. In this way, the theoretical and experimental results corresponding to
ﬁve-access-WGs phased-array WDM devices built upon two MMI couplers of the
same coupling length are thoroughly described.

5 | Device design and measured
performance
In Chapter 4, a general theoretical overview of reconﬁgurable MMI-based light
routers was presented, and the situation where the applied phase shift varies
sinusoidally, as in SAW-driven devices, was carefully described. Moreover, the
particular case where wavelength dispersion is assumed at the arms of the routers
was also considered. In this way, compact expressions to calculate the dynamic
allocation of the wavelength channels when the devices are modulated were de-
rived. In this chapter, the simulated and experimental results corresponding to
two Mach-Zehnder interferometers built upon two MMI couplers with two and
three output WGs, respectively, are presented. In these devices, a symmetric-
interference MMI coupler with a single access WG is used as a splitter. Therefore,
the design and fabrication of very short and compact devices is enabled. Moreover,
a particular case of a MMI-based SAW-driven phased-array WDM device in which
P = 1 is demonstrated. All the devices were fabricated on an (Al,Ga)As platform.
In this chapter, a very detailed description of these devices is given, together with
an accurate review of the simulated and experimental results. The contents of this
chapter closely follows our work published in [6264].
5.1 Choice of technology: sample and device fabrication
The devices were fabricated by contact optical lithography at the Paul-Drude
Institute for Solid State Electronics (Berlin, Germany) on several samples grown
by molecular beam epitaxy on (001) GaAs wafers. The samples consist of a 300-
nm-thick GaAs ﬁlm forming the guiding layer, which is deposited on a 1500-nm-
thick Al0.2Ga0.8As buﬀer layer. Due to the small diﬀerence between the lattice
parameters of GaAs and AlAs (5.6533 Å and 5.6611 Å, respectively), their alloy
AlxGa1−xAs, where x stands for the Al concentration, is relatively easy to prepare
by epitaxial growth [113]. Additionally, an accurate change of the physical proper-
ties (i.e., lattice parameter, refractive index, etc.) of the resulting WGs is possible
through changes in the Al concentration. Therefore, this also allows a control
of the refractive index contrast in the processed WGs, which can be as high as
∼ 0.50 if x = 0.80, for λ = 910 nm. Moreover, GaAs presents a direct band gap
located at 1.424 eV at 300 K [90], corresponding to a wavelength of approximately
870 nm, which lies well within our detectors speciﬁcations. The direct band gap
also enables the processing of light emitting devices [114,115], detectors [115,116],
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or ampliﬁers [117] in a single material platform, so that fully integrated photonic
circuits can potentially be achieved. As GaAs and its alloys AlxGa1−xAs crystal-
lize in the zinc-blende structure, which lacks a center of inversion, they exhibit
piezoelectricity [113]. As already explained in Chapter 2, it is not possible to
electrically generate SAWs using IDTs for certain propagation directions in GaAs.
In this work, the devices were fabricated for SAW propagation along the [110]
direction, which has the highest electromechanical coupling factors for SAWs in
GaAs [73]. Additionally, rectangular chips can easily be cleaved from the (001)
wafers along the [110] plane, which is advantageous for the testing of the devices.
Although the GaAs piezoelectric properties are not outstanding [118], they are
suﬃcient for our purposes, and in general this material platform oﬀers a good
compromise between the optical properties in the processed WGs and the acoustic
properties of the material. Of course, this technology could be transferred to other
material platforms, such as silicon (Si). This material platform oﬀers a very high
refractive index contrast (∼ 2.0), which provides high conﬁnement and leads to
very compact devices [4]. Unfortunately, this material is not piezoelectric and the
excitation of SAWs requires the deposition of a piezoelectric thin ﬁlm, such as zinc
oxide (ZnO). This means an additional processing step which we wanted to avoid,
as the devices were designed as a proof of concepts. On the other hand, there are
other material platforms which are highly piezoelectric, such as lithium niobate
(LiNbO3). However, the fabricated WGs show a very low refractive index contrast,
complicating the fabrication of compact devices [119].These reasons, together with
the great expertise of the group at the Paul-Drude Institute in the growing and
processing of (Al,Ga)As, determined our choice of this material platform.
The modulators were fabricated in two steps, which are shown in Fig. 5.1. First,
Ti/Al/Ti IDTs were deposited using a lift-oﬀ process in a split-ﬁnger conﬁgura-
tion for eﬃcient SAW generation. The lift-oﬀ process is a widely used fabrication
technique for the creation of metallic interconnections on integrated circuits. It
avoids a direct etching of the wafer below, where the WGs will be processed later
by direct etching in a second fabrication step. This processing step is summarized
in Fig. 5.1(a). First, the (Al,Ga)As sample is prepared (i), and a layer of pho-
toresist is deposited by spin-coating (ii). In this way, a very homogeneous layer of
photoresist with a thickness of few microns is created. The wafer is then prebaked
to dry the excess of photoresist. Afterwards, a lithographic mask with an inverse
pattern is put in direct contact with the wafer, and exposed to an intense UV
light (iii). After the exposure, another bake is required to avoid the standing wave
eﬀect [120]. The UV light travels through the photoresist and, if the sample is
reﬂective, is reﬂected back through the photoresist. This reﬂected light interferes
with the incoming light, creating a standing wave pattern at diﬀerent depths of the
photoresist which can aﬀect the quality of the overall process. Now, the photore-
sist which has been exposed to light (this kind of photoresist is usually referred as
positive photoresist) can be removed by a speciﬁc solution called developer, and
an inverse pattern is created on the wafer (iv). After the developing, Ti/Al/Ti is
deposited on the whole surface of the wafer (v), covering also the regions in which
the photoresist remains after step (iv). Finally, the remaining resist is removed
with a solvent (usually acetone) which also removes the metal on top of the resist,
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Figure 5.1: (a) Processing steps for the Ti/Al/Ti IDTs: preparation of the wafer (i),
photoresist deposition (ii), IDTs lithographic mask, UV exposure, and patterning of the
photoresist layer creating an inverse pattern (iii), removal of the photoresist exposed
to UV light (iv), deposition of the Ti/Al/Ti metal layer (v), and lift-oﬀ to remove the
remaining photoresist (vi). (b) Processing steps for the (Ga,As)Al WGs: processed
wafer with IDTs (i), photoresist deposition (ii), WGs lithographic mask, UV exposure,
and patterning of the photoresist layer creating a direct pattern (iii), removal of the
photoresist exposed to UV light (iv), etching (v), and removal of the remaining photoresist
(vi). A more detailed description is given in the text.
bringing out the metallized IDTs. The IDTs were designed for a SAW wavelength
of λSAW = 5.6 µm [59, 62, 63] (corresponding to a resonance frequency of approx-
imately 520 MHz), with ﬁnger width and spacing of 700 nm. A second step of
plasma etching, which is summarized in Fig. 5.1(b), was employed to create the
ridge WGs of the devices. First, the wafer with the fabricated IDTs (i) is covered
with direct photoresist by spin-coating (ii), and then prebaked to dry the excess
of photoresist. Next, a lithographic mask with a direct pattern is put in direct
contact with the wafer, and exposed to an intense UV light (iii). As in the lift-
oﬀ process, another bake is required to avoid the standing wave eﬀect. Now, the
photoresist which has been exposed to light can be removed by the developer, and
an direct pattern is created on the wafer (iv). After this, the etching is performed
by a plasma (this is referred as dry etching [120]), which removes the top layers of
the wafer which are not protected by the photoresist, whereas the regions which
are covered remain protected (v). When the etching is concluded, the resist is
removed leaving the WGs etched (vi). The width of the WGs within the active
region was 900 nm (approximately ' λSAW/6), which is narrow enough to ensure
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a constant acoustic amplitude of modulation through the WG width [59, 62, 63],
and suﬃcient for reliable fabrication using contact optical lithography and etching
techniques. The length of the modulated WGs in the active region is 120 µm, as
determined by the IDT aperture.
5.2 Experimental setup
We have characterized the devices at the Material Science Institute of the
University of Valencia and the Paul-Drude Institute for Solid State Electronics,
respectively. Two diﬀerent experimental setups, which slightly diﬀered for colorless
or phased-array WDM devices, were employed. A schematic view of the most
general one, which was employed to measure the time response of the fabricated
phased-array WDM devices, can be seen in Fig. 5.2. By dropping the components
marked as optional (Opt.), the experimental setup reduces to the one employed for
the colorless devices. In both cases, the setups were located on optical tables with
a high damping factor in order to minimize vibrations and ensure the stability of
the optical components.
The devices were optically characterized by coupling light into the input WG
using a tapered optical ﬁber probe with a lensed tip. This lensed ﬁber is placed
so that the spot is focused at the cleaved facet of the input WG. As light source,
we used a superluminescent diode (SLD) with peak emission centered at 920 nm,
with a full width at half maximum of approximately 40 nm, as well as a tun-
able Ti:Sapphire laser pumped by a 532 nm diode laser. The ﬁber probe was
mounted on a piezoelectrically controlled X-Y-Z stage to allow for an accurate
positioning relative to the input WG edge. The transmitted light was reﬂected
by a right angle mirror facing the cleaved edge of the output WGs, collected by
a long working distance objective focused on the device edge, and coupled to an
optical ﬁber. In one case, a 20× long working distance objective was employed
in combination with a single-mode output ﬁber. Here, the objective magniﬁca-
tion, in combination with the single mode ﬁber, enabled the spatial selection of
the output WG to be measured. In the other case, a 200× long working distance
objective was used in combination with a multimode output ﬁber. The use of a
multimode ﬁber was possible due to the great objective magniﬁcation, and con-
siderably facilitated the coupling of the transmitted light to the output optical
ﬁber. The propagation of TE or TM modes was ﬁltered with a linear polarizer
(Pol.) placed before a beam splitter (Spl.), in such a way that half of the light was
measured by a monochromatic CMOS (Complementary Metal-Oxide Semiconduc-
tor) camera to continuously track the coupling, and the other half coupled to the
output optical ﬁber. The time resolved measurements were obtained using either
a Si avalanche photodiode (APD) with a time resolution of 500 ps, or a micro-
channel plate photomultiplier tube (MCP-PMT) with a time resolution of 300 ps.
The diﬀerent wavelength channels were spatially separated with a monochromator
(Spect.), and the spectral response of the devices was measured employing a very
sensitive CCD (Charged-Coupled Device) camera. For the colorless devices, which
have no wavelength dispersion, the monochromator was removed. In both cases,
the detector was synchronized with the RF signal driving the IDTs. In order to
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Figure 5.2: Experimental setup used to measure the time response of the phased-array
WDM devices. When the components marked as optional (Opt.) are removed, the
experimental setup is reduced to the one employed for the colorless devices. A microscope
objective with focal plane located at the edge of the sample collects the light from the
OWGs. A polarizer is used to ﬁlter the TE or the TM modes. An optical ﬁber placed at
the image plane selects the light from one of the OWGs. The detector is synchronized
with the RF signal that generates the SAWs. The diﬀerent wavelength channels devices
were spatially separated with a monochromator (Spect.), and the spectral response of
the devices was measured employing a very sensitive CCD (Charged-Coupled Device)
camera. During the characterization of the colorless devices, the monochromator was
removed. In order to obtain synchronization, the signal from the RF generator (RF gen.)
is sent to a splitter (Spl.) in a way that 50% of the signal has its frequency divided by
10. In the setup employed to characterize the fabricated colorless devices, the other half
of the signal goes through a controllable attenuator (Step att.), a ﬁxed-gain ampliﬁer
(Ampl.), and then drives the IDT. In order to measure the response of the phase-array
WDM devices, the RF signal is again split to drive the two IDTs, and a phase shifter is
used to control the relative phase between the SAWs generated by each IDT.
80 Device design and measured performance
grant synchronization with the detector, the RF signal was ﬁrst split. One half
of the signal passed through a frequency divider in order to match the frequency
range requirements of the electronics of the time-correlated single photon counting
(TCSPC) module, and then used to trigger the detector. In the setup employed to
characterize the fabricated colorless devices, the second half just passed through
a controllable step attenuator (Step att.) and a ﬁxed gain ampliﬁer (Amp.), and
then used to drive the IDT. The setup employed to characterized the fabricated
phased-array WDM devices is slightly more complicated. In this case, the am-
pliﬁed RF signal was again split, as two IDTs are required to create the standing
SAW, and a phase shifter was used to control the relative phase between the SAWs
generated by each IDT. A second step attenuator was used to compensate for the
insertion losses through the phase shifter, which were close to ∼ −5.0 dB. This
phase control allowed a ﬁne tune of the positions of the nodes and the anti-nodes
of the standing SAW perpendicularly to the arrayed WGs, optimizing therefore
the response of the devices.
5.3 Fabricated devices
In this section, the simulated and experimental results corresponding to two
Mach-Zehnder interferometers built upon two MMI couplers are ﬁrstly presented.
In order to accomplish devices as short as possible, a symmetric interference MMI
coupler with a single access WG was employed as splitter in both cases. These de-
vices were designed as a proof of technology before the theoretical results presented
in Chapter 4 had been fully developed. Finally, the simulated and experimental
results of a phased-array WDM devices with ﬁve access WGs where P = 1 are
thoroughly described. These results conﬁrm the theoretical predictions of Chap-
ter 4, and verify the feasibility of the proposed devices.
5.3.1 1× 2 acoustically driven router
Device layout
The device follows a well-known regular Mach-Zehnder Interferometer (MZI)
structure, built upon two MMI couplers linked by two single-mode WGs. The ﬁrst
coupler is a balanced (50 : 50) splitting ratio symmetric-interference 1× 2 MMI
coupler that separates the incoming light in two identical beams delivered to two
output ports. These WGs are modulated by a traveling SAW beam generated by a
single IDT that propagates perpendicularly to them. The modulated WGs feed a
second MMI coupler that combines the input light into two output WGs (OWG1,2)
with distribution power depending on the intensity and phase of the light leaving
the modulated WGs. The layout of the devices can be seen in Fig. 5.3. The design
of the combiner MMI coupler is such that when both modulated WGs deliver light
of equal intensity and phase, the intensity in the output WGs becomes also the
same. By introducing an acoustically induced phase diﬀerence ∆Φj1j2 , as given by
Eq. (4.1), between the modulated WGs j1 and j2, the output power can be fully
directed to the output WG k = 1 (when ∆Φj1j2 = +qpi, for q = 1, 2, 3...), or to
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Figure 5.3: Layout of the fabricated 1× 2 SAW-driven routers. Notice that the device
is completely symmetric. The relative WGs spacing with respect to the travelling SAW
at two diﬀerent instants (t = t0 and t = t0 + T/2, respectively) along the SAW period is
also shown.
k = 2 (when ∆Φj1j2 = −qpi, for q = 1, 2, 3...). The spatial separation between the
WGs in the active region must be set to (2r− 1)λSAW/2, for r = 1, 2, ... an integer,
where λSAW is the SAW wavelength. This feature ensures that each of the two
modulated WGs suﬀers changes in the eﬀective refractive index of equal magnitude
but opposite phases, thus maximizing the overall acousto-optical eﬀect. In the
fabricated devices, the modulated WGs are placed at the appropriate separation
by means of large radius S-bend WGs, minimizing the width of the MMI couplers
and consequently, the dimensions of the device, as discussed in Section 4.4. This
also ensures that undesirable additional phase changes, which may prevent the
proper functioning of the devices, are not introduced. Figure 5.3 also shows the
actual WGs separation with respect to the traveling SAW in the fabricated devices,
which was set to 1.5 λSAW.
Simulated results
Figure 5.4(a) shows the simulated response of the 1× 2 router, calculated using
a guided mode propagation analysis [91]. The design of the device ensures that
the optical signal is equally split between both output WGs when no acoustic
excitation is applied between the arms. The operational optical wavelength was
chosen to be of approximately 900 nm, which falls at the limit of our fast detector
sensitivity range, and the dimensions of the devices were optimized for an etching
depth of ≈ 150 nm and TE polarization. The eﬀective refractive indices considered
in the simulations were n900r = 3.4618 and n
900
r = 3.4616, for the 7-µm-width and
6-µm-width multimode guiding regions, respectively, and n900eff = 3.4513, for the
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Figure 5.4: Simulated response of the ideal 1× 2 SAW-driven router (a), and simu-
lated time response of the same device taking Λ = ±1,±3, and ± 5, respectively (b).
The traces were vertically displaced for clarity. The vertical dotted lines correspond to
t = T/4, t = T/2, and t = 3T/4, respectively.
900-nm-width WGs in the active region of the device, assuming TE polarization
and an etching depth of ≈ 150 nm during the calculations. The calculated theo-
retical beat lengths of the splitter and combiner MMI couplers are 292.2 µm, and
208.5 µm, respectively. As we saw in Chapter 3, optical N×N splitters can be
realized without imposing restrictions on the mode excitation at coupling lengths
given by Eq. (3.29). However, much shorter 1×N beam splitters can be realized
by exciting only the even symmetric modes in center-fed MMI couplers of cou-
pling lengths given by Eq. (3.32). We chose this special case for our layout in
order to design more compact devices. In this way, we calculated the coupling
length of the symmetric-interference splitter MMI coupler taking M/N = 1/2 in
Eq. (3.32). For the combiner MMI coupler, no special excitation restrictions were
imposed, and the coupling length was calculated taking M/N = 1/2 in Eq. (3.29).
When the applied acoustic power leads to a SAW-induced eﬀective index change of
±δneff = ±9.52× 10−4 (which corresponds to Λ = ±1), the light oscillates between
the output WGs k = 1 and k = 2 during a SAW cycle. By increasing the acoustic
power, the optical signal oscillates faster among the two output WGs within a SAW
period. The time response for the diﬀerent channels is better seen in Fig. 5.4(b),
in which the time dependent transmission traces calculated for Λ = ±1 (bottom
trace), Λ = ±3 (central trace), and Λ = ±5 (upper trace) are shown for the two
channels. Thus, the light periodically oscillates among both output WGs once,
three times, and ﬁves times, respectively, during an acoustic oscillation period, T.
During the calculation, t = 0 was chosen to coincide with an instant in which the
light is equally split between k = 1 and 2.
In order to further optimize the response of the devices, we simulated their per-
formance using a ﬁnite diﬀerence beam propagation method (BPM) implemented
via the RSoft package (see Chapter 3 for more details). The eﬀects of the acoustic
modulation were included by modifying the refractive index contrast of the WGs
according to:
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∆n = ∆n0 ± δn cos (ωSAWt). (5.1)
where the ± sign takes into account the refractive index modulation in each
of the MWGs with equal amplitude and opposite phase induced by the travel-
ling SAW (which actually corresponds to a situation where 〈κ1, κ2 = ±1,∓1〉)
and, for instance, can be considered positive for j = 1, and negative for j = 2.
Here, ∆n0 = n0GaAs − n0AlGaAs is the unperturbed refractive index contrast of the
WGs, with n0GaAs and n
0
AlGaAs the unperturbed refractive indices of the GaAs and
Al0.2Ga0.8As layers, respectively, and δn is the amplitude of the refractive index
modulation induced by the SAWs. The refractive indices used for the simulations
were n900(GaAs) = 3.591 and n900(Al0.2Ga0.8As) = 3.421. Assuming either the
transverse electric (TE) or the transverse magnetic (TM) optical polarizations at
the input WG, we tracked the intensity of the optical ﬁeld throughout the device.
Figure 5.5 shows the BPM simulations of the device for δn = ±0.0011 (which
approximately corresponds to±δneff = ±9.5× 10−4) and TE propagation for three
diﬀerent times: t = 0, T/4 ≈ 480 ps, and 3T/4 ≈ 1440 ps. The deep purple areas
correspond to region of reduced transmission, while the deep red areas correspond
to maximum transmission. As in Fig. 5.4(b), t = 0 was chosen to coincide with an
instant in which the light is equally split between both output WGs. Thus, the
cosine term in Eq. (5.1) vanishes for t = 0 (upper panel), and the device operates
as in the absence of a SAW, with the optical power equally distributed between
both output WGs. When T/4 (central panel) all light goes to the output WG
k = 1, while for 3T/4 (bottom panel) all the optical power is delivered to the
Figure 5.5: Color map of the optical intensity as the light propagates through the ideal
1× 2 SAW-driven router for diﬀerent times calculated assuming δn = ±0.0011. The area
between the vertical dotted lines corresponds to the active region modulated by the SAW
beam in which the WGs are separated by 1.5λSAW.
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output WG k = 2. When t = T/2, which is not depicted in Fig. 5.5, the cosine
term in Eq. 5.1 also vanishes, and the optical power is again equally split between
both output WGs.
An alternative representation of the transmission over a wide range of δneff is
shown in Figure 5.6 (upper panels), calculated using a guided mode propagation
analysis algorithm, for the output WG k = 1 (a), and k = 2 (b) along one SAW
period. The vertical and horizontal scales correspond, respectively, to time and
δneff . The dark areas represent regions of reduced transmission, whereas the bright
areas correspond to regions where the transmission is maximum. When the devices
are operated under a ﬁxed δneff (which corresponds to the time dependence along
a vertical line of the plot), the transmission is modulated at odd multiples of
fSAW, with maxima corresponding to the dark red areas. This can be better
appreciated in Fig. 5.6(a) and (b) (lower panels), which show a decomposition of
the transmission into its Fourier components. Here, the thicker black solid lines
correspond to the time average transmission. As in the preset conﬁguration the
light is equally split between both output WGs, the average transmission does
not reduce under acoustic excitation but remains constant over the entire range
of δneff . Therefore, the transmission always reaches unity an odd number of times
during each SAW cycle independent of the SAW-induced eﬀective index change
δneff , as can be clearly seen in Fig. 5.4(b).
Figure 5.6: Simulated transmission maps (upper panels) of the two-output-WGs device,
over a wide range of δneff (horizontal scale) along one SAW cycle (vertical scale) using a
guided mode propagation analysis algorithm, for the output WGs k = 1 (a), and k = 2
(b). The lower panels in (a) and (b) show the decomposition of the transmission into its
Fourier components. Here, h0 represents the normalized average transmission.
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Experimental results
Details of the fabricated devices can be seen in the micrographs shown in
Fig. 5.7. An average etching depth of 465 nm delimiting the ridge WGs of the
devices resulted after the processing of the sample. The width and length of the
splitter MMI coupler are 7 µm and 110 µm, respectively, while for the combiner
MMI, the width is 6 µm and the length is 314 µm. The access WGs of both
the splitter and combiner MMI couplers are tapered to avoid back-reﬂections into
previous guiding sections of the device. The optimized taperedWGs are≈ 100 µm-
long, with 2.1 µm-width sections connecting the single-mode WGs to the MMI
couplers. The input WG of the devices are also tapered, with a 4 µm-wide initial
section, and a length of ≈ 350 µm.
Figure 5.8(a) shows the results obtained for transmission through both OWGs
of light with TE polarization (a similar behavior was observed for the TM polar-
ization) for diﬀerent RF powers (PIDT). The measurements were performed at
the Material Science Institute of the University of Valencia (Valencia) using the
experimental setup shown in Fig. 5.2 for colorless devices, using a MCP-PMT as
detector and a 200× microscope objective. The total transmission is normalized to
1. At small PIDT values (i) a very weak modulation is observed, with both output
WGs transmitting near 50% of the total light. As PIDT raises, the modulation
becomes stronger, reaching a peak-to-peak amplitude of approximately 1 in our
experiments, for PIDT = 7 mW (ii). After the modulation reaches its maximum,
the appearance of higher harmonics becomes evident for PIDT = 35 mW (iii). For
PIDT = 49 mW, the light modulation is almost entirely dominated by the third
harmonic (iv). This can be better appreciated by comparing the Fourier analy-
sis shown in Figs. 5.6(a) and (b) (lower panels) with the fast Fourier transform
(FFT) analysis of the obtained experimental results. In this case, the results are
shown in logarithmic scale. Figure 5.8 shows the FFT coeﬃcients for the ﬁrst
Figure 5.7: Top view micrographs of the splitter MMI coupler (a), the combiner MMI
coupler and the OWGs (b), and the modulated WGs (MWG1,2) of the device (c). The
separation between the WGs (D) was set to 1.5λSAW.
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Figure 5.8: (a) Time-resolved measurements of the light leaving k = 1 (solid line)
and k = 2 (dotted line) for RF powers of (i) PIDT = 8 µw, (ii) PIDT = 7 mw, (iii)
PIDT = 35 mw, and (iv) PIDT = 49 mw, measured for the TE polarization. (b) Exper-
imental (symbols) values for the fast Fourier transform coeﬃcients of the time resolved
signals as a function of
√
PIDT (lower scale). The lines correspond to the simulated results
for the TE modes as a function of δneff (lower scale).
three harmonic components: h1 = 517 MHz, h2 = 1.03 GHz, and h3 = 1.55 GHz,
respectively, of the time resolved experimental data, as a function of
√
PIDT (up-
per scale). The simulated FFT coeﬃcients of amplitude Tm are also shown as a
function of δneff (lower scale). The full and open symbols correspond to the TE
and TM modes, respectively. The phase diﬀerence between the output WGs was
found experimentally to be 180◦ ± 3◦. By comparing both data with Eq. (4.1), we
determined that aP = 13× 10−2 rad/mW¶, which is a factor of 2 larger than that
obtained in [59] for a single, SAW-driven MZI. It is clear from Fig. 5.8(b) that
both the h1 and h3 intensities, although slightly smaller than predicted, follow
almost perfectly the calculated trend. Furthermore, the vanishing of h1 close to
δneff = 3× 10−3 is very well reproduced by the simulations. The presence in our
experiments of a larger h2 than expected is attributed to asymmetric imperfections
in the fabrication process. In addition, the values obtained in the measurements
of h3, which has an oscillation period of ≈ 600 ps, are substantially limited by the
time resolution of 300 ps. This explains the reduced values for the FFT coeﬃcients
for h3, as well as the low amplitude of the time trace of Fig. 5.8(a).
In general, there is a very good agreement between the measurements on the
fabricated device and the simulations for the idealized case. As we have seen,
when the device is modulated, the optical signal is alternatively delivered to the
two output WGs with a 180◦-dephasing synchronization. This is advantageous
compared to previously realized modulators [5961], in which part of the light
transmission is lost due to destructive interference. By increasing the applied
acoustic power, it is possible to obtain light modulated at higher harmonics of the
SAW frequency. In this sense, we have demonstrated that the device is capable of
operation in the low GHz range, with oscillation times of ∼ 600 ps.
¶It should be noted that the eﬀects of the ampliﬁer were not included in the analysis of the
experimental data in [62] (Figs. 4 and 5), but were considered for the calculation of aP.
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5.3.2 1× 3 Acoustically driven router
Device layout
The device consists of a MZI structure with three output WGs, built upon two
MMI couplers with the same coupling length. The layout of the devices can be
seen in Fig. 5.9. As in the previously discussed 1× 2 SAW-driven router, the ﬁrst
coupler is a balanced (50:50) splitting ratio symmetric-interference MMI coupler
that splits the incoming light into two identical optical beams which are then
modulated by a traveling SAW beam generated by a single IDT that propagates
perpendicularly to them (MWG1 and MWG2). A second MMI coupler combines
the input light into three output WGs (OWG1, OWG2 and OWG3) with diﬀerent
power distribution depending on the phase and intensity of the light coming from
the active region of the device. The design of the device ensures that the light is
delivered to the central output WG when no acoustic excitation is applied to the
arms. By introducing an acoustically induced phase diﬀerence ∆Φj1j2 between the
modulated WGs, the output power can be fully directed to the central output WG,
k = 2, as in the absence of acoustic excitation (for ∆Φ = 0, or ∆Φ = ±qpi, with
q = 1, 2, 3...), or equally distributed between the lateral WGs, k = 1 and k = 3 (for
∆Φ = ±qpi/2, with q = 1, 3, 5, ...).
As in the previously discussed 1× 2 SAW-driven router, the spatial separation
between the WGs in the modulated region should be chosen so that each of the two
Figure 5.9: Layout of the fabricated 1× 3 SAW-driven routers. Notice that the device
is completely symmetric. The relative WGs spacing with respect to the travelling SAW
at two diﬀerent instants (t = t0 and t = t0 + T/2, respectively) along the SAW period is
also shown.
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modulated WGs suﬀers changes in the eﬀective refractive index of equal magnitude
but opposite phases, thus maximizing the overall acoustic modulation. In this way,
the spatial separation between the WGs in the active region should also be set to
(2r− 1)λSAW/2, with r = 0, 1, 2, ... being an integer. Again, very compact devices
have been fabricated by placing the modulated WGs at the proper positions by
means of large radius S-bend WGs. This also ensures that no additional phases
are introduced, granting complete constructive interference at the central output
WG k = 2 in the absence of acoustic excitation. Figure 5.9 shows the actual WGs
separation with respect to the traveling SAW in the fabricated devices, which was
set to 1.5 λSAW as in the 1× 2 SAW-driven router.
Simulated results
Figure 5.10(a) shows the simulated response of the 1× 3 router, calculated
using a guided mode propagation analysis. The design of the device ensures that
the optical signal is completely focused to the central output WG k = 2 without
acoustic excitation between the arms. The operational optical wavelength was
chosen to be of approximately 900 nm, and the dimensions of the devices were
optimized for an etching depth of ≈ 150 nm and TE polarization. The eﬀective
refractive indices considered in the simulations were n900r = 3.4654, for the 13.9-
µm-width, and n900eff = 3.4513, for the 900-nm-width WGs in the active region of
the device, assuming TE polarization and an etching depth of ≈ 150 nm in the
calculations. The calculated theoretical beat length of the splitter and combiner
MMI couplers is 1067.3 µm. The length of the center-fed 1× 3 beam splitter was
calculated in order to only excite the even symmetric modes. This results in much
more compact devices, as stated before. In this way, we calculated the coupling
length of the symmetric-interference splitter MMI coupler taking M/N = 1/2 in
Eq. (3.32). For the combiner MMI coupler, no excitation restrictions were imposed,
Figure 5.10: Simulated response of the ideal 1× 3 SAW-driven router (a), and simu-
lated time response of the same device taking Λ = ±1,±3, and ± 5, respectively (b).
The traces were vertically displaced for clarity. The vertical dotted lines correspond to
t = T/4, t = T/2, and t = 3T/4, respectively.
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Figure 5.11: Color-scale maps of the optical intensity as the light propagates through
the device for diﬀerent times assuming δn = 2.85× 10−3 and TE polarization, according
to BPM simulations. The area between the vertical dotted lines corresponds to the active
region modulated by the SAW beam. The WGs are separated by 1.5λSAW.
and the coupling length was calculated taking M/N = 1/8 in Eq. (3.29). The
choice of this coupling length ensures that all the optical power is coupled to
the central output WG k = 2, so that a single image of the input ﬁeld is formed
at the center of the output plane. When the applied acoustic power leads to a
SAW-induced eﬀective index change of ±δneff = ±1.87× 10−3 (which corresponds
to Λ = ±1), the light oscillates between the central output WG k = 2, and the
lateral WGs k = 1 and k = 3 during a SAW cycle. By increasing the acoustic
power, the optical signal oscillates faster among the central and the lateral output
WGs within a SAW period.
The time response for the diﬀerent channels is better seen in Fig. 5.10(b)
in which the time dependent transmission traces calculated for Λ = ±1 (bottom
trace), Λ = ±3 (central trace), and Λ = ±5 (upper trace) are shown for the three
output channels. As we can see, the light periodically oscillates among the central
and the lateral output WGs twice, six times, and ten times, respectively, during
a SAW period T. In the calculation, t = 0 was chosen to coincide with an instant
in which the light is completely focused to the central output WG k = 2.
As in the previously discussed 1× 2 SAW-driven router, the response of the
devices was further optimized by using a ﬁnite diﬀerence BPM. Figure 5.5 shows
the BPM simulations for δn = ±2.85× 10−3 (which approximately corresponds to
±δneff ∼= ±1.9× 10−3) and TE propagation. For simplicity, t = 0 was also chosen
to coincide with an instant in which the light is completely focused to the central
output WG k = 2. We tracked the intensity of the optical ﬁeld throughout the
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device for three diﬀerent times: t = 0, T/4 ≈ 480 ps, and 3T/4 ≈ 1440 ps. Again,
the deep purple areas correspond to region of reduced transmission, while the deep
red areas correspond to maximum transmission. The refractive indices used for
the simulations were n900(GaAs) = 3.591, and n900(Al0.2Ga0.8As) = 3.421. The
eﬀects of the SAW modulation were included by modifying the refractive index
of the modulated WGs according to Eq. 5.1. For t = 0 (upper panel) the cosine
term in Eq. 5.1 vanishes and the device operates as in the absence of a SAW, with
the optical power delivered to the central output WG k = 2. When T/4 (central
panel) the light is equally split between the three output WGs, and for 3T/4
(bottom panel) all the optical power is equally split between the lateral output
WG k = 1 and 3, with no light delivered to the central WG k = 2.
Experimental results
An average etching depth of 137 nm delimiting the rib WGs of the devices
resulted after the processing of the sample. Details of the fabricated devices can
be seen in the micrographs shown in Fig. 5.12. The width and length of the splitter
and combiner MMI couplers are 13.9 µm and 400.5 µm, respectively. The access
WGs of both the splitter and combiner MMI couplers are tapered to avoid back-
reﬂections into previous guiding sections of the device. The optimized tapered
WGs are ≈ 230 µm-long, with 2.0 µm-width sections connecting the single-mode
WGs to the MMI couplers. The input WG of the devices are also tapered, with a
4 µm-wide initial section, and a length of ≈ 300 µm.
Figure 5.13 shows the time-integrated intensity images (in false color) taken
at the output plane of the fabricated 1× 3 router using a monochromatic CCD
camera as a function of the power applied to the IDT, PIDT, for TE polarization
(the same behavior was observed for the TM polarization). The numbers above
each spot refer to the output WGs numbering k. PIDT was obtained taking into
Figure 5.12: Top view micrographs of the splitter MMI coupler (a), the combiner MMI
coupler and the OWGs (b), and the active region of the device (c). The separation
between the waveguides (D) was set to 1.5λSAW.
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Figure 5.13: Time-integrated intensity images (in false color) measured at the out-
put plane of the device for light with TE polarization using a monochromatic CCD
camera, without acoustic excitation (a), for PIDT = 5.4 mW (b), PIDT = 13.6 mW (c),
PIDT = 21.6 mW (d), PIDT = 34.2 mW (e), and PIDT = 54.3 mW (f).
account the IDT reﬂection losses measured with a network analyzer. The total
power modulating the arms of the device corresponds only to half of PIDT due
to the bidirectionality of the transducer. Without acoustic excitation (a), most
of the intensity is selected by the central output WG k = 2. The imperfections
introduced during the fabrication process are responsible for the small fraction of
the output intensity that is coupled to the lateral WGs k = 1, 3. At small PIDT,
most of the integrated intensity is still directed to the central WG k = 2. As the
RF power is increased, a higher fraction of the output intensity is directed from
k = 2 to k = 1, 3 along one acoustic period T. As a result, the time-integrated
intensity at the output WG k = 2 decreases, with a simultaneous increase in the
time-integrated intensity at the lateral WGs k = 1, 3. The dotted white horizontal
lines correspond to the lines along which the time-integrated intensity proﬁles
shown in Fig. 5.14(a) were taken. Here, it can be better appreciated that nearly
80% of the total intensity is selected by the central output WG k = 2 in the absence
of acoustic excitation. The side-lobes which correspond to the light coupled to the
lateral WGs (k = 1, 3) due to additional phases introduced during the processing
of the devices, which leads to small diﬀerences in the dimensions of the device
arms as already explained, are also visible. As the RF power increases, these
time-integrated side-lobes become more intense.
Time-resolved transmission traces obtained for diﬀerent PIDT applied to the
IDT are shown in Fig. 5.14(b) for light with TE polarization (similar behavior was
observed for light with TM polarization). The total transmission is normalized to
1. At small PIDT (i), the light modulation is dominated by the SAW fundamental
frequency, fSAW, with the central WG k = 2 contributing to nearly 80% of the
total transmission. When PIDT increases, the presence of higher harmonics be-
comes evident. At PIDT ∼ 68 mW (ii), the modulation at the ﬁrst harmonic is less
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Figure 5.14: (a) Time-integrated intensity proﬁles measured at the output plane of
the device for light with TE polarization. (b) Time-resolved traces recorded for the light
leaving the output WGs k = 3 (dotted gray line), k = 2 (solid black line) and k = 1 (solid
gray line), measured for the TE polarization and RF powers of (i) PIDT = 6.8 mW, (ii)
PIDT = 68.3 mW, and (iii) PIDT = 108.3 mW.
Figure 5.15: Experimental results (symbols) for the Fourier coeﬃcients of the time-
resolved traces for the mean value (h0), ﬁrst, second and third harmonics h1 = 519 MHz,
h2 = 1.03 GHz, and h3 = 1.55 GHz, respectively) as a function of PIDT (lower scale) for
k = 2 (a), and for k = 1 (full symbols) and k = 3 (open symbols) (b), measured for light
with TE polarization. The lines correspond to the TE guided-mode simulated results as
a function of δneff (upper scale), taking δφs = 0.70 rad.
intense with a simultaneous increase in the modulation at the second harmonic.
At PIDT ∼ 108 mW (iii), the light modulation is almost entirely dominated by the
second harmonic of fSAW. We obtained these experimental results during my stay
at the Paul-Drude Institute, using the experimental setup shown in Fig. 5.2 for
colorless devices, using an APD as detector and a 20× microscope objective. The
harmonic content of the measured signals can be better observed by performing
a FFT analysis of the experimental traces. Figure 5.15 displays the Fourier coef-
ﬁcients for the mean value (h0) and the ﬁrst three harmonic components (h1, h2
and h3, respectively) of the time-resolved experimental traces for the central out-
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Figure 5.16: Simulated transmission maps (upper panels) of the three-output-WGs
device, over a wide range of δneff (horizontal scale) along one SAW cycle (vertical scale)
using a guided mode propagation analysis algorithm, for the output WGs k = 1, 3 (a),
and k = 2 (b). The lower panels in (a) and (b) show the Fourier decomposition of the
transmission into its Fourier components. The thickest black solid line represents the
normalized average transmission.
put WG k = 2 [Fig. 5.15(a)], and for the output WGs k = 1 and 3 [Fig. 5.15(b)],
as a function of PIDT (lower scale) for light with TE polarization (very similar
results were obtained for the TM polarization). Here, the lines correspond to
the calculated Fourier coeﬃcients of amplitude Tm as a function of δneff (upper
scale), according to the guided-mode propagation analysis. A static phase shift
δφs associated with asymmetries between the arms due to the fabrication process
was used as a ﬁt parameter, and determined to be δφs = 0.70 rad. This static
phase shift is close to pi/4, and is responsible for the light modulated at the ﬁrst
harmonic of fSAW for the lowest PIDT in the time-resolved measured traces. The
color-scale maps of Fig. 5.16 represent the transmission for the lateral channels
k = 1, 3 [Fig. 5.16(a)] and the central channel k = 2 [Fig. 5.16(b)], over a wide
range of amplitudes of the acoustically induced eﬀective index change δneff , tak-
ing δφs = 0.70 rad. As in Fig. 5.6, the vertical and horizontal scales correspond
to time and δneff , respectively. The dark areas correspond to regions where the
transmission is suppressed, while the bright areas represent regions of maximum
transmission. When the device is operated for δneff < 0.0015, the transmission
is modulated at the ﬁrst harmonic of the driving frequency. The lower panels
in Fig. 5.16 show a Fourier decomposition of the transmission into its Fourier
components. Here, it can be better appreciated that the ﬁrst harmonic domi-
nates for δneff < 1.5× 10−3. For ideal devices, with perfectly symmetric arms
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(i.e., for δφs = 0 rad), the ﬁrst harmonic is highly suppressed for low δneff , and
light modulated at the second harmonic of the SAW fundamental frequency can
only be expected. By comparing the measured data with the simulated results,
we determined ap ≈ 17× 10−2 rad/
√
mW, which is close to previously obtained
results [59, 62]. As shown in Fig. 5.15, the mean value h0, and h1, h2, and h3 in-
tensities follow almost perfectly the calculated trend. Furthermore, the simulated
results reproduce the vanishing of the ﬁrst harmonic for high PIDT in the three
output WGs. The values obtained in the measurements of h2 and h3 intensities
(which have an oscillation period of ≈ 950 ps, and ≈ 600 ps, respectively) are con-
siderably restricted by the time resolution of 500 ps, which limits the detection of
higher harmonic components.
There is an excellent agreement between the measurements on the fabricated
device and the simulations. When the device is modulated, the optical signal is
alternatively delivered to the central output WG, as in the absence of acoustic
excitation, or equally split between the two lateral output WGs. Again, a loss-
less light conﬁguration has been accomplished. As in the previously discussed
1× 2 device, it is possible to obtain light modulated at higher harmonics of the
SAW frequency by increasing the applied acoustic power. As we have seen, this
conﬁguration has shown to be more sensitive to fabrication tolerances, and a static
phase shift of δφs = 0.70 rad was employed to ﬁt the results.
5.3.3 Acoustically driven phased-array WDM devices
Device layout
The devices consist of a phased-array wavelength division multiplexer with
multiple access WGs, in which the arrayed WGs are arranged to enable tuning of
the device by a standing SAW. Therefore, two IDTs are required in order to gener-
ate two acoustic beams propagating in opposite direction which interfere to create
a standing SAW. The devices are built upon two MMI couplers with the same cou-
pling length Lc = 3Lpi/N, which was calculated taking P = 1 in Eq. (3.29). The
ﬁrst coupler is a balanced splitting ratio MMI coupler which divides the incom-
ing light from any of the ﬁve access WGs into ﬁve identical optical beams. The
ﬁve images of the input optical ﬁeld are obtained with equal spacing Weff,0/5 at
the coupling length Lc of the splitter MMI coupler. The light is then distributed
to the array of ﬁve single-mode WGs with diﬀerent relative lengths, which in-
troduce phase delays proportional to the relative length diﬀerence. The second
MMI coupler combines the delayed optical ﬁelds into the output WGs where in-
terference occurs. As explained in Chapter 4, the lengths of adjacent array arms
are not related in a linear manner due to the phase properties of MMI couplers
and, therefore, adjacent WG channels do not correspond to spectrally contiguous
outputs [38]. In our approach, the preset output distribution (i.e. the passive dis-
tribution operating in the absence of a SAW), which is established by the design
of the devices, becomes modiﬁed during operation through the variations in the
refractive index of the arrayed WGs induced by the SAW. If a proper phase dif-
ference δΦj1j2 [as given by Eq. (4.1)] is introduced between two arrayed WGs j1
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and j2, a wavelength component can be redirected from its preset output WG to
another one. Recalling Eq. (4.33), the length diﬀerence between two array arms j1
and j2 can be roughly estimated by several sets of integer array arm factors. After
that, small corrections to the calculated lengths are needed to oﬀset the small
phase variations of the transfer phases in the MMI couplers, so that the phase
match conditions are satisﬁed at each output of the device for a given wavelength
s if P = 1. The set of non-integer array arm factors 〈αj〉 exactly satisfy:
2pi
λ
[
n0eff (`j − `jref )− n0effαj∆`
]
= 2npi for j = 1, ..., 5 (5.2)
where where n0eff is, as deﬁned before, the eﬀective refractive index of the funda-
mental mode propagating in the arrayed arms, λ is the light wavelength, `j is the
length of the jth array arm, `jref is the length of the arm taken as reference, and ∆`
corresponds to the length diﬀerence that induces a phase shift of 2pi/N between
two adjacent wavelength channels, as explained in Chapter 4.
In realistic SAW driven devices, the κj factors are implemented through the
correct positioning of each of the phased arrayed WGs within the standing SAW
proﬁle. The N images of the input optical ﬁeld are obtained with equal spacing
Weff,0/N at the coupling length Lc of the splitter MMI coupler. Thus, curved
WG structures are required if N > 3 to bring the modulated arm from this equal
spacing to the proper relative separation that provides the necessary 〈κj〉 coeﬃ-
cients. Therefore, we must also take into account the phase-shifts introduced by
these curved WGs to accurately calculate the phase-match conditions in a realistic
device by considering the lengths of the diﬀerent arms in the array as the sum of
a straight and a curved length, as given by Eq. (4.41). In the actual device de-
signed as a proof of concepts, 5× 5 MMI couplers connected by a phased array of
5 WGs were employed (N = 5). Therefore, the whole device has 5 possible inputs
with 5 diﬀerent outputs. In passive operation, depending on the input used, each
of the output WGs delivers a diﬀerent wavelength denoted by λs+1 = λs + ∆λ,
where ∆λ is the device spectral separation. The diﬀerent channels are denoted by
〈λ−2, λ−1, λ0, λ1, λ2〉, with λ0 the design wavelength. Thus, an output WG k is
connected to diﬀerent input WGs i through diﬀerent wavelengths. The complete
set of wavelength assignment possibilities is given in Table 5.1 (upper panel).
An active reconﬁguration of the MMI-based WDM device requires the acoustic
modulation to dynamically introduce optical phases in the arrayed arms [the set
of κj in Eq. (4.3)] so that for a given input channel the passive spectral distribu-
tion in the outputs is switched to another, corresponding to any of the responses
expected to diﬀerent inputs. As we have seen in Chapter 4, the values of κj for the
reconﬁguration satisfying the phase-match conditions at the output channels are
more complex than in conventional phased-array WDM devices [63], in which free
propagating regions [121] (FPRs) are used as couplers. In this way, there are a
total of 20 diﬀerent solutions for the combination of 〈κj〉 that can possibly be used
for the reconﬁguration of the devices in the case of 5 arms. Table 4.3 in Chapter 4
shows half of the diﬀerent sets 〈κj〉 that satisfy this condition (the other half are
trivially obtained by multiplying the coeﬃcients by −1). They have been arranged
in two major groups named S ′ and S ′′ , corresponding to solutions that provide
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Table 5.1: Wavelength assignment of a ﬁve-channel MMI-phasar multiplexer calculated
for S ′ and S ′′ taking jref = 1 as the reference arm, for the passive device (upper table),
and diﬀerent values of Λ. The same wavelength assignment is obtained for both sets of
solutions, incrementing the eﬀective index change by a diﬀerent Λ.
S′ (Λ = 0) = S′′ (Λ = 0) Output (k)
Input (i) 1 2 3 4 5
1 λ0 λ−2 λ2 λ1 λ−1
2 λ−2 λ1 λ0 λ−1 λ2
3 λ2 λ0 λ−1 λ−2 λ1
4 λ1 λ−1 λ−2 λ2 λ0
5 λ−1 λ2 λ1 λ0 λ−2
S′ (Λ = −2) = S′′ (Λ = −1) Output (k)
Input (i) 1 2 3 4 5
1 λ1 λ−1 λ−2 λ2 λ0
2 λ−1 λ2 λ1 λ0 λ−2
3 λ−2 λ1 λ0 λ−1 λ2
4 λ2 λ0 λ−1 λ−2 λ1
5 λ0 λ−2 λ2 λ1 λ−1
S′ (Λ = −1) = S′′ (Λ = 2) Output (k)
Input (i) 1 2 3 4 5
1 λ−2 λ1 λ0 λ−1 λ2
2 λ1 λ−1 λ−2 λ2 λ0
3 λ0 λ−2 λ2 λ1 λ−1
4 λ−1 λ2 λ1 λ0 λ−2
5 λ2 λ0 λ−1 λ−2 λ1
S′ (Λ = 1) = S′′ (Λ = −2) Output (k)
Input (i) 1 2 3 4 5
1 λ2 λ0 λ−1 λ−2 λ1
2 λ0 λ−2 λ2 λ1 λ−1
3 λ−1 λ2 λ1 λ0 λ−2
4 λ−2 λ1 λ0 λ−1 λ2
5 λ1 λ−1 λ−2 λ2 λ0
S′ (Λ = 2) = S′′ (Λ = 1) Output (k)
Input (i) 1 2 3 4 5
1 λ−1 λ2 λ1 λ0 λ−2
2 λ2 λ0 λ−1 λ−2 λ1
3 λ1 λ−1 λ−2 λ2 λ0
4 λ0 λ−2 λ2 λ1 λ−1
5 λ−2 λ1 λ0 λ−1 λ2
the same channel reconﬁguration result for a given δneff . As already explained
in Section 4.2.2, by substituting δneff = Λδn0eff (Λ ∈ Z) in Eq. (4.38), where δn0eff
is the minimum eﬀective index change needed to reconﬁgure the output from the
preset conﬁguration to another one, it can be seen that switching from one main
set of solutions to the other corresponds to incrementing δneff by a diﬀerent in-
teger multiple. Thus, the same wavelength assignment can be obtained for both
S ′ and S ′′ , for applied eﬀective index changes diﬀering by an integer multiple.
The connection between both sets of solutions is fully described in Table (5.1).
As the devices are fully bidirectional, it should be noted that also in this case,
Sj ≡ S5+1−j.
In this work, the characterized devices were fabricated to operate with SAW
nodes at the central array arm (solutions S ′3 and S
′′
3 in Table 4.3). Figure 5.17(a)
shows the arrayed arms distribution with respect to the standing SAW for a fab-
ricated device (solution S ′′3 ), depicted at two diﬀerent instants along the standing
SAW period. The SAW node is placed at the center WG, and the anti-nodes at
the outer WGs. The nodes remain ﬁxed during the SAW oscillation, whereas the
SAW amplitude at the other WGs continuously vary in amplitude with the chosen
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Figure 5.17: (a) Relative waveguide spacings with respect to the standing SAW nodes
and anti-nodes, depicted at two diﬀerent instants along the SAW beating period for
the fabricated ﬁve WGs MMIs-based devices, corresponding to solution S ′′3 . The ver-
tical black boxes indicate the WGs positions. (b) Layout of the fabricated acoustically
driven MMIs-based phased-array WDM devices, where the reference WG is the ﬁrst arm
(jref = 1).
phases. The result is a varying refractive index modulation in the arrayed WGs
which enables the complete dynamic allocation of the wavelength channels when
the proper acoustic power is applied.
Figure 5.17(b) shows a simpliﬁed drawing of one of the fabricated devices,
in which the arrayed WGs are placed at the appropriated acoustic positions by
means of large radius S-bend WGs of length `cj , minimizing the width of the
MMI couplers, and, consequently, the dimensions of the device. This also ensures
that each of the arrayed WGs suﬀers a change in the eﬀective refractive index
of appropriated magnitude and phase, maximizing therefore the acousto-optical
modulation without introducing undesirable phase changes. If we consider a x − z
coordinate system, the proﬁle z(x) of a general S-bend can be written as:
z (x) = z0 +
(z1 − z0)
2
{
1− cos
[
pi
(x1 − x0) (x− x0)
]}
(5.3)
where x0 and x1 correspond to the endpoints in the xˆ-direction, and z0 and z1
are the endpoints in the zˆ-direction, respectively [see Fig. 5.18(a)]. Taking the
derivative of Eq. (5.3) with respect to x, the length `cj of the S-bends is given by:
`cj =
∫ x1
x0
√
1 +
{
(z1 − z0)
2 (x1 − x0)pi sin
[
pi (x− x0)
(x1 − x0)
]}2
dx (5.4)
The radius of curvature of the S-bends is inﬁnite at the endpoints, so they
can be very eﬀectively linked to the straight WGs avoiding transition losses [122].
The optical length diﬀerence for each of the phased-array arms comes from the
S-bends, together with straight WGs of length `sj , placed at the ending section
of the access output and input ports of the splitter and combiner MMI couplers,
respectively. To simplify the design, these straight WGs are connected to the S-
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bends in the array arms using arc bends with the same radii of curvature. Straight
WG sections with the same length are used to connect the S-bends coming from
the MMI couplers, deﬁning the modulated region of the device. The IDTs are
situated at both sides of the arrayed WGs, so that the SAWs reach the active
region perpendicularly. For further simplicity, the reference arrayed arm of the
multiplexer only comprises two arc bends and a straight WG section of length
`sjref . In this conﬁguration, the arrayed WGs bend through 180
◦, which results
in very compact devices. Figure 5.18(b) shows the S-bends that were particularly
employed in the design of the device corresponding to S ′′3 . The straight WG section
corresponding to j = 1, which is taken as reference in the fabricated devices, has
a length `sjref /2. Notice that the curvatures of the S-bends are negligible in all
the cases (in the worst case, ∆z/∆x ≈ 2.6× 10−3 for j = 5), which correspond to
very large radii of curvature, as we have already seen. The diﬀerent S-bends have
been vertically displaced for clarity. Due to the periodic nature of the SAWs, the
arrayed WGs can be placed at distinct periods of the acoustic wave, simultaneously
meeting the optical and the acoustic constraints. The relative distances, D(j,j′),
between the arrayed WGs with respect to the reference arm must be set to:
D(2,1) = (M2,1 + 1/6)λSAW for M2,1 = 0, 1, 2, 3, ...
D(3,1) = (6M3,1 − 1) (λSAW/12) for M3,1 = 1, 2, 3, ...
D(4,1) = (M4,1 + 2/3)λSAW for M4,1 = 0, 1, 2, 3, ...
D(5,1) = M5,1 (λSAW/2) for M5,1 odd
(5.5)
for the S ′3 device, and to:
D(2,1) = (2M2,1 + 1) (λSAW/4) + (−1)M2,1 (λSAW/12) for M2,1 = 0, 1, 2, 3, ...
D(3,1) = M3,1 (λSAW/4) for M3,1 odd
D(4,1) = (2M4,1 + 1) (λSAW/4)− (−1)M4,1 (λSAW/12) for M4,1 = 0, 1, 2, 3, ...
D(5,1) = M5,1 (λSAW/2) for M5,1 odd
(5.6)
for the S ′′3 device. The diﬀerent Mj,j′ must be chosen so that the optical and
Figure 5.18: (a) S-bend proﬁle calculated taking x0 = z0 = 0 and x1 = z1 = 1 as end-
points, depicted assuming a x − z coordinate system. (b) S-bends employed in the design
of the SAW-driven phased-array WDM device corresponding to S ′′3 .
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acoustic constraints are simultaneously satisﬁed, and also as small as possible to
minimize the dimensions of the device. The relative distances, D(j1,j2), must sat-
isfy D(j,m) > D(j′,m) if j1 < j2 in order to avoid the crossing of the WGs in the
array. The calculated optimum relative distances between an arrayed WG j and
the reference arm jref = 1, D(j,jref ), in the devices are
{
D(5,1),D(4,1),D(3,1),D(2,1)
}
' {42.0, 31.7, 21.9, 12.1} µm, and ' {42.0, 27.1, 21.0, 14.9} µm, for the S ′3 and
S ′′3 devices, respectively. This corresponds to
〈
M(1,5),M(1,4),M(1,3),M(1,2)
〉
=
〈15, 5, 8, 2〉 and 〈M(1,5),M(1,4),M(1,3),M(1,2)〉 = 〈5, 15, 9, 15〉, respectively.
Simulated results
The response of the devices was simulated by a guided-mode propagation anal-
ysis algorithm [38, 91], which takes into account the phase diﬀerence associated
to the relative length of the array arms. Additionally, a BPM implemented via
the RSoft package was employed to optimize the tapered sections of the access
WGs in the MMI couplers. The optimized tapered WGs are 181 µm-long, with
3 µm-width sections connecting the single-mode WGs to the MMI couplers. The
input WGs of the devices are also tapered to avoid back-reﬂections into previous
guiding sections of the device, with a 4 µm-wide initial section to favour the cou-
pling of the light using a lensed optical ﬁber probe. A BPM simulation of the
5× 5 MMI couplers employed for the devices was shown in Fig. 3.9. Assuming a
≈ 150-nm-etching depth, the eﬀective refractive indices considered in the modal
analysis simulations were n910eff = 3.4573, for the 900-nm-width waveguides in the
array, and n910r = 3.4623 for the 19-µm-width multimode guiding region, for light
with TE polarization. We determined ∆` = 19.26 µm for an etching depth of
150 nm. The set of array arm factors which give an optimum response for jref = 1
is 〈α1, ..., α5〉 = 〈0, 2, 3, 4, 6〉. In this way, the calculated exact array arm factors
for P = 1 are 〈α1 + δα1, ..., α5 + δα5〉 = 〈0, 1.9975, 2.9813, 4.0416, 5.9817〉. Accord-
ingly, the length diﬀerence between the longest and the reference arm is 115.23 µm.
The designed MMI couplers were optimized for the TE polarization, with a width
W = 19 µm, and a coupling length Lc = 1158.34 µm. The width and length of the
MMI couplers in the devices were optimized to operate around 910 nm. However,
due to the high operational tolerances of these couplers, the working wavelength
can be extended over a wide range around the design wavelength with small losses
in the transmitted intensity. The calculated excess loss of the 5× 5 MMI coupler
was −0.64 dB for λ0. The eﬀects of the acoustic modulation were included by
modifying the eﬀective refractive index according to Eq. (4.4).
Figure 5.19 shows the simulated results for the phased-array WDM device
corresponding to solution S ′′3 . The simulated response of the multiplexer in the
absence of acoustic modulation is shown in Fig. 5.19(a). Figure 5.19(b) shows the
response of the device for the route (i, k) = (1, 1), as a function of the applied eﬀec-
tive index change for the diﬀerent wavelength channels. The design ensures that
the design wavelength λ0 (910 nm) is assigned to the route (i, k) = (1, 1) when no
acoustic excitation is applied. The pass wavelength associated to each route (i, k)
perfectly matches the previously calculated channel assignment, shown in Table 5.1
(upper panel). The calculated insertion losses through the MMI couplers at the
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pass wavelength are ∼ 1.2 dB, with maximum sidelobe levels of ∼ −4.6 dB with
respect to the mainlobe maxima. The maximum crosstalk in a 0.5 nm-width region
around the pass wavelength is ∼ −12 dB, and the window in which the crosstalk
is below −20 dB is ∼ 0.24 nm wide. Because this low-crosstalk region around the
pass wavelength is very narrow, the device properties will in general be very sensi-
tive to the fabrication process. As the acoustic modulation increases, the diﬀerent
wavelengths channels in the multiplexer are also dynamically assigned to other
output WGs. In particular, when the eﬀective refractive index change reaches
±δnmineff = ±3.05× 10−3 (corresponding to Λ = ±1), the output channel (k = 1)
oscillates from the preset wavelength λ0 to λ±1 within a SAW period. If the applied
eﬀective refractive index change is increased to ±δneff = ±2δnmineff = ± 6.15× 10−3
(corresponding to Λ = ±2), a complete spectral reconﬁguration is accomplished at
the output channels, with k = 1 oscillating from the preset channel λ0 to λ±1,±2
within a SAW period.
Figure 5.19: Simulated results corresponding to an ideal device. (a) Spectral response
corresponding to input WG i = jref = 1. The response associated to other input waveg-
uides has a similar transmission pattern. (b) Spectral response of the devices corre-
sponding to S ′′3 , calculated at the output plane of the device as a function of the applied
eﬀective refractive index modulation for the route (i, k) = (1, 1).
Experimental results
Details of the fabricated devices can be seen in the micrographs shown in
Fig. 5.20. With an arc bend radius of 300 µm, the total size of the designed
devices, including the IDTs, was ∼ (4.7× 3.1) mm2. Figure 5.21(a) shows the
spectral response of one of the designed MMIs-based WDM device for light with
TE polarization, measured in the absence of acoustic excitation, for the route
(i, k) = (1, 1). We performed the measurements using a very sensitive CCD cam-
era, at the Paul-Drude Institute. Only the results for the TE polarization are
shown. With no RF power applied to the IDTs, each wavelength signal is mostly
selected by the output WG previously determined by the design of the multiplexer.
The response is, in each case, normalized to the transmission of a straight WG.
The losses related to absorption during the propagation through the MMI couplers
and the arc bends are estimated at ∼ 16 dB. The response of the multiplexer is
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Figure 5.20: (a) Top view micrograph of the fabricated MMIs-based WDM devices
corresponding to S ′3, and detail of the modulated region of the multiplexer (b). The
values of the diﬀerent D(j,j′) are given in the text.
shifted by −1 nm with respect to the previously simulated spectral response, with
the design wavelength λ0 centered at 909 nm. Deviations in the refractive index
values of the guiding layers and in the width of the WGs due to the fabrication
process result in changes in the eﬀective refractive index of the modes propagating
in the array arms. According to simulations, a shift of ± 1 nm in the calculated
spectral response can be expected for a deviation of ± 0.116% in the eﬀective re-
fractive index of the fundamental mode in the array arms, which is close to the
result presented in [38], without increasing the insertion losses. For comparison,
Fig. 5.21(b) shows the simulated spectral response of the devices, for light with
TE polarization, assuming an average etching depth of ≈ 140 nm. The eﬀective
refractive indices considered in the simulations were n910eff = 3.4525, for the 900-nm-
width waveguides in the array, and n910r = 3.4630 for the 19-µm-width multimode
guiding region. By comparing the experimental results with the simulations, a
degradation of the measured spectral response with respect to the simulations can
be observed. The surface irregularities of the WGs and other defects introduced
during the processing of the sample result in additional eﬀective phase shifts in
the propagated ﬁelds. These additional phases slightly decrease the performance
of the device.
When the IDTs are excited by a SAW, a dynamic allocation of the wavelength
channels is achieved. The power dependence of the time-resolved transmission
traces corresponding to the S ′3 MMIs-based WDM device are shown in Fig. 5.22
for diﬀerent RF powers (PIDT), light with TE polarization, and λ = 916.6 nm.
i = 1 was chosen as the input WG. A similar behavior was observed for the rest
of input WGs. We performed the measurements at the Paul-Drude Institute with
the setup shown in Fig. 5.2 using an APD and a 20× microscope objective. The
total transmission is normalized to 1. At very small PIDT values [Fig. 5.22(a)], the
modulation is negligible, with the preset output WG, k = 5, contributing to nearly
80 % of the total transmission. For PIDT = 6.3 mW [Fig. 5.22(b)], the modulation
becomes clearly visible at the preset channel, k = 5, as a fraction of the optical
power is transferred to the channels k = 3 and k = 4. The higher mean value
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Figure 5.21: (a) Measured spectral response of one of the MMIs-based WDM devices
corresponding to input WG i = jref = 1 for light with TE polarization. The other input
channels have similar transmissions. (b) Simulated response of the devices assuming an
average etching depth of ≈ 14 nm, taking i = 1 as the input WG.
Figure 5.22: Time-resolved measurements recorded for the light leaving the output
WGs of the MMIs-based WDM devices corresponding to S ′3, measured for λ = 916.6 nm,
i = 1, and TE polarization. The diﬀerent traces correspond to RF powers of: (a)
PIDT = 79.4 nW, (b) PIDT = 6.3 mW, (c) PIDT = 39.8 mW, and (d) PIDT = 79.4 mW
on each IDT.
of the trace corresponding to k = 4, with respect to k = 3, can be explained by
the higher crosstalk associated to k = 4. Small changes in the temperature owing
to the acoustic excitation can also shift the response of the device, displacing the
optimum pass wavelength, and therefore, increasing the crosstalk. As PIDT further
increases [Figs. 5.22(c) and (d)], most of the light oscillates among channels 3, 4
and 5, reaching a similar mean value for PIDT = 79.4 mW, which corresponds to
approximately Λ ≈ ±1.
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Figure 5.23: (a) Time-resolved traces recorded using a MCP-PMT for the MMIs-
based WDM device corresponding to S ′′3 for PIDT ∼ 80 mW on each IDT, measured
for λ = 899 nm, and TE polarization. (b) Guided-mode propagation analysis simula-
tions of the same device, assuming δneff = ±2.80× 10−3, which corresponds to Λ ≈ ±1.
The access WG corresponds in both cases to i = 2. Only one acoustic period is shown.
The measured dynamic allocation of the diﬀerent wavelengths channels can be
better observed if the time resolution of the experiment is improved. To do so, we
replaced the APD detector by a MCP-PMT for conditions close to Λ ≈ ±1 at the
Material Science Institute of the University of Valencia. Although slightly less sen-
sitive than the APD, the MCP-PMT oﬀers in general a better time resolution [123].
Figure 5.23(a) shows the time-resolved traces recorded for the S ′′3 phased-array
WDM device along one acoustic period, measured for λ = 899 nm, and TE polar-
ization, taking i = 2 as the input WG, for a total power of PIDT ∼ 80 mW on each
IDT. The total transmission is normalized to 1. Here, the light oscillates between
the preset channel (k = 3) and the neighbour channels k = 2 and k = 4. Note
that the traces for k = 2 and k = 4 are de-phased by 180◦ with respect to each
other. The maximum transmission through each of these channels occurs for the
times in which the cosine term in Eq. (4.4) is either +1 (k = 4) or −1 (k = 2). In
contrast, two maxima in the transmission are visible at the preset channel k = 3
corresponding to the times in which the standing SAW vanishes. A negligible
modulation is observed at the outer WGs, k = 1 and k = 5. In this way, during
a SAW cycle the optical signal oscillates from the preset output channel k = 3
to the two adjacent WGs, k = 2 and k = 4. For comparison, Fig. 5.23(b) shows
the simulated results for the same device, assuming an eﬀective index change of
2.80× 10−3, which corresponds approximately to Λ ≈ ±1.
In general, the measurements on the fabricated devices are in good agreement
with the simulations. The devices were intended as a proof of concepts, showing the
feasibility of using SAWs to modulate the response of phased-array WDM devices.
As expected, these devices have shown to be more sensitive than the rest of the
demonstrated devices. This is because the additional phases introduced during the
processing of the devices become more critical as the number of modulated WGs
increases. In this sense, the degradation of the measured response with respect to
the simulations can be minimized if the processing tolerances are considered.
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5.4 Devices in prospect
Owing to the limitations of the current fabrication techniques, degradation of
the actual spectral response with respect to the simulations can be expected. The
surface irregularities of the waveguides in the array and other defects introduced
during the processing of the devices result in eﬀective unwanted phase shifts in
the propagated ﬁelds. Small variations in the eﬀective width of the MMI couplers
can also lead to an unbalanced splitting and phase deviations in the output im-
ages [91, 112]. These additional phases may prevent the complete destructive or
constructive interference at some outputs of the device, increasing therefore the
crosstalk and reducing the extinction ratio, as we have seen in the experimental
results corresponding to the 1× 3 device. In order to estimate the processing toler-
ances bellow which the devices are still operational we have added random phases
to the arms term in Eq. (4.11). For simplicity, we considered ideal MMI couplers
in the calculations. Fig. 5.24(a) compares the calculated response of the ideal be-
havior of a 5× 5 router corresponding to S ′′3 , calculated for the route (i, k) = (3, 2)
(black lines), (i, k) = (3, 3) (red lines), and (i, k) = (3, 4) (grey lines), with those
in which additional phases where introduced in each arm to emulate the imper-
fections due to the processing. These phases were randomly generated between
0 and an upper bound δφmax. We repeated the calculations for up to ten times
for each upper bound δφmax and, in each case, the set of phases which resulted
in a higher deviation from the ideal response was chosen. Fig. 5.24(b) shows the
simulated time response of the 5× 5 router along one acoustic period T assuming
Λ = ±1 and ideal MMI couplers, for the ideal case and the same sets of random
phases depicted in Fig. 5.24(a). The response of the device clearly degrades as
the upper bound δφmax increases. However, the device remains operational for
Figure 5.24: (a) Deviation from the ideal response of the 5× 5 device corresponding
to S ′′3 , calculated for the route (i, k) = (3, 2) (black lines), (i, k) = (3, 3) (red lines), and
(i, k) = (3, 4) (grey lines), introducing random phase errors in the arms, generated be-
tween 0, and an upper bound δφmax. (b) Time response of the 5× 5 device corresponding
to Λ = ±1, and the same set of phases depicted in (a). The devices are operational for
random phase deviations of up to pi/3. During the calculation, we considered ideal MMI
couplers. Only three channels are shown.
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δφmax ≤ pi/3, with maximum crosstalk levels of ∼ −11.6 dB at t/T ∼ 1/4 and
∼ 1/2. The calculated theoretical upper bound lies well within previously mea-
sured eﬀective phase deviations that were obtained in realistic processing using
contact optical lithography [59].
In order to overcome these limitations in certain cases, we propose to drop
the modulated WGs, which are one of the main sources of phase errors. The
structure of the proposed devices [124] comprise a single MMI coupler of length
3Lpi, which as already explained, is the length at which a single mirrored image of
the input ﬁeld is formed [91], with an even number N of access WGs with equal
spacing Weff,0/N. The situation for N odd is slightly more complicated, and will
not be discussed here. At a distance 3Lpi/2, two self-images of the input ﬁeld are
formed at the positions j = i and j = N− i + 1 for a given input WG i. In the
traditional layout, which is shown in Fig. 5.25(a), two MMI couplers of length
3Lpi/2 with an even number N of access WGs are employed as a starting point. A
single IDT with straight ﬁngers generates a traveling SAW which modulates the
optical properties of the N single-mode WGs which link the MMI couplers. In the
proposed layout, which is shown in Fig. 5.25(b), the modulated WGs are dropped,
and the straight-ﬁnger IDT is replaced by a focusing IDT with curved ﬁngers.
This IDTs can generate a continuous narrow and collimated acoustic beam over
more than 100 µm [83]. Therefore, MMI couplers with an arbitrary even number
N of access WGs are possible due to the large coherence length of the collimated
acoustic beams. The generated acoustic beam of width ρ propagates perpendicular
to the light propagation direction at 3Lpi/2, and modulates with opposite phase the
refractive index of the two images of the input ﬁeld. If the proper acoustic power
is applied, the light can oscillate among the output WGs k = i and k = N− i + 1
for a given input WG i at the SAW frequency. For a ﬁxed acoustic wavelength
λSAW, which is determined by the ﬁnger spacing in the IDT, it is important to
choose the proper width W of the MMI coupler. This ensures that each the formed
images for a given input i are modulated with an opposite phase, maximizing thus
the acousto-optical modulation. From another point of view, it is also possible
to adjust the SAW wavelength λSAW by changing the ﬁngers spacing, for a given
width W of the MMI coupler.
Figure 5.26(a) shows the BPM simulated results of the proposed device for
N = 4, taking i = 1 as the input WG, on an (Al,Ga)As platform. Here, it can
be seen that two images of the input ﬁeld are formed at 3Lpi/2 at the positions
corresponding to j = 4 and j = 1, as expected. This can be better appreciated
in Fig. 5.26(b), where the modulated region of the device has been enlarged for
clarity. An acoustic phase diﬀerence ±δΦ = ±1.90 rad, which corresponds to an
eﬀective refractive index variation of δneff = ±6× 10−3, was assumed during the
calculation. t = 0 (upper panel) was chosen to coincide with an instant in which
no acoustic modulation is applied to the self-images. In this case, the device acts
as a cross-coupler, and the light follows the route (i, k) = (1, 4). For t = T/4 (lower
panel), with T the SAW beating period, the eﬀective refractive index change in
the regions around the self-images is maximum, and the light is now switched to
the output WG k = 1. If the applied power is further increased, the optical signal
can oscillate faster among the output channels k = 1 and 4, respectively, and light
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Figure 5.25: In the traditional layout (a), the devices comprise two MMI couplers of
lengths LMMIC = 3Lpi/2, with N input and output WGs (ICs and OCs), linked by an
array of N single-mode WGs. A single IDT with straight ﬁngers generates a traveling
SAW which provides the additional phases δΦj to reconﬁgure the response of the router.
In the proposed layout (b), a single MMI coupler of length 3Lpi is employed. A single
focusing IDT with curved ﬁngers generates a narrow acoustic beam which modulates
with opposite phase the eﬀective refractive index at 3Lpi/2, where two self-images of the
input ﬁeld are formed.
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modulated at higher harmonics of the SAW beating period can be accomplished.
In order to obtain a realistic description of the SAW inside the MMI coupler,
the eﬀective refractive index in the region around each of the self-images was
discretized, and arranged in a two-dimensional lattice to simulate the SAW proﬁle
as shown in [83]. Small power losses can be appreciated at the output of the
MMI coupler. This comes as a result of the fact that the eﬀective refractive index
change, which is a continuous function, is represented as a discrete variable during
the computation. By reducing the size of the eﬀective index change step, the losses
can considerably be minimized.
Figure 5.26: (a) BPM simulated results of the proposed device with four access WGs,
taking i = 1 as the input WG, for an (Al,Ga)As platform. A total phase diﬀerence
of ±δΦ = ±1.90 rad, which corresponds to δneff = ±6× 10−3, was assumed during the
calculation. For t = 0 (upper panel), the devices acts as a cross-coupler and the light
follows the route (i, k) = (1, 4). When the modulation is at its maximum, which corre-
sponds to t = T/4 (lower panel), with T the SAW beating period, the light follows the
route (i, k) = (1, 1). (b) Enlarged view of the modulated section of the device.

Conclusions
This work has dealt with the basic principles and the design of novel integrated
reconﬁgurable photonic routers based on the self-imaging properties of MMI cou-
plers. The external control of the light propagation inside the devices enables
size reduction, as well as important applications for nowadays optical networks,
such as modulation or switching. Special emphasis has been put on the acousto-
optical modulation using SAWs, which is the basis of the fabricated devices in
this essay. In this way, SAW-driven MZI-based devices with two and three output
WGs have been demonstrated, and served as proof of technology for the more
complex SAW-driven WDM devices. This essay has been divided into two main
blocks. The concepts in the ﬁrst block, comprising Chapters 2 and 3, are well
established and widely reviewed in the literature. Our main contributions come
in the second block, which comprises Chapters 4 and 5, and where the theory of
reconﬁgurable photonic routers as well as the experimental results corresponding
to the fabricated SAW-driven devices have been presented.
In Chapter 2, the theory of acousto-optical modulation of the optical properties
of dielectric WGs has been discussed, as well as the excitation of SAWs using IDTs.
Finally, the experimental measurements of the response of two of the fabricated
IDTs have been presented and brieﬂy discussed.
In Chapter 3, the fundamental properties of 2D WGs have been discussed, and
employed in combination with the EIM to understand the guiding properties of
3D dielectric WGs. Furthermore, simulated results calculated using the EIM and
the BPM have been shown for WGs of diﬀerent width on (Al,Ga)As, which is the
material platform employed to process the devices, at diﬀerent wavelengths of the
light. Next, the properties of MMI couplers have been explained in detail using
a guided-mode propagation analysis, and a description of the design procedure
has been given. The guided-mode propagation analysis has been used to get an
approach of the dimensions of the MMI couplers, which must be later optimized
using BPM calculations. Finally, the BPM simulations of a MMI coupler with ﬁve
access WGs on (Al,Ga)As, which were used in the design of phased-array WDM
devices, have been shown.
In Chapter 4, the design approach for N×N compact reconﬁgurable light
routers has been presented. In the most general case, the devices comprise two
MMI couplers of length LMMIC1 = 3Lpi and LMMIC2 = 3(N− 1)Lpi, respectively,
which split and combine the light, linked by an array of N single-mode WGs.
When the eﬀective refractive index of the WGs is modulated, the response of the
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devices is tuned and the light can switch paths between the preset channel and
the rest of output WGs. In this way, very simple phase relations between the
modulated WGs that enable the response reconﬁguration have been derived for
the general case where the eﬀective refractive index of the arms is increased or
decreased. More precisely, the case where the eﬀective refractive index of the arms
varies sinusoidally, as naturally occurs in SAW-driven devices, has been considered
in detail. Additionally, very compact expressions to calculate the channel assign-
ment of the devices as a function of the applied phase shift have been given. Next,
the important case where wavelength dispersion is assumed at the arms of the
routers, enabling reconﬁgurable phase-array WDM devices, has also been care-
fully described. Moreover, the procedure to calculate the relative length between
the arms is explained, and a calculation example corresponding to a 5× 5 de-
vice has been given. Furthermore, it has been shown that the particular case
where the splitter and combiner MMI couplers have the same length, although
enabling shorter devices, can only be used for WDM applications. Finally, the
particular cases of both colorless and phased-array WDM devices with ﬁve, six,
and seven access WGs have been given, together with tables summarizing their
routing properties. These results are general, and its application to devices based
on other modulation techniques such as thermo-optic or electro-optic devices is
also possible and straightforward, enabling compact light routers or modulators
that can be easily integrated in more complex functionalities.
In Chapter 5, the simulated and experimental results corresponding to two
MZI-based devices built upon two MMI couplers with two and three output WGs,
respectively, have been presented. In these devices, a symmetric-interference MMI
coupler with a single access WG, which enables couplers four times shorter, is used
as a splitter, and a traveling SAW generated by a single IDT is employed to tune
the response of the devices. In both cases, modulation of the optical signal at
frequencies in the GHz range was accomplished. Afterwards, the simulated and
experimental results of a phased-array WDM device with MMI couplers of the
same length and ﬁve access WGs have been presented. Devices with a larger num-
ber of modulated WGs are also possible, at the expense of increasing λSAW and
thus, of a slower time response. The devices operate on ﬁve equally distributed
wavelength channels, with a spacing of 2 nm. For a given input WG, in the preset
conﬁguration, each wavelength channel follows a route which is determined by the
design of the device. If the proper phase diﬀerence is applied between the arms, a
wavelength channel can be redirected from its preset output WG to other output
WGs along the SAW period. In this case, a standing SAW generated by two IDTs
was employed to modulate the arms of the devices. All the devices were fabricated
on (Al,Ga)As at the Paul-Drude Institute. This material was the obvious choice
for our purposes due to its good compromise between its optical and acoustical
properties. These three devices were intended as a proof of concepts, and the pro-
cessing tolerances were not considered. Thus, devices with better performance can
be obtained if the fabrication tolerances are taken under consideration during the
design process. These concepts can also be readily extended to other piezoelectric
material platforms such as LiNbO3, or even to non-piezoelectric materials such
as Si, which is of great practical interest, with additional processing steps. The
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simplicity of operation and ease of implementation with respect to other tuning
techniques, together with the possibility of fabrication using standard semiconduc-
tor planar technology, make the proposed SAW-driven modulators good candidates
to be part of more complex future integrated circuits. Due to the oscillatory nature
of SAWs, all the fabricated devices behave as modulators, with the light oscillating
among the diﬀerent output channels at the SAW frequency if the proper phase shift
is applied between the arms. In this sense, light-lossless optical switches driven by
SAWs would be of high interest for communication applications, and need to be
further investigated.
Finally, we propose another device in which the modulated WGs, which are the
main source of phase errors, are dropped. The structure of this device comprises
a single MMI coupler of length 3Lpi, with an even number of access WGs. In the
preset conﬁguration, the device acts as a cross-coupler. A very narrow SAW beam
generated by a single focusing IDT with curved ﬁngers is employed to modulate
with opposite phase the two self-images created at the middle plane of the MMI
coupler. For a given input WG, the light can oscillate among the preset output WG
and a diﬀerent one at the SAW frequency. If the induced phase diﬀerence is further
increased, it is possible to obtain light modulated at higher harmonic components
of the SAW fundamental frequency. This device has also been simulated through
BPM, and its experimental execution is a task for the future.

Resumen en español
Durante la segunda mitad del siglo XX se produjo un desarrollo excepcional
de la capacidad de transmitir y procesar información electrónicamente. Esto fue
debido en parte a la capacidad de integrar en un único substrato una gran can-
tidad de transistores, que son las unidades fundamentales de procesamiento de
datos. La fabricación del primer circuito integrado por J. Kilby [3] en 1958, su-
puso un avance espectacular frente al ensamblaje manual de componentes. Las
excelentes propiedades del silicio como plataforma única para la integración, junto
al desarrollo de la tecnología CMOS (acrónimo de Complementary Metal-Oxide
Semiconductor), contribuyeron durante los siguientes años a una reducción del
tamaño y del coste de los componentes electrónicos. Este comportamiento quedó
resumido en la ley de Moore [6], que predecía que el número de transistores inte-
grados se duplicaría cada 24 meses. Esta tendencia, que se ha mantenido hasta la
actualidad con transistores de tamaño nanométrico, no puede continuar indeﬁnida-
mente. Uno de los problemas fundamentales reside en la capacidad limitada para
disipar el calor que generan los dispositivos, y que afecta considerablemente al
rendimiento del circuito ﬁnal [8, 9]. Así, son necesarias otras tecnologías que per-
mitan superar estos inconvenientes. Una alternativa prometedora son los circuitos
integrados fotónicos, en los que en principio es posible fabricar dispositivos con las
mismas funciones que sus análogos electrónicos, pero evitando el problema de la
generación de calor.
A la par, la producción en masa y la miniaturización de los circuitos integrados
electrónicos permitió generar y manipular una gran cantidad de datos. De este
modo, la creciente demanda de transmisión de datos demostró que la capacidad
de los medios de transmisión de la época (el cable de cobre y los cables coaxi-
ales) estaba en el límite de su capacidad. Así, el desarrollo del primer láser en
1960, junto con el desarrollo de ﬁbras ópticas más eﬁcientes durante la década de
1970 con una gran capacidad de transmisión de datos (ancho de banda), ofrecieron
una solución al problema. Además, es posible multiplexar espectralmente diversas
señales independientes de diferente frecuencia en una única señal, de modo que se
aprovecha todo el ancho de banda disponible en la ﬁbra óptica. Una vez que la
señal ha sido transmitida y recibida, puede ser demultiplexada de modo que las
diferentes señales son separadas espacialmente. Esta tecnología, que se denom-
ina WDM [12] (acrónimo de Wavelength-Division Multiplexing), es crucial en las
comunicaciones actuales en las que la mayor parte de las comunicaciones a larga
distancia se realizan mediante ﬁbras ópticas colocadas en extensas redes [11, 12].
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Sin embargo, el procesamiento de las señales en los nodos de estas redes se realiza
aún electrónicamente, de modo que son necesarias costosas interfaces de conversión
electrón-fotón y viceversa. Una solución a este problema consistiría en la susti-
tución total o parcial de las unidades de procesamiento electrónico en los nodos
de las redes por elementos puramente fotónicos. Ello requeriría el desarrollo de
dispositivos fotónicos activos tales como interruptores ópticos, capaces de dar a
la red la misma ﬂexibilidad [11, 12] que su análogo electrónico, con la posibilidad
además de utilizar los tiempos de respuesta ópticos para conseguir dispositivos
fotónicos muy rápidos [11, 12, 15]. Aparte de todo esto, el diseño de dispositivos
activos permite también reducir el tamaño de los dispositivos, favoreciendo por
tanto la integración de un número elevado de componentes en un único substrato,
así como la realización de funciones que serían imposibles con sólo elementos pa-
sivos [11,13,15].
Existen diversas técnicas actualmente para diseñar dispositivos activos. La
forma más sencilla de controlar la propagación de la luz en el interior de una es-
tructura consiste en cambiar la temperatura del material [42,4648]. Esta técnica,
conocida como efecto termo-óptico, permite fabricar dispositivos compactos con
tiempos de respuesta de unos pocos MHz [42]. Otra técnica muy utilizada en la
actualidad para modular la respuesta de un dispositivo consiste en utilizar cam-
pos eléctricos. Si el campo eléctrico es aplicado sobre un material piezoeléctrico, el
cambio en el índice de refracción es proporcional a la magnitud del campo eléctrico,
lo que se conoce generalmente como efecto electro-óptico lineal o efecto Pockels.
Esta técnica permite fabricar dispositivos muy rápidos operando en el rango de
varios GHz [51,52]. Si el campo eléctrico se aplica sobre un material no piezoeléc-
trico, el cambio en el índice de refracción es proporcional al cuadrado o incluso
a potencias superiores de la magnitud del campo eléctrico. Este efecto se conoce
como efecto Kerr. En dispositivos reales, esta técnica se implementa iluminando
la guía de ondas con un haz óptico de muy alta intensidad, de modo que el campo
eléctrico de la luz modula las propiedades ópticas del material [55,56]. Esta técnica
permite fabricar dispositivos extremadamente rápidos, con una respuesta tempo-
ral en el rango de los THz. Sin embargo, generalmente son necesarias longitudes
de interacción muy largas debido a la debilidad de estos efectos, y su aplicación
en un circuito integrado real puede ser compleja. Una técnica adicional, que fue
propuesta primeramente por C. Gorecki [58], consiste en utilizar una onda acústica
superﬁcial para modular las propiedades ópticas del material a través del efecto
elasto-óptico. Unos años después, fue generalizada por M. Beck, M. M. de Lima
y P. V. Santos [5961], quienes propusieron la modulación simultánea de las guías
de los dispositivos con fase opuesta para optimizar la modulación acústica. Esta
técnica, que presenta un buen compromiso entre el tamaño de los dispositivo y su
velocidad, con dispositivos compactos operando en el rango de unos pocos GHz,
es la base de los dispositivos presentados en este trabajo. Las ondas acústicas
son excitadas en materiales piezoeléctricos utilizando transductores interdigitados
(IDTs, acrónimo de interdigital transducer). En el caso de utilizar una plataforma
material que no sea piezoeléctrica, como el silicio (Si), todavía es posible utilizar
esta tecnología depositando una capa de un material piezoeléctrico, como el óxido
de zinc (ZnO) sobre la guía original de Si.
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Los dispositivos modulados acústicamente demostrados en este trabajo es-
tán compuestos por dos acopladores MMI (acrónimo de Multi-Mode Interference)
unidos mediante un conjunto de guías de ondas monomodo. La estructura central
de los acopladores MMI está formada por una guía de ondas multimodo, diseñada
para permitir la propagación de un número elevado de modos ópticos, y en la que
se inyecta y se extrae la luz mediante un conjunto de guías de ondas, general-
mente monomodo, colocadas en sus extremos. Su funcionamiento está basado en
las propiedades de autoimagen de las guías de ondas multimodo, de modo que la
distribución de intensidades de la entrada del dispositivo se reproduce a intervalos
periódicos de la dirección de propagación de la guía de ondas. Sin imponer condi-
ciones sobre la excitación de los modos, a longitud de los acopladores MMI viene
dada por [91]:
Lc =
P
N
(3Lpi), (5.7)
para P ≥ 1 y N ≥ 1 enteros sin divisores comunes, siendo Lpi la distancia de batido
del acoplador. De este modo, N imágenes del campo inicial separadas entre sí una
distancia Weff,0/N, donde Weff,0 es la anchura efectiva del acoplador MMI, a la
longitud de acoplamiento deﬁnida por la Ec. (5.7). Los dispositivos más cortos
se obtienen tomando P = 1. La realización de acopladores MMI aún más cortos
es posible a través de la excitación selectiva de los modos el acoplador MMI por
parte del campo inicial de entrada. Por ejemplo, es posible realizar dispositivos
cuatro veces más cortos que en el caso de interferencia general si se excitan los
modos pares simétricos. La posición de las guías de ondas de entrada en este tipo
de dispositivos está restringida al centro del acoplador MMI, de modo que sólo
es posible realizar divisores de potencia 1×N, en los que hay una única guía de
entrada y N guías de salida. Excitando la guía de acceso con un campo simétrico,
es posible encontrar N imágenes múltiples del campo inicial a una distancia dada
por [91]:
Lc =
P
4N
(3Lpi). (5.8)
Por su corta longitud, este tipo de acopladores son especialmente útiles en apli-
caciones en que el número de guías de acceso no es tan crítico, pero en las que se
requiere la integración de un número de componentes elevado. En el caso más gen-
eral, los dispositivos propuestos constan de dos acopladores MMI de anchura W
y de diferente longitud. El primer acoplador MMI, de longitud LMMIC1 = 3Lpi/N
(con P = 1), funciona como un divisor de potencia generando N imágenes múltiples
del campo de entrada. Estas imágenes del campo inicial son acopladas posterior-
mente a un conjunto de N guías de ondas o brazos, generalmente monomodo, en
las que se introducen las fases adicionales (δΦ1, ..., δΦN) que permiten modiﬁcar
la respuesta del dispositivo. Estas fases pueden expresarse como [49,59,62,63]:
|δΦ| = 2pi`
λ
|δneff | = aP
√
PIDT, (5.9)
donde ` es la longitud de interacción entre la luz y la onda acústica, λ es la longitud
de onda de la luz, |δneff | es la amplitud del cambio de índice de refracción efectivo
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inducido, aP es una constante de proporcionalidad, y PIDT es la potencia de la
radio-frecuencia (RF) aplicada sobre el IDT [59,62]. El índice de refracción efectivo
del j-ésimo brazo puede expresarse como:
neff (j) = n
0
eff + δneff (j) (5.10)
donde n0eff es el índice efectivo sin perturbar de las guías de ondas que son modu-
ladas por la onda acústica, y δneff(j) el cambio en el índice de refracción efectivo
en el brazo j-ésimo. Así, δneff(j) puede expresarse como [110]:
neff (j) = n
0
eff + κjδn
max
eff cos (ωt) (5.11)
donde δnmaxeff es la amplitud máxima de la modulación del índice efectivo intro-
ducida en las guías, y κj son factores que cuantiﬁcan la magnitud y la fase de la
modulación del índice efectivo del brazo j-ésimo. Finalmente, el segundo acoplador
MMI, de longitud LMMIC2 = 3(N− 1)Lpi/N (con P = N− 1), recombina las N imá-
genes múltiples. Es preciso notar que la suma de la longitud de los dos acopladores
MMI es LMMIC1 + LMMIC1 = 3Lpi. En este plano, el acoplador MMI funciona como
un acoplador cruzado (cross-coupler) en ausencia de modulación, de modo que se
forma una imagen especular del campo de entrada. De esta manera, podemos
beneﬁciarnos del hecho que la luz esté naturalmente enfocada en este plano, para
derivar así relaciones de fase sencillas entre las guías de ondas moduladas que per-
mitan reconﬁgurar el dispositivo. De ahora en adelante numeraremos los puertos
de entrada, los brazos de la región modulable y los puertos de salida del dispositivo
mediante los índices i, j, y k, respectivamente. Así, en ausencia de modulación, la
señal óptica sigue la ruta (i, kPreset = N− i + 1), siendo kPreset el canal predeter-
minado que selecciona la señal sin ondas acústicas.
Para reconﬁgurar la respuesta del dispositivo, es necesario que la modulación
introduzca la diferencia de fase adecuada entre los brazos del dispositivo de modo
que la señal sea asignada a otro canal diferente de kPreset. Estas relaciones de
fase vienen dadas por los factores κj en la Ec. (5.11). Como hemos visto, la
modulación de las guías con fase opuesta permite optimizar los efectos de la onda
acústica. Por ello, es útil escoger el valor de los factores κj en el rango [−1, 1], de
modo que el modelo permite representar situaciones en las que el índice efectivo
de las guías decrece (−1 ≤ κj < 0) o aumenta (0 < κj ≤ 1). En general, sólo una
onda acústica estacionaria puede proporcionar los κj adecuados si N > 2. Esto
es posible si se utilizan dos IDTs para generar dos haces acústicos que viajen en
sentido contrario. Debido a las características de las fases de transferencia entre
las guías de entrada y de salida, la modulación de la respuesta del dispositivo sólo
es posible si los factores κj no están uniformemente distribuidos con respecto al
índice j que numera los brazos. Esto puede apreciarse claramente en la Tabla 5.2,
en la que se muestran los valores calculados para un dispositivo 5× 5. En la tabla
tan sólo se muestra la mitad de las soluciones. La otra mitad puede obtenerse
trivialmente multiplicando estas soluciones por (−1). El signiﬁcado de los factores
κj puede entenderse como sigue. Si por ejemplo operamos un dispositivo en el que
〈κ1, κ2, κ3, κ4, κ5〉 = 〈1, 0,−1/2,−1, 1/2〉, esto signiﬁca que la diferencia de fase
inducida en los brazos del dispositivo debe ser máxima pero con signo opuesto en
117
Table 5.2: Conjunto de
〈
κj
〉
calculados para un dispositivo 5× 5. Los diferentes 〈κj〉 pueden
ser clasiﬁcados en dos conjuntos secundarios, S′ and S′′ . La numeración de cada una de las
soluciones indica la posición del nodo de la onda acústica.
Factores κj
Soluciones κ1 κ2 κ3 κ4 κ5
S′1 0 −1/2 1/2 −1 1
S′2 1/2 0 1 −1/2 −1
S′3 −1/2 −1 0 1 1/2
S′4 1 1/2 −1 0 −1/2
S′5 −1 1 −1/2 1/2 0
S′′1 0 −1 1 1/2 −1/2
S′′2 1 0 −1/2 −1 1/2
S′′3 −1 1/2 0 −1/2 1
S′′4 −1/2 1 1/2 0 −1
S′′5 1/2 −1/2 −1 1 0
los brazos j = 1 y j = 4. Entre los brazos j = 3 y j = 5, la diferencia de fase aplicada
debe ser también de signo opuesto, pero con la mitad de la amplitud del desfase
aplicado en los brazos j = 1 y j = 4. Finalmente, no se aplica ninguna diferencia
de fase al brazo j = 2, en el que κ2 = 0. El procedimiento para calcularlos está
descrito con gran detalle en esta tesis o en nuestros trabajos [110, 111]. Para una
mejor comprensión de las propiedades de los dispositivos cuando son modulados,
podemos reescribir la diferencia de fase δΦj que se introduce en el j-ésimo brazo
como:
δΦj = Φ
0 + κjΛδΦ
0, (5.12)
donde Φ0 es la diferencia de fase estática entre los brazos del dispositivo, δΦ0
es la diferencia de fase mínima necesaria para reconﬁgurar la respuesta, y Λ son
enteros. Cuando δΦj = δΦ0, la interferencia constructiva puede ser desplazada
desde el puerto de salida kPreset a otro diferente. Las diferentes soluciones del
dispositivo 5× 5 pueden ser organizadas en dos bloques principales S ′ y S ′′ , que
contienen soluciones que dan lugar a la misma reconﬁguración de los canales. Esto
puede observarse en la Tabla 5.3, en la que se muestra la asignación de los canales
de un dispositivo 5× 5 para cada bloque de soluciones en función de Λ. Así, es
posible obtener la misma ruta (i, k) para las dos soluciones S ′ y S ′′ , pero para
diferencias de fase que diﬁeren en un múltiplo entero de Λ. Este comportamiento
puede extenderse a un número de guías N impar arbitrariamente grande. En el
caso en que N es par, en general sólo existe un conjunto de soluciones S (y su
correspondiente conjunto −S) [110,111].
Los valores de los factores κj están determinados en la práctica por la separación
relativa entre las guías en la región activa del dispositivo, de modo que cada guía
experimenta una amplitud acústica y una fase dterminada por su posición respecto
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Table 5.3: Conexiones de la forma (i, k) calculadas para un dispositivo 5× 5 correspondiente
al bloque de soluciones S′ (tabla superior) y S′′ (tabla inferior). Los diferentes estados (i, k) en
cada columna pueden alcanzarse aplicando la misma amplitud de modulación, deﬁnida por el
valor de Λ.
Conexiones 5× 5 (S′)
Λ = −3 Λ = −2 Λ = −1 Λ = 0 Λ = +1 Λ = +2 Λ = +3
(1, 2) (1, 1) (1, 3) (1, 5) (1, 4) (1, 2) (1, 1)
(2, 1) (2, 3) (2, 5) (2, 4) (2, 2) (2, 1) (2, 3)
(3, 4) (3, 2) (3, 1) (3, 3) (3, 5) (3, 4) (3, 2)
(4, 3) (4, 5) (4, 4) (4, 2) (4, 1) (4, 3) (4, 5)
(5, 5) (5, 4) (5, 2) (5, 1) (5, 3) (5, 5) (5, 4)
Conexiones 5× 5 (S′′)
Λ = −3 Λ = −2 Λ = −1 Λ = 0 Λ = +1 Λ = +2 Λ = +3
(1, 3) (1, 4) (1, 1) (1, 5) (1, 2) (1, 3) (1, 4)
(2, 5) (2, 2) (2, 3) (2, 4) (2, 1) (2, 5) (2, 2)
(3, 1) (3, 5) (3, 2) (3, 3) (3, 4) (3, 1) (3, 5)
(4, 4) (4, 1) (4, 5) (4, 2) (4, 3) (4, 4) (4, 1)
(5, 2) (5, 3) (5, 4) (5, 1) (5, 5) (5, 2) (5, 3)
del perﬁl de la onda acústica. De este modo, la posición de las guías dentro
del perﬁl acústico impide que las guías adyacentes estén separadas por la misma
distancia si N > 3. En general, para que una señal introducida por un puerto i
interﬁera constructivamente en un puerto de salida k determinado, es necesario que
la fase de la señal al llegar al puerto k sea un múltiplo entero de 2pi a la longitud
de onda de diseño. Por tanto, en un dispositivo real es necesario considerar las
diferencias de fase introducidas por las secciones curvas necesarias para llevar las
guías de ondas desde el plano de salida de los acopladores MMI, en el que están
equiespaciadas, a la posición correcta respecto de la onda acústica estacionaria.
Los conceptos que acabamos de discutir son válidos también en el importan-
tísimo caso en que los brazos del dispositivo introducen dispersión en longitud de
onda, de modo que el resultado ﬁnal es un multiplexor (a los que nos referimos
como phased-array WDM device a lo largo de este trabajo y en [63, 111]). En
estos dispositivos, la longitud de los brazos está ajustada de modo que se produce
interferencia constructiva en un puerto de salida diferente para cada longitud de
onda, las cuales están espaciadas ∆λ. De este modo, la longitud del j-ésimo brazo
puede expresarse como [63,111]:
`j = `0 + αj∆`, (5.13)
donde `0 es la longitud del brazo de referencia, que generalmente corresponde
al más corto, ∆` es la diferencia de longitud que introduce un desfase de 2pi/N
entre dos longitudes de onda adyacentes, y αj ≥ 0 son factores enteros. Debido
a las propiedades espectrales de los acopladores MMI, la longitud de las guías
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no se incrementa linealmente entre guías adyacentes. Al igual que en el resto de
dispositivos, aplicando una diferencia de fase entre las guías de onda de acuerdo
con los factores κj discutidos anteriormente, es posible reconﬁgurar la respuesta
de los multiplexores. En este caso, es necesario calcular la posición de las guías
de ondas moduladas de manera que se cumplan simultaneamente las condiciones
ópticas, para que el dispositivo funcione como un multiplexor, y las condiciones
acústicas para que su respuesta pueda ser sintonizada adecuadamente.
Los resultados expuestos anteriormente permiten diseñar interruptores o mul-
tiplexores sintonizables si se utilizan técnicas de modulación en las que las difer-
encias de fase adecuadas pueden ser aplicadas permanentemente, como en dispos-
itivos modulados mediante el efecto termo-óptico. Si se utilizan ondas acústicas
superﬁciales, que es el caso que nos ocupa, sólo es posible obtener moduladores
debido al caracter oscilatorio de las ondas acústicas. En cualquier caso, los mejores
resultados se obtienen si se diseñan los dispositivos con acopladores MMI con la
relación de longitudes expuesta anteriormente. En caso de utilizar dos acopladores
MMI del mismo tamaño (esto es, tomando P = 1 en los dos casos), sólo es posible
obtener interferencia constructiva en los puertos de salida si se impone además dis-
persión en longitud de onda en las guías de ondas que conectan los dos acopladores
MMI, de modo que el dispositivo resultante es un multiplexor [38, 111]. Esto sólo
es posible si se introducen ligeras modiﬁcaciones en los factores αj, que deben ser
numéricamente calculadas. En cualquier caso, es posible utilizar el mismo con-
junto de 〈κj〉 para reconﬁgurar la respuesta del dispositivo, ya que éstos siguen
siendo válidos siempre que en los puertos de salida del dispositivo se produzca
interferencia constructiva.
Finalmente, con el propósito de veriﬁcar los resultados teóricos que acabamos
de describir, fabricamos y caracterizamos el caso particular de un dispositivo mul-
tiplexor con acopladores MMI del mismo tamaño (esto es, con P = 1). Antes de
ello, describiremos primeramente los resultados correspondientes a dos interfer-
ómetros Mach-Zehnder fabricados a partir de acopladores MMI con dos y tres
guías de salida respectivamente, pensados como pruebas preliminares al diseño del
multiplexor. En estos dispositivos, utilizamos un acoplador MMI con una única
guía de acceso colocada en el centro del acoplador, en el que la interferencia estaba
restringida a los modos simétricos. De este modo, fue posible diseñar y fabricar
dispositivos muy compactos. Todos los dispositivos que vamos a describir fueron
fabricados en dos pasos mediante litografía óptica de contacto sobre una plataforma
de (Al,Ga)As, que presenta un buen compromiso entre sus propiedades ópticas y
acústicas. La muestra fue crecida mediante epitaxia de haces moleculares sobre
una oblea de GaAs (100). Ésta consiste en una capa de 1500 nm de espesor de
Al0.2Ga0.8As, sobre la que se creció una capa de GaAs de 300 nm de espesor y en
la que se procesaron las guías de ondas. Primero, los IDTs, que fueron diseñados
para una frecuencia de resonancia de ∼ 520 MHz, fueron fabricados mediante un
proceso de metalización y posterior lift-oﬀ. Posteriormente, en un segundo paso se
utilizó un ataque por plasma (plasma etching) para procesar las guías de ondas de
los dispositivos. Las dimensiones de éstos fueron optimizadas en todos los casos
asumiendo un guías de ondas de 150 nm de profundidad.
El primer dispositivo consiste en un interferómetro Mach-Zehnder, construído a
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Figure 5.27: Dibujo artístico (no a escala) del interferómetro Mach-Zehnder con un
puerto de entrada (IC) y dos puertos de salida (OCs) (a). El dispositivo consiste en
dos acopladores MMI que dividen y combinan la señal (Splitter y Combiner, respectiva-
mente en el dibujo), unidos por dos guías monomodo (MWGs) que son moduladas por
una onda acústica viajera generada por un IDT. La señal óptica oscila rápidamente entre
los dos puertos de salida con la frecuencia de la onda acústica. (b) Resultados experi-
mentales para polarización TE de la transmisión del dispositivo para k = 1 (línea sólida)
y k = 2 (línea punteada) para las siguientes potencias de la señal RF: (i) PIDT = 8 µw,
(ii) PIDT = 7 mw, (iii) PIDT = 35 mw y (iv) PIDT = 49 mw.
partir de dos acopladores MMI unidos mediante dos guías de ondas monomodo [62].
El primer acoplador MMI, de anchura W = 7 µm y longitud Lc = 110 µm, tiene un
único puerto de acceso colocado en el centro del acoplador (interferencia simétrica).
Éste divide la señal óptica en dos partes que son acopladas a las guías de onda
monomodo. Una onda acústica viajera modula con fase opuesta las dos guías,
que están separadas una distancia 1.5 λSAW, donde λSAW es la longitud de onda
de la onda acústica. Finalmente, un segundo acoplador MMI con dos puertos
de salida, de anchura W = 6 µm y longitud Lc = 314 µm, combina de nuevo las
señales. La Fig. 5.27(a) muestra un dibujo artístico (no a escala) del dispositivo.
En ausencia de excitación acústica, el dispositivo divide la luz entrante en dos
haces de aproximadamente la misma intensidad. Al modular la respuesta, la señal
comienza a oscilar rápidamente entre los dos puertos de salida con la frecuencia
de la onda acústica (∼ 520 MHz). De este modo, es posible obtener luz modulada
a harmónicos superiores de la frecuencia acústica incrementando la potencia que
se aplica sobre el transductor. Después del ataque por plasma, la profundidad
media de las guías de ondas resultantes fue de ∼ 465 nm. Los resultados exper-
imentales obtenidos mediante un tubo fotomultiplicador MCP-PMT (acrónimo
deMicro-Channel Plate Photo-Multiplier Tube) para polarización TE se muestran
en la Fig. 5.27(b). Las líneas sólida y punteada corresponden a la transmisión a
través de los puertos de salida k = 1 y k = 2, respectivamente. Para bajas po-
tencias [PIDT = 8 µw (i)], el dispositivo actúa como un divisor de potencia. Para
PIDT = 7 mw (ii), la señal oscila entre los dos puertos de salida con la frecuencia de
la onda acústica. Al incrementar la potencia [PIDT = 35 mw (iii) y PIDT = 49 mw
(iv)], la presencia de harmónicos superiores de la frecuencia acústica fundamental
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Figure 5.28: Dibujo artístico (no a escala) del interferómetro Mach-Zehnder con tres
guías de salida (a). El dispositivo consiste en dos acopladores MMI de igual anchura
y longitud que dividen y combinan la señal (Splitter y Combiner, respectivamente en
el dibujo), unidos por dos guías monomodo (MWGs) que son moduladas por una onda
acústica viajera generada por un IDT. La señal óptica oscila rápidamente entre el puerto
de salida central y los dos laterales con la frecuencia de la onda acústica. (b) Resultados
experimentales para polarización TE de la transmisión del dispositivo para k = 1 (línea
gris sólida), k = 2 (canal central, línea negra sólida) y k = 3 (línea gris punteada) para
las siguientes potencias de la señal RF: (i) PIDT = 6.8 µw, (ii) PIDT = 68.3 mw y (iii)
PIDT = 108.3 mw.
es claramente visible.
El segundo dispositivo consiste igualmente en un interferómetro Mach-Zehnder,
construído a partir de dos acopladores MMI iguales de anchura W = 13.9 µm y
longitud Lc = 400.5 µm, unidos mediante dos guías de ondas monomodo [64]. Al
igual que el dispositivo anterior, el primer acoplador MMI tiene un único puerto
de acceso colocado en el centro del acoplador (interferencia simétrica). Éste divide
la señal óptica en dos partes que son acopladas a las guías de onda monomodo. La
onda acústica viajera modula las dos guías con fase opuesta, que están separadas
una distancia 1.5 λSAW. Finalmente, el segundo acoplador MMI, con tres puer-
tos de salida, combina de nuevo las señales. La Fig. 5.28(a) muestra un dibujo
artístico (no a escala) del dispositivo. En ausencia de excitación acústica, el dis-
eño del dispositivo asegura que toda la potencia es acoplada al puerto de salida
central (k = 2). Al modular la respuesta y aumentar la potencia de la señal RF
(PIDT), una fracción cada vez mayor de la señal oscila desde el canal central a los
dos laterales (k = 1, 3) con la frecuencia de la onda acústica (∼ 520 MHz). Final-
mente, en este caso toda la señal oscila periódicamente entre el puerto de salida
central y los dos laterales cuando δneff = 0.0019. Tras la fabricación, la profun-
didad media de las guías de ondas resultantes fue de ∼ 137 nm. Los resultados
experimentales obtenidos mediante un fotodiodo de avalancha (APD -Avalanche
Photo-Diode-) para polarización TE se muestran en la Fig. 5.28(b). Las líneas
grises sólida y punteada corresponden a la transmisión a través de los puertos de
laterales salida k = 1 y k = 3, respectivamente, mientras que la línea negra sól-
ida corresponde a la transmisión a través del puerto central k = 2. Para bajas
potencias [PIDT = 6.8 µw (i)], la señal está modulada a la frecuencia de la onda
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acústica, con el canal central contribuyendo con casi el 80% de la transmisión total.
Cuando se incrementa la potencia, la presencia de harmónicos superiores se hace
evidente. Para PIDT = 68.3 mw (ii), la modulación al primer harmónico es menos
intensa, con un incremento simultáneo de la modulación al segundo harmónico
de la onda acústica. Para PIDT = 108.3 mw (iii), la modulación está completa-
mente dominada por el segundo harmónico, con gran parte de la señal oscilando
periódicamente desde el canal central a los dos laterales.
El último dispositivo es un multiplexor construido a partir de dos acopladores
MMI con la misma anchura (W = 18 µm) y longitud (Lc ' 1158 µm), con cinco
puertos de entrada y salida [63]. Ambos acopladores MMI están unidos mediante
un conjunto de guías de ondas monomodo (arrayed waveguides en la literatura),
cuya longitud relativa está calculada para producir dispersión en longitud de onda
a la salida del dispositivo. De esta manera, si la señal de entrada es una mez-
cla de varias señales de diferente longitud de onda, cada una de ellas interﬁere
constructivamente en un puerto de salida diferente, de modo que pueden ser sep-
aradas espacialmente. Dos IDTs son utilizados para generar dos haces acústicos
que viajan en sentidos opuestos, y que interﬁeren para generar una onda acús-
tica estacionaria que permite modular la respuesta del dispositivo. En ausencia
de modulación, cada longitud de onda es asignada a un puerto de salida ﬁjado
por el diseño del multiplexor. Al modular la respuesta, cada longitud de onda
puede oscilar entre todos los puertos de salida con el periodo de la onda acústica
si se aplica una diferencia de fase suﬁciente [63]. Una vez que se ha conseguido
una reconﬁguración completa de los canales del multiplexor, es posible obtener luz
modulada a harmónicos superiores de la frecuencia acústica incrementando todavía
más la potencia que se aplica sobre los IDTs. Las dimensiones de los dispositivos
fueron optimizados para una longitud de onda λ0 = 910 nm y polarización TE,
con una separación ∆λ = 2 nm entre los cinco diferentes canales, que podemos
expresar como λ−2, λ−1, λ0, λ1, λ0. Fabricamos y caracterizamos dos dispositivos
diferentes, con las guías de la región modulada espaciadas de acuerdo a las solu-
ciones S ′3 y S
′′
3 , respectivamente (véase Tabla 5.2). En ambos casos, el brazo más
corto (de referencia) corresponde a j = jref = 1, donde jref se reﬁere al brazo de
referencia. Para los dos bloques de soluciones es posible obtener la misma asig-
nación de canales, pero para diferencias inducidas de fase que diﬁeren en valores
enteros de Λ [63, 111]. La Fig. 5.29(a) muestra un dibujo artístico (no a escala)
del dispositivo. La separación de las guías respecto de la onda acústica en el dis-
positivo real correspondiente a la solución S ′′3 se muestra en la Fig. 5.29(b). Como
ya hemos explicado, la posición de las guías respecto de la onda acústica debe
ser ajustada de modo que los requerimientos ópticos y acústicos sean satisfechos
simultaneamente. Tras la fabricación, la profundidad media de las guías de ondas
resultantes fue de ∼ 140 nm. La Fig. 5.30(a) muestra la respuesta espectral en
ausencia de modulación, correspondiente al puerto de entrada i = 1, para luz con
polarización TE, obtenida mediante una cámara CCD (Charge Coupled Device).
Las pérdidas debidas a la propagación de la luz a través de la estructura fueron
estimadas en ∼ 16 dB. La respuesta de los dispositivos está degradada debido a
las fases adicionales asociadas a imperfecciones durante la fabricación de los dis-
positivos. En general, este problema es más crítico según aumenta el número de
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Figure 5.29: Dibujo artístico (no a escala) del dispositivo multiplexor modulado acús-
ticamente con cinco puertos de entrada y de salida (a). El dispositivo consiste en dos
acopladores MMI que dividen y combinan la señal (Splitter y Combiner, respectivamente
en el dibujo), unidos por cinco guías monomodo (Arrayed WGs) que son moduladas por
una onda acústica estacionaria generada por dos IDTs. En ausencia de modulación, el
diseño del dispositivo asegura que señales con diferente longitud de onda interﬁeran con-
structivamente en puertos de salida diferentes. Cuando la respuesta del dispositivo es
modulada, cada longitud de onda puede oscilar entre los diferentes puertos de salida con
el periodo de la onda acústica si la diferencia de fase aplicada es suﬁciente. (b) Sepa-
ración de las guías respecto de la onda acústica en el dispositivo real correspondiente a
la solución S ′′3 .
guías. El resto de canales tienen respuestas similares. La Fig. 5.30(b) muestra la
transmisión con resolución temporal de uno de los dispositivos correspondientes
a la solución S ′′3 , obtenida mediante un tubo fotomultiplicador MCP-PMT, para
i = 2, λ = 899 nm, PIDT = 80 mW en cada IDT y polarización TE. La transmis-
sión de los canales laterales k = 2 y k = 4 presenta un máximo único a lo largo del
periodo acústico, pero con un desfase de 180◦. En el canal k = 3, que selecciona la
luz en ausencia de modulación, es posible observar dos máximos en la transmisión,
entre los máximos correspondientes a k = 2 y k = 4. En los canales k = 1 y k = 5
la modulación es muy baja, según lo esperado.
Debido a las limitaciones de las técnicas de fabricación actuales, siempre cabe
esperar como ya se ha visto que la respuesta de los dispositivos no se ajuste comple-
tamente a los resultados ideales obtenidos en las simulaciones. Las irregularidades
en la superﬁcie de las guías, así como otros defectos introducidos durante la fab-
ricación de los dispositivos resultan en desfases efectivos indeseados que degradan
la respuesta de los dispositivos. Para tratar de superar estas limitaciones, como
última aportación en este trabajo proponemos un dispositivo en el que las guías
monomodo que unen los dos acopladores MMI, que son una de las fuentes prin-
cipales de errores de fabricación, son elimnadas. La estructura del dispositivo
consiste en único acoplador MMI de longitud 3Lpi, que, como hemos visto, es la
distancia a la que se forma una única imagen especular del campo de entrada,
con un número N par de guías de entrada y de salida, respectivamente. De este
modo, el dispositivo actúa como un acoplador cruzado en ausencia de excitación
acústica, con la señal introducida en el puerto de entrada i enviada al puerto de
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Figure 5.30: (a) Respuesta espectral en ausencia de modulación, correspondiente al
puerto de entrada i = 1, para luz con polarización TE. (b) Transmisión con resolu-
ción temporal de uno de los dispositivos correspondientes a la solución S ′′3 , para i = 2,
λ = 899 nm, PIDT = 80 mW en cada IDT y polarización TE.
salida k = N− i + 1. En la mitad del acoplador MMI, esto es, para una distancia
3Lpi/2, se forman dos imágenes múltiples del campo inicial cuya posición depende
de la guía de entrada que se excite. Aí, en este caso proponemos eliminar las guías
de onda de la región activa que se utilizaron en el resto de dispositivos y modular
estas imágenes múltiples con una diferencia de fase opuesta mediante un único
haz acústico muy estrecho generado con un IDT enfocante. Este transductor no
es igual al utilizado en los dispositivos anteriores, sino que tiene los electrodos
curvados para poder generar un haz acústico mucho más estrecho, y que ya han
sido demostrados experimentalmente por M. M. de Lima et al. en GaAs [83].
Finalmente, es necesario puntualizar que el modelo téorico que hemos desarrol-
lado es fácilmente aplicable a otros dispositivos basados en técnicas de modulación
diferentes. De esta manera, establece los conceptos necesarios para diseñar con fa-
cilidad moduladores o interruptores, según la técnica de modulación empleada,
con un número de puertos de entrada y salida arbitrario. Nuestro trabajo ha es-
tado orientado a demostrar estos conceptos utilizando la modulación acústica de
dispositivos fotónicos integrados. Los dispositivos que hemos demostrado fueron
pensados como una prueba de tecnología destinada a demostrar conceptos. En
cualquier caso, siempre es posible aplicar estos resultados a otras plataformas ma-
teriales que puedan tener mayor interés práctico, tales como el Si, y mejorar los
resultados experimentales considerando las tolerancias de fabricación durante el
proceso de diseño.
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