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Abstract
Some elementary considerations are presented concerning Catenoids and their stability,
separable minimal hypersurfaces, minimal surfaces obtainable by rotating shapes,
determinantal varieties, minimal tori in S3, the minimality in Rnk of the ordered set of
k orthogonal equal-length n-vectors, and U(1)-invariant minimal 3-manifolds. .
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I. Solitonic Catenoids
Let us start with the following simple question: what is the surface of least area con-
necting 2 circles of radius r lying ( one above the other ) in parallel planes a distance d
apart?
As the answer ( if it exists) should clearly be of the form
⇀
x (z, ϕ) =

 f(z) cosϕf(z) sinϕ
z

 ϕ ∈ [0, 2π] (I.1)
one may determine the optimal surface by minimizing, among functions f taking the
value r at the boundary (say z = ±d
2
)
A[
⇀
x] = A[f ] = 2π
∫ + d
2
− d
2
f
√
1 + f ′2 dz, (I.2)
the area of an axially symmetric surface of the form (I.1). Varying f (f → f + ε,
ε(±d
2
) = 0) gives
A(f, f ′) := f
√
1 + f ′2 → f
√
1 + f ′2 + ε
√
1 + f ′2 +
fε′f ′√
1 + f ′2
+ . . . , resp
√
1 + f ′2 =
∂A
∂f
!
=
d
dz
(
∂A
∂f ′
)
, i.e. 1 + f ′2 = ff ′′,
hence
f(z) = a cosh
(z
a
+ c
)
. (I.3)
The boundary conditions at ±d
2
imply c = 0, and a cosh d
2a
= r, which written as
coshw
w
= ρ; w :=
d
2a
, ρ :=
2r
d
(I.4)
is easily seen to generically, for ρ > ρ¯, have 2 solutions w1 < w2 ( corresponding to an
outer resp.inner ’Catenoid’), of closest approach to the z-axis a1 > a2, while no solution
exists for ρ < ρ¯ ( large distance, resp. small radius ) and exactly one solution w0,
coshw0
w0
= ρ¯, at critical distance/ radius.
Evaluating (I.2) for (I.3)c=0 gives
A[f ] = 4πa2
∫ d
2a
0
(cosh r)2dr
= πa2
(
d
a
+ sinh
d
a
)
(I.5)
=
πd2
2
(
1
w
+
sinh 2w
2w2
)
=: A(w)
Naturally one would like to compare the two areas
Ai := A(wi) =
πd2
2wi
(1 + ρ sinhwi), (I.6)
2
as well as determine whether they are really local minima, or saddle points resp. maxima.
Using (I.6), and then again (I.4), one finds that A1 < A2, as
2w1w2
πd2
(A2 −A1) = (w1 − w2 + coshw1 sinhw2 − coshw2 sinhw1)
= sinh(w2 − w1)− (w2 − w1) > 0, (I.7)
while calculating the second variation of (I.2)
(f → f + ε, f = a cosh z
a
, ε(z) = ε˜(v :=
z
a
))
gives
δ2A = π
∫ +w
−w
ε˜(v)
cosh v
(
−∂2v −
2
cosh2 v
)
ε˜
cosh v
dv (I.8)
as
A[f + ε] = 2π
∫ + d
2
− d
2
f
√
1 + f ′2
(
1 +
ε
f
+ . . .
)(
1 +
ε′f ′
1 + f ′2
+
ε′2
2(1 + f ′2)2
+ . . .
)
dz
= A[f ] + δA+ ...
= . . .+
2π
2
∫ +w
−w
(
ε˜′2
cosh2 v
+ (ε˜2)′
sinh v
cosh v
)
dv
= . . .+
2π
2
∫ +w
−w
{
− ε˜ε˜
′′
cosh2
− ε˜2
(
sinh
cosh3
)′
− ε˜
2
cosh2
}
= . . .+
2π
2
(∫ w
−w
ε˜2
cosh2 v
dv −
∫ w
−w
ε˜ε˜′′
cosh2 v
dv − 3
∫ w
−w
ε˜2
cosh4 v
dv
)
, (I.9)
always using that the variation vanishes at the boundary, ε˜(±w) = 0. ( and leaving out
terms of order 3 and higher)
The stability properties of the Catenoids therefore depend on the spectrum of the oper-
ator Jw given as
J := −∂2v −
2
cosh2 v
(I.10)
acting on functions vanishing at the boundary of the interval Iw := [−w,+w].
Recalling that w = d
2a
is determined by solving
coshw =
2r
d
w =: ρw,
note that (for ρ = ρ¯) the straight line ρ ·w will be tangent to coshw, hence ρ¯ = sinhw0,
and therefore
w0 tanhw0 = 1. (I.11)
This observation is important as it allows one to conclude that J (0) := Jw0 is non-
negative, as
ψ0(v) := 1− v tanh v, (I.12)
which can easily be seen to be annihilated by J (0), being non-negative on Iw0 and van-
ishing on its boundary , must be the groundstate of J (0), hence J (0) ≥ 0.
While this in particular means that surfaces corresponding to
fγ(z) = a0 cosh
z
a0
(
1 + γ
(
1− z
a0
tanh
z
a0
))
(I.13)
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will have, up to ( and including ) second order in γ ≪ 1, the same area than the critical
Catenoid, the main virtue of knowing the lowest eigenvalue of J (0) to be zero is that it
allows one to conclude that ( for ρ > ρ¯) the outer Catenoid is stable while the inner
one is unstable! For that one can either invoke the fact that the lowest eigenvalue of J
has to increase ( decrease ) when the length of the interval is decreased (w0 ց w1) resp
increased (w0 ր w2)-or explicitly argue as follows:
As is well known from integrable systems ( see e.g. chapter 15 of [1]), while apparently
less common knowledge in the context of minimal surfaces, J can factorized, and be
related to the free operator J˜ := −∂2 :
J = −∂2 − 2
cosh2
= (−∂ + tanh)(∂ + tanh)− 1 =: L†L− 1 (I.14)
LL† − 1 = (∂ + tanh)(−∂ + tanh)− 1 = −∂2 = J˜.
Hence ( forgetting for the moment the boundary condition, i.e. only on the level of
solutions to differential equations ) solutions of JψE = EψE can be constructed as
ψE = L
†φE , − ∂2φE = EφE. (I.15)
E.g. for E = 0 (φ+0 = const , φ
−
0 = (const) · v)
one obtains (for φ−0 = −v)
ψ
(+)
0 = L
†φ−0 = (−∂ + tanh v)(−v) = 1− v tanh v, (I.16)
explaining a way to derive the explicit form (I.12). *
To explicitly construct the instability - mode of the inner Catenoid consider
ψ+k (v) = L
†
(− sinh kv
k
)
= cosh kv − tanh v · sinh kv
k
; (I.17)
the normalization is taken to smoothly reduce to (I.12) as k → 0, ψk(0) = 1, and the
superscript ( left out from now on ) indicating the parity of the function . While for
generic k, ψk will not vanish on the given boundary (±v = w2 = w0 + ε, ε > 0) but for
some (’minimal’) k > 0 one will have
ψk(±w2) = cosh kw2 − tanhw2 sinh kw2
k
= 0, (I.18)
ψk(v) > 0 on (−w2,+w2).
To conclude this, note that ψk, for fixed k (and restricting to v ≥ 0), is monotonically
decreasing ( at least for k not too large; for simplicity let us consider small k > 0,
ε = (w2 − w0)≪ 1, close to the critical case ):
ψ′k = k sinh kv −
1
cosh2 v
sinh kv
k
− tanh v cosh kv < 0. (I.19)
For k = 0, ψ0 vanishes at w0 and then, in the (small) interval [w0, w2] becomes negative.
To conclude that ( for fixed v) ψk is monotonically increasing with k ( near zero ),
∂ψk
∂k
(v) = v sinh kv − v tanh v cosh kv
k
+ tanh v
sinh kv
k2
> 0, (I.20)
*Many thanks to J.Choe for pointing out that, geometrically,(I.12) is the projection of the position
vector on to the surface normal.
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one calculates the Taylor-expansion ( v fixed )
∂ψk
∂k
(v) =
1
k
· 0 + kv
2
3

3− v tanh v︸ ︷︷ ︸
>0

+O(k3). (I.21)
Taylor expanding ψk(±(w0 + ε)) = 0, cp. (I.18),
1 +
k2(w0 + ε)
2
2
−
(
tanhw0 +
ε
cosh2w0
)(
w0(1 +
ε
w0
) +
1
6
k2(w0 + ε)
3
)
+O(k4)
!
= 0
(I.22)
yields
k2 =
3ε
w0
, (I.23)
while Taylor expanding (I.17) gives
ψk(v) = (1− v tanh v) + k
2v2
6
(3− v tanh v) +O(k4). (I.24)
As an interesting exercise one may compare/double check/ these results with 2 ( not-
completely- ordinary. non-standard ) perturbation theory calculations:
Making in JψE = EψE the Ansatz ψE = ψ0 + δE one gets, via (I.14),
(L†L− 1)δE = E(ψ0 + δE) ≈ Eψ0 (I.25)
resp. ( acting with L on both sides )
− ∂2(Lδε) ≈ EL(1 − v tanh v) = −Ev, (I.26)
i.e. ( integrating 2 times and approximating δE by the exact solution of the approximated
equation (I.25))
Lδε = E
(
v3
6
+ α+ βv
)
!
=
1
cosh
(δε cosh)
′, (I.27)
from which one deduces
δε =
e
cosh v
− Ev
2
6
(3− v tanh v)− (β + 1)(1− v tanh v)E (I.28)
( setting α = 0 for parity-reasons ).
Calculating/ checking
(L†L− 1)δε = − e
cosh v
+
(
∂2 +
2
cosh2
)
Ev2
6
(3− v tanh v)
=
−e
cosh v
+ E(1− v tanh v) != Eεψ0 (I.29)
one finds e = 0, hence
ψε = (1− E(β + 1))(1− v tanh v)− Ev
2
6
(3− v tanh v); (I.30)
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while β 6= −1 just changes the normalization ( hence now β = −1 for simplicity )
ψε(w0 + ε︸ ︷︷ ︸
wε
)
!
= 0 gives
E(ε) = −(wε tanhwε − 1) · 6
w2ε(3− wε tanhwε)
≈ − 3ε
w0
, (I.31)
in accordance with (I.24), resp. (I.23).
The non-standard part of this derivation is the use of the LL† structure that allows
one to calculate the perturbed wavefunction without having to use all eigenstates of the
unperturbed problem.
The subtlety, on the other hand, when wanting to use the standard first-order formula
for the perturbed eigenvalue, is that Jwε is a perturbation of J
(0) = Jw0 only via the
boundary condition *, to effectively have Jwε in the standard form J
(0) + εJ ′, note that
Eε is the minimum of ∫ wε
0
(ψ′2 − 2ψ2
cosh2 v
)dv∫ wε
0
ψ2dv
(I.32)
subject to ψ(wε) = 0.
Introducing
vˆ :=
v
1 + ε
w0
∈ [0, w0], ψˆ(vˆ(v)) = ψ(v) (I.33)
(I.32) becomes equal to
1
(1 + ε
w0
)2
∫ w0
0
(ψˆ′2 − 2ψˆ
2(1+ ε
w0
)2
cosh2(vˆ(1+ ε
w0
))
)dvˆ∫ w0
0
ψˆ2dvˆ
. (I.34)
With cosh(vˆ + εvˆ
w0
) ≈ cosh vˆ
(
1 + εvˆ
w0
tanh vˆ
)
one gets
J ′ =
−2
cosh2
(
2
w0
− 2
w0
vˆ tanh vˆ
)
= − 4
w0 cosh
2 vˆ
(1− vˆ tanh vˆ), (I.35)
so that the standard first-order formula for Eε gives
Eε = ε
∫ w0
0
ψ20J
′∫ w0
0
ψ20
=
↓
ψ0=(1−v tanh v)
−4ψε
w0
(J0 − 3J1 + 3J2 − J3)
K0 − 2K1 +K2 (I.36)
where
Jn :=
∫ w0
0
vn(tanh v)n
cosh2 v
dv, Kn =
∫ w0
0
vn(tanh v)ndv. (I.37)
With the help of
Jn =
tanhw0
n + 1
− n
n+ 1
Kn+1 +
n
n + 1
Jn−1 (I.38)
*thanks to R.Hempel for pointing out to me the corresponding general treatment of boundary-
perturbations given in [2].
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one finds
J0 =
1
w0
, J1 =
1
w0
− w0
2
, J2 =
1
w0
− w0
3
− 2
3
K1, J3 =
1
w0
− w0
4
− 1
2
K1 − 3
4
K2 (I.39)
so that
J0 − 3J1 + 3J2 − J3 = 1
4
w30, (I.40)
and with K0 = w0, K2 =
1
3
w30 − w0 + 2K1 ( note that the non-elementary K1 cancels
both in the numerator as well as the denominator ) (I.36) becomes
Eε =
−4ε
w0
· 3
4
, (I.41)
in agreement with (I.23) and (I.31).
Consider now fluctuations around the Catenoid (×R) as a minimal (hyper-)surface in
R3,1, i.e. a time-independent (z˙ = 0) stationary point of the volume-functional (see e.g.
[3])
2π
∫
rdrdt
√
1− z˙ + z′2 =
∫
rdzdt |r′|
√
1− r˙
2
r′2
+
1
r′2
=
∫
rdtdz
√
1 + r′2 − r˙2, (I.42)
for (in general time-dependent) axially symmetric hypersurfaces in Minkowski-space,
xµ = xµ(t, r, ϕ) =


t
r cosϕ
r sinϕ
z(r, t)

 =


t
r(z, t) cosϕ
r(z, t) sinϕ
z

 = xµ(t, z, ϕ), (I.43)
with (r, t)→ (z(r, t), t) implying
(
z′ z˙
0 1
)
=
(
∂(z, t)
∂(r, t)
)
=
(
∂(r, t)
∂(z, t)
)−1
=
(
r′ r˙
0 1
)−1
=
1
r′
(
1 −r˙
0 r′
)
=
(
1
r′
−r˙
r′
0 1
)
,
(I.44)
and the variation of the rhs of (I.42) giving
r′′(1− r˙2)− r¨(1 + r′2) + 2r˙r′r˙ = 1
r
(1 + r′2 − r˙2), (I.45)
the stationary Cateniod r(z, t) = r(z) = cosh z indeed being a solution, as r′′ = 1
r
(1+r′2).
Linearization of (I.45) around cosh z = r(z, t)− ε(z, t) gives
ε¨+Dε = 0 (I.46)
with
D = − 1
cosh2 z
(
∂2z − 2 tanh z ∂z + 1
)
. (I.47)
While D has two zero-modes,
7
ε+(z) = cosh z − z sinh z
ε−(z) = sinh z (I.48)
(corresponding to the 2 parameters in the time-independent solutions of (I.45), 1
a
cosh(az+
b)), it is interesting to note thatD has (exactly) one positive parity eigenfunction with en-
ergy / − 8
15
(
= 〈ψ,Dψ〉〈ψ,ψ〉 , where ψ =
1
cosh z
)
, while being positive on negative parity eigen-
functions, as
D =
1
cosh z
(
∂z +
1
sinh z cosh z
)(
−∂z + 1
sinh z cosh z
)
1
cosh z
=
(
∂
1
cosh
+
1
s
)(
− 1
cosh
∂ +
1
s
)
. (I.49)
This having been noticed at least 10 years ago [J. Hoppe, unpublished note to G.Huisken],
the question of non-linear stability was taken up,and answered, more recently *. Let us
mention a few facts/things related to the endeavour of trying to find a closed expression
for the unstable mode of (I.47), resp. (expressed in the coordinate y = sinh z, hence
∂z = cosh z ∂y, ∂
2
z = y ∂y + (1 + y
2) ∂2y , and compensating dz =
1√
1+y2
dy by conjugation
with (1 + y2)±
1
4 ),
D˜ = −(1 + y2)− 54 ((1 + y2) ∂2y − y ∂y + 1) (1 + y2) 14
= −∂2y −
1
4(1 + y2)
− 5
4
1
(1 + y2)2
= −∂2y + V˜ (y), (I.50)
which also follows as
(1 + y2)−
1
4
[(
−∂y + y
1 + y2
)
∂y − 1
1 + y2
]
(1 + y2)
1
4
=
(
−∂y + 1
2
y
1 + y2
)(
∂y +
1
2
y
1 + y2
)
− 1
1 + y2
, (I.51)
noting (cp. (I.8), [5], [1])
D =
1
cosh z
(
−∂2z −
2
cosh2 z
)
1
cosh z
=
1
cosh z
[(−∂z + tanh z) (∂z + tanh z)− 1] 1
cosh
. (I.52)
One reformulation of trying to solve
D˜φ˜ = −κ2φ˜, (I.53)
*thanks to J.Szeftel for discussions and bringing [4] to my attention
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∫
φ˜2dy <∞, φ˜(y) 6= 0, arises from the factorization(
−∂2y + V˜ + κ2
)
!
= (−∂y + U) (∂y + U) ≥ 0 (I.54)
giving the Riccati-equation
U ′ = U2 − V˜ − κ2 = U2 + B
1 + y2
+
D
(1 + y2)2
− κ2 (I.55)
(with B = 1
4
, D = 5
4
in the case of interest), resp.(using that one can choose the eigen-
functions of (I.50) to be either odd , or - as in the case of the ground state - even, in
both cases having U = − φ˜′(y)
φ˜(y)
to be odd, and , with φ˜(y) = χ(x := y2),
W (x) := −2yU(y) = +χ
′(x)
χ(x)
(I.56)
having to satisfy
4x(W ′ +W 2) + 2W +
B
1 + x
+
D
(1 + x)2
− κ2 = 0. (I.57)
For κ = 0 (and B = 1
4
, D = 5
4
) a particular solution is
W0(x) =
1
4x
(
2 + x
1 + x
)
=
1
4x
(
1 +
1
1 + x
)
, (I.58)
corresponding to the non-normalizable zero-mode ε−(z) = sinh z, resp. χ0 ∼
√
x
(x+1)
1
4
,
resp. y
(1+y2)
1
4
= φ˜0, and the Ansatz
W = W0 +
1
Y
(I.59)
then gives Y ′ − 1
2x
Y − 2W0Y = 1, resp.
Y = C˜
x
3
2√
x+ 1
+
x
3
2√
x+ 1
∫ √
x+ 1
x
3
2
(I.60)
= C˜
x
3
2√
x+ 1
+
x
3
2√
x+ 1
(
2 ln
(√
x+
√
1 + x
)
− 2
√
1 + x
x
)
,
i.e.
W (x) =
1
4x
(
2 + x
1 + x
)
+
1
2 x
3
2√
x+1
(
C˜
2
−
√
1+x
x
+ ln
(√
x+
√
x+ 1
)) , (I.61)
which indeed agrees with the expression one gets from
9
−U(y) = φ˜
′
0
φ˜0
=
C
2
(
2+y2
(1+y2)
5
4
)
− A
2
[
y
(1+y2)
3
4
+ 2+y
2
(1+y2)
5
4
ln
(
y +
√
1 + y2
)]
C y
(1+y2)
1
4
+ A
[
(1 + y2)
1
4 − y
(1+y2)
1
4
ln
(
y +
√
1 + y2
)]
=
A 6= 0 1
2
C
A
(
2+y2
1+y2
)
− y√
1+y2
− 2+y2
1+y2
ln
(
y +
√
1 + y2
)
C
A
y +
√
1 + y2 − y ln
(
y +
√
1 + y2
) (I.62)
(
for A = 0, −U = 1
2
2+y2
y(1+y2)
, hence W = U−2y =
1
4x
2+x
1+x
)
. To solve (I.57) for κ 6= 0, how-
ever, seems to be just as difficult as directly trying to find the groundstate of D, which,
using that one knows explicitly (see e.g. [1]) the exact eigenfunctions of
H = −∂2z −
2
cosh2 z
, (I.63)
ψ(0) =
1√
2
1
cosh z
, ψk(z) = − (ik + tanh z) e−ikz,
satisfying
Hψ(0) = −ψ(0),
∫
ψ(0)2 = 1,
∫
ψ(0)ψk = 0
Hψk = k
2ψk,
∫
ψkψk′ = (k
2 + 1)δ(k − k′) (I.64)
ψ0(z)ψ0(z′) +
∫ +∞
−∞
dk
k2 + 1
ψk(z)ψ
∗
k(z
′) = δ(z − z′), (I.65)
one could formulate as trying to find constants C−1 and C(k) satisfying
−C−1√
2 cosh z
−
∫ +∞
−∞
C(k)
ik + tanh z√
k2 + 1
e−ikzk2dk
= −κ2 cosh2 z
(
C−1√
2 cosh z
−
∫ +∞
−∞
C(k)
ik + tanh z√
k2 + 1
e−ikzdk
)
, (I.66)
with the expression in brackets (on the rhs) being , when multiplied by cosh z, square-
integrable.
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II. Separable Minimal Hypersurfaces and Rotating
Shapes
For surfaces representable as graphs over ( parts of ) R2 the area is expressed as
A[z] =
∫ ∫ √
1 + z2x + z
2
y dxdy, (II.1)
whose stationary points correspond to solutions z(x, y) of
zxx(1 + z
2
y) + zyy(1 + z
2
x) = 2zxzyzxy. (II.2)
Inserting the Ansatz z(x, y) = ζ (f(x) + g(y)), and denoting the inverse of −ζ by h one
finds an equation for separable surfaces,
Σ := {⇀x∈ R3|f(x) + g(y) + h(z) = 0}, (II.3)
to be ’minimal’ :
f ′′(x)
(
g′2(y) + h′2(z)
)
+ g′′(y)
(
h′2(z) + f ′2(x)
)
+ h′′(z)
(
f ′2(x) + g′2(y)
)
= 0, (II.4)
to hold for all (x, y, z) ∈ Σ (i.e. on Σ).
While it is easy to verify the Catenoid
x2 + y2 − (cosh z)2 = 0, (II.5)
as a solution ( on Σ5 ) of (II.4),
other elementary minimal surfaces ( and in fact, after (II.5) historically the first known
ones ) are the helicoid,
y cos z = x sin z, (II.6)
Scherk’s first,
ez cos x = cos y, (II.7)
and second,
sin z = sinh x sinh y, (II.8)
surface.
Exercise:
Show that (II.6)/(II.7)/(II.8) are of the form (II.3),
∑3
i=1 fi(xi) = 0, with each of the
functions satisfying
f ′2i = ai + bie
κfi + cie
−κfi, (II.9)
and derive the general conditions on the coefficients appearing in (II.9) to guarantee
(II.4), i.e.
∑
i 6=j f
′′
i f
′2
j = 0, on (II.3).
Note that varying the ’area’ ( volume )
A[u] :=
∫
δ(u(
⇀
x))| ⇀∇ u| dNx (II.10)
of a hypersurface described as a level set,
Σ := {⇀x∈ RN |u(⇀x) = 0}, (II.11)
11
yields the equation
(∇u)2∆u−
N∑
i,j=1
uiujuij = 0, (II.12)
to hold on (II.11). The separation Ansatz
u(
⇀
x) =
∑
k
fk(xk),
then yields that ∑
i 6=j
f ′′i f
′2
j = 0 (II.13)
should hold on
∑
fi = 0.
Existence and form of the solutions heavily depend on the dimension. While for N = 3,
(II.13) was completely solved already 130 years ago [6], and the earliest attempt for
N = 4 seems to be in the Lorentzian context [7], a complete classification for N ≥ 4
has been attacked (and more or less completed) recently together with J.Choe and
V.Tkatjev.
For N = 3, if none of the 3 functions is linear, solutions are of the form
f ′2i = ai + bie
√
µfi + cie
−√µfi, (II.14)
µ 6= 0, with the 9 constants linked by non-linear equations allowing for solutions in terms
of 5 free constants; resp.(‘µ = 0’)
f ′2i = ai + bifi + cif
2
i , (II.15)
with the coefficients satisfying another set of non-linear equations.
Apart form the fully linear case
fi = αi + βixi (II.16)
the, up to permutation, only other case ( cp. [N ] ) is
f ′21 = a1 + b1e
λf1
f ′22 = a2 + c2e
−λf2 λ > 0 (II.17)
f3(x3) = αx3 + β,
corresponding e.g (if a1, a2 < 0, b1, c2 > 0 ) to
f1(x1) =
−2
λ
ln
(√
−b1
a1
cos
(
x1λ
2
√−a1
))
f2(x2) =
2
λ
ln
(√
−c2
a2
cos
(
x2λ
2
√−a2
)) , (II.18)
including (II.7).
Other choices of sign combinations give u± = ±ln cosh x and ±ln sinh x := v± as
constituents ( satisfying u′2± = 1 − e∓2u±, u′′± = ∓(u′2± − 1), resp. v′′± = ∓(v′2± − 1),
v′2± = 1 + e
∓2v± , instead of w± = ±ln cos x, which satisfies w′2± = −1 + e∓w±2, w′′± =
∓(w′2± +1)). While the solutions of (II.14) are in general elliptic functions, special cases
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will yield trigonometric / hyperbolic expressions, such as (κ = 4, b1 = b2 = c3 = 0,
a1 = a2 = −a3 = b3 = c1 = c2 = 1)
sin z = sinh x · sinh y. (II.19)
What about N ≥ 4?
Nonlinear solutions of the form
z(x1, x2, . . . , xn) =
n=N−1∑
i=1
zi(xi), (II.20)
apparently do not exist:
while the resulting equation
n∑
i=1
z′′i
(
1 +
∑
j 6=i
z′2j
)
= 0 (II.21)
is ’ trivially ’ solved for n = 2, letting
z′′1 = c(1 + z
′2
1 ), z
′′
2 = −c(1 + z′22 ), (II.22)
z′′i (z
′2
j + cij) + z
′′
j (z
′2
i + cji)
i 6=j
= sij , (II.23)
does not (seem to) have any non-trivial solutions once n > 2 ( i.e. only the linear solu-
tion zi(xi) = aixi + bi ).
For N = 4, the Ansatz
f ′2L = αLe
+κfL + βLe
−κfL, (II.24)
yields solutions of (II.13), provided
αLαK = βL′βK ′, (II.25)
(L,K, L′, K ′ ∈ {1, 2, 3, 4} all different!) e.g.
α1 = α2 = 1 = β3 = β4
α3 = α4 = −1 = β1 = β2,
(II.26)
yielding elliptic functions, resp.
Σ3 := {⇀x∈ R4| ℘(x)℘(y) = ℘(z)℘(v)} (II.27)
where ℘ is an elliptic Weierstrass-function, satisfying
℘′2 = 4℘(℘2 − 1), (II.28)
with ℘ real, taking its minimum, 1, at half-period ( while diverging at 0, 2w, ...) .
Note that α3 = α4 = 0 = β1 = β2 (and κ = 2, α1 = α2 = 1 = β3 = β4), i.e. f
′2
i=1,2 = e
2fi,
f ′2i=3,4 = −e−2fi gives the known solution
x1 · x2 = x3 · x4. (II.29)
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A slightly more elegant route to solving (II.13) is to note that
f ′2L (xL) = εLQL(fL(xL)) = FL(vL) = fL(xL), L = 1, 2, 3, 4 , εL ∈ R, (II.30)
implying 2f ′Lf
′′
L = εLf
′
LQ
′
L will (when f
′
L 6= 0) solve (II.13), resp.∑
L 6=K
εKεLQL(f
′
L)Q
′
K(fK) = 0, (II.31)
provided
QL(fL)Q
′
K(fK) +QK(fK)Q
′
L(fL) = RLK(fL + fK) (II.32)
with RLK = RL′K ′ (cp. (II.25)) any (!) odd function of its argument, resp. RLK =
(−)σLKRL′K ′ having parity (−)σLK+1.
Examples are
Q(f) = af(→ x21 + x22 = x23 + x24 eg.)
Q(f) = cosh f or sinh f (II.33)
Q(f) = cos f or sin f, (II.34)
the trigonometric Q′s giving elliptic solutions, like (II.27).
Separable Minimal Hypersurfaces in RN≥4:
∑
=
{
⇀
x∈ RN |u(⇀x) :=
N∑
i=1
fi(xi) = 0
}
(∇u)2∆u− uiujuij = 0⇒
∑
i 6=j
f ′2i f
′′
j = 0 on u = 0.
Defining Ji(vi = fi(xi)) := f
′2
i (xi) (i.e. necessarily nonnegative) the basic equation to
solve is
J :=
∑
i 6=k
JiJ
′
k ≈ 0 (i.e. = 0 on
∑
vj = 0). (J)
Differentiating the basic equation J ≈ 0, using that F ≈ 0 implies ∂viF −∂vkF ≈ 0, and
F ≈ 0 together with F not depending on one of the vj implying F ≡ 0, gives ( applying
∂k − ∂i,and denoting Σk :=
∑
i 6=k Ji , Σ
′
k :=
∑
i 6=k J
′
i )
Jki := J
′′
kΣk + J
′
kΣ
′
k − J ′′i Σi − J ′iΣ′i ≈ 0 (II.35)
as well as (applying ∂l − ∂n, .... all different)
Jki,ln := (J
′′
k − J ′′i )(J ′l − J ′n) + (J ′′l − J ′′n)(J ′k − J ′i) ≈ 0, (II.36)
and( applying again ∂k − ∂i),
J(ki)2,ln = (J
′′′
k + J
′′′
i )(J
′
l − J ′n) + (J ′′k + J ′′i )(J ′′l − J ′′n) ≈ 0, (II.37)
hence, multiplying by (J ′k − J ′i), and using (II.36),
(J ′l − J ′n) {J ′′′k + J ′′′i )(J ′k − J ′i)− (J ′′k + J ′′i )(J ′′k − J ′′i )} ≈ 0 (II.38)
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For every l, n with (J ′l − J ′n) 6≈ 0 one therefore has
(J ′′′k + J
′′′
i )(J
′
k − J ′i)− (J ′′k + J ′′i )(J ′′k − J ′′i ) = 0 (II.39)
( for all distinct ( ki ) different from (ln)).
Differentiating with respect to vk gives
J ′′′′k J
′
k − J ′′′k J ′′k = J ′′′′k J ′i − J ′′kJ ′′′i (II.40)
and then w.r.t. vi, finally,
J ′′′′k J
′′
i − J ′′kJ ′′′′i = 0 (II.41)
i.e. ( here derived for all N > 3 and all i different from l,n for which J ′l 6= J ′n; for N=3
see [6]), if Jk is nonlinear,
J ′′′′i = cJ
′′
i ; (II.42)
implying ( and when inserted into (40), ei = e )
J ′′′i = cJ
′
i + ei
J ′′i = cJi + eivi + di
(II.43)
i.e. ( if there are at least two nonlinear Jj’s )
Ji = αie
√
cvi + βie
−√cvi − di
c
− ei
c
vi (II.44)
for c 6= 0, and
Ji =
ei
6
v3i +
di
2
v2i + bivi + ai (II.45)
for c = 0. Inserting (II.43) into (II.39) yields ei = e and (with some separation constant
d)
(J ′′i )
2 = c(J ′i)
2 + 2eJ ′i + d
(II.43)!
= (cJi + evi + di)
2 (II.46)
As the form (44/45) includes linear functions one can ( if at least 2 of the Jj ’s are non-
linear ) simply insert it , for all! i and k, into (J) - finding that non-linearities actually
are impossible if N > 4 , and for N=4 ( the linear parts having to vanish because of
the single positive and negative exponentials necessitating opposite signs for the linear
parts ) the only possibility being
Ji(vi) = αie
√
cvi + βie
−√cvi (II.47)
with ( iki′k′ all different )
αiαk = βi′βk′ (II.48)
( which in particular implies that the products of the coefficients of the vi-exponentials
are independent of i, a condition that one also finds as a consequence of (39) ).
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Let us now discuss the special case that all Jα=i>1 are of the form bivi+ai, except J1(v1)
. It is easy to see that all the bi must be the same ( J1 being non-linear ) in which case
∑
α6=β
J ′αJβ =
N∑
α=2
b
∑
β 6=α
(bvβ + aβ) = (N − 2)b(b
∑
vβ +
∑
aβ)
≈ (N − 2)b(−bv1 + A) (II.49)
J ′1
∑
α
Jα + J1
∑
J ′α ≈ J ′1(−bv1 + a) + (N − 1)bJ1
J(v := bv1 − a) := J1(v1) will have to satisfy
− J ′v + (N − 1)J = (N − 2)v, (II.50)
hence J(v) = v + CvN−1, i.e.
f ′21 (x1)
!
= (bf1 − a) + C(bf1 − a)N−1. (II.51)
As bfα + aα = Jα = f
′2
α (xα) implies
fα =
b
4
(xα − tα)2 − aα
b
(II.52)
the corresponding hypersurface Σ := {⇀x∈ RN ,∑ fα + f1 = 0}, given by∑
(xα − tα)2 = 4
b
(−f1 + a
b
) = − 4
b2
(bf1 − a) =: g(x1) = r2(x1), (II.53)
is also given by solving the ODE ( cp.(51) )
g′2 = 4g
(
−C
(−b2
4
g
)N−2
− 1
)
, (II.54)
resp.
r′2 + 1 + C
(−b2r2
4
)N−2
= 0. (II.55)
It is easy to check that one indeed gets the Weierstrass-function(s) ℘(x1) as solutions of
(54)N=4 and the catenoid(s) r(z) =
1
e
cosh(ez+d) as solutions of (55)N=3, (e :=
b
2
√
+C).
Finally, if all Ji are linear (= bivi + ai),
one finds the condition
∑
i 6=j bj(bivi + ai) ≈ 0, i.e. , with B :=
∑
bi,
Bbi − b2i = const
(
∑
ai)B =
∑
aibi.
(II.56)
Solving the quadratic equation,
bi =
B
2
±
√
B2
4
− const. = B
2
(
1±√1− c) = b±, (II.57)
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it follows that the bi can take only 2 different values, say r <
N
2
times B
2
(1 +
√
1− c)
and N − r times B
2
(1−√1− c), hence ( summing II.57)
2 =
2
B
∑
bi = r(1 +
√
1− c) + (N − r)(1−√1− c) (II.58)
= N − (N − 2r)√1− c,
which implies
√
1− c = N−2
N−2r , i.e. after scaling ( multiplying with N − 2r and dividing
by |B|): r times ±(N − r − 1) and (N − r) times ∓(r − 1).
Minimal Surfaces from Rotating Shapes
What kind ofM−dimensional objects can be moved such that a higher dimensional min-
imal surface (in some constant-curvature embedding space; RN ,R1,N , SN , . . .) results?
This question is more or less fully understood for the lowest dimension (M = 1,RN=3
being classic; this case can be reduced to M = 0, i.e. simple point motion generating
the 1-dimensional object, e.g. as being the trace of a point on a circle rolling around
another circle). On the other hand, as found more than 2 decades ago [7], the Ansatz
(xµ(t, ϕ))µ=0,1,2 =
(
t
R(wt) ~u(ϕ)
)
(II.59)
for a minimal surface in R1,2, with
R(wt) · ~u(ϕ) =
(
cos(wt) − sin(wt)
sin(wt) cos(wt)
)(
u1(ϕ)
u2(ϕ)
)
(II.60)
describing the (constant angular velocity) rotation of a parametrized planar curve
~u(ϕ) = r(ϕ)
(
cos θ(ϕ)
sin θ(ϕ)
)
, (II.61)
and leading to the equations
∂α
(
1√
~u′2(1− w2r2) + w2(~u× ~u′)2
( −~u′2 w(~u× ~u′)
w(~u× ~u′) 1− w2r2
)αβ
∂βx
µ
)
µ=0,1,2
= 0,
(II.62)
due to (II.62)µ=0 implying
∂ϕ

 wr sin φ√1− w2r2 cos2 φ︸ ︷︷ ︸
=:γ0

 = 0 (II.63)
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where φ = ∢(~u, ~u′) is the angle between ~u and ~u′, allows one to conclude that the shape
of the curve ~u is given by the simple equation
w2r2(1 + γ sin2 φ) = 1, γ + 1 =
1
γ20
(< 1, if w2r2 < 1) (II.64)
where γ is a constant of integration. This derivation of the shape is somewhat simpler
than the standard one (calculating the mean-curvature from (II.59), giving
~u′2w2(~u, A~u′) = (w2r2 − 1)(~u′, A~u′′), (II.65)
with A =
(
0 −1
1 0
)
, resp. deriving a second-order differential equation for θ as a
function of r, which (being of first order Bernoulli-type in g′ = − θ˜′
w
) can be linearized,
and twice integrated, the very last step being equivalent to solving (II.64) after using
that
sin2 φ =
r2θ′2
r′2 + r2θ′2
(ϕ) =
w2r2g′2
1 + w2r2g′2
(r), (II.66)
i.e.
g′2(r) =
1− w
w(w(1 + γ)− 1) , (w := w
2r2). (II.67)
In order to compare with the corresponding Euclidean calculation (see e.g. [12]) one
could rewrite (II.59) by substituting
t =
v
w
+ g(u(ϕ)) (II.68)
and then notice that
R(wt)~u(ϕ) = R(v)R(wg(u(ϕ))) |~u|
(
cos θ(ϕ)
sin θ(ϕ)
)
= R(v)u
(
1
0
)
(II.69)
if one defines g to undo the rotation R(θ) by which
(
cos θ
sin θ
)
results from
(
1
0
)
– and
then choosing ϕ = r = |~u| = u. The class of solutions (of (II.64), resp. (II.62), resp.
(II.67)) considered in [7] were (n 6= k, nk > 0)
~u(ϕ) =
1
2n
(
cosnϕ
sin nϕ
)
+
1
2k
(
cos kϕ
sin kϕ
)
(II.70)
for which, with
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c := cos
(
n− k
2
ϕ
)
, s = sin
(
n− k
2
ϕ
)
w2(~u2) = 1 +
4nk
(n− k)2 c
2
w2 =
4n2k2
(n− k)2 , ~u
′2 = c2, sin2 φ =
c2(1 + 4nk
(n−k)2 )
1 + 4nk
(n−k)2 + c
2
. (II.71)
Note that they can be written ( for later convenience ) in the form
2~u±(ϕ) =
(
1
n
Rn(ϕ)± 1
k
Rk(ϕ)
)(
1
0
)
, (II.72)
making the calculations leading to (II.71) very simple, just using
R′(ϕ) = AR(ϕ)
RT = R−1
A =
(
0 −1
1 0
)
= −AT = −A−1;
e.g. 2~u′± = A(R
n ±Rk)
(
1
0
)
4~u′2 = (1, 0)(R−n ±R−k)(−A2)(Rn ±Rk)
(
1
0
)
= (1, 0)(1 + 1± Rn−k ±Rk−n)
(
1
0
)
= 2(1± cos((n− k)ϕ)) = 4c2, (II.73)
resp. 4s2. The above given frequency w = 2nk
k−n is special to (II.70), alone for the following
reason:
~x(t, ϕ) := R(wt)~u(ϕ)
=
(
1
2n
Rn
(
ϕ+
w
n
t
)
+
1
2k
Rk
(
ϕ+
w
k
t
))(
1
0
)
!
=
(
1
2n
Rn
(
ϕ˜+ t˜
)
+
1
2k
Rk
(
ϕ˜− t˜))(1
0
)
=: ~˜x
(
t˜ = t, ϕ˜ := ϕ− n + k
n− k t
)
=
1
2
~v+(ϕ˜+ t˜)− 1
2
~v−(ϕ˜− t˜) (II.74)
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is of the same type as ~u (only ϕ→ ϕ˜ + t˜, ϕ→ ϕ˜− t˜ by a reparametrization of ϕ alone
(!), in the 2 terms) and
(
t
~˜x
)
a difference of 2 Null-curves in R1,2.
(
t
~˜x
)
=
1
2
(
ϕ+ t = ϕ+
~v+(ϕ+)
)
− 1
2
(
ϕ− t = ϕ−
~v−
)
. (II.75)
While a lot is known about Null curves in relation with minimal surfaces in R1,2, and their
Weierstraß representations, the crucial question is whether (and if yes, how) any of these
structures can be also used for M > 1. (The ϕ± decomposition certainly is special to
M +1 = 2). The most appealing seems to be that the technical simplifications following
from (II.72) are matched by the important geometric property of the Epicycloids (having
|n− k| cusps) as being obtained by rolling circles (with one point marked) around circles.
Consider (see e.g.[“Epicycloids”, Wikipedia]) rolling a circle of radius a around a circle
of radius b (centered at ~0); then
~x(ψ) = R(ψ)R~c:=~a+~b
(
b
a
ψ
)
~b︸ ︷︷ ︸
~c+R( baψ)(~b−~c)
= R(ψ)

~a+~b−R(ψ)
(
b
a
ψ
)
︸ ︷︷ ︸
R((1+ ba)ψ)
~a


= (a+ b)
(
cosψ
sinψ
)
− a
(
cos(1 + b
a
)ψ
sin(1 + b
a
)ψ
)
ψ=χa
= (a+ b)
(
cosχa
sinχa
)
− a
(
cos(a+ b)χ
sin(a + b)χ
)
(II.76)
= a(a+ b)
{
1
a
(
cosχa
sinχa
)
− 1
a+ b
(
cosχ(a+ b)
sinχ(a + b)
)}
.
For a = n and a+ b = k this is proportional to
~u− =
1
2n
(
cn
sn
)
− 1
2k
(
ck
sk
)
(II.77)
(i.e. not (II.70), but with a relative sign); choosing χ = ϕ+ π
n−k (however) one obtains
~u−
(
ϕ+
π
n− k
)
=
(
1
2n
Rn(ϕ)R
(
nπ
n− k
)
− 1
2k
Rk(ϕ)R
(
kπ
n− k
))(
1
0
)
= R
(
nπ
n− k
){(
1
2n
Rn(ϕ) +
1
2k
Rk(ϕ)
)}(
1
0
)
= R
(
nπ
n− k
)
~u+(ϕ). (II.78)
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The shape equation (II.64), w2r2(1 + γ sin2 φ) = 1, for the curve ~u(ϕ) =
(
u1(ϕ)
u2(ϕ)
)
=
r(ϕ)
(
cos θ(ϕ)
sin θ(ϕ)
)
, φ := ∢(~u, ~u′), can for r′ 6= 0 6= r be written as
1
w2r2
− 1 = γ sin2 φ = γ r
2θ′2(ϕ)
r′2 + r2θ′2
= γ
r2θ˜′2(r)
1 + r2θ˜′2(r)
, (II.79)
when taking r to parametrized the curve, i.e. using θ(ϕ) = θ˜(r(ϕ)) ⇒ θ′ = dθ˜
dr
· r,
implying
r2θ˜′2 =
w − 1
1− δw ,
with δ := 1 + γ = 1
γ20
and w := w2r2, i.e.
±
∫
dθ˜ =
∫ √
w− 1
1− δw
dr
r
=
1
2
√
δ
∫
dw
w
√
w− 1
γ20 − w
=: γ0J. (II.80)
Calculating J with the substitution
v :=
√
w− 1
γ20 − w
=
∣∣∣∣ sinψcosψ
∣∣∣∣ = tanψ, ψ ∈ (0, π2
)
, (II.81)
with
w = γ0 sin
2 ψ + cos2 ψ,
one obtains
±(θ˜(r)− θ0) = γ0 arctan v − arctan(γ0v), (II.82)
resp.
± tan(θ˜ − θ0) = tan(γ0ψ)− γ0 tanψ
1 + γ0 tanψ + tan(γ0ψ)
=
(a− b) sin0 cos−(a + b) sin cos0
(a− b) cos0 cos+(a+ b) sin sin0 , γ0 =
a + b
a− b,
b
a
> 0,
with sin := sin
(
a−b
2
ϕ
)
, cos := cos
(
a−b
2
ϕ
)
, resp. sin0 := sin
(
a+b
2
ϕ
)
, cos0 := cos
(
a+b
2
ϕ
)
,
=
b sin aϕ− a sin bϕ
b cos aϕ− a cos bϕ, (II.83)
which is! the tangent of θ of
λ~u(ϕ) =
1
2a
(
cos aϕ
sin aϕ
)
− 1
2b
(
cos bϕ
sin bϕ
)
, (II.84)
cp (II.76).
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III. Minimal Tori in S3, Stiefel Manifolds, and
Determinantal Varieties
One way of formulating the problem of finding minimal (hyper) surfaces in spheres
(rather than in RN) is to subject the usual parametric area functional
A[
⇀
x] =
∫ √
g dMϕ
g = det(∂a
⇀
x ∂b
⇀
x)a,b=1,...,M
(III.1)
to the constraint
⇀
x
2
(ϕ) = 1, i.e. to consider
S[
⇀
x] := A[
⇀
x] +
1
2
∫
dMϕ λ(ϕ)(
⇀
x
2 −1), (III.2)
whose stationary points
⇀
x (ϕ) are then easily seen to satisfy
∆
⇀
x:=
1√
g
∂a
√
ggab∂b
⇀
x= λ
⇀
x= −M ⇀x, (III.3)
where the last equality in (III.3) easily follows by multiplying the inner part with
⇀
x ( and noting that
⇀
x
2
(ϕ) = 1 implies
⇀
x ∂a
⇀
x= 0 and, differentiating again,
∂b
⇀
x ∂a
⇀
x +
⇀
x ∂2ab
⇀
x= 0, hence
⇀
x ∆
⇀
x= gab
⇀
x ∂2ab
⇀
x= −M).
The celebrated clifford torus CT being
⇀
x
T
(ϕ1ϕM=2) =
1√
2
(cosϕ1, sinϕ1, cosϕ2, sinϕ2) (III.4)
let us try (as in [8]) to find solutions as graphs over CT, i.e. of the form
⇀
x (ϕ1ϕ2) =


cos θ cosϕ1
cos θ sinϕ1
sin θ cosϕ2
sin θ sinϕ2

 =:


cc1
cs1
sc2
ss2

 . (III.5)
∂1
⇀
x= c


−s1
c1
0
0

 + θ1


c1
−s
s1
c2
c
s2


= c
⇀
e1 +θ1
⇀
e
∂2
⇀
x= s


0
0
−s2
c2

 + θ2 ⇀e , θa := ∂θ∂ϕa
(III.6)
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imply
gab =

 c2 + θ21 θ1θ2
θ1θ2 s
2 + θ22

 , (III.7)
and the Ansatz
⇀
m= α1
⇀
e1 +α2
⇀
e2 +α
⇀
e , automatically orthogonal to
⇀
x, and easily
giving
⇀
m ||sc ⇀e −sθ1 ⇀e1 −cθ2 ⇀e2, (III.8)
when requiring orthogonality with (III.6), implies that hab :=
⇀
m∂2
ab
x
|⇀m| will be proportional
to 
 s2c2 + scθ11 + 2s2θ21 scθ12 + (s2 − c2)θ1θ2
scθ12 + (s
2 − c2)θ1θ2 −s2c2 + scθ22 − 2c2θ22

 (III.9)
so that gabhab = 0 ( which is the non-trivial content of (III.3),as itscomponents in the
direction(s) of ∂1
⇀
x, ∂2
⇀
x and
⇀
x are trivially satisfied) corresponds to
(s2 + θ22)(s
2c2 + scθ11 + 2s
2θ21) + (c
2 + θ21)(−s2c2 + scθ22 − 2c2θ22)
− 2θ1θ2(scθ12 + (s2 − c2)θ1θ2) = 0, (III.10)
also following directly by varying (cp. (III.7), (III.2), (III.5))
S[θ] :=
∫ √
c2s2 + s2θ21 + c
2θ22dϕ
1dϕ2. (III.11)
For θ = θ(t := kϕ1 + lϕ2), (III.10) reduces to the ( highly non-linear ) ODE
sc{sc ..θ (k2s2 + l2c2)+
.
θ
2 [
(l2 − k2)s2c2 + 2s4k2 − 2c4l2] (III.12)
+ s2c2(s2 − c2)} = 0
corresponding to stationary points of (cp. (III.11), the overall sign put in for later
convenience ) ∫ (
L := −
√
c2s2 + (k2s2 + l2c2)
.
θ
2
)
dt. (III.13)
Switching now to physical terminology, interpreting θ as the t(ime)-dependent position
of a ‘particle’ moving in some ‘potential’ one identifies a conserved quantity, resp. inte-
gration of (III.12), via the ‘Hamiltonian’
K :=
.
θ
∂L
∂
.
θ
− L = . . . = s
2c2√
c2s2 + (k2s2 + l2c2)
.
θ
2
= const =: E, (III.14)
i.e.
.
θ
2
+
c2s2
k2s2 + l2c2
(
1− c
2s2
E2
)
= 0, (III.15)
with the second term an ‘effective potential’ (of the mass 1
2
particle ) for a ‘zero-energy’
solution ( with respect to which the positive integration constant E should perhaps
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better be denoted by κ2, to reflect the somewhat dangerous double interpretation of
‘Energy’) as the rhs (III.15) and, expressing (III.14) in terms of π := ∂L
∂
.
θ
,
| sin θ cos θ|
√
1− π
2
k2s2 + l2c2
. (III.16)
That (III.15)is a consequence of (III.12) ( the reverse is trivially verified ) can of course
also be checked directly ( without referring to physics terminology ): (III.12) is, after
dividing by s2c2 =: r(θ), and multiplying by 2
.
θ, of the form (L = −
√
r + f
.
θ
2
, f(θ) :=
k2s2 + l2c2) 2f
..
θ
.
θ +f ′
.
θ
3
=
.
θ r
′ + 2f r
′
r
.
θ
3
,
.
θ
(
r′ + 2(f
.
θ
2
)
r′
r
)
=
(
f
.
θ
2
).
=
d
dt
(G(θ(t))) , (III.17)
giving the first order ODE
G′ = r′ + 2G
r′
r
, resp
r2
(
G
r2
)′
= r′
whose solution is G
r2
= −1
r
+ const., i.e.
Cr2 − r = G(θ(t)) = f .θ2 (III.18)
with C = 1
E2
> 0, as the right hand side is manifestly non-negative.
While the case k = 0 (resp. l = 0), solvable with the help of elliptic integrals, is well
discussed in the differential geometry community (cp. [9]) the case k = l 6= 0 can be
solved in terms of elementary functions as fallows: with
α(ϕ := ϕ1 + ϕ2) := 2θ
(
k(ϕ1 + ϕ2)
)
,
a := 1
2E
, (III.15) reads
.
α
2
+ sin2 α
(
1− a2 sin2 α) = 0. (III.19)
Assuming a = cosh γ ≥ 1, (E ≤ 1
2
) in order to have turning-points, i.e.
.
α= 0 for some
t ) the particle (α) oscrillates between α− = arcsin 2E <
(=)
π
2
, and α+ = π − arcsin 2E,
while direct integration of (III.19), yields
ϕ− ϕ0 = ±
∫
dα
sinα
√
a2 sin2 α− 1
= ∓ arctan cosα√
a2 sin2 α− 1
(III.20)
sinα(ϕ) = 1√
cos2(ϕ−ϕ0)+cosh2 γ sin2(ϕ−ϕ0)
cosα(ϕ) = − sinhγ sin(ϕ−ϕ0)√
cos2(ϕ−ϕ0)+cosh2 γ sin2(ϕ−ϕ0)
(III.21)
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i.e. a one parameter class (e := sinh γ) of ‘minimal’ (extremal) tori in S3,
⇀
xe (ϕ
1ϕ2) =
1√
2


cosϕ1√
1− e sin(ϕ−ϕ0)√
1+e2 sin2
sinϕ1
cosϕ2√
1 + e sin(ϕ−ϕ0)√
1+e2 sin2
sinϕ2


. (III.22)
While it is easy to see that they are without intersections ( i.e. embedded) the conse-
quence, namely that they must be congment to (III.4), is stuming.
As (III.20) appears identically in the equation for geodesics on S2 ( i.e. great circles ),
and the Hopf map ( s.b.) applied to (III.22) gives

cos 2θ
sin 2θ cos(ϕ2 − ϕ1)
sin 2θ sin(ϕ2 − ϕ1)

 (III.23)
( and the signs of k = ±l were never used above, so that one could as well have defined
t to be ϕ2−ϕ1)(rather than ϕ2 +ϕ1 for which one would need a ‘conjugate’ Hopf map)
one may view the solutions (III.22) as a one parameter clars of inverse images of great
circles on S2.
The problem however rests in the vast freedom in the construction, which becomes
apparent when trying to fix the details, using quaternions:
q = (q0, q1, q2, q3)=ˆqˆ =
(
q0 − iq3 −iq1 − q2
−iq1 + q2 q0 + iq3
)
∼= q0 + iq1 + jq2 + kq3, (III.24)
using either matrix multiplications for qˆ, or
(t,
⇀
x) · (s,⇀y ) = (ts− ⇀x⇀y , t ⇀y +s ⇀x + ⇀x × ⇀y ), (III.25)
resp. i2 = j2 = k2 = −1, ij = k, ... .
Defining an anti automorphism via
q˜ := q0 − iq1 + jq2 + hq3 (III.26)
the Hopf-map from S3 to S2 can be given as
π(q) := q˜q, (III.27)
nicely fitting with the action of S3 onto itself by right-multiplication (q → qr), and
π(qr) = r˜π(q)r (III.28)
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defining an action of S3 on S2 ( q1 ≡ 0). In coordinates one finds
 t′y′
z′

 =

 t2 + x2 − y2 − z22(tz − xy)
2(ty + xz)

 (III.29)
for π(q) and for (III.28)
 t′′y′′
z′′

 =

 1− 2(r22 + r23) 2(r1r3 − r0r2) −2(r0r3 + r1r22(r0r2 + r1r3) 1− 2(r21 + r22) 2(r0r1 − r2r3)
2(r0r3 − r1r2) −2(r0r1 + r2r3) 1− 2(r21 + r23)



 t′y′
z′

 (III.30)
i.e. written as an ordinary SO(III.3) transformation on S2. As π(eiρq) = π(q), and for
the great circle 
 cos 2θsin 2θ cos
sin 2θ sin

 =

 cos β 0 sin β0 1 0
− sin β 0 cos β



 0cos ϕ˜
sin ϕ˜

 , (III.31)
with the constant angle β related to the parameter e in (III.22), while a rotation
 1 0 00 cos γ˜ − sin γ˜
0 sin γ˜ cos γ˜

, with possibly non-trivial γ˜(ϕ1ϕ2), geometrically leaves the equa-
tor invariant, one finds 3 different transformations to possibly act on the ordinary
Clifford-torus,
⇀
x
T
∼
(ϕ˜1, ϕ˜2) =
1√
2
(cos ϕ˜1, sin ϕ˜1, cos ϕ˜2, sin ϕ˜2), (III.32)
namely:
cos ρ + i sin ρ from the left ( as that does not change π(q)), (− sin γ˜ + i cos γ˜) from the
right-leaving the equation invariant, while transforming (c1s1c2s2)
T to

− sin γ˜ 0 0 cos γ˜
0 − sin γ˜ cos γ˜ 0
0 − cos γ˜ − sin γ˜ 0
cos γ˜ 0 0 − sin γ˜




c1
s1
c2
s2

 , (III.33)
as well as cos β
2
− sin β
2
· k from the right (corresponding to (III.31). Leaving out (III.33)
( i.e. choosing − sin γ˜ = 1) ) for the moment, one would find
cos ρ


c1c+ s2s
cs1 − sc2
cc2 + ss1
cs2 − sc1

+ sin ρ


sc2 − cs1
cc1 + ss2
sc1 − cs2
cc2 + ss2

 != √2


c1
cos θ
s1
c2
sin θ
s2


, (III.34)
which is ‘ almost ’ ( but not quite) solvable, (note that even if it was, the question why
ρ(ϕ1ϕ2) does not destroy minimality would still have to be answered).
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Note that the right-action q → qr may also be written as
q →

 r0 −
⇀
r
T
⇀
r (r01− ⇀r ×)



 q0
⇀
q .

 (III.35)
Instead of trying to match the freedom in the quaternion description of the Hopf-map
relation between geoderics onS2 and minimal surfaces in S3 let us note that in [ ACH13
] an explicit reparametrisation,
ϕ˜1 = ϕ1 +
∫ ϕ
u = ϕ1 + f1(ϕ), ϕ˜
2 = ϕ2 +
∫ ϕ
v = ϕ2 + f2(ϕ), (III.36)
was constructed that transforms the metric induced from (III.32), g˜ab =
1
2
δab, into the
metric induced from (III.22), (cp. (III.7), (III.22), (III.15).
c = cos θ(ϕ), s = sin θ(ϕ); 1
2E
=
√
1 + e2)
gab
(III.7)
=

 c
2+
.
θ
2 .
θ
2
.
θ
2
s2+
.
θ
2

 (III.15)=


c4 + s
4c4
E2
s2c2
(
s2c2
E2
− 1
)
s2c2
(
s2c2
E2
− 1
)
s4 + s
4c4
E2


=

 g + c4 g − s2c2
g − s2c2 g + s4

 = JT (g˜ab)J = 1
2
JTJ
=
1
2

 1 + 2u+ u2 + v2 u+ v + u2 + v2
u+ v + u2 + v2 1 + 2v + u2 + v2


=
1
2

 (1 + u)2 + v2 u(1 + u) + v(1 + v)
u(1 + u) + v(1 + v) (1 + v)2 + u2

 , (III.37)
J :=
(
∂ϕ˜a
∂ϕb
)
(III.36)
=

 1 + u u
v 1 + v

 , (III.38)
from which
u = −s2 + s
2c2
E
=
√
g − s2, v = −c2 + s
2c2
E
=
√
g − c2, (III.39)
follows. Note that u− v = c2 − s2, and
√
g =
√
s2c2+
.
θ
2
=
s2c2
E
. (III.40)
Let us now show that also the second fundamental forms are transformed into each other
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under the transformation (III.36), with u and v given by (III.39), resp.
u = 1
2
(
1 + e sin√
1+e2 sin2
)[√
1 + e2(1− e sin√
1+e2 sin2
)− 1
]
= 1
2
[
−1 − e sin√
1+e2 sin2
+
√
1+e2
1+e2 sin2
]
v = 1
2
(
1− e sin√
1+e2 sin2
)[√
1 + e2
(
1 + e sin√
1+e2 sin2
)
− 1
]
= 1
2
[
−1 + e sin√
1+e2 sin2
+
√
1+e2
1+e2 sin2
]
sin = sin(ϕ− ϕ◦).
(III.41)
Namely, using (III.9), (III.12) and (III.15) (k = l = 1 for simplicity) one finds
hab =
s2c2
E

 2c2 c2 − s2
c2 − s2 −2s2

 = √g

 2c2 c2 − s2
c2 − s2 −2s2

 (III.42)
for the minimal surfaces (III.22). Note that due to −4s2c2 − (c2 − s2)2 = −1, h = −g (
hence K = −1, R = 0) is manifest, just as gabhba = 0.
Transforming on the other hand the second fundamental form of (III.32)
h˜ab = −1
2

 −1 0
0 +1

 , (III.43)
choosing the orientation via
⇀
n:= 1√
2


−c˜1
−s˜1
+c˜2
+s˜2

 one finds
hab : = −12JT
( −1 0
0 +1
)
J
= −1
2
(
v2 − (u+ 1)2 v(v + 1)− u(u+ 1)
v(v + 1)− u(u+ 1) (v + 1)2 − u2
)
= +1
2
(
(u+ 1)2 − v2 u(u+ 1)− v(v + 1)
u(u+ 1)− v(v + 1) u2 − (v + 1)2
)
= 1
2

 (√g + c2)2 − (√g − c2)2 (√g − s2)(√g + c2)− (√g − c2)(√g + s2)
(
√
g − s2)(√g + c2)− (√g − c2)(√g + s2) (√g − s2)2 − (√g + s2)2


=
√
g
(
2c2 (c2 − s2)
(c2 − s2) −2s2
)
.
(III.44)
28
With both first and second fundamental forms coinciding, insertion of (III.36) into
(III.32), yielding
⇀
x
∼
= cosϕ1
1√
2


cos f1
sin f1
cos(f2 + ϕ)
sin(f2 + ϕ)

+ sinϕ1 1√2


− sin f1
cos f1
sin(f2 + ϕ)
− cos(f2 + ϕ)

 (III.45)
= cosϕ1
⇀
e1
∼
(ϕ) + sinϕ1
⇀
e2
∼
(ϕ),
should differ from (III.22), resp. (ϕ2 = ϕ− ϕ1)
⇀
x = cosϕ1


cos θ(ϕ)
0
sin θ cosϕ
sin θ sinϕ

 + sinϕ1


0
cos θ(ϕ)
sin θ sinϕ
− sin θ cosϕ

 (III.46)
= cosϕ1
⇀
e1 (ϕ) + sinϕ1
⇀
e2 (ϕ),
only by a fixed (ϕ-independent) orthogonal transformation S, i.e. should hold that
⇀
ei
∼
(ϕ) = S
⇀
e i (ϕ). (III.47)
While at first glance hard to believe (as e.g. implying that the 4 components of
⇀
e1
∼
(ϕ),
resp.
⇀
e2
∼
(ϕ), must be linearly dependent * i.e. define a ϕ-independent hyperplane -one
of the components of
⇀
e1 (ϕ), resp.
⇀
e 2 (ϕ), being zero) help comes from the (proof
of) the fundamental theorem for surfaces, which ( given equality of first and second
fundamental forms ) constructs
⇀
x, resp.
⇀
x
∼
, from given initial conditions. Choosing for
simplicity ( and without lose of generality ) ϕ◦ = 0 and ϕ◦1 = 0 = ϕ
◦
2 as well as the
integration constants defining f1 and f2 such that f1(0, 0) = 0 = f2(0, 0), and noting
that (cp. (III.22)) θ0 = θ(0, 0) =
π
4
as well as
.
θ0:=
.
θ (0, 0) =
e
2
, whereas
f ′1(0, 0) = u0 = u(0, 0) =
1
2
(√
1 + e2 − 1) = v(0, 0) = v0 = f ′2(0, 0), one finds
⇀
x0:=
⇀
x (0, 0) =
⇀
x
∼
(0, 0) =
⇀
x0
∼
= 1√
2


1
0
1
0

 =:⇀n0∼=⇀n0
⇀
x+:=
(
(∂1 + ∂2)
⇀
x
)
(0, 0) = 1√
2


−e
1
e
1

 =: √1 + e2 1√2


− sin ε
cos ε
sin ε
cos ε

 =: √1 + e2 ⇀n+
.
*I am grateful to J.Arnlind, M.Bordemann and B.Durhuus for helpful discussions when trying to
resolve this puzzle
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⇀
x
∼+
:=
(
(∂1 + ∂2)
⇀
x
∼
)
(0, 0) =
√
1 + e2 1√
2


0
1
0
1

 =: √1 + e2 ⇀n∼+
⇀
x−:=
(
(∂1 − ∂2) ⇀x
)
(0, 0) = 1√
2


0
1
0
−1

 =:⇀n−
⇀
x
∼−
:=
(
(∂1 − ∂2) ⇀x∼
)
(0, 0) =:
⇀
n
∼−
=
⇀
n−
. (III.48)
Hence one is looking for an orthogonal transformation (R) leaving
⇀
n0 and
⇀
n− fixed,
transforming
⇀
n
∼+
into
⇀
n+, i.e.
R
⇀
n
∼+
=
⇀
n+= cos ε
⇀
n
∼+
+ sin ε


−1
0
1
0

 1√2 =:⇀n∼ , (III.49)
hence ( choosing R to be a ε− rotation with (⇀n
∼+
,
⇀
n
∼
) -plane )
R
⇀
n
∼
= − sin ε ⇀n
∼+
+cos ε
⇀
n
∼
. (III.50)
Instead of directly verifying (III.47)(S=R) it is instructive to consider the action of R on
(III.32), resp.
⇀
x
∼
(ϕ˜1, ϕ˜2) = 1
2
(cos ϕ˜1 + cos ϕ˜2)


1
0
1
0

 1√2 − 12(cos ϕ˜1 − cos ϕ˜2)


−1
0
1
0

 1√2
+1
2
(sin ϕ˜1 + sin ϕ˜2)


0
1
0
1

 1√2 + 12(sin ϕ˜1 − sin ϕ˜2)


0
1
0
−1

 1√2
= 1
2
{
(c˜1 + c˜2)
⇀
n0
∼
−(c˜1 − c˜2) ⇀n∼ +(s˜1 + s˜2)
⇀
n+
∼
+(s˜1 − s˜2) ⇀n−
∼
}
(III.51)
i.e.
R
⇀
x
∼
= 1
2
{
(c˜1 + c˜2)
⇀
n0
∼
−(c˜1 − c˜2)
(
cos ε
⇀
n
∼
− sin ε ⇀n+
∼
)
+ (s˜1 + s˜2)
(
cos ε
⇀
n+
∼
+ sin ε
⇀
n
∼
)
+ (s˜1 − s˜2) ⇀n−
∼
}
,
(III.52)
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which is supposed to equal (III.22),
1
2


1 + c −s 1− c −s
s 1 + c −s −1 + c
1− c s 1 + c s
s c− 1 −s 1 + c




c˜1
s˜1
c˜2
s˜2

 1√2 !=


cos θc1
cos θs1
sin θc2
sin θs2

 , (III.53)
the orthogonal 4× 4 matrix on the left (c = cos ε = 1√
1+e2
, s = sin ε = e√
1+e2
) being the
looked for ( cp. (III.47)) matrix S(= R). Simple inversion
1√
2


c˜1
s˜1
c˜2
s˜2

 = 12


1 + c s 1− c s
−s 1 + c s c− 1
1− c −s 1 + c −s
−s −1 + c s 1 + c




cos θc1
cos θs1
sin θ
(
c1 cosϕ+ s1 sinϕ
c1 sinϕ− s1 cosϕ
)


(III.54)
then, writing the l.h.s. as
1√
2


cos f1 − sin f1
sin f1 cos f1
0
0
(
cos(f2 + ϕ) + sin(f2 + ϕ)
sin(f2 + ϕ) − cos(f2 + ϕ)
)




c1
s1
c1
s1

 (III.55)
turns out to be consistently equivalent to
√
2 cos f1 = (1 + c) cos θ + (1− c) sin θ cosϕ+ s sin θ sinϕ
√
2 sin f1 = −s cos θ + s sin θ cosϕ− (1− c) sin θ sinϕ
√
2 cos(f2 + ϕ) = (1− c) cos θ + sin θ[(1 + c) cosϕ− s sinϕ]
√
2 sin(f2 + ϕ) = −s cos θ + sin θ[(1 + c) sinϕ+ s cosϕ].
(III.56)
As the sum of the first 2 squares ( crucially using e tan 2θ sinϕ = −1 ) gives indeed 2, one
could in principle forget eqs (III.37)-(III.44) and simply define f1 and f2 (cp. (III.36))
by (III.56).
The hyperplane property for
⇀
ei
∼
(ϕ) finally follows, as (III.56) implies
s cos(f2 + ϕ) + (1− c) sin(f2 + ϕ) =
√
2s sin θ cosϕ
= s cos f1 + (1 + c) sin f1
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Pedestrian* level-set proof that the Stiefel-manifolds
∑
n,k are minimal in the corre-
sponding sphere Snk−1(
√
k), resp. the cone
∑ˆ
n,kminimal in R
nk: consider k orthogonal
n− vectors ~x(1), ~x(2), . . . , ~x(n) ∈ Rn, of equal length, i.e. the constraints (a, b = 1 · · ·k)
u(a6=b) = u[ab] := ~x(a)~x(b) != 0
(
# =
k(k − 1)
2
)
(III.57)
v(a) :=
1
2
((
~x(a)
)2 − (~x(a+1))2) != 0( # = k − 1
a = 1 · · ·k − 1
)
(III.58)
defining
∑ˆ
n,k ⊂ Rnk(dim = nk − (k − 1)(1 + k2) = nk − k(k+1)2 + 1).
Area(
∑ˆ
n,k
) =
∫
dnkx
k−1∏
a=1
δ
(
v(a)(x)
)∏
a<b
δ
(
u[ab](x)
)√
detM, (III.59)
where M is the matrix formed by the scalar products of the gradients of the K =
1
2
(k − 1)(k + 2) = k(k+1)
2
− 1 constraints W (A)A=1···K
(
i.e. MAB := ~∇W (A) · ~∇W (B)
)
. The
minimality condition then reads (see e.g. [11])
δ
(∏
B
W (B)
)
· Tr(P · ∂2W (A)) != 0, A = 1 · · ·K (III.60)
where P is the projector onto the subspace orthogonal to all the ∇W (A) (and projects
onto the tangent-space of
∑ˆ
n,k when χ :=
∏
AW
(A) = 0),
Pij = δij − ∂iW (A)(M−1)AB∂jW (B). (III.61)
For
∑ˆ
n,k, resp. (III.57)/(III.58) one can calculate (III.61), resp. Pˆ := P |χ=0 explicitly,
and prove that (III.60) is satisfied.
Simple(st) non-trivial example: n = 3, k = 2
u[12] (~x) = u := x1x4 + x2x5 + x3x6 (= ~x · ~y) != 0
v(1) (~x) = v :=
1
2
(
x21 + x
2
2 + x
2
3 − x24 − x25 − x26
)
=
1
2
(
~x2 − ~y2) != 0
(2 orthogonal vectors of equal length)
*an elegant, earlier, proof [10] has been communicated to me by J.Choe.
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~∇u =
(
~y
~x
)
, ~∇v =
(
~x
−~y
) (
~∇~u
)2
=
(
~∇~v
)2
= r2︸︷︷︸
=~x2+~y2
= 2s2, ~∇u · ~∇v = 0
M = r21, M−1 =
1
r2
1
P =
(
1 0
0 1
)
− 1
r2


y21 yαyβ x1y1 yαxβ
y22 x2y2
y23 x3y3
x21 xαxβ
x22
x23


− 1
r2


x21 xαxβ −x1y1 −xαyβ
x22 −x2y2
x23 −x3y3
y21 yαyβ
y22
y23


∂2u =
(
0 1
1 0
)
∂2v =
(
1
−1
)
δ(v)Tr(P∂2u) = 0, δ(u)Tr(P∂2v) = 0
even without δ(u) · δ(v)
K =
2 · 3
2
− 1 = 2, dimΣˆ3,2 = 6− 2 = 4, dimΣ3,2 = 3.
Another example *: n = 3, k = 3
u3 = u
[12] = ~x · ~y, u1 = u[23] = ~y · ~z, u2 = u[13] = ~x · ~z
v(1) =
1
2
(
~x2 − ~y2) , v(2) = 1
2
(
~y2 − ~z2)
~∇u[12] =

~y~x
0

 , ~∇u[23] =

0~z
~y

 , ~∇u[13] =

~z0
~x


~∇v(1) =

 ~x−~y
0

 , ~∇v(2) =

 0~y
−~z


K = 5, dim
∑ˆ
3,3
= 4 ⊂ R9, dimΣ 3,3 = 3 ⊂ S8
on
∑ˆ
3,3, with s
2 = r
2
3
= (~x2 = ~y2 = ~z2), and Mˆ :=M |χ=0
*special thanks to G.Linardopoulos and T.Turgut for discussions going back to 2016/17
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Mˆ = s2


2
2 0
2
0 2 −1
−1 2

 , Mˆ−1 =
1
s2


1
2
1
2
0
1
2
0 2
3
1
3
1
3
2
3

 = M̂−1
∂2u3 =

0 1 01 0 0
0 0 0

 , ∂2u1 =

 0 0 00 0 1
0 1 0


∂2v1 =

1 −1
0

 , ∂2v2 =

0 0 00 1 0
0 0 −1


Pˆ =

1 1
1

− 1
2s2



 yαyβ yαxβ 0xαyβ xαxβ 0
0 0 0

+

 0 0 00 zαzβ zαyβ
0 yαzβ yαyβ


+

 zαzβ 0 zαxβ0 0 0
xαzβ 0 xαxβ



− 1
3s2

 0 xαyβ −xαzβ0 −yαyβ yαzβ
0 0 0

− 1
3s2

 0 0 0yαxβ −yαyβ 0
−zαxβ zαyβ 0


− 2
3s2

 xαxβ −xαyβ 0−yαxβ yαyβ 0
0 0 0

− 2
3s2

 0 0 00 yαyβ −yαzβ
0 −zαyβ zαzβ


〈
k = 4 :

 2 −1 0−1 2 −1
0 −1 2

−1 = 1
4

3 2 12 4 2
1 2 4

〉
To verify (III.60) for the general case (any k ≤ n ∈ N) is completely straightforward,
except for the fact that ~∇v(a) · ~∇v(a+1) 6= 0.
Mˆ = s2


2 · 1
2 −1 0
−1 2 −1
−1 2 −1
. . .
0 −1 2


however has the explicit inverse
Mˆ−1 =
1
ks2
(
k
2
· 1 0
0 Q
)
= M̂−1
with the (k − 1)× (k − 1) matrix Q having the matrix elements
Qa′b′ = min(a
′, b′) · k − a′b′. (III.62)
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With
∂ciu
(a<b) = δcaxbi + δcbxai
∂civ
(a′) = δca′xa′i − δca′+1xa′+1,i
the projector P becomes:
Pˆci,dj = δcdδij − 1
2s2
∑
(δcaxbi + δcbxai)(δdaxbj + δdbxaj)
− 1
ks2
k−1∑
a,b=1
(δcaxai − δc,a+1xa+1,i)(k ·min(a, b)− a · b)(δdbxbj − δd,b+1xb+1,j).
(III.63)
When acting on
(
∂2u(a<b)
)
ci,dj
= δij(δcaδdb + δcbδda)
(
∂2v(e)
)
ci,dj
= δij(δceδde + δc,e+1δd,e+1) (III.64)
and then taking the trace, the only non-trivial part is the action of the last term in
(III.63) on (III.64), which is proportional to something that on the constraint manifold
vanishes ( here calculated/displayed for non-boundary e ),
1
ks2
~x2e
[
(ek − e2) + (k(e− 1)− (e− 1)2)− 2(k(e− 1)− (e− 1)e)]
− 1
ks2
~x2e+1
[
(k(e + 1)− (e+ 1)2) + (ek − e2)− 2(ek − e(e+ 1))] ≈ 0.
Minimality of Determinantal Varieties
Consider*
Σp>q := {A = (~a1~a2 · · ·~aq) | ~ai ∈ Rp, rankA = q − 1} ; (III.65)
as the linear dependence of the vectors ~ai may, after permutation, be taken to be of the
form
~aq = λ1~a1 + · · ·+ λq−1~aq−1, (III.66)
*Thanks to J. Choe for several discussions, in particular for having raised the question, whether
non-quadratic matrices can give rise to minimal submanifolds just as quadratic ones do.
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clearly
dimΣp>q = p(q − 1) + (q − 1) = (p+ 1)(q − 1) < pq − 1, (III.67)
i.e. Σp>q is of codimension > 1.
Let us prove minimality for the simplest non trivial example,
Σ3,2 =
{
A = (~a1,~a2) | ~a1,~a2 ∈ R3, rankA = 1
}
(III.68)
in 2 different ways:
1. Taking
x(a1, a2, a3, λ) :=
(
~a = aα~vα
λ~a
)
, (III.69)
with {~vα}α=1,2,3 being an orthonormal basis of R3, one has
∂αx =
∂x
∂aα
=
(
~vα
λ~vα
)
, ∂λx = ∂4x =
(
0
~a
)
GAB =
(
(1 + λ2)13×3 λ~a
λ~aT ~aT~a
)
, GAB =
(
1
1+λ2
(
1+ λ2~a~a
T
~a2
)
−λ~a
~a2
−λ~aT
~a2
1+λ2
~a2
)
,
(III.70)
and, defining 2 orthogonal normal vectors
n =
1√
1 + λ2
(
λ~e
−~e
)
, n′ =
1√
1 + λ2
(
λ~e ′
−~e ′
)
, (III.71)
where ~e and ~e ′ are 2 orthonormal vectors orthogonal to ~a,
HAB =
1√
1 + λ2
(
03×3 −~e
−~eT 0
)
, H ′AB =
1√
1 + λ2
(
03×3 −~e ′
−~e ′T 0
)
(III.72)
as
∂2αβx = 0, ∂
2
λx = 0, ∂
2
αλx =
(
0
~vα
)
; (III.73)
hence
H ∼ GABHAB = 0, H ′ ∼ GABH ′AB = 0. (III.74)
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2. Using the Singular Value Decomposition
A = σ ~u−→v T , (III.75)
where σ2, ~u(θ, ϕ) ∈ S2 ⊂ R3, and −→v (ψ) ∈ S1 ⊂ R2 are the non-zero eigenvalue and unit
eigenvector of AAT resp ATA one has
x =
(
σ cosψ ~u
σ sinψ ~u
)
, ~u =

sin θ cosϕsin θ sinϕ
cos θ


∂σx =
(
c~u
s~u
)
, ∂θx = σ
(
c ∂θ~u
s ∂θ~u
)
∂ϕx = σ
(
c ∂ϕ~u
s ∂ϕ~u
)
, ∂ψx = σ
(−s ~u
c ~u
)
,
(III.76)
i.e.
GAB =


1 0
σ2
(
1 0
0 sin2 θ
)
0 1

 and GAB =


1 0
1
σ2
(
1 0
0 1
sin2 θ
)
0 1

 (III.77)
are diagonal. Hence only the diagonal entries of the second fundamental forms are
needed, - which are all zero, due to
n =
(−s∂θ~u
c∂θ~u
)
, n′ =
(−s∂ϕ~u
c∂ϕ~u
)
(III.78)
both being orthogonal to
∂2σx = 0, ∂
2
θx = −x, ∂2ϕx = −


c sin θ

cosϕsinϕ
0


s sin θ

cosϕsinϕ
0



 , ∂
2
ψx = −x. (III.79)
Higher dimensional cases are of course less trivial: already for the 10-dimensional space∑
4,3 ⊂ R12 one has to either deal with the dependencies in the SVD approach,
A = σ ~u−→v T + σ′ ~u ′−→v ′T , (III.80)
namely ~u ⊥ ~u ′ and −→v ⊥ −→v ′; or invert the metric
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GˆBˆCˆ =


(1 + λ2)1 λλ′1 λ~a λ~a′
λλ′1 (1 + λ′2)1 λ′~a λ′~a′
λ~aT λ′~aT ~a2 ~a~a′
λ~a′T λ′~a′T ~a′~a ~a′2

 =

gβγ uβ u′βuTγ ~a2 ~a~a′
uTγ ~a
′~a ~a′2

 = (GBC u′B
u′TC ~a
′2
)
(III.81)
which however, for ~a,~a′ ∈ Rany p>3, can be done, noting that
| Gˆ | =| G | (~a′2 − u′BGBCu′C) = | G |ρˆ = gρρˆ
=
(
1 + λ2 + λ′2
)p−2 (
~a2~a′2 − (~a~a′)2
)
,
(III.82)
and
GBC =
(
gβγ + ρuβuγ −ρuβ
−ρuTγ ρ
)
, ρ = ~a2 − uαgαβuβ. (III.83)
Letting ~e, ~e ′, . . . ~e (p−3) be orthonormal vectors orthogonal to ~a and ~a′, it is easy to see
that an orthonormal basis of vectors normal to
∑
p,3 can be chosen to be
n =
1
µ2

λ~eλ′~e
−~e

 , n′ = 1
µ2

λ~e′λ′~e′
−~e′

 , · · · , (III.84)
(where µ2 := (1+λ2+λ′2)), and due to the ∂21λx, . . . , ∂
2
pλ′x being the only non-vanishing
second derivatives of
x =

 ~a~a′
λ~a + λ′~a′

 , (III.85)
one gets
−µ2HˆAˆBˆ =


02p×2p ~e ~0
~0 ~e
~eT ~0T
~0T ~eT
02×2

 , −µ2Hˆ ′AˆBˆ =

0 ~e ′ ~0~0 ~e ′
0

 , · · · (III.86)
for the second fundamental forms. While O(p)−covariance suggests that the relevant
parts of GˆAˆBˆ are linear combinations of ~a and ~a′ (so thatGˆAˆBˆHˆAˆBˆ = 0 = Gˆ
AˆBˆHˆ ′
AˆBˆ
· · · ),
one can also explicitly verify that, using (III.81-III.83). In the general case one presum-
ably has that the determinant of the induced metric on
∑
p>q is
*
| Gˆ.. |=
(
1 + λ2 + λ′2 + · · ·+ λ2q−1
)p−q+1 · det (~aTi ~aj)i,j=1...q−1 . (III.87)
*I am grateful to M. Hynek for discussions and checking (III.87) in a few cases by symbolic computer
calculations.
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IV. U(1)-Invariant Minimal 3-Manifolds
While it is quite possible that even the general problem of extremal hypersurfaces in
Euclidean- and Minkowski-space(s) is of integrable nature, the place to start is clearly
the case of only 2 independent variables involved. Let me present several aspects of this
interesting problem.
Orthonormal Parametrization
Start with (cp. [7])
~¨x =
1
ρ
∂A
(
ggAB
ρ
∂B~x
)
, (IV.1)
d
dt
(
ρ :=
√
g := (det (gAB = ∂A~x · ∂B~x))√
1− ~˙x2
)
= 0, (IV.2)
which are the minimal surface equations for time-like manifolds in Minkowski-space,
1√
G
∂α
(√
GGαβ∂βx
µ
)
= 0, µ = 0, · · · , D − 1, α, β = 0, · · · ,M,
when choosing x0
(
ϕ0ϕ1 · · ·ϕM) = ϕ0 =: t, i.e.
xµ =
(
t
~x(t, ϕ1 · · ·ϕM)
)
, (IV.3)
as well as
G0A = x˙
µ∂Ax
νηµν = −~˙x∂A~x != 0, A = 1, . . . ,M. (IV.4)
The Ansatz
~x =


r1(t, u)~n1(φ1)
...
rl(t, u)~nl(φl)
~z(t, u)

 (IV.5)
with the ~ni(φi) parameterizing minimal embeddings into unit spheres, and ~z ∈ Rn, gives
(Gαβ) =


1− ~˙r 2 − ~˙z 2
−~r ′2 − ~z ′2
−


r21
(
1
ga1b1
)
. . .
r2l
(
l
galbl
)




(IV.6)
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i.e.
g =
(
~r ′2 + ~z ′2
) l∏
i=1
r2dii
i
g=
(
~r ′2 + ~z ′2
)
g˜(t, u)g(φ1 · · ·φl)
gAB =


1
~r ′2+~z ′2
1
r21
(
1
g a1b1
)
. . .
1
r2
l
(
l
g albl
)


(IV.7)
ρ =
√
~r ′2 + ~z ′2√
1− ~˙r2 − ~˙z2
·
√
g˜(t, u) ·
√
g =: ρ˜(u) ·
√
g(φ) (IV.8)
and (IV.1) reads
~¨x =
1
ρ
∂ug˜
√
g
ρ˜
∂u~x+
l∑
i=1
1
ρ˜
√
g
∂ai
(~r ′2 + ~z ′2)
ρ˜
√
g
g˜g
r2i
i
g aibi∂b~x
=
1
ρ˜
∂u
g˜
ρ˜
∂u~x+
(~r ′2 + ~z ′2)
ρ˜2
g˜
∑
i
1
r2i
∆i~x.
(IV.9)
Reparameterizing the u-dependence (later dropping the ∼) via (cp. e.g. [13])
v(u) :=
u∫
ρ˜(w) dw, ri(u) = r˜i (v(u)) , ~z(u) = ~
˜
z(v(u)) (IV.10)
(resp., if wanting v to have a fixed range, absorbing the arising constant in scaling t)
one gets (denoting d
dt
by ′ and using ∆i~ni = −di~ni)
~¨z =
(
~z ′
∏
r 2dii
)′
,
r¨j =
(
r′j
∏
r 2dii
)′
−
(
~r
′2 + ~z
′2
) dj
rj
∏
r 2dii ,
(IV.11)
to be solved subject to
~˙r~r′ + ~˙z~z′ = 0,
~˙r2 + ~˙z2 + g˜
(
~r ′2 + ~z ′2
)
= ε2.
(IV.12)
Let us look at the simplest non-trivial case (l = 1 = n,D = 4, since [17] discussed
several times; see [14], as well as various comments in [3], [20], [21]; [18] observed that
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(IV.5) must develop singularities in finite (positive, or negative) time due to (IV.11)
trivially implying that the acceleration of the v-integral of the ri’s is negative; singularity-
formation similarity-equations were given already in [22], and further analyzed in [14]
- which also contains, for both spherical and toroidal topologies, pictures of numerical
simulations, including singularity formations at r = 0 as well as r 6= 0 ),
~x(t, ϕ, θ) =

r(t, ϕ) cos θr(t, ϕ) sin θ
z(t, ϕ)

 , (IV.13)
z¨ =
(
z′r2
)′
, r¨ =
(
r2r′
)′ − (r′2 + z′2)r, (IV.14)
subject to (and, as long as ~˙x and ~x′ are non-zero, actually implied by)
r˙r′ + z˙z′ = 0, r˙2 + z˙2 + r2
(
r′2 + z′2
)
= ε2, (IV.15)
resp.
(r˙ ± rr′)2 + (z˙ ± rz′)2 = ε2; (IV.16)
note that one could directly define
1
ε
(rr′ ± r˙) =: ± sin u±, 1
ε
(rz′ ± z˙) =: cosu±. (IV.17)
The hodograph-transformation tϕ↔ r, z
(
r˙r′
z˙z′
)
=
1
trϕz − tzϕr
(
ϕz −tz
−ϕr tr
)
(IV.18)
transforms (IV.15) into
1
t2r + t
2
z
+
r2
ϕ2r + ϕ
2
z
= ε2 ϕztz + ϕrtr = 0, (IV.19)
which can be solved by
(
ϕz
ϕr
)
=
r
ε cosw
(
cos v
sin v
)
=
r cosh u
ε
(
cos v
sin v
)
(
tz
tr
)
=
coth u
ε
(− sin v
cos v
)
=
1
ε sinw
(− sin v
cos v
)
.
(IV.20)
The compatibility conditions (ϕzr = ϕrz, tzr = trz) are
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sin u+∂ru− + cosu+∂zu− = − 1
2r
(cosu+ + cosu−)
sin u−∂ru+ − cosu−∂zu+ = − 1
2r
(cosu+ + cosu−)
(IV.21)
where u± := arctan sinh±v = w ± v (the quadrically non-linear equations (IV.15) have
thus been transformed into quasi-linear equations). u± ↔ r, z on the other hand,
(
∂ru+ ∂zu+
∂ru− ∂zu−
)
=
(
∂u+u−
∂rz
)
=
(
∂rz
∂u+u−
)−1
=
1
r+z− − r−z+
(
z− −r−
−z+ r+
)
(IV.22)
gives
− sin u−z+ + cosu+r+ = − 1
2r
(cosu+ + cosu−)(r+z− − r−z+)
= sin u−z− + cosu−r−
= · · · ,
(IV.23)
implying in particular
(sin u+∂+ + sin u−∂−) z = (cosu+∂+ − cosu−∂−) r, (IV.24)
which when multiplied by tan
(
u++u−
2
)
allows to be interpreted as
∂
∂x2
z =
∂
∂x1
r, (IV.25)
where
x1 :=
sin u+ − sin u−
sin u+ cosu− + sin u− cosu+
, x2 :=
cosu+ − cos u−
sin u+ cosu− + cosu+ sin u−
, (IV.26)
satisfying
x1 cosu± ± x2 sin u± = ∓1, (IV.27)
x2 cosu± = ∓x1 − x2
√
x2 − 1, x2 sin u± = −x2 ± x1
√
sin2−1 (IV.28)
x2 sin u+ sin u− = 1− x21, x2 cosu+ cos u− = x22 − 1
x2 (sin cosu− − cos u+ sin u−) = −2x1x2, x2 (sin cosu− + cosu+ sin u−) = 2
√
x2 − 1
(IV.29)
42
sin u+ + sin u−
cos u+ + cosu−
= tan

u+ + u−
2︸ ︷︷ ︸
=w

 = 1− cos 2w
sin 2w
=
sin 2w
1 + cos 2w
=
1√
x2 − 1 . (IV.30)
(IV.23) then implies the Monge-Ampe`re equation
q2
[(
1− x21
)
q11 +
(
1− x22
)
q22 − 2x1x2q12
]
= +x2
(
x21 + x
2
2 − 1
) (
q11q22 − q212
)
(IV.31)
if putting z = q1, r = q2 (cp. (IV.25)). The hodograph transformation x1x2 ↔ r, z
(
r1 r2
z1 z2
)
= (r1z2 − r2z1)
(
∂zx2 −∂zx1
−∂rx2 ∂rx1
)
(IV.32)
and using (IV.25) implying
∂zx2 = ∂rx1 (IV.33)
∂± =
1
fg
(cos∓ ∂2 ± sin∓ ∂1)
r+z− − r−z+ = 1
f 2g
(r1z2 − r2z1)
(IV.34)
f := tan
u+ + u−
2
=
1√
x2 − 1 , g := sin+ cos−+cos+ sin− =
2
√
x2 − 1
x2
gives
(
t2r + t
2
z − 1
r
)
(tr + r∆t) = t
2
rtrr + t
2
ztzz + 2trtztrz
resp.
1
r
(
t2r + t
2
z − 1
)
tr −∆t = −t2ztrr − t2rtzz + 2trtztrz. (IV.35)
(when putting x2 = −tr, x1 = −tz, cp. (IV.33)), which is the equation of motion
following from the time-graph-description t(r, z) of the minimal surface, with volume
∫ √
t2r + t
2
z − 1rdrdz. (IV.36)
Note that (IV.26) also directly implies
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x1 =
r′
r˙z′ − r′z˙ = −tz , x2 =
−z′
r˙z′ − r′z˙ = −tr (IV.37)
(using (IV.17), i.e. sin± = r˙ ± rr′, cos± = rz′ ± z˙, and (IV.18).
(
r˙
z˙
)
= − sinψ
(
cosφ
sin φ
)
,
(
r′
z′
)
=
cosψ
r
sinψ
(− sin φ
cosφ
)
(IV.38)
gives
φ˙ = rψ′, ψ˙ = rφ′ +
cosψ cosφ
r
, (IV.39)
resp.
u˙+ − ru′+ = −
1
2r
(c+ + c−)
u˙− − ru′− = −
1
2r
(c+ + c−) ,
(IV.40)
with u±(t, ϕ) := −(ψ± φ) (note that for strings one would get (∂t ∓ ∂ϕ) u± = 0 instead,
i.e. u± = f±(ϕ± t)). ϕ0 = t, ϕ→ t, r(t, ϕ) resp.
∂0 = ∂t − sinψ cosφ∂r, r∂ϕ = − cosψ sinφ∂r (IV.41)
results in
˙˜u± + s∓ u˜′±︸︷︷︸
=∂ru˜±
= − 1
2r
(c+ + c−) (IV.42)
for
u±(t, ϕ) = u˜±(t, r(t, ϕ)).
One can (try to explicitly) introduce characteristic coordinates either in each of the
quasilinear systems, or directly in (IV.16), introducing t+ and t− (instead of t and ϕ)
according to *
∂t
∂t±
(∂t ± r∂ϕ) := ∂
∂t±
, (IV.43)
obtaining
*Many thanks to J. Eggers for related discussions.
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(∂±r)
2 + (∂±z)
2 = (∂±t)
2
ε2. (IV.44)
∂ϕ
∂t±
= ±r ∂t
∂t±
(IV.45)
gives
2∂2+−t + ∂+R∂−t+ ∂−R∂+t = 0 (IV.46)
which may be viewed as an inhomogenuous first order linear PDE for R := ln r for given
t(t+, t−), or as a homogenuous second order linear PDE for t (given in terms ofR(t+, t−)).
The second compatibility condition is hidden in (IV.44), as if taken to determine
∂±z = ζ±
√
ε2(∂±t)2 − (∂±r)2, (IV.47)
t+−
(
∂+√
+
t− ζ˜ ∂−√−t
)
= r+−
(
∂+√
+
r − ζ˜ ∂−√−r
)
(IV.48)
has to hold (with ζ˜ = ζ+
ζ−
being either plus or minus 1). Another possibility (linking to
(IV.21)) to display the second (hidden) integrability condition is to use (cp. (IV.17))
∂±r = ε sin u±∂±t,
= εs±∂±t
∂±z = ±ε cosu±∂±t,
= εc±∂±t
(IV.49)
giving
∂− (s+∂+t) = ∂+ (s−∂−t) , ∂−(c+∂+t) = −∂+(c−∂−t)
i.e.
t+−(s+ − s−) + (∂+t∂−s+ − ∂−t∂+s−) = 0
t+−(c+ + c−) + (∂+t∂−c+ + ∂−t∂+c−) = 0
(IV.50)
resp.
∂+u− = − 1
2r
(c+ + c−)∂+t
∂−u+ = − 1
2r
(c+ + c−)∂−t
(IV.51)
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with
∂+t∂−u+ = ∂−t∂+u− = ρ =
s+ − s−
c− − c+ t+− =
c+ + c−
s+ + s−
t+− (IV.52)
and
t+−
∂+t∂−t
= − 1
2r
(s+ + s−) (IV.53)
∂±u∓ = − 1
2r
(c+ + c−)
∂±r
εs±
. (IV.54)
Note that (IV.45) also implies
2ϕ+− = ∂+ ln r∂−ϕ+ ∂− ln r∂+ϕ. (IV.55)
Standard Characteristic Coordinates Approach
Start with either of the graph-descriptions for U(1)-symmetric extremal hypersurfaces
in R1,3:
S [t(r, z)] =
∫
r
√
t2r + t
2
z − 1 drdz, (IV.56)
stationary points of which are solutions of (cp. (IV.35))
trr(t
2
z − 1) + tzz(t2r − 1)− 2trtztrz = −
tr
r
(t2r + t
2
z − 1), (IV.57)
or
S [r(t, z)] =
∫
r
√
1− r˙2 + r′2 dtdz, (IV.58)
the space-time volume expressed in terms of the radius (of the axially symmetric 3
manifold) as a function of time t and height z, or
S [z(t, r)] =
∫
r
√
1− z˙2 + z′2 dtdr, (IV.59)
whose variation gives (cp. e.g. [3])
z¨(1 + z′2)− z′′(1− z˙2)− 2z˙z′z˙′ = z
′
r
(1− z˙2 + z′2). (IV.60)
The standard procedure to introduce characteristic coordinates, e.g. for (cp. (IV.58))
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L [r] = Ar¨ + Cr′′ + 2Br˙′ = r¨(1 + r′2)− r′′(1− r2)− 2r˙r′r˙′ = −1
r
(1− r˙2 + r′2),
(IV.61)
is to rewrite the equation in the new coordinates ξ±(t, z),
r˙ = ξ˙+r+ + ξ˙−r−(= ξ˙ara), r′ = ξ′+r+ + ξ
′
−r−(= ξ
′ara),
r¨ = ξ˙arabξ˙
b + · · · , r′′ = ξ′arabξ′b + · · · , r˙′ = ξ˙arabξ′b + · · · ,
(IV.62)
demanding that the coefficients of r++ and r−−,
α± = Aξ¨
2
± + 2Bξ˙±ξ
′
± + Cξ
′2
± , (IV.63)
are zero. For λ = λ± =
ξ˙±
ξ′
±
, i.e.
ξ˙± − λ±ξ′± = 0 (IV.64)
this gives
λ± = −B ±
√
B2 −AC
A
=
r˙r′ ±√1− r˙2 + r′2
1 + r′2
(IV.65)
and with
(
ξ˙+ ξ
′
+
ξ˙− ξ′−
)
=
(
t+ t−
z+ z−
)−1
=
1
t+z− − t−z+
(
z− −t−
−z+ t+
)
(IV.66)
(IV.64) implies
z− + λ+t− = 0 = z+ + λ−t+, (IV.67)
from which it is easy to see that in the case of (IV.61) (equivalently (IV.57) and (IV.60))
the characteristic coordinates are such that
(xµ)+ =

t+r+
z+

 and (xµ)− =

t−r−
z−

 (IV.68)
are null-vectors (in R1,2), i.e.
t2± = r
2
± + z
2
± (IV.69)
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as seen already in the first approach (cp. (IV.44)) while here:
r2± = (r˙t± + r
′z±)
2
= r˙2t2± + r
′2z2± + 2r˙r
′t±z±
= (r˙2 − 1)t2± + (r′2 + 1)z2± + · · ·+ t2± − z2±
= t2±(r
′2 + 1)
{(
z±
t±
)2
+
2r˙r′
r′2 + 1
z±
t±
+
r˙2 − 1
r′2 + 1
}
︸ ︷︷ ︸
=0, due to (IV.67)/(IV.63)=0
+
(
t2± − z2±
)
= 0 +
(
t2± − z2±
)
.
(IV.70)
Defining
mµ :=

r+z− − r−z+z+t− − z−t+
t+r− − t−r+

 =

{r, z}{z, t}
{t, r}

 (IV.71)
{f, g} := f+g− − f−g+ = εab∂af∂bg (IV.72)
and using (IV.66), one can easily verify that
∂t =
1
m1
εabza∂b =
{z,·}
{z,t} , ∂z =
−1
m1
εabta∂b =
{·,t}
{z,t} ,
r˙ = {z,r}{z,t} = −m0m1 , r′ =
{r,t}
{z,t} = −m2m1 ,
(IV.73)
as well as
m21 +m
2
2 = 2t+t−(x+ · x−)
m20 −m21 = 2z+z−(x+ · x−)
m20 −m22 = 2r+r−(x+ · x−),
(IV.74)
trivially implying (taking the sum of the 3 equalities)
− (m20 −m21 −m22) = −m2 = (x+ · x−)2; (IV.75)
also,
m1 ·m2 = (x+ · x−)S0, m2 ·m0 = S1(x+ · x−), m0 ·m1 = S2(x+ · x−); (IV.76)
with
Sµ =

r+z− + r−z+z+t− + z−t+
t+r− + t−r+

 ;
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indices are raised and lowered with ηµν =

1 −1
−1

. Whereas the normal form of
hyperbolic quasi-linear second-order differential equations in two variables is known in
full generality (cp.[15]*; note however the absolute-sign ambiguity that would arise for
(IV.61), and an existing explicit result for the ’free’ Born Infeld equation ([16], eq. (8))),
it is useful to explicitely derive from scratch the form (IV.61) will take in characteristic
coordinates (IV.69), in 2 different ways: first,
r¨ =
1
m31
{
m1 [~z
2∆r + razabzb − zarabzb −∆z~z~r]
+m0
[
~z2∆t+ zazabtb − ~z~t∆z − zatabzb
] }
(1 + r′2) =
1
m21
(m21 +m
2
2) =
2
m21
(x+ · x−)
r′′ =
1
m31
{
m1
[
tatabrb + ~t
2∆r −∆t~t~r − tarabtb
]
+m2
[
∆z~t2 + zatabtb − tazabtb − ~t~z∆t
] }
r˙2 − 1 = 1
m21
(m20 −m21) =
2
m21
z+z−(x+ · x−)
r˙′ =
1
m31
{
m1
[
∆t~z~r + tarabzb − zatabrb − ~z~t∆r
]
+m2
[
zazabtb + ~z
2∆t−∆z~z~t − zatabzb
] }
−2r˙r′ = −2
m21
m0m2 =
2
m21
(x+ · x−)(z+t− + z−t+)
(IV.77)
While by construction (cp. (IV.63)=0) the terms proportional to r++ and r−− have to
cancel when inserting (IV.77) into (IV.61), this is also true (clear by Lorentz invariance,
and [CH]/[BC]) for the terms proportional to t++, t−−, z++ and z−− (though tedious
to verify when using (IV.77)). A simple way to derive what (IV.61) becomes in the
characteristics is as follows: (IV.58) gives
∂α
(
rrα√
1− rγrγ
)
=
(
r˙r√
1− r˙2 + r′2
)
−
(
rr′
√
)′
!
= −
√
1− r˙2 + r′2, (IV.78)
hence
−1
r
=
√
∂α
(
rα
√
)
=
x+x−
m1
((
m1r˙
x+x−
)·
−
(
m1r
′
x+x−
)′)
=
−x+x−
m21
({
z,
m0
x+x−
}
+
{
t,
m2
x+x−
})
=
−1
m21
[
z+(r+z− − r−z+)− − z−(r+z− − r−z+)+
+t+(t+r− − t−r+)− − t−(t+r− − t−r+)+
]
+
1
x+ · x−m21
(m0 {z, x+ · x−}+m2 {t, x+ · x−}) .
(IV.79)
The last bracket is easily seen to give
*Many thanks to T. Damour.
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−r+(x+ · x−)− − r−(x+ · x−)+, (IV.80)
which due to (IV.69) implying
x+− · x+ = 0 = x+− · x− (IV.81)
does not contribute any terms with x+− components, while canceling all terms arising
from the square bracket, except the mixed ones,
2r+−(z+z− − t+t−)− z+−(z+r− + z−r+) + t+−(t+r− + t−r+) = −2r+−(x+ · x−)
(IV.82)
(for the last step using (IV.81)). Hence (using again the crucial orthonormality (IV.81))
x
µ
+− =
m1
2r
nµ, nµ :=
mµ
x+ · x− , (IV.83)
consistent with (IV.46), as (IV.83) implies
t+− = r+−
n0
n1
=
m1
2r
(
r+z− − r−z+
x+ · x−
)
= − 1
2r
(t+r− + t−r+). (IV.84)
Similarly,
z+− = − 1
2r
(r+z− + r−z+), (IV.85)
while r+− can also be expressed as
r+− = − 1
2r
(t+r− + t−r+)(r+z− + r−z+)
(z+t− + z−t+)
, (IV.86)
hence the completely symmetric equalities
t+−(r+z− + r−z+) = z+−(t+r− + t−r+) = r+−(z+t− + z−t+). (IV.87)
Such quasi-linear relations reconcile the result (IV.83) with [15]/[16] expressing the ’free’
Born-Infeld solution in terms of the Lorentz-invariant determinant
D+− =
∣∣∣∣∣∣
t+− r+− z+−
t+ r+ z+
t− r− z−
∣∣∣∣∣∣ = xµ+− ·mµ = 12εµνρ · xµ+− · xν+xρ−, (IV.88)
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resp. (32)[15] giving (for (IV.61)) - note their strange absolute value -
−D+− = (t+z− − t−z+)2 1
2r
√
1− r˙2 + r′2
=
1
2r
|(t+z− − t−z+)(x+ · x−)| .
(IV.89)
Note the simplicity of (IV.84)/(IV.85) compared to (IV.89).
Lagrangian Null-Vector formulation
The simplest derivation of (IV.84)/(IV.85) consists of using the characteristic coordinates
directly in the Lagrangian, yielding
∫
r(t+t− − z+z− − r+r−) dθ+dθ−. (IV.90)
Varying this action gives
2rt+− + r+t− + r−t+ = 0 (= ∂+(rt−) + ∂−(rt+))
2rz+− + r+z− + r−z+ = 0 (= ∂+(rz−) + ∂−(rz+))
2rr+− + r+r− + t−t+ − z+z− = 0 (= ∂+(rr−) + ∂−(rr+) + (x+ · x−)) .
(IV.91)
Note that the first 2 are linear in each of the unknown, and that each of the three
equations implies the other two, once imposing/adding the quadratic constraints
t2± −
(
r2± + z
2
±
)
= 0, (IV.92)
as differentiating them gives
t+−
(
t+
t−
)
= r+−
(
r+
r−
)
+ z+−
(
z+
z−
)
, (IV.93)
which implies
m0r+− +m1t+− = 0
m0z+− +m2t+− = 0
m2r+− = m1z+−,
(IV.94)
resp. (using m0S0 = m1S1 = m2S2, cp. (IV.76)/(IV.87))
S0t+− = S1r+− = S2z+−. (IV.95)
As r appears, undifferentiated, in all 3 second-order equations it seems better/necessary
to keep r± when solving the constraints (IV.92) explicitly. One possibility is to take
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t+ = r+ cosh p z+ = r+ sinh p
t− = r− cosh q z− = r− sinh p,
(IV.96)
the compatability conditions t+− = t−+, z+− = z−p giving
r+− +
1
ep−q − 1r+p− +
1
eq−p − 1r−q+ = 0
r+− +
1
1− eq−p r+p− +
1
1− ep−q r−q+ = 0,
(IV.97)
which implies
r+p− + r−q+ = 0. (IV.98)
Note that (cp.(IV.67))
p = arctanh
z+
t+
= −arctanhλ−
(
=
1
2
ln
t+ + z+
t− − z−
)
q = arctanh
z−
t−
= −arctanhλ+
(
=
1
2
ln
t− + z−
t− − z−
)
.
(IV.99)
Another way (as we will see, allowing one to reduce the equations) is to use light-cone
variables (cp. [17])
τ :=
t + z
2
, ξ := t− z, (IV.100)
t+t− − z+z− = τ+ξ− + τ−ξ+ (IV.101)
and explicitly solve the non-linear constraints (IV.92) as
ξ+ =
r2+
2τ+
, ξ− =
r2−
2τ+
, (IV.102)
the compatibility condition ξ+− = ξ−+ reading
2r+−τ+τ− = τ+−(r+τ− + r−τ+), (IV.103)
which together with (IV.91)3,
2rr+− + r+r− + r2−
τ−
2τ+
+ r2+
τ−
2τ+
= 0,
or (IV.91)1+2
2rτ+− + r+τ− + r−τ+ = 0,
(IV.104)
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gives e.g.
2rτ+− + (r+τ− + r−τ+) = 0
4τ+τ−rr+− + (r+τ− + r−τ+)2 = 0,
(IV.105)
which consists of 2 (quasi-linear, second-order) equations for 2 (unconstrained) func-
tions, r and τ , of 2 variables, the first equation linear in each r and τ , the second one
homogeneously quadratic in each of the 2 unknown functions. Note that all ± equa-
tions (all the way, and explicit in (IV.105)) are invariant under the change of variables
(reparametrization) θ+ → f+(θ+) θ− → f−(θ−) as well as scaling r and τ (in (IV.105):
independently; before: simultaneously xµ → λxµ). Also, finally, one could (at this stage)
eliminate the appearance of the undifferentiated function r by putting
r = e−2ρ, (IV.106)
arriving then at (truly linear)
τ+− = (ρ+τ− + ρ−τ+) . (IV.107)
and
2ρ+− = (
ρ+τ− + ρ−τ+
τ+τ−
)2 + 4ρ+ρ−.
At this point it is perhaps worth mentioning that a particularly simple formulation for
axially symmetric time-like extremal hypersurfaces in R1,3 was noticed already 40 years
ago ([17]), but until now could not be shown to be integrable, namely ([3])
R¨ = R2R′′ +RR′2 = R(RR′)′, (IV.108)
which is Hamilonian ([17]) with
H =
1
2
∫
(p2 +R2R′2) dϕ. (IV.109)
The standard procedure concerning characteristics (cp. (IV.62)-(IV.64)) gives
λ± = ±R, ϕ+ − Rτ+ = 0, ϕ− +Rτ+ = 0, (IV.110)
R˙ =
{ϕ,R}
{ϕ, τ} =
1
2τ+τ−
(τ+R− + τ−R+)
R′ =
{R, τ}
{ϕ, τ} =
R+τ− −R−τ+
2Rτ+τ−
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12
∫
(R˙2 − R2R′2) dϕdτ = 1
2
∫ {ϕ,R}2 −R2 {R, τ}2
{ϕ, τ} dθ+dθ− (IV.111)
(=
∫
RR+R− dθ+dθ− on solutions of (IV.110)). Explicit use of (cp. (IV.110))
ϕ± =± Rτ±, implying
2ϕ+− = τ+R− − R+τ−
−2Rτ+− = τ+R− +R+τ−
(IV.112)
in the equations of motion (IV.108), resp.
0
!
=
{
ϕ,
{ϕ,R}
{ϕ, τ}
}
−R
{
R
{R, τ}
{ϕ, τ} , τ
}
=
1
{ϕ, τ}2
(
[{ϕ, {ϕ;R}} −R {R {R, τ} , τ}] {ϕ, τ}
−{ϕ,R} {ϕ, {ϕ, τ}}+R2 {R, τ} {{ϕ, τ} , τ}
)
tediously gives
4RR+−τ+τ− + (R+τ− +R−τ+)2 = 0, (IV.113)
hence fully coinciding with (IV.105); note that p.165 of [15] would give
−D+− = − (R+− {ϕ, τ}+ ϕ+− {τ, R}+ τ+− {R,ϕ}) != −1
2
{R, τ}2 ,
in this case without sign-ambiguity due to the radius R naturally being positive.
As noted already in [17], the embedding function ζ = t − z, needed to reconstruct the
axially symmetric 3-manifold once R is known, satisfies
ζ ′ = R˙R′, ζ˙ =
1
2
(
R˙2 +R2R′2
)
,
the compatibility being precisely (IV.108). In the characteristic coordinates, the above
becomes
{ζ, τ} {τ, ϕ}+ {ϕ,R} {R, τ} = 0,
2τ+τ−(τ+ζ− − τ−ζ+) = τ 2+R2− − τ 2−R2+
and
2 {ϕ, ζ} {ϕ, τ} = {ϕ,R}2 +R2 {R, τ}2 ,
2τ+τ−(τ+ζ− + τ−ζ+) = τ 2+R
2
− + τ
2
−R
2
+,
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i.e.
4τ 2+τ
2
−ζ− = 2τ
2
+R
2
−
4τ 2−τ
2
+ζ+ = 2τ
2
−R
2
+,
resp.
ζ± =
R±
2τ±
,
- the compatibility amounting to (cp. (IV.103))
2R+−τ+τ− = τ+−(R+τ− +R−τ+).
Yet another way to derive (IV.84)-(IV.86) resp. (IV.105) in characteristic coordi-
nates (IV.69) is to start with (cp. [14] * , with ϕ chosen as to make ρ(ϕ) = ρ0 = r
2
0 =
const)
r˙ = −z′h, z˙ = r′h, h :=
√
1
z′2 + r′2
− r
2
r20
(∗)
(note that when solving the quadratic constraints, cp. (IV.16), this way, the opposite
overall sign would do as well in (∗); below this freedom, corresponding to t → −t, or
ϕ → −ϕ, is used for consistency with previous formulae). First interchanging the role
of dependent and independent coordinates (IV.18), obtaining
ϕz = −htr, ϕr = htz,
noting
h =
√
(trϕz − tzϕr)2
t2z + t
2
r
− r
2
r20
=
√
h(t2z + t
2
r)−
r2
r20
implying
h =
r
r0
√
t2r + t
2
z − 1
and then changing to characteristic coordinates,
(r, z)→ (θ+, θ−), t2± = r2± + z2±, (∼)
*Thanks to J.Eggers and M.Hynek for renewed discussions
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one obtains
r {t, z} {z, r} = r0 {ϕ, r}
√
{t, r}2 + {z, t}2 − {r, z}2,
r {t, r} {r, z} = r0 {ϕ, z}
√
{t, r}2 + {z, t}2 − {r, z}2,
which together with (∼) provides 4 first order equations for the 4 unknown functions
(of θ±) ϕ, t, r, z. In the previously introduced notation for the 3 Poisson-brackets of t, r
and z the above reads
rm1m0 = r0 {ϕ, r} | x+x− |
rm2m0 = r0 {ϕ, z} | x+x− |
hence (using again (IV.76))
{ϕ, r} = ϕ+r− − ϕ−r+ = ± r
r0
(t+r− + t−r+)
{ϕ, z} = ϕ+z− − ϕ−z+ = ± r
r0
(z+t− + z−t+)
(the sign depending on whether x+x− ≶ 0), which (solving for ϕ±) simply becomes
r0ϕ+ = rt+, r0ϕ− = −rt−
(here, for consistency with (IV.45), having chosen the upper sign). Integrability (ϕ+− =
ϕ−+) gives
2rt+− + (t+r− + t−r+) = 0,
which together with the 2 non-linear constraints (∼) seems to be the ’universal’/’simplest’
formulation of the problem (apart from the purely first-order formulation (∗) that was
used in [14] to obtain numerical results).
To verify in yet another way that the previous equation is the minimal surface equation
for U(1)-symmetric 3 manifolds in x2± = 0 coordinates, consider
xˆµ(θ+, θ−) =


t
r cos θ
r sin θ
z

 ,
implying
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xˆ
µ
± =


t±
r±c
r±s
z±

 , ∂θxˆµ =


0
−sr
cr
0

 , nˆµ = 1xˆ+xˆ−

 m0m1 cs
m2

 = mˆµ
xˆ+xˆ−
xˆ
µ
±± =

 t±±r±± cs
z±±

 , xˆµθθ = −


0
cr
sr
0

 , (Gˆαˆβˆ) =

 0 x+x− 0x+x− 0 0
0 0 −r2


(
Gˆαˆβˆ
)
=
1
xˆ+xˆ−

0 1 01 0 0
0 0 −xˆ+xˆ−
r2

 , Hˆαˆβˆ =

xˆ++nˆ xˆ+−nˆ 0xˆ−+nˆ xˆ−−nˆ 0
0 0 − m1r
xˆ+xˆ−

 ,
hence
3H3 = G
αˆβˆHαˆβˆ = 2
xˆ+−nˆ
xˆ+xˆ−
+
z+t− − z−t+
r(xˆ+xˆ−)
= 2H2 +H1.
For the mean curvature of the 2-manifold in R1,2(t, r, z) one finds
H2 =
xˆ+−nˆ
xˆ+xˆ−
=
xˆ+−mˆ
(xˆ+xˆ−)2
=
D+−
(x+x−)2
= −t+−
m0
,
as
D+− = t+−m0 + r+−m1 + z+−m2 =
1
m0
t+−
(
m20 −m21 −m22
)
;
and then (cp. (IV.76))
−m0r(3H3 = 2H2 +H1) = 2rt+− − m0m1
x+x−
= 2rt+− + (r+t− + r−t+).
Minimal Surfaces in Certain Non-Constant-Curvature Spaces
As the action integral (IV.90) is the volume of a 2-dimensional parametrized surface∑
= {xµ(θ+, θ−)} in a 3-dimensional Lorentzian space L with metric*
ηµν(x) := r

1 0−1
0 −1

 , (IV.114)
which on
∑
induces
*Many thanks to M. Bordemann and M. Kontsevich for related discussions.
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(gαβ)αβ=+− =
(
xα ◦ xβ := ηµν∂αxµ∂βxν
)
= rx+x−
(
0 1
1 0
)
=
√−g
(
0 1
1 0
)
=: eu
(
0 1
1 0
) (IV.115)
when choosing coordinates θ± on
∑
for which x2+ = 0 = x
2
−, (IV.91) - which can also
be written as
2rxµ+− + r+x
µ
− + r−x
µ
+ = −x+x−

01
0

 , (IV.116)
implying (via multiplication with x+ resp. x−)
∂+
(
rx2− = x− ◦ x−
)
= 0 = ∂−
(
rx2+ = x+ ◦ x+
)
(IV.117)
(hence upon reparameterizing θ± → θ˜±(θ±) x− ◦ x− = const, x+ ◦ x+ = const), must
simply be the minimal surface equations in L,
1√
g
∂α
(√
ggαβ∂βx
µ
)
+ gαβ∂αx
r∂βx
ρΓµrρ = 0, (IV.118)
where the Christoffel-Symbols (following from (IV.114)) are
Γ010 = Γ
0
01 = Γ
2
12 = Γ
2
21 = Γ
1
11 = Γ
1
00 = −Γ122 =
1
2r
(IV.119)
(all others = 0), while those following from (IV.115) are
γ+++ = u+, γ
−
−− = u− (IV.120)
(all others = 0). Indeed, multiplying (IV.116) by
nµ :=
εµνρx
ν
+x
ρ
−
x+ ◦ x− :=
r
3
2 εµνρx
ν
+x
ρ
−
rx+x−
=
√
r
mµ
x+x−
=
√
rnµ (IV.121)
(hence n2 = nµnνη
µν = rnµnν
1
r
ηµν = n2 = −1) results in
gab
(
hab := nµx
µ
ab + nµΓ
µ
rρ∂αx
r∂βx
ρ
)(
=
2h+−
x+ ◦ x−
)
, (IV.122)
which is zero, when using (IV.91):
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1√
r
nµx
µ
+− = n0t+− + n1r+− + n2z+−
1√
r
nµΓ
µ
νρ∂ax
ν∂bx
ρ =
1
2r
{n0(t+r− + t−r+)
+ n1(t+t− + r+r− − z+z−) + n2(r+z− + r−z+) } .
(IV.123)
The GCMP (Gauss-Peterson-Codazzi-Mainardi) equations follow from (now switching
to Latin indices abc for αβγ, to avoid confusion with γ···)
∂2abx
µ = γcab∂cx
µ − habnµ − ∂axν∂bxρΓµνρ (IV.124)
by further differentiation (∂d, and then demanding/using that the 3
rd derivatives are
completely symmetric, e.g. under b ↔ d); splitting the last term in (IV.124) without
which e.g. the γcab no longer be given by γ
c
ab =
1
2
gcd(∂agdb+∂bgad−∂dgab)) into tangential
and normal part one gets
∂2abx
µ = (γcab − Y cab) ∂cxµ − (hab − Lab)nµ
=: γ˜cab∂cx
µ − h˜abnµ
(IV.125)
with
Y cab := g
ce∂ax
ν∂bx
ρ∂ex
ληµλΓ
µ
νρ
Lab := nµΓ
µ
νρ∂ax
ν∂bx
ρ.
(IV.126)
As ∂a
(
nµnνηµν
)
= 0 implies
n ◦ ∂an
(
= nµ ηµν∂an
ν
)
= −1
2
nµnν∂aηµν (IV.127)
and ∂a(n
µ∂cx
ληµλ) = 0
∂an
µηµλ∂cx
λ = −nµ (∂2acxλ) ηµλ − nµ∂cxλ (∂ρηµλ) ∂axρ (IV.128)
(the last term being zero for the metric (IV.114) as the derivative of the metric is
proportional to the metric itself) one has
∂an
µ = −h˜acgcb∂bxµ + 1
2
(
nνnρ∂aηνρ
)
nµ. (IV.129)
Note that (IV.124/IV.125) and (IV.129) do* coincide with the standard decomposition
(cp. e.g. (2.1)-(2.5)of [19])
*I thank J. Arnlind and T. Turgut for helpful discussions on this
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∇a∂bxµ
(
= ∂2abx
µ + Γµνρ∂ax
ν∂bx
ρ
)
= ∇a∂bxµ (= γcab∂cxµ)− habnµ
(IV.130)
∇anµ
(
= ∂an
µ + Γµνρ∂ax
νnρ
)
= −habgbc∂cxµ +Danµ,
(IV.131)
due to (IV.125/IV.126) and
Γµνρ∂ax
νnρ = Y ca ∂cx
µ +Dcn
µ, (IV.132)
with indeed (using that (IV.114) implies ∂ηµν =
∂r
r
ηµν)
Y ca
(
= ηµλΓ
µ
νρ∂ax
νnρ∂bx
λgbc
)
= −Labgbc. (IV.133)
Differentiating (IV.125) with respect to θd and then using again (IV.125), as well as
(IV.129), one finds that
∂dh˜ab + γ˜
c
abh˜cd − ∂bh˜ad − γ˜cadh˜cb =
1
2r
(
rdh˜ab − rbh˜ad
)
(IV.134)
(the lhs of these CMP equations, ∇dh˜ab − ∇bh˜ad, being general, i.e. of canonical form,
while the rhs is particularly simple, due to ηµν = rηµν being conformally flat, i.e. differing
from the flat Minkowski-metric only by a factor, r) and
−
(
h˜abh˜de − h˜adh˜be
)
= gec {∂dγ˜cab − ∂bγ˜cad + γ˜eabγ˜ced − γ˜eadγ˜ceb} (IV.135)
(note the - sign on the lhs, which is due to n2 = −1). Due to being antisymmetric under
b ↔ d, as well as w.r.t. (e ↔ a), the Gauss-equations (IV.135) consists only of one
single equation (while (IV.134), antisymmetric only under b ↔ d, leaves 2 choices for
a). Calculating the Y cab (crucially using x
2
+ = 0 = x
2
−) one finds
Y +++ =
r+
r
, Y −−− =
r−
r
, (IV.136)
with all others (just as for the γcab, cp. (IV.120)) vanishing; hence
γ˜±±±
(
= u± − r±
r
)
= (ln(x+x−))± . (IV.137)
(IV.135) then gives
h˜
(
:= h˜11h˜22 − h˜212
)
= (x+x−)(ln x+x−)+−, (IV.138)
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while (IV.134), due to most of the γ˜cab vanishing, becomes
∂−h˜++ − ∂+h˜+− + γ˜++ + h˜+− = r−
2r
h˜++ − r+
2r
h˜+−
i.e.
∂−
(
h˜++√
r
)
− ∂+
(
h˜+−√
r
)
+ γ˜+++
h˜+−√
r
= 0
∂−
(
h˜+−√
r
)
− ∂+
(
h˜−−√
r
)
+ γ˜−−−
h˜+−√
r
= 0,
(IV.139)
resp.
∂−h˜+− − ∂+h˜−− − γ˜−−−h˜−+ =
1
2r
(
r−h˜+− − r+h˜−−
)
.
While this derivation was following a standard route for the Gauss-Codazzi-Mainardi-
Peterson consistency equations, a much simpler way is to not use the curved metric
ηµν(x), but simply writing, apart from noting x
2
+ = 0 = x
2
−,
x++ = ax+ + bn
x−− = cx− + dn
x+− = en
(IV.140)
where, by definition,
(Hαβ) := n ·
(
x++ x+−
x−+ x−−
)
= (n · xαβ) =
(−b −e
−e −d
)
(IV.141)
a =
(x+x−)+
x+x−
= (lnw)+, c =
(x+x−)−
x+x−
=
w−
w
.
Using the ’flat-space’ Weingarten equations (which simply follow from nx± = 0)
n+ =
e
x+x−
x+ +
b
x+x−
x−
n− =
d
x+x−
x+ +
e
x+x−
x−,
(IV.142)
(x++)− = (x+−)+ and (x−−)+ = (x+−)− trivially give
e+ − ae = b−, e− − ce = d+
c+ =
e2 − bd
x+x−
= a−
(IV.143)
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(which are easily seen to coincide with (IV.138/IV.139), as h˜αβ =
√
rHαβ.) The mini-
mality condition h12 = h˜12 + L12
!
= 0 gives (cp. (IV.83) (IV.74), (IV.76), (IV.123))
e = − h˜12√
r
= +
L12√
r
= nµΓ
µ
νρ∂+x
ν∂−xρ
=
1
2r
{n0(t+r− + t−r+) + n2(r+z− + r−z+)
+n1(t+t− + r+r− − z+z−)}
=
m1
2r
=
z+t− − z−t+
2r
.
(IV.144)
Zero Curvature Condition
Using the null-vectors x± and the unit normal n(n2 = −1) one may form a θ±-dependent
3× 3 matrix
M :=
(
λx++
1
λ
x−√
2w
,
λx+− 1λx−√
2w
, n
)T
, (IV.145)
which is an element of
O(1, 2) :=
{
S | 〈Sx, Sy〉 = 〈x, y〉 (:= ηµνxµyν)∀x, y ∈ R1,2
}
(IV.146)
(resp. G = SO(1, 2), when choosing an appropriate orientation for n); it satisfies the
linear system of equations (cf. (IV.140/IV.142))
∂+M = AM, ∂−M = BM, (IV.147)
with
A =
λb√
2w
(T1 − T0) + a
2
T2 +
e
λ
√
2w
(T1 + T0)
B =
λe√
2w
(T1 − T0)− c
2
T2 +
d
λ
√
2w
(T1 + T0),
(IV.148)
λ a nonzero constant, and
T1 :=

0 0 10 0 0
1 0 0

 , T2 :=

0 1 01 0 0
0 0 0

 , T0 :=

0 0 00 0 −1
0 1 0

 (IV.149)
satisfying so(1, 2) commutation-relations
62
[T1, T2] = T0, [T2, T0] = −T1, [T0, T1] = −T2,
resp.
[T2, T1 ± T0] = ∓(T1 ± T0) (IV.150)
[T1 − T0, T1 + T0] = 2T2.
One can easily check that the zero-curvature conditions implied by (IV.147),
0 = ∂2−+M − ∂2+−M = ∂−(AM)− ∂+(BM)
= A−M + A(∂−M = BM)− B+M − B(∂+M = AM)
= (A− − B+ + [A,B])M
(IV.151)
is equivalent to the GCMP equations (IV.143). One would like to take λ as a spectral pa-
rameter, but (obvious from (IV.150)) any constant λ can be absorbed into a redefinition
of T± := T1 ∓ T0, as λT+, 1λT−, T2 satisfy (IV.150) just as well. One then may try to use
that the equations to be solved (IV.91/IV.92) are invariant under reparametrizations,
θ± → f±(θ±) = θ˜±, (IV.152)
v± =
λf ′+x˜+ ± f
′
−
λ
x˜−√
f ′+f ′−
√
2w˜
=
1√
2w˜
(
λ
√
f ′+
f ′−
x˜+ ± 1
λ
√
f ′−
f ′+
x˜−
)
,
(IV.153)
when x(θ+, θ−) = x˜(f+(θ+), f−(θ−)), one is led to replace the constant λ by a θ−dependent
function λ˜(θ+, θ−), which gives (leaving out all ∼’s)
A =
λb√
2w
T+ +
(
a
2
+
λ+
λ
)
T2 +
e
λ
√
2w
T−
B =
λe√
2w
T+ −
(
c
2
− λ−
λ
)
T2 +
d
λ
√
2w
T−.
(IV.154)
While (IV.154) now seems to genuinely depend on a (θ-dependent) spectral parameter,
the equations resulting from M+ = AM, M− = BM , resp (IV.151) do not, as in
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0 = A− − B+ + [A,B]
=
(
λb√
2w
)
−
T+ +
(a−
2
+ (lnλ)+−
)
T2 +
(
e
λ
√
2w
)
−
T−
−
(
λe√
2w
)
+
T+ +
(c+
2
− (lnλ)+−
)
T2 −
(
d
λ
√
2w
)
+
T−
+
λb√
2w
(
c
2
− λ−
λ
)
T+ +
db
w
T2 − d√
2wλ
(
a
2
+
λ+
λ
)
T−
+
λe√
2w
(
a
2
+
λ+
λ
)
T+ − e
2
w
T2 − e
λ
√
2w
(
c− λ−
λ
)
T−
(IV.155)
all terms containing derivatives of λ(θ+θ−) cancel!
Using the fundamental representation of sl(2,R), i.e.
T1 − T0 → E+ =
(
0 1
0 0
)
, T1 + T0 → E− =
(
0 0
1 0
)
2T2 → H =
(
1 0
0 −1
)
,
(IV.156)
(IV.154) reads
A =
(
a
4
+ λ+
2λ
λb√
2w
e
λ
√
2w
−a
4
− λ+
2λ
)
, B =
(
− c
4
+ λ−
2λ
λe√
2w
d
λ
√
2w
c
4
− λ−
2λ
)
. (IV.157)
Unfortunately and somewhat unexpectedly, e.g. in contrast with the Lund-Regge model
[23] (where a constant spectral parameter related to residual reparametrization invari-
ance is nontrivial, as in SO(3) it can not be absorbed by rescaling the generators )
one again finds that the λ−dependence is a pure gauge, i.e. can be gauged away, as if
M+ = AM, M− = BM, M˜ := e
σ3
2
lnλM will satisfy
M˜+ = e
−σ3
2
lnλ
(
−λ+
2λ
σ3 + A
)
M
=
(
e−
σ3
2
lnλ
(
A− λ+
2λ
σ3
)
e+
σ3
2
lnλ
)
M˜ = A˜M˜,(
e−
σ3
2
lnλM
)
−
= · · · = B˜
(
e−
σ3
2
lnλM
)
,
(IV.158)
with
A˜ =
( 1√
λ
0
0
√
λ
)( a
4
λb√
2w
e
λ
√
2w
−a
4
)(√
λ 0
0 1√
λ
)
and B˜ = · · · (IV.159)
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