Abstract. We consider a Ginzburg-Landau 3D functional with a surface energy term to model a nematic liquid crystal with inclusions. The locations and radii of the inclusions are randomly distributed and described by a set of finite dimensional distribution functions. We show that the presence of inclusions can be accounted for by an effective potential. Our main objectives are: (a) to derive the sufficient conditions on the distribution functions such that the solutions converge in probability to a solution of a homogenized deterministic problem and (b) to compute the effective potential.
by the Ginzburg-Landau functional (2.2) with a (positive or negative) surface energy term. We assume that both the surface energy density and sizes of inclusions are controlled by the same small parameter . Randomness in the particle's sizes and locations is the main issue of our consideration and the main two objectives of this work are: (a) to derive the conditions on the distribution functions such that the solutions converge in probability measure to a solution of a homogenized deterministic problem and (b) to compute the effective potential.
A similar problem for a deterministic geometry characterized by a small volume fraction of inclusions was considered in [4] , [6] ( see also [16] , [25] for physical problems). It was shown that the presence of inclusions can be accounted for by an effective potential that was computed explicitly as a function of material parameters and geometric characteristics of inclusions. Two main control parameters were introduced -the average size of inclusions and the inverse intensity of the surface energy. The asymptotic limits when both parameters tend to zero were considered and all possible relationships between these two parameters that lead to nontrivial homogenization limits were identified and studied. We emphasize that these relationships were not deduced from a specific physical problem -on the contrary, they arose in the course of the homogenization analysis of the model. The relevance of these relationships to liquid crystal composites is an interesting open question suggested by our analysis. In present paper we show that in the random setting the same scaling relationships leads to a nontrivial deterministic limit.
The effective potential was represented as a sum of two terms responsible for the surface and the bulk energy of a thin boundary layer around inclusions, respectively. The analytic formulas for the effective potential that were obtained in [6] do not require the solution of a cell problem. (cell problems for linear elliptic problems are defined in [3] .) An additional geometric condition under which the homogenization procedure was carried out in [4] , [6] was that the inclusions cannot form clusters.
The presence of the surface energy term in a variational formulation of our problem implies that the minimizer (which solves the the nonlinear Ginzburg-Landau equation) is subject to Robin boundary conditions on surfaces of inclusions. For linear scalar problems (Laplace operator) a homogenization problem for perforated domains with Robin boundary condition on boundaries of holes has been studied by several authors. In [8] , [9] the case of large holes, where the homogenized operator becomes anisotropic has been considered by using the method of mesocharacteristics. In [11] , [12] several possible relations between a parameter in Robin boundary condition and sizes of periodically arranged holes have been thoroughly studied and classified. In the same work, a version of the two-scale approach ( [1] , [3] , [15] , [21] ) suitable for the analysis of Robin boundary condition on surfaces of holes, has been developed.
The case of deterministic inclusion that remain sufficiently far apart (the ratio of the size of an inclusion to the distance between it and other inclusions is bounded) was treated in [5] . The domains were not required to have periodic geometry, and the surface energy term in (2.2) was not assumed to be negative. The main consequence of the lack of non-negativity is that there is no a priori lower bound on the energy, and this bound has to be established independently.
Under these assumptions on the functional and the geometry of the domain, it was shown in [5] that one can account for inclusions by an anisotropy of the homogenized differential operator and an effective potential. The potential can be viewed as an effective external field. Furthermore, it was established that a "cross-term" of the form c ikj ∂u k ∂xj u i is not present in the homogenized energy. However, such a cross-term may appear for more general domains, where distances between inclusions can be much smaller than their sizes. At present this is an interesting open question.
Finally we note that in recent works [22] , [2] homogenization problems for liquid crystals with a periodic array of polymeric inclusions in the presence of an applied magnetic field was considered.
2. Formulation of the problem and the main result. An idealized mathematical model for a liquid crystal with spherical inclusions can be formulated as follows.
Let G be a bounded domain in R 3 with a piecewise smooth boundary ∂G and B i = B(x i , a i ) be the balls of small radii a i centered at the points x i (i = 1, ..., N ). The small parameter is of order of the average distance between the nearest balls and also characterizes the sizes of the balls B i . We assume that N ∼ −3 and a i = O( α ). Here α > 2, that is the balls are small with respect to the average distance to the nearest neighbor.
Let
be the perforated domain occupied by a liquid crystal. We introduce the class
For simplicity we assume that U ∈ C 1 (Ḡ). Consider the variational problem
for the Ginzburg-Landau functional with a surface energy contribution on
Here S i = ∂B i and ν is the unit normal vector to S i (for the sake of definiteness we assume that ν is directed
ν i u i is the scalar product in R 3 and k, q and κ are given parameters.
It follows from standard analysis [18] that there exists at least one global minimizer u ∈ H 1 U (G ) of the problem (2.1)-(2.2). One can show that under certain conditions on the parameters k, q, κ , the sizes of the domain G, and the balls B i , the minimizer is unique. However, generally, there could be more than one minimizer. Further, the minimizers of problem (2.1)-(2.2) exist even if the balls intersect, i.e. when the surface term in (2.2) is not defined at the points of intersection of the spheres S i (the surface measure of the set of such points is zero).
The minimizers of the problem (2.1)-(2.2) describe the equilibrium state of a liquid crystalline medium occupying the domain G .
The direction of the vector-valued minimizer u determines the average direction of the liquid crystal molecules in the neighborhood of the point x and its magnitude determines, roughly speaking, the fraction of the molecules in a neighborhood of a point x oriented along the preferred direction of u (the orientational rate). The parameters k, q, κ characterize the materials properties of the liquid crystal and interfacial effects between the liquid crystal and the inclusions. These parameters satisfy the following conditions: 0 < k < ∞, 0 ≤ q < ∞, and −1 ≤ κ < ∞.
In this paper we study the asymptotic behavior of the minimizers of problem (2.1)-(2.2) as → 0, when the number of the balls N tends to infinity, their radii tend to zero, and the locations of the balls in G and their radii are random.
More precisely we assume that the centers x i of the balls B i and their radii a i are defined by the set of s-partial distribution functions
The probability of finding the location of the centers and the radii of a group of s balls in (
These functions satisfy the conditions of symmetry, normalization and, concordance which follow from their probabilistic interpertation (see, e.g. [10] ).
The distribution functions generate the probability measure P in the probability space Ω . The points ω of this space are in one-to-one correspondence with the random sets B(ω ) = i B i in G [23] . For any realization of the set B(ω ) there exists at least one minimizer
Let us denote by M (ω ) the set of the minimizers which correspond to ω ∈ Ω and consider in the space Ω the random variable
where u is a vector-valued function u ∈ H 1 (G) and χ(x, ω ) is the characterisic function of the subdomain
We will show that under some conditions on the distribution functions f 1 (x; a) and f 2 (x 1 , x 2 ; a 1 , a 2 ) and with the appropriate choice of the vector function u the random variable (2.3) converges to zero in probability P as → 0, i.e.
for any δ > 0.
We now introduce the limiting (homogenized) vector function u and the conditions on the one-point and two-point distribution functions f 1 and f 2 for which the convergence takes place.
First, we assume that these functions have the form :
We also assume that the parameter κ which characterizes the properties of the surfaces S i of the balls B i has the form
where A 0 is a number which defines the diameter of the support of the function f (x; r) (see condition 1)), k and g = qκ 0 are the parameters of the functional (2.2).
This choice of scaling 3) and the condition (2.5) were introduced in [6] for a deterministic model (see introduction).
Next we define the limiting vector function u, which appears in the definition (2.3). We set
where f (x; a) is the function from the condition 1) and the functions p αβ (a) are defined as follows :
The sets Λ g in (2.7) are defined as follows
Also the potential p(x) satisfies the following condition
where λ 0 = λ 0 (G) is the minimal eigenvlaue of the operator −∆ in G with the homogeneous boundary condition on ∂G. Both conditions (2.7) and (2.8) were introduced in an analogous deterministic problem in [7] and we refer the reader to [7] for further details.
Consider a variational problem
for the functional
where the function p(x) is defined by (2.6), (2.7) and satisfies the inequality (2.8).
As it had been pointed out previously, there exists the unique global minimizer u of the problem (2.9)-(2.10). The function u enters into the definition of the random variable (2.3).
The main result of the paper is the following [6] ). The proof of Theorem 2.1 is based on the main theorem from [6] , where an analogous deterministic problem was considered. The theorem from [6] is proved under deterministic conditions on the distribution of the balls B i and their radii. These conditions are presented below (see Theorem 3.1 in the Section 2). In the Section 3 we show that if the distribution functions satisfy the conditions stated above, then the conditions of Theorem 3.1 hold "in probabilistic sense" (and for α > 2). In the Section 4 we use this fact and Theorem 3.1 to prove Theorem 2.1.
Deterministic distribution of the balls.
For convenience of the reader we now present an outline of the results of the paper [6] which will be used below. Let us consider problem (2.1)-(2.2) in a deterministic
i , where B i (i = 1, ..., N ) are the balls centered at given points x i (i = 1, ..., N ) of radii a i . We assume that the following dependences of the parameters of the problem on hold a 1 ) g = qκ ≡ g β , where β, g ∈ (−∞, ∞).
Next, we introduce the following notations
We assume that the balls B i are located in the domain G and can not form clusters so that the following conditions hold:
where C σ is a constant independent of .
Introduce a generalized function :
where p si and p vi are the specific surface and boundary layer energies, respectively, for the i-th ball, defined as follows:
and
where
Suppose that there exists a limit in a weak topology
, where p ∈ L ∞ (G) satisfies inequality (2.8). The following theorem is proved in [6] . Theorem 3.1. If the conditions a 1 ) − a 4 ), b) and (2.8) 
hold, then all minimizers of the problem (2.1)-(2.2) (u (x) ∈ M ) converge to the unique minimizer u(x) of the problem (2.9)-(2.10) in the following sense
max u ∈M G |u (x) − u(x)χ (x)| 2 dx → 0,
as → 0, where the function p(x) is defined in the condition b). This convergence takes place in the following range of parameters α, and β :
when g > 0 and
The domains Λ + and Λ − are presented (shaded) in Fig. 3.1, 3.2 . Notice that the function p(x) = 0 only on the bold lines. Also, note that we are able to prove a probabilistic analog of this theorem only for the subdomains located in Λ ± to the right of the vertical line passing through the ponit α = 2. 4. Probabilistic analog of the conditions of Theorem 3.1. First, note that the conditions a 1 ) and a 2 ) are satisfied with probability 1 (this follows from conditions 1) and 3) of Section 2).
We now show that condition a 3 ) holds "in probability". Let µ be a number such that 2/α < µ < 1 and let T 
Since N = −3 and meas (T 1 2r ) = 32π 3 3µα ), from conditions 2), 1) and this equality we get
Since µα > 2, the statement of the lemma follows from (4.1).
Corollary 4.2. It follows from Lemma 4.1 that, if we choose κ in condition a
Let us consider now the condition a 4 ). To this end we introduce a random variable
where ζ 1σ (ω ) and ζ 2σ (ω ) are random variables, which are defined as follows
Therefore, it follows from the Chebyshev's inequality that
for any N > 0. Here M(·) is the expectation and in the second inequality it is taken into account that the random variable
It follows from the properties of the distribution functions (see conditions of Theorem 2.1) that
where G is the support of the function f (x; a) with respect to the variable x ∈ G and the functions b (a) are defined as follows
where C is a constant independent of . Since σ > 3/2 and α > 2, from this inequality we have
Next we estimate the expectation of the random variable ζ 1σ (ω ). It is clear that
. Therefore, it follows from the properties of the distribution functions (see the conditions of Theorem 2.1) that
where C 1 (σ) is a constant independent of and η = η(α, β) is defined as follows :
Notice, that when we calculated the integral with respect to r from 0 to L −1 we used the condition σ < 2 for the first time.
Now we choose L as follows :
Since η(α, β) ≥ 3 for 2 < α ≤ 3 and η(α, β) ≥ α for 3 ≤ α ≤ ∞, it follows from (4.5) that
The statement of the Lemma follows now from (4.2), (4.4), and (4.6).
We next show that condition b) also holds in probability. Let ϕ(x) be an arbitrary function from C(Ḡ). Consider a random variable
where p αβ (x, ω ) is defined by (3.3), (3.4) , and (3.5). 
where p(x) is the function defined by (2.6) , (2.7) . Proof. It follows from the Chebyshev's inquality [23] that
where M(ζ ϕ ) and D(ζ ϕ ) are the expectation and the variance of the random variable ζ ϕ , respectively. Using (3.3) we can represent ζ ϕ as follows :
, where x i = x i (ω ) are the random centers of the balls B i and p i = p si (ω ) + p vi (ω ) are the random variables which are defined by (3.4), (3.5) . Using this representation, the properties of the distribution functions, and condition 1) we have
where p (a) = p s (a) + p v (a) and p s (a), p v (a) are defined by (3.4), (3.5) with a instead of a i .
Since N = −3 , from this equality, condition 3), and (3.4), (3.5) we get
where p αβ (x) is defined by (2.7) and p(x) is defined by (2.6).
Similarly, taking into account (4.8) and condition 2), we estimate the variance
It follows from (4.8) that the second term in the right hand side of the last equality is equal to zero. Therefore, we get
The statement of the lemma follows now from (4.7), (4.8), (4.9).
5.
End of the proof of Theorem 2.1. Consider the following events in the probability space Ω : 
