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Fix a positive integer n, and let Cb(R
n) denote the vector space of con-
tinuous complex-valued functions on Rn which are bounded. If f ∈ Cb(R
n),
then the supremum norm of f is given by
‖f‖ = sup{|f(x)| : x ∈ Rn}.(1)
Observe that
‖f1 + f2‖ ≤ ‖f1‖+ ‖f2‖(2)
and
‖f1 f2‖ ≤ ‖f1‖ ‖f2‖(3)
for all f1, f2 ∈ Cb(R
n).
By a finite measure on Rn we mean a linear mapping λ from Cb(R
n) into
the complex numbers such that there is a nonnegative real number L with
the property that
|λ(f)| ≤ L ‖f‖(4)
for all f ∈ Cb(R
n) and λ is continuous in the sense that if {fj}
∞
j=1 is a
sequence of bounded continuous functions onRn which is uniformly bounded
and converges uniformly on compact subsets of Rn to a bounded continuous
function f , then {λ(fj)}
∞
j=1 converges to λ(f). If f is any bounded continuous
function on Rn, then there is a sequence {fj}
∞
j=1 of continuous functions on
R
n such that each fj has compact support in R
n, the fj ’s are uniformly
bounded, and the fj ’s converge to f uniformly on compact subsets of R
n.
As a result, a finite measure on Rn is determined by its restriction to the
vector space of continuous functions with compact support on Rn. In fact, if
one starts with a linear functional on the vector space of continuous functions
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on Rn with compact which is bounded in the sense of the same inequality
(4), then it admits a unique extension to a finite measure on Rn.
If λ is a finite measure on Rn, then its norm ‖λ‖∗ is defined to be the
supremum of |λ(f)| over all f ∈ Cb(R
n) such that ‖f‖ ≤ 1. This is equivalent
to defining ‖λ‖∗ to be the supremum of |λ(f)| over all continuous functions
f on Rn with compact support such that ‖f‖ ≤ 1. It is also the same as the
smallest nonnegative real number L such that (4) holds. Notice that
‖λ1 + λ2‖∗ ≤ ‖λ1‖∗ + ‖λ2‖∗(5)
for all finite measures λ1, λ2 on R
n.
As a basic class of examples, suppose that h(x) is a continuous function
on Rn which is integrable in the sense that
∫
Rn
|h(x)| dx is finite. This leads
to a finite measure λ on Rn defined by setting λ(f) equal to
∫
Rn
h(x) f(x) dx
for all bounded continuous functions f on Rn. To be a bit more precise,
these integrals can be defined as improper integrals, which reduce to classical
Riemann integrals when f(x) has compact support. The norm of this linear
functional is equal to
∫
Rn
|h(x)| dx.
Now suppose that A is a subset of Rn which is at most countable, and
that a(x) is a complex-valued function on A such that
∑
x∈A |a(x)| is finite.
This leads to a finite measure λ on Rn defined by setting λ(f) to be equal to∑
x∈A a(x) f(x). The norm of this linear functional is equal to
∑
x∈A |a(x)|.
One can also define finite measures on Rn by integrating over submanifolds
of Rn of any dimension.
If λ is a finite measure on Rn and φ is a bounded continuous function on
R
n, then we can get a new finite measure λφ onR
n by putting λφ(f) = λ(φ f)
for all bounded continuous functions f on Rn. It is easy to check that
‖λφ‖∗ ≤ ‖φ‖ ‖λ‖∗. One can show that if {φj}
∞
j=1 is a sequence of bounded
continuous functions on Rn which are uniformly bounded and converge to 1
uniformly on compact subsets of Rn, then the corresponding λφj ’s converge
to λ in norm, which is to say that ‖λφj − λ‖∗ → 0 as j →∞. In particular,
one can choose the φj’s so that they have compact support in R
n. In other
words, finite measures on Rn can be approximated in norm by measures with
compact support.
Suppose that µ, ν are finite measures on Rm, Rn, respectively. We can
define a new finite measure µ× ν on Rm ×Rn, which can be identified with
R
m+n, by saying that the value of µ × ν applied to a bounded continuous
function F (x, y) on Rm ×Rn is obtained first by integrating F in x using µ
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to get a bounded continuous function of y, and then integrating that using
ν to get a complex number. Of course one could also apply µ and ν in the
other order. Either way one gets the same result, because the two approaches
give the same answer when F (x, y) is of the form f1(x) f2(y) where f1, f2 are
bounded continuous functions on Rm, Rn, which is to say that they both
are equal to µ(f1) ν(f2). By linearity they both give the same answer when
F (x, y) is a finite linear combinations of products of functions of x, y sepa-
rately, and one can conclude that they give the same answer for all bounded
continuous functions F (x, y) through suitable approximation arguments.
To be a bit more precise there are some subtleties here concerning the
fact that µ×ν is continuous with respect to uniformly bounded sequences of
functions which converge uniformly on compact subsets. One might prefer
to start by defining µ × ν applied to continuous functions F (x, y) which
have compact support. At any rate, because the finite measures µ, ν can be
approximated in norm by measures with compact support, it is easy to see
that everything works fine. Notice that µ × ν has compact support if µ, ν
do. One can also check that the norm of µ× ν is equal to the product of the
norms of µ, ν for any finite measures µ, ν.
If λ is a finite measure on Rn and f is a bounded continuous function on
R
n, then we define the convolution λ∗f to be the function onRn obtained by
setting (λ∗f)(x) equal to λ(fx), where fx is the bounded continuous function
on Rn given by fx(y) = f(x−y). One can check that λ∗f is continuous, and
it is bounded with supremum norm less than or equal to the product of the
norm of λ and the supremum norm of f . If µ, ν are two finite measures on
R
n, then we define their convolution µ ∗ ν to be the finite measure obtained
by setting (µ ∗ ν)(f) for a bounded continuous function f on Rn equal to
(µ × ν)(F ), F (x, y) = f(x + y). The norm of µ ∗ ν is less than or equal to
the product of the norms of µ and ν.
Let λ be a finite measure on Rn. For each ξ ∈ Rn, put eξ(x) =
exp(−2pii ξ · x), where ξ · x =
∑n
j=1 ξj xj is the usual inner product of vectors
in Rn. This is a bounded continuous function on Rn, with |eξ(x)| = 1 for all
x, ξ ∈ Rn. Define the Fourier transform of λ by λ̂(ξ) = λ(eξ) for all ξ ∈ R
n.
One can check that this is a continuous function on Rn, and in fact that it
is uniformly continuous. Also, λ̂ is bounded, with supremum norm less than
or equal to the norm of λ.
Suppose that µ, ν are finite measures on Rn, so that their Fourier trans-
forms are bounded continuous functions on Rn. The multiplication formula
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states that µ(ν̂) is equal to ν(µ̂). Indeed, each of these is equal to µ× ν ap-
plied to the function F (x, ξ) = exp(−2pii ξ · x). Notice too that the Fourier
transform of the convolution µ ∗ ν is equal to the product of the Fourier
transforms of µ, ν. If λ is a finite measure on Rn, then λ ∗ eξ(x) is equal to
λ̂(−ξ) times eξ(x).
If z, ζ are elements of Cn, which is to say that they are n-tuples of
complex numbers, then we can define z · ζ in the same manner as before, as∑n
j=1 zj ζj. We can define eζ(z) for z, ζ ∈ C
n through the same formula as
before, i.e., eζ(z) = exp(−2pii ζ · z). This is a complex analytic function of
z and ζ . For instance, one can expand it out into a power series in the zj ’s
and ζj ’s, using the usual power series expansion for the exponential.
If A is a nonempty closed subset of Rn, let us define Â to be the subset
of Cn consisting of the ζ ∈ Cn such that eζ(x) is bounded on A. For ζ ∈ Â,
let us put a(ζ) equal to the supremum of |eζ(x)| over x ∈ A. Thus R
n ⊆ Â
and a(ξ) = 1 for all ξ ∈ Rn. In particular, Â is not empty. If A is bounded,
then Â = Cn.
In general, if ζ = ξ+ iη with ξ, η ∈ Rn, then ζ ∈ Â if and only if η ∈ Rn,
and in this case a(ζ) = a(iη). If ζ1, ζ2 ∈ Â, then ζ1 + ζ2 ∈ Â, and a(ζ1 + ζ2)
is less than or equal to the product of a(ζ1) and a(ζ2). If ζ ∈ Â and t is a
nonnegative real number, then t ζ ∈ Â and a(t ζ) is equal to a(ζ)t.
It follows that Â is actually a tube over a convex cone. To be more
precise, let A∗ denote the set of η ∈ Rn such that iη ∈ Â. Clearly 0 ∈ A∗,
η1 + η2 ∈ A
∗ when η1, η2 ∈ A
∗, and t η ∈ A∗ when η ∈ A∗ and t is a
nonnegative real number. In other words, A∗ is a convex cone, and Â is
equal to the set of ζ ∈ Cn of the form ζ = ξ+ iη with ξ, η ∈ Rn and η ∈ A∗.
Now suppose that λ is a finite measure on Rn with support contained in
A, in the sense that λ(f) = 0 whenever f is a bounded continuous function
on Rn such that f(x) = 0 for all x ∈ A. In this event we can define λ(f)
for all bounded continuous functions on A, by extending any such function
to a bounded continuous function on Rn and applying λ to the extension.
The value of λ applied to the extension of f does not depend on the choice
of the extension, because λ applied to a function that vanishes on A is 0.
Note that |λ(f)| is less than or equal to the norm of λ times the supremum
of |f(x)|, x ∈ A, for any bounded continuous function f on A, because a
bounded continuous extension of f to all of Rn can always be chosen so that
the supremum norm of the extension is less than or equal to the supremum
of |f(x)|, x ∈ A.
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For each ζ ∈ Â, eζ(x) defines a bounded continuous function on A, and
thus we can extend the Fourier transform to Â by putting λ̂(ζ) = λ(eζ).
Thus we get that |λ̂(ζ)| is less than or equal to the norm of λ times a(ζ) for
all ζ ∈ Â. For ζ ∈ Cn such that −ζ ∈ Â and x ∈ Rn we have that eζ(x− y)
is a bounded continuous function of y on A, and one can define (λ ∗ eζ)(x)
to be equal to λ applied to eζ(x− y) as a function of y as before. Once again
we also have that (λ ∗ eζ)(x) is equal to λ̂(−ζ) times eζ(x).
Consider for the moment the special case where A is bounded. If λ is
a finite measure on Rn with support contained in A, then we can define
λ(f) in a natural way for any continuous function f on Rn. Namely, if f is
not bounded, we can replace it with a bounded continuous function which
is equal to it on A, and for that matter we can replace it with a continuous
function on Rn with compact support which is equal to f on A. Of course f
is automatically bounded on A, since A is closed and bounded and therefore
compact.
In this situation Â = Cn and λ̂(ζ) = λ(eζ) is defined for all ζ ∈ C
n. The
Fourier transform of λ is in fact a complex analytic function on Cn. One way
to look at this is that the Fourier transform of λ is a smooth function on Cn,
and its restriction to any complex line in Cn is a complex analytic function
of a single complex variable. One can also look at this in terms of a power
series expansion for the Fourier transform of λ which converges on all of Cn.
At any rate, this complex analytic extension of the Fourier transform to Cn
is uniquely determined by its restriction to Rn.
For each ζ ∈ Cn we have that |λ̂(z)| ≤ ‖λ‖∗ a(ζ). More precisely, if ζ =
ξ+ iη, with ξ, η ∈ Rn, then a(ζ) = a(iη), and thus |λ̂(ζ)| ≤ ‖lambda‖∗ a(iη).
In particular λ̂(ξ + iη) is bounded as a function of ξ for each fixed η. We
can also describe a(iη) as the maximum of exp(2piη · x) over x ∈ A. Notice
especially that a(iη) is bounded by the exponential of a constant times the
norm of η.
If α is a positive real number, define the functions Gα(z) and Wα(z) on
C
n by exp(−4pi2α z · z) and (4piα)−n/2 exp(−z · z/(4α)), respectively. These
are complex analytic functions on Cn whose restrictions to Rn are the usual
Gauss–Weierstrass kernels. On Rn these functions are integrable, and hence
have associated finite measures with these functions as densities. The Fourier
transforms of these functions are defined to be the Fourier transforms of the
associated measures, and it is well known that the Fourier transforms of these
functions are equal to each other. Actually, these functions have sufficient
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decay on Rn so that the Fourier transforms may be defined on all of Cn, and
the Fourier transforms of Gα and Wα are equal to each other on all of C
n.
Let λ be a finite measure on Rn, and for each α > 0 and x ∈ Rn put
ψα,x(ξ) = Gα(ξ) exp(2pii x · ξ). Thus ψα,x(xi) is an integrable function of
ξ, so that its Fourier transform is defined. By the multiplication formula,∫
Rn
λ̂(ξ)ψα,x(ξ) dξ is equal to λ applied to the Fourier transform of ψα,x.
Because the Fourier transform of Gα is equal to Wα, the Fourier transform
of ψα,x evaluated at some point y ∈ R
n is equal to Wα(y − x).
In other words,
∫
Rn
λ̂(ξ)Gα(ξ) exp(2pii x · ξ) dξ is equal to (λ ∗Wα)(x).
For each α > 0 we can identify Wα on R
n with a finite measure, since Wα
is integrable, and thus for each bounded continuous function f on Rn we
can define Wα ∗ f as a bounded continuous function on R
n. The convolution
λ∗Wα is actually integrable onR
n, and for each bounded continuous function
f on Rn we have that
∫
Rn
(λ∗Wα)(x) f(x) dx is equal to λ applied to Wα ∗f .
This can be shown through standard arguments.
If f is a bounded continuous function on Rn, then the convolutionsWα∗f
are uniformly bounded and converge to f as α → 0 uniformly on compact
subsets ofRn. One might say that λ∗Wα tends to λ as α→ 0 in a weak sense,
which is that the integral of λ ∗Wα times a bounded continuous function f
tends to λ(f) as α → 0. Indeed, these integrals are equal to λ applied to
Wα ∗ f , and the latter are uniformly bounded and converge to f uniformly
on compact subsets of Rn.
As a result we obtain that a finite measure on Rn is uniquely determined
by its Fourier transform. Namely, if λ1, λ2 are two finite measures on R
n
such that λ̂1(ξ) = λ̂2(ξ) for all ξ ∈ R
n, then λ = λ1 − λ2 is a finite measure
on Rn such that λ̂(ξ) = 0 for all ξ ∈ Rn. It follows from the preceding
discussion that (λ ∗Wα)(x) = 0 for all x ∈ R
n, and hence that λ(f) = 0 for
all bounded continuous functions f on Rn.
We have seen that if λ is a finite measure on Rn which is supported
in a compact set, then the Fourier transform of λ extends to a complex
analytic function on all of Cn. If we also assume that the Fourier transform
of λ vanishes on a nonempty open subset of Rn, then it follows from well
known results in complex analysis that the Fourier transform of λ vanishes
everywhere. In particular, a finite measure λ, on Rn with compact support
whose Fourier transform has compact support as a function on Rn is equal
to 0, i.e., λ(f) = 0 for all bounded continuous functions f on Rn.
Let λ be a finite measure onRn, so that the Fourier transform λ̂(ξ) defines
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a bounded continuous function onRn. Suppose that the Fourier transform of
λ is integrable, which is to say that
∫
Rn
|λ̂(ξ)| dξ is finite. Thus we can define
a function h(x) to be equal to
∫
Rn
λ̂(ξ) exp(2pii x · ξ) dξ for each x ∈ Rn, and
h(x) is bounded and continuous. We would like to check that λ is defined by
integration using this density h.
Let f be a continuous function on Rn with compact support. As above
λ(f) is equal to the limit of λ(Wα ∗ f) as α→ 0. For each α > 0, λ(Wα ∗ f)
is equal to the integral on Rn of λ ∗Wα times f . We also know that (λ ∗
Wα)(x) can be expressed as the integral of the product of λ̂(ξ), Gα(ξ), and
exp(2pii x · ξ), where we integrate in ξ. Because we are assuming that λ̂ is
integrable, this integral tends to the integral of λ̂(ξ) times exp(2pii x · ξ) as
α→ 0.
Thus (λ∗Wα)(x) converges to h(x) as α→ 0, and in fact the convergence
is uniform on compact subsets of Rn. It follows that the integral of λ ∗Wα
times f converges to the integral of h times f as α → 0, and therefore λ(f)
is equal to the integral of h times f for all continuous functions f on Rn
with compact support. Using standard arguments one can show that h is
integrable and that λ(f) is equal to the integral of h times f for all bounded
continuous functions f on Rn.
Now suppose that h(x) is a continuous integrable function on Rn, which
we can view as the density of a finite measure on Rn. Thus we can define
the Fourier transform of h as the Fourier transform of that measure, which
is to say that ĥ(ξ) is equal to the integral of h(x) times exp(−2pii ξ · x) for
all ξ ∈ Rn. The convolution (h ∗Wα)(x) can be expressed explicitly as the
integral of h(y) times Wα(x − y), where we integrate in y, and this tends
to h(x) as α → 0. It follows that the integral of ĥ(ξ) times Gα(ξ) times
exp(2pii x · xi), where we integrate in ξ, tends to h(x) as α → 0. As in
the preceding paragraphs, if we assume that ĥ(ξ) is integrable, then we can
simply say that the integral of ĥ(ξ) times exp(2pii x · ξ) with respect to ξ is
equal to h(x) for all x ∈ Rn.
Suppose that h(x) is a continuous integrable function on Rn and that the
Fourier transform ĥ(ξ) of h is a nonnegative real number for all ξ ∈ Rn. If we
put x = 0 in the identities just discussed, we obtain that the integral of ĥ(ξ)
times Gα(ξ) is equal to (h∗Wα)(0) for all α > 0. Because (h∗Wα)(0)→ h(0)
as α→ 0, we get that the integral of ĥ(ξ) times Gα(ξ) tends to h(0) as α→ 0.
The hypothesis that ĥ(ξ) is a nonnegative real number for all ξ ∈ Rn permits
us to conclude that ĥ is integrable on Rn.
Let λ be a finite measure on Rn such that the Fourier transform λ̂ of λ
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has compact support in Rn. Since λ̂ is a continuous function, it follows that
λ̂ is integrable. It follows from the earlier discussion that λ corresponds to
integration with a continuous integrable density h.
We also have that h(x) =
∫
Rn
λ̂(ξ) exp(2pii x · ξ) dξ. Because λ̂ has com-
pact support, the integral of λ̂(ξ) times exp(2pii z · ξ) with respect to ξ makes
sense for all z ∈ Cn. In fact it defines a holomorphic function of z on Cn,
which is a complex analytic extension of h on Rn. If z = x + iy, x, y ∈ Rn,
then at z this extension is bounded by a constant times the exponential of a
constant times the norm of y.
In particular, if λ̂ has compact support, and if λ vanishes on a nonempty
open subset of Rn, then λ is the zero measure.
Now suppose that n = 1, and that λ is a finite measure on the real line
such that λ̂(ξ) = 0 when ξ < 0. The integral of λ̂(ξ) times exp(2pii z ξ) with
respect to ξ makes sense for all complex numbers z = x + iy with x, y ∈ R
and y > 0. This defines a complex analytic function on the upper half plane
in C.
In general dimensions, if the Fourier transform of a finite measure λ is
supported in some closed set, then one may be able to make sense of the
integral of λ̂(ξ) times exp(2pii z · ξ) with respect to ξ for some z ∈ Cn, with
interesting complex-analyticity properties, and so on.
References
[1] S. Bochner, Lectures on Fourier Integrals, translated by M. Tenenbaum
and H. Pollard, Annals of Mathematics Studies 42, Princeton University
Press, 1959.
[2] S. Bochner and K. Chandrasekharan, Fourier Transforms, Annals of
Mathematics Studies 19, Princeton University Press, 1949.
[3] S. Bochner and W. Martin, Several Complex Variables, Princeton Math-
ematical Series 10, Princeton University Press, 1948.
[4] L. Ehrenpreiss, Fourier Analysis in Several Complex Variables, Wiley,
1970.
[5] R. Greene and S. Krantz, Function Theory of One Complex Variable,
second edition, Graduate Studies in Mathematics 40, American Math-
ematical Society, 2002.
8
[6] S. Krantz, Function Theory of Several Complex Variables, second edi-
tion, AMS Chelsea Publishing, 2001.
[7] R. Paley and N. Wiener, Fourier Transforms in the Complex Domain,
Colloquium Publications 19, American Mathematical Society, 1934.
[8] E. Stein, Harmonic Analysis: Real-Variable Methods, Orthogonality,
and Oscillatory Integrals, Princeton Mathematical Series 43, 1993.
[9] E. Stein and R. Shakarchi, Fourier Analysis: An Introduction, Princeton
Lectures in Analysis I, Princeton University Press, 2003.
[10] E. Stein and R. Shakarchi, Complex Analysis, Princeton Lectures in
Analysis II, Princeton University Press, 2003.
[11] E. Stein and G. Weiss, Introduction to Fourier Analysis on Euclidean
Spaces, Princeton Mathematical Series 32, 1971.
9
