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Abstract
This paper is dedicated to data-driven diagnosis for Polymer Electrolyte Membrane Fuel Cell (PEMFC). More precisely, it deals
with water related faults (flooding and membrane drying) by using pattern classification methodologies. Firstly, a method based on
physical considerations is defined to label the training data. Secondly, a feature extraction procedure is carried out to pick up the
significant features from cell voltages constructed vectors. Finally, classification is adopted in the feature space to realize the fault
diagnosis. Various feature extraction and classification methodologies are employed on a 20-cell PEMFC stack. The performances
of these methodologies are compared.
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1. Introduction
PEMFC is a promising alternative power generator, thanks
to its high power density, high efficiency and environmental
friendly property. However, reliability and durability are still
two barriers which block its wide application. Thus, fault diag-
nosis is an efficient solution to guarantee the safe operation of
the fuel cell. Indeed, more serious faults can be avoided with
an inchoate fault diagnosis. Furthermore, the diagnosis results
can be supplied to the control unit, thus help adjust the control
commands to make the fuel cell operate efficiently and safely.
The faults that can occur on PEMFC are of two types: First,
the irreversible ones that lead to degeneration of the system (for
instance, tearing of membrane). Second, those that can be cor-
rected and supervised. Among the important faults there are
those related to water (i.e. flooding and membrane drying).
More precisely, these faults have been considered as a major
cause of power decay and consequently drawn much attention
during the last decades. Hence, the problem of PEMFC has re-
ceived intensive study and several results have been proposed.
Among the proposed results, a first category is based on the
use of analytic models (see for instance [1], [2]). This approach
consists in analyzing the residuals that are obtained by compar-
ing measured inputs and outputs with analytical relationships.
A second category is based on expert knowledge, mainly,
fuzzy logic (see [3]), Bayesian networks (see [4], [5]), and neu-
ral networks (see [6] and references therein) methodologies.
A third category concerns results that are achieved using
signal processing. Electrochemical Impedance Spectroscopy
(EIS) is considered as a powerful tool in analyzing the behavior
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of fuel cells and some results were established by using the fact
that the impedances of fuel cell stacks in certain frequencies are
sensitive to faults ([7] [8]). Besides, and recently, new results
direct voltage signal analysis thanks to wavelet were proposed
(see [9]).
Other approaches have also been proposed, for instance,
those using some novel micro sensors [10], or those using mul-
tivariate statistical methods (see for instance [11]).
Generally speaking, and independently of PEMFC, data-
driven diagnosis has attracted the interest of many authors. This
approach offers the advantage of being more relevant for indus-
trial applications. In this framework, various pattern classifica-
tion techniques have been widely applied to the diagnosis do-
main [12] [13]. The common classification procedure usually
proceeds two steps: firstly an empirical classifier is established
from prior knowledge and history data, which is considered as
training process. Then the real time data are processed by the
classifier in order to determine whether and which faults occur.
Notice that, in addition to the classification, some feature ex-
traction procedures are usually carried out as a previous step to
get relevant features from the raw data [14].
This paper is a contribution to the PEMFC diagnosis prob-
lem. The proposed approach is data-driven and combines fea-
ture extraction and classification. In our strategy, features are
firstly extracted from data related to the individual cell volt-
ages. Then, a classifier is used in order to distinguish the fea-
tures of the possible states (i.e. ”normal state”, ”flooding state”
and ”membrane drying state”). To do so, we consider for au-
tomatic feature extraction four methodologies that are Princi-
pal Component Analysis (PCA), Fisher Discrimination Analy-
sis (FDA), Kernel Principal Component Analysis (KPCA), Ker-
nel Fisher Discrimination Analysis (KFDA). On the other hand,
we employ three typical classification methodologies which are
Gaussian Mixture Model (GMM), k-Nearest Neighbor (kNN),
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Support Vector Machine (SVM). Our aim is to compare the per-
formances of these methodologies, from the point of view of di-
agnosis precision and computation cost, so as to get a relevant
tool for online diagnosis of PEMFC stack.
The paper is organized as follows. In section 2, the con-
cerned fuel cell system and faults are presented. Section 3 is
devoted to present methodologies used in this work, includ-
ing methods for labeling training data, feature extraction, and
classification. In section 4, diagnosis results of the concerned
PEMFC system are given. The performances of different meth-
ods are also compared and discussed in this section. Finally,
section 5 gives a conclusion.
2. PEMFC operation
2.1. PEMFC system
A running PEMFC is usually fed continuously with hydro-
gen on the anode side and with air on the cathode side. On the
anode side, hydrogen is oxidized:
H2 → 2H+ + 2e−
With the protons transferred through membrane and electrons
through the external circuit, oxygen is reduced on the cathode
side:
O2 + 4H+ + 4e− → 2H2O
With the conversion of chemical energy to electrical energy, the
by-product water is generated and expelled mostly with the un-
reacted air from the cathode side.
To produce a useful voltage or power, many cells have to be
connected in series, which is known as a fuel cell stack. In ad-
dition to the stack, practical fuel cell systems also contain sev-
eral other ancillary subsystems: hydrogen supply subsystem,
air supply subsystem, temperature management subsystem. As
Fig. 1 shows, in the hydrogen supply subsystem and air sup-
ply subsystem, gas flows and pressures at stack inlets can be
regulated respectively by using mass flow controllers and back-
pressure valves. The relative humidity of the input air is regu-
lated by a humidifier. Temperature management subsystem can
make the fuel cell stack operate at an appropriate temperature.
Kinds of faults may occur in the fuel cell system. The faults
may happen either inside the fuel cell stack or in the ancillary
subsystems. The fuel cell stack is the heart of the whole system
and the faults in the fuel cell stack can somehow reflect the
faults in the ancillary components. Consequently, the diagnosis,
especially online diagnosis of fuel cell stack is crucial and thus
the focus of this paper.
2.2. Concerned faults
Water management has been considered as one of the most
important issues in PEMFC. Flooding and membrane drying
are the two main degradation mechanisms that occur when wa-
ter management is not adequate [15]. The diagnosis of these
two typical faults are therefore dedicated to the verification and
the comparison of the methodologies used in the paper.
As Fig. 2 shows, a typical PEMFC consists of bipolar plates
(BPs), gas diffusion layers (GDLs), catalyst layers (CLs), and
a membrane. On both sides of BPs, gas channels (GCs) are
grooved for gas flow. In a proper functioning PEMFC, the
membrane should keep a certain water content to make the pro-
tons transfer through it effectively with low ohmic resistance.
Hence, air is usually humidified before being fed into the fuel
cells. At the same time, liquid water is generated in the cathode
and expelled from the fuel cells by unreacted air and hydro-
gen or purged at regular intervals. Inside the fuel cell, water
travels among different layers and moves between anode and
cathode. The water content at the channels and different layers
can be influenced by a number of factors, such as gas pressures,
gas humidities, gas flow rates, stack temperature, and load cur-
rent. Inadequate water management may cause the degradation
of the PEMFC. On the one hand, dry membrane increases the
ohmic losses, thus induces ”membrane drying” fault. On the
other hand, accumulation of liquid water in the GCs and/or gas
porosities of GDLs and CLs, results in ”flooding” fault. Exces-
sive liquid water will block the reactant pathways, thus making
the fuel cell stack degraded. As water is generated and expelled
mostly in the cathode side, flooding happens generally in the
cathode side [15].
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Figure 2: Schematic picture of water movement inside a PEMFC
3. Descriptions of diagnosis methodologies
3.1. Approach principle
The proposed approach in the paper is based on data and
contains three steps (see Fig. 3) : data labeling process, model
training process, and diagnosis process. The first two processes
are off-line, while the third process is on-line.
The employed pattern classification methods belong to su-
pervised ones. In supervised learning, data points for training
should be provided with their category labels before the train-
ing procedure. Consequently, it is needed to define the classes
and label the training data. In the labeling stage, a two-phase
pressure drop model combined with statistical analysis is used
to achieve this [16] [17]. After data labeling process, the train-
ing data can be labeled with three class labels: normal state,
flooding fault state, and membrane drying state.
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In the model training and diagnosis stages, the individual
cell voltages are the used variables. Cell voltages are chosen
here on account of several points: first, fuel cell voltage signals
are highly dependent to the current, electrochemical character-
istics, temperature, and aging effect. The voltage variances can
be used to determine the magnitude of the parameters for the
fuel cell model [18]. In other words, the individual cell voltage
can be seen as sensors inside the fuel cell stack. Second, the
importance of monitoring individual cell voltages is stressed,
since the cell with the lowest cell voltage in the stack restricts
the maximum power output of the stack [19], it is necessary
to monitor every single (or several) cell voltage(s) to some de-
gree. Third, it is observed that the water management faults
change the flow distributions of the gases and then make the
distribution cell voltages varied [20]. Moreover, the cost of
measurement of cell voltages is relatively low. Based on the
above points, vectors constructed by individual cell voltages are
considered as the original data for diagnosis.
In the model training process, two kinds of model need to
be trained, which are feature extraction and classification. In
feature extraction, the goal is to find certain projecting vectors
to map the original high-dimension vectors to feature space,
which is of low-dimension. Notice that in the classification, the
classifiers will be trained in the feature space. By the trained
classifiers, a new point in feature space can be fixed to one of
the three predefined classes. In the literature, there are kinds of
methodologies for feature extraction and classification. Hence,
in order to make a comparison of the different methods, sev-
eral relevant and representative methodologies are utilized in
the paper.
In the diagnosis process, the real-time cell voltages are sam-
pled and represented by vectors. Then, the feature extraction
and classification procedures are respectively carried out by us-
ing the models obtained in the training process. Real-time data
can be classified into three classes, and the diagnosis is realized
accordingly after these two procedures.
3.2. Data labeling
In order to label the training data to the three classes: ”nor-
mal”, ”flooding”, and ”membrane drying”, the normal range of
liquid water inside the fuel cell must be evaluated. To do so,
an approach that combines pressure drop model with statistical
analysis is proposed.
3.2.1. Pressure drop model
The pressure drop between inlet and outlet channels is sig-
nificant of the gases removal out of the fuel cell, and it is rele-
vant to the content of liquid water in the flow fields [15]. Since
only the cathode inlet gas is humidified in the studied PEMFC
system, and the generated water is mostly expelled from the
cathode side, the cathode side is more relevant to the water man-
agement issues. Hence, the pressure drop model in the cathode
side will be considered.
GCs are grooved on both sides of BPs for gas flow and dif-
ferent structures can be used. Fig. 4 depicts three classic struc-
tures: parallel, serpentine and interdigitated flow fields. Notice
that the pressure drop model is dependent on the considered
structures. For the parallel and serpentine flow fields, the air
passes from the GCs, and the pressure drops throughout the
GCs. The major part of pressure loss is associated with the
frictional losses along the channel pipe [21]. In this case, the
pressure drop model based on Darcy law is given by [16]
∆P =
µ
KC0 (1 − s)nk
vDLGC (1)
where vD is the air flow rate, KC0 is permeability, which is im-
pacted by the sizes and the structures of flow fields. µ denotes
viscosity of air and LGC is the length of the channel. s ∈ [0, 1) is
defined as the volume fraction of GC occupied by liquid water,
which is a key parameter characterizing the water quantity. nk
is a constant between 4.5 and 5.0 (see [16]).
For the interdigitated flow field, the pressure drop mainly
occurs in the GDL. In this case, the pressure drop can be de-
noted as [17]
∆P =
150(1 − ε(1 − s))2µ
ε3(1 − s)3d20
vDLGDL (2)
where d0 is the representative diameter of pore in GDL, LGDL is
the rib length of the BP. ε is constant that reflects the porosity
of GDL. s ∈ [0, 1) quantifies the portion of pores (in GDL)
occupied by liquid water. Undoubtedly, in (1) and (2), s can be
considered as a criteria to quantify the water content inside the
fuel cells.
3.2.2. A statistical method
From (1) and (2), the quantity ∆P/vD can be considered as
a function depending on s:
W(s) =
∆P
vD
where
W (1)(s) =
α
(1 − s)nk and W
(2)(s) = β
(1 − ε(1 − s))2
(1 − s)3 (3)
with
α =
µLGC
K0
and β = 150
µLGDL
ε3d20
Clearly, W (1) and W (2) defined by (3) are increasing function for
s ∈ [0, 1). Thus, W can replace s to express water quantity. In
normal state, it is considered that the fuel cell can operate in a
range of s, so the values of W also distribute in a normal range.
If the values of W follow a normal distribution, which is the
case in our study (see section 5), a common statistical method
”3-sigma” can be used in order to evaluate the limits of W:
Wmax = W¯ + 3σW ,Wmin = W¯ − 3σW (4)
where W¯ and σW are respectively the average value and stan-
dard deviation of W samples in normal state.
In the labeling process, Wmax is the threshold for flooding
diagnosis while Wmin is the one for drying fault diagnosis. The
flow chart of the training data labeling procedure can be de-
picted as Fig. 5.
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Figure 4: Three kinds of flow field structures. (a) Parallel flow field. (b) Serpentine flow field. (c) interdigitated flow field
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3.3. Feature extraction
For high power applications, for instance vehicles, many
fuel cells are stacked in series to meet the power requirement.
Hence, large dimension data has to be handled when individ-
ual cell voltages serve as the variables for diagnosis. In or-
der to reduce the complexities of computations, it is necessary
to lower the dimension of cell voltages constructed vectors by
some means of feature extraction. At the same time, the feature
extraction procedure is motivated to draw useful features for
diagnosis. Based on the above considerations, four represen-
tative feature extraction methodologies, which can meet these
two needs, are presented in this subsection. More precisely,
two typical unsupervised and supervised methodologies: PCA,
FDA, and their nonlinear forms KPCA and KFDA are consid-
ered.
The feature extraction problem can be described as follows:
Collect N training samples x1, x2, . . . , xN ∈ RM , which are dis-
tributed in C classes {ω1, ω2, . . . , ωC}. The sample number in
ωi is Ni, which satisfies
∑C
i=1 Ni = N. The class index of xn is
denoted by hn, hn ∈ {1, 2, . . . ,C}. The objective of the training
process is to find L (L < M) M-dimension unit projecting vec-
tors: {w1,w2, ...,wL}. With these vectors, a real time sample x
can be projected to a L-dimension feature space, the projected
vector z is expressed:
z = [wT1 x,w
T
2 x, . . . ,w
T
L x]
T (5)
3.3.1. PCA
PCA is an unsupervised dimensionality reduction and fea-
ture extraction technique that preserves the significant variabil-
ity information in the original data set. It changes more rele-
vant variables into seldom uncorrelated variables according to
the lowest data missing rule [11]. The general PCA procedure
is summarized by algorithm 1.
Algorithm 1 PCA
Training:
1: Collect samples x1, x2, . . . , xN .
2: Perform singular value decomposition on covariance ma-
trix:
1
N
N∑
n=1
(xn − x¯)(xn − x¯)T = PΛPT (6)
where P = [w1, . . . ,wM], Λ = diag(λ1, . . . , λM), λ1 ≥ λ2,≥
, . . . ,≥ λM .
3: Determine the number of principal components L by re-
specting criteria∑L
i=1 λi∑M
i=1 λi
≥ Th,
∑L−1
i=1 λi∑M
i=1 λi
< Th (7)
where Th is a pre-set threshold, whose value is near but less
than 1 (see [22]).
4: Save vectors w1, . . . ,wL.
Performing:
Calculate the projected vector of a new sample x as (5).
3.3.2. FDA
FDA is a supervised technique developed for reducing the
dimension of the data in hope of obtaining a more manageable
classification problem. The objective of FDA is to find map-
ping vectors that make the data in the same class concentrated
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while the data in varied classes separated [23] [24]. FDA can
be briefly formulated by algorithm 2.
Algorithm 2 FDA
Training:
1: Collect labeled samples: x1, x2, . . . , xN .
2: Calculate within-class-scatter matrix Sw and between-
class-scatter matrix Sb.
Sw =
C∑
i=1
∑
xn∈ωi
(xn − x¯i)(xn − x¯i)T
Sb =
C∑
i=1
Ni(x¯i − x¯)(x¯i − x¯)T
where x¯ =
∑N
n=1 xn/N, and x¯i =
∑
xn∈ωi xn/Ni.
3: Find the L eigenvectors of S−1w Sb with non-zero eigenval-
ues: w1, . . . ,wL.
Performing:
Calculate the projected vector of a new sample as (5).
3.3.3. KPCA
KPCA is an extension of PCA, which aims to solve non-
linear PCA. The key idea of KPCA is intuitive and generic. In
general, the nonlinear correlated data can always be mapped to
a higher-dimensional space in which they vary linearly via a
nonlinear mapping [25]. After that, PCA procedure can be car-
ried out in the new space. Actually, this two-step process can
be realized by introducing kernel functions and playing ”kernel
trick” [26]. KPCA is summarized by algorithm 3.
Algorithm 3 KPCA
Training:
1: Collect x1, x2, . . . , xN .
2: Get K ∈ RN×N : Ki j = k(xi, x j), where k(xi, x j) is a kernal
function.
3: Modify K
K˜ = K − 1NK − K1N + 1NK1N (8)
where 1N ∈ RN×N with terms all equal to 1/N.
4: Find L eigenvectors of K˜ with the largest eigenvalues,
which are denoted as α1,α2, . . . ,αL ∈ RN .
Performing:
Calculate the projected vector of a new sample x. The lth
(l ∈ 1, 2, . . . , L) element of the projected vector y can be
calculated as:
yl =
N∑
n=1
αlnk(xn, x) (9)
where αkn is the nth element of eigenvector αl.
The kernel functions corresponds to nonlinear mappings. In
various kernel functions, Gaussian kernel function is usually the
first choice for its high performance in most cases [27]. Hence,
this popular kernel function is involved in the paper:
k(xi, x j) = exp(−||xi − x j||
2
σ
) (10)
where σ is a constant that needs to be initialized.
3.3.4. KFDA
As KPCA, the key idea of KFDA is also to map the data
to a new space by nonlinear mapping firstly, and then carry out
FDA procedure in the new space. Kernel trick helps to realize
the KFDA process in the same way as KPCA [28].
Algorithm 4 KFDA
Training:
1: Collect labeled samples: x1, x2, . . . , xN .
2: Get kernel matrix K.
3: Modify K as (8)
4: Get matrix U:
U = diag(U1,U2 . . . ,UC) (11)
where Ui ∈ RNi×Ni with terms all equal to 1/Ni.
5: Find L eigenvectors of (K˜K˜)−1 K˜UK˜ with the largest eigen-
values, which are denoted as α1,α2, . . . ,αL ∈ RN
Performing:
Calculate the projected vector of a new sample x. The lth
(l ∈ 1, 2, . . . , L) element of the projected vector z can be
calculated as (9).
3.3.5. Remarks on feature extraction methods
1. It was verified in [29] that KFDA is equivalent to KPCA
plus FDA. That is, KPCA is performed first then FDA is
carried out in the feature space obtained by KPCA.
2. PCA and FDA can be seen as the special situation of
KPCA and KFDA using the linear kernel function k(xi, x j) =
xTi x j. So FDA can be seen as the procedure of FDA in
the PCA mapped space.
3. The performances of both KPCA and KFDA are highly
related to the choice of kernel function and the parame-
ters in the kernel function.
4. Both KPCA and KFDA have two drawbacks that the com-
putation time may increase with the number of training
samples, and the data patterns in the feature space are
rather hard to interpret in the input data space [30].
3.4. Classification
The classification proceeds after feature extraction step. In
this step, classifiers are trained in the feature space. The classifi-
cation procedure can be described as follows: Given N samples
z1, z2, . . . , zN ∈ RL, which are used for training, the samples
are distributed in C classes: ω1, ω2, . . . , ωC . The sample num-
ber in ωi is Ni, which satisfies
∑C
i=1 Ni = N. The class index
of zn is denoted by hn, hn ∈ {1, 2, . . . ,C}. The objective of the
training process is to get a classifier. With the classifier, the
class index h of a real time sample z can be obtained. In order
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to make a comparison among different classifiers, three repre-
sentative classifiers: GMM, kNN, and SVM are under consid-
eration. Without loss of generality, GMM is a preferable para-
metric classification method, while kNN and SVM are two typ-
ical non-parametric ones. kNN is a widely used method due to
its simplicity and flexibility. The remarkable characteristics of
SVM, such as good generalization performance, the absence of
local minima and the sparse representation of solution, attract
much attention in recent years [14].
3.4.1. GMM
GMM is a parametric classification methodology based on
Bayes decision theory [31]. The classification is realized by
calculating and comparing the class-conditional probabilities
p(z|ωi), i = 1, . . . ,C. In GMM, this density is represented as
a weighted sum of Ri component Gaussian densities in the fol-
lowing equation:
p(z|ωi) =
Ri∑
j=1
p(c j|ωi)p(z|c j, ωi) (12)
where p(c j|ωi), j = 1, . . . ,Ri are the mixture weights, which
satisfies
∑Ri
j=1 p(c j|ωi) = 1, p(z|c j, ωi) are the component Gaus-
sian densities. Each component density is a L-variate Gaussian
function of the form,
p(z|c j, ωi) = 1(2pi)M/2|Σ j|1/2 exp
{
−1
2
(z − µ j)T Σi(z − µ j)
}
(13)
with mean vector µ j and covariance matrix Σ j. Parameters µ j,
Σ j and p(c j) are collectively represented by the notation ζi:
ζi = {p(c j),µ j,Σ j} i = 1, . . . ,Ri
The configuration of Ri is often determined by the complex-
ity of the data distribution. A complex distribution could be
described by a choice of a large Ri. Expectation-Maximization
(EM) algorithm, whose details can be found in [32], is adopted
to estimate ζi. The GMM classification method described by
algorithm 5.
Algorithm 5 GMM
Training:
1: Collect labeled samples z1, z2, . . . , zN
2: Initial Ri for i = 1, . . . ,C.
3: for i = 1 to C
Estimate and save ζi by using EM algorithm.
end for
Performing:
1: For a new sample z, calculate p(z|ωi, ζi).
2: Class index h is assigned:
h = arg
{
max
i∈{1,...,C}
Ni p(z|ωi, ζi)
}
(14)
3.4.2. kNN
kNN is a widely-used nonparametric classifier [24]. In the
kNN procedure, the classification decision is based on the N
training samples. The training step is needless, and the proce-
dure is given by algorithm 6.
Algorithm 6 kNN
Training:
1: Collect and save labeled samples: z1, z2, . . . , zN .
Performing:
1: For a new sample z, calculate its Euclidean distances to
z1, z2, . . . , zN .
2: Find the nearest k neighbors of z that are at the minimum
Euclidean distances: zk1, z
k
2, . . . , z
k
k, whose class indexes are
hk1, h
k
2, . . . , h
k
k.
3: z is assigned to a class to which most of the neighbors be-
long:
h = arg
 maxj∈{1,...,C}
k∑
i=1
δ(hki , j)
 (15)
3.4.3. SVM
SVM is a classification method developed by V. Vapnik [33]
and has been widely applied the last two decades. The basic
theory comes from binary classification problem. As Fig. 6
shows, there are data samples distributed in two classes, sup-
pose we have some hyperplane which separates the points. Then,
SVM looks for the optimal hyperplane with the maximum dis-
tance from the nearest training samples. A subset of training
samples that lie on the margin are called support vectors.
Maximum
margin
The optimal 
separating 
hyperplane
Support
vectors
Class1
Class2
Figure 6: SVM schematic diagram
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Algorithm 7 SVM
Training:
1: Collect labeled samples z1, z2, . . . , zN . gn ∈ {−1, 1}, is the
class label of sample zn. Initial D.
2: Solve the quadratic problem:
minJ(a) =
1
2
N∑
n=1
N∑
m=1
anamgngmk(zn, zm) −
N∑
n=1
an
s.t.
N∑
n=1
angn = 0, 0 ≤ an ≤ D, for n = 1, 2, . . . ,N
(16)
where a = [a1, a2, ..., aN]T , k(zn, zm) is a kernel function.
3: Save support vectors: zs1, z
s
2, . . . , z
s
S and corresponding gn
and an. Samples for which an > 0 are support vectors.
Performing:
For a new sample z, its class label is determined:
g = sign
 S∑
n=1
asng
s
nk(z
s
n, z) + b
 (17)
where
b =
1
S
S∑
j=1
gsj − S∑
n=1
asng
s
nk(z
s
n, z
s
j)

There are several points that need to be emphasized: first,
notice that the real computation process is just correlated to the
support vectors. This property is central to the practical applica-
bility of SVM. Second, for solving the quadratic programming
problem, a practical approach, Sequential Minimal Optimiza-
tion (SMO) is used in our study [33]. Third, the basic SVM
is a binary classifier. To extend the binary classifier to multi-
classification situations, a method named ”One-Against-One”
is adopted in the paper. The technique classifies the classes in
pairs by using binary SVM. The final classification is obtained
by voting all binary classification results. The details can be
found in [34].
4. Results and discussion
4.1. The PEMFC under considerations
A 1 kW test bench is used to test a 20-cell PEMFC stack.
Table 1 summarizes the parameters of the investigated fuel cell
stack. In the test bench, a number of physical parameters im-
pacting or expressing stack performances can be controlled and
monitored. Stack temperature (T f c), stoichiometries of hydro-
gen and air (S h, S a), relative humidity of the inlet air (RH),
load current (I) can be set. Inlet and outlet pressures of hydro-
gen and air (Ph, Pa), stack temperatures, current, stack voltage
(Vs) and single cell voltages (v(1), v(2), . . . , v(20)) can be mon-
itored. The sample time of the test bench is 150ms.
The fuel cell temperature is considered to be the value of
the temperature at cooling water (demineralized) outlet. The
control of the relative humidity of input air is by the means of
regulating air dew point temperature (The input air is set the
same temperature as fuel cell). Additional details about the test
bench and the test protocol have been previously published in
[35].
Table 1: The paramenters of the investigated fuel cell stack
Cell area 100 cm2
Cell number 20
Flow field structure serpentine
Nominal output power 500 W
Nominal operating temperature 40 °C
Operating temperature region 20-65 °C
Maximum operating pressures 1.5 bar
Anode stoichiometry 2
Cathode stoichiometry 4
4.2. The results of data labeling
Based on the experimental test bench, experiments in nor-
mal conditions were firstly carried out. In the experiments,
stack temperature is set at T f c = 40°C, the stoichiometries of
hydrogen and air were set at the nominal values as table 1, rel-
ative humidity RH was been situated between 75% and 98%,
which is considered as a normal region. The output current was
configured from 40A to 2A. As Fig. 7 shows, current was set
at 20 discrete points, for every current point, 100 samples were
collected to one group.
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Figure 7: Current evolution in normal experiment
In the normal state experiments, water indicator W is calcu-
lated for every sample. The Lilliefors tests are used to test the
null hypothesis that W follows a normally distributed popula-
tion for each group [36]. The null hypotheses are not rejected
with significance level 0.05 for all the 20 groups. Hence, it is
reasonable to define the up and down limits as (4).
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The values W of normal condition in different current points
are as in Fig. 8. The up limit Wmax and down limit Wmin are also
shown in this figure. Since the generated water increases with
the rising of current, it can be seen that the bounders of the
normal W increase globally with current.
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Figure 8: Values of parameter W in normal condition and their limits
In order to obtain the training data, fault experiments were
carried out afterwards. In the fault experiments, the output cur-
rent was fixed at 40A; stack temperature is set at T f c = 40°C;
the stoichiometries of hydrogen and air were set at the nomi-
nal values as table 1. Relative humidity RH was been situated
between 85% and 110%, which would induce the flooding by
importing some liquid water with the inlet air. The data ac-
quired from a fault experiment was used for training procedure.
Several independent fault experiments were done to further test
and verify the approach.
The values of W in the fault experiments are compared with
the corresponding limits Wmax and Wmin. The parameter W in
a fault experiment is as Fig. 9. From the figure, it can be ob-
served that the data points can be labeled with three class labels
and the stack went through three successive states: membrane
drying state, normal state, and flooding state. Actually, it is con-
sidered in our study that a certain amount liquid water exists in
the air paths of a normal operating fuel cell stack. At the begin-
ning of the experiment, some time was needed to construct the
necessary water environment. Hence, the stack showed mem-
brane drying state in this period. After this period, with the help
of high humidified inlet air, the liquid water accumulated in the
air paths. The flooding is therefore induced after a period of
normal state.
Although the variable W deduced from the pressure drop
model can be used for monitoring the flooding and membrane
drying faults, pressure sensors and instruments for air flow mea-
surement must be settled in both sides of air circuit. These sen-
sors will increase the cost of the fuel cell system. Based on this
consideration, an effort is made to realize the fault diagnosis by
analyzing cell voltages.
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Figure 9: Parameter W of data in fault process
4.3. The results of feature extraction and classification
After the samples in fault experiments are labeled, we ar-
rived to the model training step. As aforementioned, the ana-
lytic targets are individual cell voltages in this step. The indi-
vidual cell voltages in normal experiment and fault experiment
are respectively as Fig. 10 and 11.
From the figures, it can be observed that the amplitudes of
cell voltages in a normal experiment are more homogeneous
than in a fault experiment from an overall point of view.
In order to explore the information sufficiently, the vectors
by cell voltages are constructed. The vectors in fault experiment
can be expressed by a matrix V:
V =

v1
v2
...
vN

where vn = [vn(1), vn(2), . . . , vn(20)] is the cell voltages con-
structed vector of time sequence n. Each vn is labeled. As
aforementioned in section 3, the number of training samples
N=9000.
With the matrix V, the feature extraction models and clas-
sification models are trained successively. The kernel functions
used in KPCA, KFDA and SVM are Gaussian kernels. Consid-
ering the distributions of data in feature spaces are not complex,
the number of Gaussian components (Ri in (12)) in GMM is set
to 1 for all the feature extraction methods. The parameters (σ
in (10)) of the kernel functions and the parameter for SVM (D
in (16)) are determined after several attempts to get a relatively
higher classification accuracy. In kNN, k is set respectively for
varied feature extraction methods with respect to the leave-one-
out error [23].
Through feature extraction, the original 20-dimension data
is projected to a 2-dimension space. Fig. 12, 13, 14 and 15 show
respectively the data of a fault experiment in feature spaces gen-
erated by PCA, FDA, KPCA, and KFDA.
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Figure 10: Cell voltages in a normal experiment. v(n) denotes the voltage behavior of nth cell counting from air entrance to air exit.
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Figure 11: Cell voltages in a fault experiment
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Figure 12: The features obtained by adopting PCA
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Figure 13: The features obtained by adopting FDA
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Figure 14: The features obtained by adopting KPCA
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Figure 15: The features obtained by adopting KFDA
It can be seen that the data points in Fig. 12 and 14 dis-
perse in the whole scale, whereas the overlap regions between
data in the normal state and the other two fault states are large.
In contrast, from Fig. 13 and 15, the points in the same class
are more concentrated, the amounts of overlapping points are
small, which means points in different classes are decentralized.
Classification methods GMM, kNN, and SVM are carried
out in the different feature spaces. For instance, Fig. 16, 17 and
18 show respectively the visualization results of GMM, kNN,
SVM classification in FDA feature space. It can be seen that the
feature space is divided to three zones which denotes different
states, and the boundaries determined by varied classifiers are
different.
To evaluate the performance of the classifiers and feature
extraction methods, error diagnosis rate (EDR) is defined. The
error diagnosis points refer to the ones which are wrongly di-
agnosed. EDR means the proportion of error diagnosis points
in total data points. Table 2 shows EDRs for different combi-
nations of the feature extraction methods and the classification
methods. In order to evaluate the robustness of approaches, the
data, which is acquired from the other fault experiments than
the one for training, was handled as test data. The test data was
firstly labeled. Then, the trained feature extraction and classifi-
cation models were used to process the test data. The EDRs of
test data were thus obtained by comparing the diagnostic results
with the labeling results.
From Table 2, the performances of the feature extraction
methods can be compared. For each classification methodol-
ogy, the error rates by using FDA and KFDA as feature extrac-
tion tools are generally lower than by using PCA and KPCA.
The reason is that PCA and KPCA are unsupervised method-
ologies, the training data is treated equally without considering
the label of each point, while FDA and KFDA are supervised
methodologies, the labelling information is utilised sufficiently.
Hence, we can consider that FDA and KFDA are more suitable
for classification problems such as fault diagnosis.
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Table 2: Results of varied classifications in different feature spaces
Feature extraction Classification EDR of training data EDR of test data
GMM 0.051 0.110
PCA
kNN 0.016 0.110
SVM 0.015 0.129
GMM 0.032 0.087
FDA
kNN 0.013 0.070
SVM 0.014 0.070
GMM 0.089 0.058
KPCA
kNN 0.052 0.121
SVM 0.058 0.113
GMM 0.034 0.085
KFDA
kNN 0.014 0.082
SVM 0.016 0.075
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Figure 16: Classification results in FDA feature space by GMM
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Figure 17: Classification results in FDA feature space by kNN
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Figure 18: Classification results in FDA feature space by SVM
In practice, it is difficult to choose the highest performance
classifier. Various problems may have different suitable clas-
sification solutions. Concerning our case, the choice of the
proper classifier can be achieved firstly by comparing the EDRs
of classifiers with FDA and KFDA as foregoing procedures. It
can be observed that the error rates obtained by using kNN and
SVM are always lower than GMM.
4.4. Discussion about computation costs
Apart from EDR, computation cost is a crucial factor that
needs to be taken into account for real time implementation.
In our approach, the training process is usually out of consid-
eration, since it is completed off-line. Concerning the online
diagnosis process, feature extraction methodologies and clas-
sification methodologies are considered respectively. The or-
der notation O() is used here to describe the computation cost.
f (x) = O (h(x)) denotes that there exist x0 and c0, such that
| f (x)| ≤ c0|h(x)| for all x > x0. The order notation is used to
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give a bound on the limiting behavior of a function.
As table 3 and 4, different methodologies are evaluated from
the perspectives of occupied memory and computation time (the
notations are described in section 3). From this table, it can be
seen that among different feature extraction methods, needed
memory and computation time of KPCA and KFDA are in pro-
portion to the number of training samples, thus are usually large.
While for classifiers, the needed memory and computation time
of kNN are in proportion of the number of training samples.
These methodologies are less suitable than others for online
diagnosis. Hence, considering synthetically the performances
of diagnosis accuracy and feasibility of online implementation,
FDA combined by SVM can be chosen as final solution in our
case.
5. Conclusion
This paper presents an approach for diagnosis of water man-
agement faults for the PEMFC stacks. The procedure is realized
by classifying the features that are extracted from the cell volt-
ages constructed vectors.
In this approach, water indicator W is defined to describe
the quantity of water inside the fuel cell stack and label data
with normal and fault labels. Taking into account of the un-
even character of cell voltage amplitudes, individual cell volt-
ages are chosen as original variables for diagnosis. Different
feature extraction and classification methods are employed and
compared. The test results for a 20-cell stack show that FDA
and SVM have higher performance and less computation costs
comparing with other methods in our case. The EDR of diag-
nosis by using such an approach is always below 10%. It is
therefore a very promising diagnosis proposal to diagnose the
water management relevant faults for PEMFC.
It is possible to extend this approach to the diagnosis of
other faults by increasing the number of classes and the training
data related to the corresponding faults. This extension is under
study.
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