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ON THE DYNAMICAL SYSTEM GENERATED BY
THE MO¨BIUS TRANSFORMATION AT PRIME TIMES
LA´SZLO´ ME´RAI AND IGOR E. SHPARLINSKI
Abstract. We study the distribution of the sequence of elements
of the discrete dynamical system generated by iterations of the
Mo¨bius map x ÞÑ pax` bq{pcx` dq over a finite field of p elements
at the moments of time that correspond to prime numbers. In
particular, we obtain nontrivial estimates of exponential sums with
such sequences.
1. Introduction
1.1. Motivation and background. Let p be a sufficiently large prime
and let Fp be the field of p elements which we identify with the least
residue system modulo p, that is, with the set t0, . . . , p´ 1u.
With any a nonsingular matrix
(1.1) A “
ˆ
a b
c d
˙
P GL2pFpq,
we consider the Mo¨bius transformation x ÞÑ ψpxq associated with A
where
(1.2) ψpxq “
ax` b
cx` d
.
Investigating the distributional properties of elements’ orbits of the
discrete dynamical system x ÞÑ ψpxq on Fp and of similar systems
over residue rings has been a very active area of research, especially in
the theory of pseudorandom number generators [11, 16, 18–20, 22], see
also [23, 25] for a general background on this and other related pseu-
dorandom number generators. In fact, in the theory of pseudorandom
number generators, typically only the special case ψpxq “ ax´1 ` b is
considered (which is computationally more efficient) but there is no
doubt the above results can be extended to any transformations of the
form (1.2).
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Here we interested in more arithmetic aspects of this problem and
study the distribution of element in orbits of the Mo¨bius transformation
at the moments of time that correspond to prime numbers.
More precisely, let u0, u1, . . . be an orbit of the dynamical system
generated by ψ that originates at some u0 P Fp, that is,
(1.3) un “ ψ pun´1q , n “ 1, 2, . . . ,
where u0 is the initial value.
We can also write
un “ ψ
npu0q n “ 1, 2, . . . ,
where ψ0 is the identity map and ψn is the nth composition of ψ.
Since for any A P GL2pFpq the Mo¨bius transformation is reversible,
it is obvious that the sequence (1.3) is purely periodic with some period
t ď p, see [6, 8] for several results about the possible values of t. For
example, it is known when such sequences achieve the largest possible
period, which is obviously t “ p, see [8].
The series of works [11, 18, 19, 22] is devoted to the special case of
the transformation ψpxq “ ax´1 ` b and several results about the dis-
tribution of elements of the sequence (1.3) are given. Quite naturally,
these results are based on bounds of exponential sums such as
(1.4) ShpNq “
Nÿ
n“1
ep phunq ,
where for an integer q and a complex z we define
eqpzq “ expp2πiz{qq.
We also remark that a version of [1, Lemma 5.3] improves and gen-
eralises the bounds of [18] on ShpNq, see Lemma 3.1. It can easily
be extended to the multidimensional settings [11] and thus has direct
applications to the theory pseudorandom number generators.
Here, motivated by recent results of Sarnak and Ubis [21] on much
more complicated dynamical systems on SL2pRq, we consider the dis-
tribution of the sequence (1.3) at prime moments of time n “ ℓ. In
turn, this is equivalent (see [7]) to studying exponential sums
ThpNq “
ÿ
ℓďN
ℓ prime
ep phuℓq .
We also note that the results of [2–4,9,15] have an interpretation as
results on the behaviour at prime moments of time of the dynamical
system generated by the linear transformation x ÞÑ gx on Fp (or other
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residue rings), that is, of the sequence u0g
ℓ, where ℓ runs through the
primes up to N .
1.2. Our result and approach. Our main result is the following
bound:
Theorem 1.1. Assume that the characteristic polynomial of the matrix
A given by (1.1) has two distinct roots in Fp2. For any ε ą 0 there
exist some B such that if the period t of the sequence (1.3) satisfies
t ě p3{4`ε, then, for a sufficiently large p, any constant C ą B and
pC ě N ě pBwe have
max
hPF˚p
|ThpNq| ď Np
´η,
where η ą 0 depends only on C and ε.
We note that the condition t ě p3{4`ε in Theorem 1.1 is not very
restrictive as it is easy to see that one actually expects t “ p1`op1q for
randomly chosen matrix A P GL2pFpq, see also Section 5.
To establish Theorem 1.1 we take full advantage of the flexibility
of the Heath-Brown identity [13], see also [14, Proposition 13.3]. In
particular it allows us to form very skewed bilinear sums to which
we can estimate nontrivially. This is crucial for our result since for
sum over essentially square regions we do not have nontrivial bounds.
Another new ingredient is using the Burgess bound on character sums,
see [14, Theorem 12.6], to estimate multiple sums of high dimension.
Again the agility of the Heath-Brown identity [13] allows us to arrange
such sums.
1.3. Notation. Throughout the paper, the implied constants in the
symbols ‘O’ and ‘!’ may occasionally, where obvious, depend on the
real positive parameters C and ε, and are absolute otherwise (we recall
that U ! V is equivalent to U “ OpV q).
2. Tools from analytic number theory
2.1. Products in residue classes. Let ϕpkq denote the Euler func-
tion and let τpkq denote the number of positive integer divisors of an
integer k ě 1. We first recall the following well-known estimates
(2.1) τpkq “ kop1q and k ě ϕpkq "
k
log log k
as k Ñ8, see [12, Theorems 317 and 328].
First we need to recall the following bound on the distribution of
products in residue classes.
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Given ν ě 1 integers N1, . . . , Nν ě 1 and an arbitrary integer n, let
RtpN1, . . . , Nν ;nq be the number of solutions to the congruence
n1 . . . nν ” n pmod tq, 1 ď ni ď Ni, i “ 1, . . . , ν.
We show that for sufficiently large N1, . . . , Nν , for gcdpn, tq “ 1 the
value of NtpK,M ;nq is close to its expected value.
Lemma 2.1. For any fixed κ ą 0 there are some i0 and η ą 0,
which depend only on κ, such that if ν ą i0 then for any integers
t ě N1, . . . , Nν ě t
1{3`κ and n ě 1 with gcdpn, tq “ 1, we have
RtpN1, . . . , Nν ;nq “
1
ϕptq
N˚1 . . . N
˚
ν `O
`
N1 . . . Nνt
´1´η
˘
,
where
N˚i “ #t1 ď ni ď Ni : gcdpni, tq “ 1u, i “ 1, . . . , ν.
Proof. Let Xt denote the set of multiplicative characters modulo t and
let χ0 denote the principal character; we refer to [14, Chapter 3] for
a background on multiplicative characters. We also denote by X ˚t “
Xtztχ0u the set of non principal characters.
Using the orthogonality of multiplicative characters, we can express
RtpN1, . . . , Nν ;nq via the following character sums,
RtpN1, . . . , Nν ;nq “
N1ÿ
n1“1
. . .
Nνÿ
nν“1
1
ϕptq
ÿ
χPXt
χ
`
n1 . . . nνn
´1
˘
“
1
ϕptq
ÿ
χPXt
χ
`
n´1
˘ νź
i“1
Niÿ
ni“1
χ pniq .
We now see that the contribution from the principal character gives
the main term N˚1 . . . N
˚
ν {ϕptq.
For other characters, since Ni ě p
1{3`κ, by the Burgess bounds,
see [14, Theorem 12.6], we see that there is some η ą 0 which depends
only on κ and such that for any χ P X ˚t we have
Niÿ
ni“1
χ pniq ! Nit
´η, i “ 1, . . . , ν.
Hence for i0 “ rη
´1s and ν ą i0 we have
νź
i“1
Niÿ
ni“1
χ pniq ! N1 . . . Nνt
´1´η
which concludes the proof. 
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2.2. The Heath-Brown identity. As usual, we use µpnq to denote
the Mo¨bius function and Λpnq to denote the von Mangoldt function
given by
Λpnq “
#
log ℓ if n is a power of the prime ℓ,
0 if n is not a prime power.
We need the following decomposition of Λpnq which is due to Heath-
Brown [13], see also [14, Proposition 13.3].
Lemma 2.2. For any integer J ě 1 and n ă 2X, we have
Λpnq “ ´
Jÿ
j“1
p´1qj
ˆ
J
j
˙ ÿ
m1,...,mjďZ
µpm1q . . . µpmjq
ÿ
m1...mjn1...nj“n
log n1,
where Z “ X1{J .
For a real A ą 0 we use a „ A to denote A ď a ă 2A. We also write
A — B as an equivalent of A ! B ! A.
Hence summing the identity of Lemma 2.2 over all n „ N and sep-
arating the other variables in dyadic ranges we obtain
Lemma 2.3. For any integer J ě 1 and arithmetic function f , we
have ÿ
n„N
Λpnqfpnq !
ÿ
1ďjďJ
|SjpMj ,Njq|
for some integer vectors
pMj ,Njq “ pMj,1, . . . ,Mj,j, Nj,1, . . . , Nj,jq
satisfying
Mj,1, . . . ,Mj,j ď N
1{J and Mj,1 ¨ ¨ ¨Mj,jNj,1 ¨ ¨ ¨Nj,j — N,
where
Sj pMj ,Njq
“
ÿ
m1...mjn1...nj„N
mi„Mj,i, ni„Nj,i
µpm1q . . . µpmjq logn1fpm1 . . .mjn1 . . . njq,
where j “ 1, . . . , J , and the implied constants may depend on J .
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3. Exponential sums
3.1. Single Sums. We start with recalling the following variant of [1,
Lemma 5.4] which in particular improves the bound ShpNq ! N
1{2p1{4
of [18, Theorem 1] on the single sums (1.4).
Lemma 3.1. Assume that the characteristic polynomial of the matrix
A given by (1.1) has two distinct roots in Fp2. Let t be the period of the
sequence (1.3). For any integer numbers k,N,K ě 1, uniformly over
h P F˚p, we have
N`K´1ÿ
n“K
ep phuknq ! gcdpk, tq
ˆ
1`
N
t
˙
p1{2 log p.
Proof. For N ď t this is exactly [1, Lemma 5.4]. Splitting sums of
length N ą t into rN{ts ď p1 ` N{tq pieces of length at most t, we
obtain the result. 
We now need a similar bound with a co-primality condition. To
simply for the notation we use Σ‹ to indicate that the summation is
over values of the summations variable which are relatively prime to t,
for example, ÿ‹
1ďnďN
fpnq “
ÿ
1ďnďN
gcdpn,tq“1
fpnq
for an arithmetic function fpnq.
Lemma 3.2. Assume that the characteristic polynomial of the matrix
A given by (1.1) has two distinct roots in Fp2. Let t be the period of the
sequence (1.3). For any integer numbers k,N,K ě 1, uniformly over
h P F˚p, we have
ÿ‹
1ďnďN
ep phuknq ! gcdpk, tq
1{2
`
N1{2 `Nt´1{2
˘
p1{4`op1q.
Proof. We recall, that µpdq denotes the Mo¨bius function. Then using
inclusion-exclusion principle we write
ÿ‹
1ďnďN
ep phuknq “
ÿ
d|t
µpdq
ÿ
1ďnďN
n”0 pmod dq
ep phuknq .
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Writing n “ dm, we see that by Lemma 3.1 each inner sum is boundedÿ
1ďnďN
n”0 pmod dq
ep phuknq ! gcdpdk, tq
ˆ
1`
N
t
˙
p1{2 log p
ď gcdpk, tqd
ˆ
1`
N
t
˙
p1{2 log p.
(3.1)
It is also trivially bounded by
(3.2)
ÿ
1ďnďN
n”0 pmod dq
ep phuknq ! N{d.
Multiplying the bounds (3.1) and (3.2), we see that for each d | t we
have ÿ
1ďnďN
n”0 pmod dq
ep phuknq !
d
gcdpk, tqN
ˆ
1`
N
t
˙
p1{2 log p.
Using the bound (2.1) on the divisor function τptq “ top1q, we conclude
the proof. 
Lemma 3.3. Assume that the characteristic polynomial of the matrix
A given by (1.1) has two distinct roots in Fp2. Let t be the period of
the sequence (1.3). For any integer numbers N,K ě 1, s ě 2 and
M ě ms ą . . . ą m1 ě 1, uniformly over a1, . . . , as P Fp not all zeros,
we have
N`K´1ÿ
n“K
ep pa1um1n ` . . .` asumsnq ! sM
ˆ
1`
N
t
˙
p1{2 log p.
Proof. This bound is a slight generalisation of [1, Lemma 5.3], which
corresponds to s “ 2. The general case follows from the same argu-
ments without any changes except that we need to establish that the
rational function of the form
F pXq “
sÿ
j“1
aj
Xmj ` γ
with some γ P F˚
p2
is non-constant. Without loss of generality, we can
assume that a1 ‰ 0. Then the desired property of F is obvious from
examining the leading term a1X
ms`...`m2 of the numerator. 
Remark 3.4. We remark that for full sums, that is, for N “ t the
logarithmic term log p is not needed so in both Lemma 3.1 and 3.3 the
term p1`N{tq p1{2 log p can be replaced with p1{2 log p`Nt´1p1{2. This
however does not affect the final result
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3.2. Multiple Sums. Next we need to estimate certain multiple sums.
Lemma 3.5. Assume that the characteristic polynomial of the matrix
A given by (1.1) has two distinct roots in Fp2. Let t be the period of
the sequence (1.3). For any fixed κ ą 0 there are some j0 and ζ ą 0,
which depend only on κ, such that if
ν ą j0 and t ě p
1{2`κ,
then for any integers t ě N1, . . . , Nν ě t
1{3`κ and h ě 1, uniformly
over h P F˚p, we haveÿ‹
1ďn1ďN1
. . .
ÿ‹
1ďnνďNν
epphukn1...nν q ! gcdpk, tqN1 . . . Nνt
´1´ζ .
Proof. By Lemma 2.1 we haveÿ‹
1ďn1ďN1
. . .
ÿ‹
1ďnνďNν
epphukn1...nνq
“
tÿ
n“1
gcdpn,tq“1
Rt pN1, . . . , Nν ;nq ep phuknq
“
tÿ
n“1
gcdpn,tq“1
ˆ
1
ϕptq
N1 . . . Nν `O
`
N1 . . . Nνt
´1´η
˘˙
ep phukunq
“
1
ϕptq
N1 . . . Nν
tÿ
n“1
gcdpn,tq“1
ep phuknq `O
`
N1 . . . Nνt
´η
˘
,
provided that ν ą j0, where j0 and η ą 0 depend only on κ.
Now using Lemma 3.2 with N “ t and then recalling that by (2.1)
we have ϕptq “ t1`op1q, we obtainÿ‹
1ďn1ďN1
. . .
ÿ‹
1ďnνďNν
epphukn1...nνq
!
1
ϕptq
N1 . . . Nν gcdpk, tq
1{2t1{2p1{4`op1q `N1 . . . Nνt
´η
! N1 . . . Nν gcdph, tq
1{2t´1{2p1{4`op1q `N1 . . . Nνt
´η,
and the desired result follows. 
3.3. Bilinear Sums. Next we need to estimate certain bilinear sum.
Lemma 3.6. Assume that the characteristic polynomial of the matrix
A given by (1.1) has two distinct roots in Fp2. Let t be the period
of the sequence (1.3). For any positive integers M,K ě 1 and any
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two sequences α “ pαkq
K
k“1 and β “ pβmq
M
m“1 of complex numbers,
uniformly over h P F˚p, we haveˇˇˇ
ˇˇ Kÿ
k“1
Mÿ
m“1
αk βm epphukmq
ˇˇˇ
ˇˇ
ď }α}8}β}8KM
`
M´1{2 `K´1{2M1{2p1{4 `M1{2p1{4t´1{2
˘
pop1q,
where
}α}8 “ max
kďK
|αk| and }β}8 “ max
mďM
|βm|.
Proof. We have
(3.3)
ˇˇˇ
ˇˇ Kÿ
k“1
Mÿ
m“1
αk βm epphukmq
ˇˇˇ
ˇˇ ď }α}8W,
where
W “
Kÿ
k“1
ˇˇˇ
ˇˇ Mÿ
m“1
βm epphukmq
ˇˇˇ
ˇˇ .
Using the Cauchy inequality, we derive
W 2 ď K
Kÿ
k“1
ˇˇˇ
ˇˇ Mÿ
m“1
βmepphukmq
ˇˇˇ
ˇˇ
2
ď }β}28K
Mÿ
m,n“1
ˇˇˇ
ˇˇ Kÿ
k“1
ep pa pukm ´ uknqq
ˇˇˇ
ˇˇ .
We now use the trivial bound K for M choice m “ n and use
Lemma 3.3 for the remaining values. Hence, we derive
W 2 ! }β}28K
`
MK `M3p1`K{tqp1{2 log p
˘
.
Substituting this bound in (3.3), after simple calculations we conclude
the proof. 
4. Proof of Theorem 1.1
4.1. Preliminaries. We recall the notation a „ A and A — B from
Section 2.2.
Using partial summation we see that instead of ThpNq it is enough
to estimate the sums
UhpNq “
ÿ
nďN
Λpnqepphunq,
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which again via partial summation, and discarding the contribution of
order Nop1q from primes ℓ | t, can be reduced to the sums
VhpNq “
ÿ‹
n„N
Λpnqepphunq
over dyadic intervals.
To estimate VhpNq, we fix some κ ą 0 and define an integer J ě 2
by the inequalities
(4.1) N1{J ď tp´1{2`κ{2 ď N1{pJ´1q.
Since N ě pB we see that if B is large enough then so is J (in particular
J ě 2). Furthermore, since t ě p3{4`κ ě p3{4,
(4.2) N1{J “ N pJ´1q{JpJ´1q ě
`
tp´1{2´κ{2
˘pJ´1q{J
ě tp´1{2´κ,
provided that B and thus J are large enough in terms of κ.
We also define j0 be as in Lemma 3.5 in therms of κ.
Next we note that by Lemma 2.3 it is enough to estimate the sums
of the form
SpM,Nq “
ÿ‹
m1...mjn1...nj„N
mi„Mi, ni„Ni
µpm1q . . . µpmjq logn1ep
`
aum1...mjn1...nj
˘
for some integer vectors pM,Nq “ pM1, . . . ,Mj, N1, . . . , Njq with j ď J
and satisfying
M1, . . . ,Mj ď N
1{J and Q — N,
where
Q “ 22j
jź
i“1
Mi
jź
i“1
Ni.
In particular, it is enough to prove that under the above conditions
we have
(4.3) SpM,Nq ! Np´ρ
for some ρ ą 0 which depends only on ε.
4.2. Large values of the product M1 . . .Mj. Assume that
M1 . . .Mj ě N
κ.
There for some i we have Mi ě N
κ{j ě Nκ{J . Hence we apply
Lemma 3.6 with M “Mi and K “ Q{Mi and
}α}8 ď 1 and }β}8 ď logQ “ N
op1q.
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Therefore, we obtain
SpM,Nq ! Q
´
M
´1{2
i ` pQ{Miq
´1{2M1{2p1{4 `M
1{2
i p
1{4t´1{2
¯
Nop1q
! N
´
M
´1{2
i `MiN
´1{2p1{4 `M
1{2
i p
1{4t´1{2
¯
Nop1q.
Since by our choice of parameters (4.1) we have
t ě N1{Jp1{2`κ ěMip
1{2`κ
as well as
Mi ě N
κ{J and N ě N2{Jp1{2`κ ěM2i p
1{2`κ
(provided that B and thus J are large enough), we obtain a bound of
the desired type (4.3).
4.3. Large values among N1, . . . , Nj. IfNk ě t for some k “ 1, . . . , j,
then by Lemma 3.1, applied to each of the
OpM1 . . .MjN1 . . . Nj{Nkq “ OpQ{Nkq
sums over nk (and using partial summation to eliminate the effect of
logn1 if k “ 1) we obtain
|SpM,Nq| ď p1{2`op1q
ˆ
1`
Nk
t
˙
Q{Nk
ď p1{2`op1qt´1Q ď Np´1{4.
4.4. Remaining cases. So we can now assume that
(4.4) M1 . . .Mj ď N
κ and N1, . . . , Nj ă t.
First we note that if there is a set I Ď t1, . . . , ju of cardinality #I ą j0
(we recall that j0 is chosen as in Lemma 3.5) and such that
Ni ě t
1{3`κ, i P I,
then using Lemma 3.5 instead of Lemma 3.1, as in the above we obtain
the desired bound (4.3).
Otherwise, that is, if no more than j0 elements among N1, . . . , Nj
exceed or equal t1{3`κ, using (4.4), we obtain
N1´κ ! N1 . . . Nj ď
`
t1{3`κ
˘j´j0
tj0 .
From which we trivially derive
N1´κ ! N1 . . . Nj ď
`
t1{3`κ
˘J
t2j0{3
and hence
(4.5) N1{J ď tp1{3`κq{p1´κq`2j0{3Jp1´κq ă t1{3`4κ,
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provided that
κ ď 1{3 and J ě κ´1p1´ κq´1j0,
which holds if B is large enough in terms of κ and j0, and thus in terms
of κ and ε. Combining (4.2) and (4.5) we derive
tp´1{2´κ ă t1{3`4κ,
which contradicts the assumption t ě p3{4`ε, provided
1{2` κ
2{3´ 4κ
“
3` 6κ
4´ 24κ
ă 3{4` ε
which holds for κ ă ε{50. Hence, taking κ “ ε{51 we conclude the
proof.
5. Remarks
It is well-known that under the Generalised Riemann Hypothesis,
uniformly over χ P X ˚t , we have the boundˇˇˇ
ˇˇ Nÿ
x“1
χ pxq
ˇˇˇ
ˇˇ ď N1{2top1q,
see [17, Section 1]; it can also be derived from [10, Theorem 2]. This
allows us to replace in Lemma 2.1 the condition N1, . . . , Nν ě t
1{3`κ
with N1, . . . , Nν ě t
κ. In turn, the inequality (4.5) becomes
N1{J ď tκ{p1´κq`j0{Jp1´κq ă t3κ,
provided
κ ď 1{2 and J ě κ´1p1´ κq´1j0.
Hence, we now easily see that under the Generalised Riemann Hypoth-
esis the result of Theorem 1.1 holds already for t ě p1{2`ε.
Our method also works for exponential sums with the sequence (1.3)
twisted with the Mo¨bius function:
rhpNq “
ÿ
nďN
µpnqep phunq , h P Z.
In fact, such sums have been estimated in [1] with some logarithmic
saving for rather small values of N . The method and results of this
work, such as Lemmas 3.5 and 3.6, apply to longer sums, but yield a
power saving.
One can also use our approach to estimate exponential sum with
orbits of Mo¨bius transformation along sequences with other arithmetic
conditions. For example, using a combinatorial identity of Vaughan [24,
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Lemma 10.1] one can relate the sums over smooth numbers (that num-
bers without large prime divisors) to double sums and then use our
results such as Lemma 3.6
Probably the most challenging open question here is to obtain non-
trivial results in the case of the period t ă p1{2. We note that the
striking results and method of Bourgain [4, 5] do not seem to apply
even to the case of the sums (1.4) over consecutive elements.
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