Abstract. We prove that if a space X is countable dense homogeneous and no set of size n − 1 separates it, then X is strongly n-homogeneous. Our main result is the construction of an example of a Polish space X that is strongly n-homogeneous for every n, but not countable dense homogeneous.
1. Introduction. Unless otherwise stated, all spaces under discussion are separable and metrizable.
Recall that a space X is countable dense homogeneous (CDH) if, given any two countable dense subsets D and E of X, there is a homeomorphism f : X → X such that f (D) = E. The first result in this area is due to Cantor, who showed that the reals are CDH. Fréchet [23] and Brouwer [5] , independently, proved that the same is true for the n-dimensional Euclidean space R n . In 1962, Fort [22] proved that the Hilbert cube is also CDH, and in 1969 Bessaga and Pełczyński [3] showed that strongly locally homogeneous (SLH) Polish spaces are CDH (see also [4, p. 139, Theorem 7.1]).
Countable dense sets are pushed to one another by the standard 'backand-forth' method. The problem that one faces is how to ensure that a certain inductively constructed sequence of homeomorphisms converges to a homeomorphism of the space under consideration.
The topological sum of the 1-sphere S 1 and the 2-sphere S 2 is an example of a CDH-space which is not homogeneous. Bennett [2] proved that for connected spaces, countable dense homogeneity implies homogeneity (see also [29, 1.6.8] ). So for connected spaces, countable dense homogeneity can be thought of as a strong form of homogeneity. In [36] , Ungar made this precise for locally compact spaces by proving the following elegant result. Theorem 1.2. If the group G makes the infinite space X CDH and no set of size n − 1 separates X, then G makes X strongly n-homogeneous.
Observe that this improves Bennett's result quoted above that a connected CDH-space is homogeneous.
The main result in this paper is that the assumption of local compactness in the implication (c)⇒(a) in Ungar's Theorem is essential, even when dealing with Polish spaces. Example 1.3. There is a Polish space X which is strongly n-homogeneous for every n, but not CDH.
In X it is possible to perform all back-and-forth steps in the standard process to push a given countable dense set onto another. But it is not possible to ensure that the inductively constructed sequence of homeomorphisms converges to a homeomorphism, despite the fact that X is completely metrizable.
The space X is a variation of the example in van Mill [32] . It is situated in the product of two Cantor sets where one of the factors is endowed with a stronger topology in which convergence is equivalent to ordinary convergence and convergence in 'norm'. In contrast to the space in [32] , the pathology in X is not based upon connectivity but upon the pathology present in Erdős' space from [20] . We will give more information about this in the Appendix to this paper.
For some recent results on countable dense homogeneity, see [25] , [21] , [31] .
Preliminaries
(A) Notation. We use 'countable' for 'at most countable'. For a set X and n ∈ N, [X] <n and [X] n denote {A ⊆ X : |A| < n} and {A ⊆ X : |A| = n}, respectively. In addition, [X] <ω signifies the collection of all finite subsets of X. If X is a set then P(X) denotes its power set.
An Egyptian fraction is a finite sum of positive distinct unit fractions. Any positive rational number has representations as an Egyptian fraction with arbitrarily many terms and with arbitrarily large denominators. This can be proved by repeatedly using the identity 1 n = 1 n + 1 + 1 n(n + 1) .
For more information, see e.g. Campbell [7] and Hoffman [24, p. 153] .
(B) Topology. A subset of a space X is called clopen if it is both closed and open.
We let H (X) denote the group of homeomorphisms of a space X. We say that X is strongly locally homogeneous (abbreviated SLH) if it has a base B such that for all B ∈ B and x, y ∈ B there is an element f ∈ H (X) that is supported on B (that is, f is the identity outside B) and moves x to y. As we mentioned in §1, Bessaga and Pełczyński [3] showed that strongly locally homogeneous Polish spaces are CDH (see also [4, p. 139, Theorem 7.1]). This is done by the standard 'back-and-forth' method. An inspection of the proof shows that the 'back-and-forth' method allows one to simultaneously push countably many pairwise disjoint countable dense sets in place.
Theorem 2.1 (Bessaga and Pełczyński). Let X be SLH and Polish, and let {D i : i ∈ N} and {E i : i ∈ N} be sequences of pairwise disjoint countable dense subsets of X. Then there is a homeomorphism f : X → X such that f (D i ) = E i for every i.
Observe that the standard Cantor set {0, 1} N has the property that all of its nonempty clopen subsets are homeomorphic. Hence {0, 1} N is SLH and so the conclusion of Theorem 2.1 holds for X = {0, 1} N .
Consider the power set P(N) with the symmetric difference as group operation. We equip P(N) with the standard Cantor set topology that comes with identification with {0, 1} N . That is, a basic clopen subset of P(N) has the form
where σ and τ are arbitrary disjoint finite subsets of N. On P(N) we use the standard product metric
Let Υ = P(N) × P(N). We let π i : Υ → P(N) denote the projection onto the ith coordinate (i = 1, 2).
A function f :
Let A ⊆ X. We say that A separates X provided that X \ A is disconnected. And A is called a C-set in X if A can be written as an intersection of clopen subsets of X. If A is a C-set, then there clearly is a countable family C consisting of clopen subsets of X such that A = C . A C-set is closed being an intersection of closed sets.
A space X is called totally disconnected if for every pair of distinct points x 1 , x 2 ∈ X there exist clopen sets C 1 , C 2 such that x 1 ∈ C 1 , x 2 ∈ C 2 and
If d is a metric on X, then by the symbol x n → d x we mean that the sequence (x n ) n converges to x in the topology on X induced by d.
We shall frequently use the well-known fact that a G δ -subset of a Polish space is Polish itself. For details, see [18, 4.3.23] .
(C) Actions of groups. Let a : G×X → X be an action of a group G on the space X. For every g ∈ G, the function x → a(g, x) is a homeomorphism of X. We use gx as an abbreviation for a(g, x). This notation is sometimes slightly confusing, especially if G is a group of homeomorphisms of some space. The action is called transitive if for all x, y ∈ X there exists g ∈ G such that gx = y. For every x ∈ X we let Gx denote the orbit of x, i.e., Gx = {gx : g ∈ G}. If A ⊆ X, then
That is, G A is the stabilizer subgroup of A.
Lemma 2.2. Let the group G act on the infinite set X. Then the following statements are equivalent for every n ≥ 1:
Proof. It is clear that (a)⇒(b). We prove (b) n ⇒(a) n by induction on n. For n = 1 there is nothing to prove. So assume that our statement holds for n − 1, where n ≥ 2, and that X satisfies (b) n . Since X is infinite it satisfies (b) n−1 and hence (a) n−1 by our inductive hypothesis. Let (x 1 , . . . , x n ) and (y 1 , . . . , y n ) be arbitrary n-tuples of distinct points of X. By what we have just observed, there is an element g 0 ∈ G such that g 0 x i = y i for every i ≤ n−1. Put F = {y 1 , . . . , y n−1 }. By (b) n there is an element g 1 ∈ G F such that g 1 g 0 x n = y n . So we conclude that g 1 g 0 x i = y i for every i ≤ n.
Proof of Theorem 1.2
Proposition 3.1. Let X be a space. Suppose that G is a subset of H (X) that makes X CDH. If F ⊆ X is finite and D, E ⊆ X \ F are countable and dense in X, then there are elements α, β ∈ G such that α F = β F and
Proof. Let h 0 be an arbitrary element in G. Suppose {h β : β < α} ⊆ G have been constructed for some α < ω 1 . Now by CDH, pick h α ∈ G such that
If the latter were not true, there would exist a strictly increasing sequence {α n } n of countable ordinal numbers such that
Then, letting α = sup n α n and A = T (α), one can find n such that A ⊆ α n ;
(This is of course nothing but the standard argument in the proof of the Pressing Down Lemma.) So pick an A ∈ [ω 1 ] <ω for which
Since β∈A h β (D) is countable, and B is uncountable, we may assume without loss of generality that h α F = h β F for all α, β ∈ B. Hence if α, β ∈ B are such that β < α, then h α F = h β F , and by ( †), (h −1 α • h β )(D) ⊆ E. Corollary 3.2. Let X be a space without isolated points. Assume that the group G makes X CDH. Then for every finite subset F ⊆ X, every
To show that Y has nonempty interior, assume that this is not the case. Then we may pick a countable dense set D in X which is contained in
Proof of Theorem 1.2. Assume that G makes the space X CDH and no set of size n−1 separates X. By Lemma 2.2 all we need to show is that for every F ∈ [X] n−1 the group G F acts transitively on X \ F . By Corollary 3.2 every orbit G F x for x ∈ X \ F is open. Since orbits are disjoint, they are clopen. So we are done by connectivity.
4. The harmonic Erdős space. For A ∈ P(N), we put ϕ(A) = n∈A 1/n if A = ∅, and ϕ(∅) = 0. Then ϕ : P(N) → [0, ∞] is an LSC measure. Observe that ϕ is badly discontinuous. Define
By E w we denote E with the topology it inherits from P(N). Observe that E w is a dense F σ -subgroup of P(N) since ϕ is LSC.
Let E s denote the subspace of all vectors x = (x n ) n in the real Hilbert space 1 such that x n ∈ {0, 1/n} for all n. As sets, E w and E s can be identified in the obvious way, but as topological spaces they are different. Observe that E s is closed in 1 and hence is a Polish space, but E w is not Polish. If A, B ∈ E and x A and x B denote their corresponding vectors in 1 , then
Hence E s can and will be thought of as E with the topology induced by the metric (A, B) = ϕ(A B). Observe that for every A, B ∈ E we have d(A, B) ≤ (A, B). Hence the topology on E induced by is finer than the topology on E induced by d. This is trivial anyway since convergence in 1 is equivalent to pointwise convergence and convergence in norm.
The space E s is called the harmonic Erdős space and was introduced by Dijkstra [10] . For more details, see §8(B) below.
For t ∈ (0, ∞] and A ∈ E s , put
We emphasize that these sets are subspaces of E s . Hence
The following trivialities will be used a few times in what follows.
Let σ and τ be finite subsets of N, and let r ∈ (0, ∞). Then
Proof. For (a), let ε > 0. Since ϕ(A) < ∞, there exists N such that ϕ({a ∈ A : a > N }) < ε. Let n 0 be so large that {a ∈ A : a ≤ N } ⊆ A n 0 . Then for n ≥ n 0 we have
For (c), simply observe that
That dim E s = 1 can quite easily be proved by the method of Erdős [20] . We will prove a stronger result that will be exactly what we will need in §7.
Lemma 4.2. Let t ∈ (0, ∞), and let C be a relatively clopen subset of U (∅, t). Then for every F ∈ C and N ∈ N there is a sequence
Proof. First observe that since ϕ(F ) < t we have ϕ(N \ F ) = ∞. As a consequence, E = {m ∈ N \ F : m > N } is infinite. Since F ∈ C and C is open in E s and the sequence {F ∪ {m}) m∈E converges to F in E s , there exists m ∈ E such that F ∪ {m} ∈ C. Let m 1 be the first such m. Similarly, having constructed m 1 through m n , let m n+1 be the first m > m n in E such that F ∪ {m 1 , . . . , m n } ∪ {m} ∈ C. Put X = {m n : n ∈ N} and Y = F ∪ X. Since ϕ(F ∪ {m 1 , . . . , m n }) < t for all n, clearly, ϕ(Y ) ≤ t.
All we need to prove is that ϕ(Y ) = t. Striving for a contradiction, assume that ϕ(Y ) < t, i.e., Y ∈ U (∅, t). Since ϕ(X) < ∞ and ϕ(E) = ∞ there exists an infinite subset G of N and for every n ∈ G an element z n ∈ E such that
Moreover, for every n ∈ G we have F ∪ {m 1 , . . . , m n } ∪ {z n } ∈ C by construction. Since z n → ∞ and hence ϕ({z n }) → 0,
Since C is open in E s and hence a neighborhood of Y , F ∪ {m 1 , . . . , m n } ∪ {z n } ∈ C for almost all n. But this contradicts the fact that F ∪{m 1 , . . . , m n } ∪ {z n } ∈ C for every n ∈ G.
Observe that this implies that every nonempty clopen subset C of E s is 'unbounded', i.e., sup{ϕ(A) : A ∈ C} = ∞. Hence E s is nowhere zerodimensional.
There clearly exists t ∈ (0, ∞) such that t < t and A ∈ U (∅, t ). Hence since U (∅, t ) is an open neighborhood of A, to prove that Y is not zero-dimensional at A it suffices to prove that for every relatively clopen subset U of Y that contains A there exists B ∈ U such that ϕ(B) > t . So let U be an arbitrary relatively clopen subset of Y that contains A. We will prove something stronger than strictly needed, namely that if s = sup{ϕ(B) : B ∈ U }, then s = t. Striving for a contradiction, assume that s < t. Enumerate D as {D n : n ∈ N}. Since the dense subset F (∅, t) of U (∅, t) is contained in Y , we may pick an element G ∈ U ∩ F (∅, t). By recursion on n we will construct a finite subset F n of N \ G, an element k n ∈ N \ G and a clopen neighborhood C n of D n in U (∅, t) such that
C i , and since G ∪ F n+1 ∪ {k n+1 } is finite and belongs to U (∅, t), it is an element of Y \ U . Hence our choices are as required.
Put
This means that G∪F n ∪ {k n } ∈ U for almost all n, which contradicts (2).
The following result can be proved by the method used in Dijkstra, van Mill and Steprāns [14, Theorem 3.1].
Proposition 4.4. Let t ∈ [0, ∞), and let P be any zero-dimensional Polish space. Then every nonempty closed subset X of P×E s that is contained in P × B(∅, t) is somewhere zero-dimensional.
Homeomorphisms with control.
We show that certain clopen subsets of P(N) are homeomorphic by 'norm preserving' homeomorphisms. That all nonempty clopen subsets of P(N) are homeomorphic is trivial since P(N) is a Cantor set. The work done here is to ensure that the constructed homeomorphisms are continuous in the stronger (Erdős space) topologies considered later.
Lemma 5.1. Let U ⊆ P(N) be a nonempty clopen set. Then there is a finite subset α of N such that α ∈ U and min{ϕ(A) :
Proof. There is a partition V of U consisting of nonempty basic clopen sets. There are for every V ∈ V disjoint finite subsets σ V and
exists and is attained at a point of the form σ V for some V ∈ V .
For a nonempty clopen subset U of P(N), it will be convenient to denote min{ϕ(A) : A ∈ U } by M (U ). We also put M (∅) = ∞. Hence by Lemma 5.1 it follows that M (U ) is rational for every nonempty clopen subset U of P(N).
Observe that the point at which the 'minimum' of a clopen set is attained need not be unique. Also observe that if U and V are clopen subsets of
Let C denote the collection of all nonempty clopen subsets C of P(N) such that M (C) is attained at a single point. Hence C contains all nonempty basic clopen subsets of P(N).
We will prove that all elements of C are homeomorphic via homeomorphisms with control. We use among other things a method essentially due to Charatonik [8] and Bula and Oversteegen [6] for proving that the Lelek fan is unique, with refinements that can be found in Dijkstra and van Mill [13, §6] .
Lemma 5.2. Let E, F ∈ C , and let ε > 0. Then there are clopen partitions U and V of E and F , respectively, and a bijection ξ : U → V such that (1) both U and V consist entirely of elements of C ,
Proof. By Lemma 5.1, there are finite subsets σ 0 and σ 1 of N such that σ 0 ∈ E, M (E) = ϕ(σ 0 ), σ 1 ∈ F , and M (F ) = ϕ(σ 1 ). Select partitions A = {A 0 , . . . , A m } and B = {B 0 , . . . , B n } of E respectively F into nonempty basic clopen sets such that σ 0 ∈ A 0 , σ 1 ∈ B 0 , mesh A < ε and mesh B < ε. We may assume without loss of generality that m, n ≥ 1.
Hence by the remarks in §2(A), we may pick nonempty pairwise disjoint finite subsets
The collection of basic clopen sets {V 1 , . . . , V m } is pairwise disjoint since γ i = ∅ for every i, and clearly M (V i ) = ϕ(α) + ϕ(γ i ) = ϕ(σ 1 ) + ϕ(γ i ). Hence we conclude that for
Observe that
Conversely, we can find nonempty pairwise disjoint basic clopen sets U 1 , . . . , U n contained in A 0 such that σ 0 ∈ n j=1 U j , and for j ∈ {1, . . . , n},
Observe that all elements of U but at most one are nonempty basic clopen sets and hence belong to C . Moreover, σ 0 ∈ A 0 \ n i=1 U i , which clearly implies that A 0 \ n i=1 U i belongs to C as well. So U ⊆ C , and similarly V ⊆ C . It follows that U , V , and ξ are as required.
Proof. Let U 0 = {E}, V 0 = {F }, and ξ 0 : U 0 → V 0 be the obvious function. We construct by recursion on n ≥ 1 clopen partitions U n of E and V n of F and a bijection ξ n : U n → V n such that
Assume that U n , V n and ξ n : U n → V n have been constructed for some n ≥ 0. It is clear that by applying Lemma 5.2 on each pair (U, ξ n (U )) for U ∈ U n separately, we get what we want for n + 1. This completes the construction. The sequences (U n ) n and (V n ) n define a homeomorphism f : E → F in the obvious way:
We claim that f is as required. To see this, take an arbitrary element A ∈ E. For each n ≥ 0, let U n be the unique element in U n containing A. Since ϕ is LSC, by (3) and Lemma 4.1(c) we clearly have
and similarly
Since by (6) we have
for n ≥ 1, we are done.
Corollary 5.4. Let E ∈ C . Then there is a homeomorphism f : P(N) → E such that for every A ∈ P(N) we have ϕ(f (A)) − M (E) = ϕ(A).
So all elements of C are homeomorphic to the model P(N) by 'norm preserving' homeomorphisms. See Dijkstra and van Mill [11] for similar results in infinite-dimensional topology.
Remark 5.5. Let f be the homeomorphism in Corollary 5.4, and let r ∈ (0, ∞). Clearly, f (U (∅, r)) = U (∅, r + M (E)) ∩ E.
6. The example: part 1. Let Σ denote the collection of all finite subsets of N. Clearly, Σ is dense in P(N). Since P(N) has no isolated points, it is clear that we can split Σ into countably many sets that are dense in P(N), say Σ 0 , Σ 1 , Σ 2 , . . . . Let ξ : N → Q + be an arbitrary bijection; here Q + denotes the set of all strictly positive rational numbers. For every n, put S n = {A ∈ P(N) : ξ(n) ≤ ϕ(A)}, T n = {A ∈ P(N) : ϕ(A) < ξ(n)}.
Observe that T n = U (∅, ξ(n)) is open in E s and an F σ -subset in P(N). Consider the subspace
By a basic clopen subset of X we mean any set of the form ([σ 0 , τ 0 ] × [σ 1 , τ 1 ]) ∩ X, i.e, a basic clopen subset of Υ restricted to X.
(A) All nonempty basic clopen subsets of X are homeomorphic. Throughout, let σ 0 , τ 0 and σ 1 , τ 1 be pairs of disjoint finite subsets of N. Our aim is to prove that the basic clopen subset Y = ([σ 0 , τ 0 ] × [σ 1 , τ 1 ]) ∩ X of X is homeomorphic to X by a homeomorphism with 'control'. It will be convenient to introduce the following notation:
Clearly, {ξ(n) − δ : n ∈ E} = Q + ,
Proposition 6.1. There is a product homeomorphism
Proof. Define a bijection η : N → E by {η(n)} = ξ −1 ({ξ(n) + δ}). By Theorem 2.1 there is a homeomorphism f :
In addition, by Corollary 5.4 there is a homeomorphism g :
such that for every B ∈ P(N) we have ϕ(g(B)) − ϕ(σ 1 ) = ϕ(B).
Proof. This is trivial since
Proof. This is also trivial since ϕ(σ 1 ) < ∞, hence from ϕ(g(B))−ϕ(σ 1 ) = ϕ(B) we get ϕ(B) < ∞ ⇔ ϕ(g(B)) < ∞. g(B) ).
Proof. Pick an arbitrary element (A, B) ∈ X. Then by Claim 1,
hence by Claim 2,
Moreover, for every n ∈ N we have, by Remark 5.5 and Lemma 4.1(b),
Hence we are done since we observed above that
Since g satisfies (2) by construction, this completes the proof.
This leads us to the following.
be basic clopen subsets of Υ . Then there is a product homeomorphism Proof. Put σ 0 = σ and τ 0 = τ . We distinguish three subcases.
is the disjoint union of the basic clopen sets F n and G n , where
Observe that lim n→∞ M (F n ) = ϕ(A) and lim n→∞ M (G n ) = ϕ(A).
Assume next that A = N\τ . Then put B = τ , apply what we just proved for B and [τ, σ], and take complements. 
is a nonempty basic clopen set and hence can be split into two disjoint nonempty basic clopen sets. So we can proceed from [A, τ ] as we did in Case 1. By taking complements, the case that A \ τ is finite but N \ A = τ follows from what we have just proved.
Case 3: A and N \ A are infinite. Enumerate A \ σ as {d n : n ∈ N}, where d n < d m if n < m. In addition, write N \ (A ∪ τ ) as {e n : n ∈ N}, where e n < e m if n < m. Put
Observe that n≥0 [σ n , τ n ] = {A}. Also,
where
Proof. Since E can be partitioned into finitely may basic clopen subsets of Υ , we may assume without loss of generality that E is a basic clopen set itself, say
By Proposition 6.3 we may pick for i = 0, 1 sequences of basic clopen sets
as the disjoint union of basic clopen sets F i n and
Consider the following sequence of basic clopen sets:
, and generally
} and are by (2) , (3) and Lemma 4.1(c) as required.
In addition, let E 0 and E 1 be clopen subsets of Υ containing (A 0 , B 0 ) and (A 1 , B 1 ), respectively. Then there are a continuous function α : E 0 → R and a homeomorphism h :
Proof. By Corollary 6.4, E 0 \ {(A 0 , B 0 )} can be partitioned into basic clopen sets V 1 , V 2 , . . . such that lim n→∞ ν(V n ) = ϕ(B 0 ). Similarly, E 1 \ {(A 1 , B 1 )} can be partitioned into basic clopen sets W 1 , W 2 , . . . such that lim n→∞ ν(W n ) = ϕ(B 1 ). By Theorem 6.2 we may pick for every n a product homeomorphism
Define h : E 0 → E 1 in the obvious way by h(A 0 , B 0 ) = (A 1 , B 1 ) and h V n = F n V n for every n. Then h is a homeomorphism and satisfies (1) and (2) . For (3), define α :
To prove that α is continuous, assume that (C i , D i ) i is a sequence in E 0 converging to (A 0 , B 0 ). We may assume without loss of generality that (C i , D i ) ∈ V n i and that n i = n j for i = j. Hence, by construction,
This proves continuity, and since (5) implies (3), the proof is complete.
7. The example: part 2. Consider the space X in §6. This is not the example we are looking for since it is zero-dimensional being a subspace of P(N) × E w , and not Polish (cf. §4). So the plan is to improve its topology.
(A) The example. We consider X to be a subspace of P(N) × E s , and denote it by X . We claim that X is the example we are looking for.
Lemma 7.1. X is totally disconnected and Polish.
Proof. That X is totally disconnected is clear since both P(N) and E s are. Observe that X = ((P(N) \ Σ 0 ) × E w ) \ n∈N (Σ n × S n ), that Σ is countable, and that for every n, S * n = S n ∩ E is a closed subspace of E s .
is a G δ -subset of the Polish space P(N) × E s and is therefore Polish itself.
(B) X is not CDH Theorem 7.2. There are a first category set A in X and a countable dense set B in X such that f (B) ∩ A = ∅ for each homeomorphism f : X → X .
Proof. Indeed, let A = n∈N (Σ n × T n ). Observe that for every σ ∈ Σ the set {σ} × E s is a C-set in P(N) × E s since P(N) is zero-dimensional, hence A is a countable union of (relative) C-sets in X . Moreover, A is a first category subset of X .
There clearly is a sequence (σ i ) i of finite subsets of N and a sequence of natural numbers n 1 < n 2 < · · · such that for every i,
By (1) it follows that the sequence (σ i ) i converges to ∅ in P(N). Consequently, the sequence of 'vertical segments'
converges to (∅, ∅) in P(N) × E s , that is, every neighborhood of (∅, ∅) in P(N) × E s contains all but finitely many of its terms. Now put
We claim that A and B are as required. Clearly, B is dense.
Striving for a contradiction, assume that f : X → X is a homeomorphism that 'frees' B from A, i.e., f (B) ∩ A = ∅. Pick t ∈ (0, ∞) so large that ϕ(π 2 (f (∅, ∅))) < t.
is open in P(N) × E s , by the above remarks there exists i such that
Observe that since A is the union of a countable collection of C-sets in X , K i ∩ A is the union of a countable collection of C-sets in K i which misses f ({σ i }×F (∅, ξ(n i ))). Hence K i \A is nowhere zero-dimensional by Proposition 4.3. But this contradicts Proposition 4.4 since
This clearly implies that X is not CDH. Since X is Polish, there is a countable dense subset D of X such that D ∩ A = ∅. Hence by Theorem 7.2 there does not exist a homeomorphism f : X → X such that f (B) = D.
(C) X is strongly n-homogeneous for every n. It will be convenient to introduce the following notation. If g ∈ H (Υ ) and (A, B) ∈ Υ , then A g and B g denote π 1 (g (A, B) ) and π 2 (g (A, B) ), respectively. Hence g(A, B) = (A g , B g ).
Let G denote the collection of all elements g ∈ H (Υ ) such that
there is a continuous function α(g) : Υ → R such that for every (A, B) ∈ Υ we have
Lemma 7.3. For g ∈ G, the function α(g) in ( †) is unique. Proof. Suppose that there are continuous functions α, β : P(N) → R such that for every (A, B) ∈ P(N) we have ϕ(B) + α(A, B) = ϕ(B g ) and ϕ(B) + β(A, B) = ϕ(B g ). Pick arbitrary finite sets σ, τ ⊆ N. As ϕ(τ ) < ∞ and α is bounded since
This result has some interesting consequences.
Proof. Simply observe that for all (A, B) ∈ Υ we have ϕ(B) + α(h)(A, B) = ϕ(B h ) and
. Hence we are done by Lemma 7.3.
From this we conclude that G is a subgroup of H (Υ ). We will now show that X is 'very' homogeneous.
Proposition 7.5. G makes X strongly n-homogeneous for every n. Proof. Let F ⊆ X be finite, and pick arbitrary distinct (A 0 , B 0 ) and (A 1 , B 1 ) in X \ F . There are disjoint clopen neighborhoods E 0 and E 1 of
By Theorem 6.5, there are a continuous function α : E 0 → R and a homeomorphism h :
Then f is a homeomorphism, belongs to G, restricts to the identity on F , and f (A 0 , B 0 ) = (A 1 , B 1 ). Hence we are done by Lemma 2.2.
Hence X is indeed as promised in Example 1.3. In §8(C) below we will show that G can be given the structure of a (separable metrizable) topological group that acts on X and hence by Proposition 7.5 makes X strongly n-homogeneous for every n.
Appendix
(A) The space X . In the construction of X we applied, among other things, ideas and results that can be found in [32] and in the papers [13, 10] on Erdős spaces. The example in [32] is 1-dimensional, Polish, homogeneous but not 2-homogeneous, and has the curious property that it does not admit a transitive action by a (separable metrizable) topological group. The reason for this is that its components are wildly distributed. Since we aimed at a space here with stronger homogeneity properties, namely a space which is strongly n-homogeneous for every n, we had to give up nontrivial components. As a result, we win some and lose some: our example is not as 'bad' as the space in [32] since it admits, as we will show below, a transitive action by a (separable metrizable) topological group, but it does not admit such an action by a Polish group.
The space X is totally disconnected and 1-dimensional. From dimension-theoretic perspective this is best possible. Let us indicate that a similar space of dimension zero does not exist. It cannot be locally compact by the implication (c)⇒(a) in Theorem 1.1 (which is true without connectivity assumptions). Hence it is nowhere locally compact by homogeneity. But it is Polish, so if it is zero-dimensional then it is homeomorphic to the space of irrational numbers, which is known to be CDH. For details, see [29, Chapter 1] .
(B) Erdős spaces. In 1940 Erdős [20] proved that the 'rational Hilbert space' E, which consists of all vectors in the real Hilbert space 2 that have only rational coordinates, has dimension one and is homeomorphic to its own square. This answered a question of Hurewicz who proved in [26] that for every compact space X and every 1-dimensional space Y we have dim(X × Y ) = dim X + 1 (see also [19, 1.9 
.E(b)]).
It is not difficult to prove that E has dimension at most 1. Erdős [20] proved the surprising fact that every nonempty clopen subset of E is unbounded, and hence that for no x ∈ E does the open ball {y ∈ E : x − y < 1} contain a nonempty clopen subset of E. This implies among other things that E is nowhere zero-dimensional.
Erdős [20] also proved that the closed subspace E c of 2 consisting of all vectors such that every coordinate is in the convergent sequence {0} ∪ {1/n : n ∈ N} has the same property. The space E c is called the complete Erdős space and was shown in Dijkstra [10, Theorem 3] to be homeomorphic to the 'irrational' Hilbert space, which consists of all vectors in the real Hilbert space 2 that have only irrational coordinates. All nonempty clopen subsets of E c are unbounded just as the nonempty clopen subsets of E are. In Proposition 4.3 we used Erdős' method to prove a stronger result that was crucial later.
Both E and E c are totally disconnected. Metric and topological characterizations of E c can be found in Kawamura, Tymchatyn and Oversteegen [27] and Dijkstra and van Mill [12] . The space E c surfaces at many places. For example, as the set of endpoints of certain dendroids (among them, the Lelek fan), the set of endpoints of the Julia set of the exponential map, the set of endpoints of the separable universal R-tree, line-free groups in Banach spaces and Polishable ideals on N (for details, see e.g. [27, 15, 16, 10, 12] ). The space E surfaces e.g. as the homeomorphism group of a topological n-manifold with n ≥ 2 consisting of those homeomorphisms that keep a given countable dense set fixed (Dijkstra and van Mill [13] ).
The so-called harmonic Erdős space E s , which we discussed in §4, was first identified by Dijkstra [10] . It is homeomorphic to the complete Erdős space E c as well as to the irrational Erdős space E (Dijkstra [10] ). The harmonic Erdős space turned out to be a particularly elegant model of E c that is easy to work with. Example 1.3 is inspired by the example in [32] with the role of the interval (0, 1) taken by E s .
(C) Some properties of the complete Erdős space. It was stated in [27] that E c is CDH. It is however not SLH, as observed by Dijkstra. In fact, it is one of the very few known Polish CDH-spaces that are not SLH. The argument is simple. Indeed, let f be a homeomorphism of E c that is supported on a nonempty bounded open set, say U . We claim that f is the identity. Indeed, pick distinct x, y ∈ U such that f (x) = y. There are disjoint clopen subsets C 1 and C 2 of E c such that x ∈ C 1 and y ∈ C 2 . Then f (C 1 ) ∩ C 2 is clopen, nonempty since it contains y, and contained in U . But this contradicts Erdős' result from [20] . See [9, Proposition 6.9] for a more general result. For a connected Polish CDH-space that is not SLH, see [31] .
It is an open problem whether every compact CDH-space is SLH. Kennedy Phelps [28] proved that if a continuum is 2-homogeneous, and has a nontrivial homeomorphism that restricts to the identity on some nonempty open set, then it is SLH. Hence a CDH-continuum X with such a homeomorphism is SLH. Simply observe that X, being homogeneous by Bennett's result quoted above, has no cutpoints and consequently is 2-homogeneous by Theorem 1.2.
If we compare the harmonic Erdős space with the irrational Erdős space, then these are homeomorphic spaces but there are notable metric differences. For example, it is not difficult to show that for a fixed t ∈ (0, ∞) the sphere {x ∈ E : x = t} has no isolated points. But if we consider for a fixed rational number t ∈ (0, ∞) the corresponding 'sphere' S = {A ∈ E s : ϕ(A) = t}, then it has a dense set of isolated points. Simply consider the collection of all finite sets σ in N such that ϕ(σ) = t. We claim that this collection is dense in S and consists of isolated points of S. To prove this, take an arbitrary element A ∈ S, and let ε > 0. There is a finite subset B ⊆ A such that t − δ < ε/2, where δ = ϕ(B). Pick a finite set C ⊆ N \ B such that ϕ(C) = t − δ (see the remarks about Egyptian fractions in §2). Then B ∪ C By the previous remark, X is not a topological group. It was shown in [15] that E c is a topological group. We saw above that E c is CDH in contrast with X (Theorem 7.2). Hence there are at least two simple topological properties that distinguish between E c and X .
