prediction in the context of predictive maintenance applications. We present a new approach for rare failures prediction, based on a general methodology, which takes into account peculiar properties of technical systems. We illustrate the applicability of the method on the real-world test cases from aircraft operations.
I. PROGNOSTIC HEALTH MANAGEMENT IN AEROSPACE INDUSTRY
The aerospace industry is one of the most heavily regulated industries. With such an emphasis on safety and product quality and with such economic and health consequences due to equipment failures effective maintenance process plays the crucial role in the product success. That is why it is very important to predict and prevent possible failures, reduce repair costs and increase fleet availability while adhering to the rules and procedures set out by the regulatory bodies.
This often leads to the maintenance departments performing more preventative work than it is necessary to increase assurance in equipment reliability, even if this extra precautions do not always provide any additional benefits.
Even more, during certification process of the aerospace equipment specific maintenance policies are being developed. Usually airlines are stick to this policies and do not take any actions to improve them.
In recent years big aircraft manufacturers and airline companies declared that Aircraft Prognostic Health Management (PHM) converts aircraft data into actionable information by leveraging deep engineering knowledge and in-service fleet experience, and provides great possibilities to • Determine the operational status of the equipment, • Evaluate present condition of the equipment, • Detect abnormal conditions in a timely manner, • Initiate actions to prevent possible outages, see, e.g., [1] - [5] .
The important features of the PHM application are that • Aircraft (A/C) data has a very complex structure: -high-dimensional time-series (dimension is usually more than several hundreds);
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-measurement rate could be very high (up to tens of thousands of observations for each flight); at the same time the measurement rate could be different for different parameters; -big volumes of data (a typical size of a historial data sample is measured in terabytes); -missing values, non-stationary noise; -complex hierarchical structure of a nomenclature of failure types; -complex structure and distributed nature of the corresponding data storage;
• failures are rare events with adverse effects; at the same time classical statistical predictive models are ineffective for such events because of their rarity; • when predicting failures we have to provide a significant coverage of accurately predicted failures and at the same time have a very low false alarm rate.
As a result development of a full support automated system for the early warnings of possible costly faults and failure prediction is a very challenging task. That is why many applications in the field of A/C predictive maintenance are based on simple "threshold" monitoring rules capable of detecting only simple faults and having high false alarm rates. However, it is not enough for costly failures anticipation. E.g. for each of Finnair's eight aircrafts (A330 and A340) during 2012 due to problems with a bleed system about 20 hr. of delays occurred, which costs about 100 euros/minute. Not to pick on Airbus, but the manufacturer's Airman aircraft monitoring system either provided warnings rather late or did not provide warnings at all [6] . One of the reasons is a lack of efficient methods for failure prediction. Only after Finnair decided to put its faith in math and asked an engineering company that develops specific mathematical algorithms for improvement of industrial production, to attack the problem, Finnair got reliable service and improved company's air fleet availability.
In this work we develop a methodology for building a predictive maintenance policy for complex systems such as aircraft engines. We will demonstrate on examples about real aircraft operations that the developed methodology can efficiently provide failure anticipation and warning monitoring function to decide whether an operability-related failure is present in the aircraft before a fault actually occurs. The paper has the following structure. In Section II we describe the developed methodology. In Section III we describe the algorithm for event matching being on of the important parts of the proposed approach for failure prediction. In Section IV we provide description of the aircraft data. In Sections V and VI we describe results of application of the methodology for two use cases. We make conclusions in Section VII.
II. GENERAL METHODOLOGY
Engineering equipment (say, aircraft engine) typically falls into a pre-failure state starting with some minor flaws, e.g. cracks or leaks, that evolve in time and can lead up to critical failure events such as complete engine destruction. The natural need of the maintenance engineers is to identify these flaws (anomalies) as early as possible and thus try to prevent or even avoid critical events or at least to prepare for the event on time.
In some cases, based on real-time sensor observations, it is possible to indirectly identify the anomalies in the system behavior related to the minor problems, since the observations being monitored undergo changes in their distributions in response to a change in the environment or, more generally, to changes in certain patterns. Here the development of accurate and reliable mathematical models and tools comes up to the stage.
In some industries, e.g. aviation, it is crucial to have models and decision-making strategies with a maximum predictive power and a strictly limited false alarm rate. Moreover, it is important to decompose a black-box predictive model to explain an engineer the obtained prediction, which gives her hints on how to act further.
Let us describe the main steps of the methodology, which grounds on the natural considerations about failure precursors, discussed above.
Step 1. Data filtering and normalization.
Step 2. System decomposition: partition of all the measured parameters into groups, such that the parameters within the group are the most dependent (for example, correlated), but the groups of the parameters are not significantly dependent. Usually such decomposition corresponds to a physical partitioning of the engineering system into weakly dependent parts corresponding to specific nodes of the engineering system. For the decomposition we can use methods for clustering and community detection in networks [7] , and graph embedding approaches [8] .
Step 3. Detection and classification of various types of anomalies in combinations of observed physical parameters within each of the clustered groups of dependent parameters. The occurrence of an anomaly within the group of dependent parameters indicates a change in the dependencies between these parameters, which in turn means a change in the mode of operation of the corresponding part of the engineering system described by this group of parameters. Thus such anomaly can be a precursor of a future failure of the entire system. Due to the wide variety of data types, it is necessary to use various methods for anomaly detection:
• some sensor data is represented in time-series format, so we can detect sequences of anomalies in streams of sensor data using [9] - [15] , and then we can construct ensembles for rare events prediction [16] - [20] using detected anomalies and their features as precursors of major failures to optimize specific detection metrics similar to the one used in [21] ; • we can take into account privileged information about the future events, which is accessible during the training stage. Analogous approach, used in [22] - [24] for anomaly detection with model selection, allowed significant accuracy improvement; • historical sensor data has a kind of spatial dimension, since different time-series components correspond to different nodes of the engineering system; thus a graph of dependencies between streams of data, registered by different sensors, can be constructed and modern methods for graph feature learning [8] , [25] and panel time-series feature extraction [26] - [28] can be applied to enrich the set of input features, used for predictive model construction.
Step 4. Associating the detected anomalies with the subsequent (in future flights) failures of specific A/C subsystems on available historic data. At this stage a stream of historic telemetry data is represented by a stream of events (anomalies), detected in each of the groups of dependent parameters, extracted in Step 2. The hypothesis is that the appearance of particular combinations of anomalies in some of the selected groups of dependent parameters manifests changes in operating modes of specific components of the engineering system, which in turn lead to a failure in the near future. This hypothesis is tested on historical data, which should contain examples of failures that should be predicted. To test the hypothesis we can use methods of imbalanced classification [29] , [30] , as well as greedy events matching algorithms. The purpose of these algorithms is to identify subsets of events (anomalies in our case), detection of which reliably predicts some future failures.
Step 5. Built the final model for predicting failures, consisting of several decision rules: a. For each group of parameters, extracted in Step 2, we apply the selected set of anomaly detection methods; b. For the obtained set of anomalies we check whether there is such subsequence of anomalies among the detected ones, which precedes a failure with a high probability (according to the historical data); c. We note that such model allows us to explain the "cause" of a particular forecast: to identify the input parameters that most affected the forecast. Indeed, a failure is predicted when a certain combination of anomalies is detected; these anomalies correspond to specific groups of parameters. They, in turn, can be associated with specific nodes of the engineering system.
Step 6. Verification of the constructed decision rules based on the cross-validation technique: a. The available historical sample of observations is divided into parts w.r.t. measurements from different aircrafts; b. The predictive model is trained on all data except the data corresponding to one of the aircrafts; c. The accuracy of the trained model prediction is estimated on the data that is not used to train the model; d. Actions 6.b and 6.c are repeated the number of times equal to the number of different aircrafts from which the historial data was collected; e. The values of model prediction accuracy metrics are aggregated (for example, averaged). This methodology is quite universal and can be applied to various engineering technical systems.
III. EVENT MATCHING
The goal of an event matching algorihm is to find precursors to failure events of interest in the form of sequences of anomalies.
Let us describe the proposed event matching algorithm. We denote by -
many moments prior to the onset of an event an alarm is considered anticipatory), m ≥ 0 -maintenance action effect delay. To construct alarms we apply different anomaly detection algorithms, see Step 3 in Section II. Then for the alarm f ∈ F with respect to the failure event in [τ 0 , τ 1 ) we count • true signals: they fire timely, i.e. t f j ∈ [τ 0 −h−w, τ 0 −h); • irrelevant signals due to the event onset or maintenance: they fire too early, i.e. t f j ∈ [τ 0 − h, τ 1 + m); • false signals: they fire too early, i.e. t f j < τ 0 − h − w. We estimate the predictive performance using the following quantities: -K + and K − -true and false alarm periods of the target event respectively; -S f + and S f − -total number of true and false alarm firings; -U f + and U f − -unique true and false alarm firings. Thus as efficiency metrics of an early warning system we use Let us note here that we use total false alarm, and unique true alarm counts. In Fig. 1 we provide an illustration, explaning these metrics. Now let us describe the proposed selection strategy, used to extract sequences of anomalies (predictive anomalies) that can be utilized as sufficiently accurate precursors of the failure of interest.
We use two approaches, namely, hard filter and soft filter: 1. First, we perform t-test: we consider some alarm f to be promising for the prediction if U f + > 1 and the p-value of the hypothesis p f
Hard filter: we select the alarm f to be used to predict a failure y whenever U f + ≥ θ and U f − = 0 for a threshold θ controlling the support of the hypothesis, i.e. we define the implication f =⇒ y; 3. Soft filter: we select the alarm f to be used to predict the failure y if fa/cf f ≤ θ for a threshold θ controlling the false-to-covered ratio. We generate final alarm signals in the following way. For each target event y we get pairs of predictive anomalies P ⊆ {{a 1 , a 2 } : a 1 , a 2 ∈ F}. Here A ∈ P if and only if y t is considered to be predictable by the signal A t = ∧ at∈A a t . In some cases we consider not pairs of predictive anomalies but triples. Alarm signals for the event y are synthesized with
since pooling predictive anomalies with low false alarm rate increases the chances of successfully anticipating an event. Alarm signals in (1) play a role of precursors for the failure y of interest. Finally, we perform alarm signals synthesis: 1. Group parameters with respect to their semantics, or dependence graph. As a dependence measure we use a simple Pearson correlation, or more complex non-linear measures like mutual information; 2. For each group of parameters we use anomaly detection algorithms to detect anomalies: -The most typical anomaly detection algorithms are based on manifold modeling approaches [31]- [34] ; yet another approach could be to construct a surrogate model [35] - [39] in order to approximate dependencies between the observed parameters and then detect anomalies based on a predictive error with a non-parametric confidence measure [40] , [41] as the diagnostic indicator; -In a linear case we can use the low rank linear PCA reconstruction error [42] as the diagnostic timeseries; -Observations with errors, exceeding 90%-95% empirical quantile, are considered as anomalies. 3. Use the event matching algorithm to find pairs/triplets of predictive anomalies with adequate coverage and false alarm rates. V. ENGINE S This use case concentrates on the unexpected engine shutdown failure. Engine shutdown is an in-flight failure and it is reported as CMS messages with codes 7100W310, 7100W320, 7100W330, and 7100W340. In these codes, the last but one digit corresponds to the number of engine failed.
IV. A
The goal is to predict future occurrences of engine shutdown critical failure using historical data from ACMS and CMS reports of 32 aircrafts. For this study we used the set of reports (1-4); here it is important to distinguish between different flight phases. Only engine related features were employed (refer to Step 2 in Sec. II and Sec. IV).
Fortunately, unexpected engine shutdowns are exceptionally rare: during only 5 flights out of 34777 shutdown events were encountered, and for only 4 aircrafts out of 32.
We set the parameters of the early warning system (see Sec. III) as follows: horizon h = 0, window w = 20 flights, and the maintenance effect m = 0.
Due to the extreme rarity of analyzed events, it was impossible to employ the automatic anomaly detection (see Step 3 in Sec. II) and the automated predictive alarms selection (see Sec. III). Also due to severity of the analyzed failure, the restrictions on the false alarm rate were less stringent.
In case of low-frequency events the probability estimates, used in Sec. III, are unreliable. Thus we can not apply the method of Sec. III straightforwardly and optimal features had to be hand-picked taking into account the prediction quality metric. As a result we acquired at phase "7.1" the following features: "R3::FFDP B1x", "R3::P25 H1x", and "R3::ZTFEFA K1x" from report "3".
In order to perform Anomaly Extraction in this case the lower dimensional linear data manifold was learnt over the sample of flights which were sufficiently separated from shutdown events. This sample, the so called "normal" regime, is consists of 1) all historical flights of an aircraft, which never encountered a shutdown event; 2) all flights of aircrafts, which did encounter the event, that are at least 50 moments before or 30 moments after the shutdowns. This sample represents the normal regime of coupling of parameters between engines, which is why it is used to estimate a rank-1 approximation of the parameter group's intrinsic linear manifold. The abnormality scores are calculated as reconstruction error of the recorded within group measurements of the complete sample of flights of all aircrafts, see Figure 3 . The threshold for the abnormality score in a certain parameter group is based on a mix of {95%, 99%} empirical quantiles, obtained via manual search and optimization process (see Tab. I and Figure 4 ).
VI. O
The problem is to predict oil filter clogging in order to optimize maintenance of an oil filter (minimization of the number of inspections and cost of supplies). To do this we have to automatically extract parameters tied with the oil filter clogging event and to construct a model for prediction of the filter clogging using observed data. The prediction problem is imbalanced as the number of failures (filter cloggings) is small compared to the number of examples of the normal regime.
We considered a subset of 10 parameters (that could be the most relevant to the failure) and applied the automatic parameter selection methodology together with the imbalanced classification [29] , [30] . The successive elimination of parameters finally left only several parameters, including OPU (Oil pressure) etc., which occurred to be the most related to the failure.
At the next step we divided the data into the train/test sets and applied the failure prediction procedure that accounts for the autoregression depth of parameters values used when making predictions; we tune the depth values based on the prediction error. It occurred that the history up to 3 flights back provides the most accurate predictions.
To understand benefits of the proposed approach we compared it with the simple thresholding algorithm, which predicts failures by comparing the level of OPU with some predefined threshold. The results for the different horizon of prediction along with the simple thresholding prediction based on OPU level are presented in Figures 5 and 6 . The proposed approach exposes better metrics compared to the simple thresholding, thus allowing to predict failure events earlier with the same level of false alarms.
In practice the prediction of a failure in the vicinity of a real one is also acceptable and not considered as false alarm. The results for failures predicted in the range of ±2 flights near the real faults are presented in Figure 7 .
The particular predictions in time for the classifier confidence threshold ν = 0.6 are shown in Figure 8 . 
VII. CONCLUSIONS
In this paper we proposed a data-driven approach to the rare failure prediction problem. Thanks to the elaborated approach we were able to predict some possible aircraft equipment failures. The next steps would be to automate the methodology, as it still requires a manual choice of some hyperparameters (various thresholds), as well as to consider more use cases to expand the proposed methodology. 
