By employing a matrix Riccati technique, an averaging technique and positive linear functionais, new oscillation criteria are established for self-adjoint matrix differential systems. (~
INTRODUCTION
Consider the second-order self-adjoint matrix differential system [P(t)Y']' + Q(t)Y = o, (1.1) on [0, oo), where Y(t), P(t), and Q(t) are n x n real continuous matrix functions on [0, oo) with P(t), Q(t) symmetric and P(t) positive definite for t e [0, oo) (P(t) > 0, t > 0). A solution Y(t) of (1.1) is nontrivial if det Y(t) # 0 for at least one t E [0, ~) and a nontrivial solution Y(t)
where for any matrix A, the transpose of A is denoted by A*. System (1.1) is oscillatory on [0, oo) in case the determinant of every nontrivial prepared solution vanishes on [7, c~) for each T>0. The oscillation problem for system (1.1) and its various particular cases has been studied extensively in recent years, e.g., see [1] [2] [3] [4] [5] [6] [7] [8] [9] and the references therein. Note that in 1999, Parhi and Praharaj [7] studied the oscillation of system (1.1) under the assumption P-l(t) > I, where I is the n x n identity matrix. In the present paper, by employing a matrix Riccati technique, This project was supported by China Postdoctoral Science Foundation (No. 2002031294). The author is thankful to Professors Qingkal Kong and Ronald M. Mathsen for their kind help. The author is also greatly indebted to the referee for his valuable comments on the previous version of this paper and especially for his helpful suggestion of the presentation of Section 4. Typeset by ,AM~JI~ an averaging technique and positive linear functionals, we shall obtain several new oscillation criteria for system (1.1) under the assumption P-l(t) >_ a(t)I with a E C1([0, oo), (0, oo)) and & P differentiable. Our results extend, improve, and embody a number of existing results and handle some cases not covered by known criteria. In particular, two interesting examples that point out the versatility of our results are included. Finally, motivated by the idea of Meng and Sun [10] , we extend the previously obtained results to the linear matrix Hamiltonian system of the form
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For any n x n real symmetric matrices A, B, C, we write A > B to mean that A -B > 0, that is, A -B is positive semidefinite and A > B to mean that A -B > 0, that is, A -B is positive definite. We will use some properties of this ordering, viz., A >_ B implies that CAC >_ CBC and A > B and B > 0 imply that A >_ 0.
To state and prove our theorems, we need the following definition and lemma contained in [11] . 
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In this section, we shall establish several new sufficient conditions for oscillation of system (1.1). THEOREM 2.1. Assume that (H1) there exists a function a e Ci([0, oo), (0, oo)) such that a'P is differentiable and P -l ( t ) >_ a(t)I; 
Ya f(t)(fo f (s) ds) (fo f(s) ds) k dt
Then system (1.1) is oscillatory.
PROOF. Suppose to the contrary that system (1.1) is not oscillatory. Then there exists a nontrivial prepared solution Y(t) of (1.1) such that detY(t) ~ 0 for t _> to > a. Define
R(t) = a(t)P(t) [ Y ' ( t ) y -l ( t ) -&(t) _1
for t >_ to, then R(t) is weU defined, symmetric, and solves the Pdccati equation
Integrating (2.2) from to to t yields
By applying L, we get
L[R(t)] + L R(s)P-l(s)R(s) ds + L[~(s)] ds = L[R(to)].
Multiplying the above identity through by f(t) and then integrating from to to t, we have 
<_ I(s)L[R(s)l ds
Let
then, for t > tl > to, we have It follows from (2.5) that
Integrating from tl to t, we obtain
which contradicts (H2) (see [7, Remark 1(0] ). This completes the proof of Theorem 2.1. PROOF. Suppose to the contrary that system (1.1) is not oscillatory. Then there exists a nontrivial prepared solution Y(t) of (1.1) such that det Y(t) 7~ 0 for t > to > a. Define R(t) as in (2.1) for t > to, then we obtain (2.2) and R*(t) = R(t). Proceeding 
Now we claim that r(t)(ftto f(s) ds) -1 is bounded, where r(t) is given by (2.6). Suppose to the contrary that it is unbounded. Since f[o L[(1/a(u))R(u)p-l(u)R(u)] du is nondecreasing and (H2) holds, it follows that r(t)(f[ ° f(s) ds) -1 is nondecreasing (see [7, Remark l(vi)]). Hence,
From (2.7), it follows that, for t _> tl, that is,
fto f(s)L[R(s)] ds + r(t) < 71 f(s) ds, f(s)L[R(s)] ds + -~r(t) < 71 -~r(t) f(s) ds f(s) ds.
Thus, the left-hand side is negative for large t, due to (2.8). Consequently, we obtain (2.4).
Proceeding as in the proof of Theorem 2.1, we arrive at a contradiction to (H2). Hence, our claim holds. 
+ ~P ( t ) -2~(t)[a'(t)P(t)]',
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In this section, we will show the applications of our oscillation criteria by two examples. We will see that the systems in the examples are oscillatory based on the results in Section 2, though the oscillations cannot be demonstrated by conditions in [1] [2] [3] [4] [5] [6] [7] [8] [9] and the references therein.
We first give an example to show Theorem 2.1. where a • C2([0, co), (0, oo)). Note that
P -l ( t ) -a ( t ) I > a(t) [ t + l 01]
-0 > 0 and tr q2(t) = 1.
Taking f(t) = t, k = 2/3, and L(C) = trC, we observe that Assumptions (H1)-(H3) are satisfied.
From Theorem 2.1, it follows that this system is oscillatory.
The next example is to illustrate Theorem 2.2. 
P-l(t) -a(t)I > a(t) [ t + l 01]
-0 > 0 and trY(t) = 2q(t).
Taking L(C) = tr C, 0 < k < 1, and 
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In this section, we shall extend the results of Section 2 to the linear Hamiltonian system (1.2), where X(t), Y(t), A(t), B(t) = B*(t) > 0, and C(t) = C*(t) are n x n matrices of real-valued continuous functions on [0, oo). We recall for the sake of convenience of reference the following definitions and notations from [10] . For any two solutions Xl(t), Yl(t) and X2(t), Y2(t) of (1.2), the "Wronskian" Z~(t)Y2(t ) -Y~(t)X2(t) is a constant matrix. In particular, for any solution
A conjoined solution X(t), Y(t) of (1.2) is said to be a conjoined basis of (1.2) if the rank of the 2n x n-matrix (X(t); Y(t)) is n. A conjoined basis X(t), Y(t) of (1.2) is said to be oscillatory on [0, c~) if det X(t) has arbitrarily large zeros; otherwise, it is called nonoscillatory. System (1.2) is said to be oscillatory if every conjoined basis of (1.2) is oscillatory.
If a conjoined basis X(t), Y(t) of (1.2) is nonoscillatory, then X(t) is nonsingular for all sufficiently large t, without loss of generality, say t > 0. For any a E C1([0, c~), (0, oo)) with a'B -1 differentiable, define
, From (4.1) and (1.2), we have
W'(t) = Cl(t) -A*(t)W(t) -W(t)A(t) -W(t)Bl(t)W(t), (4.2)
where Bl(t) = (1/a(t))B(t) and 
(4.5)
Then, similar to the proofs of Theorems 2.1 and 2.3 in [7], Theorems 2.1 and 2.2 above, from (4.5) we obtain the following criteria for system (1.2). 
