Function space null controllability of linear delay systems with limited power  by Chukwu, E.N
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 124, 293-304 (1987) 
Function Space Null Controllability 
of Linear Delay Systems with Limited Power 
E.N. CHUKWU 
Deparment of Mathematics, University of Tennesse, 
Knoxville, Tennessee 379961300 
Submitted by George Leitmann 
Received November 12. 1985 
It is shown that if the system i(t) = L(t, x,) + B(t) u(t),* is null-controllable with 
square integrable controls, and if the system i(t) = L(t, x,) is uniformly 
asymptotically stable, then the control system is null controllable with square 
integrable controls which he in a closed unit ball with zero in its interior. This 
extends known results, and it is useful in the time optimal control problem of delay 
equations. ((3 1987 Academic Press, Inc. 
1. INTRODUCTION 
One of the celebrated triumphs of LaSalle was his solution of the null 
controllability problem of linear ordinary differential control system, 
.t=Ax+Bu, (1) 
where A is n x n, B is n x m constant matrix, when the controls are small, 
i.e., are square integrable and lie in the unit cube, 
Cm= {tiEEm: (u,I 61 j= l,..., m}. (2) 
Here uj denotes the jth component of u. He showed in [l] that if (1) is 
proper (and this holds if and only if 
rank[B, AB ,..., A”-‘B] = n), (3) 
and if the system, 
~-AX, (4) 
is stable (i.e., all the eigenvalues of A have no positive real part), then (1) is 
null controllable with constraints. The rank condition in (3) is equivalent 
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to the controllability of (1) when the controls are “big” in the sense that 
they are only assumed to be square integrable. This is equivalent to null 
controllability with square integrable controls. We call such controls 
unrestrained in contrast to the restrained controls which lie in a closed and 
bounded set. 
For the delay system 
i(t)=L(t,x,)+B(t)u(t), t>a 
x,=cje W$‘)([-h,O],E”)- wp, 
(5) 
null controllability is not equivalent to controllability. For example, all n th 
order scalar differential difference equations of retarded type are null con- 
trollable [2, p. 6231 whereas they are never controllable [2, p. 6181. We 
proved in a recent paper [3] that if (5) is controllable with unrestrained 
controls, and if 
i(t) = ut, x,), t 3 g, (6) 
is uniformly asymptotically stable, then (5) is null controllable with con- 
strained controls. It is clear then that using the theory developed in [3] we 
can never conclude null controllability with constraints for n th order scalar 
difference differential equations. Our recent result is therefore inadequate 
for handling such situations. The problem was posed on whether the 
weaker condition of null controllability with unrestrained controls and the 
uniform asymptotic stability assumption was sufftcient for restrained null 
controllability. The issue is affirmatively settled in this paper. 
2. PRELIMINARIES 
Let n and m be positive integers, E the real line. Denote by E” the space 
of real n-tuples with the usual Euclidean norm denoted by 1.1. If J is any 
interval of E, the usual Lebesque space of square integrable (equivalence 
classes of) functions from J to E” will be designated by L,(J, E”). The 
Sobolev space consisting of all absolutely continuous functions 
x: [ -h, 0) + E” with the property that the function t + .-C(t) = dx/dt E 
L,( [ -A., 01, E”), will be denoted by IVY). Here, with h 20, if 
x : [G - h, t, ] + E” and t E [0, t, ] the symbol x, denotes the function on 
[ -h, 0] with x,(s) = x(t + s), s E C--h, 01. Throughout the sequel the con- 
trols of interest are 
and 
-@==~,([a, t,l, Em), 
w~b(Co, tll, Em)> 
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a closed and bounded subset of 9 with zero in its interior relative to W, or 
simply a closed unit ball with zero in its interior relative to 93: 
where 11. [IL2 denotes the L, norm. LF”( [CT, co), E”) is the space of locally 
square integrable functions mapping subsets of [a, co) into E”. The linear 
function 
4 -+ ut> dh $E Wl’)([-h O] E”) 3 3 3
has the form 
L(4 4) = Jo 4v(t, s) d(s), 
-h 
(7) 
where the integral is in the Lebesque-Stieltjes ense, and (t, 0) -+ q(t, 0) 
(t, 0) E E x E is a mapping with n x n matrices as values. We assume as 
basic that t -+ q(t, (I), t E E is continuous for each fixed 6’ E [-II, 01, and 
tJ + q(t, 0) is of bounded variation on [ -h, 0] for each fixed t E E. Also 
rl(t, 0) = 0 e>o 
dt, 0) = dt, 4 8<h 
8 + q( t, 13) is continuous on ( -h, 0) 
Let var,, E q(t, s) be the total variation q(t, s) with respect to SEE. We 
assume, 
var dt, $1 d p(t), SEE t E E, 
where p( 1) is locally integrable. We also assume that t + B(t) is continuous 
for each t E E. B is an IZ x m matrix. 
The above conditions on L and B ensure that for each initial data ((T, d), 
a unique solution of (5) exists through (c, 4) [4, p. 1421 which is con- 
tinuous in (CJ, 4). The solution of (5) is given by 
where 
xc, w)=x(t+ 0, 4, -hbe<O, (8b) 
296 E. N. CHUKWU 
and X(r, s) is the fundamental solution of (6) satisfying 
t 3 s a.e. in t, s, 
X(t,s)=O, s-hbt<s, @cl 
=I (identity matrix) t = s. 
DEFINITION 1. The system (5) is controllable on [a, t,] if for each 
$, 4~ W$‘)([ -h, 01, E”)= I+‘$“, there exists a control UEL,([, 0, t,], E”) 
such that the solution of (5) satisfies 
It is null controllable on [a, tr 1, if for each 4 E W$‘) there exists a control 
UE&([C, ti], E”) such that the solution of (5) satisfies 
We shall drop the qualifying phrase “on the interval [o, t,]” in the 
above definition if they hold on every interval [o, t,], with t, > h + 0. 
DEFINITION 2. The system (5) is null controllable with constraints if for 
each 4 E W$” there exist a t, < co, and a control u E%’ such that the 
solution of (5) satisfies 
X,(% 4, u) = $4 x,,((J, 4, u) = 0. 
DEFINITION 3. The system (5) is locally null controllable with con- 
straints if there exists an open ball 0 of the origin Wi with the following 
property: For each 4 E Co, there exist a t, < cc and a u E % such that the 
solution of (5) satisfies 
3. MAIN RESULT 
This section contains the main theorem. It is introduced by two 
propositions. 
PROPOSITION 1. Suppose (5) is null controllable on an interval [a, t ,I. 
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Then for each 4 E W&l) there exists a bounded linear operator 
H: W$‘)-+ L,([a, t,], E”] such that the control, 
u= Hq5, 
has the property that the solution x(a, q3, Hb) of (5) satisfies 
~,(a, 4, f@) = 4, ~,,(a, 9, Hd) = 0. 
Proof of Proposition. Note that in (8) if we set 
T(t, a) 4 =x,(0., 0, 01, 
then T is a continuous linear operator [4, p. 1461 from Wk*) into Wi”. 
Now define 
S(t)u=/;X,(,,s)H(s)u(s)ds tE [o+h, t,] 
where X is defined in (8), then S(t) is a bounded linear map S(t): 
L,( [O + h, t,), E”) -+ Wi’). See [4, p. 1433. The formula [8] becomes 
x,(~,d, u) = T(t, 0) d + S(t) u, te [o+h, co). 
The statement hat (5) is null controllable on [a, t,] is equivalent to the 
statement hat for every 4 E Wz (‘I there exists a UE L,([a, tl], E”) such that 
T(t,,a)qb+S(t,)u=O. 
This in turn is equivalent to the statement hat 
T(t,, fJ)( W$“) E S(B) t,>h+o. (9) 
Thus (9) holds by hypothesis. Let N be the null space of S, and denote the 
orthogonal complement of N in g by A”. Let S,,: N’ -+ S(t,)(g) be the 
restriction of S( tl) to N’. Then S&i exists and is linear. Since S(t,)(G?) is 
not necessarily closed in W, , (‘) SC’ is not necessarily bounded. In (9) we 
define, 
by 
H: W$“+B, 
Hqb= -S,‘T(t,,a)& 
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Then 
x,,(cT 4, f@)(@ = 45 $4 f@)(t, + 0) 
=T(t,,o)~(e)+S(t,)(-S,‘)T(t,,a)$(e)=o, 
-h<860. 
Since Hd E @, we have 
x,,(o, 4, H4) = 0. 
To prove that H is bounded, let {c$~} be a convergent sequence in I%‘$‘) 
such that {H#,} converges in 29 and let 
f$= lim 4,, u = lim Hd,, u, = H&,. 
n-cc n-m 
Since N’ is closed in $9, u E NL, and 
T(t,,o)#+S(t,)u= lim (T(t,,cr)~,+S(t,)u,)=O. 
n-m 
Thus 
u= -S,‘T(t,,o)ti=H~,4, 
and therefore by the closed graph theorem H is bounded. The proposition 
is proved. 
PROPOSITION 2. Assume that (5) is null controllable. Then it is locally 
null controllable with constraints. 
Proof. Since (5) is null controllable, by Proposition 1 there exists a 
bounded linear operator 
H: W$“-,S? 
such that for each C$E WC’) 2 7 
u=H# 
and the solution x(0, 4, Hq4) of (5) satisfies 
x,(c, 4, H4) = 4, x,,(o, 4, f@) = 0. 
Because H is continuous it is continuous at zero in WY). Hence for each 
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neighborhood V of zero in L,( [a, tl], Em) there is a neighborhood U of 0 
in WY) such that 
H(U)c v. 
In particular choose V to be any open set in S? containing zero which is 
contained in %?. This choice is possible since by assumption %’ is a closed 
and bounded subset of L2( [a, tl], E”) which has zero in its interior. For 
this particular choice we see that there exists an open set 0 around the 
origin in W$l) such that H(O) c Vc %‘. Every I$ E 0 can be steered to zero 
by the control u = Hq5. Hence (5) is locally null controllable with con- 
straints. 
We now state the main result. 
THEOREM. Assume 
(i) that the system (5) is null controllable; 
(ii) the system (6) is uniformly asymptotically stable, so that there are 
constants k > 0, c1> 0 such that for each 0 E E, the solution x of (6) satisfies 
II x,(Q, 4) II d K II 4 II e-a(r-a). 
Then (5) is null controllable with constraints. 
Proof: Condition (i) and Proposition 2 guarantee an open ball 0 c I%$‘) 
such that every 0 E 0 can be steered to the zero function with controls in Q? 
in time t, < co. Condition (ii) assures us [4, p. 1631 that every solution of 
(6) with initial data (a, d), satisfies, 
XI(~., 430) + 0 as t-co. 
Thus, using u = OE %‘, the system (5) rolls on as Eq. (6) and there is a 
t, < 00, such that 
ti =x,&a, 490) E 0. 
With initial data (to, $) there exists a t, > to such that for some u E%?, 
X,()(6 $7 u) = $7 x,,(a., ti, u) = 0. 
Thus the control 
v=o in Co, toI 
=U in [to, t,l 
is contained in Q? and does the transfer of 4 to 0 in time t, < co. This con- 
cludes the proof. 
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4. APPLICATIONS 
In this section we comment on conditions which guarantee uniform 
asymptotic stability of (6) and nul controllability of (5). Attention is 
drawn to the null controllability test by Colonius [6] and Salamon [7]. 
Consider the linear autonomous retarded system 
2(t) = L(x,) (9) 
where for an n x n matrix c(0), -h < 8 6 0, L is given by 
det d(1) = 0, d(l) = AZ- I”, e”’ di(O). 
(10) 
(1 1) 
We have from Hale [4, p. 1821. 
PROPOSITION 4. If all the roots of the characteristic equation (11) have 
negative real parts, then there exist positive constants K and y such that 
II r(t) 4 II G Kc” II 4 II, t>O (12) 
for all fj E W$’ I. 
Tests are available which indicate when characteristic roots of (11) have 
negative real parts. See Hale [4, p. 337-3411. (See also [S].) Stability 
estimates (12) can also be determined by Razumikhim type theorems. See 
[4, p. 13&131; 51. 
Necessary and sufficient conditions for (5) to be null controllable are 
contained in [;?I. The system (5) is said to be strictly retarded if 
ut, 9) = A,(t) d(O) +j”, d.At, s)#(s) (13) 
where A, is a continuous n x n matrix q( t, 0- ) = --A,(t) and f satisfies for 
t E E, 
et, s) = 
{ 
0 s 2 0, 
dt, s) + A,(t) s < 0. 
FUNCTION SPACENULL CONTROLLABILITY 301 
(ii) There is 6, 0 < 6 <h such that 
ij(t, O)=O for -Sdt360, AGE. 
ASSUMPTION I. Let B+ (t) denote the Moore-Penrose generalized inverse 
of B(t), t E E. Assume that for every choice qf t,, t , , with t, > t, + h, and for 
almost every t E [t-h, t,], 
B(t) B+(t)vl(t, s)=f(t,s), 
(f -h 6 < 0. Let this be called Assumption I [2 1). 
(14) 
PROPOSITION 5. A necessary and sufficient condition for (5) to be null 
controllable is 
(a) Condition I is satisfied, 
(b) the system 
i(t) = A,(t) z(t) + B(t)f (t), 
is Euclidean null controllable, where A,, is contained in (13). 
Consider the system 
i(t) = L(x,) + Bu(t), 
(15) 
(16) 
where B is constant. 
PROPOSITION 6. Let (16) be strictly retarded then (16) is null controllable 
if and only if Assumption I is satisfied and 
rank[B, A,B ,..., A;-‘B] =n. 
We note that the system 
i(t)= f A;x(t-h;)+Bu(t), 
,=O 
(17) 
where A,, 0 <ho < h, < . . . < h,, Ai = 0, i,..., N, are n x n constant matrices, 
B is an n x n constant matrix, is strictly retarded, and Proposition 6 gives a 
purely algebraic condition for null controllability. 
EXAMPLE 1. Consider the n th-order scalar equation, 
n- 1 n-1 
y”(t)= 1 b,(t)y(“(t-h)+ c a,(t)y”)(t)+u(t). 
i=O ,=O 
(18) 
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Taking x = (x, x2 ,..., x,)~= (y, y(l) ,..., y (n - l))’ the scalar equation becomes 
a(t)=A,(t)x(t)+A,(t)x(t-h)+Bu(t) 
where 
A,(t) = 
and 
A,(t)= 
Note that, since 
0 
0 
0 
a& 
B= (0, 0 ,..., 0, l)T, 
1 0 ... 0 
0 1 ... 0 
0 0 . . 01 
b,(t) b,it) “’ 
i(t)=A,(t)z(t)+Bu(t) 
is Euclidean controllable whenever the functions aj have j continuous 
derivatives in ( - co, co), j = 0, l,..., n - 1, the system is null controllable by 
Proposition 5. To see this observe that condition I and condition II hold 
for this system. 
PROPOSITION 7. Consider the system (18), Suppose aj, b,, j= 0 ,..., n - 1, 
are constants: 
cl=sup{realpart of LEE:detA(I)=O}<O 
where 
Then the system is null controllable with constraints. 
Proof Note that (18) is null controllable. Note that the stated property 
of the characteristic equation suffices for uniform asymptotic stability. The 
result follows at once. 
Consider 
i(t) = L(x,) + Bu(t) (16) 
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where 
Let 
It is known in [6, 71 that spectral controllability of (16) is equivalent to 
rank[d(l), B] = n VA E a(A), 
where A is the infinitesimal generator of s(t), the C,-semigroup associated 
with (16). 
The following is proved by Salamon [6]. 
PROPOSITION 8. The system (16) is spectrally controllable for every 
t 3 nh if and only if ( 16) is approximately null controllable in time t > nh. 
The special case of (16) is studied by Colonius in [7]. The system con- 
sidered is 
.);-(t)=&x(t)+A,(t-h)+bu(t) (19) 
where bEE”X’, h>O, Ao,A,~EnX”, u(t)EE. 
PROPOSITION 9 [7]. If the system (19) is approximately null controllable 
at time t, > h then it is null controllable at every t, > (n - 1) Nh + h, where N 
is a positive integer. 
As a consequence of Colonius result we have that for t, 2 nh, and for 
(19) null controllability is guaranteed for every t, > (n - 1) Nh + h, 
whenever 
rank[IZ-A,-A,exp(-sh), b]=n 
for all 1 E C. 
The next result is therefore immediate. 
THEOREM. In (19) assume that 
(i) The roots of the equation 
det d(l) = 0, d(A)=AZ-A,-A,exp(-Ah) 
304 E. N. CHUKWU 
have negative real parts. 
(ii) rank[AZ-A,-A, exp(Ah), 61 =n. 
Then (19) is null controllable with constraints. 
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