We investigate whether the gender composition of teams affect their economic performance. We study a large business game, played in groups of three, where each group takes the role of a general manager. There are two parallel competitions, one involving undergraduates and the other involving MBA students. Our analysis shows that teams formed by three women are significantly outperformed by all other gender combinations, both at the undergraduate and MBA levels. Looking across the performance distribution, we find that for undergraduates, three women teams are outperformed throughout, but by as much as 0.47 of a standard deviation of the mean at the bottom and by only 0.09 at the top. For MBA students, at the top, the best performing group is two men and one woman. The differences in performance are explained by differences in decision-making. We observe that three women teams are less aggressive in their pricing strategies, invest less in R&D, and invest more in social sustainability initiatives, than any other gender combination.
Introduction
Gender differences and their impact on economic outcomes have attracted increasing attention, both in the media and in the economic literature. There is evidence for systematic differences in the origins of choice and behavior by gender; namely, in the preferences of men and women. Croson and Gneezy (2009) , in a comprehensive and exhaustive review of the work on gender differences in economic experiments, summarize the findings as follows: "We find that women are indeed more risk-averse than men. We find that the social preferences of women are more situationally specific than those of men; women are neither more nor less socially oriented, but their social preferences are more malleable. Finally, we find that women are more averse to competition than are men." 1 The gender difference in risk attitudes, social preferences and preferences over competitive environments, has important implications for the understanding of differences in economic and social outcomes. Two prominent issues that have recently been connected to gender differences in preferences are the gender gap in labor markets (Bertrand and Hallock, 2001 , Bertrand et al., 2010 , Manning and Swaffield, 2008 and the influence of women in human development (Miller, 2008) .
The studies on gender differences are most commonly done at the individual level, despite the fact that important decisions in modern economies are often taken by groups or teams. Committees and boards, business-partners, and even industrial and academic research groups are only a few examples of group decision-making in the real-world. Interestingly, the recent financial crisis has brought media attention to the gender composition of boards, and its influence on the firms' performance. 2 The extrapolation of the findings at the individual level to the group level is not, however, immediately apparent. It is well-known that groups have their own idiosyncrasy. For example, a widely documented phenomenon is group polarization, whereby groups make more extreme decisions than the average of the individual views in the group. Therefore, the influence of gender on group performance and decision-making deserves greater attention. This is the focus of this paper.
1 See also Andreoni and Versterlund (2001) , Byrnes et al. (1999) , Charness and Gneezy (2007) , Croson and Buchan (1999) , Gneezy et al. (2003) , and Niederle and Vesterlund (2007 Stoner (1968) . See also Sobel (2008) for a theoretical account and for references to the empirical literature. For other established differences between individuals and teams see, e.g., Charness and Jackson (2007) and . Dufwenberg and Muren (2006) are a prominent exception in the experimental economics literature, studying the influence of gender composition on group decisions.
In a dictator game setting, they find that groups are more generous and equalitarian when women are the majority. They also find that the most generous groups are those with two men and one woman. In the field, Bagues and Esteve-Volart (2010) show that the chances of success of female (male) candidates for positions in the Corps of the Spanish Judiciary are affected by the gender composition of their evaluation committees. They find that female candidates have better chances of success the more males in the committees (see also Zinovyeva and Bagues, 2009 ). Delfgaauw et al. (2009) study the interaction between the managers' gender and the gender composition among the workers. They find that sales competition is effective only in stores where the store's manager and a large fraction of the employees have the same gender. Finally, there are also empirical papers in finance that document a positive relationship between gender diversity in boardrooms and company performance. However, reverse causality is a pervasive problem in these studies, since companies that perform better are quite likely to be companies that also focus more on the gender diversity of their boards (see Carter et al. 2003 , Farrell and Hersch, 2005 , and Adams and Ferreira, 2009 .
In this paper, we explore the influence of the team gender composition on economic performance. We study a large online business game, the L'Oréal E-Strat game, which is played by groups of three. Teams play the role of a general manager of a beauty-industry company, competing in a market composed by four other simulated companies. There are two identical competitions occurring in parallel, one involving undergraduate students and the other involving MBA students. The L'Oréal E-Strat game was designed to simulate real business decisions, and hence, teams must take decisions related to brand management, research and development (R&D), and corporate responsibility initiatives. The winning teams receive a 10,000 euros prize, plus a paid trip to Paris. Perhaps even more importantly, winning candidates have the possibility of being hired by L'Oréal. Our database consists of the last three editions of the L'Oréal E-Strat business game, from the years 2007, 2008 and 2009 , yielding a total of 37,914 participants, organized into more than 16,000 teams from 1,500 different universities that are located in around 90 different countries around the world.
L'Oréal E-Strat offers a unique setting to study the influence of the gender composition of teams on performance and on decision-making. First, it is played worldwide, by a large number of individuals, coming from a large number of different institutions. Second, there are two separate competitions, involving two different subject pools, undergraduate and MBA students. Each subject pool constitutes relevant samples to study the influence of gender composition of teams. The former represents a subject pool that is close to the one typically used in the experimental economics literature. This may facilitate comparisons of established results at the individual level, with new findings that emerge here at the group level. MBA students are also relevant as they represent a unique and important sample. These are subjects that, with a high probability, will play a key role in real-world business management. Hence, it is relevant to understand how these subjects interact in groups, conditioning on the gender composition in teams. Third, we can study the effect of the gender composition on performance and on other important aspects such as specific business decisions. Fourth, as mentioned, the game aims to simulate the business environment as close as possible to the real-world. Finally, this study also offers an important advantage over existing empirical studies. In particular, here reverse causality is less of a concern. Teams are formed before their performance and, more importantly, teams remain fixed over the entire game.
Our analysis shows that teams formed by three women are significantly outperformed by any other gender combination, both at the undergraduate and MBA competitions. The magnitudes are sizable, about 0.18 of a standard deviation from the mean for the undergraduate students and about 0.17 for the MBA students. We show that these findings are robust after controlling for a number of important variables, such as the quality of the institutions, fields of study, and the geographical areas.
When we extend our analysis to consider the distributional effects, we find that the performance of three women teams shows interesting variations along the distribution.
In the undergraduate competition, while the underperformance of three women teams remains significant along the entire distribution, there is a marked decrease as we move to the right on the performance distribution. Among the lowest 10 percent, three women teams are outperformed by as much as 0.47 of a standard deviation from the mean, while at the top 20 percent, three women teams are outperformed by only 0.09. We also find evidence that the optimal gender composition along the whole distribution is that of two men and one woman, although the differences are not statistically significant. In the MBA competition, the performance levels of all the gender combinations are higher than that of three women teams along the entire distribution, although the differences are not always significant. Interestingly, at the top 10 percent, the team composed of two men and one woman shows to be the optimal gender combination.
After establishing the differences in performance, we seek to understand which decisions drive these differences. First, we find that three women teams invest significantly less in R&D, both in the undergraduate and MBA competitions. A possible interpretation of these differences is that three women teams are more conservative in their management vision. Second, teams differ in their decisions related to another crucial aspect for performance, namely, brand management. In both competitions, three women teams show significantly lower profits. We identify an important difference in the pricing strategy that leads to these differences: three women teams are pricing their products higher than any other gender combination. That is, these teams are significantly less aggressive in their pricing strategies, and this has consequences on sales, profits, and ultimately on economic performance. Finally, we observe differences on decisions related to corporate responsibility. We find that in both competitions, three women teams invest significantly more in social initiatives than any other gender composition.
While many of our results can be interpreted as being in line with established results in the literature on individual gender differences, we also find new results, which are idiosyncratic to the team level. First, although we do find that three women teams perform worse than other teams, we do not find any evidence for a monotonic relationship between the number of men in the team and their performance, such that teams with one man and three men are not different. Moreover, we find evidence that the best gender composition of a team is two men and one woman. In particular, for MBA students our distributional analysis shows that for the top 10 percent of the distribution, the two men and one woman combination is highly significant.
In our setting, since teams are not exogenously formed, there are competing explanations for the findings we report. It is important to consider and identify the main driving force, since the policy, social, and scientific conclusions are very different depending on the explanation. In the final section, we discuss at length the potential explanations.
The organization of the rest of the paper is as follows. In section 2, we introduce the L'Oréal E-Strat game. Section 3 is devoted to the presentation of the demographics in our data. Section 4 establishes the main result on the effect of the gender composition on performance. Section 5 is devoted to the understanding of where the performance differences come from. In section 6, we discuss alternative explanations for our findings.
The Game: L'Oréal E-Strat

Overview of the Game
The L'Oréal E-Strat game is one of the biggest online business simulation games. It was designed by Strat-X for L'Oréal. The game was launched in 2000, and since then, there have been more than 250,000 participants, from more than 2,200 institutions spread all over the world. It is open to all students in their final or penultimate year of undergraduate study, or studying an MBA, registered at a university anywhere in the world. Undergraduate and MBA students participate in separate competitions of the same game. All team members must attend the same university, and must provide the following information: name, official ID, age, gender, university, field of study, and country of origin. Teams that do not comply with these requirements are discarded.
The game is played by teams of three members. Each of the teams plays the role of a general manager of a beauty-industry company, competing in a market composed by four other simulated companies. That is, the participating teams do not compete with one another in the same market. The game was designed to simulate real business decisions. In turn, teams make decisions that are related to R&D, brand management and corporate responsibility initiatives. The rules of the game are clearly stated in the detailed instructions. A proper understanding of the instructions requires a good deal of time and effort. 4 The game is comprised of six rounds, plus a final round that is in a different format. The main performance variable is the Stock Price Index (SPI), which measures the market value of the company, as a consequence of team's decisions, as well as the decisions taken by the competing (simulated) firms. As such, the SPI is not only determined by current profits alone, but also by broader management decisions that may be exploited in the future, such as investment in R&D.
The initial conditions are identical for all participating teams. Subsequently, after decisions are taken in round one, the SPI is computed and only the best 1,700
participating teams in terms of their SPI are selected to pass to the second round, taking into account country and zone quotas. The winning teams in the final round, one undergraduate team and one MBA, are awarded with a 10,000 euros prize each. Perhaps more importantly, they have the opportunity to meet high profile professionals in L'Oréal, and some of them are offered employment opportunities.
In this paper, for an even-handed comparison across teams, we will use data from the first round only. The starting situation in round one is exactly the same for all teams and therefore, the decisions and associated performances in the first round are fully comparable across teams. This is not the case for other rounds, since teams' performance depends on their game history.
Management Decisions
We distinguish between three different types of decisions that teams must undertake. These decisions generate what we refer to as midway outcome variables that in turn affect the final, and most important, outcome variable, the SPI.
First, teams make decisions regarding the investment in R&D. Teams have an R&D department, where researchers discover two new formulae. These formulae should be interpreted as innovations that, if developed, can be used to create new brands or improve the existing ones. Teams must then make two main decisions. First, teams must decide whether to invest in zero, one or two formulae. Second, if they decide to invest in any formula, they must specify the amount that they wish to spend. These decisions form the midway outcome variable, namely total R&D investment.
Second, teams must manage their brands. All teams start with the same two brands.
Brands differ in their characteristics in a way that they are targeting a specific customer profile. Participants know whether the brand is targeting high-earners; affluent families; medium income families; low income singles; or low income families. In each edition, there are different brand targets for each of the two brands. The two main decisions that teams must take are the price and the production level for each of the two brands. These, in turn, influence the main midway outcome variables regarding the brand management, which are composed of sales, revenues, production costs and inventory costs. Finally, these variables determine profits.
Third, teams must decide how much to invest in social and environmental initiatives. The former includes initiatives such as having health programs or continuous learning plans for employees. The environmental initiatives include actions such as using renewable raw materials, reducing water consumption, or having safety and health compliant plants. Teams' investment in these initiatives determine the "Social Sustainability" and "Environmental Sustainability" indexes, which are the main two midway outcome variables in this area.
Overall, the decisions made in all three of these areas affect the market value of the company, and this is incorporated in the main performance variable, the SPI.
Data and the Relation between Managerial Decisions and Performance
Our positively and significantly related with SPI. We also estimate these regressions for each of the editions separately and we find qualitatively the same results (see Table A .3 in the online appendix). When we run regressions separately for each of the midway outcome variables on SPI, shown in Table A .4 in the online appendix, we see that there are large differences in the importance of each variable. The values for the R-squared show that, not surprisingly, most of the variation in SPI is explained by the variation in profits and to a less extent by the variation in investment on R&D and the expenditure on social and environmental initiatives. Furthermore, when we extend this simple framework and allow for a nonlinear relationship, we see that the fit improves. Columns 5 About 55 percent of the registered teams do not participate in the game, such that there is attrition. More importantly, we find that there are no significant differences in attrition across different gender combinations. For the undergraduate competition, the attrition rates are 54, 55, 53 and 55 percents for the all women, one man and two women, two women and one man, and three men teams, respectively. For the MBA competition, the corresponding attrition rates are 59, 57, 56 and 55 percents. In both cases, a chi-square test cannot reject the null hypothesis of independence between the gender composition and attrition rate variables. This suggests that reverse causality is less of a concern in our dataset.
(3) and (4) include polynomials up to the third degree, where we see that the R-squared improves a great deal, explaining up to 80% of the variation in SPI. 6 This implies that the midway outcome variables are the key variables in determining the SPI.
Second, we examine the ex-post decisions and performance of the top and bottom performing teams. Table 2 reports the mean for each of the decisions, midway outcomes, and the SPI, separately for the top and bottom 10 percent teams. Columns (3) and (6) show the p-values for the one-way ANOVA test of equality of means across the top and bottom performing teams' decisions and outcome variables. We can clearly see that there are sizeable and highly significant differences in the decisions and in the outcome variables of these two groups, both in the undergraduate and MBA competitions.
As for the midway outcome variables, top and bottom performing teams differ in all of them, with the exception of total costs and social sustainability index. The top 10 percent teams invest more in R&D; they have significantly higher sales, revenues and profits; and significantly fewer inventories. Finally, the top 10 percent teams have significantly higher environmental sustainability index.
As for the specific decision variables, again top and bottom performing teams differ significantly. Top performing teams have on average more formulae, and their pricing and production strategies are also systematically different. For high and mediumincome brands, the top 10 percent set significantly lower prices, while for singles and low-income brands, the top 10 percent set significantly higher prices. Finally, for all brands, the top performing teams produce significantly more.
Demographics
We now look at the main demographic variables, shown in Table 3 . In the undergraduate competition there are a total of 12,759 women and 14,525 men, while in the MBA competition there are 3,934 women and 6,697 men. Participation, by gender, in the undergraduate competition is comparable (47% women and 53% men), while in the MBA competition, men are more prevalent (37% and 63%). These proportions are representative of the real-life gender ratios in undergraduate and MBA studies. We also try other nonlinear specification, such as using a logarithm model and by including interactions between variables. However, these specifications were dominated by the polynomial model. The results for these specifications can be found in Table A .5 in the online appendix. 7 For undergraduates, according to the World Development Indicators database (World Bank, 2008) , the average worldwide ratio of female to male enrollments in tertiary education is 105.3. For MBA students,
The L'Oréal E-Strat game is played by teams of three people. We classify teams into four categories: all women; one man and two women; two men and one woman; all men. We denote the team composition by Mx, where x is the number of men in a team and (3 -x) females. In the undergraduate competition, the distribution of teams by gender composition is 19%, 27%, 30%, and 24% for M0, M1, M2, and M3 teams, respectively, while in the MBA competition is 11%, 23%, 33%, and 33%.
With respect to the demographic variables, undergraduate and MBA students differ on a number of expected dimensions. MBA students are older, study more Business related subjects, and are more likely to study in foreign institutions. At both the undergraduate and MBA levels, the four different types of teams look very similar in terms of their characteristics. We do see that, at the undergraduate level, M0 teams are formed by students with less Science oriented studies. Also, M0 teams are slightly younger than M3 teams both at the MBA and undergraduate levels. Finally, it is interesting to note that there is slightly more field diversity in mixed teams both in the MBA and in the undergrad teams. In the analysis that follows, we will control for all of these characteristics.
Does the Gender Composition of Teams Matter for Performance?
The Overall Effect
We start our analysis by looking at the main performance variable, namely the SPI.
In what follows, we will use standardized SPI. 8 In order to understand whether the gender composition of the team has any effect on performance, we estimate the following equation by OLS, separately for the undergraduate and MBA competitions:
where the dependent variable Y i denotes the standardized SPI of team i. The gender composition of the teams is captured by the variables M1 to M3, where Mi takes the value of 1 when the team has i man and (3-i) women and 0 otherwise. The omitted category, to which these variables are compared, refers to M0 teams. X is a vector of Bertrand et al. (2010) report that the US average of MBA students earned by women in the last two decades is about 40 percent.
variables that control for the mean age, field of study, field diversity, country diversity, and institution diversity. 9 In addition, we control for geographical areas (i.e., zones), δ j, and year fixed effects γ t . Finally, we cluster the standard errors at the zone and year level. Columns (3) and (4) include the control variables X, as well as the year and zone fixed effects. The differences persist. We find that teams with one man, two men and three men outperform three women teams by approximately 0.15, 0.21 and 0.18 of a standard deviation from the mean, respectively, in the undergraduate competition. The corresponding values at the MBA level are 0.12, 0.20 and 0.17. These differences are significant at conventional levels, except in the MBA case for the relationship between M1 teams and M0 teams, which is significant only at the 11% level. Furthermore, there are no significant differences among teams of one man, two men and three men, suggesting that there is not a monotonic relationship between the number of men and team performance. Therefore, it is the case that the main difference is between three women teams and all other gender combinations. However, it is worth mentioning that from the magnitudes, we see that there is some suggestive evidence that teams with one woman and two men are the best performing teams; however, we do not find statistical significance for this. When we estimate these regressions for each of the editions separately and we find qualitatively similar results (see Table A .6 in the online appendix).
With respect to the control variables, it is important to control for year fixed effects, since the different editions have some variations. Other variables, such as age at the MBA level are also important in explaining the differences in SPI. Given that the impact of experience on performance may differ for women and men we interact age 9 See the notes in Table 3 for the definitions of these variables.
with team's gender composition, shown in Table A .7 in the online appendix. 10 We see that for both MBA and undergraduate students, the coefficients on the gender composition variables remain significant and positive, showing that age is not driving the results on the underperformance of three women teams.
We next check for the robustness of the overall effect. In particular, we study the influence of the quality of the institution attended by the team members. One potential explanation for three women teams being outperformed is that all women teams, when compared with the other team compositions, are attending a university or business school that is of a poorer quality, thus reflecting a low ability level of the team members. We address this point in two ways. (5) and (6) in Table 4 report the results when we include the ranking of the schools. The results are robust to the inclusion of this additional control, and the coefficients and significance levels are very similar.
Second, we control for the institutional quality by including institution fixed effects.
Since we observe many of the same institutions over the years, by adding the fixedeffect, we can control for the quality of each institution, as well as any other schoolspecific characteristic. The last two columns in Table 4 report the results. Once more, we find that three women teams are outperformed by teams of any other gender composition. Furthermore, the magnitude and the significant levels remain the same. 12 We, therefore, conclude that the underperformance of three women teams is present at both, the undergraduate and MBA competitions. Also, interestingly, looking at the point estimates, there is some suggestive evidence that the best performing gender combination is the mixed team with two men and one woman, both at the undergraduate and MBA levels, although it is not statistically significant at conventional levels.
Distributional Analysis
Our estimation analysis so far has focused on the mean effect of the influence of the gender composition of teams on SPI. However, it is also important to understand how the effect of the team's gender composition on SPI varies at different points of the performance distribution. In order to do so, we estimate quantile regressions using equation (1). The results are shown in Figures 1a and 1b , where we plot the coefficients for the different gender compositions, M1, M2 and M3, relative to the omitted category, M0, for each quantile, for undergraduates and MBA students, respectively. Thus the distance between the coefficients, with respect to the horizontal axis, reflects the distance with respect to M0 teams. We start by analyzing the undergraduate case. Figure 1a and Panel A of Table 5 show that M0 teams are significantly dominated by teams with any other gender combination throughout the entire performance distribution. Interestingly, we see large disparities in the magnitudes of these effects. Most notably, the largest differences come from the bottom of the performance distribution, and they decrease monotonically along the distribution. While for teams whose performance is at the bottom 10 percent of the distribution, the M0 teams are outperformed by 0.40, 0.47 and 0.39 of a standard deviation of the mean by M1, M2, and M3 teams, respectively; for teams whose performance is at the top 10 percent of the distribution, the M0 teams are outperformed by less than 0.09 of a standard deviation.
These results are informative for three reasons. First, we see that the underperformance of three women teams is persistent throughout the entire distribution.
Second, there is a great deal of heterogeneity in the disparity. In particular, it is important to stress that the high performing three women teams are much more similar to teams of any other gender combination. Third, the point estimates suggest that the mixed team, composed of two men and one woman, has the highest performance levels all over the distribution. This is inline with our findings in section 4.1, when studying the overall effect. However, these differences are not significant at conventional levels, providing only suggestive evidence. Figure 1b and Panel B in Table 5 report the results for the MBA students. The coefficients for all the gender combinations, with respect to M0, are positive along the entire distribution, suggesting that three women teams are underperforming.
Interestingly, unlike the undergraduates, the differences are less robust across the distribution and are often insignificant, especially in the bottom half of the distribution.
Furthermore, at the top 10 percentile, we see that the only gender composition performing significantly better than M0 teams is the team composed by two men and one woman. This again provides evidence in favor of gender diversity at the top of the performance distribution.
Understanding the Differences in Performance: The Decision Analysis
We have shown that all women teams are significantly outperformed by teams with any other gender composition. In this section, we proceed to understand these differences in performance by analyzing the managerial decisions that teams undertake.
In particular, we study team decision-making on R&D, brand management, and social and environmental responsibility initiatives. In the analysis that follows, we estimate equation (1) for each of the three decision variables, including all the controls as in columns (3) and (4) of Table 4 .
Investments in R&D
We analyze whether teams with different gender compositions make significantly different decisions regarding the number of formulae to develop and the investment in R&D. The results are shown in Table 6 . The first two columns of Table 6 show the estimates for the number of formulae. Both, at the undergraduate and MBA levels, all gender combinations have significantly more formulae than M0 teams. The columns (3) and (4) in Table 6 show the estimates for the standardized R&D investment. Since there are significant differences in the developed number of formulae, we look at the R&D investment controlling for the number of formulae. The results in the table show that all teams invest more in R&D than the three women teams, even after controlling for the number of formulae.
Given these results, we conclude that the underperformance of three women teams is, in part, explained by their behavior related to R&D, such that women teams invest too little in R&D (see Tables 1 and 2) . A possible interpretation of these differences is that all women teams are more risk-averse in their management vision. That is, all women teams seem to overweight the cost associated to R&D decisions, with respect to the potential improvement in the ultimate value of the firm. Indeed, R&D decisions can be interpreted as risky decisions. Looking at the variance of performance conditional on R&D investment, we see that as investment on R&D increases, the variance produced in performance increases significantly, suggesting riskier choice (see Figure 2 ).
13
The literature on gender differences at the individual level has consistently documented differences in risk preferences, such that women tend to be more riskaverse than men (see Grossman, 2003 and Gneezy, 2009) . In this sense, all women teams being more risk-averse is in line with the findings at the individual level. Interestingly, we also see that mixed teams are not significantly different from all men teams, such that having one man or three men does not show significant differences in their R&D investment.
Brand Management
We now analyze the impact of teams' gender composition on the midway outcome variables that are directly determined by brand management. We start with an analysis at the aggregate level, looking at (standardized) variables such as profits, revenues, costs, sales, and inventories. We then break-down the aggregate analysis to study each of the brands separately.
The main outcome variable related to brands is profits. Accordingly, we first analyze whether the level of total profits earned by teams varies across the different gender compositions. In columns (1) and (2) of Table 7 , we report the profits at the aggregate level, for undergraduates and MBA students, separately. Both at the undergraduate and MBA levels, we find that every gender composition achieves significantly higher profits than M0 teams. When we separate the profits into revenues and production costs, we see that the difference is largely related to differences in revenues but not in production costs. The M1, M2 and M3 teams attain significantly higher revenues than M0 teams, but there are no significant differences in production costs. Consistent with these results, Table 7 also shows that all teams produce more than the M0 teams but they also sell more; resulting in lower inventory costs. These differences highlight that the underperformance of M0 teams is also related to their brand management. We see that M0 teams are choosing worse selling strategies than the rest of teams.
To understand the differences in their selling strategy, we now turn our attention to the analysis of brand management at the brand-type level. Consumers are divided into Columns (2)- (5) in Table 7 report the analysis at the brand-type level. We see that for undergraduates, the differences identified at the aggregate level, in terms of profits, revenues, sales and inventory costs, are concurrent only for brand-types (b) and (c); the intermediate brand types. When we analyze the other brands, the high-income and lowincome brand types, there is almost no difference across teams. We next consider the differences in teams' pricing strategies. We see that with brand-types (b) and (c) that M0 teams choose significantly higher prices than all other gender composition teams.
This pricing strategy results in significantly lower revenues (and profits) for the M0 teams, and, in turn, this also explains why M0 have significantly higher inventory costs.
We can interpret such a pricing strategy by M0 teams as being less aggressive than the rest of the teams. Again, the literature on gender differences at the individual level offers a plausible explanation for these findings. In particular, it has been shown that women and men have different attitudes toward competition. Not only do women seem to dislike competition more than men, but, under competition, the performance of men is improved relative to that of women (see Gneezy et al., 2003 , Gneezy and Rustichini, 2004 , and Niederle and Vesterlund, 2007 . 14 Arguably, setting the price is a form of competition, and hence, the fact that M0 teams are not competitive enough can be related to the above mentioned findings. The analysis at the MBA level, when disaggregated by brand-types, does not show consistent and clear significant differences. This is likely to be the result of a reduction in the number of observations, and hence the significance levels are lower. However, the magnitudes and signs are comparable to those found at the aggregate level.
Corporate Responsibility
We now study whether the gender composition of the team has any effect on the social and environmental responsibility decisions, as measured by the standardized SSI and ESI indices. Table 8 reports the results. With regard to social initiatives, we find that three women teams invest significantly more in social initiatives than any other gender composition, both at the undergraduate and MBA level. These differences are as large as 0.12 and 0.16 of a standard deviation from the mean in undergraduate and MBA competitions, respectively. All comparisons are significant, except in the M2 case for MBA students where the coefficient goes in the same direction than all others, but it is not significant at conventional levels. In columns (3) and (4), on the other hand, the gender composition of the teams does not appear to influence decisions related to environmental initiatives.
Hence, gender composition seems to matter for the type of decisions taken regarding the social initiatives. In section 2.3 we observed that SSI is positively related to SPI. However, we also observed that the influence on SPI of the social sustainability initiatives is of an order of magnitude lower than profits. This shows that, although M0 teams invest significantly more in SSI, this has little impact on the final and main outcome variable, on SPI. From Table 1 , the polynomial regressions show that there is diminishing returns to spending on SSI, which suggests that M0 may be overinvesting in SSI.
The literature on gender differences at the individual level provides mixed evidence on differences with regard to altruism, values, and social preferences (see Croson and Gneezy, 2009) . While there are papers reporting that women are significantly more altruistic than men (see Eckel and Grossman, 1998 , Bolton and Katok, 1995 , and Andreoni and Vesterlund, 2001 , and women having more social oriented values than men (see Adams and Funk, 2010) , there are also papers showing that the behavior of women in social contexts is highly sensitive to the details of the context (see Ben-Ner et al., 2004, and Houser and Schunk, 2007) . Our findings related to corporate responsibility decisions of teams seem to be mixed, in line with the literature. In particular, while in the case of social initiatives all women teams invest significantly more than all other teams, in the case of environmental initiatives there are no significant differences.
Discussion
We We start by considering the differences between women and men regarding unobservable characteristics. First, it could be the case that the distributions of ability between those men and those women that decide to participate in the game are different, and this translates into different skills in teams by gender composition. Since we do not directly observe individual ability, we cannot rule out this possibility. However, we can use observable characteristics, such as age, which may reflect experience; field of study;
and quality of the university attended, as proxies for individual ability. Note that when controlling for all of these factors, including the university fixed effects (see Table 4 and the discussion in section 4), we continue to find that all women teams are outperformed by any other gender compositions, both at the undergraduate and MBA competitions. Controlling for these variables is somehow suggestive that the differences in ability between women and men are not the main driving force. Of course, arguably, our observable characteristics are not extensive enough to rule out this explanation entirely.
Second, all women teams might have different expectations about the reward structure implicit in the L'Oreal E-Strat game than the other teams. Although we do not have control over the participants' expectations about the reward structure, it is important to note that all participants are provided with the same instructions, such that in principle the information about the rules and reward structure should not be different.
Third, men and women might have different ways of sorting into teams that is reflected in their performance. For example, low ability women may be more likely to sort into all women teams than are low ability men into all men teams. Alternatively, it could be that shy women are less likely to form a team with men. In this case, women in all women teams will tend to be less social. If social skills are correlated with attributes that matter in the game (e.g., more social people are more self-confident and perform better), then the effect of all women teams could be capturing the impact of social skills.
Again, as in the previous case, we can evaluate whether individuals differ on observable characteristics, depending on the team they sort into, to imperfectly test for this hypothesis. From Table 9 we see that, overall, women and men in the different teams look remarkably similar. At the MBA level, there are some small differences, e.g.
women who sort into teams with more men are slightly older. However, when we control for these differences in the analysis in section 4, our main findings hold.
Nevertheless, more work is needed to study gender differences in team formation.
Finally, if men and women are comparable in all the relevant characteristics, then our results can be explained by three women teams having a worse team dynamics than mixed teams or all male teams. Our findings also suggest that mixed teams show the highest performance, such that, in light of this second competing explanation, diversity in terms of gender would be positively related to good team dynamics.
We hope that this paper will promote future empirical research to understand the influence of gender on teams' performance. In particular, understanding the causal effect behind the underperformance of three women teams needs further research designed to identify the influence of different competing explanations. This will be of great relevance when understanding the functioning of organizations.
References:
Adams, R. B. and P. 
M1 M2 M3
Notes: 10% to 90% quantile. Table 5 reports the coefficients for the 10%, 20%, 50%, 80% and 90%, and includes the significance levels. All quantiles control for observable characteristics (as listed in Table 4 ), as well as controls for year and zone fixed effects. The standard errors in all columns are clustered at the year and zone level. The dependent variable, SPI, is standardized to a distribution with zero mean and a unit standard deviation for all quantiles. The team gender categories, M1, M2 and M3, are all compared with the excluded category, M0.
Figure 2: Variation in SPI conditional on R&D Investment
Notes: The first bin of the bar chart corresponds to R&D investment less than 1000000; the second bin corresponds to R&D investment between 1000000 and 2500000; the third bin corresponds to R&D investment between 2500000 and 5000000; and the fourth bin corresponds to R&D investment more than 5000000. Notes: * denotes significance at the 10% level, ** denotes significance at the 5% and *** denotes significance at the 1% level. The standard errors in all columns are clustered at the year and zone level. R&D investment and Profits are measured in units of 100,000. Notes: In 2007, one brand is a low-income brand, while the other is a high-income brand. In 2008, one brand is a low-income brand, while the other is a brand directed to singles. In 2009, one brand is a brand directed to singles, while the other is a medium-income brand. For further description see Section 5.2. The p-values for the one-way ANOVA test of equality of means across the average decisions and outcomes between the top and bottom 10% teams are shown in columns (3) and (6). A given category takes a value of 1 if the field of study of any of the three individuals of the team belongs to that category and 0 otherwise. Table A .1 reports the classification of fields of study in the four categories. Geographical areas are dummy variables taking a value of 1 if the country where the institution is located belongs to the respective geographical area, and 0 otherwise. Institutions that are unclassified geographically are collected in Area Others (Institution). Table A .2 reports the assignment of countries to the geographical areas. Field Diversity takes a value of 0, of 1, or of 2 if the maximum number of team members with fields of study belonging to the same category is 3, 2, or 1, respectively. Country Diversity takes a value of 0, of 1, or of 2 if the maximum number of team members with the same country of origin is 3, 2, or 1, respectively. Institution Diversity takes a value of 0, of 1, of 2, or of 3, if the number of team members originally from a country different to the country of the institution is 0, 1, 2, or 3, respectively. Standard errors are reported in brackets. Notes: * denotes significance at the 10% level, ** denotes significance at the 5% and *** denotes significance at the 1% level. The standard errors in all columns, except in columns (7) and (8), are clustered at the year and zone level. The dependent variable, SPI, is standardized to a distribution with zero mean and a unit standard deviation. The excluded team gender category is M0 (i.e., all women teams). Notes:* denotes significance at the 10% level, ** denotes significance at the 5% and *** denotes significance at the 1% level. The standard errors in all columns are clustered at the year and zone level. The dependent variable, R&D Investment in columns (3) and (4), is standardized to a distribution with zero mean and a unit standard deviation. The excluded team gender category is M0 (i.e., all women teams). Notes:* denotes significance at the 10% level, ** denotes significance at the 5% and *** denotes significance at the 1% level. All columns control for observable characteristics as in columns (3) and (4) in Table 4 , as well as controls for year and zone fixed effects. The standard errors in all columns are clustered at the year and zone level. The dependent variables in all columns are standardized to a distribution with zero mean and a unit standard deviation. The excluded team gender category is M0 (i.e., all women teams). Notes:* denotes significance at the 10% level, ** denotes significance at the 5% and *** denotes significance at the 1% level. The standard errors in all columns are clustered at the year and zone level.
The dependent variables in all columns are standardized to a distribution with zero mean and a unit standard deviation. The excluded team gender category is M0 (i.e., all women teams). Notes: Business, Economics, Sciences and Other Fields are dummy variables representing categories for the fields of study of the individual. Each category takes a value of 1 if the field of study of the individual belongs to that category, and 0 otherwise. Table A .1 reports the classification of fields of study in the four categories. Geographical areas are dummy variables taking a value of 1 if the country of origin of the individual belongs to the respective geographical area, and 0 otherwise. Individuals not reporting a geographical area are collected in Area Others. Table A .2 reports the assignment of countries to the respective geographical areas. Foreign at Institution is a dummy variable giving a value of 1 when the country of origin of the individual does not coincide with the country where the educational institution is located, and a value of 0 otherwise. Standard errors are reported in brackets.
Online Appendix for "The Impact of Gender Composition on Team Performance
and Decision-Making: Evidence from the Field" Notes: The categories correspond to the classification of countries used in the game. The labels of the categories are determined by the countries in the respective category with the highest number of teams in the game. The number of undergraduate and MBA teams per geographical area are reported in brackets. Notes: * denotes significance at the 10% level, ** denotes significance at the 5% and *** denotes significance at the 1% level. The standard errors in all columns are clustered at the year and zone level. R&D investment and Profits are measured in units of 100000. 
