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We introduce the hypersolvable class of arrangements which contains the fiber-type ones of [14], then extend and
refine various results concerning the topology of the complement, in its interplay with the combinatorics, to this
new class.
We prove that the K(n, 1) property is combinatorial in the hypersolvable class, along with some other
properties conjectured to be related to asphericity in [15].
We describe the structure of the fundamental groups of hypersolvable complements and prove that their
associated graded Lie algebras are always determined by a minimal combinatorial information.
We develop a deformation method for producing fibrations of arrangement spaces and emphasize throughout
the role played by the quadratic Orlik—Solomon algebra, a variation on a classical combinatorial theme of [27]. We
prove that for hypersolvable arrangements the quadratic Orlik—Solomon algebra is always Koszul and also use it
to obtain a generalization of the lower central series formula of [14]. ( 1998 Elsevier Science Ltd. All rights
reserved.
0. INTRODUCTION AND STATEMENT OF THE MAIN RESULTS
LetA be a complex arrangement in », i.e., a finite collection of linear hyperplanes contained
in the finite dimensional complex vector space ». Set MA"»CZH3AH, the complement of
A. (We follow in general the standard definitions and notations of [29].) There is a nice
interplay between the topology of the complement MA and various combinatorial and
algebraic aspects of the arrangement A.
The combinatorics of a complex arrangementA is encoded in the associated intersection
posetL(A) (see [29, p. 23]), i.e. the lattice of all subspaces of » obtained by intersecting the
hyperplanes of A, partially ordered by reverse inclusion. A property of MA is said to be
combinatorial if it depends only onL(A). The basic combinatorial ingredients are the rank,
rkA"codim
V
(YH3AH), and the number of hyperplanes, DA D. Equivalently, the intersec-
tion lattice L(A) may be described by the collection of the ranks of all subarrangements,
MrkA@ DA@LAN, see [29, p. 166].
The properties to be considered in the sequel will in general depend only on
L
2
(A) :"MrkA@ DA@LA and DA@ D)3N.
A beautiful example concerning the above mentioned interplay is given by the following
result [27]: for any arrangementA and for any ring coefficients R, there is a graded algebra
isomorphism H*(MA; R):A*R (A), where the Orlik—Solomon algebra A*R (A) is combina-
torially defined (see [29, pp. 60—61] for its precise construction).
We focus in this paper on two other highly natural combinatorial objects which may be
associated to an arbitrary arrangement A, namely the quadratic Orlik—Solomon algebra
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AM *
R
(A) and the holonomy ‚ie algebra ‚*
R
(A). Both depend only onL
2
(A). The definition of
the graded algebra AM *
R
(A) is to be found at the beginning of Section 2. It is a cousin of the
Orlik—Solomon construction. It is known that AM *
R
(A) is actually isomorphic to A*
R
(A) for
a very interesting class of arrangements (see Remarks 2.1 and 2.2). This is the class of the
fiber-type arrangements of [14], or equivalently of the supersolvable arrangements of [19]
(see [39]). The construction of the graded Lie algebra ‚*
R
(A) is given in Definition 7.2. It is
a special case of Chen’s [8] holonomy Lie algebra of a connected space S, for S"MA . It is
moreover known that the universal enveloping algebra ”‚(A) is the Koszul dual (in the
sense of [30]) of the algebra AM (A), see 7(2) for details.
The topological properties of MA we are aiming at are: the structure of the fundamental
group n
1
MA; the structure of the associated graded ‚ie algebra gr*! (n1MA ) (see Section 5 for
the relevant definitions); the vanishing of the higher homotopy groups n
i
MA for all i’1
(the K(n, 1) property).
The basic motivating examples are the classical braid arrangementsB
n
. The hyperplanes
of B
n
are given by the equations a
ij
(z) :"z
i
!z
j
"0, 1)i(j)n, z"(z
1
,2, zn )3Cn.
From the topological point of view, the key remark is that the projection to the first (n!1)
coordinates, p :CnPCn~1, induces a topological fibration with fiber CCM(n!1) pointsN,
(1) CCM(n!1) pointsNª"MBn&"1 MBn~1 ,
for all n.
This type of fibration between arrangement complements was called in [14] a strictly
linear fibration. Fiber-type arrangements were inductively defined in [14] by the existence of
a tower of strictly linear fibrations (see Sections 2 and 3 for details). The braid arrangements
are thus fiber-type. The group n
1
MB
n
is the classical Artin pure braid group on n strands [29,
p. 160].
Combinatorially one may dualize and view B
n~1
LB
n
, via the standard inclusion
Cn~1LCn. In this setting the crucial fact is the following easily seen property:
(2) for any pair of distinct hyperplanes a
in
, a
jn
3B
n
CB
n~1
, 1)iOj(n, there is a hyper-
plane of B
n~1
, namely a
ij
, such that rkMa
in
, a
jn
, a
ij
N"2.
Given an arbitrary arrangement pair BLOA, if the property (2) holds we shall say that
B is complete in A, see Definition 1.2.
This is our starting point for defining in Section 1 a combinatorial generalization of
braid arrangements, which contains the fiber-type (supersolvable) class.
Definition (see 1.8). A is hypersolvable if it has a composition series, i.e. an ascending
chain of arrangements A
1
L2LA
i
LA
i`1
L2LA
l
, with rkA
1
"1, A
l
"A and
such that A
i
is solvable in A
i`1
, i"1,2, l!1.
In the above definition B is said to be solvable in A (where BLA) if it is complete in
A (as explained before), closed in A (a familiar condition in classical Lie theory, see
Definition 1.1) and also satisfies a third combinatorial condition explained in Definition 1.5.
(This last condition is closely related to the notion of solvable ambiguities in a combinatorial
algebra [1], see Section 2, whence our terminology.) Note that the hypersolvability property
depends only on L
2
(A), see Remark 1.6.
Our new hypersolvable class contains the supersolvable [29, p. 32] class, see Proposi-
tion 1.10. It also contains Hattori’s [18] generic class, see Remark 1.11. Notice that all
supersolvable (fiber-type) complements MA are aspheric (i.e. have the K (n, 1) property)
while the Hattori generic complements MA are never aspheric (see Remark 1.11). There are
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a lot of (simple) hypersolvable nonsupersolvable and nongeneric examples, see for instance
Fig. 2 in Section 1. However all Coxeter arrangements (D
n
)
nw4
and E
6
!E
8
are not
hypersolvable, see Example 8.2.
By definition our new class is built up combinatorially by iterated solvable arrange-
ments extensions BLA, starting with one-hyperplane (i.e. rank one) arrangements. Our
first main result describes algebraically the structure of the building blocks.
THEOREM A. B is solvable in A if and only if there is an isomorphism of graded
AM * (B)-modules
AM * (A):AM * (B) ?H*A¨DBM D S1B
whereBM "ACB. (See 2(1) for a precise description of the AM * (B)-module structure of AM *(A)).
Note also that the above result is valid for any field coefficients K. Its topological
counterpart reads: H*MA:H*MB?H*(smS1), as H*MB-modules, if CCMm
pointsNª" MAP1 MB is a strictly linear fibration, as in (1). It was proved in [14] by
a degeneration of Serre spectral sequence argument. Our Theorem A corresponds to
Theorem 2.3 and it is proved in Section 2 by combinatorial algebra techniques, a` la [1].
Consider now the Poincare´ polynomials PK (A) („ ) of A*K (A) and PM K(A) („ ) of AM *K (A),
see Definition 3.1. They coincide ifA is fiber-type (2.2). We obtain in Proposition 3.2(i) the
fact that PM K(A) is independent of K and splits as a product of linear factors, as a corollary of
Theorem 2.3, if A is hypersolvable. This generalizes the corresponding [14] factorization
result for P (A), with A of fiber-type. Note also that PK (A) is independent of K, for any
A [27].
The length l of a hypersolvable composition series (1.8) will play an important role in the
sequel.
THEOREM B. If A is hypersolvable then l is independent of the choice of a particular
composition series for A. More precisely,
(i) l"deg PM (A) („ ),
(ii) l"supMi DH
i
(n
1
MA; Z)O0N.
This invariant ofA will be denoted by l(A) (the length ofA). The above combinatorial
interpretation (i) is derived in Proposition 3.2(iii) and the topological counterpart (ii) in
Corollary 4.4. Both should be compared to the classical [27] result:
(3) rkA"degP (A) („)"supMi DH
i
(MA ; Z)O0N, for any A.
The structure of n
1
MA and gr*! (n1MA) is clarified by our next main result.
THEOREM C. ‚et A be hypersolvable.
(i) n
1
MA is an iterated almost-direct product (in the sense of [14], see Definition 4.1 and
Remark 4.2 for details) of l (A) free groups.
(ii) gri!(n1MA) is a free finitely generated abelian group, with rank denoted by ui (A), for
all i*1, and the following generalized Witt formula holds in Z[[„]]
(4)
=
<
i/1
(1!„i)ui (A)"PM (A) (!„).
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(iii) gr*! (n1MA) is isomorphic as a graded ‚ie algebra with ‚*Z (A), in particular it depends
only on L
2
(A) and is therefore combinatorially determined.
The proof of C (i) is given in Corollary 4.4 and C(ii) is covered by Theorem 5.2. Both
results extend the corresponding [14] results from the fiber-type to the hypersolvable class.
We will derive C (iii) in Theorem 7.3. A more general Q-version of C(iii) is due to Kohno
[20], see Remark 7.4. Our point is to descent to the above Z-version. Note also that n
1
MA
itself is not combinatorially determined in general [32].
‘‘Is the K (n, 1) property combinatorial?’’ This is a major open topological problem in
arrangement theory [13, 15] (see the introduction of Section 5 for more details). We will
recall from [15] two other closely related properties. A is said to be ‚CS if the following
central series formula holds:
(5)
=
<
i/1
(1!„i)ui(A)"P (A) (!„)
with u
i
(A)"rk gri! (n1MA), i*1, as in (4) above. (For example ‘‘fiber-typeNLCS’’ [14]).
A is called a rational K (n, 1) if the Bousfield—Kan [6] Q-completion of MA, Q= (MA), is
aspheric, see Definition 5.4. (For example ‘‘fiber-typeN rational K(n, 1)’’ [11].)
It was conjectured in [15] that A is LCS if and only ifA is a rational K (n, 1) and that
this implies that A is K (n, 1). In this direction we will show
THEOREM D. ‚et A be hypersolvable. „hen the following are equivalent:
(i) l(A)"rk (A).
(ii) A is fiber-type (supersolvable).
(iii) MA is aspheric.
(iv) Q
=
(MA) is aspheric.
(v) „he ‚CS formula (5) holds for A.
Theorem D will follow from Theorems 3.4, 5.1 and 5.5. It provides a simple combina-
torial test D(i) for both the K (n, 1) property and the fiber-type (supersolvable) property,
within the hypersolvable class. It answers in the affirmative the above [15] conjectures, in
this class. (It was previously known only that ‘‘rational K(n, 1)N‚CS’’, [11] and indepen-
dently [22].) At the same time it shows that our Witt formula (4) strictly generalizes the LCS
formula (5).
Another main result is related to the purely algebraic Koszul property of [30]. The
Koszul K-algebras A are described by a homological property involving the groups of
„orA(K,K), see Definition 6.1 for a precise definition.
THEOREM E. If A is hypersolvable then the quadratic Orlik—Solomon algebra AM *K (A) is
Koszul, for any field coefficients K.
See Theorem 6.2 for the proof. The first result of this type was obtained in [21] for the
braid arrangements. It was extended to all supersolvable arrangements in [35], with the
remark that AM * (A) is not always Koszul (the matroid corresponding to their example is
reproduced in Fig. 3). See also Sections 6 and 7 for more known results on Koszul algebras
and Koszul duality. It is by Koszulness and Koszul duality that we derive our Corollary 7.5,
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which is used in conjunction with the independence of K of PM K (A) to get the key ingredient
for the proof of Theorem C(iii) above.
The last main result of our paper is as follows.
THEOREM F. If B is solvable inA then n
1
MA is an almost direct product of n1MB and of
a free group F
m
on m generators, m"DACB D (as in [14], see Definition 4.1 and Remark 4.2).
Theorem F corresponds to Theorem 4.3.
Section 4 is devoted to its proof, which involves a new idea of geometric deformation of
arrangements.
As far as the general strategy of our proofs is concerned, there are three key technical
results on solvable extensions of arrangements: Lemmas 1.7 and 1.9 in Section 1 (elementary
combinatorics), see below; Theorem 2.3 in Section 2 (combinatorial algebra); Theorem 4.3 in
Section 4 (geometric deformation). The general scheme for (most of ) the rest of the proofs is
roughly speaking to use induction on the length of a hypersolvable arrangement and to
resort to these three basic ingredients for the induction step. (The proof of Corollary 4.4
would be a typical example.)
We will now describe our deformation method. By the elementary Lemma 1.3(i) there
are two cases to be considered in Theorem 4.3: rk (A)!rk(B)"1 or 0. In the first case
Lemmas 1.7 and 1.9 combine to provide a strictly linear fibration of arrangement spaces, via
Terao’s [39] fibration theorem. Then the conclusion on the almost-direct product structure
of the fundamental group follows directly from the work done for arrangement fibrations in
[14]. (See Lemma 4.5.)
The essential novelty appears in the other case (rk(B)"rk (A)), where no fibration is
directly available. In this case we will add one more coordinate and deform A in »]C to
get a strictly linear fibration as needed, without changing the fundamental groups. (See
Proposition 4.6 for the precise definition of L
2
-isomorphism.) In more detail we will
construct a deformation MAI
t
N
t | C
in »]C of AI
0
"A, which depends algebraically on the
parameter t and leaves B undeformed and included in AI
t
for all t (see 4(2)) such that
(6) rk(AI
t
)"rk (B)#1, for all tO0;
(7) L
2
(AI
t
):L
2
(A), for all t;
(8) n
1
MAI
t
:n
1
MA , for all t.
(Then we may use the fibration MAI
1
PMB as explained before, to get the conclusion for
the pair (A, B), see (4.13).)
This will be achieved in Proposition 4.6 (claims (6) and (7) above) and Proposition 4.7
(claim (8)).
Claim (6) may be easily verified by deforming ACB outside », for tO0.
The assertion (8) will be in turn a consequence of the property (7) of our deformation.
This is due to one hand to Zariski’s theorem [16] which says that n
1
MA may be always
computed as n
1
(PWMA), for a generic (i.e. Zariski open nonvoid) choice of 3-plane P. On
the other hand, one may invoke in ambient dimension 3 Randell’s [31] isotopy theorem to
see that the homeomorphism type (in particular the fundamental group of the complement)
does not change during a smooth arrangement isotopy, if L
2
remains constant (see (4.12)
for details).
Finally we obtain the last needed property (7) (in (4.8) and Lemmas 4.9 and 4.10) by
making judicious use of the solvability properties of B in A (Definitions 1.1, 1.2 and 1.5)
together with Desargues’ theorem in projective 3-space!
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1. COMBINATORIAL GENERALIZATION OF BRAID ARRANGEMENTS
To date it is the class of fiber-type (supersolvable) arrangementsA which offers the best
understanding of the properties of the complement MA . For the topological point of view
see [14]. See also [11] for related algebraic and combinatorial properties and [19] for the
analytic side.
We propose in this section a combinatorial generalization of the fiber-type (supersolv-
able) class. Later on it will be shown that all the major results on the topology of the
complement, together with their algebraic and combinatorial aspects, may be extended and
refined in this new framework.
Our definition will be inductive. At each step we will consider several combinatorial
conditions on an arrangement pair (A,B), BLOA, which we will now describe. Set then
BM "ACB and denote the elements of B by a, b, c,2, and the elements of BM by a, b, c,2.
The first condition (slightly modified) is familiar in classical Lie theory (see e.g. [4, Ch. 6]).
Definition 1.1. B is closed in A if rkMa, b, cN"3 for any a, b3B, aOb, and any c3BM .
Definition 1.2. B is complete inA if given any a, b3BM , aOb, there exists c3B such that
rkMa, b, cN"2.
LEMMA 1.3. If B is closed and complete in A then
(i) rkA!rkB)1.
(ii) „he element c3B in Definition 1.2 is uniquely determined by a and b.
Proof. For the proof of (i) assume that rkA’rkB and pick a3BM such that
rk(BXMaN)"rk(B)#1. We may then infer from Definition 1.2 that rk(BXMa, bN)"
rk(BXMaN) for any b3BM , bOa, whence rk(A)"rk (B)#1. For the proof of (ii) let c@3B
be such that rkMa, b, c@N"2 and c@Oc. Then rkMa, b, c, c@N"2, which contradicts
Definition 1.1. K
Remark 1.4. If B is closed and complete we shall put c :"f (a, b) in the above definition.
Note that f (b, a)"f (a, b). Note also that given any three distinct elements a, b, c3BM the
three elements f (a, b), f (b, c) and f (a, c) will be either distinct or equal. Indeed if
f (a, b)"f (b, c)"c, say, then rkMa, b, c, cN"2, therefore rkMa, b, c, c, f (a, c)N"2 (by
Definition 1.2) hence f (a, c)"c (use 1.1). This also shows that rkMa, b, cN"2 if and only if
f (a, b)"f (b, c)"f (a, c).
Definition 1.5. B is solvable inA if it is closed and complete inA and if for any distinct
elements a, b, c3BM such that the elements f (a, b), f (b, c) and f (a, c) of B defined in Lemma
1.3(ii) are distinct one has that rkM f (a, b), f (b, c), f (a, c)N"2.
Remark 1.6. One may note that our definitions involve only the minimal combinatorial
information, namely the intersection pattern up to codimension two, L
2
(A)"MrkA@ DA@
LA and DA@ D)3N.
The conditions described in the above definitions are independent. There is one
important particular case where they collapse to a single one. Given any arrangement pair
(A,B) set X"YH3BH and AX"MH3A DHMXN.
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LEMMA 1.7. Assume that rk(A)"rk (B)#1. „hen
(i) B is solvable in A if and only if it is complete in A.
(ii) If B is complete in A then B"A
X
.
Proof. Choose d3BM such that rk(BXMdN)"rk (B)#1. (i) If B is complete in A then it
readily follows from Definition 1.2 that rk(BXMbN)"rk(B)#1 for any b3BM . This implies
at once that A
X
LB, in particular B is closed in A. To see that B is actually solvable in
A as asserted consider a, b, c3BM as in Definition 1.5. Recall Definition 1.2 to infer that
f (a, b)Wf (b, c)Wf (a, c).aWbWc. Assuming that rkM f (a, b), f (b, c), f (a, c)N"3 one sees that
necessarily f (a, b)Wf (b, c)Wf (a, c)"aWbWc, in particular rkMBXMaN)"rk(B), a contradic-
tion. The assertion (ii) follows, too, since the inclusion BLA
X
is trivially verified. K
Definition 1.8. A is hypersolvable if there exists a sequence of arrangements
A
1
L2LA
i
LA
i`1
L2LA
l
with rkA
1
"1 A
l
"A such that A
i
is solvable in
A
i`1
, i"1,2l!1. Such a sequence will be called a composition series ofA. (Note that the
definition uses only L
2
(A).)
We are now going to see that this new class contains the supersolvable arrangements. To
this end we must start by recalling from [29, p. 31] that X3L(A) is said to be a modular
element if X#‰3L(A) for any ‰3L(A).
LEMMA 1.9. ‚et X3L(A) be such that rk(A)"rk(X)#1 (where rk(X)"codim
V
X, as
usual ). „hen X is modular if and only if A
X
is solvable in A, where A
X
"MH3A DHMXN.
Proof. Assuming that X is modular we may invoke Lemma 1.7(i) to see that it suffices to
show that A
X
is complete in A, since plainly rk (A
X
)"rk(X). Let then a, b3AM
X
, (where
AM
X
"ACA
X
, as usual), aOb, be arbitrarily chosen and let us consider the element
‰"X#aWb3L(A). Remark that rk (‰)"1 since aM/ X and rk(X)"rk (A)!1. This
implies that ‰3A
X
and rk (aWbW‰)"2, as needed.
Conversely suppose thatA
X
is solvable inA. Let ‰"a
1
W2Wa
s
Wa
1
W2Wa
t
3L(A)
where a
1
,2, as3AX and a1,2, at3AM X . By completeness we know that aWb"aWf (a, b)
with f (a, b)3A
X
, for any distinct a, b3AM
X
. We may thus argue by induction and assume
that t)1. Plainly X#a
1
W2Wa
s
"a
1
W2Wa
s
3L (A) for any a
1
,2, as3AX , by the
definition of A
X
. Finally we will show that X#a
1
W2Wa
s
Wa"a
1
W2Wa
s
3L (A),
for any a
1
,2, as3AX and any a3AM X , to complete our proof. Obviously X#a1W2W
a
s
WaLa
1
W2Wa
s
. Since rk (a
1
W2Wa
s
Wa)"rk(a
1
W2Wa
s
)#1 as a
1
,2, as3AX and
a NA
X
, we may conclude by a straightforward dimension argument. K
PROPOSITION 1.10. If A is supersolvable then it has a composition series as in Definition
1.8 with rk (A
i`1
)"rk(A
i
)#1, i"1,2, l!1, in particular l"rk (A).
Proof. By definition there exists a chain of modular elements ofL (A), X
1
M2MX
r
,
r"rk (A), with rk(X
i
)"i for i"1,2, r [29, p. 32]. This gives rise to an ascending
series AX
1
L2LAX
r
"A, where rk (AX
i
)"i for i"1,2, r. One may then apply the
previous lemma to X
i
3L(AX
i`1
) to get that AX
i
is solvable in AX
i`1
, i"1,2, r!1,
as desired. K
Remark 1.11. It is immediate to see that rkA)2 implies that A is supersolvable [29,
pp. 31—32]. On the other hand if rkA*3 then let us say thatA is 3-generic if rkA@"3 for
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Fig. 2.
Fig. 1.
anyA@LA, DA@ D"3. It is equally immediate to see that all the 3-generic arrangements are
hypersolvable. One may simply construct a composition series of length l"DA D by adding
one hyperplane at a time. Assume moreover that DA D’dim »"r*3 and that A is
generic, i.e. rkA@"r for anyA@LA, DA@ D"r. It follows then from a result of Hattori [18]
that in the generic case MA is never aspheric. At the same time one knows that MA is always
aspheric in the supersolvable case [14]. This shows that both possibilities of the K (n, 1)
dichotomy occur among the topological types of hypersolvable complements.
We end this section with a few simple examples. One way to measure the size of our
generalization is provided by Proposition 3.2 and Theorem 3.4. Firstly the length l of
a composition series as in Definition 1.8 is actually a well-defined combinatorial invariant of
a given hypersolvable arrangement A, by Proposition 3.2(iii) (see also Corollary 4.4
for a topological interpretation). Secondly the equivalence ‘‘l(A)"rk (A) if and only if
A is supersolvable’’ (Theorem 3.4) provides a very simple supersolvability test.
Consider for instance (see Fig. 1) the Falk example in [12, p. 146]. In the pictures below
the hyperplanes of an arrangement A in C3 are represented as usual by lines in the
projective plane P
2
, and by points in the dual projective plane Ps
2
in the representation of
the associated matroid L(A).
Look at the composition series
MaNLMa, b, f NLMa, b, f, cNLA,
M f NLM f, a, bNLM f, a, b, c, eNLA@
to see thatA andA@ are hypersolvable and l"4, rk"3 in both cases. Consequently they
are not supersolvable (obviously they are not generic).
In fact it is easy to construct a lot of hypersolvable (nonsupersolvable and nongeneric)
examples in C3 with arbitrary length, the simplest picture being as in Fig. 2 (l’3). Here we
represent only the matroid.
Choose l!1 distinct lines which are concurrent in o and finite sets of generic points
F
i
Ld
i
CMoN, i"1,2, l!1, such that no point pi3Fi is on any line pjpk (for all pj3Fj , pk3Fk
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Fig. 3.
and jOk(i), i"1,2, l!1. This may be done inductively to get the desired result, since
MoNLMoNXF
1
L2LMoNXF
1
X2XF
l~1
will clearly be a hypersolvable composition
series.
However not all arrangements are hypersolvable (see Fig. 3 for a simple example). This
is the matroid of the example considered in [35, 6.1] in connection with the Koszul property
(see the paragraph below our Definition 6.1). There are also non hypersolvable Coxeter
arrangements, for instance the infinite family (D
r
)
rw4
, see Example 8.2.
2. SOLVABLE EXTENSIONS OF ARRANGEMENTS
The starting point of our work was the following fundamental result of [14]. LetB and
A be arrangement in Cr~1 and Cr, respectively. Assume that after a suitable linear change of
coordinates the projection to the first (r!1) coordinates restricted to MA induces
a topological fibration p : MAPMB with fiber CCMm pointsN (MA is then said to be strictly
linearly fibered over MB). Then the Serre spectral sequence of p degenerates and gives an
isomorphism of graded H*MB modules, H*MA:H*MB?H*(¨mS1). At the same time it
is known [27] that there is a natural graded algebra isomorphism between H*MA and
a combinatorially defined object, the Orlik-Solomon algebra A*(A), for any arrangementA.
Let R be a commutative ring with unit. Given any arrangement A"MH
1
,2,HnN
denote by §*
R
(uH
1
,2,uH
n
) the exterior R-algebra generated by symbols u
H
in one to one
correspondence with the hyperplanes H3A, graded by the exterior degree. Write
uv"u'v. Define the Orlik-Solomon algebra A*
R
(A) to be the quotient of §*
R
(u
H
DH3A)
by the graded ideal generated by the relations of the form
s
+
k/1
(!1)k~1uHi
1
2uL Hi
k
2uHi
s
for all 1)i
1
(2(i
s
)n such that rkMHi
1
,2, Hi
s
N(s.
The idea is to consider another highly natural combinatorial construction, the quadratic
Orlik—Solomon algebra AM * (A). Given an arbitrary arrangement pair (A, B) we will
show in this section that the solvability condition introduced in the previous chapter
is actually equivalent to the AM *( ) )-version of the above Falk—Randell result: AM *(A):
AM * (B)? H*(¨
m
S1).
Let R be a commutative ring with unit. Given the arrangementA"MH
1
,2,HnN define
the graded algebra AM *
R
(A) to be the quotient of §*
R
(uH
1
,2, uH
n
) by the homogenous ideal
generated by the following family of quadratic relations
(RA) uH
i
uH
j
!uH
i
uH
k
!uH
k
uH
j
where 1)i(j(k)n and rkMH
i
, H
j
, H
k
N"2.
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Remark 2.1. Note that AM *
R
(A) depends only on L
2
(A).
Remark 2.2. It follows from the definitions that there exists a canonical graded algebra
surjection AM *
R
(A)PA*
R
(A), for any coefficients R. One good reason to believe that AM * is the
right object to look at is the fact that in the supersolvable case one knows that the above
map is an isomorphism, see [11, 4.6 and 3.5] for R"Q and [35, 5.3] for the general case.
See Theorem 7.3 and also 7(2) for a topological interpretation of AM * in the hypersolvable
class.
Given any arrangement pair (A, B) the canonical graded algebra map obviously
defined on generators, §*
R
(u
H
DH3B)P§*
R
(u
H
DH3A), induces graded algebra maps
which fit into a commutative diagram
(1)
AM *(A) &" A*(A)
ıN C C ı
AM *(B) &" A*(B)
where the right vertical arrow is monic [29, p. 77].
Fix a coefficient field K. Our main result in this section reads
THEOREM 2.3. B is solvable in A if and only if there exists an isomorphism of graded
AM * (B)-modules:
AM * (A):AM * (B) ?H*A¨DBM D S1B
where BM "ACB and the AM *(B)-module structure of AM *(A) is induced by the above left
vertical arrow.
The proof is inspired by Anick’s [1] technique of solvable ambiguities (whence the
terminology in our Definition 1.5), adapted in a relative context; it is however independent
of [1]. We proceed by a series of lemmas.
Set B"Ma
1
,2, apN, BM "Ma1,2, amN, §* (uH DH3B)"§* (u1,2,up) and
§*(u
H
DH3A)"§* (u
1
,2,up , v1,2, vm). Abbreviate H* (¨mS1) to F*. It is to be identi-
fied with the graded vector space having basis elements 1 in degree 0 and v
1
,2, vm in degree
1. In this way F*LAM *(A) and we have a canonical map of graded AM * (B)-modules
k : AM * (B)?F*PAM *(A), defined by k (x? y)"xy, for any x3AM *(B) and y3F*.
LEMMA 2.4. If B is closed and complete in A then k is onto.
Proof. Note first that the monomials of the form vi
1
2vi
r
, 1)i
1
(2(i
r
)m, r*1,
together with 1"k (1? 1) generate AM *(A) as a AM * (B)-module. Next recall that B is
complete in A and use the defining relations RA to get
(2) v
i
v
j
"f (v
i
, v
j
) (v
j
!v
i
)
for any 1)iOj)m. (Here f (v
i
, v
j
)3Mu
1
,2, upN is the notation introduced in Remark 1.4,
with the obvious identifications between Ma
1
,2, apN and Mu1,2, upN, respectively
Ma
1
,2, amN and Mv1,2, vmN.) Use now induction on r to show that vi12vir3Im k, starting
trivially with v
i
"k (1? v
i
), 1)i)m. K
To prove the injectivity of k we will construct a section in the following way.
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LEMMA 2.5. Suppose thatB is solvable inA. „hen there exists a degree zero K-linear map
o : §* (v
1
,2, vm)PAM *(B) ?F* with the following properties:
(3) o (1)"1? 1, o (v
i
)"1? v
i
, 1)i)m
(4) o (yv
i
v
j
)"(!1)rf (v
i
, v
j
)o (yv
j
!yv
i
)
for any 1)iOj)m and for any monomial y3§r~2(v
1
,2, vm), r*2.
LEMMA 2.6. Assume thatB is solvable inA. ‚et o be as in ‚emma 2.5. Extend it to a map
of graded §*(u
1
,2, up)-modules, o : §*(u1,2, up)? §* (v1,2, vm)PAM * (B)?F*, by de-
fining o (x? y)"xo (y), for any x3§*(u
1
,2, up) and y3§*(v1,2, vm). „hen o factors
through the ideal generated by RA to induce a map of graded AM *(B)-modules,
oN : AM * (A)PAM *(B) ?F*, with the property that oN k"id.
Clearly Lemmas 2.4—2.6 prove that k is an isomorphism ifB is solvable inA, as needed
in one implication of our theorem.
Proof of ‚emma 2.5. We will inductively construct o on a monomial basis of
§*(v
1
,2, vm). In degrees 0 and 1 the construction is uniquely determined by (3). In degree
2 set o (v
i
v
j
)"f (v
i
, v
j
)o (v
j
!v
i
), as needed in (4), for any 1)iOj)m. This is well-defined
since o (v
j
v
i
)"!o (v
i
v
j
) ( f is symmetric, see 1.4). Inductively assume that o has been
constructed on §:r (v
1
,2, vm), r*3, to satisfy the properties (3) and (4). The reduction rules
(4) force then the definition of o on all ordered monomials v
i1
2v
ir
, 1)i
1
(2(i
r
)m.
All we need is to see that this extension is unambiguously defined on §r, i.e. to verify the
property (4).
Consider then an arbitrary r-monomial yv
i
v
j
, as in (4). If yv
i
v
j
"0 then obviously y must
be of the form y"exv
i
or y"exy
j
, e"$1, for some monomial x3§r~3(v
1
,2, vm). In
both cases one may perform a simple computation which uses the induction assumption (4)
to get that up to a sign f (v
i
, v
j
)o(yv
j
!yv
i
)"f (v
i
, v
j
) f (v
i
, v
j
)o (xv
j
!xv
i
)"0, as needed. We
may thus suppose from now on that yv
i
v
j
O0. Clearly eyv
i
v
j
"e
1
y
1
v
i1
v
j1
for some conve-
nient choice of signs e and e
1
, where y
1
v
i1
v
j1
is an ordered monomial. Then plainly
o(yv
i
v
j
)"(!1)rf (v
i
, v
j
)o(yv
j
!yv
i
) if and only if
(5) ef (v
i
, v
j
)o (yv
j
!yv
i
)"e
1
f (v
i1
, v
j1
)o (y
1
v
j1
!y
1
v
i1
)
by the construction of o.
There are three cases to consider in (5): l"2, 3 or 4; l is the number of distinct elements
of Mi, j, i
1
, j
1
N.
In the first case (l"2) one quickly sees that (5) holds due to the symmetry property of f,
as before.
Assuming now l"4 it follows that y"e@xv
i1
v
j1
and y
1
"e@
1
xv
i
v
j
, with e@, e@
1
"$1 and
ee@"e
1
e@
1
, for some monomial x. By the induction property (4) we know that
ef (v
i
, v
j
)o (yv
j
!yv
i
) equals
(!1)r~1ee@ f (v
i
, v
j
) f (v
i1
, v
j1
)o (xv
j
v
j1
!xv
j
v
i1
!xv
i
v
j1
#xv
i
v
i1
)
and e
1
f (v
i1
, v
j1
)o (y
1
v
j1
!y
1
v
i1
) equals
(!1)r~1e
1
e@
1
f (v
i1
, v
j1
) f (v
i
, v
j
)o (xv
j1
v
j
!xv
j1
v
j
!xv
i1
v
j
#xv
i1
v
i
),
hence the equality (5) is verified also in this case.
Let us now examine the last case (l"3). Notice first that we can permute i and j (and
similarly i
1
and j
1
) in (5), again by the symmetry of f. It follows that in this case (5) is
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equivalent to
ef (v
i
, v
j
)o (yv
j
!yv
i
)!e
1
f (v
j
, v
k
)o (y
1
v
k
!y
1
v
j
)"0 (6)
with eyv
i
v
j
"e
1
y
1
v
j
v
k
(where i, j, k3M1,2,mN are distinct). Consequently, y"e@xvk and
y
1
"e@
1
xv
i
, with e@, e@
1
"$1 and ee@"e
1
e@
1
, for some monomial x. One may use again the
inductive assumption (4) to see that the left-hand side of (6) equals (modulo a sign)
[ f (v
j
, v
k
) f (v
i
, v
k
)!f (v
j
, v
k
) f (v
i
, v
j
)!f (v
i
, v
j
) f (v
i
, v
k
)]o (xv
i
!xv
k
). (7)
It is now that the solvability condition (see 1.5 and 1.4) enters to show that the element of
§2(u
1
,2,up) multiplying o (xvi!xvk) in (7) above represents zero in AM 2 (B). Indeed either
f (v
j
, v
k
)"f (v
i
, v
k
)"f (v
i
, v
j
) or the corresponding three hyperplanes of B are distinct and
the rank of their intersection is 2, which implies that
f (v
j
, v
k
) f (v
i
, v
k
)!f (v
j
, v
k
) f (v
i
, v
j
)!f (v
i
, v
j
) f (v
i
, v
k
)3RB .
Consequently, all ambiguities created by the various reduction rules (4) are actually
solvable (a` la Anick) and the proof of Lemma 2.5 is completed. K
Proof of ‚emma 2.6. Since o is §* (u
1
,2,up)-linear it suffices to verify that
(8) o (yg)"0
for any monomial y3§* (v
1
,2, vm) and for any defining relation g3RA , to conclude that
o factors through ideal(RA). The other assertions of the lemma readily follow: clearly oN will
be AM *(B)-linear and thus the equality oN k"id needs to be verified only on the generators
1? 1 and 1? v
i
, 1)i)m, for which it is a direct consequence of property (3).
By constructionRA is indexed by the set of all rank 2 subarrangements ofA containing
3 hyperplanes. Keeping in mind that B is closed in A we see that there are the following
three types of defining relations in RA :
(9) g"u
i
u
j
!u
k
(u
j
!u
i
)
for all distinct 1)i, j, k)p such that rkMa
i
, a
j
, a
k
N"2 (these are actually the defining
relations RBN;
(10) g"v
i
v
j
!f (v
i
, v
j
) (v
j
!v
i
)
for any 1)iOj)m (B is closed and complete in A!); and
(11) g"v
i
v
j
!v
k
(v
j
!v
i
)
for all distinct 1)i, j, k)m such that rkMa
i
, a
j
, a
k
N"2.
We remark next that it suffices to check (8) only for the first two types above, since all
relations (11) are linear combinations of relations of type (10). Indeed if rkMa
i
, a
j
, a
k
N"2
then rkMa
i
, a
j
, a
k
, f (a
i
, a
j
), f (a
j
, a
k
), f (a
i
, a
k
)N"2 and consequently f (v
i
, v
j
)"f (v
j
, v
k
)"
f (v
i
, v
k
)"f say, as B is complete and closed. One has then
v
i
v
j
!v
k
(v
j
!v
i
)"[v
i
v
j
!f (v
j
!v
i
)]![v
i
v
k
!f (v
k
!v
i
)]![v
k
v
j
!f (v
j
!v
k
)]
which proves our claim.
If g is of type (9) then o (yg)"go(y) by §*(u
1
,2,up)-linearity and g represents zero in
AM * (B) so we are done.
Finally consider an arbitrary monomial y3§r(v
1
,2, vm) and an arbitrary type (10)
relation g
ij
"v
i
v
j
!f (v
i
, v
j
) (v
j
!v
i
). By property (4) and §* (u
1
,2, up)-linearity one has
that o (yg)"0. Thus the condition (8) is completely verified. K
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Remark 2.7. Lemmas 2.4—2.6 hold for arbitrary ring coefficients R, therefore
AM *
R
(A):AM *
R
(B) ?H*(¨DBM D S1; R) as graded AM *R (B)-modules, for any R, if B is solvable
in A.
We take up now the proof of other implication in Theorem 2.3.
LEMMA 2.8. Set F*K"H*(¨DBM D S1; K), as before. If there exists an isomorphism of graded
AM *K (B)-modules, u :AM *K (B) ?F*KP&AM *K (A), then the canonical morphism of graded AM *K (B)-
modules k: AM *K (B)?F*KPAM *K (A) constructed at the beginning of the proof of ‚emmas 2.4—2.6
is an isomorphism.
Proof. Denote by AM K` (B) the irrelevant graded ideal of AM *K (B), AM K` (B)"=r;0AM rK (B).
Note that u induces a K-linear isomorphism uN : F*KP&AM *K (A)/AM K` (B) )AM *K (A). In particular,
the graded algebra AM *K (A)/AM K` (B) )AM K` (A) is concentrated in degrees 0 and 1. At the same
time it is by construction the quotient of §*K (v1
,2, vm) by a graded ideal generated by
quadratic relations. Consequently, the composition
F*KPk AM *K (A)Pn AM *K (A)/AM K` (B) )AM *K (A)
(where the first map is the restriction of k to 1? F*K and the second is the canonical
projection) is an isomorphism, in particular it is onto. By the graded version of Nakayama’s
lemma (straightforward induction on degree) k: AM K` (B) ?F*KPAM *K (A) must be onto. We
may thus invoke a dimension argument to conclude our proof. K
We finish the proof of our theorem by showing
LEMMA 2.9. If the canonical AM *K (B)-linear map k : AM *K (B) ?F*KPAM *K (A) is an isomor-
phism then B is solvable in A.
Proof. It is immediate to see that B is closed in A. Indeed, assuming that rkMa
i
, a
j
,
a
k
N"2 for some 1)iOj)p and some 1)k)m, one would have that
k(u
i
u
j
? 1#(u
j
!u
i
)? v
k
)"0, taking into account the defining relations RA and the
construction of k. Since k is monic this would imply u
i
"u
j
, a contradiction.
Let us show now thatB is also complete inA. To this end we begin by giving an algebra
presentation of AM * (A)/AM ` (B) )AM * (A). By construction this may be obtained from the
defining presentation of AM * (A) by setting u
s
"0, 1)s)p. Thus the generators are
v
1
,2, vm . Clearly, the relations RB do not contribute to the quotient. Since we know that
B is closed in A it follows that all the remaining 3-element rank 2 subarrangements of
A contain at most one hyperplane fromB. They give thus rise to the following two types of
relations for the quotient:
(12) v
i
v
j
, for each 1)iOj)m such that rkMa
i
, a
j
, a
s
N"2 for some 1)s)p
(13) v
i
v
j
!v
k
(v
j
!v
i
), for each distinct 1)i, j, k)m such that rkMa
i
, a
j
, a
k
N"2.
Given 1)iOj)m we will say that i and j are B-related and denote it by i&j if and
only if there exists 1)s)p such that rkMa
i
, a
j
, a
s
N"2, like in (12) above. Thus we want to
show that i&j, for any 1)iOj)m. With this notation remark that it suffices to consider
in (13) only the cases where i&/ j, j&/ k and k&/ i (given the relations (12)) to get a presenta-
tion of the quotient.
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The key fact is the equality
(14) §2K (v1
,2, vm)"K!spanMvivj Di&jN=A +X3L@(BM ) K!span(RAX )B.
Here L@(BM )"MX3L(BM ) Drk X"2, DA
X
D*3 and A
X
WB"0N, where we have set
A
X
"MH3A DHMXN for any X3L (A), as in [29]. This follows from the fact that
k induces a K-isomorphism kN :F*KP&AM *K (A)/AM K` (B). AM *K (A) plus the remark that
F2K"H2(¨DBM D S1; K)"0. Our discussion on the presentation of the above quotient of the
algebra AM *K (A), with generators v1,2, vm and (restricted) set of relations (12)—(13), readily
gives the equality (14). Each relation of type (13) with i&/ j belongs to RA
X
, X"a
i
Wa
j
Wa
k
.
Conversely,A
X
WB"0 implies that i&/ j for any 1)iOj)m such that a
i
and a
j
belong to
A
X
, for all X3L@(BM ), in particular the sum in (14) is direct.
IfL@(BM ) is void then we are done: we may read from (14) that i&j for any 1)iOj)m,
hence B is complete in A. Let us assume then that there exists X3L@(BM ) to derive
a contradiction. We will need the following simple construction: let ‰3L(A), rk‰"2, be
arbitrary. Consider the graded algebra maps u
Y
: §*K (uH DH3AY)P§*K (uH DH3A) and
t
Y
: §*K (uH DH3A)P§*K (uH DH3AY), defined on generators by uY(uH)"uH (H3AY) and
t
Y
(u
H
)"u
H
(H3A
Y
), t
Y
(u
H
)"0 (H NA
Y
). Notice that t
X
u
X
"id and t
Y
u
X
"0 on §w2
if ‰OX (the last equality is an easy consequence of the fact that DA
Y
WA
X
D)1 if ‰OX).
Apply these remarks to (14) and infer that necessarily §2K (uH DH3AX)"K!span(RAX ).
Therefore AM 2K (AX )"0, while one knows that AM 2K (AX)"A2K(AX) is of dimension
DA
X
D!1 (see, e.g. [29, p. 61] for this standard rank 2 computation).
It remains to show that B satisfies also Definition 1.5 to finish our proof. Assuming the
contrary, let 1)i, j, k)m be distinct and such that the elements u
(i)
"f (v
j
, v
k
),
u
(j)
"f (v
i
, v
k
) and u
(k)
"f (v
i
, v
j
) are distinct and with rkMa
(i)
, a
(j)
, a
(k)
N"3. (We have once
more freely identified the hyperplanes with the AM -generators in the above notation.)
The relations RA together with the defining property of the function f (see Lemma 1.3
and Remark 1.4) imply that the following equalities hold in AM *(A):
(15) v
i
v
j
"u
(k)
(v
j
!v
i
), v
j
v
k
"u
(i)
(v
k
!v
j
), v
i
v
k
"u
(j)
(v
k
!v
i
).
We may use them to compute v
i
v
j
v
k
in two ways, a` la Anick, as follows:
(16) (v
i
v
j
)v
k
"u
(k)
(v
j
v
k
!v
i
v
k
)"u
(k)
u
(i)
(v
k
!v
j
)!u
(k)
u
(j)
(v
k
!v
i
)
v
i
(v
j
v
k
)"!u
(i)
(v
i
v
k
!v
i
v
j
)"!u
(i)
u
(j)
(v
k
!v
i
)#u
(i)
u
(k)
(v
j
!v
i
).
By comparing we get that
k ((u
(k)
u
(j)
#u
(i)
u
(k)
!u
(i)
u
(j)
)? v
i
#(u
(k)
u
(i)
#u
(i)
u
(j)
!u
(k)
u
(j)
) ? v
k
)"0.
Since k was supposed to be monic this implies that u
(i)
u
(k)
#u
(k)
u
(j)
!u
(i)
u
(j)
"0 in AM 2 (B).
But AM 2( ) )"A2( ) ) in general, by construction. Therefore we must have
u
i
u
k
#u
(k)
u
(j)
!u
(i)
u
(j)
"0 in AM 2(Ma
(i)
, a
(j)
, a
(k)
N), by the injectivity property of the A-
construction relative to subarrangements (see (1)). This is plainly impossible if
rkMa
(i)
, a
(j)
, a
(k)
N"3, as in this case AM * (Ma
(i)
, a
(j)
, a
(k)
N):§*(u
(i)
, u
(j)
, u
(k)
), by construc-
tion. K
3. HYPER- VERSUS SUPER-SOLVABLE
We begin by deriving the first algebro-combinatorial corollaries of Theorem 2.3 (see also
Theorem 6.2), in Proposition 3.2. Together with preliminary results proved in Section 1 this
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will lead us to a first characterization of supersolvable arrangements within the hypersolv-
able class (Theorem 3.4). As already noted at the end of Section 1 this characterization will
be done in terms of a very simple combinatorial supersolvability test. See also Theorem 5.1
for a purely topological recognition principle.
Definition 3.1. Given any arrangement A and coefficient field K, define the Poincare´
polynomial of A by
PK (A) („ )" +
iw0
(dimK AiK(A))„i
and the quadratic Poincare´ polynomial of A by
PM K (A) („ )" +
iw0
(dimK AM iK (A))„i
where A*K (A) and AM *K (A) are the Orlik—Solomon algebra (respectively the quadratic
Orlik—Solomon algebra) of A.
Thus PK(A) is the Poincare´ polynomial of the complement MA with K coefficients and
depends only on the intersection poset L(A), as it is well-known [27]. For a fixed K the
polynomial PM K(A) clearly depends only on the intersection pattern up to codimension two
L
2
(A) (see Remark 2.1). It turns out to be actually independent of K, see Proposition 3.2(i)
below. If A is supersolvable then PM K (A)"PK (A), (see Remark 2.2).
Thus Proposition 3.2(i) may be regarded as a generalization of the factorization result
proved in [14, 2.7] for the Poincare´ polynomial of a fiber-type arrangement (see also [19]),
while 3.2(ii) generalizes the well-known result of [27] (see e.g. [29, p. 74]) valid for an
arbitrary arrangement A.
PROPOSITION 3.2. ‚et A be hypersolvable with a composition series like in Definition 1.8.
Set A
0
"0.
(i) PM K (A) („ )"< li/1 (1#di„), with di"DAiCAi~1 D, i"1,2, l, for all coefficients K.
(ii) AM rZ (A) is a free finitely generated abelian group, for all r*0.
(iii) l"deg PM K (A), for all K.
Proof. (i). For any solvable extension BLA one has that PM K(A)"PM K(B) ) (1#d„),
with d"DACB D, as a consequence of the stronger structure theorem 2.3, which describes
AM *K (A) as a AM *K (B)-module. Thus the above claim (i) holds by induction, starting trivially
with PM K (A1) („ )"1#„. The other two claims easily follow. This is obvious for (iii).
Finally, the dimensions MdimK AM rZ(A)? KNrw0 are encoded in PM K (A), which is independent
of the coefficient field K by (i). Therefore the finitely generated abelian groups AM rZ(A) are
torsion free for all r*0, as asserted. (One may alternatively use Remark 2.7.) K
Remark 3.3. As a consequence of Proposition 3.2(iii) we may legitimately speak of the
length of a hypersolvable arrangement A. It is by definition the length of any solvable
composition series of A as in Definition 1.8 and it is a combinatorial invariant depending
only on L
2
(A). We will denote it in the sequel by l (A).
Our next result for the hypersolvable class could be interpreted also as providing
a simple combinatorial test for a property of a topological nature. Indeed one knows [39]
that one may recognize the supersolvable arrangements among the arrangementsA which
are essential (i.e. A sits in » with dim »"rk(A)) as being precisely those which are
fiber-type in the sense of [14]. A is said to be fiber-type if there exists a sequence of strictly
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linear fibrations (see the beginning of the previous section) MA
r
PMA
r~1
P2PMA
1
with
A
1
"the one-hyperplane arrangement M0N in C and A
r
"A.
THEOREM 3.4. ‚et A be a hypersolvable. „hen it is supersolvable if and only if
l(A)"rk (A).
Proof. If A is supersolvable then the equality l(A)"rk(A) follows from Proposition
1.10, via the above Remark 3.3.
Conversely assume thatA is hypersolvable with l (A)"rk(A). We may then infer from
Lemma 1.3(i) that A has a composition series as in Definition 1.8, A
1
L2LA
i
L
A
i`1
L2LA
r
"A, with rk(A
i
)"i, i"1,2, r. Set Xi"YH3Ai H, i"1,2, r. Then
obviously X
1
M2MX
i
MX
i`1
M2MX
r
. Starting from the definitions (see e.g. [29, p.
32]) it suffices to see that X
j
is a modular element of L (A), j"1,2, r, to get that A is
supersolvable as asserted. This is clear for X
r
"YH3AH [29, p. 31]. Assume inductively
that X
j
is modular in L(A) for all j*i#1 (i(r).
We have thus to show that X
i
is modular inL(A) to finish the induction and the proof
of the theorem. We are going to apply Lemma 1.9 to A
i`1
and X
i
3L(A
i`1
). We claim
that it is enough to see that AX
j
"A
j
, for all j"1,2, r!1. Indeed this would imply via
Lemma 1.9 that X
i
is modular inL(A
i`1
)"L(AX
i`1
), since we know thatA
i
"(A
i`1
)X
i
is solvable inA
i`1
, by hypothesis. By Lemma 2.31 of [29] X
i
will also be modular inL(A)
as X
i`1
is modular in L(A), by the induction assumption.
Our claim will follow in turn from the fact that A
X
"B for any solvable extension
BLA such that rk (A)"rk(B)#1, where X"YH3BH, see Lemma 1.7(ii). For any fixed
j, 1)j(r, this fact may be used to see that (A
i
)X
j
"(A
i`1
)X
j
for any i*j (use
rk(A
i`1
)"rk (A
i
)#1 and X
j
MX
i
). Consequently, AX
j
"(A
j
)X
j
"A
j
, as asserted. K
4. A DEFORMATION METHOD
We pass from the algebro-combinatorial analysis of the hypersolvable class to the study
of the topology of the complement. We start by describing in this section the structure of the
fundamental groups of hypersolvable complements (Theorem 4.3 and Corollary 4.4),
extending the result discovered in [14] for the fiber-type class. This will be accomplished by
a geometric method of deforming solvable arrangement extensions (Propositions 4.6 and
4.7). It is in this way that we will be able to pass from a solvable extension to a strictly
linearly fibered framework where the basic results of [14] are available. We will need the
following definition, extracted from [14].
Definition 4.1. A group G is said to be an almost-direct product of G@ and F if there is
a split short exact sequence
1PFPG n¢
p
G@P1 (1)
such that the action o :G@PAut(F) given by o (x@)(y)"(px@)y (px@)~1(x@3G@, y3F ) induces
the trivial action on the abelianization of F.
Remark 4.2. If p :MAPMB is a strictly linear fibration then n1MA is an almost-direct
product of n
1
MB and a free group Fm
on m generators (m"DA D!DB D) with projection
p
*
: n
1
MAPn1MB (see [14, 2.3—2.5]).
We may now spell out our main result in this section.
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THEOREM 4.3. If B is solvable in A then n
1
MA is an almost-direct product of n1MB and
F
m
, m"DACB D.
As an immediate corollary we may offer the following result which extends the structure
theorem for n
1
MA proved in [14] for fiber-type arrangements and at the same time gives
a topological interpretation for the combinatorial invariant l (A) of a hypersolvable ar-
rangement introduced in Remark 3.3.
COROLLARY 4.4. If A is hypersolvable then n
1
MA is isomorphic to an iterated almost-
direct product of l(A) free groups. In particular, one has that
l(A)"supMi DH
i
(n
1
MA ; Z)O0N.
Proof. The first assertion is a direct consequence of Theorem 4.3, Starting from the
definitions (see 1.8) and from the trivial remark that n
1
MA:Z if rk(A)"1.
The second assertion is proved by an easy induction. Set by definition
fdim(G)"supMi DH
i
(G; Z)O0N, for any group G. Assume that B is solvable in A and
inductively that l(B)"fdim(n
1
MB ). (This is easily verified for l(B)"1.) Theorem 4.3
provides an almost-direct product extension
1PF
m
Pn
1
MAPn1MBP1
as in (1). Let us look at the Lyndon—Hochschild—Serre spectral sequence with trivial
Z coefficients (see, e.g. [7, p. 350]) of the above extension. As it is well-known for the free
groups H
i
(F
m
; Z) equals Z for i"0, Zm for i"1, and zero otherwise. Consequently, the
action of n
1
MB on H*
(F
m
; Z) is trivial, by the definition of an almost-direct product, and the
E2-term is given by E2
ij
"H
i
(n
1
MB; Z) ?Hj (Fm; Z) (i, j*0). By the induction hypothesis we
know that E2
ij
"0 if i’l (B) or j’1 and E2
l1
O0 (l"l (B)). By a standard corner argument
we may infer that H
i
(n
1
MA; Z)"0 if i’l#1 and Hl`1(n1MA; Z)"E=l1"E2l1O0. There-
fore fdim(n
1
MA)"l (B)#1"l(A) and the induction step is complete. K
We devote the rest of this section to the proof of Theorem 4.3. As a preliminary remark
note that we may always assume that in additionA is essential. Indeed for any arrangement
A in » one may set Z"YH3AH, consider the canonical projection p :»P»/Z and define
the arrangement A/Z in »/Z by A/Z"Mp(H) DH3AN. One knows that A/Z is essential
and that the latticesL (A/Z) andL(A) are isomorphic, see [29, p. 196—197]. At the same
time it is straightforward to see that there is a homeomorphism of pairs (MB , MA)+
(MB/Z , MA/Z)]Z, for any subarrangement BLA, where B/Z"Mp(H) DH3BN.
It follows from Lemma 1.3(i) that there are two cases to be distinguished in the above
statement 4.3. We are going to settle first the simple case, corresponding to
rk(A)"rk (B)#1. In this case we will need no deformation, as Lemmas 1.7 and 1.9
combine to provide a strictly linear fibration.
LEMMA 4.5. ‚et A be an arrangement in Cr, r"rk(A). If B is solvable in A and
rk(B)"r!1 then the conclusion of „heorem 4.3 holds.
Proof. Set X"YH3BH. We are going to use the Falk-Randell result (see Remark 4.2)
via the fibration theorem of [39] (see [29, 5.111]). Recall Lemma 1.7(ii) to infer that
A
X
"B. Since we know that B is solvable in A Lemma 1.9 applies to give that X is
modular in L(A), as needed in [29, 5.111(4)]. It follows that the canonical projection
p : CrPCr/X induces a strictly linear fibration p : MAPMB/X with fiber CCMm pointsN,
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m"DACB D, where we have set B/X"Mp (H) DH3BN, as before, see [29, 5.111(1-2)]. We
may thus finish our proof by invoking Remark 4.2. Note also the existence of a straightfor-
ward linear change of coordinates inducing a homeomorphism MBP+MB/X]X to get an
isomorphism between n
1
MB/X and n1MB . K
We may thus assume from now on in the proof of Theorem 4.3 thatA is essential in Cr,
B is solvable in A and rkB"rkA"r, see 1.3(i). Consequently there is no topological
fibration at hand, for merely trivial dimension reasons. The idea is to get a topological
fibration as in [14] by suitably deforming BM in Cr`1. Here BM "ACB, as usual.
This will be done by deforming the defining equations of the corresponding hyperplanes.
It is thus convenient to identify as customarily an arbitrary arrangement of n hyperplanes in
» with a configuration of n distinct points in the dual projective space P(»*).
Write then B"Ma
1
,2, aqN, ai3Cr*CM0N, 1)i)q, and BM "Ma1,2, amN, aj3Cr*CM0N,
1)j)m. In coordinates, let c"(c
1
,2, cr)3Cr* act on z"(z1,2, zr)3Cr in the standard
way, i.e. by c(z)"+r
i/1
c
i
z
i
. The coordinates in Cr`1* will be denoted by (c, u) with c3Cr*
and u3C, thus the standard embedding of Cr* in Cr`1* is given by u"0.
We will be looking for simple deformations ofA in Cr`1* of the following form. For any
j
6
"(j
1
,2, jm)3(CCM0N)m and for any t3C set
(2) AI
t
"BXMaJ
i
(t)N1)i)m , with aJ i(t)"(ai , jit), 1)i)m.
This gives an arrangement AI
t
in Cr`1 whose hyperplanes are into obvious one-to-one
correspondence with the hyperplanes of A, for any t3C. The family MAI
t
N
t | C
obviously
deforms
(3) AI
0
"A
(where A is viewed in Cr`1) by a deformation which leaves B unchanged for any t.
Our key deformation result says that one may always get strictly linear fibrations in this
way without changing the intersection pattern up to codimension two. Given two arrange-
ments A"MH
1
,2, HnN and A@"MH@1,2,H@nN we will write L2 (A):L2(A@) if
rkMH
i
, H
j
, H
k
N"rkMH@
i
, H@
j
, H@
k
N for any 1)i(j(k)n, compare with [29, p. 166].
PROPOSITION 4.6. Suppose that A is essential in Cr, B is solvable in A and
rk(B)"rk (A)"r. „hen one may find j
N
"(j
1
,2, jm)3(CCM0N)m such that for the corres-
ponding deformation MAI
t
N
t | C
described in (2) one has that
(i) rk (AI
t
)"rk(B)#1, for all tO0, and
(ii) L
2
(AI
t
):L
2
(A), for all t3C.
This will enable us to make use of Randell’s [31] isotopy theorem together with Zariski’s
theorem on the n
1
of the complement (see [16]) to obtain
PROPOSITION 4.7. ‚et the deformation MAI
t
N
t | C
be as in the preceding proposition. „hen
there is an isomorphism n
1
(CrCZH3AH)P&n1(Cr`1CZH3AI t H), for all tO0.
We take up the proof of Proposition 4.6. As said before we are going to view all
arrangements as configurations of points in the dual projective space P
r
":P (Cr`1*) with
a distinguished projective hyperplane given by the equation u"0, to be denoted by P
r~1
,
which contains the given configurationA. To simplify notation we will denote aJ
i
(1) in (2) by
aJ
i
, 1)i)m.
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(4.8) Construction ofAI
1
. It will be convenient to denote by a
ij
, a
ij
3B, the unique point
ofB having the property that Ma
i
, a
j
, a
ij
N are collinear in P
r~1
, for any 1)iOj)m, whose
existence is guaranteed by the fact that B is in particular closed and complete in A, see
1.2—1.4. (Note also that a
ij
"a
ji
, ∀iOj.)
If DBM D"1 we may take j
1
"1. If DBM D’1 then there exists a projective line dLP
r~1
such
that DdWBM D’1, dWBM "Ma
1
,2, anN say, with 1(n)m. We will use d as an ‘‘axis’’ for our
BM -deformation, as follows.
To start with let us notice that a
ij
"a say (a3dWB), for any 1)iOj)n (B is closed
and complete!). Let us put j
1
"1 and denote by d3 the projective line in P
r
determined by
a and aJ
1
"(a
1
, 1). Remark also that d3 WP
r~1
"MaN.
With this choice of axis d we may now canonically construct the rest of the BM -
deformation, i.e. (j
2
,2, jm)3(CCM0N)m~1, in the following way. The canonical projection to
the first r coordinates, n :Cr`1*PCr*, induces an isomorphism n : dI P&d, sending aJ
1
to
a
1
and fixing a. Therefore there exist uniquely determined points aJ
i
3dI , 1(i)n, such that
n(aJ
i
)"a
i
. Consequently they may be uniquely represented in coordinates in the form
aJ
i
"(a
i
, j
i
) with j
i
3CCM0N, 1(i)n, since dI WP
r~1
"MaN, as noted before.
To complete our construction let us now consider a
j
, for each fixed j, n(j)m. Then
a
j
N d, by construction. Then the points Ma
ij
D1)i)nN are distinct, distinct from a and
collinear; they determine a line d
j
with the property that dWd
j
"MaN. All the above
assertions may be easily verified by resorting to the solvability property (Definition 1.5) and
keeping in mind that B is closed and complete in A to make free use of Remarks 1.4. It
follows then that dI Wd
j
"MaN, since dI L/ P
r~1
. Moreover we know that a
j
"Yn
i/1
a
i
a
ij
, since
a
j
is on the line a
i
a
ij
determined by a
i
and a
ij
, for any 1)i)n, by the very construction of
a
ij
.
Consider the planes P
j
LP
r~1
determined by d and d
j
and PI
j
LP
r
determined by dI and
d
j
. The canonical projection n induces an isomorphism n : PI
j
P&P
j
which is the identity on
d
j
and sends aJ
i
to a
i
(1)i)n) by the preceding construction. Therefore there exists
uniquely aJ
j
3PI
j
such that
(4) aJ
j
" nY
i/1
aJ
i
a
ij
.
In particular, n(aJ
j
)"a
j
hence there is a unique representation aJ
j
"(a
j
, j
j
) with
j
j
3CCM0N, as before. (Were j
j
"0 we would have that aJ
1
3aJ
j
a
1j
LP
r~1
by the above (4),
a contradiction.) Thus our construction of AI
1
is completed. K
LEMMA 4.9. „he construction of AI
1
being as in the above (4.8), ‚
2
(AI
1
):L
2
(A) if and
only if the points MaJ
i
, aJ
j
, a
ij
N are collinear, for any 1)iOj)m.
Proof. If DBI D"m"1 then there is nothing to verify. Indeed, in this caseL
2
(A) will be
determined byL
2
(B), since B is closed inA (see 1.1), in the same way thatL
2
(AI
1
) will be
determined by L
2
(B), since aJ
1
NP
r~1
by construction. Therefore L
2
(AI
1
):L
2
(A) as
needed, and we may well suppose for the rest of the proof that DBI D’1.
The condition is obviously necessary, as Ma
i
, a
j
, a
ij
N were collinear by construction, for
any 1)iOj)m.
Conversely, to see that the arrangements AI
1
and A share the same set of collinearity
relations between three distinct points (after the obvious identification of the points of AI
1
and A), as soon as the hypothesis of the lemma is satisfied, we may proceed as follows.
First of all B is closed in AI
1
by construction (see (2)) since BLP
r~1
and j
i
O0,
1)i)m. The hypothesis of the lemma implies that B is also complete in AI
1
. Conse-
quently, on one hand there are no collinearity relations inAI
1
andA involving at least two
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points from B besides those coming from L
2
(B) (see 1.1), which are the same for AI
1
and
A since B is not deformed. On the other hand the collinearity relations involving exactly
one point fromB are the same, by completeness plus the assumption of the lemma. Finally,
we may use Remark 1.4 to see that given any distinct 1)i, j, k)m, Ma
i
, a
j
, a
k
N are collinear
if and only if a
ij
"a
jk
"a
ik
, and likewise for MaJ
i
, aJ
j
, aJ
k
N, using again the hypothesis of
Lemma 4.9. This analysis exhausts all the possible cases, whence L
2
(AI
1
):L
2
(A). K
LEMMA 4.10. …ith the above notation the points MaJ
i
, aJ
j
, a
ij
N are collinear, for any
1)iOj)m.
Proof. There are several cases to be considered: (I) 1)iOj)n; (II) i)n and j’n;
(III) n(iOj)m. Clearly we may suppose that n*2.
In the first case a
ij
"a and the points MaJ
i
, aJ
j
, aN are on the line dI , by the construction
(4.8). In the second case MaJ
i
, aJ
j
, a
ij
N are again collinear by construction, see (4).
Fix then arbitrarily n(iOj)m and assume first that the lines d
i
and d
j
used in the
construction (4.8) are distinct. Consider the three distinct lines dI , d
i
and d
j
which are
concurrent in a, and the pairs of distinct points aJ
1
, aJ
2
3dI CMaN, a
1i
, a
2i
3d
i
CMaN, a
1j
,
a
2j
3d
j
CMaN. The three pairs of corresponding edges of the triangles aJ
1
a
1i
a
1j
and aJ
2
a
2i
a
2j
intersect to give three points: a
1i
a
1j
Wa
2i
a
2j
"a
ij
(easy consequence of the solvability
property of B in A), aJ
1
a
1i
WaJ
2
a
2i
"aJ
i
and aJ
1
a
1j
WaJ
2
a
2j
"aJ
j
(see (4)). The resulting points
MaJ
i
, aJ
j
, a
ij
N are well-known to be collinear, by Desargues’ theorem in P
3
(see e.g. [17, p. 15]).
In the remaining case set d
i
"d
j
"d and consider the isomorphism n :PI
i
"
PI
j
P&P
i
"P
j
, as in the construction (4.8). We claim that it is enough to verify that a
ij
3d.
Indeed this would imply that aJ
i
, aJ
j
, a
ij
all lie in the plane PI
i
"PI
j
, by construction, and their
n-projections a
i
, a
j
, a
ij
are collinear, again by construction, whence MaJ
i
, aJ
j
, a
ij
N must be
collinear, as needed. Our claim in turn may be proved by noticing that either Ma
1
, a
i
, a
j
N or
Ma
2
, a
i
, a
j
N must be noncollinear, otherwise a
i
, a
j
3a
1
a
2
"d, a contradiction. If for instance
Ma
1
, a
i
, a
j
N are noncollinear then Ma
ij
, a
1i
, a
1j
N are distinct and collinear (see 1.4—1.5), hence
a
ij
3a
1i
a
1j
"d, as asserted. K
(4.11) Proof of Proposition 4.6. Remark first that it suffices to construct AI
1
as in (4.8)
and verify that L
2
(AI
1
):L
2
(A). Indeed the equality rk (AI
1
)"r#1 follows immediately
by construction since BM O0, and the isomorphism L
2
(AI
1
):L
2
(A) is provided by
Lemmas 4.9—4.10. On the other hand obviously the configuration pairs (AI
t
, B) and (AI
1
,B)
are projectively equivalent, for all tO0 (see (2)), which takes care of the rest of the assertions
of our proposition. K
(4.12) Proof of Proposition 4.7. Again it is enough to give the proof for t"1, since all
the arrangements AI
t
, tO0 are clearly linearly equivalent by construction (see (2)). Also
recall (3) to see that we may replace n
1
(CrCZH3AH) by n1(Cr`1CZH3AI 0 H) in the statement
of Proposition 4.7, since plainly MAI
0
is homeomorphic to MA]C. We are thus led to
construct an isomorphism between n
1
MAI
0
and n
1
MAI
1
, where MAI eLCr`1, e"0, 1. We will
do this in two steps.
Observe that B and A are as in Proposition 4.6, whence necessarily r*3, since in
particularB-OA, B is closed inA and rkB"rkA"r. Therefore we may resort to the
theorem of Zariski (see [16]) to carry out the first step. To be precise, we know that there
exists a generic (i.e. Zariski open nonvoid) set of 3-dimensional affine subspaces passing
through the origin of Cr`1, Pe , with the property that for any 3-plane P3Pe one has an
isomorphism n
1
(PWMAI e)P
&n
1
(MAI e ), for e"0, 1.
1154 M. Jambu and S. Papadima
Denote by Mh
1
(t),2, hp(t)N (p"DA D) the defining equations of the hyperplanes of AI t ,
t3C. Each h
i
(t), 1)i)p, is an algebraic one-parameter family of linear forms defined on
Cr`1, see the construction (2). It follows from Proposition 4.6(ii) that for any distinct 1)i, j,
k)p, rkMh
i
(t), h
j
(t), h
k
(t)N is independent of t; we will denote it then by rkMh
i
, h
j
, h
k
N.
Denote by u
P
: Pª"Cr`1 the inclusion and consider, for e"0, 1, the generic sets of
3-planes P@e defined by the following three conditions:
(5) rkMu*
P
h
i
(e)N"1, 1)i)p
(6) rkMu*
P
h
i
(e), u*
P
h
j
(e)N"2, 1)iOj)p
(7) rkMu*
P
h
i
(e), u*
P
h
j
(e), u*
P
h
k
(e)N"3, for any distinct indices 1)i, j, k)p
such that rkMh
i
, h
j
, h
k
N"3
where u*
P
is the dual of u
P
.
Pick then P3P
0
WP@
0
WP
1
WP@
1
and notice that the above conditions (5) and (6) together
with the defining property of Pe imply that we may replace n1MAI e by n1MA@e , for e"0, 1,
where A@e is the arrangement of p hyperplanes in P given by the equations
Mu*
P
h
i
(e) D1)i)pN.
We are going to conclude the proof of Proposition 4.7 by showing that for the above
choice of P one actually has a homeomorphism MA@
0
+MA@
1
. This will be accomplished in
a second step where we use the whole deformation MAI
t
N
t | C
to construct a lattice-isotopy (in
the sense of [31]) connectingA@
0
andA@
1
. To this end consider the setULC defined by the
following three Zariski open conditions on t3C
(8) rkMu*
P
h
i
(t)N"1, 1)i)p
(9) rkMu*
P
h
i
(t), u*
P
h
j
(t)N"2, 1)iOj)p
(10) rkMu*
P
h
i
(t), u*
P
h
j
(t), u*
P
h
k
(t)N"3, for any distinct indices 1)i, j, k)p
such that rkMh
i
, h
j
, h
k
N"3.
Plainly U is Zariski open and nonvoid (it contains 0 and 1, see conditions (5)— (7)), in
particular it is connected. Thus the family Mu*
P
h
i
(t) D1)i)pN
t | U
, pulled back via a smooth
curve c : IPU connecting 0 and 1, will provide a smooth isotopy [31] betweenA@
0
andA@
1
.
It suffices then to see that the intersection lattice L (Mu*
P
h
i
(t) D1)i)pN) is independent of
t for t3U to infer that this is a lattice-isotopy and consequently MA@
0
+MA@
1
by the main
result of [31]. In ambient dimension 3 L is determined by L
2
. Given the defining
conditions (8)— (10) of U it is therefore enough to recall that for any distinct 1)i, j, k)p
such that rkMh
i
, h
j
, h
k
N"2 one has that rkMh
i
(t), h
j
(t), h
k
(t)N"2 for all t3C, by 4.6(ii), hence
rkMu*
P
h
i
(t), u*
P
h
j
(t), u*
P
h
k
(t)N"2 for all t3U and thus our isotopy is a lattice-isotopy as
needed. K
(4.13) End of proof of „heorem 4.3. By Lemma 4.5 and the discussion preceding it, we
may suppose that the hypotheses of 4.6 and 4.7 are fulfilled. Then Proposition 4.6 guaran-
tees that Lemma 4.5 is available for the pair (AI
1
, B), since the definition of solvability
involves only L
2
(see 1.6). Consequently n
1
(Cr`1CZH3AI
1
H) is an almost-direct product of
n
1
(Cr`1CZH3BH]C):n1 (CrCZH3BH) and Fm , m"DAI 1CB D"DACB D. Proposition 4.7
enters to finish the proof. K
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5. THE K(p, 1) PROBLEM
The major problems in the theory of arrangements concerning the topology of the
complement MA focus around the following question: when is MA a K (n, 1) space? (i.e.
decide when n
i
MA"0 for all i’1). It was asked for the first time in 1971 when Brieskorn
conjectured that MA is a K (n, 1) for all Coxeter arrangements and it received since then a lot
of attention, see for example [13, 15, 29].
There are several important classes of examples of K(n, 1) arrangement spaces. The
Brieskorn conjecture was verified by Deligne [9] who actually proved the stronger result
that all the so-called simplicial arrangements have aspheric complements. Another exten-
sion was provided by the work of Orlik—Solomon [28] who showed that the asphericity
property holds for the complements coming from a large class of complex finite reflection
groups, namely the Shephard groups. (There is a number of complex reflection groups for
which the K(n, 1) property is not decided, see also [29, Ch. 6].) All fiber-type arrangements
are aspheric, see [14]. On the other hand one has the generic Hattori [18] examples which
are not aspheric (see 1.11). Much less is known in general about the existence of manageable
implications of the K(n, 1) property, see [13, 15].
An outstanding problem is to answer the following more precise form of the above
K(n, 1) question: ‘‘Is the K(n, 1) property combinatorial?’’ (see [13, 15]). Our result in this
section gives a simple affirmative answer to this second question in the hypersolvable class.
THEOREM 5.1. IfA is hypersolvable then MA is aspheric (i.e. niMA"0 for all i’1) if and
only if l(A)"rk (A).
Proof. If l(A)"rk (A) then A is supersolvable (Theorem 3.4) hence fiber-type [39]
and consequently MA is aspheric [14]. Conversely, if MA is aspheric then
l(A)"supMi DH
i
MAO0N, for Corollary 4.4. Since the equality rk(A)"supMi DHiMAO0N is
valid for any arrangement A [27] it follows that l (A)"rk(A), and we are done. K
Our deformation method developed in Section 4 will also enable us to derive a formula
for the generating function of the associated graded of a hypersolvable fundamental group.
To be precise let us consider for any given group G its lower central series, denoted by
!
1
GM2M!
i
GM!
i`1
GM2, and inductively defined by !1G"G and !i`1G"
(G, !
i
, G), where the notation (G, G@) stands for the subgroup generated by all group
commutators (x, t) :"xyx~1y~1 (x3G, y3G@) for any subgroup G@LG. One has an asso-
ciated graded abelian group (finitely generated in each degree, if G is finitely generated)
denoted by gr*! (G)"=iw1 gri!(G), where gri! (G)"!iG/!i`1G, i*1, which is in fact
a graded ‚e algebra with Lie bracket induced by the group commutator (see e.g. [34,
I 2.2—3]). Our next result (generalizing the main result of [14]) reads then
THEOREM 5.2. If A is hypersolvable then gri! (n1MA) is a finitely generated free abelian
group, for all i*1. Setting u
i
(A)"rk gri! (n1MA) one has the following generalized Witt
formula:
(1)
=
<
i/1
(1!„i )ui(A)"PM (A) (!„)
where PM (A) („ ) is the quadratic Poincare´ polynomial of A (see Definition 3.1 and Proposi-
tion 3.2) and the equality holds in Z[[„]].
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Proof. We will proceed by induction on l(A), as in [14, 4.1—4.2]. For the induction step
assume that BLA is a solvable extension and the theorem holds for B. Theorem 4.3
provides then an almost-direct product extension
(2) 1PF
m
Pn
1
MAPn1MBP1
as in Definition 4.1. A fundamental group-theoretic result [14, 3.1] says that the above
almost-direct product extension (2) remains split exact when passing to the associated
graded, hence gri!(n1MA ):gri! (n1MB ) = gri!(Fm) and ui (A)"ui (B)#ui (Fm), for all i*1.
Given the factorization PM (A) („)"PM (B) („ ) ) (1#m„) (see Theorem 2.3) and our hypothe-
ses on B we may conclude the induction step by noting that gri! (Fm ) is a finitely generated
free abelian group for all i*1 (a classical result, see [34, I 4.6]) and resorting to …itt’s
formula for the free group F
m
(3)
=
<
i/1
(1!„ i )ui(Fm)"1!m„
see [24, p. 330]. K
Definition 5.3 (Falk and Randell [15]). An arrangement A is said to be LCS if the
following lower central series formula holds
=
<
i/1
(1!„i )ui(A)"P (A) (!„)
where P (A) („ ) is the Poincare´ polynomial of the complement MA .
Thus in the supersolvable case our above generalized Witt formula (1) coincides with the
lower central series formula, see Definition 3.1. The LCS formula first appeared in the
pioneering work of Kohno [21] where he proved it for the braid arrangements. Since then
there has been a lot of activity in trying to establish it for more general classes of examples,
see, e.g. [11, 14, 15, 22].
There are also conjectural implications relating the LCS formula to the K (n, 1) problem.
Definition 5.4 (Falk and Randell [15]). An arrangement A is said to be a rational
K(n, 1) if Q
=
(MA) is aspheric, where Q=(M) denotes the Bousfield—Kan Q-completion (see
[5, 6]) of a connected space M.
It was conjectured in [15] that A is LCS if and only ifA is a rational K (n, 1) and that
A is actually aspheric if it is a rational K (n, 1). One knows that the rational K (n, 1) property
implies the LCS formula ([11] and independently [22]). Up to our knowledge the remaining
two questions are open. Our last result in this section settles in the affirmative the above
conjectures in the hypersolvable case. At the same time it indicates that our generalized Witt
formula (1) (based on the quadratic Poincare´ polynomial) is a better candidate for comput-
ing generating functions for the associated graded of arrangement fundamental groups than
the LCS formula (based on the Poincare´ polynomial), see Theorems 5.1 and 5.2 and also
Theorem 3.4.
THEOREM 5.5. ‚et A be hypersolvable. „hen the following are equivalent:
(i) „he lower central series formula 5.3 holds for A.
(ii) A is a rational K(n, 1) (in the sense of 5.4).
(iii) A is a K (n, 1) space.
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Proof. (iii) N (ii). Theorems 5.1 and 3.4 together imply that A is supersolvable, hence
fiber-type [39]. It follows that A is a rational K (n, 1), by [11, 4.6].
(ii) N (i). This was done in [11, 3.8], see also [22].
(i) N (iii). By comparing the LCS formula 5.3 and the generalized Witt formula (1)
guaranteed by our Theorem 5.2 one gets that P(A) („ )"PM (A) („ ), in particular the
degrees of the two Poincare´ polynomials are equal. On the other hand one knows that
deg P (A) („)"rk(A) [27] and that deg PM (A) („)"l(A) (see Proposition 3.2 (iii)). The
equality rk (A)"l(A) then forces A to be fiber-type, by Theorem 3.4, therefore A is
a K (n, 1) space, see [14, p. 78]. K
6. THE KOSZUL PROPERTY
We devote this section to the verification of an important purely algebraic property of
the quadratic Orlik—Solomon algebra AM *K (A) of a hypersolvable arrangement. A significant
topological consequence of this fact will be derived in the next section.
Recall from the beginning of Section 2 that AM *K (A) may be defined as the quotient of the
tensor algebra T*K (uH DH3A) (the free associative K-algebra with unit generated by uH ,
H3A, graded by the tensor degree), by imposing the Grassmann anticommutation rela-
tions u2
H
"0, H3A and u
H
u
H{
#u
H{
u
H
"0, HOH@, H, H@3A, and then the relations
(RA) coming from L2
(A), for any arrangement A and for arbitrary field coefficients K.
In this way we may view AM *K (A) in the noncommutative framework of quadratic
K-algebras, i.e. graded associative unital K-algebras A which are finitely presented as
quotients of T*(X) (dimK X(R), graded by tensor degree, by a two-sided ideal generated
by quadratic homogenous relations. This is the familiar convenient framework to define
and study the Koszul property.
Definition 6.1. A quadratic K-algebra A is called a Koszul algebra if „orA
p,q
(K, K)"0 for
pOq, where p is the usual homological degree of the „or groups and q is the standard
internal degree coming from the grading of A* (see e.g. [23, p. 296]).
The above definition is due to Priddy [30] who introduced it in connection with the
Steenrod algebra and obtained the basic general results. In arrangement theory it first
appeared in [21] where Kohno proved that the algebras H*(MA ; Q) are Koszul in the case
of the classical braid arrangements and used this fact to derive the LCS formula (see 5.3).
This was generalized in [35, 5.6 and 5.3] where it is shown that AM *K (A) is Koszul if A is
supersolvable. Note that AM *K (A) is not always a Koszul algebra (see [35, Example 6.1],
whereL(A) is the matroid depicted in Fig. 3; note that it is not hypersolvable). There is also
much interest in the Koszul property in homological and commutative algebra, see, e.g.
[2, 23]. In addition more recently interesting connections with quantum group theory have
appeared, see, e.g. [25].
We may now spell out our main result in this section.
THEOREM 6.2. If A is hypersolvable then the quadratic K-algebra AM *K (A) is Koszul, for
any field coefficients K.
The proof will go by induction on l(A), the basic ingredient for the induction step being
provided by Theorem 2.3. To get started and also with an eye for the induction step, note
the following simple useful fact. One may describe the cohomology algebra of a wedge of
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m circles, H*(¨
m
S1; K) as the quotient of T*K (x1
,2,xm) by the ideal generated by all degree
two monomials, x
i
x
j
, 1)i, j)m, therefore H* (¨
m
S1; K) is Koszul, see [12, 1.17 (a)].
All the graded K-algebras (associative with unit) A*"=
iw0
Ai to be considered in the
sequel will be supposed to be connected, i.e. A0"K, with augmentation ideal denoted by
A` :"=
i;0
Ai. A graded subalgebra B*LA* will be called normal if AB`"B`A. In this
case we also have a canonical graded algebra projection map n : APF, where F"A/AB`,
(1) B ª" APn F.
The following result, which seems to be also of independent interest, will be useful for
getting the induction step in the proof of Theorem 6.2.
PROPOSITION 6.3. Suppose that BLA is a normal subalgebra such that A is free as a right
B-module, and that all K-algebras in (1) above are quadratic. If B and F are Koszul algebras
then A is a Koszul algebra.
Proof of the proposition. This is a straightforward application of a Hochschild—Serre
type spectral sequence with trivial K-coefficients, see [7, p. 349]. The E2-term is given by
E2
p,q
"„orF
p
(„orB
q
(K,K),K), p, q*0, and the spectral sequence converges to „orA
p`q
(K,K).
Here p, q and p#q are homological degrees. Note that F and each „orB
q
(K,K) are graded
(„orB
q
(K,K) is graded by the second internal degree, see Definition 6.1) and the structural
graded F-module map, „orB
q
(K,K) ?FP„orB
q
(K,K) is of degree zero. If B is Koszul then
„orB
q,*
(K,K) is concentrated in internal degree *"q for all q by definition (see 6.1) and
consequently it has trivial graded F-module structure, since F is connected. Therefore
E2
p,q
"„orF
p
(K,K) ?„orB
q
(K,K)N„orA
p`q
(K,K). Here „orA
p`q
(K,K) is graded by the second
internal degree, E2
p,q
has the canonical tensor product grading of „orF
p,*
(K,K) ?
„orB
q,*
(K,K), and the convergence is in the category of graded K-vector spaces. If B and
F are Koszul then E2
p,q
is concentrated in degree p#q, for all p, q*0, and the likewise for
E=
p,q
, therefore „orA
n
(K,K) will be concentrated in (internal) degree n for all n*0, and thus
A is a Koszul algebra, as asserted. K
(6.4) Proof of „heorem 6.2. As noted before by induction on l(A) it will be enough to
show that AM *K (A) is Koszul, as soon asBLA is a solvable extension and A*K (B) is Koszul.
This will follow immediately from Proposition 6.3, via Theorem 2.3. Indeed we know from
Theorem 2.3 that AM *K (B)LAM *K (A) gives AM *K (A) the structure of a free (right) AM *K (B)-module,
and plainly AM *K (B) is a normal subalgebra of AM *K (A), since AM *K (A) is skew-commutative. At
the same time it follows, again by Theorem 2.3, that the quotient graded algebra F defined
in (1) above is isomorphic to H*(¨DBM D S1; K) (the algebra multiplication has to be trivial for
obvious degree reasons), which is Koszul as already remarked. Proposition 6.3 is thus
available to infer that AM *K (A) is a Koszul algebra. K
7. THE ASSOCIATED GRADED LIE ALGEBRA OF A HYPERSOLVABLE FUNDAMENTAL GROUP
IS COMBINATORIAL
Complex arrangement complements MA have in general a rich fundamental group
structure. It is known that n
1
MA is a delicate topological invariant which is not combina-
torial, i.e. it is not always determined by the intersection lattice L(A), see the examples of
[32].
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It is our goal to prove in this section that the associated graded ‚ie algebra gr*! (n1MA)
described in Section 5 is combinatorial if A is hypersolvable, being actually determined by
the intersection pattern up to codimension twoL
2
(A). We will achieve this as a byproduct
of our algebraic results from the preceding section, via a beautiful tool known as Koszul
duality [30], which we will now review, following [2].
As explained in Section 6 a quadratic algebra is of the form A"T (X)/ ideal (R), with
dimK X(R and RLX?X a sub K-vector space. Define a new quadratic algebra A! by
A!"T (X*)/ ideal (RM), where X* denotes the K-vector space dual and RMLX*?X* is
the K-subspace orthogonal toR via the standard duality between X?X and X*?X* ([2,
1.14]).
Definition 7.1. The above quadratic algebra A! is called the Koszul dual of the given
quadratic algebra A. Notice that A!!:A.
One knows that A is Koszul if and only if A! is Koszul [2, 1.16 (10)] and in this case there
is the following identity in Z[[„]] involving the Hilbert series of A and A! (see [30, 2.5] and
[2, 1.16 (5)]):
(1) A! („ ) )A(!„)"1
where the Hilbert series of a graded K-algebra A which is of finite type (i.e. dimK Ai(R, for
all i*0) is defined to be the formal series A („ )"+
iw0
(dimK Ai )„i.
The connection with arrangement theory is the following. To any given arrangement
A"MH
1
,2,HnN one may first associate, for any (commutative) ring coefficients R, the free
graded ‚ie algebra L*
R
(xH
1
,2, xH
n
), graded by bracket length, generated by indeterminates
x
H
in one-to-one correspondence with the hyperplanes H3A. One may then consider the
following set of homogenous degree two Lie relations, depending only on L
2
(A):
(RMA) CxHik ,
s
+
j/1
xH
ijD
for all 1)i
1
(2(i
s
)n such that rkMHi
1
,2,Hi
s
N"2 and Mi
1
,2, isN is maximal with
this property, and for all k"1,2, s.
Definition 7.2. The holonomy ‚ie algebra of A with R coefficients is the graded Lie
algebra ‚*
R
(A) defined as the quotient of L*
R
(xH
1
,2,xH
n
) by the graded Lie ideal generated
by the above relations (RMA). It depends only on L2
(A).
For characteristic zero field coefficients R the above definition is a special case of the
holonomy Lie algebra constructed by Chen [8] for an arbitrary connected space S with
finite Betti numbers. Denoting by ”‚K(A) (K a field) the universal enveloping algebra of
‚K(A) one has the following basic remark ([20], see also [35, 5.1]):
(2) AM K (A)!:”‚K (A), for any arrangement A.
Our main result in this section is the following:
THEOREM 7.3. IfA is hypersolvable then gr*! (n1MA) is isomorphic as a graded‚ie algebra
with the above holonomy ‚ie algebra ‚*Z (A), in particular it is combinatorially determined by
L
2
(A).
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Remark 7.4. Using techniques from rational homotopy theory and the mixed Hodge
structure of the complement, Kohno proved in [20] the following Q-version of our above
result in a more general setting. Let M be CP
N
CX, where X is an arbitrary complex
hypersurface. Then Chen’s [8] Q-holonomy Lie algebra of M determines the Malcev
completion of n
1
M, in particular it is isomorphic as a graded Q-Lie algebra with
gr*! (n1M)?Q. Our key point is the descent from Q to Z. The above precise Z-form of
gr*! (n1MA) was obtained in [3, 3.B.2] for the braid arrangements.
The proof of Theorem 7.3 uses the following consequence of Theorem 6.2.
COROLLARY 7.5. IfA is hypersolvable then we have the following equality of formal series,
for any field coefficients K:
=
<
i/1
(1!„i)dimK‚iK (A)"AM K(A) (!„ ).
Proof of the Corollary. One may easily compute the inverse of the Hilbert formal series
of the enveloping algebra ”‚K (A) by the well-known Poincare´—Birkhoff—Witt theorem (see
e.g. [34, I 3.4.3]) as follows:
(3) ”‚K(A) („ )~1"
=
<
i/1
(1!„i)dimK‚iK(A).
On the other hand, we know (see Theorem 6.2) that AM *K (A) is Koszul, hence (1) holds for
A"AM K (A). By also taking into account the Koszul duality (2) for arrangements, the
assertion of the corollary follows at once from (3). K
(7.6) Proof of „heorem 7.3. Our starting point is the following remark (see [26, 5.1]): for
any connected space S with finite Betti numbers such that H
1
(S; Z) is free (in particular for
any arrangement complement MA ) there exists a natural Z-form of Chen’s [8] holonomy
Lie algebra, denoted by ‚*
S
. Moreover there exists a natural graded Z-Lie algebra surjec-
tion, u :‚*
S
Pgr*! (n1S).
At the same time it is straightforward to see that if S"MA then the graded Lie algebra
‚*
S
of [26] is nothing else but the holonomy Lie algebra ‚*Z (A) defined in 7.2, for any A.
(This is just the Z-form of the duality (2), given that AM *Z (A) coincides with the Orlik—
Solomon algebra A*Z (A) up to degree two, by construction, see the beginning of Section 2,
and the well-known fact [27] that AiZ(A):Hi(MA ; Z) for all i*0, for any A.)
We claim that it is enough to verify that ‚*Z (A) is torsion-free as a graded abelian group
in the hypersolvable case to get the above map is actually an isomorphism,
u :‚*Z (A)P&gr*! (n1MA ) and thus finish the proof of our theorem. The injectivity of u may
be obtained as follows. We have an induced surjection, u?Q :‚*Q (A)Pgr*! (n1MA )?Q.
On the other hand Theorem 5.2 and Corollary 7.5 combine to give the following
equalities:
(4)
=
<
i/1
(1!„i)dimQ‚iQ (A)" =<
i/1
(1!„i)dimQgri! (n1MA)? Q
"PM Q(A) (!„ ).
It follows by Mo¨bius inversion that dimQ‚iQ (A)"dimQgri! (n1MA) ?Q for all i*1.
(Actually one may see that this last equality holds for any arrangement A since MA is
known to be formal in the sense of Sullivan [36], see [11, 2.6] and [26, 1.8].) Therefore
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Fig. 4.
u?Q must be an isomorphism, by a dimension argument, in particular it is monic.
Knowing that ‚*Z (A) is torsionfree we may thus infer that u is monic and verify the claim.
The torsionfreeness of ‚*Z (A) may be obtained in turn in the hypersolvable case by one
more application of Corollary 7.5. Recalling from Proposition 3.2(i) that PM K (A) („ ) is
independent of K in this case, we may use Corollary 7.5 to see that dimK ‚iZ (A)? K is
independent of K for all i*1, and therefore ‚*Z (A) is a torsionfree graded abelian group, as
needed. K
8. FINAL REMARKS
There is another important generalization, in a quite different direction, of fiber-type
arrangements that we would like to discuss now. The free arrangements are defined (see e.g.
[29, Ch. 4]) by an algebro-geometric property which was first considered in a more general
setting by Saito [33] in the analytic category and by Terao [38] for arrangements.
It is known that supersolvable arrangements are free [19] and that all arrangements
coming from finite complex reflection groups are free [37]. We are going to see on examples
that the hypersolvable class and the free class are two distinct extensions of the fiber-type
class.
Example 8.1. The arrangement in Fig. 4 is taken from [15] (see also [29, p. 155]). As in
Section 1 we represent the hyperplanes of an arrangement A in C3 by lines in P
2
while in
the representation of its associated matroid L(A) the hyperplanes will correspond to
points in the dual projective plane Ps
2
.
To quote from [15]: ‘‘This arrangement factors, P (A) („)"(1#„) (1#3„)2, but fails
to have any of the other properties (K(n, 1), rational K (n, 1), fiber-type, LCS,2)’’. It is
a straightforward exercise to see that A is hypersolvable (l (A)"4, rk (A)"3). On the
other hand A is not free [29, 4.139]. K
Example 8.2. Consider the Coxeter arrangements [29, 6.2]. They are all free [37] as
mentioned before. Some of them are well known to be fiber-type, for example the braid
arrangements, corresponding to the Coxeter classical series (A
r
)
rw1
(see the introduction),
and the Coxeter exceptional arrangement of type G
2
(which is of rank 2; see Remark 1.11).
However, we are going to see that the classical Coxeter arrangementsA of type (D
r
)
rw4
and
the exceptional Coxeter arrangements A of type E
6
, E
7
and E
8
are not hypersolvable.
Indeed one knows [9] that all Coxeter arrangements are simplicial and therefore
aspheric. Were A hypersolvable we would infer from Theorems 5.1 and 3.4 and that A is
actually fiber-type. It follows that AM *Q(A):A*Q (A), see [11, 4.6 and 3.5]. But one may use
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now Falk’s criterion [11, 5.1] to see that this cannot be true for A of type D
r
(r*4) and
A of type E
r
(6)r)8), since this is not true for D
4
[11, 5.3], and consequently for all the
aboveA, as there are obvious inclusions D
4
LA induced by inclusions of the correspond-
ing Coxeter graphs (use again [11, 5.1 and 5.3]).
We believe that it would be interesting to answer the following.
Question 8.3. Is there an arrangement A, hypersolvable and free, such that
l(A)’rk (A)?
This would provide (via our Theorem 5.1) more insight on Saito’s conjecture
‘‘freeN aspheric’’ (a nonhypersolvable counterexample to Saito’s conjecture can be found
in [10]).
There are six complex finite reflection groups for which the K (n, 1) problem is open
[28]. Again in connection with our Theorem 5.1 it seems even more interesting to have an
affirmative answer to the following.
Question 8.4. Are the above remaining six arrangements hypersolvable?
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