I. INTRODUCTION
The goal of blind signal separation (BSS) is to restore source signals from their mixtures without priori-knowledge of the source signals and a mixing process which generates the mixtures. In the case of the instantaneous mixture model, in which the mixtures are generated as linear combinations of the source signals, ICA [1] is one of the successful approaches. ICA has been applied in various areas such as speech, audio, images, and communications. In ICA, the observed signals, which are outputs from a mixing process, are linearly transformed such that separated signals, which are outputs from separating process, are statistically as independent as possible under the assumption that the source signals are mutually independent.
Various control system techniques to reduce the disturbance have been reported [2] , [3] ; however, most of the methods are required an information of accurate plant model parameter. From such a background, if a control system is a stable plant and the input signals are mutually independent, ICA technique makes it possible to estimate an output disturbance without depending on a system transfer function. This paper describes an estimation process based on an ICA algorithm in an single-input single-output (SISO) control system. The estimation is achieved by a model whose source signals consist of input and output disturbance, and observed signals consist of input and output. 
II. BSS PROBLEM
where nm a is an attenuation coefficient representing a path from the nth source to the mth sensor. By using a vector or matrix notation, (1) 
where nm w is a coefficient for separation. By using a vector or matrix notation, (3) Fig. 1 shows a block diagram of BSS based on ICA. If the number of observed signals M is equal to or more than that of source signals N, and all independent components are non-Gaussian with the exception that a one Gaussian component is permitted [1] , ICA estimates source signals that exclude permutation and amplitude ambiguity without an information of mixing process [4] . Hence, W satisfied by  WA PD (5) has to be calculated, where P is a permutation matrix given by permuting row (or column) vectors of the identity matrix, and D is an amplitude matrix given by arbitrary diagonal matrix.
III. MODEL FORMULATION Plant transfer function Input Output
Output disturbance
Fig . 2 shows a block diagram in SISO system with an auto-regressive model. In Fig. 2, () un is an input, () dn is an output disturbance, () yn is an output, and () z G is a plant transfer function as follows.
where the parameters 1 a  and b are arbitrary real values. By using (6) , the relation between () un and () yn in Z-domain is expressed by
where () Uz, () Dz , and () Yz denote Z-transform of () un, () dn, and () yn , respectively. Eq. (7) is transformed by an inverse Z-transform such that
By using (8), a matrix representation that regards () un and () yn as observed signals is expressed by
vector that consists of lag elements of ()
is a model parameter vector, and () k   is tap length. Eq. (9) is rewritten as ,
where 
is a mixing matrix such that
By transferring (11), the problem is reduced to an ICA problem. That is, the problem is to estimate an optimal linear parameter vector θ .
IV. CONVENTIONAL ICA ALGORITHM
Minimizing the mutual information of separated signals [5] has been adopted for an ICA algorithm. In probability distribution, this algorithm is based on a property that a joint probability density function (p. 
If the components of  s are mutually independent, the equal sign in (14) 
International Journal of Modeling and Optimization, Vol. 3, No. 1, February 2013 which quantifies a sharpness of p.d. (15) does not always give a steepest descent direction because the space that probability distributions make becomes a Riemann space [6] . Thus, they proposed an update rule with natural gradient such that
V. REARRANGE UPDATE RULES
The model described in section 3 cannot be directly applied in conventional ICA techniques because  A has a special structure. Another factor is that both the terms in (9) include the same component () n u , and every element is not mutually independent. Hence, the separating matrix also requires a special structure. The entire separating matrix  W need not be updated because  A has a special structure in which each component of  A other than θ is constant. Hence, Eq. (19) is rewritten as
where ( 
where  is an arbitrary positive step size parameter, and F  denotes a Frobenius norm. By using (22), separated signal vector
where () dn  is an estimated output disturbance by ICA. After ICA,  W is normalized so that all its diagonal elements are 1, because all the diagonal elements of 1   A are 1.
VI. SIMULATIONS
In the preceding section, the algorithm for an output disturbance estimation in an SISO system has been shown. In this section, two simulations to evaluate the performance of signal estimation are demonstrated. The first is our proposed method. The second is Miyaura"s method [7] , whose algorithm adopts FastICA [8] and neural networks for ICA [9] ; however, the second method is not discussed in detail in this paper owing to space constraints. The sampling time and the signal length for this control system are 0.01 sec and 5.00 sec, respectively. The system transfer function () z G is set to two patterns like 
An initial parameter matrix 0 W for separating matrix  W is determined by ( 1) ( 1) 
where var[ ]  denotes the variance of a random variable. NRR is an index that shows how many noises can be reduced from the observation point. Figure 3 shows an input () un, an output disturbance () dn , and an output () yn . The input () un is a step signal, and its rise time is set to 1.00 sec. () dn is white Gaussian noise. Fig. 4 and Fig. 5 show an estimation error in the first-order system and the second-order system, respectively. And table 1 and 2 show the result of NRR and SNR with Miyaura"s method and proposed method, respectively. It is shown that our proposed method allows for more accurate estimates than Miyaura"s method in objective measurement. International Journal of Modeling and Optimization, Vol. 3, No. 1, February 2013 69 (Blue is an conventional method, and Red line is our proposed method.) 
VII. CONCLUSION
We confirmed that our proposed method made it possible to estimate an output disturbance without the dependence of transfer characteristics if a system was a stable plant. The estimation in our method was achieved by a model whose source signals consisted of input and output disturbance, and observed signals consisted of input and output. Our experiments revealed that this method shows more accurate estimation than Miyaura"s method.
