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Die Modellierung von Geschäftsprozessen hat sich als adäquates Mittel etabliert,um Wertschöpfungsketten in Unternehmen zu dokumentieren, zu analysieren undin gleicher oder verbesserter Qualität zu wiederholen. Dafür steht eine Vielzahlvon teils sehr unterschiedlichen Prozessmodellierungssprachen zur Verfügung –eine Tatsache die zumindest zweierlei Schlüsse nahelegt: Einerseits ist keineder Sprachen als „Nonplusultra“-Standard akzeptiert, was andererseits zu Sprach-klüften führen kann. Man unterscheidet unter anderem zwischen imperativen unddeklarativen Sprachen. Erstere gestatten nur explizit im Modell beschriebene Pro-zessverläufe, während letztere alle Abläufe erlauben, die nicht gegen die im Modellkodierten Regeln verstoßen. Unabhängig von dieser Klassifikation unterscheidensich die Sprachen auch hinsichtlich ihrer Fähigkeit, einen Prozess aus verschiede-nen Perspektiven betrachten zu können. Vielfalt und Verschiedenartigkeit der Pro-zessmodellierungssprachen haben in bestimmten Situationen negative Einflüsseauf die Verwendbarkeit der Modelle. Dies betrifft unter anderem ihre Verständlich-keit bei Unkenntnis der verwendeten Modellierungssprache, ihre Interoperabilitätmit anderssprachigen Systemen, die damit verbundene Abwärtskompatibilität beieiner Sprachevolution und die Vergleichbarkeit mit Modellen anderer Sprachen.Die vorliegende Arbeit fokussiert sich vordergründig auf die Konzeption vonWerkzeugen, welche die Probleme der Sprachvielfalt abschwächen oder eliminie-ren. Dies kann zukünftig die Akzeptanz einzelner und andererseits die Kombina-tion mehrerer Sprachen verbessern. Das erste der drei Werkzeuge, eine Simula-tionstechnik für multi-perspektivische, deklarative Prozessmodelle, ist in der LageBeispiele valider und nicht-valider Prozessverläufe zu generieren. Dies kann dasVerständnis des Modells und auch den Vergleich desselben mit einem zweitenModell erleichtern. Das zweite Werkzeug, eine Technik zur Generierung natür-lichsprachlicher Prozessbeschreibungen aus multi-perspektivischen, deklarativenProzessmodellen, hebt formalsprachliche Barrieren auf und erfüllt somit densel-ben Zweck. Das letzte Werkzeug, ein generischer Translationsansatz für Prozess-modelle, kann zusätzlich die Kompatibilität eines Modells mit anderssprachigenSystemen herstellen. Weiterhin kann dieselbe Technik durch Translation in ältereSprachversionen für Abwärtskompatibilität sorgen.Vergleichbare Simulationstechniken operieren ausschließlich auf imperativenoder mono-perspektivischen, deklarativen Prozessmodellen und sind oft nicht inder Lage, Beispiele für nicht-valide Prozessverläufe zu erzeugen. Translationstech-niken für Prozessmodelle sind rar und zudem sprachspezifisch. Untersuchungen be-züglich der Generierung natürlichsprachlicher Texte konzentrieren sich im Kontextdes Prozessmanagements bislang lediglich auf imperative Prozessmodellierungs-sprachen. Durch Anwendungen der Techniken auf verschiedenartige Beispielmodel-le sowie eine qualitative Umfrage werden ihre Funktionalität, Anwendbarkeit undNützlichkeit belegt.
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ABSTRACT
Business process management has established as a suitable means to documentand analyze enterprise value chains as well as to repeat them in a steady orimproved quality. For that purpose, a variety of often highly diverse process mod-eling languages is available. This suggests at least two sorts of conclusions: Onthe one hand none of the languages is accepted as the “ne-plus-ultra”-standardand, on the other hand, this often leads to language barriers. In general, wedistinguish between imperative and declarative process modeling languages. Im-perative languages describe valid process execution paths explicitly while modelsconforming to a declarative language implicitly permits those execution paths thatdo not violate any of the modeled rules. Irrespective of this classification thelanguages differ in terms of their capability to consider the process from differentperspectives. In certain situations, the variety and diversity of process modelinglanguages has an adverse effect on the usefulness of process models. This refersto, for instance, the intelligibility of a model in the case that the user is unfamiliarwith the modeling language, its interoperability with “foreign-language” processexecution systems, the related backward compatibility in the case of languageevolution as well as its comparability with models conforming to other languages.This thesis mainly focuses on the conceptual development of approaches thatmitigate the difficulties caused by the diversity of process modeling languages.In future these approaches can improve the acceptance of individual languagesand their combinations. The first approach is a simulator for multi-perspectivedeclarative process models that is able to generate artificial logs of valid andinvalid process execution paths. These logs can be utilized to improve both thecomprehension of a process model and its comparability with a second model.The second approach, a generator for process descriptions in natural languagebased on multi-perspective declarative process models, removes formal-languagebarriers and, therefore, produces the same effect. The third approach is a generictranslator for process models and, hence, can establish the compatibility betweena process model and language-specific process execution systems. Since migrationis a special form of translation the same tool can be used to bridge gaps betweenlanguage versions.Comparable simulation approaches exclusively operate either on imperative oron mono-perspective declarative process models and are usually unable to generateexamples for invalid process execution paths. Translators for process models arerare and mostly language-specific. In the context of business process management,research regarding the generation of natural language texts focuses on imperativeprocess modeling languages. The functionality, feasibility and usefulness of theapproaches are evaluated by their application to various exemplary models andthrough a qualitative survey.
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THEMENBEZOGENE PUBL I KAT I ONEN
Die in der vorliegenden Arbeit vorgestellten Ansätze wurden anteilig der wissen-schaftlichen Gemeinschaft kommuniziert und auf einschlägigen Konferenzen im Be-reich der Informationssysteme für Geschäftsprozesse diskutiert. Die Inhalte dieserDissertation bauen zu Teilen auf den bereits publizierten Ansätzen auf, präsentie-ren diese jedoch in einem höheren Detailgrad, betrachten den Kontext im größerenRahmen und werden durch ausführlichere empirische Untersuchungen belegt.Bisher sind die folgenden thematisch relevanten Arbeiten veröffentlicht:
• Natural Language Generation for Declarative Process Models.L. Ackermann, S. Schönig, M. Zeising, S. Jablonski, 11th International Work-shop on Enterprise & Organizational Modeling and Simulation, Springer,Schweden, 2015.
• Simulation of Multi-perspective Declarative Process Models.L. Ackermann, S. Schönig, S. Jablonski, 12th International Workshop onBusiness Process Intelligence, Springer, Brasilien, 2016.
• MuDePS: Multi-perspective Declarative Process Simulation.L. Ackermann, S. Schönig, BPM Demo Track, CEUR, Brasilien, 2016.
• Towards Simulation- and Mining-based Translation of Process Models.L. Ackermann, S. Schönig, S. Jablonski, 12th International Workshop onEnterprise & Organizational Modeling and Simulation, Springer, Slowenien,2016.
• Towards Simulation- and Mining-based Translation of Resource-aware Pro-cess ModelsL. Ackermann, S. Schönig, S. Jablonski, 1st Workshop on Resource Mana-gement in Business Processes, Springer, Brasilien, 2016.
• DPIL Navigator 2.0: Multi-Perspective Declarative Process ExecutionS. Schönig, L. Ackermann, S. Jablonski, BPM Demos, CEUR, Spanien, 2017.
In der erstgenannten Publikation werden wesentliche Teile der Technik zur Ge-nerierung natürlichsprachlicher Beschreibungen auf Basis von Prozessmodellen be-schrieben. Die zwei sich anschließenden Arbeiten stellen den Simulationsansatz fürdeklarative Prozessmodelle vor. In den beiden letzten Arbeiten werden schließlichdas Grundprinzip der Translationstechnik sowie sprachklassenspezifische Aspek-te desselben diskutiert. Die letzte Veröffentlichung beschreibt ein Prozessausfüh-rungssystem für multi-perspektivische, deklarative Prozessmodelle, welches einemögliche Zielplattform für die Integration des vorher genannten Simulationsansatzdarstellt.
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Teil I
E I NFÜHRUNG , PROB LEMSTE L LUNG UNDÜBERB L I CK
Im ersten Teil der Arbeit werden verschiedene Aspekte und Aufgabendes Geschäftsprozessmanagements zusammengefasst. Hierbei liegtder Fokus auf den Berührungspunkten mit Prozessmodellierungs-sprachen. Deren Vielfalt und unterschiedliche Ausrichtung bergenHürden für die Verständlichkeit, Interoperabilität, Migration und denVergleich von Modellen zur Beschreibung von Prozessen. Besondersdie zwei grundsätzlich verschiedenen Paradigmen der imperativenund der deklarativen Modellierung im Zusammenspiel mit diesen Pro-blemfeldern steht im Fokus der vorliegenden Arbeit und der ebenfallsin diesem Teil skizzierten Lösungsansätze.

1GESCHÄFTSPROZESSMANAGEMENT UNDSPRACHBEZOGENE AKZEPTANZPROBLEME
Menschen und Unternehmen sind seit Jahrzehnten Teil einer weltweit vernetztenIT-Landschaft. Durch die Industrie-4.0-Initiative und vergleichbare Konzepte solldie Produktionstechnik direkter von dieser Infrastruktur profitieren, indem physi-sche Produktionssysteme befähigt werden, IT-gestützt mit anderen Systemen oderMenschen zu kommunizieren. Die damit erzielbare Steigerung der Automatisierung StrukturierteArbeitsabläufe undwirtschaftlicher Erfolgerfordert gut strukturierte, dokumentierte Arbeitsabläufe – sowohl im Zusammen-spiel mit anderen Systemen als auch bei menschlichen Beteiligten. Die dadurchgesteigerte Effizienz und Nachvollziehbarkeit von Arbeitsabläufen ist heute nichtnur in produzierenden, sondern auch in dienstleistungsorientierten Unternehmeneine Grundvoraussetzung für wirtschaftlichen Erfolg.
1.1 geschäftsprozessmanagement
Am Übergang vom sogenannten industriellen zum digitalen Zeitalter begann einUmdenken hinsichtlich der treibenden Erfolgsfaktoren für Unternehmen [113]. BisMitte des zwanzigsten Jahrhunderts fokussierte man sich hauptsächlich auf dieOptimierung herstellender Tätigkeiten. In den 1960er Jahren gewannen dann auchTechnologien, beispielsweise moderne Schreibmaschinen, zunehmend an Bedeu-tung. So ebnete unter anderem IBM mit der Schreibmaschinen-Modellreihe IBMSelectric [25] den Weg für die Moderne Textverarbeitung1. Im Laufe der Jahrewandelten sich die rein mechanischen zu elektromechanischen Schreibgeräten mitDatenspeichern. Später wurden diese mittels innovativer Hardware- und Software-schnittstellen mit Rechnersystemen gekoppelt, was den Beginn der digitalen Text-verarbeitung einleitete. Mit der steigenden Verbreitung und Verwendbarkeit vonRechnersystemen wurde dieser Trend in den folgenden zwei Jahrzehnten noch ver-stärkt. Ein treibender Faktor hierbei war die Erleichterung administrativer Abläufe Administrative Abläufein den Unternehmen. Dokumente konnten auf digitalem Weg gespeichert, korrigiertund ausgetauscht werden. Zusammen mit modernen Kommunikationstechnologienund Softwarelösungen entwickelten sich Prozesse, welche nicht nur die Interaktion Prozessezwischen menschlichen Beteiligten, sondern auch zwischen menschlichen Beteilig-ten und unterstützenden Technologien umfassen. Damit verdrängte die Optimierungdieser Arbeitsabläufe die Optimierung herstellender Tätigkeiten aus dem Fokus. Indrei Phasen gelangte man so bis zum heutigen Tag von der Prozessverbesserungüber das Prozess-Re-Engineering zum sogenannten Geschäftsprozessmanagement . Geschäftsprozesse undGeschäftsprozessma-nagementAls Geschäftsprozess wird eine Reihe von festgelegten Tätigkeiten bezeichnet,die von menschlichen oder maschinellen Akteuren durchgeführt werden, um für ein
1 Einer der bekanntesten heutigen Drucker-Hersteller, Lexmark International, Inc., ist eine Ausgrün-dung der IBM-Schreibmaschinensparte.
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Abbildung 1.1: Prozesslebenszyklus mit Verwendungszwecken für Prozessmodelle
Unternehmen und seine Kunden Werte zu generieren. Das Geschäftsprozessmana-gement2 gilt als
„systematischer Ansatz, um sowohl automatisierte als auch nicht-automatisierte Prozesse zu erfassen, zu gestalten, auszuführen, zudokumentieren, zu messen, zu überwachen und zu steuern und damitnachhaltig die mit der Unternehmensstrategie abgestimmten Ziele zuerreichen.“ [21]
Die in dieser Definition enthaltenen Einzelschritte des Prozessmanagements va-riieren je nach Literaturquelle. In den folgenden Abschnitten werden das in dervorliegenden Arbeit verwendete Konzept des Prozessmanagements erläutert sowieeine grobe Kategorisierung verschiedener Prozessarten und -perspektiven wieder-gegeben. Orthogonal dazu werden drei wesentliche Modellierungsparadigmen undihre Bedeutung hinsichtlich der verschiedenen Prozessarten dargestellt.
1.1.1 Phasen und Prozessmodelle
Die obenstehende Definition des Prozessmanagements unterteilt selbiges in ei-ne Folge von Einzelschritten, die in der Literatur meist in einem sogenanntenProzesslebenszyklus angeordnet werden. Wie für das Prozessmanagement selbstProzesslebenszyklus existieren mehrere unterschiedliche Definitionen für das zyklische Modell. Da diein der vorliegenden Arbeit diskutierten Problemstellungen einen starken Bezugzur Rolle der Prozessmodelle haben, bauen die nachfolgenden Kapitel auf derin [6] angegebenen Variante auf. Abbildung 1.1 zeigt eine an die nachfolgendenErläuterungen angepasste Form des Prozesslebenszyklus.Der Lebenszyklus wird durch die Diagnose- und Anforderungsphase eingeleitet.Diagnose-/Anforderungsphase 2 Im Folgenden werden Geschäftsprozess und Geschäftsprozessmanagement mit Prozess und Prozess-management abgekürzt.
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In dieser wird der Prozess aufgenommen. Das geschieht meist über Interviews mitProzessbeteiligten, das Sichten der Dokumentation, die Auswertung der Nutzungs-aufzeichnungen involvierter IT-Systeme und andere Quellen. Das Ergebnis dieserPhase ist eine erste, informale Skizze eines Prozesses, die einen Einblick in undeine Diskussionsgrundlage für den Prozess liefert.In der Design-Phase werden auf Basis der vorherigen Anforderungsanalyse die Design-PhaseZiele des Prozessmanagements sowie die relevanten Prozesse des betreffendenUnternehmens identifiziert und modelliert. Das Ergebnis ist ein in einer Pro-zessmodellierungssprache3 formuliertes, konzeptuelles Modell4, welches den um- Prozessmodellierungs-sprachenzusetzenden realen Prozess häufig auf einer implementierungsfernen aber leichterverständlichen Ebene beschreibt. Eine Prozessmodellierungssprache – und jedeandere Modellierungssprache – besteht unter anderem aus einer Abstrakten Syn-tax , also einer Menge von Sprachelementen sowie Regeln für deren mögliche Konkrete undabstrakte SyntaxVerknüpfungen [186]. Diese Darstellung dient zur Repräsentation der Semantikdes Modells. Zusätzlich verfügt eine Prozessmodellierungssprache über eine odermehrere konkrete Syntaxen, welche jeweils eine textuelle oder grafische Notationbeschreiben. Damit ist die konkrete Syntax der Berührungspunkt für die mit derModellierungsaufgabe betrauten Nutzer und die abstrakte Syntax ist der Berüh-rungspunkt für IT-Systeme, die das Modell in irgendeiner Form verwenden sollen.Die Hauptaufgabe der sich anschließenden Konfigurations- und Implementie-rungsphase besteht darin, das Prozessmodell mit Informationen anzureichern, die Konfigurations-/ Im-plementierungsphaseeine IT-gestützte Ausführung erlaubt. Hierzu können z. B. die Konfiguration desNachrichtenversandes oder die Automatisierung einer Aufgabe über einen Webser-vice gehören. Das Ergebnis dieser Phase ist ein ausführbares Modell.In der Ausführungs- und Überwachungsphase werden die Prozesse gemäß des Ausführungs-/Überwachungsphasekonfigurierten Modells ausgeführt. Diese Ausführung übernehmen hierbei meistWorkflow-Management-Systeme (WfMS)5, die dazu befähigt sind, ausführbare Workflow-Management-SystemeProzessmodelle zu interpretieren. Unter Ausführung wird daher sowohl die Ab-arbeitung automatisierter Aktivitäten durch IT-Systeme als auch die – ebenfallsIT-gestützte – Instruktion von Prozessbeteiligten verstanden. Um diese Aufgabenzu bewältigen, umfasst ein WfMS verschiedene Subkomponenten. Dazu zählen be-sonders die Routingkomponente zur Regelung des Informationsflusses im Prozess,die Koordinierungskomponente zur kollisionsfreien Ressourcenzuweisung und dieApplikationskomponente zur automatisierten Bereitstellung einer Softwareappli-kation und zur automatisierten Abarbeitung von Tätigkeiten ohne menschlichenEntscheidungsbedarf [76, 85]. Informationen über den Ausführungsverlauf und des-sen Erfolg werden vom WfMS kontinuierlich erfasst und zur Identifikation vonAnforderungen für Änderungen weitergereicht.
3 Im Folgenden werden, so nicht weiter präzisiert, die Begriffe Geschäftsprozess-Modellierungssprache,Prozessmodellierungssprache und Modellierungssprache zur Vereinfachung synonym verwendet. Diesgilt analog auch für die Begriffe Geschäftsprozessmodell, Prozessmodell und Modell.4 In der Literatur wird ab und an der Begriff konzeptionelles Modell synonym verwendet. Konzeptuellbedeutet jedoch ein Konzept aufweisend, während konzeptionell dagegen ein Konzept betreffendbedeutet [74]. Im Folgenden ist, so nicht näher bestimmt, mit Prozessmodellierungssprache oderProzessmodell jeweils die konzeptuelle Form gemeint.5 Die eigentliche Ausführung wird von der sogenannten Ausführungskomponente (engl. workflow en-gines) übernommen. Im Folgenden werden die Begriffe Workflow-Management-System, Ausführungs-system und -komponente vereinfacht synonym verwendet.
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Änderungen können einerseits durch eine Anpassung der Prozesskonfigurationoder durch die Änderung des Prozessdesigns umgesetzt werden. Die Justierungs-phase beschäftigt sich ausschließlich mit ersterem.Justierungsphase Die nächste Iteration des Regelkreises wird durch eine weitere Diagnose- undAnforderungsphase eingeleitet. Dabei wird die vorherige Prozessausführung aus-gewertet und es werden gegebenenfalls neue Anforderungen identifiziert. Diesekönnen einerseits aus dem Kontext des Prozesses, also Änderungen der prozessex-ternen Bedingungen, oder aus den Erkenntnissen der erfolgten Prozessausführunghervorgehen. In diesem Fall und im Falle dessen, dass die ProzessausführungPerformance-Anforderungen, wie Bearbeitungs- und Durchsatzzeiten nicht oderungenügend erfüllt, schließt sich eine weitere Iteration an – beginnend mit derRe-Design-Phase.Das Prozessmodell6 nimmt im gesamten Lebenszyklus eine zentrale Rolle ein.Es gewährt dem Modellierer selbst multiperspektivisch (Abschnitt 1.1.2) EinblickVerwendungszweckefür Prozessmodelle in einen Prozess, bildet eine Diskussionsgrundlage für die Beteiligten sowie ei-ne Basis und Anregung, verschiedene Prozess-Szenarien „durchzuspielen“. Zu-dem bietet es die Möglichkeit, mittels Simulationstechniken Einflussfaktoren aufPerformance-Indikatoren, wie z. B. Antwort- und Durchlaufzeiten zu identifizierenund im Rahmen der Verifikation Fehler, z. B. Deadlocks, aufzudecken. Gleichzeitigdienen Modelle zur Dokumentation des betrachteten Prozesses, was unter anderemfür Zertifizierungs- und Schulungsmaßnahmen von zentraler Bedeutung sein kann.Modelle dienen außerdem als Spezifikation für das zu implementierende oder alsKonfiguration für ein existierendes Ausführungssystem.In allen genannten Verwendungsfällen bildet das Prozessmodell eine Schnitt-stelle zwischen der Wahrnehmung des Prozesses seitens der menschlichen Betei-ligten und der Implementierung eines Informationssystems, welches den fraglichenProzess unterstützt. Damit bedingt der Kompromiss zwischen Verständlichkeit fürVerständlichkeit vonProzessmodellen verschiedene menschliche Beteiligte und Verständlichkeit seitens des Workflow-Management-Systems sehr stark die Wahl geeigneter Prozessmodellierungsspra-chen. Die vorliegende Arbeit beschäftigt sich vordergründig mit Möglichkeiten zurBeseitigung der Notwendigkeit dieser Kompromissbildung.Die Wahl geeigneter Prozessmodellierungssprachen kann einerseits vom verwen-deten Workflow-Management-System aber besonders von den Charakteristika desumzusetzenden realen Prozesses beeinflusst werden. Die nachfolgenden Abschnit-te betrachten zwei der wesentlichen Einflussdimensionen sowie eine zugehörigeKlassifikation existierender Prozessmodellierungssprachen.
1.1.2 Prozessperspektiven
Prozesse beschreiben das Zusammenspiel von Aufgaben, Ressourcen, Hilfsmittelnund anderen Entitäten. Für die Prozessmodellierung wurde eine Systematik ent-wickelt, welche eine Prozessbeschreibung in die in Abbildung 1.2 dargestellten
6 In der Implementierungsphase kann das ursprüngliche Prozessmodell in eine andere Modellierungs-sprache übersetzt werden, welche den Ausführungsaspekt in den Vordergrund stellt. Folgerichtigmüsste man hier potentiell von mehreren Modellen sprechen, worauf aber aus Gründen der Ver-ständlichkeit verzichtet wird.
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Abbildung 1.2: Fünf Prozessperspektiven
Die Funktionale Perspektive betrachtet die Arbeitseinheiten, welche zum Errei- FunktionalePerspektivechen der Ziele des Prozesses beitragen können. Einzelne Prozessschritte bilden dieatomare Grundebene, eine durch gemeinsame Ressourcen, Prozessbeteiligte oderfunktional zusammenhängende Menge an Prozessschritten kann als Subprozessmodelliert werden. Die dadurch entstehenden Modellhierarchien strukturieren denProzess zugunsten der Lesbarkeit und ermöglichen die Wiederverwendung dieserTeilmodelle.Zwischen einzelnen Prozessschritten können zeitliche und/oder kausale Abhän-gigkeiten bestehen, die in der Verhaltensorientierte Perspektive fokussiert werden. VerhaltensorientiertePerspektiveHäufig wird die somit definierte Abfolge auch als Kontrollfluss bezeichnet.Der Informationsfluss in einem Prozess ist Betrachtungsgegenstand der Da-tenorientierten Perspektive und setzt sich aus dem Produzieren, Verändern und DatenorientiertePerspektiveKonsumieren von Daten zusammen. Die in der Funktionalen Perspektive identifi-zierten Prozessschritte dienen entsprechend als Produzent, Modifizierer respektiveKonsument. Folgerichtig können die dadurch hinzukommenden Abhängigkeiten diezeitliche Abfolge der Prozessschritte beeinflussen – oder deren inhaltliche Grund-lage liefern.Werkzeuge, egal ob physische oder softwarebasierte, und die konkrete Um-setzung der einzelnen Prozessschritte werden in der Operationalen Perspektive OperationalePerspektivebehandelt. Damit sind sowohl die prozessbezogene Interaktion zwischen Menschund IT-Landschaft als auch die Automatisierung von Teilprozessen anhand dieserPerspektive nachvollziehbar.In der Organisatorischen Perspektive wird festgelegt, wie zur Prozesslaufzeit OrganisatorischePerspektivedie einzelnen Prozessschritte ihren menschlichen Prozessbeteiligten, Akteure ge-nannt, zugewiesen werden. Zuweisungen erfolgen meist an konkrete Personen, dieZuweisungsregeln beschreiben jedoch eher die Voraussetzungen, welche diese Per-son erfüllen müssen. Diese können in der Praxis vergleichsweise komplex werden,weswegen in der Regel auf ein zusätzliches organisatorisches Modell zurückge-griffen wird. In diesem können sowohl hierarchische Beziehungen zwischen denAkteuren und Akteurgruppen sowie deren Kompetenzen modelliert sein.
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Die bisher aufgezählten Perspektiven sind weder für jeden Anwendungsfall voll-ständig, noch müssen selbst die genannten in jedem Fall betrachtet werden. Bei-Selektivität derPerspektiven spielsweise kann in einigen Fällen die bloße Abfolge der einzelnen Prozessschritteals Arbeitsplan dienen, um zur Laufzeit noch ausstehende Aufgaben zu identifizie-ren. Für eine Abschätzung des Personalbedarfs kann eine einfache Erweiterungum die Organisatorische Perspektive ausreichen.Abhängig von Domäne und konkretem Prozess können weitere PerspektivenErweiterbarkeit derMenge anPerspektiven hilfreich oder sogar erforderlich sein. Ein Beispiel hierfür ist die OrtsbezogenePerspektive [163], welche beispielsweise die Möglichkeit schafft, für die Zutei-lung von Prozessen und Prozessschritten zu Akteuren auf Standortinformationenzurückzugreifen. Dies kann beispielsweise für Prozesse in Speditionen oder inter-nationalen Unternehmen von zentraler Bedeutung sein.Der tatsächliche Ablauf eines Prozesses ergibt sich aus der Betrachtung allerVollständigkeit derErfassung Perspektiven. Eine Aufnahme des rein zeitlichen Ablaufs von Prozessschritten, d.h.nur die verhaltensorientierte Perspektive zu erfassen, blendet deren inhaltlicheRechtfertigung aus und reduziert das Potential für Optimierungsmaßnahmen. Daskommt besonders dann zum Tragen, wenn eine zeitliche Abhängigkeit zwischenzwei Schritten modelliert wird, ohne dass im umzusetzenden realen Prozess eineentsprechende inhaltliche oder rechtliche Grundlage dafür besteht. In diesem Bei-spiel ist eine denkbare Optimierung die Parallelisierung der Abarbeitung dieserbeiden Aufgaben. Ohne Modellierung der nicht-kontrollflussorientierten Perspek-tiven kann dieses Potential jedoch nur schwer erkannt werden. Weiterhin könnenauch perspektivenübergreifende Abhängigkeiten auftreten. Beispielsweise könntedie Einhaltung einer bestimmten Arbeitsreihenfolge nur für eine Gruppe von Ak-teuren verpflichtend sein. Durch das Ausblenden der involvierten Perspektivenließe sich eine derartige Regelung nicht im Modell realisieren. Andererseits kannein vorläufiges Ausblenden bestimmter Prozessperspektiven auch hilfreich sein, umbeispielsweise ein Prozessmodell übersichtlicher zu präsentieren. Die Wahl einesgeeigneten Detailgrades für die Modellierung ist also von Zweck und Zielgruppeabhängig.
1.1.3 Prozesstypen: Routine- vs. Entscheidungsintensive Prozesse
Während sich die im vorangegangenen Abschnitt beschriebenen Prozessperspek-tiven mit einer Systematik der Prozessbestandteile beschäftigen, fokussiert dienachfolgende Diskussion eine Systematik von Prozesstypen und zu deren Be-schreibung geeigneter Modellierungsparadigmen.Prozessmodelle sollen Prozesse in einem gewünschten Detailgrad verständlichabbilden. Da Prozessmodellierungssprachen zur Klasse der DomänenspezifischenSprachen (engl. domain specific languages, kurz: DSLs) gehören, weisen sie eineSpezialisierung [65] auf die Domäne der Prozesse auf. Dies unterstützt die Wahldes Detailgrades und die Verständlichkeit, verringert jedoch gleichzeitig die Flexi-bilität der Abbildung. Dies kann zu Schwierigkeiten führen, wie die nachfolgendeUnterscheidung dreier Prozesstypen zeigt.In [85] wird belegt, dass sich Prozesse anhand verschiedener Eigenschaftenklassifizieren lassen. Jede Klasse, jeder Typ stellt dabei unterschiedliche Anforde-
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rungen an die Modellierung [153]. Eines der wichtigsten Klassifikationskriterienist die Vielfalt verschiedener möglicher Abläufe eines Prozesses. Dadurch ergebensich folgende Prozesstypen: Prozesstypen
• Routineprozesse zeichnen sich durch strikte, wiederkehrende Abläufe aus,die zum Modellierungszeitpunkt bekannt sind. Dieser Prozesstyp gilt daherals ablaufzentriert.
• Entscheidungsintensive Prozesse beinhalten dynamische Abläufe, die zumModellierungszeitpunkt nicht alle bekannt sind. Sie beinhalten in der Regeleine größere Zahl wissens- und datenbasierter Entscheidungspunkte, wo-durch der Prozessverlauf häufig erst zur Laufzeit bestimmt werden kann [55,179, 180]. Dieser Typ von Prozessen gilt daher als datenzentriert.
• In der Praxis hat sich herausgestellt, dass sich der Großteil der Prozessenicht eindeutig in eine der oben genannten Kategorien einteilen lässt. Hy-bride Prozesse, bestehend aus routinehaften und entscheidungsintensivenTeilprozessen, komplementieren daher diese Klassifikation [194].Routineprozesse werden sehr häufig in gleicher Form durchgeführt und können Routineprozessedaher auch leicht standardisiert werden. Die Anzahl an unterschiedlichen Ab-laufmöglichkeiten ist folgerichtig vergleichsweise gering [175]. Das Prozessmodellnimmt hierbei einer starke, leitende Rolle ein, da vergleichsweise wenige Entschei-dungen zu treffen sind. Das sorgt dafür, dass die Tätigkeiten und Pfade zwischen Tendenziell wenigeEntscheidungspunkteBeginn und Ende des Prozesses bereits zum Modellierungszeitpunkt vorhersehbarsind – was gleichzeitig die Grundlage für die zentrale Rolle des Prozessmodellsdarstellt [153]. Als Beispiele können hier Fertigungsprozesse an Fließbändern, Be-willigungsprozesse für Kredite in Banken aber auch tägliche Abläufe in Filialengroßer Supermarktketten genannt werden. Praktische Studien haben gezeigt, dasssich jedoch nur etwa 20-40% aller Prozesse eindeutig dieser Klasse zuordnenlassen [175].Entscheidungsintensive Prozesse zeichnen sich durch eine große Anzahl an Ent- Entscheidungsintensi-ve Prozesse undPersonenzentriertheitscheidungen aus, die zur Ausführungszeit und auf Basis von menschlichem Kontext-und Hintergrundwissen und/oder der jeweils aktuellen, häufig sehr differenziertenDatengrundlage getroffen werden müssen. Diese Personen- und Datenzentriert-heit [55, 179, 180] sorgt gleichzeitig für eine weniger restriktive und leitendeRolle des Prozessmodells. Ob und in welcher Reihenfolge bestimmte Prozess-schritte durchgeführt werden, ist hier von den Entscheidungen zur Laufzeit unddamit von situativen Informationen abhängig. Der dadurch vergrößerte Handlungs-spielraum führt zu einer größeren Zahl an Varianten, nach denen der jeweilige VariantenreichtumProzess ablaufen kann [5]. Der konkrete Ablauf ist von Fall zu Fall unterschiedlich.Damit einhergehend wird in der einschlägigen Literatur der ablaufzentrierte Pro-zessbegriff durch Fall (engl. case) und der Begriff Geschäftsprozessmanagement Fälle und AdaptivesFallmanagementdurch Adaptives Fallmanagement (engl. adaptive case management ) ersetzt [5].Für die Modellierung bedeutet diese Fokussierung auf situative Entscheidungeneine Intensivierung der Betrachtung der für die Entscheidungsfindung notwendigenInformationen (Datenorientierte Perspektive), der menschlichen Akteure (Organi-satorische Perspektive) und der Abgrenzung des prozesszielkonformen Rahmensfür individuelle Entscheidungen.
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Eine „Schwarz-Weiß-Kategorisierung“ – routinehaft oder entscheidungsinten-siv – deckt weiterhin nur eine Teilmenge der in der Praxis vorkommenden Pro-zesse ab [194]. Eine weitere Klasse, die Hybriden Prozesse, beinhalten sowohlHybride Prozesse routinehafte als auch entscheidungsintensive Teilprozesse. Besonders im BereichRoutinehafte und ent-scheidungsintensiveTeilprozesse medizinischer Behandlungsprozesse treffen hierbei gesetzliche Restriktionen aufdie Notwendigkeit individueller Diagnosestellung und darauf aufbauender Be-handlung. Menschliche Experten, in diesem Fall Ärzte, treffen auf Basis ihresExpertenwissens Entscheidungen für einen möglicherweise routinehaften Behand-lungsverlauf (z. B. Impfungen) oder für ein eher dynamisches Vorgehen, je nachEntwicklung des Zustands des Patienten.
1.1.4 Imperative vs. Deklarative vs. Hybride Modellierung
In diesem Abschnitt werden drei Modellierungsparadigmen erläutert, welche ausden Anforderungen der verschiedenen Prozesstypen (Abschnitt 1.1.3) hervorgegan-gen sind.Im Bereich der Programmiersprachen haben sich zwei Strömungen herauskris-tallisiert, die sich hinsichtlich der Formulierung eines Programmes in dem Punktunterscheiden, ob sie entweder explizite Zustandsänderungen des Systems fest-legen oder eher eine Spezifikation des Berechnungsziels erlauben. Bereits 1995beschrieb Lloyd den Charakter deklarativer Programmiersprachen [111]:Deklarative vs.ImperativeProgrammiersprachen “[...] it involves stating the logic of an algorithm, but not necessarilythe control.”






Abbildung 1.3: Imperative (links) vs. deklarative (rechts) Modellierung
bar werdende umgekehrte Proportionalität hinsichtlich der Größe imperativer unddeklarativer Modelle zeigt den Bezug zu den zwei genannten Prozesstypen: Jeroutinehafter ein Prozess ablaufen muss, desto weniger Ablaufvarianten sind mög-lich und, folgerichtig, desto mehr Regeln müssen eingehalten werden. Umgekehrtgilt: Je stärker ein Prozessverlauf von Entscheidungen abhängig ist, desto mehrAblaufvarianten sind möglich und, folgerichtig, desto „toleranter“ ist das zugehö-rige regelbasierte Modell. Dieser Argumentation folgend werden Routineprozessein der Regel imperativ, entscheidungsintensive Prozesse dagegen deklarativ model-liert [143]. In der Literatur wird im Zusammenhang mit deklarativer Prozessmodel-lierung fälschlicherweise auch von wissensintensiven Prozessen gesprochen [75].Die für die Bewältigung eines Prozesses notwendige Menge an Wissen hat jedochkeinen Einfluss auf die Entscheidung, ob imperativ oder deklarativ modelliert wer-den sollte. Grund ist, dass sich die Vielfalt möglicher Abläufe nicht aus dem Wissenselbst, sondern seiner Verwendung und somit aus der Vielfalt der zu treffendenEntscheidungen ergibt.Wie im vorangegangenen Abschnitt angedeutet ist die Mehrzahl realer Pro-zesse nicht eindeutig als ausschließlich routinehaft oder entscheidungsintensiv zuklassifizieren. Dagegen ist es jedoch in den meisten Fällen möglich, routinehafteund entscheidungsintensiv Anteile voneinander abzugrenzen [194]. Aus dieser Mo-
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Abbildung 1.4: Hybride Modellierung
tivation heraus entwickelten sich hybride Prozessmodellierungsansätze [49, 194]. Hybride Prozessmo-dellierungsansätzeDiese Ansätze fokussieren im Wesentlichen die Identifikation oder Schaffung vonSchnittstellen zwischen imperativen und deklarativen Prozessmodellierungsspra-chen sowie die Gewährleistung ihrer Interoperabilität. Damit bilden die hybri-den Modellierungsansätze keine eigene Klasse an Modellierungssprachen, könnenaber einem eigenen Paradigma zugeordnet werden.
































Abbildung 1.5: Imperative (links) vs. deklarative Modellierung (rechts); strikter (oben, P1)und entscheidungsintensiver (unten, P2) Prozess
1.1.5 Imperatives und deklaratives Beispielprozessmodell
Nach der bisher lediglich auf Typ-Ebene vorgenommenen Einführung imperativerund deklarativer Modellierung werden in diesem Abschnitt zwei künstliche, ab-strakte Prozesse mit sehr begrenztem Umfang vorgestellt. Diese werden für denverbleibenden Verlauf des Kapitels zur Demonstration einzelner Teilprobleme ver-wendet.Die in Abbildung 1.5 modellierten Prozesse P1 und P2 beinhalten jeweils dreiBeispielprozesse Aktivitäten (A, B und C). Alle in der Abbildung dargestellten Modelle umfassendie Funktionale, die Verhaltensorientierte und die Organisatorische Perspektive.Die aus der Aufnahme der Prozesse identifizierten Bedingungen für eine valideProzessausführung lassen sich wie folgt beschreiben:
P1: Die Aufgaben müssen in der Reihenfolge ABC ausgeführt werden und sindder Rolle R1 zugeordnet. Eine Wiederholung der Aufgaben ist nicht möglich.
P2: Die Aufgaben können in jeder beliebigen Reihenfolge ausgeführt werden,solange unmittelbar vor einer Ausführung von B Aufgabe A abgeschlossenwird. Die Aufgaben A und B sind Rolle R1 und C ist Rolle R2 zugeordnet.Jede der Aufgaben kann beliebig oft wiederholt werden.
Beide Modellpaare sind an dieser Stelle sprachlich rein qualitativ beschrieben.Die auf der linken Seite dargestellten Modelle basieren auf einer flussorientiertenImperativ: Grafische,flussorientierteDarstellung Darstellung, welche Aktivitäten als abgerundete Rechtecke in einem gerichtetenGraphen anordnet. Der Prozessstart wird als Kreis und das Prozessende als Kreismit ausgefüllter Mitte dargestellt. Alternativen im Ablauf werden durch ausgefüllteRauten mit einer eingehenden und mehreren ausgehenden Kanten eingeleitet,welche es erlauben, einer oder mehrerer der ausgehenden Pfade zu folgen, umdie nächste Aktivität zur Bearbeitung auszuwählen. Jede dieser Alternativen muss
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schließlich über eine weitere Raute mit den übrigen Zweigen zusammengeführtwerden.Rechtsseitig befindet sich jeweils die deklarative Repräsentation des Prozes- Deklarativ: Textuelle,regelbasierteDarstellungses, basierend auf einer textuellen Regelsprache. Die Regelsprache verwendetevorgefertigte Regelschablonen, deren Semantik wie folgt lautet:
• sequence(x,y): Vor Ausführung von Aufgabe y muss mindestens einmal Auf-gabe x ausgeführt worden sein.
• once(x): Aufgabe x darf nicht mehr als einmal ausgeführt werden.
• chainSequence(x,y): Unmittelbar vor der Ausführung von y muss immer Auf-gabe x ausgeführt werden.
• role(x,R): Der Ausführende von Aufgabe x muss die Rolle R bekleiden.
• binding(x,y): Die Ausführenden der Aufgaben x und y müssen identisch sein.
• milestone done(x): Ein notwendiges Prozessziel ist erreicht, wenn Aufgabex ausgeführt worden ist.Vergleicht man nun die beiden Modellpaare P1 und P2, dann wird ersichtlich,dass die imperative Darstellung von P1 kompakter ist, als ihr deklaratives Gegen-stück. In P2 verhält es sich hingegen umgekehrt. Gemäß der in Abschnitt 1.1.3unterschiedenen Prozesstypen ließe sich P1 als Routineprozess, P2 hingegen alsentscheidungsintensiver Prozess kategorisieren. Eine Auffälligkeit ist, dass im de-klarativen Modell zu Prozess P2 kein Meilenstein modelliert ist. Im imperativenGegenstück ist es möglich, den Prozess direkt nach dem Beginn zu beenden, ohneeine Aktivität ausgeführt zu haben. Dies kann ein Hinweis auf eine mangelhafteoder fehlende Definition der Prozessziele sein, was hier tendenziell im deklarativenModell klarer zu erkennen ist.Mehr Flexibilität hinsichtlich des Ablaufs bedeutet umgekehrt weniger Ein-schränkungen. Damit ist der entscheidende Faktor, unabhängig von den kon-kreten Modellierungssprachen, der unterschiedliche Ausgangspunkt. Wie in Ab-schnitt 1.1.4 beschrieben, gestatten imperative Modelle nur Prozessverläufe, dieexplizit im Modell spezifiziert ist, während deklarative Modelle jede Reihenfolgeerlauben, die nicht durch die im Modell enthaltenen Regeln implizit verboten ist.Für den verbliebenen Teil dieses Kapitels wird von der oben vorgenommenen, in-formalen Definition der beiden Prozessmodellierungssprachen ausgegangen. Beidesind zwar stark an existierende Sprachen angelehnt und dienen hier aber lediglichder Veranschaulichung der grundsätzlich verschiedenen Ausgangspunkte imperati-ver und deklarativer Modellierung.Vorrangiges Ziel von Abschnitt 1.1 ist es, einen Überblick über Zweck undAufgaben des Geschäftsprozessmanagements zu verschaffen. Dabei steht beson-ders die Modellierung der Prozesse im Vordergrund, welche stark vom jeweiligenProzesstyp und den durch ein Modell zu transportierenden Informationen abhän-gig ist. Da die einzelnen Phasen des Geschäftsprozessmanagements aufeinanderaufbauen, wird beispielsweise auch die Prozessausführung von Entscheidungenzum Modellierungszeitpunkt beeinflusst. Die damit einhergehenden Schwierigkei-ten (Abschnitt 1.2) sind die grundlegende Motivation der vorliegenden Arbeit.
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1.2 sprachbezogene akzeptanzprobleme der prozessmodellierung






























Abbildung 1.6: Beispiele für sprachliche Wechselwirkungen
konzeptuellen (Abschnitt 1.1.4) und Ausführungssprachen (Abbildung 1.1) für dieModellierung von Geschäftsprozessen ergeben sich somit vier Sprachklassen.
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Declare [145] und DPIL [200] als Vertreter der deklarativen Sprachen sind kon-zeptuell und werden zur Ausführung auf jeweils eine Ausführungssprache abgebil- Konzeptuelle,deklarative Sprachendet. Sprachen, wie beispielsweise die Event-Condition-Action-Sprache (ECA) [57] ImperativeAusführungssprachenund das mathematische Modell der Deterministischen Endlichen Zustandsauto-maten (EZA) [78] werden hingegen rein als Ausführungssprache eingesetzt. DieSprachen Role Activity Diagram (RAD) [77] und Flow Charts (FC) [102] sind KonzeptuelleSprachen ohneAusführungdagegen rein konzeptuell und nicht ausführbar.Wie aus Abbildung 1.6 ersichtlich wird, können konzeptuelle Prozessmodellie-rungssprachen gleichzeitig auch eine Ausführungssemantik aufweisen. Beispielehierfür ist die von der Object Management Group (OMG) beschriebene BusinessProcess Model and Notation 2.0 (BPMN) [141], ein Standard zur konzeptuel- Konzeptuelle,imperative Sprachemit Ausführunglen, grafischen Modellierung von Geschäftsprozessen. Da die ersten Versionen derBPMN selbst Lücken hinsichtlich der Ausführungssemantik und des Speicherfor-mats aufwies, wurden Ausführungssprachen, wie beispielsweise die WS-BusinessProcess Execution Language (BPEL) [19] entwickelt, die durch ihre mathemati-sche Fundierung diese Lücken schlossen. Mit der Einführung der Version 2.0 desStandards wurde jedoch auch ein Großteil der Ausführungssemantik ergänzt.Grundsätzlich ist es jederzeit möglich, neue konzeptuelle Prozessmodellierungs-sprachen zu entwickeln. Auch der Abbildung einer existierenden konzeptuellenSprache auf eine andere, bereits existierende oder sogar neue Ausführungsspra-che steht nichts im Wege. Aus diesem Grund kann Abbildung 1.6 nicht vollständigsein. Da jede neue Prozessmodellierungssprache und jede neue Abbildung auf einealternative Ausführungssprache die Komplexität des Problems lediglich verstärkt,bleibt die Grundaussage stets gleich: Das Spektrum an Prozessmodellierungsspra-chen ist groß, sodass es nur schwer möglich ist, jede der Sprachen im Detail zuverstehen, aus Sicht der Ausführungssysteme zu unterstützen und robuste Verfahrenzum Modellvergleich und zur Migration zu entwickeln.In den nachfolgenden Abschnitten dieses Kapitels wird diskutiert, inwiefern dieVielfalt der Sprachen an sich und die Unterschiede der vier Sprachklassen dieVerständlichkeit eines Prozessmodells, die Interoperabilität zwischen Design undAusführung, die Migration eines Modells zu einer neuen Sprachversion und dieVergleichbarkeit zwischen Prozessmodellen negativ beeinflussen. Obwohl die Exis-tenz weiterer Problemfelder wahrscheinlich ist, konzentriert sich die vorliegendeArbeit auf die genannten vier. Hierfür existieren im Wesentlichen drei Gründe. Sie Auswahl derProblemfeldersind einerseits bis heute Gegenstand zahlreicher Forschungsarbeiten (Abschnitte1.2.1 bis 1.2.4) und ihre Relevanz ist andererseits auch in aktuellen Forschungspro-jekten im akademischen Umfeld und mit Partnern aus Industrie und Wirtschaft zuerkennen. Der dritte – eher pragmatische – Grund ist, dass die drei in dieser Ar-beit vorgestellten Werkzeuge zum Teil Synergien erzielen (Abschnitt 2.1), die sichbesonders positiv auf die Behandlung eben dieser vier genannten Problemberei-che auswirken. Dieses letzte Kriterium geht demnach von der Fragestellung aus,in welchen Problemfeldern die entwickelten Ansätze in Kombination eingesetztwerden können.
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Der empirische Teil der Begründung für die Auswahl der vier Problembereichestützt sich konkret auf die folgenden, in verschiedenen Projekten7 beobachtetenBeobachtungen Herausforderungen:
• Nutzer8 können aus verschiedenen Gründen mit einer unbekannten oder un-gewohnten Prozessmodellierungssprache in Kontakt kommen. [Verständlichkeit ]
• Die Auswahl und Verwendung einer Prozessmodellierungssprache kann sichdurch geänderte oder neue Anforderungen ändern. Dadurch können Nutzermit der erstgenannten Problematik konfrontiert werden und bisher verwen-dete Werkzeuge und Systeme können meist nicht mehr verwendet werden.[Verständlichkeit, Interoperabilität ]
• Informationen über die sequentielle Reihenfolge von Aktivitäten können ten-denziell besser mit imperativen Prozessmodellierungssprachen umgesetztund verändert werden. Umgekehrt eigenen sich für die Umsetzung und Ver-änderung situationsbezogener Informationen eher deklarative Sprachen. Füreinen dynamischen Wechsel zwischen einer imperativen und einer deklara-tiven Sicht auf einen Prozess fehlen bisher die nötigen Werkzeuge. HybrideSprachen könnten das Problem teilweise lösen, bergen aber das Hindernis,dass beide Modellierungsparadigmen und auch die verschmolzenen Spra-chen bekannt sein müssen. Dies ist bisher in der Praxis nicht der Fall.[Verständlichkeit, Interoperabilität ]
• Die Verständlichkeit von Prozessmodellen kann mittels natürlichsprachlicherBeschreibungen des Prozesses verbessert werden. [Verständlichkeit ]
• Beispiele für – bezüglich eines Prozessmodells – valide Prozessausführun-gen und entsprechende Gegenbeispiele verbessern das Modellverständnis.[Verständlichkeit ]
• Der Wechsel des Prozessausführungssystems aufgrund der geänderten Pro-zessmodellierungssprache ist unerwünscht. [Interoperabilität ]
• Die Weiterentwicklung von Prozessmodellierungssprachen kann das Zusam-menspiel der Design- und der Implementierungsphase des Prozesslebens-zyklus blockieren. [Sprachevolution]
• Beim Vergleich zweier Prozessmodelle liegen diese nicht immer in der-selben Modellierungssprache vor, was einen direkten Vergleich erschwert.[Modellvergleich]
Diese Beobachtungen sind Indizien, die in den Abschnitten 1.2.1 bis 1.2.4 durchLiteraturquellen gestützt werden. Sich daraus ergebende Anforderungen werden imAnforderungen Diskurs derselben Abschnitte motiviert und in folgender Listen zusammengefasst:
7 Als zentral ist hier vor allem das Kompetenzzentrum für praktisches Prozess- und Qualitätsmanage-ment (KpPQ) herauszustellen (http://www.kppq.de/, abgerufen am: 03.10.2017)8 Als Nutzer gilt sowohl der Modellierungsexperte als auch jede andere Person, die in den Model-lierungsprozess involviert ist.
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A1 A2 A3 A4Verständlichkeit   Interoperabilität Sprachevolution  Modellvergleich   
Tabelle 1.1: Behandlung der Problembereiche durch identifizierte Anforderungen
A1 Es soll ermöglicht werden, ein Modell flexibel in andere Sprachen zu über-setzen. Besonderer Fokus liegt dabei auf der paradigmenübergreifendenÜbersetzung.
A2 Es soll ermöglicht werden, für gegebene Prozessmodelle automatisierteinen – auf Wunsch vollständigen – Satz an Beispielen für gültige undfür nicht-gültige Prozessausführungsspuren abzuleiten.
A3 Dem Nutzer sollte es ermöglicht werden, für gegebene Prozessmodelleautomatisiert natürlichsprachliche Beschreibungen abzuleiten.
A4 Der Aufwand, syntaktische, evolutionäre Änderungen an Prozessmodellie-rungssprachen auf zugehörige, existierende Prozessmodelle anzuwenden,soll durch einen erhöhten Grad an Automatisierung hinsichtlich der Mi-grationsmechanismen reduziert werden.
Tabelle 1.1 zeigt, welche der Anforderungen auf die Behandlung welcher dervier Problembereiche abzielen. Durch die Erfüllung der Anforderungen A1 bis ZieleA3 werden dem Nutzer zusätzliche, verschiedenartige Sichten auf einen model-lierten Prozess zur Verfügung gestellt. Anforderung A1 berücksichtigt zusätzlichauch die Systemsicht. Durch die Möglichkeit einer flexiblen Übersetzung zwi-schen Prozessmodellierungssprachen kann beispielsweise der Wechsel eines Aus-führungssystems unnötig werden. Zusammen mit Anforderung A4 ist sie außerdemdie Grundlage für eine flexible, syntaktische Migration bestehender Modelle imZuge der Evolution von Prozessmodellierungssprachen. Migration kann auch alseine speziellere Form der Translation betrachtet werden, weswegen dieser Pro-blembereich mit beiden Anforderungen assoziiert ist. Ein Vergleich von Modellen,die in unterschiedlichen Prozessmodellierungssprachen formuliert sind, kann aufunterschiedliche Arten durchgeführt werden. Dazu zählen eine Übersetzung in diejeweils andere Prozessmodellierungssprache (A1), ein Vergleich des Ausführungs-verhaltens (A2) aber auch der Abgleich natürlichsprachlicher Beschreibungen dermodellierten Prozesse (A3).Die Liste der identifizierten Anforderungen wird im Hauptteil der Arbeit mitbestehenden Lösungen abgeglichen. Lücken werden über entsprechende eigeneEntwicklungen geschlossen. Im Evaluationsteil wird diskutiert, inwiefern die iden-tifizierten Anforderungen damit erfüllt werden. Die Erfüllung der Anforderungengewährt eine höhere sprachliche Flexibilität für die Modellierung von Prozessen,was das grundlegende Ziel der Arbeit darstellt. Zu den Teilzielen gehören un-ter anderem eine verbesserte Verständlichkeit von Prozessmodellen, eine breitere
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Unterstützung der Sprachen durch Ausführungssysteme, eine gemeinsame Basisunterschiedlicher Sprachen für den Vergleich von Modellen sowie eine größereRobustheit gegenüber der Weiterentwicklung der Prozessmodellierungssprachen.Diese vier Teilziele und ihre jeweiligen Problembereiche werden in den Abschnit-ten 1.2.1 bis 1.2.4 detailliert betrachtet.
1.2.1 Verständlichkeit
Aus dem Prozesslebenszyklus-Modell (Abbildung 1.1) lassen sich mindestens zweiPhasen identifizieren, in denen ein Prozessmodell von Menschen interpretiert wer-den muss – die (Re-)Design- und die Konfigurations-/Implementierungsphase. Inbeiden Fällen sind das Resultat ein oder mehrere Prozessmodelle, deren Verwen-dung, den Phasen entsprechend, unterschiedlich ist. Bis zum aktuellen Zeitpunktgibt es jedoch keine allgemein akzeptierte Standardmethode, die als Anleitung fürdie Bewältigung dieser Modellierungsaufgabe im Geschäftsprozessmanagementverwendet werden kann [148]. Dagegen existiert eine klare Vorstellung, aus wel-chen Bestandteilen sich eine solche Methode zusammensetzt [84]. Die zwei we-Methoden zurProzessmodellierung sentlichen Bestandteile sind:
• Sprache: Die Sprache beschreibt einerseits die äußere Form in der dieErgebnisse einer Modellierung visualisiert werden. Andererseits ist für dieseDarstellung auch eine Semantik festzulegen.
• Vorgehensweise: Die Vorgehensweise beschreibt eine Abfolge von Schrittenund Aufgaben zur Erzeugung eines Prozessmodells in dieser Sprache.
Damit ergibt sich für die Nutzung einer Methode zur Prozessmodellierung die tri-viale Voraussetzung, dass dem Anwender die jeweilige Prozessmodellierungsspra-che bekannt ist. Die Frage der Verständlichkeit von Prozessmodellen kann jedochnicht allein damit beantwortet werden, ob der Anwender mit der Repräsentationss-prache vertraut ist oder nicht. Beispielsweise wird im vorangegangenen Abschnittbereits angedeutet, dass Routineprozesse verständlicher mittels imperativer undentscheidungsintensive Prozesse zugänglicher mittels deklarativer Modellierungs-sprachen dargestellt werden können. Verständlichkeit ist daher nicht allein einProblem der persönlichen Sprachpräferenz, sondern auch ein Problem der Eigen-schaften des Modellierungsgegenstandes. Diese Behauptung wird von mehrerenUntersuchungen, zum Teil zumindest tendenziell oder implizit, gestützt [26, 61, 62,73, 126, 143, 145, 146]. Folglich können die Einflüsse auf die Verständlichkeit vonProzessmodellen grundsätzlich in zwei Klassen eingeteilt werden:
1. Endogen-subjektiv: personenbezogene, individuelle Einflüsse undEndogen-subjektive vs.exogen-objektiveEinflüsse 2. Exogen-objektiv: auf den Modellierungsgegenstand bezogene, allgemeineEinflüsse.
Die Arbeiten von Pesic et al. [143, 145], Fahland et al. [61, 62] und Pichler etSequenzbezogene vs.situationsbezogeneInformationen al. [146] diskutieren zwei grundlegende Hypothesen, welche besagen, dass sich se-quenzbezogene Informationen über die zeitliche Reihenfolge von Aktivitäten besser
1.2 sprachbezogene akzeptanzprobleme der prozessmodellierung 19
mittels imperativer und situationsbezogene Informationen besser mittels deklara-tiver Prozessmodellierungssprachen umsetzen und verändern lassen. Als sequenz-bezogene Informationen werden hier entsprechend der Unterscheidung imperativerund deklarativer Modelle explizite Vorgaben für die Reihenfolge von Prozessschrit-ten bezeichnet. Konsequenterweise sind situationsbezogene Informationen dadurchcharakterisiert, dass sie Regeln beschreiben, die nur dann relevant werden, wennsich der Prozess in einem bestimmten Zustand, in einer bestimmten Situation befin-det. Diese Hypothesen werden auch in einer späteren Studie bestätigt [73]. Diesediskutiert vordergründig den Prozess des Verstehens von deklarativen Prozessmo-dellen und damit verbundene Hürden am Beispiel von Declare, einer deklarativenProzessmodellierungssprache. Eine wesentliche Erkenntnis der Untersuchung ist,dass Declare-Modelle mit steigender Größe unverständlicher werden, da sich durchden deklarativen Charakter häufig versteckte Abhängigkeiten, also Regeln, die aus VersteckteAbhängigkeitender Kombination von zwei oder mehr Regeln, implizit ergeben. Diese Einflüsse sindals exogen-objektiv zu kategorisieren.Mendling et al. [126] schlagen einen Satz von sieben Richtlinien für qualitativhochwertige, grafische Prozessmodelle vor. Man solle beispielsweise so wenigeProzesselemente wie möglich im Modell verwenden, einen niedrigen Grad derVernetzung der Entitäten durch Kanten sicherstellen und Modelle, die mehr als50 Prozesselemente beinhalten, durch Dekomposition aufteilen. Auch wenn diese Möglichst geringeModellgrößeRichtlinien vor Ihrer Verwendung kritisch hinterfragt werden müssen und meistzu generalisierend sind, sind auch hier wieder die Größe und Komplexität derModelle und damit die Entscheidung imperativer oder deklarativer Modellierungvon zentraler Bedeutung. Auch diese Richtlinien sind aus Erkenntnissen exogen-objektiver Einflüsse entstanden.In [148] argumentieren die Autoren auf empirischer Basis, dass der Mangel anklar definierten Modellierungszielen in der Praxis oft ein Problem darstellt. Die ModellierungszieleModellierung solle zielgerichtet erfolgen. Zusammen mit der von Mendling et al.vorgeschlagenen möglichst geringen Modellgröße, lässt sich damit schlussfolgern,dass ein Modell nur das, was zum Erreichen des Modellierungsziel relevant ist,enthalten soll9. Gleichzeitig darf es jedoch auch nicht weniger enthalten [26]. EinModell kann beispielsweise alle der in Abbildung 1.2 dargestellten Perspektivenabdecken. Ist jedoch für das Modellierungsziel lediglich die zeitliche Reihenfolgeder Prozessschritte relevant, dann kann alternativ auch eine kontrollflussorien-tierte Darstellung gewählt werden. Eine Möglichkeit, diesen Fokuswechsel zurealisieren, ist die Übersetzung des bestehenden Modells in eine andere Pro-zessmodellierungssprache, die sich auf die gewünschten Perspektiven fokussiert(Anforderung A1). Die Reduktion oder die Erweiterung auf den gewünschten Fo-kus ist aufgrund des starken Bezugs zum Modellierungsgegenstand ebenfalls denexogen-objektiven Einflüssen zuzuordnen.Georges et al. [136] und Recker et al. [152] abstrahieren vom konkreten Modellie-rungsparadigma und betrachten den Einfluss bestimmter kognitiver Fähigkeiten auf Kognition und Model-lierungverständnisdas Verständnis von Prozessmodellen. Eine der grundlegenden Aussagen ist hier-bei, dass sich verschiedene kognitive Fähigkeiten – beispielsweise das Selektions-und das Abstraktionsvermögen – positiv oder negativ auf das Verständnis von Pro-
9 Siehe auch Reduktionsmerkmal nach Stachowiak [170]
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zessmodellen auswirken. Darauf aufbauend wird die Schlussfolgerung gezogen,dass die individuellen kognitiven Charakteristika für das Verständnis von Prozess-modellen von zentraler Bedeutung sind und daher die Verständlichkeitsproblematiknicht losgelöst von den konkreten involvierten Nutzern einer Prozessmodellierungs-sprache betrachtet werden kann. Das verstärkt die identifizierten Anforderungenund macht gleichzeitig eine allgemeingültige Aussage über die Bevorzugung einesoder mehrerer der im Hauptteil der Arbeit vorgestellten Ansätze unmöglich. DieseProblematik ist als endogen-subjektiver Einfluss zu kategorisieren.Damit konkurrieren endogen-subjektive und exogen-objektive Einflüsse auf dieVerständlichkeit von Prozessmodellen. Folglich darf die initiale Auswahl der imInitiale Auswahl derModellierungssprache konkreten Fall zu verwendenden Modellierungssprache nicht allein auf Basis derpersönlichen Präferenzen der Anwender getroffen werden.Der in Abbildung 1.1 dargestellte Prozesslebenszyklus ist iterativ und erlaubtdie Berücksichtigung neuer oder geänderter Anforderungen, die sich aus der Ana-lyse früherer Ausführungen des Prozesses oder durch veränderte Rahmenbedin-gungen ergeben haben. Potentiell können sich diese Veränderungen auch auf dieWahl der geeigneten Prozessmodellierungssprache auswirken [100]. Ein Prozess,Neuauswahl derModellierungssprache der anfänglich sehr stark strukturiert – beinahe routinehaft – anmutet, könnte ineiner weiteren Re-Design-Iteration als tendenziell entscheidungsintensiv bewertetwerden, wodurch sich dann eine deklarative Repräsentation empfiehlt. Auch derumgekehrte Fall ist denkbar. Ein Prozess, der initial sehr entscheidungsintensiverschien, kann sukzessive weiter eingeschränkt werden, sodass letztlich eine eherroutinehafte Abfolge von Prozessschritten beschrieben wird. Damit kann der Model-lierungsgegenstand einen Sprachwechsel veranlassen. Folglich ist die Möglichkeitfür den flexiblen Wechsel zwischen verschiedenen Prozessmodellierungssprachender beiden Paradigmen erneut von großer Wichtigkeit (Anforderung A1). Hinsicht-lich eines Wechsels vom imperativen zum deklarativen Paradigma hat sich gezeigt,dass die Kenntnisse über die Prozessmodellierung in imperativen Sprachen nichtauf die deklarative Modellierung übertragen werden können und stattdessen sogarhinderlich sein können [73]. Eine Untersuchung, ob eine simultane Präsentationeines imperativen und eines deklarativen Modells, die beide denselben Prozessbeschreiben, Vorteile beim Umstieg auf das deklarative Paradigma bieten, fehlt.Um eine solche Untersuchung zu unterstützen, könnte es hilfreich sein, beide Mo-delle in die jeweils andere Sprache zu übersetzen, was wiederum Anforderung A1untermauert.Im Verlauf dieses Abschnitts wird lediglich die Perspektive des im Prozess-lebenszyklus beteiligten Modellierungsexperten betrachtet. Becker et al. [26] ar-gumentieren dagegen, dass Vertreter verschiedener Geschäfts- und Technikabtei-lungen immer stärker in die Modellierungsaufgabe eingebunden werden – wobeidiese Vertreter keine Modellierungs-, sondern Domänenexperten sind. Prozessmo-delle dienen demnach bereits zum Modellierungszeitpunkt auch als Kommunika-tionsmittel [112] zwischen den beiden Expertengruppen. Ein häufig auftretendesProzessmodelle alsKommunikationsmittel Problem hierbei ist, dass dem Domänenexperten die Modellierungssprache un-bekannt ist, was Diskussionen über die Modellentwürfe erschwert [26, 83, 152](endogen-subjektiver Einfluss). Diese Problematik ist auch aus dem Bereich rela-tionaler Datenbanken in Form der Entity-Relationship-Modellierung bekannt [66].
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Vielfach wird daher auch gefordert, Prozessmodelle mittels einer natürlichsprach-lichen Beschreibung zu komplementieren [108] (Anforderung A3).Das Erlernen allgemeiner Prinzipien auf Basis von Beispielen ist ein belieb-tes didaktisches Mittel. Grund hierfür ist die stark kategorisierende menschlicheDenkweise [103]. Auf Basis von Gemeinsamkeiten werden einzelne Objekte in ei-ne Kategorie eingeordnet. Auf Basis von Unterschieden werden andere Objektevon dieser Kategorie getrennt. Aus diesem Grund ist eine weitere Möglichkeit,die betroffenen Personen zu unterstützen, das automatische Ableiten von repräsen-tativen Instanzen, also typischen Beispielen für valide Prozessausführungen, aus Positiv- undNegativbeispieleModellen. Auch Gegenbeispiele, also Beispiele für, gegenüber des Prozessmodells,nicht-valide Prozessinstanzen, können zur Unterstützung verwendet werden (An-forderung A2). Das ist besonders in deklarativen Sprachen anzunehmen, da diesemeist regelbasiert sind und man somit jede einzelne Regel durch Positiv- undNegativbeispiele deduktiv beschreiben kann. Diese Annahmen basieren auf psy-chologischen Untersuchungen in unterschiedlichen Bildungssegmenten, die sichauf das Erlernen eines allgemeinen Prinzips, beispielsweise einer Sprache, aufBasis von Beispielen und Gegenbeispielen beziehen [20, 29, 198]. Ein Indiz fürdie Nützlichkeit der Kombination aus Positiv- und Negativbeispielen für das Ver-ständnis deklarativer Prozessmodelle ist, dass in einer Studie zur Untersuchungder Verständlichkeit derartiger Modelle die verwendete Beispielsprache anhandvon validen und nicht-validen Ausführungsspuren erklärt wird [73].Im Wesentlichen unterscheidet man – wie der aktuelle Abschnitt diskutiert –zwischen endogen-subjektiven und exogen-objektiven Einflüssen auf die Verständ-lichkeit von Prozessmodellen. Die Verständlichkeit von Prozessmodellen muss invielen Fällen verbessert werden. Dazu ist die Entwicklung von Verfahren zur Trans-lation in eine alternative Prozessmodellierungssprache oder in natürliche Sprachezu empfehlen. Zusätzlich besteht auch ein Bedarf an einer Technik zur Generierungbeispielhafter oder vom Modell abweichender Prozessinstanzen.
1.2.2 Interoperabilität
Die große Vielfalt an Prozessmodellierungssprachen birgt nicht nur Herausforde-rungen für die Verständlichkeit von Modellen in ihrer Rolle als Kommunikations-mittel. Im diesem Abschnitt werden die Herausforderungen aus der Perspektiveder Interoperabilität, also der Kompatibilität von Modellierungssprache und Werk-zeugen des Geschäftsprozesslebenszyklus betrachtet. Prozessausführungssystemeund Technologien des Process Mining sind zwei Gruppen von Vertretern dieserWerkzeuge, die in der Regel die Semantik einer Ausführungssprache interpretierenkönnen. Aus unterschiedlichen Gründen kann es notwendig sein, die konzeptuelleProzessmodellierungssprache zu wechseln, was in den meisten Fällen auch einenWechsel der Ausführungssprache nach sich ziehen würde. Schließlich wird für die UnerwünschterWechsel derSystemunterstützungvorliegende Arbeit davon ausgegangen, dass der Wechsel des Ausführungssystemsund auch der Process-Mining-Werkzeuge unerwünscht ist.Prozessausführungssysteme interpretieren zur Laufzeit des Prozesses Ereignisse, Interoperabilität:Ausführungssystemewie beispielsweise den Eingang eines Lieferauftrags per E-Mail, und reagierendarauf mit verschiedenen Aktionen. Diese könnten beispielsweise das Ablegen des
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Tabelle 1.2: Ausführungskompatibilität konzeptueller Prozessmodellierungssprachen
Lieferauftrags in einer Datenbank und die Koordination von Prozessbeteiligtendurch Handlungsanweisungen beinhalten. Die notwendigen Informationen für dieAuswahl der durchzuführenden Aktionen erhält das System durch ein ausführbaresProzessmodell, welches in der Regel von einem konzeptuellen Modell abgeleitetKonzeptuelle Prozess-modellierungssprachevs.Ausführungssprache wird (Abbildung 1.1).Vanderhaeghen et al. [183] bezeichnen die Fähigkeit der Interoperabilität vonProzessmodellen als fundamentalen Startpunkt für die Entwicklung unternehmens-übergreifender Geschäftsprozesse. Im Kontext der langjährigen Diskussionen umdas Thema Borderless Enterprise wird bereits die Wichtigkeit einer IT-gestützten,dynamischen Interaktion zwischen Organisationen diskutiert. Dieser Gedanke wirdweiterverfolgt und hat sich unter dem Schlagwort Kollaboratives Geschäftsprozess-management etabliert. Die Fähigkeit zur kollaborativen Allokation von Ressour-Interoperabilität:KollaborativesGeschäftsprozessma-nagement cen, zur Steuerung von Finanzen und Material sowie zum gezielten Austauschvon Informationen und Daten wird als zentral angesehen. Dies setzt nicht nur ei-ne technologische, sondern auch eine konzeptuelle Grundlage zur Verschränkungder Geschäftsprozesse voraus. Vor dem Hintergrund, dass jedes der interagieren-den Unternehmen seine eigenen Methoden und Werkzeuge etabliert hat, ist dieInteraktion auf Basis existierender Prozessmodelle zwar gewünscht, aber kaumunterstützt. Vanderhaeghen et al. argumentieren, dass diese Unterstützung unteranderem in der Fähigkeit liegt, Konzepten einer Prozessmodellierungssprache ineine andere übersetzen zu können.Im Prozesslebenszyklus sind weitere Szenarien denkbar, in denen der Wechselder Prozessmodellierungssprache notwendig wird (Abschnitt 1.2.1). Weiterhin gibtes Szenarien, in denen ein hybrider Modellierungsansatz, also eine Modellierungmit imperativen und deklarativen Elementen gewünscht ist (Abschnitt 1.1.4). AusAbbildung 1.6 wird ersichtlich, dass nur wenige konzeptuelle Prozessmodellie-rungssprachen auf dieselbe von Prozessausführungssystemen verwendete Ausfüh-rungssprache abgebildet werden. Die sich daraus ergebende Kompatibilität kon-zeptueller Prozessmodellierungssprachen ist in Tabelle 1.2 dargestellt und basiertauf Abbildung 1.6. Wie aus der Tabelle ebenfalls abzulesen ist, sind lediglich 64%der bekanntesten Prozessmodellierungssprachen überhaupt mit anderen Sprachenausführungskompatibel. Betrachtet man die Interoperabilität aller Sprachpaare, soSprachlicheLimitierung derAusführungssysteme werden nur etwa 15% dieser Paare auf eine gemeinsame Ausführungssprache ab-gebildet oder können zumindest transitiv (z.B. YAWL) auf diese abgebildet werden.
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Außerdem wird deutlich, dass ein größerer Teil der imperativen Sprachen unterein-ander kompatibel ist als die deklarativen oder die imperativen mit den deklarativen.Zwar unterstützen einige Ausführungssysteme mehrere Ausführungssprachen, ei-ne generelle Kompatibilität ist damit jedoch nicht gewährleistet. Folglich müsstezum Wiederherstellen der Operabilität des konzeptuellen Prozessmodells unteranderem der Wechsel des Ausführungssystems vorgenommen werden. Letzteresbeinhaltet jedoch meist die visuelle Nutzerschnittstelle, also das Arbeitsinstru-ment der Prozessbeteiligten. Ein Wechsel dieses Instruments kann dadurch einenerhöhten Umschulungsaufwand nach sich ziehen. Zusätzlich kann die Einführungdes neuen Ausführungssystems selbst problematisch sein, wenn das ursprünglicheSystem stark mit weiteren IT-Systemen verwoben ist und damit beispielsweiseKommunikationsprotokolle umsetzt, die vom neuen System nicht unterstützt wer-den. Die daraus resultierende, verbleibende Alternative ist die Abbildung der Teile Abbildung aufkompatibleRepräsentationdes Modells, deren Ausführungssprache nicht vom Ausführungssystem unterstütztwird, auf eine kompatible Repräsentation (Anforderung A1) [101]. Der Begriff derInteroperabilität bezeichnet im Kontext der vorliegenden Arbeit demnach vor allemdie Möglichkeit, mehrsprachig zu modellieren und dabei die IT-gestützte Ausführ-barkeit der Prozessmodelle zu erhalten.Ein vollkommen anderer Aspekt der Interoperabilität ist das Zusammenspiel zwi-schen den konzeptuellen Prozessmodellierungssprachen und sogenannten Process-Mining-Techniken [6]. Letztere ermitteln mittels Techniken des maschinellen Ler- Process Miningnens aus Aufzeichnungen erfolgter Prozessdurchführungen ein zugrundeliegendesProzessmodell in einer festgelegten Zielsprache. Die Anwendungen dieser Klassevon Techniken sind vielfältig. Einerseits werden auf diesem Weg reale Prozessver-läufe modelliert und erlauben dadurch einen Vergleich mit den ursprünglich model-lierten möglichen Verläufen. Andererseits gibt es Fälle, in denen eine erste Pro-zessmodellierung mittels dieser Techniken sinnvoll erscheint, anstatt den Prozessmanuell zu modellieren. Die meisten dieser Techniken basieren auf statistischenMaßen. Gemäß der Natur statistischer Maße ermittelt man somit kein garantiertdie Realität widerspiegelndes, sondern ein mit einer gewissen Wahrscheinlich-keit den Verlaufsaufzeichnungen entsprechendes Prozessmodell [6, S. 269ff]. Hinzukommt, dass die grundlegende Idee von Process Mining die Induktion ist, also dasabstrahierende Schließen vom Beobachteten auf eine allgemeine Erkenntnis. ImKontext setzte das demnach voraus, dass die Beobachtung des Prozesses bis zueinem für das Verfahren notwendigen Grad vollständig ist. Beinhalten die bisheri-gen Aufzeichnungen der Ausführungen eines Prozesses eine bestimmte Kette vonAktivitäten nicht oder das Mining-Verfahren betrachtet sie als Ausnahme, dannkann es passieren, dass auch das erzeugte Modell diese Kette nicht beschreibtbzw. es stattdessen sogar verbietet, obwohl der tatsächliche Prozess sie gestattet.Demnach kann also eine Divergenz zwischen Realität, Ausführungsaufzeichnung Divergenz zwischenRealität, Aufzeichnungund Modellierungund Modellierung entstehen. Das kann auch gewünscht sein, zum Beispiel wennaus den Aufzeichnungen das Standardvorgehen in einem Prozess ermittelt wer-den soll. Dies setzt aber voraus, dass das jeweilige Process-Mining-VerfahrenBeobachtungen gezielt ausschließt. Die Entwicklung eines solchen Verfahrens er- Evaluation vonProcess-Mining-Technikenfordert folglich eine gründliche Evaluation [6, p. 269ff]. Diese wird üblicherweisedurch einen Abgleich von Prozessausführungsaufzeichnungen mit dem generierten
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Modell realisiert. Reale Aufzeichnungen dieser Art beinhalten häufig unterneh-menskritische Daten und werden, wenn überhaupt, modifiziert und anonymisiertöffentlich gemacht [41]. Außerdem ist die Qualität und Vollständigkeit der Aufzeich-nungen ebenso häufig unklar. Um eine bessere Kontrolle über Inhalt und Qualitätder Aufzeichnungen zu haben, wird zunehmend auf künstlich erzeugte Prozessauf-zeichnungen zurückgegriffen, die beispielsweise mittels Prozesssimulation gene-GenerierungkünstlicherProzessausführungs-aufzeichnungen riert werden. Derartige Techniken sind jedoch besonders für multiperspektivische,deklarative Prozessmodellierungssprachen rar (Anforderung A2).Eine wesentliche Erkenntnis des aktuellen Abschnitts ist, dass die Interoperabili-tät verschiedener Prozessmodellierungssprachen mit Prozessausführungssystemenund Process-Mining-Technologien problematisch ist. Die starke Abhängigkeit die-ser Werkzeuge von einer konkreten Prozessmodellierungssprache erschwert derenWechsel und steht damit im Konflikt zu der in Abschnitt 1.2.1 identifizierten po-tentiellen Notwendigkeit für derartige Wechsel. Eine Möglichkeit der Abbildungzwischen verschiedenen Prozessmodellierungssprachen ist demnach obligatorisch.Um die Qualität von Process-Mining-Techniken für die gewünschte Sprache si-cherzustellen, werden zusätzlich Simulationswerkzeuge benötigt, die künstlicheAufzeichnungen valider Prozessinstanzen generieren.
1.2.3 Sprachevolution
Domänenspezifische Modellierungssprachen – beispielsweise Prozessmodellie-rungssprachen – können sich, wie natürliche Sprachen auch, in einem Evoluti-onsprozess verändern. Einer der wesentlichen Unterschiede ist, dass im Falle derDSLs Evolutionsschritte in diskreten Zeitschritten gemessen werden können, wäh-rend die Veränderung natürlicher Sprachen kontinuierlich erfolgt. Grundlage dafürist, dass DSLs durch geänderte oder neue Anforderungen weiterentwickelt wer-den [186]. Damit ist es generell möglich, von verschiedenen Versionen einer DSL,beispielsweise einer Prozessmodellierungssprache zu reden. Die Art der Weiter-entwicklung der Sprache kann in zwei Klassen unterteilt werden:
• Syntaktisch: Hinzufügen, Entfernen oder Verändern von Elementen der ab-Syntaktische vs.SemantischeEvolution strakten Syntax ohne Veränderung der Ausdrucksmächtigkeit und
• Semantisch: Hinzufügen, Entfernen oder Verändern von Elementen der ab-strakten Syntax mit Veränderung der Ausdrucksmächtigkeit.Im aktuellen Abschnitt wird erläutert, inwiefern es möglich ist, für die Klasse derrein syntaktischen Evolutionsschritte, die Operabilität der gewünschten Prozessmo-dellierungssprache wiederherzustellen. Da zwei verschiedene Versionen derselbenSprache auch als zwei verschiedene Sprachen aufgefasst werden können [48], be-steht ein starker Bezug zur Problematik der Interoperabilität und folglich auch zurBewältigung dieses Problems durch Translationstechniken.Die Weiterentwicklung einer Modellierungssprache zieht Konsequenzen hin-sichtlich der bis dahin mit dieser Sprache modellierten Instanzen nach sich. Meyersund Vangheluwe schreiben in diesem Zusammenhang [129]:“When the [abstract] syntax of a modelling language evolves (i.e.,the meta-model evolves), the most prominent side effect is that its in-
1.2 sprachbezogene akzeptanzprobleme der prozessmodellierung 25
stance models may no longer conform to the new meta-model. There-fore, the co-evolution (with evolution of their meta-model) of modelshas become an important research topic.”Eine der wichtigsten Konsequenzen ist, dass bereits existierende Modellinstanzennach einem Evolutionsschritt gegenüber der neuen Sprachversion ungültig sein Ungültigkeit nachSprachevolutions-schrittkönnen. Ein intuitiver Ansatz zur Behebung dieses Problems ist die manuelleNeumodellierung des Modellierungsgegenstands, was jedoch selten gewünscht ist.Levendoszky et al. formulieren den Grund dafür wie folgt [110]:“With the industrial applications of domain-specific modeling envi-ronments, models are valuable investments. If the modeling languageevolves, these models must be seamlessly migrated to the evolvedDSML. [. . . ], migrating existing models to a new language is still achallenging task.”Modelle sind wertvolle Investitionen der jeweiligen Unternehmen. Damit ist daszu präferierende Prinzip, um das Problem der Inkompatibilität zwischen Modellund neuer Sprachversion zu lösen nicht revolutionär, sondern ebenfalls evolutionärund wird Migration genannt. Sowohl die Spezifikation der Migration als auch Modellmigrationdie für die operative Nutzung notwendige Werkzeugunterstützung sind aktuelleForschungsgegenstände und folgerichtig immer noch eine Herausforderung [129].Ein wesentlicher Problempunkt stellt hierbei die Notwendigkeit da, für jeden Evo-lutionsschritt eine Modelltransformation vom veralteten Modell zum aktualisiertenModell angeben zu müssen [129]. Diese werden meist in Form von Operationenangegeben, welche das ursprüngliche Modellelement als Argument akzeptierenund als Resultat ein Modellelement in der Zielversion der Sprache liefern. Häufigwird hier auch von Transformationsregeln gesprochen.Gruschko et al. [69] unterscheiden zwischen optionalen, auflösbaren und nicht-auflösbaren Migrationsoperationen. Als optional gilt eine solche Operation, wenn OptionaleOperationenexistierende Modelle durch die zugrundeliegende Änderung an der Modellierungs-sprache ihre Gültigkeit nicht verlieren. Dazu zählen zum Beispiel die Einführungoptionaler Beziehungen zwischen Modellelementen. Existierende Modelle müssenfolglich nicht zwangsläufig migriert werden, um mit der neuen Version der Model-lierungssprache konform zu sein. Als auflösbar gelten Operationen dann, wenn der AuflösbareOperationenEvolutionsschritt der Modellierungssprache automatisiert auf alle Instanzen über-tragen werden kann. Ein Beispiel ist die Namensänderung eines Sprachelements,wobei diese Namensänderung für alle Instanzen, also Verwendungen des jewei-ligen Sprachelements, übertragen werden können. Nicht-auflösbare Operationen Nicht-auflösbareOperationenbehandeln Evolutionsschritte der Modellierungssprache, bei denen zusätzliche In-formationen für ihre Ausführung notwendig sind. Ein Beispiel ist das Hinzufügeneines Attributs zu einem Sprachelement. Für existierende Modelle ist der Wertfür die initiale Belegung unbekannt – es sei denn, man gibt in der entsprechen-den Migrationsoperation einen Standardwert an, der dann in allen existierendenInstanzen als Wertebelegung für die neue Eigenschaft verwendet wird. Da dasdie Migration jedoch auf ein Standardszenario reduziert, ist diese Möglichkeithäufig zu ungenau. Stattdessen ist es in vielen Fällen der einzig vertretbare Weg,existierende Modelle an die weiterentwickelte Modellierungssprache manuell an-zupassen. Gruschko et al. [69] schreiben hierzu jedoch:
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“Though the only correct solution in some cases, it can be a tediousjob to perform manual co-evolutions on each model separately.”Für alle drei genannten Operationstypen besteht die Notwendigkeit, für jedeskonsekutive Paar von Versionen derselben Sprache entweder die Änderungen voneiner Version zur anderen formal zu spezifizieren und daraus automatisch Migrati-onsregeln abzuleiten oder letztere manuell zu erstellen. Betrachtet man die Anzahlverschiedener Prozessmodellierungssprachen (Abschnitt 1.2), dann ist ein erhöhterGrad an Automatisierung der Migration wünschenswert (Anforderung A4).Wie im vorangegangenen Abschnitt angedeutet, kann sich die Evolution vonkonzeptuellen Prozessmodellierungssprachen auch auf die Interoperabilität aus-wirken. Das ist dann der Fall, wenn durch den jeweiligen Evolutionsschritt aucheine Anpassung der zugehörigen Prozessausführungssprache notwendig wird. FestAbwärtskompatibilität etablierte und in die IT-Infrastruktur des Unternehmens eingebettete Ausführungs-systeme lassen sich besonders in größeren Unternehmen nicht immer ad-hoc ak-tualisieren. Zudem kann es auch hilfreich sein, das Erlernen syntaktischer Erweite-rungen durch die Abbildung auf die Vorgängerversion der Sprache zu unterstützen.Damit ergibt sich die Anforderung der Abwärtskompatibilität. Diese gilt jedochnur in speziellen Fällen der Sprachevolution. Ein beispielhafter Fall bezieht sichauf die Klasse der deklarativen Prozessmodellierungssprachen. Angenommen, einesolche Sprache beinhaltet in Version 1 folgende Regelschablonen10:SyntaktischeErweiterungdeklarativer Sprachen • precedence(A,B): Vor der Ausführung von Aufgabe B muss mindestenseinmal Aufgabe A ausgeführt worden sein.
• response(A,B): Nach der Ausführung von Aufgabe A muss vor dem Pro-zessende irgendwann Aufgabe B ausgeführt werden.In Version 2 der Sprache kommt lediglich die Schablone succession(A,B)hinzu, welche eine Konjunktion der Schablonen precedence und responsedarstellt. Damit wird zwar die Ausdrucksmächtigkeit der Sprache nicht erweitert,jedoch die Menge ihrer Ausdrucksmittel – ihre Syntax. Folglich ist ein Modell inSprachversion 2 auf Version 1 zurückzuführen, ohne die Ausführungssemantik desModells zu verändern. Für diese Klasse an Sprachänderungen ist ein generisches,vollautomatisiertes Prinzip zur Rückführung hilfreich. Um ältere Modelle bereitsmit der neuen Sprachversion und damit mit komfortableren Sprachelementen be-arbeiten zu können, ist hier auch eine Konvertierung in umgekehrter Richtungwünschenswert (Anforderung A4).Auch für imperative Sprachen besteht die Möglichkeit der Weiterentwicklungohne Erweiterung der Ausdrucksmächtigkeit. Als Beispiel wird von einem minima-SyntaktischeErweiterungimperativer Sprachen listischem Beispielprozess ausgegangen, der aus den Aktivitäten A und B besteht,von denen mindestens eine ausgeführt werden muss, um das Prozessziel zu errei-chen. Weiterhin ist es auch erlaubt, beide auszuführen. Diese Semantik kann aufzumindest zwei Arten in boolescher Logik beschrieben werden:a) A∨B
b) A∧B⊕A∧¬B⊕¬A∧B
10 Ausschnitt aus der Declare-Syntax [145]
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Variante a beschreibt beispielsweise die Logik des in der BPMN beschriebenenInclusive Gateways, während Variante b eine ausführungssemantisch gleichwerti-ge Konstruktion aus mehreren Exclusive Gateways und einem Parallel Gatewayangibt. Ordnet man die beiden Varianten zwei unterschiedlichen Sprachversionenzu, dann bildet das Inklusiv-Oder eine syntaktische Erweiterung, ohne die Aus-drucksmächtigkeit der Logik zu erweitern. Folglich ist Anforderung A4 nicht nurfür die Klasse der deklarativen Prozessmodellierungssprachen relevant.Während Interoperabilität die Beziehung zwischen konzeptuellen und ausführ-baren Prozessmodellierungssprachen thematisiert, fokussiert das Problem der syn-taktischen Sprachevolution hingegen jeweils eine konzeptuelle Sprache. Die Nach-vollziehbarkeit der Entwicklungsschritte und die Flexibilität der Migrationstech-niken können sich direkt auf die Akzeptanz der Sprache selbst auswirken. Dadie Evolutionsproblematik als Spezialfall der Übersetzungsproblematik aufgefasstwerden kann, können potentielle Übersetzungswerkzeuge auch zur Migration vonProzessmodellen eingesetzt werden (Anforderung A1).
1.2.4 Modellvergleich
Der Vergleichbarkeit von Prozessmodellen ist ein weiterer Einflussfaktor für dieAkzeptanz von Prozessmodellierungssprachen. Im aktuellen und letzten Abschnittdieses Kapitels wird diskutiert, dass der Vergleich von Prozessmodellen an sichproblematisch ist und zusätzlich erschwert wird, wenn die zu vergleichenden Mo-delle in unterschiedlichen Sprachen vorliegen. Eine Überführung eines der zuvergleichende Modelle in die Sprache des anderen ist eine Möglichkeit, ihreVergleichbarkeit zu verbessern. Eine andere ist, anstatt die Modelle direkt zu ver-gleichen, die Ähnlichkeit des Verhaltens beider Modelle während der Ausführungoder Simulation zu bewerten.Durch die mittlerweile große Verbreitung des Konzepts der Prozessmodellie-rung als probates Mittel zur Analyse und strukturierten (Neu-)Gestaltung unter-nehmensinterner Prozesse verfügen besonders größere Unternehmen häufig überProzessrepositorien, die oft tausende Modelle beinhalten [27]. Um für diese Men- Prozessrepositorienge an Modellen adäquate Verwaltungswerkzeuge bereitzustellen, werden Ansät-ze im Bereich des Modellvergleichs entwickelt. Ausgangspunkt hierbei ist, dassSuchanfragen an diese Repositorien mittels meist partieller Prozessmodelle ge-stellt werden. Aus diesem Grund werden Maße benötigt, welche die Ähnlichkeitzweier Prozessmodelle quantifizieren. Becker und Laue [27] geben einen Überblicküber gängige Maße und unterscheiden implizit zwischen zwei Kategorien:
a) Vergleich mittels Element- und Strukturanalyse der Modelle, Vergleich der Modellevs. Vergleich ihresAusführungsverhaltensb) Vergleich auf Basis des beobachteten Verhaltens beider Modelle währendder Ausführung.
Maße der Kategorie a gehen meist von zwei wesentlichen Schritten aus. Dererste Schritt ist dabei die Identifikation der Korrespondenzen der Aktivitäten bei-der Prozessmodelle. Der zweite Schritt ist dann die eigentliche Berechnung derModellähnlichkeit auf Basis struktureller Charakteristika. Dabei wird meist davon
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ausgegangen, dass beide Modelle in der gleichen Modellierungssprache vorlie-gen. Zahlreiche Verfahren nehmen zudem an, dass bereits alle KorrespondenzenImperative,kontrollflussorientierteVerfahren der Aktivitäten vorliegen. Die Beschränkung des ersten Schrittes auf Aktivitätensuggeriert, dass die meisten Verfahren lediglich die Funktionale und die Verhalten-sorientierte Perspektive berücksichtigen. Zudem gibt es ein deutliches Übergewichthinsichtlich der Menge der Ansätze für imperative Prozessmodelle gegenüber ihrendeklarativen Gegenstücken [24].Die oft verwendete Annahme, dass die zu vergleichenden Modelle in derselbenModellierungssprache vorliegen, kann ebenfalls hinderlich sein. Für den Anwen-Annahme: ZweiModelle, eineModellierungssprache dungsfall der Verwaltung von großen Prozessrepositorien bedeutet das beispiels-weise, dass die Anfragen in derselben Sprache gestellt werden müssen, in derauch die Prozesse selbst modelliert sind. Zusätzlich bringt das die Forderung mitsich, dass alle im Repositorium enthaltenen Modelle in derselben Sprache ab-gebildet sind. Wie jedoch in Abschnitt 1.1.4, Abschnitt 1.2.1 und Abschnitt 1.2.2erläutert, kann es aus verschiedenen Gründen zu einem Wechsel der Modellie-rungssprache kommen. Dieser Wechsel kann demselben Modellierungsparadigmafolgen, also weiterhin imperativ oder weiterhin deklarativ sein. Im Kontrast da-zu kann es jedoch auch zu einem Paradigmenwechsel oder gar einem hybridenModellierungsansatz kommen.Hinsichtlich der Übertragbarkeit existierender Vergleichsverfahren aus Katego-rie a auf den Vergleich imperativer mit deklarativen Prozessmodellen gibt es starkeVorbehalte [24]. Beim Vergleich zwischen imperativen und deklarativen ModellenVergleich imperativermit deklarativenProzessmodellen müsste man Korrespondenzen zwischen „Erlaubnissen“ und „Verboten“ berechnen.Das ist in den seltensten Fällen möglich. Ein Beispiel dafür bieten die deklarati-ven Prozessmodelle aus Abbildung 1.5. Die textuelle Repräsentation der Modelleerschwert mithin die Verwendung der existierenden Verfahren zusätzlich, die aufdem direkten Vergleich der Modelle beruhen. Das gilt jedoch nicht für Vergleichs-verfahren aus Kategorie b, die statt der Modelle beobachtete Ausführungspfademiteinander vergleichen und damit eine Aussage über die sogenannte Spurähn-lichkeit (engl. trace similarity) treffen. Um jedoch die Ähnlichkeit zweier ModelleSpurähnlichkeit auf diesem Weg zu vergleichen, besteht die Notwendigkeit, alle möglichen Ver-läufe vorliegen zu haben. Aufgrund von potentiellen, uneingeschränkten Zyklen inProzessmodellen ist dies im allgemeinen Fall jedoch nicht möglich. Hinzu kommt,dass durch die Beobachtung realer Prozessausführungen, die meist in Form vonLog-Daten erfasst werden, nicht sichergestellt werden kann, dass alle möglichenAusführungsverläufe erfasst werden. Die Wahrscheinlichkeit, auf diesem Wege nurdie Standardpfade des Prozesses zu erfassen, ist sehr hoch [27]. Das Resultat wärezwar eine Repräsentation des prototypischen Prozessverhaltens, nicht aber eine,die repräsentativ für das ursprüngliche Modell ist. Aus diesem Grund wird häufigauf die Funktionalität von Prozesssimulationswerkzeugen zurückgegriffen, die je-doch meistens nur auf Basis von Wahrscheinlichkeitsverteilungen Verzweigungenim Prozess abdecken – womit wiederum keine Garantie für die Erfassung allermöglichen Abläufe gegeben ist. Aus diesem Grund ist für den Vergleich von Pro-zessmodellen auf Basis der Spur-Ähnlichkeit ein Simulationswerkzeug vonnöten,welches für eine gegebene maximale Pfadlänge alle möglichen Pfade identifiziert
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(Anforderung A2). Damit ist für die zu vergleichenden Modelle und für die ange-gebene Pfadlänge eine verlässliche Aussage über die Spurähnlichkeit möglich.Eine weitere Möglichkeit, zwei Prozessmodelle zu vergleichen, bieten verschie-dene Maße des Editierabstands zwischen diesen [27]. Je weniger Operationen Vergleich mittelsGraph-Editierabstandnotwendig sind, um einen Graphen in den anderen zu überführen, desto ähnlichersind sie. Auch hier gehen die meisten Verfahren davon aus, dass die zu verglei-chenden Modelle mittels derselben Sprache repräsentiert werden. Dennoch ist dasPrinzip der Umformung eines Modells bis zur Gleichheit mit dem zweiten Modell Vergleichbarkeit durchModelltransformationein bereits bekannter Weg, Modelle vergleichbar zu machen. Mit den schon in Ab-schnitt 1.2.3 erwähnten Modelltransformationen stehen Mittel zur Verfügung, umprinzipiell das eine Modell in die Sprache des Vergleichspartners zu übersetzen.Die Anwendbarkeit dieses Ansatzes kann hier jedoch nur für den konkreten Fall,für das konkrete Sprachpaar entschieden werden. Besonders beim Vergleich ei-nes imperativen und eines deklarativen Prozessmodells wird die Entwicklung desTransformationssystems vor die große Herausforderung gestellt, die semantischeKluft zwischen der expliziten, graphorientierten Modellierung und der impliziten,regel- und logikorientierten Repräsentation zu überwinden (Anforderung A1).Wie der aktuelle Abschnitt zeigt, ist der Vergleich von verschiedensprachigenProzessmodellen problematisch und die gängigen Vergleichsprinzipien sind limi-tiert. Um den Vergleich auf Basis der Verhaltensähnlichkeit von Prozessmodellenzu unterstützen, können Simulationswerkzeuge als Generator für valide Prozess-ausführungsspuren verwendet werden (Anforderung A2). Um dagegen den Vergleichauf Modellebene zu verbessern, wird ein generisches Übersetzungsprinzip zwischenden jeweiligen Prozessmodellierungssprachen benötigt (Anforderung A1).Abschnitt 1.2 beschreibt grundlegende Problembereiche, welche durch das Auf-einandertreffen unterschiedlicher Prozessmodellierungssprachen verursacht werden.Diese beinhalten Hindernisse sowohl in den Bereichen der Verständlichkeit undInteroperabilität als auch beim Modellvergleich und der Evolution verwendeterProzessmodellierungssprachen. Eine gezielte Auswahl oder Kombination von Werk-zeugen hat das Potential, sowohl menschlichen Nutzern als auch Systemen denZugang zu unterschiedlichen Modellierungssprachen zu erleichtern. Diese Werk-zeuge sind ein Prozesssimulator für die Erzeugung von Prozessausführungsspuren,ein Translationsprinzip für Prozessmodelle und ein System zur Generierung natür-lichsprachlicher Prozessbeschreibungen.

2LÖSUNGSANSATZ UND FORSCHUNGSMETHOD I K IMÜBERB L I CK
In diesem Kapitel wird bezüglich der identifizierten Probleme und Anforderungen(Abschnitt 1.2) ein Überblick über die im Rahmen der vorliegenden Arbeit entstan-denen Lösungsansätze gegeben. Besonders das Zusammenspiel dieser Ansätzesteht dabei im Fokus. Ihre Entwicklung orientiert sich grob an den Richtlinien derDesign-Science-Methode, was ebenfalls in diesem Kapitel erläutert wird.
2.1 fokus und lösungsansatz
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Abbildung 2.1: Lösungsansätze: Simulation, Translation, Natural Language Generation
In Abschnitt 1.2 werden vier sprachbezogene Problemfelder identifiziert, welcheim weitesten Sinne die Verwendbarkeit eines Prozessmodells einschränken können.Die in Abbildung 2.1 dargestellten drei Ansätze MuDePS, SiMiTra und NL4DPverbessern die flexible Verwendung von Prozessmodellierungssprachen. Sie kom-plementieren bestehende Techniken und tragen somit zur Lösung der Probleme aus
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Ansatz Funktion Erfüllt Anforderung Wiederverwendung inMuDePS Multi-perspektivische, deklarative Prozesssimulation A2 SiMiTra, NL4DPSiMiTra Translation von Prozessmodellen via Simulation und Process Mining A1, A4 NL4DPNL4DP Generierung natürlichsprachlicher Prozessbeschreibungen A3 -
Tabelle 2.1: Erfüllung der Anforderungen durch MuDePS, SiMiTra und NL4DP
den genannten vier Bereichen bei. Das wird im Evaluationsteil der vorliegendenArbeit geprüft und diskutiert. In Abschnitt 4.1, Abschnitt 5.1 und Abschnitt 6.1 wirdmit einer problemorientierten Betrachtung existierender Ansätze eine Grundlageund Einordnung der drei Verfahren geschaffen.Wie in Tabelle 2.1 beschrieben, ist MuDePS eine Technik für die SimulationMuDePS multi-perspektivischer, deklarativer Prozessmodelle. Die hauptsächliche Neuerunggegenüber existierenden Ansätzen ist die Garantie, bei Bedarf alle möglichen Pro-zessausführungsspuren für eine gegebene maximale Länge der Spur zu erzeugen.Der zugrundeliegende Kern des Ansatzes greift dabei auf drei Logikformalismenzurück und überträgt das Simulationsproblem auf ein Erfüllbarkeitsproblem, welchedann mit generischen Verfahren gelöst werden.Mit SiMiTra wird ein Ansatz beschrieben, um Prozessmodelle von einer Prozess-SiMiTra modellierungssprache in eine andere zu übersetzen. Der wesentliche Unterschiedzu bestehenden Ansätzen ist, dass es sich um ein induktives Verfahren handelt,wodurch es einerseits generisch ist und andererseits keinerlei Spezifikationen hin-sichtlich notwendiger Modelltransformationen erfordert. Der Kern dieser Lösungist das Zusammenspiel bekannter Techniken zur Simulation von Prozessmodellenund Process-Mining-Techniken zu deren automatisierter Erschließung auf Basisvon in Log-Daten vorliegenden Abbildern historischer Prozess-Spuren.Das verbleibende Verfahren, NL4DP , transformiert multi-perspektivische, dekla-NL4DP rative Prozessmodelle in natürlichsprachlichen, menschenlesbaren Text. Grundsätz-lich ist es das erste Verfahren für deklarative Prozessmodellierungssprachen, wobeidie grundlegende Neuerung eine auf Mustersuche basierende Technik zur Selek-tion und Extraktion der Informationen aus dem Prozessmodell ist. Das NL4DP-Verfahren liegt nur begrenzt im Fokus der vorliegenden Arbeit, da es auf denbereits vorher genannten Techniken MuDePS und SiMiTra aufbaut und für die-se einen weiteren Anwendungsraum exemplarisch untersucht, welcher im direktenZusammenhang mit den in Abschnitt 1.2 identifizierten Anforderungen steht.In Tabelle 2.1 ist überblicksweise dargestellt, welche der drei genannten Ansätzeeinen Beitrag zu welchen der identifizierten Anforderungen liefert. Die Erfüllungderselben wird im Evaluationsteil der vorliegenden Arbeit detailliert betrachtet.Aus diesem Grund werden die Anforderungen an dieser Stelle lediglich dazuverwendet, das Zusammenspiel der drei Techniken zu beschreiben.Zusammenspiel vonMuDePS, SiMiTraund NL4DP Der NL4DP-Ansatz erfüllt Anforderung A3 insofern, als er in der Lage ist,für eine bestimmte multi-perspektivische, deklarative Prozessmodellierungssprache,ähnlich der in Abbildung 1.5 verwendeten, automatisiert eine natürlichsprachlicheBeschreibung zu generieren. Die Beschränkung auf lediglich eine einzelne Pro-zessmodellierungssprache würde das Einsatzspektrum der Technik jedoch signifi-kant einschränken (Abbildung 1.6). Da die unterstützte Sprache aber eine größereAusdrucksstärke als alle anderen bisher entwickelten deklarativen Prozessmodel-
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lierungssprachen besitzt, können Modelle, die mittels ausdrucksschwächerer Spra-chen modelliert sind, potentiell in die von NL4DP unterstützte übersetzt werden.Hierfür existieren jedoch derzeit keine Verfahren. Auch für imperative Prozessmo-dellierungssprachen existieren nur sehr wenige Ansätze wie NL4DP. Wäre es mög-lich, diese imperativen Modelle auf die NL4DP-kompatible deklarative Spracheabzubilden, dann wäre es auch möglich, die Ausführungssemantik des imperativenModells mindestens anteilig mit natürlichsprachlichen Mitteln zu beschreiben. Andieser Stelle kommt mit SiMiTra ein generisches Prinzip zur Übersetzung von NL4DP + SiMiTraProzessmodellen ins Spiel und unterstützt somit die Anwendbarkeit von NL4DP.SiMiTra erweitert nicht nur das Einsatzspektrum von NL4DP, sondern behan-delt selbst die Anforderungen A1 und A4. Aufgabe der Technik ist die Übersetzungvon Prozessmodellen. Ihre zentrale Eigenschaft ist die Unabhängigkeit davon, dassdie verwendeten Prozessmodellierungssprachen identisch oder zumindest demsel-ben Modellierungsparadigma zuzuordnen sind. Grund dafür ist, dass das Verfahrennicht auf den sonst üblichen Techniken aus dem Bereich der Modelltransforma-tionen basiert, sondern Prozessmodelle übersetzt, indem es für das Quellmodellmittels Simulation Ausführungsspuren künstlich generiert und diese dann mit eineminduktiven Verfahren zur Rekonstruktion eines Prozessmodells in der Zielspracheverwendet. Damit ist SiMiTra als induktives Verfahren zu klassifizieren. Anforde-rung A4 betrachtet eigentlich die Evaluation einer Prozessmodellierungssprache.Jedoch können zwei verschiedene Versionen derselben Sprache auch als zwei un-terschiedliche Sprachen betrachtet werden. Grundsätzlich ist damit die Anwendungeiner Translationstechnik wie SiMiTra nicht ausgeschlossen. Die Vorteile des ge-ringeren manuellen Aufwands und die Nachteile des induktiven Verfahrens müssenim konkreten Fall sorgfältig abgewogen werden. Weiterhin müssen für das kon-krete Sprachpaar jeweils ein Simulations- und ein Process-Mining-Verfahren zurVerfügung stehen. MuDePS ist ein Simulationsverfahren für multi-perspektivische, SiMiTra + MuDePSdeklarative Prozessmodelle, welches demnach den SiMiTra-Ansatz unterstützt.MuDePS selbst erlaubt es, für ein gegebenes multi-perspektivisches Prozess-modell gezielt gültige oder ungültige Ausführungsspuren zu generieren (A2). Solltezum Vergleich von Prozessmodellen ein Maß für die Verhaltensähnlichkeit gewähltwerden, kann mittels MuDePS ein, bezüglich der gewählten maximalen Länge derAusführungsspuren, vollständiger Satz dieser Spuren erzeugt werden.Damit ergibt sich ein Abhängigkeitsgraph zwischen den drei Ansätzen, der mitMuDePS als unabhängiger Ansatz seine Basis hat, mit SiMiTra einen Mediatorzwischen MuDePS und NL4DP beinhaltet und schließlich in eben letzterem seinenletzten Knoten findet.Ein Beispiel für einen integrierten Arbeitsprozess ist das folgende Szenario: Beispiel fürintegriertenArbeitsprozessDem Nutzer ist ein Prozessmodell gegeben, welches er aus Gründen der Kom-patibilität mit einem unternehmensweit etablierten Prozessausführungssystem ineine bestimmte imperative Sprache übersetzen soll. Das Modell ist in einer multi-perspektivischen, deklarativen Modellierungssprache formuliert, welche dem Nut-zer unbekannt ist. Mittels NL4DP generiert er zunächst eine natürlichsprachlicheBeschreibung des Prozesses und erschließt sich so dessen Semantik. Da ihmfür die gewünschte Zielsprache kein direktes Translationssystem zur Verfügungsteht, greift der Nutzer auf SiMiTra zurück. Er verwendet zunächst MuDePS,
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um eine größere Menge an Prozessausführungsspuren zu generieren. Mittels ei-ner verfügbaren Process-Mining-Technologie erzeugt er daraus eine Rohfassungdes Zielmodells. Anhand der natürlichsprachlichen Beschreibung des deklarativenQuellmodells in Kombination mit exemplarischen Ausführungsspuren überarbeiteter schließlich eventuelle Unzulänglichkeiten. Somit ist es dem Nutzer durch ei-ne Kombination der drei Techniken MuDePS, SiMiTra und NL4DP trotz völligerUnkenntnis der Quellsprache gelungen, ein Prozessmodell in eine bestimmte Ziel-sprache zu überführen.Sowohl aus den Anforderungen als auch aus den Erläuterungen dieses Abschnit-tes wird deutlich, dass die vorliegende Arbeit hauptsächlich Werkzeuge liefern soll,mit denen potentiell die in Abschnitt 1.2 diskutierten Ziele erreicht werden können.Die Analyse zu welchem Grad jedes der Werkzeuge einen Beitrag dazu liefert, istnicht im Fokus dieser Arbeit, da dies stark vom konkreten Anwendungsfall abhängt.Jedoch bilden die drei Verfahren eine Grundlage für eine weitere Arbeit, die sicheben mit dieser Thematik auseinandersetzt.
2.2 forschungsmethodik
Das Vorgehen der vorliegenden Arbeit deckt sich weitestgehend mit der allgemei-nen, auf Forschungen im Bereich der Informationssysteme bezogene Forschungs-methodik der Design Science [187]. Die Methodik setzt sich aus sieben RichtlinienDesign Science zusammen, die im aktuellen Abschnitt kurz beschrieben werden. Weiterhin werdendie Bezüge zwischen diesen und Abschnitten der vorliegenden Arbeit in Tabelle 2.2zusammengefasst. Dies dient der Grobprüfung der Vollständigkeit dieser Arbeit inBezug auf die Einhaltung der Richtlinien einer angemessenen und bewährtenMethodik.Die Richtlinien geben einen groben Rahmen vor, die zur zufriedenstellendenBeantwortung einer zentralen Forschungsfrage führen sollen. Für die vorliegendeArbeit wird diese wie folgt formuliert:Welche Techniken können eine Erhöhung der Flexibilität hinsicht-Forschungsfrage lich der Auswahl und Verwendung einer geeigneten Prozessmodel-lierungssprache bewirken und damit die Akzeptanz letzterer steigern?Diese Frage beinhaltet zumindest zwei Untersuchungsrichtungen: (i) Inwiefern ste-hen solche Hilfsmittel zur Verfügung oder können solche Hilfsmittel bereitgestelltwerden und (ii) zu welchem Grad können diese zur Lösung des Flexibilitätspro-blems beitragen. Die vorliegende Arbeit fokussiert zum Großteil die erstgenannteForschungsrichtung, tangiert aber auch Aspekte letzterer, wie die nachfolgendeAusrichtung an der Methode der Design Science zeigt.Die sieben Richtlinien der Design Science sind in Tabelle 2.2 im Überblickdargestellt. Das Ziel der gesamten Methodik ist die Erzeugung zweckmäßiger Ar-tefakte (Richtlinie 2). Im Rahmen der vorliegenden Arbeit werden Artefakte – inDesign als Artefakt Form eines Konzepts und einer Implementierung – zur logikbasierten Generierungvon Prozessausführungsspuren für multi-perspektivische, deklarative Prozessmodel-le (Abschnitt 4.2), für die Prozessmodell-Translation mittels Prozesssimulation undProcess Mining (Abschnitt 5.2) sowie zur Generierung natürlichsprachlicher Be-schreibungen für multi-perspektivische, deklarative Prozessmodelle (Abschnitt 6.2)
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Nr. Richtlinie Kapitel/Abschnitt1 Problemrelevanz (engl. problem relevance) Abschnitt 1.22 Design als Artefakt (engl. design as an artifact ) Abschnitt 4.2, Abschnitt 5.2, Abschnitt 6.2, Kapitel 73 Design als Suchprozess (engl. design as a search process) Kapitel 3, Abschnitt 4.1, Abschnitt 5.1, Abschnitt 6.14 Forschungsbeiträge (engl. research contributions) Abschnitt 9.15 Veröffentlichung der Forschung (engl. communication of research) Auflistung der Themenbezogene Publikationen6 Wissenschaftliche Sorgfalt (engl. research rigor ) Kapitel 4 bis Kapitel 87 Bewertung des Designs (engl. design evaluation) Kapitel 8
Tabelle 2.2: Einordnung der Arbeit in die Forschungsmethodik Design Science
entwickelt. Jedes Konzept ist implementiert – also in ein Softwareartefakt odereine Instanziierung existierender Artefakte überführt (Kapitel 7). Damit werdendie Fähigkeiten von Organisationen durch eine flexiblere Wahl der Prozessmodel-lierungssprache erweitert.Mit der Akzeptanz von Prozessmodellierungssprachen wird ein relevanter Pro-blembereich betrachtet, welcher mehrere noch ungelöste respektive nur zum Teilgelöste Probleme beinhaltet (Richtlinie 1). ProblemrelevanzDer Eigenentwicklung soll immer eine umfassende und sorgfältige Sichtungexistierender Lösungsansätze vorausgehen (Richtlinie 3), um die Wiederverwen- Design alsSuchprozessdung vorhandener, adäquater Mittel sicherzustellen. Auch die Identifikation weite-rer existierender Mittel zur Bewältigung der Problemstellung ist erwünscht. Ausdiesem Grund werden in Kapitel 3 unter anderem Erkenntnisse aus verschiedenenDomänen zusammengefasst.Die Zweckmäßigkeit und der Beitrag der eigens erzeugten Artefakte richtetsich nach der Behandlung ungelöster, nicht vollständig oder nicht effizient gelös-ter Probleme (Richtlinie 4). Aus den Schlussfolgerungen der Problemanalyse in ForschungsbeiträgeAbschnitt 1.2 gehen vier grundlegende Anforderungen hervor, deren Bewältigungeinen Beitrag zur Forschung in der Domäne der Prozessmodellierungssprachendarstellt. Dies wird in Abschnitt 9.1 diskutiert.Die Erkenntnisse der Forschungsarbeit müssen zudem veröffentlicht werden, was Veröffentlichung derForschungeine Publikation sowohl innerhalb der wissenschaftlichen Gemeinschaft (Auflistungder Themenbezogene Publikationen) als auch Anwendungen in der wirtschaftlichenGemeinschaft einschließt (Richtlinie 5).Die produzierten Artefakte müssen nachvollziehbar und korrekt definiert, formalbeschrieben und kohärent sowie in sich konsistent sein (Richtlinie 6). Bei der An- WissenschaftlicheSorgfaltwendung von Methode zu Konstruktion und Evaluation der Artefakte ist auf größteSorgfalt zu achten. In den einzelnen Publikationen, wie auch in der vorliegen-den Arbeit ist die Wahl jeder Methode begründet und die Ausführungen erfolgtegründlich. Die Erfüllung dieser Richtlinie ist keinen einzelnen Kapitel der Arbeitzuzuordnen. Vielmehr ist sie anhand der Kombination aus Analyse des Ist-Standes,der Entwicklung fehlender oder der Verbesserung existierender Lösungen sowieihre gründliche Evaluation ersichtlich (Kapitel 4 bis Kapitel 8).Eine detaillierte und aussagekräftige Einschätzung der Qualität und Leitungsfä-higkeit muss mittels anerkannter Methoden geprüft und diskutiert werden (Richtli-nie 7). Die in dieser Arbeit verwendeten Methoden sind statische Komplexitätsana- Bewertung desDesignslysen, dynamische Leistungstests, kontrollierte Experimente, Simulationen, funktio-














Abbildung 2.2: Der Forschungszyklus für Informationssysteme (basierend auf: [137])
nelle Tests und deskriptive Argumentationen und Szenariobeschreibungen [187] fürdie Anwendbarkeit und Nützlichkeit der Ansätze.Die Methodik der Design Science überschneidet sich teilweise mit der ansons-ten komplementären Methodik der Behavioral Science, weswegen die Distanzie-Komplementär zurVerhaltensforschung rung von den Zielen letzterer den Abschluss dieses Kapitels bildet. Die Verhal-tensforschung ist auf die Beantwortung der Frage „was ist wahr“ ausgerichtet,während die Design Science eine eher pragmatische Stellung einnimmt und prüft,„was effektiv ist“. Der grundsätzliche Unterschied ist folglich, dass die Erkenntnis-se der Verhaltensforschung theoretischer Natur sind und diese als Grundlage fürdie Anwendung der Design-Science-Methode dienen können. Gleichzeitig kannder Einsatz von IT-Artefakten in der Praxis neue Fragestellungen und Theorienhervorbringen, deren Rechtfertigung wiederum im Bereich der Verhaltensforschungliegt. Diese wechselseitige Beziehung ist in Abbildung 2.2 dargestellt und wirdals Leitwerk für die vorliegende Arbeit verwendet, da sich die im ersten Kapitel be-schriebene Problemstellung auf die Schnittstelle zwischen Prozessmodell und denBeteiligten des Prozesslebenszyklus fokussiert. Letzterer definiert gleichzeitig diepraktischen Einsatzszenarien der im Rahmen der vorliegenden Arbeit entwickeltenTechniken.
Teil II
LÖSUNGSKONZEPT I ON
Nach der Identifikation von vier Problembereichen für die Akzep-tanz konzeptueller Prozessmodellierungssprachen im ersten Teil derArbeit werden in den hier folgenden Kapiteln drei Lösungskonzep-te beschrieben. Diese beinhalten einen Ansatz für die Simulationdeklarativer, multi-perspektivischer Prozessmodelle, ein generischesPrinzip zur Translation von Prozessmodellen in alternative Prozess-modellierungssprachen sowie einen Ansatz zur Generierung natür-lichsprachlicher Prozessbeschreibungen auf Basis deklarativer, multi-perspektivischer Prozessmodelle. Die in den Konzeptkapiteln voraus-gesetzten Grundlagen werden in einem einführenden Kapitel zusam-mengefasst.

3GRUNDLAGEN
In diesem Kapitel werden einige Grundlagen zusammengefasst, welche den Zu-gang zu den Beiträgen der vorliegenden Arbeit erleichtern sollen. Die Selektionund Darstellung dieser Grundlagen ist naturgemäß unvollständig und der Autorverweist für weitere Informationen auf die angegebene Literatur. Außerdem sind dieeinzelnen Hauptabschnitte dieses Kapitels voneinander unabhängig. Leser mit dementsprechenden Hintergrundwissen oder sehr differenziertem Interesse an den indieser Arbeit vorgestellten Beiträgen können somit beliebig viele Abschnitte über-springen. Um diese Entscheidung zu erleichtern, wird am Beginn jedes Haupt-abschnitts der inhaltliche Bezug zwischen Grundlage und einem oder mehrerender drei in Abschnitt 2.1 skizzierten Lösungskonzepte hergestellt. Tabelle 3.1 fasstdiese Bezüge zusammen.
Ansatz Abschnitte für Beiträge Abschnitte für Verwandte ArbeitenMuDePS 3.1.5, 3.2, 3.3 3.1.1, 3.1.2, 3.1.3, 3.1.4, 3.3SiMiTra 3.2.5, 3.3, 3.4 3.1.1, 3.1.2, 3.1.3, 3.1.4, 3.5NL4DP 3.1.5, 3.6 3.1.3, 3.6
Tabelle 3.1: Relevanz der Abschnitte dieses Kapitels für die verschiedenen Teile der Arbeit
Tabelle 3.1 zeigt, welche der in diesem Kapitel zusammengefassten Grundlagenfür welche der drei Lösungskonzepte relevant sind (mittlere Spalte). Zusätzlichwerden auch Hinweise gegeben welche der Grundlagen für das Verständnis ver-wandter Arbeiten benötigt werden (rechte Spalte).
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Abbildung 3.1: Petri-Netz zur Modellierung eines vereinfachten Bewerbungsprozesses
Simulationsansatz und die NLG-Technik exemplarisch DPIL als Sprache zur Re-präsentation der Eingabemodelle. Weiterhin werden alle nachfolgend aufgeführtenSprachen in mindestens einem der später vorgestellten, bereits existierenden Simu-lationsansätze verwendet. Da diese in der ebenfalls später beschriebenen Transla-tionstechnik für Prozessmodelle Anwendung finden können, ist ein grundlegendesVerständnis dieser Sprachen notwendig.
3.1.1 Petri-Netze
Petri-Netze sind ursprünglich aus den endlichen Zustandsautomaten zur Beschrei-Petri-Netze bung von Schaltvorgängen in der Elektrotechnik verwendet worden. Der Entwick-ler, Carl Adam Petri, war dabei besonders darauf fokussiert, eine Beschreibungs-möglichkeit für nebenläufige Schaltvorgänge zu finden. Das solide mathematischeFundament sorgte in Kombination mit einer generischen, domänenunabhängigenNotation für eine weite Verbreitung der Petri-Netze, weit über die Schaltungs-technik hinaus. Die Modellierung von Geschäftsprozessen ist dabei nur eines derzahlreichen Anwendungsgebiete und auch die Notation selbst ist mittlerweile inzahlreichen Ausprägungen verfügbar. In der vorliegenden Arbeit wird von der ge-bräuchlichsten und in [181] anschaulich zusammengefassten Notation ausgegangen.Petri-Netze sind gerichtete Graphen mit zwei verschiedenen Knotentypen:Plätze undTransitionen
• Plätze (engl. places) symbolisieren Zustände und werden als Ellipsen oderKreise dargestellt.
• Transitionen (engl. transitions) symbolisieren Zustandsübergänge und imProzesskontext Aktivitäten. Sie werden als Quadrate oder Rechtecke darge-stellt.
Plätze und Transitionen – und nur diese – werden über gerichtete Kantenverbunden. Es ist nicht erlaubt, Platz mit Platz oder Transition mit Transition zuverbinden. Ein Platz p ist ein Eingabeplatz für Transition t, wenn eine ausgehendeEingabeplatz Kante von p zu t führt. Verläuft die Kante entgegengesetzt, ist p gegenüber t einAusgabeplatz . Plätze können sogenannte Markierungen (engl. tokens) enthalten.AusgabeplatzMarkierungen Markierungen symbolisieren den Zustand des modellierten Prozesses und werdenals schwarze Punkte innerhalb der Plätze dargestellt. Abbildung 3.1 zeigt dasvereinfachte Beispiel eines Bewerbungsprozesses.Gemäß der ursprünglichen Idee aus der Abbildung von Schaltvorgängen sindPetri-Netze in der Lage, Abläufe zu parallelisieren. Das ist in der Abbildung mit
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der Transition Fork dargestellt, auf die statt eines zwei Plätze folgen. Entscheidun-gen werden durch eine umgekehrte Konstellation, bestehend aus einem Platz, aufden zwei Transitionen folgen, dargestellt. In der Abbildung ist diese Konstellationum den Platz Annahme zu sehen. Zu beiden Verzweigungsarten gehört jeweils ei-ne symmetrisch gespiegelte Zusammenführung der Zweige, die als Join bezeichnetwerden.In der Domäne der Geschäftsprozesse wird in der Regel eine spezielle Form derPetri-Netze, die sogenannten Workflow Nets verwendet. Diese unterscheiden sich Workflow Netsin drei Eigenschaften von allgemeinen Petri-Netzen. Demnach ist ein Petri-Netzein Workflow Net, wenn:
• Das Petri-Netz die zwei speziellen Plätze Start und Ende beinhaltet, die Definierter Start- undEnde-Platzdadurch gekennzeichnet sind, dass Start keine eingehenden und Ende keineausgehenden Kanten aufweist,
• Die free-choice-Eigenschaft erfüllt ist, d.h. Entscheidungen nur von einem Free-Choice-EigenschaftPlatz ausgehen und nicht den Markierungszustand anderer Plätze berück-sichtigen und
• Es stark zusammenhängend ist, also alle Plätze und Transitionen durchgerichtete Kanten beginnend mit Start und endend mit Ende zu erreichen StarkZusammenhängenderGraphsind.Damit ist das in Abbildung 3.1 dargestellte Petri-Netz auch gleichzeitig ein Work-flow Net.Die Ausführungssemantik von Petri-Netzen ist durch Markierungszustände und Ausführung durchMarkierungszustandund Feuerregeldie sogenannten Feuerregeln für Transitionen definiert. Transitionen können infolgender Form aktiv werden:
• Eine Transition gilt als aktiviert, wenn jeder Eingabeknoten mindestens eineMarkierung aufweist.
• Eine Transition kann feuern, wobei sie von jedem Eingabeknoten eine Mar-kierung konsumiert und für jeden Ausgabeknoten eine neue generiert.
Folglich muss für ein Workflow Net der Start-Platz mit einer Markierung initia-lisiert werden, damit das Netz überhaupt ausgeführt werden kann. Jeder Zustand,in dem eine Markierung in einem anderen Platz als Start vorhanden ist, ist einZustand mit dargestelltem Ausführungsfortschritt.Diese klassische Form der Petri-Netze unterstützt somit lediglich die Funk-tionale und die Verhaltensorientierte Perspektive (Abschnitt 1.1.2) des Prozesses Nur Kontrollflussund eignen sich daher nur für die Darstellung des Kontrollflusses. Viele höhereFormen der Petri-Netze können prinzipiell auch zwischen Markierungstypen un- Höhere Petri-Netzeterscheiden, die als Markierungsfarben bezeichnet werden. Transitionen werden Markierungsfarbenso ausschließlich durch die Verfügbarkeit der korrekten Anzahl der Markierungeneines bestimmten Typs aktiviert werden. Damit ist dann auch eine Repräsentationder Datenperspektive möglich. Einige erweiterte Notationen können auch die Zeit-perspektive berücksichtigen und somit eine Dauer für Aktivitäten angeben. Auch dieDekomposition komplexer Netze mittels hierarchischer Netz-Subnetz-Beziehungen
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ist möglich. Die meisten der in der vorliegenden Arbeit diskutierten Ansätze, dieauf der Petri-Netz-Notation basieren, beschränken sich jedoch auf die klassischeDarstellung. Zudem definieren viele der existierenden imperativen Prozessmodel-lierungssprachen ihre Ausführungssemantik durch eine Abbildung auf klassischePetri-Netze. Für größere Ausdrucksmächtigkeit wird meist auf eine der anderen,nachfolgenden Prozessmodellierungssprachen zurückgegriffen. Aus diesem Grundbeschränkt sich dieser Abschnitt auf eine Beschreibung der klassischen Notation.
3.1.2 Coloured Petri Nets
Die Modellierungssprache Coloured Petri Nets (kurz: CPN) stellt eine rückwärts-CPN kompatible Erweiterung der allgemeinen Petri-Netz-Notation dar [90]. Das bedeu-tet, dass auch ein CPN-Modell aus Plätzen und Transitionen besteht, die durchgerichtete Kanten verbunden sind. Die erste Erweiterung ist die Möglichkeit, analle genannten Elemente eine Beschriftung anzufügen. Diese werden in einerBeschriftungen Erweiterung der funktionalen Programmiersprache StandardML, der sogenanntenCPN ML formuliert. Wie in einem allgemeinen Petri-Netz wird auch in einemCPN der Zustand des modellierten Systems über Markierungen angegeben. Alsnächste Erweiterung erlaubt die CPN-Notation das Anfügen eines Datenwerts proMarkierung, welcher, wie bereits erwähnt, als Markierungsfarbe bezeichnet wird.Damit wird der Zustand des Systems aus der Kombination der Anzahl von Mar-kierungen pro Platz und ihrer jeweiligen Farbe repräsentiert. Mithilfe der CPNML kann für jeden Platz der Satz gültiger Markierungsfarben festgelegt werden.Das ist semantisch gleichbedeutend mit der Zuweisung gültiger Datentypen. InAbbildung 3.2 ist ein Kommunikationsprotokoll mittels CPN modelliert. Die gül-tigen Markierungen der Plätze C und D sind dabei auf Sequenznummern dervom Protokoll zu verarbeitenden Pakete beschränkt (NO). Die Plätze A und Bbeschränken die Menge gültiger Datenwerte hingegen auf eine Kombination ausSequenznummer und Datenpaket (NOxDATA), wobei sich ein Datenpaket ausallen möglichen Zeichenketten zusammensetzen darf. Die zugehörigen Definitionenin CPN ML sind in Codeausschnitt 3.1 dargestellt.
colset NO = int;
colset DATA = string;
colset NOxDATA = product NO * DATA;Codeausschnitt 3.1: Zuweisung von Datentypen in der CPN ML
Auch die Festlegung von initialen Markierungen für jeden Platz erfolgt mit-Initiale Markierung tels der CPN ML. Die Beschriftung 1`1 in der oberen rechten Ecke des Platzes
NextSend bedeutet beispielsweise, dass dieser Platz initial mit einer Markie-rung des TypsNO und mit dem Wert 1 versehen ist. Damit wird sichergestellt, dassdas erste gesendete Datenpaket auch die Sequenznummer 1 aufweist. Der Platz
DataReceived verfügt dagegen initial über eine Markierung des Typs DATAund mit einer leeren Zeichenkette als Wert, was bedeutet, dass der Empfänger zuAnfang keine Daten empfangen hat. Mit AllPackets wird eine Konstante alsMultimenge definiert, welche insgesamt sechs initiale Markierungen beinhaltet.Weist ein Platz keinerlei derartige Beschriftungen auf – wie beispielsweise diePlätze A bis D, dann sind initial auch keine Markierungen vorhanden. Die klei-
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Fig. 1 Basic CPN model of the simple protocol in the initial marking M0
in the CPN ML programming language which is an
extension of the StandardML language. Places and tran-
sitions are called nodes. Together with the directed arcs
they constitute the net structure. An arc always connects
a place to a transition or a transition to a place. It is
illegal to have an arc between two nodes of the same
kind, i.e., between two transitions or two places.
The state of the modelled system is represented by
the places. Each place can be marked with one or more
tokens, and each token has a data value attached to it.
This data value is called the token colour. It is the num-
ber of tokens and the token colours on the individual
places which together represent the state of the system.
This is called a marking of the CPN model, while the
tokens on a specific place constitute the marking of that
place. By convention, we write the names of the places
inside the ellipses. The names have no formal mean-
ing—but they have huge practical importance for the
readability of a CPN model (just like the use of mne-
monic names in traditional programming). The state of
the sender ismodelled by the twoplacesPacketsToSend
and NextSend. The state of the receiver is modelled
by the two places DataReceived and NextRec, and the
state of the network is modelled by the places A, B, C,
and D.
Next to each place, there is an inscriptionwhich deter-
mines the set of token colours (data values) that the
tokens on the place are allowed to have. The set of pos-
sible token colours is specified by means of a type (as
known fromprogramming languages), and it is called the
colour set of the place. By convention the colour set is
written below the place. The placesNextSend,NextRec,
C, and D have the colour set NO. In CPN Tools, colour
sets are defined using the CPN ML keyword colset,
and the colour setNO is defined to be equal to the integer
type int:
colset NO = int;
This means that tokens residing on the four places
NextSend, NextRec, C, and D will have an integer as
their token colour. The colour set NO is used to model
the sequence numbers in the protocol. The place Data
Received has the colour set DATA defined to be the set
of all text stringsstring. The colour setDATA is used to
model the payload of data packets. The remaining three
places have the colour set NOxDATA which is defined to
be the product of the types NO and DATA. This type
contains all two-tuples (pairs) where the first element is
an integer and the second element is a text string. Tuples
are written using parentheses ( and ) around a comma-
separated list. The colour set NOxDATA is used to model
the data packets which contain a sequence number and
some data. The colour sets are defined as:
colset DATA = string;
colset NOxDATA = product NO * DATA;
Next to each place, we find another inscription which
determines the initial marking of the place. The initial
marking inscription of a place is by convention writ-
ten above the place. For example, the inscription at the
upper right side of the place NextSend specifies that
the initial marking of this place consists of one token
with the colour (value) 1. This indicates that we want
data packet number 1 to be the first data packet to
be sent. Analogously, the place NextRec has an initial
marking consisting of a single token with the colour 1.
Abbildung 3.2: CPN-Beispielmodell für ein Kommunikationsprotokoll (Quelle: [90])
nen Kreise mit den Zahlen und die danebens ehenden Rechteck symb lisi renden aktuellen Markierungszustand. Aktuelle MarkierungKantenbeschriftungen definieren, welche Markierungen des Ausgangsplatzes beiwelcher Aktivierung einer Transition zum Zielplatz verschoben werden. Diese Ent-scheidung bas ert auf der F rbe der Markierung, welch durch getypte Variablenwie beispielsweise n und d in Abbildung 3.2 ang geben wird. Die Variablen nund d sind in Codeausschnitt 3.2 definiert.
var n : NO;2 var d : DATA;Codeausschnitt 3.2: Getypte Variablen in der CPN ML
Die Kante zwischen SendPacket und Platz A ist mit (n,d) festgelegt, dass
SendPacket jeweils genau eine Markierung vom Typ des Tup ls (NO,DATA)produziert. Allerdings ist die Anzahl der Markierungen durch die verwendeteKurzschreibweise ausgeblendet worden. Die für andere Kardinalitäten verpflich-tende Schreib eise ist hier demzufolge (1`n, 1`d). Somit kann SendPacketMarkierungen mit Daten wie beispielsweise 1`(7,„Hallo“) an Platz A lie-fern. Die nachfolgende Kante weist die gleiche Beschriftung auf, was bedeutet,dass Markierungen derselben Menge und desselben Typs für die Aktivierung von
Tr nsmitP cket notwendig ist. Die Differenzierung zwischen verschiedenen Differenzierungzwischen DatentypenDatentypen und -werten erlaubt somit geg ü er den kl ssischen Petri-Netzedie Modellierung der Datenorientierten Perspektive. Ein Sonderfall stellt dabeider Zeitstempel dar, den jede Markierung – zusätzlich zum eigentlichen Datenwert– beinhalten kann und d r auf Basis eines globalen Modelltaktes während derAusführung berechnet wird.Die Ausführungssemantik ist wie bei klassischen Petri-Netzen über die Akti-vierung und das Feuern von Transitionen definiert. Hier ist jedoch, wie bereitszuvor erläutert, nicht nur die Anzahl der Markierungen in Eingabeplätzen, son-dern auch deren Typ entscheidend. Basierend auf der initialen Markierung von
























Abbildung 3.3: BPMN-Diagramm eines vereinfachten Bewerbungsprozesses
über sechs Markierungen, kann aber an d nur den Wert „COL“ binden, da ndurch NextSend bedingt nur auf 1 gesetzt werden kann. Durch das Feuernder so aktivierten Transition SendPacket wird gemäß Petri-Netz-Semantik dieMarkierung mit dem Wert 1 von NextSend und die Markierung mit dem Wert
(1,„COL“) aus PacketsToSend entfernt. Durch die bidirektionale, gerichteteKante zwischen letzterem und SendPacket wird dieselbe Markierung aber auchwieder an PacketsToSend verschoben. Gleiches gilt für die Beziehung zwischen
SendPacket und NextSend. Das bedeutet, dass sich in dem Bereich des Mo-dells der Markierungszustand nicht verändert. Jedoch ist nun durch die Verbindungmit Platz A auch dieser mit der Markierung (1,„COL“) versehen, was wiederumdie Transition TransmitPacket aktiviert und letztlich feuern lässt. Die dar-auf folgende Kante enthält eine zusätzliche CPN-ML-Aktivierungsbedingung inForm eines Booleschen Ausdrucks. Die Markierung wird hier nur an Platz Bweitergeleitet, wenn die Boolesche Variable success auf true gesetzt ist. Diesgeschieht jedoch nicht über das Modell, sondern muss durch externe Parametrie-rung zum Ausführungs- oder Simulationszeitpunkt dynamisch festgelegt werden.Modellierung, Ausführung und Simulation können mit dem etablierten WerkzeugCPN Tools [193] durchgeführt werden.
3.1.3 Business Process Model and Notation: BPMN
Die imperative Prozessmodellierungssprache BPMN ist ein Standard der ObjectBPMN Management Group (OMG) und befindet sich zum Zeitpunkt der Anfertigung dervorliegenden Arbeit in der Version 2.0.2 [142]. Eigentlich umfasst der Standardmehrere grafische Notationen, welche jeweils einen unterschiedlichen Fokus ha-ben. In der für die vorliegende Arbeit relevanten Literatur wird fast ausschließlichdie Notation für Prozessdiagramme betrachtet. Diese beschreibt den Prozess in-nerhalb einer Organisation, fokussiert den Ablauf der Aktivitäten und blendet bei-spielsweise die Kommunikation mit anderen Organisationen aus. Die wesentlichenNotationselemente, ein Einblick in die Ausdrucksmächtigkeit der Prozessdiagram-me und ihre Ausführungssemantik werden nachfolgend auszugsweise beschrieben.Eine vollständige Betrachtung ist hier nicht sinnvoll, da BPMN eine Vielzahl anKonstrukten liefert, die nur in speziellen Anwendungsfällen Verwendung finden. ImFolgenden werden die Begriffe „BPMN-Standard“ und Prozessdiagramm-Sprachezur Vereinfachung synonym verwendet.
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BPMN kann einerseits als domänenspezifische Abstraktionsschicht für Petri-Netze und andererseits als Erweiterung derselben aufgefasst werden. Die we-sentlichen Elemente werden anhand von Abbildung 3.3 beschrieben, welche eineBPMN-Repräsentation des bereits in Abbildung 3.1 als Petri-Netz dargestell-ten vereinfachten Bewerbungsprozesses zeigt. Der Beginn des Prozesses wirdmittels eines oder mehrerer Start Events modelliert. Das Ende eines Prozesses Start und End Eventswird durch ein oder mehrere End Events dargestellt. Das Kontrollflusskonzept derPetri-Netze wird zum Teil übernommen. Transitionen werden hier Tasks genannt Tasksund beschreiben atomare Aktivitäten. Plätze werden hingegen nicht explizit model-liert. Die Aufgaben werden mittels gerichteter Kanten verbunden, die dann einengerichteten Graphen formen. Verzweigungen im Kontrollfluss wird, wie in Abbil-dung 3.3 dargestellt, mit sogenannten Gateways modelliert. Im Beispiel drückt Gatewaysdie Verzweigung nach der ersten Aktivität eine Parallelisierung (Parallel Gate-way) aus. Die zweite Verzweigung fordert hingegen die exklusive Wahl zwischenzwei möglichen Fortsetzungen des Prozessverlaufs (Exclusive Gateway). Zu je-der dieser Verzweigungen gehört ein Join-Element gleichen Typs, hier also einParallel Join und ein Exclusive Join. BPMN beinhaltet weitere Gateway-Typen,wie beispielsweise Inclusive, Complex oder Event-Based Gateways. Zusätzlichexistieren verschiedene Subtypen für Tasks, beispielsweise Send Tasks für dasVersenden einer Nachricht oder Service Tasks für Aufgaben, die beispielsweisedurch den Aufruf eines Webservices bewältigt werden können. Im Beispiel wirdlediglich der generische Task-Typ verwendet. Start und End Events sind nur zweiaus einer Vielzahl verschiedener Ereignis-Typen, wobei einige auch innerhalb desProzessverlaufs auftreten können. Datenobjekte (Data Objects) können ebenfalls Data Objectsmodelliert werden und beschreiben Dateneingaben und -ausgaben von Aktivitäten.Mit Pools und (Swim-)Lanes lassen sich Teile des Prozesses verschiedenen orga- Pools und Swimlanesnisatorischen Einheiten zuordnen. Ein Pool kann dabei entweder mehrere Lanesenthalten oder selbst als Lane fungieren. Letzteres ist im Beispielprozess dar-gestellt. Die Unterteilung in verschiedene Lanes erlaubt eine Unterteilung einergrößeren in mehrere kleine Organisationseinheiten.Die Ausführungssemantik von Prozessmodellen basiert im Wesentlichen auf zwei Petri-Netz- undExpression-Semantikverschiedenen Konzepten – den Petri-Netzen und einem generischen Expression-Mechanismus. Für den Kontrollfluss wird auf die markierungsbasierte Ausführungder Petri-Netze zurückgegriffen. Ein Start Event generiert dabei genaue eine Mar-kierung. Wenn das sich anschließende Kontrollflusselement ein Task ist, wird dieAufgabe ausgeführt und danach wird die Markierung wieder freigegeben und gehtzum nächsten Element über. Ist dieses Element kein Task, sondern ein Gateway,muss zwischen verschiedenen Fällen unterschieden werden. Jedes Join-Elementkonsumiert für jede eingehende Kante eine Markierung. Jedes Join-Element ge-hört zu einem entsprechenden Verzweigungselement. Eine Verzweigung, die miteinem Parallel Gateway beschrieben ist, produziert für jede ausgehende Kanteexakt eine Markierung. Ein Exclusive Gateway hingegen produziert nur eine ein-zige Markierung und reicht diese an eine der ausgehenden Kanten. Welche dasist, kann entweder informal mittels einer Expression oder formal mittels einer so-genannten Formal Expression beschrieben werden. Ersteres wird in Abbildung 3.3verwendet. Für die Verwendung der Formal Expression muss eine beliebige Spra-
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che gewählt werden, die vom Ausführungssystem unterstützt wird. Ein wichtigerUnterschied zu Petri-Netzen und auch zu den CPNs ist, dass Markierungen inBPMN keine Daten repräsentieren, sondern ausschließlich die Aktivierungsrei-henfolge von Aktivitäten steuern. Weiterhin ist anzumerken, dass BPMN seineAusführungssemantik nicht vollständig definiert, sondern diese an einigen Stel-len durch Erweiterungsmechanismen offen lässt. Ein Beispiel hierfür ist die ebenerwähnte Verwendung von Formal Expressions für Gateways. Auch für Datenob-jekte ist eine Definition der Ausführungssemantik gegeben. Dabei wird zwischen„Ausführungssemantik“für Daten Ein- und Ausgabedaten unterschieden. Der Bewerbungsausdruck in Abbildung 3.3ist Ausgabedatum des Tasks Bewerbung schreiben und Eingabedatum der beidenTasks Bewerbung abschicken und Bewerbung archivieren. Für jede Aufgabe wirdzunächst nacheinander geprüft, ob alle Eingabedaten verfügbar sind. Ist das derFall, dann wird die Aktivität gestartet – vorausgesetzt, auch der Kontrollfluss hatbereits diese Aktivität erreicht.Für die Bewertung der Abdeckung der Prozessperspektiven (Abschnitt 1.1.2)muss demnach strikt zwischen den Ebenen der konzeptuellen und der Ausfüh-rungssemantik unterschieden werden. Der Kontrollfluss, also die Verhaltensori-entierte Perspektive, wird auf beiden Ebenen vollständig beschrieben. Für jedesVerhaltensorientiertePerspektive grafische Element zur Modellierung des Kontrollflusses existiert eine eindeutigeBeschreibung der Ausführungssemantik. Das gilt für die operationale PerspektiveOperationalePerspektive nur teilweise. Mit beispielsweise Service Tasks können Aufgaben automatisiertwerden, was sowohl konzeptuell als auch aus Sicht der Ausführungssemantik mo-delliert werden kann. Andere Aspekte der Perspektive, wie beispielsweise das fürdas Bewältigen einer Aufgabe zu verwendende Software-Werkzeug, können ledig-lich als Freitext an Aufgaben angefügt werden. Eine Ausführungssemantik kannhier nicht hinterlegt werden. Gleiches gilt auch für die Organisatorische Perspek-tive. Die Modellierung von Pools und Lanes bieten eine Möglichkeit der visuel-OrganisatorischePerspektive len Strukturierung, verfügen aber über keinerlei Ausführungssemantik. Stattdessenwird für die „echte“ Zuweisung von Ressourcen zu Aktivitäten auf den Expression-Mechanismus verwiesen. Somit beschreibt BPMN die Organisatorische Perspek-tive nur unvollständig. Die Datenorientierte Perspektive wird hingegen auf beidenDatenorientiertePerspektive Ebenen beschrieben.Diese eingeschränkte Beschreibung der BPMN-Notation verdeutlicht einerseitsden signifikanten Unterschied zu Petri-Netzen hinsichtlich der konkreteren Aus-richtung auf die Prozessdomäne und andererseits die Komplexität der Spezifikationselbst. Die BPMN ist einer der Notationen, die für die Evaluation (Abschnitt 8.4.2)des in dieser Arbeit vorgestellten Translationsansatzes (Abschnitt 5.2) für Prozess-modelle verwendet werden.
3.1.4 Declare
Declare [143] ist die in der einschlägigen Literatur am häufigsten anzutreffendedeklarative Prozessmodellierungssprache. Diese umfasst im Wesentlichen einenSatz von Regelschablonen, von denen in Tabelle 3.2 einige Beispiel dargestelltRegelschablonen sind. Mit ConDec [144] und DecSerFlow [1] existieren eine grafische und einetextuelle Syntax zur Beschreibung von Declare-Modellen. Da diese jedoch an
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die Ausdrucksmächtigkeit und Semantik des Declare-Formalismus gebunden sind,beschränken sich dieser Abschnitt auf die Erläuterung von Declare selbst.
Regelschablone Semantik in LTLf
existence(A) > → F(e(A)∧ϕa(~x))∨O(e(A)∧ϕa(~x))
once(A) existence(A)∧G((A∧ϕa(~x))→ ¬O(A∧ϕc(~x,~y)∧ϕt(~y)))
init(A) A∧ϕa(~x)
responded existence(A,B) G((A∧ϕa(~x))→ (O(B∧ϕc(~x,~y)∧ϕt(~y))∨ F(B∧ϕc(~x,~y)∧ϕt(~y))))
co-existence(A,B) existence(A)↔ existence(B)
response(A,B) G((A∧ϕa(~x))→ F(B∧ϕc(~x,~y)∧ϕt(~y)))
alternate response(A,B) G((A∧ϕa(~x))→ X(¬(A∧ϕa(~x))U(B∧ϕc(~x,~y)∧ϕt(~y)))
chain response(A,B) G((A∧ϕa(~x))→ X(B∧ϕc(~x,~y)∧ϕt(~y)))
precedence(A,B) G((B∧ϕa(~x))→ O(A∧ϕc(~x,~y)∧ϕt(~y)))
alternate precedence(A,B) G((B∧ϕa(~x))→ Y(¬(B∧ϕa(~x))S(A∧ϕc(~x,~y)∧ϕt(~y)))
chain precedence(A,B) G((B∧ϕa(~x))→ Y(A∧ϕc(~x,~y)∧ϕt(~y)))
succession(A,B) precedence(A,B)∧ response(A,B)
chain succession(A,B) chain precedence(A,B)∧ chain response(A,B)
not responded existence(A,B) G((A∧ϕa(~x))→ ¬(O(B∧ϕc(~x,~y)∧ϕt(~y))∨ F(B∧ϕc(~x,~y)∧ϕt(~y))))
not response(A,B) G((A∧ϕa(~x))→ ¬F(B∧ϕc(~x,~y)∧ϕt(~y)))
not precedence(A,B) G((B∧ϕa(~x))→ ¬O(A∧ϕc(~x,~y)∧ϕt(~y)))
not succession(A,B) not precedence(A,B)∧not response(A,B)
not chain response(A,B) G((A∧ϕa(~x))→ ¬X(B∧ϕc(~x,~y)∧ϕt(~y)))
not chain precedence(A,B) G((B∧ϕa(~x))→ ¬Y(A∧ϕc(~x,~y)∧ϕt(~y)))
not chain succession(A,B) not chain precedence(A,B)∧not chain response(A,B)
Tabelle 3.2: Beispiele für Declare-Regelschablonen
In Declare ist es möglich, Aktivitäten zu modellieren und diese mittels Instan-ziierung der angebotenen Regelschablonen zu verknüpfen. Diese Verknüpfungenhaben allerdings die Semantik von Einschränkungen möglicher Prozessverläufe,anstatt, wie bei imperativen Sprachen, die Semantik erlaubter Prozessverläufe.Die Regelschablonen lassen sich im Wesentlichen in zwei Gruppen einteilen:(i) Existenzbezogene und (ii) Reihenfolgebezogene Schablonen. Die Schablone
precedence(A,B) ist ein Beispiel für zweiteres und legt fest, dass irgendwannvor der Ausführung von Aktivität B Aktivität A ausgeführt werden muss. Dagegenbesagt beispielsweise co-existence(A,B), dass, falls eine der beiden Aktivitä-ten A respektive B ausgeführt wird, auch die jeweils andere ausgeführt werdenmuss, bevor der Prozess endet. Diese ursprüngliche Form von Declare erlaubtlediglich die Spezifikation von Kontrollflussabhängigkeiten und unterstützt somitlediglich die Funktionale und die Verhaltensorientierte Perspektive. Eine spätereErweiterung [35], im Folgenden MP-Declare genannt, führt die Möglichkeit ein,zusätzlich Datenabhängigkeiten zu formulieren. Ein Beispiel in natürlichsprachli-cher Form ist: „Wenn die Kosten höher als 1000 sind, muss vor der Ausführungvon Aktivität B irgendwann A ausgeführt worden sein.“ Damit ist es auch möglich,perspektivenübergreifende Regelschablonen zu definieren, was in keiner der vorabbeschriebenen imperativen Prozessmodellierungssprachen möglich ist.Die Ausführungssemantik von Declare ist durch eine statische Abbildung der AusführungssemantikRegelschablonen auf geeignete Logikkalküle definiert. Im Fall der ursprünglichenDeclare-Variante ohne Datenperspektive handelt es sich dabei meist um die Linea-re Temporale Logik (LTL) und für die Modellierung von Datenabhängigkeiten wird LTL
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auf die sogenannte Metric First Order Temporal Logic (MFOTL) zurückgegriffen.MFOTL Declare ist damit zunächst auf eine statische Grundmenge an Regelschablonen be-schränkt, kann aber durch die Definition neuer Schablonen und unter Angabe derLogik-Entsprechung erweitert werden. Die LTL-Entsprechung der oben genannten
precedence(A,B)-Regel lautet beispielsweiseG (B→ OA) (Tabelle 3.2), wo-bei der Sonderoperator G die Gültigkeitsbedingung für die Regel beinhaltet. Der
G-Operator legt fest, dass der Klammer-Ausdruck zu jedem Zeitpunkt Gültigkeithaben muss. Der O-Operator sagt, dass das davon rechter Hand stehende Symbolzu einem früheren Zeitpunkt mindestens einmal aufgetreten sein muss. Zusammenmit dem Implikationsoperator ist die Regel von links nach rechts wie folgt zu le-sen: Es muss zu jedem Zeitpunkt gelten, dass, wenn B ausgeführt werden soll,zu einem früheren Zeitpunkt mindestens einmal A ausgeführt worden sein. Diedrei verbleibenden Operatoren Y, X und F schränken die Gültigkeit der einge-schlossenen Bedingung – der Reihe nach – auf den unmittelbar vorherigen, denunmittelbar folgenden oder einen beliebigen zukünftigen Zustand ein. Jede Logik-formel der beispielhaft aufgeführten Declare-Regelschablonen (Tabelle 3.2) setztsich aus einem solche Grundgerüst (schwarz) zusammen. Da dieses jedoch nur dieFunktionale und die Verhaltensorientierte Perspektive Unterstützt, wird es mittelsMFOTL-Elementen um Zusatzbedingungen (graublau) erweitert. Beispielsweiseist die MFOTL-Regelschablone G((B∧ϕa(~x))→ O(A∧ϕc(~x,~y)∧ϕt(~y)))eine Erweiterung der precedence(A,B)-LTL-Regel. Im Wesentlichen wird letz-tere zu beiden Seiten des Implikationsoperators um Datenbedingungen erweitert.Die zusätzliche Datenbedingung ϕa (~x) schränkt die Aktivierung der Regel aufAktivierungs-,Korrelations- undZielbedingungen die Fälle ein, in denen B ausgeführt werden soll und die Datenbedingung selbstwahr ist. Diese zusätzliche Einschränkung wird als Aktivierungsbedingung bezeich-net. Der rechte Teil der Implikation wird um ϕc (~x,~y) erweitert und legt somitfest, dass nicht nur A zu einem früheren Zeitpunkt auftreten muss, sondern dasszu diesem Zeitpunkt eine bestimmte Beziehung zwischen den Datenwerten ~x und
~y bestehen muss. Als letzte Zusatzbedingung schränkt ϕt(~y) den Datenwert zumZeitpunkt der Ausführung von A ein. Statt der LTL- bzw. MFOTL-Schreibweisenwerden nachfolgend die in Tabelle 3.2 angegebenen Regelschablonen verwendet.Die beispielhaften Logikausdrücke in diesem Abschnitt dienen jedoch zur Ver-deutlichung des Unterschieds zwischen der prinzipiellen Ausdrucksmächtigkeit derdeklarativen Prozessmodellierungssprachen. Diesbezüglich ist Declare also aufBeschreibungen des Kontrollflusses beschränkt, da der zugrundeliegende Logik-formalismus keine Datenabhängigkeiten erlaubt. Eine Erweiterung von LTL aufMFOTL hebt diese Beschränkung auf.Declare wird im Evaluationsteil der Arbeit zur Modellierung einiger Beispiel-prozessmodelle verwendet (Abschnitt 8.4.2).
3.1.5 Declarative Process Intermediate Language: DPIL
Die multi-perspektivische Declarative Process Intermediate Language (DPIL) [199,DPIL 200] ist eine textuelle, regelbasierte, konzeptuelle Prozessmodellierungssprache,welche alle der in Abschnitt 1.1.2 beschriebenen fünf Perspektiven abdeckt. Dar-Multi-Perspektivität über hinaus zeichnet sich DPIL gegenüber anderen Sprachen besonders durch




































Abbildung 3.4: Abstrakte Syntax der DPIL-Modelle (Quelle: [199])
flexible Möglichkeiten zur Definition der Prozessregeln aus. Ziel dieses Abschnittsist es daher, einerseits die Sprache selbst und andererseits ihre Alleinstellungs-merkmale überblicksweise zu beschreiben. Dazu wird primär die abstrakte Syntaxder Sprache betrachtet. Grund ist, dass diese die Grundlage für die Abbildungauf die zugehörige Ausführungssprache und die in Kapitel 4 verwendete Simulati-onssprache ist. Dagegen beschränkt sich die Beschreibung der konkreten Syntaxauf wenige Auszüge in einer an die Erweiterte Backus-Naur-Form1 angelehntenDarstellung. Auch von der abstrakten Syntax werden nur die Teile im Detail be-schrieben, welche für die vorliegende Arbeit relevant sind. In den letzten beidenTeilen dieses Abschnitts wird die Ausführungssemantik und eine Liste gängigerRegelschablonen beschrieben.Modelle (Abbildung 3.4 und Codeausschnitt 3.3) beinhalten unter anderem die Modellieren mit DPILAbstrakte undKonkrete Syntax vonDPILEntitäten der einzelnen Perspektiven. Daher können im Kopf der DPIL-ModelleDefinitionen der zu verwendenden organisatorischen Ressourcen (Identity) undRessourcengruppen (Group) sowie die Beziehungstypen (RelationType) angegebenwerden. Letzteres schafft die Möglichkeit, flexibel zwischen verschiedenen Artender Ressource-Ressource- respektive Ressource-Ressourcengruppe-Beziehungenzu unterscheiden. Weiterhin können Repositorien (Repository) angegeben werden,
1 Konkret handelt es sich um die Syntax sogenannter ANTRL-Grammatiken (http://www.antlr2.
org/doc/metalang.html, zuletzt aufgerufen am 28.12.2016)
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um Dateien und Prozessmodelle aus verschiedenen Quellen beziehen oder inselbigen ablegen zu können. Dazu müssen Verbindungsinformationen für CMIS-kompatible ECM-Systeme2 angegeben werden. Makros (Macro) sind ein zentralerMakros alsRegelschablonen Gegenstand für die Lesbarkeit von Prozessmodellen und werden zur Formulierungvon Regelschablonen genutzt. Einige Regeln gelten global für alle Prozesse, sodassman sie nicht in einem Prozessmodell, sondern auf höherer Ebene definieren sollte.Dazu können GlobalRules angegeben werden. Schließlich enthalten Modelle auchdas eigentliche Prozessmodell (Process).








’id’ STRING ’}’;Codeausschnitt 3.3: Oberste Ebene der DPIL-Grammatik
Ein Prozessmodell setzt sich aus Aktivitäten (Activity), Datenobjekten (Data-DPIL-Modellstruktur Object ) mit den Ausprägungen Variable und Document sowie den Prozessregeln(ProcessRule) zusammen (Abbildung 3.4, Abbildung 3.5 und Codeausschnitt 3.4).Aktivitäten können dabei einerseits eigene Prozesse sein, wodurch hierarchischeModelle formuliert werden können. Andererseits kann es sich auch um eine vonmenschlichen Beteiligten zu erledigende Aufgabe (Task ) oder einen automati-sierten Arbeitsschritt (Operation) handeln. Letztere können parametriert werden(Parameter ) und beispielsweise Webservice-Aufrufe kapseln. Variablen beinhaltenWerte, die nur innerhalb einer Prozessinstanz Gültigkeit haben, Dokumente re-präsentieren Werte, die auch nach Beendigung der Instanz noch verfügbar sind.Dokumente werden in den im Modellkopf definierten Repositorien abgelegt. Beidekönnen mehrwertig, also Kollektionen von Variablen oder Dokumenten sein.




Activity: Process | Task | Operation;
Task: ’task’ ID STRING?;
Operation: ’operation’ ID STRING
(’{’ Parameter (’,’ Parameter)* ’}’)?
(’to’ ID);
Parameter: ID ID;
DataObject: Variable | Document;
Variable: ’variable’ ’collection’? ID STRING?;
Document: ’document’ ’collection’? ID STRING?
(’default’ STRING)? ’at’ ID;Codeausschnitt 3.4: Prozessmodellebene der DPIL-Grammatik
Prozessregeln bilden den Kern des Prozessmodells. Ihre Bestandteile sind inDPIL-Regelstruktur Abbildung 3.5 und Codeausschnitt 3.5 dargestellt. Die zugehörige Ausführungsse-mantik wird detailliert im späteren Verlauf dieses Abschnitts betrachtet. Prozess-regeln müssen entweder obligatorisch befolgt werden (ensure), können lediglichZwei Modalitäten
2 CMIS = Content Management Interoperability Services, ECM = Enterprise Content Management
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Abbildung 3.5: Abstrakte Syntax der DPIL-Regeln (Quelle: [199])
Empfehlungen beinhalten (advise) oder Prozessziele formulieren (milestone).Die Regel selbst wird als Kombination der unterschiedlichen Ausprägungeneines Ausdrucks (Expression) formuliert, wie es in Abbildung 3.5 und Codeaus-schnitt 3.6 dargestellt ist. Ausdrücke bilden in DPIL eine Baumstruktur, wobei VerschachtelteAusdrücke alsRegel-Grundstrukturjeder Knoten entweder ein unärer oder ein binärer Ausdruck ist. Unäre Ausdrückesetzen sich aus einem Existenz- oder Negationsoperator (Exists bzw. Not ) und ei-nem weiteren beliebigen Ausdruck zusammen. Binäre Ausdrücke setzen sich aus ei-nem Konjunktions-, Disjunktions- oder Implikationsoperator (And, Or bzw. Implies)und zwei weiteren beliebigen Ausdrücken zusammen. Die zugehörige Grammatiksetzt die Operatorpräzedenz um und priorisiert so beispielsweise Negations- undKlammeroperatoren höher als den Implikationsoperator. Zudem wird eine Infix-Schreibweise binärer Ausdrücke vorgegeben, sodass der binäre Operator immerzwischen seinen beiden Argumenten steht.Der Universalquantor (ForAll) legt auf Basis der Objekte, die mit dem erstenMuster (ObjectSelector ) erfasst werden alle weiteren Objekte fest. Ausdrücke kön-nen auch eine Referenz auf ein Prädikat (PredicateReference), also eine Referenz
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ProcessRule: ProcessRuleType (ID? STRING? ’:’)? Expression;
ProcessRuleType: ’ensure’ | ’advise’ | ’milestone’;
Macro: ID (’(’ ID (’,’ ID)* ’)’)? ’iff’ Expression;Codeausschnitt 3.5: DPIL-Grammatik für Prozessregeln
auf ein Makro oder eine andere Regel beinhalten. Makros beinhalten Platzhalter –sogenannte Formalparameter – für die jeweils Aktualparameter angegeben werdenmüssen. Diese können in der Prädikatreferenz nach dem Regel- oder Makronamenspezifiziert werden. Muster können Objekte entweder mittels ihres eindeutigen Be-zeichners (ObjectReference) oder anhand anderer Eigenschaften (ObjectConstraint )auswählen. Die Ergebnisse der musterbasierten Selektion kann zur späteren Wei-terverwendung an Variablen gebunden werden. Ein ObjectConstraint setzt sichwieder aus unären respektive binären Ausdrücken zusammen, die den Vergleichder gewünschten Eigenschaften auf Basis von Musterwerten ermöglichen.
Expression: Implies;
Implies: Or (’implies’ Or)*;
Or: And (’or’ And)*;
And: Unary (’and’ Unary)*;






Forall: ’forall’ ’(’ ObjectSelector ObjectSelector+ ’)’;
PredicateReference: ID (’(’ LiteralOrReference (’,’ LiteralOrReference)* ’)’)?;
ObjectSelector: ObjectConstraint | ObjectReference;
ObjectReference: Type ID (’:’ ID)?;
ObjectConstraint: Type (’(’ ConstraintExpression ’)’)?
(’:’ ID)?;
Type: ’task’ | ’operation’ | ’process’ | ’start’ | ...;Codeausschnitt 3.6: DPIL-Grammatik für Ausdrücke
Die organisatorischen Modellanteile müssen gegenüber des in Abbildung 3.6dargestellten und in [38] erstmals vorgestellten Metamodells konform sein. DerOrganisatorischesMetamodell untere Teil der Abbildung zeigt eine mögliche Implementierung des Metamodellsals LDAP-Netzwerkprotokoll.Die Ausführung von DPIL-Modellen wird mittels einer Abbildung auf eine prä-Ausführung vonDPIL-Modellen dikatenlogikbasierte Ausführungssprache, die Drools Rule Language (DRL) [177]DRL realisiert. Ein wichtiger Aspekt für die Ausführung ist, dass bestimmte Modellele-mente innerhalb einer Prozessinstanz einem Lebenszyklus folgen. Daten könnenLebenszyklus so beispielsweise geschrieben (Write) oder gelesen (Read ) werden. Aufgaben fürmenschliche Beteiligte können sich in den Zuständen gestartet (Start ) und ab-geschlossen (Complete) befinden. Das Erreichen jedes dieser einzelnen Zuständewird als Ereignis behandelt. Die Prozessausführung erfolgt also ereignisbasiertund unterscheidet, im Kontext von DPIL, zwischen jeweils zwei Ereignistypen fürDatenzugriffe und Aufgaben mit menschlicher Beteiligung. Der aktuelle Zustanddes Prozesses setzt sich aus der Kette aller vorangegangenen Ereignisse zusam-men. Basierend auf diesem Zustand werden alle möglichen Folgeereignisse fürjedes Modellelement generiert und hinsichtlich ihrer Konformität gegenüber den
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Aus Sicht eines PAS setzt sich eine Organisation aus den folgenden Elementen zusammen: 
 realen Aufgabenträgern, also Personen, Computer oder Computerprogramme (Identity),  
 virtuellen Aufgabenträgern wie Rollen oder Gruppen (Group) und 
 Beziehungen zwischen diesen (Relation) (Bußler 1998). 
Die Schnittstelle der CPI besteht lediglich aus diesen Grundelementen, um nur minimale 
technische Anforderungen an ein System zur Organisationsverwaltung zu stellen. Abbildung 3.8  
❶ zeigt diese Grundelemente und zudem eine mögliche Implementierung für die Anbindung 
eines LDAP-Verzeichnis (❷). 
 
Abbildung 3.8 Schnittstelle der CPI zur Organisationsverwaltung und mögliche LDAP-Implementierung 
Die von einem LDAP-kompatiblen Verzeichnisdienst verwaltete Struktur lässt sich wie in Abbildung 
3.9 gezeigt als Verzeichnisbaum (engl. directory information tree, kurz DIT) (Zeilenga 2006) 
darstellen. Die Knoten des Baums bilden die Einträge des Verzeichnisses und die Kanten stellen 
die Ordnungsbeziehung zwischen ihnen dar. Das Beispiel zeigt einen Baum aus einer Organisation 
namens acme, die aus den zwei Einheiten people und groups besteht. In people befindet sich 
die Person mit der Benutzerkennung michael und in groups die Gruppe mit dem Namen 
development. Jedem dieser Einträge ist eine Objektklasse (engl. object class) zugeordnet, wobei 
für jede Objektklasse andere Attribute definiert sind. So sieht die Objektklasse groupOfNames 
zum Beispiel das Attribut member und die Objektklasse person die Attribute givenName und sn 
(von engl. surname). 
Abbildung 3.6: Organisatorisches Metamodell (Quelle: [199])
Regeln des DPIL-Modells geprüft. V rletzt in Er ignis eine obligatorisch zu be-folgende Re el (ensure), dann wird es verworfen. Bei Verletzung einer Empfehlung(advise) wird das Ereignis als nicht empfohlen gekennzeichnet, wird aber nicht ver-worfen. Jedes der übrig gebliebenen Ereignisse wird schließlich dem Nutzer alsmögliche Prozessfortsetzung angeboten.Für die Überprüfung der Ko formität der Ereignisse mit den Prozessregeln ei-nes DPIL-Modells M wird jedes mögliche zukünftige Ereignis mit der Historievergangener Ereignisse kombiniert. Nun muss das Ausführungssystem prüfen, obdas jeweilige neue Ereignis verboten, nicht empfohlen, neutral oder empfohlen ist. Unterscheidung inverbotene, nichtempfohlene, neutraleund empfohleneEreignisse
DPIL-Modelle bestehen aus einer Menge von Entitäten E – beispielsweise Aktivi-täten – und Prozessregeln R, sodass gilt M = (E,R). Eine Regel r ∈ R ist einelogische Aussage, die entweder erfüllt oder verletzt sein kann. Die Menge der Re-geln unterscheidet sich in obligatorisch zu befolgende RH Regeln, Empfehlungen
RS und Meilensteine RM, sodass gilt R = RH ∪RS ∪RM. Eine Prozessinstanz
I ist eine Kette von Ereignissen innerhalb eines Prozesses. Sind alle Meilensteine
RM erfüllt, wird der Prozess als beendet angesehen. Ist kein Meilenstein definiert,wird der Prozess niemals explizit abgeschlossen, sodass ein entsprechender manu-eller Abbruch notwendig ist. Zur Vereinfachung der nachfolgenden Erläuterungenwird nachfolgend mit δ (M,N) = (M\N,N\M) die Änderung einer MengeMzu einer Menge N bezeichnet. Die Änderung der Menge {1, 2} zu einer Menge
{2, 3} ist folglich δ ({1, 2} , {2, 3}) = ({1} , {3}).Die Auswertung p eines Ereignisses e ist die Menge der durch dieses Ereig-nis verletzten Regeln, sodass gilt p ⊂ R. Die Ereignisauswertung p (I∪ e) istdemnach die Auswertung der Instanz I nach dem Auftreten des Ereignisses e. DasEreignis ist verboten, wenn die Auswertung Regeln aus der Menge der obligato- Verbotene underlaubte Ereignisserisch zu befolgenden Regeln enthält. Andernfalls ist das Ereignis somit erlaubt :
verboten (e)← p (I∪ e)∩ RH 6= ∅
erlaubt (e)← p (I∪ e)∩ RH = ∅
(1)
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Weiterhin wird ein Ereignis als abschließend angesehen, wenn die AuswertungAbschließendeEreignisse keine Überdeckungen mit der Menge der Meilensteine aufweist. Im Umkehrschlussbedeutet dies, dass das Auftreten des Ereignisses dafür sorgt, dass danach alleMeilensteine erfüllt sind:
abschließend (e)← RM 6= ∅∧ p (I∪ e)∩ RM = ∅ (2)
Die Änderung der Instanzauswertung ∆pI ist der Unterschied zwischen der Aus-wertung der Instanz I ohne das Auftreten des Ereignisses e und der Auswertungmit diesem Ereignis:
∆pI (e) = δ (p (I) ,p (I∪ e)) (3)
Damit ist nun eine differenziertere Unterscheidung der erlaubten Ereignisse mög-lich. Ein Ereignis gilt als neutral, wenn es keine Änderung der InstanzauswertungNeutrale Ereignisse verursacht:
neutral (e)← ∆pI (e) = (∅, ∅) (4)
Dagegen gilt ein erlaubtes Ereignis als empfohlen, falls es einen Teil der frühe-EmpfohleneEreignisse ren Verletzungen P von Empfehlungen und/oder Meilensteinen aufhebt und keineanderen Regeln durch dieses Ereignis verletzt werden:
empfohlen (e)← ∆pI (e) = (P, ∅)∧ P ∩ (RS ∪ RM) 6= ∅ (5)
Im Umkehrschluss gelten demnach erlaubte Ereignisse als nicht empfohlen, wennNicht empfohleneEreignisse sie neue Regelverletzungen verursachen:
nichtempfohlen (e)← ∆pI (e) = (P,Q)∧Q∩ (RS ∪ RM) 6= ∅ (6)
Damit ist die Ausführungssemantik der multi-modalen, deklarativen DPIL-Regelnlogisch fundiert. Darauf aufbauend kann die Validität der Abbildung von DPIL-Modellen auf ein Simulationsmodell – diskutiert in einem der Kernbeiträge derArbeit (Abschnitt 4.2) – geprüft werden.Die kontrollflussorientierte Prozessmodellierungssprache Declare beinhalteteinen vordefinierten Satz an Regelschablonen. Mit den von DPIL unterstütztenMakros lassen sich ebenfalls Regelschablonen definieren. In [199] und [161] wirdeine Bibliothek an grundlegenden Prozessschablonen identifiziert. Diese Scha-blonen sind nachfolgend aufgeführt, ihre Semantik wird überblicksartig erläutert3und sie dienen als Referenz für die Konzeption der später vorgestellten Technikzur Simulation multi-perspektivischer, deklarativer Prozessmodelle (Abschnitt 4.2).Bereits in den Arbeiten zur Schablonen-Bibliothek selbst wird angemerkt, dassdiese keinesfalls vollständig sein kann. Allerdings zeigt sie das breite Spektrummöglicher Prozessregeln und ist damit ein geeigneter Startpunkt für DPIL-basierteWerkzeugentwicklungen.In Codeausschnitt 3.7 sind Regelschablonen zur Formulierung von Einschränkun-VerhaltensorientierteDPIL-Makros 3 Zugunsten der Übersichtlichkeit wird bei der Erklärung der DPIL-Makros davon aus gegangen,dass sie zur Formulierung verpflichtender Regeln (ensure) verwendet werden. Dieselben Makroskönnen, wie im aktuellen Abschnitt erwähnt, auch zur Formulierung von Empfehlungen (advise)verwendet werden.
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sequence(a,b) iff
start(of b at :t) implies complete(of a at <t)
directSequence(a,b) iff
start(of b at :t) implies complete(of a at :s) and not start(at >s and at <t)
response(a,b) iff
complete(of a at :t) implies complete(of b at >t)
once(a) iff
start(of a at :t) implies not complete(of a at <t)
serializeAll iff
start(of :a at :t) and not complete(of a at >t) implies not start(at >t)Codeausschnitt 3.7: DPIL-Regelschablonen: Verhaltensorientierte Perspektive
gen der Verhaltensorientierten Perspektive dargestellt. Das Makro sequence(a,b)besagt, dass vor der Bearbeitung von Aufgabe b Aufgabe a mindestens einmal abge-schlossen worden sein muss. Das darauffolgende Makro – directSequence(a,b)– ähnelt der vorangegangenen und formuliert, dass Aufgabe a unmittelbar vor Be-ginn von Aufgabe b abgeschlossen sein muss. Das Makro response(a,b) legt fest,dass nach Abschluss von Aufgabe a und vor dem Ende des Prozesses mindestenseinmal Aktivität b durchgeführt werden muss. Mit once(a) wird bestimmt, dassAufgabe a nicht öfter als einmal pro Prozessinstanz ausgeführt werden darf. DieUnterscheidung zwischen verschiedenen Ereignistypen, welche die Zustände derBearbeitung einer Aufgabe abbilden sollen, erlaubt implizit die parallele Durch-führung zweiter oder mehrerer Aktivitäten. Mit dem serializeAll-Makro kannjedoch festgelegt werden, dass nach Beginn der Ausführung einer Aktivität diesezunächst beendet werden muss, bevor mit einer anderen Aufgabe begonnen werdenkann.Der multi-perspektivische Charakter der deklarativen Prozessmodellierungsspra-che DPIL gestattet auch die Formulierung von Regeln und Makros, welche Zusam-menhänge mehrerer Prozessperspektiven betreffen. Somit beschränken die in Code-ausschnitt 3.8 dargestellten Regelschablonen sowohl die Verhaltensorientierte alsauch die Datenorientierte Perspektive sowie beide im Zusammenspiel. Beispiels-weise beschränkt das Makro local(a,o) den Lesezugriff auf das Datenobjekt
o auf die Laufzeit der Durchführung von Aktivität a. Außerhalb der Bearbeitungdieser Aufgabe sind Lesezugriffe verboten. Die beiden Makros produces(a,o)und consumes(a,o) beschreiben die Aufgabe a als Datenquelle respektive Da-tensenke für das Datenobjekt o. Das Makro dataSequence(a,b,o,v) ähnelt dem
sequence-Makro, enthält aber eine zusätzliche Aktivierungsbedingung. Diese be-wirkt, dass die Sequenz-Regel zwischen den Aktivitäten a und b nur dann gilt,wenn die Variable o mit dem Wert v belegt ist. Mit dataOrdering(o1,o2) wirdfestgelegt, dass vor der Produktion des Datenobjekts o2 das Datenobjekt o1 er-zeugt werden muss.Codeausschnitt 3.9 zeigt die Regelschablonen der Schablonenbibliothek, wel-che sowohl die Verhaltensorientierte als auch die Organisatorische Perspektivebetreffen. Das direct(a,i)-Makro legt den Ausführenden für Aktivität a auf die
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local(a,o) iff
read(of o at :t1) implies start(of a at <tr at :t2) and
not complete(of a at >t2 at <t1)
produces(a,o) iff
complete(of a at :t) implies write(of o at <t)
consumes(a,o) iff
start(of a at :t) implies write(of o at <t)
dataSequence(a,b,o,v) iff
start(of b at :t) and variablewrite(of o value v at <t)
implies complete(of a at <t)
dataOrdering(o1,o2) iff
write(of o2 at :t) implies write(of o1 at <t)Codeausschnitt 3.8: DPIL-Regelschablonen: Verhaltensorientierte mit DatenorientierterPerspektive
organisatorische Ressource i fest. Die Regelschablone role(a,r) beschreibt eineschwächere Form der Ressourcenbeschränkung, indem für die Durchführung vonAktivität a lediglich gefordert wird, dass die zugewiesene Ressource die Rolle
r bekleidet. Die beiden nachfolgenden Makros beschränken den Ausführendenvon Aktivität b dynamisch anhand des Ausführenden von Aufgabe a. Im Falle von
separate(a,b) wird festgelegt, dass die beiden Aufgaben nicht von derselbenRessource bearbeitet werden dürfen, beschreibt also eine Trennung von Zustän-digkeiten. Damit kann beispielsweise das Vieraugenprinzip umgesetzt werden. DasMakro binding(a,b) beschreibt im Gegensatz dazu die Verknüpfung von Verant-wortlichkeiten, legt also fest, dass die beiden Aktivitäten von derselben organisato-rischen Ressource ausgeführt werden müssen. Möchte man diese Einschränkungenfür alle im Prozess enthaltenen Aktivitäten treffen, dann müssten dafür nahezuso viele binding-Regeln formuliert werden, wie Aktivitäten im Modell existie-ren. Das Makro caseHandling beschreibt dieselbe Einschränkung, reduziert denAufwand der Regelformulierung jedoch drastisch. Mit bindingRole(a,b) wird be-stimmt, dass die Aufgaben a und b von Ressourcen mit derselben Rolle ausgeführtwerden müssen. Das Makro capability(a,rt,g) beschreibt eine Aktivitätszu-weisung auf Basis der Fähigkeiten der Ressourcen. Die geforderten Fähigkeitenwerden in der Form eines Prädikats rt und eines Objekts g beschrieben. Mit demMakro orgDistMulti(a,b,rt) können Einschränkungen bezüglich der Aktivitäts-zuweisung auf Basis der organisatorischen Beziehungen (rt) zwischen einzelnenRessourcen getroffen werden. Die Regelschablone roleSequence(a,b,g) ähneltdem sequence-Makro, beschränkt die Relevanz dieser Regel aber auf Ressourcen,die zur Gruppe g gehören. Für Ressourcen, die nicht zu dieser Gruppe gehörenist die Einhaltung der Sequenzbeziehung zwischen den Aktivitäten a und b nichtgefordert. Das resourceSequence(a,b,i)-Makro schränkt die Prüfung der Gül-tigkeit derselben Sequenzbeziehung stärker ein, indem es die Relevanz der Regelauf den Ausführenden i beschränkt. Auf alle anderen Ressourcen hat diese Regel
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keine Auswirkungen. Diese Begrenzung des Prüfbereichs der Regeln gleicht denAktivierungsbedingungen von MP-Declare (Abschnitt 3.1.4).
direct(a,i) iff
start(of a) implies start(of a by i)
role(a,r) iff
start(of a by :i) implies relation(subject i predicate hasRole object r)
separate(a,b) iff
start(of a by :i) and start(of b) implies start(of b by !=i)
binding(a,b) iff
start(of a by :i) and start(of b) implies start(of b by i)
caseHandling iff
forall(task a start(of a) implies start(of a by :p))
bindingRole(a,b) iff
start(of a by :i1) and relation(subject i1 predicate hasRole object :g)
and start(of b by :i2) implies relation(subject i2 predicate hasRole
object g)
capability(a,rt,g) iff
start(of a by :p) implies relation(subject p
predicate rt object g
orgDistMulti(a,b,rt) iff
start(of a by :p1) and start(of b by :p2) implies relation(subject p1
predicate rt object p2)
roleSequence(a,b,g) iff
start(of b by :i at :t) and relation(subject i predicate hasRole object g)
implies complete(of a at <t)
resourceSequence(a,b,i) iff
start(of b by i at :t) implies complete(of a at <t)
mpSequence(o,val,r1,r2,b) iff
variablewrite(of o value val at :t by :i) and relation(subject i predicate
hasRole object r1) implies complete(of b at >t by :j) and relation(
subject j predicate hasRole object r2)Codeausschnitt 3.9: DPIL-Regelschablonen: Verhaltensorientierte mit OrganisatorischerPerspektive und multi-perspektivisch
Ziel von Abschnitt 3.1 ist es, den Zugang zu Notation, Ausdrucksmächtigkeitund Ausführungssemantik einzelner, für die vorliegende Arbeit relevanter Prozess-modellierungssprachen zu erleichtern. Besonderer Fokus liegt dabei auf der multi-perspektivischen, multi-modalen, deklarativen Prozessmodellierungssprache DPIL,welche bezüglich der im Rahmen der vorliegenden Arbeit entwickelten Ansätze(Teil ii) eine zentrale Rolle einnimmt. Einerseits wird sie für die beispielhaftenUntersuchungen des später beschriebenen Simulationsansatzes (Abschnitt 4.2) ver-wendet und andererseits werden auf Basis von DPIL-Modellen Möglichkeiteneiner automatisierten Generierung natürlichsprachlicher Prozessbeschreibungenuntersucht. Zudem ist auch DPIL eine der Modellierungssprachen, welche zurEvaluation (Abschnitt 8.4.2) des im Rahmen der vorliegenden Arbeit entwickeltenTranslationskonzepts (Abschnitt 5.2) für Prozessmodelle verwendetet wird.
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3.1.6 DPIL-Modell in Anlehnung an realen Prozess
Nach Einführung der multi-perspektivischen, deklarativen Prozessmodellierungs-sprache DPIL (Abschnitt 3.1.5), wird nun ihre Verwendung an einem konkretenBeispiel demonstriert. Ziel dieses Abschnitts ist es, ein grundlegendes Verständnisfür die Modellierung mit DPIL und den im vorangegangenen Abschnitt deklariertenRegelschablonen zu vermitteln.
use group Mitarbeiter
use group Sekretariat4 use group DienstreiseAdministration
use repository Localhost {
url "http://localhost:8080/chemistry-fileshare/atom11"






task AntragStellen "Antrag stellen"
task AntragPruefen "Antrag prüfen"19 task AntragGenehmigen "Antrag genehmigen"
task UnterkunftBuchen "Unterkunft buchen"
task DokumenteZusammenstellen "Reisedokumente zusammenstellen"
// Datenobjekte








ensure once(AntragGenehmigen)34 ensure sequence(Informieren, AntragStellen)
ensure produce(AntragStellen, Antrag)
ensure consume(AntragPruefen, Antrag)
ensure complete(of AntragPruefen at :t) implies variablewrite(of
Antragsstatus value "geprüft" at <t)39 ensure start(of AntragGenehmigen at :t) implies variablewrite(of
Antragsstatus value "geprüft" at <t)
advise sequence(AntragGenehmigen, UnterkunftBuchen)
ensure complete(of DokumenteZusammenstellen at :t) implies
variablewrite(of Antragsstatus value "archiviert" at <t)44 // Regeln der Organisatorischen Perspektive
ensure binding(Informieren, AntragStellen)
ensure binding(AntragStellen, UnterkunftBuchen)
ensure roleSequence(AntragGenehmigen, UnterkunftBuchen, Mitarbeiter)
ensure role(AntragPruefen, Sekretariat)49 ensure role(AntragGenehmigen, DienstreiseAdministration)
ensure role(DokumenteZusammenstellen, Sekretariat)
// Prozessziele
milestone "End of process": complete(of DokumenteZusammenstellen) or54 variablewrite(of Antragsstatus value "abgelehnt")
} Codeausschnitt 3.10: DPIL-Modell des Uni-BT-Dienstreiseprozesses
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Im dargestellten Beispiel-Modell (Codeausschnitt 3.10) ist eine vereinfachte Ver-sion eines universitätsinternen Abwicklungsprozesses für Dienstreisen beschrieben.Zunächst werden die in einem entsprechenden Organisationsmodell definiertenorganisatorischen Gruppen ins DPIL-Modell übernommen. Anschließend werdenAdresse und Zugangsdaten für ein Dokumentrepositorium angegeben. Damit istdie Präambel abgeschlossen. Im ersten Teil des eigentlichen Prozessmodells, wel-ches mit Dienstreiseantrag benannt ist, werden die im Prozess zu bewältigendenAufgaben deklariert. Unmittelbar danach erfolgt die Deklaration der für den Pro-zess relevanten Datenobjekte. Variablen sind dabei nur innerhalb der jeweiligenProzessinstanz sichtbar, während Dokumente darüber hinaus persistent sind. Ausdiesem Grund muss für ein Dokument auch das Ziel-Repositorium angegeben wer-den, wie das Dokument Antrag im Beispiel zeigt. Damit ist die Deklaration derprozessrelevanten Entitäten abgeschlossen.Im zweiten Teil des Prozessmodells werden mittels DPIL-Regeln Einschrän-kungen für valide Prozessverläufe formuliert. Die dafür verwendete Bibliothek fürRegelschablonen muss dazu in einem eigenen DPIL-Modell gekapselt sein. Dieersten vier Regeln (once...) stellen sicher, dass alle Aufgaben außer Unter-kunftBuchen und DokumenteZusammenstellen höchstens einmal ausgeführt werden.Die darauffolgende sequence-Regel zwingt jeden Antragsteller dazu, sich zuerstüber die zu erwartenden Reisekosten zu informieren. Das Regelpaar produces-
consumes sagt einerseits aus, dass das Dokument Antrag im Rahmen der Bearbei-tung von Aufgabe AntragStellen erzeugt und während der Aktivität AntragPruefenverwertet wird. Dadurch entsteht implizit ebenfalls eine zeitliche Abhängigkeitzwischen den beiden genannten Aufgaben. Die zwei nachfolgenden Regeln greifennicht auf vordefinierte Makros der Schablonenbibliothek zurück. Sie legen fest,dass die Aufgabe AntragPruefen erst dann als beendet gelten kann, wenn derAntragsstatus mit dem Wert geprüft belegt ist, was gleichzeitig die Voraussetzungfür den Beginn der Bearbeitung von Aufgabe AntragGenehmigen darstellt. Diedarauffolgende sequence-„Regel“ ist durch das Schlüsselwort advise als Emp-fehlung gekennzeichnet und besagt, dass es sinnvoll ist, erst dann eine Unterkunftzu buchen, wenn der Antrag genehmigt ist.Nach der Formulierung von zeitlichen Abhängigkeiten unterschiedlicher Art, istauch die korrekte Assoziation von Aufgaben mit Ressourcen im Prozessmodell zureglementieren. Die beiden binding-Regeln legen beispielsweise fest, dass dieAufgabenpaare Informieren und AntragStellen respektive AntragStellen und Un-terkunftBuchen jeweils von derselben Person ausgeführt werden müssen – wasimplizit auch dazu führt, dass Informieren und UnterkunftBuchen denselben Aus-führenden haben müssen. Die im vorherigen Absatz beschriebene Empfehlung, aufdie Genehmigung des Antrags zu warten, bevor eine Unterkunft gebucht wird,kann ignoriert werden. Bekleidet der Antragsteller jedoch die Rolle Mitarbeiter,dann ist die Einhaltung dieser Reihenfolge durch die im Beispielmodell enthaltene
roleSequence-Regel verpflichtend. Die Kombination aus dieser und der weiteroben genannten Empfehlung erlauben die Modellierung von Kontrollflussvariatio-nen auf Basis der Informationen aus dem organisatorischen Modell. Die drei letztenProzessregeln sind Einschränkungen hinsichtlich der Rolle des Ausführenden derdrei in den Regeln parametrierten Aktivitäten.
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Als letzter Teil des Prozessmodells ist ein Meilenstein definiert. Dieser legtfest, dass eine Instanz des Prozesses Dienstreiseantrag genau dann als beendetangesehen wird, sobald entweder die Aufgabe DokumenteZusammenstellen abge-schlossen ist oder der Antragsstatus mit dem Wert abgelehnt belegt ist.Das in diesem Abschnitt vorgestellte DPIL-Prozessmodell basiert auf einemrealen Universitätsprozess und dient der Illustration von Verwendung und Semantikder Prozessmodellierungssprache DPIL. Zusätzlich wird es in Abschnitt 3.3.1 zurErläuterung von Ereignisprotokollen wiederverwendet. Aus sich daraus ergebendenGründen der Übersichtlichkeit und Verständlichkeit wird das Modell an einigenStellen vereinfacht.
3.2 ereignisorientierte simulation
Die Abschnitte dieses Teilkapitels beschäftigen sich mit dem Prinzip der Ereignis-orientierten Simulation (engl. Discrete-Event Simulation). Die EreignisorientierteSimulation bildet eine abstrakte Grundlage für das Verständnis der Simulationvon Prozessen auf Basis imperativer oder deklarativer Prozessmodelle. DiesesVerständnis ist notwendig, um die grundlegenden Unterschiede existierender Si-mulationstechniken gegenüber der im Rahmen dieser Arbeit entwickelten (Ab-schnitt 4.2) nachvollziehen zu können. Der prägnanteste Unterschied ist hier dieSimulationsdurchführung, die bei letzterer auf dem Lösen von booleschen Glei-chungssystemen basiert. Nahezu alle bisherigen Verfahren basieren dagegen aufeinem der nachfolgend vorgestellten Prinzipien der Simulationsdurchführung, dievollständig auf einer Kette lokaler Entscheidungen basieren. Deren Komplexitätist häufig sehr hoch, weswegen sie bei Simulationen häufig durch Zufallsvariablenapproximiert werden. Daher wird in Abschnitt 3.2.3 detaillierter auf dafür gängigeBerechnungsstrategien eingegangen. Abschnitt 3.2.5 konkretisiert die Grundlagender allgemeinen, ereignisorientierten Simulation und gibt eine kurze Einführungin das Gebiet der Prozesssimulation. Dies dient der Hinführung zu der im Rah-men der vorliegenden Arbeit diskutierten Anwendung von Simulationstechnikenzur Generierung künstlicher Prozessaufzeichnungen.
3.2.1 Systeme und Simulationsmodelle
Simulation beschäftigt sich allgemein mit der künstlichen Nachahmung des Ver-Simulation haltens realer Prozesse und Systeme [22]. Eine der wesentlichen Aufgaben istdabei die Formulierung von Annahmen über das Verhalten des Systems zu ei-nem Simulationsmodell. Diese Annahmen beschreiben Beziehungen zwischen denSimulationsmodell Entitäten des fraglichen Systems. Letztere besitzen Attribute und können an Ak-tivitäten teilnehmen. Grundlegend können mit einem solchen Modell verschiedene„Was-wäre-wenn-Fragen“ beantwortet werden. Beispielsweise kann im Kontext ei-nes Brieftransportsystems eine Analyse des Einflusses der Ladungskapazität derTransportmittel, basierend auf der Frage „Was wäre, wenn die Ladungskapazi-tät jedes Transportmittels verdoppelt werden würde“, durch Simulation unterstütztwerden.Ein System setzt sich aus mehreren Komponenten zusammen [22]. Diese sind amSysteme undKomponenten
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Beispiel der Bestandteile des eben genannten Brieftransportsystems in folgenderListe zusammengefasst:
• Entitäten: z.B. Transportmittel, Fahrer,
• Attribute: z.B. Ladekapazität (Transportmittel), max. Arbeitsstunden (Fahrer),
• Aktivitäten: z.B. Verladen, Transport ausführen,
• Ereignisse: z.B. Verladen abgeschlossen, Ankunft am Briefzielort,
• Zustandsvariablen: z.B. Anzahl der im Depot zum Transport bereitliegendenBriefe, Anzahl der bereits auf dem Transportweg befindlichen Briefe
Ein System beinhaltet in diesem Kontext also eine Gruppe von Entitäten, diezweckorientiert interagieren und voneinander abhängig sein können. Der Zustand,in dem sich ein System befindet, wird über sogenannte Zustandsvariablen defi- Zustandsvariablenund Ereignisseniert. Ereignisse können den Zustand des Systems verändern und werden durchdie systeminternen Aktivitäten (endogen) oder systemexterne Einflüsse (exogen)seitens der Systemumgebung hervorgerufen [22]. Als Systemumgebung werden SystemumgebungEinflussfaktoren aufgefasst, die sich der Kontrolle des Systems entziehen. Für dasverwendete Brieftransportsystem sind folglich die Faktoren, die das Eintreffen vonBriefen steuern, als Teil der Systemumgebung und damit als exogene Einflüsseanzusehen.Für die vorliegende Arbeit ist die Unterscheidung zwischen diskreten und kon-tinuierlichen Systemen [22] von zentraler Bedeutung. Ändern sich die Zustandsva- Diskrete vs.KontinuierlicheSystemeriablen des Systems ausschließlich in diskreten Zeitschritten, dann wird auch dasSystem als diskret angesehen. Kontinuierliche Änderungen der Zustandsvariablenüber die Zeit bedeuten hingegen, dass es sich um ein kontinuierliches Systemhandelt. Das genannte Brieftransportsystem ist beispielsweise ein diskretes Sys-tem, während ein Stausee bezüglich des Wasserspiegels durch kontinuierlichenZu- oder Abfluss eher als kontinuierliches System zu betrachten ist.Zwei weitere grundlegende Unterscheidungen können auf Basis des Typs desSimulationsmodells vorgenommen werden. Einerseits können Simulationsmodellestatisch oder dynamisch sein. Andererseits lassen sie sich auch in determinis- Statische vs.Dynamische Modelletisch und stochastisch klassifizieren [22]. Dynamisch sind Simulationsmodelle dann, Deterministische vs.Stochastische Modellewenn sie Systeme beschreiben, deren Zustand sich mit der Zeit verändert. Folge-richtig beschreiben statische Modelle Systeme, deren Zustand über die Zeit unver-ändert bleibt. Als deterministisch wird ein Simulationsmodell bezeichnet, welcheskeinerlei Zufallsvariablen beinhalten. Damit erzeugt diese Klasse von Simulati-onsmodellen für dieselbe Eingabe auch immer dieselbe Ausgabe. Die Beurteilungder Kreditwürdigkeit eines Bankkunden ist ein Beispiel für einen deterministi-schen Prozess. Stochastische Modelle nutzen eine oder mehrere Zufallsvariablenals Möglichkeit der Annäherung eines komplexen, dynamischen Verhaltens desSystems. Die Ankunftsrate von Briefen im Brieftransportsystem würde beispiels-weise mittels einer Zufallszahl approximiert werden. Eine interessante Anwendungfür einen Simulator ist dann, eine Grenze für die Ankunftsrate zu ermitteln, bis zuwelcher die Zustellungszeit als konstant betrachtet werden kann.
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Auf Basis der bisher getroffenen Unterscheidungen kann nun auch der BegriffEreignisorientierte Simulation (engl. Discrete-Event System Simulation) definiertEreignisorientierteSimulation werden. Sie ist die künstliche Nachahmung realer Systeme oder Prozesse, derenZustand sich in diskreten Zeitschritten verändert. Ein Ereignis kapselt folglich dieentsprechenden Änderungen der Zustandsvariablen des Modells. Derartige Simula-tionsmodelle werden üblicherweise mit numerischen statt mit analytischen Mitteln„gelöst“. Als Lösung wird hier die Durchführung der Simulation zur Ermittlung derAusgaben auf Basis entsprechender Eingaben bezeichnet.
3.2.2 Allgemeine Prinzipien der Simulationsdurchführung
Ausgehend von einem Simulationsmodell betrachtet die SimulationsdurchführungSimulationsdurchfüh-rung die Mechanismen zur künstlichen Erzeugung von Ereignissen, die ein reales Sys-temverhalten imitieren sollen. Im aktuellen Abschnitt werden mehrere alternativePrinzipien für die Ereigniserzeugung zusammengefasst.Zunächst wird ein grundlegendes Prinzip zur Simulationsdurchführung beschrie-ben. Alternative Ansätze stellen in den meisten Fällen lediglich Verbesserungendesselben dar. Die Erzeugung von Ereignissen geschieht grundlegend in diskretenZeitschritten. Die chronologische Reihenfolge der Erzeugung der Ereignisse wirddabei in einer sogenannten Zukunftsereignisliste (ZEL) [22, S. 110 ff.] festgehalten.Zukunftsereignislistemit Ereignisankündi-gungen Diese Liste enthält alle Ankündigungen der Ereignisse, die zukünftig auftretenwerden. Der Hintergrund ist, dass immer, wenn der Beginn einer Aktivität imSystem simuliert wird, deren Dauer berechnet wird. Dann wird eine neue Ereig-nisankündigung erzeugt, welche das Ende der Aktivität mit der entsprechendenZeitinformation assoziiert. Dieses Ankündigung wird dann in die ZEL eingefügt.Zu jedem Zeitpunkt t enthält die ZEL alle vorher eingereihten zukünftigen Er-eignisankündigungen sowie die assoziierte Ereigniszeit. Diese Liste ist nach derEreigniszeit geordnet – jedes Ereignis erfüllt demnach folgende Bedingung:
t < t1 6 t2 6 t3 6 · · · 6 tn (7)In jedem Zeitschritt wird eine sogenannte prototypische Momentaufnahme erzeugt,die den Fortschritt der Simulation, die aktuelle ZEL selbst und auch den jeweilsaktuellen Zustand des simulierten Systems beschreibt. Ein Fortschritt in Bezug aufdie Simulationsdurchführung wird mittels der ZEL und gemäß des sogenanntenEvent-scheduling/time-advance-Algorithmus erzielt. Dieser beinhaltet, hier vomEvent-scheduling/time-advance-Algorithmus Startzeitpunkt der Simulation t0 ausgehend, die folgenden fünf Schritte:Schritt 1: Entferne die Ereignisankündigung des Zeitschritts t1 aus der ZEL,Schritt 2: Erhöhe den Zeitschrittzähler t von t0 auf t1,Schritt 3: Führe das in Schritt 1 entfernte Ereignis aus, wobei der System-zustand aktualisiert wird,Schritt 4: Generiere, falls notwendig, zukünftige Ereignisse und sortiere ihreAnkündigung gemäß der geplanten Ereigniszeit in die ZEL ein,Schritt 5: Aktualisiere die kumulative Statistik zur Auswertung am Ende derSimulationsdurchführung.
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Ausgegangen wird von einer initialen Momentaufnahme des Systems zum Zeitpunkt0. Diese definiert sich vor allem durch die initiale Belegung der Zustandsvariablendes Systems und die Generierung sogenannter exogener Ereignisse. Der Initialzu-stand des Brieftransportsystems kann beispielsweise durch die initial bereitstehen- Initialzustandde Anzahl an Transportmitteln charakterisiert sein. Angenommen, dass im realenSystem mit dem Verladen der Briefe begonnen wird, sobald eine genügend großeAnzahl an Briefen – eine sogenannte Transporteinheit – im Depot zum Versand be-reitliegt. Da dieses Bereitlegen nicht Teil des modellierten Brieftransportsystemsist, wird das entsprechende Ereignis der Bereitstellung der Transporteinheit alsexogen angesehen. Eine der wichtigsten Unterklassen exogener Ereignisse sinddemnach die sogenannten Startereignisse. Jedes dieser Ereignisse reiht die Ankün- Startereignissedigung eines weiteren Startereignisses in die ZEL ein. Ein einzelnes Endereignisterminiert dagegen die komplette Simulationsdurchführung. Die Festlegung diesesEndereignisses kann dabei schon vor der Simulationsdurchführung angekündigt,d.h. in die ZEL mit einem festgelegten Zeitpunkt eingefügt werden. Ein weite-rer Weg ist, dieses Ereignis durch die Überwachung der Simulationsdurchführungzu erzeugen, beispielsweise indem ein Zähler die Anzahl der bereits eingefüg-ten Startereignisse aufzeichnet und die Simulation mit einer maximalen Anzahldieser Ereignisse parametriert wird. Unabhängig davon, welche dieser beiden Va-rianten gewählt wird, ist die Ankunftsrate der Startereignisse ein entscheidender AnkunftsrateFaktor für die abschließende statistische Auswertung der Leistungsfähigkeit dessimulierten Systems. Zudem entscheidet die Ankunftsrate in Verbindung mit derDurchführungszeit der Aktivitäten und dem geplanten Endereignis über die maxi-male Anzahl von Simulationsdurchläufen.Ein alternativer Ansatz zur Simulationsdurchführung, welcher das eben vorge-stellte grundlegende Prinzip erweitert, ist der Process-interaction-Algorithmus [22, Process-interaction-AlgorithmusS. 114 f.]. Die Ausführung von Aktivitäten kann beispielsweise von der Verfügbarkeitbestimmter Entitäten abhängig sein. Der Lebenszyklus jeder Entität wird dabeials Prozess modelliert, wodurch eine Interaktion zwischen Entitäten als Interakti-on zwischen Prozessen abgebildet wird. Auch die Abhängigkeit von Ressourcen,deren Kapazität in der Regel begrenzt ist, wird in diesem Algorithmus berück-sichtigt. Das geschieht, indem zusätzlich zur ZEL Warteschlangen für Ressourcenaufgebaut werden. Benötigt eine Entität für die Bewältigung einer Aufgabe Zu-griff auf eine bestimmte Ressource, wobei diese gerade von einer anderen Entitätbeansprucht wird, muss erstere Entität pausieren und in der ressourcenbezogenenWarteschlange auf die Freigabe derselben warten. Damit setzt sich ein Prozessfolglich aus einer zeitlich geordneten Liste an Ereignisankündigungen, Aktivitätenund durch Ressourcenmangel hervorgerufenen Verzögerungen zusammen.Sowohl der Event-scheduling/time-advance- als auch der Process-interaction-Algorithmus basieren auf einem zwar diskreten aber variablen Zeitfortschritt, derdurch die geplante Auslösezeit des nächstfolgenden Ereignisses definiert wird. Da-gegen nutzt der dritte Ausführungsansatz, der Activity-scanning-Ansatz , diskrete Activity-scanning-Ansatzund konstante Zeitschritte. Die Entscheidung, ob eine bestimmte Aktivität zumjeweiligen Zeitschritt begonnen wird, wird in diesem Ansatz regelbasiert getroffen.Jede Aktivität, die alle Regeln erfüllt, wird ausgeführt. Da zu jedem Zeitschrittfür jede Aktivität geprüft werden muss, ob eine Aktivität ausgeführt werden kann,
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neigt dieser Ansatz zu einer eher schlechten Laufzeit. Aus diesem Grund wird derreine Activity-scanning-Ansatz um Elemente des Event-scheduling/time-advance-Algorithmus erweitert. Im Wesentlichen will man damit die regelbasierte Entschei-dung, ob eine Aktivität begonnen werden kann beibehalten, jedoch die Häufigkeitder Regelprüfungen durch die Verwendung dynamischer Zeitschritte reduzieren.Weiterhin werden Ereignisse als Aktivitäten mit einer Ausführungsdauer von 0Zeiteinheiten aufgefasst und Aktivitäten werden in zwei Kategorien unterteilt:B-Aktivitäten: Verpflichtend durchzuführende Aktivitäten, wie exogene Er-eignisse und unbedingte Aktivitäten,
C-Aktivitäten: Bedingte Aktivitäten oder Ereignisse, deren Ausführung vonder Erfüllung einer oder mehrerer Regeln abhängt.Der daraus resultierende Three-phase-Algorithmus kann wie folgt beschriebenwerden:Phase 1: Entferne die nächstfolgende Ereignisankündigung aus der ZELund setze Zeitschrittzähler auf die Zeit dieser Ereignisankündi-gung. Entferne außerdem alle weiteren Ereignisankündigungen mitderselben Auslösezeit,
Phase 2: Löse alle B-Typ-Ereignisse aus, die aus der ZEL entfernt wurden,
Phase 3: Suche die Regeln, welche die C-Typ-Aktivitäten auslösen und ak-tiviere jede, die alle Regeln erfüllt. Wiederhole diese letzte Phasesolange bis keine weitere C-Typ-Aktivität mehr begonnen und keinEreignis ausgelöst wird.Die in diesem Abschnitt zusammengefassten Konzepte beschreiben mehrere An-sätze zur Durchführung der Simulation, die sich hinsichtlich der unterschiedlichenSteuerung des Zeitfortschritts voneinander abgrenzen lassen. Grundlegend kris-tallisiert sich ein dynamisches Zeitinkrement, auf Basis einer Liste mit zukünftiggeplanten Ereignissen, als beste Steuerungsmöglichkeit heraus. Die Bevorzugungeiner Entscheidung, ob Aktivitäten durch Prozessinteraktionen oder durch die Erfül-lung der Regeln eines Regelsatzes ausgelöst werden, ist dagegen nicht eindeutig.In Bezug auf die Anwendung für die Simulation von Geschäftsprozessen auf Basiskonzeptueller Geschäftsprozessmodelle hängt diese Entscheidung von mehrerenFaktoren ab (Abschnitt 1.1.4 und Abschnitt 1.2). Wie in [22, S. 116] angedeutetwird, lassen sich die meisten, imperativen Simulationsmodelle auf den Process-interaction-Ansatz abbilden. Der Activity-scanning- oder der Three-phase-Ansatzist aufgrund des jeweils deklarativen Charakters für die Abbildung von Simulati-onsproblemen auf Basis deklarativer Prozessmodelle prädestiniert.
3.2.3 Mathematische Modelle und Zufallsvariablen
Im vorangegangenen Abschnitt werden im Rahmen der Simulationsdurchführungmehrere Berechnungen durchgeführt. Diese umfassen vor allem die Dauer von Ak-tivitäten und die Ankunftsrate exogener Ereignisse, wie beispielsweise von Starter-eignissen. Aber auch die Anzahl verfügbarer Ressourcen und die initiale Belegung
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der Zustandsvariablen muss ermittelt werden. Aus diesem Grund beschäftigt sichdieser Abschnitt überblicksweise mit mathematischen und statistischen Modellenzur Berechnung dieser Parameter. Um eine Simulationsdurchführung realitätsnäherzu gestalten, werden komplexe Zusammenhänge mittels Zufallszahlen modelliert,welche auf einer passenden Häufigkeitsverteilung basieren.
Definition 3.1 (Diskrete Zufallsvariable).
X ∈ Rx und Rx = {x1, x2, ..., xi}, i = 1, 2, ... (8)
Dann gilt für jedes xi ∈ Rx die Wahrscheinlichkeit p(xi) = P(X = xi), dassdie Zufallsvariable mit xi belegt wird. Für jedes p(xi) muss gelten:
p(xi) > 0, für alle i (9)
∑∞
i=1
p (xi) = 1 (10)
Zufallsvariablen können diskret oder kontinuierlich sein. Eine Zufallsvariable Diskrete vs.kontinuierlicheZufallsvariablenX ist diskret, wenn die Anzahl ihrer möglichen Werte entweder finit oder zähl-bar unendlich ist. Nicht alle Werte in X müssen in jedem Simulationskontextrealistisch sein. Aus diesem Grund gilt, dass für jeden Wert in X die Wahrschein-lichkeit auch 0 sein kann. Die Summe der Wahrscheinlichkeiten aller diskretenBelegungen der Zufallsvariable muss 1 ergeben (Gleichung 10). Ein Beispiel füreine diskrete Zufallsvariable ist die Anzahl der täglich ankommenden Briefe imvorherig verwendeten Brieftransportsystem-Beispiel.
Definition 3.2 (Kontinuierliche Zufallsvariable).




Die Funktion f(x) bezeichnet hier die sogenannte Wahrscheinlichkeitsdichtefunk-tion (WDF) der Zufallsvariable X und erfüllt folgende Bedingungen:
f(x) > 0, für alle x ∈ Rx (12)
∫
Rx
f (x)dx = 1 (13)
f(x) = 0,wenn x /∈ Rx (14)
Wenn der Wertebereich von X dagegen durch ein Intervall oder eine Menge vonIntervallen definiert ist, handelt es sich um eine kontinuierliche Zufallsvariable. Da-mit kann die Wahrscheinlichkeit, dass X im Intervall [a,b] liegt, mit Gleichung 11
66 grundlagen
angegeben werden. Auch für kontinuierliche Zufallsvariablen gilt, dass jeder gültigeWert mit einer nicht-negativen Wahrscheinlichkeit als Belegung für X selektiertwird (Gleichung 12). Die Wahrscheinlichkeit, dass x ∈ Rx gilt ist 1. Wenn xkein Wert aus Rx ist, dann ist seine Wahrscheinlichkeit 0 (Konsequenzen ausGleichung 13 und Gleichung 14). Ein Beispiel für eine kontinuierliche Zufallsva-riable ist die Lebensdauer der Transportmittel im Brieftransportsystem. Die Wertedieser Zufallsvariable können beispielsweise mittels einer Exponentialverteilungerrechnet werden.Die Belegung einer Zufallsvariable mit einem konkreten Wert zum Zeitpunktder Simulationsdurchführung kann manuell erfolgen. Häufig kann, besonders bezüg-lich exogener Ereignisse, lediglich symptomatisch beobachtet werden, in welcherHäufigkeit und Frequenz diese Ereignisse auftreten. Zudem sind exogene Ereig-nisse per Definition nicht Teil des modellierten Systems. Aus diesem Grund wirddie erkannte Symptomatik häufig mittels Wahrscheinlichkeitsverteilungen approxi-Wahrscheinlichkeits-verteilungen miert [2, 22]. Das bedeutet beispielsweise, dass nicht bekannt ist, welche Faktorenund welche Regeln die Ankunft von Briefen im Brieftransportsystem kontrollieren.Dafür ist jedoch durch Beobachtung bekannt, wie viele Briefe im Durchschnitt täg-lich auf den Versandweg gebracht werden und wie groß die Schwankungen sind.Das bedeutet, dass für die Belegung der Zufallsvariablen des modellierten Systemseine Zufallszahl gemäß einer gewünschten Wahrscheinlichkeitsverteilung generiertZufallszahl werden kann. Da Computer deterministisch sind, ist die generierte Zahl immer ei-ne sogenannte Pseudo-Zufallszahl. Sogenannte Zufallsgeneratoren errechnen aufZufallsgeneratoren Basis unterschiedlicher Startwerte unterschiedliche Pseudo-Zufallszahlen. DieseStartwerte können entweder automatisch, beispielsweise in Form des Systemtakts,oder manuell durch eine Nutzereingabe ermittelt werden. Um die Wiederholbar-keit eines Simulationsexperiments sicherzustellen, sollte der Startwert manuellangegeben werden [2].In den seltensten Fällen kann für die Generierung der benötigten Zufallszahleneine Gleichverteilung angenommen werden [22]. Aus diesem Grund greift man aufverschiedene Wahrscheinlichkeitsverteilungen zurück. Eine Auswahl der gebräuch-lichsten Verteilungen sind in Tabelle 3.3 dargestellt, klassifiziert nach kontinuier-lichen und diskreten Wertebereichen.Die Tabelle stellt kontinuierliche und diskrete Verteilungen hinsichtlich ih-res Wertebereichs und der zugehörigen Wahrscheinlichkeitsfunktionen respektive-dichtefunktionen dar. Für diskrete Verteilungen kann die Wahrscheinlichkeit, dassdie Zufallsvariable X den Wert xi annimmt (also P (X = xi)), berechnet wer-den. Bei kontinuierlichen Verteilungen gilt für jedes xi die Wahrscheinlichkeit
P (X = xi) = 0. Grund ist das kontinuierliche Spektrum und die dadurch un-begrenzte Anzahl an Werten des Wertebereichs. Aus diesem Grund greift manfür kontinuierliche Verteilungen auf sogenannte Wahrscheinlichkeitsdichtefunktio-nen zurück. Diese geben an, wie wahrscheinlich die Zufallsvariable X einen WertWahrscheinlichkeits-dichtefunktionen von maximal xi annimmt. Ergänzend sind auch der Erwartungs- oder Mittelwert(E(X)) sowie die Varianz (Var(X)), welche sich aus der Standardabweichungvom Mittelwert ableitet, aufgeführt.Die Wahl einer passenden Verteilung hängt vom Betrachtungsgegenstand ab.Generell können auf Grundlage von Beobachtungswerten mittels der sogenannten
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Verteilung Wertebereich Wahrscheinlichkeit E(X) Var(X)Kontinuierliche Wahrscheinlichkeitsdichtefunktionen: fX (x)Gleich(a < b) a 6 x 6 b 1b−a a+b2 (b−a)212Exponential(λ > 0) x > 0 λe−λx 1λ 1λStandard-Normal(µ ∈ R;σ > 0) x ∈ R 1√2piσ2 e−(x−µ)22σ2 µ σ2Gamma(r, λ > 0) x > 0 λ(λx)σ−1e−λxΓ(r) rλ rλ2Erlang(λ > 0, r ∈ {1, 2, ...}) x > 0 λ(λx)σ−1e−λx(r−1)! rλ rλ2
Dreiecks(a < b;a 6 c 6 b) a 6 x 6 b

0 x < a
2(x−a)
(b−a)(c−a) a 6 x 6 c
2
b−a x = c
2(b−x)
(b−a)(b−c) c < x 6 b












Beta(a < b; r, s > 0) a 6 x 6 b 1b−a Γ(r+s)Γ(r)Γ(s) (x−ab−a)r−1 (b−xb−a)s−1 a+ (b− a) rb−a rs(b−a)2(r+s)2(r+s+1)Diskrete Wahrscheinlichkeitsfunktionen: P (X = xi)Bernoulli(0 6 p 6 1) xi ∈ {0, 1}
1− p xi = 0
p xi = 1
p p(1− p)





pxi(1− p)n−xi np np (1− p)
Geometrische(0 6 p 6 1) xi ∈ {1, 2, ...} p(1− p)xi−1 1p 1−pp2Homogene(a < b) xi ∈ {a, ...,b} 1(b−a)+1 a+b2 (b−a)((b−a)+2)12Poisson(λ > 0) xi ∈ {0, 1, ...} λk!k! e−λ λ λ
Tabelle 3.3: Kontinuierliche und diskrete Wahrscheinlichkeitsverteilungen
Ausgleichsrechnung [138] die unbekannten Parameter für eine gegebene Funktion Ausgleichsrechnunggeschätzt werden. Beispiele für oft verwendete Methoden der Ausgleichsrechnungsind Regressionanalysen und Fitting. Standardmäßig wird im Falle der Regres-sionsanalyse die Methode der kleinsten Quadrate [22] eingesetzt. Grundsätzlichmuss also eine Idee existieren, welcher Typ der Wahrscheinlichkeitsverteilungendie beobachteten Daten am besten beschreiben kann. Für die EreignisorientierteSimulation existieren hierfür bereits Erfahrungswerte [2].Der Ankunftsprozess exogener Startereignisse wird häufig mittels einer Negativ- Ankunftsprozess undNegativ-Exponential-verteilungExponentialverteilung modelliert. Wenn die Startereignisse sequentiell eintreten,der Eintrittszeitpunkt des ersten Startereignisses keinen Einfluss auf die Verteilunghat und das Eintreten früherer Startereignisse das Eintreten späterer Startereignis-se in keiner Form beeinflusst, spricht man auch vom sogenannten Poissonprozess. PoissonprozessEine Dauer wird hingegen meist mittels einer Normal- oder einer Betaver-teilung approximiert. Die Standard-Normalverteilung ist zwar ein sehr weit ver- Standard-Normalverteilungbreitetes und vergleichsweise einfaches Modell, birgt jedoch die Gefahr, dassdie zugehörige Zufallsvariable auch negative Werte annehmen kann (Tabelle 3.3).In [2] wird vorgeschlagen, eine Standard-Normalverteilung ausschließlich dannfür die Modellierung einer Dauer zu verwenden, wenn die Wahrscheinlichkeit,dass die entsprechende Zufallsvariable negative Werte annimmt, sehr gering ist.Mit E(X) − 2√Var(X) < 0 wird auch eine Faustregel angegeben, wann die
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Standard-Normalverteilung nicht verwendet werden sollte. Alternativ könnte auch,falls ein negativer Wert generiert wird, solange ein neuer Wert erzeugt werden,bis dieser positiv ist. Das würde aber den Mittelwert und die Varianz der Vertei-lung beeinflussen, sodass dieses Mittel nicht empfohlen wird. Die BetaverteilungBetaverteilung ist besonders für Fälle geeignet, bei denen die Zufallsvariable eine klare unte-re und obere Grenze aufweisen. Die Betaverteilung ist, durch die Parameter aund b auf den Wertebereich a 6 xi 6 b und damit auf ein finites Intervallbeschränkt. Ein Vorteil der Betaverteilung ist, dass mittels der Parameter r und ssehr unterschiedliche Funktionen gestaltet werden können.Die Entscheidung, welche der Verteilungen am besten geeignet ist, ist nurfür den individuellen Fall möglich. Aus diesem Grund wird von einer detailliertenBeschreibung aller möglichen Verteilungstypen abgesehen. Der aktuelle Abschnittsoll damit lediglich zeigen, dass mit statistischen Mitteln Verhalten modelliert wer-den kann, welches von Unsicherheitsfaktoren betroffen ist. Die meisten Prozessemüssen flexibel auf schwer oder gänzlich nicht zu kontrollierende exogene Einflüssereagieren, weswegen Verfahren zur Simulation derselben von Wahrscheinlichkeits-verteilungen Gebrauch machen. Das ermöglicht die Modellierung des Beobachte-ten, ohne die Ursachen vollständig analysieren zu müssen.
3.2.4 Verifikation und Validierung von Simulationsmodellen
Im Verlauf der Entwicklung des Simulationsmodells muss der Modellentwicklermehrere Entscheidungen treffen. Dazu zählen einerseits die Abgrenzung des zuanalysierenden Systems vom Systemumfeld und die Modellierung der Abhängig-keiten innerhalb des Systems als auch die Auswahl geeigneter statistischer Mittelfür die Berücksichtigung von Unsicherheitsfaktoren, inklusive einer geeignetenParametrierung. Das Simulationsmodell soll dazu verwendet werden, das System-verhalten unter bestimmten Rahmenbedingungen zu beobachten. Aus diesen Beob-achtungen sollen sich Schlussfolgerungen ableiten lassen, unter welchen Bedin-gungen jeweils ein zweckmäßig günstiges oder ungünstiges Verhalten des realenSystems zu erwarten ist. Um auf diese Erkenntnisse vertrauen zu können, ist einValidierungs- und Verifikationsprozess erforderlich [22], der die Korrektheit des Si-Korrektheit desSimulationsmodells mulationsmodells aus zumindest zwei Perspektiven analysiert. Die Abgrenzung vonValidierung zu Verifikation lässt sich im aktuellen Kontext wie folgt beschreiben(nach [22], ISO DIN 9001:2008 [81] und ANSI/IEEE-Std 1012-2016 [80]):
• Die Verifikation beschäftigt sich mit der Prüfung, ob das Modell korrektVerifikation konstruiert wurde. Hierbei spielt besonders die Richtigkeit der Abbildungvom konzeptuellen Modell auf das Simulationsmodell eine zentrale Rolle.Auch die Korrektheit der Eingabeparamater ist Gegenstand der Verifikationdes Simulationsmodells.
• Die Validierung beschäftigt sich mit der Prüfung, ob das korrekte ModellValidierung konstruiert wurde. Zentraler Gegenstand ist folglich die Analyse, wie akkuratdas reale System im Simulationsmodell abgebildet ist. Diese Analyse wirdmeist auf Basis des Vergleichs des realen System- mit dem Modellverhaltenwährend der Simulation umgesetzt.
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Abbildung 3.7 gibt einen Überblick über die Einbettung von Verifikation und Va-lidierung in den Modellierungsprozess der Ereignisorientierten Simulation.
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Abbildung 3.7: Modellierungsprozess der Ereignisorientierten Simulation (Quelle: [22])
Der Modellierungsprozess des Simulationsmodells besteht im Wesentlichen aus ModellierungsprozessdesSimulationsmodellsdrei Schritten. Im ersten Schritt wird das reale System beobachtet, wobei Infor-mationen über die miteinander interagierenden Komponenten und deren Daten-austausch erfasst werden. Diese Beobachtungen werden üblicherweise mittels In-terviews und Diskussionsrunden mit Menschen, die mit dem System vertraut sind,aufgenommen oder ergänzt. Im zweiten Schritt wird ein konzeptuelles Modell er-stellt, welches im Wesentlichen eine Sammlung von Annahmen über Komponenten,Struktur und Eingabeparametrierungen des realen Systems beinhaltet. Aus die-sem konzeptuellen Modell wird im dritten und letzten Schritt ein ausführbaresModell abgeleitet, welches dann in der Regel in einem Format vorliegt, welchesfür ein konkretes Simulationssystem spezifisch ist. Damit sind starke Parallelenzu den ersten drei Schritten des Prozesslebenszyklus (Abbildung 1.1) zu erken-nen. Hier sind die Ergebnisse der einzelnen Schritte Ansatzpunkte eines iterativenValidierungs- und Verifikationsprozesses.Da sich die Verwendung der Ereignisorientierten Simulation in der vorliegen-den Arbeit auf die Generierung beispielhafter Prozessausführungsspuren für eingegebenes Prozessmodell bezieht, beschränkt sich der aktuelle Abschnitt auf dieMethoden, die sicherstellen, dass die Abbildung des konzeptuellen auf ein ausführ-bares Modell korrekt ist. Grundlegend bedeutet dies, dass sich das konzeptuell undmeist abstrakt modellierte Systemverhalten im operativen Verhalten des ausführ-baren Simulationsmodells widerspiegeln muss. Wie in Abbildung 3.7 dargestelltist, handelt es sich bei diesen Untersuchungen um den Verifikationsteil des Prüf-prozesses.Für den Verifikationsprozess werden in [22] acht allgemeine Vorschläge angege- AllgemeineEmpfehlungen fürBestandteile derVerifikationben. Da für die vorliegende Arbeit immer ein bereits existierendes konzeptuellesProzessmodell als Ausgangspunkt dient, wird folglich davon ausgegangen, dassdieses das reale System zweckgemäß und im gewünschten Umfang akkurat abbil-det. Damit reduzieren sich die anwendbaren Vorschläge auf die folgenden:
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1. Kontrolle des Modells durch einen Experten für die verwendete Simulati-onssoftware,
2. Untersuchen der Ausgaben des Modells in Abhängigkeit von den Eingabe-parametern,
3. Ausgabe der Eingabeparameter am Ende der Simulation, um eine Verände-rung gegenüber der ursprünglichen Eingabe auszuschließen,
4. Detaillierte Dokumentation jedes Bestandteils des Simulationsmodells,
5. Bereitstellen eines interaktiven Debuggers, um Fehler während der Simu-lationsdurchführung zu erkennen,
6. Bereitstellung einer grafischen Schnittstelle für das Simulationsmodell.
Diese Empfehlungen sind einerseits allgemein genug, um auch in der Domäneder Geschäftsprozessmodellierung Gültigkeit zu besitzen. Andererseits sind sie zuallgemein, um von Verifikationsmethoden zu sprechen. Aus diesem Grund werdendiese Empfehlungen im Evaluationsteil der vorliegenden Arbeit erneut aufgegriffenund auf die Prozessdomäne angepasst.In diesem Abschnitt wird der Validierungs- und Verifikationsprozess für Simu-lationsmodelle in groben Zügen vorgestellt. Die vorliegende Arbeit beschränktsich dabei auf den Verifikationsteil, welcher die Überprüfung der Korrektheit derAbbildung zwischen konzeptuellem und ausführbarem Modell beinhaltet. Eine we-sentliche Erkenntnis aus der Literatur ist, dass für die Verifikation Ereignisorien-tierter Simulationsmodelle vergleichsweise wenige konkrete, statistische Verfahrenbekannt sind.
3.2.5 Ereignisbasierte Simulation im Prozesskontext
Dieser Abschnitt beschreibt die Simulation von imperativ oder deklarativ modellier-ten Prozessen auf Basis des Prinzips der Ereignisorientierten Simulation. Aus derProzessdomäne wird hier vor allem eine Vorgehensweise zur Erzeugung von Si-mulationsmodellen sowie die Rolle von Zufallsvariablen für die Approximation desrealen Prozessverhaltens diskutiert. Die allgemeine Vorgehensweise wird dabeiauf die Generierung künstlicher Prozessausführungsspuren ausgerichtet, die einer-seits zur Erfüllung von Anforderung A2 und andererseits von dem in Kapitel 2skizzierten induktiven Translationsansatz für Prozessmodelle benötigt werden. Da-mit gehören Teile der nachfolgenden Beschreibung zum Beitrag der vorliegendenArbeit. Diese Teile basieren auf den Grundlagen der Prozesssimulation nach [2].Zur Abgrenzung von diesen grundlegenden Simulationskonzepten werden Simula-tionsansätze, welche auf die Generierung von Prozessausführungsspuren fokussiertsind, in allen nachfolgenden Abschnitten und Kapiteln Spurgeneratoren genannt.Spurgeneratoren Die Simulation von Prozessen unter der Nutzung von Rechnersystemen ist be-reits im Zweiten Weltkrieg in Form der Monte-Carlo-Simulation bekannt gewor-Monte-Carlo-Simulation den. Auch wenn die analytische Fragestellung sich auf die Auswirkungen atoma-rer Explosionen bezog, gab es starke Parallelen zur statistischen Simulation der



















Abbildung 3.8: Allgemeine Phasen der Prozesssimulation (basierend auf: [2])
Gewinnchancen bei bestimmten Kartenspielen und unter bestimmten Rahmenpara-metrierungen. Später fanden sich im Finanzbereich, in der Telekommunikation, derLogistik und der Organisation von Arbeitsabläufen weitere Anwendungen für dieMonte-Carlo-Simulation. Daher ist es nicht verwunderlich, dass die Simulationauch eine der am weitesten verbreiteten und am besten unterstützten Analysetech-niken im Bereich des Geschäftsprozessmanagements darstellt [2].Die Simulation von Prozessmodellen ist traditionell ein Instrument der modell-basierten Analyse in der Designphase des Prozesslebenszyklus (Abbildung 1.1).Das in Abbildung 3.8 dargestellte allgemeine Vorgehen zur Simulation von Prozes- VorgehensmodellProzesssimulationsen umfasst sechs Phasen und erinnert an ein um iterative Elemente erweitertesWasserfallmodell. Das Originalmodell aus [2] wird modifiziert, um dem Ziel derSpurgenerierung zu entsprechen.Beginnend mit der Problembeschreibungsphase werden zunächst die Ziele und Problembeschrei-bungsphaseder Untersuchungsrahmen der Simulationsstudie festgelegt. Dies definiert einer-seits die Inhalte des Simulationsmodells und andererseits die Fragestellungen, diemit selbigem beantwortet werden sollen. In der vorliegenden Arbeit ist das Ziel derSimulation die Erzeugung einer Menge beispielhafter Prozessausführungspuren.Fragestellungen können hier beispielsweise in folgender Form auftreten: „Welchemöglichen Pfade durch den Prozess verbleiben, wenn mit den Aktivitäten X, Y undZ begonnen wird.“ Die generierten Prozessausführungsspuren können dann bei-spielsweise zum Verbessern des Prozessverständnisses eingesetzt werden (vgl.A2).In der sich anschließenden Modellierungsphase wird ein konzeptuelles Modell Modellierungsphaseerzeugt, welches Entitäten und Relationen zwischen diesen beinhaltet. Das sindin dem bereits früher beschriebenen Dienstreiseprozess (Abschnitt 3.1.5) beispiels-weise Mitarbeiter aber auch der Antrag. Ein konzeptuelles Prozessmodell kannhier entweder direkt als Simulationsmodell verwendet werden oder zumindest alsGrundlage zu dessen Erstellung dienen. Meist sind von der Prozessabbildung un-abhängige Parameter – wie beispielsweise die Anzahl der Ressourcen pro Rolle– nicht Teil des konzeptuellen Prozessmodells. Diese Prozessparameter müssenfür die Simulation ebenfalls bestimmt und mit entsprechenden Werten belegt wer-den. Zusätzlich zum Prozess selbst muss auch die Umgebung des modelliertenSystems – hier die Umgebung eines Prozesses – für den gewählten Untersu-
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chungsrahmen modelliert werden (Abschnitt 3.2.1). Zur Prozessumgebung gehörenhier beispielsweise Ankunftsraten für neue Prozessinstanzen und die Frequenz desAuftretens exogener Ereignisse. Auch die zu erfassenden Kennzahlen (engl. KeyPerformance Indicator (KPI)) müssen festgelegt werden. Sie dienen als Grundla-KPIs ge für die Beantwortung der im vorherigen Schritt identifizierten Fragestellungen.Eine häufig analysierte KPI ist die durchschnittliche Durchlaufzeit durch Pro-zessinstanzen. Grundsätzlich kann die Modellierungsphase Widersprüche in derProblemdefinition und weitere interessante Fragestellungen aufdecken, weswegenoft eine Wiederholung der Problembeschreibungsphase notwendig ist.Spurgeneratoren gehen von einem existierenden konzeptuellen Prozessmodellaus. Folglich entfällt der Teil der Modellierungsphase, in welcher der zu simulie-rende Prozess beschrieben wird. Die Parameter des Prozesses müssen hingegenauch in diesem Verwendungskontext modelliert werden. In [2] wird eine obligato-rische Grundmenge an Konfigurationsparametern vorgeschlagen. Diese werden imspäteren Verlauf des aktuellen Abschnitts kurz vorgestellt und es wird begründet,warum Parameter der Prozessumgebung in diesem Kontext irrelevant sind.Die Realisierungsphase überführt ein konzeptuelles in ein ausführbares Simu-Realisierungsphase lationsmodell und ähnelt folglich der Konfigurations- und Implementierungsphasedes Prozesslebenszyklus (Abbildung 1.1). Je nach gewählter Simulationssoftwarewerden ausführbare Modelle auf unterschiedliche Art abgeleitet. Entweder erfolgtdie Definition des konzeptuellen Modells und seiner Implementierung im selbenArbeitsschritt oder die Software ist selbst in der Lage, aus dem konzeptuellenModell eine ausführbare Form abzuleiten. In jedem Fall ist abschließend einekorrekte Parametrierung des ausführbaren Modells und gegebenenfalls auch derSimulationssoftware notwendig. Diese wird üblicherweise ebenfalls aus dem kon-zeptuellen Simulationsmodell abgeleitet. Die Realisierungsphase ist im klassischenSimulationskontext, besonders aber für die Generierung künstlicher Prozessausfüh-rungsspuren von großer Bedeutung.Wie bereits in Abschnitt 3.2.4 dargelegt, ist die Erstellung von ausführbaren Si-mulationsmodellen potentiell fehlerbehaftet. Konsequenterweise schließt sich auchin der Prozesssimulation eine Validierungs- und Verifikationsphase an. Die Verifi-kation prüft dabei die intrinsische und die Validierung die extrinsische Korrektheitdes Modells. Innerhalb der Verifikation wird also analysiert, in wie fern das Modelleine in sich fehlerhafte „Programmierung“ oder widersprüchliche Parametrierungaufweist. Auch die Prüfung der Robustheit bei der Simulation von Extremsituatio-nen ist Teil der Verifikation. Dazu können beispielsweise sogenannte Stresstestsverwendet werden. Im Validierungsteil wird hingegen das Verhalten des ausführba-ren Simulationsmodells mit dem Verhalten des realen Prozesses – beispielsweiseauf Basis historischer Prozessaufzeichnungen – verglichen. Da für die Generierungkünstlicher Ausführungsspuren ein – in der Annahme korrektes – konzeptuellesProzessmodell als Ausgangspunkt dient, entfällt hier eine Validierung. Es wirddemnach von einem extrinsisch korrekten Prozessmodell ausgegangen. Daher bein-haltet diese Phase ausschließlich die Verifikation der Abbildung des konzeptuellenProzessmodells und seiner Parametrierung auf eine ausführbare Repräsentation.So identifizierte modellinterne Fehler und Unstimmigkeiten können eine Anpas-sung des konzeptuellen Modells und sogar der Problemdefinition erfordern.
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the credit card ( f ) are executed (any ordering is allowed, including the concurrent
execution of d, e, and f ). Finally, the car is provided (g). The process instance ter-
minates when place out is marked. Figure 1(b) shows an event log describing some
example traces.
BPMN, EPCs, UML ADs, and many other business process modeling notations
have in common that they all use token-based semantics. Therefore, there are many
techniques and tools to convert Petri nets to BPMN, BPEL, EPCs and UML ADs,
and vice versa. As a result, the core concepts of Petri nets are often used indirectly,
e.g., to enable analysis, to enact models, and to clarify semantics. For example,
Figure 1(c) shows the same control-flow modeled using the Business Process Mod-
eling Notation (BPMN). BPMN uses activities, events, and gateways to model the
control-flow. In Figure 1(c) two types of gateways are used: exclusive gateways
are used to model XOR-splits and joins and parallel gateways are used to model
AND-splits and joins. BPMN also supports other types of gateways corresponding
to inclusive OR-splits and joins, deferred choices, etc. [14, 17, 35]. Event-driven
Process Chains (EPCs) use functions, events, and connectors to model the control-
flow (cf. Figure 1(d)). Connectors in EPCs are similar to gateways in BPMN. There
are OR, XOR, and AND connectors. Events in EPCs are similar to places in Petri
nets. Just like places and transitions in a Petri net, events and functions need to al-
ternate along any path in an EPC. However, events cannot have multiple successor
nodes, thus making it impossible to model deferred choices [17]. UML Activity Dia-
grams (UML ADs) – not shown in Figure 1 – are similar to BPMN and EPCs when
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Fig. 2 Information required for business process simulation. This information is not needed for
enactment (using for example a BPM/WFM system), but needs to be added for simulation.
Abbildung 3.9: Parameter der Prozesssimulation (Quelle: [2])
Nachdem das ausführbare Simulationsmodell schließlich verifiziert und im Kon-text der Spurgenerierung per Festlegung als valide eingestuft ist, können in derExperimentierphase Messungen des Prozessverhaltens für die gewählte Parame- Experimentierphasetrierung vorgenommen werden. Um so effizient wie möglich vertrauenswürdigeSimulationsergebnisse zu erhalten, muss hier die notwendige Anzahl an Simula-tionsdurchläufen sorgfältig abgewogen werden. Die Durchführung der Simulationbeinhaltet (Abschnitt 3.2.2) die Generierung einer künstlichen Ausführungshistoriedes jeweiligen Prozesses. Länge und Anzahl der darin enthaltenen Prozessausfüh-rungsspuren müssen demnach auch in diesem Kontext festgelegt werden.In der Interpretationsphase erfolgt die Beurteilung der Simulationsergebnisse, Interpretationsphasedie in Form von Messwerten für die gewählten KPIs vorliegen. Da diese Messun-gen immer von der jeweiligen Parametrierung des Modells und der Anzahl derSimulationsdurchläufe abhängig sind, muss für jede KPI ein Konfidenzintervallangegeben werden. Weiterhin dienen auch die KPIs meist nur als Grundlage füreine anschließende Beantwortung der in der Problemdefinitionsphase identifizier-ten Fragestellungen. Mit den Konfidenzintervallen kann zudem angegeben werden,als wie vertrauenswürdig die jeweiligen Antworten einzuschätzen sind. Das Ergeb-nis der Interpretationsphase ist in klassischen Simulationsszenarien ein Berichtmit auf die Fragestellungen bezogenen Statistiken und Analyseergebnissen.Für die Spurgenerierung entfällt diese Phase vollständig, da die gewünschtenErgebnisse hier die aufgezeichneten Prozessausführungsspuren selbst sind. DerenInterpretation ist nicht mehr Teil der Simulation, kann aber beispielsweise mittelsgeeigneter Process-Mining-Werkzeuge nachträglich vorgenommen werden.In der Realisierungsphase ist die Übertragung der Simulationsparametrierungauf das ausführbare Modell und auf die Simulations-Software eine der Hauptauf-gaben. Alle bisher genannten Parameter sind relevant. In [2] wird die in Abbil-dung 3.9 dargestellte Menge an Simulationsparametern als obligatorisch eingestuft.Es wird aber auch argumentiert, dass diese Parameter in der Regel nicht ausrei-chen. Im Folgenden werden diese Parameter sowohl kurz beschrieben, als auchhinsichtlich ihrer Relevanz im Kontext der Spurgeneratoren bewertet. Ein großer
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Teil der Parameter repräsentiert dynamische, teilweise nicht vorhersehbare unddaher nicht statisch modellierbare Zusammenhänge der Realität. Die Belegungdieser Parameter zum Simulationszeitpunkt erfolgt daher meist auf Basis einesZufallszahlengenerators, welcher Werte entsprechend einer gewünschten Wahr-scheinlichkeitsverteilung erzeugt (Tabelle 3.3). Die in Abbildung 3.9 dargestelltenParameter, die auch im Kontext der Generierung künstlicher Ereignisprotokollerelevant sind, werden in [2] wie folgt beschrieben:RelevanteSimulationsparameterfür Spurgeneratoren • Die Auflösung von Kontrollflussentscheidungen basiert im realen Prozessauf Entscheidungen der Prozessbeteiligten, datenbasiert oder auf Basis ei-ner Kombination aus beidem. Diese Entscheidungen werden in der Pro-zesssimulation, wie auch allgemein in der Ereignisorientierten Simulation,mittels Wahrscheinlichkeitsverteilungen modelliert.
• Die Anzahl der Ressourcen pro Rolle entscheidet vor allem über die Zeitvon der Ankunft eines neuen Falls bis zur Beendigung der zugehörigenProzessinstanz, in Abhängigkeit von der Gesamtmenge der zum jeweiligenZeitpunkt aktiven Instanzen. Sind alle Ressourcen belegt, wird der neueFall in eine ebenfalls zu modellierende Warteschlange eingereicht.
Die Auflösung von Kontrollflussentscheidungen ist für Spurgeneratoren von zen-Auflösung vonEntscheidungen traler Bedeutung. Um mit der Simulationsausführung alle möglichen Pfade durchdas Prozessmodell zu erschließen, müssen die Entscheidungspunkte so konfigu-riert sein, dass jede Aktivität des Prozesses mit einer Wahrscheinlichkeit von > 0erreicht werden kann. Anzumerken ist hier, dass dieser Parameter ausschließlichfür Prozessmodelle, welche auf gerichteten Graphen basieren, sowie daraus resul-tierende Simulationsmodelle relevant ist. Für die in [200] vorgestellte deklarativeModellierungssprache DPIL und das in Abschnitt 4.2 vorgestellte Simulationsver-fahren ist er demzufolge irrelevant.Auch die Festlegung der Anzahl der Ressourcen pro Rolle ist wichtig, umFestlegung derRessourcenanzahl während der Simulation zwischen den zwei folgenden Zusammenhängen im Pro-zessmodell unterscheiden zu können. Existiert pro Rolle nur eine Ressource, dannkann nicht zwischen der direkten Zuweisung einer Aktivität zu einer konkretenRessource und der Zuweisung auf Basis der Rolle der Ressource unterschiedenwerden. Dieser Unterschied muss sich jedoch auch in den künstlich erzeugtenProzessausführungsspuren widerspiegeln.Die folgenden Parameter sind für traditionelle Simulationsprojekte notwendig,haben aber keine Relevanz für die in dieser Arbeit fokussierten Spurgeneratoren:IrrelevanteSimulationsparameterfür Spurgeneratoren • Das Modell des Ankunftsprozesses beinhaltet Informationen über die An-kunftsrate neuer Fälle, für die jeweils eine neue Prozessinstanz startet.
• Teilausführungen beschreiben die Mehrfachsimulation eines Prozessaus-schnitts. Die Anzahl dieser Iterationen bestimmt die Präzision des Kon-fidenzintervalls hinsichtlich Vertrauenswürdigkeit der Messung der KPIs.
• Die KPI-Auswahl wird an den spezifischen Fragestellungen des konkretenSimulationsproblems ausgerichtet. Ein Beispiel für einen häufig bestimmtenKPI ist die mittlere Durchlaufzeit einer Prozessinstanz.
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• Die Aktivitätsdauer bestimmt den Abstand zwischen Beginn und Ende derDurchführung einer einzelnen Aktivität.
• Aktivitäten können Anforderungen stellen, die eine Prüfung der Ressource-neignung ermöglichen.
• Für die Zuweisung einer Aktivität zu einer Ressource ist eine Auflösung derRessourcenzuteilung notwendig. Falls mehrere Ressourcen für die Bearbei-tung der jeweiligen Aktivität geeignet sind, muss die Auswahl zusätzlichdurch Regeln oder auf statistischer Basis modelliert werden.
Parameter der Prozessumgebung sind für den Fokus der vorliegenden Arbeit grund- Prozessumgebungnicht im Fokus derSpurgeneratorensätzlich irrelevant. Der Hintergrund ist, dass die künstlich generierten Spuren inden beiden identifizierten Anwendungsfeldern exemplarisch Zusammenhänge imProzessmodell, nicht aber zwischen Prozess und Prozessumgebung aufzeigen sol-len. Zudem sind diese Parameter Einflussgrößen für die Ermittlung bestimmterKPIs. Ziel der Simulationsdurchführung im Kontext der vorliegenden Arbeit istjedoch die Spurgenerierung auf Basis eines konzeptuellen Modells und nicht dieBewertung der Leistungsfähigkeit des Prozesses auf Basis von Kennzahlen. Folg-lich ist auch die Konfiguration des Ankunftsprozesses, von Teilausführungen unddie Dauer der Aktivitäten irrelevant. Ohne eine Auswahl an entsprechenden KPIsbesteht beispielsweise keine Notwendigkeit, die Aktivitätsdauer gezielt festzule-gen. In [2] werden die Anforderungen an und der Auswahlprozess von Ressourcenals Simulationsparameter modelliert, da bestimmte Modellierungssprachen – wiebeispielsweise Petri-Netze – nicht ausdrucksmächtig genug sind, um diese imkonzeptuellen Prozessmodell festzulegen. In der vorliegenden Arbeit sollen jedochlediglich Zusammenhänge aus den künstlichen Ausführungsspuren erkennbar sein,die vom konzeptuellen Prozessmodell vorgegeben sind. Aus diesem Grund sind diezugehörigen Parameter für den aktuellen Kontext irrelevant.Grundsätzlich sind die wenigsten existierenden Simulatoren reine Spurgenera-toren. Aus Untersuchungen im Rahmen unterschiedlicher Projekte mit Industrie-partnern hat sich herausgestellt, dass der Großteil der verwendeten Simulatorenhauptsächlich den traditionellen Simulationsansatz unterstützt und vergleichswei-se wenige eine Ausleitung der intern erzeugten, künstlichen Prozessausführungs- Allgemeiner Mangelan Spurgeneratorenspuren erlauben. Für die im Kontext dieser Arbeit betrachteten Sprachen stehenjedoch entsprechende Werkzeuge zur Verfügung, welche im Implementierungsteilbeschrieben werden. In einigen Fällen müssen für die Verwendung der jeweiligenImplementierung Parameter konfiguriert werden, die im aktuellen Abschnitt fürSpurgeneratoren als irrelevant klassifiziert werden.Eine wesentliche Erkenntnis von Abschnitt 3.2 ist, dass für ein Simulationsvor-haben nicht nur der zu betrachtende Prozess selbst, sondern auch dessen Umge-bung modelliert werden muss. Weiterhin müssen komplexe Abhängigkeiten, wiebeispielsweise menschliche Entscheidungen, im Simulator nachgebildet werden.Sowohl dafür als auch zur Modellierung der Prozessumgebung werden üblicher-weise Zufallsvariablen verwendet. Für den in der vorliegenden Arbeit beschriebe-nen Spurgenerator (Abschnitt 4.2) ist die Prozessumgebung jedoch zweitrangig, dadiese primär die Leistungsfähigkeit, nicht aber die möglichen Ausführungsspureneines Prozesses beeinflussen.
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3.3 ereignisprotokolle für die ausführung von prozessen
Ereignisprotokolle (engl. event logs) sind Aufzeichnungen von Prozessausführun-Ereignisprotokolle gen. Sie können historisch oder künstlich sein. In ersterem Fall werden die Pro-tokolle durch ein oder mehrere IT-Systeme erzeugt, die in die Prozessausführungeingebunden sind oder diese sogar steuern. Künstliche Protokolle werden dagegenentweder manuell zusammengestellt oder, mittels der im vorherigen Abschnitt be-schriebenen Simulationstechniken, automatisiert generiert. Die vorliegende Arbeitbeschäftigt sich ausschließlich mit letzterem Fall. Ein grundlegendes Verständnisdes Konzepts der Ereignisprotokolle ist einerseits für die Interpretation der Ergeb-nisse des später vorgestellten Spurgenerators notwendig. Andererseits dienen sieauch als Transfermedium bei dem ebenfalls später diskutierten Translationsprinzipfür Prozessmodelle.Zunächst wird, für ein besseres Verständnis der Protokollthematik der Zusam-menhang zwischen Prozessausführungsspuren und Ereignisprotokollen beschrieben.Anschließend wird die Gewinnung derartiger Protokolle aus produktiven Daten-quellen und auf künstlicher Basis verglichen. Eine wesentliche Erkenntnis ausdiesem Vergleich ist, dass sich künstliche Ereignisprotokolle für die Verwendungim Translationskontext besser eigenen. Danach werden die Ereignisprotokolle for-mal definiert. Diese Definition dient als Grundlage für die Spezifikation des Meta-Modells für Prozessausführungsspuren im Rahmen der später vorgestellten Technikzur Spurgenerierung. In Abschnitt 3.3.4 wird beschrieben, wie Ereignisprotokolle instrukturierter und maschinenlesbarer Form abgelegt werden können. Das dort dis-kutierte Format muss für die praktische Anwendung der im Rahmen dieser Arbeitentwickelten Simulations- und Translationstechniken geläufig sein.
3.3.1 Prozessausführungsspuren und Ereignisprotokolle
Prozessausführungsspuren und Ereignisprotokolle dokumentieren die Ausführungeines Prozesses. Ein Ausschnitt aus einem exemplarischen Ereignisprotokoll istin Tabelle 3.4 dargestellt. Das Protokoll enthält Informationen aus unterschiedli-chen Perspektiven (Beschreibung der Perspektiven in Abschnitt 1.1.2) eines realen,universitären Prozesses zur Abwicklung von Dienstreisen. Der Prozess entsprichtweitestgehend den Vorgaben der Modelle aus Abschnitt 3.1.6. Jedes Ereignispro-tokoll muss eindeutig einem bestimmten Prozess zugeordnet werden können, wasEreignisprotokollbeschreibt genaueinen Prozess jedoch nicht in der Tabelle dargestellt ist. Da in der vorliegenden Arbeit jedochausschließlich künstliche, mittels Simulation erzeugte Protokolle betrachtet werden,können über das entsprechende Simulationsmodell Rückschlüsse auf den zugrun-deliegenden Prozess gezogen werden.Ein Ereignisprotokoll beinhaltet Ereignisse (Zeilen in Tabelle 3.4), wobei sichjedes auf die Ausführung genau einer Aktivität bezieht. Jedes der Ereignisse istgenau einer Prozessinstanz – in der Literatur auch als Fall (engl. case) bezeichnetProzessinstanz – zugeordnet. Wie auch aus der ersten Spalte von links in Tabelle 3.4 ersichtlichwird, werden die einzelnen Fälle anhand eindeutiger Bezeichner (engl. case ID)unterschieden. Somit sind in der Tabelle die Abwicklungen zweier unterschiedli-cher Dienstreisen auszugsweise festgehalten. Aktivitäten erhalten ebenfalls einen
3.3 ereignisprotokolle für die ausführung von prozessen 77
Fall Zeitstempel Ereignistyp Aktivität Ressource Daten ...LA-Swed2015 2015-05-08T09:18 start Informieren LA - ...2015-05-08T09:47 complete Informieren LA Kostenvoranschlag = 1200 ...2015-05-08T10:01 start Antrag stellen LA - ...
2015-05-08T10:13 complete Antrag stellen LA Antragsstatus = geschrieben,Antrag = /SJ-Rhodos2016.pdf ...2015-05-08T12:47 start Antrag prüfen KH ...2015-05-08T13:08 complete Antrag prüfen KH Antragsstatus = geprüft ...2015-05-10T10:00 start Antrag genehmigen DS - ...2015-05-10T10:22 complete Antrag genehmigen DS Antragsstatus = genehmigt ...2015-05-11T13:58 start Unterkunft buchen LA - ...2015-05-11T14:30 complete Unterkunft buchen LA U-Kosten = 420 ...2015-05-11T09:33 start Reisedokumente zusammenstellen KH - ...
2015-05-11T09:50 complete Reisedokumente zusammenstellen KH Antragsstatus = archiviert,Fixkosten = 1147 ...SJ-Rhodos2016 2016-10-13T15:34 start Informieren SJ - ...2016-10-13T15:51 complete Informieren SJ Kostenvoranschlag = 1500 ...2016-10-14T09:08 start Antrag stellen SJ - ...2016-10-14T09:20 complete Antrag stellen SJ Antragsstatus = geschrieben ...2016-10-14T12:50 start Antrag prüfen KH ...2016-10-14T13:15 complete Antrag prüfen KH Antragsstatus = geprüft ...2016-10-15T07:40 start Unterkunft buchen SJ ...2016-10-15T07:55 complete Unterkunft buchen SJ U-Kosten = 480 ...2016-10-16T13:59 start Antrag genehmigen DS - ...2016-10-16T14:25 complete Antrag genehmigen DS Antragsstatus = genehmigt ...2016-10-17T10:12 start Reisedokumente zusammenstellen KH - ...
2016-10-17T10:24 complete Reisedokumente zusammenstellen KH Antragsstatus = archiviert,Fixkosten = 1420 ...... ... ... ... ... ... ...
Tabelle 3.4: Ereignisprotokoll für realen Prozess der Dienstreiseabwicklung
eindeutigen Bezeichner, um einzelne Schritte des Prozesses voneinander unter-scheiden zu können. Auch für Ereignisse kann es wichtig sein, sie anhand vonIDs voneinander zu unterscheiden. Zwar ist auch ein Zeitstempel4 ein typischesAttribut von Ereignissen in Ereignisprotokollen, wenn ein Ausführungssystem aberNebenläufigkeit , also die parallele Bearbeitung von Aktivitäten erlaubt, ist dieser Problematik derNebenläufigkeitZeitstempel nicht immer eindeutig. Das wird dann zum Problem, wenn zwischenStart und Beendigung einer Aktivität unterschieden wird und Aktivitäten zusätzlichwiederholt werden können. Grund ist, dass mit diesen Möglichkeiten eine Aufga-be mehrfach begonnen werden kann, bevor sie einmal beendet ist. Damit könnenEreignisse, welche dieselbe Aktivität betreffen, auch mehrfach pro Fall und ver-schränkt im Ereignisprotokoll auftreten. Das ist in Tabelle 3.4 nicht berücksichtigt,weswegen hier von rein sequentieller Ausführung ausgegangen werden müsste.Unter Prozessausführungsspur ist die Aufzeichnung genau eines vollständigen Prozess-ausführungsspurProzessdurchlaufs zu verstehen. Eine Prozessausführungsspur setzt sich aus denAufzeichnungen eines oder mehrerer Ereignisse zusammen. Mehrere Spuren wer-den zu einem Ereignisprotokoll zusammengefasst.Um im späteren Verlauf die Funktionsweise der Simulations- und der Process-Mining-Techniken formalisieren zu können, müssen auch die Begriffe zur Beschrei-bung von Ereignisprotokollen formalisiert werden. Dafür wird auf eine Kombinati-on5 gängiger Notationen zurückgegriffen [17, 161, 176] (Definition 3.3).
4 Das Datumsformat der Zeitstempel in Tabelle 3.4 wird aus Gründen der Übersichtlichkeit vereinfacht.5 In der Literatur werden Ereignisprotokolle meist im Process-Mining-Kontext formal definiert. Da eszum aktuellen Zeitpunkt kein Process-Mining-Verfahren gibt, welches neben der Funktionalen und
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Definition 3.3 (Ereignisprotokolle). Ein Ereignisprotokoll L ist eine Multimenge(Index b) von Prozessausführungsspuren σLi :
L =
{






Jede Prozessausführungsspur ist dabei eine Sequenz von Ereignissen ej aus derMenge aller Ereignisse E des Ereignisprotokolls:
σLi =
〈
e1, ..., e|σLi |
〉
∈ L mit 1 6 i 6 |L| (16)
Diese Sequenz ist eine Totalordnung  aller Ereignisse einer Ausführungsspur:
























Mit le(attrei ) = valei wird nachfolgend beschrieben, dass im Ereignis e derWert für Attribut attrei gleich valei ist. Jedes Ereignis muss mindestens eineneindeutigen Bezeichner id, eine eindeutige Zuordnung zu einer Prozessinstanz
case, einen Typ type, den Namen der ausgeführten Aktivität activity sowieeinen Zeitstempel time aufweisen:




)⇔ (e ∈ σLi ) (21)Die Totalordnung der Ereignisse einer Prozessinstanz wird wie folgt realisiert:
∀16j<k6|σLi |l
ej(timeej) < lek(timeek) (22)
Alle weiteren Attribute beschreiben beliebige, optionale Datenwerte.Ein Ereignisprotokoll ist redundanzfrei, falls jede der enthaltenen Spuren ein-zigartig ist. Das trifft zu, wenn sich jede Spur bezüglich der Totalordnung in min-destens einem Attribut eines Ereignisses von allen anderen Spuren unterscheidet:
∀σLi′σLj ∈ L; i 6= j
∣∣∃em ∈ σLi , en ∈ σLj ∣∣ (em∩en) 6= em∨ (en∩em) 6= en(23)
Ziel des aktuellen Abschnitts ist die formale Definition von Ereignisprotokollenund darin enthaltener Prozessausführungsspuren. Dies dient als Grundlage für diespätere Beschreibung der Simulations- und Process-Mining-Verfahren.
der Verhaltensorientierten auch die Organisatorische und die Datenbezogene Perspektive behandelt,sind auch die einzelnen Definitionen der Ereignisprotokolle entsprechend unvollständig.
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3.3.2 Datenquellen für historische Ereignisprotokolle
Informationssysteme haben die Aufgabe, Informationen zu beschaffen, zu verarbei- Informationssystemeten und gezielt zu verteilen. Eine Unterklasse dieser Systeme, die sogenanntenProzessbewussten Informationssysteme (PBIS) (engl. Process-Aware Information ProzessbewussteInformationssystemeSystems) [6, 60], unterscheidet sich dadurch von allgemeinen Informationssyste-men, dass einerseits der Prozessgedanke den Informationsfluss beeinflusst undandererseits das System selbst Informationen über die Ausführung des zugrunde-liegenden Prozesses sammelt. Damit lassen sich derartige Systeme klar von bei-spielsweise reinen Datenbanksystemen unterscheiden. Wiederum eine Subklasseder PBIS bilden generische PBIS, die explizit durch ein austauschbares Prozess-modell gesteuert werden. Beispiele dafür sind die bereits erwähnten Workflow-und Geschäftsprozess-Management-Systeme. Erstere orientieren sich mehr auf dieProzessautomatisierung, während letztere einen breiteren Fokus aufweisen undsomit, neben der ebenfalls vorhandenen Prozessautomatisierung, zusätzlich einengroßen Teil des in Abbildung 1.1 dargestellten Prozesslebenszyklus unterstützen.Auch ERP6- und CRM-Systeme7 sowie Krankenhausinformationssysteme gehörenzu den PBIS.Alle aktuellen Lösungen aus den genannten Systemklassen protokollieren inmeist heterogen strukturierter und verteilter, dafür aber digitaler und detaillierter Verteilte Ereignispro-tokollierungForm die ausgeführten Aktivitäten [6, S. 32]. Das Spektrum möglicher Datenabla-getypen reicht dabei von einfachen Textdateien und E-Mails über Tabellenkalkula- Vielfältige Formen derDatenablagetionen bis hin zu Datenbanken. Damit ist in der Realität sehr häufig ein größererAufwand einzuplanen, um vollständige Ereignisprotokolle zusammenzustellen. Dieswird zusätzlich erschwert, wenn unternehmensübergreifende Prozesse protokolliertwerden sollen. In diesem Fall müssen die potentiell unterschiedlichen Datensche-mata der einzelnen Unternehmen aufeinander abgebildet werden. Besonders beigrößeren Unternehmen häufen sich zudem riesige Datenmengen an. Damit dieVereinheitlichung und Integration der Daten in einem vertretbaren Rahmen bleibt, ZielorientierteDatenbeschaffungwerden meist nicht alle Daten zusammengetragen, sondern es wird auf Basis ei-ner klaren Definition des Analyseziels und klarer Fragestellungen eine Selektionvorgenommen. Dieses Vorgehen wird auch bereits im Bereich der Business Intel-ligence in sogenannten Data-Warehouse-Anwendungen angewendet. Die aufwen- Business Intelligenceund DataWarehousingdige Datenintegration wird dort im sogenannten ETL-Prozess vorgenommen [71,S. 93 ff.]. Dieser besteht aus den folgenden drei Schritten:1. Extract: Extraktion der Daten aus den verteilten und heterogenen Quellen, ETL-Prozess
2. Transform: Transformation der Daten in ein zielorientiertes Format,
3. Load: Einfügen der Daten in das Data Warehouse.Der Aufwand alle Daten aufzubereiten und damit unterschiedliche Bezeichner,Datumsformate oder Datentypen zu vereinheitlichen sowie Duplikate zu identifi-zieren ist in den meisten Fällen immens [6, S. 143f]. Die Probleme reichen hier von
6 Systeme zur zweckmäßigen Ressourcenplanung in Unternehmen.7 Systeme, die den Kundenkontakt durch Bereitstellung von Kundendaten und Interaktionshistorienerleichtert sowie Verknüpfungen zwischen Kundendaten und davon abhängigen, weiteren Systemenunterstützt.
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vergleichsweise einfachen Vereinheitlichungen hinsichtlich der Groß- und Klein-schreibung über die Transformationen lokalisierter Zeitstempel in ein gemeinsamesDatumsformat bis hin zum Ausgleich von Unterschieden in der Datengranularität.Ein Beispiel für letzteres ist die Vereinheitlichung der Ortsangaben für Sensorauf-zeichnungen, bei denen in einer Datenquelle lediglich die Stadt und in einerzweiten Datenquelle konkrete geografische Koordinaten erfasst werden.Die Datengrundlage kann auch unvollständig oder ungenau sein. Beispielswei-se könnte eine Aktivität in der Realität durchgeführt worden sein, ohne, dass dasInformationssystem diese Durchführung erfasste. Auch die gegenteilige Situationist möglich, in der fälschlicherweise die Durchführung einer Aktivität verzeichnetwird, obwohl dies in der Realität nicht stattfindet. Weiterhin können auch beivollständiger Erfassung aller Aktivitäten die Informationen über diese unvollstän-dig, inkorrekt oder zu unpräzise sein [6, S. 148]. Letzteres tritt besonders in Formvon zu ungenauen Zeitstempeln und anonymisierten, firmenkritischen Informatio-nen auf. Derartige Probleme lassen sich durch eine Analyse der entsprechendenEreignisprotokolle nicht ermitteln. Zwei weitere Klassen von Problemen bezüglichder Qualität von Ereignisprotokollen werden allgemein als Rauschen (engl. noi-Rauschen se) oder als Unvollständigkeit (engl. incompleteness) bezeichnet. Als RauschenUnvollständigkeit wird in der Literatur protokolliertes Verhalten bezeichnet, welches selten auftrittund für das typische Prozessverhalten nicht repräsentativ ist. Dieser Begriff istim allgemeinen Fall als fragwürdig anzusehen. Hintergrund ist, dass nicht je-des selten beobachtete Verhalten zwangsläufig als irrelevant eingestuft werdenkann. Beispielsweise verlaufen Banktransaktionen durch zahlreiche Absicherungs-mechanismen in der Regel fehlerfrei. Dennoch ist das Verhalten im Fehlerfall vonimmenser Wichtigkeit, um agil die nötigen Kompensationsprozesse einzuleiten8.Unvollständigkeit ist vom Prozess eigentlich gestattetes Verhalten, welches sichjedoch nie im Ereignisprotokoll manifestiert und dadurch nur ein Teil des Prozes-ses durch beispielhafte Instanzen beschrieben ist. Der Begriff Rauschen wird inder Literatur in vielen Fällen (z.B. [34]) stellvertretend für beide Problemklassenverwendet. Die vorliegende Arbeit bedient sich ebenfalls dieser Vereinfachung undübernimmt aus Gründen der Konsistenz zur einschlägigen Literatur den ansonstenfragwürdigen Begriff des Rauschens.Ein weiterer, wesentlicher Nachteil realer Prozessaufzeichnungen ist die man-gelnde Kontrolle über die Inhalte. Enthält ein Prozess selten durchzuführendeTeilprozesse, dann sinkt die Wahrscheinlichkeit, dass dieser Teilprozess in einemrealen Protokoll auftritt. Ein Beispiel dafür ist eine Produktionskette, die beimAusfall einer bestimmten Maschine anders verläuft als im regulären Betrieb. Istin der gesamten Zeit der Protokollaufzeichnung kein einziger Ausfall dieser Ma-schine aufgetreten, dann wird die alternative Produktionskette nie protokolliert.In der vorliegenden Arbeit wird diese Problematik vollständig vermieden, da alleEreignisprotokolle mittels Prozesssimulation erzeugt werden.
8 Dass derartige Fehler auch mit heutigen Technologien auftreten können, beweist dieBank of the Philippine Islands, die am 07.06.2017 einen internen Datenverarbei-tungsfehler meldete (https://www.bloomberg.com/news/articles/2017-06-07/
account-error-at-big-philippine-bank-causes-social-media-storm, abgerufenam: 31.07.2017).
3.3 ereignisprotokolle für die ausführung von prozessen 81
3.3.3 Datenquellen für künstliche Ereignisprotokolle
Die im vorangegangenen Abschnitt diskutierten historischen Ereignisprotokolle ba-sieren auf Aufzeichnungen realer Prozessverläufe. Zusammenfassend ist zu sagen,dass die Qualität dieser Ereignisprotokolle stark von der Qualität der von den in-volvierten IT-Systemen erfassten Daten abhängig ist. Möchte man ein historischesEreignisprotokoll, beispielsweise für die Evaluation von Process-Mining-Verfahren,verwenden, dann kann das Bewertungsergebnis durch Qualitätsprobleme verzerrtwerden [41]. Somit sind künstliche Ereignisprotokolle unter anderem eine wertvol- KünstlicheEreignisprotokollele Ergänzung zur Bewertung von Process-Mining-Techniken. Folgerichtig ist dieBereitstellung qualitativ hochwertiger Ereignisprotokolle eine der Schlüsselher-ausforderungen für die IEEE Task Force on Process Mining [182], die sich unteranderem mit Aufgaben der Qualitätssicherung für Ereignisprotokolle beschäftigt.Künstliche Ereignisprotokolle können prinzipiell manuell erzeugt werden. DieSchwierigkeiten dabei liegen im zeitlichen Aufwand für die Anfertigung größererProtokolle und in der Fehleranfälligkeit, wenn diese Protokolle auf Basis einesexistierenden Prozessmodells erzeugt werden sollen. Besonders in letzterem Fallist eine automatische Erzeugung durch Simulation des Prozessmodells nahelie-gend. In [22] wird der Kern des Simulationsproblems wie folgt beschrieben:“[...] simulation involves the generation of an artificial history of asystem and the observation of that artificial history to draw inferencesconcerning the operating characteristics of the real system.”Damit können in Bezug auf die Simulation von Prozessen auf Basis konzeptuellerProzessmodelle zwei grundlegende Aufgaben voneinander getrennt werden. Dieerste Aufgabe beinhaltet die Generierung einer künstlichen Historie von Prozess- Simulation:Generierung einerkünstlichen Historieausführungen, während die zweite Aufgabe sich mit der Ableitung der Charakte-ristika des modellierten Systems auf Basis dieser Historie beschäftigt. Folglich istdie Ereignisorientierte Simulation durch ihre Übertragung in den Prozesskontexteine mögliche Quelle für künstliche Ereignisprotokolle.
3.3.4 Serialisierungsformate
Unabhängig davon wie ein Ereignisprotokoll gewonnen wird, ist für den Aus-tausch und das Speichern ein standardisiertes Format notwendig. Bis vor wenigenJahren war die XML-basierte Syntax der Mining eXtensible Markup Language(MXML) [58] der diesbezügliche Quasistandard. Mit diesem Format ist es mög- MXMLlich, Ereignisprotokolle, wie das in Tabelle 3.4 dargestellte, zu serialisieren. Einwesentlicher Faktor für die intensive Nutzung in zahlreichen Applikationen istdie Möglichkeit der Erweiterung um beliebige Datenelemente zu Ereignissen undProzessausführungsspuren. Diese Erweiterbarkeit erfordert jedoch eine individu-elle Interpretation der als Erweiterung hinzugefügten Datenattribute. Jede dieserErweiterungen besteht lediglich aus einem Schlüssel und einem zugehörigen Wertin Form einer Zeichenkette – ohne jede Typinformation. Dies führt zu zahlreichenEinschränkungen und Hindernissen in praktischen Anwendungen [6, S. 138].Hinsichtlich der Standardisierung ist das 2010 von der IEEE Task Force on Pro-cess Mining eingeführte Format namens eXtensible Event Stream (XES) [70, 185] XES
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4 H.M.W. Verbeek et al.
Timestamp This attribute captures the time at which the event occurred in the
system.
Although the meaning of any of these standard attributes is generally well-
understood, the meaning of the any of the other, non-standard, attributes is
not.
In contrast, Listing 2 shows this log in XES, whereas Fig. 1 shows the XES
meta model [11]. Intuitively, the XES log element replaces, the MXML Worfk-
lowLog element, the trace element replaces the ProcessInstance element, and
the event element replaces the AuditTrailEntry element. However, there are a
number of differences worth mentioning. First of all, in XES the log, trace and
event elements only define the structure of the document: they do not contain


























Fig. 1. XES Meta Model.Abbildung 3.10: XES-Metamodell (Quelle: [185])
erfolgreicher. Derzeit wird das Format extensiv mit dem Ziel geprüft, den neuenQuasistandard zu einem offiziellen IEEE-Standard zu erklären. XES ist eben-falls XML-basiert; das Metamodell ist in Form eines UML-Klassendiagramms inAbbildung 3.10 dargestellt. XES ist in der Lage, die formale Definition von Er-eignisprotokollen aus Abschnitt 3.3.1 abzubilden. Ein XES-Dokument stellt genauein Ereignisprotokoll (Log) dar und umfasst mehrere ProzessausführungsspurenLog (Trace), die aber alle Aufzeichnungen von Ausführungen des selben ProzessesTrace darstellen. Jede dieser Ausführungsspuren beschreibt genau eine Prozessinstanzund besteht aus den sequentiellen Aufzeichnungen eines oder mehrerer Ereignis-se (Event ). Gemäß der formalen Definition eines Ereignisses besteht selbiges ausEvent einer ungeordneten Menge an Attributen. Auch die übergeordnete Prozessausfüh-Attribute rungsspur und ihr wiederum übergeordnetes Ereignisprotokoll können Attributeaufweisen. Entgegen der MXML-Spezifikation ist jedes Attribut hinsichtlich eineskonkreten Datentyps spezialisiert. Zu den unterstützten Datentypen gehören bei-Datentypen spielsweise String, Int, Date aber auch komposite Typen wie List. Entgegen derformalen Spezifikation (Abschnitt 3.3.1) gibt XES keine verpflichtenden Attributevor. Das Metamodell bietet jedoch die Möglichkeit für Erweiterungen (Extensi-on), was eine semantische Zuordnung von Attributen ermöglicht. Dieser flexibleExtension Erweiterungsmechanismus wird von zwei Standarderweiterungen verwendet, derTime- und der Organizational Extension. Ersteres führt ein Zeitstempel-Attributein, während letzteres die Zuordnung der durchführenden organisatorischen Res-source zum jeweiligen Ereignis gestattet. Je nach Domäne, verfügbaren Informa-tionen und Fokus der Protokollierung können beliebig zusätzliche Erweiterungenhinzugefügt werden. Um letztlich die formale Forderung nach Informationen wieZeitstempel, eindeutigem Bezeichner der Prozessinstanz oder der ausgeführten Ak-tivität zu erfüllen, können Attribute im Kopf des XES-Dokuments als verpflichtend
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deklariert werden. Dafür wird im Metamodell mit trace-global und event-globaleine Unterscheidung zwischen zwei globalen Attribut-Kollektionen getroffen. Ers- Globale Attributeteres beschreibt eine Liste an Attributen, die für alle Prozessausführungsspurenverpflichtend ist. Letzteres beschreibt verpflichtende Attribute für alle Ereignisse.
<log>
<lifecycle:model type= " LITERAL " value= " s tandard " />
<extension name= " Concept " prefix= " concept " uri= " . . . " />
<extension name= " Time " prefix= " t ime " uri= " . . . " />
<extension name= " Organ i za t iona l " prefix= " org " uri= " . . . " />
<extension name= " L i f e y c l e " prefix= " l i f e c y c l e " uri= " . . . " />
<global scope= " t r a ce " >
<string key= " concept :name " value= " name " />
</global>
<global scope= " e vent " >
<string key= " concept :name " value= " name " />
<string key= " o r g : r e s ou r c e " value= " r esource " />
<string key= " t ime : t imes tamp " value= " 2013−06−06T15:31:00 .000+01 :00 " />
</global>
<trace>
<string key= " concept :name " value= " SJ−Rhodos2016 " />
<event>
<string key= " o r g : r e s ou r c e " value= " SJ " />
<date key= " t ime : t imes tamp " value= " 2016−10−13T15:34:00 .000+01 :00 " />
<string key= " concept :name " value= " I n f o rm i e r en " />
<string key= " l i f e c y c l e : t r a n s i t i o n " value= " s t a r t " />
</event>
<event>
<string key= " o r g : r e s ou r c e " value= " SJ " />
<date key= " t ime : t imes tamp " value= " 2016−10−13T15:51:00 .000+01 :00 " />
<string key= " concept :name " value= " I n f o rm i e r en " />
<float key= " Kostenvoranschlag " value= " 1500.0 " />
<string key= " l i f e c y c l e : t r a n s i t i o n " value= " complete " />
</event>
<event>
<string key= " o r g : r e s ou r c e " value= " SJ " />
<date key= " t ime : t imes tamp " value= " 2016−10−14T09:08:00 .000+01 :00 " />
<string key= " concept :name " value= " Antrag s t e l l e n " />
<string key= " l i f e c y c l e : t r a n s i t i o n " value= " s t a r t " />
</event>
<event>
<string key= " o r g : r e s ou r c e " value= " SJ " />
<date key= " t ime : t imes tamp " value= " 2016−10−14T09:20:00 .000+01 :00 " />
<string key= " concept :name " value= " Antrag s t e l l e n " />
<string key= " Antrag " value= " / SJ−Rhodos2016 . pd f " />
<string key= " An t ragss ta tus " value= " geschr ieben " />




<string key= " o r g : r e s ou r c e " value= "KH" />
<date key= " t ime : t imes tamp " value= " 2016−10−17T10:12:00 .000+01 :00 " />
<string key= " concept :name " value= " Reisedokumente zusammenstel len " />
<string key= " l i f e c y c l e : t r a n s i t i o n " value= " s t a r t " />
</event>
<event>
<string key= " o r g : r e s ou r c e " value= "KH" />
<date key= " t ime : t imes tamp " value= " 2016−10−17T10:24:00 .000+01 :00 " />
<string key= " concept :name " value= " Reisedokumente zusammenstel len " />
<string key= " An t ragss ta tus " value= " a r c h i v i e r t " />
<float key= " F ixkos ten " value= " 1420 " />
<string key= " l i f e c y c l e : t r a n s i t i o n " value= " complete " />
</event>
</trace>Codeausschnitt 3.11: XES-Repräsentation des Ereignisprotokolls aus Tabelle 3.4
So wie Prozessmodellierungssprachen zur Beschreibung von Prozessen verwen-det werden, ist XES eine domänenspezifische Sprache zur Beschreibung möglicherProzessinstanzen. Eine domänenspezifische Sprache setzt sich aus einer abstraktenund einer konkreten Syntax zusammen (Abschnitt 1.1.1). Mit Abbildung 3.10 ist le-diglich die abstrakte Syntax der Sprache XES beschrieben. Theoretisch können da-zu mehrere konkrete Syntaxen angegeben werden. Für Serialisierung und Deseria-lisierung eignet sich jedoch die am weitesten verbreitete, XML-basierte besonders XML-basiertekonkrete Syntax undSerialisierunggut. In Codeausschnitt 3.11 ist ein Auszug aus dem Dienstreise-Ereignisprotokolls(Tabelle 3.4) im gebräuchlichen XML-basierten Serialisierungsformat dargestellt.
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Das Beispiel nutzt den vom Metamodell angebotenen Erweiterungsmechanismusfür die Einführung von vier speziellen Attributen. Die vier Erweiterungen sindVier Erweiterungen entsprechend Concept, Time, Organizational und Lifecycle:
• Die Erweiterung Concept (Schlüsselpräfix: concept ) führt das name-AttributConcept für Prozessausführungsspuren und Ereignisse ein. Im Falle der Spuren wirddieses Attribut meist mit einem eindeutigen Bezeichner für die jeweiligeProzessinstanz belegt. Für Ereignisse ergibt sich hingegen eine kompakteMöglichkeit, den Namen der ausgeführten Aktivität anzugeben.
• Die Erweiterung Organizational (Schlüsselpräfix: org) definiert vor allemOrganizational das Attribut resource, das verwendet werden kann, um der Ausführung einerAktivität die ausführende oder verantwortliche Person zuzuordnen.
• Die Time-Erweiterung (Schlüsselpräfix: time) wird benötigt, um mittels desTime damit eingeführten timestamp-Attributs eine zeitliche Einordnung der Er-eignisse angeben zu können. Wie im Beispiel setzt sich der Wert meist ausDatum, Uhrzeit und Zeitzonen-Angabe zusammen.
• Mit der Lifecycle-Erweiterung (Schlüsselpräfix: lifecycle) ist es möglich,Lifecycle zwischen verschiedenen Stadien der Ausführung einer Aktivität zu unter-scheiden. Dazu wird das mit der Erweiterung definierte transition-Attributverwendet. Übliche Belegungen können beispielsweise start und completesein (Aktivitätslebenszyklus von DPIL in Abschnitt 3.1.5).
Im Kopf des XES-Ereignisprotokolls kann angegeben werden, welche Attribu-te für Spuren und Ereignisse jeweils verpflichtend anzugeben sind (〈global〉). InCodeausschnitt 3.11 sind das Attribut concept:name für Ausführungsspuren unddie Attribute concept:name, org:resource sowie time:timestamp für alle Ereignisseals verpflichtend angegeben. Gleichzeitig wird so die Wohlgeformtheit der ausge-wählten Attribute garantiert, indem ein Standardwert hinterlegt wird (value).
...




<string key= " o r g : r e s ou r c e " value= " SJ " />
<date key= " t ime : t imes tamp " value= " 2016−10−13T15:34:00 .000+01 :00 " />
<string key= " concept :name " value= " I n f o rm i e r en " />
<string key= " l i f e c y c l e : t r a n s i t i o n " value= " s t a r t " />
</event>
<event>
<string key= " o r g : r e s ou r c e " value= " SJ " />
<date key= " t ime : t imes tamp " value= " 2016−10−13T15:49:00 .000+01 :00 " />
<string key= " data:name " value= " Kostenvoranschlag " />
<float key= " d a t a : v a l ue " value= " 1200.0 " />
<string key= " l i f e c y c l e : t r a n s i t i o n " value= " w r i t e " />
</event>
<event>
<string key= " o r g : r e s ou r c e " value= " SJ " />
<date key= " t ime : t imes tamp " value= " 2016−10−13T15:51:00 .000+01 :00 " />
<string key= " concept :name " value= " I n f o rm i e r en " />
<string key= " l i f e c y c l e : t r a n s i t i o n " value= " complete " />
</event>
...Codeausschnitt 3.12: XES-Ereignisprotokoll mit Datenwerten als separates Ereignis
Die im Beispielprotokoll angegebenen Informationen über die Veränderung vonDatenwerten – wie beispielsweise das Erfassen der Kostenschätzung – könnenDatenwerte
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prinzipiell auf zwei Arten XES-konform abgelegt werden. In Codeausschnitt 3.11wird die Native Form verwendet, welche innerhalb eines Ereignisses einen Eintrag Native Formdarstellt, der aus dem Namen der Datenvariable als Schlüssel und ihrem Wertzum Ereigniszeitpunkt besteht. Eine zweite Variante ist die in Codeausschnitt 3.12dargestellte Ereignisform, in der die Veränderung von Datenwerten als eigenstän- Ereignisformdiges Ereignis im Protokoll eingetragen wird. Für diese zweite Repräsentationmuss allerdings das Lebenszyklus-Modell der Aktivitäten erweitert und unter demSchlüssel lifecycle:model im Kopf des Ereignisprotokolls eingetragen werden. InCodeausschnitt 3.11 wird das Lebenszyklus-Modell standardmäßig übernommen,während in Codeausschnitt 3.12 ein erweitertes Modell (standardPlusWrite) ange-geben wird. Zusätzlich müsste eine eigene Erweiterung definiert werden, die dieAttribute data:name und data:value einführt. Ein Nachteil dieser Repräsentationist, dass das Schreibereignis für das jeweilige Datum nicht explizit mit einer Ak-tivität des Prozessmodells assoziiert ist. Grund ist, dass jeder event-Eintrag desProtokolls als unabhängiges Ereignis betrachtet wird. In Codeausschnitt 3.12 wirddas Schreibereignis von einem Start- und einem Endereignis umschlossen. Setztman zusätzlich voraus, dass Aktivitäten nicht parallel ausgeführt werden können,dann kann daraus implizit geschlussfolgert werden, dass der Variable Kostenvor-anschlag innerhalb der Aktivität Informieren der Wert 1200 zugewiesen wird. DieRepräsentation von Schreibereignissen als eigenständiger event-Eintrag wird imFolgenden nicht näher betrachtet, da alle im Rahmen dieser Arbeit besprochenenTechniken auf die native Repräsentation von schreibenden Datenzugriffen zurück-greifen. Für weitere Informationen über das XES-Format und zum Nachschlagender vollständigen XES-Syntax verweist der Autor auf [70].Der im Konzeptteil vorgestellte Spurgenerator (Abschnitt 4.2) legt erzeugteProzessausführungsspuren in dem im aktuellen Abschnitt beschriebenen Formatab. Zudem fungieren solche XES-Ereignisprotokolle oft auch als Austauschformatbei der Translation von Prozessmodellen (Abschnitt 5.2).
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In diesem Abschnitt wird eine Familie von induktiven Techniken beschrieben, die in Induktivitätder Lage sind, aus Ereignisprotokollen Prozessmodelle abzuleiten. Die Algorithmenfür die dafür notwendigen Analysen sind teilweise bereits zur Lösung allgemeinererData-Mining-Probleme verwendet, aber auf die Prozessdomäne spezialisiert wor- Data-Mining undProcess-Miningden. Diese spezialisierte Form des Data-Mining wird daher als Process-Miningbezeichnet. Einerseits werden diese Techniken zur Analyse bereits formalisierterund andererseits zur initialen Modellierung bisher nicht formalisierter Prozesseverwendet. Im Kontext der vorliegenden Arbeit werden Techniken aus dem Be-reich des Process-Mining als Komponenten zur Translation von Prozessmodellenverwendet. Daher wird in den nachfolgenden Abschnitten sowohl das Grundprin-zip als auch speziellere Konzepte für das Process-Mining im Kontext imperativerrespektive deklarativer Prozessmodelle beschrieben.
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3.4.1 Grundprinzip und Herkunft
Organisationen verfügen oft über zum Teil riesige Datenbestände aus den unter-Daten, Informationenund Wissen schiedlichsten Bereichen des Unternehmens. Das Extrahieren von Informationenund das Erlangen von darauf aufbauendem Wissen ist für den Erhalt oder die Stei-gerung der Wettbewerbs- und Leistungsfähigkeit obligatorisch. Auch wenn dieseErkenntnis nicht neu ist, wird sie unter dem Begriff der Data Science seit kurzemData Science in unterschiedlichen Bereichen von Wissenschaft und Wirtschaft als Brennpunkt-thema behandelt. Data Science wird dabei als interdisziplinäres Feld beschrieben,welches das Ziel verfolgt, aus Daten realen Nutzen zu ziehen. Der Nutzen istmeist die Beantwortung von Fragen, die in die folgenden vier Hauptkategorieneingeteilt werden können [6, S. 10f]:
• Was ist passiert? (Bericht)
• Warum ist es passiert? (Diagnose)
• Was wird passieren? (Vorhersage)
• Was sollte passieren? (Empfehlung)
Zur Beantwortung dieser Fragen müssen mittels geeigneter Infrastrukturen Da-ten extrahiert, vorbereitet, erforscht, transformiert, gespeichert, verknüpft und ander-weitig verwertet werden. Diese Arbeitsschritte sind die operativen Grundbausteineder Data Science und gestalten sich je nach Fragestellung anders. Die zur Bewälti-gung der Arbeitsschritte notwendigen Techniken stammen dabei aus verschiedenenSubdisziplinen. Beispiele für Subdisziplinen der Data Science sind Statistik, DataSubdisziplinen Mining und Maschinelles Lernen. Data Mining hat seinen Ursprung im Bereichder Datenbanken, während maschinelle Lernverfahren im Kontext künstlicher In-telligenz erforscht werden. Beide wenden Prinzipien der Statistik-Disziplin an.Folglich sind die Subdisziplinen der Data Science nicht überschneidungsfrei.Auch das Process Mining ist eine Subdisziplin der Data Science und über-schneidet sich ebenfalls mit dem Bereich Data Mining. Unter Data Mining werdenData Mining Verfahren und Algorithmen zusammengefasst, welche eine automatisierte Analysegroßer Datenmengen durchführen [64]. Daraus gewonnene Informationen werdenzur Vereinfachung und Übersichtlichkeit oft in Form eines Modells abgebildet.Dieses bereitet die Informationen durch Abstraktion, Reduktion und Pragmatis-mus in einer geeigneten Notation für die angestrebte Verwendung auf [170]. EinModell kann hierbei beispielsweise eine mathematische Funktion sein, die einegegebene Menge an Datenpunkten adäquat beschreibt, was wiederum oft grafischdargestellt werden kann. Ein Modell kann auch aus einer Menge sogenannter As-soziationsregeln bestehen. Assoziationsregeln werden klassisch zur BeschreibungAssoziationsregeln von Abhängigkeiten beim Kauf von Produkten verwendet. Diese Modelle lassensich durch die Analyse transaktionaler Verkäufe gewinnen und erlauben unteranderem Schlussfolgerungen, welche Produkte möglichst gemeinsam präsentiertwerden sollten. Die Erzeugung eines Modells kann manuell oder automatisiert er-Manuelle vs.AutomatisierteModellerzeugung folgen. Besonders im Hinblick auf die derzeit aktuelle Big-Data-Problematik isteine manuelle Modellierung in vielen Fällen höchst ineffizient. Dies ist der Grund
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für die Entwicklung von Data-Mining-Techniken zur automatisierten Ableitung vonModellen auf einer gegebenen Datengrundlage.Process Mining bezeichnet die Verwendung von Data-Mining-Techniken zur Process Mining undData MiningVerarbeitung von prozessbezogenen Daten für die automatisierte Erstellung vonProzessmodellen. Damit stellt es auch ein Bindeglied zwischen Prozessmanage-ment und Data Mining dar. Die grundlegende Idee ist, aus Aufzeichnungen realerProzessabläufe Modelle zu erzeugen, welche eben diese Abläufe adäquat beschrei-ben, und mittels dieser Modelle den beschriebenen Prozess zu erfassen, zu überwa-chen und zu verbessern [6]. Es existieren zahlreiche Systeme, welche Informationenüber den operativen Prozess in strukturierter Form protokollieren (Abschnitt 3.3.2).Die Aufzeichnung erfolgt meist ereignisbasiert in Form von Ereignisprotokollen(Abschnitt 3.3.1). Ereignisse quittieren dabei verschiedenste Vorgänge, wie dasAbgeben eines Lotteriescheins, das Anmelden in einer Arztpraxis oder die Bean-tragung eines Personalausweises. Die Ereignisprotokollierung ist eine notwendigeGrundlage. Allerdings liegt die eigentliche Herausforderung darin, die vorliegen-den Protokolle automatisiert nutzbar zu machen – was wiederum die Motivationfür die Entwicklung von Data-Mining-Techniken war und ist. Mittels dieser ist esmöglich, die Vorgänge und Zusammenhänge im Prozess besser zu verstehen, umFlaschenhälse zu identifizieren, Abweichungen zwischen gewünschtem und tatsäch-lichem Verhalten aufzudecken sowie darauf aufbauend den Prozess zu optimieren.Ausgangspunkt für das Process Mining sind also zeitlich geordnete Aufzeich-nungen von Ereignissen. Die Protokollinhalte können auf drei verschiedene Artengenutzt werden:
• Das Entdecken (engl. process discovery) von Prozessen im Sinne der Extrak- Prozessentdeckungtion eines Prozessmodells ist die prominenteste Form des Process Mining.Hierbei werden Ereignisprotokolle nach Mustern durchsucht, aus denenüblicherweise ein Prozessmodell abgeleitet wird.
• In der Konformitätsprüfung (engl. conformance checking) werden ein gegebe- Konformitätsprüfungnes Prozessmodell und ein ebenso vorliegendes Ereignisprotokoll verglichen.Ziel dieses Vergleichs ist entweder eine Einschätzung, wie gut das Modelldie protokollierten Abläufe beschreibt oder wie strikt letztere den Vorga-ben des Modells folgen. Das Ergebnis sind quantitative Informationen überAbweichungen und Übereinstimmungen zwischen Modell und Protokoll.
• Die Verbesserung von Prozessmodellen (engl. process enhancement ) nutzt Verbesserungidentifizierte Abweichungen zwischen einem gegebenen Modell und einembereitgestellten Ereignisprotokoll, um ersteres zu korrigieren (engl. repair )oder zu erweitern (engl. extension). Erlaubt das Protokoll einer realen Pro-zessausführung beispielsweise eine Abfolge von Aktivitäten, die vom Modellverboten ist, wird das Modell entsprechend korrigiert. Eine Erweiterungkann dann notwendig sein, wenn das Modell beispielsweise nur die se-quentielle Abfolge von Aktivitäten nicht aber die Zuordnung von Prozessbe-teiligten beschreibt. Enthält das verfügbare Protokoll diese Informationen,dann wird das existierende Modell um diese organisatorischen Informatio-nen und damit letztlich um eine weitere Perspektive erweitert. Das Resultatist ein korrigiertes und/oder erweitertes Prozessmodell.
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Fall Zeitstempel Aktivität AbkürzungLA-Swed2015 2015-05-08T09:47 Informieren a2015-05-08T10:13 Antrag stellen b2015-05-10T10:22 Antrag genehmigen c2015-05-11T14:30 Unterkunft buchen d2015-05-11T09:50 Reisedokumente zusammenstellen eSJ-Rhodos2016 2016-10-13T15:34 Informieren a2016-10-14T09:20 Antrag stellen b2016-10-15T07:55 Unterkunft buchen d2016-10-16T14:25 Antrag genehmigen c2016-10-17T10:24 Reisedokumente zusammenstellen e
Tabelle 3.5: Vereinfachtes Ereignisprotokoll für Dienstreiseabwicklungsprozess
Das Process Mining basiert nicht nur auf dem Data Mining, sondern auch aufder logischen Inferenz und Aspekten des maschinellen Lernens. Mark Gold stelltebereits 1967 eine Reihe von Problemen logischer Inferenz vor [67], in denen aus ei-ner unbegrenzten Kette an Beispielen Regeln angeleitet werden. Aus dem Bereichdes Data Mining steht mit dem Apriori-Algorithmus eine Technik zur automatisier-ten Extraktion von Assoziationsregeln aus großen Datenbeständen zur Verfügung.Erweiterungen dieses Algorithmus erlauben die Entdeckung von wiederkehrendenSequenzen in zeitlich geordneten Daten, ohne jedoch ein vollständiges Prozess-modell erzeugen zu können. Dies wurde in den späten 90er Jahren erstmals imBereich der Software-Entwicklungsprozesse – kurz: Softwareprozesse – ermög-Softwareprozesse vs.Geschäftsprozesse licht [44]. Nebenläufigkeit und Parallelisierung wurden jedoch ausgeblendet. Zu-dem fokussiert ein Softwareprozess immer die Erzeugung von Software-Artefakten,während die Ziele in einem Geschäftsprozess vielfältiger ausfallen können.In den nachfolgenden Abschnitten werden an jeweils einem Process-Mining-Verfahren die Grundprinzipien der Extraktion von imperativen respektive deklara-tiven Prozessmodellen aus Ereignisprotokollen erläutert. Die kompakte Form derDarstellung ist darauf zurückzuführen, dass im Rahmen der vorliegenden Arbeitkeine neuen Process-Mining-Verfahren entwickelt, sondern lediglich existierendeVerfahren angewendet werden sollen. Nahezu alle der nachfolgend erwähntenTechniken sind als Erweiterung der Plattform ProM9 implementiert.
3.4.2 Process Mining für imperative Prozessmodelle
Imperative Prozessmodelle beschreiben alle möglichen Prozessverläufe explizit undgreifen in der Regel auf eine Darstellung als gerichteter Graph zurück (Ab-schnitt 1.1.4). Process-Mining-Verfahren, die aus Ereignisprotokollen imperativeProzessmodelle extrahieren, müssen also aus den einzelnen Ausführungsspuren ei-nes Protokolls einen solchen gerichteten Graphen ableiten. Nachfolgend wird dasgrundsätzliche Vorgehen am Beispiel des α-Algorithmus [6, 8] beschrieben.Der α-Algorithmus gilt in der Process-Mining-Gemeinschaft als gute Einfüh-α-Algorithmus
9 http://www.promtools.org, zuletzt aufgerufen: 30.05.2017
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rung in das Thema [6, 161]. Gleichzeitig wird von einer praktischen Anwendungabgeraten, da der simpel gehaltene Algorithmus anfällig für Rauschen ist und nichtin der Lage ist, komplexere Konstrukte in Prozessmodellen zu realisieren. Den-noch werden in den später entwickelten Process-Mining-Techniken viele Ideenaus dem α-Algorithmus übernommen. Die Eingabe für den α-Algorithmus ist einEreignisprotokoll L (Definition 3.3). Das Resultat ist ein rein kontrollflussbasiertesPetri-Netz, welches unter anderem Nebenläufigkeit enthalten kann.Grundlegend durchsucht der Algorithmus das Ereignisprotokoll nach Mustern Mustersuche fürPaare von Aktivitätenzwischen Paaren von Aktivitäten und bildet diese kombiniert als Petri-Netz ab.Zur Veranschaulichung des Verfahrens ist in Tabelle 3.5 eine vereinfachte Versiondes Beispielprotokolls aus Tabelle 3.4 dargestellt. Der α-Algorithmus unterschei-det nicht zwischen dem Beginn und dem Ende der Bearbeitung einer Aktivität,weswegen diese Spalte ausgeblendet wird. Da der Algorithmus außerdem ledig-lich Reihenfolge- und Existenzbeziehungen zwischen Aktivitäten untersucht, kann Reihenfolge- undExistenzabhängigkei-tendie Definition eines Ereignisses e (Definition 3.3) vereinfacht angegeben werdenals e = ((activitye,act), (timee, t), wobei act der Name der Aktivität und
t der jeweilige Zeitstempel ist. In einer zusätzlichen Spalte Abkürzung werdendie Namen der Aktivitäten durch je einen Buchstaben kodiert. Ausgehend von derin Definition 3.3 geforderten Totalordnung ist eine weitere Vereinfachung mög-lich, in der ein Ereignis mit dem Kürzel für die jeweilige Aktivität kodiert wird:
e = ((activitye,act), (timee, t) = act. Folglich sind die Ereignisse derersten Ausführungsspur (Tabelle 3.5) definiert als e1 = a, e2 = b und so weiter.Der α-Algorithmus sucht im Ereignisprotokoll gezielt nach vier verschiedenenMustertypen zwischen zwei Aktivitäten a und b. Diese sind:
• a > b, falls gilt: ∃σ = 〈e1, e2, ..., en〉 : ∃ei, ei+1 : ei = a∧ ei+1 = b,
• a→ b, falls gilt: a > b∧ b ≯ a,
• a # b, falls gilt: a ≯ b∧ b ≯ a und
• a ‖ b, falls gilt: a > b∧ b > a
Für das Beispiel Tabelle 3.5, dann ergibt sich für das dargestellte Ereignisprotokoll
L = {〈a,b, c,d, e〉, 〈a,b,d, c, e〉} die folgenden Relationen:
• >= {(a,b), (b, c), (c,d), (d, e), (b,d), (d, c), (c, e)}
• →= {(a,b), (b, c), (d, e), (b,d), (c, e)}
• # = {(a,a), (b,b), (c, c), (d,d), (e, e), (a, c), (a,d), (a, e), (b, e),
(c,a), (d,a), (e,a), (e,b)}
• ‖= {(c,d), (d, c)}
Die >-Beziehung beinhaltet geordnete Paare von Aktivitäten, die in mindestenseiner Prozessausführungsspur in der angegebenen Reihenfolge direkt aufeinander- Einfache Sequenzfolgen. So gilt im Beispiel a > b, weil b sogar in beiden Spuren der direkteNachfolger von a ist. Dagegen gilt b > e nicht, weil diese Sequenz in keiner derbeiden Spuren auftritt.
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XOR-Join (a → c, b → c, b # c)
a b
SEQUENZ (a → b)
Abbildung 3.11: Kontrollflussmuster des α-Algorithmus (Quelle: [6])
Mit→ wird eine kausale Beziehung bezeichnet, die dann gilt, wenn die Sequenzzweier Aktivitäten auftritt, niemals aber eine Sequenz in umgekehrter Reihenfolge.UnidirektionaleSequenz Folglich ist das Paar (a,b) auch Teil dieser Relation, da es in > und damit unteranderem in der ersten Spur auftritt, während die umgekehrte Sequenz und damitdas Paar (b,a) nicht Teil von > ist. Dies interpretiert der Algorithmus als kausaleAbhängigkeit. Folglich geht er von der Vollständigkeit des Ereignisprotokolls, alsovon dem Auftreten aller im Prozess erlaubten Sequenzen aus.Die #-Beziehung beschreibt, nach Auffassung des Algorithmus, geordnete PaareVoneinanderunabhängige Paare von Aktivitäten, die in keiner direkten Abhängigkeit zueinander stehen. So gehörtdas Paar (a, e) zu dieser Relation, da diese in den Prozessausführungsspuren inkeiner Reihenfolge unmittelbar aufeinanderfolgen.Die ‖-Relation beschreibt schließlich geordnete Paare von Aktivitäten, die min-Voneinanderabhängige Paare destens einmal in jeder Reihenfolge in mindestens einer der Prozessausführungs-spuren unmittelbar aufeinanderfolgen. Das trifft im genannten Beispiel auf dasPaar (c,d) und folglich auch auf das Paar (d, c) zu, da die unmittelbare Folgedieser beiden Aktivitäten in den zwei Prozessausführungsspuren gegensätzlich ist.Das Ergebnis dieser Analyse sind Mengen geordneter Paare von Aktivitäten,die in einer der oben beschriebenen Beziehungen stehen. Der nächste Schritt imAlgorithmus ist, diese Einzelbeziehungen zu einem Graphen zu verknüpfen. Dieserfolgt auf Basis vorgegebener Kontrollflussmuster (Abbildung 3.11).Zunächst sucht der Algorithmus nach den vier komplexeren Mustern, um XOR-Erzeugung vonVerzweigungen und AND-Verzweigungen respektive -Zusammenführungen zu materialisieren. Da-zu wird nach Relationen gesucht, wie sie unter jedem Kontrollflussmuster ange-geben sind. Für das in Tabelle 3.5 dargestellte Ereignisprotokoll würden für dieRelationen b → c,b → d, c ‖ d ein AND-Split und für c → e,d → e, c ‖ deine entsprechende Zusammenführung erzeugt werden. XOR-Verzweigungen gibtes keine. Die Verknüpfung der übrigen Aktivitäten erfolgt dann mittels Sequenz-Beziehungen und das resultierende Petri-Netz entspricht dem in Abbildung 3.12.Die Idee, das Kontrollflussgerüst imperativer Prozessmodelle durch das Extra-hieren von Relationen für Paare von Aktivitäten aus dem Ereignisprotokoll auf-zubauen, wird von vielen verbesserten Techniken übernommen. Ein Beispiel dafürist der HeuristicsMiner [190]. Der α-Algorithmus weist jedoch zahlreiche Limi-





Abbildung 3.12: Vom α-Algorithmus aus dem Ereignisprotokoll abgeleitetes Petri-Netz
tierungen auf. Einerseits berücksichtigt er keinerlei datenbezogene Informationen,Ressourcen-Zuweisungen oder den Einsatz von Software-Unterstützung. Folglichsind die einzigen abgedeckten Perspektiven die Funktionale und die Verhaltens-orientierte. Weiterhin ist der Ansatz äußerst anfällig für verrauschte Ereignisproto-kolle. Ist beispielsweise die Sequenz a → b in zahlreichen Prozessausführungs-spuren eingehalten und wird lediglich einmal missachtet, dann würde dies vom
α-Algorithmus direkt als Verzweigung umgesetzt werden. Es ist somit nicht mög-lich, den typischen Prozessverlauf aus einem verrauschten Protokoll zu extrahieren.Dennoch zeigt der Algorithmus anschaulich das Grundprinzip der Extraktion einesimperativen Prozessmodells aus einem Ereignisprotokoll.
3.4.3 Process Mining für deklarative Prozessmodelle
Deklarative Prozessmodelle beschreiben alle möglichen Prozessverläufe implizitund greifen meist auf eine regelbasierte Darstellung zurück (Abschnitt 1.1.4).Process-Mining-Techniken, welche aus Ereignisprotokollen deklarative Prozess-modelle ableiten, müssen aus den einzelnen Prozessausführungsspuren auf allge-meingültige Regeln schließen. Das Grundprinzip dieser Klasse von Techniken wirdnachfolgend am Beispiel des DeclareMiners [116] beschrieben.Der DeclareMiner ist eines der ersten Process-Mining-Verfahren für deklarative DeclareMinerProzessmodelle. Als Eingabe dient erneut ein Ereignisprotokoll und das Resultatist ein Prozessmodell, welches in der deklarativen ProzessmodellierungsspracheDeclare formuliert ist. Für Declare existiert mit ConDec zwar eine auf Graphenbasierende konkrete Syntax, allerdings handelt es sich dabei zum einen nicht umgerichtete Graphen und zum anderen stellen die Graphen keine expliziten Abläu-fe des Prozesses dar. Stattdessen beschreiben sie Regeln, welche die möglichenProzessverläufe beschränken. Der DeclareMiner extrahiert aus dem Ereignisproto-koll nur Regeln, die mittels der in Abschnitt 3.1.4 beschriebenen Regelschablonenformuliert werden können. Das Verfahren umfasst die folgenden Schritte:
1. Generierung der Regelkandidaten: Es werden alle Regelschablonen mit Generierung derRegelkandidatenallen Permutationen der im Ereignisprotokoll auftretenden Aktivitäten in-stanziiert. Die Instanzen werden als Regelkandidaten bezeichnet.
2. LTL-basierte Gültigkeitsprüfung: Nun erfolgt eine Prüfung der Gültigkeit Gültigkeitsprüfungjedes Regelkandidaten für alle der im Ereignisprotokoll enthaltenen Aus-führungsspuren. Dazu wird jeder Regelkandidat in eine LTL-Formel über-setzt deren Erfüllung gegenüber den Ausführungsspuren mittels des LTLChe-cker [4] geprüft wird. Ist eine LTL-Formel nicht erfüllt, wird sie verworfen.
3. Modellerzeugung: Im letzten Schritt werden die nicht herausgefilterten LTL- ModellerzeugungFormeln wieder in Declare-Regeln umgewandelt.
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Der erste Schritt erzeugt alle möglichen Regeln. Im zweiten Schritt werden übereine Abbildung auf LTL alle zutreffenden Regeln selektiert. Die Komplexität desersten Schrittes ist durch den Brute-force-artigen Ansatz vergleichsweise hoch. Je-de Regelschablone hat k Parameter. Im Ereignisprotokoll ist eine endliche Anzahl
n an Aktivitäten A enthalten, wobei gilt n = |A|. Damit werden für jede Regel-schablone nk Regelkandidaten instanziiert. Im Falle des Ereignisprotokolls aus Ta-belle 3.5 ergeben sich für beispielsweise die Regelschablone precedence(A,B)
52 = 25 Regelkandidaten.Mit den beiden Parametern Prozent an Prozessinstanzen (engl. Percentage ofParameter zurRauschfilterung Instances (PoI)) und Prozent an Ereignissen (engl. Percentage of Events (PoE))ist der Algorithmus auch robust gegenüber verrauschten10 Ereignisprotokollen. PoIlegt den Anteil der Prozessausführungsspuren fest, in denen ein Regelkandidaterfüllt sein muss, damit er ins Zielmodell übernommen wird. Setzt man diesenParameter beispielsweise auf 90%, dann genügt es, wenn der Regelkandidat in9 von 10 Fällen erfüllt ist. Seltene Verstöße gegen diese Regel werden demnachignoriert. Mit PoE kann die Erzeugung tendenziell irrelevanter Regelkandidatenvermieden werden. Mit PoE wird angegeben, welcher Anteil der Aktivitäten, dieim Ereignisprotokoll auftreten für die Generierung der Regelkandidaten verwendetwird. Die Menge der so selektierten Aktivitäten setzt sich aus dem gewünschtenAnteil der am häufigsten auftretenden Aktivitäten zusammen. Bei PoE = 25% wirdnur das Viertel der häufigsten Aktivitäten zur Kandidatenbildung verwendet. Dasreduziert einerseits die Laufzeit des Verfahrens und andererseits die Komplexitätdes damit generierten Declare-Modells.Dieses Pionierverfahren des Process Mining für deklarativen Prozessmodel-le weist einige Limitierungen auf, sodass auch hier eine praktische AnwendungLimitierungen desDeclareMiners fraglich ist. Weiter oben wird die hohe Komplexität des ersten Schrittes im Al-gorithmus erwähnt. Zwar kann diese durch den PoE-Parameter reduziert wer-den, allerdings geschieht dies auf Kosten der Genauigkeit des Modells. Wei-terhin ist das resultierende Modell in vielen Fällen komplexer als nötig. DasVerfahren würde für das in Tabelle 3.5 dargestellte Ereignisprotokoll beispiels-weise die Regeln precedence(a,b), response(a,b), succession(a,b)und chain succession(a,b) erzeugen. Die Kombination der precedence-und der response-Regel ist jedoch gleichbedeutend mit der Semantik der
succession-Regel. Die chain succession-Regel ist dagegen eine „Verschär-fung“ der succession-Regel, sodass letztere ebenfalls überflüssig ist. Auch tran-sitive Abhängigkeiten würden explizit modelliert werden. Kurz gesagt sind dieresultierenden Prozessmodelle deutlich komplexer als notwendig. Dies wird aberin späteren Arbeiten behandelt und, wie auch der α-Algorithmus für imperativeModelle, ist der DeclareMiner ein verständlicher Einstieg in das Process Mi-ning für deklarative Modelle. Zudem wird das Grundkonzept in weiterführendenAnsätzen wiederverwendet.
10 Eine kritische Diskussion des Themas „Rauschen“ ist in Abschnitt 3.3.2 zu finden.
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Abbildung 3.13: Allgemeines Prinzip der Modell-zu-Modell-Transformation (basierendauf: [48])
Das allgemeine Prinzip der Transformation [48] eines Modells von einer Model-lierungssprache in eine andere ist in Abbildung 3.13 dargestellt und ist demBereich der modellgetriebenen Softwareentwicklung zuzuordnen. Das Ziel derTransformation ist die Umformung eines Quellmodells in ein für den angedach-ten Zweck adäquates Zielmodell. Modelle können – müssen jedoch nicht – mittelseiner domänenspezifischen Modellierungssprache formuliert werden, welche durchihre Domänenspezialisierung meist eine „handlichere“ Darstellung erlauben alsdomänenunabhängige Modellierungssprachen. Prozessmodelle sind beispielsweiseimmer in einer für die Darstellung von Prozessen spezialisierten Sprache formu-liert. Allgemein unterscheidet man bei Modellierungssprachen zwischen konkreterund abstrakter Syntax (Abschnitt 1.1.1). Letztere wird in Form eines sogenanntenMetamodells beschrieben. Ein Modell, welches zu diesem Metamodell konform ist, Metamodell, Modellund Instanzwird durch Instanziierung erzeugt. Instanziiert man wiederum das Modell, so erhältman ein Artefakt, was im Kontext der modellgetriebenen Softwareentwicklung alseigentliche Instanz aufgefasst wird. Die beiden Instanziierungen bilden somit eine
94 grundlagen
Brücke zwischen drei verschiedenen Metaebenen, die in der Abbildung mit M0bis M2 angegeben sind.Die Transformation wird auf der Metamodell-Ebene (M2) in Form von Trans-formationsregeln definiert . Würde man die Transformation auf Modell- oder garTransformations-definition Instanzebene definieren, dann müsste man alle möglichen Modelle und Instanzenvorhersehen können. Andernfalls kann nicht garantiert werden, dass für jedes ge-gebene Modell eine Transformation existiert. Viele Metamodelle können zudemunendlich viele mögliche Instanzen hervorbringen, was eine Vollständigkeit derDefinition der Transformation auf Modellebene unmöglich macht.Die Ausführung der Transformation übernimmt eine Transformations-Engine.Transformations-Engine Selbige liest das zu transformierende Prozessmodell, nutzt die Transformations-definition, um für eines oder mehrere Quellmodellelemente eines oder mehrereZielmodellelemente zu erzeugen und zu einem Zielmodell zu kombinieren. Letz-teres ist konform zum gewünschten Ziel-Metamodell respektive zur gewünschtenZielsprache.Für dieses allgemeine Prinzip der M2MT existieren zahlreiche konkrete Umset-zungen. Diese lassen sich nach verschiedenen Kriterien klassifizieren. Im Hauptteilder vorliegenden Arbeit wird neben einer Beschreibung der entwickelten Transla-tionstechnik auch eine Einordnung nach eben diesen Kriterien vorgenommen. Dadiese Technik von dem in Abbildung 3.13 skizzierten Grundprinzip abweicht, entfal-len eine größere Zahl der Klassifikationskriterien. Daher wird an dieser Stelle aufeine Erläuterung derselben verzichtet und stattdessen auf Abschnitt 5.2 verwiesen.Die Modell-zu-Modell-Transformation spielt eine Schlüsselrolle im Bereich dermodellgetriebenen Softwareentwicklung und dienen nicht ausschließlich der Über-setzung der Modelle in eine andere Sprache. Alternative Anwendungsgebiete sinddabei [48]:
• Synchronisation von Modellen (z.B. im Bereich der Versionskontrolle),
• Die Veränderung des Abstraktionsgrades eines Modells,
• Die Erstellung anfragebasierter Sichten auf ein Modell und
• Der Vergleich von Modellen.Beispiele für existierende Ansätze finden sich in der Literatur, in OMG-Standards und Werkzeugumsetzungen. Zu ersteren zählen Techniken wie VIA-TRA [184], AToM [51] und MTL [99]. Die OMG beschreibt mit dem Query/View-/Transformation-Standard (QVT) eine Familie von drei Transformationssprachen,die sich aus einer Kernsprache, einer deklarativen und einer imperativen Sprachezusammensetzen. Zu den prominenteren Beispielen für Werkzeugumsetzungen zäh-len Fujaba und die Java Emitter Templates (JET). Alle genannten Beispiele folgendem in Abbildung 3.13 dargestellten Grundprinzip.Modell-zu-Modell-Transformationstechniken sind die allgemeine Grundlage fürden im Hauptteil der vorliegenden Arbeit beschriebenen Ansatz zur Translation vonProzessmodellen. Im verbleibenden Teil des aktuellen Abschnitts wird klargestellt,inwiefern die Translation von Modellen in alternative Modellierungssprachen eineSpezialisierung dieses Grundprinzips darstellt. Zusätzlich werden zwei grundle-gend verschiedene Formen der Modelltranslation zusammengefasst.
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Die Translation stellt auf Basis der zwei folgenden Charakteristika, welche derin [128] vorgestellten Taxonomie für Modelltransformationen entnommen sind, eineSpezialisierung allgemeiner Modell-zu-Modell-Transformationen dar:
• Exogenität: Quell- und Zielmodell sind verschieden, weswegen die Trans- exogenformation als exogen bezeichnet wird.
• Sprachwechsel: Die Modellierungssprachen von Quell- und Zielmodell sind Sprachwechselverschieden.Die Autoren von [128] unterscheiden zwischen endogenen und exogenen Trans-formationen. Transformationen, bei denen Quell- und Zielmodell identisch sind,werden als endogen bezeichnet. Beispiele für meist endogene Transformationenaus der Softwaretechnik sind Refactoring-Mechanismen. Diese verändern die in-nere Struktur eines Modells und sorgen für Optimierungen, welche die Leistungsfä-higkeit steigern sollen, wobei die Semantik in beiden Fällen beizubehalten ist. ImFalle exogener Transformationen sind Quell- und Zielmodell folglich verschieden.Beispiele dafür sind Reverse Engineering, bei denen aus Modellen einer niederenAbstraktionsstufe Modelle einer höheren konstruiert werden und Migrationen voneiner Version der Modellierungssprache in eine andere. Translationen sind immerexogen, da bei diesen Quell- und Zielmodell verschieden sind.Die Exogenität ist zu großen Teilen durch das zweite Charakteristikum bedingt– dem Sprachwechsel. Allgemeine M2MT gestatten, dass Quell- und Zielspracheder Transformation gleich sind. Im Falle einer Translation sind die beiden Sprachen– per Definition – verschieden.Modelltranslationen können in zwei wesentlichen Formen umgesetzt werden: (i)als direkte Transformation oder (ii) als Interlingua-basierte Transformation. Die Direkte vs.Interlingua-basierteTransformationerste Translationsform umfasst die Verfahren, bei denen lediglich zwei Modelle –nämlich Quell- und Zielmodell – involviert sind. Folglich bilden Transformationsre-geln eines direkten Translationssystems Elemente und Konstrukte der Quellspra-che direkt auf Elemente der Zielsprache ab. Im Gegensatz dazu sind an einerInterlingua-basierten Translation drei Modelle beteiligt. Neben Quell- und Zielm-odell ist als drittes ein Zwischenmodell an der Übersetzung beteiligt. Zusätzlichexistieren pro Translationsrichtung zwei Sätze an Transformationsregeln, von de-nen einer das Quellmodell in das Zwischenmodell übersetzt und der zweite ausdiesem das Zielmodell erzeugt. Die Übersetzung erfolgt also nicht direkt, sondernauf dem Umweg der Übersetzung des Modells in eine Zwischensprache. Die Vor-und Nachteile beider Formen der Translation werden in Abschnitt 5.2 in Kombina-tion mit der in der vorliegenden Arbeit vorgestellten dritten Form – der induktivenTranslation – näher betrachtet.
3.6 natural language generation
Natürlichsprachliche Beschreibungen eines Sachverhalts bieten gegenüber forma-len Repräsentationen den Vorteil, dass sie für einen weit größeren Personenkreisverständlich sind. Die Barriere des Erlernens einer formalen Syntax wird so umgan-gen. Allerdings sind natürlichsprachliche Texte nicht immer verfügbar, sodass siehäufig auf Basis formaler Repräsentationen manuell geschrieben werden müssen.
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Dieses Teilkapitel beschäftigt sich mit einem grundlegenden Prinzip, welches die-sen Schreibprozess automatisiert. Dieses wird als Natural Language Generationbezeichnet und bildet die konzeptionelle Grundlage für den in Abschnitt 2.1 skiz-zierten Ansatz zur Translation deklarativer Prozessmodelle in natürlichsprachlicheProzessbeschreibungen. Konkret basiert dieser Ansatz auf drei Modellen der Com-puterlinguistik. Das erste Modell ist ein weit verbreitetes allgemeinen Vorgehens-modell, welches in [154] beschrieben wird. Dieses pipelineartige Modell wird inAbschnitt 3.6.2 kurz vorgestellt, um die einzelnen Verarbeitungsschritte im Konzept-teil kompakter beschreiben zu können. Das im Verlauf von Abschnitt 3.6.3 ebenfallsbeschriebene Bedeutung-Text-Modell liefert eine Datenstruktur für den Austauschvon Zwischenergebnissen zwischen diesen Verarbeitungsschritten und stellt natür-lichsprachliche Sätze als gerichteten Graphen dar. Die danach zusammengefassteTheorie rhetorischer Strukturen (Abschnitt 3.6.4), stellt dagegen Datenstrukturenbereit, um die Makro-Struktur des Zieldokuments, also die Anordnung von Kapi-teln, Sektionen, Paragraphen sowie der darin enthaltenen Sätze zu organisieren.In Abschnitt 3.6.1 werden zunächst Gründe diskutiert, welche den Einsatz vonNLG-Techniken rechtfertigen. Dies begründet gleichzeitig die Entwicklung des imRahmen der vorliegenden Arbeit entwickelten NLG-Ansatzes. So nicht anders aus-gewiesen, basieren die nachfolgenden Erläuterungen auf den Ausführungen vonReiter und Dale [154].
3.6.1 Gründe und Rahmenbedingungen für den Einsatz von NLG-Techniken
Von der Sprachausgabe heutiger Fahrzeugnavigationssystemen bis hin zur automa-tischen Erzeugung von Wetterberichten oder personalisierten Briefen, die Trans-formation formaler Daten in natürlichsprachliche Repräsentationen ist bereits seitlängerer Zeit im Alltag etabliert. Ein Teilgebiet des Natural Language Proces-sing, die sogenannte Natural Language Generation (NLG), beschäftigt sich mitNatural LanguageGeneration den Herausforderungen der automatisierten Erzeugung natürlichsprachlicher Texteauf formaler Datengrundlage. Ziel ist es, den Einfluss der jeweiligen Anwendungs-domäne auf die Generierung zu erkennen und dadurch geeignete Techniken zuentwickeln, um qualitativ hochwertige natürlichsprachliche Texte zu produzieren.Das Forschungsgebiet ist stark interdisziplinär, da es eine Verknüpfung von Pro-blemen aus dem Bereich der künstlichen Intelligenz, der Computerlinguistik, derKognitionswissenschaften sowie der Mensch-Maschine-Interaktion darstellt [154].Die grundlegenden Aufgaben und Herausforderungen sind die zweckgetriebeneExtraktion der zu transformierenden Informationen aus der Datenquelle, derenTransformation in natürlichsprachliche Beschreibungen sowie die Anordnung undVereinfachung einzelner Textteile. Im Kontext der vorliegenden Arbeit dienen diegrundlegenden Prinzipien und Methoden der NLG als Basis für die Beschreibungeiner Technik zur automatisierten Generierung natürlichsprachlicher Beschreibun-gen für deklarative Prozessmodelle.Systeme zur Generierung natürlichsprachlicher Texte auf einer formalen Daten-grundlage sind häufig sehr komplex, sodass die Erzeugung in vielen Fällen manuelloder auf Basis einfacher Textschablonen durchgeführt werden. Auch stellt sich invielen Fällen die Frage, ob die natürlichsprachlich-textuelle Repräsentation oder
3.6 natural language generation 97
eine grafische Veranschaulichung eher geeignet ist, die gewünschten Informationenzu transportieren. Im aktuellen Abschnitt wird erläutert, unter welchen Umständender Einsatz von NLG-Techniken sinnvoll ist.Eine erste, grundlegende Entscheidung ist, ob sich die natürlichsprachlich-textuelle Form für die Anwendungsdomäne, den jeweiligen Zweck und die jeweilige NatürlichsprachlicherText vs. GrafikZielgruppe eignet. Eine generelle Aussage ist hier nicht möglich. Allerdings zeigenkognitiv-psychologische Studien, dass die Eignung bildhafter und natürlichsprach-licher Repräsentationen unter anderem vom Typ der zu transportierenden Informa-tion abhängig ist. Konstruktionspläne und Aufbauanleitungen sind beispielsweiseselten in rein natürlichsprachlicher Form zu finden. Dagegen erscheint die Be-schreibung von Kausalitäten meist in textueller Form leichter verständlich.In vielen Anwendungsfällen ist die Erzeugung einer natürlichsprachlichen Re-präsentation von Informationen auf Basis vorgefertigter Textschablonen, wie bei- NLG vs.Textschablonenspielsweise Formularen oder Briefvorlagen sinnvoll. Grundlegend kann ein solchesVorgehen ebenfalls als mögliche NLG-Technik betrachtet werden. Die Grenze isthier fließend. Im Gegensatz zu dynamischeren Techniken sind Schablonen-basierteVerfahren in der Regel kostengünstig und simpel umzusetzen. Komplexere NLG-Systeme sind dagegen in der Lage, abwechslungsreichere und hochqualitativereTexte zu erzeugen. Um den gleichen Variantenreichtum für natürlichsprachlicheTexte zu erzielen, ist in der Regel ein größerer Satz an Schablonen notwendig. Indiesem Fall steigt der Wartungsaufwand allerdings drastisch, wenn sich die An-forderungen an die zu generierenden Dokumente ändern. NLG-Systeme arbeitenzwar meistens ebenfalls Schablonen-basiert, nutzen dabei aber verschiedene Mo-delle, um Informationen zentral zu verwalten, was den Wartungsaufwand verringernkann.Software-Systeme sind allgemein kostenintensiv in ihrer Entwicklung und esmuss daher abgewogen werden, ob statt eines NLG-Systems ein menschlicherAutor mit der Aufgabe der natürlichsprachlichen Beschreibung einer formalen NLG vs. menschlicherAutorDatengrundlage betraut werden soll. Die Entscheidung ist dann vergleichsweiseeinfach, wenn die Anzahl zu produzierender Texte in Größenordnungen liegt, fürdie mehrere oder sogar eine große Zahl menschlicher Autoren eingesetzt werdenmüssten. Der Einsatz eines NLG-Systems kann jedoch weitere Vorteile gegenübermenschlichen Autoren bieten:
• Konsistenz: Menschliche Autoren produzieren für dieselbe Datengrundlage Konsistenzmeist unterschiedliche Texte. Nicht immer sind die im Text ausformuliertenInformationen gegenüber der Datengrundlage konsistent. Menschliche Au-toren neigen, beispielsweise durch Unachtsamkeit, Routine und Ermüdungzu Fehlern. NLG-Systeme produzieren natürlichsprachliche Texte direkt aufder Grundlage der Datenbasis und produzieren keinerlei Flüchtigkeitsfehler.
• Standardkonformität: In vielen Fällen müssen Texte den formalen und in- Standardkonformitäthaltlichen Anforderungen bestimmter Standards entsprechen. Beispielswei-se werden technische Dokumentationen im Bereich der Luftfahrtindustrieüblicherweise in einer vereinfachten Version der englischen Sprache nachdem Standard ASD STE 100 Simplified Technical English [18] der Eu-
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ropean Association of Aerospace Industries (AECMA)11 formuliert, um dieVerständlichkeit zu verbessern. Menschlichen Autoren kann es schwer fallen,Texte vollständig standardkonform zu verfassen und diese Anforderung stelltdemnach eine weitere Fehlerquelle dar. NLG-Systeme können durch eineentsprechende Konfiguration auf derartige Standards verlässlich eingestelltwerden.
• Geschwindigkeit der Texterzeugung: In Echtzeitanwendungen, wie beispiels-Geschwindigkeit weise dem nutzergesteuerten Abruf von Wettervorhersagen kann ein mensch-licher Autor ein blockierender Faktor sein. NLG-Systeme bieten hier eineMöglichkeit, Texte in größerer Stückzahl aber mit geringem Zeitaufwand zuproduzieren.
• Sprachunabhängigkeit: NLG-Systeme können befähigt werden, Texte in ver-Sprachunabhängigkeit schiedenen natürlichen Sprachen zu erzeugen. Menschliche Autoren könnenTexte entweder manuell oder mittels eines Übersetzungsprogramms in an-dere Sprachen übersetzen. Ersteres kann jedoch einen signifikanten Auf-wand bedeuten und letzteres ist, beispielsweise durch Ambiguitäten na-türlichsprachlicher Ausdrücke, im höchsten Grade fehleranfällig. Bei NLG-Systemen besteht diese Problematik nicht, da die formale Datengrundlagein der Regel frei von Mehrdeutigkeiten ist.
• Verfügbarkeit: Menschliche Autoren sind hinsichtlich ihrer täglichen Arbeits-Verfügbarkeit zeit und Verfügbarkeit eingeschränkt. Ein NLG-System bietet folglich denVorteil höherer Verfügbarkeit.
Die im aktuellen Abschnitt genannten Entscheidungskriterien für oder gegen denEinsatz eines NLG-Systems sind allgemeiner Natur und gelten demnach auch inder Prozessdomäne. Für die vorliegende Arbeit dienen sie somit als Beleg, dassdie Entwicklung eines NLG-Systems für die Transformation von Prozessmodellenin natürlichsprachliche Prozessbeschreibung prinzipiell sinnvoll ist.
3.6.2 Eine allgemeine Architektur für NLG-Systeme
Für die Einfachheit der Entwicklung und Wartung von Softwaresystemen bie-tet sich eine Dekomposition desselben in eigenständige, wohldefinierte und aus-tauschbare Module an. Zwar kann nicht von der allgemeinen Architektur vonNatural-Language-Generation-Systemen die Rede sein, allerdings können eini-ge Module und eine grundlegende Anordnung derselben identifiziert werden. DieGrundlage dafür lieferten Untersuchungen einer größeren Menge an konkretenNLG-Systemen. Der daraus resultierende Architekturvorschlag wird nachfolgendbeschrieben.Die meisten existierenden NLG-Systeme basieren im Wesentlichen auf einemdreischrittigen Pipeline-Modell, welches in Abbildung 3.14 dargestellt ist. DieNLG-Pipeline-Architektur drei Schritte sind üblicherweise in eigene Module gekapselt, was die Austausch-barkeit und eine leichtere Fehlersuche bei der Entwicklung sicherstellt. Die drei
11 http://www.asd-europe.org/home/, letzter Zugriff: 24.02.2017
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Abbildung 3.14: Pipeline-Architektur für NLG-Systeme
Die Wissensbasis bezeichnet die inhaltliche Grundlage für den zu generie- Wissensbasisrenden natürlichsprachlichen Text. Im Kontext der automatisierten Erstellung vonWettervorhersagen sind dies beispielsweise Temperatur-, Niederschlags- und Luft-druckdaten. Die Wissensbasis beschreibt demnach, was mittels natürlicher Sprachebeschrieben werden soll.Die übrigen drei Eingabeinformationen spezifizieren dagegen, wie der zu ge-nerierende Text gestaltet werden soll. Das kommunikative Ziel beschreibt den Kommunikatives ZielZweck der Generierung. Dieser ist nicht identisch mit dem allgemeinen Zweckdes jeweiligen NLG-Systems. Stattdessen beschreibt das kommunikative Ziel ei-ne konkrete Fragestellung. Im Kontext des Wettervorhersage-Beispiels kann dasunter anderem die Anforderung einer Tages- oder Wochenvorschau sein, bei dernur Niederschlagswahrscheinlichkeit und die geschätzten Temperaturen präsentiertwerden sollen.Das Nutzermodell ist eine Charakterisierung der Zielgruppe, für welche die Nutzermodellnatürlichsprachlichen Texte zu generieren sind. Dazu zählen die Informationen, obdie Personen der Zielgruppe Experten oder Laien in der jeweiligen Domäne sind,ob sie bezüglich der Zielsprache Muttersprachler sind, welche Aufgabe sie unterZuhilfenahme der zu generierenden Texte bewältigen sollen oder auch individuellestilistische und linguistische Präferenzen.Nicht immer erfolgt die Generierung natürlichsprachlicher Texte kontextfrei.Durch frühere Interaktionen mit dem NLG-System ist es möglich, dass der Nut-zer bereits einen Teil der Informationen erhalten hat. Die Diskurshistorie ist ein DiskurshistorieModell, welches bereits erwähnte Entitäten, Eigenschaften und Zusammenhängeprotokolliert. Dies ermöglicht die sprachliche Referenzierung durch beispielsweisePronomen und eine kompaktere Präsentation durch den Ausschluss bereits kom-munizierter Informationen. Die Diskurshistorie ist besonders für dialogorientierteNLG-Systemem wichtig.Die eben beschriebenen Informationen werden zu unterschiedlichen Anteilen vonden drei Pipeline-Schritten verarbeitet. In der Phase der Dokumentplanung selek- Dokumentplanungtiert das System die formalen Inhalte, die in natürlichsprachlicher Form präsentiertwerden sollen. Diese Inhalte stammen aus der Wissensbasis und die Entscheidungfür oder gegen die Verwendung bestimmter Inhalte ist vom jeweiligen kommunika-tiven Ziel, von den Charakteristika der Zielgruppe und den bereits kommuniziertenInformationen abhängig. Neben der Selektion der Inhalte ist auch deren Gruppie-
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Abbildung 3.15: Beispiel für eine Nachricht (a) und für eine Phrasenspezifikation (b)
stellte Nachricht beschreibt die Informationsgrundlage für die Erzeugung einesSatzes, welcher die zu erwartende absolute Niederschlagsmenge für März 2018in Millimetern beschreibt.Während im vorherigen Modul die Dokumentstruktur bestimmt wird, beschäf-tigt sich das Modul Mikroplanung mit der Satzstruktur, der Lexikalisierung derMikroplanung Informationen, der Einführung referenzierender Ausdrücke sowie der gezielten Ver-schmelzung von Sätzen. Die Lexikalisierung beschäftigt sich mit der Wortwahlfür die in der Dokumentplanungsphase selektierten Informationen. Referenzieren-de Ausdrücke dienen der Verbesserung der Lesbarkeit natürlichsprachlicher Texte.Dazu zählen beispielsweise Pronomen. Die Verschmelzung von Sätzen wird alsAggregation bezeichnet und dient ebenfalls der Verbesserung der Lesbarkeit der zugenerierenden Texte. Dem Beispiel der Wettervorhersage folgend wird so aus deneinzelnen Sätzen „Es wird sonnig“ und „Es wird warm“ die kombinierte Formulie-rung „Es wird sonnig und warm“. Das Ergebnis des Moduls zur Mikroplanung isteine Textspezifikation, welche ebenfalls eine Baumstruktur aufweisen. Die innerenKnoten des Baumes sind erneut die Strukturinformationen des Textes, während dieBlätter die Sätze des Textes spezifizieren. Die Blattknoten werden Phrasenspezifi-kationen genannt. Selbige weisen eine ähnliche Struktur auf, wie die Nachrichtendes Dokumentplans. Im Unterschied zu letzteren beinhalten Phrasenspezifikatio-nen aber lexikalische und grammatikalische Informationen über den zu erzeugendenText. Eine denkbare Phrasenspezifikation für die in Abbildung 3.15 (a) dargestellteNachricht ist neben ersterer dargestellt. Dabei ist auffällig, dass die Phrasenspe-zifikation weder den genauen Monat noch die genaue Niederschlagsmenge derWettervorhersage enthält. Das verdeutlicht den Einfluss der Informationen aus demNutzermodell, den Angaben zum kommunikativen Ziel oder auch der Diskurshis-torie. Stellt ein Nutzer der Zielgruppe die Frage, ob es im März 2018 regnenwird, dann existieren exakt zwei Antworten: Ja und Nein. Folglich ist es nicht
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das kommunikative Ziel, alle Details der Nachricht aus Abbildung 3.15 (a) zukommunizieren.Phrasenspezifikationen sind in der Regel sprachspezifisch. Eine Möglichkeitzwischen einer Nachricht aus der Dokumentplanung und einer sprachspezifischenPhrasenspezifikation eine weitere Abstraktionsschicht zu definieren, liefert dieTheorie des sogenannten Bedeutung-Text-Modells (BTM) (engl. Meaning-TextTheory) (Abschnitt 3.6.3). Selbiges basiert auf der Analyse verschiedener Sprachen Bedeutung-Text-Modellaus verschiedenen Sprachräumen und ermöglicht die schrittweise Übertragung ei-nes geschriebenen oder gesprochenen Texts in seine Bedeutung und umgekehrt.Letzteres kann für ein mehrsprachiges Generierungssystem aber auch für einen all-gemeinen Formalismus zur Repräsentation der Phrasenspezifikation genutzt wer-den.In den vorangegangenen Modulen wird der Zieltext modelliert und in der Regelin Form einer Baumstruktur an das Modul zur Oberflächenrealisierung weiterge- Oberflächenrealisie-rungleitet. Die Baumstruktur ist eine Spezifikation des Textes. Die Oberflächenrealisie-rung produziert auf Basis dieser Spezifikation orthografisch und grammatikalischkorrekte Sätze. Für die in Abbildung 3.15 angegebene Phrasenspezifikation wirdbeispielsweise der Satz „Der Monat wird einige regnerische Tage haben“ generiert.Trotz der Tatsache, dass diese Architektur einige Nachteile aufweist, ist sie invielfältigen Domänen verwendet worden. Ein solcher Nachteil ist beispielsweise,dass nicht in allen Fällen eine so strikte Trennung der Modulverantwortlichkeitenmöglich ist. Ist die Anzahl der Zeilen oder Seiten des zu generierenden Textsbeispielsweise begrenzt, dann ist ein Überschreiten dieser Begrenzung erst nachder Oberflächenrealisierung zu erkennen. Das Modul zur Oberflächenrealisierungmüsste demnach mit dem Dokumentplaner interagieren, da der größte Einflussfaktorfür den Umfang des resultierenden Textes die Menge der selektierten Informatio-nen ist. Im Forschungsbereich der Natural Language Generation werden hierzuaber auch Kompensationsstrategien diskutiert, welche einen Teil dieser Nachteilerelativiert oder sogar aufhebt.Den angesprochenen Nachteilen stehen mehrere Vorteile gegenüber. Wie be- Vorteile desPipeline-Ansatzesreits erwähnt, begünstigt die Modularisierung und die Festlegung der Datenstruk-turen für den Datenaustausch zwischen den Modulen den Austausch von Teilender Pipeline-Architektur. Berücksichtigt man, dass besonders für große Teile derPipeline – insbesondere für das zweite und dritte Modul – wiederverwendbareLösungen existieren, dann reduziert das den Aufwand der Umsetzung eines neuenNLG-Systems erheblich. Die Verfügbarkeit von fertigen Lösungen für die hinterenTeile der Pipeline lässt sich damit begründen, dass die Domänenabhängigkeitder dort verwendeten Techniken gering oder sogar nicht existent ist. Dagegen istdie Selektion der zu präsentierenden Inhalte durch die Heterogenität möglicherDatenquellen und deren unterschiedliche Formen der Wissensrepräsentation starkdomänenabhängig. Das Ergebnis der Mikroplanung ist dagegen eine Textspezifika-tion, die zwar inhaltlich vollkommen verschieden von anderen Textspezifikationensein mag, dabei aber den grammatikalischen und lexikalischen Vorgaben der Ziel-sprache folgt. Folglich ist die Abhängigkeit zur Zielsprache größer als die zurDomäne, sodass für dieselbe Zielsprache tendenziell dieselbe Technik zur Oberflä-chenrealisierung verwendet werden kann. Gleiches gilt beispielsweise für Techni-
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ken der Mikroplanung. Die Aggregation englischer Sätze oder die Einführung vonPersonalpronomen ist nicht von der Domäne, sondern von der jeweiligen Spracheabhängig. Im Gegensatz dazu ist die Lexikalisierungskomponente desselben Mo-duls sowohl von der Zielsprache als auch von der Anwendungsdomäne abhängig,da das Domänenvokabular auf das allgemeingültige Vokabular der Zielsprachetrifft. Durch den steigenden Grad der Wiederverwendbarkeit einzelner Technikenreduzieren sich gleichzeitig die Herausforderungen für neu zu entwickelnde NLG-Systeme, sodass die Hauptschwierigkeit im Bereich der Dokumentplanung liegt.GrößteHerausforderung:Dokumentplanung Im aktuellen Abschnitt werden die wesentlichen Grundlagen der Konzeption vonSystemen zur Natural Language Generation vorgestellt. In vielen Fällen ist einePipeline-Architektur, bestehend aus den Modulen Dokumentplanung, Mikropla-nung und Oberflächenrealisierung als Rückgrat des Systems geeignet. Neben deneigentlichen zu präsentierenden Informationen nutzt ein NLG-System auch Infor-mationen über den Zweck der Generierung, über die Zielgruppe des Textes sowieDiskursinformationen. Die Module transformieren diese Informationen schrittweiseund nutzen verallgemeinerbare baumartige Datenstrukturen für die Informations-weiterleitung. Die Domänenabhängigkeit der Techniken sinkt vom ersten bis zumletzten Modul ab, weswegen die Techniken des hinteren Teils entweder zum Teiloder sogar ganzheitlich wiederverwendbar sind. Die größten Herausforderungenliegen folglich im ersten Teil, namentlich in der Selektion der Informationen undihrer Anordnung in der Zielstruktur des zu erzeugenden Texts.
3.6.3 Das Bedeutung-Text-Modell
Das Bedeutung-Text-Modell [125] ist ein linguistisches Rahmenwerk, welches bei-spielsweise im Kontext der maschinellen Übersetzung aber auch im Bereich derNatural Language Generation Anwendung findet [94]. Da es auf der Analyse sehrverschiedenartiger Sprachen beruht, darunter germanische, romanische und slawi-sche Sprachen, ist es ein geeignetes theoretisches Fundament für die Umsetzungmehrsprachiger Systeme. Zudem ermöglicht die klar definierte Trennung zwischenText und Textspezifikation die Repräsentation von Phrasenspezifikationen. Auchdie in Abschnitt 6.2 vorgestellte NLG-Technik nutzt diesen Formalismus zu Gene-rierung natürlichsprachlicher Beschreibungen für deklarative Prozessmodelle. Ausdiesem Grund wird das Bedeutung-Text-Modell nachfolgend zusammengefasst.Das Modell setzt sich aus einem speziellen Wörterbuch und einer Gramma-Wörterbuch,Grammatik undLexeme tik zusammen. Das Wörterbuch beinhaltet Informationen über die Bedeutung undüber Kombinationsmöglichkeiten von sogenannten Lexemen. Lexeme sind die Be-deutungseinheiten einer Sprache und gruppieren Wörter, deren Bedeutung Über-schneidungen aufweisen. Morphologie und die konkrete syntaktische Form desWortes werden von den Lexemen abstrahiert. Beispielsweise gehören „(ich) prüf e“,„(er) prüf t“ und „geprüf t“ zum selben Lexem. Flexion und Syntax spielen folg-lich keine Rolle. Die Wortart ist dagegen ein Unterscheidungskriterium für Lexe-me. Das Wort „Prüfer“ ist beispielsweise einem anderen Lexem zuzuordnen. DieGrammatik des Bedeutung-Text-Modells ist eine dependenzorientierte Transfor-mationsgrammatik. Eine Transformationsgrammatik ist eine Grammatik, welche zurGenerierung von Texten verwendet werden kann. Es handelt sich also um eine ge-
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Abbildung 3.16: Relevante Repräsentationsebenen des Bedeutung-Text-Modells
Auf Ebene der Semantischen Repräsentation wird die Bedeutung einer Men- SemantischeRepräsentationge synonymer natürlichsprachlicher Sätze als semantisches Netzwerk abgebildet.Die Knoten dieses Netzwerks repräsentieren atomare semantische Einheiten, dieSemanteme genannt werden. Die bereits vorab genannten Lexeme setzen sichaus einem oder mehreren Semantemen zusammen. Beispielsweise ist die Bedeu-tung des Lexems „Mutter“ unter anderem durch die Kombination der Semanteme„menschlich“, „erwachsen“, „weiblich“ und „hat Kind“ zu beschreiben. Diese Se-manteme werden in der semantischen Repräsentation durch gerichtete Kantenverknüpft, welche ihre Abhängigkeiten voneinander charakterisieren. Die Quellejeder gerichteten Kante wird als Prädikat und das Ziel wird jeweils als Argu-ment aufgefasst. Beispielsweise nimmt in der Phrase „mehrfache Prüfung“ dasWort „mehrfach“ die Rolle des Prädikats und „Prüfung“ die Rolle des zugehörigenArguments ein. Das Modell gestattet, dass Argumente von mehreren Prädikatenverwendet werden und, dass Prädikate selbst Argumente für andere Prädikate seindürfen. Durch die Reduktion natürlichsprachlicher Sätze auf Semanteme und se-mantische Beziehungen zwischen diesen wird automatisch von syntaktischen undmorphologischen Modifikationen abstrahiert. Auf diese Weise lassen sich beispiels-weise die bedeutungsgleichen Sätze „Es erfordert eine mehrfache Prüfung“ und„Es ist eine mehrfache Prüfung erforderlich“ mit derselben semantischen Struk-tur beschreiben. Dadurch wird es möglich, unabhängig davon zu entscheiden, inwelcher grammatikalischen Form der natürlichsprachliche Satz materialisiert wird.
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Die Transformation in die Repräsentation der nächst niedrigeren Ebene beinhaltetdiese Entscheidung und erfolgt mittels der erwähnten Transformationsgrammatik.Die Ebene der Oberflächensyntaktischen Repräsentation ist die für die vorlie-Oberflächensyntakti-scheRepräsentation gende Arbeit wichtigste Repräsentation eines natürlichsprachlichen Satzes, da sieim Konzept des in selbiger vorgestellten NLG-Ansatzes (Abschnitt 6.2) in allendrei Schritten der NLG-Pipeline eine zentrale Rolle spielt. Die Oberflächensyn-taktische Repräsentation bildet Abhängigkeitsbeziehungen zwischen Lexemen oderzwischen Lexemen und lexikalischen Funktionen in einer Baumstruktur ab, die alsDeep Syntactic Representation (DSyntR) bezeichnet werden. Lexikalische Funk-Deep SyntacticRepresentation tionen ermöglichen eine generische Repräsentation von aus grammatikalischenGründen anzugebenden Wörtern, wie beispielsweise Hilfsverben. Sowohl Lexemeals auch lexikalische Funktionen werden als Knoten in den Abhängigkeitsbäumenabgebildet. Die Beziehungen zwischen diesen werden dementsprechend durch be-schriftete Kanten hergestellt, die wie folgt kategorisiert sind:
• I - VII: Prädikat-Argument-Beziehungen unterschiedlichen Ranges,
• ATTR: Modifikatoren für Phrasen, z.B. Adjektive, Adverbien und Relativsätze,
• COORD: Koordinierende Konjunktionen, beispielsweise „oder“ und „aber“.Die Beziehungen zwischen Prädikaten und Argumenten ist im wesentlichen ausder semantischen Repräsentation übernommen. Ein wichtiger Unterschied ist hierjedoch, dass Prädikate und Argumente keine Semanteme, sondern Lexeme oder le-xikalische Funktionen sind. Die Rangfolge der Beziehungen beschreibt die gram-matikalische Funktion des Satzteils. Die drei ersten Ränge sind die am häu-figsten anzutreffenden und beschreiben entweder eine Subjektfunktion (I), eineAkkusativ-Objekt-Funktion respektive andere Phrasentypen mit Objekten (II) oderdie Funktion eines Dativ-Objekts (III). Zwei dieser Beziehungstypen sind in der inAbbildung 3.17 dargestellten Oberflächensyntaktischen Repräsentation verwendetworden. Die Wurzel bildet das Hauptverb des Satzes. Von selbigem geht eineKante mit der Beschriftung I aus, welche das Wort „Professor“ als Subjekt desSatzes ausweist. Dagegen ist die Beziehung zu „Antrag“ durch die Beschriftung IIals Akkusativ-Objekt-Funktion festgelegt. Das Adverb „immer“ wird entsprechendseiner Funktion als Phrasenmodifikator mit einer Kante der Kategorie ATTR ver-knüpft. Da der Satz lediglich aus einem Hauptsatz besteht, enthält die Oberflä-chensyntaktische Repräsentation keine koordinierende Konjunktion.
PRÜFEN
[class: verb, tense: past, voice: active]
PROFESSOR





[class: common_noun, article: def]
I II
Abbildung 3.17: DSyntR für den Satz „Der Professor genehmigte den Antrag immer.“
Ein weiterer Aspekt der DSyntR-Strukturen sind die Grammeme, die atomarenGrammeme grammatikalischen Eigenschaften der in der Struktur enthaltenen Lexeme und lexi-kalischen Funktionen. Das als Hauptverb bezeichnete Lexem „PRÜFEN“ ist über
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die Grammeme für die Wortart („class“), die Zeitform („tense“) sowie das Genusverbi („voice“) grammatikalisch näher bestimmt. Die Kombination der Grammemeergibt in diesem Fall, dass das Wort „prüfen“ ein Verb ist, welches in aktiverVergangenheitsform in den Satz eingegliedert werden soll.Die Rangfolge der Beziehungen zwischen den einzelnen mit Grammemen ver-sehenen Lexemen der Oberflächensyntaktischen Repräsentation wird in der Mor-phologischen Repräsentation verwendet, um die lineare Struktur des Zielsatzes zu MorphologischeRepräsentationformen. Grundbestandteil der Repräsentation sind hier die sogenannten Morph-eme. Morpheme sind die kleinsten bedeutungstragenden Einheiten eines Satzes. MorphemeIm Unterschied zu Lexemen sind diese nicht abstrakt und fasst nicht verschiede-ne Flexionsformen zusammen, sondern ist eine dieser Flexionsformen. Aus demDSyntR-Baum, welcher in Abbildung 3.17 dargestellt ist, würde die folgende li-neare Struktur entstehen: Der Professor[sg] genehmigen[past,3,sg,active] denAntrag[sg] immer.Bei der Transformation in die Oberflächenrepräsentation wird die lineare Struk- Oberflächenrepräsen-tationtur der Morphologischen Repräsentation übernommen. Folglich ist die Hauptaufga-be in diesem Schritt die Realisierung der Flexionsformen gemäß der in den Gram-memen angegebenen Informationen. Insgesamt beschreibt die in Abbildung 3.17dargestellte syntaktische Struktur damit den Satz „Der Professor genehmigte denAntrag immer.“Mit dem in diesem Abschnitt beschriebenen Bedeutung-Text-Modell lassensich NLG-Systeme einerseits mehrsprachig und andererseits flexibler hinsichtlichder unterstützten Ausdrucksmöglichkeiten gestalten. Beispielsweise kann über dieGrammeme zwischen Aktiv- und Passivkonstruktionen sowie verschiedenen Nu-meri und Tempora variiert werden, ohne die dafür notwendigen Informationenüber Syntaxmodifikationen, Flexion und Morphologie explizit in textuellen Schablo-nen angeben zu müssen. Das ermöglicht eine von grammatikalischen Merkmalengetriebene Spezifikation des Zieltexts. Zudem erleichtert die formale Repräsen-tation eines Satzes als DSyntR-Struktur die Kombination von Sätzen mittelsKonjunktion und Schachtelung. Grund dafür ist, dass die DSyntR-Struktur dieBeziehungen zwischen den einzelnen Satzteilen spezifiziert, was in einer Reprä-sentation als Zeichenkette nicht gegeben wäre. Die Transformation der DSyntR-Repräsentationen in einen natürlichsprachlichen Satz wird in zahlreichen Ansätzenuntersucht und durch Werkzeugunterstützung modularisiert. Da sich die Beschrei-bung des Bedeutung-Text-Modells auf die für die vorliegende Arbeit relevantenAspekte beschränkt, wird für weiterführende Informationen auf die Quellen [125]und [94] verwiesen.
3.6.4 Theorie rhetorischer Strukturen
Die Theorie rhetorischer Strukturen (RST) (engl. rhetorical structure theory) ist Theorie rhetorischerStruktureneine Methode zur Beschreibung von Dokumentstrukturen auf Basis rhetorischerRelationen [119]. Für die Generierung natürlichsprachlicher Texte aus formalenBeschreibungen bietet sie ein linguistisches Fundament zur schrittweisen Diskurs-planung auf Basis dieser Relationen [79]. Der in Abschnitt 6.2 vorgestellte Ansatzzur Generierung natürlichsprachlicher Prozessbeschreibungen auf Basis deklarati-
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ver Prozessmodelle nutzt dieses Grundprinzip im Rahmen der Dokumentplanung.Aus diesem Grund wird die RST nachfolgend auszugsweise vorgestellt.
Beschränkungen für N: keine
Beschränkungen für S: keine
Beschränkungen für die Kombination N + S:
Der Satellit S präsentiert zusätzliche Details über eine 
Situation oder ein Element der Thematik, welche im 
Nukleus N präsentiert wurde oder durch selbigen per 








Effekt: Der Leser erkennt, dass die in S beschriebene Situation 
zusätzliche Details für N bereitstellt. Der Leser ist 
weiterhin in der Lage, das Element der Thematik zu 
erkennen, für welches die Details bereitgestellt werden.
Ort des Effekts: N und S
Relationsname: Elaboration
Abbildung 3.18: Spezifikation der Elaborationsrelation der Theorie rhetorischer Strukturen
Grundlegend basiert die Theorie auf der Dekomposition eines Textes in ein-zelne Segmente und einer Beschreibung der Beziehungen zwischen einzelnenSegmenten mittels Diskursrelationen. Eine solche Verknüpfung kann wiederummittels einer Diskursrelation mit anderen Segmenten verknüpft werden. Die voll-ständige Beschreibung eines Textes nach diesem Prinzip entspricht folglich einerBaumstruktur, welcher als Rhetorischer Strukturbaum bezeichnet wird und derenRhetorischerStrukturbaum innere Knoten jeweils eine Diskursrelation zwischen den zugehörigen Kindknotenbeschreiben. Die Blätter des Baumes repräsentieren dagegen in der Regel dieeinzelnen Sätze, da diese als elementare Aussagen des Textes betrachtet werden.Die Verknüpfung dieser elementaren Aussagen basiert auf der vielfach bestätigtenAnnahme, dass jeder Text kohärent ist, also inhaltlich vollständig zusammenhängt.Die Art des Zusammenhangs wird über die bereits erwähnten Diskursrelationenangegeben. Empirische Untersuchungen ergaben, dass die Kohärenz natürlich-sprachlicher Texte mit einer kleinen Menge dieser Relationen beschrieben werdenkann [154, S. 102]. Die meisten dieser Diskursrelationen sind binär, was bedeutet,dass sie zwei Segmente miteinander verknüpfen. Ein Beispiel dafür kann anhandder folgenden zwei natürlichsprachlichen Satzpaare (A1 und A2 respektive B1 undB2 ) deutlich gemacht werden.
• A1: Der Prozess umfasst fünf Schritte.
• A2: Einer dieser Schritte ist die Aktivität Flug buchen.
• B1: Der Prozess umfasst fünf Schritte.
• B2: Normalerweise umfasst ein Prozess etwa 10 Schritte.
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Bereits rein intuitiv können Unterschiede in der Beziehung zwischen den Satz-paaren abgeleitet werden. Der zweite Satz liefert zusätzliche Informationen überden im ersten Satz nur grob beschriebenen Prozess. Die beiden Sätze B1 und B2transportieren dagegen konkurrierende Informationen. Die zugehörigen Relationender RST sind in diesem Zusammenhang Elaboration für A1 und A2 respektiveContrast für B1 und B2. Die Sätze, also die zu verknüpfenden Segmente, sinddabei die Argumente dieser Relation. In der RST wird dabei zwischen den zweiArgumenttypen Nukleus (N) und Satellit (S) unterschieden. Als Nukleus fungiert Nuklei und Satellitender dominantere Relationspartner, wohingegen der untergeordnete die Rolle desSatelliten einnimmt. Bei beiden Satzpaaren ist jeweils der erste Satz der Nukleusund der zweite ist folgerichtig der Satellit. In nicht-binären Relationen könnenauch mehrere Nuklei und Satelliten auftreten.Im Kontext der Natural Language Generation werden in der Regel die Nachrich-ten der Dokumentplanungsphase als Argumente der Relationen angesehen. Die inder NLG am häufigsten verwendeten Diskursrelationen der Theorie rhetorischer GängigeDiskursrelationenStrukturen sind:
• Sequence: Eine Menge von Nachrichten, die zeitlich oder räumlich einerbestimmten Reihenfolge folgen,
• Elaboration: Eine Nachricht oder eine Gruppe von Nachrichten (S) verfei-nert die Informationen anderer Nachrichten (N),
• Contrast: Eine Nachricht oder eine Gruppe von Nachrichten (S) bietet ge-gensätzliche Informationen in Bezug auf andere Nachrichten (N),
• Result: Eine Nachricht oder eine Gruppe von Nachrichten (S) beschreibtdie Konsequenz der Informationen anderer Nachrichten (N) und
• Background: Eine Nachricht oder Gruppe von Nachrichten (S) beschreibenHintergrundinformationen zu Informationen anderer Nachrichten (N).Diese informale Beschreibung birgt Interpretationsspielraum. Die Entwickler derRST geben jedoch in [119] für jede Relation eine semi-formale Spezifikation an.Eine solche ist in Abbildung 3.18 dargestellt. Wie die Abbildung zeigt, gliedertsich die Definition einer Relation in vier Teile, namentlich die Beschränkungenfür Nukleus, Satellit und ihre Kombination sowie der Effekt ihrer Kombination.Am oben angegebenen A1-A2-Beispiel ist die Art der Kombination von Nukleusund Satellit eine Menge-Element-Beziehung, da ein Prozess als Menge von fünfSchritten beschrieben wird, von denen einer die Aktivität Flug buchen ist.Die rhetorischen Relationen werden in zahlreichen NLG-Systemen in Form vonPlanungsoperatoren verwendet [154, S. 103]. Dabei bilden die Beschränkungen Planungsoperatorenfür die zu verknüpfenden Textsegmente die Vorbedingungen und der Effekt dieNachbedingungen der Anwendung des Planungsoperators. Durch die Typisierungder einzelnen rhetorischen Relationen ist es zusätzlich möglich, den Lesefluss desTextes zu verbessern. Beispielsweise können für die Contrast-Relation Signalwör-ter oder -phrasen, wie beispielsweise „dagegen“ oder „im Gegensatz dazu“, alsimplizite Referenz des Satelliten auf den zugehörigen Nukleus eingesetzt werden.Im Beispiel des Satzpaares B1 und B2 nimmt das Wort „Normalerweise“ dieFunkion des Signalworts ein.
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Abbildung 4.1: MuDePS: Spurgenerierung für multi-perspektivische, deklarative Prozess-modelle
Entsprechend des Fokus der vorliegenden Arbeit werden zunächst existieren-de Ansätze zur Spurgenerierung diskutiert (Abschnitt 4.1). Diese gestatten dieIdentifikation von Anforderungen für die Entwicklung neuer Spurgeneratoren. Kei-ner unterstützt jedoch die Generierung von Prozessausführungsspuren für multi-perspektivische, deklarative Prozessmodelle. In Konsequenz dazu bildet die Be-schreibung eines dafür geeigneten, innovativen Ansatzes den Kern dieses Kapitels(Abschnitt 4.2). Dieser Ansatz ist einer der Kernbeiträge der vorliegenden Arbeit(Abbildung 4.1), welcher bereits im Überblick (Abschnitt 2.1) unter dem AkronymMuDePS skizziert wird.
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4.1 verwandte arbeiten
In der Literatur finden sich zahlreiche Beschreibungen von Simulationskonzeptenfür Prozessmodelle. Um eine Vergleichsbasis zu schaffen, werden daher nachfolgendausschließlich Simulationsansätze betrachtet, welche künstliche Ereignisprotokolleproduzieren. Folgende Liste gibt einen Überblick über die diskutierten Ansätze:ExistierendeSpurgeneratoren
• Imperativ: Petri-Netze [36, 97, 168, 173], CPN [124], BPMN [34], ProcessTrees [92], YAWL [156]
• Deklarativ: Declare [41], DCR [122]
• Hybrid: Declare & CPN [193], Declare & DCR & CPN [194]
In Abschnitt 3.2.5 wird eine spezielle Klasse von Prozesssimulatoren eingeführt,die als Spurgeneratoren bezeichnet werden. Der im späteren Verlauf dieses Ka-pitels vorgestellte Spurgenerator basiert auf deklarativen, multi-perspektivischenProzessmodellen. Da die deklarativen Prozessmodellierungssprachen gegenüberden imperativen vergleichsweise jung sind, ist es nachvollziehbar, dass die Anzahlder Spurgeneratoren für deklarative Prozessmodelle vergleichsweise gering ist. Ausdiesem Grund werden auch Ansätze aus dem Bereich der imperativen Prozessmo-dellierung analysiert, um zu prüfen, inwiefern sich Erkenntnisse und Prinzipienauf die Spurgenerierung für deklarative Prozessmodelle übertragen lassen.Die Simulation von Prozessen auf Basis imperativer Prozessmodelle beinhaltetImperative vs.deklarativeProzessmodelle das Erschließen und Protokollieren der explizit modellierten Pfade durch den be-schriebenen Prozess. Deklarative Prozessmodelle beinhalten jedoch keine explizitmodellierten Pfade, sondern gestatten implizit jeden Pfad, der nicht gegen eineModellregel verstößt (Abschnitt 1.1.4). Damit sind Verfahren für die Simulationimperativer Modelle ad-hoc nicht auf deklarative übertragbar. Andererseits kannzum aktuellen Zeitpunkt eine Übertragbarkeit der deklarativen Modelle auf im-perative Repräsentationen nicht ausgeschlossen werden [147]. Zudem ist der inAbschnitt 5.2 beschriebene Ansatz zur induktiven Übersetzung von Prozessmodel-len von der Verfügbarkeit entsprechender Spurgeneratoren abhängig. Damit istdie Berücksichtigung der Simulatoren für imperative Prozessmodelle im aktuellenKontext sinnvoll.Zum späteren Vergleich mit dem in Abschnitt 4.2 beschriebenen Spurgenera-tor gibt Tabelle 4.1 einen Überblick über die wesentlichen Eigenschaften undÜbersicht überverwandte Ansätze Funktionen der bereits existierenden und vergleichbaren Techniken.Die vertikale Trennung der im Tabellenkopf aufgelisteten Ansätze separiert im-perative von deklarativen Spurgeneratoren. PN steht hier verkürzt für Petri-Netz,PT für Process Tree und Hybrid bezeichnet eine Kombination aus Declare, DCR1und CPN. In den inneren Zellen der Tabelle erfolgt die Bewertung, ob der jewei-lige Ansatz (Spalte) die jeweilige Eigenschaft oder Funktion (Zeile) aufweist. Das
-Symbol repräsentiert die Unterstützung der jeweiligen Funktion respektive dieGültigkeit der Eigenschaft. Mit () werden die Eigenschaften und Funktionen mar-kiert, welche die jeweilige Technik nur teilweise aufweist. Mit „0“ sind die Fälle
1 DCR = Dynamic Condition Response (Graphs)
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PN PN PN PN PT CPN BPMN YAWL Declare DCR Hybrid Hybrid[36] [97] [173] [168] [92] [124] [33, 34] [156] [41] [122] [193] [194]Unterstützte Prozessperspektiven- Funktionale            - Verhaltensorientierte            - Datenorientierte 0 0 () 0 0    0  () ()- Organisatorische 0 0 () 0 0  -  0 () () ()- Operationale 0 0 0 0 0 - - 0 0 0 0 0Ereignistypen: Start/Ende - - -      - - - -Dynamische Beziehungen - - () - - - - - 0 - - -Perspektivenübergr. Beziehungen 0 0 0 0 0 - - - 0 - - -Konfigurierbare Entscheidungen  - - () -  -  - -  Nativ garantierte Terminierung  -  -  -  () -  - ()Wahlweise künstliches Rauschen- Zusätzliche Aktivitäten  -   () -  - - - - -- Überspringen von Aktivitäten  -    -  - - - - -- Verzögerung von Aktivitäten - -  - - - - - - - - -- Vertauschen von Aktivitäten - - -  - -  - - - - -- Unautorisierte Ressourcen - -  - - - - - - - - -- Verfälschen von Datenwerten - - - - - -  - - - - -- Rauschprofile - - - - - -  - - - - -Konfigurierbare Prozessumgebung - -  - - - -  - - - -Konfigurierbarer Startzustand - - - - - - -  - - - -Ressourcen-Bias - - - - - - - - -  - -Export in Standardformat          - () ()
Tabelle 4.1: Eigenschaften und Funktionen existierender Spurgeneratoren
markiert, in denen die Funktion oder Eigenschaft für die zugrundeliegende Pro-zessmodellierungssprache irrelevant ist. Beispielsweise unterstützten Petri-Netzelediglich den Kontrollfluss, wodurch nicht der Simulationsansatz, sondern die ver-wendete Sprache limitiert ist. Schließlich werden mit „-“ die Fälle markiert, indenen eine Eigenschaft oder Funktion im jeweiligen Ansatz nicht gegeben ist.Die betrachteten Eigenschaften und Funktionen dienen auch gleichzeitig als An-forderungskatalog, da diese im Kontext bereits existierender, vergleichbarer Tech- Anforderungskatalogniken als wichtig erachtet werden. Die aus den verwandten Arbeiten identifiziertenEigenschaften und Funktionen sind:
• Unterstützte Prozessperspektiven: Vollständigkeit der Simulation der intera-gierenden Entitäten des Prozesses hinsichtlich der fünf Prozessperspektiven(Abschnitt 1.1.2),
• Ereignistypen: Start/Ende: Berücksichtigung eines einfachen Aktivitätsle-benszyklus,
• Dynamische Beziehungen: Gültige Instanzen der Beziehungen nur zur Lauf-zeit ermittelbar (beispielsweise binding of duties in Abschnitt 3.1.5),
• Perspektivenübergreifende Beziehungen: Beziehungen und Regeln, die nurfür Teilmengen der einzelnen Entitätsklassen gelten (Abschnitt 3.1.5),
• Konfigurierbare Entscheidungen: Kontrolle für Entscheidungen an z.B. XOR-Verzweigungen (imperativ) oder für Aktivitätspriorisierung (deklarativ),
• Nativ garantierte Terminierung: Kein künstliches Kriterium für garantierteTerminierung notwendig, besonders für deklarative Prozessmodelle relevant,
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• Wahlweise künstliches Rauschen: Gezielte Generierung von zum Prozess-modell nonkonformen Ausführungsspuren. Rauschprofile bilden eine vorkon-figurierte Kombination einzelner Rauschparameter,
• Konfigurierbare Prozessumgebung: Kontrolle über z.B. Ankunftsraten undDurchlaufzeiten von simulierten Prozessinstanzen,
• Konfigurierbarer Startzustand: Wahlweise Vorgabe einer partiellen Ausfüh-rungsspur und Simulation möglicher Fortsetzungen,
• Ressourcen-Bias: Unterschiedliche Spuren basierend auf Ressourcenprofi-len, die unterschiedliche Verhaltensneigungen im Prozess beschreiben,
• Export in Standardformat: Generierung der Spuren in gängigen Standard-formaten MXML oder XES.Zwar werden einige der genannten Eigenschaften von mehreren der aufgeführ-ten, verwandten Techniken unterstützt, eine fundierte Anforderungsanalyse ist inallen Fällen jedoch nicht erkennbar. Folglich muss der Übernahme der Eigenschaf-ten und Funktionen zumindest eine grobe kritische Betrachtung vorausgehen.Kritische Betrachtungder Eigenschaften Möchte man jedes mögliche Verhalten eines Modells zur Laufzeit simulieren,so müssen alle Aspekte desselben berücksichtigt werden können. Der wesentli-che Grund ist, dass mittels Simulation mögliche Prozessverläufe zum Vorscheingebracht werden sollen. Je nach Fragestellung können sich diese Verläufe bei-spielsweise in der Reihenfolge von Aktivitäten, in Datenwerten, in der Zuwei-sung von Aktivitäten zu Ausführenden oder auch der Verwendung von IT-Systemenunterscheiden. Aus diesem Grund ist die Unterstützung von zumindest den fünfUnterstützteProzessperspektiven vorab beschriebenen, auf Erfahrungswerten basierenden Prozessperspektiven (Ab-schnitt 1.1.2) sinnvoll. Eine Prüfung der Vollständigkeit der Abdeckung jeder ein-zelnen Perspektive ist ebenfalls problematisch. Rein qualitativ ist die Abdeckungdurch einen Spurgenerator dann vollständig, wenn selbiger die volle Ausdrucks-mächtigkeit der zur Prozessmodellierung verwendeten Sprache ausschöpft. Dieskann folglich nur für jede Prozessmodellierungssprache individuell geprüft wer-den. Der im Rahmen dieser Arbeit entwickelte Spurgenerator operiert auf DPIL-Modellen. Da DPIL Regelschachtelungen beliebiger Tiefe gestattet, erfolgt diePrüfung der Vollständigkeit der Abdeckung der Perspektiven durch den Spurgene-rator auf Basis gängiger Regelschablonen (Abschnitt 4.2.4.3). Verwandte Ansätzewerden dagegen jeweils auf Basis der Ausdrucksmächtigkeit der Prozessmodellie-rungssprache bewertet, da diese Analyse auch für den später vorgestellten Trans-lationsansatz relevant ist (Abschnitt 5.2).Die Unterscheidung der Ereignistypen ermöglicht eine detailliertere Wiederga-Ereignistypen:Start/Ende be möglicher Prozessverläufe und ist somit ebenfalls eine nützliche Funktionalität.Dynamische und perspektivenübergreifende Beziehungen können nicht in jederDynamische/ perspek-tivenübergreifendeBeziehungen Prozessmodellierungssprache abgebildet werden, in DPIL allerdings schon. EineSimulationswerkzeug für DPIL muss demnach auch in der Lage sein, die Regelnfür diese Beziehungen zu interpretieren.Konfigurierbare Entscheidungen bedeuten im DPIL-Kontext die PriorisierungKonfigurierbareEntscheidungen von Aktivitäten. Für manche Anwendungsfälle ist eine solche Priorisierung notwen-dig, um realitätsnähere Ereignisprotokolle zu generieren, was mit einer Gleichver-
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teilung aller Aktivitäten nicht immer möglich ist. Imperative und deklarative Pro-zessmodelle enthalten zudem potentiell Möglichkeiten der unbegrenzten Wiederho-lung von Aktivitäten. Für die Terminierung der Simulation ist dann ein künstliches Nativ garantierteTerminierungTerminierungskriterium obligatorisch.Ausschließlich aus einem Ereignisprotokoll selbst zu schlussfolgern, welchesbeobachtete Verhalten relevant respektive irrelevant ist, ist fraglich. Die Rele-vanz wird in der einschlägigen Literatur vordergründig von der Häufigkeit derBeobachtung eines bestimmten Prozessverhaltens abhängig gemacht. Diese reinquantitative Sichtweise gibt jedoch weder Aufschluss über die Wichtigkeit nochüber die Korrektheit des jeweiligen Prozessverlaufs. Für einen solchen Schritt istein detailliertes Wissen über die Qualität der Ereignisprotokolle obligatorisch.Andernfalls ist die Qualität der Schlussfolgerungen diffus, da sie von beispiels-weise Umfang, Vollständigkeit und Herkunft der Protokolle abhängig ist. Zudementsteht durch das Ausblenden von selten auftretenden Prozessverläufen bereitsein Bias hinsichtlich der Motivation des Schließens von beobachtetem Verhal-ten auf allgemeingültige Verhaltensvorgaben. Ist die Motivation der Interpretationder Protokolle die Modellierung der bisher am häufigsten beobachteten Prozess-verläufe, dann kann ein solches Ausblenden aber auch sinnvoll sein. In diesemZusammenhang werden selten beobachtete Prozessverläufe im Kontext von histo-rischen Ereignisprotokollen häufig als Rauschen bezeichnet (Abschnitt 3.3.2). Fürkünstliche Ereignisprotokolle hat dieses Rauschen jedoch eine andere Relevanz.Rauschen bedeutet hier eine gewünschte, nachvollziehbare Abweichung vom Mo- Wahlweisekünstliches Rauschendell oder das Ausblenden bestimmter Modellbestandteile. Diese Funktionalitätkann beispielsweise verwendet werden, um die Wirksamkeit der Rauschfilter vonProcess-Mining-Verfahren zu testen. Aus Sicht des Autors ist aber die Anwendungim Bereich der Konformitätsprüfung (Abschnitt 3.4.1) plausibler. Künstlich erzeug-tes Rauschen kann hier verwendet werden, um die Korrektheit der Funktionsweisevon Werkzeugen für die Konformitätsprüfung zu bewerten.Eine konfigurierbare Prozessumgebung, wie beispielsweise die Ankunftsrate KonfigurierbareProzessumgebungneuer Prozessinstanzen ist von weit geringerer Relevanz. Dies ist in erster Li-nie für Simulationen zur Messung bestimmter KPIs wichtig, die jedoch für denZweck der Spurgenerierung im Rahmen der vorliegenden Arbeit irrelevant sind.Da jedoch zum aktuellen Zeitpunkt nicht ausgeschlossen werden kann, dass dasin Abschnitt 4.2 vorgestellte Simulationskonzept später auch für diese Zweckeverwendet werden könnte, wird diese Funktionalität exemplarisch berücksichtigt.Ein konfigurierbarer Startzustand ist beispielsweise für eine Anwendung des KonfigurierbarerStartzustandSpurgenerators im Bereich der Vorhersage von Konsequenzen der Entscheidungenin einem Prozess von zentraler Bedeutung.Um Prozessverläufe in Abhängigkeit der Charakteristika bestimmter organisato-rischer Ressourcen bei der Spurgenerierung beeinflussen zu können, ist die Kon-figurationsmöglichkeit für einen Ressourcen-Bias sinnvoll. Beispielsweise kann Ressourcen-Biasein Nutzer mit geringer Arbeitsmotivation modelliert werden, welcher versucht,bestimmte Aufgaben zu vermeiden oder allgemein danach strebt, jeden Prozessschnellstmöglich zu beenden.Der Export der generierten Prozessausführungsspuren in ein Standardformat ist Export inStandardformatvon zentraler Bedeutung für die Verwendung dieser in anderen Werkzeugen. Bei-
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spiele dafür sind die bereits erwähnten Process-Mining-Technologien und Werk-zeuge für die Konformitätsprüfung.In den nachfolgenden Abschnitten werden die in Tabelle 4.1 dargestelltenTechniken hinsichtlich ihrer Eigenschaften und Funktionen zusammengefasst. DerSchwerpunkt wird hier auf eine detaillierte Betrachtung der Spurgeneratoren fürdeklarative Prozessmodellierungssprachen gelegt.
4.1.1 Prozesssimulation auf Basis imperativer Prozessmodelle
Der aktuelle Abschnitt beschränkt sich auf einen knappen Überblick über Spurge-neratoren für unterschiedliche imperative Prozessmodellierungssprachen. Ziel ist,die Funktionsweise soweit zu analysieren, dass eine Anwendung der Techniken imspäter beschriebenen Translationsprinzip für Prozessmodelle (Abschnitt 5.2) mög-lich wird. Weiterhin wird geprüft, inwiefern sich Konzepte dieser Techniken für denim Rahmen der vorliegenden Arbeit entwickelten Simulationsansatz (Abschnitt 4.2)wiederverwendet werden können.
4.1.1.1 Petri-NetzeDer mit Abstand größte Anteil an Spurgeneratoren operiert auf Petri-Netzen2 undSpurgenerierung ausPetri-Netzen beschränkt sich für die Generierung von Ereignisprotokollen auf die Funktionaleund die Verhaltensorientierte Perspektive. Burratin und Sperduti [36] beschreibeneine Technik zur parametrierbaren Erzeugung von Petri-Netzen und deren Ausfüh-rung zur Generierung künstlicher Ereignisprotokolle. Da die automatische Gene-rierung von Prozessmodellen außerhalb des Fokus der vorliegenden Arbeit liegt,beschränkt sich die folgende Erläuterung auf den Spurgenerierungsanteil. DerSpurgenerator folgt schrittweise jedem Pfad durch das Modell und protokolliertdabei die besuchten Aktivitäten. Mehrere Pfade existieren nur dann, wenn das Mo-dell Verzweigungen enthält. Da Petri-Netze grundsätzlich nur zwischen exklusivenEntscheidungen (XOR) und Parallelisierung (AND) des Kontrollflusses unterschei-den können3, muss der Spurgenerator lediglich an XOR-Verzweigung entscheiden,welchem Pfad zu folgen ist. Der Ansatz unterstützt hierfür eine zufallsbasierteEntscheidung auf Basis einer Gleich-, Standardnormal- oder Beta-Verteilung (Ta-ProbabilistischeModellierung vonEntscheidungen belle 3.3). Eine Besonderheit ist, dass für AND-Verzweigungen auch jeweils einedieser Wahrscheinlichkeitsverteilungen angegeben werden kann. Damit wird je-doch lediglich eine zeitliche Reihenfolge festgelegt, in der die parallelisiertenPfade durchlaufen werden. Eine zusätzliche Restriktion ist, dass jedem von ei-ner Verzweigung ausgehenden Pfad eine Wahrscheinlichkeit von > 0 zugewiesenwird. Einerseits vermeidet das „tote“ Pfade. Bei Schleifen andererseits – modelliertmittels XOR-Verzweigungen – läuft die Wahrscheinlichkeit für endlose Wiederho-lungen gegen 0, wodurch der Algorithmus garantiert terminiert. Die besuchten
2 In einigen Fällen handelt es sich um sogenannte Workflow-Netze, eine spezielle Form der Petri-Netze. Da diese sich im Wesentlichen nur durch definierte Anfangs- und Endplätze von allgemeinenPetri-Netzen unterscheiden, werden die beiden Formen im Rahmen dieser Arbeit als identischangesehen.3 Inklusive (OR) Entscheidungen können aber durch eine Kombination aus XOR- und AND-Verzweigungen nachgebildet werden.
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Aktivitäten jeder Ausführung werden schließlich mit einem Zeitstempel versehenund in einem MXML-Ereignisprotokoll abgelegt. Der Algorithmus ist zusätzlich inder Lage, Aktivitäten zufallsbasiert zu löschen oder als künstliches Rauschen insProtokoll aufzunehmen. Künstliches Rauschen dient dazu, die generierten Spurenrealitätsnäher zu gestalten, indem auf Wunsch Unregelmäßigkeiten eingefügt wer-den. Da diese Simulationstechnik vollständig von der angenommenen Petri-Netz-Struktur ausgeht, ist sie nicht auf Simulationsprobleme für multi-perspektivische,deklarative Prozessmodelle anwendbar. Das Prinzip, gültige Ereignisprotokolle auf Anreicherung uminvalide Prozessaus-führungsspurenWunsch mit nicht-modellkonformen Prozessausführungsspuren anzureichern, wirdin Abschnitt 4.2 aufgegriffen.Der in [97] beschriebene Ansatz erzeugt auf Basis von gegebenen Petri-Netzenneue Petri-Netze sowie dazu konforme Ereignisprotokolle. Die Generierung künst-licher Prozessmodelle ist jedoch nicht im Fokus der vorliegenden Arbeit, weswegenauch hier auf eine Erläuterung dieses Teils der Funktionalität verzichtet wird. DieSimulationsdurchführung basiert auf Graphersetzungsregeln. Die wichtigste Regel Graphersetzungs-regelnbeschreibt die Aktivierung von Transitionen und den damit verbundenen Fluss derMarkierungen. Ein Simulationsfortschritt wird dadurch erzielt, dass ein unmarkier-ter Platz durch einen ein- oder mehrfach markierten ersetzt wird. Welche Plätzeersetzt werden, entscheidet der aktuelle Markierungszustand und die dadurch er-möglichten Aktivierungen von Transitionen. In der Beschreibung des Ansatzes wirdjedoch keine Aussage getroffen, inwiefern die entwickelten Graphersetzungsregelnauf Petri-Netze mit AND- respektive XOR-Verzweigungen anwendbar sind. Weiter-hin wird nicht eindeutig erwähnt, in welchem Serialisierungsformat die erzeugtenEreignisprotokolle exportiert werden. Der Ansatz ist von den Autoren selbst als un-fertig beschrieben, sodass keine Rückschlüsse auf die Vorteile der Verwendung vonGraphgrammatiken zur Simulationsdurchführung gegenüber alternativen Verfahrengezogen werden können. Aus diesem Grund wird das vorgestellte Simulationsprin-zip als nicht relevant für den Rahmen der vorliegenden Arbeit betrachtet.In [173] wird zwar allgemein von sogenannten Prozessmodellen mit Blockstruk-tur ausgegangen, die zugehörige Implementierung ist jedoch auf Petri-Netze be- Spurgenerierung ausProzessmodellen mitBlockstrukturschränkt. Diese Beschränkung wird insofern gelockert, als die zugehörige Simu-lationssoftware gestattet, den sogenannten Kontext der Prozessausführung zu mo-dellieren. Je nach gewähltem Modus wird ist Kontext entweder leer (SIMPLE-Modus) oder wird mit einer Kombination aus Nutzer- und Zugriffsmodell sowieeinem Modell für die Datenverwendung von und in Aktivitäten befüllt. Folglichenthalten die generierten Spuren entweder nur Aktivitätsnamen und zugehörigeZeitstempel oder zusätzlich die ausführende Ressource und Datenelemente. Im Un-terschied zu vergleichbaren Ansätzen werden Ressourcenzuweisung auf Basis vonAutorisierungsfunktionen vorgenommen. Die derzeit unterstützten Autorisierungs- Autorisierungsfunktio-nenfunktionen beschränken sich auf ein einfaches Rollenkonzept und eine expliziteZugriffsliste. Hierarchische organisatorische Beziehungen, wie beispielsweise dieAngestellter-Vorgesetzter-Beziehung, lassen sich hier nicht umsetzen. Wie in [36]können auch mit der Technik aus [173] Ausführungsspuren erzeugt werden, wel-che einen Verstoß gegen das gegebene Modell und zusätzlich gegen den spezifi-zierten Kontext darstellen. Dies geschieht nach der eigentlichen Simulation desEingabe-Petri-Netzes in Form von Spurtransformationen. Beispiele für die kon-
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trollierte Generierung von Abweichungen sind zeitliche Verzögerungen, das Über-springen von Aktivitäten und die nicht autorisierte Zuweisung einer Ressourcezu einer Aktivität. Als Besonderheit können zusätzlich auch Verstöße gegen Re-geln wie binding oder separation of duties simuliert werden (Abschnitt 3.1.5). DieAusgabe der Ereignisprotokolle erfolgt entweder als reiner Text oder in MXML-Form; eine XES-Exportfunktion ist geplant. Die Simulationsdurchführung basierterneut ausschließlich auf der Petri-Netz-Notation. Damit ist auch diese Techniknicht auf die Simulation multi-perspektivischer, deklarativer Prozessmodelle über-tragbar. Das Konzept der Autorisierungsfunktionen ist jedoch wiederverwendbarund wird in Abschnitt 4.2 durch die Verwendung der ProzessmodellierungsspracheDPIL implizit berücksichtigt. Eine nachträgliche, gezielte Verfälschung berechneterAusführungsspuren ist unnötig, da der in Abschnitt 4.2 beschriebene Ansatz zurGenerierung von Spuren mit künstlichem Rauschen eigenständig in der Lage ist.Shugurov und Mitsyuk [168] beschreiben ebenfalls einen Ansatz für die Generie-rung künstlicher Ereignisprotokolle auf Basis von rein kontrollflussbasierten Petri-Netzen. Wie in [36] und [173] ermöglicht der Spurgenerator auch die Erzeugung vonSpuren, welche gezielt künstliches Rausche beinhalten. Dies können zusätzlicheAktivitäten, Missachtungen der Reihenfolge von Aktivitäten oder übersprungeneAktivitäten sein. Im Unterschied zu [36] können die Anzahl der Spuren sowie diemaximale Anzahl an Ereignissen pro Spur parametriert werden. Letzteres stellt einkünstliches Abbruchkriterium dar, welches für den gewählten Ansatz notwendig ist,KünstlichesAbbruchkriterium:Länge der Spuren falls ein Prozessmodell Endlosschleifen gestattet. Das trifft im aktuell diskutiertenAnsatz potentiell zu. Hier, wie auch in [36], werden Wahrscheinlichkeiten verwen-det, um die nächste Transition auszuwählen und diese Wahrscheinlichkeiten auch
0 sein dürfen. In [36] müssen keine künstlichen Abbruchkriterien definiert werden,da Wahrscheinlichkeiten von 0 explizit verboten sind. Die im aktuell betrachte-ten Ansatz verwendete Wahrscheinlichkeitsverteilung für die Zufallszahlen wirdnicht näher spezifiziert. Eine weitere Besonderheit ist die Berücksichtigung desAktivitätslebenszyklus. So kann im Ereignisprotokoll zwischen dem Start und demBerücksichtigung desAktivitätslebenszyklus Ende der Bearbeitung einer Aktivität unterschieden werden. Die Technik ist alsErweiterung der bereits erwähnten ProM-Plattform implementiert und erlaubt so-mit beispielsweise den Export des erzeugten Ereignisprotokolls im XES-Format.Auch dieser Ansatz enthält, obwohl er ebenfalls auf imperativen Modellen basiert,einen relevanten Gesichtspunkt. Die Berücksichtigung des Aktivitätslebenszykluserlaubt die Berechnung der Dauer der Durchführung einer Aktivität. Das wird vondem in Abschnitt 4.2 beschriebenen eigenen Ansatz ebenfalls unterstützt.
4.1.1.2 ProzessbäumeWie in den Arbeiten von Burattin, Sperduti [36] und Kataeva [97] bietet auch diein [92] beschriebene Technik die Möglichkeit, sowohl Prozessmodelle als auch zu-fällige Ereignisprotokolle für diese Prozessmodelle zu generieren. Prozessmodellewerden hier in Form von Prozessbäumen repräsentiert und weisen demnach eineBlockstruktur auf. Die Prozessbäume werden auf Basis von den in [160] identifi-zierten kontrollflussbasierten Workflow-Mustern wie Schleifen und verschiedenenVerzweigungsformen generiert. Im Unterschied zu den anderen in diesem Abschnittbeschriebenen Ansätzen können hier zusätzliche Kontrollflussmuster realisiert wer-
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den. Ein Beispiel sind die sogenannten langfristigen Abhängigkeiten, welche eineAbhängigkeit zwischen zwei XOR-Entscheidungen darstellt. Diese können auf-grund der Blockstruktur von Prozessbäumen eigentlich nicht modelliert werden,da die einzelnen Zweige per Definition voneinander unabhängig sind. Stattdes-sen wird auf einen Umweg zurückgegriffen, der Teilbäume gezielt kopiert, sodassdie entstehenden Duplikate die gewünschte Abhängigkeit repräsentieren. An die-ser Stelle ist anzumerken, dass die Wahl der Prozessmodellierungssprache unddas eben angesprochene Alleinstellungsmerkmal der Technik einen unnötigen Wi-derspruch darstellen. Die Erzeugung der künstlichen Prozessbäume ist wiederumaußerhalb des Fokus der vorliegenden Arbeit.Die in [92] vorgestellte Technik zur Spurgenerierung profitiert insofern von derEigenschaft der Azyklizität von Prozessbäumen, als keine künstlichen Abbruch-kriterien für die Simulation notwendig sind. Die Terminierung ist bereits durchdie Baumstruktur garantiert. Somit wird für die Simulationsdurchführung ledig-lich die Gesamtanzahl der zu simulierenden Instanzen benötigt. Ähnlich wie beizuvor diskutierten Techniken (beispielsweise [168]), so wird auch hier zwischen Be-ginn und Ende der Durchführung einer Aktivität unterschieden. Der Prozessbaumwird mit einer festen Präordnung traversiert und in eine Sequenzform überführt.Sequenzen von Aktivitäten werden exakt in der Traversierungsreihenfolge angeord-net. Für Aufteilungen des Kontrollflusses durch XOR-, AND-, OR- und Schleifen-Verzweigungen werden die jeweiligen Nachfolgeknoten entsprechend der Semantikdes Operators in eine sequentielle Reihenfolge gebracht. Ob eine Schleife abge-brochen oder erneut durchlaufen wird und welchem Pfad bei einer Entscheidunggefolgt wird, entscheidet der Algorithmus zufällig. Es wird keine Aussage dar-über getroffen, auf welcher Grundlage diese Entscheidung gefällt wird. Wie einigeder anderen diskutierten Techniken auch, können gezielt Ausführungsspuren ge-neriert werden, welche Verstöße gegen das jeweilige Prozessmodell aufweisen.Zu den unterstützten Verstößen zählen das Überspringen oder irregulär-doppelteAusführungen von Aktivitäten. Die Serialisierung des Ereignisprotokolls erfolgt imXES-Format. Für den in der vorliegenden Arbeit vorgestellten Ansatz zur Spur-generierung für multi-perspektivische, deklarative Prozessmodelle ist die eben be-schriebene, rein imperative und kontrollflussbasierte Technik nicht relevant. Fürden in Abschnitt 5.2 beschrieben Ansatz zur Übersetzung von Prozessmodellenstellt sie jedoch die einzige Möglichkeit dar, Prozessbäume induktiv in eine ande-re Prozessmodellierungssprache zu übersetzen.
4.1.1.3 CPN-ModelleDer in [124] vorgestellte Ansatz erzeugt Ereignisprotokolle für gegebene ColouredPetri Nets und baut auf der generellen CPN-Semantik auf [90]. Das Werkzeug Generierung ausCPN-ModellenCPN Tools bietet für die Simulationsdurchführung einen interaktiven und einenautomatischen Modus. Für die automatisierte Erzeugung von Ereignisprotokollenist lediglich letzterer Modus relevant. Um die Terminierung der Simulation zugarantieren, muss ein künstliches Abbruchkriterium festgelegt werden. Im Gegen- KünstlichesAbbruchkriterium:MaximaleProzesslaufzeitsatz zu der in [168] diskutierten Simulationstechnik kann dieses Abbruchkriteriumnicht nur eine maximale Anzahl durchgeführter Aktivitäten, sondern auch einemaximale Laufzeit des Prozesses sein. Ausgehend von der initialen Markierung
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und den festgelegten Abbruchkriterien wird auf Basis des globalen Modelltaktesder Fortschritt der Prozessausführung simuliert. In jedem Takt werden auf Basisder entsprechenden Markierungen die aktuell aktivierten Transitionen berechnet.Sollten von einem Platz aus mehrere, aktuell aktive Transitionen ausgehen, wirdeine davon zufallsgesteuert ausgewählt. Die Belegung der Markierungen mit ent-sprechenden Datenwerten erfolgt ebenfalls durch einen Zufallszahlengenerator.Diese Zufallszahlen werden nach einer der möglichen parametrierbaren Wahr-scheinlichkeitsfunktion ermittelt. Zu den von CPN Tools unterstützen Funktionenzählen beispielsweise die Gleich-, Standard-Normal-, Erlang- und Exponential-verteilung (vgl. Tabelle 3.3). Der in [124] beschriebene Simulator basiert auf dergenerellen Simulationsfunktionalität von CPN Tools, welches zwar die beschriebe-ne automatisierte Ausführung von CPN-Modellen, nicht aber die Protokollierungdes Ausführungsverlaufs unterstützt. Diese Funktionalität wird in [124] mittels wei-terer CPN-ML-Funktionen als Modifikationen der von CPN Tools standardmäßigunterstützten Eingabe-, Ausgabe- und Aktionsbeschriftungen realisiert. Da CPNTools sowohl Zeitstempel, Aktivitätsdurchführungen und Ressourcenzuweisungenauf Basis eines ebenfalls zu modellierenden Ressource-Rollenmodells erlaubt, istRessource-Rollenmodell lediglich eine Überführung dieser Informationen in das gewünschte Format notwen-dig. Der beschriebene Ansatz erzeugt daher für jeden bearbeiteten Fall eine Pro-zessausführungsspur im MXML-Format. Das finale Ereignisprotokoll wird durchdie Verschmelzung aller dieser Spuren mittels des Werkzeugs ProM generiert.Wie die vorher diskutierten Ansätze beruht auch der aktuell betrachtete Simula-tionsansatz auf der Verfügbarkeit des Prozessmodells als gerichteter Graph. Ausdiesem Grund ist der Ansatz prinzipiell nicht auf deklarative Prozessmodelle an-zuwenden. Die Simulation unter Berücksichtigung eines Ressource-Rollenmodellswird jedoch auch von der in Abschnitt 4.2 vorgestellten Simulationstechnik fürmulti-perspektivische, deklarative Prozessmodelle unterstützt. Zudem ist die ak-tuell diskutierte Simulationstechnik durch ihren multi-perspektivischen Charaktersowie programmatische Erweiterungspunkte und zahlreiche Möglichkeiten der Pa-ProgrammatischeErweiterungspunkte rametrierung für die Simulation von imperativen Prozessmodellen im Rahmen derinduktiven Translation geeignet (Abschnitt 5.2).
4.1.1.4 BPMN-ModelleIn [34] und [33] wird der in [36] vorgestellte Ansatz zur Erzeugung von Petri-Netz-basierten Prozessmodellen und zugehöriger Ereignisprotokolle signifikant erwei-tert. Eine der wesentlichen Neuerungen ist dabei die Unterstützung der Datenori-entierten Perspektive (Abschnitt 1.1.2). Aktivitäten können hier Datenproduzentenoder -konsumenten sein. Weiterhin wird zwischen statischen und dynamischen Da-tenobjekten unterschieden. Erstere sind einfache Schlüssel-Wert-Paare, die denkompletten Simulationsverlauf über unverändert bleiben. Letztere können zu jedemZeitpunkt des Simulationsverlaufs einen anderen Wert annehmen. Weiterhin gestat-tet eine neue interne Struktur mehr Flexibilität, sodass es beispielsweise möglichist, mit externen Werkzeugen erstellte BPMN-Modelle zu importieren und auf ei-Spurgenerierung ausBPMN-Modellen ne Petri-Netz-Repräsentation abzubilden. Die Simulation von Entscheidungen aufBasis konfigurierbarer Wahrscheinlichkeitsverteilungen, wie es im Vorläufer [36]möglich ist, wird derzeit nicht unterstützt. Stattdessen ist an jeder Verzweigung die
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Wahl eines der ausgehenden Pfade gleich wahrscheinlich gegenüber den Alter-nativen. Weiterhin wird eine Unterscheidung zwischen dem Start und dem Endeder Bearbeitung einer Aktivität unterstützt, ist aber nicht obligatorisch. Dabeiwird jedoch von einer rein sequentiellen Ausführung ausgegangen, was bedeutet,dass zwischen Beginn und Ende der Durchführung einer Aktivität in derselbenProzessinstanz kein Ereignis auftreten darf, welches sich auf eine andere Aktivi-tätsdurchführung bezieht. Statische Datenobjekte werden vom Simulator für jedesimulierte Instanz als Konstanten gehandhabt. Für dynamische Datenobjekte kannein Python-Skript hinterlegt werden, sodass flexibel jede beliebige Belegungsstra-tegie implementiert werden kann. Dabei kann für jede Instanz eine andere Strategiegewählt werden. Zusätzlich ist es möglich, künstliches Rauschen im Ereignisproto-koll hervorzurufen. Das kann auf Spur-, Ereignis- oder Datenebene geschehen. AufSpurebene können so künstliche Unregelmäßigkeiten wie „abgeschnittene“ Teilspu-ren oder zufällige, nicht im Modell enthaltenen Aktivitäten generiert werden. AufEreignisebene kann beispielsweise der Aktivitätsname und auf Datenebene derDatenwert zufällig verändert werden. Dabei muss vom Nutzer nur die maximaleHöhe der Änderung für die Datenwerte angegeben werden. Aufgrund der Vielfaltan Möglichkeiten, wie sich das Rauschphänomen im Ereignisprotokoll manifes-tieren kann, werden mehrere sogenannte Rauschprofile vordefiniert. Diese stellen Rauschprofilegebräuchliche Konfigurationen zum Einfügen von Rauschen dar. Der Export der ge-nerierten Ereignisprotokolle erfolgt wahlweise im MXML- oder XES-Format. Fürden in Abschnitt 5.2 beschriebenen Ansatz ist die hier besprochene Technik inso-fern relevant, als sie als multi-perspektivischer Spurgenerator für die Übersetzungvon BPMN-Modellen dienen kann. Für die in Abschnitt 4.2 beschriebene Tech-nik zur multi-perspektivischen Spurgenerierung für deklarative Prozessmodelle isthingegen lediglich die Bereitstellung von Rauschprofilen relevant.
4.1.1.5 YAWL-ModelleDer im imperativen Bereich letzte Ansatz zur Spurgenerierung verwendet dieProzessmodellierungssprache YAWL und ist in [156] beschrieben. Grundlegende Spurgenerierung ausYAWL-ModellenUnterschiede zu den vorangegangenen vergleichbaren Ansätzen liegen in der Un-terscheidung zwischen der Verfügbarkeit, dem Start der Bearbeitung und dem ErweiterterAktivitätslebenszykluszugehörigen Ende der Bearbeitung einer Aktivität im Ereignisprotokoll. In den üb-rigen Ansätzen werden lediglich das Ende und teilweise der Start einer Aktivitäts-durchführung protokolliert. Zusätzlich zu Funktionaler und Verhaltensorientierterwerden auch die Organisatorische und die Datenorientierte Prozessperspektiveunterstützt, wodurch die Abdeckung der Perspektiven mit [124] identisch ist. Einweiterer wesentlicher Unterschied liegt jedoch in der Art und Weise, wie das Si-mulationsmodell initialisiert wird. Anstatt das Simulationsmodell von Grund aufvom Durchführenden der Simulation konfigurieren zu lassen, werden Informationenaus einem WfMS verwendet. Der Ansatz geht davon aus, dass in selbigem Design-Informationen in Form eines Prozessmodells mit Abdeckung der angesprochenen AlternativeInitialisierung desSimulationsmodellsmit historischen oderzustandsbezogenenInformationen
Perspektiven, historische Informationen in Form früherer Ereignisprotokolle sowieZustandsinformationen über aktuelle Prozessausführungen vorliegen. Das ist mitdem gleichnamigen YAWL WfMS gegeben – zumindest wenn dieses bereits früherzur Ausführung des jeweiligen Prozessmodells eingesetzt wurde.
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Design-Informationen in Kombination mit historischen Informationen sollen dasSimulationsmodell potentiell stärker am realen Prozessablauf ausrichten als einmanuell konstruiertes. Dieser Ansatz erscheint zunächst paradox, da Simulatorenim aktuellen Kontext besonders dann eingesetzt werden, wenn die historische In-formationsgrundlage spärlich oder gar nicht existent ist. Allerdings ist es auchbei Verfügbarkeit einer umfangreichen historischen Informationsgrundlage schwie-rig abzuschätzen, ob selbige weitestgehend vollständig und fehlerfrei ist. Ein Si-mulator kann unvollständige historische Ausführungsprotokolle komplementieren.Andererseits bietet er die Möglichkeit, ein Simulationsmodell automatisiert zu pa-rametrieren. Das kann genutzt werden, um die Auswirkungen von Änderungen amModell vor dem Hintergrund der Status-Quo-Daten abzuschätzen.Historische Informationen werden hier zur Vorkonfiguration des Simulationsmo-dells verwendet [156]. Dazu zählt beispielsweise eine automatisierte, historischfundierte Schätzung der Wahrscheinlichkeiten für die einzelnen EntscheidungenSchätzung derParameter desSimulationsmodellsauf Basis historischerInformationen
an den jeweiligen Entscheidungspunkten. Zudem werden sowohl die durchschnittli-chen Bearbeitungszeiten von Aktivitäten als auch die Wertebereiche für involvierteDatenobjekte auf historischer Basis ermittelt. Damit greift das Verfahren auf kei-nerlei „manuelle“, sondern mit historischen Daten parametrierte Wahrscheinlich-keitsverteilungen zurück, was ebenfalls einen bisher einzigartigen Unterschied zuden vorab diskutierten Ansätzen darstellt. Der aktuelle Zustand einer laufendenProzessausführung wird verwendet, um das Simulationsmodell virtuell in denselbenZustand zu versetzen. Der Zweck der Simulation ist hierbei die Unterstützung deroperativen Entscheidungsfindung durch die Erschließung unterschiedlicher Sze-Simulation zuroperativenEntscheidungsfindung narien der Prozessfortsetzung hinsichtlich ihrer Auswirkungen auf die nahe Zu-kunft. Informationen, welche das YAWL WfMS hierfür zur Verfügung stellt ist derFortschritt hinsichtlich der Abarbeitung von Aufgaben sowie die aktuell gebunde-nen Ressourcen. Zusammenfassend werden die statischen Design-Information zurDefinition der Struktur, die dynamischen historischen Informationen zur Parame-trierung und die Momentaufnahme der Zustandsinformationen zur Definition desAusgangspunktes des Simulationsmodells verwendet. Sobald diese Informationenim YAWL-Modell kodiert worden sind, wird das Modell in eine äquivalente CPN-Repräsentation konvertiert. Die Simulationsdurchführung basiert folglich erneutauf CPN Tools [90] und der aktuelle Ausführungszustand eines Prozessmodellswird über eine von CPN Tools angebotene Schnittstelle als Initialzustand für dasCPN verwendet. Dieser Initialzustand kann dabei auch leer sein, wenn die Simu-lation vom im Prozessmodell vorgegebenen Startpunkt aus durchgeführt werdensoll. Die eigentliche Simulationsdurchführung erfolgt analog zu der in [124] be-schriebenen. Als Export-Format für die erzeugten Ereignisprotokolle wird ebenfallsdas MXML-Format gewählt. Das Prinzip, ein Simulationsmodell zur operativenEntscheidungsfindung zu verwenden wird von dem in Abschnitt 4.2 beschriebenAnsatz ebenfalls übernommen. Es findet dabei allerdings eine Übertragung auf dasdeklarative Modellierungsparadigma statt. Auch die Verwendung historischer Infor-mationen für die Parametrierung des Simulationsmodells kann für die Simulationmulti-perspektivischer deklarativer Prozessmodelle wiederverwendet werden.
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4.1.2 Prozesssimulation auf Basis deklarativer Prozessmodelle
Dieser Abschnitt liefert einen detaillierteren Überblick über die bis dato geringeZahl an Spurgeneratoren für unterschiedliche deklarative Prozessmodellierungs-sprachen. Im Gegensatz zu den vorab beschriebenen imperativen Spurgeneratorenkönnen deklarative Spurgeneratoren nicht auf explizite Kontrollflussvorgaben zu-rückgreifen. Stattdessen müssen diese aus den impliziten, im Modell enthaltenenEinschränkungen ermittelt werden. Weiterhin sind beispielsweise die Aktivität-Ressourcen-Zuweisungen oder auch die Aktivität-Datenabhängigkeiten tenden-ziell von einer im Bereich der imperativen Modelle unbekannten Dynamik ge-prägt (Abschnitt 3.1). Der in Abschnitt 4.2 vorgestellte Ansatz zur Simulationmulti-perspektivischer, deklarativer Prozessmodelle realisiert durch eine geeigne-te Sprachwahl diese Dynamik. Die im aktuellen Abschnitt betrachteten Ansätzebilden dabei die unmittelbare Vergleichsbasis für diese Technik und werden daherausführlicher betrachtet.
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Abbildung 4.2: Ablauf der Spurgenerierung für Declare-Modelle [41]
Schritt 1 beinhaltet die eindeutige Abbildung der Namen aller Aktivitäten des Schritt 1Declare-Modells auf ein einzelnes Zeichen σ eines Alphabets Σ, beispielsweisealso auf Buchstaben des lateinischen Alphabets. Dies ist notwendig, um anschlie-ßend die Regeln des Declare-Modells transformieren zu können.In Schritt 2 werden alle N Declare-Regeln in jeweils einen regulä- Schritt 2ren Ausdruck konvertiert. Die Verlustfreiheit dieser Konvertierung ist einer-seits durch die eindeutige Abbildung der Aktivitätsnamen auf einzelne Zei-chen und andererseits dadurch gewährleistet, dass Declare-Regeln lediglichauf Aktivitäten bezogene Existenz- und Reihenfolgeabhängigkeiten beschreiben.Die ersten beiden Schritte transformieren somit die in Abbildung 4.2 darge-
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stellte precedence(Bewerben,Prüfen)-Regel in den regulären Ausdruck
[ˆB]∗ (A.∗B)∗ [ˆB]∗.Reguläre Ausdrücke beschreiben eine eindeutige Menge von Zeichenketten. Fürjeden regulären Ausdruck existiert ein EZA, welcher ausschließlich und vollständigalle Zeichenketten dieser Menge akzeptiert. Für eine Teilmenge aller möglichenDeclare-Regelschablonen sind jeweils korrespondierende reguläre Ausdrücke so-wie die zugehörigen EZAs vordefiniert. Somit besteht Schritt 3 lediglich aus demSchritt 3 „Nachschlagen“ des passenden EZA für den gegebenen regulären Ausdruck. DasErgebnis sind demnach N Zustandsautomaten.Ein EZA steht für lediglich eine Declare-Regel. Eine valide Prozessausfüh-rungsspur muss jedoch alle Declare-Regeln befolgen, weswegen in Schritt 4 alleSchritt 4
N EZAs mittels des Produktoperators miteinander verknüpft werden. Akzeptiertein Automat eine gegebene Zeichenkette, dann ist das Ergebnis der Auswertung 1und andernfalls 0. Somit ist bei einem einzelnen Regelverstoß das Gesamtergeb-nis ebenfalls 0, was der Semantik des Declare-Modells entspricht. Das Ergebnisdieses Schrittes ist somit ein kompositer Automat.In Schritt 5 wird der komposite Automat mehrfach auf einem zufällig gewähl-Schritt 5 ten Pfad durchlaufen, wobei jeder Durchlauf in einem definierten Endzustandterminiert. Jede Transition wird durch die Emission eines Zeichens des Automa-tenalphabets eingeleitet. In einem Durchlauf wird jedes emittierte Zeichen an eineZeichenkette angehängt, die so die chronologische Reihenfolge der Emissionenprotokolliert. Die Anzahl der Durchläufe T muss ebenso wie die maximale Länge
Lmax parametriert werden. Letzteres ist ein künstliches aber notwendiges Ab-bruchkriterium. Das Ergebnis dieses Schrittes sind somit T Zeichenketten mit dermaximalen Länge Lmax. Entgegen der meisten imperativen Ansätze ist es nichtmöglich, die Wahrscheinlichkeit bestimmter Ausführungspfade zu beeinflussen.Im sechsten und letzten Schritt werden die Zeichen aller Zeichenketten durchSchritt 6 die Namen der in Schritt 1 zugeordneten Aktivitäten ersetzt, ohne die Reihenfolgezu verändern. Jede Zeichenemission wird somit mit einem Ereignis einer Aktivitäts-ausführung gleichgesetzt. Dabei wird nicht zwischen Start- und Endereignissenunterschieden. Zusätzlich wird für jede Aktivitätsausführung ein zufälliger Zeit-stempel berechnet. Das Ergebnis wird schließlich im XES-Format serialisiert.Der beschriebene Ansatz ist trotz des scheinbar aufwendigen Transformations-prozesses in der Lage, für kontrollflussbasierte, deklarative Prozessmodelle um-fangreiche, künstliche Ereignisprotokolle effizient zu erzeugen. Die Technik istjedoch nicht auf multi-perspektivische deklarative Prozessmodellierungssprachenübertragbar. Der Grund dafür ist die Eindimensionalität regulärer Ausdrücke undHindernis:Eindimensionalitätregulärer Ausdrücke zugehöriger Zeichenketten. Der Ansatz geht davon aus, dass jedes verwendeteZeichen eines Alphabets als Kodierung für den Namen einer Aktivität verwen-det wird. Betrachtet man beispielsweise die Organisatorische oder die Operatio-nale Perspektive (Abschnitt 1.1.2), dann muss der Spurgenerator aber auch inder Lage sein, Akteure und Software-Werkzeuge mit diesen Aktivitäten zu as-soziieren. Da die Menge möglicher Akteure und die Menge zu verwendenderSoftware-Werkzeuge diskret und endlich ist, ist es hier theoretisch möglich, diesauf den eindimensionalen Raum abzubilden. Das Zeichen A kodiert dann nichtmehr nur eine Aktivität, also beispielsweise Bewerben, sondern steht dann
4.1 verwandte arbeiten 123





Dabei bezeichnet P eine geschachtelte Menge, bestehend aus den Mengen derElemente der unterschiedlichen Perspektiven. Aus der Anzahl möglicher Kombina-tionen jedes Elements einer Menge mit denen der anderen ergibt sich die Ge-samtzahl notwendiger Kodierungszeichen. Diese entspricht folglich dem Produktder Elementanzahl aller Perspektiven. Für die Kodierung eines Prozessmodellsmit beispielsweise zehn Aktivitäten, drei möglichen Akteuren und zwei Software-Werkzeugen würden bereits sechzig Zeichen benötigt. Diese Komplexität alleinverursacht bisher nur Schwierigkeiten in der praktischen Anwendung, ist jedoch inder Theorie noch kein Ausschlusskriterium für die vorgestellte Technik – die Daten-orientierte Perspektive hingegen schon. Grund ist, dass die „Menge“ möglicher Da-tenwerte – also der Wertebereich – potentiell nicht diskret, sondern kontinuierlichist. Damit ist die Anzahl der Elemente in der Menge der Datenwerte und folglichauch die Anzahl der benötigten Zeichen potentiell unendlich. Sollte die Festlegungauf ein beschränktes Intervall im Bereich der natürlichen Zahlen möglich sein, sosind die Anzahl möglicher Datenwerte und dafür notwendiger Kodierungszeichenendlich. Bezüglich der Leistungsfähigkeit endlicher Zustandsautomaten stellt diesdennoch ein bekanntes Problem dar, welches als Zustandsexplosionsproblem (engl. Problem derZustandsexplosionstate explosion problem) bezeichnet wird. Jedes emittierte Zeichen führt zu einemneuen Zustand. Die dadurch potentiell große Anzahl an Zuständen senkt die Leis-tungsfähigkeit des Spurgenerators deutlich. Dies wird bereits im eindimensionalenRaum der Kontrollfluss-Regeln von Declare erkannt [147].Abschließend ist somit festzustellen, dass sich das in [41] beschriebene Simulati-onsverfahren für kontrollflussbasierte, deklarative Prozessmodelle begrenzter Grö-ße eignet. Für die Simulation multi-perspektivischer, deklarativer Prozessmodelleist es jedoch ungeeignet. Das Detail der nachträglichen Generierung der Zeit-stempel auf Basis einer Wahrscheinlichkeitsverteilung wird allerdings von dem inAbschnitt 4.2 beschriebenen Simulationsansatz übernommen.
4.1.2.2 Hybride Declare-CPN-ModelleEin weiterer Ansatz für die Simulation von Declare-Modellen ist in [193] beschrie-ben. Der Ansatz greift dabei auf die Flexibilität des bereits in Abschnitt 4.1.1beschriebenen CPN Tools zurück. Die aus den allgemeinen Petri-Netzen über- Verknüpfung vonDeclare und CPNToolsnommenen Transitionen werden dazu mit Aktivitäten aus der Sprache Declaregleichgesetzt. Ein von CPN Tools angebotener Erweiterungsmechanismus bieteteinerseits die Möglichkeit der Erweiterung der Funktionalität durch Dritte undandererseits die Kommunikation der jeweiligen Erweiterung mit dem CPN-Tools-Simulator und der grafischen Nutzerschnittstelle. Der Simulationsansatz aus [193]implementiert einen Filter für die Kommunikation zwischen Simulator und Nutzer-
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schnittstelle, welcher auf Basis der Auswertung eines Declare-Modells Transitio-nen entweder aktiviert oder deaktiviert. Die Auswertung selbst basiert auf dembereits existierenden Ausführungsansatz für Declare [145]. Dieser bildet das je-weilige Declare-Modell zunächst auf eine Menge an LTL-Formeln ab, aus denenschließlich semantisch äquivalente endliche Zustandsautomaten abgeleitet werden.Die Simulationsausführung übernimmt hier CPN Tools.CPN Tools entscheidet beim Start der Simulation und nach jeder Transition,welche Transitionen jeweils aktiviert sind. Diese Prüfung erfolgt in zwei Schritten.Aktivierung vonTransitionen Im ersten Schritt wird gemäß der CPN-Semantik anhand des jeweiligen Mar-kierungsszustands des Modells geprüft, welche Transitionen aktiviert werden kön-nen [90]. Generell ist in CPN Tools automatisch jede aktiviert, die keinerlei ein-gehende Kanten aus entsprechenden Plätzen aufweisen. In einem Declare-Modellgilt das für alle Aktivitäten, da in selbigem keine Entsprechung für Petri-Netz-Plätze existiert. Damit sind aus Sicht des CPN alle Transitionen aktiviert, sodassausschließlich Schritt zwei für eine Deaktivierung sorgen kann. Dieser beinhalteteine Prüfung der Declare-Regeln jeder Transition, welche in EZA-Form vorliegen.Die Simulation kann hier nicht wie in [124] mittels Wahrscheinlichkeitsvertei-lungen bestimmte Teilpfade des Prozesses priorisieren. Grund ist das Fehlen vonexpliziten Entscheidungspunkten. Diese ergeben sich lediglich implizit durch dieKeinekonfigurierbarenEntscheidungen Kombination aller Declare-Regeln. In [193] wird keine Aussage darüber getroffen,wie CPN Tools in diesem Fall zu einer Entscheidung gelangt, welche aktive Tran-sition jeweils ausgeführt wird. Ein Export der Simulationsergebnisse in einem derbeiden üblichen XML-basierten Formate MXML respektive XES ist zwar stan-dardmäßig nicht möglich, kann aber durch den modularen Aufbau von CPN-Toolsjederzeit integriert werden. Beispielsweise kann hierfür der in [124] entwickelteSerialisierungsmechanismus wiederverwendet werden.Wie die in [41] vorgestellte Technik greift auch der aktuell diskutierte Ansatzauf endliche Zustandsautomaten für die Simulationsausführung zurück. Im Gegen-satz zu ersterem wird allerdings beim Simulationsstart und nach jeder Transitionfür alle Transitionen geprüft, ob sie aktiviert werden können. Das bedeutet ei-ne Verstärkung der Auswirkungen des Problems der Zustandsexplosion, welchesVerstärkteAuswirkungen desProblems derZustandsexplosion aus der enormen Größe der aus realistischen Declare-Modellen generierten EZAsresultiert. Für die Simulation multi-perspektivischer Prozessmodelle ist der CPN-Tools-basierte Ansatz dennoch ein Fortschritt. Der Grund dafür ist, dass hier Decla-re als Erweiterung der weiterhin verfügbaren reinen CPN-Modellierungsspracheintegriert ist. Das ermöglicht beispielsweise die Berücksichtigung der Datenori-entierten Perspektive bei der Simulation eines Declare-Modells. Da diese abernicht von der rein kontrollflussorientierten Sprache Declare selbst unterstützt wird,kann von der Simulation multi-perspektivischer, deklarativer Prozessmodelle nichtgesprochen werden. Elemente anderer Perspektiven (Abschnitt 1.1.2) können dannmöglicherweise auf Bestandteile der CPN-Notation abgebildet werden. Bislangist jedoch kein Verfahren bekannt, welches beliebige deklarative Prozessmodelleauf eine äquivalente Repräsentation transformiert. Die wenigen verfügbaren Tech-niken dieser Art reduzieren Declare auf eine kleine Menge von Regelschablonen(z.B. [147]). Folglich ist der hier vorgestellte CPN-Tools-basierte Ansatz für dieSpurgenerierung für multi-perspektivische, deklarative Prozessmodelle ungeeignet.
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4.1.2.3 DCR-GraphenIm Gegensatz zu Declare unterstützen DCR-Graphen auch die DatenorientiertePerspektive [169]. Die Organisatorische Perspektive wird lediglich durch ein ein-faches Rollenkonzept zur Gruppierung von Ressourcen und darauf basierendenEinschränkungen der möglichen Ausführenden einer Aktivität unterstützt. In [122]wird ein Ansatz zur kollaborativen Simulation von DCR-Graphen beschrieben. MitSimulation ist hier allerdings in erster Linie eine interaktive, rollenspielbasierte Interaktive SimulationAusführung gemeint, welche wörtlich auf das „Durchspielen“ des Prozesses zurErforschung der möglichen Verläufe orientiert ist. Der Simulator bietet allerdingszwei automatisierte Nutzer an, die in unterschiedlichem Umfang den Prozess voll-automatisiert abarbeiten können. Dafür müssen die im Modell vorkommenden Rol-len einem dieser beiden zugeordnet werden. Der eine automatisierte Nutzer bear- VerschiedeneNutzermodellebeitet dabei lediglich Aufgaben, die vom Prozessmodell gefordert werden, währendder zweite alle verfügbaren und nicht bereits ausgeführten Aktivitäten durchführt.Die Simulationsdurchführung erfolgt dann entsprechend der Ausführungssemantikder DCR-Graphen. Bei mehreren zur Bearbeitung verfügbaren Aufgaben wird zu-fällig entschieden, in welcher Reihenfolge diese durchgeführt werden. In [122] wirdkeine Aussage darüber getroffen, welchem Modell diese Zufallsentscheidung folgt.Der Simulator protokolliert pro Ereignis den Aktivitätsnamen, einen zugehörigenZeitstempel des Beginns der Bearbeitung derselben sowie die ausführende Res-source. Ein Export der produzierten künstlichen Ausführungsspuren in ein übliches Kein Export instandardisiertesFormatProtokollformat – wie beispielsweise XES oder MXML – existiert nicht.DCR-Graphen sind, im Gegensatz zu Declare, multi-perspektivisch, da sie ei-nerseits die Datenorientierte Perspektive und in Ansätzen auch OrganisatorischePerspektive unterstützen. Die Reduzierung letzterer auf ein starres Ressourcen-Rollen-Konzept bedeutet, dass DCR-Graphen gegenüber anderen deklarativenSprachen – wie beispielsweise DPIL – keine dynamischen Regeln unterstützen Keine Unterstützungdynamischer Regelnkann, in welcher die organisatorische Perspektive eine Rolle spielt. Beispielswei-se sind die beiden Konzepte der separation of duties respektive binding of duties(Abschnitt 3.1.5) mit DCR-Graphen nicht umzusetzen. Weiterhin ist die Spezifi-kation des Simulationsansatzes nicht aussagekräftig genug, um diese Technik zuadaptieren. Das Konzept der Simulation unterschiedlicher Nutzertypen, welcheentsprechend ihrer Charakteristika im Prozess unterschiedlich agieren, wird inAbschnitt 4.2 jedoch aufgegriffen und erweitert.
4.1.2.4 Hybride Modelle mit Declare-, CPN- und DCR-Graph-AnteilenDer vierte und letzte Ansatz zur Spurgenerierung für deklarative Prozessmodelleist in [194] beschrieben und basiert erneut auf CPN Tools. In der nachfolgend be-schriebenen Technik ist eine kombinierte Nutzung von CPNs, Declare-Modellenund DCR-Graphen möglich. Die Transitionen der CPNs werden dazu mit den Kombination vonCPN-Transitionen,Declare-Regeln undDCR-Graph-Ereignissen
Regeln aus Declare und den Ereignissen aus der DCR-Graph-Notation gleichge-setzt. Somit ist die Aktivierung einer Transition nicht nur vom Markierungszustanddes CPN, sondern auch von den Ergebnissen der Auswertungen aller Regelnder Declare- und DCR-Graph-Anteile abhängig. Um eine effiziente Simulationzu gewährleisten, werden die Modellanteile aller drei Sprachen auf sogenannte
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Präfixautomaten abgebildet. Dieser ist nichts anderes als ein endlicher Zustands-automat, welcher alle Präfixe einer bestimmten Zeichenkette akzeptiert. Da dieAusführungssemantik von sowohl Declare als auch DCR-Graphen mittels EZAsbeschrieben werden kann, ist garantiert, dass ein solcher Präfixautomat in jedemFall existiert. Jeder dieser Automaten erlaubt die Aktivierung einer Transition nurdann, wenn sie zu einem Endzustand in selbigem führt. Für jeden einzelnen Au-tomaten ist dies auch entscheidbar, nicht aber für ihr Produkt, welches gebildetwerden muss, um sicherzustellen, dass eine Sequenz von Ereignissen die Regelnund Vorgaben aller drei Modellanteile befolgt. Zudem existiert für jedes CPN,welches Schleifen oder Datenobjekte mit kontinuierlichem, unbegrenztem Werte-bereich enthält, kein Präfixautomat. Die Anzahl der Zustände wäre unendlich groß.Eine Garantie für die Validität der Aktivierung einer Transition kann folglich imAllgemeinen nicht gegeben werden. Aus diesem Grund wird bei der Simulation deskombinierten Modells nicht nur zwischen den Zuständen valide und invalide, son-dern auch zwischen den zwei schwächeren Zuständen temporär valide respektivetemporär invalide unterschieden.Die Simulationsdurchführung kann auf drei verschiedene Arten erfolgen. Diesogenannte Simple Simulation transformiert ähnlich wie in [41] jede einzelneSimple Simulation Declare-Regel in einen EZA. Damit ist garantiert, dass sich die Simulation niein einem permanent invaliden Zustand befindet. Für den DCR-Graph-Anteil wirdin diesem Modus keine Information gespeichert, welche Regeln derzeit invalideoder valide sind. Stattdessen wird mittels des aktuellen Markierungsszustands vorder Ausführung einer Transition geprüft, ob diese auch gemäß der DCR-Graph-Anteile aktiviert ist. In diesem ersten Modus können zwar keine Declare-Regelnverletzt, dafür aber temporär invalide sein. Deswegen ist die Terminierung in ei-nem gültigen Endzustand nicht garantiert. Im zweiten Modus, der sogenanntenSmart Simulation, wird das explizit ausgeschlossen. Dazu wird für das vollstän-Smart Simulation dige Declare-Modell ein Präfixautomat abgeleitet. Zusätzlich führt dieser Modusnur Transitionen aus, welche keine der Regeln permanent oder temporär verletzt.Damit wird seitens des Declare-Anteils zu jedem Zeitpunkt die Terminierung ineinem gültigen Endzustand garantiert. Mit den DCR-Graph-Anteilen wird analogverfahren, was insgesamt die Entscheidbarkeit garantiert. Hierbei ist allerdingskritisch anzumerken, dass mit diesem Verfahren beispielsweise die Declare-Regelresponse(A,B) eine Ausführung von Aktivität A vollkommen unmöglich macht. Grundhierfür ist, dass die Ausführung von A die Regel temporär verletzt, da erst ab die-sem Zeitpunkt eine Ausführung von B gefordert wird. Ein invalider Zustand kannnicht nur durch die Missachtung der kontrollflussbasierten Regeln der deklarati-ven Modellanteile hervorgerufen werden. Vielmehr kann seitens der deklarativenAnteile die Ausführung einer Transition gestattet sein, während eine nicht erfüll-te Datenabhängigkeit im CPN-Anteil diese verbietet. Aus diesem Grund ist derdritte und letzte Modus, die sogenannte Datenbewusste Simulation problematisch.DatenbewussteSimulation Für abgeschlossene, kleine Beispiele kann dieser Modus zunächst den vollstän-digen Zustandsraum erzeugen und typischerweise in Minuten oder Stunden dieAktivierung oder Deaktivierung einer Transition veranlassen. Für größere Model-
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le4 werden mittels Smart Simulation zunächst viele Durchläufe simuliert. In einemNachbearbeitungsschritt werden dann die Durchläufe verworfen, die nicht in einemvaliden Endzustand terminieren.Wie in [193] ist auch hier kein direkter Export der erzeugten Prozessausfüh-rungsspuren in ein Standard-Protokollformat möglich. Dafür kann aber der in [124]beschriebene Serialiserungsmechanismus wiederverwendet werden.Spurgeneratoren werden im Kontext der vorliegenden Arbeit einerseits dazu ver-wendet, Beispiele für Prozessausführungen zu liefern, welche das Verständnis einesModells verbessern sollen. Andererseits werden sie zur Generierung künstlicherEreignisprotokolle für die induktive Translation von Prozessmodellen einer Spra-che verwendet. Die Erweiterung der Ausdrucksmächtigkeit einer Sprache durch dieKomposition mit anderen Sprachen ist daher nicht im Fokus der Arbeit. Folglich Hybride Ansätze nichtim Fokusbietet der aktuell diskutierte Ansatz keine Vorteile für die Simulation der Modelleder einzelnen Sprachen. Besonders die Problematik, dass nicht in jedem Zustandder Simulation eine valide Terminierung garantiert werden kann, ist als großerNachteil anzurechnen. Der in Abschnitt 4.2 beschriebene Ansatz basiert auf einerSprache größerer Ausdrucksmächtigkeit, vermeidet aber diesen Nachteil.Ziel von Abschnitt 4.1 ist es, einen Überblick über existierende Spurgeneratorenzu gewinnen. Dies dient einerseits dazu, eine Vergleichsbasis für den in dieser Ar-beit entwickelten Spurgenerator (Abschnitt 4.2) zu schaffen und andererseits dazu,Simulationskomponenten für den ebenfalls in dieser Arbeit vorgestellten Trans-lationsansatz (Abschnitt 5.2) zu identifizieren. Dabei zeigt sich, dass im Bereichder imperativen Prozessmodellierungssprachen – besonders für Petri-Netze – einegrößere Anzahl an Spurgeneratoren zur Verfügung steht. Die einzigen zwei für de-klarative Prozessmodelle eignen sich entweder nicht für multi-perspektivische Pro-zessmodelle [41] oder decken nur einen geringen Teil der geforderten Funktionenund Eigenschaften (Tabelle 4.1) ab [122]. Somit ist die Entwicklung einer Tech-nik mit größerem Funktionsumfang zur Spurgenerierung für multi-perspektivische,deklarative Prozessmodelle naheliegend und sinnvoll (Abschnitt 4.2).
4.2 logikbasierte generierung von prozessausführungsspuren fürmulti-perspektivische, deklarative prozessmodelle
In diesem Abschnitt wird eine Technik zur Erzeugung künstlicher Ereignispro-tokolle für multi-perspektivische, deklarative Prozessmodelle am Beispiel vonDPIL vorgestellt. Diese stellt einen der Kernbeiträge der vorliegenden Arbeitdar (Abschnitt 2.1). Das generelle Vorgehen des Ansatzes (Abbildung 4.3) um-fasst die Translation des zu simulierenden Prozessmodells von DPIL auf Alloyals Sprache zur Beschreibung des Simulationsmodells mittels einer Modell-zu- LogikbasierteSimulationText-Transformation (Modell-zu-Text ). Das Simulationsmodell besteht aus einemstatischen Teil, der in der Abbildung als Metamodell für Ereignisketten bezeich-net ist. Dieser beschreibt im Wesentlichen die in Abschnitt 3.3.1 formal definier-ten Prozessausführungsspuren mit Alloy-Sprachmitteln. Der auf dem statischenbasierende dynamische Teil ist die Alloy-Repräsentation des zu simulierenden
4 Die Größe wird hier weniger durch die Anzahl der sichtbaren Modellelemente, sondern mehr durchdie Größe des Wertebereichs von Datenobjekten beeinflusst.
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Abbildung 4.3: Prinzip der logikbasierten Generierung von Prozessausführungsspuren fürmulti-perspektivische, deklarative Prozessmodelle
In Abschnitt 4.2.1 wird die zur Definition des Simulationsmodells verwendeteSprache Alloy detailliert betrachtet. Darauf folgt ein Abschnitt (Abschnitt 4.2.2),der am Beispiel von Alloy erläutert, wie die Transformation eines deklarativenProzessmodelle in ein semantisch äquivalentes Erfüllbarkeitsproblem möglich istund inwiefern dies zur Spurgenerierung verwendet werden kann. Die Sektionen4.2.3 bis 4.2.8 erläutern im Detail die in Abbildung 4.3 dargestellten Schritte,Zwischen- und Endresultate sowie verschiedene Konfigurationsmöglichkeiten.
4.2.1 Alloy
In diesem Abschnitt wird die Modellierungssprache Alloy für die Erzeugung vonAlloy auf DPIL-Modellen basierenden Simulationsmodellen überblicksweise eingeführt.Alloy wird also verwendet, um die Semantik von DPIL-Modellen zur Spurgene-rierung verwenden zu können. In den einzigen vergleichbaren Ansätzen zur Spur-generierung wird die Semantik der deklarativen Prozessmodelle entweder mittelsregulärer Ausdrücke oder in Form spezieller CPN-Modelle repräsentiert. BeideRepräsentationen eignen sich jedoch nicht für die Simulation auf Basis multi-perspektivischer deklarativer Prozessmodelle oder werden an sich als problema-tisch angesehen (Abschnitt 4.1.2). Die Wahl von Alloy wird wie folgt begründet:Begründung der Wahl
• Alloy basiert auf der Prädikatenlogik erster Stufe, ist also ausdrucksmäch-tiger als die in einem verwandten Ansatz verwendeten regulären Ausdrücke.Dies erlaubt die Berücksichtigung beliebig vieler Prozessperspektiven.
• Auch DPIL basiert auf der Prädikatenlogik erster Stufe, was sich im Sprach-design widerspiegelt und so eine Abbildung auf Alloy erleichtert.
• Alloy bezeichnet sowohl eine Sprache als auch ein Analysewerkzeug, dasals Ausführungssystem zur Spurgenerierung verwendet werden kann.
• Alloy bietet die Möglichkeit, sowohl Positiv- als auch Gegenbeispiele fürrespektive gegen valide Prozessausführungen zu erzeugen (Anforderung A2).
• Alloy ist flexibel und erleichtert die Umsetzung vieler der in Tabelle 4.1zusammengefassten, nützlichen Funktionen vergleichbarer Ansätze.
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Die nachfolgenden Abschnitte beschreiben die sprachlichen Grundkonzepte undCharakteristika von Alloy und begründen darauf aufbauend die Wahl dieser Spra-che zur Beschreibung von Simulationsmodellen.
4.2.1.1 Grundidee und FunktionsweiseAlloy ist eine deklarative Modellierungssprache zur Beschreibung von Software-Strukturen unter Berücksichtigung gewünschter oder geforderter Restriktionen. DieMotivation für die Entwicklung einer solchen Sprache beginnt in [88, S. 1] mit denfolgenden Worten:
“Software is built on abstractions. Pick the right ones, and program-ming will flow naturally from design; [...]”
Abstraktionen trennen das Design von der programmatischen Umsetzung. Dies bie- Alloy: Sprache zurSoftwareabstraktiontet den Vorteil, einen problemorientierten Entwurf anfertigen zu können, ohne andie Ausdrucksmittel der Lösungssprache gebunden zu sein, welche ein Design häu-fig durch problemferne „technische Details“ unleserlich machen. Eine eindeutigeund präzise Möglichkeit der Abstraktion mit garantierter technischer Realisierbar-keit sind die sogenannten formalen Spezifikationen. Formale Spezifikation wird Formale Spezifikationjedoch selten als Designmethode gewählt, da viele existierende Notationen zwarnicht durch technische Details verwirren, jedoch durch ihre mathematische Syntaxähnliche Schwierigkeiten verursachen. Eine ausreichende Werkzeugunterstützungwürde dieses Problem abschwächen. Es mangelt jedoch an Werkzeugen, die Un-terstützung über einfache Typprüfung und Syntaxhervorhebungen hinaus anbieten.Besonders Theorembeweiser wären zu Verifikationszwecken hilfreich.Mit Alloy wird eine kompakte und robuste Sprache beschrieben, welche ei-nerseits die Idee der formalen Spezifikation aufgreift. Andererseits wird in derzugehörigen Werkzeugunterstützung auf Theorembeweiser verzichtet. Stattdessensetzt man auf eine vollautomatische Analyse, sogenanntes Constraint Solving, das Constraint Solvingzwar nicht den kompletten Lösungsraum analysiert, dafür aber schneller Rück-meldung für einen begrenzten Lösungsraum anbietet. Allerdings sind die Anzahlder möglichen zu analysierenden Lösungen üblicherweise enorm. Der Hauptvor-teil jedoch ist, dass keine zusätzliche Testspezifikation notwendig ist. Stattdessenformuliert man die zu prüfende Eigenschaft. Der Constraint Solver überprüft diegewählte Eigenschaft für die gegebene formale Spezifikation.Alloy ist genau genommen eher ein Rahmenwerk5 und beinhaltet eine Lo- Zusammenspiel vonLogik, Sprache undAnalysewerkzeuggik, eine Sprache und ein Analysewerkzeug. Die Logik liefert die Bausteine fürdie Softwarestrukturen, die vollständig mittels Relationen und wenigen, mächti-gen Operatoren beschrieben werden können. Zustände und Ausführungen werdenmittels Constraints – als Formeln im Logikkontext und Boolesche Ausdrücke imProgrammierumfeld bezeichnet – beschrieben. Die Sprache bietet ein paar wenige,syntaktische Erweiterungen zur Strukturierung wie beispielsweise Module. Auchein Typsystem ist enthalten. Der Analyseteil beinhaltet die bereits erwähntenConstraint Solver. Diese können Beispielinstanzen generieren, welche eine gege- Positiv- undGegenbeispielebene Eigenschaft erfüllen (Simulation) und andererseits können Gegenbeispiele
5 Nachfolgend wird der Einfachheit halber jedoch häufig zu Alloy als Sprache Bezug genommen.
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ermittelt werden, welche die Eigenschaft verletzen (Checking). In beiden Fällenwerden die Instanzen aus einem begrenzten Lösungsraum ermittelt, haben alsoeinen anzugebenden maximalen Umfang.
4.2.1.2 Logisches FundamentDer Logikteil von Alloy basiert kombiniert drei Logiken, die Prädikatenlogik ersterAlloy-Logik Stufe, die relationale Logik und eine Logik für Navigationsausdrücke. Das wesent-liche Fundament ist dabei die relationale Logik, welche mit den Quantoren derPrädikatenlogik angereichert werden. Navigationsausdrücke bilden Mengen durchdie Traversierung von Relationen zwischen quantifizierten Variablen. In vielen Fäl-len lässt sich somit ein Constraint in jedem der drei Formalismen formulieren. ZurIllustration im Prozesskontext nehmen wir an, dass es eine Relation performergibt, welche eine Abbildung von einer Aktivitätsausführung (Event) auf den oderdie Ausführenden (Performer) bezeichnet. Angenommen, man möchte die Anzahlder Ausführenden auf 6 1 begrenzen, dann bestehen die in Codeausschnitt 4.1dargestellten drei Möglichkeiten.Drei Logiken
∀ e: Event, p, p’: Performer | e->p in performer and e->p’ in performer→ p=p’2
∀ e: Event | lone e.performer4
no ~performer.performer - idenCodeausschnitt 4.1: Ein Constraint, drei logische Beschreibungsmöglichkeiten
Die Frage, welche Notation die „beste“ ist, lässt sich pauschal nicht beantworten.Für das genannte Beispiel lautet die Antwort: keine. Alloy bietet hierfür dieKurzschreibweise performer in Event -> lone Performer an. Auch aufgrunddieser großen Flexibilität hat folgende Aussage ihre Berechtigung [88, S. 1]“Since the same idea can be reduced to different forms, abstractionsare always, in a sense, inventions, even if the ideas they reduceexisted before [...]”Entitäten und Beziehungen werden in Alloy mittels Atome und Relationen be-Atome und Relationen schrieben. Ein Atom repräsentiert eine primitive Entität und ist unteilbar, unver-änderlich sowie uninterpretiert. Letzteres bedeutet, dass Atome – im Gegensatzzu z.B. Zahlen – keine Eigenschaften besitzen. In der Realität sind die wenigstenDinge tatsächlich atomar. Relationen ermöglichen daher die Beschreibung kom-positer, veränderlicher und interpretierter Strukturen. Relationen setzen Atome inBeziehung zueinander. Sie bestehen aus einem Satz von Tupeln, wobei jedes eineSequenz von Atomen ist. Eine Relation ist daher mit einer Tabelle vergleichbar, inder jeder Eintrag ein Atom ist. Die Größe einer Relation ist definiert als die An-Größe und Aritäteiner Relation zahl der Zeilen. Die Anzahl der Spalten dagegen bezeichnet die sogenannte Arität.Die in Codeausschnitt 4.1 eingeschränkte Relation performer hat die Arität 2und wird als binäre Relation bezeichnet. Relationen mit den Aritäten 1 respektive
3 werden als unäre beziehungsweise ternäre Relationen bezeichnet. Unäre Rela-tionen beschreiben im Wesentlichen Skalare. Relationen ohne zugehörige Tupelwerden als leer und Relationen mit höchstens einem Tupel werden als Optionbezeichnet.
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In der Arithmetik kann man Konstanten mittels Operatoren verknüpfen. Alloyverfügt über drei eigene Konstanten und einen kompakten Satz ausdrucksstarkerOperatoren. Die drei Konstanten sind die leere Menge (none), die Universalmenge Drei Konstanten(univ) und die Identität (iden). Sowohl univ als auch iden sind nur für genau einModell konstant. Bezüglich eines Modells, bestehend aus zwei disjunkten Men-gen Event = {(Push1),(Push2),(Pull)} und Performer = {(Max),(Mary)},sind die Konstanten wie folgt definiert:
• univ = {(Push1),(Push2),(Pull),(Max),(Mary)}
• iden = {(Push1,Push1),(Push2,Push2),(Pull,Pull),(Max,Max),
(Mary,Mary)}
Die Operatoren werden in zwei Klassen unterteilt: Mengenoperatoren, für die Zwei Klassen vonOperatorendie Struktur der Tupel irrelevant ist und relationale Operatoren, für welche die Tu-pelstruktur essentiell ist. Die Mengenoperatoren beinhalten typische Operatoren,wie beispielsweise Vereinigung (+), Schnittmenge (&) und Differenz (−). Rela-tionale Operatoren sind beispielsweise Produkt (→), Verbund (.) oder auch dietransitive Hülle (^).
CompleteEvent und Performer sind die Namen zweier Relationen, die mittelseiner Deklaration eingeführt werden. Eine Deklaration folgt immer der Schreib-weise 〈Relationsname〉 : 〈Ausdruck〉 und somit ist performer: Event
-> Performer die Deklaration der performer-Relation. Deklarationen könnenzudem Multiplizitätsbeschränkungen beinhalten. In Alloy sind dafür vier Multipli- Multiplizitätzitäten definiert: Beliebig (set), genau Eins (one), höchstens Eins (lone) undmindestens Eins (some). Somit schränkt lone in performer in TaskEvent ->
lone Performer die Anzahl der Ausführenden pro Event auf höchstens Eins.Auch grundlegende arithmetische Operationen auf Basis ganzer Zahlen ist inAlloy möglich. Damit könnte man die Einschränkung auf höchstens einen Ausfüh-renden auch mit dem Ausdruck ∀ e TaskEvent | #e.performer > 1 festlegenoder dies dynamisch berechnen.
4.2.1.3 NotationDer Sprachteil von Alloy beinhaltet eine Syntax, um die oben beschriebenen Logik- Alloy-Notationausdrücke kompakter und lesbarer zu beschreiben. Dazu zählen Kurzschreibweisenfür beispielsweise Deklarationen aber auch ein Modularisierungskonzept. Die Mo-dellstruktur besteht aus drei Blöcken: Der Modulkopf dient der Benennung desModuls (module) und dem Import anderer Module (import). Der Spezifikationsteilumfasst die Strukturbeschreibung selbst, bestehend aus Deklarationen, Constraintsund Behauptungen. Im Kommandoteil erfolgt – darauf aufbauend – die Definitiondes Scopes und des gewünschten Analysemodus. Für die Strukturbeschreibungdes Alloy-Modells stehen die folgenden Sprachelemente zur Verfügung:
• Signaturen (sig) beschreiben jeweils eine Menge von Atomen und ähneln Signaturen ≈ Klasseneiner Klasse in objektorientierten Programmiersprachen (OOP). So kann siebeispielsweise Felder beinhalten, selbst abstrakt sein und Eigenschaftenpolymorph an andere Signaturen vererben. Zusätzlich hat jede Signatureine Multiplizität.
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• Fakten (fact) sind mit Invarianten aus der Object Constraint LanguageFakten ≈ Invarianten (OCL) [188] vergleichbar und ermöglichen die Spezifikation von Constraints,von denen angenommen wird, dass sie immer wahr sind.
• Funktionen (fun) sind, wie auch in OOP, wiederverwendbare Code-Teile, dieFunktionen =Funktionen parametriert werden können, einen Rückgabetyp aufweisen und auf Basisder Parameterwerte Berechnungen durchführen.
• Prädikate (pred) sind spezielle Funktionen mit der Einschränkung, dass ihrPrädikate =Boolesche Funktionen Rückgabewert immer ein Wahrheitswert – also true oder false – ist. Derzweite große Unterschied ist, dass Alloy Prädikate „ausführen“ kann unddaraufhin Instanzen des Alloy-Modells ermittelt, die das Prädikat erfüllen– genannt Positivbeispiele.
• Behauptungen (assert) beinhalten Behauptungen. Der Körper einer Be-Behauptungen ≈Testfälle hauptung kann derselbe sein, wie bei einem Fakt. Im Gegensatz zu Faktendienen Behauptungen jedoch dazu, die Eigenschaften zu formulieren, die ge-testet werden sollen. Dazu ermittelt Alloy Instanzen, welche die Behauptungverletzen – genannt Gegenbeispiele.Im Kommandoteil der Spezifikation kommt eines der beiden Analyse-Kommandos
run oder check zum Einsatz. Zu beiden gehört eine entsprechende Scope-Run und Check Definition zur Einschränkung der maximalen Größe der Lösungen. Der ScopeScope definiert einen multidimensionalen Raum aus Testfällen, wobei jede Dimensiondie Begrenzung genau einer Signatur darstellt. Ein Beispiel für ein gültiges run-Kommando ist: run myPredicate for 3 Event, 2 Performer. So produziertAlloy für das Prädikat (myPredicate) und unter Beachtung der vollständigen, ge-gebenen Alloy-Spezifikation gültige Beispielinstanzen mit maximal 3 Event- und 2
Performer-Atomen. Die Definition eines check-Kommandos erfolgt analog, wobeianstelle des Prädikatnamens der Name der zu prüfenden Behauptung angegebenwird. Das Ergebnis sind entsprechend Gegenbeispiele gleicher Größe.Der Sprachanteil von Alloy beinhaltet zusätzlich ein Typsystem. Dieses fängtTypsystem Typfehler ab, bevor die eigentliche – meist teure – Analyse durchgeführt wird.Andererseits wird es auch eingesetzt, um überladene Felder aufzulösen. Habenverschiedene Signaturen Felder mit demselben Namen, dann wird über den Typdes zugehörigen Ausdrucks ermittelt, welches Feld jeweils gemeint ist. Typenwerden in Alloy implizit mit Signaturen assoziiert. Jede Top-Level-Signatur undjede erbende Signatur hat einen Basistyp. Bei einer Vererbungshierarchie, bei derSignatur A1 die Signatur A erweitert, ist der mit A1 assoziierte Typ ein Subtypdes mit A assoziierten Typs. Ausdrücke haben dagegen einen relationalen Typ,der dem Typ der enthaltenen Tupel entspricht und mittels der Vereinigung derProdukte ermittelt wird. Folglich hat jeder Produktterm exakt so viele Basistypen,dass die Anzahl der Arität der Relation entspricht. Binäre Relationen haben alsoProdukte mit zwei Basistypen.
4.2.1.4 Ausführung durch AnalyseDas Analysewerkzeug des Alloy-Rahmenwerks kommt dann zum Einsatz, wennein check- oder ein run-Kommando „ausgeführt“ wird. Was Ausführung im Alloy-„Ausführung“
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Kontext bedeutet, wird im verbliebenen Teil dieses Abschnitts erläutert.Im Wesentlichen bedeutet Ausführung bei beiden Kommandos das Zuweisen vonRelationen zu Variablen zur Erfüllung der Constraints. Aus diesem Grund wirddas Erfüllen eines Prädikats oder einer Behauptung im verbleibenden Teil desAbschnitts unter dem Begriff „Lösung“ zusammengefasst. Alloys relationale Logikist allgemein unentscheidbar . Das bedeutet, dass es nicht möglich ist, ein automa- Unentscheidbarkeittisches Werkzeug anzubieten, welches für jede mögliche Belegung eine Aussagetreffen kann, ob selbige eine Lösung darstellt. Grund ist, dass die Anzahl möglicherBelegungen potentiell unendlich ist. Folglich führt nur eine Kompromissbildungzum Ziel.Der traditionelle Kompromiss aus dem Bereich der Theorembeweise ist, dassein automatischer Theorembeweiser versucht, die Existenz einer Lösung zu bewei-sen. Ist dieser Versuch erfolgreich, dann existiert trivialerweise auch eine Lösung.Schlägt der Versuch fehl, kann das einerseits bedeuten, dass keine Lösung existiert.Andererseits kann dennoch eine existieren, was jedoch durch eine falsche Behaup-tung, Limitationen des Beweisers selbst oder fehlerhafte Verwendung durch denNutzer nicht bewiesen werden konnte. Zwischen diesen verschiedenen Gründen zuunterscheiden, ist potentiell sehr schwierig. Aus diesem Grund wird für Alloy einanderer Weg gewählt. Anstatt Beweise zu konstruieren, versucht Alloy Beispie-le und Gegenbeispiele einer begrenzten Größe zu finden. Dazu wird eine große Instanzsuche stattTheorembeweisMenge von Testbelegungen erzeugt und mit dem Prädikat oder der Behauptungabgeglichen. Der Unterschied zwischen den beiden Modi ist die Aussage desResultats. Liefert Alloy für die Ausführung eines Prädikats eine Lösung, ist dieSpezifikation erfüllbar. Für Behauptungen wird dagegen nach einem Gegenbeispielgesucht. Wird keines gefunden, bedeutet das nicht, dass die Behauptung in jedemFall korrekt ist. Im umgekehrten Fall gilt bei Nichtauffinden eines Beispiels fürein Prädikat, dass dieses dennoch erfüllbar sein könnte. Wird ein Gegenbeispielfür eine Behauptung gefunden, dann ist die der Behauptung zugrundeliegendenAnnahme über eine Eigenschaft falsch. Folglich ist die Möglichkeit, eine hilfreicheAussage zu treffen, von der gewählten Maximalgröße – dem bereits genanntenScope – einer Lösung abhängig. Diese gegensätzliche Aussagekraft der Alloy-Resultate ist zwar ein Kompromiss, allerdings kann für den gewählten Scope eineGarantie für die Richtigkeit einer Aussage in Form von Beispielen für ein Prädikatoder Gegenbeispielen gegen eine Behauptung gegeben werden.
4.2.1.5 Warum Alloy?Alloy ähnelt in gewissen Punkten anderen Ansätzen wie B, OCL, VDM und Z und Warum Alloy?unterscheidet sich von diesen gleichzeitig signifikant [88, S. 301 ff.]. Alle genanntenAnsätze, inklusive Alloy, bieten eine Notation zur Abstraktion von Software. Allebasieren auf den gleichen mathematischen Strukturen wie beispielsweise Mengenund Relationen. Außerdem sind sie alle deklarativ und Modelle werden folglichmittels Constraints spezifiziert. Ein signifikanter Unterschied ist, dass vor allem Bund VDM aber auch Z und OCL auf endlichen Zustandsautomaten orientiert sind.In Abschnitt 4.1 wird diskutiert, dass endliche Zustandsautomaten für deklarativeProzessmodelle potentiell das Problem der Zustandsexplosion aufweisen und da-mit nicht leistungsfähig genug sind. Zudem fokussiert sich Alloy stärker auf eine
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automatische Analyse, was für die Anwendung zur automatischen Spurgenerierungwichtig ist. Alle anderen Ansätze benötigen eine Testspezifikation, also manuellfestgelegte Eingaben, Bedingungen und erwartete Ausgaben. Alloy erschließt da-gegen einen begrenzten Zustandsraum vollständig und eigenständig. Auch AlloysAutomatische,vollständige Lösungfür begrenztenZustandsraum klare Trennung zwischen Spezifikation und Kommandos ist nicht in jedem Ansatzgegeben. Zudem ist Alloy kompakter und gleichzeitig flexibler als andere Ansätze,was besonders durch die Auffassung, dass alles eine Relation ist, ermöglicht wird.Ein weiterer wichtiger Grund für die Wahl von Alloy als „Simulationssprache“ ist,dass sie im Gegensatz zu den anderen Sprachen strikt auf der PrädikatenlogikLogisches Fundament:Prädikatenlogik ersterStufe erster Stufe beruht – demselben Fundament, auf dem auch DPIL basiert. Daserleichtert eine Transformation von DPIL-Modellen in Alloy-Spezifikationen.Für weitere Informationen bezüglich des Alloy-Rahmenwerks verweist der Autorauf die dedizierte Literatur [88] und bei Bedarf auf ein anschauliches Tutorial6.
4.2.2 Umformung des Simulationsproblems in ein Erfüllbarkeitsproblem
In Abschnitt 3.2 wird das Prinzip der Ereignisorientierten Simulation vorgestellt.Die Simulationsdurchführung beinhaltet die inkrementelle Erzeugung einer künst-lichen Prozessausführungsspur. Alloy erzeugt dagegen Prozessausführungsspurenimmer stapelweise – also in Form vollständiger Prozessausführungsspuren. ImBatch-Simulationstatt inkrementeller aktuellen Abschnitt wird daher kurz darauf eingegangen, wie eine Ereignisori-entierte Prozesssimulation auf ein Erfüllbarkeitsproblem abgebildet werden kann.Dabei beschränken sich die Erläuterungen für diesen Abschnitt auf die zeitlicheReihenfolge der Durchführung von Prozessaktivitäten und auf gegenüber dem Pro-zessmodell konformen Ausführungsspuren.In klassischen Simulationsansätzen werden Ereignisprotokolle in diskreten Zeit-schritten sukzessive aufgebaut. Grundlage dafür ist ein globaler Systemtakt. Über-tragen auf die Prozesssimulation bedeutet das, dass für jeden Zeitschritt die Aus-führung einer Aktivität protokolliert wird, bis das Prozessziel erreicht wird oderder Prozess abbricht. Die Entscheidung, welche Aufgabe im jeweiligen Zeitschrittsimuliert wird, fällt lokal und basiert auf den Vorgaben des Prozessmodells. Beiimperativen Prozessmodellen ist es möglich, eine zeitliche Reihenfolge der Akti-vitäten direkt abzuleiten, da die zugehörige Ordnung im Modell explizit kodiertist. Das trifft auf deklarative Prozessmodelle nicht zu, da in diesen die vorge-gebene Ordnung nur implizit in Form von Regeln angegeben ist. Folglich mussGlobale statt lokaleEntscheidungen die zeitliche Reihenfolge der Ausführung der Prozessaktivitäten innerhalb einerInstanz so gewählt werden, dass sie alle dieser Regeln befolgt. Das Ermittelnsolcher beispielhafter Instanzen entspricht der Ausführungssemantik des im vorhe-rigen Abschnitt angesprochenen run-Kommandos. Dieses startet zunächst einenTransformationsprozess, welcher die Alloy-Spezifikation schrittweise in eine Boo-lesche Formel umwandelt. Die Ermittlung von Instanzen, die diese Formel erfül-len wird Boolesches Erfüllbarkeitsproblem (engl. boolean satisfiability problem),SAT: BoolescheErfüllbarkeitsprobleme kurz SAT, genannt. Sogenannte SAT-Löser (engl. SAT solver ) sind Werkzeuge,die vollautomatisch gültige Lösungen für Boolesche Formeln ermitteln, falls dieseexistieren. Die Existenz einer solchen Lösung besagt, dass die Formeln erfüllbar
6 http://alloy.mit.edu/alloy/tutorials/online/, zuletzt aufgerufen: 02.01.2017
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Abbildung 4.4: Transformation eines Alloy-Modells und „Lösen“ mittels SAT-Löser
sind. Im Kontext der Prozesssimulation sind diese Lösungen die gesuchten künstli-chen Ausführungsspuren eines Prozessmodells. Alloy selbst enthält eine Auswahlverschiedener SAT-Löser.Wie bereits angedeutet, wird eine Alloy-Spezifikation in mehreren Schritten(Abbildung 4.4) in Boolesche Formeln übersetzt [87]. Transformation inBoolesche FormelnIm ersten Schritt werden die relationalen Formeln der Alloy-Spezifikation in die Alloy →NNFNegationsnormalform (NNF) überführt. In dieser Form kommen Negationsoperato-ren nur über atomaren Aussagen vor. Die Überführung in die Skolemform eliminiert Skolemisierungmit einem Existenzquantor versehene Variablen. Diese beiden ersten Schritte ver-einfachen die relationalen Formeln stark, dienen also der Berechnungsoptimierung.Die nachfolgenden Transformationen sind hingegen notwendig, da SAT-Löser ei-ne bestimmte Art Boolescher Formeln erwartet. Daher werden in Schritt 3 allerelationalen Skolem-Formeln in eine einzelne Boolesche Formel übersetzt, wobeiletztere genau dann eine Lösung hat, wenn auch die ursprüngliche Formel fürden gegebenen Scope gelöst werden kann. Die Formeln sind demnach seman-tisch äquivalent. Die Übersetzung beinhaltet zusätzlich eine direkte Abbildungrelationaler auf Boolesche Variablen, wobei diese Abbildung zurückzuverfolgen ist.Diese Abbildung ist notwendig, da Boolesche Formeln beispielsweise keine Men-gen enthalten dürfen. Im vierten Schritt wird die entstandene Boolesche Formel Boolesche Formeln→KNFin die Konjunktive Normalform (KNF) überführt. Diese Form ist das Eingabe-format, das von SAT-Lösern im Allgemeinen erwartet wird. Auf Algorithmen zumLösen von Erfüllbarkeitsproblemen sei an dieser Stelle nicht weiter eingegangen,da die existierenden Implementierungen unverändert wiederverwendet werden kön-nen. Das Ergebnis des fünften Schrittes ist entweder eine leere Lösungsmengeoder eine Menge von „Modellen“ (SAT-Lösungen). Jedes dieser Modelle weist je-der Booleschen Variable einen Wert zu. Schließlich erfolgt im sechsten Schritt die Rekonstruktionrelationaler ModelleRekonstruktion der relationalen Modelle. Dazu wird die in Schritt 3 verwendeteAbbildung relationaler auf Boolesche Variablen zurückverfolgt. Falls für die Aus-führung das run-Kommando verwendet wird, ist das Ergebnis folglich eine Mengerelationaler Modelle, welche die relationale Alloy-Spezifikation erfüllen. Für dascheck-Kommando erfolgen alle Schritte analog, mit dem Unterschied, dass die Boo-leschen Formeln negiert werden. Die Menge der durch diese Analyse generiertenLösungen ist bezüglich des gewählten Scopes vollständig. Jede Lösung besteht ausTupeln von Atomen, deren Semantik durch die ursprüngliche Alloy-Spezifikationfestgelegt ist.
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4.2.3 Statischer Teil des Simulationsmodells: Metamodell für Prozessausfüh-rungsspuren in Alloy
In der einleitenden Beschreibung des Simulationsansatzes anhand von Abbil-dung 4.3 wird erwähnt, dass das Simulationsmodell in Alloy aus einem statischenund einem dynamischen Teil besteht. Der statische Teil wird als Metamodell fürProzessausführungsspuren bezeichnet und wird nun beschrieben.Metamodell fürProzessausführungs-spuren Der nachfolgend vorgestellte Ansatz unterstützt derzeit vier Prozessperspektiven,namentlich die (i) Funktionale, (ii) die Verhaltensorientierte, (iii) die Organisatori-sche und die (iv) Datenorientierte Perspektive. Die Operationale Perspektive wirdhier nicht betrachtet, da die dafür notwendigen Konzepte mit denen der übrigenPerspektiven nahezu deckungsgleich sind und somit keine weiteren Erkenntnisseerbringen. Auch der Lebenszyklus von Aktivitäten wird vorerst nicht berücksichtigt.Prozessausführungsspuren werden in Abschnitt 3.3.1 formal definiert. Die Be-schreibung in Codeausschnitt 4.2 basiert auf dieser Definition. In der ersten Zeilewird das aktuelle Modul benannt und in Zeile 2 und 3 werden zwei weitere „geöff-net“. Das bedeutet, dass alle darin enthaltenen Signaturen, Funktionen und anderereferenzierbare Konstrukte auch im aktuellen Modul bekannt sind. Die Signatur
PEvent definiert eine abstrakte „Klasse“, welche das Rückgrat der KettenstrukturRückgrat derKettenstruktur der Prozessausführungsspuren bildet. Jedem PEvent ist dabei eine eineindeutigePosition (pos) innerhalb der Kette zugeordnet. Eine intuitive, alternative Umset-zung ist eine einfach oder doppelt verkettete Liste. Allerdings haben Leistungstestsergeben, dass die hier vorgeschlagene Variante deutlich performanter ist. Die Si-gnatur ist als abstrakt gekennzeichnet. Dieses Konzept ist aus der OOP bekanntund verhindert eine Instanziierung. In Alloy ist es zwar trotzdem möglich, Instan-zen für abstrakte Signaturen zu erzeugen, was aber verhindert wird, sobald andereSignaturen die abstrakte Signatur erweitern.Die TaskEvent-Signatur erweitert PEvent und kapselt Ereignisse, die mit derKapselung vonEreignissen Ausführung einer Aktivität assoziiert sind. Diese Assoziation wird über eine ge-nerische Schnittstelle – ebenfalls eine Signatur – namens AssociatedElementrealisiert. Diese Schnittstelle stammt aus dem Modul traceCommons, welches inCodeausschnitt 4.3 dargestellt ist. Der Ausdruck #(Task ∩ assoEl) = 1 ist eindirekt mit einer Signatur assoziierter Fakt und enthält eine relationale Operation,die dafür sorgt, dass ein TaskEvent mit genau einer Aktivität – hier als Taskbezeichnet – assoziiert wird. Auch diese Signatur ist abstrakt, was die tatsächlichspäter in den Instanzen auftretenden Ereignisse derzeit auf die letzte Erweite-rung der Ereignissignaturen beschränkt – die HumanTask. Diese beschreibt dieAusführung einer Aktivität durch genau eine Person. Alternativ ist es auch mög-lich, für jedes gewünschte Attribut eines Ereignisses ein eigenes Feld innerhalbder Task-Signaturen zu definieren. Die hier vorgeschlagene Variante entsprichtjedoch des in Abschnitt 3.3.1 beschriebenen generischen Aufbaus eines Ereignis-ses, das sich aus Schlüssel-Wert-Paaren zusammensetzt. Dadurch lassen sich diemit den Ereignissen assoziierten Informationen ebenso generisch anfragen, wasin Abschnitt 4.2.4 deutlich wird. Das einzige benannte Feld ist die von PEventvererbte Positionsangabe.
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module traceMM2 open traceCommons
open orgMM4
abstract sig PEvent { pos: disj Int }6 abstract sig TaskEvent extends PEvent{ assoEl: some AssociatedElement }
{8 #(Task ∩ assoEl) = 1
}10 sig HumanTaskEvent extends TaskEvent{}{
#(Identity ∩ assoEl) = 112 }
abstract sig Task extends AssociatedElement{}14 abstract sig DataObject extends AssociatedElement{}
abstract sig Variable extends DataObject{16 value: TaskEvent -> lone univ
}{18 value[TaskEvent] in (String + Int)
}20 abstract sig Document extends DataObject{}
22 fact{
∀ e: PEvent | e.pos < (int[Int] + #PEvent)24 }
fact{ ∀ e: TaskEvent | #(e.assoEl ∩ Group) = 0 }26
fact {28 ∀ ae: (AssociatedElement - Group) | ae in TaskEvent.assoEl
}30 fact {
∀ e: TaskEvent, v: Variable | v in e.assoEl↔ v.value[e] 6= none32 }
34 fun search(asso: AssociatedElement): set TaskEvent {
{ e: TaskEvent | asso in e.assoEl }36 }
fun searchBefore(cur: TaskEvent, asso: AssociatedElement): set TaskEvent{38 { e: TaskEvent | e.pos < cur.pos and asso in e.assoEl }
}40 fun searchAfter(cur: TaskEvent, asso: AssociatedElement): set TaskEvent{
{ e: TaskEvent | e.pos > cur.pos and asso in e.assoEl }42 }
fun searchB(a,c: TaskEvent, ae: AssociatedElement): set TaskEvent {44 { e: TaskEvent | e.pos > a.pos and e.pos < c.pos and ae in e.assoEl }
}46 fun searchAtPos(asso: AssociatedElement, givenPos: Int): set TaskEvent {
{ e: TaskEvent | e.pos = (int[givenPos]) and asso in e.assoEl }48 }
fun searchLastBefore(cur: TaskEvent, ae: AssociatedElement): lone TaskEvent{50 { e: TaskEvent | ∀ o: TaskEvent | ae in e.assoEl and e.pos < cur.pos and (ae in
o.assoEl→ e = o or o.pos > e.pos) }
}52 fun eventAtPos(givenPos: Int): one PEvent{
{ e: PEvent | e.pos = givenPos }54 } Codeausschnitt 4.2: Metamodell für Prozessausführungsspuren
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module traceCommons2
abstract sig AssociatedElement{}Codeausschnitt 4.3: Modul traceCommons
Die verbleibenden drei abstrakten Signaturen DataObject, Variable und
Document ermöglichen die Berücksichtigung der Datenorientierten Perspektive.Elemente derDatenorientiertenPerspektive Die hier getroffene Unterscheidung zwischen einer Variable und einem Dokumententstammt der abstrakten DPIL-Syntax (Abschnitt 3.1.5). Variablen können hiervorerst nur ganze Zahlen oder Zeichenketten als Werte besitzen, da Alloy keinereellen Zahlen unterstützt. Da Alloy keine explizite Mehrfachvererbung unterstützt,muss für die Möglichkeit, Atome sowohl aus String als auch aus Int als Werteannehmen zu können, das value-Feld vom Typ univ sein. Die Beschränkung aufausschließlich diese beiden Mengen wird durch den direkt an die Signatur ange-hängten Fakt (Zeile 18) realisiert. Die Zuweisung eines Datenobjekts zu einemEreignis bedeutet hier, dass das Datenobjekt in der angegebenen Form innerhalbder Durchführung der ebenfalls referenzierten Aufgabe produziert wurde. Differen-zierter interpretiert beschreibt das Ereignis entweder die Zuweisung eines Wertszu einer Variable oder das Erzeugen eines Dokuments.Sowohl die aktivitäts- als auch die datenbezogenen Signaturen sind abstraktund werden auch von keiner anderen Signatur des Moduls spezialisiert. Die Er-weiterung dieser Signaturen findet stattdessen im dynamischen Teil statt und istim Sinne der OOP als Instanziierung zu verstehen.Nachfolgend enthält das Metamodell drei Fakten. Der erste beschreibt dieKettenstruktur der Prozessausführungsspur genauer, indem er festlegt, dass dieFakten zur weiterenBeschreibung derKettenstruktur Positionen aller PEvents fortlaufend nummeriert sind und bei der niedrigsten zurVerfügung stehenden Zahl (int[Int]) beginnen. Der zweite Fakt sorgt dafür, dassGruppenzugehörigkeiten von beispielsweise Identitäten nicht in der Ereignisauf-zeichnung selbst widergespiegelt werden, da diese bereits durch die im organisato-rischen Metamodell festgelegten Strukturen repräsentiert werden. Der letzte Faktschließlich sorgt dafür, dass alle AssociatedElement-Atome nur in Verbindungmit einem Ereignis auftreten.An die Fakten schließen sich mehrere Funktionen an, die als Hilfsfunktionen fürHilfsfunktionen zurModellabfrage die Formulierung der Prozessregeln im dynamischen Teil verwendet werden. Dieserlaubt später eine prägnante, lesbare Schreibweise der Regeln in Alloy. Jede derFunktionen „sucht“ innerhalb der Prozessausführungsspur nach dem als Parame-ter übergebenen AssociatedElement. Die erste Funktion ermittelt alle prinzipiellexistierenden Vorkommen des fraglichen Elements. Die darauffolgenden zwei Funk-tion liefern nur die Teilmenge davon, die ausgehend von einem bestimmten Ereignisvor respektive nach selbigem auftreten. Auch das Vorkommen zwischen zwei spe-zifischen Ereignissen oder an einer bestimmten Position kann ermittelt werden,wofür die Funktionen searchB und searchAtPos verwendet werden können. Dieletzte Hilfsfunktion liefert für eine gegebene Position das zugehörige Ereignis.Das bereits angesprochene und in Codeausschnitt 4.4 dargestellte Metamo-dell für Organisationsstrukturen ist die Umsetzung des von Bussler entworfenen
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module orgMM2
open traceCommons4
abstract sig Relation {6 subject: one Element,
object: one Element,8 predicate: one RelationType
}10
abstract sig Element extends AssociatedElement{}12 abstract sig Identity extends Element{}
abstract sig Group extends Element{}14 abstract sig RelationType{}
16 fact{
∀ g: Group | g in Relation.object18 }
20 fun groupOf(id: Identity, rt: RelationType): set Group{
{ g: Group | some r: Relation | r.predicate = rt and r.subject = id and r.
object in Group }22 }
fun relationOf(e1,e2: Element): set RelationType{24 { rt: RelationType | some r: Relation | r.predicate = rt and r.subject = e1
and r.object = e2 }
}Codeausschnitt 4.4: Modul orgMM: Organisatorisches Metamodell nach Bussler [38]
kompakten aber ausdrucksstarken organisatorischen Metamodells [38]. Da die-ses Metamodell auch in DPIL integriert ist (Abbildung 3.6), ist es naheliegend,auch in Alloy auf dieselbe Repräsentation organisatorischer Strukturen zurückzu- OrganisatorischesMetamodell in Alloygreifen. Die bereits bekannte Schnittstelle AssociatedElement wird auch hiermittels open traceCommons zur Verfügung gestellt. Jede der enthaltenen Signa-turen ist atomar – mit Ausnahme der Signatur Relation. Diese enthält dreiFelder, mit denen die bekannte Subjekt-Prädikat-Objekt-Beziehung beschriebenwerden kann. Dabei können sowohl Identitäten als auch Gruppen die Subjekt- bzw.Objektrolle einnehmen. Das wird über die zusätzliche Abstraktionsstufe Elementsichergestellt. Folglich ist sowohl eine Beziehung wie Max (Subjekt) hasRole
(Prädikat) Admin (Objekt) als auch eine Relation wie Admin (Subjekt)
memberOf (Prädikat) Employee (Objekt) mit dieser Form realisierbar. DieMöglichkeit zur Assoziation mit Ereignissen wird dadurch realisiert, dass Elementdie AssociatedElement-Signatur erweitert. Anzumerken ist hier, dass für dieaktuelle Implementierung nur Identity von AssociatedElement erben müsste.Dieses erbt aber bereits von Element und Mehrfachvererbung wird von Alloy nichtdirekt unterstützt.Der einzige Fakt des organisatorischen Metamodells legt fest, dass eine Gruppenur dann Teil einer simulierten Prozessinstanz sein kann, wenn andere organisa-torische Einheiten Teil dieser Gruppe sind.Auch dieses Modul verfügt über Hilfsfunktionen, wobei die erste für eine ge-gebene Identität und ein ebenfalls anzugebendes Prädikat die Gruppen ermittelt,zu denen die Identität gehört. Die zweite ermittelt die Beziehung zwischen zwei
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Elementen. Beispielsweise kann so die Information beschafft werden, dass eineIdentität der Mentor einer anderen ist.Da die Modellierung der mit einem Prozess assoziierten Organisationsstrukturnicht Teil der Modellierungssprache DPIL ist, müssen Informationen über organi-satorische Ressourcen sowie deren Gruppierung und Beziehungen aus externenP14 Quellen bezogen werden. Da hierfür bislang kein Konzept existiert, empfiehlt essich, das Organisationsmodell zum aktuellen Zeitpunkt als Konfigurationsparame-ter zu konzipieren. Die Markierungen P1, P2, etc. verknüpfen das Konzept desjeweiligen Konfigurationsparameters mit der zugehörigen Implementierung in Ab-schnitt 7.3.
4.2.4 Dynamischer Teil: Transformation von DPIL-Modellen in Alloy-konformeSimulationsmodelle
Ausgangspunkt für die Simulation ist ein DPIL-Modell. Die Sprache zur Erstel-lung von Simulationsmodellen ist jedoch nicht DPIL, sondern Alloy, sodass eineAbbildung notwendig ist. Diese basiert entgegen der üblichen Vorgehensweise aufeiner Modell-zu-Text-Transformation, was in Abschnitt 4.2.4.1 begründet ist. Fürdie Beschreibung der Transformation selbst wird die Struktur der DPIL-Modelle inProzessentitäten (z.B. Aktivitäten und Ressourcen), Prozessregeln und als Meilen-steine formulierte Prozessziele aufgeteilt. In eben diese Unterabschnitte gliedertsich der verbliebene Teil dieses Abschnitts.
4.2.4.1 Allgemeines PrinzipIn der Regel werden Abbildungen auf Basis der Metamodelle der fraglichen Spra-chen als Modell-zu-Modell-Transformationen definiert (Abschnitt 3.5). Das setztaber voraus, dass jeweils ein Metamodell, welches die abstrakte Syntax der Spra-che beschreibt, für Quell- und Zielmodell explizit definiert ist. Das trifft zwar aufDPIL (Abschnitt 3.1.5), nicht aber auf Alloy zu. Alloy wird lediglich mittels einerEBNF7-Grammatik beschrieben. Diese definiert jedoch nur die konkrete Syntaxeiner Sprache. Zwar gibt es Methoden, die aus einer EBNF-Grammatik auto-matisch eine passende abstrakte Syntax ableiten können (z.B. [195]), allerdingsstellt dies für das aktuelle Problem einen unnötigen Umweg dar. Einige wichtigeRahmenbedingungen für die Abbildung von DPIL auf Alloy sind:Rahmenbedingungenfür die Abbildung vonDPIL-Regeln aufAlloy • Die Translation erfolgt ausschließlich von DPIL nach Alloy, ist also unidi-rektional.
• DPIL und Alloy ähneln sich in Syntax und Semantik aufgrund der gemein-samen Basis der FOL.
• Die Zielsprache ist textuell.
• Die Abbildung kann als Codegenerierung betrachtet werden, da sie statt-findet, um nicht-maschinenausführbare DPIL-Modelle in maschinenausführ-bare Repräsentationen zu übersetzen. Dieser Prozess wird auch als Kompi-lierung bezeichnet und kann mehrstufig sein.
7 EBNF = Erweiterte Backus-Naur-Form
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In vielen Fällen, wie auch in diesem, ist die Modell-zu-Text-Transformation (M2T) Modell-zu-Text-Transformationeine Alternative zur Modell-zu-Modell-Transformation. Die Literatur gibt nur vageAufschluss darüber, welche der Alternativen in welchen Fällen anzuwenden ist.Das Fehlen des Metamodells der Zielsprache und die textuelle Repräsentationderselben sind jedoch vergleichsweise starke Indikatoren für die Eignung einesM2T-Ansatzes [68].Im aktuell diskutierten Ansatz wird die von der OMG standardisierte MOFModel to Text Transformation Language (MOF2Text) [140] verwendet, um DPIL-Modelle in textuelle Alloy-Spezifikationen8 zu übersetzen. Voraussetzung ist, dass P1das Quell-Metamodell als Instanz des MOF9-Meta-Metamodells vorliegt. DasDPIL-Metamodell ist als Ecore-Modell realisiert, wobei Ecore auf einer Teilmen-ge des MOF-Meta-Metamodells basiert. Damit ist MOF2Text in der Lage dieAbbildung von DPIL-Modellen auf Alloy-Spezifikationen zu realisieren. Der ver-bliebene Teil dieses Abschnitts beschäftigt sich mit eben dieser Abbildung.Auf Basis des Metamodells für Prozessausführungsspuren aus Abschnitt 4.2.3wird nachfolgend die Transformation eines DPIL-Prozessmodells in eine Alloy-und zum besagten Metamodell konforme Repräsentation10 beschrieben. Dabei wer-den zunächst die Entitäten des Prozesses transformiert und danach erfolgt dieAbbildung der Prozessregeln. Wie in Abschnitt 3.5 erläutert, werden die Abbil-dungsvorschriften als Regeln auf Ebene des DPIL-Metamodells definiert, sodassauch bei verschiedenen konkreten Syntaxen die Transformation möglich ist. Zumbesseren Verständnis wird das zu transformierende DPIL-Konstrukt mittels dertextuellen konkreten Syntax dargestellt. Die Transformation selbst ist jedoch aufBasis von DPILs abstrakter Syntax definiert, was im späteren Verlauf des Ab-schnitts am Beispiel des DPIL-Makros sequence erläutert wird. Die Abbildungder DPIL-Konstrukte auf Alloy erfolgt auf Basis textueller Schablonen, wobei diedynamischen Inhalte durch $-Symbole eingeschlossen sind. Der in diesen Sym-bolen stehende Ausdruck beschreibt einen Zugriffspfad auf Informationen aus demabstrakten Syntaxbaum des DPIL-Konstrukts. Die Befüllung mit den dynamischenInhalten erfolgt durch Ersetzung der so markierten Bestandteile durch das Ergeb-nis des Zugriffs für die konkrete Instanz, also zum Zeitpunkt der Ausführung derTransformationsregeln.
4.2.4.2 Abbildung der ProzessentitätenDie Transformation der Prozessentitäten beinhaltet die notwendigen Abbildungenvon Aktivitäten, Dokumenten, Variablen sowie der organisatorischen Ressourcenund Gruppen (Tabelle 4.2). Somit wird jede in einem Prozessmodell enthalteneAktivität (task) mit dem Namen a in eine Erweiterung der Task-Signatur transfor-miert. Der Name der Erweiterung ist dabei der Name der Aktivität selbst. Analog 1:1-Abbildung fürEntitätenwird mit allen übrigen Entitäten verfahren, für die im Metamodell für Prozessaus-führungsspuren jeweils eine spezifische Signatur enthalten ist (Abschnitt 4.2.3).
8 Die Markierungen P1, P2, etc. werden zur Assoziation mit konfigurierbaren Parametern aus demImplementierungsteil verwendet.9 MOF = Meta Object Facility10 Diese ist zwar kein Modell im eigentlich Sinne, sondern eine textuelle Spezifikation. Allerdingswird vereinfacht dennoch der Begriff „Zielmodell“ verwendet.
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DPIL Alloy
task a one sig $a.name$ extends Task{}
document d one sig $d.name$ extends Document{}
variable v one sig $v.name$ extends Variable{}
use identity i lone sig $i.name$ extends Identity{}
use group g lone sig $g.name$ extends Group{}
Tabelle 4.2: Abbildung von DPIL-Entitäten auf Alloy-Signaturen
Eine Grundvoraussetzung für die Validität des Abbildungsergebnisses ist dieEindeutigkeit der abgeleiteten Namen aller erzeugten Signaturen. Dies ist jedochdadurch sichergestellt, dass DPIL typübergreifend die Eindeutigkeit der NamenNamenseindeutigkeit aller Prozessentitäten fordert. Das Ergebnis der Abbildung ist eine Menge vonSignaturen, welche bereits eine gültige Alloy-Spezifikation darstellen. Eine Si-mulationsdurchführung an dieser Stelle würde beliebige Reihenfolgen der Durch-führung von Aktivitäten sowie beliebige Assoziationen zwischen diesen und allenanderen Prozessentitäten generieren.
4.2.4.3 Abbildung der ProzessregelnAuf Basis der Abbildungen aller Prozessentitäten werden nun die Prozessregelndes DPIL-Modells transformiert. Da sowohl DPIL als auch Alloy auf Prädikaten-logik erster Stufe basieren, ist eine generische Abbildung denkbar. Die Transfor-mation selbst liegt jedoch nicht im Fokus der vorliegenden Arbeit, weswegen hierlediglich eine vereinfachte Abbildung auf Basis der in Abschnitt 3.1.5 vorgestell-ten Bibliothek an Modellierungsmustern – Makros im DPIL-Kontext – beschriebenwird. Dies bedeutet, dass nur die Prozessregeln eines DPIL-Modells in eine Alloy-Repräsentation überführt werden können, die den Aufruf eines der in Tabelle 4.3aufgelisteten Makros darstellen. Im Wesentlichen wird jedes dieser Makros in ein1:1 Abbildung fürMakros Alloy-Prädikat übersetzt. Eine Ausnahme hierbei bildet das Makro serializeAll,welches für das in Abschnitt 4.2.3 vorgestellte Metamodell für Prozessausführungs-spuren keinerlei Relevanz hat. Grund ist, dass dieses Makro eine rein sequentielleBearbeitung aller Aktivitäten des Prozesses vorschreibt, was jedoch nur Auswir-kungen hat, wenn hinsichtlich des Aktivitätslebenszyklus zwischen verschiedenenZuständen einer Aktivität unterschieden werden kann. Das im Rahmen der vor-liegenden Arbeit beschriebene Spurmetamodell unterstützt diese Unterscheidungjedoch bewusst nicht.Für die Identifikation der passenden Abbildungsregel wird die zu einem Makrogehörende Regel in ihrer abstrakten Syntax als Muster verwendet. Der Abgleichvon Muster und Instanz wird als strukturelle Mustersuche (engl. structural patternStrukturelleMustersuche matching) bezeichnet. Das Prinzip ist unter anderem aus dem Bereich der deklara-tiven Programmierung bekannt. Es bietet hier den Vorteil, dass die Namensgebungder Makros irrelevant ist. Für jede DPIL-Regel, welche einem der definierten Mus-ter gleicht, wird im Zielmodell der zu diesem Muster gehörende Alloy-Ausdruckmaterialisiert. Wie bereits eingangs erwähnt, sind die Muster in Tabelle 4.3 mittelsDPILs konkreter Syntax formuliert, was aber lediglich der Verbesserung der Ver-ständlichkeit dient. Die Abbildung eines textuellen DPIL-Ausdrucks auf die zugehö-
















∀ e: TaskEvent |b in e.assoEl→ #searchBefore[e,a]=0
}
serializeAll
keine Entsprechung in Alloy notwendig
local(a,o)
pred local[a: Task,o: DataObject]{
∀ e: TaskEvent |o in e.assoEl→ a in e.assoEl
}
produces(a,o)
pred produces[a: Task,o: DataObject]{
∀ e: TaskEvent |a in e.assoEl→ o in e.assoEl
}
consumes(a,o)
pred consumes[a: Task,o: DataObject]{
∀ e: TaskEvent |a in e.assoEl→ #searchBefore[e,o]>0
}
direct(a,i)
pred direct[a: Task,i: Identity]{
∀ e: TaskEvent |a in e.assoEl→ i in e.assoEl
}
role(a,r)
one sig hasRole extends RelationType{}
pred role[a: Task,r: Group]{
∀ e: TaskEvent |a in e.assoEl→




∀ e1,e2: TaskEvent |a in e1.assoEl and b in e2.assoEl→




∀ e1,e2: TaskEvent |a in e1.assoEl and b in e2.assoEl→








∀ e1,e2: TaskEvent |a in e1.assoEl and b in e2.assoEl




pred capability[a: Task,rt: RelationType,g: Group]{
∀ e: TaskEvent |a in e.assoEl→ groupOf[Identity ∩ e.assoEl,rt] = g
}
orgDistMulti(a,b,rt)
pred orgDistMulti[a,b: Task,rt: RelationType]{
∀ e1,e2: TaskEvent |a in e1.assoEl and b in e2.assoEl→
#relationOf[Identity ∩ e1.assoEl,Identity ∩ e2.assoEl,rt]
}
roleSequence(a,b,g)
one sig hasRole extends RelationType{}
pred roleSequence[a,b: Task,g: Group]{
∀ e: TaskEvent |b in e.assoEl and groupOf[Identity ∩ e.assoEl,hasRole] = g
→ #searchBefore[e,a] > 0
}
resourceSequence(a,b,i)
one sig hasRole extends RelationType{}
pred resourceSequence[a,b: Task,i: Identity]{
∀ e: TaskEvent |b in e.assoEl and (Identity ∩ e.assoEl) = i
→ #searchBefore[e,a] > 0
}
dataSequence(a,b,o,v)
pred dataSequence[a,b: Task,o: Variable,val: univ]{
∀ e: TaskEvent |b in e.assoEl and let v = o ∩ e.assoEl |




∀ e: TaskEvent |o2 in e.assoEl→ #searchBefore[e,o1]>0
}
mpSequence(o,val,r1,r2,b)
pred mpSequence[o: Var,val: univ,r1,r2: Group,b: Task]{
∀ e: TaskEvent |let ae = e.assoEl |b in ae and let v = o ∩ ae |
v.value[e] = val and groupOf[Identity ∩ ae,hasRole]=r1→ let suc =
searchAfter[e,b] |#suc>0 and groupOf[Identity ∩ suc.assoEl,hasRole]=r2
}
Tabelle 4.3: Abbildung von DPIL-Makros auf Alloy-Prädikate




























Target = Property 
Binding pb
Abbildung 4.5: Abstrakter Syntaxbaum (AST) der DPIL-Regel sequence
rige abstrakte Syntax ist immer eindeutig, weswegen diese Vereinfachung zulässigist. Aus diesem Grund wird die musterbasierte Abbildung von DPIL-Makros aufAlloy-Sprachmittel lediglich exemplarisch anhand eines der Makros in seiner ab-strakten Syntax erläutert. Das Beispiel (Abbildung 4.5) repräsentiert die abstrakteSyntax des Regelteils des bereits aus Tabelle 4.3 bekannten sequence-Makros.Abgleich auf Basisdes ASTs Der Musterabgleich besteht lediglich aus einer simultanen Traversierung derentsprechenden abstrakten Syntaxbäume des zu transformierenden Makros undeines der Muster. Die Traversierung kann vom Wurzelknoten aus schrittweise inbeliebiger Reihenfolge durchgeführt werden. In jedem Schritt werden die aktuellbesuchten Knoten beider abstrakter Syntaxbäume verglichen. Diese beiden Kno-ten werden nachfolgend als korrespondierend bezeichent. Unterscheiden die korre-spondierenden Knoten sich hinsichtlich ihres Typs oder enthaltener Eigenschaften,dann gelten Muster und zu transformierendes Makro als unterschiedlich und eswird dieser Prozess mit dem nächsten Muster wiederholt. Unterscheiden sich dieaktuell untersuchten Knoten nicht, dann werden in der gewählten Traversierungs-reihenfolge die nächsten Knoten ausgewählt und verglichen. Dies wird solangefortgesetzt, bis jeder Knoten von Muster und Makro besucht wurde. Enthält einerder beiden abstrakten Syntaxbäume weniger Knoten als der andere, dann geltenbeide Bäume von vorn herein als nicht deckungsgleich. Somit müssen einerseitsStruktur und andererseits die Inhalte von Makro und Muster übereinstimmen.Parametrierbare Muster unterstützten in Bezug auf die Benennung ihrer Para-ParametrierbareMuster meter respektive Eigenschaftsbindungen (PropertyBinding) auch Variabilität. Diein Abbildung 4.5 farblich eingerahmten Knoten beinhalten Eigenschaften, derenBenennung als variabel eingestuft ist. Für die Eigenschaftsbindung pb, welche indiesem Fall einer Variable t den aktuellen Zeitstempel zuordnet, ist die Namens-gebung der Variable irrelevant. Der Knoten eines zu transformierenden Makrosgilt bezüglich pb als gleich, wenn er ebenfalls vom Typ Eigenschaftsbindung ist.Der Attributwert für Name kann sich dabei vom Musterknoten unterscheiden. Ähn-lich verhält es sich mit den zwei linken Blattknoten vom Typ Reference. Diesereferenzieren die Parameter des Makrokopfes (Tabelle 4.3), die in diesem Fall aund b genannt werden. Auch hier dürfen sich für den Knotenabgleich die Namender Parameter unterscheiden. Nicht unterscheiden dürfen sich jedoch der Typ derReferenz – hier Parameter – und die Reihenfolge der Parameter im Makro-Kopf.Das Muster ist zudem auch so generisch, dass es auch für die Definition für
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Prozessregeln ohne Makrodefinition verwendet werden kann. In diesem Fall exis- Generizität derMustertieren keine Parameter als Referenzziele. Stattdessen würden direkt Aktivitätenreferenziert werden, wodurch sich lediglich der Typ von Target in den beiden lin-ken Referenzen auf Task verändert. Damit kann auch eine sequence-Regel ohneMakrodefinition auf Alloy abgebildet werden – wobei das Ergebnis wiederum dieDefinition und Verwendung eines Prädikats mit dem Namen sequence ist.Makros sind lediglich Regelschablonen, die der kompakteren und lesbarerenDarstellung von DPIL-Modellen dienen. Ihre Verwendung für Regeldefinitionenfolgen dem Schema ensure makro-name(paramVal1,paramVal2). DPIL unter-scheidet zwischen verpflichtenden Regeln (ensure) und Empfehlungen (advise).Da diese Unterscheidung in Alloy aber nicht möglich ist, wird im aktuellen Ab-schnitt lediglich die Transformation verpflichtender Regeln erläutert11. Beispiels- Beschränkung aufverpflichtende Regelnweise ist ensure sequence(AntragStellen,AntragPrüfen) eine verpflichten-de Regel. Dies bedeutet die Zuordnung der jeweiligen Aktualparameter zu denim Makro angegebenen Formalparametern und intern die Instanziierung der imMakro kodierten Regelschablone mit den eingesetzten Aktualparametern. Folglichkann, wie zuvor bereits für die Makros beschrieben, auf den abstrakten Syntax-baum der Regel zugegriffen werden, um auch in Alloy den Formalparametern desjeweiligen Prädikats die entsprechenden Aktualparameter zuzuordnen. Diese Zu-ordnung erfolgt durch die Verwendung des Prädikats in einem Alloy fact odereinem assert. Die genaue Verwendung wird in den Abschnitten Abschnitt 4.2.5respektive Abschnitt 4.2.6 beschrieben.Die in Tabelle 4.3 aufgelisteten Makros zeigen nicht nur exemplarisch dieFlexibilität von DPIL selbst, sondern auch die Eignung von Alloy als Modellie-rungssprache für aus DPIL-Modellen abzuleitende Simulationsmodelle. Rein aufden Kontrollfluss orientierte Regelvorlagen, wie beispielsweise sequence), las-sen sich ebenso in Alloy formulieren, wie perspektivenübergreifende Restriktionen(beispielsweise produces oder role). Grundlage für die Transformationen sind invielen Fällen die generischen Hilfsfunktionen wie beispielsweise searchBefore Flexibilität durchgenerischesMetamodell undHilfsfunktionenund searchAfter und die ebenso generischen Beziehungen Assoziationen der Pro-zessentitäten durch die Signatur AssociatedElement und die Relation assoElder Signatur TaskEvent. Das ebenfalls in Abschnitt 4.2.3 beschriebene Metamo-dell für organisatorische Strukturen ermöglicht unter anderem die Umsetzung einesRollenkonzepts für Prozessressourcen. Hierfür wird eine zusätzliche Signatur mit-tels sig hasRole extends RelationType{} eingeführt, welche beispielsweisevom role-Makro genutzt wird. Sind im konkreten DPIL-Modell mehrere Makrosenthalten, welche in ihrer Alloy-Entsprechung diese Signatur benötigen, dannwird diese jedoch nur einmal im Zielmodell erzeugt. Das Makro dataSequencebeschreibt die Abhängigkeit der Einhaltung einer Aktivitätsreihenfolge von einemkonkreten Datenwert. Da das Spur-Metamodell für Variablen derzeit nur Zeichen-ketten und ganzzahlige Werte gestattet, ist auch die Transformation dieses Makrosnur möglich, wenn für v eine Zeichenkette oder ein ganzzahliger Wert angegebenwird.
11 Die Berücksichtigung von Empfehlungen wird gesondert in Abschnitt 4.2.8 diskutiert.
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fact{2 milestones[PEvent]
∀ e1,e2: PEvent |milestones[e1 + searchBefore[e1,none]]→ e2.pos 6 e1.pos4 }
6 pred milestones[es: set PEvent]{
/*milestone 1*/8 /*milestone 2*/
/* Beispiel: */10 some e: es |C in e.assoEl or D in e.assoEl
} Codeausschnitt 4.5: Alloy-Schablone für DPIL-Meilensteine
4.2.4.4 Abbildung der ProzessmeilensteineDie bloße Einhaltung der Prozessregeln seitens der Simulation produziert nochkeine Prozessausführungsspuren, welche auf die Erreichung der als Meilensteine1:1-Abbildung vonMeilensteinen (milestone) definierten Prozessziele orientiert sind. Aus diesem Grund ist auchdie Transformation der DPIL-Meilensteine in eine Alloy-Repräsentation notwendig.Diese ist in Codeausschnitt 4.5 und Tabelle 4.4 dargestellt. Ersteres beschreibt dieGrundstruktur für die Abbildung der Meilensteine in Alloy. Der Fakt wird unab-hängig von der Anzahl der im DPIL-Modell enthaltenen Meilensteine nur einmalin der Alloy-Spezifikation materialisiert und besteht lediglich aus statischen Inhal-ten. Die erste Zeile des Fakts legt fest, dass die Meilensteine in jeder simuliertenProzessinstanz erreicht werden müssen. In der zweiten Zeile wird festgelegt, dasseine Prozessinstanz endet, sobald alle Meilensteine erreicht sind. Das zugehörigePrädikat milestones[es: set PEvent] sammelt alle transformierten Meilenstei-ne aus dem DPIL-Modell. Für jeden wird im Prädikat eine eigene Zeile nachdem Schema some e: es | $msbody$ erzeugt. Mit some e: es wird sichergestellt,dass mindestens ein Ereignis der abgeschlossenen Prozessausführungsspur denjeweiligen Meilenstein erfüllt. Letzterer wird durch die Ersetzung des Platzhalters
$msbody$ beschrieben. Im derzeitigen Konzept kann $msbody$ durch Makrover-wendungen (Tabelle 4.3) oder Beschreibungen des Auftretens bestimmter Ereig-Teildynamisierung derMakroabbildung nisse (Tabelle 4.4) ersetzt werden. Auch die Verknüpfung mehrerer der genanntenErsetzungen mittels Disjunktion („Veroderung“) ist möglich. Damit können sowohlatomare Meilensteine, wie beispielsweise milestone complete(C), aber auchkomplexe Meilensteine, wie milestone complete(C) or complete(D), transfor-miert werden. Jede einzelne Zeile des milestones-Prädikats ist mit den übrigendurch Konjunktion verknüpft, was sicherstellt, dass jede Prozessausführungsspuralle Meilensteine erfüllen muss.Die in Tabelle 4.4 beschriebenen Inhalte von Meilensteinen können derzeit dasExemplarischeSchablonen fürProzessziele Auftreten eines Ereignisses sein, welches die Vollendung einer Aufgabe signalisiert.Zudem kann auch das Ereignis der Erzeugung eines bestimmten Datenobjektes,beispielsweise einer Messung oder eines bestimmten Dokuments als Prozesszieldefiniert werden. Die letzte Abbildung beschreibt diesbezüglich eine differenzier-tere Form, bei der nicht nur die Existenz eines Wertes für eine Variable vonBedeutung ist, sondern auch der Wert selbst. Diese Auflistung möglicher Inhal-te für DPIL-Meilensteine ist ebensowenig vollständig wie die diesbezüglichen




variablewrite(of $o$ value $v$) let f = search[$o.name$] |#f>0 and f.value[e]=$v$
Tabelle 4.4: Abbildung von DPIL-Meilensteinen auf Alloy-Sprachmittel
Ausdrucksmöglichkeiten in Alloy. Die dient erneut nur der Veranschaulichung derMöglichkeiten und ist, nach Erfahrungen in unterschiedlichen Projekten mit Part-nern aus Industrie und Wirtschaft, in den meisten Fällen ausreichend.Ziel von Abschnitt 4.2.4 ist die Konzeption einer Abbildungsvorschrift von DPIL-Modellen auf eine gegenüber Alloy konforme Spezifikation. Dies wird mit generi-schen strukturellen DPIL-Mustern ermöglicht, welche an ebenso generische Scha-blonen für Alloy-Konstruktionen gekoppelt sind. Eine zentrale Einschränkung desaktuellen Abbildungsprinzips ist, dass DPIL-Regeln nur dann transformiert werdenkönnen, wenn sie dem Aufruf eines Makros entspricht und dieses Teil einer be-schriebenen Bibliothek von Modellierungsmustern ist. Durch die Prädikatenlogikals gemeinsames Fundament für DPIL und Alloy ist ein generisches Abbildungs-konzept bei zukünftigen Weiterentwicklungen erstrebenswert und realistisch.
4.2.5 Deterministische Konfiguration und Ausführung
Nachdem der dynamische Teil des Simulationsmodells durch eine Abbildung desDPIL-Eingabemodells auf eine gültige Alloy-Spezifikation definiert ist, könnendarauf basierend nun – ebenfalls mittels Alloy – künstliche Prozessausführungs-spuren erzeugt werden. Alloy generiert alle Lösungen für eine gegebene Begren-zung des Lösungsraums (Abschnitt 4.2.1). Damit ist die Spurgenerierung insoferndeterministisch, als bei gleichem DPIL-Eingabemodell und gleicher Begrenzungdes Lösungsraums auch die gleichen Prozessausführungsspuren generiert werden.Der aktuelle Abschnitt beschäftigt sich mit den Konfigurationsmöglichkeiten der Si-mulationsdurchführung. Nicht-deterministisches Verhalten kann ebenfalls simuliertwerden, was im Folgeabschnitt gesondert betrachtet wird.Nachfolgend werden nacheinander die Möglichkeiten zur Konfiguration der Si-mulation beschrieben. Diese sind zum Teil durch die in Abschnitt 4.1 vorgestelltenverwandten Ansätze motiviert (auch Tabelle 4.1). Die hier besprochenen Konfigu-rationsmöglichkeiten sind im Einzelnen: DeterministischeKonfigurationsmög-lichkeiten• Wahl des Simulationsmodus (O),
• (Maximale) Länge der Prozessausführungsspuren (O),
• Maximale Anzahl der Prozessausführungsspuren (O),
• Konfiguration von Entscheidungen (deterministisch),
• Konfiguration des Ressourcen-Bias,
• Differenzierte Konfiguration künstlichen Rauschens.
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Die mit (O) markierten Anforderungen sind obligatorisch. Die ersten beiden Kon-figurationen sind notwendig, um den Lösungsraum einzuschränken, was von Al-loy gefordert wird. Der Simulationsmodus unterscheidet zwischen der Generie-rung von Positiv- und Gegenbeispielen für respektive gegen eine gegebene Alloy-Spezifikation.Die Wahl des gewünschten Simulationsmodus erfolgt in zwei Schritten:Wahl desSimulationsmodus 1. Transformation der im Simulationsmodell enthaltenen Prozessregeln und
2. Wahl des passenden Alloy-Kommandos.
Gemäß der im vorherigen Abschnitt beschriebenen Transformation werden jedeDPIL-Regel des zu simulierenden Prozessmodells auf jeweils ein Alloy-Fakt ab-gebildet. Dies entspricht bereits dem ersten Teil der Konfiguration für die Gene-rierung von Positivbeispielen. Im zweiten Schritt muss zur Ausführung durch Alloyein leeres Prädikat erzeugt und ein run-Kommando definiert werden, welchesP5 dieses „ausführt“. Sollen stattdessen Gegenbeispiele generiert werden, muss imersten Schritt der Inhalt aller Prozessregel-Fakten zeilenweise in einen einzelnen
assert-Block verschoben werden. Jede Zeile der Behauptung ist so per Kon-junktion mit allen anderen verknüpft. Als zugehöriges Kommando wird im zweitenSchritt check gewählt. Im Falle der Positivbeispiele ermittelt Alloy so Instanzen,die allen Fakten entsprechen, also das Modell erfüllen. Im Falle der Gegenbei-spiele überprüft Alloy die Behauptungen und produziert Gegenbeispiele, sollteneine oder mehrere Behauptung falsch sein. Der Simulationsmodus erlaubt in die-ser Form lediglich eine globale Entscheidung, ob Positiv- oder Gegenbeispiele fürProzessausführungsspuren generiert werden sollen. Erzeugt man in beiden Modialle möglichen verschiedenen Prozessausführungsspuren aus dem begrenzten Lö-sungsraum, dann entspricht das Ergebnis der Simulation eines Prozessmodells, indem keinerlei Regeln enthalten sind. In vielen Fällen ist eine differenziertere Un-terscheidung wünschenswert. Diese Möglichkeit wird im letzten Teil des aktuellenAbschnitts beschrieben.
fact{ /* Prozessregel 1 */ }2 fact{ /* Prozessregel 2 */ }
pred positives{}4 run positives for (exactly) p PEvent, (exactly) i Identity, (exactly) d
DataObject, p’ Int
6 assert negatives{
/* Prozessregel 1 */8 /* Prozessregel 2 */
}10 check negatives for (exactly) p PEvent, (exactly) i Identity, (exactly) d
DataObject, p’ IntCodeausschnitt 4.6: Konfiguration der Länge der Prozessausführungsspuren
Die Länge der Prozessausführungsspuren kann entweder exakt oder durch eineP2 obere Schranke begrenzt werden. Als Länge einer Prozessausführungsspur wirdLänge der Prozess-ausführungsspuren die Anzahl der protokollierten Ereignisse einer Prozessinstanz verstanden. Aufdas Alloy-basierte Simulationsmodell abgebildet ergeben sich hier die in Code-ausschnitt 4.6 dargestellten Konfigurationsschablonen.
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Wie oben beschrieben, sind die beiden Kommandoschablonen für die Generie-rung von Positiv- (run) respektive Gegenbeispielen (check) zu verwenden. Dabeiist positives ein leeres Prädikat. Mit negatives ist eine Behauptung, also ein
assert-Block gemeint, welcher alle Prozessregeln mittels Konjunktionen verknüpft.Nach dem Schlüsselwort for erfolgt die Scope-Definition, also die Einschränkungdes Lösungsraums. Dieser wird für jede Signatur, die nicht bereits eindeutig quan-tifiziert ist einzeln festgelegt. Ein Beispiel für eine bereits quantifizierte Signaturist die Task-Signatur, die mittels des Schlüsselworts one auf exakt ein Vorkom-men pro Prozessausführungsspur festgelegt ist. Die in Codeausschnitt 4.6 in denKommandos aufgelisteten Signaturen können wie folgt quantifiziert werden: Quantifizierung derSignaturen
• PEvent: Der Zahlenwert für p entspricht der gewünschten maximalen oderexakten Länge der Ausführungsspuren,
• Identity: Die Anzahl i der für den Prozess zu erzeugenden Identitäten P6 P7kann beliebig gewählt werden. Als Standardwert wird die Anzahl der imDPIL-Modell deklarierten Identitäten gesetzt.
• DataObject: Die Anzahl d der Datenobjekte, die in einer Prozessinstanzverwendet werden, kann ebenfalls beliebig gewählt werden. Als Standard-wert wird die Gesamtzahl der im Prozessmodell deklarierten Datenobjekte,also die Anzahl aller Variablen und Dokumente gesetzt.
• Int: Der Wertebereich p’ ganzer Zahlen wird automatisch auf Basis der ge-wünschten Länge der Prozessausführungsspuren sowie der zu simulierendenDatenwerte ermittelt.Zu jeder im Kommando quantifizierten Signatur kann zusätzlich das Schlüsselwort
exactly angegeben werden, wodurch die Lösungen nur Beispiele oder Gegen- P3beispiele von exakt der angegebenen Größe beinhalten. Die einzige Ausnahmebildet hier die in Alloy standardmäßig verfügbare Signatur Int. Diese wird fürdie Positionsangabe der Ereignisse in den Prozessausführungsspuren sowie für dieFestlegung des Wertebereichs ] −D,D] benötigt, da sie die Menge an Ganzzahl-Atomen repräsentiert. Durch diese Abhängigkeiten wird die obere Begrenzung p’für die Int-Signatur nach folgender Vorschrift ermittelt:
p ′ = max (dldpe, dld 2De) (25)
Grund für die Verwendung des logarithmus dualis ist, dass der Scope der
Int-Signatur als Bittiefe angegeben wird. Das bedeutet, dass mit einer Scope-Einschränkung von p’ ganze Zahlen im Wertebereich ] − 2p ′/2, 2p ′/2] erzeugtwerden. Zusätzlich ist definiert, dass, falls für keine Variable ein ganzzahligerDatentyp benötigt wird oder gar keine Variablen modelliert sind D def= 1, wodurch
p ′ = ld 1 = 0 gilt.Die Konfiguration der gewünschten maximalen Anzahl an Prozessausführungs- P4spuren wird auf die Selektion der entsprechenden Anzahl an Lösungen für das Maximale Anzahl anProzessausführungs-spurenErfüllbarkeitsproblem abgebildet. Diese entsprechen Wertebelegungen für das re-lationale Eingabemodell. Der Konfigurationsparameter ist als obere Schranke mo-delliert, da so nicht vorausgesetzt werden muss, dass der Nutzer die maximaleAnzahl unterschiedlicher Prozessausführungsspuren kennt.
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Falls die Simulation nicht, wie standardmäßig vorgesehen, beliebige Prozess-instanzen simulieren soll, können zusätzlich alle im Prozessverlauf zu treffendenEntscheidungen in Form von zusätzlichen Restriktionen eingeschränkt werden. FürKonfiguration vonEntscheidungen imperative Prozessmodelle bedeutet die Konfiguration von Entscheidungen die Se-lektion von Teilpfaden an explizit definierten Entscheidungspunkten. Da deklarativeProzessmodelle mögliche Pfade durch den Prozess nicht explizit modellieren, sindauch die Entscheidungspunkte nicht explizit kodiert. Entscheidungen können hiernur in Bezug auf einzelne Ereignisse getroffen werden. Daher bedeutet die Konfigu-ration von Entscheidungen für die hier beschriebene Technik die Zuweisungen dereinzelnen Entitäten aus den unterschiedlichen Prozessperspektiven zu Ereignis-sen. Hierbei ist es gleichermaßen möglich, den Start (engl. head ), das Ende (engl.tail) oder eine Zwischensequenz der simulierten Instanz zu beschränken. Oder eswerden Aktivität-Ressource-Zuweisungen und Datenwerte priorisiert. Diese Priori-sierungen können beispielsweise auf historischen Daten oder aktuellen Zuständeneiner Prozessausführung basieren. Im aktuellen Abschnitt wird der deterministischeKonfigurationsanteil betrachtet. Der im Rahmen dieser Arbeit entwickelte Simu-lationsansatz ist mit deterministischen Mitteln in der Lage, an beliebiger Stelleinnerhalb der Prozessausführungsspur statische Anteile und andere Restriktionenin beliebiger Kombination einzufügen. Der Vorteil deterministischer Restriktionenist die Kontrolle über die Inhalte der Prozessausführungsspuren und die Wieder-holbarkeit. Der Satz möglicher Restriktionen ist mit Alloy-Sprachmitteln formuliertund kann daher beliebig erweitert werden. Für den hier diskutierten Ansatz werdendie folgenden gängigen Einschränkungstypen berücksichtigt:ZusätzlicheEinschränkungen 1. Statische Aktivitäten, z.B. „Die ersten drei Aktivitäten sind A, B und C“.
2. Statische Ressourcenzuweisungen, z.B. „Die letzten Akteure sind I und J“.
3. Statische Datenbelegungen, z.B. „T ist anfangs 10 und nie über 100“.
4. Ignorieren von Aktivitäten oder Ressourcen, z.B. „I soll nie A ausführen“.
5. Instanziierung aller Modellelemente, z.B. „Jede Ressource soll mindestenseine Aufgabe bearbeiten“.
6. Bedingte Restriktionen, z.B. „Wenn T > 50, muss I Aufgabe B ausführen“.
Die ersten drei Typen sind für die Herstellung der Konfigurierbarkeit des Startzu-standes der Spurgenerierung notwendig (Tabelle 4.1 in Abschnitt 4.1). Alle übrigensind Beispiele, welche die Flexibilität des Alloy-basierten Ansatzes hervorhebenund eine detailliertere Konfiguration des Spurgenerators gestatten.In Codeausschnitt 4.7 sind einerseits die genannten Restriktionstypen und an-dererseits die dafür angegebenen Beispiele beschrieben. Die einzelnen Restrikti-onstypen können mittels weniger, generischer Prädikate umgesetzt werden. DasGenerische Prädikate Prädikat static ist gültig, wenn an der angegebenen Position in der Prozess-
P11 ausführungsspur ein Ereignis auftritt, welches von der angegebenen Ressource(i) ausgelöst wurde, die festgelegte Aktivität (t) betrifft und in welchem die Pro-duktion einer bestimmten Menge an Daten (d) protokolliert ist. Hierbei sind alleParameter optional. Möchte man einen Parameter nicht angeben, dann kann dafür,
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wie beispielsweise in Zeile 22 dargestellt ist, der Name der betreffenden Signatureingesetzt werden. Dies referenziert alle Atome der zugehörigen Relation und sagtaus, dass jedes davon eine gültige Belegung ist. Die einzige Ausnahme bildet derParameter d, für den stattdessen die leere Menge (none) angegeben werden muss.
pred static[t: Task, idx: Int, i: Identity, d: set DataObject]{2 ∀ te: TaskEvent | te.pos = idx→ (t + i + d) in te.assoEl
}4 pred ignore[t: Task, idx: Int, i: Identity, d: set DataObject]{
no te: TaskEvent | te.pos = idx→ (t + i + d) in te.assoEl6 }
pred restricted[v: Variable, l: lone Int, u: lone Int, e: set TaskEvent]{8 ∀ te: e | let vl = int[v.value[te]] | vl = none or vl > int[l] and vl 6 int
[u]
}10 pred useAll[ae: AssociatedElement]{
ae in TaskEvent.assoEl12 }
14 fun eventAtPos(idx: Int): one PEvent {
{ e: PEvent | e.pos = idx }16 }
fun lastEvent(): one PEvent {18 { e: PEvent | ∀ other: (PEvent - e) | other.pos < e.pos }
}20
fact{22 static[A,int[integer/min],Identity,none]
static[B,int[integer/min + 1],Identity,none]24 static[C,int[integer/min + 2],Identity,none]
static[Task,int[lastEvent[].pos],J,none]26 static[Task,int[lastEvent[].pos - 1],I,none]
restricted[T,10,10,eventAtPos[integer/min]]28 restricted[T,100,100,PEvent]
ignore[A,Int,I,none]30 useAll[Identity]
!restricted[T,int[integer/min],50,PEvent]→ static[B,Int,I,none]32 }Codeausschnitt 4.7: Zusätzliche Restriktionen für die Simulationsdurchführung
Das Prädikat ignore ist analog aufgebaut, seine Gültigkeit ist allerdings genauentgegengesetzt. Somit kann mittels dieses Prädikats das Auftreten bestimmterEntitäten im gewünschten Kontext verboten werden. In Zeile 26 ist das zugehörige,oben beschriebene Beispiel dargestellt.Für statische Datenbelegungen für einen gewünschten Kontext ist das Prädikat
restricted zu verwenden. Dieses ist gültig, wenn der Wert für die angegebene P12Variable (v) innerhalb einer ebenfalls angegeben Ereignismenge (e) im Wertebe-reich [l,u] liegt. Hierbei ist erneut jeder Parameter optional, sodass einerseitslokale Wertebereichsbeschränkungen (Zeile 27) und andererseits globale (Zeile28) vorgenommen werden können.Das letzte Prädikat (useAll) ist gültig, wenn alle angegebenen Entitäten min- P10destens einmal in einem beliebigen Ereignis auftreten. Das Prädikat kann so-mit für Ressourcen (Zeile 30) und beispielsweise auch für Aufgaben verwendetwerden. Schließlich ist es zudem möglich, jedes der Prädikate zur Formulierungeiner bedingten Restriktion einzusetzen, wie es beispielsweise in Zeile 31 amoben beschriebenen Beispiel dargestellt ist. Dazu ist es lediglich notwendig, zweiPrädikat-„Aufrufe“ mittels logischer Implikation zu verknüpfen. Das von der Impli-
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kation links stehende Prädikat dient dabei als Aktivierungsbedingung. Das andereist die Konsequenz, die sich bei erfolgter Aktivierung ergibt.Dem Prädikat restricted kommt für das Standardverhalten des Simulators ei-ne zentrale Rolle zu. Variablen können mit Werten aus einem potentiell unendlichgroßen Wertebereich belegt werden. Für jede Belegung aus diesem Wertebereichwürde – nach der Definition der Redundanzfreiheit von Ereignisprotokollen (Defini-tion 3.2) – pro möglichem Datenwert eine gültige Prozessausführungsspur erzeugtwerden. Damit beinhaltet das Ereignisprotokoll ebenfalls potentiell unendlich vieleSpuren. Um dieses Problem zu umgehen, greift der Simulator auf eine HeuristikBegrenzung derWertebereiche durchHeuristik zurück, welche die Variablen-Wertebereiche dynamisch sehr stark einschränkt. DieHeuristik basiert auf der Annahme, dass ein großer Teil der möglichen Belegungenüberflüssig ist. Zweck der Simulation von Wertezuweisungen ist es, beispielhaftzu beschreiben, welche Wertebereiche vom Modell zugelassen sind und welchenicht. Ein solcher Bereich kann mathematisch über Intervallgrenzen angegebenwerden. Angenommen in einem bestimmten Prozesszustand gilt für die ganzzah-lige12 Variable T die Regel T < 10, dann ist der erlaubte Wertebereich durchdas Intervall [−∞, 9] definiert. Die Heuristik geht hier davon aus, dass für dieSimulation lediglich die Intervallgrenzen interessant sind. Folglich würde für dasBeispiel die Materialisierung der Datenwerte −∞ und 9 ausreichen. Allerdingskönnte man anhand dieser zwei Materialisierungen nicht unterscheiden, ob sie fürdie Regel T < 10 oder T = −∞∨ T = 9 erzeugt wurden. Aus diesem Grundempfiehlt es sich, nicht nur die Intervallgrenzen, sondern auch n Folgewerte zusimulieren. Bei n = 2 wären die erzeugten Werte beispielsweise −∞, 8 und 9.Bisher sind die Intervallgrenzen nur mit diesbezüglich gültige Werten beschrie-ben. Da die eben erwähnten Regeln jedoch das Prozessverhalten beeinflussenkönnen, müssen auch bezüglich des Intervalls ungültige Werte materialisiert wer-den. Für das Beispiel T < 10 würden somit – inklusive von n = 213 Folgewerten– mindestens die Werte −∞, 8 bis 11 erzeugt werden.Im Allgemeinen werden durch den Simulator für die folgenden RegelformenDatenwerte nach der ebenfalls folgenden Heuristik materialisiert (⇒):
• T = x⇒ T = x
• ∀x ∈ Z|T < x⇒ T ∈ {−∞, x−n, x−n+ 1, ..., x, x+ 1, ..., x+n}
• ∀x ∈ Z|T > x⇒ T ∈ {x−n, x−n+ 1, ..., x, x+ 1, ..., x+n,+∞}
• ∀x ∈ Z|T 6 x ≡ T < (x+ 1)
• ∀x ∈ Z|T > x ≡ T > (x− 1)Komposite Einschränkungen eines gültigen Wertebereichs werden in atomare Ein-KompositeEinschränkungen schränkungen zerlegt. Beispielsweise wird die Regel x1 < T 6 x2 in die atoma-ren Regelbestandteile x1 < T und T 6 x2 zerlegt, wobei x1 < T ≡ T > x1gilt. Zusätzlich wird festgelegt: Alle Beschränkungen, welche dieselbe Variablebetreffen, werden zur Ermittlung der zu materialisierenden Werte mittels Disjunk-tion verknüpft. Die Materialisierung der so erlaubten Datenwerte erfolgt mittelsdes in Codeausschnitt 4.7 eingeführten Prädikats restricted.
12 Datenwerte sind in Alloy immer ganzzahlig.13 n = 2 ist die Standardeinstellung des Simulators.






start(of B) implies variablewrite(of T value = 20)
start(of C) implies variablewrite(of T value > 5 and value < 9)
}Codeausschnitt 4.8: DPIL-Beispiel mit verteilten Wertebereichsbeschränkungen für Daten
/*Prozessregeln, Aktivitäten und Variable T*/2 fact{
restricted[T,integer/min,integer/max,PEvent] or4 restricted[T,integer/min,integer/max,PEvent] or
restricted[T,3,7,PEvent] or6 restricted[T,7,11,PEvent]
} Codeausschnitt 4.9: Beispiel für heuristische Materialisierung von Datenwerten
Zur Illustration der Wirkungsweise der Heuristik sei von dem in Codeaus-schnitt 4.8 dargestellten Beispiel ausgegangen. Die Zerlegung der Beschränkun-gen des Wertebereichs für T und ihre darauf folgende resultierende BoolescheVerknüpfung ergibt T > 5∨ T < 9∨ T = 10. Mit n = 2 Folgewerten sind dieaus dem Beispiel abzuleitenden materialisierten Datenwerte nach folgender Vor-schrift zu ermitteln: T ∈ {3, 4, 5, 6, 7,∞} ∨ T ∈ {−∞, 7, 8, 9, 10, 11} ∨ T = 10.Die Transformation der Vorschrift nach Alloy ist in Codeausschnitt 4.9 dargestellt.Die zwei ersten Beschränkungen des Wertebereichs für T repräsentieren die beidenZuweisungen T = −∞ respektive T =∞. Da Alloy Instanzen aus einem explizitdurch den Scope begrenzten Lösungsraum ermittelt, ist die Menge der ganzenZahlen in jedem Fall endlich. Aus diesem Grund werden diese beiden Schranken Annäherung derSchrankenmit der jeweils kleinst- respektive größtmöglichen Zahl angenähert. Welche Zahldas ist, hängt von der Festlegung des Int-Scopes p ′ ab. Dieser wird gemäß Glei-chung 25 berechnet, wobei D = max (|x|) + c, x ∈ R gilt und R die Menge derzerlegten Wertebereichsbeschränkungen und x die darin enthaltenen Zahlenwer-te bezeichnet. Damit auch für die Näherungen von −∞ und ∞ ein Zahlenwertmaterialisiert werden kann, muss der Wertebereich noch um eine Konstanze c mitmindestens c > 1 erweitert werden. Für das in Codeausschnitt 4.8 beschriebeneDPIL-Beispiel wäre die Scope-Konfiguration für Int mit beispielsweise c = 10demzufolge p ′ = max(dld 3e, dld 2(11+10)e) = max(2, 6) = 6. Mit dem sodefinierten Scope können ganzzahlige Werte aus dem Bereich ] − 32, 32] erzeugtwerden. Diese komplexe Restriktion von zu simulierenden Datenwerten schließtden Konfigurationsteil bezüglich gewünschter Inhalte ab.Unter den verwandten Arbeiten (Abschnitt 4.1) befindet sich ein Ansatz, wel-cher die Simulationsdurchführung zusätzlich durch Charakteristika der simulierten Ressourcen mitunterschiedlichenCharakteristikaorganisatorischen Ressourcen modifiziert. Konkret werden hierfür ein „fleißiger“und ein „minimalistischer“ Prozessausführender definiert. Ersterer durchläuft den
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pred once{2 ∀ t: Task | #(PEvent.assoEl ∩ t) = 1
} Codeausschnitt 4.10: Prädikat für einmaliges Auftreten einer Aktivität
Prozess, indem er alle bisher nicht ausgeführten Aufgaben, die ausgeführt wer-den können, ausführt. Letzterer führt nur die für das Erreichen des Prozesszielsunumgänglich notwendigen Aufgaben aus. Eine explizite Möglichkeit, letzteres inAlloy zu realisieren gibt es nicht, da Alloy keine instanzübergreifenden Faktenunterstützt. Ein Weg, dieses Problem zu umgehen, ist die schrittweise Erweite-rung des PEvent-Scopes für das jeweilige Ausführungskommando. Nacheinanderkann dann in Brute-Force-Manier, beginnend bei 1, der Scope schrittweise ver-größert werden, bis der Alloy Analyzer eine Lösung ermittelt. Beschränkt man sichauf DPIL-Modelle ohne die Datenorientierte Perspektive, dann ist es möglich,diesen minimalen Scope direkt zu berechnen [131]. Die Imitation eines fleißigenAkteurs kann dagegen mittels eines weiteren Prädikats umgesetzt werden, das inCodeausschnitt 4.10 dargestellt ist. Kritisch ist hier anzumerken, dass das zugrun-deliegende Prozessmodell die Ausführung zweier bestimmter Aktivitäten innerhalbderselben Instanz verbieten kann. In diesem Fall existiert keine Lösung. Ebensoist es möglich, dass das Prozessmodell die mehrfache Ausführung eine Aktivitätfordert. Auch dafür würde Alloys Analyse-System keine Lösung ermitteln können.Bisher könnten die beschriebenen Konfigurationen lediglich global vorgenom-men werden, gälten also für alle generierten Prozessausführungsspuren. Möch-te man ein Ereignisprotokoll mit einer Mischung aus validen und nicht-validenMischen von validenund nicht-validenSpuren Prozessausführungsspuren erzeugen, dann kann dies mittels mehrfacher Simula-tionsdurchführung und der gewünschten Veränderung der Konfiguration für jedeDurchführung realisiert werden. Die Kombination aller so entstehenden Prozess-ausführungsspuren ergibt das gewünschte gemischte Ereignisprotokoll. Dabei istes nicht mehr garantiert, dass die Menge der Prozessausführungsspuren frei vonRedundanzen ist.Alle vorab beschriebenen Restriktionstypen können unabhängig vom Simulati-onsmodus eingesetzt werden. Sie können einerseits für die Einschränkung der zugenerierenden Positivbeispiele für das gegebene Prozessmodell verwendet werden.Andererseits können sie die zu generierenden Gegenbeispiele, also Ausführungs-spuren, die mindestens eine Prozessregel verletzten, beschreiben. Dies ermöglichtdie differenzierte Konfiguration künstlichen Rauschens, also die Beschränkung derDifferenzierteKonfigurationkünstlichen Rauschens Generierungergebnisse auf nicht-valide Ausführungsspuren mit bestimmten Eigen-schaften. Eine beispielhafte, gezielte Konfiguration künstlichen Rauschens ist inCodeausschnitt 4.11 beschrieben (Prädikat noise und Behauptung negatives).In der hier angegebenen Verwendung werden lediglich Gegenbeispiele gegen dasgegebene Prozessmodell generiert, die einerseits mehrere Prozessregeln verletzten(Zeilen 19 bis 23) und andererseits zusätzliches Rauschen enthalten (Zeile 24).Letzteres setzt sich unter anderem aus Fällen zusammen, in denen das dritte Er-eignis nicht Aktivität C betrifft, die Variable T nur mit dem Wert 100 belegt werdenkann und/oder mindestens eine Ressource in der simulierten Instanz inaktiv bleibt,
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. . .2 sig NoisyTask extends Task{}
4 pred noisyAddTasks[min,max: Int]{
#NoisyTask 6 max and #NoisyTask > min6 }
pred noisySkipTasks[min,max: Int]{8 let n = #(TaskEvent.assoEl ∩ Task) | n > min and n 6 max
}10 pred noise{




/* Prozessregel 1 */20 /* Prozessregel 2 */
sequence[A,C] /* Prozessregel 3 */22 direct[A,I] /* Prozessregel 4 */
role[B,R] /* Prozessregel 5 */24 noise[]
}26
check negatives for (exactly) p PEvent, (exactly) i Identity, (exactly) d
DataObject, n NoisyTask, p’ IntCodeausschnitt 4.11: Differenzierte Rauschkonfiguration
also keine Aktivität durchführt (erste drei Zeilen in noise). Hierfür werden Prädi-kate für die deterministische Simulationskonfiguration wiederverwendet. Die hierangegebenen Restriktionen sind insofern Rauschen, als sie die Menge der mögli-chen Prozessausführungsspuren stärker einschränken als vom Modell vorgegeben.Bestimmte mögliche Verläufe des Prozesses werden explizit ausgeschlossen. Expliziter AusschlussbestimmterProzessverläufeDas Prädikat zur Rauschkonfiguration enthält weitere Restriktionen, die mittelsPrädikatschachtelung realisiert sind. Das noisyAddTasks-Prädikat stellt sicher,dass alle Lösungen eine der min- und max-Parameter entsprechende Anzahl von
NoisyTask-Atomen enthält. Die zugehörige, nicht näher quantifizierte Signatur derAtome ermöglicht die flexible Generierung einer Anzahl an zusätzlichen Aktivitä-ten, die nicht Teil des Prozessmodells sind. Mit noisySkipTasks kann eine durch
min und max begrenzte Anzahl an Aktivitäten von der Simulation ausgeschlos-sen werden. Ob im Analyseschritt eine Lösung für diese Konfiguration gefundenwird, ist dabei vom Prozessmodell abhängig. Übersteigt die Anzahl ausgeblendeterAktivitäten die Anzahl für den Prozess optionaler Aktivitäten, dann existiert keinGegenbeispiel.Die in negatives enthaltenen logischen Aussagen beschreiben zwei beliebi-ge und drei spezifische Prozessregeln, für welche entsprechende Gegenbeispieleermittelt werden sollen. Mit der als Prozessregel 3 bezeichneten Regel kön-nen explizit Verstöße gegen eine Reihenfolgevorschrift für die Aktivitäten A und Bangefragt werden. Die beiden nachfolgenden Regeln bewirken explizite Verstößehinsichtlich der korrekten Assoziation von organisatorischen Ressourcen mit denAufgaben A und B. Anzumerken ist hierbei, dass für die Rauschkonfiguration drei
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der in Abschnitt 4.2.4 beschriebenen Alloy-Repräsentationen für DPIL-Makroswiederverwendet werden. Das bedeutet, dass für derartige Rauschkonfigurationendiese Makros definiert sein müssen.Das in der letzten Zeile zur Ausführung verwendete check-Kommando wirdbereits in der Beschreibung von Codeausschnitt 4.6 detailliert erläutert. Da abermit NoisyTask eine neue Signatur definiert wird, muss auch dafür ein Scope an-gegeben werden. Dieser ist jedoch identisch mit der im Prädikat noisyAddTasksangegebenen oberen Schranke für zusätzliche, nicht im Modell enthaltene Aktivi-täten.Zwar ist die Ausdrucksstärke von Alloy mit diesen Beispielen für die Konfigura-tion zur Erzeugung von Positiv- und Gegenbeispielen keineswegs erschöpft, wohlaber die von vergleichbaren Ansätzen unterstützten Einschränkungsmöglichkeitenfür Simulationsdurchführungen. Auch aus diesem Grund fehlen weitere, konkreteAnforderungen für derartige Konfigurationsmöglichkeiten, sodass an dieser Stelleauf weitere Beispiele für deterministische Simulationseinschränkungen verzichtetwird.
4.2.6 Nicht-Deterministische Konfiguration und Ausführung
Nicht jede gewünschte Konfiguration der Simulation ist deterministisch. Unsicher-heiten, wie beispielsweise die Priorisierung bestimmter Aktivitäten durch Gewohn-heiten der Prozessbeteiligten, werden üblicherweise mittels Wahrscheinlichkeits-verteilungen approximiert und sind damit per Definition nicht deterministisch. Alloyselbst ermittelt für eine gegebene Spezifikation und eine konfigurierte Größe desLösungsraums redundanzfrei jede Lösung. Damit ist ein auf Alloy basierter Simu-lationsansatz zunächst deterministisch. Dieser Abschnitt beschäftigt sich mit Er-weiterungen der Konfigurationsmöglichkeiten, um dennoch nicht-deterministischesVerhalten unterstützen zu können. Der Kern ist dabei, die nicht-deterministischenBerechnungen außerhalb von Alloy vorzunehmen, deren Ergebnisse aber wiederumdurch gezielten Einsatz der Alloy-Sprachmittel in den generierten Prozessausfüh-rungsspuren zu materialisieren.Die bisher entwickelten Techniken zur Spurgenerierung unterstützen die folgen-den Aspekte nicht-deterministischen Verhaltens (Tabelle 4.1):Nicht-deterministischesVerhalten • Konfigurierbare Entscheidungen (nicht-deterministisch),
• Nicht-deterministisches künstliches Rauschen und
• Eine konfigurierbare Prozessumgebung.
Entscheidungen zu konfigurieren bedeutet im aktuellen Kontext die Priorisie-rung der Zuweisungen von Aktivitäten, Ressourcen und anderer Entitäten zu Er-eignissen (Abschnitt 4.2.5). Besonders durch die Analyse historischer Prozessauf-zeichnungen ist es oft möglich, derartige Priorisierungen zu erkennen und mittelsWahrscheinlichkeitsverteilungen zu approximieren. Alloy selbst beinhaltet keineMittel, um Wahrscheinlichkeitsverteilungen zu modellieren. Aus diesem Grund istfür den im Rahmen der vorliegenden Arbeit entwickelten Ansatz eine generelleTrennung der deterministischen und nicht-deterministischen Anteile vorgenommen
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Abbildung 4.6: Abtrennung nicht-deterministischer Simulationskonfiguration
worden, die in Abbildung 4.6 skizziert ist. In einem externen Konfigurator ist es Wahrscheinlichkeits-verteilungen viaexternem Konfiguratormöglich, verschiedene diskrete oder kontinuierliche Wahrscheinlichkeitsverteilun-gen zu parametrieren, um ein in der Realität nicht deterministisches Verhalten zumodellieren (Abschnitt 3.2.3). Dazu wird eine Zufallsvariable X und ihre mögli-chen Ausprägungen x1, x2, ..., xi bestimmt. Eine Zufallsvariable könnte beispiels-weise Aktivitäten repräsentieren und die möglichen Ausprägungen sind die imProzessmodell angegebenen Aktivitäten. Mittels der gewählten Wahrscheinlich-keitsverteilung wird ermittelt, wie häufig sich die jeweilige Ausprägung in einerProzessausführungsspur manifestieren soll. Diese Häufigkeit wird mittels zusätz-licher Scope-Einschränkungen in Alloy realisiert und ist in Codeausschnitt 4.12durch den ganzzahligen Parameter x bezeichnet.
fact{2 max[(A),x]
min[(A + I),x]4 minRatio[(A),(B),x]
maxRatio[(A + I),(B),x]6 minRatio[(A),(Task),x]
}8
pred min[ae: set AssociatedElement, num: Int]{10 #match[ae] > num
}12 pred max[ae: set AssociatedElement, num: Int]{
#match[ae] 6 integer/max[num + 0]14 }
pred minRatio[a,b: set AssociatedElement, r: Int]{16 let m = #(match[a]) |let n = #(match[b]) |(m > 0 and n = 0) or integer/div[m,n] >
integer/max[ratio,-1]
}18 pred maxRatio[a,b: set AssociatedElement, ratio: Int]{
let m = #(match[a]) |let n = #(match[b]) |n > 0 or integer/div[m,n] 6 integer/max[
ratio,0]20 }
22 fun match(ae: set AssociatedElement): set TaskEvent{
{ e: TaskEvent | (e.assoEl ∩ ae) = ae }24 } Codeausschnitt 4.12: Manifestation der Zufallsentscheidungen in Alloy
Im hier beschriebenen Ansatz ist es möglich, bei der Konfiguration von Entschei-dungen zwischen einer absoluten und einer relativen Häufigkeit zu unterscheiden. Absolute vs. relativeHäufigkeitMittels der Prädikate min und max kann jeweils die absolute Häufigkeit und mit-
P8 P9
tels minRatio respektive maxRatio kann jeweils die relative Häufigkeit14 desAuftretens bestimmter Assoziationen zwischen Entitäten und Ereignissen angege-
14 Es wird hierbei angenommen, dass für den übergebenen Parameter x >= 0 gilt.
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ben werden. In beiden Fällen kann entweder das Auftreten einzelner Entitätenoder das Auftreten einer Kombination von Entitäten beschrieben werden. Beispieledafür sind einerseits eine einzelne Aktivität und andererseits eine Aktivität und dieausführende Ressource. Diese Flexibilität wird durch die Funktion match geschaf-fen, die als Eingabe eine beliebige Menge an AssociatedElementen akzeptiertund nur die Ereignisse ermittelt, mit denen alle Elemente dieser Menge assoziiertsind.Das Prädikat min ist gültig, wenn die Häufigkeit der Assoziation der gewähltenElemente mindestens so groß wie die gegebene Schranke num ist oder num <
0 ist. Dagegen gilt max, wenn die Assoziationshäufigkeit höchstens num ist.Ist num < 0, dann existiert keine Lösung, weswegen mit integer/max[num
+ 0] sichergestellt wird, dass der Vergleichswert für die Assoziationshäufigkeitmindestens 0 beträgt.Die Prädikate minRatio und maxRatio geben paarweise das Verhältnis derabsoluten Assoziationshäufigkeiten einer Menge von Entitäten an – was letztlicheiner relativen Häufigkeit entspricht. Die für den im Rahmen der vorliegenden Ar-Relative Häufigkeit beit entwickelten Simulationsansatz verwendete Berechnungsvorschrift ist in Glei-chung 26 dargestellt. Diese ist jedoch als beispielhaft anzusehen und kann nachBelieben ausgetauscht werden.
minRatio[a,b, r] =

true |match[a]| > 0∧ |match[b]| = 0
true |match[a]| / |match[b]| > max(r, 0)
false else
maxRatio[a,b, r] =
true |match[b]| > 0∧ |match[a]| / |match[b]| 6 max(r, 0)
false else
(26)
Alternativ könnte außerhalb von Alloy, im Konfigurator, für die gewünschterelative Häufigkeit zwei ihr entsprechende, ganzzahlige absolute Häufigkeiten fürdie gewünschten Mengen der Entitäten ermittelt werden. Das Häufigkeitsverhältniskönnte dadurch mittels der bereits beschriebenen Prädikate min und max realisiertwerden. Dies würde die Prädikate minRatio und maxRatio überflüssig machen.Der wesentliche Nachteil dieser Lösung – und der Grund für die stattdessenvorgeschlagene – ist, dass die Simulation so auf genau eine Ausprägung desHäufigkeitsverhältnisses beschränkt ist. Die stattdessen vorgeschlagene erlaubtjede Ausprägung, welche dem konfigurierten Verhältnis entspricht.In Codeausschnitt 4.12 und den nachfolgenden Erklärungen wird auf die Ver-wendung der Zufallszahl x nicht aber auf die Erzeugung derselben eingegan-Erzeugung einerZufallszahl gen. Die gewählte und parametrierte Wahrscheinlichkeitsverteilung kann dafürauf zwei Arten zur Konfiguration der Entscheidungen verwendet werden: In derersten Verwendungsform wird eine Zufallszahl für die Prädikate min und max mit-tels eines auf der gewählten Wahrscheinlichkeitsverteilung basierenden Pseudo-Zufallszahlengenerators (Abschnitt 3.2.3) ermittelt. In der zweiten Verwendungsformwerden für minRatio respektive maxRatio jeweils zwei Zufallszahlen ermittelt. An-schließend wird das Verhältnis dieser beiden Zahlen gebildet und auf die nächsteganze Zahl abgerundet. Das Ergebnis ist der gesuchte Parameter für die Verwen-dung der Verhältnis-Prädikate.
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Eine wichtige Einschränkung der hier beispielhaft angegebenen Prädikate fürHäufigkeitsverhältnisse ist, dass letztere nur als ganzzahliges Vielfaches angege-ben werden können. Dementsprechend kann beispielsweise nicht zwischen denHäufigkeitsverhältnissen 6/5 und 8/5 bezüglich zweier Aktivitäten unterschiedenwerden. Ursache hierfür ist, dass die im Alloy-Modul integer definierte Divi-sionsfunktion jedes Ergebnis auf die nächstmögliche ganze Zahl abrundet. Dieskönnte jedoch durch die Definition des Wertebereichs der rationalen Zahlen (Ab-schnitt 4.2.9) und der Verwendung einer darauf ausgerichteten Divisionsfunktionmodifiziert werden.Bisher werden lediglich Zuweisung von nicht veränderlichen Objekten, wie Auf-gaben oder organisatorischen Ressourcen betrachtet. Der Simulator muss jedochEntscheidungen für das Zuweisen von Datenwerten zu Variablen treffen. Datenbe- Entscheidungen fürVariablenbelegungenlegungen können auch über das Prozessmodell hinaus zusätzlich statisch einge-schränkt werden (Abschnitt 4.2.5). Mittels der oben beschriebenen Zufallszahlenund darauf aufbauender zusätzlicher restricted-Prädikate können auch Daten-werte nicht-deterministisch festgelegt werden. Der einzige Unterschied stellt hierder durch Regeln festgelegte, erlaubte Datenbereich dar. Durch die Zerlegung al-ler komplexen Wertebereichseinschränkungen in atomare können jedoch trivial alleerlaubten Wertebereiche ermittelt werden, sodass hier auf diese Thematik nichtweiter eingegangen wird.Ein weiterer Aspekt nicht-deterministischen Simulationsverhaltens ist das zufäl-lige Auftreten von nicht-modellkonformem Verhalten in Prozessausführungsspuren.Im vorherigen Abschnitt wird bereits erläutert, wie eine Konfiguration für gezieltesRauschen vorgenommen werden kann. Im verbliebenen Teil dieses Abschnitts wirdbeschrieben, wie zufälliges Rauschen verursacht werden kann. Zufälliges RauschenEin Aspekt des unterstützten nicht-deterministischen Rauschens ist die Miss-achtung einer zufälligen Anzahl von Prozessregeln. Dazu kann auf eine beliebigediskrete Wahrscheinlichkeitsverteilung zurückgegriffen werden, deren Wertebereichnach oben durch die Anzahl der im Prozessmodell enthaltenen Prozessregeln be-schränkt ist. Mittels eines auf der Wahrscheinlichkeitsverteilung basierenden Zu-fallsgenerators wird wiederum eine Zufallszahl erzeugt. Während der Generierungdes Simulationsmodells werden zufällig Prozessregeln, deren Anzahl exakt derZufallszahl entspricht, in assert- anstatt fact-Blöcken in ihrer Alloy-Form ge-neriert (Codeausschnitt 4.11). Dies ermöglicht vollkommen zufälliges Rauschen.Mit dem im vorangegangenen Abschnitt beschriebenen deterministischen unddem eben knapp angesprochenen vollständig zufälligen Rauschen beschränken sichdie Konfigurationsmöglichkeiten lediglich auf Extreme. In [34] werden zu diesemZweck Rauschprofile vordefiniert, welche das völlig zufällige Rauschen auf einen Definition vonRauschprofilenkontrollierten Rahmen beschränken. Auch die hier vorgestellte Alloy-basierte Si-mulationstechnik unterstützt die Definition von derartigen Profilen. Dazu werdendie bereits in Abschnitt 4.2.5 eingeführten Prädikate für die unterschiedlichenFormen des Rauschens in verschiedenen kompositen Prädikaten gekapselt. Diein der Literatur aufgetretenen Formen des Rauschens sind in Tabelle 4.1 aufge-listet. Die für diese Formen als Beispiele entwickelten Rauschprofile sind die P13in Codeausschnitt 4.13 als behavioralNoise, functionalAndBehavioralNoiseund slightMultiperspectiveNoise bezeichneten Prädikate.
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pred behavioralNoise[min,max: Int]{2 noisySkipTasks[relative[Task,min],relative[Task,max]]
!sequence[A,B]4 . . ./* min bis max sequence-Regeln */
}6 pred functionalAndBehavioralNoise[min,max: Int]{
behavioralNoise[min,max]8 noisyAddTasks[relative[Task,min],relative[Task,max]]
}10 pred slightMultiperspectiveNoise[min,max: Int]{
functionalAndBehavioralNoise[min,max]12 !direct[A,I]
. . ./* min bis max direct-Regeln */14 !role[B,J]
. . ./* min bis max role-Regeln */16 }
18 fun relative(ae: AssociatedElement, prop: Int): Int{
integer/max[integer/div[integer/mul[#ae,prop],100]+1]20 }
22 pred noise{
!behavioralNoise[5,10] // Rauschprofil 124 !functionalAndBehavioralNoise[5,10] // Rauschprofil 2
!slightMultiperspectiveNoise[1,5] // Rauschprofil 326 }
28 assert negatives{
noise[]30 }
32 check negatives for. . .Codeausschnitt 4.13: Realisierung von Rauschprofilen mittels Alloy
Das Rauschprofil behavioralNoise sorgt – pro Prozessausführungsspur – stan-Wirkungsweise derRauschprofile dardmäßig für das Ignorieren von 5-10% der im Prozessmodell enthaltenen Aktivitä-ten sowie für das Verstoßen gegen den gleichen relativen Anteil an Reihenfolgevor-schriften für Aktivitäten. Letzteres kann nur auf Basis von explizit im DPIL-Modellenthaltenen sequence-Regeln realisiert werden. Dabei ist anzumerken, dass die-se Konfiguration zwar Reihenfolgeverstöße auf gewünschte Aktivitäten begrenzen,nicht aber garantieren. Grund ist, dass Reihenfolgeabhängigkeiten beispielswei-se auch durch Konsument-Produzent-Abhängigkeiten bezüglich Daten entstehenkönnen. Die so als Anforderung für die Generierung von Gegenbeispielen ver-wendeten Sequenzregeln können daher einen Widerspruch zu anderen Regelndarstellen. Dadurch kann letztlich kein Gegenbeispiel identifiziert werden, da dasModell weiterhin die Einhaltung der Reihenfolge fordert. Gleiches gilt auch fürdas zweite Rauschprofil mit dem Namen functionalAndBehavioralNoise, wel-ches auf dem vorherigen aufbaut. Als Neuerung sorgt es auch für die Generie-rung von 5-10% zusätzlicher, unbekannter Aktivitäten. Das letzte Rauschprofil,
slightMultiperspectiveNoise kombiniert wiederum das vorherige mit einervariablen Anzahl an Regeln für direkte (direct) und rollenbasierte ((role)) Zu-weisungen von Ressourcen. Diese stammen wiederum aus dem Prozessmodell undwerden für die kontrollierte Generierung von Verstößen gegen Regeln der Organi-satorischen Perspektive verwendet. Die Anzahl der Verstöße gegen Regeln aller indiesem Profil enthaltenen Perspektiven beträgt 1 - 5%. Die Wahl dieser relativen
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Häufigkeiten ist vollkommen willkürlich und soll lediglich als Nachweis dienen,dass derartige Rauschprofile mittels Alloy definiert werden können.Die eben beschriebenen Prädikate erlauben eine zwar komplexere aber nachwie vor deterministische Konfiguration. Die zufallsbasierte Konfiguration künstli-chen Rauschens – auch ohne Rauschprofile – kann analog der in Abbildung 4.6beschriebenen zwei Schritte vorgenommen werden. Hierzu werden die fraglichenParameter gemäß der gewünschten Wahrscheinlichkeitsverteilung zufällig belegt.Für Rauschprofile wird gefordert, dass die so generierten Parametrierungen jeweilsim Wertebereich von [0, 100] liegen, da sie Prozentsätze repräsentieren.Abschließend ist für jede der bisher beschriebenen Konfigurationsmöglichkeitenein Nachteil zu identifizieren. Durch die nur implizit im Prozessmodell kodiertenAbläufe ist es im Allgemeinen nur schwer möglich, zu erkennen, ob für eine gewähl-te Konfiguration Lösungen existieren. Auch ist es nicht möglich, zu ermitteln, welcheder Konfigurationen oder Kombinationen derselben gegebenenfalls die Absenz ei-ner Lösung verursachen. Aus diesem Grund wird eine iterative Entwicklung derKonfiguration empfohlen. Beispielsweise könnte zunächst ein großzügiger Scope,keinerlei Beschränkungen von Teilen der Prozessausführungsspuren und kein Rau-schen eingestellt werden. In einem nächsten Schritt würde man, falls gewünscht,gezielte Beschränkungen der Spuren vornehmen. Das Prüfen, ob für eine gewählteKonfiguration Lösungen existieren, wird jedoch in der vorliegenden Arbeit nichtnäher betrachtet. Grund ist, dass im Falle dessen, dass mit dieser restriktivenVariante kein Gegenbeispiel erzeugt werden kann, ein alternativer Weg existiert,welcher im nachfolgenden Abschnitt beschrieben wird.
4.2.7 Nachverarbeitung
Im letzten Schritt der Simulationsdurchführung – der Nachverarbeitung – werdendie ermittelten Prozessausführungsspuren um zusätzliche Informationen ergänztund Teile werden nach Vorgaben modifiziert, die sich entweder nicht oder nurunkomfortabel direkt in Alloy erfüllen lassen. Zusätzliche Informationen sind Zeit-stempel für das Auftreten der protokollierten Ereignisse. Modifikationen beinhalten Zeitstempelhier das künstliche Einfügen von Rauschen. Schließlich werden die Simulations- Zusätzliches Rauschenergebnisse, die in Form von Lösungen für das in Alloy formulierte Erfüllbarkeits-problem vorliegen, in die Form eines Ereignisprotokolls überführt. Finalisierung alsEreignisprotokolleDie mittels Alloy simulierten Beispiele für bezüglich eines Prozessmodells kon-formen Prozessinstanzen sind für eine gegebene maximale Länge vollständig, ein-deutig und korrekt. Jedes dieser Attribute kann durch künstliches Rauschen oder Erzeugen vonwahlfreiem Rauschennachträgliches Einfügen von Redundanzen auf Wunsch eliminiert werden. Künstli-ches Rauschen, welches im Rahmen der Nachverarbeitung erzeugt wird, betreffenvollkommen wahlfreie Modifikationen der Lösungen. Im Unterschied zu den in Ab-schnitt 4.2.5 und Abschnitt 4.2.6 beschriebenen Formen künstlichen Rauschenserfolgt das nachfolgend beschriebene Rauschen nicht auf Basis des Wissens überdie Inhalte der Prozessausführungsspuren. Die Formen künstlichen Rauschens,welche durch den Nachverarbeitungsschritt realisiert werden, sind (i) das Über-springen von Aktivitäten, (ii) das Einfügen zusätzlicher Ereignisse und schließlich
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(iii) das Vertauschen von Aktivitäten. Diese drei Formen sollten, wie nachfolgendargumentiert wird, in genau dieser Reihenfolge realisiert werden.Aktivitäten können zufällig übersprungen werden, indem zufallsbasiert Ereignis-se aus der Ausführungsspur entfernt werden. Das bewirkt keine Vermeidung einerAktivität (Abschnitt 4.2.5), sondern lediglich die Entfernung der zugehörigen Si-mulationsaufzeichnung. Dadurch können gezielt unvollständige EreignisprotokolleGezielt unvollständigeEreignisprotokolle produziert werde, die bei Tests von Werkzeugen des Process-Minings oder derKonformitätsprüfung zwischen Modellen und Protokollen Anwendung finden.In Abschnitt 4.2.5 und Abschnitt 4.2.6 wird gezeigt, wie künstliche, zusätzlicheAktivitäten, welche nicht Teil des ursprünglichen Prozessmodells waren, in dieSimulationsdurchführung einbezogen werden können. Einige der in Abschnitt 4.1vorgestellten Ansätze unterstützen jedoch auch die künstliche Wiederholung von imModell enthaltenen Aktivitäten. Der im Rahmen dieser Arbeit vorgestellte AnsatzIrreguläreWiederholung vonAktivitäten zur Generierung künstlicher Prozessausführungsspuren ermöglicht dies ebenfalls.Dazu wird lediglich eine konfigurierbare Anzahl an Ereignissen, welche in einerProzessausführungsspur enthalten sind, zufällig geklont und in die Ereignisketteaufgenommen. Die Positionsangabe des redundanten Ereignisses wird auf Basisdes Originals ermittelt. Alle nachfolgenden Ereignisse werden entsprechend ver-schoben. Dieser Schritt muss nach dem künstlichen Überspringen von Aktivitätendurchgeführt werden, da ansonsten durch das zufällige Löschen von Ereignissendie künstliche Wiederholung der Aktivitäten wieder eliminiert werden könnten.Das Vertauschen von Aktivitäten erfolgt ähnlich und ebenfalls ereignisbasiert.Vertauschen vonAktivitäten Der Unterschied liegt hier in der Selektion der zu vertauschenden Ereignisse. Ei-ne Möglichkeit ist, nur unmittelbar aufeinanderfolgende Ereignisse zu vertauschen.Eine zweite Möglichkeit ist das Vertauschen zweier Ereignisse an zufällig festge-legten Positionen in der Ereigniskette. Hierzu sind entsprechend zwei Zufallszah-len notwendig. Zudem muss garantiert werden, dass die Menge an ungeordnetenPaaren dieser Zufallszahlen keine Duplikate enthält. Ohne diese Garantie könntendieselben Ereignisse mehrfach miteinander die Plätze in der Prozessausführungs-spur tauschen, anstatt dass die gewünschte Anzahl an derartigen Unregelmäßig-keiten in der Prozessinstanz verwirklicht wird. Weiterhin muss dieser Schritt nachdem zufälligen Entfernen von Ereignissen stattfinden, um sicherzustellen, dass dievertauschten Ereignisse auch in der Prozessausführungsspur bestehen bleiben. Zu-dem wird so auch die Möglichkeit geschaffen, die vorab künstlich erzeugten Aktivi-tätswiederholungen zufallsbasiert in der Prozessausführungsspur zu positionieren.Andernfalls würden künstliche Wiederholungen von Aktivitäten nur unmittelbaraufeinanderfolgend auftreten. Die Anzahl aller Modifikationen zur Verursachungkünstlichen Rauschens kann vom Nutzer beliebig angegeben werden.Der Zeitstempel für das Auftreten von Ereignissen richtet sich nach zwei Para-metern, namentlich (i) der Ankunftsrate neuer Prozessinstanzen und (ii) dem zeit-lichen Versatz zwischen Aktivitäten. Ersteres bildet dabei den ReferenzzeitpunktBerechnung vonZeitstempeln ausReferenzzeitpunkt unddynamischem Versatz Tstart für jedes Ereignis einer Prozessinstanz. Der Zeitstempel T1 für das ersteEreignis der Prozessausführungsspur wird nach T1 = Tstart+1 berechnet. Fürjedes weitere Ereignis gilt Ti+1 = Ti + i mit 1 < i < 1 und i > 0. Mit iwird ein dynamischer Versatz zwischen dem vorangegangenen und dem aktuellen
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Ereignis bezeichnet15. Dieser kann entweder statisch oder zufällig gewählt werden.
P15In letzterem Fall kann ein Zufallsgenerator mit einer beliebigen Wahrscheinlich-keitsverteilung konfiguriert werden, um  zu ermitteln. Die zeitliche Reihenfolgeder Ereignisse ist dabei bereits durch die Positionsangaben in der generiertenProzessausführungsspur festgelegt (Codeausschnitt 4.2). Auch Tstart kann für jedeInstanz statisch oder zufallsbasiert festgelegt werden. Einzelne simulierte Instan-zen können sich dabei zeitlich überschneiden. Falls dies nicht gewünscht ist, kannzwischen dem letzten Ereignis einer Instanz und dem ersten der nachfolgendenwiederum ein statischer oder zufällig gewählter zeitlicher Versatz nach Vorbild von
 ermittelt werden. Dieser Prozess der iterativen Berechnung des zeitlichen Auftre-tens künstlicher Ereignisse basiert auf dem in Abschnitt 3.2.2 allgemeinen Prinzipder Simulationsdurchführung im Rahmen einer ereignisorientierten Simulation.Nachdem alle Modifikationen der Simulationsergebnisse und das Berechnen derZeitstempel abgeschlossen sind, verbleibt lediglich die Überführung der Lösungendes SAT-Solvers in ein Ereignisprotokoll. Diese sind Atom-Tupel (Abschnitt 4.2.1), Protokollbefüllungdurch Alloy-Anfragenderen Semantik aus der ursprünglichen Alloy-Spezifikation hervorgeht. Alloy bie-tet zur Navigation in und zwischen den Tupeln die Möglichkeit, Anfragen imAlloy-Sprachgebrauch zu formulieren. So kann beispielsweise mit dem Ausdruck
searchAtPos[int[integer/min]].assoEl ∩ Task16 das Atom ermittelt werden,welches die im ersten Ereignis protokollierte Aktivität beschreibt. Auf dieselbe Artkönnen alle mit einem Ereignis assoziierten Informationen ermittelt werden. Durchdie zur Anfrage verwendeten Signaturnamen ist bekannt, welche Information als Ex-traktionsergebnis zu erwarten ist. Dieses wird unter dem Signaturnamen dann alsSchlüssel-Wert-Paar im Protokoll abgelegt (Protokolldefinition in Abschnitt 3.3.1).Zu den Schritten der Nachverarbeitung der Simulationsergebnisse gehört unteranderem das Erzeugen künstlichen Rauschens und auch die zeitliche Einordnungaller Ereignisse jeder Prozessausführungsspur. Nach dieser Modifikationen derSimulationsergebnisse, werden selbige schließlich in die Form eines Ereignispro-tokolls übertragen.
4.2.8 Simulation prototypischer Prozessinstanzen
Die bisherige Beschreibung der Technik vernachlässigt die Semantik von im Pro-zessmodell kodierten Empfehlungen. Empfehlungen können in ihrer Kombinationzur Beschreibung der „typischen Abläufe“ eines Prozesses eingesetzt werden. InAbschnitt 4.2.4 wird lediglich die Abbildung verpflichtender Regeln auf eine zuAlloy konforme Repräsentation beschrieben. Damit ist zunächst nur sichergestellt,dass jede generierte Prozessausführungsspur bezüglich des zur Generierung ver-wendeten Prozessmodells valide ist. Mit den bisher beschriebenen Mitteln istes folglich nicht möglich, die Protokollierung auf typische Prozessverläufe alsoprototypische Prozessinstanzen zu beschränken. Der Grund ist, dass Alloy auf PrototypischeProzessinstanzenPrädikatenlogik erster Stufe basiert und somit keine Unterscheidung zwischen
15 Hier kann nicht von der Dauer der Durchführung einer Aktivität gesprochen werden, weil unbekanntist, ob jede Aufgabe unmittelbar nach der Beendigung der vorangegangenen Aktivität gestartetwurde oder ob Leerlaufzeiten enthalten sind. Bei der Koordination von menschlichen Beteiligtendurch beispielsweise ein Prozessausführungssystem fallen in der Regel Leerlaufzeiten an.16 Die Funktion searchAtPos ist in Codeausschnitt 4.2 definiert.


















} Codeausschnitt 4.14: DPIL-Prozessmodell mit Empfehlungen
verschiedenen Regelmodalitäten – wie beispielsweise in der Modallogik – zulässt.Nachfolgend wird erläutert, wie diese Limitierung kompensiert wird.Ein Beispiel für ein DPIL-Modell, welches neben verpflichtenden Regeln auchEmpfehlungen beinhaltet, ist in Codeausschnitt 4.14 dargestellt. Dieses beschreibteine vereinfachte Form eines Organisationsprozesses für Dienstreisen. Das ModellBeispiel:Dienstreiseprozess enthält fünf Aktivitäten und mehrere verpflichtende Regeln. Durch die once-Regelnwird reguliert, dass jede Aktivität maximal einmal durchgeführt werden darf. DieKombination der verpflichtenden Sequenzregeln legt den ersten Teil der Prozess-ausführungsspuren fest. Zuerst muss GenehmigungEinholen ausgeführt werden.Anschließend können die Aktivitäten UnterkunftBuchen und FlugBuchen in be-liebiger Reihenfolge ausgeführt werden. Die Meilensteindefinition legt fest, dass





17 Zur Verbesserung der Übersichtlichkeit ist jede Aktivität mit jeweils einem Buchstaben kodiert, wiees die Kommentare im Modell andeuten.
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Nur zwei der vier Ausführungsspuren sind als „empfohlen“ gekenn-zeichnet. In den ersten beiden wird die Empfehlung advise response(
FlugBuchen,TransferBuchen) missachtet. Diese Empfehlung spiegelt einen ty-pischen Prozessverlauf wider, welcher bei der Buchung eines Fluges auch die TypischeProzessabläufeanschließende Buchung eines Transfers beinhaltet. Die bisherigen Ausführungenbeschränken sich lediglich auf eine Abbildung der verpflichtenden Regeln (ensure).Transformiert man jedoch auch die Empfehlungen eines DPIL-Modells in eineAlloy-konforme Repräsentation, dann sind die generierten Prozessausführungsspu-ren sowohl valide als auch empfohlen. Die verpflichtenden Regeln eines DPIL-Modells unterscheiden sich von Empfehlungen syntaktisch lediglich hinsichtlichdes Schlüsselworts ensure oder advise – wie auch Codeausschnitt 4.14 zeigt.Folglich ist es möglich, auch Empfehlungen mittels der in Abschnitt 4.2.4 be-schriebenen Transformation auf Alloy-Sprachmittel abzubilden. Aus diesem Grundbietet der Spurgenerator einen weiteren Simulationsmodus an, der jede der imEingabemodell enthaltenen DPIL-Regeln in eine zu Alloy konforme Repräsentati-on abbildet. Die Transformation der Empfehlungen selbst unterscheidet sich dabeinicht von der der verpflichtenden Regeln (Abschnitt 4.2.4). Der Unterschied liegthier in der Simulationsdurchführung die in zwei Phasen erfolgt:
1. Zunächst werden sowohl verpflichtende Regeln als auch Empfehlungen in Schritt 1: Generierungunter Beachtung vonRegeln undEmpfehlungeneine zu Alloy konforme Repräsentation überführt. Anschließend wird einekonfigurierbare Anzahl an Prozessausführungsspuren erzeugt. Diese Anzahlist auf den Bereich von 1 bis einschließlich der konfigurierten Gesamtzahlan Prozessausführungsspuren beschränkt (Abschnitt 4.2.5). Das Ergebnis istder erste Teil des zu erzeugenden Ereignisprotokolls, wovon jede Prozess-ausführungsspur sowohl alle verpflichtenden Regeln als auch alle Empfeh-lungen beachtet.
2. In der zweiten Phase werden ausschließlich verpflichtende DPIL-Regeln in Schritt 1: Generierungunter Beachtung vonausschließlich Regelndas auf Alloy basierende Simulationsmodell überführt. Anschließend wirdfür dieses Simulationsmodell eine bestimmte Anzahl an Prozessausführungs-spuren erzeugt. Diese Anzahl ergibt sich automatisch aus der Differenz derkonfigurierten Gesamtzahl aller und der Anzahl der in der ersten Phaseerzeugten Spuren. Das Ergebnis ist der zweite Teil des zu erzeugendenEreignisprotokolls, wovon jede Prozessausführungsspur lediglich verpflich-tende Regeln beachtet.
Die Kombination aus beiden Teilprotokollen ergibt das gewünschte Ereignispro-tokoll. Umfasst die Menge der in der ersten Phase erzeugten Ausführungsspu-ren mehr als die Hälfte aller insgesamt generierten, dann ist mit unterschiedli-cher Deutlichkeit eine Tendenz für empfohlene Prozessverläufe im Ereignisproto-koll zu erkennen. Von dieser Interpretation gehen auch gängige Process-Mining- Prototypische Spurennach HäufigkeitWerkzeuge (z.B. [166]) aus. Betrachtet man das obenstehende Beispiel, dann würdeder Spurgenerator die beiden Ausführungsspuren ABCDE und ACBDE häu-figer erzeugen, also die übrigen zwei. Dies ermöglicht sogar eine vollständigeBeschränkung der Generierung beispielhafter Prozessausführungsspuren auf emp-fohlene Verläufe, die als prototypisch angesehen werden können.
166 simulation multi-perspektivischer, deklarativer prozessmodelle
Bisher wird ohne weitere Begründung davon ausgegangen, dass Empfehlungenprototypische Prozessverläufe modellieren. Ohne die Herkunft des Prozessmodellsund vor allem die Motivation für die darin enthaltenen Empfehlungen zu kennen,ist diese Annahme äußerst vage. Empfehlungen können auch dazu verwendet wer-den, besonders kurze oder kostengünstige Prozessverläufe hervorzuheben. Die in[161] beschriebene Technik, um DPIL-Modelle mittels Process Mining zu erzeugeninterpretiert Empfehlungen allerdings als Leitlinien für eben jene prototypischenAnaloge Interpretationdurch Process-Min-ing-Werkzeug Prozessinstanzen. Die Extraktion von Regeln aus den verfügbaren Ereignispro-tokollen erfolgt auf Basis mehrerer Schwellwerte. Verpflichtende Regeln werdenüblicherweise durch das Überschreiten sehr hoher Schwellwerte identifiziert. Re-geln, welche diese Schwelle nicht überschreiten gelten entweder nicht für denbeschriebenen Prozess oder werden nicht häufig genug eingehalten, um als ob-ligatorisch zu gelten. Überschreitet die Häufigkeit der Einhaltung dieser Regeleinen zweiten, niedrigeren Schwellwert, dann wird angenommen, dass die Regeldennoch eine gewisse Relevanz hinsichtlich der Beschreibung „üblicher“ Prozess-verläufe hat. Diese sind die gesuchten Empfehlungen und können aufgrund ihrerHerkunft als Richtlinien für prototypisches Verhalten interpretiert werden. Voraus-setzung ist, dass in den für das Process Mining verwendeten Ereignisprotokollenreale Instanzen erfasst sind. Auf diese Weise können Erfahrungsdaten verwen-det werden, um prototypische Regeln zu identifizieren. Umgekehrt ist jedoch nichtgarantiert, dass im zugrundeliegenden Ereignisprotokoll eine oder mehrere Ausfüh-rungsspuren enthalten sind, die alle Empfehlungen berücksichtigen (support undconfidence in Abschnitt 3.4.3). In diesem Fall stellt sich die Frage, welche der er-fassten Verläufe des Prozesses als prototypisch aufgefasst werden können. Zudemmuss berücksichtigt werden, dass Ereignisprotokolle lediglich einen Ausschnitt derLediglich Ausschnittder Realität Realität zeigen können und keine Garantie für Annahmen über zukünftige Prozess-verläufe ermöglichen. In der vorliegenden Arbeit wird daher davon ausgegangen,dass eine prototypische Prozessinstanz alle identifizierten Empfehlungen befolgt –unabhängig davon, ob diese mittels Process Mining oder manuell modelliert wur-den. Aus diesem Grund ist die Ermittlung prototypischer Prozessausführungsspurenmittels Spurgenerierung sinnvoll und kann realisiert werden, indem Empfehlungenwie obligatorische Regeln behandelt werden.
4.2.9 Erweiterungsmöglichkeiten
Die in den vorherigen Abschnitte beschriebene Technik zur Generierung künstli-cher multi-perspektivischer, deklarativer Prozessmodelle bietet mehrere definier-te Erweiterungspunkte. Da bisher existierende Spurgeneratoren für deklarativeProzessmodelle keine kombinierte Unterstützung der Funktionalen, Verhaltensori-entierten, Organisatorischen und Datenorientierten Perspektive bieten, liegt derFokus der vorliegenden Arbeit auf einer Lösung, welche diese Lücke schließt. DieOperationale Perspektive wird dabei ausgeblendet. Gleiches gilt für einige Detailsdes Simulationsmodells. Im aktuellen Abschnitt werden daher definierte Erweite-rungspunkte vorgestellt.Aktuell kann lediglich die Bearbeitung einer Aktivität durch menschliche Pro-zessbeteiligte simuliert werden (HumanTaskEvent in Codeausschnitt 4.2), ohne auf
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eventuelle Softwareunterstützung eingehen zu können. Mit PEvent, TaskEventund HumanTaskEvent werden drei Abstraktionsstufen definiert. Es ist möglich,das Metamodell für Prozessausführungsspuren auf jeder dieser Abstraktionsstu- Erweiterung desAlloy-Metamodells fürProzessausführungs-spurenfen zu erweitern. Für die Unterstützung der Operationalen Perspektive kann dieAssociatedElement-Signatur nach dem in Codeausschnitt 4.15 dargestellten Bei-spiel erweitert werden.
abstract sig Tool extends AssociatedElement{
. . .
}
sig AutoTaskEvent extends TaskEvent{}{
#(Identity ∩ assoEl) = 0
#(Tool ∩ assoEl) = 1
}Codeausschnitt 4.15: Erweiterung für die Unterstützung der Operationalen Perspektive
Die neu eingeführte Signatur Tool erlaubt die Deklaration von Softwarewerkzeu-gen, die zur Bewältigung von Aufgaben genutzt werden können. Durch die Er-weiterung der AssociatedElement-Signatur können Aufgaben, organisatorischeRessourcen, Daten und Softwarewerkzeuge beliebig miteinander assoziiert werden.Grundlage dafür ist die generische Relation assoEl der Signatur TaskEvent. EinTeil der Operationalen Perspektive kann somit bereits abgedeckt werden. Zu die-ser Perspektive gehören aber auch Aufgaben, die softwaregestützt automatisiertwerden. Dafür wird zusätzlich die Signatur AutoTaskEvent eingeführt. Die Auto-matisierung der Durchführung der Aktivität wird durch das Verbot einer Assoziationmit einem menschlichen Ausführenden (Identity) ausgedrückt.In der in Codeausschnitt 4.15 dargestellten Form können Softwarewerkzeugelediglich benannt werden. Ist es gewünscht, zusätzlich eine bestimmte Spezifikationoder Konfiguration anzugeben, dann können der Tool-Signatur weitere Felderhinzugefügt werden. Dies ist beispielsweise bei einem Webservice sinnvoll, fürden die zu nutzenden Verbindungsdaten anzugeben sind.Eine weitere Limitierung ist die Beschränkung der Datentypen seitens Alloy.Beispielsweise sind numerische Datentypen auf den Bereich der ganzen Zahlenbeschränkt. Das gewünschte Zahlenformat hängt jedoch vom Modellierungsgegen-stand ab, weswegen auch die Verwendung von beispielsweise rationalen Zahlengewünscht sein kann. Es gibt Methoden, um Bruchzahlen mittels Paare ganzerZahlen darzustellen. Eine dieser Methoden ist die Repräsentation derselben alsFestkommazahlen. Bei Festkommazahlen sind je eine festgelegte Anzahl von Ziffern Darstellung rationalerZahlen mittels ganzerZahlenals Vorkomma- und als Nachkommaziffern festgelegt. So lässt sich beispielsweisedie Zahl 10, 001 als 10001 darstellen, wobei die ersten zwei Ziffern als Vorkomma-und die verbliebenen als Nachkommaziffern festgelegt sind. Die Festlegung, wieviele Ziffern vor und nach dem Komma liegen, wird mittels eines sogenannten Ska-lierungsfaktors beschrieben. Das Produkt aus der ganzzahligen Darstellung desfraglichen Wertes und des Skalierungsfaktors ergibt jeweils den originalen Wert.Der Skalierungsfaktor für das genannte Beispiel ist demnach 1/1000. Vereinfachtman das Konzept so, dass der Skalierungsfaktor lediglich zur Skalierung ratio-naler Zahlen auf ganzzahlige Repräsentationen verwendet wird, kann auch derSkalierungsfaktor als Ganzzahl dargestellt werden – im Beispiel also als 1000.
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} Codeausschnitt 4.16: Erweiterung für die Automatisierung von Prozessen
Die im Codebeispiel eingeführte Signatur beschreibt die Kombination aus dem ei-gentlichen ganzzahlig dargestellten Zahlenwert (value) und dem Skalierungsfak-tor (scale). Der ursprüngliche Wert voriginal kann folglich anhand der Formel
voriginal = value/scale außerhalb von Alloy rekonstruiert werden.Zu beachten ist, dass für diese Darstellung keinerlei arithmetische OperationenKeine arithmetischenOperationen definiert sind und die Darstellung als Festkommazahl die Auflösung darzustel-lender Zahlenwerte beeinflusst. Ein fester Skalierungsfaktor s erlaubt lediglich
blog sc Nachkommastellen. Auch wird durch den Skalierungsfaktor der benötigteWertebereich für ganze Zahlen beeinflusst. Selbiger muss, wie in Abschnitt 4.2.5erläutert, in der Scope-Definition einer Alloy-Spezifikation angegeben werden.Die hier beschriebenen konzeptionellen Erweiterungsmöglichkeiten sind kei-neswegs erschöpfend, sondern vielmehr exemplarisch. Beispielsweise unterstütztDPIL auch die Modellierung von Subprozessen und globalen Regeln, welche füralle Prozesse eingehalten werden müssen. Subprozesse können jedoch in Ereig-nisprotokollen nicht vermerkt werden und globale Regeln lassen sich auf Prozess-regeln abbilden, die ohne ihre explizite Modellierung in jedem Simulationsmodellmaterialisiert werden. Im Allgemeinen besteht die Möglichkeit der Realisierung zu-sätzlicher Erweiterungen. Die Umsetzbarkeit spezieller Erweiterungen kann jedochnur individuell geprüft werden.
4.2.10 Ansatzspezifische Annahmen
Die Funktionalität des in den vorangegangenen Abschnitten vorgestellten Ansat-zes zur Generierung von Prozessausführungsspuren basiert auf einigen Annahmen,die nachfolgend zusammengefasst sind. Diese gehen aus den Erläuterungen dervorangegangenen Abschnitte hervor und werden daher im aktuellen Abschnitt nurknapp erläutert.Die fraglichen Annahmen formulieren lediglich Grenzen für die aktuelle kon-zeptionelle Entwicklung des vorgestellten Spurgenerators oder Bedingungen fürdessen Einsatz. Keine gefährdet jedoch die prinzipielle Funktionalität eines aufAlloy basierenden Spurgenerators für multi-perspektivische, deklarative Prozesmo-delle. In Abschnitt 4.2.9 wird bereits auf Eliminierungsstrategien für einen Teil derkonzeptionellen Einschränkungen eingegangen. Die Annahmen und Einsatzbedin-gungen lauten im Einzelnen:1. Regeln und Meilensteine sind im DPIL-Modell lediglich mittels der inTabelle 4.3 und Tabelle 4.4 dargestellten Schablonen formuliert.
2. Die Beziehungen zwischen einzelnen Ressourcen sowie zwischen diesenund komplexen Organisationseinheiten sind extern definiert.
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3. Die möglichen Werte für in DPIL-Modellen enthaltenen Variablen sindentweder Zeichenketten oder ganzzahlig.
4. Für die Simulation möglicher Belegungen von in DPIL-Modellen enthal-tenen Variablen genügt eine konfigurierbare Anzahl an Beispielen, welchesich an den in Prozessregeln enthaltenen Abhängigkeiten von Vergleichenmit diesen Datenwerten orientieren. Weiterhin existiert zu jeder Variableeine Regel, welche einen derartigen Vergleich enthält.
5. Die in den DPIL-Modellen enthaltenen Empfehlungen stellen Richtliniendar, die in ihrer Kombination prototypische Prozessinstanzen beschreiben.
6. Historische Ereignisprotokolle sind entweder nicht verfügbar oder ihre Qua-lität ist fraglich.
7. Eine adäquate Konfiguration von Länge und Anzahl der zu generierendenProzessausführungsspuren ist bekannt oder kann schrittweise angenähertwerden.
8. Die Spurgenerierung sollte der Beantwortung einer konkreten Fragestellungdienen.
Die in DPIL enthaltenen Schachtelungsmöglichkeiten mittels komplexer Ausdrücke SchablonenbasierteModellierunggestatten eine potentiell unendlich große Anzahl an Regelschablonen. Folglichist eine explizite Angabe aller Transformationsregeln zwangsläufig unvollständig.Daraus resultiert die erste Annahme der obenstehenden Liste. Diese kann elimi-niert werden, indem die bereitgestellten Schablonen für die Abbildung von DPIL-auf Alloy-Konstrukte nicht auf Regelebene, sondern auf Ebene der einzelnen Re-gelbestandteile angegeben werden. Die einzelnen Bestandteile lassen sich inDPIL zu beliebig komplexen Regeln kombinieren, was sich durch die Aufteilung inkleinere Regelfragmente auch in Alloy realisieren ließe. Somit stellt diese Annah-me lediglich eine momentane Einschränkung des Konzepts der Übersetzung vonDPIL-Modellen in eine Alloy-Spezifikation dar.Die zweite Annahme wird getroffen, da DPIL selbst keine organisatorischenStrukturen kodiert. Diese werden extern festgelegt und sind demnach für den hier Organisationsstrukturextern definiertvorgestellten Simulationsansatz nicht zugänglich. Aus diesem Grund ist derzeiteine manuelle Konfiguration dieser Beziehungen mit den in Codeausschnitt 4.4dargestellten Mitteln notwendig. Diese Annahme kann eliminiert werden, indemeine automatisierte Abbildung der extern modellierten Organisationsstrukturen aufeben dieses Alloy-basierte Metamodell für Organisationsstrukturen bereitgestelltwird. Da das verwendete organisatorische Metamodell jedoch selbst in Alloy de-finiert ist (Codeausschnitt 4.4), ist es jederzeit möglich, eine Instanzen desselbenund damit organisatorische Strukturen direkt in Alloy zu modellieren.Alloy unterstützt lediglich Zeichenketten und ganzzahlige numerische Datenty- Variablenwerttypeneingeschränktpen. Damit wird eine Darstellung von beispielsweise rationalen Zahlen nicht direktunterstützt, was zu Annahme 3 führt. In Abschnitt 4.2.9 ist jedoch am Beispiel derrationalen Zahlen eine Möglichkeit zur Einführung komplexerer Datentypen be-schrieben.
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Die vierte Annahme behandelt die Problematik, dass Prozessausführungsspurendie Realität lediglich ausschnittsweise repräsentieren können. Das ist besondersdann problematisch, wenn beispielsweise Variablen einen kontinuierlichen Wer-tebereich aufweisen. Da Alloy standardmäßig nur ganzzahlige numerische Werteunterstützt, ist die Anzahl möglicher Datenwerte zwar zählbar aber dennoch po-Anzahl gewünschterBeispiele möglicherVariablenbelegungenbegrenzt tentiell unendlich groß. Aus diesem Grund wird für den vorab präsentierten Simu-lationsansatz eine Heuristik verwendet, welche die Anzahl der zu simulierendenDatenwerte begrenzt. Als Grundlage werden die im Prozessmodell enthaltenenRegeln verwendet, welche auf Basis des Vergleichs von Datenwerten die Mengevalider Ausführungsspuren begrenzen. Voraussetzung ist demnach, dass das Modellderartige Regeln beinhaltet. Ist dies nicht der Fall, dann sind die Datenwerte ei-nes Prozesses von diesem vollkommen unabhängig und durch Simulation erzeugteDaten haben somit auch keinerlei Informationsgehalt. Also stellt diese Annahmetatsächlich keine Einschränkung der Funktionalität des Spurgenerator dar.Die fünfte Annahme ist für die Verwendung des Simulators zur Generierung vonEreignisprotokollen für prototypische Prozessinstanzen relevant. DPIL-Modellekönnen Empfehlungen beinhalten, deren Existenz auf verschiedenartige Gründezurückgeführt werden kann. Die obenstehende Annahme legt jedoch fest, dassEmpfehlungen ausschließlich zur Modellierung von Richtlinien für typische Pro-EmpfehlungenmarkierenprototypischesVerhalten zessverläufe verwendet werden. Diese Annahme kann zwar nicht eliminiert dafüraber zumindest validiert werden. Falls für den zu simulierenden Prozess reale Er-eignisprotokolle vorliegen, kann mittels Process Mining überprüft werden, ob dieEinhaltung von Empfehlungen vergleichsweise häufig und folglich typisch ist. Istdas der Fall, so kann man die Annahme als korrekt ansehen. Eine Garantie kannjedoch in keinem Fall gegeben werden, da auch reale Ereignisprotokolle zwangs-läufig unvollständig sind und keine absolute Vorhersage hinsichtlich zukünftig ty-pischer Prozessverläufe zulässt. Diese Einschränkung betrifft jedoch lediglich dieInterpretation von Empfehlungen als Beschreibung prototypischer Prozessverläufe.Der Spurgenerator ist dennoch in der Lage, empfohlene Prozessausführungsspurenzu bevorzugen, falls dies gewünscht ist.Der Einsatz eines Spurgenerators ist besonders dann sinnvoll, wenn keine his-torischen Ereignisprotokolle zur Verfügung stehen. Dies ist vor allem währendHistorischeEreignisprotokollenicht verwendbar der erstmaligen Modellierung eines Prozesses der Fall oder, wenn kürzlich Än-derungen an einem bestehenden Modell vorgenommen worden. Existieren bereitsAufzeichnungen realer, historischer Prozessverläufe, dann ist der Einsatz einesSpurgenerators zu empfehlen, wenn die Qualität derselben entweder unbekanntoder ungenügend ist. Dies ist Inhalt der sechsten Annahme.Die siebte Annahme betrachtet die Fähigkeit des Nutzers, eine zweckmäßigeKonfiguration des Spurgenerators zu ermitteln. Verpflichtend müssen dabei AnzahlKonfiguration desProtokollumfangsbekannt und Länge der Prozessausführungsspuren parametriert werden. Dies wird insofernabgeschwächt, als in Abschnitt 4.2.5 eine Faustregeln für die Bestimmung von un-teren Schranken beider Parameter angegeben ist. Zudem kann das Verfahren auchdann verwendet werden, wenn eine schrittweise Annäherung an eine geeigneteKonfiguration in den Arbeitsprozess des Nutzers zu integrieren ist.Die achte und letzte Annahme ist lediglich eine Empfehlung. Da Ereignispro-tokolle schnell umfangreich und unübersichtlich werden können, empfiehlt es sich,
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den Spurgenerator zur Beantwortung einer konkreten Fragestellung zu verwenden. KonkreteFragestellungEine solche Fragestellung kann beispielsweise die Ermittlung möglicher Prozess-verläufe unter Vorgabe einer partiellen Prozessausführungsspur sein.Mit diesem Kapitel wird ein Konzept vorgeschlagen, welches zur Erfüllung einerder zentralen Anforderungen der vorliegenden Arbeit notwendig ist (AnforderungA2 in Abschnitt 1.2). Das Konzept beschreibt einen Spurgenerator für deklarati-ve Prozessmodelle, welcher als MuDePS bezeichnet wird (Abschnitt 2.1). Diesersetzt eine Anzahl bereits bekannter Funktionen verwandter Werkzeuge um (Tabel-le 4.1). Als große Neuerung ist hierbei die Bereitstellung dieser Funktionalität fürdie Simulation multi-perspektivischer, deklarativer Prozessmodelle zu verstehen.Zudem können wahlweise Positiv- oder Gegenbeispiele für oder gegen ein gege-benes Prozessmodell erzeugt werden. Mit der logischen Fundierung auf Alloy istes zudem möglich, die Spurgenerierung sehr differenziert zu beeinflussen. Eine de-tailliertere Diskussion der bereitgestellten Funktionalität wird im Evaluationsteilder Arbeit (Abschnitt 8.1.1) durchgeführt.
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Abbildung 5.1: SiMiTra: Induktives Prinzip für die Translation von Prozessmodellen
Die Translation eines Prozessmodells ist eine Spezialisierung des Prinzips all-gemeinen Modell-zu-Modell-Transformation. Letztere basieren nahezu ausschließ-lich auf der Definition von Transformationsregeln auf der Metamodellebene derSprachen. Diese Regeln werden durch eine Transformations-Engine zur Instanziie-rung von Zielmodellelementen für eine selektierte Menge an Quellmodellelementenverwendet. In Abschnitt 5.1 werden zunächst existierende Vertreter dieser Klassevon Translationstechniken für deklarative und imperative Prozessmodelle analysiert.Anschließend werden Limitierungen des üblichen Prinzips der Modell-zu-Modell-Transformation diskutiert (Abschnitt 5.2.1). Diese spiegeln sich vordergründig ineinem hohen Initialaufwand bei der Regeldefinition und der damit verbundenenFehleranfälligkeit wider. Beides kann drastische Ausmaße annehmen, da bei einerTranslation zwischen imperativen und deklarativen Sprachen Translationsregelnnicht mehr kontextfrei definiert werden können. Auf diesen Erkenntnissen aufbau-end werden als Kern dieses Kapitels Potential und Konzept eines induktiven InduktivesTranslationsverfahrenTranslationsansatzes erläutert (Abschnitte 5.2.2 bis 5.2.4), was der zweite wesent-liche Forschungsbeitrag der vorliegenden Arbeit ist (Abschnitt 1.2).
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a© b© c© d© e© f© g© h© i© j© k© l© m© n© o©
UML 2 AD BPMN EPC PN CPN PT YAWL CMMN CLIMB Declare MP-Declare DPIL TLA+ DCR EM-BrA2CE
UML 2 AD — [134] [134] [63, 171] [171] B−→
BPMN [40, 114] — [134, 183] [56, 63, 149] [150] [53, 197]
EPC [139, 174] [178, 183] — [63] B−→ [127]
PN B−→ [95] B−→ — B−→ B−→
CPN D,B−−→ D−→ D,B−−→ [89] — [91]
PT D,B−−→ D−→ D,B−−→ [32, 120] D,B−−→ — D,B−−→
YAWL D,B−−→ D−→ D,B−−→ [196] [158, 159] —
CMMN —
CLIMB —






Tabelle 5.1: Translationstechniken für konzeptuelle Prozessmodelle
Tabelle 5.11 gibt eine Übersicht über einen Großteil der existierenden Transla-Übersicht überverwandte Arbeiten tionstechniken für Prozessmodelle. Übersetzungstechniken sind nicht zwangsläufigbidirektional. Der Zeilenname bezeichnet daher jeweils die Quell- und der Spalten-name die Zielsprache. Die matrixartige Tabelle unterteilt sich in vier Quadranten,welche jeweils eine andere Paradigmenkombination von Quell- und Zielsprachesymbolisieren. Dabei ist die Hauptdiagonale der Matrix leer, was bedeutet, dassAnsätze, deren Quell- und Zielsprache identisch sind, hier nicht betrachtet werden.Hintergrund ist, dass es sich bei diesen Ansätzen nicht um Translationstechnikenim eigentlichen Sinne handelt. Vielmehr dienen diese Techniken der Vereinfachungvon Prozessmodellen, ohne jedoch einen Sprachwechsel zu vollziehen. Aus diesemGrund werden diese Verfahren für die vorliegende Arbeit ausgeblendet. Technikenfür die direkte Übersetzung eines Prozessmodells von einer Quell- in die jewei-lige Zielsprache sind in der Tabelle mit der Quellenangabe zur entsprechenden
1 Trotz großer konzeptioneller Unterschiede in den Sprachversionen der Business Process Model andNotation werden die beiden Versionen in der Tabelle zur Vereinfachung zusammengefasst. Diesverändert jedoch nicht die Grundaussage der Tabelle.
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Veröffentlichung markiert. Andere Zellen enthalten Markierungen der Form x−→.Diese Markierungen zeigen die Möglichkeit einer transitiven Übersetzung, wobeidas Quellmodell in einem oder mehreren Zwischenschritten in eine der Nicht-Zielsprachen übersetzt wird. Ein Beispiel für eine solche transitive Transformationist die Übersetzung eines YAWL-Modells in die BPMN mit der Übersetzung ineine Petri-Netz-Repräsentation als Zwischenschritt. Nicht in jedem Fall ist einesolche transitive Übersetzung verlustfrei möglich, was auch für das eben genannteBeispiel gilt. YAWL- und BPMN-Modelle unterstützen auch die Operationale unddie Datenorientierte Perspektive, während das für Petri-Netze und ganz besondersfür die im Prozessmanagementkontext häufig anzutreffenden Workflow-Netze nichtgilt. Ohne genaue Kenntnis aller an einer Translation beteiligten Prozessmodel-lierungssprachen ist der zu erwartende Erfolg einer Übersetzung vom jeweiligenNutzer kaum einzuschätzen. Folglich ist eine direkte Übersetzung meist zu bevor-zugen.Nachfolgend werden einige der existierenden direkten Translationsansätze derQuadranten I und II von Tabelle 5.1 erläutert. Da aktuell für die Übersetzungimperativer Prozessmodelle in deklarative (Quadrant III) sowie die Übersetzungdeklarativer Modelle in andere deklarative Sprachen (Quadrant IV) keine Ansätzeexistieren, entfällt eine Diskussion derselben vollständig. Die Tabelle zeigt, dassfür lediglich 10% der möglichen Sprachpaarungen eine adäquate, direkte Überset-zungstechnik existiert. Berücksichtigt man auch die transitiven Abschlüsse, dannsteigert dies die Abdeckung auf etwa 20%.
5.1.1 Translation imperativ - imperativ
Im ersten Quadranten (I) von Tabelle 5.1 sind Ansätze aufgeführt, welche impera-tive Prozessmodelle in andere imperative Prozessmodellierungssprachen überset-zen. Diese Aufstellung ist aller Wahrscheinlichkeit nach nicht vollständig2, zeigtaber mit 45% Abdeckung ohne und 86% Abdeckung mit transitiven Abschlüssen 45% Abdeckung(transitiv: 86%)im Vergleich zu den übrigen Quadranten deutlich den Unterschied in der Un-terstützung der zwei Modellierungsparadigmen3. Die meisten dieser Translations-techniken übersetzen entweder BPMN- oder EPC-Modelle in andere imperativeSprachen. Nahezu jeder der aufgeführten Ansätze basiert auf dem in Abschnitt 3.5beschriebenen Grundprinzip der Modell-zu-Modelltransformation, also der Defini-tion von Abbildungsregeln auf Metamodellebene und deren Anwendung auf dasjeweilige Quellmodell durch eine Transformations-Engine. Der in Abschnitt 5.2beschriebene Translationsansatz beruht auf einem anderen Prinzip. Aus diesemGrund soll die Anwendung des M2MT-Prinzips hier lediglich am Beispiel derTransformation eines EPC-Modells in die Sprache BPMN beschrieben werden,um den grundlegenden Unterschied der zwei Prinzipien später verdeutlichen zukönnen.
2 Da kein Register für derartige Translationstechniken existiert, mussten letztere einzeln recherchiertwerden. Zudem sorgt die große Verbreitung der einzelnen Sprachen für eine Vielfalt an Werkzeugen– jedoch nicht zwangsläufig für deren wissenschaftlichen Beleg.3 Diese Aufstellung ist im Hinblick auf die bei weitem längere Historie imperativer Prozessmodellie-rungssprachen plausibel.
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In [178] wird eine regelbasierte Abbildung von EPC- auf BPMN-Modellelemen-te beschrieben. So wird beispielsweise eine EPC-Funktion in einen BPMN-Tasktransformiert. Ereignisse des EPC-Quellmodells können dagegen nicht so ein-fach auf Ereignisse in BPMN-Notation abgebildet werden, da ihre Semantik invielen Fällen zu unterschiedlich ist. Beispielsweise können Ereignisse in EPC-Modellen das Auftreten von Situationen im Prozess beschreiben. Dagegen fungie-ren Ereignisse in BPMN eher als Auslöser oder „Verbraucher“ verschiedenartigerInhalte. Zu den wenigen Ausnahmen zählen beispielsweise explizite Eingangs-und Ausgangszustände in EPC-Modellen, die auf Start- respektive Endereignis-se der BPMN-Notation abgebildet werden. Weiterhin existieren Regeln für dieAbbildung der unterschiedlichen Formen von Verzweigungen und Zusammenfüh-rungen. Die EPC-Notation umfasst hierbei sogenannte Konnektoren, die entwederExklusiv-Entscheidungen (XOR), Inklusiv-Entscheidungen (OR) oder Parallelisie-rungen (AND) beschreiben. Hierfür existieren entsprechende Gateways in derBPMN-Notation. Einige weitere Regeln beschreiben die Abbildung organisato-rischer Einheiten (Organisatorische Perspektive), Daten und Informationen (Da-tenorientierte Perspektive) sowie EPC-Systeme (Operationale Perspektive). Hin-zu kommen eine Reihe komplexerer Regeln, die eine Abbildung einzelner EPC-Modellelemente nur gestatten, wenn bestimmte Kontextbedingungen erfüllt sind.Dazu zählen beispielsweise Sendefunktionen für Nachrichten, die auf je ein Inter-mediate Message Event abgebildet werden können. Bildet die EPC-Sendefunktionjedoch die letzte Funktion der Kette, dann wird stattdessen ein End Message Eventim BPMN-Zielmodell erzeugt. Besonders diese komplexeren kontextsensitiven Ab-bildungsregeln zeigen, dass der hier beschriebene Ansatz sprachspezifisch ist. DasSprachspezifischeTranslationsregeln gilt auch für einen Großteil der übrigen Ansätze der Tabelle. Allgemein ist einTranslationsansatz wünschenswert, der im Idealfall Prozessmodelle aus beliebigenSprachen in jede beliebige andere Sprache übersetzen kann.Ein besonderer Vertreter der M2MT-basierten Translationsansätze ist in [174]beschrieben. Darin weisen die Autoren auf die Fehleranfälligkeit sowie den po-tentiell hohen Zeitaufwand der manuellen Erzeugung von Modelltransformations-regeln hin. In Konsequenz zu dieser Erkenntnis wird in der vorliegenden Arbeitein Translationsansatz vorgestellt, welcher zwar wiederum Regeln auf Ebene derMetamodelle verwendet, diese aber weitestgehend eigenständig erzeugt. Letzteresgeschieht semi-automatisch auf Basis einiger vom Nutzer zur Verfügung gestellterSemi-automatischeAbleitung vonTransformationsregeln Beispiel-Korrespondenzen zwischen Teilen eines Quell- und Teilen eines zuge-hörigen Zielmodells. Auf diese Weise erlernt das Translationssystem die Abbil-dungsregeln anhand von Beispielen, sodass eine manuelle Spezifikation derselbenunnötig wird [174]. Allerdings wird die Notwendigkeit dieser Spezifikation nichtvollständig eliminiert, sondern lediglich auf die Modellebene verlagert. Der Nut-zer beschreibt die Transformation nunmehr an einem konkreten Beispiel. Dadurchkönnen sich jedoch Mehrdeutigkeiten ergeben, die in einem Nachbereitungsschrittbereinigt werden müssen. Die grundlegende Idee der Verwendung von Beispielenfür die Translation von Prozessmodellen wird von dem in Abschnitt 5.2 beschrie-benen Ansatz übernommen. Es wird jedoch gezeigt, dass das vollständige Konzeptaus [174] sich nicht für die paradigmenübergreifende Übersetzung eignet, da sich
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deklarative und imperative Prozessmodelle hinsichtlich der Prä- und Absenz vonModellelementen zur Beschreibung eines Prozesses grundlegend unterscheiden.In [135] wird ein Ansatz beschrieben, der ebenfalls Transformationsregeln aufEbene der Metamodelle verwendet. Allerdings handelt es sich hierbei um komple-xere Regeln, die häufig wiederkehrende Muster in imperativen Prozessmodellenabstrakt beschreiben. Ein Beispiel dafür ist das sogenannte Verzweigungsmus-ter, wozu beispielsweise die AND, OR und XOR Gateways der BPMN-Notationaber auch die Konnektoren der EPC-Sprache gehören. Die Beschreibung dieserVerzweigungen erfolgt zunächst mittels einer Zwischensprache und wird anschlie-ßend in die gewünschte Zielsprache überführt. Damit ist dieser Ansatz einer derwenigen, die als sprachunabhängig bezeichnet werden können. Allerdings wird SprachunabhängigeTranslationsregelnin [135] lediglich die Abbildung von EPC-Modellen auf die im Geschäftsprozess-Managementwerkzeug ADONIS4 verwendete interne Repräsentation von Prozess-modellen sowie die Transformation in umgekehrter Richtung belegt. Zudem sindnachweislich viele der identifizierten Muster – besonders die in [160] beschriebe-nen Kontrollflussmuster – nicht auf deklarative Prozessmodelle anwendbar, da sieTeile des Prozesses explizit beschreiben [199].Der in [134] weicht vom Standardprinzip der M2MT ab. Die Transformationsre-geln basieren hierbei nicht auf einer direkten Abbildungen von Elementen des Me-tamodells, sondern auf der Abbildung derselben auf Elemente eines generischen Translation mit Zwi-schenrepräsentationMetamodells und wiederum deren Transformation in Elemente der Zielsprache.Damit stellt dieser Ansatz eine Erweiterung der vorab beschriebenen Technik aus[135] dar. Die in Prozessmodellen häufig vorkommenden Muster werden verwendet,um das generische Metamodell aufzubauen. Da nicht jede Sprache alle Musterunterstützt, ist eine Translation nicht in jedem Falle möglich. Zudem basiert dasidentifizierte Metamodell lediglich auf der Musteranalyse für einen stark redu-zierten Elementsatz der Sprachen BPMN, EPC, UML Activity Diagram sowie derADONIS-internen Repräsentation. Eine Übertragung dieser, auf imperativen Mus-tern basierenden Technik auf Transformationsprobleme mit Beteiligung deklarativerProzessmodellierungssprachen ist nicht möglich [199].Die übrigen existierenden Verfahren zur Translation imperativer Prozessmodel-le werden hier nicht weiter betrachtet. Der Grund dafür ist einerseits, dass dasin Abschnitt 5.2 beschriebene Verfahren im Gegensatz zu diesen Techniken nichtdem klassischen M2MT-Prinzip folgt. Andererseits ist die vergleichsweise hoheAbdeckung imperativ-imperativer Verfahren die Begründung dafür, dass sich dievorliegende Arbeit der weit größeren Forschungslücke der Übersetzung mit Betei-ligung deklarativer Prozessmodellierungssprachen zuwendet.
5.1.2 Translation deklarativ - imperativ
Für die vergleichsweise junge Familie der deklarativen Prozessmodellierungsspra-chen existieren zum aktuellen Zeitpunkt im Wesentlichen zwei Translationsansätzemit einerseits den Petri-Netzen und andererseits der BPMN als Zielsprachen(Tabelle 5.1, Quadrant II). Diese beiden Ansätze werden nachfolgend erläutert.
4 https://de.boc-group.com/adonis/, letzter Zugriff: 06.02.2017












































Abbildung 5.2: Prinzip der Translation von Declare-Modellen in die Petri-Netz-Notation
In [147] wird ein Ansatz zur Übersetzung von Declare-Modellen in ein seman-tisch äquivalentes Petri-Netz beschrieben. Die in Abbildung 5.2 veranschaulichteTransformation beinhaltet fünf Schritte, wobei die ersten vier stark an den in Ab-bildung 4.2 skizzierten Declare-Simulationsansatzes erinnern. Der erste Schrittist die eindeutige Abbildung aller Declare-Tasks auf jeweils ein Zeichen einesAlphabets. Anschließend werden alle Declare-Regeln in einen regulären AusdruckAbbildung aufreguläre Ausdrücke für dieses Alphabet übersetzt. Für jeden regulären Ausdruck existiert ein äqui-valenter, deterministischer, endlicher Zustandsautomat (EZA). Ein EZA entsprichtEZA dann folglich einer Declare-Regel. Die Regeln eines Declare-Modells sind jedochmittels Konjunktion verknüpft, was direkt auf eine Und-Verknüpfung der einzelnenregulären Ausdrücke abgebildet wird. Der so entstehende einzelne, endliche Zu-standsautomat umfasst somit alle Declare-Regeln. Schließlich wird der EZA aufBasis der sogenannten theory of regions in ein semantisch äquivalentes Petri-Netzübersetzt. Diese Theorie beschreibt die Gruppierung von Zuständen mit denselbenEingangs- und Ausgangstransitionen in gemeinsame Regionen. Diese Regionenwerden in Petri-Netz-Plätze übersetzt.Ein zentraler Kritikpunkt für diesen Ansatz ist die Tatsache, dass die Abbildungeiner Declare-Regel auf einen regulären Ausdruck statisch definiert ist. Folglichkönnen nur die Declare-Regelschablonen im Ziel-Petri-Netz berücksichtigt wer-Modellierung nurmittels bekannterRegelschablonen den, für die ein regulärer Ausdruck hinterlegt ist. Zudem ist die Übertragbarkeitauf die Übersetzung multi-perspektivischer, deklarativer Prozessmodelle aufgrundder Eindimensionalität regulärer Ausdrücke problematisch. Die Kodierung der Aus-führung einer Aktivität von einer bestimmten Ressource mittels eines bestimmtenSoftware-Tools sorgt einerseits für eine drastische Vergrößerung des Alphabetsund kann andererseits zu einer Zustandsexplosion bezüglich der resultierendenEZAs führen (Abschnitt 4.1.2). Standard-EZAs haben den Nachteil, dass jedeKante mit einer einzelnen Aktivität belegt ist und es dadurch möglich wird, die-selben Zustände auf unterschiedlichen Wegen zu erreichen. Es ist anschließendnicht nachvollziehbar, auf welcher Ausführungsspur man zum jeweiligen Zustandgelangt ist. Dieses Problem wird von dem in [147] beschriebenen Ansatz nichtdiskutiert. Ein weiterer Nachteil dieser EZA-basierten Lösung ist das möglicheAuftreten von Redundanzen bezüglich der Aktivitätsnamen.Die Quellsprache des in [50] beschriebenen Translationsansatzes ist ebenfallsDeclare, wohingegen BPMN die Zielsprache ist. Es handelt sich dabei um einen
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Ansatz zur hybriden Modellierung von Prozessen, wobei Teile desselben Prozessesmit imperativen und andere Teile mit deklarativen Konstrukten beschrieben werdenkönnen. Die Integration der beiden grundverschiedenen Sprachen erfolgt durch ei-ne Abbildung der Declare-Regeln auf Kontrollflussmuster in BPMN-Notation. Als Abbildung auf BasisvonKontrollflussmusternWirtssprache dient dabei die BPMN. In Konsequenz dazu werden nur Declare-Regeln unterstützt, welche sich eindeutig auf eine BPMN-konforme Konstruktionabbilden lassen. Als Grundlage dient dabei eine rückwärtskompatbile Erweite-rung der BPMN-Notation um deklarative Muster. Die Autoren geben an, dassjede deklarative Sprache, deren Semantik auf LTL basiert, auf diese Erweiterungs-konstrukte abgebildet werden kann. Durch die Rückwärtskompatibilität ist es somitmöglich, auch jedes Erweiterungskonstrukt in Standard-BPMN umzuformen.Der Transformationsprozess erfolgt im Wesentlichen in drei Schritten. Im erstenSchritt werden die LTL-Ausdrücke für jede Declare-Regel, ähnlich wie in [147],in Zustandsautomaten übersetzt, die zusätzlich komprimiert werden. Anstatt der in[147] verwendeten deterministischen, endlichen Zustandsautomaten in Standard-Form verwenden die Autoren von [50] sogenannte Constraint-Automaten (CA). Die- Constraint-Automatense tragen als Kantenbeschriftung Constraints anstelle von Symbolen, die Aktivi-tätsnamen repräsentieren. Ein Zustandsübergang kann bei dieser Automatenartdurch das Auftreten jedes Zeichens erfolgen, welches das jeweilige Constraint er-füllt. Folglich akzeptiert ein solcher Automat jede Ausführungsspur, die in einemAnfangszustand beginnt, in einem Endzustand endet und dazwischen nur Zuständebesucht, welche durch Constraint-konforme Transitionen erreicht werden können.Im zweiten Schritt werden die Constraint-Automaten in die angesprocheneBPMN-Erweiterung transformiert. Im Wesentlichen werden dabei alle Transitio-nen in BPMN-Aktivitäten und alle Zustände in Kontrollflusskonnektoren übersetzt.Die Abbildung erfolgt regelbasiert und ist auf BPMN als Zielsprache beschränkt.Im dritten und letzten Schritt werden die Erweiterungskonstrukte in Standard-BPMN-Konstruktionen transformiert. Dies geschieht auf Basis statischer Assozia-tionen derselben.Die Verwendung von LTL-Formeln anstelle regulärer Ausdrücke als Zwischen- LTL-Formeln anstelleregulärer Ausdrückerepräsentation der Declare-Regeln ermöglicht eine generische Übersetzung der-selben in die gewünschten Constraint-Automaten. Folglich ist der aktuell bespro-chene Ansatz im Gegensatz zu dem in [147] beschriebenen nicht an vordefinier-te Regelschablonen gebunden. Mit BPMN als Zielsprache ist zwar eine multi-perspektivische Prozessmodellierungssprache involviert, jedoch ist die Quellspra-che Declare auf die Funktionale und die Verhaltensorientierte Perspektive be-schränkt. Deshalb kann der Ansatz keine Aussage hinsichtlich der Übertragbarkeitauf die Übersetzung multi-perspektivischer deklarativer Prozessmodelle in eineimperative Sprache treffen. Zudem ist im letzten Schritt eine statische Abbildungzwischen den eingeführten deklarativen Erweiterungskonstrukten entwickelt wor-den, deren Übertragbarkeit auf alternative imperative Prozessmodellierungsspra-chen nicht garantiert werden kann.Vordergründiges Ziel von Abschnitt 5.1 ist es, die Abdeckung der gebräuch-lichsten imperativen und dem Großteil der verfügbaren deklarativen Prozessmo-dellierungssprachen durch Translationstechniken zu analysieren. Eine wesentlicheErkenntnis ist, dass diese Techniken fast ausschließlich für imperative Sprachen
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zur Verfügung stehen. Aber auch hier wird nur etwa die Hälfte der Paarungen dergebräuchlichsten Sprachen direkt unterstützt. Im Bereich der deklarativen Spra-chen stehen nahezu gar keine derartigen Techniken zur Verfügung. Aufgrund dergeringen Abdeckung durch Translationstechniken, des hohen Initialaufwandes beideren Entwicklung sowie einer damit verbundenen hohen Fehleranfälligkeit (Ab-schnitt 5.2.1) ist ein generisches Prinzip (Abschnitt 5.2) erstrebenswert.
5.2 prozessmodell-translation mittels prozesssimulation und pro-cess mining






















Abbildung 5.3: Prinzip der induktiven Translation von Prozessmodellen
Die Translation erfolgt im Wesentlichen in zwei Schritten. Im ersten Schritt wirdAllgemeines Prinzip für das Quell-Prozessmodell ein Spurgenerator (Kapitel 4) verwendet, um modell-konforme aber künstliche Prozessausführungsspuren zu generieren. Das so ent-standene Ereignisprotokoll wird im zweiten Schritt von einer geeigneten Process-Mining-Technik analysiert und zur Erzeugung eines Prozessmodells in der ge-wünschten Zielsprache verwertet. Im Gegensatz zu klassischen Modell-zu-Modell-Transformationstechniken erfolgt somit die Translation nicht durch die Definitionvon Transformationsregeln auf Ebene der Metamodelle, sondern durch die Analysevon künstlichen Instanzen. Aus diesem Grund wird der hier beschriebene Ansatzals induktiv bezeichnet, wobei die Ereignisprotokolle als Transfermedium dienen.Induktion stattTransformation Letztere haben somit eine ähnliche Position wie die in [134] eingeführte Zwischen-sprache. Der grundlegende Unterschied ist, dass die Zwischensprache ebenso einModell ist (M1 in Abbildung 5.3), während das Ereignisprotokoll mögliche Instan-zen des Quell-Prozessmodells beschreibt.
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Das bietet die Möglichkeit, simultan zur Übersetzung eine Überarbeitung des Überarbeitungwährend derTranslationModells durch eine Neuausrichtung an Erfahrungsdaten vorzunehmen. Die Ver-wendung rein historischer Daten kann jedoch aus verschiedenen, bereits in Ab-schnitt 3.3.2 genannten Gründen auch problematisch sein. Eine Kombination mitkünstlichen Prozessausführungsspuren hat das Potenzial, beispielsweise die Über-anpassung auf Standardabläufe zu verhindern, indem seltene oder fehlende Pro-zessverläufe durch Simulation künstlich protokolliert werden. Die Translation aufBasis rein historischer Ereignisprotokolle wird nachfolgend nicht betrachtet, dadies die Translation auf ein klassisches Process-Mining-Szenario reduzieren wür-de und dies nicht Betrachtungsgegenstand der vorliegenden Arbeit ist.Durch die Kombination aus Spurgenerierung und Process Mining wird dieDefinition von Transformationsregeln umgangen. Allerdings ist die Definition derSpurgeneratoren und passender Process-Mining-Verfahren ein Mehraufwand, derdie Praxistauglichkeit der induktiven Methode infrage stellt. Spurgeneratoren wer-den aber, wie Abschnitt 4.1 zeigt, auch für andere Zwecke benötigt, zum Beispiel Wiederverwendungstatt Neuentwicklungzur Evaluation von Process-Mining-Verfahren. Letztere wiederum haben vielfältigeAnwendungsgebiete (Abschnitt 3.4). Damit soll an dieser Stelle hervorgehobenwerden, dass das hier vorgestellte Translationsprinzip zwar von der Verfügbarkeitvon Spurgenerator und Process-Mining-Technik für das jeweilige Sprachpaar ab-hängig ist, diese aber in anderen Anwendungsgebieten ebenfalls benötigt werden.Aus diesem Grund wird die Entwicklung dieser Techniken nicht als Teil des in-duktiven Translationsansatzes angesehen; selbiger greift stattdessen ausschließlichauf existierende Ansätze zurück. Damit ist das Prinzip selbst generisch.Die Abweichung vom klassisch-regelbasierten Translationsprinzip ist die Kon-sequenz einiger zentraler Schwächen desselben, welche nachfolgend erläutert wer-den (Abschnitt 5.2.1). Darauf aufbauend wird im Anschluss argumentiert, warumdas eben beschriebene Prinzip einen Teil dieser Schwächen umgeht. Dazu werdendie relevanten Eigenschaften von Ereignisprotokollen in ihrer Rolle als Trans-fermedium analysiert. Die Möglichkeit der Anwendung dieses Prinzips auf eineAuswahl von Prozessmodellierungssprachen, notwendige Parametrierungen sowieeine Übersicht über die verwendeten vereinfachenden Annahmen bilden den Ab-schluss dieses Kapitels.
5.2.1 Limitierung regelbasierter Translationsansätze
Um den im Folgeabschnitt beschriebenen induktiven Translationsansatz rechtferti-gen und einordnen zu können, werden im aktuellen Abschnitt einige ausgewählteSchwächen regelbasierter Ansätze diskutiert. Diese sind: SchwächenregelbasierterTranslationsansätze• Ein hoher technischer Aufwand bezüglich der Definition der Transformati-onsregeln und eventueller Zwischenrepräsentationen,
• eine erhöhte Fehleranfälligkeit besonders bei der Definition von paradig-menübergreifenden Transformationsregeln und
• die fehlende Möglichkeit der Berücksichtigung von Erfahrungsdaten, bei-spielsweise in Form historischer Ereignisprotokolle.
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Abbildung 5.4: Technischer Aufwand der Erzeugung von Translationsregeln
Wie Abbildung 5.4 zeigt, werden für die direkte, paarweise Übersetzung zwi-Konservativ: DirekteoderInterlingua-basierteTranslation schen n Sprachen n
2 −n unidirektionale Translationsregelsätze benötigt. Durchdie Einführung einer Zwischensprache kann der Aufwand auf eine lineare Größen-ordnung reduziert werden. Der Grund ist, dass für die unidirektionale Translationvon einer beliebigen Prozessmodellierungssprache in die Zwischensprache ein spe-zifischer Regelsatz benötigt wird. Für die Gegenrichtung ist lediglich ein weiterererforderlich. Der technische Aufwand wird hier allerdings nur dann reduziert, wenneine für das jeweilige Sprachpaar passende Zwischensprache existiert. Einige derin Abschnitt 5.1 beschriebenen Techniken definieren zwar derartige Zwischenspra-chen, allerdings sind diese allesamt auf die Abbildung der Semantik imperativerProzessmodellierungssprachen ausgerichtet (z.B. [134]). Somit beinhaltet die Zwi-schensprache Elemente wie Konnektoren für Sequenzflüsse und Verzweigungen,wie sie in imperativen, auf gerichteten Graphen basierenden Prozessmodellierungs-sprachen vorkommen. Eine explizit für die Abbildung der Semantik imperativer unddeklarativer Prozessmodellierungssprachen entworfene Zwischensprache existiertzum aktuellen Zeitpunkt nicht. Aus diesem Grund muss entweder ein erhöhterAufwand der Abbildung deklarativer Prozessmodelle auf eine der existierendenZwischensprachen in Kauf genommen werden oder es muss zunächst eine passen-de Zwischensprache definiert werden. Andernfalls ist es nicht möglich, die Mengeder notwendigen Translationsregelsätze zu reduzieren. Der im nachfolgenden Ab-schnitt beschriebene Ansatz verwendet keine Translationsregeln im ursprünglichenSinne, sodass kein Mehraufwand für die Definition derselben entsteht. Folglichbietet sich selbiger besonders für Übersetzungen mit Paradigmenwechsel an.
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Abbildung 5.5: Notwendigkeit der Kontextsensitivität der Translationsregeln
Die Abbildung zeigt ein Declare-Modell (links). Für die Regeln co-
existence(A,B) und not-succession(A,B) werden jeweils sich äquivalentverhaltende BPMN-Konstruktionen angegeben, wobei zur Vereinfachung auchdie beiden once-Regeln berücksichtigt werden. Das Beispiel beschreibt alsoeine direkte Abbildung zwischen deklarativen Regeln auf ein imperatives Teilm-odell. Das Resultat zeigt jedoch, dass diese Abbildungsregeln nicht kontextfreidefiniert werden können. Betrachtet man beispielsweise die Abbildung der not-
succession(A,B)-Regel, dann erlaubt diese unter anderem eine exklusive Aus-führung der modellierten Aktivitäten. Die co-existence(A,B)-Regel verbietetdies jedoch. Dadurch entfällt jede Verzweigung und außerdem jede Kante, die nichtvom Startereignis über B, weiter über A zum Endereignis führt.Aus dem Beispiel lässt sich schlussfolgern, dass eine wesentliche Ursache fürdie Fehleranfälligkeit darin liegt, dass die Existenz von Modellelementen in der GegenläufigeExistenzbedingungenQuellsprache häufig eine Absenz von Elementen in der Zielsprache bedeutet. Zu-dem können die Regeln deklarativer Sprachen für die Abbildung auf Konstrukteder imperativen Zielsprache nicht unabhängig voneinander betrachtet werden.Nicht immer ist die Translation des Ist-Standes eines Prozessmodells gewünscht.Denkbare Gründe sind beispielsweise Veränderungen der vom Modell beschriebe-nen Abläufe oder ein nach und nach erworbenes, fundiertes Wissen über vorhereher diffuse Prozessverläufe. Dadurch wird ein existierendes Modell oft nicht längerals adäquate Prozessbeschreibung angesehen. Die manuelle Anpassung des Mo-dells vor der Translation ist eine Möglichkeit, die Konsistenz wiederherzustellen.Eine andere ist die Anpassung während der Translation durch Ausnutzung vorhan-dener Erfahrungsdaten, z.B. in Form von Ereignisprotokollen. Wie Abschnitt 3.3.2entnommen werden kann, ist davon auszugehen, dass Prozesswissen durch ver-schiedenartige Systeme in strukturierter Form abgelegt wird; Erfahrungsdaten Erfahrungsdatensind also in den meisten Fällen vorhanden. Die Berücksichtigung derselben ist inallen vorab beschriebenen Ansätzen (Abschnitt 5.1) und im allgemeinen Prinzipder Modell-zu-Modell-Transformation weder vorgesehen noch explizit unterstützt.
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5.2.2 Eigenschaften des Transfermediums
Bei einigen Translationstechniken wird ein Transfermedium verwendet, um die Zu-sammenhänge des Quell-Prozessmodells zu kodieren und die Anzahl notwendigerRegelsätze für Übersetzungen in andere Sprachen zu reduzieren. Dafür wird eineformale Zwischensprache eingeführt, welche in der Lage sein muss, die Semantikaller zu berücksichtigenden Sprachen abzubilden. Künstlich erzeugte Ereignispro-tokolle nehmen in dem in der vorliegenden Arbeit beschriebenen Translationsprin-zip eine ähnliche Funktion ein, unterscheiden sich von jenen Zwischensprachenaber grundlegend. Ziel dieses Abschnitts ist es, die Eigenschaften und Limitierun-gen der Ereignisprotokolle im Kontext der Translation zu analysieren. Die Beant-wortung der Frage, welche Informationen ein Ereignisprotokoll beinhalten kann,ist notwendig, um die dadurch vorgegebenen Potentialgrenzen des vorgestelltenTranslationsansatzes zu identifizieren. Da auch jeder Process-Mining-Ansatz die-sen Beschränkungen unterliegt, wird als ergänzende Literatur auf die Quelle [6]verwiesen.Eine mögliche Dimension der Eigenschaftsanalyse von Ereignisprotokollen istdie Abdeckung der einzelnen Prozessperspektiven (Abschnitt 1.1.2). Die allgemeineAbdeckung derProzessperspektiven Definition der Ereignisprotokolle aus Abschnitt 3.3 beschreibt die Informationen,die mit einem Ereignis assoziiert sind generisch als Schlüssel-Wert-Paare. Da-mit ist es möglich, unter einem eindeutigen Schlüssel sowohl den Namen desProzessschritts, des Ausführenden als auch Namen involvierter Datenobjekte undSoftwarewerkzeuge anzugeben. Die Verhaltensorientierte Perspektive kann dage-gen implizit durch die Totalordnung der Ereignisse einer protokollierten Instanzim Ereignisprotokoll kodiert werden. Jede Ausführungsspur beschreibt genau einenmöglichen Pfad durch ein Prozessmodell. Folglich könnte man annehmen, dassdie Ereignisprotokolle alle Perspektiven adäquat repräsentieren können. Das trifftjedoch nicht in jedem Fall zu, was aus der nachfolgenden differenzierteren Be-trachtung ersichtlich wird.Zwar gestatten Ereignisprotokolle die Berücksichtigung jeder Perspektive, nichtjedoch aller Informationen derselben. Ereignisprotokolle geben keinen Aufschlussbezüglich folgender Fragestellungen:1. Ist ein Teilprozess, zum Beispiel ein Prozessschritt, beliebig oft wiederhol-bar?
2. Auf welcher Entscheidungsgrundlage kann sich der Prozess verzweigen undwelche Informationsgrundlage führt zu welcher Entscheidung?
3. Welche Werte kann ein Datenobjekt annehmen?
4. Ist die Assoziation derselben Entität zu zwei verschiedenen Prozessschrittenauf eine dynamische oder statische Beziehung zurückzuführen?Eine wesentliche Restriktion ist die Annahme der Vollständigkeit. Viele Process-Mining-Techniken basieren auf der Annahme, dass alle möglichen Verläufe desProzesses im Ereignisprotokoll festgehalten sind [6, S. 199]. Enthält das Prozess-Schleifen vs.AbgeschlosseneEreignisprotokolle modell implizite oder explizite, unbeschränkte Schleifen (Fragestellung 1), dannkann nur eine Teilmenge aller möglichen Verläufe vollständig protokolliert werden,
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Abbildung 5.6: Mehrdeutigkeit der Protokollierung von Entscheidungen
Die Ableitung des gültigen Wertebereichs für in den Prozess involvierte Daten- Ableitung desWertebereichs fürDatenobjekte nichtmöglichobjekte aus Ereignisprotokollen ist im Allgemeinen nicht möglich (Fragestellung 3).Der Grund ist, wie auch im Falle der ersten Fragestellung, dass Ereignisprotokolleendlich sind, während die Anzahl möglicher Wertebelegungen für ein Datenobjektpotentiell unendlich sein kann.Die letzte Fragestellung bezieht sich auf die Unterscheidung dynamischer und Statische vs.dynamischeBeziehungen inEreignisprotokollenstatischer Assoziationen von Prozessentitäten. Die Assoziation einer Ressourceoder eines Softwarewerkzeugs mit einer Aktivität kann durch ein entsprechendesAttribut im Protokolleintrag für das jeweilige Ereignis vermerkt werden. Werdenzwei unterschiedlichen Schritten beispielsweise immer dieselbe Ressource zuge-wiesen und unterscheidet sich diese nur von Instanz zu Instanz, dann suggeriertdies intuitiv eine organisatorische Abhängigkeit der beiden Schritte. Vergleichtman beispielsweise die DPIL-Regel direct(A,i) and direct(B,i) or direct
(A,j) and direct(B,j) mit der Regel binding(A,B), dann ist eine Unterschei-dung erst dann möglich, wenn mindestens drei Identitäten in den Prozess involviertsind. Andernfalls wären die möglichen Assoziationen der Aktivitäten A und B mitden jeweiligen Ausführenden identisch zu denen für die binding-Regel. Selbstwenn man von der Vollständigkeit des Ereignisprotokolls ausgeht, ist es dennochnicht möglich, eindeutig zu entscheiden, welche DPIL-Regel im Quellmodell ent-halten ist. Dennoch kann die Ausführungssemantik potentiell erhalten bleiben undbetrifft daher eher die Translation auf konzeptueller Ebene.
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Bislang wird ausschließlich von der Frage ausgegangen, welche Informatio-nen ein Ereignisprotokoll kodieren kann und welche nicht. Diese Schwarz-Weiß-Kategorisierung deckt jedoch nicht alle denkbaren Fragestellungen ab. Zwei wei-tere, für die spezielle Protokollinhalte gefordert werden müssen, sind:
• Ist das Quell-Prozessmodell hierarchisch aufgebaut und enthält es demnachSubprozesse?
• Beschreibt das Modell Interaktionen zwischen verschiedenen Prozessinstan-zen?
Zur Steigerung der Lesbarkeit von Prozessmodellen können Teile als SubprozessSubprozesse vs. flacheEreignisprotokolle modelliert werden. Im Falle eines Modells zur Beschreibung eines Dienstreisepro-zesses kann die Ermittlung der Reisegesamtkosten komplex sein. Eine Kapselungaller notwendigen Schritte in einem Subprozess blendet diese Komplexität beiBedarf aus. Ereignisprotokolle bestehen nach der Definition aus Abschnitt 3.3 ausAusführungsspuren und diese wiederum aus Ereignissen, welche die Ausführungvon Aktivitäten beschreiben. Letztere können entweder atomar oder komplex sein– und in letzterem Fall einen Subprozess beschreiben. Da die Definition keineexplizite Schachtelung von Ereignissen zulässt, kann die Unterscheidung zwischenkomplexer Aktivität und „Sub-Aktivitäten“ nur durch die Aufteilung der Ereignisseauf zwei verschiedene Prozessausführungsspuren ermöglicht werden. Die Bezie-hung zwischen diesen beiden kann mittels eines Spezialattributs kodiert werden,dass von Process-Mining-Werkzeugen als Referenz verwertet werden kann.Für die Protokollierung von Interaktion zwischen verschiedenen Instanzen des-Interaktion zwischenInstanzen vs.entkoppelte Instanzen selben Prozesses oder unterschiedlicher Prozesse kann ein ähnliches Prinzip an-gewendet werden. Voraussetzung ist, dass die Interaktion explizit im Modell, d.h.durch eine Aktivität modelliert ist, da sich Ereignisse auf die Ausführung von Ak-tivitäten beziehen. So können beispielsweise empfangene Daten wie gewohnt alsSchlüssel-Wert-Paare erfasst werden. Ein Zusatzattribut mit einem Verweis aufdie andere Instanz kann zur Kodierung der Datenquelle eingeführt werden.Eine grundlegende Erkenntnis dieses Abschnitts und ein weiterer Beitrag dervorliegenden Arbeit ist, dass verschiedene Konstrukte und Elemente des Prozess-modells, deren protokollierte Ausführungen gleich sind, nicht voneinander unter-schieden werden können. In den zugehörigen Beispielen hat das jedoch nur Aus-wirkungen für das konzeptuelle Modell. Für eine Translation zum Zwecke derPortierung auf ein alternatives Ausführungssystem sind derartige Probleme irrele-vant. Eine weitere zentrale Erkenntnis ist, dass die für die Translation verwendetenSpurgeneratoren bestenfalls die Vollständigkeit des Ereignisprotokolls garantierenkönnen müssen. Ist dies nicht möglich, dann sollten zumindest die Präsenz der er-laubten Sequenzpaare aller Aktivitäten sowie aller Assoziationen organisatorischerund operationaler Entitäten mit Aktivitäten garantiert werden können. Das Ablei-ten des Wertebereichs für Datenobjekte ist dagegen nicht möglich, was jedoch keinfür den hier beschriebenen Translationsansatz spezifisches Problem ist, sonderneine allgemeine Limitierung induktiver Verfahren darstellt.Da das Auftreten der oben genannten Probleme stark von der Wahl von Quell-und Zielsprache für die Translation abhängig ist, ist die Liste der aufgezählten Li-mitierungen bewusst unvollständig. Eine vollständige Analyse würde den Rahmen
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der vorliegenden Arbeit sprengen. Stattdessen wird ein Überblick über verschie-denartige Informationen gegeben, die entweder nativ oder durch Erweiterungen imEreignisprotokoll aufgenommen werden können. Zusätzlich werden auch Informa-tionen diskutiert, die nicht aus einem Ereignisprotokoll extrahiert werden können.Für weitere Informationen über Eigenschaften und Limitierungen von Ereignispro-tokollen sei an dieser Stelle auf die zugehörige Literatur im Bereich des ProcessMining (u.a. [6] und konkrete referenzierte Ansätze aus Abschnitt 5.2.3) verwiesen.
5.2.3 Konfiguration: Wahl der Komponenten
Der in der vorliegenden Arbeit vorgestellte Ansatz zur Translation von Prozessmo-dellen basiert auf einer Kombination zweier Komponenten – eines Spurgeneratorsund einer Process-Mining-Technik. Die konkrete Konzeption des Ansatzes für einbestimmtes Sprachpaar beinhaltet somit insbesondere die Auswahl dieser beidenTechniken. Ziel dieses Abschnitts ist es daher, einen Überblick über die existie-renden Komponenten zu geben. Da sowohl Simulatoren als auch Process-Mining-Ansätze nicht immer alle Informationen über den modellierten Prozess protokollie-ren respektive verarbeiten können, wird die Verfügbarkeit von geeigneten Kompo-nenten nach den fünf bereits beschriebenen Prozessperspektiven (Abschnitt 1.1.2)differenziert. Zusätzlich erlauben einige Sprachen die Unterscheidung verschiede-ner Ereignistypen. In DPIL sind dies beispielsweise der Start und die Beendigungeiner Aufgabe. In Declare und einigen anderen Modellierungssprachen ist dieseUnterscheidung dagegen nicht möglich. Deswegen wird dieses Kriterium bei derKomponentenauswahl ebenfalls berücksichtigt. Das Ergebnis ist folglich eine dif-ferenzierte Übersicht über paarweise Kombinationen verfügbarer Simulations- undProcess-Mining-Techniken, die jeweils ein Translationssystem bilden.In Abschnitt 4.1 wird bereits ein Überblick über verfügbare Spurgeneratoren WiederzuverwertendeSpurgeneratorengegeben. Zudem werden diese auch hinsichtlich ihrer Fähigkeiten, perspektiven-relevante Informationen zu protokollieren, untersucht. Tabelle 5.2 zeigt eine re-duzierte Version der entsprechenden Übersichtstabelle. Es werden dabei nur dieSpurgeneratoren ausgewählt, welche die generierten Ereignisprotokolle in einemstandardkonformen Format serialisieren. Aus diesem Grund ist beispielsweise derSpurgenerator für DCR-Graphen nicht in der Tabelle enthalten. Auch der Satzder untersuchten Eigenschaften wird reduziert, da beispielsweise die Fähigkeiteines Spurgenerators, künstliches Rauschen zu produzieren für seine Rolle ineinem Translationssystem irrelevant ist. Die Möglichkeit der Konfiguration vonEntscheidungen wird ebenfalls ausgeblendet. Der Grund ist, dass diese Einstel-lungsmöglichkeiten potentiell nützlich sind, eine konkrete Parametrierung aberhäufig problematisch ist. Dies wird in Abschnitt 5.2.4 ausführlicher begründet.In der Tabelle sind die Spurgeneratoren für in Literatur und Praxis häufig an-zutreffende Prozessmodellierungssprachen aufgeführt. In jeder Spalte ist vermerkt,ob der Ansatz relevante Informationen für die jeweilige Perspektive oder die Un-terscheidung der Ereignistypen protokollieren kann () oder nicht (-). EinigeNotationen erlauben es jedoch nicht, Elemente und Zusammenhänge jeder Per-spektive zu modellieren. Beispielsweise beschränken sich Standard-Petri-Netzerein auf die Anordnung der Prozessschritte und erlauben keine Beziehungen zu
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Sprache Perspektive Ereignistypen: Start/EndeFunktionale Verhaltensorientierte Datenorientierte Organisatorische OperationalePetri-Netze- [36]   0 0 0 -- [97]   0 0 0 -- [173]   0 0 0 -- [168]   0 0 0 CPN [124]     - Prozessbäume [92]   0 0 0 BPMN [34]    - - YAWL [156]     0 Declare [41]   0 0 0 0DPIL [Abschnitt 4.2]     - -
Tabelle 5.2: Verfügbare Translationskomponenten: Spurgeneratoren
Ressourcen, Daten oder Software-Werkzeugen. In diesem Fall ist es im Kontext derTranslation eines solchen Prozessmodells die Protokollierung dieser Informationenweder möglich noch notwendig (0).Wie die Tabelle zeigt, ist lediglich die Protokollierung künstlicher Prozess-instanzen im Falle von BPMN problematisch, da diese weder organisatorischenoch operationale Informationen berücksichtigt. Ein möglicher Grund ist, dass inBPMN die involvierten Akteure oder Rollen als Pools und Swimlanes modelliertwerden, die jedoch nach dem aktuellen BPMN-Standard keine Semantik haben.Der operationale Aspekt hat dagegen in der Process-Mining-Gemeinschaft bis-her wenig Beachtung gefunden. Da existierende Spurgeneratoren fast ausschließ-lich zur Evaluation von Process-Mining-Techniken eingesetzt werden, ist es nichtverwunderlich, dass der in der Tabelle aufgelistete BPMN-Spurgenerator dieseInformationen nicht protokolliert.In der letzten Zeile von Tabelle 5.2 ist der in Abschnitt 4.2 vorgestellte Spurgene-rator für DPIL-Modelle eingeordnet. Dies zeigt einerseits die Wiederverwendbar-Wiederverwendungdes Spurgeneratorsfür DPIL-Modelle keit desselben für einen anderen Zweck und andererseits die Ausdrucksmächtigkeitder Sprache DPIL hinsichtlich der Abdeckung der einzelnen Perspektiven.Die Translation erfolgt, wie bereits beschrieben, in zwei Schritten. Im erstenwird für die Quellsprache einer der in Tabelle 5.2 aufgelisteten Spurgeneratorenverwendet, um ein Ereignisprotokoll zu erzeugen. Dieses wird im zweiten Schrittdurch eine Process-Mining-Technik analysiert, welche daraufhin ein Prozessmodellin der gewünschten Zielsprache erzeugen kann. Eine Auswahl der Techniken, dieWiederverwendungvon Process-Mining-Techniken als Komponente zur Umsetzung für diesen zweiten Schritts dienen können, sind inTabelle 5.3 dargestellt. Diese Auflistung ist nicht vollständig, da lediglich gezeigtwerden soll, dass für die meisten der üblichen Prozessmodellierungssprachen einProcess-Mining-Ansatz existiert und somit die beschriebene Translationskette ausSimulator und Mining-Verfahren geschlossen werden kann.Die Tabelle zeigt, dass viele der Process-Mining-Techniken in der Lage sind, dieInformationen aller relevanten Perspektiven zu analysieren, um ein Prozessmodellin der gewünschten Zielsprache zu erzeugen. Die Bewertung für die diesbezügli-che Abdeckung der Perspektiven und der Unterscheidung der Ereignistypen erfolgtnach demselben Schema wie in Tabelle 5.2 (, - und 0). In diesem Fall bedeu-tet eine neutrale Bewertung (0) jedoch, dass die Zielsprache keine Modellierungder jeweiligen Perspektive respektive keine Unterscheidung der Ereignistypen zu-lässt. Somit ist es beispielsweise weder notwendig noch möglich, datenorientierte
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Sprache Perspektive Ereignistypen: Start/EndeFunktionale Verhaltensorientierte Datenorientierte Organisatorische OperationalePetri-Netze- Alpha Miner [8]   0 0 0 -- Inductive Miner [106]   0 0 0 - ILP Miner [192]   0 0 0 - Flexible Heuristics Miner [191]   0 0 0 CPN [157]     - Prozessbäume [31]   0 0 0 BPMN- [43]   - - - 0- [52]   -  - 0YAWL [31]   - - 0 EPC [31]   - - 0 (MP-)Declare- [115, 116]   0 0 0 0- [54]   0 0 0 0- [117]   () 0 0 0- [165]      DPIL [166]     - -
Tabelle 5.3: Verfügbare Translationskomponenten: Process Mining
Zusammenhänge eines Prozesses mit dem Flexible Heuristics Miner aus einemEreignisprotokoll zu extrahieren.Wie ebenfalls der Tabelle 5.3 entnommen werden kann, weisen besonders dieausdrucksstärkeren imperativen Prozessmodellierungssprachen, also BPMN, YAWL Besonders geringeAbdeckung immulti-perspektivischenBereichund EPC eine mangelhafte Unterstützung der Prozessperspektiven auf. Im Gegen-satz zu Petri-Netzen, Prozessbäumen und den deklarativen Prozessmodellierungs-sprachen ist die Popularität dieser Sprachen in der Process-Mining-Gemeinschafteher gering. Zudem wird für BPMN die Erschließung der Funktionalen und derVerhaltensorientierten Perspektive mittels eines der aufgelisteten Algorithmen zurExtraktion von Petri-Netzen durchgeführt. Als einzige Neuerung wird zusätzlicheine Rollenpartitionierung durchgeführt, um Informationen über die Organisatori-sche Perspektive zu erhalten. Im Falle der Process-Mining-Technik für YAWL- undEPC-Modelle wird für das Kontrollflussgerüst auf den Evolutionary Tree Minerzurückgegriffen, welcher zunächst einen Prozessbaum erzeugt. Dieser wird dannüber einen nachträglichen Konvertierungsschritt in die gewünschten Zielspracheüberführt. Daher sind die Möglichkeiten der Informationsextraktion aus dem Ereig-nisprotokoll an die Ausdrucksmächtigkeit der Prozessbäume gebunden. Das erklärt,warum die Datenorientierte und die Organisatorische Perspektive nicht von denProcess-Mining-Techniken für EPC- und YAWL-Modelle berücksichtigt werden.Kombiniert man die Informationen beider Tabellen, dann stellt sich heraus, dassdie Funktionale und die Verhaltensorientierte Perspektive sowohl von Seiten der Gute Kontrollflussun-terstützungSpurgeneratoren als auch von allen Process-Mining-Techniken unterstützt werden.Diese Kombination wird in der wissenschaftlichen Gemeinschaft überraschender-weise als Grundgerüst jedes Prozesses aufgefasst, obwohl aus Projekterfahrungenim Wirtschafts- und Industrieumfeld hervorgeht, dass beispielsweise die Reihen-folge der Abarbeitung der einzelnen Prozessschritte wesentlich öfter durch Infor-mationen aus der Datenorientierten Perspektive beeinflusst wird [3, 82, 85].Die Kombination der Informationen aus Tabelle 5.2 und Tabelle 5.3 ist in Tabel- Übersicht überAbdeckung durchKombination beiderKomponentenle 5.4 visualisiert. In selbiger beschreibt eine Zelle jeweils die Translation aus derSprache im Zeilenkopf in die Sprache im Zeilenkopf. Die grünen, grauen und ro-ten Symbole beschreiben die Berücksichtigung der einzelnen Prozessperspektiven
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Tabelle 5.4: Verfügbare Translationssysteme differenziert nach Funktionaler (F), Verhalten-sorientierter (V), Organisatorischer (O), Datenorientierter (D) und Operatio-naler (T) Perspektive sowie Unterscheidung zwischen Ereignistypen (E)
und damit letztlich den zu erwartenden Informationsverlust durch die Translati-on. Ein Informationsverlust kann hierbei auf zwei Arten entstehen: (i) Entwederbeinhaltet die Zielsprache keine Mittel zur Modellierung der Zusammenhängeder jeweiligen Perspektive/Ereignisunterscheidung (graues Symbol) oder (ii) derTranslationsansatz ist nicht in der Lage, diese Informationen adäquat zu über-setzen (rotes Symbol). Zusätzlich wird ein graues Symbol auch dann vergeben,wenn die Quellsprache die jeweilige Perspektive oder die Unterscheidung derEreignistypen nicht unterstützt. Beispielsweise beschreibt die Zelle in der ZeileMP-Declare und der Spalte CPN die Übersetzung eines MP-Declare-Modellsin die Sprache CPN. Dabei wird folglich ein Spurgenerator für MP-Declare undeine Process-Mining-Technik für CPN-Modelle verwendet. Die Tabellenzelle be-schreibt, inwiefern mit dieser Technik-Kombination alle relevanten Inforationen inder Übersetzung berücksichtigt werden können. Die Funktionale und die Verhal-tensorientierte Perspektive werden sowohl von Spurgenerator als auch Process-Mining-Technik unterstützt. Folglich ist das Translationssystem insgesamt in derLage, diese Perspektiven zu berücksichtigen. Die Datenorientierte, Organisatori-sche und Operationale Perspektive werden jedoch vom Spurgenerator nicht unter-stützt. Genauer gesagt existiert für MP-Declare nur der rein kontrollflussbasierteDeclare-Simulator, was die Ursache für den Informationsverlust darstellt. Die Un-terscheidung der Ereignistypen ist nicht möglich, was ebenfalls auf Limitierungendes Spurgenerators zurückzuführen ist. Damit sind im Allgemeinen auch alle üb-rigen Translationen mit MP-Declare als Quellsprache verlustbehaftet.Die Unterscheidung zwischen fehlenden Möglichkeiten der Abbildung irrelevan-Unterscheidung derLimitierung durchTranslationsansatzoder Sprachpaar ter und relevanter Informationen erlaubt eine differenziertere Betrachtung der Gütedes hier vorgestellten Translationsansatzes. Gestatten Ziel- oder Quellsprache dieModellierung von Beziehungen einer bestimmten Prozessperspektive nicht, dannist das keine Limitierung des Translationsansatzes, sondern ein Unterschied in derAusdrucksmächtigkeit des Sprachpaares. Falls dagegen beide Sprachen die Model-lierung der entsprechenden Perspektive erlauben, diese jedoch von Spurgeneratorund/oder Process-Mining-Verfahren nicht unterstützt wird, dann bedeutet dies ei-ne Einschränkung, die durch die hier vorgestellte Translationstechnik verursacht
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wird. Damit stellt der im aktuellen Abschnitt diskutierte Translationsansatz fürProzessmodelle ohne jegliche Notwendigkeit der expliziten Definition von Transla-tionsregeln für rund 50% der Sprachpaare eine adäquate Übersetzungsmöglichkeitdar. Für den Großteil der verbleibenden 50% möglicher Sprachpaarungen ist eszumindest möglich, die Informationen der Funktionalen und der Verhaltensorien-tierten Perspektive zu übersetzen. Die einzige Ausnahme ist hierbei jede Paarungmit EPC als Quellsprache, wobei die Ursache darin liegt, dass für EPC-Modelleaktuell keine Spurgeneratoren existieren.Eine Frage, die unweigerlich aufkommt, wenn bei der Translation für ein kon-kretes Sprachpaar nicht alle Perspektiven unterstützt werden ist, welche Auswir-kungen dies auf die Korrektheit der Abbildung der anderen Perspektiven hat. Die Auswirkungen derNichtunterstützungvon Perspektiven aufunterstützteAntwort darauf ist: Keine! Hintergrund ist, dass die verfügbaren Spurgeneratorenvielleicht nicht alle im Modell enthaltenen Informationen protokollieren, diese aberimplizit berücksichtigen. Ein Beispiel dafür ist der Spurgenerator für MP-Declare-Modelle, der identisch ist mit dem Spurgenerator für rein kontrollflussbasierteDeclare-Modelle. In MP-Declare können perspektivenübergreifende Regeln for-muliert werden, wie z.B.: „Wenn Aktivität A ausgeführt wurde und der Wert derVariable v gleich 1 ist, dann muss vor dem Prozessende irgendwann die AktivitätB ausgeführt werden.“ Eliminiert man die Datenorientierte Perspektive und damitdie eben genannte Regel, dann produziert der Spurgenerator sowohl Ausführungs-spuren, in denen B irgendwann auf A folgt, als auch solche, wo dies nicht der Fallist. Das verletzt die beschriebene MP-Declare-Regel in keiner Form. Lediglichdie Gründe sind nicht mehr erkennbar, die das Auftreten von B nach A bedingen.Eine weitere Fragestellung ist, wie die Bewertung für Perspektiven erfolgt, diesowohl von den beiden fraglichen Prozessmodellierungssprachen als auch vomzugehörigen Translationssystem unterstützt werden, wobei eine Sprache jedochnicht alle Konstrukte der anderen Sprache abbilden kann. Hierbei können zwei UnterschiedlicherGrad derUnterstützungeinzelner PerspektivenFälle unterschieden werden: (i) Die Quellsprache unterstützt weniger Konstrukteals die Zielsprache oder (ii) genau umgekehrt. In erstem Falle wird die Translationals möglich (grün) eingestuft, falls die Quellsprache prinzipiell Konstrukte zurModellierung der betroffenen Perspektive beinhaltet. Gleiches gilt für den zweitenFall, in dem die Zielsprache wenige ausdrucksstark ist. Die Begründung dafür ist,dass mit Tabelle 5.4 nicht die Ausdrucksmächtigkeit der jeweiligen Sprachpaareanalysiert werden sollte, sondern das Erfolgspotential einer auf Simulation- undProcess-Mining basierenden Translationstechnik.Ziel des aktuellen Abschnitts ist es, durch Kombinationen aus jeweils einemSpurgenerator und einem Process-Mining-Werkzeug Translationssysteme für ver-schiedene Paarungen an Prozessmodellierungssprachen bereitzustellen. Eine sol-ches Vorgehen kann den Verlust von Informationen nach sich ziehen. Allerdingskann dieser Verlust bereits durch die Wahl der Zielsprache aber auch durch dasTranslationssystem selbst verursacht werden. Für 50% der gebräuchlichsten Sprach-paarungen stellt das vorgestellte Translationsprinzip eine adäquate Möglichkeit zurÜbersetzung dar, was anhand der Abdeckung der einzelnen Prozessperspektivensowie der Unterscheidungsmöglichkeit ersichtlich wird. Etwaige Unterschiede inder Ausdrucksstärke des konkreten Sprachpaares werden dabei nicht als Limitie-rung des Translationssystems angesehen.
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5.2.4 Konfiguration: Parametrierung der Komponenten
Im vorherigen Abschnitt werden die Wahlmöglichkeiten für die zwei Komponen-ten des Translationssystems beschrieben. Für alle diese Komponenten wird eineParametrierung benötigt, was im aktuellen Abschnitt diskutiert wird. Dabei wirdherausgestellt, dass für die Parametrierung kein einheitliches Schema abgeleitetwerden kann. Der Grund ist, dass sich besonders die Charakteristika der einzelnenProcess-Mining-Techniken stark unterscheiden. Daher wird lediglich eine allge-meine Vorgehensweise zur Identifikation der geeigneten Parameterwerte sowieeine Überprüfungsmöglichkeit für die getroffene Wahl vorgestellt.Die beiden Komponenten des Translationssystems müssen in allen Fällen ein-zeln konfiguriert werden, sind aber nicht voneinander unabhängig. Eine geeigneteHarmonie derKomponenten Konfiguration des Spurgenerators sorgt dafür, dass nach Möglichkeit die Informa-tionen über mögliche Prozessausführungsspuren vollständig im künstlich erzeugtenEreignisprotokoll festgehalten sind. Die Konfiguration der Process-Mining-Techniksollte so gewählt werden, dass die im Protokoll explizit enthaltenen Informationenkorrekt interpretiert werden sowie die implizit enthaltenen Informationen abgeleitetwerden können. Da die Einstellung des Spurgenerators stark von den Charakteris-tika des verwendeten Process-Mining-Werkzeugs abhängig ist, werden zunächstdie relevanten Eigenschaften letzterer erläutert.
5.2.4.1 Parametrierung der Process-Mining-KomponenteDie zentralen problematischen Eigenschaften von Process-Mining-Werkzeugen [6,S. 195ff] und daraus resultierende Konfigurationsmöglichkeiten sind nachfolgendRelevanz der Konfigu-rationsmöglichkeiten aufgelistet und bezüglich ihrer Relevanz für das Translationsproblem bewertet:
• Rauschempfindlichkeit: Prozessverläufe, die in der Realität nur sehr seltenauftreten, gelten in der Literatur nicht als typisches Prozessverhalten. Invielen Fällen kann die sogenannte Rauschempfindlichkeit der Werkzeugeso konfiguriert werden, dass sie diese Verläufe auszublenden. (irrelevant)
• Vollständigkeitsannahme: Viele Process-Mining-Techniken basieren auf derAnnahme, dass die gegebene Datengrundlage vollständig ist. (relevant)
• Ausschluss von (unbeschränkten) Schleifen: Schleifen führen beispielsweisezu Problemen, wenn der Algorithmus von einer Blockstruktur des Zielmodellsausgeht. (relevant)
• Ausschluss von OR-Verzweigungen: Inklusiv-Oder-Entscheidungen werdenvon vielen Process-Mining-Werkzeugen nicht unterstützt. (relevant)
• Ausschluss von nicht-freien Entscheidungen: Verknüpft man in einem im-perativen Modell mehrere Verzweigungen, dann kann es vorkommen, dassdiese sich gegenseitig beeinflussen. Einige Algorithmen sind unfähig, alleFormen dieser Wechselwirkungen im Modell abzubilden. (relevant)
• Ausschluss von Hierarchien: Die meisten Process-Mining-Verfahren sind un-fähig, hierarchische Prozessmodelle durch die Ableitung von Subprozessenzu extrahieren. (relevant)
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Die Rauschempfindlichkeit ist in der Literatur [6] eine zentrale Problematik bei Rauschempfindlichkeitder Anwendung von Process-Mining-Techniken auf historische Ereignisprotokolle(Abschnitt 3.3.2). Es wird davon ausgegangen, dass es in einigen Fällen gewünschtsei, ausschließlich die „typischen“ Prozessverläufe mittels Process-Mining in ei-nem Modell abzubilden. Tritt im Ereignisprotokoll jedoch auch das „nicht-typische“Verhalten auf, dann steht das Mining-Verfahren vor der Herausforderung, unter-scheiden zu müssen, welche Verläufe typisch und welche nicht typisch sind. DerAlpha-Algorithmus ist beispielsweise nicht in der Lage dazu, diese Entscheidungzu treffen. Ein Gegenbeispiel ist der Flexible Heuristics Miner. Diese Eigenschaftist für den Einsatz der Process-Mining-Technik als Komponente eines Transla-tionssystems nicht relevant. Der Grund ist, dass alle Ereignisprotokolle durchSpurgeneratoren erzeugt werden. Diese wiederum interpretieren dazu ein existie-rendes Prozessmodell. Ist darin nicht-typisches Verhalten modelliert, dann solltedieses bei einer Übersetzung in eine andere Sprache, im Sinne der Erhaltung derSemantik, auch im Zielmodell repräsentiert werden. Der Grund ist, dass davonausgegangen werden muss, dass das Quellmodell einen Prozess adäquat abbil-det. Ist dies nicht der Fall, so handelt es sich um einen Fehler bei der Erstel-lung des Quellmodells und folglich sollte der Fehler auch in diesem korrigiertwerden. Dementsprechend sollten die verwendeten Process-Mining-Technologiendiesbezüglich keine Filterung vornehmen, weswegen die Rauschempfindlichkeit derProcess-Mining-Techniken als irrelevant eingestuft wird.Ein weiteres Problem stellt die Vollständigkeitsannahme (engl. completeness Vollständigkeitsannah-meassumption) vieler Process-Mining-Techniken dar (Abschnitt 5.2.2). Beispielswei-se geht der Alpha-Algorithmus davon aus, dass, falls eine Aktivität B unmittel-bar auf eine Aktivität A folgen darf, diese Sequenz auch mindestens einmal imEreignisprotokoll auftritt. Andere Algorithmen nehmen sogar an, dass jede mögli-che Ausführungsspur im Protokoll enthalten sein muss. Letzteres wird als starkeVollständigkeitsannahme (engl. strong completeness assumption) bezeichnet. Algo-rithmen mit einer sehr liberalen Vollständigkeitsannahme tendieren zur Erzeugungvon Modellen, die zu schlecht auf die tatsächlichen Ausführungsspuren eingestelltsind. Algorithmen mit einer zu starken Vollständigkeitsannahme produzieren da-gegen tendenziell eine Überanpassung an das konkrete Ereignisprotokoll, sodassbis dahin ungesehene Prozessverläufe zu oft ausgeschlossen werden. Diese Ei-genschaft ist auch im Kontext der Translation wichtig. Enthält ein imperativesProzessmodell Verzweigungen oder erlaubt ein deklaratives diese implizit, dannentscheiden Spurgeneratoren meistens auf Basis von Wahrscheinlichkeitsvertei-lungen, auf welchem Pfad die Simulation fortgesetzt wird. Dadurch kann in denmeisten Fällen nicht garantiert werden, dass alle erlaubten Pfade im Ereignispro-tokoll festgehalten sind. Das Problem der Vollständigkeit ist somit die größteHerausforderung des hier vorgestellten Translationsansatzes.Komplexere Konstruktionen wie Schleifen und Inklusiv-Oder-Entscheidungensind auch im Kontext der Translation problematisch. Schleifen führen besonders Ausschluss vonSchleifendann zu Problemen, wenn der Algorithmus von einer Blockstruktur des Zielmo-dells ausgeht. Beispielsweise ist der Alpha-Algorithmus auch hier ein Problem-fall, da er Schleifen über einen oder zwei Schritte nur in einem Nachbear-beitungsschritt im Prozessmodell repräsentieren kann. XOR-Verzweigungen und









Abbildung 5.7: Petri-Netz mit nicht-freiem Entscheidungspunkt in p2
AND-Verzweigungen werden von den meisten Process-Mining-Techniken unter-stützt. Das trifft auf OR-Verzweigungen und zugehörige -Zusammenführungen je-Ausschluss vonOR-Verzweigungen doch nicht zu. Der Grund ist, dass die meisten Mining-Verfahren für imperativeProzessmodelle zumindest intern auf der Petri-Netz-Semantik basieren, die je-doch kein Inklusiv-Oder beinhaltet. In diesen Fällen ist es dennoch möglich, dassdie konstruierten Prozessmodelle bezüglich des Ausführungsverhaltens semantischkorrekt sind, da sich OR-Verzweigungen durch eine Kombination aus XOR- undAND-Verzweigungen nachbilden lassen. Allerdings erhöht dies die Komplexitätder resultierenden Prozessmodelle.Nicht an jedem Entscheidungspunkt ist die Wahl des Pfades zur FortsetzungAbhängigkeitenzwischenEntscheidungspunkten des Prozesses unabhängig von den vorherigen Entscheidungen. Ein Beispiel füreine nicht-freie Entscheidung ist in dem in Abbildung 5.7 dargestellten Petri-Netzerkennbar. Die Entscheidung im Platz p2 kann nicht frei getroffen werden. Wurdein p1 der obere Pfad gewählt, so muss nach p2 die Transition e aktiviert werden.Wurde dagegen nach p1 die Transition c aktiviert, so ist die spätere Aktivie-rung von Transition f obligatorisch. Nicht jeder Process-Mining-Algorithmus istin der Lage, derartige Abhängigkeiten zu erkennen. Da diese aber im Quellpro-zessmodell enthalten sein können (Abbildung 5.7), ist dieses Problem ebenfallsim Kontext der Translation relevant. Einige Algorithmen, wie beispielsweise derAlpha-Algorithmus sind nicht in der Lage, diese Abhängigkeiten zu rekonstruieren,falls die fraglichen Verzweigungen nicht unmittelbar aufeinanderfolgen. AndereAlgorithmen, wie beispielsweise der Flexible Heuristics Miner behandeln dieseProblematik explizit.Eine letzte Problematik liegt in der Identifikation von Subprozessen. Ein Er-Keine Translation vonSubprozessen eignisprotokoll enthält gewöhnlich keinerlei Informationen, zu welchem Subpro-zess eine Aktivität gegebenenfalls zugehörig ist. Wie die Definition eines Ereig-nisprotokolls in Abschnitt 3.3 zeigt, werden lediglich die drei Ebenen Protokoll,Ausführungsspur und Einzelereignis dokumentiert. Folglich ist es nicht möglich,Subprozesse des Quellmodells im Ereignisprotokoll zu kodieren (Abschnitt 5.2.2).Alle der oben genannten Probleme sind bereits aus dem Bereich des Process-Mining bekannt und resultieren dementsprechend nicht aus der Kombination miteinem Spurgenerator zum Zweck der Translation von Prozessmodellen. Aus diesemGrund wird an dieser Stelle auch nicht auf konkrete Lösungsvorschläge für diegenannten Probleme eingegangen. Stattdessen sei hier auf die referenzierte Lite-ratur für die einzelnen Process-Mining-Techniken verwiesen, in welcher möglicheParametrierungen zur Bewältigung der Problemfälle beschrieben werden.
5.2 prozessmodell-translation durch simulation und mining 195



























A   B
A   B
A   B   A   B
…




















Abbildung 5.8: Beispielkonfiguration für die Translation BPMN-Modell → DPIL-Modell
5.2.4.2 Parametrierung der Spurgenerator-KomponenteEin Teil der im vorherigen Abschnitt beschriebenen Probleme kann durch die ge-zielte Konfiguration des jeweiligen Spurgenerators praktisch abgemildert werden. Parametrierung desSpurgeneratorsEs ist jedoch für alle Probleme im Allgemeinen nicht möglich, eine Garantie abzu-geben, dass sich selbige nicht im resultierenden Prozessmodell materialisieren. DieSpurgeneratoren haben im Wesentlichen zwei Möglichkeiten der Einflussnahme:1. Ist die Anzahl möglicher unterschiedlicher Prozessausführungsspuren end-lich, dann kann jede erlaubte Prozessausführungsspur im Ereignisprotokollenthalten sein.
2. Falls das beispielsweise aufgrund unbegrenzter Schleifen nicht möglich ist,kann die Länge der zu generierenden Prozessausführungsspuren künstlichnach oben begrenzt werden. Dadurch kann zumindest innerhalb dieser Be-grenzung Vollständigkeit erreicht werden.In jedem Fall kann nur eine endliche Anzahl an Spuren im Ereignisprotokollfestgehalten werden. Es werden folglich zwei grundlegende Parameter gesucht: Wichtigste Parameter:Länge und Anzahl derSpurenDie maximale Spurlänge L und die Anzahl der Spuren T .Der Definition eines Ereignisprotokolls (Abschnitt 3.3) ist zu entnehmen, dassdie Ausführung einer Prozessaktivität durch eine bestimmte Ressource mittels einesbestimmten Software-Werkzeugs und unter Verwendung oder Produktion bestimm-ter Daten in einem einzelnen Ereignis protokolliert werden. Die unterschiedlichenAssoziationen zwischen allen genannten Entitäten kann folglich in einem Ereig-nisprotokoll bereits dann abgebildet werden, indem pro Ausführungsspur jeweilsnur eine konkrete Konstellation derselben protokolliert wird. Damit wäre der Pa-rameter L immer 1. Da das Prozessmodell jedoch nicht nur diese Assoziationen,
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sondern auch die Reihenfolge des Auftretens dieser Assoziationen – im einfachs-ten Fall die Reihenfolge der Bearbeitung einzelner Aktivitäten – beschreibt, istdie maximale Länge L einer vom Prozessmodell erlaubten Prozessausführungsspurausschließlich von der Anzahl möglicher Prozessschritte pro Instanz abhängig. DieWahrscheinlichkeit, dass sich innerhalb des kompletten Protokolls alle Assoziati-on materialisieren, ist dagegen von der Länge des Protokolls, also der Anzahl derenthaltenen Prozessausführungsspuren T , abhängig. Im Sinne eines generischenVorgehensmodells zur Bestimmung dieser Parameter verwenden die nachfolgendenPrinzipien so wenig Wissen über und aus dem gegebenen Prozessmodell.Für die Bestimmung von L lässt sich eine Faustregel ableiten, die lediglich aufFaustregel fürUntergrenze derSpurlänge der Anzahl |A| der Aktivitäten im Prozessmodell beruht (Gleichung 27).
L > 2|A| (27)
Diese Faustregel nutzt keinerlei Informationen über die vom Prozessmodell gestat-ten Sequenzen von Aktivitäten. Sie basiert stattdessen auf der Grundlage, dassdie längste Folge von unterschiedlichen Aktivitäten identisch mit der im Modellenthaltenen Anzahl derselben ist (|A|). Verdoppelt man diese Zahl, so sind auchSpurlänge entsprichtder doppelten Anzahlder modelliertenAktivitäten Ketten inbegriffen, in denen eine, zwei bis hin zu |A| Aktivitäten wiederholt wer-den können. Damit können auch Prozessverläufe berücksichtigt werden, in denendie längstmögliche Kette an unterschiedlichen Aktivitäten wiederholt wird. Dasbedient eine eventuelle Vollständigkeitsannahme der auf den resultierenden Er-eignisprotokollen aufbauenden Process-Mining-Technik. In Abbildung 5.8 ist einBPMN-Modell dargestellt, welches in die deklarative Prozessmodellierungsspra-che DPIL übersetzt werden soll. Nach der oben gegebenen Berechnungsvorschriftergibt sich mit |A| = 3 die Parametrierung T > 6. Für die einfache Vollstän-digkeitsannahme des Alpha-Algorithmus ist es beispielsweise ausreichend, wennjede Paarung direkt aufeinanderfolgender Aktivitäten, die vom Modell gestattetist, auch im Ereignisprotokoll festgehalten wird. Diese sind im hier betrachtetenBeispiel (A,A), (A,B), (A,C), (B,A) und (C,A). Diese Paare allein bil-den jedoch nicht alle eine vollständige Prozessausführungsspur. Beispielsweisesind die Sequenzen (A,A) und (B,A) mit mindestens einer weiteren Aktivitätzu kombinieren. Ein Extremfall ist ein BPMN-Modell, welches eine sequenzielleAusführung der drei Aktivitäten vorschreibt und eine beliebige Wiederholung die-ser Kette gestattet. Damit ist die kürzestmögliche Ausführungsspur, welches dieSequenz (C,A) enthält, die Folge (A,B,C,A,B,C). Für das oben gegebeneBeispiel ist demnach eine maximale Länge L = 4 ausreichend. Diese Abstufungwürde allerdings eine Berücksichtigung aller in einem imperativen Prozessmodellenthaltenen Verzweigungen erfordern. In einem deklarativen Modell sind dieseVerzweigungen sogar nur implizit kodiert, was eine Ermittlung dieses Parameterserschweren würde. Folgerichtig basiert die oben beschriebene Faustregel aus-schließlich auf der Anzahl der im Prozessmodell enthaltenen Aktivitäten5.5 Dies stellt scheinbar einen Widerspruch bezüglich der Open World Assumption deklarativer Prozess-modelle dar, welche besagt, dass beliebig viele, nicht im Modell kodierte Aktivitäten völlig wahlfreiausgeführt werden können. Imperative Modelle gestatten jedoch naturgemäß keine Aktivitäten, wel-che nicht explizit im Modell modelliert sind. Folglich ist die Transformation eines imperativen in eindeklaratives Modell nur unter Verlust der Open World Assumption möglich, sodass der scheinbareWiderspruch aufgehoben ist.
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Die Bestimmung der notwendigen Anzahl an Prozessausführungsspuren ist weitschwieriger zu ermitteln. Spurgeneratoren für imperative Modelle nutzen in derRegel Wahrscheinlichkeiten oder Priorisierungen, um Entscheidungen an den mo-dellierten Entscheidungspunkten des Eingabemodells zu simulieren. Folglich istdie Generierung der Ereignisprotokolle nicht deterministisch. Auch im Falle de-klarativer Prozessmodelle wird auf Wahrscheinlichkeiten zurückgegriffen, um beimehreren möglichen Fortsetzungen eines Prozessverlaufs die jeweils nächste Akti-vität zu bestimmen. Eine Ausnahme hierbei bildet die in Abschnitt 4.2 beschriebeneTechnik zur Spurgenerierung, die durch die Transformation des Simulations- in einErfüllbarkeitsproblem und für eine gegebene Größe des Lösungsraums Vollstän-digkeit und Redundanzfreiheit des Ereignisprotokolls garantiert. Daher ist dieseTechnik von der Notwendigkeit der nachfolgenden Berechnung ausgenommen.Um eine Konfiguration des Parameters T festlegen zu können, muss die Anzahlder modellierten Entitäten des Prozesses betrachtet werden. Falls das Prozessmo-dell auch die Datenorientierte Perspektive beschreibt, dann ist es möglich, dassim Prozessmodell Variablen mit beliebigen Wertebereichen verwendet werden. Indiesem Fall ist die Anzahl der möglichen Assoziationen der Entitäten und Da-tenwerte potentiell unendlich groß. Folglich ist es nicht möglich, die notwendigeAnzahl an Prozessausführungsspuren absolut zu bestimmen. Es ist jedoch möglich,eine Untergrenze festzulegen, welche die Datenwerte ausblendet und lediglich die Faustregel fürUntergrenze derSpuranzahlAnzahl der möglichen Assoziationen zwischen den Entitäten berücksichtigt. Dabeiwird davon ausgegangen, dass im Extremfall pro Ausführungsspur lediglich ein Er-eignis protokolliert wird. Damit definiert sich die Untergrenze für die Festlegungdes Parameters T nach Gleichung 28.
T > |P1|× |P2|× ...× |Pa| (28)
Dabei bezeichnet die Menge Px alle Entitäten einer bestimmten Perspektive, imBeispiel aus Abbildung 5.8 also die Menge aller Aktivitäten oder aller organisato-rischer Ressourcen. Die Anzahl aller möglichen Kombinationen der Entitäten allerPerspektiven ist folglich identisch mit der Größe des kartesischen Produktes der Mindestanzahlentsprichtkartesischem Produktder Größe allerEntitätsmengen
Größe der Entitätsmengen aller Perspektiven. Somit ergeben sich im Beispiel, ohneBerücksichtigung der BPMN-Swimlanes, für drei Ressourcen und drei Aktivitätendie möglichen Assoziationen (A, John), (A,Mary), (A,Dave), (B, John)etc. Die Anzahl dieser Paarungen, also die Größe des kartesischen Produktesist in diesem Fall 9. Diese Anzahl ließe sich durch die Berücksichtigung derrollenbasierten Modellvorschriften bezüglich der Assoziation von Aktivitäten undorganisatorischen Ressourcen reduzieren. Dies erforderte aber einerseits eine kom-plexere Analyse des Modells und andererseits ist die oben stehende Definition fürden Parameter T eine untere Grenze. Diese eröffnet lediglich die Möglichkeit, al-le relevanten Assoziationen der Prozessentitäten im Ereignisprotokoll anzutreffen.Durch die Verwendung von Wahrscheinlichkeiten zur Modellierung menschlicherEntscheidungen ist das jedoch nicht garantiert. Aus diesem Grund ist anzuneh-men, dass die praktische Anwendung der hier vorgestellten Translationstechnikeine signifikant höhere Anzahl an Prozessausführungsspuren erfordert. Da diesjedoch stark vom jeweiligen Spurgenerator und den Anforderungen der gewähltenProcess-Mining-Technik abhängig ist, wird diese Problematik im konzeptionellen
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Teil der vorliegenden Arbeit nicht näher betrachtet. Im Evaluationsteil werdenjedoch verschiedene Beispielkonfigurationen auf eine Auswahl an Translationspro-blemen angewendet und bezüglich der Qualität des Resultats bewertet.Ein letzter Einflussfaktor der Spurgeneratoren auf die Inhalte der künstlichenKonfiguration vonEntscheidungen Ereignisprotokolle sind die bereits mehrfach erwähnten Wahrscheinlichkeitsver-teilungen zur Simulation von Entscheidungen auf Basis von Zufallszahlen. JedeEntscheidung kann in der Realität mit unterschiedlicher Häufigkeit getroffen wer-den, was traditionell mittels einer geeigneten Verteilung approximiert wird (Ab-schnitt 3.2.3). Die mit diesen Zufallszahlen simulierten Entscheidungen könnensowohl datenbasiert sein als auch eine freie Wahl der nächsten Prozessschrittebeschreiben. Diese Unterscheidung ist jedoch im Kontext der hier beschriebe-nen Translation unerheblich, da die Entscheidungspunkte selbst nicht in den alsTransfermedium verwendeten Ereignisprotokollen festgehalten werden. Stattdessenwerden lediglich die Entscheidungsgrundlage – in Form einer partiellen Prozess-ausführungsspur – vor und die Auswirkungen nach der Entscheidung protokolliert.Ein Spurgenerator muss demnach derart konfiguriert werden, dass die Wahrschein-lichkeit der Manifestation beider Entscheidungen im Protokoll maximal ist. Auchhier wird aus Gründen der Generizität und Simplizität des Translationsverfahrenseine Vereinfachung vorgenommen.Betrachtet man das in Abbildung 5.8 dargestellte BPMN-Modell, dann lassensich darin zwei Verzweigungen des Kontrollflusses erkennen. Mit dem Parameter
T wird eine feste Anzahl an Simulationsdurchläufen festgelegt. Die Gesamtanzahldieser Durchläufe teilt sich an der ersten Verzweigung auf die nachfolgenden Pfa-de auf. Eine „50:50“-Aufteilung maximiert die Wahrscheinlichkeit, dass die beidenAktivitäten B und C im Ereignisprotokoll auftreten. Würde jedoch auf Aktivität Bein weiterer Entscheidungspunkt folgen und auf einem der daraus austretendenPfade ein weiterer etc., dann verteilen sich diese 50% an Simulationsdurchläu-fen rekursiv auf jede nachfolgende Entscheidung. Dadurch würde eine eventuelleAktivität am tiefsten Punkt dieser Entscheidungskette mit einer vergleichsweiseProblem der lokalenKonfiguration vonEntscheidungen geringen Wahrscheinlichkeit in einer Ausführungsspur protokolliert wird. Eine Er-höhung dieser Wahrscheinlichkeit würde allerdings eine Berücksichtigung allerVerzweigungen und Schleifen des Modells erfordern, was dem Anspruch der Sim-plizität des Ansatzes entgegenstehen würde. Da eine triviale Beziehung zwischender Wahrscheinlichkeit der Protokollierung einer bestimmten Aktivität und demParameter T besteht, ist die Erhöhung von letzterem eine pragmatische Lösung,die auch im Evaluationsteil der vorliegenden Arbeit verwendet wird.
5.2.4.3 Automatisierung der KonfigurationDie Konfiguration eines Process-Mining-Werkzeugs ist eine Balancieraufgabe zwi-schen Überanpassung und Unteranpassung des resultierenden Prozessmodells andas gegebene Ereignisprotokoll (Abschnitt 3.4). Die beiden Metriken Fitness undAppropriateness werden üblicherweise verwendet, um den Erfolg der Bewältigungdieser Balancieraufgabe zu messen. Im Kontext des hier vorgestellten induktivenTranslationsansatzes können diese Metriken dazu verwendet werden, die Bestim-mung einer geeigneten Konfiguration zu automatisieren. Dazu können die Pa-Automatisierung derKonfiguration rameter, welche die Toleranz des Mining-Ansatzes bedingen, zunächst zufällig
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eingestellt werden. Bei der in [166] beschriebenen Process-Mining-Technik fürDPIL-Modelle sind das die beiden Schwellwerte für Support und Confidence.Nach zufallsbasierter Festlegung dieser Werte, wird die Übersetzung durchge-führt. Nachfolgend muss die Übereinstimmung des resultierenden Modells mit demEreignisprotokoll unter Zuhilfenahme der Fitness- und Appropriateness-Metrikengemessen werden. Ist der berechnete Fitnesswert zu niedrig, der für die Appropria-teness aber sehr hoch, dann sollte die Toleranz des Process-Mining-Werkzeugserhöht werden. Im DPIL-Mining bedeutete dies eine Absenkung der Support- undConfidence-Schwellen. Anschließend muss eine erneute Übersetzung und eine er-neute Messung der Güte des Ergebnisses durchgeführt werden. Ist die Konfigurati-on des Process-Mining-Werkzeugs nun zu tolerant ausgefallen, dann stellt sich einvergleichsweise hoher Fitnesswert aber ein niedriger Wert für die Appropriatenessein. Folglich sollte die Extraktion des Prozessmodells weniger tolerant erfolgen.Die automatische Korrektur der Toleranz erfordert eine konkrete Anpassung derentsprechenden Schwellwerte. Eine Möglichkeit wäre, die Schwellwerte schritt-weise durch Addition oder Subtraktion eines konstanten Werts anzupassen. Dasgefährdet jedoch das Terminierungskriterium des Anpassungsalgorithmus. Addiertman die Konstante zu den Schwellwerten, kann das eine Überanpassung des Mo-dells zur Folge haben. Subtrahiert man dann dieselbe oder eine andere Konstante,dann kann das Resultat wiederum eine Unteranpassung darstellen. Folglich solltedie Anpassung zwar schrittweise aber unter Zuhilfenahme dynamischer Korrektur-werte vorgenommen werden. Da sich die entsprechend einzustellenden Parametervon Process-Mining-Verfahren zu Process-Mining-Verfahren unterscheiden, ist eshier nicht das Ziel, für jedes dieser Verfahren einen individuellen Algorithmus zurAnpassung der Schwellen anzugeben. Stattdessen soll an dieser Stelle auf einengenerischen Algorithmus verwiesen werden, welcher unter dem Namen SimulatedAnnealing [59] im Kontext von Optimierungsproblemen bekannt ist. Simulated An- Simmulated Annealingnealing ist ein heuristisches Optimierungsverfahren, welches den physikalischenAbkühlungsprozess von vorher erhitztem Metall zum Vorbild hat. Beim Abkühlenordnen sich die Atome nach und nach so an, dass ein energetisch günstiger und da-mit stabiler Zustand erreicht wird. Dabei ist es auch zulässig, dass zwischenzeitlichenergetisch ungünstige Zustände angenommen werden. Mit sinkender Temperaturdes Metalls sinkt die Wahrscheinlichkeit dafür aber gegen 0. Auf das Optimie-rungsproblem der Toleranz des Process-Mining-Algorithmus transferiert, bedeutetedies wieder eine schrittweise Anpassung der Konfiguration. Diese kann mit einerKonstante oder, im günstigeren Fall, mit einem dynamischen Wert vorgenommenwerden. Die Wahrscheinlichkeit, dass eine Anpassung stattfindet, sinkt aber mitder zunehmenden Zahl an Anpassungsiterationen – was dem Abkühlungsprozessentspricht und den Namen Simulated Annealing motiviert. Simulated Annealinggarantiert eine Terminierung nach einer festgelegten Anzahl an Anpassungsschrit-ten. Auf diesem Weg lässt sich eine für das gegebene Quellprozessmodell und dasgewählte Process-Mining-Verfahren optimale Übersetzungslösung ermitteln.Ziel dieses Abschnitts über die Konfiguration der Translationskomponenten istvor allem die Identifikation der damit verbundenen Herausforderungen und mög-licher Bewältigungsstrategien. Eine wesentliche Erkenntnis ist dabei, dass dieHauptprobleme im Bereich der Vollständigkeit der durch Spurgeneratoren erzeug-
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ten Ereignisprotokolle liegen. Somit sind für die Mining-Komponente nach Mög-lichkeit Verfahren vorzuziehen, die lediglich auf der einfachen Vollständigkeitsahn-nahme aufbauen, also lediglich eine vollständige Menge aller geordneten Paare anAktivitäten benötigen. Über eine angegebene Berechnungsvorschrift können untereSchranken für Länge und Anzahl der zu erzeugenden Ausführungsspuren ermitteltwerden. Mit Techniken, wie beispielsweise dem Simmulated Annealing, kann derKonfigurationsprozess automatisiert werden, was jedoch nicht garantiert, dass dieresultierende Konfiguration dem globalen Optimum entspricht.
5.2.5 Ansatzspezifische Annahmen
Es besteht aktuell ein großer Mangel an geeigneten Translationstechniken für Pro-zessmodelle. Die Entwicklung von Translationstechniken für jedes einzelne Paarkonzeptueller Prozessmodellierungssprachen ist aufwendig. Das in den vorange-gangenen Abschnitten beschriebene Prinzip ist von einer konkreten Sprachpaarungunabhängig und ist dementsprechend generisch. Diese Generizität geht jedoch mitfolgenden, anschließend detaillierter betrachteten Annahmen für die Anwendbar-keit dieses Prinzips einher:
• Für die Übersetzung eines Prozessmodells stehen sowohl ein Spurgenera-tor für die Quellsprache, als auch ein Process-Mining-Werkzeug für dieZielsprache zur Verfügung.
• Ein eventueller Informationsverlust wird akzeptiert oder vom Nutzer nach-träglich kompensiert.
• Das Quellmodell ist syntaktisch und inhaltlich fehlerfrei oder es existierenkorrekte Ereignisprotokolle für die Ausführung des modellierten Prozesses.
• Die Translation muss weder inkrementell sein, noch müssen Beziehungenzwischen Quell- und Ziel explizit dokumentiert werden.
Eine grundlegende Motivation für die Entwicklung eines generischen Transla-tionsverfahrens ist der technische Aufwand der Definition von Translationsregel-sätzen für alle beliebigen Paarungen von Prozessmodellierungssprachen. Der hiervorgestellte Ansatz basiert auf der Kombination der Prinzipien der Spurgenerie-rung und des Process Minings. Die Entwicklung von Umsetzungen dieser beidenPrinzipien ist ihrerseits aufwendig. Das in der vorliegenden Arbeit vorgestellteTranslationsprinzip baut folglich auf der Annahme auf, dass Spurgeneratoren undProcess-Mining-Techniken auch unabhängig von ihrer Verwendung als Kompo-Existenz geeigneterSpurgeneratoren undProcess-Mining-Techniken nenten eines Translationssystems benötigt und entwickelt werden. Das Prinzip istdemnach nur dann anzuwenden, wenn sowohl ein Spurgenerator für die Quell-und eine Process-Mining-Technik für die Zielsprache existieren.Die Nutzung von Ereignisprotokollen als Transfermedium bedeutet potentielleinen Informationsverlust, da beispielsweise Entscheidungspunkte in selbigen nichtexplizit beschrieben werden. Da sich jedoch auch die Ausdrucksmächtigkeit vonQuell- und Zielsprache der Translation unterscheiden können, ist die Möglichkeit
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und Notwendigkeit zur Abbildung der betroffenen Zusammenhänge des Quellmo-dells im Zielmodell nicht zwangsläufig gegeben. Aus diesem Grund wird angenom-men, dass ein durch das Transfermedium eventuell verursachter Informationsverlust Irrelevanz oderKompensation vonInformationsverlustfür die gewählte Zielsprache entweder irrelevant ist oder der Nutzer des Transla-tionssystems die fraglichen Informationen manuell nachträgt. Soll die Translationverlustfrei erfolgen, dann sollte auf ein regelbasiertes Übersetzungssystem zurück-gegriffen werden.Die manuelle Modellierung eines Prozesses und auch die Erstellung des Pro-zessmodells mittels Process-Mining-Techniken ist fehleranfällig. Eine Translati-onstechnik für Prozessmodelle ist jedoch per Definition darauf ausgerichtet, fürein gegebenes Quellmodell ein semantisch äquivalentes Prozessmodell in derZielsprache zu erzeugen. Enthält das Quellmodell inhaltliche oder syntaktischeFehler, dann werden erstere in vielen Fällen ins Zielmodell übernommen undletztere blockieren den in dieser Arbeit vorgeschlagenen Translationsansatz. Ausdiesem Grund wird angenommen, dass das Quellmodell syntaktisch korrekt ist. Die SyntaktischfehlerfreiesQuellmodellin den vorherigen Abschnitten beschriebene Technik ist in der Lage, mittels his-torischer Ereignisprotokolle inhaltliche Veränderungen während der Übersetzungvorzunehmen. Daher wird weiter angenommen, dass das Quellmodell entwederauch inhaltlich korrekt ist oder ein Ereignisprotokoll zur Verfügung steht, wel- Inhaltliche Korrektheitdes Quellmodells vs.Korrekturinformatio-nenches die Informationen enthält, die eine Process-Mining-Technik benötigt, um dieentsprechenden Fehler zu korrigieren.Der vorgestellte Ansatz zur Translation von Prozessmodellen arbeitet nicht in-krementell, sondern überschreibt eine eventuell bereits existierende Übersetzung.Es wird daher davon ausgegangen, dass die Übersetzung in der Form ausgeführtwerden soll, dass eventuelle Änderungen am Zielmodell überschrieben werden dür- Nicht-inkrementelle,zurückverfolgbareTranslation nichtgewünschtfen. Weiterhin wird davon ausgegangen, dass Änderungen im Zielmodell nicht aufdie zugehörigen Änderungen im Quellmodell zurückverfolgt werden können sollen.Abschließend ist an dieser Stelle zu betonen, dass in diesem Kapitel ein Trans- AbschließendeBewertunglationsprinzip beschrieben wird, nicht aber ein konkretes Translationssystem. DasPrinzip gestattet jedoch ein solches System sukzessive aufzubauen, zu parametrie-ren und zu verwenden. Dabei ist jedoch zu berücksichtigen, dass es sich um eineninduktiven Ansatz handelt, der naturgemäß von der Vollständigkeit und Korrektheitder exemplarischen Datengrundlage abhängig ist. Da diese durch die Verwendungvon Spurgeneratoren jedoch künstlich erzeugt wird, ist eine Einflussnahme aufdiese Qualitätskriterien möglich. Eine zentrale Schwierigkeit ist hier die Bestim-mung von Länge und Anzahl der künstlichen Prozessausführungsspuren. Durchpragmatische Rechenvorschriften können hierfür jedoch zumindest untere Schran-ken ermittelt werden. Das sich anschließende Process Mining ist der eigentliche,induktive Teil des Prinzips. Die hierfür zur Verfügung stehenden Techniken sindursprünglich für historische und nicht für künstliche Ereignisprotokolle ausgelegtund ihre Konfiguration ist daher häufig aufwendig. Durch die Verwendung künst-licher Ereignisprotokolle kann dieser Aufwand aber stark eingeschränkt werden,da beispielsweise die Häufigkeit mit der bestimmte Verhaltensmuster protokol-liert werden, meist irrelevant ist. Zentral ist dagegen, dass diese Verhaltensmusterprotokolliert werden. Trotz der diskutierten Lösungsstrategien und Optimierungenkann keinesfalls garantiert werden, dass das hier beschriebene induktive Verfah-
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ren fehlerfreie Ergebnisse liefert. Ein wesentlicher Vorteil liegt aber darin, dassgegenüber des herkömmlichen traditionellen, regelbasierten Translationsprinzipsnur ein sehr geringer manueller Aufwand notwendig ist, um für beliebige Sprach-paare ein funktionsfähiges Translationssystem zu entwickeln. Dies wird allerdingsdadurch bedingt, dass für das jeweilige Sprachpaar ein Spurgenerator und einProcess-Mining-Werkzeug zur Verfügung steht. Für beide Klassen von Werkzeu-gen stehen unabhängig vom Übersetzungskontext bereits zahlreiche Vertreter zurVerfügung. Einer Anwendung des Prinzips auf verschiedenste Sprachpaarungensteht demnach nichts im Wege. Allerdings ist dies ohne automatisierte Kontrollme-chanismen (Abschnitt 5.2.4.3) nur ratsam, wenn in den Übersetzungsprozess aucheine manuelle Ergebniskontrolle und Nachbesserung durch Modellierungs- undDomänen-Experten integriert werden kann.Ziel dieses Kapitels ist die Entwicklung eines generischen Prinzips zur Trans-lation von Prozessmodellen. Dies soll die Abdeckung der Paarungen gängigerProzessmodellierungssprachen bezüglich verfügbarer Übersetzungssysteme erhö-hen. Regelbasierte Übersetzungstechniken sind zwar weitestgehend zuverlässig,bedeuteten aber einen hohen initialen Aufwand bei ihrer Entwicklung. Außerdemist die dafür notwendige Definition von Transformationsregeln besonders schwie-rig, wenn ein Übersetzungssystem für ein Paar aus einer imperativen und einerdeklarativen Prozessmodellierungssprache entwickelt werden soll (Abschnitt 5.2.1).Das im aktuellen Abschnitt vorgestellte induktive Prinzip basiert auf Kombinatio-nen aus existierenden Spurgeneratoren und Process-Mining-Werkzeugen und istdadurch generisch. Somit bedeutet die Entwicklung eines funktionsfähiges Überset-zungssystem für ein konkretes Sprachpaar lediglich einen Konfigurationsaufwand.Dies setzt voraus, dass für das Sprachpaar Spurgeneratoren und Process-Mining-Werkzeuge zur Verfügung stehen. Ein wesentlicher Nachteil des induktiven Cha-rakters dieses Prinzips ist, dass die Korrektheit der Übersetzung nicht garantiertwerden kann. Allerdings ist eine drastische Reduktion der Fehlerwahrscheinlich-keit möglich, indem eine geeignete Konfigurationen der Spuranzahl und -längegewählt und eventuelle Rauschfilter verwendeter Process-Mining-Werkzeuge de-aktiviert werden. Dies zeigt sich auch bei der späteren beispielhaften Evaluationdieses Prinzips (Abschnitt 8.4.3).
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Abbildung 6.1: NL4DP: Generierung natürlichsprachlicher Prozessbeschreibungen fürmulti-perspektivische, deklarative Prozessmodelle
Nachfolgend (Abschnitt 6.1) werden existierende Ansätze für die Generie-rung natürlichsprachlicher Texte für Prozessmodelle analysiert. Anschließend (Ab-schnitt 6.2) wird ein Verfahren zur Generierung natürlichsprachlicher Texte fürmulti-perspektivische deklarative Prozessmodelle beschrieben. Dieses ist einer-seits der dritte Kernbeitrag dieser Arbeit (Abbildung 6.1) und wird andererseits zugroßen Teilen in Form eines exemplarischen Durchstichs untersucht. Dies ist damitbegründet, dass die Generierung natürlichsprachlicher Texte aus zahlreichen Ein-zelproblemen besteht, für die vielfältige Lösungsstrategien und Konzepte existieren.Fokus der vorliegenden Arbeit ist die Untersuchung der spezifischen Probleme ei-nes solchen Systems für multi-perspektivische, deklarative Prozessmodelle sowieein möglicher Vorschlag für dessen Konzeption.
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6.1 verwandte arbeiten
Nachfolgend werden existierende Ansätze zur Generierung natürlichsprachlicherBeschreibungen für imperative Prozessmodelle diskutiert und hinsichtlich ihrer An-wendbarkeit auf deklarative Prozessmodelle untersucht. Für letztere existieren zumKeine vergleichbarenAnsätze fürdeklarativeProzessmodelle aktuellen Zeitpunkt keine vergleichbaren Techniken. Damit fehlt auch eine adäqua-te Vergleichsgrundlage für den später vorgestellten Ansatz zur Generierung natür-lichsprachlicher Beschreibungen für deklarative Prozessmodelle (Abschnitt 6.2).Eine wesentliche Erkenntnis der Analyse der Technik für imperative Prozess-modelle ist, dass sich ein mögliches Prinzip der Natural Language Generation fürdeklarative Modelle besonders durch die fehlende native Anordnung der Beschrei-Hauptproblem:Fehlende nativeAnordnung derModellelemente bungsgegenstände von ersterer unterscheidet. Ein weiterer zentraler Unterschiedist die Fokussierung imperativer Prozessmodelle auf die Beschreibung der Reihen-folge aller Prozessschritte. Deklarative Prozessmodelle spezifizieren diese Abfolgennur implizit; die zu beschreibenden Modellinhalte setzen sich aus einer ungeord-neten Menge von Regeln zusammen, die verschiedenste Typen von Abhängigkeitenzwischen Entitäten aller Prozessperspektiven beschreiben können. In Tabelle 6.1sind die zu bewältigenden Herausforderungen eines NLG-Systems für Prozessmo-delle aufgelistet. Darin ist auch ersichtlich, welche davon durch die beschriebenenverwandten Arbeiten bewältigt werden und ob die dafür entwickelten Konzeptein einem NLG-Ansatz für multi-perspektivische, deklarative Prozessmodelle direkt(), nach Anpassung (	) oder gar nicht wiederverwendet (×) werden können.Derzeit existieren für die Generierung natürlichsprachlicher Prozessbeschrei-bungen von Prozessmodellen lediglich zwei Ansätze [107, 118] für imperative Mo-delle, welche nachfolgend (Abschnitt 6.1.1 und Abschnitt 6.1.2) vorgestellt unduntersucht werden. Bei [107] handelt es sich um eine Technik zur Generierungnatürlichsprachlicher Texte aus gegebenen Prozessmodellen der BPMN-Notation.Das Ziel dieser Technik ist es, den Nutzerkreis für Prozessmodelle auf Domä-nenexperten zu erweitern, indem für ansonsten möglicherweise unverständlicheBPMN-Modelle natürlichsprachliche Beschreibungen erzeugt werden. Die Tech-nik wird in [108] erweitert und fokussiert sich dabei auf das Anwendungsgebiet derValidierung von Prozessmodellen. Der zweite nachfolgend vorgestellte Ansatz [118]transformiert ebenfalls BPMN-Modelle in natürlichsprachlichen Text, wobei die-ser sich an die Konventionen der Semantics of Business Vocabulary and BusinessRules (SBVR) der Object Management Group hält und dementsprechend Texte nurin eingeschränkt- natürlicher Sprache erzeugen kann.
Phase Herausforderung Konzepte verwandter Ansätze Übertragbarkeit
Dokumentplanung Extraktion der Linguistischen Informationen [107, 108, 118] Linearisierung des Modells [107, 108], ([118]) ×Textstrukturierung [107, 108] 	
Mikroplanung Lexikalisierung [107, 108, 118] 	Verfeinerung der Nachrichten [107, 108] ×Oberflächenrealisierung Generierung des Zieltexts [107, 108, 118] Flexibilität Unterschiedliche Charakteristika der Eingabemodelle [107, 108] ×
Tabelle 6.1: Herausforderungen bei der Generierung natürlichsprachlicher Texte aus Pro-zessmodellen [16, 107, 108]
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6.1.1 NLG für BPMN-Modelle
Die in [107] und [108] vorgestellte Technik basiert auf dem in Abschnitt 3.6.2beschriebenen allgemeinen Pipeline-Modell für NLG-Systeme. Es transformiertdemnach schrittweise ein gegebenes BPMN-Modell in natürlichsprachlichen Textin englischer Sprache. Leopold et al. beschreiben auf Basis vorangegangener Un-tersuchungen eine Grundmenge an Herausforderungen, welche bei der Konzeptioneines NLG-Systems für Prozessmodelle bewältigt werden müssen (Tabelle 6.1).Nachfolgend werden alle aufgelisteten Herausforderungen näher erläutert und eswird diskutiert, wie der NLG-Ansatz, welcher in Abbildung 6.2 skizziert ist, ihnenbegegnet.
6.1.1.1 DokumentplanungIn der Phase der Dokumentplanung ist eine der Teilaufgaben die Extraktion der inProzessmodellen bereits enthaltenen Linguistischen Informationen. Dies beinhaltet ExtraktionLinguistischerInformationenvor allem die Lokalisierung und Aufbereitung der Aktivitätsnamen des Prozessmo-dells. Beispielsweise muss ein Aktivitätsbezeichner „Antrag prüfen“ in das Verb„prüfen“ und das Nomen „Antrag“ zerlegt werden. Ohne diese Zerlegung könntenausschließlich Sätze wie „Der Nutzer muss die Aktivität Antrag prüfen zweimaldurchführen“ generiert werden. Mit dieser Zerlegung kann das Verb der Akti-vitätsbezeichnung als solches in beliebigen Sätzen verwendet werden, was dieErzeugung von Sätzen wie „Der Nutzer muss den Antrag zweimal prüfen“ ermög-licht. In [109] beschreiben Leopold et al. Möglichkeiten, diese Dekomposition derAktivitätsbezeichner durchzuführen, weisen aber gleichzeitig darauf hin, dass dieKürze dieser Beschriftungen durch die Mehrdeutigkeit vieler Wörter problematischist. Daher werden auf Basis der Analyse einer Menge an Prozessmodellen ausdem Industrieumfeld nach wiederkehrenden Mustern in der Benennung von Model-lelementen wie Aktivitäten und Entscheidungspunkte gesucht. Zusätzlich werdenTechnologien wie der Stanford POS Tagger [98] und WordNet [130] zur Erken-nung und Disambiguierung von Wortarten eingesetzt (Abbildung 6.2). Da sowohlimperative als auch deklarative Prozessmodelle Aktivitäten modellieren, lassensich dieselben Dekompositionstechniken, die für die Bezeichner von Aktivitätenimperativer Modelle verwendet werden, auch auf die Bezeichner von Aktivitätendeklarativer Prozessmodelle anwenden.Eine weitere Herausforderung der Dokumentplanung ist die Linearisierung desModells. Prozessmodelle beinhalten häufig nicht nur Sequenzen von Aktivitäten, Linearisierung desModellssondern auch Verzweigungen wie Nebenläufigkeit und Entscheidungspunkte. DieSätze natürlichsprachlicher Texte sind jedoch üblicherweise sequenziell angeord-net. Es ist folglich zu entscheiden, in welcher Reihenfolge die weiterführendenPfade einer Verzweigung des Prozessmodells im Text beschrieben werden. DieLinearisierung des BPMN-Eingabemodells erfolgt durch eine Transformation desModells in einen sogenannten Verfeinerten Prozessstrukturbaum (VPSB). Die-ser ist eine Hierarchie an Subgraphen des BPMN-Modells und basiert auf derBeobachtung, dass jeder Prozessgraph in eine Hierarchie logisch unabhängigerSubgraphen mit je einem Ein- und Ausgang zerlegt werden kann. Die Wurzel desBaumes ist das vollständige Prozessmodell. Jeder innere Knoten ist ein Subgraph
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Abbildung 6.2: Architektur des NLG-Systems für BPMN-Modelle (basierend auf: [107])
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6.1.1.2 MikroplanungIm Bereich der Mikroplanung identifizieren die Autoren zwei weitere Herausfor-derungen. Die Lexikalisierung ist eine der beiden Herausforderungen, da sie die LexikalisierungAbbildung von Konstrukten des Prozessmodells auf geeignete Wörter und Phrasenim Zieltext erfordert. Zusätzlich ist eine Integration der aus dem Modell extrahier-ten linguistischen Informationen – z.B. der Verbteil eines Aktivitätsnamens – inverständlicher Form notwendig. Der in Abbildung 6.2 dargestellte Ansatz transfor-miert dazu den annotierten Verfeinerten Prozessstrukturbaum in eine Liste vonZwischennachrichten. Letztere werden als DSyntR-Strukturen (Abschnitt 3.6.3)organisiert und entsprechen folglich Spezifikationen natürlichsprachlicher Sätze,welche als Baumstruktur repräsentiert wird. Für die möglichen Fragmenttypendes VPSB sind unterschiedliche DSyntR-Schablonen vordefiniert, welche mit denInhalten aus den Annotationen des VPSB befüllt werden. So können beispiels-weise das Verb eines Aktivitätsnamens als Hauptverb, die Rolle als Subjekt undein Datenobjekt als Objekt der DSyntR-Struktur eingesetzt werden. Die zu denLexemen der Nachrichtenstruktur gehörenden Grammeme werden auf Basis einesauf empirischer Grundlage entwickelten Regelsystems in die Struktur eingefügt.Die Einbettung dieser bereits extrahierten linguistischen Modellinformationen invorgefertigte DSyntR-Schablonen ist vom Modellierungsparadigma unabhängig.Folglich kann dieser Teil der Lexikalisierung für ein NLG-System für deklarativeProzessmodelle wiederverwendet werden. Die Prozessmodellelemente imperativerSprachen, die in natürlichsprachlichen Beschreibungen abgebildet werden müs-sen, unterscheiden sich stark von denen deklarativer Prozessmodelle. Folglich sindauch ein anderer Wortschatz sowie andere Regeln zur Wortwahl notwendig, umeinen verständlichen, natürlichsprachlichen Text zu produzieren. Demnach könnenTechniken für die Lexikalisierung nur zum Teil auf NLG-Systeme für deklarativeProzessmodelle übertragen werden.Die zweite Herausforderung im Bereich der Mikroplanung ist die Verfeinerungder Nachrichten. Dabei handelt es sich einerseits um die Aggregation von Sät- Verfeinerung derNachrichtenzen, also die Verknüpfung oder Schachtelung von Sätzen zu einem komplexerenSatz. Andererseits beinhaltet es auch die Einführung referenzierender Ausdrücke,wie beispielsweise Pronomen und der gezielte Einsatz von Diskursmarkierungenwie „danach“ oder „zuletzt“. Für die Aggregation muss zunächst das Potentialder Zusammenführung erkannt werden. Die Zusammenführung selbst stellt eineeigene Herausforderung dar. Um referenzierende Ausdrücke verwenden zu können,müssen die unterschiedlichen Entitätstypen ermittelt werden. Das ist notwendig,damit beispielsweise der Antrag respektive das Sekretariat korrekt mit er re-spektive es referenziert werden. Diskursmarkierungen sind Orientierungspunkte innatürlichsprachlichen Texten, welche ihre Lesbarkeit verbessern. In [107] werdenSequenzen von Aktivitäten, welche von der gleichen Rolle bearbeitet werden, diegleichen Geschäftsobjekte verwenden oder gleiche Tätigkeiten beschreiben, aggre-giert. Existieren nach dieser Aggregation dennoch aufeinanderfolgende Nachrich-ten für Aktivitäten, die von der gleichen Rolle bearbeitet werden, dann wird abder zweiten Nachricht der Rollenname jeweils durch ein Personalpronomen ersetzt.An dieser Stelle wird erneut WordNet eingesetzt, um das korrekte Pronomen zuermitteln. Diskursmarkierungen werden zufällig aus einer vorkonfigurierten Menge
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ausgewählt und gezielt in direkt aufeinanderfolgende Nachrichten eingefügt. DieAufgabe der Verfeinerung der Nachrichten ist von der jeweiligen Domäne undsomit auch vom verwendeten Paradigma der Prozessmodellierung weitestgehendunabhängig. Das Erkennen des Potentials einer Aggregation und ihre Umsetzungberuhen auf rein linguistischen Konzepten, sodass auf Textebene operierende Tech-niken unmittelbar wiederverwendet werden können. Gleiches gilt für die Einfüh-rung referenzierender Ausdrücke und Diskursmarkierungen. Leopold et al. nutzenjedoch strukturelle und inhaltliche Informationen des Prozessmodells, um ein Ag-gregationspotential zu erkennen. Deklarative Prozessmodelle verfügen nicht überdie gleichen Strukturinformationen wie ein imperatives, sodass beispielsweise ei-ne Sequenz von Aktivitäten, die von der gleichen Rolle ausgeführt werden sollen,ad hoc nicht erkennbar ist. Damit ist eine Übertragung dieser Techniken auf denin Abschnitt 6.2 vorgestellten Ansatz nicht möglich. Die Grundidee, sich über-schneidende Strukturen des Modells als Indikator für ein Aggregationspotentialzu verwenden, wird jedoch später wieder aufgegriffen.
6.1.1.3 Realisierung und unterschiedliche Charakteristika der EingabemodelleNach Bewältigung der bisher diskutierten Herausforderungen liegt als Eingabefür die Oberflächenrealisierung eine Textspezifikation vor. Damit ist eine der ver-bleibenden Herausforderungen die Generierung des Zieltexts auf Basis dieserGenerierung desZieltexts Spezifikation. Die Autoren argumentieren hier, dass die verfügbaren Ansätze zurOberflächenrealisierung sich zwar hinsichtlich der zugrundeliegenden Theorie undbenötigter Eingaben unterscheiden, jedoch alle domänenunabhängig sind. Daherist es nicht verwunderlich, dass es sich hierbei um das am besten erforschteTeilgebiet der Natural Language Generation handelt. Die generelle Domänenun-abhängigkeit der Techniken zur Oberflächenrealisierung ermöglicht folglich aucheine Wiederverwendung derselben für die Entwicklung eines NLG-Systems fürdeklarative Prozessmodelle.Eine letzte Herausforderung liegt in den Unterschiedlichen Charakteristika derEingabemodelle, welche von einem NLG-System ein gewisses Maß an FlexibilitätUnterschiedlicheCharakteristika derEingabemodelle fordern. Ein BPMN-Modell kann beispielsweise Informationen über die ausfüh-rende Rolle einer Aktivität in Form von Swimlanes beinhalten. In diesem Fallkönnen die Beschreibungen der einzelnen Aktivitäten in Aktiv-Form und mit derentsprechenden Rolle als Subjekt formuliert werden. Sind diese Informationen nichtvorhanden, dann sollte eine Passivkonstruktion gewählt werden. Die Autoren desim aktuellen Abschnitt beschriebenen Ansatzes beschreiben keine konkrete Be-wältigungsstrategie für die Steigerung der Flexibilität des Ansatzes. Allerdings istdiese Problematik auch für deklarative Prozessmodelle relevant. Selbige könnenbeispielsweise ebenfalls organisatorische Informationen enthalten – was jedochnicht obligatorisch ist. Folglich muss auch ein NLG-System für deklarative Pro-zessmodelle diese Form der Flexibilität gestatten. Die Idee aus [107], zwischenAktiv- und Passivformulierung bei Prä- respektive Absenz von organisatorischenInformationen zu variieren, kann für ein solches System wiederverwendet werden.
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6.1.2 SBVR-konforme NLG für BPMN-Modelle
Die in [118] vorgestellte Technik transformiert BPMN-Modelle in SBVR-konfor-me natürlichsprachliche Prozessbeschreibungen. Zwar wird eine Umsetzung desallgemeinen NLG-Pipeline-Prinzips nicht explizit beschrieben, jedoch lassen sichdie einzelnen Arbeitsschritte ohne weiteres in selbiges einordnen. Das Grundprin-zip der Extraktion der Informationen aus dem BPMN-Modell beruht auf einerdirekten Abbildung von BPMN- auf SBVR-Elemente. Beispielsweise wird ein Direkte Assoziationvon BPMN- undSBVR-ElementenXOR-Gateway mit zwei Ausgängen auf das SBVR-Element Exclusive Disjuncti-on abgebildet, welches in kontrolliert-natürlichsprachlicher Form als If-then-else-Konstruktion dargestellt wird. Ein denkbares Beispiel für das Resultat ist: „If Ap-plication approved then Book accomodation else Archive Rejection.“ Diese SBVR-Konstruktionen dienen als Nachrichten der NLG-Pipeline. Nach Transformationder einzelnen BPMN-Elemente erfolgt die Textstrukturierung, welche auf einerAnalyse der Entscheidungsmöglichkeiten des Prozessmodells basiert. Ein Gatewaymit einer Ja-Nein-Entscheidung wird beispielsweise so umgesetzt, dass zunächstder Positiv-Pfad und danach der Negativ-Pfad im Zieltext erscheint. Für nicht-binäre Entscheidungen werden die Beschreibungen aller Entscheidungsmöglich-keiten nacheinander angeordnet und dem Gateway-Text werden die Beschriftungender einzelnen Entscheidungskanten angefügt. Für die Oberflächenrealisierung wirddie im Standard enthaltene Notation SBVR Structured English angewendet. DasErgebnis des oben genannten Beispiels wären folgende Sätze:
• „If Application is approved, it is necessary that an Accomodation is booked.“
• „If Application is not approved, it is necessary that the Rejection is archived.“
Diese Technik zur Generierung natürlichsprachlicher Texte ist ausschließlichfür BPMN-Modelle geeignet und schränkt die Zielsprache auf SBVR-konformes Nur kontrolliertenatürliche SpracheEnglisch ein. Weiterhin ist die Abbildung der BPMN-Modellelemente auf SBVR-Elemente nur unvollständig beschrieben und es wird keine Aussage darüber ge-troffen, wie eine generelle Struktur des Zieldokuments erreicht wird. Enthält einProzessmodell mehrere AND-Gateways, dann ist unklar, in welcher Reihenfolgedie Beschreibungen der einzelnen ausgehende Pfade im Zieltext zu materialisierensind. Durch die Einschränkung auf SBVR-konformes Englisch kann die Verständ-lichkeit der generierten Texte nur beschränkt verbessert werden. Der Ansatz enthältkeine auf deklarative Prozessmodelle übertragbaren Komponenten.Eine wesentliche Erkenntnis des aktuellen Abschnitts ist, dass die größten Her-ausforderungen für die Generierung natürlichsprachlicher Prozessbeschreibungenaus deklarativen Prozessmodellen in der ersten Phase der NLG-Pipeline, derDokumentplanungsphase, liegen. Der Grund dafür ist, dass die Abhängigkeit vonNLG-Techniken von der jeweiligen Domäne in der ersten Phase der NLG-Pipelineam größten und in der letzten am geringsten ist (Abschnitt 3.6). Folglich könnenTechniken, welche in den späteren Phasen der Pipeline eingesetzt werden, tenden-ziell wiederverwendet werden. Techniken für frühere Phasen müssen dagegen alsSpeziallösung der jeweiligen Domäne entwickelt werden. Aus diesem Grund kon-zentriert sich das Konzept zur Generierung natürlichsprachlicher Beschreibungenfür deklarative Prozessmodelle besonders auf die Phase der Dokumentplanung.
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6.2 generierung natürlichsprachlicher beschreibungen für multi-perspektivische, deklarative prozessmodelle auf basis des be-deutung-text-modells und rhetorischer relationen




























Abbildung 6.3: Architektur des NLG-Systems für DPIL-Modelle
Im ersten Schritt werden, wie auch in [107], die bereits im Prozessmodell vor-Allgemeines Vorgehen handenen linguistischen Informationen extrahiert und aufbereitet. Danach werdenrhetorische Relationen (Abschnitt 3.6.3) eingesetzt, um den Zieltext zu strukturie-ren. Als letzte Maßnahme der Dokumentplanung werden Modellinhalte sowie daskommunikative Ziel und das Nutzermodell verwendet, um Nachrichten in Formvon DSyntR-Strukturen zu erzeugen (Abschnitt 3.6.4). In der Mikroplanungsphasewird die Lesbarkeit des Zieltextes durch Verschmelzung von Nachrichten sowie dieErzeugung referenzierender Ausdrücke und Diskursmarkierungen verbessert. Ab-schließend wird die so erzeugte Textspezifikation mittels Oberflächenrealisierungin eine natürlichsprachliche Prozessbeschreibung umgewandelt.
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use identity SJ
use group professor // P
process BusinessTrip {5
task Request permission // A
task Approve application // B
task Book flight // C
task Book accommodation // D10 task Book transfer // E
document Application // X
ensure produces(Request permission,Application)15 advise sequence(Approve application,Book flight)
ensure binding(Book accommodation,Book transfer)
ensure role(Approve application,Professor)
ensure consumes(Approve application,Application)
ensure sequence(Book accommodation,Book transfer)20 ensure binding(Request permission,Book flight)
advise sequence(Approve application,Book accommodation)
advise direct(Approve application,SJ)Codeausschnitt 6.1: DPIL-Modell eines vereinfachten Dienstreiseprozesses
Um die einzelnen Generierungsschritte zu illustrieren wird das in Codeaus-schnitt 6.1 dargestellte DPIL-Modell verwendet. Selbiges ist an den in Ab- Beispielmodellschnitt 3.1.5 bereits erläuterten Dienstreiseprozess angelehnt, wird aber zugunstender Übersichtlichkeit der nachfolgenden Erläuterungen stark vereinfacht. Zudemwird eine englische Übersetzung verwendet, da die eben erwähnte Technologiezur Oberflächenrealisierung auf die englische Sprache beschränkt ist. Das Modellbeschreibt Zusammenhänge zwischen insgesamt fünf Aktivitäten, einem Datenob-jekt sowie einer organisatorischen Ressource, welche zusammen die Entitäten desProzesses darstellen. Alle enthaltenen Regeln sind mittels der in Abschnitt 3.1.5formulierten Regelschablonen definiert. Somit ergibt sich die Semantik der einzel-nen Regeln wie folgt (Nummerierung entspricht den Zeilennummern 14 - 22):
Z14: Im Rahmen der Bearbeitung der Aufgabe Request permission ist das An-tragsdokument zu erzeugen.
Z15: Ein Flug sollte erst nach Genehmigung des Antrags gebucht werden.
Z16: Unterkunft und Transfer müssen von derselben Person gebucht werden.
Z17: Ein Antrag kann nur von einem Professor genehmigt werden.
Z18: Ein Antrag kann erst genehmigt werden, wenn das zugehörige Antragsdo-kument erzeugt wurde.
Z19: Die Unterkunft muss vor dem Transfer gebucht werden.
Z20: Der Flug ist vom Antragsteller zu buchen.
Z21: Die Unterkunft sollte erst nach Genehmigung des Antrags gebucht werden.
Z22: Der Antrag sollte von der Ressource SJ genehmigt werden.
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Overview
Five activities have to be performed where one concrete actor and one role
are involved. The actor is SJ and the role is Professor. There are six
mandatory rules that restrict the process and three recommendations for
further execution support.
The activities to execute are:
Furthermore, the following data objects are involved in the process:
• Application
Rules
The application must be created while requesting a permission because it
must be available to approve the application. The application must be
approved by a Professor, preferably by SJ. Before a flight is booked and an
accommodation is booked the application should be approved.
Furthermore, before a transfer can be booked an accommodation has to be
booked. A transfer must be booked by the same actor that booked an
accommodation. Additionally, a flight must be booked by the same actor
that applied for a trip.
• Request permission
• Approve application 
• Book flight
• Book accommodation 
• Book transfer
Abbildung 6.4: Beispiel für die natürlichsprachliche Beschreibung eines DPIL-Modells
Der Prozess ist in vielerlei Hinsicht vereinfacht. Allerdings kann das Prozessmo-dell als Zwischenstand einer Modellierungsaufgabe betrachtet werden, für den dienachfolgend erläuterte Technik zur Generierung natürlichsprachlicher Prozessbe-schreibungen als Hilfsmittel dienen soll. Ein möglicher Zieltext dieser Generierungist in Abbildung 6.4 dargestellt.Unmittelbar nachfolgend werden die unterschiedlichen Eingabeparameter derallgemeinen NLG-Pipeline mit den Verfügbaren Informationen im Prozessmanage-mentkontext verknüpft. Anschließend werden die einzelnen in Abbildung 6.3 dar-gestellten Generierungsschritte betrachtet, welche schließlich vom Eingabemodellin Codeausschnitt 6.1 zum in Abbildung 6.4 illustrierten Beispiel-Zieltext führt.
6.2.1 Eingabeparametrierung
Im aktuellen Abschnitt werden die allgemeinen Eingabeparameterkonzepte derNLG-Pipeline (Abschnitt 3.6.2) für die Erzeugung natürlichsprachlicher Beschrei-bungen deklarativer Prozessmodelle konkretisiert. Wie bereits eingangs erwähnt,wird dabei von der ausdrucksstarken, multi-perspektivischen, deklarativen Prozess-modellierungssprache DPIL ausgegangen.Die Wissensbasis setzt sich aus dem gegebenen DPIL-Modell sowie einemWissensbasis Modell zur Beschreibung der Organisationsstruktur zusammen. Von selbigem wirdangenommen, dass es dem in [38] vorgeschlagenen organisatorischen Metamodellfolgt, welches in DPIL jedoch ohnehin zur Beschreibung von Beziehungen zwischenorganisatorischen Einheiten und anderen Entitäten des Prozesses benötigt wird.
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Weiterhin wird angenommen, dass die in diesem Nutzermodell enthaltenen Relati-onstypen zwischen organisatorischen Einheiten immer der Form HilfsverbNomen1folgt. Beispiele dieser Relationstypen sind „hatRolle“, istVorgesetzter oder auchistMitglied. Eine weitere Einschränkung ist, dass die Regeln des DPIL-Modellsmittels eines festen Satzes an Regelschablonen formuliert sind, welche im nach-folgenden Abschnitt aufgelistet werden. Grund für diese Einschränkung ist, dassDPIL Boolesche Operatoren unterstützt, die eine beliebige Schachtelung logischerAusdrücke zulässt. Folglich existieren theoretisch unendlich viele Regeltypen. Dasich der hier diskutierte Ansatz, wie auch jener in [107], auf eine statische Ab-bildung zwischen Konstrukten der Prozessmodellierungssprache auf linguistischeSchablonen beschränkt, wäre diese Abbildung ohne die genannte Einschränkungzwangsläufig unvollständig.Der zweite Eingabeparameter ist das kommunikative Ziel. Im Rahmen des Pro- Kommunikatives Zielzessmanagementlebenszyklus werden zwei wesentliche Einsatzszenarien für diehier beschriebene NLG-Technik identifiziert. Diese sind (i) die Beschreibung derModellinhalte zum Modellierungs- respektive Überarbeitungszeitpunkt und (ii) dieErläuterung von Prozessregeln zum Ausführungszeitpunkt. Im ersten Fall dient dieGenerierung des natürlichsprachlichen Texts beispielsweise der Unterstützung desValidierungsprozesses und der Prozessdokumentation. Der zu generierende Textumfasst hierbei in der Regel das vollständige DPIL-Eingabemodell. Der zweiteEinsatzzweck ist die Befähigung des Prozessausführungssystems, mittels natürlich-sprachlicher Formulierungen die Regeln zu erklären, welche zum jeweilig aktuellenZeitpunkt die Ausführung der nächsten Prozessschritte beeinflussen. In diesem Fallumfasst der Zieltext meist nur einen Teil des Prozessmodells.Ein Nutzermodell ist im Kontext von DPIL in Form des bereits erwähnten Orga- Nutzermodellnisationsmodells gegeben. Die Festlegung der Struktur dieses Modells durch dasallgemeine organisatorische Metamodell aus [38] ermöglicht es, ein generischesKonzept für den Zugriff auf die Informationen des Modells zu entwickeln. ZumAusführungszeitpunkt können so Informationen über Position und Beziehungendes aktiven Nutzers des Systems, für den der Text erzeugt werden soll, ermitteltwerden. Für die Nutzung der NLG-Technik zum Modellierungszeitpunkt stehendiese Informationen nicht automatisch zur Verfügung. An dieser Stelle kann eineEntscheidung getroffen werden, ob der zu generierende Text personalisiert wer-den soll oder nicht. Im ersten Fall müsste so der entsprechende Nutzer aus demOrganisationsmodell ausgewählt werden.Im Standard-Pipeline-Modell eines NLG-Systems ist ein weiterer Parametervorgesehen – die Diskurshistorie. Bei mehrfachen Interaktionen mit dem NLG- DiskurshistorieSystem dient dieser Parameter als Informationsgrundlage für bereits kommuni-zierte Informationen, sodass der Zieltext in dieser Hinsicht frei von Redundanzengehalten werden kann. Diese Problematik manifestiert sich jedoch primär bei derErläuterung von DPIL-Regeln zum Ausführungszeitpunkt, da bei der Textgenerie-rung zum Modellierungszeitpunkt in der Regel das vollständige Modell beschrie-ben werden soll. Zum Ausführungszeitpunkt kann über die Prozesslaufzeit hinwegmehrfach der Wunsch nach natürlichsprachlichen Erläuterungen von Prozessregelnauftreten. Da dies jedoch auch in zeitlich großen Abständen erfolgen kann, darf
1 Die Trennung zwischen Hilfsverb und Nomen erfolgt am jeweiligen Binnenmajuskel.
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nicht pauschal entschieden werden, welche Informationen dem Nutzer noch be-kannt sind. Aus den genannten Gründen werden Optimierungsmöglichkeiten aufBasis der Diskurshistorie für den vorliegenden Ansatz explizit ausgeblendet unddamit für spätere Weiterentwicklungen offengelassen.Die in diesem Abschnitt beschriebenen Eingabeparameter umfasst somit das zubeschreibende DPIL-Modell oder Teile desselben, das kommunikative Ziel, ob dieGenerierung zum Modellierungs- oder Ausführungszeitpunkt erfolgt sowie Nutze-rinformationen welche als Organisationsmodell vorliegen.
6.2.2 Dokumentplanung
Die Phase der Dokumentplanung besteht aus den Schritten der Extraktion lin-guistischer Informationen, der Generierung von Nachrichten als DSyntR-Baum-strukturen sowie die Erzeugung einer hierarchischen Strukturbeschreibung desZieltextes auf Basis rhetorischer Relationen Abbildung 6.3. Die Eingabe für dasDokumentplanungsmodul sind die im vorherigen Abschnitt diskutierten Parameter.Das Resultat dieses Moduls ist ein Dokumentplan in Form eines rhetorischenStrukturbaums, dessen Blattknoten DSyntR-Nachrichten sind. Nachfolgend wirderläutert, wie die Eingaben in diese Ausgabe transformiert werden.Die Extraktion linguistischer Informationen kann von dem in [107] beschriebe-ExtraktionlinguistischerInformationen nen Ansatz übernommen werden. Folglich wird die Bezeichnung jeder einzelnenAktivität des Modells in einzelne Wörter zerlegt, für welche jeweils die Wortartbestimmt wird. Der alleinige Einsatz des Stanford Taggers reicht in vielen Fällennicht aus, weil dieser und vergleichbare Technologien bei kurzen Textabschnittenfehleranfälliger sind als bei längeren. Aus diesem Grund wird mit WordNet, wel-ches eine erweiterte Form eines Thesaurus darstellt, eine zusätzliche Überprüfungdurchgeführt. Weiterhin werden die verwendeten Relationstypen organisatorischerBeziehungen zerlegt. Da für diese eine Kombination aus Hilfsverb und Substantivvorausgesetzt wird, kann die Trennung am enthaltenen Binnenmajuskel vorgenom-men werden. Die Wortarten müssen demnach nicht nachträglich bestimmt werden.Falls das kommunikative Ziel die Erklärung einer oder mehrerer Regeln zur Aus-führungszeit ist, werden in diesem Schritt nur die Aktivitätsbezeichnungen undRelationstypen verarbeitet, die von einer oder mehreren dieser Regeln referenziertwerden. Das Ergebnis dieses Schrittes sind die einzelnen Teilwörter der relevan-ten Aktivitätsbezeichnungen und Relationstypen inklusiver der jeweiligen Wortart.Für die beispielhafte Aktivität „Flug buchen“ und den exemplarischen Relationstyp„istVorgesetzter“ ist das Ergebnis „Flug/COMMON_NOUN“ und „buchen/VERB“respektive „ist/AV“ und „Vorgesetzter/COMMON_NOUN“.Im zweiten Schritt erfolgt die Ermittlung der Struktur des Zieltextes, die inForm eines RST-Baums (Abschnitt 3.6.4) angegeben wird. Ist das kommunikativeErzeugung einesRST-Baums zurTextstrukturierung Ziel die Beschreibung der Wirkungsweise einer oder mehrerer Regeln währendder Prozessausführung, wird dieser Schritt übersprungen.Die Blattknoten eines RST-Baums beinhaltet die einzelnen Bestandteile desTextes, während die inneren Knoten deren Anordnung bestimmen. Um inhaltlichzusammenhängende DPIL-Regeln in einer solchen Struktur gruppieren zu können,müssen sie zunächst sortiert werden. Dafür wird, angelehnt an [107], ein regelba-

































Abbildung 6.5: Anwendung der Sortierregeln auf das DPIL-Modell aus Codeausschnitt 6.1
siertes Sortierungsprinzip entwickelt. Es umfasst lediglich zwei Regeln, welche inder hier angegebenen Reihenfolge angewendet werden:R1: Gleiche Regelschablone: Diese Regel betrifft Prozessregeln, welche die-selbe Regelschablone verwenden, aber unterschiedliche Aktualparameteraufweisen.
R2: Gemeinsame Aktualparameter: Die zweite Gruppierung betrachtet nur dieArgumente der Regeln. Auch in diesem Fall entscheidet die Anzahl gemein-samer Argumente über die Reihenfolge der Regeln innerhalb der Gruppe.Wie beispielsweise das Regelpaar in den Zeilen 11 und 16 von Codeausschnitt 6.1zeigt, können sich die beiden Sortierregeln überschneiden. Die Reihenfolge derAnwendung der Regeln ist zudem entscheidend für die resultierende Sortierung.Folglich ist eine Priorisierung der beiden Regeln notwendig. Eine Möglichkeitist die Festlegung, dass die Sortierregel R1 eine höhere Priorität als R2 zu-kommt. Folglich darf nach Anwendung der Regel R1 die Anwendung von R2 dieSortierung nur in der Art verändern, dass R1 noch immer Gültigkeit hat. DieseEigenschaft eines Sortierverfahrens wird als Stabilität bezeichnet. Das Sortierver- StabilesSortierverfahrenfahren Bucketsort [45] ist ein Vertreter dieser Klasse. Hierbei werden die Elementezunächst partitioniert. In einem zweiten Schritt werden die Elemente jeder Partiti-on nach einem beliebigen Sortierverfahren geordnet. Im letzten Schritt werden dieeinzelnen Gruppen wieder aufgelöst. Im aktuellen Kontext wird die SortierregelR1 zu Erzeugung der Partitionen verwendet, während R2 zur Sortierung innerhalbderselben eingesetzt wird.Zur Demonstration der Wirkungsweise dieses Verfahrens wird das Prozessmo-dell aus Codeausschnitt 6.1 verwendet. Die Sortierung gemäß der angegebenenPriorisierung ist in Abbildung 6.5 dargestellt. Zur kompakteren Darstellung sinddie Entitäten des Prozessmodells mit den in Codeausschnitt 6.1 zugeordnetenBuchstaben abgekürzt.Im ersten Schritt werden die Regeln des DPIL-Modells partitioniert. Dabeientstehen die zwei farblich hervorgehobenen Partitionen für die sequence- und
binding-Regeln sowie eine weitere für alle Regeln, deren Regelschablone le-diglich einmal im Modell verwendet wird. Im zweiten Schritt werden die Regelninnerhalb jeder Partition nach absteigender Anzahl gemeinsamer Aktualparametersortiert. In vielen Fällen – und so auch im konkreten Beispiel – ist die Anzahl
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Abbildung 6.6: Rhetorischer Strukturbaum des Zieltextes in Abbildung 6.4
Die Blattknoten des Strukturbaumes entsprechen den sortierten Regeln desDPIL-Modells. Die in hellgrau gehaltenen Regeln stellen dabei die enthaltenenEmpfehlungen dar. Für benachbarte Regeln derselben Partition kann im Vorausfestgelegt werden, wie ihr Zusammenhang sich im Text widerspiegeln soll. Weiterim Sinne einer exemplarischen Betrachtung werden somit folgende rhetorischeVerwendeterhetorische Relationen Relationen verwendet:
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• Volational Cause: Existiert eine produces- und eine consumes-Regel fürdasselbe Datenobjekt, dann kann diese über ein Ursache-Wirkung-Verhält-nis beschrieben werden. Ein Dokument wird erzeugt, weil es im späterenVerlauf des Prozesses benötigt wird.
• Elaboration: Existieren für dieselbe Aktivität sowohl eine role- als auch ei-ne direct-Regel, dann wird mittels ersterem eine Menge von Akteuren undmit letzterem ein Element derselben beschrieben. Dieses Menge-Mitglied-Verhältnis kann mittels einer Elaboration-Relation abgebildet werden.
• Merge: Zwei sequence-Regeln, deren erster Aktualparameter identisch ist,beschreiben die Abhängigkeit zweier unterschiedlicher Aktivitäten von einerbestimmten anderen Aktivität. Diese Relation signalisiert den Wunsch einerVerschmelzung der beiden Regeln im Zieltext.
• Enumeration: Wird eine Situation in mehreren Teilen beschrieben, dannwerden diese Teile unter einem Knoten vom Typ Enumeration vereint.
• Sequence: Im Unterschied zur Enumeration-Beziehung besteht in der Se-quence-Beziehung kein besonders hervorzuhebender inhaltlicher Zusam-menhang zwischen den einzelnen Argumenten. Sie ist zudem die einzigeRelation mit mehreren Nuklei. Im konkreten Beispiel bildet diese Bezie-hung die Wurzel des Strukturbaums und beschreibt die Anordnung dereinzelnen Regelpartitionen.
Die oben aufgeführte Menge an rhetorischen Relationstypen ist nicht vollständig.Vielmehr soll sie auf exemplarischem Weg verdeutlichen, in welcher Form einerhetorische Strukturierung der Beschreibungen der Modellregeln vorgenommenwerden kann. Die Menge dieser Relationstypen ist unter anderem in [119] be-schrieben, kann aber nach Belieben erweitert werden. So gehören beispielsweiseMerge und Enumeration nicht zum ursprünglichen Satz der Relationstypen.Bis hierhin wird lediglich die Sortierung und rhetorische Verknüpfung der Mo-dellregeln betrachtet. Im Zieltext ist jedoch auch ein einleitender Abschnitt erkenn-bar, welcher einen Überblick über die Modellinhalte liefert. Dieser einleitende Ab-schnitt variiert weit schwächer als die Menge der im Modell enthaltenen Regeln.Der Grund dafür ist, dass die für den Überblick verwendeten Sätze von Anzahl undArt der im Modell enthaltenen Entitäten und Konstrukte unabhängig sind. Folglichkann dieser Teil als Textschablone mit Platzhaltern für die dynamischen Inhalte Einleitungstext:Schablone undPlatzhaltervorgefertigt werden. Ein kontextbezogenes Beispiel für eine solche Textschabloneist im oberen Teil von Abbildung 6.8 dargestellt. Alle farblich hervorgehobenenBestandteile der Schablone sind Platzhalter für dynamische Inhalte. So wird für
#ofActivities beispielsweise die Anzahl der im DPIL-Modell enthaltenen Akti-vitäten eingesetzt. Der Platzhalter actorsAndRoles wird dagegen durch eineAufzählung aller am Prozess beteiligten Akteure und Rollen ersetzt. Dagegen ist
actorsActors ein Vertreter einer anderen Art Platzhalter, bei der in Abhän-gigkeit der Anzahl der betroffenen Modellelemente entweder eine Singular- odereine Pluralform des Wortes eingesetzt wird. Bei einem einzelnen Akteur ist dasbeispielsweise „actor“ und andernfalls „actors“.
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Im dritten Schritt der Dokumentplanungsphase erfolgt die Generierung vonDSyntR-Nachrichten, deren Struktur im Rahmen des Bedeutung-Text-Modells be-schrieben ist (Abschnitt 3.6.3). Da hinsichtlich der zu beschreibenden DPIL-Regelnangenommen wird, dass diese mittels eines festgelegten Satzes an Regelschablo-nen definiert werden, kann für jede dieser DPIL-Schablonen jeweils eine DSyntR-Nachrichtenschablone angegeben werden. Diese sind in Tabelle 6.2 angegeben.Jeder der DPIL-Regeln, die in dem im vorherigen Schritt erzeugten RST-Baumenthalten ist, wird im aktuellen Schritt durch die zugehörige DSyntR-Nachrichtersetzt.Ersetzung der Regelndurch Nachrichten imStrukturbaum Die DSyntR-Nachrichtenschablonen beinhalten sowohl vorgegebene Textteileals auch Anfragen für Informationen aus den DPIL-Modellelementen. Diese An-fragen sind in einer Pseudocode-Notation angegeben und können mit Modell-Anfragesprachen wie beispielsweise OCL umgesetzt werden. Im Fall der direct-Regelschablone enthält die zugehörige DSyntR-Nachrichtenschablone beispiels-weise das Wort „by“ als Präposition sowie „class:verb, tense:pres, voice:pass“ alsstatische Grammeme des Hauptverbs. Die dynamischen Inhalte sind das Hauptverbselbst, das syntaktische Subjekt (I) sowie das syntaktische Objekt (II) des Satzes.In den Pseudocode-Angaben für dynamische Inhalte sind folgende OperatorenZugriffe aufModellinhalte und Markierungen enthalten:
• Mit @ wird ein Funktionsaufruf eingeleitet. Funktionsaufrufe können Argu-mente annehmen und geschachtelt werden.
• Mit : wird der Zugriff auf das zu beschreibende DPIL-Modellelement ein-geleitet. Ist das Modellelement eine Hierarchie von Modellelementen, dannkann auf die untergeordneten Modellelemente entweder durch direkte Na-vigation mit dem Punktoperator oder durch transitive Suche mit dem #-Operator zugegriffen werden.
• Der Operator & ermöglicht den Zugriff auf einen Aktualparameter über denNamen des entsprechenden Formalparameters.
In den DSyntR-Nachrichtenschablonen sind verschiedene Funktionen angege-ben, deren Eingaben, Semantik und Ausgaben in Tabelle 6.3 aufgeführt sind. Dieenthaltene Beschreibung ist bewusst informell gehalten, da beispielsweise für dieErmittlung von Wortarten zahlreiche verschiedenartige Ansätze existieren. DasNachschlagen in einem Wörterbuch, in einem Thesaurus oder vergleichbaren le-xikalischen Datenbanken und die Markierung mit Analysewerkzeugen wie Part-of-Speech-Taggern sind nur zwei Möglichkeiten. Einerseits sind die Herausforde-rungen der Entwicklung der in Tabelle 6.3 nicht für die Prozessdomäne spezifischund andererseits existieren bereits zahlreiche Lösungen, die auf Grundlage von[107] nachweislich wiederverwendet werden können. Folglich wird für den verblei-benden Teil dieses Kapitels davon ausgegangen, dass für jede der in Tabelle 6.3aufgeführten Funktionen eine Umsetzung vorhanden ist.Die oben angegebene Pseudocode-Sprache dient lediglich der kompakteren Be-schreibung und muss für andere DPIL-Regelschablonen möglicherweise erweitertwerden.































































































Tabelle 6.2: Abbildung von DPIL-Makros auf Schablonen für DSyntR-Nachrichten
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Eingabe Semantik Ausgabe
Art Substantiv
Ermittelt auf Basis der Art eines Substantivsden zugehörigen Artikeltyp. Ist es ein Eigenna-me, wird kein Artikel angegeben (no-art). Ist esein allgemeines Substantiv, dann wird ein be-stimmter Artikel vergeben, wenn das Substantivder Name einer organisatorischen Ressourceoder eines Datenobjekts des DPIL-Modells ist(def ). Andernfalls wird ein unbestimmter Artikelzurückgegeben (indef ).
Grammemwertfür Artikeltyp
Mod Regel Ermittelt auf Basis der Regelmodalität die lexi-kalische Entsprechung im Zielsatz. Für optiona-le Regeln wird „should“ und für verpflichtendeRegeln wird „must“ zurückgegeben. Modalverb
Noun Task oderRelationType
Erfragt das in einem Task oder in einem Re-lationType enthaltene Substantiv, welches imSchritt der Extraktion linguistischer Informatio-nen bestimmt wird. Substantiv
Org Identity oderGroup, Nut-zermodell
Ermittelt auf Basis der Identity oder Group auseiner DPIL-Regel sowie der Identity des Nut-zers aus dem Nutzermodell eine eventuelle Be-ziehung zwischen diesen. Wird kein Nutzermo-dell angegeben, ist das Ergebnis die Identityoder Group, die als Parameter angegeben wer-den. Weiterhin werden die zugehörigen Gram-meme, wie beispielsweise die Wortklasse undder Artikeltyp bestimmt.
Lexem + Gram-meme
POS Wort Ermittelt die Wortart des gegebenen Wortes(z.B. mit Stanford Tagger und WordNet). Wortart
Verb Task oderRelationType
Erfragt das in einem Task oder in einem Re-lationType enthaltene Verb, welches im Schrittder Extraktion linguistischer Informationen be-stimmt wird. Verb
Tabelle 6.3: Funktionen für dynamische Inhalte der DSyntR-Schablonen
In Abbildung 6.7 sind sowohl die DSyntR-Schablone für die in Codeaus-schnitt 6.1 angegebene optionale direct-Regel – mit der Semantik einer Empfeh-lung – als auch die vollständige DSyntR-Nachricht dargestellt. Das Ergebnis derin der Schablone angegebenen Modellelementanfrage „:rule#task“ für die DPIL-Regel direct(Approve application,SJ) ist der Name der einzigen Aktivitätder Regel – also „Approve application“. Der gesamte Aufruf für das Hauptverb desSatzes macht sich jedoch die im ersten Schritt der Dokumentplanung extrahiertenlinguistischen Informationen zunutze und selektiert das Verb im Namen der Akti-vität. Für die angegebene Beispiel-Regel ist „approve“ das Ergebnis. In gleicherForm wird für das syntaktische Objekt das Substantiv der Aktivitätsbezeichnungselektiert, welches im Beispiel das Wort „application“ ist. Das Nomen ist gleich-zeitig der Name eines im Modell auftretenden Datenobjekts, weswegen für dasObjekt der bestimmte Artikel ausgewählt wird. Folglich handelt es sich bei dem















































Abbildung 6.7: DSyntR-Nachrichtenschablone und -Nachricht für DPIL-Empfehlung
direct(Approve application,SJ)
Substantiv auch nicht um einen Eigennamen, sondern ein allgemeines Nomen. AlsObjekt des Satzes wird der Name der in die DPIL-Regelschablone eingesetztenorganisatorischen Ressource ermittelt, was im konkreten Beispiel „SJ“ sein kann.Ist das kommunikative Ziel die Beschreibung einer Regel zur Ausführungszeit undwird über die „Org“-Funktion ermittelt, dass die organisatorische Ressource ineiner Beziehung zum Nutzer steht, könnte auch eine Kombination aus Lexemen inden Baum eingefügt werden, welche z.B. die Phrase „ihr Vorgesetzter“ beschreibt.Schließlich entscheidet die Modalität der Regel über den letzten dynamischen In-halt – das Modalverb im rechten Teil des Baums. Da es sich im konkreten Beispielum eine optionale Regel, also eine Empfehlung handelt, ist das Ergebnis „should“.Übergibt man diese Nachricht direkt an den Oberflächenrealisierer, dann ist dasErgebnis der Generierung „The application should be approved by SJ.“ Falls daskommunikative Ziel die Erläuterung einer DPIL-Regel zum Ausführungszeitpunktist, könnte der Vorgang damit auch abgeschlossen sein. Das gilt aber nur dann,wenn die direct-Regel die einzige zu beschreibende Regel für den aktuellenProzesszustand und den aktuellen Nutzer darstellt.Somit liegen nun zwei voneinander unabhängige, strukturierte Teilbeschreibun-gen des Zieltexts vor: (i) Der Überblick über das Modell und (ii) die Beschreibung Zwei Teile: Überblickund Beschreibung derRegelnder DPIL-Regeln. McKeown beschreibt in [123] einen schemabasierten Ansatz,welcher feste Text-Rahmenstrukturen und rhetorische Relationen kombiniert. Eineinfaches Schema, welches Überschriften vordefiniert und die beiden genanntenTeilbeschreibungen an der korrekten Stelle einfügt, ist in Abbildung 6.8 skizziert.Bis hierhin wird skizziert, wie für ein gegebenes DPIL-Modell und verschie-dene Wertkonstellationen der übrigen Eingabeparameter DSyntR-Nachrichten er-zeugt werden können. Dabei werden im ersten Schritt bereits vorhandene natür-lichsprachliche Informationen analysiert und zur Anreicherung der Nachrichten
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Overview
#ofActivities activities have to be performed where #ofActors concrete actorActors and #ofRoles roleRoles are
involved. actorsAndRoles. There isAreRules #ofHardRules mandatory ruleRules that restrict the process and
#ofSoftRules recommendations for further execution support.
The activities to execute are:
activitiesAsList































Abbildung 6.8: Beispiel-Dokumentplan als erstes Bindeglied zwischen DPIL-Modell(Codeausschnitt 6.1) und Zieltext (Abbildung 6.4).
verwendet. Eine dieser Analysen ist beispielsweise die Zerlegung von Aktivitäts-bezeichnern in Substantive und Verben. Jede der DSyntR-Nachrichten repräsen-tiert die Spezifikation der natürlichsprachlichen Beschreibung einer DPIL-Regel.Letztere werden im zweiten Schritt der Dokumentplanung in einem RST-BaumTextstrukturierungmittels RST-Baum organisiert. Dieser wird wiederum in ein Textschema eingebettet, welches dieRahmenstruktur des resultierenden Dokuments festlegt. Der daraus resultierendeDokumentplan – angedeutet in Abbildung 6.8 – ist das Ergebnis der ersten Phaseder NLG-Pipeline und dient als Eingabe für die sich anschließende Phase derMikroplanung. Als Vereinfachung wird in der Darstellung des Dokumentplans dar-auf verzichtet, alle DPIL-Regeln durch die entsprechende Nachrichtenschablonezu ersetzen. Der tatsächliche Dokumentplan enthält an dieser Stelle jedoch einevollständige rhetorische Strukturierung der Nachrichten aller DPIL-Regeln.
6.2.3 Mikroplanung: Lexikalisierung durch Ersetzung abfragebasierter Platzhal-ter und Satzgestaltung durch partielle linguistische Schablonen
Die zu den einzelnen DPIL-Regeln gehörenden Nachrichten beschreiben individu-elle natürlichsprachliche Sätze aber keinen zusammenhängenden Text. Eine bloßeAneinanderreihung dieser Sätze hätte eher den Charakter einer Aufzählung undwürde keinen natürlich wirkenden Textfluss erzeugen. Enthält ein DPIL-Modell
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beispielsweise zahlreiche direct-Regeln, dann würden diese immer mit der inAbbildung 6.7 dargestellten linguistischen Schablone beschrieben werden. DasErgebnis wäre eine Form wie „The application should be approved by SJ. Thereply should be checked by XY. The bill should be payed by LA...“. Im aktuellenAbschnitt wird – erneut exemplarisch – beschrieben, wie der Textfluss automatisiertverbessert werden kann. Durch die mit der Verwendung von DSyntR-Nachrichtengewährleistete Abstraktion von der Domäne deklarativer Prozessmodelle ist esmöglich, existierende und allgemeinere Verfahren zur Verbesserung des Textflussesanzuwenden. Dies beinhaltet, wie in [154] im Allgemeinen und [107] im Speziellenvorgeschlagen wird, die Aggregation von Nachrichten sowie die Einführung von Aggregation,referenzierendeAusdrücke undDiskursmarkierungenreferenzierenden Ausdrücken und von Diskursmarkierungen. Da es sich hierbeium Probleme der Optimierung der Textlesbarkeit handelt, jedoch keine generelleVoraussetzung für die Verständlichkeit des Textes darstellt, sind die nachfolgendenErläuterungen, dem Rahmen der vorliegenden Arbeit entsprechend, knapp gehal-ten.Unter Aggregation ist im NLG-Kontext die Abbildung der Dokumentstruktur aus Aggregationdem Dokumentplan auf linguistische Strukturen und textuelle Elemente [154, S.56] zu verstehen. Beispielsweise beschreibt der Dokumentplan aus Abbildung 6.8eine Elaboration-Beziehung zwischen den Nachrichten für die Regeln role(B,P)und direct(B,SJ). Ohne eine Aggregation wären die folgenden zwei aufeinan-derfolgenden Sätze im resultierenden Text enthalten:
• „The application must be approved by a Professor.“
• „The application should be approved by SJ.“
Im exemplarischen Zieltext (Abbildung 6.4) ist jedoch folgende Form zu erken-nen: „The application must be approved by a Professor and preferably by SJ.“Nachfolgend wird ein einfaches Prinzip beschrieben, wie derartige Verschmelzun-gen natürlichsprachlicher Sätze mit inhaltlichen Überschneidungen automatisiertwerden können.Im Dokumentplan sind die Relationen zwischen einzelnen DSyntR-Nachrichtenklassifiziert. Die Semantik dieser Klassen ist in der Theorie rhetorischer Strukturenfestgelegt. Die oben genannte Beispiel-Relation Elaboration beschreibt demnacheine allgemeinere (Nukleus, hier: DSyntR-Nachricht für ensure role(B,P)) undeine spezifischere Regel (Satellit, hier: DSyntR-Nachricht für advise direct(
B,SJ)) Regel. Die Verschmelzung der beiden Regeln ist in Abbildung 6.9 darge-stellt.Die Aggregation erfolgt hier musterbasiert und in zwei Phasen: (i) Erken- Musterbasiert,zweiphasignung des Aggregationspotentials und (ii) deren Durchführung. Für die beidenBeispielregeln ist ein Aggregationspotential erkannt worden, da eine Elaborati-on-Relation zwischen ihnen besteht und sie die Aktivität B (Approve application)als gemeinsames Argument aufweisen. Für die Aggregationsdurchführung werdenvorab Fragmente in den DSyntR-Nachrichtenschablonen markiert, die für die je-weilige Regel-Konstellation geeignet sind. Diese sind in der Abbildung durcheinen Rahmen hervorgehoben. Im zweiten Schritt der Aggregationsdurchführungwird ein neuer Knoten erzeugt, welcher im aktuellen Beispiel als ATTR-Zweigan den Wurzelknoten der Nachrichtenschablone für die role-Regel angehängt










































[class: adverb, rheme:+, 
between:punct:comma]
II
Abbildung 6.9: Aggregationsbeispiel für die Regeln role und direct
wird. Das zugehörige DSyntR-Fragment der direct-Nachrichtenschablone wirddanach an diesen Knoten angefügt. Damit ist die Aggregation für das konkreteBeispiel abgeschlossen.Die übrigen Aggregationen erfolgen analog. Die beiden verpflichtenden Regeln
produces(A,X) und consumes(B,X) sind über eine Volitional-Cause-Relationverbunden. Das Aggregationspotential ist erneut durch ein gemeinsames Argu-ment, das Datenobjekt X (Application), gegeben. Diese Relation beschreibt eineUrsache-Wirkung-Beziehung. Das Datenobjekt muss produziert werden, weil esfür die Bewältigung von Aufgabe C (Book flight ) benötigt wird. Das Aggregations-ergebnis ist im ersten Satz der Regelbeschreibungen von Abbildung 6.4 dargestellt.Es suggeriert, dass in der Aggregationsdurchführung in diesem Fall die vollstän-digen DSyntR-Schablonen beider Nachrichten verknüpft werden. Dies wird hierüber die Einführung eines neuen Knotens mit der Bezeichnung because realisiert.Unter selbigem wird die Nachrichtenschablone der consumes-Regel eingehängt.In dieser wird abschließend der Knoten, welcher das Datenobjekt benennt, durchein Pronomen ersetzt. Dies erfolgt, ähnlich wie in der DSyntR-Schablone, für die
binding-Regel über das Hinzufügen eines Grammems zum Lexem. In diesem Fallist es das Grammem pro:pro, welches festlegt, dass der Knoten, der eigentlich einNomen beschreibt, als Pronomen realisiert werden soll. Diese sind sogenanntereferenzierende Ausdrücke, da sie eine Referenz auf ein anderes Wort im DiskursReferenzierendeAusdrücke darstellen. Ohne diesen referenzierenden Ausdruck würde durch die Mehrfachnen-nung des Datenobjekts eine Wortwiederholung entstehen.Die letzte Aggregation wird für die beiden Empfehlungsregeln sequence(B,C)und sequence(B,D) vorgenommen – auch hier wieder auf Basis gemeinsamer Ak-tualparameter. Die Nachrichtenschablonen sind hierbei identisch. Die vollständigeSchablone bildet dabei eines der Fragmente für die Aggregationsdurchführung.Das andere ist der Teilbaum derselben Schablone, welcher aus dem Wurzelkno-ten und dem durch die I-Kante verbundenen Nomen-Knoten besteht. Die Ver-schmelzung erfolgt durch die Einführung einer Konjunktion als COORD-Zweig amWurzelknoten des größeren Fragments.
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Generell gilt im Fall der Aggregation von zwei Nachrichten, dass das Resultat,dass das Resultat den Knoten ersetzt, welcher die rhetorische Beziehung zwischenden verschmolzenen Nachrichten beschreibt.Als letzter Schritt zur Verbesserung der Lesbarkeit des Zieltexts können Dis-kursmarkierungen eingeführt werden. Das aktuelle Konzept beinhaltet auch dafür Diskursmarkierungenein regelbasiertes Verfahren. Im Beispieltext (Abbildung 6.4) sind die Diskurs-markierungen „furthermore“ und „additionally“ verwendet worden. In dem in [107]beschriebenen NLG-Ansatz für imperative Prozessmodelle wird eine Liste mit ge-eigneten Markierungen vordefiniert und an geeigneter Stelle zufällig eingefügt.Dieses Prinzip wird für den aktuell beschriebenen Ansatz übernommen. Geeigne-te Stellen werden wiederum über die Art der Beziehungen zwischen Teilen derrhetorischen Struktur identifiziert. Im aktuellen Entwicklungsstand werden ledig-lich für Relationen des Typs Enumeration Diskursmarkierungen eingefügt. Diesewerden aus einer Menge von drei Markierungen, bestehend aus „furthermore“, „inaddition“ und „additionally“, vollkommen zufällig ausgewählt. Dieses Verfahren iststark vereinfacht und dient lediglich zur Bewertung der Realisierbarkeit derartigerTextmodifikationen.
6.2.4 Oberflächenrealisierung: Umsetzung syntaktischer Abhängigkeitsbäume innatürlichsprachlichen Text
Viele existierende Ansätze aus sehr unterschiedlichen Domänen zeigen, dass dieOberflächenrealisierung als weitestgehend domänenunabhängig betrachtet werdenkann [107, 154]. Ziel dieses letzten Schrittes der NLG-Pipeline ist es, die voll-ständig lexikalisierten und möglicherweise aggregierten DSyntR-Nachrichten inihre linguistische Oberflächenform zu überführen – in natürlichsprachliche Sätze.Die Transformation erfolgt über zwei Ebenen (Abschnitt 3.6.3). Die DSyntR-Nachrichten werden zunächst in ihre morphologische Repräsentation überführt. Schritt 1: Überführungin morphologischeRepräsentationDazu wird die Baumstruktur linearisiert. Die resultierende Reihenfolge der einzel-nen Knoten des DSyntR-Baums richtet sich einerseits nach den Kantenbeschriftun-gen und andererseits nach den Grammemen der einzelnen Lexeme. Beispielsweisebedeuten die beiden Beschriftungen I und II in der Regel eine Subjekt-Objekt-Form. Zusätzlich werden beispielsweise die Grammeme, welche den Typ des Arti-kels eines Nomens bestimmen, zur Materialisierung des korrekten Artikels verwen-det. Einzig die Grammeme, welche zur Bildung der Flexionsformen der einzelnenWörter benötigt werden, bleiben in dieser Struktur erhalten. Die morphologischeRepräsentation der in Abbildung 6.7 dargestellten direct-Regel ist beispielswei-se: The application should approve[pres,pass] by SJ. Im letzten Schritt werden Schritt 2: Bildung derFlexionsformendie noch verbliebenen Grammeme zur Bildung der Flexionsformen verwendet. DieGrammeme [pres,pass] führen dazu, dass aus approve die Oberflächenform beapproved wird.Die Reihenfolge, in der die so entstandenen morphologischen Repräsentationenin den Zieltext überführt werden, entspricht der Reihenfolge der Blattknoten desDokumentplans, beginnend mit dem äußerst linken Knoten. Die Typen der verblie-benen rhetorischen Relationen haben hier keine Relevanz mehr, bieten aber für
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zukünftige Weiterentwicklungen das Potential für eine semantische Bestimmungder Reihenfolge der resultierenden natürlichsprachlichen Sätze.Mit diesem letzten Schritt ist die Transformation des DPIL-Modells in einennatürlichsprachlichen Zieltext abgeschlossen.
6.2.5 Ansatzspezifische Annahmen und Erweiterungsmöglichkeiten
Die Untersuchungen des vorab beschriebenen Ansatzes zur Generierung natürlich-sprachlicher Beschreibungen multi-perspektivischer, deklarativer Prozessmodelle(Abschnitt 6.2) haben den Charakter eines exemplarischen Durchstichs. EinigeHerausforderungen wurden daher vereinfacht dargestellt oder ausgeblendet. Diedafür notwendigen, stützenden Annahmen werden im aktuellen Abschnitt festgelegt,lassen sich aber in einigen Fällen durch weiterführende Untersuchungen eliminie-ren. Zudem werden auch zwei Bedingungen für die Sinnhaftigkeit des Einsatzesder NLG-Technik beschrieben.Im aktuellen Stadium der Analyse des beschriebenen NLG-Ansatzes müssenfolgende Annahmen gelten, damit selbiger prinzipiell anzuwenden ist:
• Das mittels natürlicher Sprache zu beschreibende DPIL-Modell beinhaltetausschließlich Regeln, für die in Tabelle 6.2 eine Abbildungsregel auf eineBeschränkung desRegelkatalogs DSyntR-Nachricht verfügbar ist.
• Organisationsstrukturen sind auf Basis des organisatorischen MetamodellsFestesorganisatorischesMetamodell nach Bussler [38] definiert.
• Bezeichner von Aktivitäten eines DPIL-Modells enthalten immer eine Kom-bination aus Verb und Nomen, welche das Prädikat und das Objekt einesFestes Format fürAktivitätsbezeichner natürlichsprachlichen Satzes bilden können. Beispiele für valide Kombina-tionen sind somit approve application oder book flight. Gegenbeispiele sindunter anderem approve, go forward oder delivery. Diese Annahme entsprichtauch gängigen Richtlinien für die Prozessmodellierung [126].
• Für die Bezeichner von Relationen zwischen Organisationseinheiten (DPIL-Prädikate) wird eine Schreibweise mit Binnenmajuskel verwendet und setztFestes Format fürRelationsbezeichner sich aus einem Hilfsverb und einem Nomen zusammen. Valide Beispielesind somit hasRole oder isParent. Relationsbezeichner wie memberOf undsupervisorOf werden zwar von DPIL, nicht aber von der hier vorgestelltenNLG-Technik unterstützt.
• Der Verlust der Eindeutigkeit, welcher zwangsläufig mit dem Wechsel vonVerlust derEindeutigkeitakzeptabel einer formalen zu einer natürlichen Sprache einhergeht, wird vom Nutzerakzeptiert.
• Die Vollständigkeit der natürlichsprachlichen Beschreibung wird als wich-Vollständigkeit vorsprachlicherFlexibilität tiger eingestuft als sprachliche Individualität und ein natürlich anmutenderTextfluss.
Durch die oben genannten, fundamentalen Annahmen und Einschränkungen desNLG-Ansatzes liegen bereits zahlreiche Erweiterungsmöglichkeiten auf der Hand.
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Die starre Abbildung zwischen statischen DPIL-Regelschablonen auf linguisti-sche Nachrichten bietet den Vorteil einer geringen Fehleranfälligkeit. Allerdingskann auf Basis statischer Abbildungen nie vollständig garantiert werden, dass einDPIL-Modell in natürliche Sprache transformiert werden kann. Grund dafür istdie Möglichkeit der Schachtelung Boolescher Ausdrücke, welche theoretisch dieDefinition einer unendlichen Anzahl unterschiedlicher Regelschablonen ermöglicht.Aus diesem Grund ist die Abbildung atomarer Teilausdrücke der Sprache DPIL Erweiterung:Abbildung atomarerTeilausdrückeauf beispielsweise partielle DSyntR-Schablonen denkbar – und für das Erreicheneiner garantiert vollständigen Transformation auch notwendig. Solange durch dieKombination dieser partiellen Nachrichten eine vollständige DSyntR-Nachrichterzeugt werden kann, kann der verbleibende Teil der NLG-Pipeline beibehaltenwerden.Das für die Modellierung von Organisationsstrukturen angenommene Metamo-dell zeichnet sich durch große Flexibilität aus. Allerdings existieren keine Datenüber die praktische Verbreitung und Übertragbarkeit seiner der Konzepte. Ausdiesem Grund ist seine Austauschbarkeit von zentraler Bedeutung. Im vorab vor- Austausch desMetamodellsgestellten Konzept wird dies dadurch berücksichtigt, dass in den Anfragen fürLexeme und Grammeme vom konkreten Metamodell abstrahiert wird. Beim Aus-tausch desselben muss somit lediglich jede beschriebene Anfrage auf die Strukturdes gewünschten Ziel-Metamodells abgebildet werden. Voraussetzung dafür ist,dass letzteres eine vergleichbare Ausdrucksmächtigkeit aufweist, wie das bisherangenommene Metamodell.Auch im Hinblick auf die Verbesserung der linguistischen Flexibilität kann derAnsatz an zahlreichen Stellen erweitert werden. Beispielsweise ist die Einschrän-kung der Bezeichner von Aktivitäten und Relationen auf ein Verb-Nomen- respekti-ve Hilfsverb-Nomen-Muster nur getroffen worden, da der Einsatz von Techniken zurVerarbeitung natürlicher Sprache für die Analyse beliebiger Aktivitätsbezeichnernicht betrachtet wird. Werkzeuge zur Erkennung von Wortarten, Abhängigkeitenzwischen Wörtern sowie Wortbedeutungen weisen zwar bei zu kurzen Textabschnit-ten starke Schwächen auf, jedoch sind diese Techniken generisch konzipiert undnutzen in der Regel kein Domänenwissen. Hier wäre folglich der Grad der Ver- Nutzung vonDomänenwissen fürflexiblere Bezeichnerbesserung der Analyse von natürlichsprachlichen Prozessmodellanteilen unter Ein-beziehung des Kontextwissens der Prozessdomäne zu untersuchen. Beispielsweiseist die Wahrscheinlichkeit hoch, dass ein Aktivitätsbezeichner ein Verb enthält.Abseits der Aufhebung derzeit getroffener Einschränkungen ist auch die Erwei-terung der Anwendungsdomäne der Technik zu berücksichtigen. Aktuelle NLG-Systeme unterscheiden beispielsweise zwischen verschiedenen kommunikativenZielen. Die vorab beschriebene Technik unterstützt hier einerseits die Erklärungeines Prozessmodells zum Modellierungs- aber auch die Erläuterung von Modell-teilen zum Ausführungszeitpunkt. Diese Generierung nutzt als Informationsquellefür relevante Prozessregeln ausschließlich das Prozessmodell. Liegen historischeAufzeichnungen von Prozessausführungen vor, so ist eine mögliche Erweiterungdie Filterung der Regeln, die für diese historischen Aufzeichnungen irrelevantsind. Dies kann dazu genutzt werden, die Menge der Regeln einzuschränken, für NLG für prototypischeoder invalideProzessausführungendie natürlichsprachliche Beschreibungen erzeugt werden sollen. Einerseits ist eshier möglich, die NLG-Technik auf die Erläuterung prototypischer Prozessaus-
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führungen zu fokussieren und andererseits kann sie zur Erklärung identifizierterAbweichungen von dem im Modell spezifizierten Verhalten eingesetzt werden.Ziel dieses Kapitels ist ein exemplarischer Durchstich für die Konzeption einesSystems zur Generierung natürlichsprachlicher Prozessbeschreibungen für multi-perspektivische, deklarative Prozessmodelle. Existierende Verfahren eignen sich zugroßen Teilen lediglich für imperative Prozessmodelle. Durch den üblicherweisestark modularen Aufbau derartiger Systeme können jedoch einige Komponentenwiederverwendet werden. Als größte Herausforderungen sind vor allem die Sortie-rung und Gruppierung der in deklarativen Prozessmodellen enthaltenen Regeln zubewältigen. Dies ist notwendig, um den zu generierenden Text sinnvoll zu struk-turieren. Imperative Modelle basieren grundsätzlich auf der Semantik gerichteterGraphen, sodass eine Struktur und Reihenfolge der Beschreibung des Modells na-tiv gegeben ist. Durch Vergleiche der Bestandteile der Regeln deklarativer Prozess-modelle wird diese Struktur künstlich erzeugt. Durch das Bedeutung-Text-Modellund die Theorie rhetorischer Strukturen ist zudem ein Austauschformat der Ergeb-nisse der Zwischenschritte des NLG-Systems definiert. Dies bietet das Potentialfür den Austausch oder die Optimierung einzelner Komponenten. Eine zugehörigeImplementierung zeigt die Realisierbarkeit dieses Gesamtkonzepts (Abschnitt 7.5).
Teil III
I MP LEMENT I ERUNG , E VA LUAT I ON UNDZUSAMMENFASSUNG
Im dritten Teil der vorliegenden Arbeit wird die prototypische Imple-mentierung der im vorherigen Teil beschriebenen Lösungskonzeptevorgestellt. Diese Implementierungen werden gleichzeitig zur Evalua-tion der Ansätze instrumentalisiert. Weiterhin wird für den bereitsbeschriebenen Spurgenerator und auch für das generische Transla-tionsprinzip für Prozessmodelle die korrekte Funktionsweise geprüft.Neben anderen ist die Verbesserung der Verständlichkeit von Pro-zessmodellen einer der wesentlichen Einsatzzwecke aller drei im vor-herigen Teil vorgestellten Techniken. Bezüglich ihrer Nützlichkeit bie-tet eine Umfrage mit Repräsentanten der Zielgruppe erste, qualitativeEinsichten. Aufbauend auf den Erkenntnissen aller Teile der Evaluati-on werden die nächsten Schritte im Problembereich der vorliegendenArbeit und auch Anknüpfungspunkte potentieller Folgearbeiten dis-kutiert.

7EC L I P SE - UND RAP IDM INER -BAS I E RTEPROTOTYP I S CHE IMP LEMENT I ERUNG
In Teil ii wird das Konzept für die drei Techniken MuDePS, SiMiTra und NL4DPvorgestellt. Ziel des aktuellen Kapitels ist es, einerseits die Realisierbarkeit derausgearbeiteten Konzepte durch die Beschreibung einer prototypischen Implemen-tierung nachzuweisen. Andererseits stellt das Kapitel auch eine Anleitung zurBedienung und Erweiterung der Technologien zur Verfügung, um in nachfolgendenForschungsarbeiten auf diesen Prototypen aufbauen zu können.Zunächst werden zwei Plattformen vorgestellt, in welche die Prototypen inte-griert werden (Abschnitt 7.1 und Abschnitt 7.2). Die im Zuge dessen entworfenenArchitekturen sowie Bedienung und Erweiterungsmechanismen für die drei Kern-beiträge dieser Arbeit werden in folgender Reihenfolge beschrieben:
• Abschnitt 7.3: Prototypische Umsetzung des MuDePS-Spurgenerators für Implementierung:Spurgeneratormulti-perspektivische, deklarative Prozessmodelle (Konzept: Abschnitt 4.2)als Erweiterung einer Data-Mining-Plattform,
• Abschnitt 7.4: Umsetzung des SiMiTra-Translationsansatzes für Prozessmo- Implementierung:Translationsprinzipdellierungssprachen (Konzept: Abschnitt 5.2) als Analyse-Prozessschablo-nen einer Data-Mining-Plattform,
• Abschnitt 7.5: Prototypische Umsetzung des NL4DP-NLG-Systems für Implementierung:NLG-Technikmulti-perspektivische, deklarative Prozessmodelle (Konzept: Abschnitt 6.2)als Erweiterung eines für die Modellierung derartiger Modelle verwendetenEditors.
Jede der drei Realisierungen sowie einige Beispieldaten stehen unter
http://mps.kppq.de zum Download zur Verfügung. Für die Verwendung derWerkzeuge können große Teile dieses Kapitels übersprungen werden. Einzig diemit Bedienung bezeichneten Abschnitte sind als komprimiertes Handbuch für diejeweilige Technik zu verstehen und sollten dementsprechend als Einstiegshilfeverwendet werden.
7.1 das eclipse modeling framework, ocl und acceleo: ein rahmen-werk für modellgetriebene softwareentwicklung
Die Techniken MuDePS und NL4DP verwerten ein DPIL-Modell. Das in Ab-schnitt 3.1.5 vorgestellte Metamodell der deklarativen Prozessmodellierungsspra-che DPIL ist mittels des Eclipse Modeling Frameworks (EMF) [172] entwickelt Eclipse ModelingFrameworkworden. Im aktuellen Abschnitt werden Technologien beschrieben, welche derar-tige Modelle verarbeiten können. Diese Technologien sind die Basis für die imRahmen dieser Arbeit entwickelten Ansätze zur Spurgenerierung (Abschnitt 4.2)und Generierung natürlichsprachlicher Prozessbeschreibungen (Abschnitt 6.2).
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EMF ist ein Modellierungsrahmenwerk aus dem Eclipse-Umfeld, das sich anTeilen des OMG-Standards Meta Object Facility (MOF) orientiert. Es bein-haltet unter anderem ein generisches, selbstbeschreibendes Meta-Metamodell– Ecore genannt – sowie Mechanismen zur Generierung von Java-Code. Erste-Ecore res erlaubt die Spezifikation von strukturellen1 Metamodellen, die beispielswei-se als abstrakte Syntax von DSLs dienen können. Die Generierung von Java-Code erlaubt die automatische Übersetzung der Modelle in ausführbaren Struktur-Code sowie die Erzeugung eines Standard-Editors zur Erstellung von Modellen,welche Instanzen des mit Ecore spezifizierten Metamodells sind. Dieser Editorwird wiederum als Eclipse-Erweiterung generiert, welcher über die Standard-Erweiterungsmechanismen in die Entwicklungsumgebung eingebunden werdenkönnen. Dabei machen sich die generierten Editoren die Eclipse-Infrastruktur fürbeispielsweise Syntaxhervorhebung, Referenzauflösung und Autovervollständigungzunutze. Zudem implementiert EMF das ebenfalls standardisierte AustauschformatXML Metadata Interchange (XMI) und zugehörige Serialisierungs-, Deserialisie-rungs und Persistenzmechanismen. Folglich kann jedes Modell, das konform zueinem Metamodell ist, welches wiederum konform zum Ecore-Meta-Metamodellist, automatisch persistent gespeichert werden. Der für die vorliegende Arbeit zen-trale Aspekt ist jedoch, dass das EMF Schnittstellen bereitstellt, die von anderenTechnologien genutzt werden können, um ein Modell in eine gewünschte Zielre-präsentation zu transformieren. In der vorliegenden Arbeit werden ausschließlichModell-zu-Text-Transformationen spezifiziert. Dies ermöglicht die Übersetzung be-liebiger Modelle in ebenso beliebige textuelle Repräsentationen.Für die Entwicklung von Modell-zu-Text-Transformationen im EMF-Umfeld wur-de von der OMG ein weiterer Standard verabschiedet – die sogenannte MOF Mo-del to Text Transformation Language (Mof2Text) [140]. Dieser Standard beschreibtMof2Text eine auf Schablonen basierende Transformationssprache für die Umwandlung vonEMF-basierten Modellen in Text. Mit Acceleo2 existiert auch eine Implemen-Acceleo tierung, welche wiederum als Eclipse-Erweiterung vorliegt. Damit lässt sich inEclipse-Entwicklungsumgebungen eine vollständige Werkzeugkette von der De-finition eines neuen Metamodells und Modell-zu-Text-Transformationen, bis hinzur operativen Verwendung des neuen Metamodells zur Erzeugung von Model-len und deren Transformation in beliebige Textrepräsentationen entwickeln. DieserUmstand wird in der vorliegenden Arbeit einerseits genutzt, um die Abbildungvon DPIL-Modellen auf Alloy-konforme textuelle Repräsentationen zum Zweckeder Simulation von deklarativen Prozessmodellen zu implementieren. Andererseitsdient derselbe Mechanismus zur Realisierung des ebenfalls in der vorliegendenArbeit beschriebenen NLG-Ansatzes, um für DPIL-Modelle natürlichsprachlicheBeschreibungen zu erzeugen. Acceleos Syntax wird in den entsprechenden Imple-mentierungsabschnitten falls notwendig am konkreten Beispiel erläutert.Orthogonal zum eben beschriebenen Standard für Modell-zu-Text-Transforma-tionen existiert, ursprünglich als Erweiterung für die UML angedacht, die ObjectConstraint Language (OCL) [188]. OCL ist eine deklarative Abfrage- und Regel-OCL
1 Strukturelle Modellierung beschreiben statische Zusammenhänge zwischen Entitäten, wie beispiels-weise in Klassendiagrammen. Der Gegenpart wird Verhaltensmodellierung genannt, wozu beispiels-weise auch die Prozessmodellierung zählt.2 http://www.eclipse.org/acceleo, zuletzt aufgerufen: 13.04.2017
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Abbildung 7.1: Operatoren im RapidMiner-Prozess
7.2 rapidminer: quelloffene plattform für die organisation kom-plexer arbeitsabläufe im bereich data science
RapidMiner3 ist eine quelloffene Plattform für die Bearbeitung von Data-Mining-Rapidminer Problemen [105]. Diese bietet Unterstützung für alle Schritte des maschinellenLernens. Dazu zählen beispielsweise die Vorbereitung der zu analysierenden Da-ten, die Verarbeitung der Daten, die Präsentation der Ergebnisse sowie Schrittezur Validierung und Optimierung. Sowohl der in Abschnitt 5.2 vorgestellte Transla-tionsansatz für Prozessmodelle als auch Teile des in Abschnitt 4.2 beschriebenenKonzepts eines Spurgenerators werden als Erweiterungen dieser Plattform umge-setzt.In RapidMiner werden die Arbeitsabläufe zur Bewältigung von Data-Mining-Problemen in Form von Prozessdiagrammen grafisch modelliert. Nachdem der ge-Prozessdiagramme wünschte Analyseprozess modelliert ist, kann dieser gestartet und observiert wer-den, bis der Prozess endet und zahlreiche Möglichkeiten der Ergebnisdarstellungangeboten werden. Die Grundbausteine jedes dieser Prozesse sind sogenannteOperatoren, wie sie in Abbildung 7.1 dargestellt sind.Operatoren Operatoren bilden die kleinste funktionelle Einheit im RapidMiner-Arbeitspro-zess. Sie setzen sich aus den folgenden Bestandteilen zusammen [105]:
• Pins: Pins dienen zur Kommunikation mit anderen Operatoren. Eingabe-Eingabe- undAusgabe-Pins Pins (engl. input pins) ermöglichen das Empfangen von Daten. Ausgabe-Pins (engl. input pins) stellen die Ergebnisse der Anwendung des Opera-tors zur Weiterverarbeitung zur Verfügung. Verbindet man den Ausgabe-Pineines Operators mit dem Eingabe-Pin eines anderen Operators, entstehtein Datenfluss. Ein Operator kann über beliebig viele Pins verfügen. JederPin ist getypt, um die formale Kompatibilität zweier Operatoren prüfen zukönnen. In Abbildung 7.1 nimmt der Operator „Read CSV“ die Rolle desDatenproduzenten für den konsumierenden Operator „Clustering“ ein.
• Transformation: Jeder Operator transformiert Daten. Diese können überDatentransformation einen Eingabe-Pin bereitgestellt werden oder von prozessexternen Quel-len bezogen werden. In der Beispielabbildung (Abbildung 7.1) kann ist dieTransformation des linken Operators das Einlesen einer CSV-Datei unddie Überführung der Daten in die RapidMiner-interne Datenstruktur. Derrechte Operator nutzt diese Daten zur Clusteranalyse; die Transformationist die Umwandlung kommaseparierter Daten in ein Clustermodell.
3 http://rapidminer.com/, zuletzt aufgerufen: 14.04.2017
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• Parameter: Die Operatoren sind in vielen Fällen parametrierbar. Der Ope- Parameterrator „Read CSV“ verfügt beispielsweise über einen Pfadparameter, der zuder zu extrahierenden CSV-Datei führt. Das kann genutzt werden, wenn dieDaten aus einer prozessexternen Quelle bezogen werden sollen. Weiterhinenthält der Operator einen Parameter zur Konfiguration des Trennzeichenszwischen den einzelnen Datenspalten der CSV-Datei.Spezielle Operatoren können andere Operatoren beinhalten. Diese werden Su-peroperatoren genannt, welche die Modellierung von Subprozessen ermöglichen. SuperoperatorenJeder RapidMiner-Prozess kann selbst als Operator betrachtet werden. In Abbil-dung 7.1 sind aus diesem Grund am linken und rechten Rand ebenfalls Eingabe-respektive Ausgabe-Pins zu erkennen.Die RapidMiner-Plattform unterstützt den Datenanalysten während des Pro-zessdesigns auch bei der Vermeidung syntaktischer Fehler. Wie bereits erwähnt,sind Pins getypt. Stimmt der Typ des Ausgabe-Pins eines Operators nicht mitdem geforderten Typ des angeschlossenen Eingabe-Pins überein, signalisiert diePlattform dem Nutzer einen Fehler. Der im linken Operator von Abbildung 7.1 an-gezeigte Fehler rührt allerdings daher, dass weder der Eingabe-Pin des Operatorsnoch sein Pfadparameter mit einer gültigen CSV-Datei verknüpft sind.Operatoren und die Möglichkeit, diese zu verknüpfen, sind die wichtigsten Bau-steine bei der Verwendung der RapidMiner-Plattform. Sowohl der in Abschnitt 4.2beschriebene Spurgenerator als auch das Translationskonzept aus Abschnitt 5.2werden als Operator respektive Operator-Kombinationen implementiert.Ziel des aktuellen Abschnitts ist es, eine Plattform zu identifizieren, in welcherdas generische Translationsprinzip (Abschnitt 5.2) realisiert werden kann. Hier-bei ist es wichtig, ohne größeren Aufwand, beliebige Spurgeneratoren mit ebensobeliebigen Process-Mining-Werkzeugen als Komponenten eines Übersetzungssys-tems kombinieren zu können. Die in diesem Abschnitt beschriebene RapidMiner-Plattform unterstützt nativ die Kommunikation zwischen sogenannten Operatoren,welche beliebige Funktionalität kapseln können. Diese Operatoren lassen sich be-liebig kombinieren, solange sie bezüglich des Typs von Ein- und Ausgabedatenkonform sind. Da Spurgeneratoren und Process-Mining-Werkzeuge Ereignisproto-kolle erzeugen respektive verarbeiten, ist eine solche Prüfung der Typenkonformitätgewünscht. Folglich eignet sich die RapidMiner-Plattform als Rahmenwerk für eineUmsetzung des generischen Übersetzungsprinzips (Abschnitt 7.3).
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Für das in Kapitel 4 vorgestellte Konzept eines Spurgenerators für multi-perspekti-vische, deklarative Prozessmodelle – MuDePS (Abbildung 7.2) – wird nachfolgenddie zugehörige technische Umsetzung beschrieben.MuDePS ist als Operator-Erweiterung der in Abschnitt 7.2 beschriebenen Data-Mining-Plattform realisiert. Die Gründe für diese Entscheidung sind:







Abbildung 7.2: MuDePS (Implementierung)
• RapidMiner bietet ein gut dokumentiertes und schlankes Erweiterungskon-zept an, was im Architekturteil dieses Abschnitts näher erläutert wird. Einwesentlicher Vorteil hierbei ist, dass lediglich die Kernfunktionalität desSpurgenerators sowie deren Anbindung an Schnittstellen der RapidMiner-Plattform implementiert werden müssen. Eine grafische NutzeroberflächeGrafischeNutzeroberfläche undOperator-Verknüpfung und die Möglichkeit der Anbindung an andere Operatoren ist dadurch ohneweitere Arbeitsschritte möglich.
• RapidMiner verfügt über eine Reihe von (Super-)Operatoren, welche ei-Wiederverwendungvon RapidMiner-Operatoren zurSimulationsdurchfüh-rung
ne Automatisierung größerer Simulationsdurchführungen erleichtern. Dazuzählt beispielsweise der Schleifen-Operator (engl. Loop operator ). Mit des-sen Hilfe können unter anderem Ereignisprotokolle für unterschiedliche ma-ximale Spurlängen erzeugt werden, ohne diese Funktionalität eigens imple-mentieren zu müssen.
• Es existieren bereits RapidMiner-Erweiterungen für einige Process-Mining-Technologien der ProM-Plattform [121], welche in der Erweiterung Rapid-Existierende Process-Mining-Operatoren ProM gekapselt sind. Dazu gehören unter anderem Operatoren zur Vor-verarbeitung der Ereignisprotokolle wie beispielsweise ein Operator zurErzeugung eines künstlichen Ereignisses für Prozessstart und -ende. Aucheine informative Präsentationsfunktionalität für Ereignisprotokoll ist in die-ser Erweiterung enthalten. Durch die Umsetzung von MuDePS als Rapid-Miner-Erweiterung können die Funktionalität des Spurgenerators und derOperatoren zur Spurmodifikation leicht kombiniert werden.Die aktuelle Umsetzung des Spurgenerators erlaubt die Generierung von Pro-zessausführungsspuren auf Basis eines gegebenen DPIL-Modells. Wie in Ab-schnitt 4.2 erläutert, muss dieses jedoch zunächst auf eine zu Alloy konformeRepräsentation überführt werden. Dies ist mit Hilfe des in Abschnitt 7.1 beschrie-benen Modell-zu-Text-Transformationsrahmenwerks Acceleo realisiert. Da dieseTransformation zum aktuellen Zeitpunkt – im Sinne einer prototypischen Ent-wicklung – eine Eins-zu-Eins-Abbildung gemäß der im Konzeptteil aufgeführtenAbbildungstabellen (Tabelle 4.3 in Abschnitt 4.2.4) darstellt, wird in der aktuel-len Implementierungsbeschreibung auf eine detailliertere Betrachtung verzichtet.
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Grundlegend basiert die Implementierung dieser Abbildung jedoch auf Schablo-nen des zu generierenden Zieltexts – in diesem Fall Alloy-Codeausschnitte – und Einbettung vonAlloy-Schablonen inAcceleo-Schablonendiese setzen sich wie in Codeausschnitt 7.1 angedeutet zusammen.
[template public rule(r : ProcessRule) ? <Guard> post (trim())]
<Alloy Schablone>
[/template]Codeausschnitt 7.1: Transformation von DPIL-Modellen in Alloy-konforme Repräsentationmittels Acceleo
Eine Modell-zu-Text-Transformation kann in Acceleo rein deklarativ gestaltetsein. Das bringt den Vorteil kompakterer Beschreibungen bei der strukturellenMustersuche. Anstelle von zahlreichen, geschachtelten IF-THEN-ELSE-Blöckenimperativer Sprachen wird in Acceleo eine Schablone definiert, welche Modell-elemente als Parameter akzeptiert. Allen Schablonen für die Transformation einesDPIL-Modells in die Sprache Alloy erlauben genau einen Parameter vom TypProcessRule (Abschnitt 3.1.5) und werden rule genannt. In klassischen objektori-entierten Programmiersprachen würde der Compiler hier einen Fehler erkennen,da sich die „Methodensignaturen“ nicht unterscheiden. Acceleo bietet hier aberdie Möglichkeit, zusätzlich sogenannte Guard-Ausdrücke zu verwenden. Diese Selektion vonSchablonen durchGuard-AusdrückeAusdrücke werden mittels OCL formuliert und dienen der strukturellen Mustersu-che. Diese gleicht die Regel-Rümpfe der in Abschnitt 4.2 beschriebenen Makrosmit den im jeweiligen Prozessmodell auftretenden Regeln ab. Stimmen in einemFall Vorlage und konkrete Instanz überein, dann wird im Zieltext der Rumpf derAcceleo-Schablone eingefügt. Dieser ist im oben skizzierten Beispiel mit <AlloySchablone> markiert. Diese Schablonen sind Aufrufe des mittels strukturellerMustersuche ermittelten Alloy-Prädikats. Die derzeit unterstützten Prädikate sindin Tabelle 4.3 von Abschnitt 4.2.4 dargestellt. Zusätzlich zu diesem Aufruf wird,falls nicht bereits vorhanden, das Prädikat selbst in den generierten Alloy-Codeeingefügt. Ist die strukturelle Mustersuche ergebnislos, wird die entsprechendeDPIL-Konstruktion ignoriert. Die Abbildung der Prozessentitäten, wie beispiels-weise Aktivitäten, Ressourcen und Datenobjekte erfolgt nach demselben Prinzip.MuDePS selbst sowie einige Beispieldaten sind unter http://mps.kppq.dezum Download verfügbar.
7.3.1 Architektur




















+ executeFromFile(f : String, l : Int) : A4Solution
+ getSig_PEvent() : Sig
+ getSig_TaskEvent(): Sig
+ unqualify() : String
AlloyModuleBrowser
+ executeFromFile(f : String, l : Int) : A4Solution
+ getSig_PEvent() : Sig
+ getSig_TaskEvent(): Sig






+ orderPEvents() : PEvent[0..*]
AlloySolutionBrowser
+ orderPEvents() : PEvent[0..*]
<<interface>
IAlloySolutionBrowser
- pos : Int
- tName : String
- iName : String
- type: String
PEvent
- name : String




+ composeLog(f: String, t : Int, l : Int) : XLog
- initLog() : void
- composeTrace(n : Int) : XTrace
AlloyLogComposerXES















Abbildung 7.3: MuDePS: Architektur und RapidMiner-Integration
Die Klasse PluginInitRapidSiMiTra dient der RapidMiner-Plattform nach demErweiterungsstrukturundOperator-Kapselung Convention-over-Configuration-Prinzip als Muster zur Erkennung von gültigen Er-weiterungen. Der Aufbau der Klasse ist obligatorisch, kann aber mittels eines zurVerfügung stehenden Schablonen-Projekts4 automatisch erzeugt werden. Als zwei-ter Anknüpfungspunkt zur RapidMiner-Plattform dient die Klasse MuDePS_Ope-rator der Bereitstellung des Spurgenerators als Operator. Die Methode doWork()beinhaltet dabei die Logik für das Laufzeitverhalten des Operators – was hier vorallem den Start der Simulationsdurchführung beinhaltet. Dazu werden vorab diejeweiligen Aktualparameter abgerufen, wozu beispielsweise Spurlänge und -anzahlzählen. Das Ergebnis des Aufrufs dieser Methode wird dann entsprechend an die
4 https://github.com/rapidminer/rapidminer-extension-template, zuletzt aufgeru-fen: 08.05.2017
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Ausgabe-Pins (OutputPort ) geliefert, was im Falle des MuDePS-Operators einEreignisprotokoll ist.Der MuDePS-Operator nutzt die zur Verfügung stehende Implementierung derSchnittstelle IAlloyLogComposer. Die derzeitige Umsetzung, namentlich AlloyLo-gComposerXES , liefert das Simulationsresultat als XES-Objekt (XLog) zurück, Resultat alsXES-Objektwelches sich aus einzelnen Spuren (XTrace) zusammensetzt. Sie macht dabei Ge-brauch von der Umsetzung einer weiteren Schnittstelle namens IAlloySolution-Browser. Diese übernimmt die Aufgabe, ein Simulationsresultat, welches in einerzu Alloy konformen Repräsentation vorliegt, in die Zwischenstrukturen PEventund DataObject zu überführen. Um diese Herausforderung bewältigen zu können,wird jedoch Wissen über das zugrundeliegende Alloy-Modell benötigt (Module),welches das DPIL-Prozessmodell repräsentiert. Grund dafür ist, dass die Abfra-gesprache der Alloy-Resultate wiederum Alloy ist, sodass bekannt sein muss,welche Signaturen (Sig), Prädikate und Funktionen zur Verfügung stehen. DiesesWissen wird von der Umsetzung der Schnittstelle IAlloyModuleBrowser geliefert.Zudem ist diese Implementierung auch für den Start des Alloy-Analysewerkzeugs Einbettung des Alloy-Analysewerkzeugsverantwortlich, welches wiederum die gesuchten Resultate der Spurgenerierung(A4Solution) zurückliefert. Der Start des Analysewerkzeugs erfolgt, wie auch beider Verwendung von Alloy als unabhängiges System, über Kommandos, welcheden Lösungsraum durch die Anzahl möglicher Atome pro Signatur begrenzen.Die in diesem Abschnitt vorgestellte Architektur des Spurgenerators für multi-perspektivische, deklarative Prozessmodelle verbindet die Plattformfunktionalitätder RapidMiner-Lösung mit dem Logikrahmenwerk Alloy. Dabei werden im We-sentlichen die Rückruffunktionen der Operator-Schnittstelle auf Kommandos desAlloy-Rahmenwerks abgebildet. Als Datengrundlage dient dabei im Wesentlichendie Alloy-Repräsentation des betreffenden DPIL-Modells. In Abschnitt 4.2 werdenjedoch verschiedenste Parameter und Verwendungsmodi des Spurgenerators kon-zeptionell diskutiert. Da sich Einfluss und Einstellung dieser Parameter durch dieBeschreibung ihrer Verwendung besser erläutern lassen als mittels eines Archi-tekturbildes, werden die fraglichen Konfigurationsmöglichkeiten von MuDePS imFolgeabschnitt erklärt.
7.3.2 Bedienung
Um den Spurgenerator für DPIL-Modelle zu verwenden, sind im Wesentlichenzwei Schritte notwendig: (i) Das DPIL-Modell muss in eine Alloy-konforme Re-präsentation konvertiert werden und (ii) der Spurgenerator muss konfiguriert undgestartet werden. Ziel des aktuellen Abschnittes ist es, diese beiden Schritte zuerläutern.Die Transformation eines DPIL-Modells in eine gegenüber Alloy-konforme Re-präsentation nach Vorlage von Abschnitt 4.2 ist als Modell-zu-Text-Transformationund mittels der Acceleo-Implementierung des Mof2Text-Standards implementiert.Da es sich bei dieser Technologie um ein auf Eclipse basierendes Rahmenwerkhandelt, ist das resultierende Werkzeug als Eclipse-Erweiterung umgesetzt wor-den. Mittels den eingangs erwähnten Acceleo-Schablonen werden so musterbasiertDPIL-Modellkonstrukte in Alloy-Spezifikationen transformiert. Diese Transforma-
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Abbildung 7.4: MuDePS: Transformation eines DPIL-Modells in Alloy
tion kann im DPIL-Editor durch den Aufruf des Kontextmenüs und die Wahl desStart überKontextmenü Eintrags Generate AlloyGenerator initiiert werden (Abbildung 7.4).Das Ergebnis dieses ersten Schrittes ist eine Alloy-Repräsentation des Eingabe-DPIL-Modells, welche als .als-Datei im konfigurierbaren Zielordner abgelegt wird.Im zweiten Schritt wird mittels des beschriebenen RapidMiner-Operators dieeigentliche Spurgenerierung gestartet. Im Konzeptteil der Arbeit werden allerdingszahlreiche Parameter identifiziert, die den Rahmen der Spurgenerierung festlegen.Parametrierung überOperator-Detailansicht In der Detailansicht des Operators können diese konfiguriert werden, was in Ab-bildung 7.5 dargestellt ist. Die Bedeutung der einzelnen Parameter kann anhandder Markierungen (P1, P2, ...) in Abschnitt 4.2 nachgeschlagen werden.Mit steigender Anzahl der Möglichkeiten zur Parametrierung des Spurgenera-tors kann die Verwendung desselben schwieriger werden. Aus diesem Grund sinddie Parameter – konform mit der dafür vorgesehenen RapidMiner-Schnittstelle –in Experten- und Nicht-Expertenparameter klassifiziert. Die Parameter P1 bis P5Unterteilung inExperten- und Nicht-Expertenparameter gehören dabei zu den Nicht-Expertenparametern. P1 bezeichnet dabei den Para-meter, welcher mit dem Pfad zu der in Schritt eins erzeugten Alloy-Repräsentationdes DPIL-Modells assoziiert wird. Alle übrigen Parameter sind einerseits optionalund andererseits nur im Expertenmodus sichtbar, welcher in Abbildung 7.5 aktiviertist. Für die Verwendung des Operators im Translationskontext ist dieser Modusdagegen deaktiviert, was später in Abbildung 7.12 dargestellt ist. Der Start desSpurgenerators erfolgt über die Standard-Schaltfläche der RapidMiner-Plattform,welche den modellierten RapidMiner-Prozess ausführt. Der MuDePS-Operatorerzeugt daraufhin unter Berücksichtigung der angegebenen Parametrierung einEreignisprotokoll und übermittelt dies an den Operator zum Export eines XES-
















Abbildung 7.5: MuDePS: RapidMiner-Operator und Parameter
Ereignisprotokolls. Dieser zweite Operator kann durch jeden beliebigen anderenOperator ersetzt werden, welcher Ereignisprotokolle als RapidProM-interne Da-tenstruktur XLogProM als Eingabe akzeptiert.Wie die Übersicht über verwandte Ansätze in Abschnitt 4.1 zeigt, existiert auchBedarf für nicht-deterministische Parametrierungen eines Spurgenerators. Ein Bei-spiel dafür ist die Ankunftsrate von Prozessinstanzen. In Abschnitt 4.2 wird des-halb die Entwicklung eines Konzepts beschrieben, um im deterministischen, Alloy-basierten Simulationsansatz Zufallsvariablen berücksichtigen zu können. DiesesKonzept beinhaltet die Trennung der eigentlichen Spurgenerierung von der Er-zeugung einer Belegung für alle Zufallsvariablen. In der RapidMiner-Plattformwird diese Trennung von Konfigurator und Alloy-basierter Spurgenerierung mit-tels des Operators Generate Macro umgesetzt. Der Operator entspricht dabei dem Generierung vonBelegungen fürZufallszahlenexternen Konfigurator und eine beispielhafte Konfiguration ist in Abbildung 7.6dargestellt. Der als RandomActivityRatios bezeichnete Konfigurator definiert zweiMakros, deren Auflösung als Funktionsausdruck angegeben wird. Das erste Ma-kro des Beispiels beschreibt einen Zufallswert auf Basis einer Gleichverteilung(rand()). Die übrigen Bestandteile beschränken den Wertebereich der Zufallsva-riablen auf natürliche Zahlen zwischen 1 und 4. Das Makro symbolisiert dasHäufigkeitsverhältnis zwischen den beiden Aktivitäten A und B, hat aber noch
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Abbildung 7.6: MuDePS: Generierung von Zufallswerten
keinerlei Auswirkungen. Erst in seiner Verwendung (Abbildung 7.7) wird der ge-nerierte Zufallswert während der Spurgenerierung eingesetzt.Um einen Zufallswert zu verwenden, muss dieser über den Namen des zugehö-Verwendung vonZufallswerten rigen Makros an der richtigen Stelle referenziert werden. In Abbildung 7.7 wirddie Makroreferenz (%{A/B ratio}) zur Konfiguration des Häufigkeitsverhältnissesdes Auftretens der beiden Aktivitäten verwendet. Analog wird in Abbildung 7.6ein Makro für die Erzeugung einer zufälligen Verzögerung der Ankunftsrate neu-er Prozessinstanzen definiert. Dieses wird ebenfalls in Abbildung 7.7 referenziert(%{maxSixtyMinutesOffset}), um die Ankunftsrate um maximal sechzig Minuten zuverzögern.Die genannten Beispiele zeigen lediglich rudimentär die Konfiguration desSpurgenerators unter Verwendung von Zufallswerten. In der RapidMiner-Plattformist zum aktuellen Zeitpunkt die Erzeugung von Zufallswerten lediglich auf Basiseiner Gleichverteilung möglich. Im Erweiterungsteil wird beschrieben, wie zusätz-liche Wahrscheinlichkeitsfunktionen nach Vorlage von Tabelle 3.3 zur Verfügunggestellt werden können.
7.3.3 Erweiterung
MuDePS basiert einerseits auf einer Modell-zu-Text-Transformation, welche DPIL-Modelle in die Sprache Alloy übersetzt und andererseits auf einer Übersetzung dereinzustellenden Parameter auf ergänzende Alloy-Konstrukte. Ersteres ist mittelsAcceleo realisiert und letzteres mit Hilfe der Programmierschnittstelle der Alloy-Bibliothek. Beide Aspekte sind von dem verwendeten Alloy-basierten Metamodellfür Ereignisketten abhängig. Das Exportformat ist derzeit auf XES festgelegt. Imaktuellen Abschnitt werden die vorgesehenen Erweiterungsmöglichkeiten aller ge-nannten Aspekte des Spurgenerators überblicksartig erläutert.
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Abbildung 7.7: MuDePS: Verwendung von Zufallswerten
Wie in Abschnitt 4.2 dargelegt wird, basiert die Transformation von DPIL-Regelnin eine Alloy-konforme Repräsentation auf struktureller Mustersuche. Folglich istes für die erfolgreiche Transformation eines DPIL-Modells notwendig, dass fürjede darin enthaltene Regel eine passende Musterregel und die zugehörige Alloy-Repräsentation vorhanden ist. Derzeit ist es möglich, die in Tabelle 4.3 beschrie-benen Regeltypen für die Spurgenerierung zu berücksichtigen. Soll die Mengedieser Regeltypen erweitert werden, dann ist dafür die Erweiterung der Acceleo- Erweiterung:Zusätzliche DPIL-Regelschablonenbasierten Modell-zu-Text-Transformation notwendig. Das Vorgehen bei derartigenErweiterungen kann aus Codeausschnitt 7.1 und der dazugehörigen Beschreibungabgeleitet werden. Die neue Abbildungsvorschrift wird in einer neuen Schablonegekapselt, deren Name rule ist und welche eine ProcessRule als Formalparametererhält. Das zu suchende Muster ist als Guard-Ausdruck zu beschreiben. Der zugenerierende Alloy-Code bildet den Rumpf der Schablone. Damit ist die Unterstüt-zung der neuen DPIL-Regel seitens des MuDePS-Spurgenerators sichergestellt.Mit den beiden Schnittstellen IAlloyModuleBrowser und IAlloySolutionBrowserist eine Möglichkeit geschaffen worden, um Erweiterungen an dem in Alloy formu-lierten Metamodell für Ereignisketten vorzunehmen. Möchte man beispielsweiseein komplexeres Modell des Lebenszyklus von Aktivitäten verwenden, dann muss Erweiterung:KomplexererLebenszyklus vonAktivitätendie Methode orderPEvents der Schnittstelle IAlloySolutionBrowser neu implemen-tiert werden. Das Überschreiben der Methode unqualify von IAlloyModuleBrowserist dann notwendig, wenn die Namen des Metamodell-Moduls für Ereigniskettengeändert wird. Auch die Methode executeFromFile muss überarbeitet werden, damit einem komplexeren Lebenszyklus in den meisten Fällen auch die Zahl derEreignisse pro Aktivitätsdurchführung zunimmt. Dafür muss jedoch die Anzahl derzur Verfügung stehenden Positionsindizes in der Ereigniskette erhöht werden. Beieiner Änderung des Metamodells für Ereignisketten ist zusätzlich zu berücksich-tigen, dass die Abbildungsschablonen für DPIL-Regeln ungültig werden können,was dann Anpassungen am Acceleo-basierten Alloy-Generator erfordert.
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Die Schnittstelle IAlloyLogComposer sowie die beiden Zwischenstrukturen PE-vent und DataObject werden benötigt, um das Serialisieren und Persistieren einesEreignisprotokolls vom Parsen der Alloy-Resultate zu trennen. Somit ist es mög-lich, ein anderes Protokollformat – beispielsweise MXML – zu verwenden, ohneErweiterung:AlternativesProtokollformat die Verarbeitung der Alloy-Resultate verändern zu müssen. Dazu muss lediglicheine alternative Umsetzung der erwähnten Schnittstelle entwickelt werden.Abseits des Austauschs von Komponenten des Alloy-basierten Spurgenerators,ist auch die Erweiterung von Standard-Operatoren der RapidMiner-Plattform mög-lich. Dies ist notwendig, um Wertebelegungen für an der Spurgenerierung betei-ligten Zufallsvariablen mittels komplexerer Wahrscheinlichkeitsfunktionen erzeu-Erweiterung:KomplexereWahrscheinlichkeits-funktionen gen zu können. Zum aktuellen Zeitpunkt wird diesbezüglich nur die Gleichver-teilung unterstützt. Diese wird über einen entsprechenden Funktionsausdruck beider Definition eines Makros verwendet. Für die Definition von Makros auf Ba-sis alternativer Wahrscheinlichkeitsfunktionen, muss für jede diese Funktionen einentsprechender Parser implementiert und registriert werden. Die Registrierungerfolgt über den Aufruf der Methode register(...) der Klasse ExpressionRegistry.Alternativ können einige Wahrscheinlichkeitsfunktionen auch mit dem verfügbarenFunktionsumfang nachgebildet werden. Beispielsweise können Verfahren wie dieBox-Muller-Methode [167] verwendet werden, um standardnormalverteilte Zufalls-zahlen auf Basis zweier Zufallsvariablen zu erzeugen, welche auf einer Gleichver-teilung basieren.Das vorrangige Ziel von Abschnitt 7.3 ist es, mittels der Beschreibung einerprototypischen Implementierung die Realisierbarkeit des in dieser Arbeit vorge-stellten Ansatzes zur Spurgenerierung nachzuweisen. Das entsprechende Konzept(Abschnitt 4.2) beinhaltet unter anderem eine Liste von Eigenschaften und Funk-tionen, welche als Anforderungskatalog für diese prototypische Entwicklung dient.In der beschriebenen Implementierung werden alle Anforderungen umgesetzt oderexplizit als Erweiterungspunkt ausgewiesen. Eine detailliertere Aufstellung findetsich im Evaluationsteil der vorliegenden Arbeit (Abschnitt 8.1.1).
7.4 simitra als rapidminer-erweiterungen
Der in der vorliegende Arbeit vorgestellte Translationsansatz für Prozessmodelle(Abschnitt 5.2 und Abbildung 7.8) basiert auf der Kombination unterschiedlicherTechniken zur Spurgenerierung mit verschiedenen Process-Mining-Techniken. Dabisher keine vergleichbaren Ansätze existieren, ist es von zentraler Bedeutung,das Potential dieses Vorgehens abschätzen zu können. Ziel dieses Abschnittsist es, eine generische Implementierung in Form einer RapidMiner-ErweiterungRapidMiner als Imple-mentierungsgrundlage vorzustellen.Unterschiedliche Spurgeneratoren und unterschiedliche Process-Mining-Werk-zeuge liefern potentiell unterschiedliche Ergebnisse, sodass aus einer willkürlichenKombination eines Spurgenerators mit einem Process-Mining-Werkzeug kaumRückschlüsse auf das generelle Potential dieses Prinzips gezogen werden können.Folglich ist es wichtig, flexibel verschiedene dieser Paarungen testen zu können.Jede dieser Technologien ist zudem parametrierbar, sodass eine Wiederholbarkeitder Versuche mit gleichen Eingabedaten aber unterschiedlichen Parametrierungen







Abbildung 7.8: SiMiTra (Implementierung)
obligatorisch ist. Vor diesem Hintergrund eignet sich die RapidMiner-Plattformals Implementierungsgrundlage. Die Gründe sind nachfolgend aufgelistet:
• Durch das generische Operator-Prinzip der Plattform können existierendeSpurgeneratoren und Process-Mining-Techniken leicht integriert werden.Die Möglichkeit der Verknüpfung der gewünschten Technologiepaare ist Flexible Verknüpfungder Komponentendadurch bereits geschaffen, da die Verknüpfung von Operatoren eine derGrundfunktionen des RapidMiner-Editors ist.
• Der Erweiterungsmechanismus der Plattform ermöglicht die Erstellung vonRapidMiner-Prozessschablonen. Diese können beispielsweise vorkonfigu- Prozessschablonenrierte Operator-Ketten beinhalten, worauf die im anschließenden Abschnittbeschriebene Architektur aufbaut.
• Bereits vorhandene Superoperatoren – vor allem der bereits erwähnte Schlei-fenoperator – ermöglichen es, Experimente mit verschiedenen Parametrie- Wiederholbarkeit derExperimenterungen zu wiederholen.
• Mit der RapidProM-Erweiterung stehen auch Operatoren für die Qualitäts- Wiederverwendungvon Operatoren zurQualitätsprüfungprüfung der Translationsresultate zur Verfügung. Diese können nach Belie-ben in den Translationsprozess integriert werden.
• Es stehen außerdem Operatoren zur Verfügung, um Informationen – bei-spielsweise Ereignisprotokolle realer Prozessausführungen – aus externenQuellen zu beziehen. Zu diesen Quellen gehören beispielsweise Datenban- Zugriff auf externeQuellenkensysteme, XML-Dateien und auch Excel-Tabellen.
• RapidMiner stellt zusätzlich Meta-Informationen über die Durchführung derTranslation zur Verfügung. Dazu zählt beispielsweise die Durchlaufzeit, was Messung derDurchlaufzeiteneine Analyse der Leistungsfähigkeit des Translationsansatzes begünstigt.
In den nachfolgenden Abschnitten wird einerseits die Architektur des im Rah-men der vorliegenden Arbeit vorgestellten Translationssystems beschrieben undandererseits die Verwendung des resultierenden Werkzeugs. Durch den flexiblenErweiterungsmechanismus der zugrundeliegenden RapidMiner-Plattform ist die
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Abbildung 7.9: SiMiTra: Grundgerüst der Prozessschablone
Erweiterbarkeit des Systems ohne weiteres möglich, was im Anschluss an dieBedienungshinweise überblicksweise diskutiert wird.
7.4.1 Architektur
Die Architektur für die Umsetzung des Translationskonzepts aus Abschnitt 5.2basiert zwar ebenfalls auf der RapidMiner-Plattform, ist jedoch im Gegensatzzum Spurgenerator MuDePS keine Erweiterung. Stattdessen werden die von derPlattform und einer Process-Mining-Erweiterung angebotenen Operatoren genutzt,ImplementierungdurchWiederverwendungexistierenderOperatoren
um den Translationsprozess zu implementieren. Der aktuelle Abschnitt beschreibtdie sich daraus ergebende Architektur.Jedes dem in Abschnitt 5.2 beschriebenen Konzept entsprechende Translations-system besteht aus einem Spurgenerator für das Quellmodell und einem Process-Mining-Werkzeug für die Zielsprache. Übertragen auf die RapidMiner-Plattformbedeutet das, dass jedes Translationssystem einem RapidMiner-Prozessdiagrammentspricht, welches je einen Operator für Spurgenerierung und Process Miningenthält. Hierfür kann in der Plattform eine Prozessschablone bereitgestellt wer-Implementierungsvor-lage alsRapidMiner-Prozess den. Ohne Festlegung des konkreten Sprachpaares kann lediglich eine leere Pro-zessschablone angeboten werden, die um Hinweise bezüglich ihrer Verwendungangereichert ist. Eine solche Schablone ist in Abbildung 7.9 dargestellt.Eine derartige leere Prozessschablone kann lediglich als Anleitung dienen, istjedoch keine wirkliche Implementierung des in Abschnitt 5.2 vorgestellten Konzepts.Aus diesem Grund wird nicht nur die Blankoschablone des Translationssystemsangeboten, sondern auch Implementierungen des Translationskonzepts für konkreteBeispielimplementie-rungen Sprachpaare. In Abbildung 7.10 ist das am Beispiel einer Translation von DPILin die Petri-Netz-Notation dargestellt.Die Bereitstellung der Schablonen für konkrete Sprachpaare bietet mehrereVorteile. Einerseits reduziert sich der Aufwand des Nutzers darauf, die korrekteSchablone und das zu übersetzende Prozessmodell auszuwählen. Andererseits kön-nen die beiden zu verwendenden Operatoren vorkonfiguriert werden, sodass siebestmöglich harmonieren.Prozessschablonen sind als ZIP-Archive in die Plattform zu integrieren. ErneutRapidMiner-Prozessschablonen wird hier vom Convention-over-Configuration-Prinzip ausgegangen. Das bedeutet,
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Abbildung 7.10: SiMiTra: Prozessschablone für die Translation von DPIL-Modellen inPetri-Netze
dass die Inhalte des Archivs und auch dessen Struktur reglementiert sind undso eine zusätzliche Konfiguration überflüssig machen. Die Prozessschablone – alseiner der Bestandteile des Archivs – kann wie gewohnt mittels RapidMiner erzeugtund durch eine entsprechende Exportfunktion extrahiert werden. Neben einemSymbol zur Darstellung enthält das Archiv auch eine Konfigurationsdatei für dieFestlegung der Beschreibung und des Namens der Schablone. Schließlich müssendie so erzeugten Vorlagen für die RapidMiner-Plattform bekannt gemacht werden.Das kann beispielsweise über eine Erweiterung erfolgen, wie es auch im Rahmender vorliegenden Arbeit umgesetzt wird. Hierbei müssen lediglich Pfad und Namejeder Schablone in der initPlugin()-Methode der Klasse PluginInitRapidSiMiTraregistriert werden. Für detailliertere Informationen zur Erstellung von RapidMiner-Prozessschablonen verweist der Autor auf die offizielle Hilfeseite5.
7.4.2 Bedienung
Da die Bedienung des Translationssystems durch die Nutzeroberfläche derRapidMiner-Plattform bedingt wird, werden im aktuellen Abschnitt nur die nö-tigen Arbeitsschritte erläutert, um die jeweilige Prozessschablone verwenden zukönnen.Abbildung 7.11 zeigt eine Ansicht, die sich dem Nutzer beim Start von Rapid-Miner präsentiert. Auf der rechten Seite befindet sich eine Auflistung der derzeitverfügbaren Prozessschablonen – darunter auch die im Rahmen dieser Arbeit ent-wickelten. Folglich ist der erste Schritt die Auswahl der passenden Schablone Schritt 1: Wahl derSchablonefür das aktuelle Translationsproblem. Steht keine solche Schablone zur Verfügung,
5 https://docs.rapidminer.com/developers/how-to/custom-templates.html, zuletztaufgerufen: 11.05.2017
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dann kann noch auf die Blankoschablone für derartige Translationssysteme zurück-gegriffen werden. Die nachfolgenden Erläuterungen basieren auf der Schablonefür die Translation von DPIL-Modellen in eine Petri-Netz-Repräsentation.
Abbildung 7.11: SiMiTra: Prozessschablonen
Der zweite Schritt ist die Konfiguration des Operators für die Spurgenerierung.Schritt 2:Konfiguration desSpurgenerators Für das aktuelle Übersetzungsbeispiel handelt es sich konkret um den bereitsaus Abschnitt 7.3 bekannten MuDePS-Operator. Für den Einsatz im Translati-onskontext müssen lediglich die Basisparameter konfiguriert werden, welche inAbbildung 7.12 dargestellt sind. Das sind einerseits die Alloy-Repräsentation desDPIL-Prozessmodells, die Anzahl der zu generierenden Spuren sowie die maximaleLänge jeder Prozessausführungsspur.Im dritten Schritt ist das Process-Mining-Werkzeug zu konfigurieren, welchesSchritt 3:Konfiguration desProcess-Mining-Werkzeugs aus den künstlich erzeugten Prozessausführungsspuren ein Prozessmodell in dergewünschten Zielsprache erzeugt. Für das aktuelle Beispiel wird willkürlich dieRapidMiner-Implementierung des Inductive Miner [106] ausgewählt, deren Parame-ter in Abbildung 7.10 dargestellt sind. Der Operator ist in diesem Fall vollständigvorkonfiguriert, sodass der Nutzer keine Einstellungen vornehmen muss. Im Gegen-satz zu Anwendungen auf reale Ereignisprotokolle bieten künstliche den Vorteil derRauschfreiheit. Aus diesem Grund wird die Rauschschwelle des Process-Mining-Werkzeugs auf Null gesetzt. Somit ist sichergestellt, dass jedes protokollierteVerhalten des künstlichen Ereignisprotokolls im Modell berücksichtigt wird.Der vierte und letzte Schritt ist die Ausführung der Translation. Dies geschiehtSchritt 4: Ausführungder Translation mittels der allgemeinen Start-Schaltfläche der RapidMiner-Plattform, welche denkompletten Prozess ausführt. Das Ergebnis – für das aktuelle Beispiel ein Petri-Netz – wird abschließend in einer gesonderten Ansicht präsentiert. Mithilfe einesweiteren RapidProM-Operators ist es zudem möglich, das erzeugte Petri-Netz als.pnml-Datei zu exportieren und in mit diesem Format vertrauten Drittapplikationenweiterzuverwenden. Damit ist die Translation abgeschlossen.
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Abbildung 7.12: SiMiTra: Verwendung von MuDePS im Translationskontext
7.4.3 Erweiterung
Erweiterungsmöglichkeiten der SiMiTra-Technologie lassen sich in zwei Klassenunterteilen: (i) Erweiterung um zusätzliche Prozessmodellierungssprachen und (ii) Zusätzliche Modellie-rungssprachen undErweiterung desTranslationsprozessesErgänzung bestehender Translationsprozesse. Das Vorgehen bei derartigen Erwei-terungen wird nachfolgend erläutert.Ein Nachteil der Entscheidung, die RapidMiner-Plattform als Rückgrat derSiMiTra-Architektur zu verwenden ist, dass es so notwendig ist, dass jeder benö-tigte Spurgenerator und jede benötigte Process-Mining-Technik als RapidMiner-Operator vorliegt. Zwar existieren für viele der gängigen Prozessmodellierungs-sprachen Technologien für die Spurgenerierung und das Process Mining. Dieseliegen jedoch in den meisten Fällen nicht als RapidMiner-Erweiterung vor. Folg-lich besteht die Hauptaufgabe bei der Erweiterung um zusätzliche Prozessmodel-lierungssprachen darin, diese RapidMiner-externen Technologien in Operatorenzu Kapseln. Das Vorgehen dabei ist bereits in Abschnitt 7.3 am Beispiel desSpurgenerator-Operators für DPIL-Modelle erläutert. Im Wesentlichen muss so-mit die grundlegende Struktur von RapidMiner-Erweiterungen eingehalten und esmüssen die entsprechenden Basisklassen erweitert werden. Innerhalb der neuenOperator-Klasse gilt es dann, die zu konfigurierenden Parameter der gekapsel-ten Technologie in der Nutzeroberfläche der Plattform zu visualisieren. Bei derErweiterung von Operatoren um zusätzliche Parameter muss die Methode getPa-rameterTypes der Operator-Basisklasse überschrieben werden, wie es in Codeaus-schnitt 7.2 dargestellt ist.Der Codeausschnitt zeigt die Registrierung eines Parameters mit dem Namen„process model“, einer Beschreibung der Bedeutung des Parameters und einemBinärwert, welcher anzeigt, ob es sich um einen Expertenparameter handelt. Daes sich bei diesem Parameter um die Auswahl einer Datei aus einer externenQuelle handelt, ist er als ParameterTypeFile registriert und die Auswahl gültiger
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@Override
public List<ParameterType> getParameterTypes() {
List<ParameterType> pt = super.getParameterTypes();
pt.add(new ParameterTypeFile( " p rocess model " ," Choose process model as Al loy a l s f i l e . " , false,
new String[] { " a l s " }));
return pt;
}Codeausschnitt 7.2: Erweiterung eines RapidMiner-Operators um zusätzliche Parameter
Dateierweiterungen ist auf „als“ begrenzt. Möchte man einen weiteren Parameterregistrieren, so muss dieser lediglich analog zum Beispiel in die Parameterlisteeingetragen werden. So ist es möglich, die meist als externe Bibliotheken vor-liegenden Spurgeneratoren und Process-Mining-Werkzeuge zu parametrieren unddamit ihre Funktionalität in der RapidMiner-Plattform zur Verfügung zu stellen.Die zweite Erweiterungsklasse umfasst alle Änderungen, bei dem die vordefinier-ten Prozessschablonen für eine Translation um zusätzliche Operatoren erweitertwerden sollen. Da es möglich ist, individuell zusätzliche Operatoren zu definie-ren, kann die nachfolgende Beschreibung nur beispielhaft sein. Die RapidMiner-Plattform und die Operatoren der RapidProM-Erweiterung ermöglichen die Er-weiterung der Prozessschablonen unter anderem um die folgende Funktionalität:
• Messung der Durchlaufzeiten: Der Log-Operator der RapidMiner-PlattformDurchlaufzeitmessung erlaubt das Protokollieren von Prozess- und Operator-Durchlaufzeiten. Da-mit ist es möglich, bei Bedarf für konkrete Translationsprobleme den Zeit-aufwand zu messen.
• Konformitätsprüfungen: Die RapidProM-Erweiterung liefert einige Operato-Konformitätsprüfung ren, welche dazu verwendet werden können, die Übereinstimmung zwischeneinem Ereignisprotokoll und einem Prozessmodell zu bewerten. Davon wirdim Evaluationsteil der vorliegenden Arbeit Gebrauch gemacht.
• Automatisierte Wiederholungen: Der Schleifen-Superoperator der PlattformAutomatisierteWiederholung ermöglicht die automatisierte Wiederholung von RapidMiner-Prozessen mitunterschiedlichen Parametrierungen. Das eröffnet im aktuellen Kontext undin Kombination mit den Operatoren zur Konformitätsprüfung beispielsweisedie Möglichkeit, die Qualität der Translationsergebnisse in Abhängigkeitvon Spurlänge und -anzahl zu prüfen.
• Selektion des besten Resultats: Häufig existieren für ein gewähltes Sprach-Ergebnisselektion paar mehrere Spurgeneratoren und/oder Process-Mining-Techniken. Ist dasder Fall, so kann mittels des Branch-Operators entschieden werden, wel-cher Operator jeweils im Translationsprozess aktiv werden soll. In Kombina-tion mit den Operatoren der Konformitätsprüfung kann so die Übersetzungfür jede verfügbare Kombination aus Spurgenerator und Process-Mining-Werkzeug einzeln durchgeführt und das Ergebnis mit der besten Protokoll-Modell-Konformität ausgewählt werden.
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Generell ist der Erweiterungsmechanismus von SiMiTra Teil der grundlegendenModellierungsfunktionalität der RapidMiner-Plattform. Folglich sind den Erweite-rungsmöglichkeiten – bei Verfügbarkeit der entsprechenden Operatoren – kaumGrenzen gesetzt. Für Detailinformationen zum RapidMiner-Erweiterungsmechanis-mus sei auf die zugehörige Plattform-Dokumentation6 verwiesen.Das Hauptziel von Abschnitt 7.4 ist, die Realisierbarkeit des generischen Prin-zips zur Translation von Prozessmodellen (Abschnitt 5.2) nachzuweisen. Diesesbasiert im Wesentlichen auf der Schaffung einer Infrastruktur, um beliebige Spur-generatoren mit ebenso beliebigen Process-Mining-Technologien kombinieren zukönnen. Durch die Adaption und Kapselung bestehender Verfahren in RapidMiner-Operatoren bietet die RapidMiner-Plattform diese Infrastruktur nativ. Zusätzlichkönnen weitere Operatoren eingesetzt werden, um beispielsweise Ereignisprotokol-le zu modifizieren oder Übersetzungsergebnisse beliebig zu exportieren. Gleich-zeitig können beispielsweise Prozessmodelle aus verschiedenen Quellen impor-tiert werden. Durch die grafische RapidMiner-Nutzerschnittstelle zur Organisationvon Analyseprozessen sind zudem komfortable Interaktionsmöglichkeiten gegeben.Für eine zusätzliche Unterstützung des Nutzers können zudem auch Schablonenfür Operator-Kombinationen angeboten werden. Die notwendige Kapselung jederKomponente in einem Operator ist somit der einzige Implementierungsaufwand.
7.5 nl4dp als eclipse-erweiterung






Abbildung 7.13: NL4DP (Implementierung)
Vorrangiges Ziel dieses Abschnitts ist es, die Integration des NLG-Systemsin die existierende Werkzeugunterstützung für DPIL-Prozessmodelle zu erläutern.Das bedeutet, dass die Technik als Eclipse-Erweiterung umgesetzt wird, da auchdas zugehörige DPIL-Modellierungswerkzeug so realisiert ist.
6 https://docs.rapidminer.com/developers/creating-your-own-extension/, zuletztaufgerufen: 15.05.2017
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7.5.1 Architektur







































Abbildung 7.14: Operatoren im RapidMiner-Prozess
Wie aus der Abbildung dargestellt ist, basiert das NLG-System nahezu voll-ständig auf Acceleo. Dies ist eine Abweichung von der üblichen Vorgehensweisemodellgetriebener Softwareentwicklung. Die Erzeugung eines RST-Baums und dieTransformation von DPIL-Regeln in DSyntR-Baumstrukturen würde ein Implemen-tierung basierend auf Modell-zu-Modell-Transformationen vorschlagen – und kei-ne direkte Modell-zu-Text-Transformation, wie es mit Acceleo der Fall ist. Grundist, dass sowohl RST-Bäume als auch DSyntR-Nachrichten eigentlich Modellesind. Voraussetzung für die Definition einer Modell-zu-Modell-Transformation istjedoch die Verfügbarkeit der Metamodelle für alle Modelle. Da dem Autor jedochfür RST-Bäume und DSyntR-Nachrichten keine solchen bekannt sind und dieFehlendeMetamodelle Definition derselben Grenzen und Fokus dieser Arbeit überschreiten würde, wirdstattdessen ein rein auf Modell-zu-Text-Transformationen basierender Ansatz rea-lisiert. In Konsequenz dazu werden einige Schritte der NLG-Pipeline vereinfacht.Die Extraktion Linguistischer Informationen ist im aktuellen Stand der Imple-ExtraktionlinguistischerInformationen mentierung einfach gehalten. Durch die in Abschnitt 6.2 getroffene Annahme, dassAktivitätsbezeichner immer aus Nomen und Verb bestehen, ist vorerst keine Wort-klassifikation durch Technologien wie WordNet oder den Stanford Tagger notwen-dig. Stattdessen kann der Bezeichner einfach durch Zeichenkettenauftrennung amLeerzeichen in die zwei gesuchten Wörter zerlegt werden.
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Ziel des zweiten Schrittes ist die Erzeugung eines RST-Baums zur Textstruktu-rierung. Dafür ist einerseits die Gruppierung der Regeln gemäß des in Abschnitt 6.2 Textstrukturierungbeschriebenen Verfahrens notwendig und andererseits müssen mögliche rhetorischeRelationen zwischen den so gruppierten Regeln identifiziert werden. Im Konzeptfür ersteres ist zunächst eine Gruppierung der DPIL-Regeln basierend auf derverwendeten Regelschablone vorgesehen. Anschließend werden die so gebildetenGruppen intern anhand der Anzahl gleicher Parameter geordnet. In Acceleo kanndiese Gruppierung mittels der OCL-Funktion select gebildet werden, wobei derzugehörige Filterausdruck den Abgleich des DPIL-Makro-Namens beinhaltet. DasErgebnis sind eine oder mehrere Mengen von DPIL-Regeln, welche jeweils dassel-be Makro referenzieren. Diese Mengen werden anschließend mittels eines zweitenOCL-Ausdrucks – sortedBy – absteigend nach der Anzahl gleicher Parameter sor-tiert.Damit ist zwar eine Gruppierung und gruppeninterne Sortierung vorgenommenworden, der zu erzeugende RST-Baum ist jedoch weiterhin ausstehend. Da durchdie fehlenden Metamodelle von RST-Bäumen und DSyntR-Nachrichten auf ei-ne Modell-zu-Text-Transformation anstelle einer Modell-zu-Modell-Transformationzurückgegriffen werden musste, wird die Erstellung des RST-Baums mit den zweidarauffolgenden Pipeline-Schritten verschmolzen. Der Grund dafür ist, dass so- Verschmelzung mitnachfolgendenPipeline-Schrittenwohl der RST-Baum als auch die noch zu erzeugenden DSyntR-Nachrichtennicht als Modell vorliegen können, sodass auf eine schrittweise Transformationauf Textebene zurückgegriffen werden müsste. Um den sich daraus ergebendenText-Parse-Aufwand zu umgehen, sind die Schritte der RST-Baum-Erzeugung,der Generierung von DSyntR-Nachrichten und der Verfeinerung der Nachrichtendurch die Bereitstellung differenzierender Acceleo-Abbildungsschablonen zusam-mengefasst. Zu den in Tabelle 6.2 dargestellten Abbildungsvorschriften werden fürdie in Abbildung 6.6 dargestellten Beispielrelationen Schablonen für aggregierteDSyntR-Nachrichten ergänzt. Die Selektion der passenden Schablone erfolgt dem-nach stufenweise, indem zunächst nach einer geeigneten aggregierten Schablonegesucht und erst in zweiter Instanz auf eine isolierte Schablone zurückgegriffenwird. Die Entscheidung, welche Acceleo-Schablone zur Transformation einer odermehrerer DPIL-Regeln verwendet wird, ist vom positiven Resultat bei der Prüfungdes jeweiligen Guard-Ausdrucks abhängig. Da durch die Gruppierung anhand desMakro-Namens bereits eine inhaltliche Beziehung zwischen den Regeln sicherge-stellt ist, enthalten diese Guard-Ausdrücke lediglich Überprüfungen bezüglich dervon einer aggregierten Schablone erwarteten Parameterüberschneidungen. Ist einesolche Guard-Prüfung erfolgreich, wird statt zweier einzelner DSyntR-Nachrichtendie im Rumpf der Acceleo-Schablone enthaltene aggregierte Form erzeugt.DPIL-Regelschablonen werden auf DSyntR-Nachrichtenschablonen abgebildet Abbildung von DPIL-Regelschablonen aufDSyntR-Nachrichten-schablonen(Abschnitt 6.2). Letztere enthalten Abfragen für die dynamischen Inhalte aus demjeweiligen Quell-DPIL-Modell. Diese Abfragen können, wie auch die eben erwähn-ten Guard-Ausdrücke, mittels OCL beschrieben werden. Zur besseren Lesbarkeiterlaubt Acceleo zudem den Aufbau hierarchischer Schablonen. Somit wird jeder dy-namische Anteil wiederum durch eine eigene Schablone abgefragt. Das ist in Code-ausschnitt 7.3 anhand einer Darstellung der Implementierung der @Mod(:rule)-Abfrage verdeutlicht.
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[template public mod(r : ProcessRule) ? (r.type = ProcessRuleType::Hard)]
must
[/template]
[template public mod(r : ProcessRule) ? (r.type = ProcessRuleType::Soft)]
should
[/template]Codeausschnitt 7.3: Schablonen dynamischer Inhalte für DSyntR-Nachrichtenschablonen
In der Rahmenschablone für die jeweilige DSyntR-Nachricht kann an jederbeliebigen Stelle eine der mod-Schablonen verwendet werden, um die Modalitätder fraglichen DPIL-Regel auf einen passenden natürlichsprachlichen Ausdruckabzubilden. Die Guard-Ausdrücke werden dazu verwendet, um je nach Typ derProzessregel entweder „must“ oder should zurückzuliefern. In ähnlicher Art undWeise sind alle übrigen Abfragen implementiert.Im letzten Schritt erfolgt die Oberflächenrealisierung der erzeugten DSyntR-Nachrichten. Diese wird in Acceleo als sogenannte Nachbedingung (engl. postcondition) realisiert. Diese Nachbedingungen enthalten Funktionsaufrufe, welcheden durch die Acceleo-Schablone erzeugten Text einer Nachbearbeitung unterzie-hen. Dieser Mechanismus wird hier genutzt, um die Oberflächenrealisierung zu in-itiieren. Dies geschieht über einen sogenannten Acceleo Java Service Call, welcherden Aufruf von reinen Java-Methoden aus den deklarativen Acceleo-Spezifikationenheraus gestattet. Im Falle der Oberflächenrealisierung wird hier der RealPro Rea-lizer7 verwendet, um aus den erstellten DSyntR-Nachrichten natürlichsprachlicheOberflächenrealisie-rung mit dem RealProRealizer Sätze zu erzeugen. Damit ist die Generierung natürlichsprachlicher Beschreibun-gen des Eingabe-DPIL-Modells für ein bestimmtes kommunikatives Ziel und Nut-zermodell (Abschnitt 6.2.1) abgeschlossen.
7.5.2 Bedienung
Da auch die im Rahmen dieser Arbeit entwickelte NLG-Technik für DPIL-Modelleauf Acceleo basiert, ähnelt die Bedienung dieses Werkzeugs dem ersten Schritt beider Verwendung des weiter oben beschriebenen Spurgenerators. Ziel des aktuellenAbschnitts ist es, einige ausgewählte Hinweise zur Bedienung des NLG-Werkzeugsbereitzustellen.Für NL4DP existieren zwei Ausführungsmodi. Einerseits kann das NLG-Werk-zeug wie gewohnt über das bereits bei der Bedienung des Spurgenerators er-wähnte Kontextmenü des DPIL-Editors gestartet werden (Abbildung 7.15). An-Start überKontextmenü desDPIL-Editors oder alseigenständigeApplikation
dererseits besteht die Möglichkeit, es als sogenannte Standalone-Applikation zustarten. Das geschieht über beispielsweise einen Kommandozeilenaufruf oder auchden programmatischen Aufruf der entsprechenden main-Methode. In beiden Fällensind einerseits der absolute Pfad zum zu transformierenden DPIL-Modell und an-dererseits der Zielordner für das generierte Artefakt als Parameter zu übergeben.Dies ist eine Anforderung des Acceleo-Rahmenwerks.Unabhängig davon, welcher Ausführungsmodus verwendet wird, werden seitensdes Acceleo-basierten Generators für natürlichsprachliche Texte zwei weitere Para-meter berücksichtigt: (i) Das Kommunikative Ziel und (ii) das Nutzermodell. Hierfür
7 http://www.cogentex.com/technology/realpro/, zuletzt aufgerufen: 17.05.2017
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Abbildung 7.15: Verwendung von NL4DP für die Generierung natürlichsprachlicher Be-schreibungen von DPIL-Modellen
ist es in der aktuellen Implementierung Konvention, eine Konfigurationsdatei mitdem Namen „nl4dp.config“ in dem Verzeichnis anzulegen, in welchem sich auchdas Quell-DPIL-Modell befindet. Ein Beispiel für den Inhalt einer solche Konfi-gurationsdatei ist ebenfalls in Abbildung 7.15 (unterer Bereich) dargestellt. In derersten Zeile ist das kommunikative Ziel auf die Beschreibung der Modellinhalte Externe Konfigurationdes kommunikativenZielszum Modellierungszeitpunkt festgelegt (modeling). Ändert man diese Einstellungauf runtime, dann ist das der Hinweis für das NLG-Werkzeug, eine natürlichsprach-liche Erklärung für Prozessregeln zum Zeitpunkt der Prozessausführung zu liefern.Welche Regeln konkret erläutert werden sollen, wird mittels des Schlüsselwortesrule festgelegt (Zeile 4). Falls die Konfiguration des kommunikativen Ziels jedochmodeling ist, dann werden alle rule-Einträge ignoriert.Hinter dem Schlüsselwort user kann der Nutzer festgelegt werden, für den dernatürlichsprachliche Text erzeugt wird. Die übrigen Einstellungsmöglichkeiten bil-den das zu verwendende Organisationsmodell, zu dem auch dieser Nutzer gehört. Externe Konfigurationdes Nutzermodells fürpersonalisierteTextabschnitteDadurch ist NL4DP in der Lage, personalisierte Textabschnitte zu erzeugen. Beider in der Abbildung dargestellten Konfiguration würde hier beispielsweise die Er-klärung der letzten Regel des Modells (advise direct...) personalisiert werden.Die resultierende Erläuterung der Regel in Isolation könnte dann beispielsweise
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wie folgt lauten: „The application should be approved by yourself.“ Diese Infor-mation erhält das System durch die Verknüpfung der zu erklärenden DPIL-Regelmit der Zielperson der NLG-Aufgabe. Wäre stattdessen „Mary“ konfiguriert, dannkann der Satz auf „... by your supervisor“ enden. Die Spezifikation des Nutzermo-dells in der NL4DP-Konfiguration ist aktuell eine Vereinfachung, die notwendigist, da die Zielplattform Process Navigation [199] zum aktuellen Zeitpunkt nochkeine Schnittstelle zur Abfrage des verwendeten Organisationsmodells bereitstellt.Besonders bei der Verwendung von NL4DP zum Zeitpunkt der Prozessausfüh-rung ist eine dynamische Konfiguration mittels der beschriebenen Konfigurations-datei ein unnötiger Umweg. Da bei der Ausführung von NL4DP als Standalone-Applikation bereits die Parameterwerte für Quellmodell und Zielordner übergebenwerden müssen, besteht zusätzlich die Möglichkeit, das kommunikative Ziel, denNutzer und die zu erklärenden Regeln per Leerzeichen getrennt als Parameter zuübergeben. Dieser Parametrierung wird gegenüber den Inhalten der Konfigurati-onsdatei Vorrang gewährt. Auch hier gilt, dass die so übergebenen DPIL-Regelnnur berücksichtigt werden, wenn das kommunikative Ziel runtime ist.Das Ergebnis jeder Generierung ist eine Textdatei, welche den Namen des zuerläuternden Prozesses und die Dateierweiterung .nlg trägt.
7.5.3 Erweiterung
Da sich das im Rahmen dieser Arbeit entwickelte NLG-Werkzeug im Stadium einesexemplarischen Durchstichs befindet, steht aktuell lediglich ein Erweiterungsme-chanismus zur Verfügung, welcher die Menge der DPIL-Regelschablonen ergänzt,für die eine passende DSyntR-Nachrichtenschablone vorliegt. Das Vorgehen beieiner Erweiterung dieser Art wird im aktuellen Abschnitt skizziert.Ähnlich wie bei Erweiterung der MuDePS-Implementierung, muss auch im Fallevon NL4DP die Menge der angegebenen Transformationsregeln erweitert werden,um eine Unterstützung zusätzlicher DPIL-Regelschablonen zu ermöglichen. Da-Erweiterung:Zusätzliche DPIL-Regelschablonen zu muss eine neue Acceleo-Schablone angelegt werden, deren Guard-Ausdruckdie eindeutige Assoziation mit der gewünschten DPIL-Regelschablone sicherstellt.Im Rumpf der Schablone muss das Gerüst einer DSyntR-Nachricht angegebenwerden. Dabei kann von den bereits vorhandenen Abfragen dynamischer Modell-inhalte Gebrauch gemacht werden. Weiterhin ist es möglich, Schablonen für neueNachrichten-Aggregationen anzugeben, welche die DSyntR-Nachrichten der neuhinzugekommenen DPIL-Regelschablonen vor dem Hintergrund möglicher rhetori-scher Relationen verschmelzen.Hauptziel von Abschnitt 7.5 ist es, das im Rahmen dieser Arbeit entwickelteKonzept der Generierung natürlichsprachlicher Beschreibungen von DPIL-Prozess-modellen (Abschnitt 6.2) durch eine prototypische Implementierung zu evaluieren.Diese ist im Kern eine Modell-zu-Text-Transformation. Wesentlich ist hierbei, dassaufgrund der fehlenden Metamodelle für RST-Bäume und DSyntR-Nachrichten ei-ne reine Modell-zu-Text-Transformation anstelle einer Kombination aus dieser undmehrerer Modell-zu-Modell-Transformationsschritte realisiert ist. Die sich darausergebende Konsequenz ist die Zusammenfassung der Schritte zur Erzeugung desRST-Baums, der DSyntR-Nachrichten und der Verfeinerung von letzteren in dif-
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ferenzierenden Acceleo-Abbildungsschablonen. Diese zwei Datenstrukturen, dieals Zwischenrepräsentation für die Spezifikation des Zieltextes genutzt werden,sollten für zukünftige Weiterentwicklungen Modellcharakter haben. Dies bedeutet,dass die dafür notwendigen Metamodelle und gegebenenfalls auch eine eigeneModellierungssprache für einen erhöhten Modellierungskomfort entwickelt werdensollten.

8EVA LUAT I ON : E I GENSCHAFTEN , KORREKTHE I T UNDNÜTZ L I CHKE I T DER LÖSUNGEN
Mit den im vorherigen Kapitel beschriebenen Implementierungen wird die Rea-lisierbarkeit der im zweiten Teil der Arbeit vorgestellten Konzepte sichergestellt.Noch ausstehend ist eine Bewertung der korrekten Funktionsweise, der Leistungs-fähigkeit und, falls möglich, ein Vergleich mit ähnlichen Lösungen. Der aktuelleAbschnitt schließt diese Lücken zu großen Teilen.In Abschnitt 8.1 respektive Abschnitt 8.2 werden die statischen Eigenschaftender Technik zur Spurgenerierung für multi-perspektivische, deklarative Prozessmo-delle und die des induktiven Translationsprinzip analysiert. Zusätzlich wird fürden Spurgenerator eine Laufzeitanalyse durchgeführt, um die Abhängigkeit derBerechnungszeit von der gewählten Parametrierung einschätzen zu können. DieKorrektheit der Funktionsweise des Spurgenerators und der induktiven Transla-tionstechnik wird in Abschnitt 8.3 beziehungsweise Abschnitt 8.4. Den vorletztenBetrachtungsgegenstand dieses Kapitels bildet eine qualitative Umfrageevaluati-on (Abschnitt 8.5), welche erste Erkenntnisse für den potentiellen Nutzen allerdrei entwickelten Konzepte liefern soll. Alle Teilevaluationen dienen weiterhinals Grundlage für eine Gesamteinschätzung (Abschnitt 9.1) der Erfüllung allergrundlegenden Anforderungen aus Abschnitt 1.2.
8.1 eigenschaften: simulation multi-perspektivischer, deklarati-ver prozessmodelle
Ziel dieser ersten Evaluation ist die Analyse statischer Eigenschaften und desLaufzeitverhaltens des in Kapitel 4 vorgestellten Ansatzes zur Spurgenerierung. AlsGrundlage für ersteres dienen Merkmale und Funktionalität verwandter Ansätze(Abschnitt 4.1). Eine Laufzeitanalyse wird in Abhängigkeit der Modellkomplexitätund des Umfangs der Ereignisprotokolle durchgeführt.
8.1.1 Statische Eigenschaften
Tabelle 8.1 zeigt in kompakterer Form die bereits bekannte Übersicht über exis-tierende Spurgeneratoren, in welche nun aber auch der im Rahmen dieser Arbeitentwickelte Spurgenerator (MuDePS) eingeordnet ist. Die Tabelle zeigt Merkma-le und Funktionen, die auf den jeweiligen Ansatz zutreffen (), nicht (-) oder Merkmale undFunktionen vonMuDePSanteilig (()) zutreffen. Merkmale oder Funktionalitäten können zudem irrelevant(0) sein, wie beispielsweise die Organisatorische Perspektive im Falle der Si-mulation rein kontrollfluss-orientierter Petri-Netze. Schließlich sind für den neuhinzugekommenen Spurgenerator auch explizite Erweiterungspunkte (E) definiertworden. Nachfolgend werden einige der Eigenschaften diskutiert, während anderein Kombination mit der Beschreibung aus Abschnitt 4.1 selbsterklärend sind.
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PN PT CPN BPMN YAWL Declare DCR Hybrid MuDePS[36, 97, 168, 173] [92] [124] [33, 34] [156] [41, 193] [122] [194] Kapitel 4Unterstützte Prozessperspektiven- Funktionale             - Verhaltensorientierte             - Datenorientierte 0 0 () 0 0    0 ()  () - Organisatorische 0 0 () 0 0  -  0 () () () - Operationale 0 0 0 0 0 - - 0 0 0 0 0 (E)Ereignistypen: Start/Ende - - -      - - - - (E)Dynamische Beziehungen - - () - - - - - 0 - - - Perspektivenübergr. Beziehungen 0 0 0 0 0 - - - 0 - - - Konfigurierbare Entscheidungen  - - () -  -  -  -  Nativ garantierte Terminierung  -  -  -  () - -  () -Wahlweise künstliches Rauschen- Zusätzliche Aktivitäten  -   () -  - - - - - - Überspringen von Aktivitäten  -    -  - - - - - - Verzögerung von Aktivitäten - -  - - - - - - - - - -- Vertauschen von Aktivitäten - - -  - -  - - - - - - Unautorisierte Ressourcen - -  - - - - - - - - - - Verfälschen von Datenwerten - - - - - -  - - - - - - Rauschprofile - - - - - -  - - - - - Konfigurierbare Prozessumgebung - -  - - - -  - - - - ()Konfigurierbarer Startzustand - - - - - - -  - - - - Ressourcen-Bias - - - - - - - - - -  - Export in Standardformat          () - () 
Tabelle 8.1: Vergleich von MuDePS mit existierenden Spurgeneratoren
Die erste Kategorie von Merkmalen setzt sich aus der Unterstützung der einzel-nen Prozessperspektiven zusammen. Gemäß Tabelle 8.1 unterstützt MuDePS vierProzessperspektiven der fünf geläufigsten Prozessperspektiven. Einzig die Operationale Perspektivewird ausgespart. Jedoch ist mit der in Abschnitt 4.2 beschriebenen generischen Si-gnatur AssociatedElement ein Erweiterungspunkt definiert, der die Assoziationweiterer Schlüssel-Wert-Paare mit jedem zu protokollierenden Ereignis gestattet.Im bisherigen Konzept des Spurgenerators ist keine Unterstützung verschiedenerStatus einer Aktivitätsausführung und diesbezüglich verschiedener EreignistypenEreignistypen gegeben. Dies schränkt die Aussagekraft der Simulationsergebnisse in der Formein, dass keine parallele Ausführung zweier oder mehrerer Aktivitäten protokolliertwerden kann. Außerdem ist es nicht möglich, die Durchlaufzeit durch eine Instanzeiner Aktivität zu simulieren. Dies hat für die Verwendungen des Spurgeneratorsim Kontext der Verbesserung der Verständlichkeit jedoch keinen Einfluss. Auch dasin Abschnitt 5.2 vorgestellte Prinzip zur Translation von Prozessmodellen wird da-durch nicht beeinflusst, da Process-Mining-Techniken lediglich die Reihenfolge derAusführung einer Aktivität beachten. Ist die Reihenfolge zweier Aktivitäten in zweiverschiedenen Ausführungsspuren vertauscht, gehen Process-Mining-Techniken da-von aus, dass die Reihenfolge dieser beiden Aktivitäten irrelevant ist. Somit kannim Modell die Möglichkeit der parallelen Ausführung vermerkt werden.Konfigurierbare Entscheidungen bezeichnen im Kontext deklarativer Prozessmo-KonfigurierbareEntscheidungen delle die Priorisierung bestimmter Aktivitäten, die Festlegung statischer Spurbe-standteile sowie Ausschlüsse anderer Spurbestandteile. Derartige Entscheidungenkönnen in dem in dieser Arbeit vorgestellten Spurgenerator modelliert werden. Da-zu sind verschiedene Alloy-Prädikate vordefiniert, die bei ihrer Instanziierung diekonfigurierten Entscheidungen umsetzen.
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Da MuDePS auf Werkzeugen zum Lösen von Erfüllbarkeitsproblemen aufbaut,ist eine native Terminierung unmöglich. Grund ist, dass – vor allem durch die Native TerminierungUnterstützung der Datenorientierten Perspektive – ein nicht-endlicher Wertebe-reich für mögliche Variablenbelegungen modelliert werden kann. Die Erfüllbarkeit,auf der die Generierung der Spuren basiert, wäre dadurch im Allgemeinen un-entscheidbar (nach Boris Trakhtenbrot (1950) als engl. Zusammenfassung [132, S.279]). Aus diesem Grund muss der Lösungsraum begrenzt werden, was gleichzeitigdie Definition eines künstlichen Terminierungkriteriums darstellt.Der Spurgenerator ist in der Lage, nach Bedarf künstliches Rauschen in den Er- Künstliches Rauscheneignisprotokollen zu verursachen. Auch hierfür sind entsprechende Alloy-Prädikatedefiniert, die entweder einzelne Verstöße gegen das Modell oder ganze Rausch-profile definieren. Davon ausgenommen ist das künstliche Verzögern von Aktivi-täten. Dies kann durch die Absenz der Unterscheidung von Start und Ende derBearbeitung einer Aktivität nicht abgebildet werden, da die Repräsentation derDurchführungsdauer der Aktivität fehlt.Die Prozessumgebung ist nur rudimentär konfigurierbar. Lediglich die Ankunfts- Prozessumgebungrate der Prozessinstanzen kann parametriert werden. Andere Aspekte wie dieVerfügbarkeit der Prozessteilnehmer sind im aktuellen Zustand weder vorgesehen,noch in Alloy direkt abzubilden.Mit der Integration des Spurgenerators in die RapidMiner-Plattform und dieWiederverwendung der RapidProM-Datenstruktur für Ereignisprotokolle ist einExport derselben im XES-Standardformat ohne weiteres möglich.Zusammenfassend ist zu sagen, dass der im Rahmen dieser Arbeit vorgestellteSpurgenerator etwa 76% aller identifizierten Funktionen und Merkmale abdeckt.Zählt man die definierten Erweiterungspunkte sowie rudimentäre Umsetzungenhinzu, steigert sich dieser Anteil auf rund 90%. Da vorab keine Wertigkeit für dieunterschiedlichen Funktionen und Eigenschaften vereinbart sind, können die kon-kreten Prozentwerte lediglich qualitativ gewertet werden. In jedem Fall übersteigtsomit die Funktionsunterstützung die aller aufgeführten und dem Autor bekanntenSpurgeneratoren.
8.1.2 Laufzeitanalyse
Ziel des aktuellen Abschnitts ist es, die Leistungsfähigkeit des Spurgeneratorsdurch die Erfassung der Berechnungszeiten in Abhängigkeit von verschiedenen Pa-rametrierungen zu analysieren. Dazu werden mehrere Versuche für DPIL-Modelleunterschiedlichen Umfangs und für unterschiedliche Zielgrößen der resultieren-den Ereignisprotokolle durchgeführt. Die Untersuchungen zeigen, dass die Be-rechnungszeiten eines Ereignisprotokolls primär von der Anzahl und Länge der zuerzeugenden Prozessausführungsspuren abhängig ist. Auf eine formale Komplexi-tätsanalyse wird an dieser Stelle verzichtet, da die Komplexität vom gewähltenSolver für das in Alloy formulierte Erfüllbarkeitsproblem abhängig ist. Zwar giltdies auch für die Messung der in diesem Abschnitt betrachteten Berechnungszeit,aber der nachfolgend beschriebene Versuchsaufbau ist für die Überprüfung derLaufzeit des Spurgenerators mit jedem beliebigen Solver geeignet.
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Der Versuchsaufbau berücksichtigt insgesamt vier Dimensionen, um deren Ein-fluss auf die Berechnungszeit geprüft zu prüfen. Die vier Dimensionen sind:
• E: Die Anzahl der im DPIL-Modell enthaltenen Entitäten (E ) definiertAnzahl derModell-Entitäten die Anzahl möglicher Ereignistypen, die sich wiederum über unterschiedli-che Assoziationen der Entitäten definieren. Diese Dimension gibt letztlichAufschluss darüber, wie viele sich in mindestens einer Assoziation unter-scheidende Prozessausführungsspuren potentiell generiert werden können.
• R: Die zweite betrachtete Dimension der Modellgröße ist die Anzahl derim DPIL-Modell enthaltenen Prozessregeln (R ). Diese selektieren in ihrerAnzahl derProzessregeln Kombination die Teilmenge der validen1 aus der Menge aller potentiell zugenerierenden Prozessausführungsspuren.
• N: Eine Dimension des Umfangs eines Ereignisprotokolls ist die Anzahl (N)Anzahl der Spuren der maximal zu erzeugenden Prozessausführungsspuren. Dieser Parameterkann nur als obere Grenze modelliert werden, da die Anzahl der bezüglichder Prozessregeln validen Prozessausführungsspuren auch kleiner als Nsein kann.
• L: Die letzte Dimension ist die maximale Länge (L) der protokolliertenLänge der Spuren Prozessausführungsspuren. Auch diese ist eine obere Grenze, da auch dieAnzahl der aufeinanderfolgenden Ereignisse in einer Prozessinstanz durchProzessregeln stärker eingeschränkt sein kann.
Um die Anzahl der Modellentitäten und -regeln variieren zu können, werdenProzessmodelle unterschiedlicher Größe manuell definiert. Jede für die aktuelleBeispielmodelle Untersuchung gewählte Konstellation der Anzahl an Entitäten und der Anzahl anRegeln spiegelt sich in einem solchen Modell wider. Dabei wird darauf geachtet,die Prozessregeln so zu definieren, dass zumindest eine Aktivität unbegrenzt oftwiederholbar ist. Dies ist notwendig, um mit einer sehr geringen Anzahl an unter-schiedlichen Aktivitäten beliebig lange Prozessausführungsspuren zu produzieren.Auch die Anzahl der generierten Spuren ist von der jeweiligen Regelkonstellationabhängig. Aus diesem Grund wird auch darauf geachtet, dass trotz der definiertenRegeln die gewünschte Anzahl an unterschiedlichen Ausführungsspuren erzeugtwerden können.Für die obenstehenden einzelnen Einflussgrößen auf die Berechnungszeit derkünstlichen Ereignisprotokolle wird jeweils eine Reihe von Parametrierungen fest-Parametrierungen gelegt. Anschließend wird ein RapidMiner-Prozess2 definiert, welcher die kombi-natorische Vielfalt aller möglichen Wertkombinationen bildet und zur Konfigurationdes Spurgenerators verwendet. Für jede dieser Kombinationen wird die Berech-nungszeit des Spurgenerators ermittelt. Die Ergebnisse sind in Abbildung 8.1dargestellt.
1 Eine Analyse der Berechnungszeit für nicht-valide Prozessausführungsspuren wird nicht durchge-führt, da diese Generierung auf demselben Algorithmus beruht, wie die Generierung der validenSpuren.2 Der Prozess selbst sowie die verwendeten Beispielmodelle sind unter http://mps.kppq.de zumDownload verfügbar.
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10 10 10 20 20 20 30 30 30 40 40 40 50 50 50 60 60 60 70 70 70 80 80 80 L
10 100 1000 10 100 1000 10 100 1000 10 100 1000 10 100 1000 10 100 1000 10 100 1000 10 100 1000 N
5 0 0,42 0,69 5,81 0,64 1,81 14,47 1,02 3,45 23,92 4,83 22,61 63,69 5,39 27,30 90,52 9,19 35,98 121,91 31,25 133,11 443,90 44,21 140,15 592,75
5 5 0,38 0,94 7,24 1,38 3,50 23,62 3,05 12,30 50,77 12,41 50,91 133,21 18,25 80,05 235,68 30,28 119,96 342,49 83,25 202,79 942,28 129,60 325,75 1403,77
5 10 0,50 0,56 0,53 2,36 3,47 3,67 6,05 29,34 28,50 21,56 105,30 104,64 37,70 194,68 195,76 55,47 340,99 341,57 138,77 576,49 610,97 187,68 554,37 1449,14
5 15 0,44 0,44 0,44 2,75 3,72 3,74 7,05 22,83 21,22 27,00 121,55 121,80 53,72 260,22 269,14 81,47 339,57 338,50 198,01 671,04 667,72 396,46 693,23 1983,21
5 20 0,42 0,45 0,42 2,88 3,14 2,99 7,41 12,92 11,55 28,14 60,75 61,11 53,72 96,18 95,69 63,88 157,38 164,04 202,45 798,23 784,07 245,48 775,54 776,85
10 0 1,45 1,14 6,05 1,25 2,16 15,14 1,52 4,52 24,49 5,52 21,16 66,77 5,34 26,08 102,10 8,06 35,64 148,59 33,64 104,19 470,26 30,53 112,82 563,59
10 5 0,58 1,19 7,53 1,80 5,34 25,73 3,97 12,91 53,31 10,58 44,22 138,10 16,83 76,66 226,48 17,77 88,85 332,71 58,40 170,96 950,24 101,16 305,55 1311,19
10 10 0,89 1,50 8,38 1,98 6,83 28,67 4,59 15,27 61,02 14,75 64,83 173,06 29,85 95,83 295,14 37,38 116,75 453,65 94,66 237,98 1314,16 131,68 378,04 1750,23
10 15 0,70 1,22 8,03 2,98 5,45 28,13 4,55 15,52 61,74 16,89 61,75 165,39 27,44 85,21 313,77 37,10 116,27 424,43 91,49 240,64 1236,29 134,45 405,48 1832,74
10 20 0,66 1,31 9,27 3,45 5,35 30,09 6,49 18,50 65,30 21,08 66,22 171,29 31,19 99,35 282,76 53,90 175,57 459,99 112,85 279,13 1078,55 228,05 472,69 1693,12
15 0 0,53 1,24 6,84 0,92 1,89 18,16 1,49 5,44 28,58 4,53 18,30 68,56 7,31 28,78 106,13 9,03 34,35 146,95 29,69 62,42 491,68 24,55 81,91 635,00
15 5 0,55 1,42 28,83 1,59 5,91 48,78 4,02 13,16 78,51 12,41 44,55 182,87 19,66 81,51 280,47 29,80 105,05 447,71 88,06 195,57 1290,78 89,69 218,60 1583,33
15 10 1,70 1,61 9,86 3,44 6,24 32,95 6,74 16,75 70,38 43,64 49,28 191,54 31,60 90,63 325,54 43,77 117,57 502,46 117,63 201,98 1316,20 151,30 356,49 2115,03
15 15 2,22 1,77 9,52 3,63 8,41 34,33 5,92 19,34 73,31 21,44 58,50 186,35 31,17 94,58 305,28 43,75 137,13 511,60 108,80 241,48 1346,69 165,90 382,58 2095,00
15 20 0,78 1,59 9,39 2,80 6,58 32,69 6,38 19,22 70,31 22,73 72,22 191,71 43,08 132,51 329,83 58,66 183,07 527,35 126,74 315,92 1370,65 196,62 541,11 1841,83
20 0 0,52 0,99 6,73 0,80 2,67 16,78 1,28 5,27 29,49 6,31 20,41 67,68 7,94 32,91 114,13 8,98 33,69 138,51 29,41 88,71 570,97 40,06 81,30 714,59
20 5 1,58 1,63 9,52 2,45 5,16 29,72 3,45 14,50 59,28 10,56 46,45 173,15 16,17 83,77 268,42 36,92 118,85 387,63 79,11 129,04 1066,90 77,58 192,11 1633,92
20 10 0,75 1,53 9,89 2,24 6,94 33,71 4,94 21,44 76,00 14,29 67,24 212,28 30,80 94,96 344,10 44,78 134,88 555,68 95,05 197,33 1371,39 144,14 257,49 1997,83
20 15 0,75 1,52 9,69 2,39 8,69 33,97 5,59 19,72 75,91 18,84 59,06 205,89 28,47 103,93 364,90 38,45 143,82 524,34 106,40 186,59 1319,93 175,42 296,10 2049,84
20 20 0,70 1,50 9,53 3,11 8,36 34,13 5,74 17,19 72,33 23,41 75,03 210,62 33,80 113,93 339,67 73,28 201,83 534,81 143,88 347,37 1332,62 248,56 437,13 1890,98
E R
Abbildung 8.1: Übersicht über Laufzeiten in Abhängigkeit von unterschiedlichen Parame-trierungen
In den zweistufigen Spaltenköpfen der abgebildeten Matrix sind jeweils unter-schiedliche Kombinationen aus Spurlänge und -anzahl dargestellt. Die Zeilenköpfespiegeln folglich Kombinationen aus einer unterschiedlichen Anzahl an Entitätenund Regeln wider. Die Zelle, welche den Kreuzungspunkt einer bestimmten Spalteund einer bestimmten Zeile markiert, enthält die Berechnungszeit (in Sekunden),welche der Spurgenerator in der jeweiligen Konfiguration benötigt. Zudem sinddie Zellen farblich hervorgehoben, um den Vergleich einzelner Konfigurationenzu erleichtern. Vergleichsweise kurze Berechnungszeiten sind grün hervorgehoben,während längere rot dargestellt sind. Die Farbdarstellung ist jedoch im höchs-ten Grade vom festgelegten Wertebereich jeder Einflussgröße abhängig und dientsomit nur der initialen Orientierung. Die Versuchsergebnisse reichen von Berech-nungszeiten von etwa 400 Millisekunden bis hin zu rund 35 Minuten.Verfolgt man die Entwicklung der eingetragenen Werte in horizontaler Richtung,dann lassen sich daraus jedoch bereits erste Rückschlüsse auf die Abhängigkeitder Berechnungszeit von Länge und Anzahl der Prozessausführungsspuren ziehen.Vertikale Wertentwicklungen geben dagegen Aufschluss über die Abhängigkeit vonder Anzahl der Modellentitäten und -regeln. Für die verwendeten Konfiguratio-nen wird so ersichtlich, dass die maximale Länge jeder Ausführungsspur und die Länge und Anzahl derProzessausführungs-spurenAnzahl derselben die größten Einflussfaktoren für die Berechnungszeit darstellen.Diese Einschätzung liegt darin begründet, dass im vertikalen Verlauf eine deutlichgeringere Wertentwicklung stattfindet, als im horizontalen.Dies wird auch aus einer alternativen Darstellung (Abbildung 8.2) ersichtlich.Für das dargestellte Diagramm ist für die Anzahl der zu erzeugenden Ausfüh-rungsspuren ein konstanter Wert – 100 – eingestellt. Jede Säulengruppe zeigtdie Berechnungszeit in Abhängigkeit der Anzahl an Entitäten und Regeln für einekonkrete maximale Spurlänge.Aus der Darstellung ist erkennbar, dass die Anzahl der im Modell enthaltenenEntitäten einen vergleichsweise geringen Einfluss ausüben. Vergleicht man die Geringer Einfluss derAnzahl an EntitätenSäulenniveaus bei konstanter Anzahl an Regeln, dann sind diese weitestgehendähnlich. Anders ist es im umgekehrten Fall, was zeigt, dass die Anzahl der Regelneine größere Rolle spielt.Um eine Vergleichsbasis für die in diesem Abschnitt beschriebene Untersuchungherstellen zu können, sind auch Kenntnisse über die verwendete Systemkonfigu-ration bei der Versuchsdurchführung notwendig. Die Ergebnisse des Versuchs be-
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Anzahl Entitäten (unten) und Regeln (oben) im Prozessmodell
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Abbildung 8.2: Berechnungszeiten in Abhängigkeit von der Anzahl der Prozessentitätenund -regeln sowie der maximalen Spurlänge bei N = 100
ziehen sich auf einen Dell Latitude E6430 (Core i7-3720QM mit 8 x 2.6GHz,Systemkonfiguration 16 GB memory, SSD-Festplatte und Windows 8 64 Bit). Für die Ausführung desSpurgenerators wird auf die ebenfalls Java-basierte RapidMiner-Plattform in derVersion 7.5 zurückgegriffen. Diese operierte auf einer 64-Bit Java Virtual Machinemit einer maximalen Speichernutzung von 8 GB.Am aktuellen Abschnitt mag aufgefallen sein, dass kein Vergleich der Leistungs-Kein Vergleich mitexistierendenAnsätzen sinnvoll fähigkeit in Kapitel 4 vorgestellten Spurgenerators und existierenden Ansätzendurchgeführt wird. Zwar existiert zumindest ein weiterer solcher Ansatz im Bereichder deklarativen Prozessmodellierungssprachen, jedoch basiert dieser auf der per-spektivisch stark eingeschränkten Sprache Declare. Dadurch kann, wie in Kapitel 4dargelegt wird, für die Spurgenerierung von Techniken Gebrauch gemacht werden,die im multi-perspektivischen Fall nicht eingesetzt werden können. Ein Vergleichmit dieser Technik erbrächte die Erkenntnis, dass der Declare-Spurgenerator mitgroßem Abstand geringere Berechnungszeiten benötigt. Durch die deutlich gerin-gere Abdeckung der Prozessperspektiven sowie weitere drastische Funktionsunter-schiede wäre die Aussagekraft eines solchen Vergleichs äußerst gering.Abschließend muss an dieser Stelle angemerkt werden, dass die Datengrund-lage des in diesem Abschnitt beschriebenen Leistungstests potentiell „Ausreißer“beinhaltet. Durch die eigenständig gesteuerte Ressourcenverwaltung des Betriebs-systems haben auch Hintergrundprozesse Einfluss auf die Berechnungszeiten. Dieshat zwar keine Auswirkungen auf die gewonnenen, qualitativen Erkenntnisse, er-schwert aber die Interpretation der einzelnen Darstellungen. Folgerichtig ist ge-plant, den Versuch mehrfach zu wiederholen und die ermittelten Werte dadurch zukonsolidieren oder zu korrigieren.Zweck von Abschnitt 8.1 ist die Analyse der Eigenschaften des entwickel-ten Spurgenerators für multi-perspektivische, deklarative Prozessmodelle (Ab-schnitt 4.2). Die Betrachtung der statischen Eigenschaften des Prinzips (Ab-schnitt 8.1.1) zeigt, dass nahezu die vollständige von vergleichbaren Ansätzenbereitgestellte Funktionalität (Abschnitt 4.1) umgesetzt ist. Testdurchläufe mit un-terschiedlichen Konfigurationen ergaben zudem, dass die Laufzeit hauptsächlichvon Anzahl und Länge der zu generierenden Prozessausführungsspuren aber kaumvom Umfang des Prozessmodells abhängig ist.
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8.2 eigenschaften: induktive translation von prozessmodellen
Ziel des aktuellen Abschnitts ist es, festzustellen, wie stark das im Rahmen der vor-liegenden Arbeit entwickelte induktive Translationsprinzip die Abdeckung für Trans-lationssysteme hinsichtlich möglicher Sprachpaarungen verbessert. In Abschnitt 5.1wird analysiert, für welche Paarungen der verbreitetsten Prozessmodellierungs-sprachen eine adäquate Übersetzungstechnik existiert. Das Ergebnis zeigt, dass Abdeckung durchinduktivesTranslationsprinzipfür etwa 10% der möglichen Paarungen direkte Übersetzungsmöglichkeiten beste-hen, aus denen sich wiederum transitive Übersetzungsmöglichkeiten ergeben. Diessteigert die Abdeckung auf etwa 20%. Das Gros setzt sich dabei aus Technikenzur Translation imperativer Modelle in andere imperative Sprachen zusammen. Indiesem Bereich sind etwa 45% der Sprachpaarungen durch eine direkte Translationabgedeckt und unter Nutzung transitiver Übersetzungsmöglichkeiten steigert sichdies auf rund 86%. In jedem Fall bergen transitive Übersetzungsansätze die Gefahr,dass eine oder mehrere der verwendeten Zwischenrepräsentationen über eine ge-genüber der Zielsprache geringere Ausdrucksmächtigkeit verfügen. Die Folge istein garantierter Informationsverlust.Das im Rahmen der vorliegenden Arbeit vorgestellte induktive Prinzip zur Pro-zessmodelltranslation ist naturgemäß fehlerträchtig. Eine spätere Evaluation derKorrektheit zeigt – für konkrete Sprachpaare – jedoch, dass dieser Fehler mi-nimiert werden kann. Dadurch besteht in vielen Fällen das Potential für einefehlerfreie Übersetzung. Die Verwendbarkeit des vorgestellten induktiven Trans-lationsansatzes ist jedoch direkt von der Verfügbarkeit eines Spurgenerators undeines Process-Mining-Werkzeugs für das jeweilige Sprachpaar abhängig. Tabel-le 8.2 zeigt eine kombinierte Darstellung der Abdeckung durch konservative Trans- Gesamtabdeckungdurch insgesamtverfügbareTranslationssystemelationstechniken und den möglichen Sprachpaarungen bei Nutzung des induktivenPrinzips3. Dabei werden die Paarungen für das induktive Prinzip ausgeblendet,für die bereits eine konservative direkte Translationstechnik (0) existiert. Fallsfür ein Sprachpaar keine solche Technik zur Verfügung steht, jedoch das induktivePrinzip durch die Verfügbarkeit von Spurgenerator und Process-Mining-Technikangewendet werden kann, wird das in der Tabelle entsprechend vermerkt (+).Nicht jeder Spurgenerator und nicht jede Process-Mining-Technik unterstützt allefünf Prozessperspektiven oder die Unterscheidung der zwei Ereignistypen, weswe-gen hier das induktive Prinzip nur mit Einschränkung anwendbar ist ((...)). Dasowohl konservative, transitive als auch induktive Translationstechniken einen In-formationsverlust verursachen können, sind in Tabelle 8.2 bei Verfügbarkeit beiderdieser Varianten auch beide gleichberechtigt dargestellt (→|+). Durch die Er-gänzung dieser neuen Übersetzungsmöglichkeiten vergrößert sich auch die Mengeder transitiven Translationsmöglichkeiten ( x−→), wobei hier in allen Fällen BPMNals Zwischensprache fungiert ( B−→). In der Tabelle wird ein möglicher Unterschiedin der Ausdrucksmächtigkeit von Quell- und Zielsprache der Translation nicht be-rücksichtigt. Eine tiefer gehende Analyse der Ausdrucksmächtigkeit würde, wiebereits in Abschnitt 5.1 angemerkt, den Rahmen der vorliegenden Arbeit sprengen.
3 Dass induktive Verfahren naturgemäß fehlerträchtig sind, wird an dieser Stelle außer Acht gelassen,da für eine diesbezüglich differenziertere Betrachtung eine ausgedehnte Versuchsreihe für allemöglichen Sprachpaarungen notwendig wäre.
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# UML 2 AD BPMN EPC PN CPN PT YAWL CMMN CLIMB Declare MP-Declare DPIL TLA+ DCR EM-BrA2CEUML 2 AD — 0 0 0 0  B−→ →  B−→  B−→  B−→BPMN 0 — 0 0 0 + 0 + (+) (+)EPC 0 0 — 0 →  B−→ 0  B−→  B−→  B−→PN → 0 →|+ — →|+ + →|+ + + (+)CPN → →|+ →|(+) 0 — + 0 + (+) (+)PT → →|+ →|+ 0 →|+ — →|+ + + (+)YAWL → →|+ →|+ 0 0 + — + + (+)CMMN —CLIMB —Declare → 0 →|+ 0 →|+ + →|+ — + +MP-Declare ( B−→) (+) (+) (+) (+) (+) (+) + — (+)DPIL  B−→ (+) (+) + (+) + (+) + (+) —TLA+ —DCR —EM-BrA2CE —
Tabelle 8.2: Erweiterung der sprachlichen Abdeckung von Translationstechniken für kon-zeptuelle Prozessmodelle
Aus Tabelle 8.2 kann abgeleitet werden, dass sich durch die Verfügbarkeit desinduktiven Translationsprinzips die Gesamtabdeckung der Translationstechnikenfür die möglichen Sprachpaarungen auf etwa 25% erhöht, wobei lediglich konser-Gesamtabdeckung(nur direkt) auf 25%erhöht vative, direkte sowie induktive, direkte Translationsansätze berücksichtigt werden.Letztere setzen sich zudem nur aus solchen Kombinationen aus Spurgenerator undProcess-Mining-Werkzeug zusammen, die hinsichtlich des jeweiligen Sprachpaarskeinen Verlust an Prozessperspektiven oder Ereignistypen verursachen. Zusammenmit allen bereits vorher ermöglichten und allen neu hinzugekommenen transitivenTranslationsmöglichkeiten sowie allen Möglichkeiten für beschränkte Übersetzun-gen erhöht sich der Gesamtanteil auf 43%. Im Bereich der imperativ-imperativenGesamtabdeckung(direkte und transitiv)auf 43% erhöht Translationen wird dadurch sogar eine vollständige Abdeckung aller möglichenPaarungen der angegebenen Sprachen erzielt. Zudem ist erkennbar, dass nunauch Translationen mit Beteiligung einiger deklarativer Prozessmodellierungsspra-chen durchgeführt werden können. Bestand vorher nur die Möglichkeit, Modelleaus der deklarativen Sprache Declare direkt entweder in BPMN oder Petri-Netzezu übersetzen, erweitert sich die Menge möglicher Zielsprachen auf die vollstän-dige Menge der angegebenen imperativen Sprachen. Gleiches gilt auch für diedeklarativen Sprachen MP-Declare und DPIL, für die vorher keinerlei Transla-tionsmöglichkeiten bestanden. Aber auch die Abbildung imperativer Modelle aufdeklarative Repräsentationsformen ist nun unterstützt. Mittels des induktiven Prin-zips lässt sich so für imperativ-deklarative Translationen eine Abdeckung von rundGesamtabdeckungnach Paradigmen 14% erzielen. Dabei sind nur direkte Übersetzungen ohne werkzeugbedingtemInformationsverlust berücksichtigt. Lässt man diese Einschränkungen außer Acht,erreicht man eine Abdeckung von etwa 37,5%. Für die letzte Gruppe – deklarativ-deklarative Sprachpaarungen – ist die Abdeckung mit etwa 10-11% am geringsten.Allerdings ist ohne das im Rahmen der vorliegenden Arbeit vorgeschlagene induk-tive Prinzip auch in diesem Bereich keine Translation möglich.Im Gegensatz zur Analyse der Eigenschaften des im Rahmen der vorliegen-den Arbeit entwickelten Spurgenerators wird für die ebenfalls in diesem Kontextentstandene Translationstechnik keine Laufzeitanalyse durchgeführt. Das ist da-Keine Messung desLaufzeitverhaltenssinnvoll mit zu begründen, dass diese Translationstechnik direkt vom Laufzeitverhalten undder Leistungsfähigkeit des jeweiligen Spurgenerators und der gewählten Process-Mining-Technik abhängig ist. Einerseits stehen für den Großteil dieser Techniken
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bereits entsprechende Untersuchungsergebnisse zur Verfügung und andererseitswürde es den Rahmen der Arbeit sprengen, das Laufzeitverhalten der Kombinationaus Spurgenerator und Process-Mining-Werkzeug für jede beliebige Sprachpaa-rung zu messen. Ob eine solche Analyse der Gesamtlaufzeit überhaupt notwendigist, entscheidet sich vor allem danach, ob die Translation echtzeitkritisch ist, al-so ohne Verzögerung darauf aufbauender Tätigkeiten erfolgen muss. Da sich dievorliegende Arbeit aber mit dem grundlegenden Prinzip einer induktiven Transla-tion beschäftigt, wird eine Laufzeitanalyse für konkrete Technologiepaarungen alsirrelevant betrachtet.Ziel dieses Abschnitts ist es, zu evaluieren, inwieweit die Einführung eines in-duktiven Translationsprinzips für Prozessmodelle die Abdeckung möglicher Sprach-paarungen verbessert. Eine wesentliche Erkenntnis ist, dass für Übersetzungen mitje einer imperativen Prozessmodellierungssprache als Quelle und als Ziel nahezueine vollständige Abdeckung erreicht werden kann. Dabei ist allerdings zu berück-sichtigen, dass ein Teil dieser Übersetzungen durch einen transitiven Abschlusserreicht wird. Die somit an der Übersetzung zusätzlich beteiligten Sprachen kön-nen einen Informationsverlust verursachen, wenn sie weniger ausdrucksstark sindals Quell- und Zielsprache. Weiterhin unterstützt nicht jeder Spurgenerator undnicht jedes Process-Mining-Werkzeug alle Prozessperspektiven, sodass auch da-durch Informationen verloren gehen können. Mit einer Steigerung der Abdeckungvon 20% auf 43% unter Berücksichtigung aller betrachteten Sprachpaarungen, istder Unterschied dennoch signifikant.
8.3 korrektheit: spurgenerierung für multi-perspektivische, de-klarative prozessmodelle
Die größte mögliche Fehlerquelle des in Abschnitt 4.2 vorgestellten multi-per-spektivischen, deklarativen Spurgenerators ist die Abbildung des DPIL-Modellsauf eine gegenüber Alloy konforme Repräsentation. Alle nachfolgenden Schrittevon der Umformung der Alloy-Spezifikation in Boolesche Formeln bis zu derenAuflösung wurden bereits im Rahmen der Entwicklung des Alloy-Rahmenwerksgeprüft. Aus diesem Grund wird die Korrektheit von Alloy als gegeben angesehen,sodass im aktuellen Abschnitt lediglich die Transformation von DPIL-Modellen inAlloy untersucht wird.
8.3.1 Aspekte der Korrektheit
Die Abbildung eines DPIL-Modells auf Alloy-Sprachkonstrukte ist eine spezielleForm der Modelltransformation. Um die Korrektheit von Modelltransformationenzu prüfen, müssen mehrere Aspekte betrachtet werden [39]4:
• Wohlgeformtheit des Ergebnisses der Transformation betrifft die syntakti- Wohlgeformtheitsche Korrektheit, also die Konformität des Resultats bezüglich der Zielspra-che der Transformation.4 Aktuelle Methoden zur Prüfung der Korrektheit von Modelltransformationen beinhalten auch diePrüfung der Eigenschaften der Transformationssprache. Da in der vorliegenden Arbeit von demOMG-Standard Mof2Text ausgegangen wird, kann dieser Teil jedoch übersprungen werden.
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• Modell-Syntax-Relationen betreffen die korrekte Assoziation von ElementenModell-Syntax-Relationen des Quellmodells mit Elementen des Zielmodells.
• Modell-Semantik-Relationen betreffen die korrekte Abbildung der Quell-Modell-Semantik-Relationen modell-Semantik auf eine gewünschte Zielmodell-Semantik. Für Korrekt-heit der Spurgenerierung ist hier vor allem die Relation der semantischenÄquivalenz interessant.
• Funktionales Verhalten bezeichnet die Garantie der Erfüllung bestimmterFunktionalesVerhalten Funktionen und betrifft eher Modell-zu-Modell- als die hier relevantenModell-zu-Text-Transformationen. Für den aktuellen Kontext ist hier beson-ders die Erfüllbarkeit der Transformationsregeln entscheidend.
• Syntaktische Vollständigkeit ist die Überprüfung, ob eine Transformationss-SyntaktischeVollständigkeit pezifikation das vollständige Quell- respektive Zielmodell abdeckt.
Die Wohlgeformtheit wird durch die Verwendung des Alloy-Rahmenwerks im-plizit sichergestellt. Die in Abschnitt 4.2 dargestellten Abbildungsregeln fürDPIL-Entitäten und -Regeln auf eine gegenüber Alloy konforme Syntax sinddirekte Abbildungen auf Alloy-Konstrukte. Letztere werden mittels des Alloy-Wohlgeformtheit durchAlloy-Schablonen Analysewerkzeugs syntaktisch geprüft. Der im Alloy-Rahmenwerk enthaltene Com-piler stellt somit die Wohlgeformtheit der Ausdrücke sicher.Da die Abbildung von DPIL auf Alloy-Sprachelemente in der vorliegenden Ar-beit vor dem Hintergrund der Erzeugung eines Simulationsmodells erfolgt, sindModell-Syntax-Relationen von untergeordneter Bedeutung. Jede beliebige syntak-tisch wohlgeformte Konstruktion im Zielmodell, welche gegenüber der betroffenenKonstruktion des Quellmodells semantisch äquivalent ist, ist ein korrektes Trans-formationsergebnis. Dies ist damit zu begründen, dass für den Zweck der Spur-generierung lediglich die erzeugten Protokolldaten korrekt sein müssen. Welchesyntaktische Konstruktion im Modell dies sicherstellt ist für diesen Verwendungs-zweck unerheblich. Aus diesem Grund fokussiert sich der aktuelle Abschnitt aufdie Prüfungen der Modell-Semantik-Relationen. Dennoch ist auch der rein aufFokus: KorrekteModell-Semantik-Relationen die Syntax bezogene Aspekt der Korrektheit durch die Verwendung von Alloy-Schablonen und ihre Assoziation mit DPIL-Regelschablonen sichergestellt.Eine Prüfung des funktionalen Verhaltens ist im Falle des zu prüfenden Spur-generators zweitrangig. Die erwähnte Erfüllbarkeit von Transformationsregeln istbei Modell-zu-Text-Transformationen in jedem Fall sichergestellt. Für die spätere(Abschnitt 8.4) Untersuchung der Korrektheit des vorgestellten Translationsprinzipshat dieser Aspekt eine größere Relevanz.Von zentraler Bedeutung ist dagegen die syntaktische Vollständigkeit der Ab-bildung von DPIL auf Alloy. Diese ist im aktuellen Entwicklungsstadium nichtgegeben. Stattdessen ist der Grad der Unterstützung aus den Transformationsre-geln in Abschnitt 4.2 direkt abzulesen. DPIL-Entitäten können mit dem vorgestell-ten Prinzip in Alloy vollständig dargestellt werden. Anders verhält es sich mitdem Prinzip der DPIL-Regel-Transformationen. Diese basieren auf dem Erken-nen von DPIL-Regel-Mustern und der direkten Zuordnung einer entsprechendenAlloy-Schablone. DPIL unterstützt jedoch Boolesche Verknüpfungen, sodass theore-tisch beliebig viele DPIL-Regeltypen formuliert werden können. Mit einer direkten
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Transformation über statische Muster kann somit keine syntaktische Vollständigkeit SyntaktischeUnvollständigkeiterreicht werden. Alloy eignet sich als Simulationssprache jedoch unter anderemdeswegen, da es, wie DPIL selbst, zu einem Teil auf der Prädikatenlogik ersterStufe basiert. Folglich ist für zukünftige Weiterentwicklungen eine Transformationauf Basis atomarer Sprachelemente zu prüfen, was dann die Transformation aufBasis von komplexen Sprachmustern ablösen würde.Da sich die genannten Aspekte der Korrektheit allgemein auf Modelltransfor-mationen beziehen, haben sie prinzipiell auch für den in dieser Arbeit betrachtetenTranslationsansatz Gültigkeit. Hierbei bergen die Modell-Syntax-Relationen einegroße Schwierigkeit, da hierfür unter anderem die syntaktisch korrekte Abbildungzwischen Konstrukten imperativer und deklarativer Prozessmodellierungssprachenbekannt sein muss. Dies ist jedoch allgemein nicht der Fall. In Abschnitt 8.4 wirdauf die übrigen Aspekte detaillierter eingegangen.
8.3.2 Versuchsaufbau, -durchführung und Ergebnisse
Im aktuellen Abschnitt wird beschrieben, wie die semantische Äquivalenz einesDPIL-Konstrukts und des zugeordneten Alloy-Konstrukts sichergestellt wird. Un-ter semantischer Äquivalenz wird hier die Gleichheit des Ausführungsverhaltensvon DPIL-Modell und Alloy-Spezifikation verstanden. Nachfolgend wird ein Ver-suchsaufbau erläutert, der diese Äquivalenz der Ausführungssemantik sicherstellt.Die Durchführung der Versuche zeigt eine vollständige ausführungssemantischeÄquivalenz aller DPIL-Regeln, für die eine Alloy-Entsprechung formuliert ist.Um die Korrektheit einer Abbildung zu prüfen, existieren mehrere Verfahren,beispielsweise logische Inferenz, formale Modellprüfung, Modelltests und stati-sche Analysen. Alloy selbst ist nicht nur eine Sprache, sondern auch ein Rah-menwerk für beispielsweise die Formulierung und Durchführung von Modelltests.Somit ist es möglich, Testspezifikationen für die semantische Äquivalenz einesDPIL-Modells und einer Alloy-Spezifikation in Alloy selbst zu formulieren. DasAlloy-Rahmenwerk bietet unter anderem Mittel für die Instanzsuche, die somitdie Erfüllbarkeit der Testspezifikation prüfen können. Tests bergen dadurch jedoch Testspezifikationen inAlloydie Gefahr einer unvollständigen Fallabdeckung. Wird der Lösungsraum für dieInstanzsuche klein gewählt, kann es sein, dass die Tests zwar positive Ergebnisseliefern, obwohl sich in einem größeren Lösungsraum Fehler manifestieren würden.Für jede der in Abschnitt 4.2 angegebenen DPIL-Regeln kann jedoch abgeleitetwerden, bei welcher Größe des Lösungsraums die jeweilige Regel wirksam wird.Aus diesem Grund wird für jede der in den Abbildungstabellen aufgeführten Abbil-dungsregeln eine Testspezifikation bereitgestellt. Das resultierende Testverfahrenwird nachfolgend an Beispiel des DPIL-Makros response(A,B) erläutert.Die Semantik der response(A,B)-Regel ist, dass, falls Aktivität A ausgeführtwird, vor Beendigung des Prozesses schließlich auch B ausgeführt werden muss.Im Umkehrschluss gilt, dass es keine Prozessinstanz geben kann, in der zwar Aausgeführt wird, ohne jedoch später B auszuführen. Genau diese gegenläufigenFormulierungen werden einerseits zur Formulierung der Regel selbst und anderer-seits zur Formulierung ihrer Testspezifikation verwendet, was in Codeausschnitt 8.1 BeispielhafteTestspezifikationdargestellt ist (assert Test . . .). Zusätzlich enthält die Testspezifikation Deklara-
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no te: TaskEvent | A in te.assoEl and #searchAfter[te,B] = 010 }
12 check Test for 3 TaskEvent, 1 Identity, 0 DataObject, 0 Group,
0 Relation, 0 RelationType, 5 IntCodeausschnitt 8.1: Alloy-Testspezifikation für Abbildung des response-Makros
tionen von zwei Aktivitäten, die von der response-Regel betroffen sind. Die Aus-führung des zugehörigen check-Kommandos prüft, ob für das angegebene assertGegenbeispiele im Lösungsraum von drei Ereignissen einer Ausführungsspur er-mitteln kann. Mögliche Gegenbeispiele in diesem Lösungsraum sind A, AA oderauch ABA. Da die Instanzsuche von Alloy im angegebenen Lösungsraum vollstän-dig ist, gilt der Test als erfolgreich, wenn kein Gegenbeispiel gefunden werdenkann. Eine Ausführung der oben dargestellten Testspezifikation belegt, dass diesfür den gewählten Lösungsraum der Fall ist. Gleiches gilt für die Resultate derTestspezifikationen5 für alle übrigen Abbildungsregeln. Folglich ist die Korrektheitder Abbildung eines DPIL-Modells auf eine zu Alloy konforme Textspezifikationim Rahmen der gewählten Größe des Lösungsraums sichergestellt.Ziel dieses Abschnittes ist es, die Korrektheit des multi-perspektivischen, de-klarativen Ansatzes zur Spurgenerierung zu prüfen. Da die Hauptfehlerquelle inder Abbildung von DPIL-Prozessregeln auf Alloy-Konstrukte liegt, können mit-tels ebenfalls auf Alloy basierenden Testspezifikationen entsprechende Untersu-chungen angestellt werden. Auf diese Weise sind alle derzeit unterstützten Ab-bildungsregeln von DPIL-Sprachelementen auf Alloy-Konstrukte getestet – mitdurchgehend positiven Resultaten. Die Entwicklung der einzelnen Parametrierun-Positive Testresultate gen (Abschnitt 4.2.5 und Abschnitt 4.2.6) ist ebenfalls mittels Alloy-Tests geprüft.Damit sind sowohl die Erhaltung der Semantik des Eingabe-DPIL-Modells alsauch die Korrektheit der Umsetzung der Laufzeitparameter des Spurgeneratorssichergestellt.
8.4 korrektheit: induktive translation von prozessmodellen
Ein zentrales Qualitätskriterium bei der Übersetzung von Prozessmodellen ist dieKorrektheit des erzeugten Prozessmodells in der gewünschten Zielsprache. Dadas in Abschnitt 5.2 vorgestellte induktive Translationsprinzip für verschiedensteSprachpaare verwendet werden kann, ist es nicht möglich, eine pauschale Aussagezu treffen, inwiefern das Prinzip im Allgemeinen korrekte Ergebnisse liefert. An-spruch der vorliegenden Arbeit ist es jedoch, das Prinzip exemplarisch zu testen
5 verfügbar unter: http://mps.kppq.de
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und damit erste Erkenntnisse hinsichtlich des Potentials eines induktiven Transla-tionsverfahres für Prozessmodelle zu gewinnen.Da die Translation eine Spezialisierung der allgemeinen Modelltransforma-tion darstellt, gelten auch für sie die allgemeinen Aspekte der Korrektheit(Abschnitt 8.3.1). Nachfolgend werden vordergründig Metriken beschrieben (Ab-schnitt 8.4.1), welche eine automatisierte Quantifizierung des Aspekts des korrek-ten funktionalen Verhaltens der Translationsergebnisse ermöglichen. Anschließend Fokus: FunktionalesVerhalten(Abschnitt 8.4.2) wird darauf aufbauend ein geeigneter Versuchsaufbau skizziert,mit welchem es möglich ist, die darauf folgenden Ergebnisse (Abschnitt 8.4.3) zuermitteln. Mit diesem Versuchsaufbau wird gleichzeitig auch ein weiterer Aspekt Prüfung der übrigenAspekte– die Wohlgeformtheit der Ergebnisse – geprüft, da die Prüfung des funktiona-len Verhaltens erneut durch Spurgeneratoren getestet wird. Ist ein durch Trans-lation erzeugtes Prozessmodell nicht wohlgeformt, so scheitert der Spurgenera-tor bei dessen Interpretation. Für die Prüfung von Modell-Syntax- und Modell-Semantik-Relationen können keine allgemeingültigen Prüfkriterien ermittelt wer-den, da diese unmittelbar vom jeweiligen Sprachpaar abhängig sind. Der letz-te Aspekt, die syntaktische Vollständigkeit, ist dagegen direkt vom verwendetenProcess-Mining-Werkzeug abhängig. Beispielsweise ist es nicht möglich, mit demAlpha-Algorithmus Inklusiv-Oder-Verzweigungen zu erzeugen, obwohl er für dieErzeugung von BPMN-Modellen eingesetzt wird. Somit ist dieses Translationssys-tem insgesamt syntaktisch unvollständig. Für die Analyse des in der vorliegendenArbeit vorgestellten allgemeinen Translationsprinzips ist dieser Aspekt jedoch ir-relevant.
8.4.1 Metriken
Das in Abschnitt 5.2 vorgestellte Konzept zur induktiven Translation von Pro-zessmodellen verarbeitet das Eingabemodell in zwei Stufen. Zunächst wird einSpurgenerator verwendet, um künstliche, valide Ausführungsspuren des Prozesseszu erzeugen und diese in einem Ereignisprotokoll zusammenzufassen. Anschlie-ßend wird das Ereignisprotokoll von einer geeigneten Process-Mining-Technikerschlossen, welches daraufhin ein Modell in der gewünschten Zielsprache er-zeugt. In beiden Fällen kommen in der Regel statistische Verfahren zum Einsatzund sind damit im Allgemeinen naturgemäß fehlerhaft6. Damit existieren prinzipiellzwei Fehlerquellen, welche für ein fehlerhaftes Übersetzungsergebnis verantwort- Zwei Fehlerquellenlich sein können. Nachfolgend wird jedoch argumentiert, warum es nicht notwendigist, beide Technologien der Werkzeugkette individuell zu evaluieren.Einerseits ist es möglich, dass der Spurgenerator qualitativ minderwertige Er-eignisprotokolle erzeugt. Andererseits ist im Allgemeinen nicht auszuschließen,dass die gewählte Process-Mining-Technik aus einem Ereignisprotokoll fehlerhaf-te Prozessmodelle konstruiert. Eine von der gewählten Process-Mining-Technikunabhängige Bewertung des Spurgenerators ist jedoch nicht zielführend. Nimmtman beispielsweise die Vollständigkeit des Ereignisprotokolls, also die Manifes-tation aller möglichen Ausführungsspuren als Qualitätskriterium, so ist es mög-
6 Eine Ausnahme bildet hierbei der in Abschnitt 4.2 vorgestellte Spurgenerator, da dieser auf Wunschdeterministisch arbeitet.
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lich, dass ein Spurgenerator durch wahrscheinlichkeitsbasierte Entscheidungenan Verzweigungen im Prozess nicht jeden möglichen Pfad im Protokoll erfasst.Dennoch ist es möglich, dass die gewählte Process-Mining-Technik ein vollstän-diges und korrektes Prozessmodell ermittelt. Grund dafür ist, dass für viele derProcess-Mining-Verfahren keine Notwendigkeit besteht, dass alle vollständigenAusführungspfade protokolliert werden, sondern nur jede mögliche paarweise Ab-folge von Aktivitäten erfasst ist. Zudem steht die Entwicklung von Spurgeneratorenund Process-Mining-Techniken nicht im Fokus der vorliegenden Arbeit. Folglichwird auch deren Evaluation nicht als Aufgabe derselben verstanden. Stattdessenwird an dieser Stelle davon ausgegangen, dass die zu verwendenden Technologi-en der Translationsketten im Rahmen ihrer Entwicklung bereits evaluiert werden.Auf die in Tabelle 5.2 aufgelisteten Spurgeneratoren und die in Tabelle 5.3 fest-gehaltenen Process-Mining-Werkzeuge trifft dies zu. Aus diesem Grund ist dasZiel dieses Abschnitts, Metriken zu identifizieren, welche das Gesamtergebnis derBewertung desGesamtergebnisses Translationskette bewerten.Geht man davon aus, dass eine Translation genau dann korrekt ist, wenn Quell-und Zielmodell semantisch gleichwertig sind, dann bestünde die Evaluation ausentsprechenden Modellvergleichen. Ein formaler Vergleich von Prozessmodellenunterschiedlicher Notationen ist jedoch aufgrund des Mangels an geeigneten Ver-fahren als Quelle für entsprechende Metriken auszuschließen [23]. Bei der Eva-luation von Process-Mining-Techniken wird dagegen geprüft, inwiefern das realbeobachtete Verhalten mit dem von dem erschlossenen Prozessmodell vorgeschrie-benen und unterstützten Verhalten übereinstimmt. Dieses Vorgehen wird Konformi-tätsprüfung (engl. conformance checking) genannt. Besonders durch die zum TeilKonformitätsprüfung drastischen Unterschiede in den Ausdrucksmitteln der verschiedenen Sprachpaare,ist die automatisierte Prüfung der Verhaltensähnlichkeit naheliegend und ist auchder für die vorliegende Arbeit verwendete Weg zur exemplarischen Prüfung derKorrektheit der induktiven Translation.Die Konformität eines Prozessmodells gegenüber des in der Realität beobachte-ten Verhaltens wird in Bezug auf Process-Mining-Techniken durch einen Abgleichzwischen ermitteltem Prozessmodell und zur Verfügung stehenden Ereignisproto-kollen geprüft. Dabei sind zwei grundlegende Aspekte der Konformität interessant.Einer ist die Überprüfung, ob das Prozessmodell flexibel genug ist und das realFlexibilität vs.Genauigkeit beobachtete Verhalten gestattet. Der zweite Aspekt ist die Überprüfung, ob dasProzessmodell genau genug ist, um das in der Realität nicht beobachtete undunerwünschte Verhalten zu verbieten. Zur Quantifizierung dieser beiden Kriteriensind im Bereich des Process Mining zwei Metriken eingeführt worden, die alsFitness und Appropriateness bezeichnet werden.Fitness undAppropriateness Je nachdem, ob ein Prozess auf Basis eines gerichteten Graphen oder auf einerMenge von Regeln abgebildet wird, werden die genannten Metriken unterschied-lich definiert. Für die vorliegende Arbeit wird für die Konformitätsprüfung desKontrollflusses von folgender Fitness-Metrik ausgegangen [7]:Fitness
fit (L,M) = 1−
fcost (L,M)
moveL(L) + |L|×moveM (M) (29)Die Formel geht von der Annahme aus, dass die Fitness eines Modells ma-ximal (fit(L,M) = 1) ist, wenn alle Ausführungsspuren eines Ereignisproto-
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δ (λM (σL)) (30)
Ausgehend von einem optimalen Alignment λM berechnen sich die Kosten aus derSumme der Distanzen zwischen δM und dem tatsächlichen Alignment aller Pro-zessausführungsspuren. Das Ergebnis ist demnach das Verhältnis der tatsächlichenKosten, ein bestimmtes Ereignisprotokoll so zu verändern, dass es mit dem optima-len Alignment mit einem spezifischen Modell übereinstimmt und den maximalenKosten.In [7] wird auch eine Berechnungsvorschrift für die Metrik Appropriateness an-gegeben. Für ihre Berechnung werden jedoch Negativbeispiele, also Beispielefür nicht-valide Prozessausführungsspuren benötigt ([6, S. 188f.]). Wie Tabelle 4.1zeigt, ist nur etwa die Hälfte der verfügbaren Spurgeneratoren in der Lage, Nega-tivbeispiele zu generieren. Geht man von der einschlägigen Literatur aus (z.B. [6]), Problematik:AppropriatenesserfordertNegativbeispieledann enthalten real-historische Ereignisprotokolle Negativbeispiele nur in Formvon Rauschen, welches jedoch nicht kontrollierbar ist. Aus diesem Grund wirdvon einer Verwendung dieser Metrik und damit auch von der expliziten Generie-rung von Negativbeispielen abgesehen. Stattdessen wird das in Abbildung 8.3dargestellte Prinzip der Reverse Fitness angewendet.Bei diesem Prinzip wird ein Prozessmodell mittels Spurgenerierung und ProcessMining in die Zielsprache übersetzt. Steht für die Zielsprache ein Spurgenerator Reverse Fitnesszur Verfügung, was für die in der nachfolgenden Konformitätsprüfung exemplarischverwendeten Prozessmodellierungssprachen der Fall ist, dann wird dieser verwen-det, um für das Zielmodell ebenfalls ein künstliches Ereignisprotokoll zu erzeugen.Ist das Zielmodell nicht exakt genug am Ereignisprotokoll des Quellmodells ausge-richtet, dann werden so auch Prozessausführungsspuren generiert, die gegenüberdes Quellmodells nicht valide sind. Folglich ist die im Rahmen der vorliegendenArbeit verwendete Appropriateness-Metrik wie folgt definiert:
app (L,M) = fit(LMt ,Ms) (31)




















Abbildung 8.3: Konformität: Fitness und Appropriateness








Dabei ist σL eine Ausführungsspur aus dem Ereignisprotokoll L. Mit rc wird dieAnzahl korrekter und mit ra die Anzahl aller Rolle-Aktivität-Assoziationen inner-halb von σL bezeichnet. Die Werte für Op sind ebenfalls auf den Wertebereichvon 0 bis 1 normiert.Alle im aktuellen Abschnitt beschriebenen Metriken für die Konformitätsprüfungzwischen Prozessmodellen und Ereignisprotokollen werden nachfolgend benötigt,um die Qualität der Translationsresultate zu bewerten.
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8.4.2 Versuchsaufbau















Abbildung 8.4: Beispielmodelle für Versuchsblock B1 mit Äquivalenzen (a)-(b) und (c)-(d)
Die Untersuchungen bezüglich dieser Sprachpaare sind in vier Blöcke aufge-teilt. In jedem wird die Korrektheit der Translation der als Beispiele verwendetenProzessmodelle mit den vorab genannten Metriken Fitness und Appropriatenessquantifiziert. Die Blöcke sind nach Sprachpaarung und Komplexität der verwende-
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ten Beispielmodelle klassifiziert und betrachten in allen Fällen die bidirektionaleÜbersetzung der jeweiligen Sprachpaarung. Die einzelnen Versuchsblöcke setzenVier Versuchsblöcke sich daher wie folgt zusammen:B1 BPMN, Declare (künstlich, kompakt): In diesem ersten Block der Unter-suchungen werden für die BPMN und Declare je zwei künstliche, kom-pakte Prozesse mit klar abzugrenzenden Charakteristika modelliert (Ab-bildung 8.4). Dabei ist jedes Modell der einen Sprache ein valides Trans-formationsergebnis eines Modells der anderen Sprache. In der Abbildungsind jeweils die Modelle (a) und (b) respektive (c) und (d) verhaltensgleich.Dieser Untersuchungsblock dient vor allem dazu, manuell nachvollziehbareErgebnisse zu produzieren.
B2 BPMN, Declare (real, komplex): Im zweiten Untersuchungsblock werdenzwei inhaltlich voneinander unabhängige Prozessmodelle (Anhang A, Ab-bildung A.1 und Abbildung A.2) betrachtet, von denen jeweils eines alsBPMN-Modell und eines als Declare-Modell repräsentiert wird. Ziel die-ser Untersuchung ist es, zu prüfen, wie sich das Translationsprinzip beirealitätsbezogenen und damit meist komplexeren Prozessmodellen verhält.
B3 BPMN, DPIL (künstlich, kompakt): Der dritte Untersuchungsblock ist dasmulti-perspektivische Pendant zum ersten Block. Dafür werden die BPMN-Modelle des ersten Versuchsblocks um einige Rollendefinitionen erweitert,um die Organisatorische Perspektive zu berücksichtigen. Weiterhin wirdfür jedes dieser BPMN-Modelle ein ausführungssemantisch äquivalentesDPIL-Modell angefertigt (Abbildung 8.5).
B4 BPMN, DPIL (real, komplex): Im vierten und letzten Untersuchungsblockwird das Prozessmodell eines realen Prozesses aus B2 ebenfalls wiederver-wendet und um organisatorische Rollen erweitert. Zusätzlich wird ein, imSinne der Ausführungssemantik äquivalentes DPIL-Modell des Prozessesmanuell erzeugt (Anhang A, Abbildung A.3).Die hier vorgestellten Versuche wurden in der wissenschaftlichen Gemeinschaftdiskutiert [13, 14]. Für die Versuchsblöcke B1 und B2 wird die BPMN verwendet,was scheinbar einen Widerspruch dazu darstellt, dass Declare lediglich die Funk-tionale und die Veraltensorientierte Perspektive unterstützt. Die BPMN dientehier jedoch lediglich der Kompaktheit der Darstellung, welche sich durch dieWahl geeigneter Beispiele auch ausschließlich auf die von Declare unterstütztenPerspektiven fokussierte. Somit ist eine ausführungssemantisch vollständig korrekteTranslation möglich.Für Versuchsblock B1 werden vier einfache künstliche Prozessmodelle erzeugt,Versuchsblock B1 die sich – abgesehen von der jeweils verwendeten Sprache – bezüglich ihrerKomplexität unterscheiden. Wie Abbildung 8.4 zeigt, ist das imperative Modell(a) ein Extrem, da es die Bearbeitung der drei Aufgaben nur in einer fest vorge-gebenen Sequenz gestattet. Das zugehörige, bezüglich der Ausführungssemantikäquivalente Declare-Modell (b) beinhaltet aufgrund dieser Stringenz drei Regeln.Dagegen enthält das Declare-Modell in (d) nur eine Regel. Das ausführungsse-mantisch äquivalente, imperative Modell (c) bietet entsprechend viele Freiheiten


































Abbildung 8.5: Beispielmodelle für Versuchsblock B3 mit Äquivalenzen (a)-(b) und (c)-(d)
und dadurch auch die meisten möglichen Ausführungspfade. Somit dient der ersteVersuchsblock einerseits dazu, aufgrund der geringen Größe der Modelle manu-ell nachvollziehbare Ergebnisse zu produzieren und um andererseits in diesemkompakten Rahmen zwei Extreme gegenüberzustellen.Mit dem dritten Versuchsblock (B3) werden ähnliche Ziele wie im zweiten Versuchsblock B3verfolgt, wobei die exemplarischen Modelle um die Organisatorische Perspektiveerweitert werden. Wie auch im ersten Block, stellen die beiden Modellpaarungen(a) und (b) respektive (c) und (d) in einem kompakten Rahmen Extreme bezüglichihrer Komplexität dar. Während in Versuchsblock B1 im oberen Modellpaar die Ge-genläufigkeit der Komplexität semantisch äquivalenter imperativer und deklarativerProzessmodelle kaum zutage tritt, ist dieser Unterschied nach dem Hinzufügen derOrganisatorischen Perspektive in Abbildung 8.5 greifbarer.Für Versuchsblock B2 werden die Modelle zweier verschiedener Prozesse ver- Versuchsblock B2wendet, die in Abbildung A.1 und Abbildung A.2 von Anhang A dargestellt sind.Ersteres beschreibt den Auslieferungsprozess eines Brotlieferanten und wird auchin [155] verwendet, um die Verbesserung der Verständlichkeit von Prozessmodellenin Kombination mit textuellen Arbeitsanweisungen zu prüfen. Die Verzweigungendes Prozesses gestatten knapp fünfzig verschiedene Ausführungspfade. In einemTeil des zweiten Versuchsblocks wird dieses Modell in die Sprache Declare über-setzt. Im zweiten Teil wird das Declare-Modell aus Abbildung A.2 in die entgegen-gesetzte Richtung übersetzt. Das Prozessmodell wurde aus den Ereignisprotokollender BPI Challenge 20147 mit Hilfe des Declare Maps Miner [115] rekonstruiert.Zwar ist so nicht sichergestellt, dass das generierte Modell den Prozess adäquatabbildet – was für den Zweck der Untersuchungen im Rahmen dieser Arbeit jedochunerheblich ist. Ziel eines Translationsansatzes ist es, ein beliebiges Quellmodellin die gewünschte Zielsprache zu übersetzen. Folglich ist lediglich die Korrekt-
7 http://www.win.tue.nl/bpi/doku.php?id=2014:challenge, zuletzt aufgerufen:03.06.2017
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heit dieser Abbildung, nicht jedoch die der Erfassung der realen Zusammenhängeentscheidend. Dasselbe Modell wird zudem auch bereits in [41] verwendet, um dieQualität der Ergebnisse eines Spurgenerators für Declare-Modelle zu bewerten.Die Protokolle wurden im Rahmen von Interaktionen von Kunden-Service-Desk-Mitarbeitern bezüglich Störungen in Telekommunikationssystemen erzeugt.Im letzten Teil der Untersuchungen – Versuchsblock B4 – wird das BeispielVersuchsblock B4 eines universitären Dienstreiseprozesses, welches im Laufe der Arbeit mehrfach An-wendung findet, erneut aufgegriffen. Zu diesem wird jeweils ein Modell in BPMNund eines in DPIL angefertigt, was in Abbildung A.3 von Anhang A dargestelltist. Die Semantik der verwendeten DPIL-Regeltypen kann Codeausschnitt 3.7 bisCodeausschnitt 3.9 von Abschnitt 3.1.5 entnommen werden. Der Prozess ist aneinigen Stellen vereinfacht worden, bildet jedoch die wesentlichen Aspekte undPerspektiven des Prozesses ab.An den gewählten Beispielen ist zu sehen, dass keines der Modelle Informatio-nen über die Datenorientierte oder die Operationale Perspektive beinhaltet. Dashat den Grund, dass für diese zum aktuellen Zeitpunkt keine Process-Mining-Techniken existieren. In diesen ersten Versuchen soll jedoch das prinzipielle Po-tential einer induktiven Übersetzung von Prozessmodellen geprüft werden. DieBerücksichtigung vom Translationsansatz nicht unterstützter Perspektiven würdedie Testergebnisse verzerren und somit die Bewertung des Übersetzungserfolgshinsichtlich der unterstützten Perspektiven erschweren. Aus diesem Grund werdendie beiden genannten Perspektiven explizit von allen Versuchen ausgeschlossen.An den einzelnen Versuchsblöcken sind mit der BPMN, Declare und DPILdrei Sprachen beteiligt. Folglich müssen nach dem in Abschnitt 5.2 vorgestelltenÜbersetzungsprinzip drei Spurgeneratoren sowie drei Process-Mining-Werkzeugeausgewählt werden. Diese Auswahl ist in Abbildung 8.6 dargestellt. Für die Trans-Auswahl derKomponenten desTranslationssystems lation eines Declare-Modells in die BPMN wird folglich der Synthetic Log Gene-rator [41] als Spurgenerator und der BPMN Miner [43] mit dem Algorithmus desFlexible Heuristics Miner (FHM) [191] eingesetzt. Da dieser Mining-Ansatz ledig-lich die Funktionale und die Verhaltensorientierte Perspektive betrachtet, wird dieErweiterung aus [37] verwendet, welche ein BPMN-Modell durch organisatorischeRollen ergänzt. Für die Gegenrichtung wird eine Kombination aus PLG28 [34] undDeclare Maps Miner verwendet. Der PLG2 findet in Kombination mit dem DPIL-Miner [164] eine zweite Anwendung bei der Translation von BPMN-Modellen indie Sprache DPIL. Eine letzte Kombination, bestehend aus dem SpurgeneratorMuDePS (Abschnitt 4.2) und erneut dem BPMN Miner ermöglicht die entgegen-gesetzte Translation.Im Falle der Spurgeneratoren für Declare und DPIL ist die Wahl damit begrün-det, dass zum aktuellen Zeitpunkt keine Alternativen existieren. Gleiches gilt für dieBegründung der Wahlder konkretenKomponenten Process-Mining-Technik DPILMiner. Für die Erschließung von Declare-Modellenaus Ereignisprotokollen existieren mehrere Techniken. Die Wahl fiel hier auf denDeclare Maps Miner, da einerseits eigene Tests zu zufriedenstellenden Ergeb-nissen führten. Andererseits zeigen existierende Vergleiche, dass die Qualität derMining-Resultate beispielsweise gegenüber des alternativen MINERful-Ansatzes
8 In [14] wird ein anderer Spurgenerator verwendet, der jedoch meist quantitativ und in jedem Fallqualitativ identische Ergebnisse lieferte.
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überlegen ist [42]. Ein Grund dafür ist, dass MINERful sensibler auf die jeweiligeKonfiguration reagiert, die wiederum vom konkreten Ereignisprotokoll abhängigist. Die Wahl des Flexible Heuristics Miner ist schließlich mit dessen Robustheit Robustheit desFlexible HeuristicsMinerzu begründen:
• Er bewältigt Nachteile einfacherer Algorithmen, wie beispielsweise dieSchwierigkeiten des Alpha Miners bei der Erkennung von kurzen Schleifenim Kontrollfluss
• Der FHM ist darauf spezialisiert, besonders komplexe Kontrollflussstruktu-ren abbilden zu können, was bei der Translation deklarativer Prozessmodelleentscheidend sein kann. Ein deklaratives Prozessmodell mit beispielsweiseeiner größeren Zahl an Prozessschritten, aber wenigen Regeln, lässt unterUmständen sehr komplexe Kontrollflüsse zu.
• Der Algorithmus ist fähig, die Probleme schlecht-strukturierter Domänen(engl. low-structured domains) zu bewältigen – was auch der Intention beider Entwicklung der Sprache Declare entspricht.









Abbildung 8.6: Wahl der Komponenten für die induktive Translation von Declare-, BPMN-und DPIL-Modellen
Nachdem die Auswahl der einzelnen Übersetzungkomponenten abgeschlossenist, verbleiben noch deren Parametrierung sowie die Beschreibung des Versuchsauf- Parametrierungbaus zu eigentliche Messung der Ergebnisqualität.Die größte Schwierigkeit bei der Erschließung von Prozessmodellen aus realen,historischen Ereignisprotokollen ist der Umgang mit Unvollständigkeit und Rau-schen9. Diese beiden Probleme erfordern in der Regel eine individuelle Anpassungder Schwellwerte, die in der Regel zur Rauschbehandlung eingesetzt werden. Dadie Translation jedoch auf Basis von künstlichen Ereignisprotokollen erfolgt, wird RauschfreiheitvereinfachtKonfigurationper Definition eine Datenbasis ohne Rauschen erzeugt und verarbeitet. Folglich ist
9 Aus Gründen der Einheitlichkeit wird an dieser Stelle erneut der Rauschbegriff verwendet. Dieserist für das Verständnis vieler Parameter der beschriebenen Process-Mining-Technologien zentral.
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Parameter Wert BedeutungFlexible Heuristics MinerRelative-to-best 0.0 Rauschparameter, Toleranzbereich für AbhängigkeitDependency 49.0 Rauschparameter, Schwellwert für Stärke einer AbhängigkeitLength-one/two loop 0.0 Rauschparameter, Schwellwert für kurze SchleifenLong distance 100.0 Rauschparameter, Schwellwert für transitive AbhängigkeitenAll tasks connected true Allgemeiner Parameter, Zusammenhang des Graphen ein-/ausschaltenLong distance dependenies true Allgemeiner Parameter, Ermittlung von Long distance dependencies ein-/ausschaltenIgnore loop dependency threshold false Allgemeiner Parameter, Schleifenschwelle beachten/missachtenDeclare Maps MinerIgnore Event Types false Allgemeiner Parameter, Beachtung des AktivitätslebenszyklusMinimum Support 100.0 Rauschparameter, Schwellwert für Relevanz/Irrelevanz einer RegelAlpha 0.0 Rauschparameter, Schwellwert für Korrektheit einer Regel (0.0 bedeutet: keine Toleranz)DPILMinerSupport 5.0 Rauschparameter, Schwellwert für Relevanz/Irrelevanz einer RegelConfidence 100.0 Rauschparameter, Schwellwert für Korrektheit einer Regel (100.0 bedeutet: keine Toleranz)
Tabelle 8.3: Statische Konfiguration der Process-Mining-Komponenten
einerseits eine individuelle Anpassung der Rauschparameter unnötig und anderer-seits können diese so restriktiv wie möglich gewählt werden. Die Vollständigkeitder künstlichen Protokolle liegt in der Verantwortung des Spurgenerators. Um denEvaluationsprozess zu vereinfachen ist deshalb in Tabelle 8.3 eine statische Konfi-guration der drei Process-Mining-Techniken angegeben, welche für jeden Versuchverwendet wird.Die Dependency-Schwelle des Flexible Heuristics Miner wird auf den WertKonfiguration:Flexible HeuristicsMiner 49 gesetzt. Der Parameter bestimmt die Rauschempfindlichkeit des Algorithmus.Nachdem die künstlichen Ereignisprotokolle unverrauscht sind, ist die Annahmevalide, dass ein Pfad, der lediglich einmal protokolliert wird, dennoch im Quell-modell erlaubt ist. Der Dependency-Wert für ein einmaliges Auftreten ist 50,sodass die Schwelle leicht darunter liegen muss. Eine einzelne feste Schwellehat für die Verarbeitung historischer Ereignisprotokolle den Nachteil, dass bereitseine leichte Unterschreitung der Schwelle zum Verwerfen der Abhängigkeitsannah-me zweier Aktivitäten führt. Der Relative-to-best-Schwellwert kompensiert dieseProblematik durch die Etablierung eines dynamische Toleranzbereichs. Wurdenbereits Abhängigkeiten akzeptiert und ist die Differenz der Stärke einer Abhän-gigkeit und der einer noch nicht akzeptierten geringer als dieser Schwellwert, sowird die bisher nicht akzeptierte Abhängigkeit doch noch als gültig angesehen.Der Parameter All tasks connected sorgt für einen zusammenhängenden Graphen,also für die Verbindung aller Aktivitäten in einem BPMN-Modell. Mittels desSchwellwertes für Abhängigkeiten der Kategorie Long distance wird der Wertauf 100 gesetzt. Einfachere Algorithmen, wie beispielsweise der Alpha Miner,scheitern daran, Abhängigkeiten zwischen nicht unmittelbar aufeinander folgen-den Aktivitäten zu erkennen. Der FHM bietet hierfür eine eigene Schwelle an.Indem diese auf 100 gesetzt wird, wird festgelegt, dass diese Abhängigkeit injeder Prozessausführungsspur gültig sein muss. Zudem müssen die beiden frag-lichen Aktivitäten in der gleichen Häufigkeit auftreten. Mittels des ParametersLong distance dependencies wird die Funktion zur Erkennung dieser Kategorievon Abhängigkeiten aktiviert respektive deaktiviert. Schleifen der Länge eins undzwei10 bereiten Process-Mining-Techniken häufig Schwierigkeiten, weswegen der
10 Beispiele: < ...AA... > respektive < ...ABA... >
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FHM hierfür zwei eigene Parameter anbietet. Werden diese auf 0 gesetzt, dannbedeutet das, dass im Zielmodell eine Schleife erzeugt wird, sobald sich in ei-ner Prozessausführungsspur diese Schleife mindestens einmal manifestiert. Damitder Algorithmus diesen Parameter beachtet, muss Ignore loop dependency thres-holds auf false gesetzt werden. Damit ist die Konfiguration des Flexible HeuristicsMiners, der im BPMN Miner gekapselt ist, abgeschlossen.Weit weniger Konfigurationsmöglichkeiten weist der deklarative Process-Min-ing-Ansatz Declare Maps Miner auf. Mit der Festlegung, dass Ignore Event Types Konfiguration:Declare Maps Minerauf false zu setzen ist, wird das Mining-Werkzeug angewiesen, Ereignistypenzu berücksichtigen. Das ermöglicht die differenziertere Erkennung von Regelnzwischen beispielsweise dem Start und dem Ende von Aktivitätsdurchführungen,anstatt letztere als atomar anzusehen. Der Parameter Minimum Support beschreibteinen Schwellwert zur Rauschbehandlung. Dieser wird in Form des Prozentsatzesder Ausführungsspuren, in denen der jeweilige Regelkandidat erfüllt ist, angegeben.Aufgrund der Rauschfreiheit der künstlichen Ereignisprotokolle kann dieser Wertso restriktiv wie möglich gewählt werden. Mittels des Parameters Alpha werdenRegelkandidaten verworfen, welche ausschließlich trivial erfüllt sind. Betrachtetman beispielsweise die Declare-Regel response(A,B), welche aussagt, dassnach Ausführung von Aktivität A später auch Aktivität B ausgeführt werden muss,dann ist diese Regel trivial erfüllt, wenn Aktivität A niemals ausgeführt wird. Diesschließt die Konfiguration des Declare Maps Miner ab.Noch weniger Parameter weißt der DPILMiner auf, welcher auf dem Support- Konfiguration:DPILMinerConfidence-Rahmenwerk basiert. Es ähnelt der Parameterkombination MinimumSupport und Alpha des Declare Maps Miners. Allerdings bezeichnet der Confi-dence-Parameter hier den Prozentsatz der Ausführungsspuren, in denen ein Regel-kandidat erfüllt ist. Aufgrund der Rauschfreiheit der generierten Ereignisprotokolleist dieser Wert maximal restriktiv gewählt worden. Der Wert für Minimum Supporthat im Wesentlichen die Semantik des Alpha-Parameters des Declare Maps Mi-ner. Allerdings handelt es sich bei ersterem um einen Schwellwert, welcher denAlgorithmus Regelkandidaten mit einem Support von > 5% akzeptiert, währendder Alpha-Wert lediglich Kandidaten mit einem Wert von > x akzeptiert. Damitist auch die Konfiguration des DPILMiner abgeschlossen.Die Simulationskomponenten tragen die Verantwortung für die Vollständigkeitder Datengrundlage. Teil des Experimentes ist es daher, herauszufinden, welcheAnzahl von Prozessausführungsspuren welcher maximalen Länge zufriedenstellendeTranslationsresultate erzielen. Die jeweiligen Konfigurationen und die resultieren-de Ergebnisqualität sind im nachfolgenden Abschnitt erläutert.Um die Ergebnisqualität zu messen, werden die im vorherigen Abschnitt be-schriebenen Metriken auf jedes Translationsergebnis angewendet und in Abhän-gigkeit von der gewählten Parametrierung der Spurgeneratoren dargestellt.
8.4.3 Ergebnisse
Die Ergebnisse der einzelnen Versuchsblöcke (B1 bis B4) werden in Abhängigkeitder maximalen Anzahl (N) und Länge (L) der durch Spurgeneratoren erzeugtenProzessausführungsspuren dargestellt. Zur Bewertung dienen die in Abschnitt 8.4.1
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definierten Metriken Fitness, Appropriateness und OP. Dabei wird zur Messungder Appropriateness die ebenfalls im referenzierten Abschnitt beschriebenen Me-thode der Reverse Fitness verwendet. Die Messungen zu jedem Versuch werdeninsgesamt zehnmal durchgeführt. Die Tabellen zeigen den daraus abgeleitetenMittelwert. Zur Durchführung der Konformitätsprüfungen werden neu erzeugteEreignisprotokolle verwendet, um einen möglichen Effekt der Überanpassung andie zur Übersetzung verwendeten Protokolle abzuschwächen. Der Umfang dieserneuen Testprotokolle variiert je nach Quellmodell und Quellsprache. In den Ver-suchsblöcken B3 und B4 werden die Spurgeneratoren so konfiguriert, dass jederorganisatorischen Rolle zwei Akteure zugeordnet werden. Dies ist notwendig, umunterscheiden zu können, ob eine Aktivität an eine bestimmte Rolle oder einenbestimmten Akteur gebunden ist.Tabelle 8.4 zeigt eine Übersicht über die Ergebnisse der KonformitätsprüfungErgebnisse:Versuchsblock B1 aus Versuchsblock B1, welche die Übersetzung jedes der vier Prozessmodelle ausAbbildung 8.4 von der Sprache BPMN in die Sprache Declare oder umgekehrtbeinhaltet. Mit (a→De) ist folglich die Übersetzung des Modells (a) in ein seman-tisch äquivalents Modell der Sprache Declare (De) bezeichnet. Eine Möglichkeithierfür ist Modell (b) derselben Abbildung. Es existieren jedoch potentiell mehrereLösungen. Der Umfang des für die Konformitätsprüfung erzeugten Ereignisproto-kolls beträgt hierbei 10000 Spuren einer maximalen Länge von 12.
N L Fitness Appropriateness(a→De) (b→B) (c→De) (d→B) (a→De) (b→B) (c→De) (d→B)10 3 1.0 1.0 0.7110 0.4932 1.0 1.0 0.9917 1.0100 3 1.0 1.0 0.8911 0.6295 1.0 1.0 1.0 1.01000 3 1.0 1.0 1.0 0.7286 1.0 1.0 1.0 1.010000 3 1.0 1.0 1.0 0.7286 1.0 1.0 1.0 1.010 6 1.0 1.0 0.713 0.6111 1.0 1.0 0.9929 1.0100 6 1.0 1.0 0.9874 0.7257 1.0 1.0 1.0 1.01000 6 1.0 1.0 1.0 0.9975 1.0 1.0 1.0 1.010000 6 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.010 9 1.0 1.0 0.713 0.6420 1.0 1.0 0.9929 1.0100 9 1.0 1.0 1.0 0.7844 1.0 1.0 1.0 1.01000 9 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.010000 9 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Tabelle 8.4: Konformität: Versuchsblock B1 (BPMN ↔ Declare – künstlich, kompakt)
Auch wenn die Beispiele aus Abbildung 8.4 die Übersetzungsproblematik simpli-fizieren, können aus den Ergebnissen dennoch einige erste Erkenntnisse abgeleitetwerden. Die Übersetzung der beiden einfachen Modelle (a) und (b) gelingt be-reits mit einer sehr geringen Anzahl an Prozessausführungsspuren einer ebenfallsgeringen Maximallänge. Da die beiden Modelle nur genau einen, dreischrittigenAusführungspfad durch das Modell gestattet, war dieses Ergebnis zu erwarten.Eine erste wesentliche Erkenntnis ist, dass ein idealer Wert für die Appropriaten-ess bereits mit sehr wenigen Prozessausführungsspuren erzielt werden kann. DieErfolgreicher Test mitkünstlichen,kompakten Modellen Erklärung hierfür ist, dass die meisten Process-Mining-Techniken – und so auch
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die hier verwendeten – die zur Verfügung gestellten Prozessausführungsspurenals das einzig erlaubte Prozessverhalten interpretieren. Folglich führen fehlendeAusführungsspuren nicht zu einer Verschlechterung der Appropriateness und eskann bereits mit einer einzigen Ausführungsspur ein perfekter Wert erzielt wer-den. Umgekehrt verhält es sich folglich in Bezug auf die Fitness-Metrik. Damitein Prozessmodell alle gewünschten Prozessausführungspfade unterstützt, müssenalle dafür notwendigen Übergangsmöglichkeiten von einer Aktivität zur nächstenim Protokoll enthalten sein. Aus diesem Grund entspricht es ebenfalls den Erwar-tungen, dass für die Modelle (c) und (d) eines äußerst flexiblen Prozesses einegrößere Zahl an Prozessausführungsspuren benötigt wird. Beispielsweise sorgendie enthaltenen Schleifen dafür, dass die Anzahl der verschiedenen Ausführungs-pfade theoretisch unendlich ist. Betrachtet man die in der Tabelle dargestelltenErgebnisse, so zeigt sich, dass eine ausführungssemantisch vollständig korrekteÜbersetzung auch dann zu erzielen ist, wenn die Menge der verschiedenen mögli-chen Prozessausführungsspuren nicht vollständig ist. Eine weitere Erkenntnis ist,dass, trotz der in den Modellen (c) und (d) enthaltenen Schleifen eine maximaleSpurlänge von 3 bereits ausreicht, um eine korrekte Übersetzung zu erzielen. Be-trachtet man das imperative der beiden Modelle, dann lässt sich ableiten, dass esmöglich ist, mit den Ausführungsspuren AA, AB, AC, CA und CC sowie den Drei-erketten ABA und ABC alle paarweisen Aktivitätsübergänge zu beschreiben. Fürviele fortgeschrittenere Process-Mining-Techniken genügt dies, um entsprechendeKontrollflussverzweigungen im Zielmodell zu rekonstruieren. Somit ist möglich, dasimperative Prozessmodell trotz enthaltener Schleifen mit einer maximalen Spurlän-ge von 3 in ein semantisch äquivalentes Prozessmodell zu überführen.
N L Fitness App.100 24 0.6371 1.01000 24 0.8181 1.010000 24 0.9992 1.0100000 24 1.0 1.0100 36 0.6554 1.01000 36 0.8988 1.010000 36 0.9998 1.0100000 36 1.0 1.0
N L Fitness App.10 15 0.5 1.0100 15 0.6253 1.01000 15 0.7462 1.010000 15 0.8784 1.0100000 36 0.9335 1.0
Tabelle 8.5: Konformität: Versuchsblock B2 (l.: BPMN → Declare, r.: Declare → BPMN)
In Versuchsblock B2 wird das induktive Translationsprinzip auf zwei Modelle Ergebnisse:Versuchsblock B2für reale Prozesse angewendet (Abbildung A.1 und Abbildung A.2 in Anhang A).Tabelle 8.5 zeigt, dass die Übersetzungen beider Modelle weitestgehend korrektist. Aufgrund der größeren Menge möglicher Ausführungspfade ist auch eine grö-ßere Menge an Prozessausführungsspuren nötig, um die Fitness des erzeugtenProzessmodells zu optimieren. Zudem bestätigen die Untersuchungen die Erkennt- Erfolgreicher Test mitrealen, komplexenModellennisse des vorangegangenen Versuchsblocks in Bezug auf die Entwicklung derbeiden Metriken. Während die Appropriateness in allen Fällen – und unabhängigvon Spuranzahl und -länge – ideal ist, wächst die Fitness mit der steigenden
284 evaluation: eigenschaften, korrektheit und nützlichkeit
Anzahl zur Verfügung stehender Ausführungsspuren. Im Falle der Übersetzung desDeclare-Modells in die BPMN wird mit der gewählten maximalen Anzahl an Pro-zessausführungsspuren kein ideales Ergebnis erzielt. Zur Überprüfung wird hier jeein neu generiertes Ereignisprotokoll mit 200000 Spuren einer maximalen Längevon 48 verwendet. Die Belegungen für Spurlänge sind hier nicht willkürlich. Diekürzestmögliche Ausführungsspur hat in Abbildung A.1 eine Länge von 12. Dage-gen setzt sich das Prozessmodell in Abbildung A.2 aus insgesamt 12 Aktivitätenzusammen. Aus diesem Grund wird die Abhängigkeit von der Spurlänge jeweilsmit einem ganzzahligen Vielfachen von 12 analysiert.
N L Fitness Appropriateness OP Precision(a→Dp) (b→B) (c→Dp) (d→B) (a→Dp) (b→B) (c→Dp) (d→B) (a→Dp) (b→B) (c→Dp) (d→B)10 3 1.0 1.0 0.773 0.625 1.0 1.0 0.530 0.666 1.0 1.0 1.0 1.0100 3 1.0 1.0 0.818 0.655 1.0 1.0 0.616 0.685 1.0 1.0 1.0 1.01000 3 1.0 1.0 0.884 0.777 1.0 1.0 0.788 0.757 1.0 1.0 1.0 1.010 6 1.0 1.0 0.802 0.749 1.0 1.0 0.669 0.940 1.0 1.0 1.0 1.0100 6 1.0 1.0 0.931 0.876 1.0 1.0 0.868 0.999 1.0 1.0 1.0 1.01000 6 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Tabelle 8.6: Konformität: Versuchsblock B3 (BPMN ↔ DPIL – künstlich, kompakt)
In Versuchsblock B3 wird zusätzlich zur Funktionalen und VerhaltensorientiertenErgebnisse:Versuchsblock B3 die Organisatorische Perspektive berücksichtigt. Für eine erste Einschätzung derAuswirkungen der neu hinzugekommenen Perspektive werden ebenfalls simplifizie-rende Prozessmodelle – dargestellt in Abbildung 8.5 – als Beispiele herangezogen.Tabelle 8.6 zeigt die Bewertung der Übersetzungsqualität von BPMN (B) in dieSprache DPIL (Dp) und umgekehrt. Im Unterschied zum ersten Versuchsblock zeigtsich hier, dass sich die Werte für die Appropriateness für das Modellpaar (c) und(d) schwerfälliger verbessern als bei dem ähnlichen Modellpaar aus Abbildung 8.4.Erfolgreicher Test mitkünstlichen,kompakten Modellen Dieser Effekt ist auf die neu hinzugekommene Schleife, welche eine direkte Wie-derholung von Aufgabe B gestattet, zurückzuführen. Eine wesentliche Erkenntnisist, dass die Erschließung der organisatorischen Rollen in beide Translationsrich-tungen in allen Konfigurationen ideal ist.Im letzten Versuchsblock – B4 – werden je ein DPIL- und ein BPMN-ModellErgebnisse:Versuchsblock B4 eines universitären Dienstreiseprozesses in die jeweils andere Sprache übersetzt.Die Modelle sind insofern strikt, als keine der möglichen Ausführungsspuren mehrals zwölf Schritte beinhaltet. Aus diesem Grund wird auch die Analyse auf dieseSpurlänge beschränkt, sodass nur die Anzahl der Spuren variiert. Flexibilität inden beiden Prozessmodellen entsteht vor allem bei der Wahl der Beförderungs-mittel, deren Kombination beliebig ist. Wie Tabelle 8.7 zeigt, wird bezüglich derAusführungssemantik in beiden Übersetzungsrichtungen eine ideale Übersetzungs-Erfolgreicher Test mitrealen, komplexenModellen N L Fitness App. OP10 12 0.856 0.696 1.0100 12 1.0 0.772 1.01000 12 1.0 0.898 1.010000 12 1.0 1.0 1.0
N L Fitness App. OP10 12 0.811 0.717 1.0100 12 0.925 0.798 1.01000 12 0.966 0.941 1.010000 12 1.0 1.0 1.0
Tabelle 8.7: Konformität: Versuchsblock B4 (BPMN ↔ DPIL – real, komplex)
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qualität erzielt. Auffällig ist, dass hier die Appropriateness deutlich schlechterbewertet wird, als im Realprozessbeispiel von Untersuchungsblock B2. Die Zuwei-sung organisatorischer Rollen ist erneut in allen Konfigurationen ideal. Das ist vorallem auf die limitierte Ausdrucksmächtigkeit der Sprache BPMN zurückzuführen,da diese beispielsweise keine dynamische Rollenzuordnung gestattet.Im aktuellen Abschnitt werden die vier in Abschnitt 8.4.2 beschriebenen Ver-suchsblöcke durchgeführt, um zu prüfen, ob und unter welchen Bedingungen das ge-nerische Übersetzungsprinzip korrekte Ergebnisse liefern kann. Die Blöcke unter-scheiden sich hinsichtlich der verwendeten Beispielmodelle und -Sprachen. Diesesind entweder einzel- oder multi-perspektivisch und künstlich-kompakt oder real-komplex. Die Qualität der Übersetzungsergebnisse werden mittels der MetrikenFitness, Appropriateness und OP bewertet. Eine wesentliche Erkenntnis ist, dasszum Erreichen eines annähernd idealen Fitness-Wertes eine tendenziell großeAnzahl an Ausführungsspuren benötigt werden. Dagegen stellt sich dieser idealeWert bei der Appropriateness in der Mehrzahl der Fälle früher ein. Die Translationder organisatorischen Perspektive ist von Anzahl und Länge der Spuren weitestge-hend unabhängig und führt in allen Versuchen zu idealen Ergebnissen. Allerdingsist die Ausdrucksmächtigkeit von BPMN hinsichtlich der Organisatorischen Per-spektive gegenüber Sprachen wie DPIL limitiert. Die vorgestellten Ergebnissegestatten lediglich eine erste Potentialeinschätzung des induktiven Translations-ansatzes. Für eine allgemeingültige Einschätzung der Fehlerrate bezüglich dergewählten Sprachpaare oder gar unabhängig von diesen ist der Untersuchungs-umfang deutlich zu gering. Aus diesem Grund ist die allgemeine Anwendbarkeitdes induktiven Translationsansatzes zwar nicht widerlegt aber auch nicht belegtworden. In sich anschließenden Arbeiten sollten einerseits weitere Sprachpaarun-gen analysiert werden. Für jede Sprachpaarung ist es andererseits sinnvoll, dieÜbersetzungsergebnisse eine größeren Anzahl an Prozessmodellen zu bewerten.Auch eine Variation der Process-Mining-Techniken sollte Teil dieser fortführendenUntersuchungen sein.
8.5 qualitative umfrageevaluation zur verbesserung der verständ-lichkeit von prozessmodellen
Während die Nützlichkeit der im Rahmen dieser Arbeit entwickelten Verfahrenfür Interoperabilität, Modellvergleich und Modellevolution größtenteils von derenKorrektheit abhängen, ist die Beurteilung der Nützlichkeit für die Verbesserungdes Verständnisses von Prozessmodellen nicht zu pauschalisieren. Der wesentlicheGrund dafür ist, dass diese Beurteilung nur subjektiv sein kann. Beispielsweiseist die Verständlichkeit eines Prozessmodells grundsätzlich von dem Grad der Ver-trautheit mit der jeweiligen Prozessmodellierungssprache abhängig. Ein weitererFaktor ist, dass mit zunehmender Komplexität des Modells die kognitive Belastungfür den Betrachter steigt [93, 151], sodass die Nützlichkeit jeglicher Hilfsmittel auchvon dieser Dimension abhängig ist. Aus diesen Gründen wird eine Umfrage durch-geführt, welche erste Erkenntnisse und Indizien liefert, um zu prüfende Hypothesen Ziel: Hypothesen überdie Nützlichkeitabzuleiten, welche sich auf die Nützlichkeit der drei bereitgestellten Hilfsmittelbeziehen. Dies entspricht einem möglichen Ziel einer qualitativen Evaluation (Ab-
286 evaluation: eigenschaften, korrektheit und nützlichkeit
schnitt 8.5.1). Eine Untersuchung der generierten Hypothesen würde jedoch denRahmen der vorliegenden Arbeit sprengen. Folglich wird keine absolute Entschei-dung für oder gegen die Nützlichkeit der im Rahmen der vorliegenden Arbeitentwickelten Hilfsmittel getroffen. Allerdings sollen die nachfolgenden Abschnit-te als Grundlage dienen, um diese Bewertung in sich anschließenden Arbeitenleichter erbringen zu können.Eine letzte Einschränkung des Untersuchungsbereichs ist die Fokussierung aufeine deklarative Prozessmodellierungssprache. Das ist damit begründet, dass derFokus: DeklarativeProzessmodellierungs-sprache im Zuge dieser Arbeit entwickelte Spurgenerator sprachspezifisch ist. Aus diesemGrund orientiert sich die in der Umfrage verwendete Darstellung der Prozessenti-täten und -regeln stark an der multi-perspektivischen, deklarativen Prozessmodel-lierungssprache DPIL.Nach einer groben Einordnung (Abschnitt 8.5.1) der Untersuchungsmethodewerden anschließend die Ziele der Umfrage zusammengefasst (Abschnitt 8.5.2).Darauf aufbauend folgt eine Erläuterung des grundsätzlichen Fragebogenaufbaus.Anschließend wird ein Überblick über Charakteristika und Verteilung der Teilneh-mer gegeben. Der größere Teil der Umfrageergebnisse basiert nicht auf subjek-tiven Einschätzungen seitens der Teilnehmer, sondern auf Fragestellungen, dieeine objektive Betrachtung gestattet. Diese Ergebnisse werden in einem weite-ren Abschnitt analysiert. Darauf aufbauend und unter Ergänzung der Ergebnissehinsichtlich subjektiver Einschätzungen der Teilnehmer werden schließlich Hypo-thesen bezüglich der Nützlichkeit aller drei Hilfsmittel extrahiert. Selbige könnenfür sich anschließende Arbeiten als Grundlage für spezifischere Untersuchungenhinsichtlich der Nützlichkeit einzelner Hilfsmittel dienen
8.5.1 Warum eine qualitative Umfrage?
Für die Überprüfung des Potentials der drei im Rahmen dieser Arbeit entwickel-ten Techniken für die Verbesserung der Verständlichkeit von Prozessmodellen wirdeine qualitative Umfrage durchgeführt. Die Begründung für diese Art der Evalua-tion gliedert sich in die Beantwortung der folgenden zwei Teilfragen: (i) Warumqualitativ und (ii) warum eine Umfrage? Im aktuellen Abschnitt werden diese Fra-gen beantwortet sowie sich daraus ergebende Konsequenzen und Anforderungenzusammengefasst.Die Untersuchung der Eignung und Einsatzgebiete qualitativer und quantitati-Warum qualitativ? ver Methoden ist bis heute Forschungsgegenstand – vor allem der Sozialforschung– und löst heftige Debatten aus [30, 72]. Dabei sind qualitative und quantitativeMethoden keineswegs Antagonisten, sondern ergänzen sich häufig. Beispielsweiseist es möglich, mittels qualitativer Methoden Hypothesen zu generieren, welchedann in einer quantitativen Untersuchung verifiziert oder falsifiziert werden [30].Das ist besonders dann hilfreich, wenn der Untersuchungsgegenstand kaum er-forscht ist, was auf die in der vorliegenden Arbeit betrachteten drei Technikenzutrifft. Für diese sind keine Untersuchungen der Verständlichkeitsproblematik be-kannt. Aus diesem Grund ist es sinnvoll, zunächst Hypothesen für die Einflüsseder Hilfsmittel auf die Verständlichkeit von Prozessmodellen aufzustellen.
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Nachdem die Entscheidung für eine qualitative Methode begründet ist, bleibtdie Diskussion der Festlegung auf eine Umfrage. Verständlichkeit ist kein objek- Warum Umfrage?tives, sondern ein subjektives Maß. Aus diesem Grund ist es sinnvoll, bei derEvaluation von Hilfsmitteln zur Verbesserung der Verständlichkeit von Prozessmo-dellen potentielle Nutzer diesbezüglich zu befragen [30, 72]. Auf Basis der Re-sultate dieser Befragungen können anschließend potentiell zu verallgemeinerndeHypothesen identifiziert werden, was nicht zuletzt auch die Eignung von Umfragenfür eine qualitative Evaluation zeigt. Bei diesen stehen häufig die Befragten undihre subjektiven Meinungen und Eindrücke im Vordergrund [72].Die Festlegung auf eine qualitative Befragung zieht mehrere Konsequenzen Konsequenzennach sich. Als vermutlich wichtigster Punkt ist hier die Unterscheidung zwischenden Stichproben quantitativer und dem sogenannten theoretischen Sampling qua-litativer Verfahren zu diskutieren. Stichproben werden in der Regel zufällig aus-gewählt. Theoretisches Sampling bedeutet dagegen eine gezielte Zusammenstel-lung der betrachteten Fälle. Der für die Befragung verwendete Fragebogen (Ab-schnitt 8.5.3) wurde aus diesem Grund einer ausgewählten Gruppe an Probandenvorgelegt, die sich in etwa hälftig in Experten und Nicht-Experten für Prozess-modellierung aufteilen. Gleichzeitig handelt es sich bei diesen Probanden umtypische Vertreter der potentiellen Nutzergruppe für die in der vorliegenden Ar-beit vorgestellten Techniken. Das entspricht den Anforderungen eines theoretischenSamplings für die qualitative Evaluation [72, S. 265].Neben der Zusammensetzung ist auch die Größe der Gruppe an Probanden einwichtiger Faktor. Bei quantitativen Methoden stellt sich die Frage der statistischenRepräsentativität . Dies gilt für qualitative Untersuchungen naturgemäß nicht, was Repräsentativitäteine Folge der gezielten Auswahl der Probanden ist [104, S. 183]. Zudem fokus-sieren sich qualitative Methoden auf Meinungen und Eindrücke der Befragten.Nur weil die Mehrzahl dieser eine bestimmte Meinung teilen, bedeutet dies nichtzwangsläufig, dass sie automatisch korrekt ist. Umgekehrt kann aber auch eineEinzelmeinung allgemeingültig und korrekt sein. Da durch die Befragung im Rah-men der vorliegenden Arbeit lediglich erste Hypothesen abgeleitet werden, spieltdie Größe der Probandengruppe eine eher untergeordnete Rolle. Ziel der Hypo-thesenbildung ist die Festlegung zukünftiger Untersuchungsrichtungen, nicht aberdie Formulierung finaler Gesetzmäßigkeiten.Der anhaltende Streit über Eignung und Einsatztauglichkeit qualitativer oderquantitativer Evaluationsmethoden ist vielfältig Anlass zur Kompromissbildung oder Abweichungen vomStandardvorgehenzur Vermischung der beiden Typen [46]. Aus diesem Grund ist der für die Umfrageverwendete Fragebogen (Abschnitt 8.5.3) entgegen der üblichen Vorgehensweisebei qualitativen Befragungen nicht offen, sondern gibt für jede Frage ein Antwort-spektrum vor. Dies ermöglicht zwar eine spätere Quantifizierung der Umfrageer-gebnisse, dient aber lediglich der Vereinfachung der Generierung von Hypothesen.Ziel ist demnach die Festlegung auf qualitative Behauptungen, nicht aber ei-ne differenzierte, quantitative Bewertung des Verständlichkeitsgewinns durch diedrei betrachteten Techniken. Dies entspricht auch dem wesentlichen Ziel dieserersten Evaluation, einen vorläufigen und groben Eindruck zu gewinnen, ob dieentwickelten Hilfsmittel potentiell zur Verbesserung der Verständlichkeit von Pro-zessmodellen beitragen können.
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8.5.2 Ziele der Umfrage
Der Begriff der Nützlichkeit der entwickelten Hilfsmittel für die Verbesserung desVerständnisses von Prozessmodellen erfasst das Thema der Umfrage, lässt aberdie konkrete Zielsetzung derselben offen. Im aktuellen Abschnitt werden deshalbmehrere Ziele benannt, welche mit der Durchführung der Umfrage verfolgt werden.Anschließend wird zur klareren Abgrenzung auch auf Ziele eingegangen, welchenicht verfolgt werden.Da zum aktuellen Zeitpunkt keine früheren Umfrageergebnisse zur selben odereiner ähnlichen Thematik existieren, dient die im Rahmen dieser Arbeit durchge-führte Umfrage der ersten Orientierung und generellen Potentialeinschätzung derZweck:Potentialeinschätzungfür Artefakte drei genannten Hilfsmittel. Als Hilfsmittel werden im Rahmen dieser Umfrage dieArtefakte bezeichnet, welche sich mit den im Konzeptteil (Teil ii) vorgestellten Tech-niken erzeugen lassen. Die Umfrage fokussiert sich demnach auf die Identifikationvon Hypothesen über die Nützlichkeit von Beispielen für valide oder nicht-valideProzessausführungsspuren, von Prozessmodellen, welche in alternativen Sprachendargestellt werden und von natürlichsprachlichen Prozessbeschreibungen für dieVerbesserung der Verständlichkeit von Prozessmodellen. Da derartige Artefaktenicht nur mit den im Rahmen dieser Arbeit entwickelten Techniken erzeugt werdenkönnen, kann die Umfrage keine Aussage über die Nützlichkeit der drei TechnikenKeine Aussage überNützlichkeit derTechniken selbst treffen. Stattdessen wird von einer Idealvorstellung bezüglich der Quali-tät der erzeugten Artefakte ausgegangen. Sich anschließende Forschungsarbeitenmüssen demnach gezielt prüfen, ob die drei Techniken diesen Qualitätsansprüchengenügen können und ob der Zusatzaufwand, der bei ihrer Verwendung entsteht,ihren Nutzen einschränkt oder gar aufhebt. Die vorläufige Fokussierung auf die er-zeugten Artefakte ist sinnvoll, da, falls sich bereits bei optimaler Qualität derselbenkein Nutzen abzeichnet, das Artefakt den angedachten Zweck nicht erfüllt. Folglichist es unerheblich, ob eine Technik zur Erzeugung eines somit unzweckmäßigenArtefakts in optimaler Qualität fähig ist.Zur Untersuchung der Nützlichkeit der drei Hilfsmittel werden die nachfolgen-den Ziele definiert:
G1 Das erste Ziel ist die Erkennung einer Tendenz, ob bei Prozessmanagemen-taufgaben – wie beispielsweise Prozessmodellierung und Modellvergleich– hinsichtlich der Verständlichkeit bestimmter deklarativer ProzessmodelleVerständlichkeit Handlungsbedarf besteht oder nicht.
G2 Ein zweites Ziel ist die Erkennung einer Tendenz, ob eines oder mehre-rer der drei Hilfsmittel das Potential haben, zu einer Verbesserung diesesNutzen der Hilfsmittel Verständnisses beizutragen.
G3 Ein weiteres Ziel beinhaltet die Erkennung einer Tendenz, ob eines oderEignung fürExperten/Nicht-Experten mehrere Hilfsmittel eher für Experten respektive Nicht-Experten geeignetsind.
G4 Das letzte Ziel ist die Erkennung einer Tendenz, ob sich die NützlichkeitNutzen der Hilfsmittelje nach Aufgabe der Hilfsmittel je nach Art der Aufgabe unterscheidet.
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Das Gros der genannten Ziele kann subjektiv und objektiv betrachtet werden. Einesubjektive Komponente für das Ziel G1 ist eine Selbsteinschätzung hinsichtlich desVerständnisses und der Intuitivität bestimmter deklarativer Prozessmodelle. Eineobjektive Komponente ist die Simulation ausgewählter Aufgaben des Prozessma-nagements und die Erfassung der Fehlerrate bei deren Bewältigung durch eineTeilnehmergruppe, ohne weitere Hilfsmittel zur Verfügung zu stellen.Um eine Tendenz für die Nützlichkeit der Hilfsmittel abzuleiten, kann vomTeilnehmer – subjektiv – der Grad der Verbesserung der Verständlichkeit ein-geschätzt werden (G2). Eine objektivere Einschätzung kann dadurch ermöglichtwerden, dass zwei disjunkten Gruppen von Teilnehmern eine Prozessmanagemen-taufgabe gestellt wird und nur einer dieser beiden Gruppen die drei Hilfsmittelzur Verfügung gestellt werden. Dadurch wird eine Potentialeinschätzung möglich,die auf dem Vergleich der Fehlerraten beider Gruppen bei der Bewältigung derjeweiligen Prozessmanagementaufgabe basiert. Erfasst man zusätzlich, welche derzur Verfügung gestellten Hilfsmittel jeweils Anwendung finden, kann damit diesubjektive Komponente dieses Ziels erweitert werden.Ziel G3 ist das Erkennen einer Tendenz, ob sich die Nützlichkeit der Hilfsmittelje nach Vertrautheit des jeweiligen Teilnehmers in Bezug auf die Prozessmodel-lierung unterscheidet. Grundsätzlich deckt sich der Weg zur Erreichung diesesZiels mit dem für das Ziel G2. Im Gegensatz zu letzterem müssen hier jedoch dieProbanden als Experten respektive Nicht-Experten klassifiziert werden.Im Rahmen der Zielsetzung G4 ist zu prüfen, inwiefern die Nützlichkeit derHilfsmittel von der jeweiligen Prozessmanagementaufgabe abhängig ist. Beispiels-weise kann sich der Nutzen jedes Hilfsmittels für die manuelle Überprüfung einesProzessmodells vom Nutzen für den Vergleich zweier Prozessmodelle unterschei-den. Folglich ist das Ziel G4 nur dadurch zu erreichen, dass in der Umfragemindestens zwei verschiedene Prozessmanagementaufgaben zu erfüllen sind. EinVergleich der Fehlerrate bei beiden Aufgaben und einer zufälligen Verfügbarkeitder Hilfsmittel für die Probanden ist ein möglicher Weg zur Erreichung des Ziels.Grundsätzlich ist davon auszugehen, dass jedes der Ziele nur angenähert werdenkann, da das Verständnis abstrakter Darstellungen von einer Vielzahl individuellerFaktoren abhängig ist – wobei der Teilnehmer selbst als einer der einflussreichstenFaktoren anzusehen ist [93, 151]. Somit sind alle Umfrageergebnisse, welche zurErreichung der oben genannten Ziele ermittelt werden, mit einem Bias behaftet. BiasEines der wichtigsten relevanten Charakteristika des Teilnehmers ist dessen Ver-trautheit mit der Prozessmodellierung im Allgemeinen und der Modellierung mitdeklarativen Prozessmodellierungssprachen im Speziellen. Da zu berücksichtigenist, dass die oben genannten Ziele möglicherweise nicht für die Gesamtheit derBefragten erreicht werden können, ist die Differenzierbarkeit nach wesentlichen Differenzierung nachTeilnehmercharakteris-tikaTeilnehmercharakteristika obligatorisch. Dies dient außerdem dazu, die Auswirkun-gen des zu erwartenden Bias gegebenenfalls abschwächen zu können.Abschließend werden, um Missverständnissen vorzubeugen, einige Ziele genannt,welche mit der Durchführung der Umfrage ausdrücklich nicht verfolgt werden. Soist vor allem eine endgültige Entscheidung über die Nützlichkeit der drei vorge-stellten Hilfsmittel nicht Teil der Zielsetzung. Weiterhin beziehen sich alle sub-jektiven Einschätzungen der Befragten auf eigene, persönliche Eindrücke während
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der Beantwortung der einzelnen Fragen. Experten der Prozessmodellierung wer-den beispielsweise nicht befragt, um ihre subjektive Einschätzung der Verständ-lichkeit bestimmter Prozessmodellkonstrukte für die Allgemeinheit in Erfahrungzu bringen. Es ist weiterhin außerhalb des Rahmens der Betrachtung, ob sichhinsichtlich der Umfrageergebnisse Unterschiede zwischen einer Personengruppemit akademischen und einer mit industriell-wirtschaftlichem Tätigkeitshintergrundabzeichnen. Aus diesem Grund wird bei der Differenzierung der Ergebnisse ei-ne solche Einteilung der Befragten unterlassen. Die in der Umfrage verwendetemulti-perspektivische, deklarative Prozessmodellierungssprache ist an die Spra-che DPIL angelehnt. Allerdings sind alle in der Umfrage präsentierten Modelleausschließlich mit informal beschriebenen Regelschablonen formuliert. Diese un-terscheiden sich namentlich von den Schablonen der veröffentlichten Bibliothekfür Modellierungsmuster, um routinebedingte Flüchtigkeitsfehler seitens der DPIL-Sprachexperten zu minimieren.Die oben genannten Ziele gelten für die vorliegende Arbeit als erreicht, wennsich für diese, auf Basis der Umfrageergebnisse, zu begründende Hypothesenableiten lassen. Diese Hypothesen können die Grundlage für sich anschließendeForschungsarbeiten bieten.
8.5.3 Fragebogenaufbau
Der für die Umfrageevaluation verwendete Fragebogen sowie die erhobenen Roh-Fragebogen daten sind unter http://mps.kppq.de zum Download verfügbar. Der Fragebo-gen gliedert sich in vier Teile, deren Inhalte nachfolgend zusammengefasst sind.Im ersten Teil der Umfrage wird das Verständnis von Prozessregeln in Iso-Teil 1 lation betrachtet. Dazu werden nacheinander vier Prozessregeln präsentiert, diesich in Komplexität und Bezug zu den fünf Prozessperspektiven (Abschnitt 1.1.2)unterscheiden. Diese Prozessregeln sind an die von DPIL unterstützten Makro-Definitionen angelehnt, wobei zu jeder Regel eine knappe natürlichsprachlicheErläuterung angegeben ist. Ein Beispiel dafür ist die folgende Prozessregel:
order(A,B) // Semantics: If B then A before.
Zu dieser Regel werden von jedem Teilnehmer zunächst das Verständnis sowiedie damit verbundene Intuitivität erfragt, was zum Erreichung des Ziels G1 beiträgt.Anschließend werden die folgenden drei Hilfsmittel zur Verfügung gestellt:Hilfsmittel
• Positiv-/Negativbeispiele für/gegen valide Prozessausführungen: Es wirdder in Kapitel 4 vorgestellte Spurgenerator verwendet, um für die DPIL-Entsprechung der dargestellten Prozessregel eine geringe Anzahl an Bei-spielen valider und nicht-valider Prozessausführungen zu generieren.
• Imperatives Prozessmodell: Diese Prozessmodelle sind hinsichtlich ihrerAusführungssemantik mit dem regelbasierten Modell deckungsgleich. Eswird zur Darstellung die Standard-Notation BPMN verwendet. Die Pro-zessmodelle werden mittels der in Kapitel 5 beschriebenen induktiven Trans-lationstechnik aus der DPIL-Entsprechung der Prozessregel erzeugt.
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• Natürlichsprachlicher Beschreibungstext : Zusätzlich zu der knappen natür-lichsprachlichen Regelerläuterung wird ein natürlichsprachlicher Text zurVerfügung gestellt, welcher die Regel anhand kompakt beschriebener Sze-narien detaillierter erklärt. Diese Texte werden mit der in Kapitel 6 be-schriebenen NLG-Technik erzeugt, sind aber zur Kompensation der techno-logischen Limitierungen der bisherigen Implementierung leicht vereinfachtund verbessert dargestellt. Beispielsweise unterstützt die aktuelle Umset-zung keine Zerlegung der Aktivitätsbezeichner in Nomen und Verb.
Der Teilnehmer wird aufgefordert, zu jedem dieser Hilfsmittel eine Bewertungabzugeben, die seine Einschätzung hinsichtlich des Grades der Verbesserung derVerständlichkeit von Prozessregeln in Isolation widerspiegeln (Beitrag zu Ziel G2).Im zweiten Teil wird die Verständlichkeit mehrerer Prozessregeln in Kombinati- Teil 2on behandelt. Dazu ist ein kompaktes, regelbasiertes Prozessmodell gegeben, wel-ches die Ausführung des beschriebenen Prozesses bezüglich der Verhaltens- undDatenorientierten Perspektive beschränkt. Anschließend werden dem Teilnehmermehrere Aussagen präsentiert, welche zum Teil die Semantik des Prozessmodellswiderspiegeln. Einige davon sind jedoch unzutreffend. Aufgabe des Teilnehmerswar es, zu entscheiden, welche der Aussagen auf das gegebene Prozessmodell zu-treffen respektive nicht zutreffen. Einem Teil der Probanden werden dazu erneut diedrei im Rahmen dieser Arbeit entwickelten Hilfsmittel zur Verfügung gestellt. Die-se Probanden sollten zusätzlich angeben, welche der bereitgestellten Hilfsmittelihnen die beste Hilfestellung für die Bewertung der Aussagen geliefert haben. DieErgebnisse dieses Teils sollen einen Beitrag zur Erreichung aller vorab genanntenZiele liefern.Teil drei des Fragebogens beschäftigt sich mit dem Vergleich von regelbasier- Teil 3ten mit imperativen Prozessmodellen. Dazu werden dem Teilnehmer paarweise jeein regelbasiertes und ein imperatives Prozessmodell – letzteres erneut mittelsBPMN dargestellt – präsentiert. Der Teilnehmer war dann dazu aufgefordert, zuentscheiden, ob das jeweilige Modellpaar hinsichtlich seiner Ausführungsseman-tik äquivalent ist oder nicht. Falls der Teilnehmer einen Unterschied feststellte,wird er anschließend gebeten, eines oder mehrere Beispiele für Ausführungspfadeanzugeben, die von einem der beiden Modelle nicht unterstützt werden. Letzte-res diente dazu, die Schwierigkeit zu erhöhen, durch bloßes Raten die richtigeAntwort auszuwählen. Die verschiedenen Modellpaare unterscheiden sich erneuthinsichtlich Komplexität und Berücksichtigung der einzelnen Prozessperspektiven.Auch dieser Teil solle einen Beitrag zu jedem der vorab definierten Ziele leisten.Ein Vergleich der Fehlerrate bei den Modellvergleichen in diesem Teil und derFehlerrate bei der manuellen Modellprüfung im vorherigen Teil ist beispielsweiseein Fortschritt zur Erreichung von Ziel G4.Der vierte und letzte Teil dient einerseits dazu, Informationen über den fachli- Teil 4chen Hintergrund der Teilnehmer zu ermitteln. Andererseits wird jeder Teilnehmerauch gebeten, eine persönliche Einschätzung abzugeben, in welchen Situationendie drei Typen von Hilfsmitteln tatsächlich hilfreich sein könnten respektive waren.Dieser Teil hilft einerseits dabei, die Teilnehmer in Experten und Nicht-Expertenzu klassifizieren. Andererseits dient die erneute Nachfrage nach der subjektiv
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eingeschätzten Nützlichkeit der einzelnen Hilfsmittel der Kontrolle vorheriger sub-jektiver Einschätzungen.Die Umfrage wurde im Zeitraum von etwa zwei Monaten (29.03.-28.05.2017) mit-tels der Online-Plattform LamaPoll11 durchgeführt. Alle Ergebnisse der Umfragewerden nachfolgend vorgestellt und ausgewertet.
8.5.4 Umfrageergebnisse: Teilnehmer und Verteilung









Abbildung 8.7: Verteilung der Teilnehmer über Fachbereiche
Wie das in Abbildung 8.7 dargestellte Diagramm zeigt, ist jeweils fast die HälfteVerteilung:Tätigkeitsfelder der Befragten entweder im Forschungs- und Bildungssektor oder im Bereich derInformationstechnik tätig. Ein kleinerer Teil der Teilnehmer hat dagegen einenIndustriehintergrund.In Abbildung 8.8 ist eine Übersicht über die Klassifikation der Probanden inExperten und Nicht-Experten der Prozessmodellierung dargestellt.Die Klassifikation basiert auf einer Selbsteinschätzung der Teilnehmer und istdementsprechend unscharf. Zudem stellt die Projektion von fachlicher Expertiseauf eine diskrete numerische Skala eine starke Vereinfachung der Realität dar.Da jedoch diesbezüglich keine objektive Einschätzung vorliegt, wird nachfolgendvon der in Abbildung 8.8 dargestellten subjektiven Klassifikation ausgegangen.Wie das Diagramm zeigt, ergibt sich somit ein Verhältnis von 58% Experten zuVerteilung: Expertenund Nicht-Experten 42% Nicht-Experten. Diese Verteilung stellt durch ihre Ausgewogenheit eine guteAusgangsbasis für die Analyse der Umfrageergebnisse dar. Somit ist das Potentialgegeben, durch die im Rahmen der vorliegenden Arbeit bereitgestellten Hilfsmitteleinen Erkenntnisgewinn in Abhängigkeit von der Erfahrenheit der Teilnehmer zuerzielen.
11 https://www.lamapoll.de/, abgerufen am: 24.08.2017
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Experte Experte Nicht-Experte Nicht-Experte Experte Experte Nicht-Experte Nicht-Experte
MIT Hilfsmittel OHNE Hilfsmittel MIT Hilfsmittel OHNE Hilfsmittel MIT Hilfsmittel OHNE Hilfsmittel MIT Hilfsmittel OHNE Hilfsmittel
13 8 8 7 36% 22% 22% 19%
Abbildung 8.8: Verteilung der Teilnehmer: Experte/Nicht-Experte und mit/ohne Verfügbar-keit der Hilfsmittel
Orthogonal zur Expertise jedes Probanden wurde zufällig entschieden, ob diebeschriebenen Hilfsmittel für den zweiten und dritten Teil der Umfrage zur Ver-fügung gestellt werden oder nicht. Zwar wäre eine exakte Gleichverteilung der Verteilung:Verfügbarkeit derHilfsmittelProbanden wünschenswert gewesen, durch Limitierungen der Umfrageplattformwar dies jedoch nicht möglich. In Abbildung 8.8 ist die Verteilung der Probandenhinsichtlich der Verfügbarkeit der drei Hilfsmittel dargestellt.Wie das Diagramm zeigt, hat sich auch hier eine annähernde Gleichverteilungeingestellt. Dadurch ist eine Gegenüberstellung der zwei Gruppen von Probandenmöglich.Das Gros der Probanden ist entweder im Forschungs- und Bildungs- oderim IT-Sektor tätig ist. Als zweites Kriterium wird die Expertise der Teilnehmer inBezug auf die Modellierung von Geschäftsprozessen verwendet. Daraus ergibt sich,dass die Zahl der Experten geringfügig die Zahl der Nicht-Experten übersteigt.Gleiches gilt für die zufallsbasierte Entscheidung, ob einem Teilnehmer die dreiHilfsmittel zur Verfügung gestellt wurden oder nicht. Hier überwiegen zu einemgeringen Prozentsatz die Fälle, in denen Hilfsmittel zur Verfügung standen.
8.5.5 Umfrageergebnisse: Subjektive Messungen
Inhalt des ersten Umfrageteils war es einerseits, zu ermitteln, wie verständlichund intuitiv – nach subjektiver Einschätzung der einzelnen Teilnehmer – einzel-ne Prozessregeln in Isolation sind. Andererseits sollte in gleicher Manier derVerständnisgewinn durch die Nutzung der drei bereitgestellten Hilfsmittel einge-schätzt werden. Durch die abschließende Ermittlung der Vertrautheit des Nutzersmit verschiedenen Aspekten der Prozessmodellierung, können die Ergebnisse ent-sprechend differenziert werden. Der aktuelle Abschnitt stellt die diesbezüglicherzielten Ergebnisse vor.In Abbildung 8.9 ist dargestellt, wie verständlich die Beispielregeln aus Sichtder Umfrageteilnehmer waren. Dabei steht der Wert 1 für unzureichende und derWert 5 folglich für sehr gute Verständlichkeit.


















Abbildung 8.9: Verständlichkeit und Intuitivität der Regelbeispiele
Wie das Diagramm zeigt, wird keine der Beispielregeln als vollkommen verständ-Keine Regelvollkommenverständlich lich angesehen. Die Regeln folgten lediglich einer semi-formalen Notation, derenSemantik jedoch nur in Form eines knappen Kommentars für jede Regel spezifiziertist. Aufgrund der großen Sprachvielfalt im Bereich der Prozessmodellierung kom-men selbst Experten dieses Bereichs häufig mit zwar vertraut anmutenden aber inihrer Semantik vollständig nur schwer zu erfassenden Sprachen in Kontakt. Durchdie sporadisch zur Verfügung gestellten Informationen wurde diese Situation simu-liert. Folglich ist es auch nicht verwunderlich, dass Nicht-Experten ihrer eigenenEinschätzung nach ein geringeres Verständnis für die Beispielregeln haben alsdie Expertengruppe.Die Intuitivität wird durch Experten und Nicht-Experten ebenfalls subjektiveingeschätzt. Sind Prozessregeln intuitiv, dann sind zusätzliche Hilfsmittel zurErklärung derselben überflüssig. Sind sie nicht intuitiv, können dagegen Hilfsmittelzum Einsatz kommen. Dieser Gedanke ist die Motivation der Fragestellung, derenErgebnisse ebenfalls in Abbildung 8.9 visualisiert sind. Die Skala ist mit der derVisualisierung zur Regelverständlichkeit identisch.Eine Betrachtung des Diagramms zeigt, dass die Intuitivität im Vergleich zurVerständlichkeit schlechter bewertet wird. Im Gegensatz zu letzterer ist die Intuiti-SchlechtereErgebnisse fürIntuitivität vität jedoch von den Nicht-Experten insgesamt besser bewertet worden als von denExperten der Prozessmodellierung. Sowohl die Analyse der Regelverständlichkeitals auch die der Intuitivität lassen einen Handlungsbedarf zur Verbesserung desVerständnisses der Prozessregeln erkennen (Ziel G1).Für jede der präsentierten Beispielregeln sind jeweils Positiv- und Negativ-beispiele, ein ausführlicher natürlichsprachlicher Beschreibungstext sowie – fallsmöglich – ein imperatives Modell mit äquivalenter Ausführungssemantik angege-ben. In einer weiteren subjektiven Einschätzung sollten sowohl Experten als auchNicht-Experten den Gewinn an Verständlichkeit für jede Regel bewerten. Das Er-
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Abbildung 8.10: Verbesserung des Verständnisses von Prozessregeln in Isolation (subjektiv)
gebnis dieses Umfrageabschnitts ist in Abbildung 8.10 dargestellt. Die verwendeteSkala für die diesbezügliche Nützlichkeit der Hilfsmittel reicht erneut von 1 bis5. Der niedrigste Wert steht dabei für einen unzureichenden Nutzen, der höchsteentsprechend für einen hohen Nutzen.Das Diagramm zeigt die Bewertung der Nützlichkeit der Hilfsmittel differen- Bewertung für Regelnin Isolationziert nach der Expertise des Befragten. Auffällig ist dabei, dass die sich ergebendeRangfolge der drei Hilfsmittel bei beiden Teilnehmergruppen identisch ist. Natür-lichsprachliche Beschreibungen werden als am nützlichsten eingeschätzt, Positiv-und Negativbeispiele sowie eine Translation in ein imperatives Modell folgen miteinigem Abstand. Der größte Unterschied ist, dass die Gruppe der Nicht-Expertendas Instrument einer natürlichsprachlichen Beschreibung der Prozessregeln mitnoch deutlicherem Abstand als am hilfreichsten einschätzt. Im Hinblick auf diegeringere Erfahrung im Bereich der Prozessmodellierung stimmt dies mit den Er-wartungen überein.Die Bewertung der Nützlichkeit der drei Hilfsmittel für Prozessregeln in Kom-bination ist ebenfalls erfasst. Zur Semantik eines gegebenen regelbasierten Pro-zessmodells mussten vorgegebene Aussagen manuell auf ihre Richtigkeit geprüftwerden. Hierbei wurden nur einem Teil der Probanden die drei Hilfsmittel zurVerfügung gestellt. Bei jeder Aussage wurde der Teilnehmer zusätzlich gebeten,einzuschätzen, welche der drei Werkzeuge für die Bewältigung der Aufgabe sub-jektiv am hilfreichsten waren. Dabei ist sowohl die Auswahl keines oder mehrererWerkzeuge gestattet gewesen. In Abbildung 8.11 ist die relative Häufigkeit derVerwendung aller drei Hilfsmittel dargestellt.Aus der Darstellung wird ersichtlich, dass jedes der Hilfsmittel Anwendung ge- Bewertung für Regelnin Kombinationfunden hat und dass die Rangfolge der am häufigsten verwendeten Hilfsmittel beibeiden Teilnehmergruppen erneut identisch ist. Die Häufigkeit der Anwendung dereinzelnen Werkzeuge unterscheidet sich jedoch zum Teil drastisch. Nicht-Expertenstuften häufiger alle drei Hilfsmittel als äußerst hilfreich ein als Experten. Beiallen bildeten die bereitgestellten Positiv- und Negativbeispiel für Prozessausfüh-rungsspuren die Spitze. In zwei Dritteln aller Fälle wurde dieses Mittel als äußersthilfreich bewertet. Für Nicht-Experten hatten die natürlichsprachlichen Beschrei-bungen einen in etwa vergleichbaren Wert. Experten schätzen dieses Werkzeugjedoch nur in einem Drittel der Fälle als äußerst wertvoll ein. Verglichen mit derBewertung der Hilfsmittel für das Verstehen von Prozessregeln in Isolation habennatürlichsprachliche Beschreibungen und beispielhafte Prozessausführungsspurenfolglich den Rang getauscht (Ziel G4).Da die Probanden durch ihre Teilnahme an der Umfrage selbst Erfahrung mitden bereitgestellten Hilfsmitteln erworben haben, wird im letzten Teil erneut um ei-
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Abbildung 8.11: Verwendungshäufigkeit der Hilfsmittel für Prozessregeln in Kombination
ne subjektive Einschätzung der Nützlichkeit letzterer gebeten. Das Ergebnis ist inAbbildung 8.12 dargestellt. Es wird erneut nach Teilnehmergruppe und zusätzlichnach Anwendung der Werkzeuge auf Regeln in Isolation respektive in Kombinationdifferenziert. Als Skala ist hier der Bereich von 1 bis 3 gewählt, um einerseitseine einfache „Wiederverwendung“ des im ersten Umfrageteil angegebenen Wer-tes zu verhindern. Andererseits ist die Skala gröber gewählt, um eine stärkerePolarisierung zu erreichen.Für die Verbesserung des Verständnisses von Regeln in Isolation wird die imBewertung derNützlichkeit nachpraktischerAnwendung derHilfsmittel
ersten Teil beobachtete Einschätzung bestätigt, dass natürlichsprachliche Beschrei-bungen den größten Beitrag leisten. Im Falle der Nicht-Experten werden nunjedoch Positiv- und Negativbeispiele als weitestgehend gleichwertig angesehen.Entgegen der vorherigen Beobachtung, dass für die manuelle Prüfung eines re-gelbasierten Prozessmodells Positiv- und Negativbeispiele am hilfreichsten sind,werden von beiden Teilnehmergruppen erneut die natürlichsprachlichen Beschrei-bungen als das Werkzeug mit dem größten Potential angesehen. Dieser Wider-spruch kann mit der zur Verfügung stehenden Datengrundlage nicht zweifelsfreiaufgelöst werden. Allerdings lassen sich mehrere Vermutungen ableiten, die in sichanschließenden Forschungsarbeiten geprüft werden können: (i) Die in der Umfra-ge selbst formulierten Beschreibungstexte der regelbasierten Prozessmodelle bein-halteten nicht alle notwendigen Informationen, (ii) die Texte sind zu umfangreichrespektive undeutlich formuliert oder (iii) natürlichsprachliche Texte sind zwar po-tentiell informativer aber Negativ- und Positivbeispiele stellen durch Kompaktheitund Vergleichbarkeit mit beliebigen Prozessmodellen ein praktisch nützlicheresHilfsmittel dar.Aus subjektiver Sicht ist somit eine Tendenz zu erkennen, dass alle bereitge-stellten Hilfsmittel einen mindestens durchschnittlichen Beitrag zur VerbesserungVerbesserung derVerständlichkeiterkennbar der Verständlichkeit von Prozessregeln leisten können. Die diesbezüglich größtenErfolge haben die natürlichsprachlichen Beschreibungen für Prozessregeln in Iso-lation sowie mit Positiv- und Negativbeispielen für Regeln in Kombination erzielt(Ziel G2).Eine Tendenz für Unterschiede zwischen Experten und Nicht-Experten bezüglichBewertungdifferenziert nachExperten undNicht-Experten der Bevorzugung der Hilfsmittel ist nicht oder höchstens schwach zu erkennen. Sowar die Rangfolge der bewerteten Hilfsmittel bei beiden Gruppen immer identisch.Allerdings zeigte sich bei der Prüfung von Aussagen bezüglich des gegebenenregelbasierten Prozessmodells, dass Nicht-Experten zwar ebenfalls Positiv- undNegativbeispiele favorisierten, jedoch öfter auch die beiden anderen Hilfsmittelverwendeten. Das war bei der Expertengruppe nicht der Fall (Ziel G3).
























































Natürlichsprachliche Beschreibung Positiv-/Negativbeispiele Translation
Abbildung 8.12: Verbesserung des Verständnisses von Prozessregeln in Isolation respektiveKombination
Auch wenn das grundsätzliche Verständnis von Prozesszusammenhängen in al-len Fällen als durchschnittlich bis gut bewertet wird, zeigt unter anderem dieschlechter bewertete Intuitivität der Regeln, dass tendenziell dennoch Handlungs-bedarf zur Verbesserung der Verständlichkeit besteht. Aus Sicht der Teilnehmerbergen natürlichsprachliche Beschreibungen der Regeln und Positiv- sowie Nega-tivbeispiele für Prozessausführungsspuren das diesbezüglich größte Potential.
8.5.6 Umfrageergebnisse: Objektive Messungen
Um die Nützlichkeit der drei Hilfsmittel zu prüfen reicht eine subjektive Einschät-zung (Abschnitt 8.5.5) nicht aus. Daher wurden im zweiten und dritten Umfrage-teil jeweils eine Prozessmanagementaufgabe gestellt. Für die Bewältigung dieserAufgaben ist ein detailliertes Verständnis der Modellsemantik vonnöten. Um dieVerbesserung des Verständnisses der Modellsemantik durch die drei Hilfsmittelobjektiv zu evaluieren, wurden die Probanden zunächst zufallsgesteuert in zweiGruppen aufgeteilt. Einer dieser beiden Gruppen wurden erneut die drei Hilfs-mittel, also ein natürlichsprachlicher Text, Positiv- und Gegenbeispiele für odergegen valide Prozessausführungen sowie ein hinsichtlich der Ausführungssemantikäquivalentes imperatives Prozessmodell zur Verfügung gestellt. Der Vergleich derFehlerraten bei der Bewältigung dieser Aufgaben mit und ohne Hilfsmittel dient Messungen beiUnterstützungpraktischer Prozess-managementaufgabenhier als objektive Komponente der Potentialeinschätzung für letztere.Inhalt der beiden Aufgabenstellungen des zweiten und dritten Umfrageteils isteinerseits die Interpretation eines deklarativen Prozessmodells und andererseitsein Vergleich mehrerer solcher Modelle mit einem imperativen Prozessmodell. Wieim Verlauf von Abschnitt 8.5.3 dargelegt, sind die zu erwartenden Ergebnisseinsofern objektiver Natur, als die Korrektheit jeder Eingabe des Teilnehmers zwei-felsfrei geprüft werden kann.Im zweiten Teil der Umfrage sind neben einem regelbasierten Prozessmodellauch acht Aussagen gegeben, die nur zum Teil auf das Modell zutreffen. Aufgabewar es, zu entscheiden, welche der Aussagen über das präsentierte Prozessmodellwahr respektive falsch sind. Dabei hat sich insgesamt das in Abbildung 8.13 darge-stellte Resultat eingestellt. Im Diagramm sind die Ergebnisse einerseits nach derKlassifikation des Teilnehmers als Experte oder Nicht-Experte und andererseits












Aussage  1 Aussage  2 Aussage  3 Aussage  4 Aussage  5 Aussage  6 Aussage  7 Aussage  8
Fehlerhäufigkeit (%) Experte MIT Hilfsmittel Fehlerhäufigkeit (%) Nicht-Experte MIT Hilfsmittel
Fehlerhäufigkeit (%) Experte OHNE Hilfsmittel Fehlerhäufigkeit (%) Nicht-Experte OHNE Hilfsmittel
Abbildung 8.13: Fehlerhäufigkeit bei manueller Prüfung der Modellsemantik
nach der Verfügbarkeit der Hilfsmittel differenziert. Die Höhe der Säulen und derLinien des Diagramms gibt die relative Häufigkeit dafür an, dass die Bewertungder jeweiligen Aussage durch den Teilnehmer fehlerhaft ist.Um den Unterschied in der Fehlerhäufigkeit mit und ohne Verwendung derHilfsmittel zu visualisieren, wird sowohl für die Experten- als auch die Nicht-Experten-Gruppe eine Balkendarstellung mit einer Liniendarstellung kombiniert.Entgegen den Erwartungen ist zwischen Experten und Nicht-Experten kein deutli-Ergebnisse:Fehlerhäufigkeit beiModellanalyse cher Unterschied bezüglich der Fehlerhäufigkeit zu erkennen. Allerdings ist bei derExpertengruppe bei sechs von acht Aussagen häufiger korrekt entschieden worden,wenn die Hilfsmittel zur Verfügung standen. Bei Aussage 5 traten weder mit nochohne Hilfsmittel Fehler auf, sodass sich lediglich bei Aufgabe 3 die Fehlerrategeringfügig erhöht hat. In Bezug auf die Nicht-Experten-Gruppe stellt sich hierein anderes Bild dar. Lediglich in zwei von acht Fällen ist die Fehlerhäufigkeitmit Verwendung der Hilfsmittel geringer als ohne selbige. In vier weiteren Fällenhatte die Verfügbarkeit der Hilfsmittel keinen Einfluss, was aus der identischenFehlerhäufigkeit abgeleitet werden kann. Folglich suggerieren diese Ergebnisse,dass die Nützlichkeit der Hilfsmittel für die Expertengruppe größer war (G3).In Abbildung 8.14 ist die Fehlerhäufigkeit beim Vergleich deklarativer mit im-perativen Prozessmodellen hinsichtlich der Äquivalenz ihrer Ausführungssemantikvisualisiert. Jeder Proband wurde gebeten, diese Äquivalenz zu prüfen und imFalle eines festgestellten Unterschieds ein Beispiel für diesen anzugeben. DiesesVorgehen dient der Reduktion der Wahrscheinlichkeit, durch bloßes Raten die kor-rekte Antwort auszuwählen. Erneut werden die Ergebnisse in Abhängigkeit derExpertise der Teilnehmer sowie der Zuteilung der drei Hilfsmittel differenziert.Für diese Aufgabe zeichnet sich zwischen Experten und Nicht-Experten eindrastischer Unterschied in der Fehlerhäufigkeit ab. Bei jedem der drei Vergleichs-Ergebnisse:Fehlerhäufigkeit beiModellvergleich aufgaben war selbige bei den Nicht-Experten mehr als doppelt so hoch wie beiden Experten. Ein einheitliches Bild bietet sich dagegen hinsichtlich des Einflus-ses der drei Hilfsmittel. Sowohl Nicht-Experten als auch Experten erzielten fürzwei der drei Vergleiche eine geringere Fehlerrate mit verfügbaren Hilfsmitteln.Das bestätigt die Beobachtungen aus der vorherigen Aufgabe und es ist folglichauf dieser Basis kein Unterschied der Nützlichkeit der Hilfsmittel in Abhängigkeitvom jeweiligen Aufgabentyp zu erkennen (G4).












Modellpaar 1 Modellpaar 2 Modellpaar 3
Fehlerhäufigkeit (%) Experte MIT Hilfsmittel Fehlerhäufigkeit (%) Nicht-Experte MIT Hilfsmittel
Fehlerhäufigkeit (%) Experte OHNE Hilfsmittel Fehlerhäufigkeit (%) Nicht-Experte OHNE Hilfsmittel
Abbildung 8.14: Fehlerhäufigkeit bei manuellen Modellvergleichen
Beide objektiven Messungen bestätigen die subjektiven Einschätzungen derTeilnehmer, dass einerseits Handlungsbedarf zur Verbesserung der Verständlichkeitregelbasierter Prozessmodelle besteht und die drei Hilfsmittel andererseits einenBeitrag zu dieser Verbesserung leisten können. Diese Erkenntnisse dienen alsGrundlage für einige der anschließend abgeleiteten Hypothesen (Abschnitt 8.5.7).Ziel dieses Abschnitts ist es, den Nutzen der drei Hilfsmittel anhand objektiverKriterien zu bewerten. Das Ergebnis ist, dass bei der Bewältigung beider Aufgabentendenziell weniger Fehler auftraten, wenn die drei Hilfsmittel verfügbar waren.Eine Abhängigkeit der Nützlichkeit der Hilfsmittel vom Aufgabentyp konnte nichtbeobachtet werden. Dagegen ist eine Tendenz erkennbar, dass die Hilfsmittel fürExperten einen größeren Nutzen bei der Bewältigung der beiden Aufgaben haben.Eine differenziertere Betrachtung der Erkenntnisse
8.5.7 Umfrageergebnisse: Extraktion von Hypothesen für die Verwendung derbereitgestellten Mittel
Auf Basis der vorab diskutierten Untersuchungen werden im aktuellen Abschnittmehrere Hypothesen abgeleitet.Alle abgeleiteten Vermutungen beziehen sich auf die Nützlichkeit der drei Hilfs-mittel für die Verbesserung des Verständnisses regelbasierter Prozessmodelle. Diedafür abgeleiteten Hypothesen sind: Hypothesen
H1 Hinsichtlich des Verständnisses von Prozessregeln in Isolation sowie in HandlungsbedarfKombination zur Bewältigung von Aufgaben der manuellen Modellkontrolleund des Modellvergleichs besteht Handlungsbedarf.
H2 Für die Verbesserung des Verständnisses von Prozessregeln in Isolation NatürlichsprachlicheBeschreibungen beiRegeln in Isolationist eine detaillierte, natürlichsprachliche Beschreibung besser geeignet alsPositiv- und Negativbeispiele oder eine Übersetzung in eine imperativeForm.
H3 Für die Verbesserung des Verständnisses von zu Prozessmodellen kombi- Positiv- undNegativbeispiele beiRegelkombinationennierten Prozessregeln sind Positiv- und Negativbeispiele aus praktischerSicht das attraktivste der drei Werkzeuge. Zu empfehlen ist außerdem dieKombination mit natürlichsprachlichen Beschreibungen.
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H4 Die Translation eines regelbasierten Prozessmodells in eine imperativeTranslation leistetgeringsten Beitrag Form trägt am wenigsten zu einem besseren Verständnis der Modellse-mantik bei.
H5 Die Hilfsmittel sind für eine manuelle Analyse der Semantik eines re-Gleiche Nützlichkeitfür Modellanalyseund -vergleich gelbasierten Prozessmodells und eines Vergleichs desselben mit einemimperativen Modell gleich nützlich.
H6 Experten der Prozessmodellierung profitieren von den drei HilfsmittelnExpertenwerkzeuge stärker als Nicht-Experten.
Wie bereits eingangs erläutert, dient die durchgeführte Umfrage nicht dazu, dieNützlichkeit der drei im Rahmen der vorliegenden Arbeit entwickelten Hilfsmittelfinal festzustellen oder zu widerlegen. Aufgrund des Mangels an vergleichbarenUntersuchungen ist das Ziel lediglich eine erste Potentialeinschätzung und dasAufstellen diesbezüglicher Hypothesen. Dies ist konform zur Vorgehensweise ex-plorativer, qualitativer Evaluationen, welche oft zur Schaffung einer Grundlagefür spezifischere Untersuchungen durchgeführt werden [30]. Beispielsweise bauenquantitative Methoden häufig auf den Erkenntnissen einer qualitativen Vorunter-suchung auf. Die eingeschränkte Zielsetzung der vorliegenden Arbeit auf eine reinqualitative Betrachtung ist weiterhin dadurch begründet, dass bisher keine Er-fahrungen bezüglich adäquater Darstellungsformen für Prozessausführungsspurenoder hinsichtlich Inhalt und Struktur natürlichsprachlicher Beschreibungen exis-tieren. Folglich ist ein eventueller, starker Einfluss der Darstellungsform allerHilfsmittel nicht auszuschließen.
8.6 allgemeine und szenariobasierte anwendungsempfehlungen
Die bisherigen Untersuchungen geben Aufschluss über Eigenschaften (Abschnit-te 8.1 und 8.2) und Korrektheit (Abschnitte 8.3 und 8.4) der drei entwickeltenTechniken sowie erste Einblicke in die Nützlichkeit der damit zu erzeugendenArtefakte (Abschnitt 8.5). Dieser Abschnitt greift die grundlegenden Problemberei-che (Abschnitt 1.2) auf, welche die vorliegende Arbeit hauptsächlich motivieren undfasst die diesbezüglich diskutierten Anwendungsszenarien sowie zugehörige An-wendungsvoraussetzungen zusammen. Letztere beziehen sich hierbei ausschließlichauf konzeptionelle Charakteristika der Ansätze oder das Szenario selbst und nichtauf technische Einschränkungen. Grund für diese Filterung ist, dass der aktuelleAbschnitt das Ziel verfolgt, eine Entscheidungsgrundlage über die Sinnhaftigkeiteiner Anwendung der drei grundlegenden Konzepte zu liefern. In ausführlichererForm werden alle allgemeinen Anwendungsvoraussetzungen bereits im jeweiligenKonzeptkapitel (Abschnitte 4.2.10, 5.2.5 und 6.2.5) und im Rahmen der Beschrei-bung der Problembereiche selbst (Abschnitt 1.2) diskutiert. Alle Szenarien basierenauf Aufgaben im Prozesslebenszyklus (Abschnitt 1.1.1), weswegen dieser nachfol-gend als Strukturierungshilfe dient. Die für das jeweilige Szenario spezifischenAnwendungsvoraussetzungen werden in den Abschnitten 8.6.2 bis 8.6.4 erläutert.
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8.6.1 Allgemeine Anwendungsvoraussetzungen
Alle drei Ansätze weisen einige Charakteristika auf, die ihre generelle Anwendbar-keit einschränken. Jedes der in den Folgeabschnitten betrachteten Szenarien birgtzusätzlich spezifische Voraussetzungen, ist aber auch von der Erfüllung der imaktuellen Abschnitt skizzierten allgemeinen Bedingungen abhängig. Letztere wer-den hier lediglich zusammengefasst, da sie bereits an anderer Stelle detaillierterbetrachtet werden.Für die allgemeine Anwendbarkeit des Spurgenerators (Abschnitt 4.2) für multi-perspektivische, deklarative Prozessmodelle sind die folgenden Voraussetzungenzu nennen (Abschnitt 4.2.10):
• Es existieren keine historischen Ereignisprotokolle oder es bestehen Zweifel Keine historischenInformationenan der Qualität derselben.
• Das Wissen über eine zweckmäßige Konfiguration von Anzahl und Länge Kenntnis einerzweckmäßigenKonfigurationder Prozessausführungsspuren ist verfügbar oder kann erworben werden.Der Ansatz zur Translation von Prozessmodellen (Abschnitt 5.2) ist im Ge-gensatz zu den beiden anderen Techniken generisch, weswegen Umsetzung undLeistungsfähigkeit vom jeweiligen Sprachpaar abhängig ist. Allgemeine Anwen-dungsvoraussetzungen für dieses Prinzip lauten wie folgt (Abschnitt 5.2.5):
• Ist ein regelbasiertes Übersetzungssystem verfügbar und ist die Sicherstel- Korrektheit:RegelbasierterÜbersetzer vorinduktivemlung einer ad-hoc korrekten Abbildung des Quellmodells auf ein Zielmodellvon essentieller Bedeutung, dann ist von der Verwendung eines induktivenTranslationssystems abzusehen. Letzteres ist durch die Nutzung statistischerVerfahren naturgemäß fehlerträchtig und kann dem Anspruch der garantier-ten Korrektheit der Übersetzung nicht genügen.
• Ein durch den induktiven Charakter des Prinzips hervorgerufener inhaltli- Irrelevanz einesInformationsverlustscher Fehler oder ein Informationsverlust im Zielmodell ist entweder akzep-tabel oder – was wahrscheinlicher ist – kann durch einen Experten derProzessmodellierung ausgebessert werden. Ein Informationsverlust, welcherdie Folge eines Gefälles in der Ausdrucksmächtigkeit zwischen Quell- undZielsprache ist, muss ebenfalls akzeptiert werden können. Dies gilt aller-dings unabhängig vom konkreten Übersetzungsansatz.
• Im Falle dessen, dass eine Translation nur transitiv – auf einem Umweg TransitiveÜbersetzung:Ausdrucksmächtigkeiteinheitlichüber andere Prozessmodellierungssprachen – möglich ist, sollte keine derZwischensprachen eine geringere Ausdrucksmächtigkeit aufweisen als dieZielsprache. Ansonsten muss auch hier ein eventueller Informationsverlustberücksichtigt werden.
• Die Übersetzung darf ganzheitlich – nicht-inkrementell – erfolgen und somit Nicht-inkrementelleÜbersetzungexistierende Übersetzungsergebnisse ignorieren.
• Abhängigkeiten des Prozessverlaufs von konkreten Datenwerten und der Datenwerte undBedingungenproblematischErfüllung von Bedingungen an definierten Entscheidungspunkten müssennicht rekonstruiert werden.
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Für die Anwendung der Technik zur Generierung natürlichsprachlicher Prozess-beschreibungen auf Basis von multi-perspektivischen, deklarativen Prozessmodel-len müssen die folgenden Voraussetzungen gelten:
• Ein Verlust der Eindeutigkeit formaler Sprachen ist akzeptabel. So mussVerlust derEindeutigkeit beispielsweise die Identität von Objekten anhand linguistischer Referenzeneigenständig nachvollzogen werden (Abschnitt 6.2.5).
• Die Vollständigkeit der natürlichsprachlichen Prozessbeschreibung ist wich-Geringe BedeutungsprachlicherFlexibilität tiger als sprachliche Variabilität und Vielfalt (Abschnitt 6.2.5).
• Das Prozessmodell überschreitet eine individuell zu bestimmende GrößeModellgröße und-komplexität respektive Komplexität oder die manuelle Anfertigung einer textuellen Be-schreibung ist aus einem anderen Grund unerwünscht (Abschnitt 3.6.1).
Der Liste dieser Anwendungsvoraussetzungen aller drei Techniken sind für einepraktische Anwendung auch technische Bedingungen hinzuzufügen. Diese wer-den in den zugehörigen Konzeptkapiteln (Abschnitt 4.2.10, Abschnitt 5.2.5 undAbschnitt 6.2.5) betrachtet.
8.6.2 Szenario 1 (Design, Implementierung, Ausführung): Verstehen eines Pro-zessmodells
Sowohl in der Design- als auch in der Implementierungs- und der Ausführungs-phase des Prozesslebenszyklus werden Prozessmodelle manuell interpretiert. DieVerständlichkeit desselben ist daher von essentieller Bedeutung (Abschnitt 1.2.1).Das erste Szenario ist daher, dass ein menschlicher Nutzer die Inhalte einesProzessmodells erfassen muss, ihm aber entweder die verwendete Modellierungs-sprache nicht geläufig ist oder das Modell in selbiger nicht verständlich genugdargestellt werden kann. Prinzipiell können hier alle drei Ansätze zur Verbesse-rung des Modellverständnisses beitragen (Tabelle 1.1). Im Folgenden wird diesanhand von Anwendungsvoraussetzungen differenzierter betrachtet.Der Spurgenerator für deklarative, multi-perspektivische Prozessmodelle (Ab-schnitt 4.2) kann zur Erzeugung von Positiv- und Gegenbeispielen für respektivegegen valide Prozessausführungsspuren verwendet werden. Dies ist unter folgen-den Voraussetzungen sinnvoll:
• Es ist zu empfehlen, dass der Spurgenerator zur Beantwortung einer kon-KonkreteFragestellung kreten Fragestellung verwendet wird. Die dafür notwendige Informations-grundlage muss im Modell kodiert sein. Grund für diese Empfehlung ist,dass Ereignisprotokolle selbst bei geringer Modellgröße schnell sehr um-fangreich und unübersichtlich werden können. Eine konkrete Fragestellungschränkt diese Anzahl präventiv ein.
• Basierend auf dem eben genannten Kriterium muss der Nutzer zudem inder Lage sein, eine geeignete Konfiguration für Anzahl und Länge derKonfiguration kannbestimmt werden Prozessausführungsspuren zu bestimmen, bei der sich die Datengrundlagefür die Beantwortung der Fragestellung manifestiert.
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Das im Rahmen dieser Arbeit entwickelte Translationsprinzip (Abschnitt 5.2) istin der Lage, Prozessmodelle in eine alternative Prozessmodellierungssprache zuübersetzen. Die Nutzung dieser Technik zur Verbesserung des Modellverständnis-ses unterliegt einigen Bedingungen:
• Zum besseren Verständnis des Quellmodells wird die Nachvollziehbarkeit Nachvollziehbarkeitder Translationunnötigder Translation durch Korrespondenzen zwischen Quell- und Zielmodell-Elementen nicht benötigt. Durch die Verwendung von Ereignisprotokollenals Transfermedium können keine solchen direkten Korrespondenzen erzeugtwerden.
• Die Übersetzung in eine deklarative Modellierungssprache ist dann zu emp- DeklarativeZielsprachefehlen [61, 62], wenna. der Nutzer mit der deklarativen Zielsprache vertraut ist,b. das Quellmodell zahlreiche alternative Ausführungspfade gestattetundc. situationsbezogene Informationen hervorgehoben und gleichzeitig kon-krete Ausführungspfade ausgeblendet werden sollen.
• Umgekehrt ist die Übersetzung in eine imperative Sprache zu empfehlen [61, Imperative Zielsprache62], wenna. der Nutzer mit der imperativen Zielsprache vertraut ist,b. das Quellmodell wenige alternative Ausführungspfade gestattet undc. ablaufzentrierte Informationen hervorgehoben werden sollen.
• Bei einem Gefälle hinsichtlich der Ausdrucksmächtigkeit zwischen Quell- Didaktischer Nutzeneiner niedrigerenAusdrucksmächtigkeitund Zielsprache kann ein Informationsverlust entstehen. E in Modell inder Zielsprache kann aber immer erzeugt werden. Diese Eigenschaft desPrinzips kann didaktisch wertvoll sein. Beispielsweise lassen sich so dieAuswirkungen einer Beziehung zwischen Datenproduzent und -konsumentauf den Kontrollfluss verdeutlichen.
Prozessmodelle werden mittels formaler Notationen repräsentiert, was zu einerSprachbarriere führen kann. Eine natürlichsprachliche Prozessbeschreibung hebtdiese Sprachbarriere auf. Eine Anwendung des ebenfalls in dieser Arbeit entwi-ckelte NLG-System (Abschnitt 6.2) für multi-perspektivische, deklarative Prozess-modell ist unter den nachfolgenden Bedingungen sinnvoll:
• Für die Aktivitäten im Prozessmodell werden aussagekräftige Bezeichner AussagekräftigeBezeichner fürAktivitätenverwendet, welche eine Tätigkeit beschreiben. Beispielsweise Akronyme kön-nen die Lesbarkeit eines Textes sonst stark negativ beeinflussen.
• Gegenüber einer manuell angefertigten natürlichsprachlichen Beschreibung Keine Variation desAbstraktionsniveausnotwendigist es mit der NLG-Technik nicht möglich, das Abstraktionsniveau der Er-klärungen zu variieren. Aus diesem Grund muss das angestrebte Niveau derBeschreibungen die exakte Erläuterung aller Modellinhalte sein.
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In diesem Abschnitt sind lediglich Grundvoraussetzungen für eine Anwendungder drei Techniken aufgeführt, ohne Informationen über eine kognitive Kompo-nente zu berücksichtigen. Die im Rahmen dieser Arbeit durchgeführte Umfrage(Abschnitt 8.5) bildet lediglich den Auftakt für eine extensive Untersuchung derNützlichkeit der von den drei Techniken produzierten Artefakte. Besonders zweider im Rahmen dieser Umfrage generierten Hypothesen sind an dieser Stelle inter-essant. So zeigt die Auswertung der Umfrage eine Tendenz, dass zur Verbesserungdes Verständnisses einzelner Regeln deklarativer Prozessmodelle eine detailliertenatürlichsprachliche Beschreibung von den Nutzern präferiert wird. Im Gegensatzdazu bieten Beispiele für valide respektive nicht-valide Prozessausführungsspu-ren tendenziell die beste Unterstützung für die Verbesserung des Verständnissesvon deklarativen Prozessregeln in Kombination. Diese Hypothesen bilden aller-dings primär einen Ausgangspunkt für sich anschließende Forschungsarbeiten undkönnen in Konsequenz dazu nicht als finale Empfehlungen angesehen werden.
8.6.3 Szenario 2 (Design): Vergleich verschiedensprachiger Prozessmodelle
Besonders im Bereich von Prozessrepositorien, deren Inhalte als Modellierungs-vorlage dienen können, spiegelt sich die Notwendigkeit von Vergleichsmethodenfür Prozessmodelle wider. Die meisten existierenden Methoden basieren allerdingsauf der Annahme, dass die zu vergleichenden Prozessmodelle in derselben Model-lierungssprache vorliegen. Dies ist jedoch nicht immer der Fall (Abschnitt 1.2.4).Dementsprechend ist das zweite Szenario ein Vergleich zweier verschiedenspra-chiger Prozessmodelle durch einen Nutzer. Auch hier können unter nachfolgendbeschriebenen Voraussetzungen prinzipiell alle drei in dieser Arbeit vorgestelltenTechniken zum Einsatz kommen (Tabelle 1.1).Der Spurgenerator (Abschnitt 4.2 ist in der Lage, eine exemplarische Vergleichs-basis in Form von Positiv- und Gegenbeispielen für respektive gegen valide Pro-zessausführungsspuren zu schaffen. Dies ist unter den folgenden Voraussetzungensinnvoll:
• Im Fokus steht der Vergleich der Ausführungssemantik der jeweiligen Mo-Nur Vergleich derAusführungssemantik delle. Die Charakterisierung derselben durch Existenz und zeitlicher Reihen-folge von Aktivitäten sowie deren Assoziation mit anderen Prozessentitätenist zur Beschreibung derselben ausreichend. Strukturelle Unterschiede derProzessmodelle sind nicht von Interesse.
• Der Spurgenerator ist in der Lage, für eine konfigurierte Anzahl und Län-VollständigeEreignisprotokolle ge der Prozessausführungsspuren die Vollständigkeit der erzeugten Ereig-nisprotokolle zu garantieren12. Gilt dies für den Spurgenerator des zu ver-gleichenden Modells nicht, ist die Vollständigkeit der damit erzeugten Er-eignisprotokolle nachträglich sicherzustellen.
• Ein Vergleich möglicher Wertebelegungen für Prozessvariablen wird nichtKein Vergleich vonDatenwerten angestrebt. Da sich diese im kontinuierlichen Spektrum bewegen können,ist ein Vergleich auf einer diskreten, exemplarischen Basis nicht möglich.
12 Eine Ausnahme bildet die Belegung modellierter Prozessvariablen (Abschnitt 8.6.1).
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Mittels des generischen Translationsprinzips (Abschnitt 5.2) können verschie-densprachige Prozessmodelle in eine gemeinsame Modellierungssprache übersetztwerden, was den Vergleich der Modelle erleichtern kann. Hierfür müssen die fol-genden Voraussetzungen erfüllt sein:
• Vertreter der Process-Mining-Komponente des Verfahrens neigen oft dazu, IgnorierensyntaktischerUnterschiedeProzessmodelle von unnötig großer Komplexität zu erzeugen. Daher mussdas zu verwendende Vergleichsverfahren in der Lage sein, äquivalente syn-taktische Konstruktionen im Modell zu erkennen. Beispielsweise könnenInklusiv-Oder-Konstruktionen in BPMN durch ein OR-Gateway oder durcheine Kombination aus XOR- und AND-Gateways ausgedrückt werden. DerVergleich muss sich folglich auf die Ausführungssemantik der Modelle kon-zentrieren.
• Ein Vergleich von Modellen, die in Sprachen unterschiedlicher Ausdrucks- Vergleich mitperspektivischerEinschränkungmächtigkeit repräsentiert sind, ist immer problematisch. Möchte man den-noch solche Modelle vergleichen, dann sollte die Zielsprache der Translationvon allen verwendeten Sprachen die geringste Ausdrucksmächtigkeit auf-weisen. Dies mag zunächst paradox erscheinen. Allerdings ist das induktiveTranslationsprinzip beispielsweise dazu in der Lage, Beziehungen zwischenDatenproduzenten und -konsumenten auf reine Kontrollflusskonstrukte ab-zubilden. Zwar zieht dies den Verlust der inhaltlichen Rechtfertigung fürdie feste Reihenfolge der jeweiligen Aktivitäten nach sich, aber der ausfüh-rungssemantische Effekt bleibt erhalten.Abseits eines automatischen Vergleichs von Prozessmodellen kann die in dieserArbeit vorgestellte NLG-Technik die Grundlage liefern, um einen solchen Vergleich NLG-Technik beiinhaltlichem Vergleichder Modellsemantikmanuell durchzuführen. Dies ist besonders dann sinnvoll, wenn die zur Verfügungstehenden Vergleichsmittel unzureichend oder nicht existent sind. Besonders beider Interpretation der Bezeichner aller Entitäten eines Prozesses scheitern vieleautomatisierte Vergleichsverfahren. Ein manueller Vergleich auf Basis einer natür-lichsprachlichen Prozessbeschreibung kann hier Abhilfe schaffen.
8.6.4 Szenario 3 (Implementierung): Beseitigung einer technischen Sprachbarrie-re zwischen konzeptuellem Prozessmodell und Prozessausführungssystem
Aus verschiedenen Gründen kann es in der Implementierungsphase dazu kommen,dass ein Prozessmodell und das Zielsystem für die Prozessausführung sprach-lich inkompatibel sind. Diese Situation tritt beispielsweise dann auf, wenn einWechsel der konzeptuellen Prozessmodellierungssprache stattgefunden hat oderein operatives Prozessmodell auf eine höhere Sprachversion migriert wurde (Ab-schnitt 1.2.2). Das Szenario ist demnach, dass ein konzeptuelles Prozessmodellexistiert, welches auf einem spezifischen Ausführungssystem implementiert werdensoll, dieses jedoch die verwendete Prozessmodellierungssprache nicht unterstützt.Von den drei in dieser Arbeit vorgestellten Ansätzen findet hier nur das generischeTranslationsprinzip direkt Anwendung (Tabelle 1.1).Im aktuellen Kontext gelten für das Translationsprinzip folgende Anwendungs-bedingungen:
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• Modellierte Beziehungen, an denen konkrete Datenwerte beteiligt sind undNachbearbeitung:Datenabhängigkeiten,Entscheidungspunkte auch Bedingungen an definierten Entscheidungspunkten müssen manuellnachgearbeitet werden.
• Im Falle der Verwendung des Translationsprinzips zur Migration eines Pro-Nur syntaktischeMigration zessmodells auf eine andere Sprachversion mit dem Ziel der Wiederherstel-lung der Kompatibilität mit einem Prozessausführungssystem dürfen die zumigrierenden Änderungen ausschließlich syntaktischer Natur sein.
Die ebenfalls in dieser Arbeit vorgestellten Techniken zur Spurgenerierungund zur Erzeugung natürlichsprachlicher Prozessbeschreibungen können indirektebenfalls genutzt werden. Dies ist vor allem dann der Fall, wenn keine automati-sche Technik zur Translation eines Prozessmodells in eine vom Ausführungssystemunterstützte Sprache zur Verfügung steht. In diesem Fall muss die Translationmanuell vorgenommen werden. Mittels des Spurgenerators erzeugte valide undnicht-valide Prozessausführungsspuren können dann verwendet werden, um dieKonformität des so erzeugten Modells mit dem Ausführungsverhalten des Quell-modells automatisiert zu prüfen. Eine solche Prüfung kann auch manuell erfolgen,wobei eine natürlichsprachliche Beschreibung des Prozesses Unterstützung bie-ten kann. Gleichzeitig kann ein solcher Text auch als Vorlage für die manuelleÜbersetzung selbst verwendet werden. Ist die vom Ausführungssystem unterstützteSprache imperativ, dann können auch valide Prozessausführungsspuren als Model-lierungsvorlage dienen.
9ZUSAMMENFASSUNG UND AUSB L I CK
Dieses letzte Kapitel greift die eingangs dieser Arbeit identifizierten Problembe-reiche auf (Abschnitt 1.2), welche durch die große Vielfalt von teilweise sehr unter-schiedlichen Prozessmodellierungssprachen entstehen. Darauf aufbauend werdendie für die vorliegende Arbeit grundlegenden Teilprobleme sowie die zugehörigenLösungsansätze zusammengefasst.
9.1 zusammenfassung
Die Notwendigkeit der Dokumentation und Steuerung von Geschäftsprozessen ingrößeren Unternehmen hat eine Vielzahl unterschiedlicher Modellierungssprachenhervorgebracht. Davon erfreuen sich einige einer größeren Verbreitung, wohingegenandere nur in Ausnahmefällen Anwendung finden. Allerdings zeigt das kürzlicheAufkommen deklarativer Prozessmodellierungssprachen deutlich, dass selbst eta-blierte Sprachen nicht für jeden Prozesstyp geeignet sind. Besonders im Bereichder unternehmensübergreifenden Prozesse sind Probleme im Bereich der Sprach- Problemstellungund Werkzeuginteroperabilität die Folge. Auch für menschliche Beteiligte stelltes eine Herausforderung dar, jede relevante Sprache zu erlernen. Es existierenalso zusätzlich Verständlichkeitsprobleme. Beide Probleme werden noch verstärkt,da sich Prozessmodellierungssprachen auch weiterentwickeln. Das erfordert dieMigration existierender Modelle und ein neuerliches Erlernen der möglicherweiseveränderten Syntax. Orthogonal dazu stellt sich auch die Frage der Vergleichbar-keit von Prozessmodellen, die im Bereich von Prozessrepositorien und der Fusionvon Unternehmen von entscheidender Bedeutung ist. Es besteht die Gefahr, dassdie Eignung einer Prozessmodellierungssprache anhand der eben genannten Pro-bleme bewertet wird – und nicht anhand des Modellierungsproblems selbst.Ziel der vorliegenden Arbeit ist es daher, Mittel zu identifizieren, um die Wahl-freiheit und die dafür notwendige Akzeptanz von Prozessmodellierungssprachen zusteigern. Dazu werden vier Anforderungen identifiziert, welche die Untersuchungs- Vier Anforderungengrundlage der vorliegenden Arbeit darstellt. Diese beinhalten die Schaffung fle-xibler Möglichkeiten der Übersetzung von Prozessmodellen in andere Sprachenoder in einen natürlichsprachlichen Beschreibungstext. Eine weitere Anforderungist die Möglichkeit, auf Wunsch gültige und nicht-gültige Beispielinstanzen auseinem gegebenen Prozessmodell abzuleiten. Eine letzte Anforderung ist die Be-reitstellung abwärtskompatibler, automatisierter Migrationsmechanismen.Existierende Translationstechniken sind meist sprachspezifisch und fokussierensich primär auf den Bereich der imperativen Prozessmodellierungssprachen. Über- Status Quo:Translation vonProzessmodellensetzungen zwischen imperativen und deklarativen Sprachen werden somit nur unzu-reichend unterstützt. Um die diesbezügliche Abdeckung von Translationssystemenzu vergrößern, müssten nach dem gängigen Modell-zu-Modell-Transformationsprin-zip für jedes Sprachpaar eine Vielzahl an explizit formulierten Abbildungsregeln
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definiert werden. Dies stellt nicht nur einen signifikanten technischen Aufwand dar,sondern birgt auch große Herausforderungen, da sich besonders imperative unddeklarative Prozessmodellierungssprachen hinsichtlich der Modellinhalte drastischunterscheiden. In der vorliegenden Arbeit wird aus diesem Grund ein induktivesBeitrag: InduktivesTranslationsprinzip Translationsprinzip vorgestellt, welches existierende Techniken und Technologienaus dem Bereich der Prozesssimulation und des Process Mining wiederverwendet.Von Simulatoren künstlich erzeugte Prozessausführungsprotokolle dienen dabei alssprachneutrales Transfermedium. Process-Mining-Techniken rekonstruieren darausein Modell in der jeweiligen Zielsprache. Der Weg eines induktiven Verfahrensannulliert sowohl den technischen Aufwand der Definition von Übersetzungsregelnals auch die konzeptionelle Kluft zwischen imperativen und deklarativen Prozess-modellen.Aktuell existiert lediglich ein Ansatz, welcher aus Prozessmodellen automati-siert natürlichsprachliche Prozessbeschreibungen ableitet. Dieser ist jedoch aufStatus Quo: NLG blockstrukturierte BPMN-Modelle beschränkt und ist somit paradigmen- und so-gar sprachspezifisch. Im Rahmen der vorliegenden Arbeit wird daher ein AnsatzBeitrag:Textgenerierung fürdeklarativeProzessmodelle zur Generierung natürlichsprachlicher Beschreibungen für deklarative Prozessmo-delle untersucht. Dieser macht sich computerlinguistische Standard-Prinzipien zurStrukturierung von Sätzen und Dokumenten zunutze. Im Gegensatz zu imperativenModellen weisen deklarative Modelle keine native Leserichtung auf, weswegendie Hauptschwierigkeit in der Ableitung einer adäquaten Textstruktur von zentra-ler Bedeutung ist. Weiterhin sollte die Generierung natürlichsprachlicher Prozess-beschreibungen nicht ohne Kontextbezug betrachtet werden. Aus diesem Grundwird auch die Unterscheidung zwischen der Generierung zum Modellierungs- undder zum Ausführungszeitpunkt des Prozesses unterschieden. Gleichzeitig werdenauf Basis eines Nutzermodells Rückschlüsse auf das Verständnis verbesserndeModifikationen des Zieltextes gezogen. Diese Flexibilität begründet sich auf demlinguistischen Fundament des Textgenerierungsansatzes, welches die konkrete For-mulierung eines Sachverhalts von ihrer semantischen Repräsentation trennt.Spezielle Formen von Simulationstechniken – sogenannte Spurgeneratoren –sind in der Lage, für ein gegebenes Prozessmodell valide, künstliche Beispielin-stanzen abzuleiten, die Ausführungsspuren genannt werden. Nur wenige bietenzusätzlich die Möglichkeit, Negativbeispiele, also nicht-valide Beispielinstanzen,Status Quo:Spurgenerierung zu generieren. Zudem sind, mit einer Ausnahme, alle Spurgeneratoren auf denimperativen Sprachraum begrenzt. Der einzige, existierende Spurgenerator für de-klarative Prozessmodelle basiert auf der kontrollflussorientierten Sprache Declare.Informationen über beispielsweise die Assoziation organisatorischer Ressourcensowie die Manifestation von Datenzugriffen und -werten sind daher nicht Teil dererzeugten Beispielinstanzen. Die im Rahmen der vorliegenden Arbeit entwickelteSpurgenerator-Technik basiert auf der multi-perspektivischen, deklarativen Pro-Beitrag:Multi-perspektivische,deklarativeSpurgenerierung zessmodellierungssprache DPIL und ist in der Lage, eben diese Aspekte bei derSimulation zu berücksichtigen und anschließend Informationen darüber bereitzu-stellen. Da das Fundament dieses Ansatzes die Logiksprache Alloy ist, entsprichtdas Simulationsvorhaben einem Erfüllbarkeitsproblem, welches Alloy durch eineInstanzsuche in einem beschränkten Lösungsraum bewältigt. Dies gestattet zudemauch eine weitreichende Kontrolle über die Fokussierung der Simulationsdurch-
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führung. Beispielsweise können so Vorgaben für partielle Ausführungsspuren be-rücksichtigt werden, zu denen alle übrigen Fortsetzungen ermittelt werden sollen.Modellmigration aufgrund der evolutionären Weiterentwicklung von Prozessmo-dellierungssprachen kann als Spezialisierung des Problems der Translation auf-gefasst werden. Während im Bereich imperativer Prozessmodellierungssprachen Status Quo:Sprachevolutionimmerhin sporadisch Ansätze zur Migration von Prozessmodellen vorhanden sind,fehlen diese im Bereich deklarativer Sprachen gänzlich. Betrachtet man die zweifraglichen Sprachversionen als verschiedene Sprachen, dann kann ein generischesÜbersetzungsprinzip auch hier Anwendung finden. Die Migration von Prozessmo-dellen wird in der vorliegenden Arbeit nicht explizit untersucht. Der generischeCharakter des vorgestellten Translationsansatzes erübrigt jedoch die Entwicklung Beitrag:Wiederverwendungdes generischenTranslationsprinzipsvon Migrationstechniken genau dann, wenn für jede Sprachversion jeweils einSpurgenerator und eine Process-Mining-Technik zur Verfügung stehen.Alle vorab genannten Konzepte sind prototypisch implementiert. Das generische ImplementierungTranslationsprinzip basiert dabei auf Erweiterungen der Data-Mining-PlattformRapidMiner, welche unter anderem Schnittstellen für die Interaktion zwischenSpurgenerator und Process-Mining-Werkzeugen bereitstellt. Auch die Vor- undWeiterverarbeitung von Quell- und Zielmodell sowie den künstlich erzeugten Ereig-nisprotokollen wird durch RapidMiner durch eine flexible Infrastruktur unterstützt.Da der im Rahmen der vorliegenden Arbeit entwickelte Spurgenerator ebenfalls alsKomponente der Translationstechnik zum Einsatz kommen sollte, ist er ebenfallsals RapidMiner-Erweiterung realisiert. Die Technik zur Generierung natürlich-sprachlicher Beschreibungen basiert dagegen auf der Acceleo-Implementierungdes OMG-Standards Mof2Text.Ein Teil der Überprüfung der Konzepte ist mit der Bereitstellung eines Soft-wareprototypen erbracht worden. Zusätzlich werden statische Eigenschaften dereinzelnen Techniken analysiert. Daran schlossen sich Untersuchungen an, welchedie korrekte Arbeitsweise der Technologien sicherstellen soll. Den Abschluss desEvaluationsteils bildete die Durchführung einer Umfrage zur Nützlichkeit der durchdie einzelnen Techniken erzeugten Artefakte für die Verbesserung des Verständ-nisses deklarativer Prozessmodelle.Die untersuchten Eigenschaften des vorgestellten Translationsprinzips enthälteine Analyse der Verbesserung der Abdeckung von Übersetzungsmöglichkeiten Evaluation:Eigenschaften desTranslationsprinzipsdurch die Verfügbarkeit von Spurgeneratoren und Process-Mining-Techniken. Fürlediglich 10% der möglichen Paarungen der gängigsten imperativen und sowie derderzeit verfügbaren deklarativen Prozessmodellierungssprachen existierten direkteÜbersetzungsmöglichkeiten. Berücksichtigt man auch alle sich daraus ergebendentransitiven Übersetzungssysteme, verdoppelt sich dieser Prozentsatz. Es zeigtesich zudem, dass das Gros dieser Übersetzungsmöglichkeiten lediglich imperativ-imperative Sprachpaarungen abdecken. Ergänzt man alle Übersetzungsmöglich-keiten, die durch das induktive Translationsprinzip hinzukommen, erhöht sich derAnteil direkter Übersetzungsmöglichkeiten auf 25%. Inklusive transitiver Möglich-keiten steigt die Abdeckung sogar auf 43%. Dabei ist besonders die Abdeckungvon Sprachpaarungen mit Beteiligung deklarativer Prozessmodellierungssprachengestiegen.
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Jedes induktive Verfahren – und so auch das vorgestellte Translationsverfahren –hängt von der Vollständigkeit der verfügbaren Beispiele ab. Durch die Verwen-dung eigens generierter, künstlicher Ereignisprotokolle als Transfermedium kannauf diesen Aspekt Einfluss genommen werden. Da sowohl bei der Simulation alsauch beim Process-Mining statistische Verfahren zur Anwendung kommen, ist ei-ne korrekte Übersetzung nicht zu garantieren. Aus diesem Grund werden mehrereVersuche anhand künstlicher und aus der Praxis bezogener Beispiele durchgeführt.Evaluation:Korrektheit desTranslationsprinzips Diese lassen eine Tendenz erkennen, dass mit hinreichend großer Datengrundla-ge ein annähernd oder vollständig korrektes Ergebnis erzielt werden kann. ImUmkehrschluss bestätigt dies aber die Erwartung, dass keine Garantie für dieKorrektheit abgegeben werden kann. Zudem sind die Untersuchungen auf wenigeSprachpaarungen beschränkt, da eine Untersuchung aller möglichen Paarungen dieGrenzen des vertretbaren Umfangs der vorliegenden Arbeit deutlich überschreitenwürde. Folglich ist das vorgestellte Verfahren nur in Kombination mit einer sorgfäl-tigen Prüfung des Translationserfolgs zu verwenden. Das schließt im allgemeinenFall den Einsatz in vollautomatisierten Arbeitsprozessen aus.Zur Überprüfung der korrekten Arbeitsweise des im Rahmen der vorliegendenEvaluation:Korrektheit desSpurgenerators Arbeit entwickelte Spurgenerators werden mittels der Logiksprache Alloy Annah-men modelliert, die als Testspezifikationen dienen. Diese beinhalten im Wesent-lichen Prüfbedingungen, die bei einer korrekten Überführung der Semantik einerDPIL-Regel in die Sprache Alloy erfüllt sein müssen. Durch die Formulierung derTestspezifikationen in Alloy, kann der gleiche Mechanismus zur Testdurchführungverwendet werden, der auch für die Konstruktion von Negativbeispielen validerProzessausführungen verwendet wird. Ist dieser Mechanismus nicht in der Lage,für eine gewählte Größe des Lösungsraumes Negativbeispiele für die modelliertenAnnahmen zu identifizieren, dann ist damit zwar die Korrektheit der Transformationnicht bewiesen, aber positiv getestet worden. Mit allen derzeit unterstützten DPIL-Regelschablonen wird ein solcher Test durchgeführt – mit ausschließlich positivemErgebnis. Die Korrektheit der Transformation allein ist keine Garantie für die kor-rekte Funktionsweise der Spurgenerierung selbst. Da der Spurgenerator jedochauf dem Alloy-Rahmenwerk basiert und Ausführungsspuren mittels Instanzsucheermittelt, ist dies eine Frage der Korrektheit des Alloy-internen Lösungsalgorith-mus für Erfüllbarkeitsprobleme. Für die vorliegende Arbeit wird von der Korrektheitdieses Algorithmus ausgegangen; praktische Tests bestätigten diese Annahme.Das letzte Artefakt, welches im Zuge dieser Arbeit entstanden ist, ist das Sys-tem zur Generierung natürlichsprachlicher Beschreibungstexte für Prozessmodelle.Da es sich bei diesem System um einen exemplarischen Durchstich handelt, warund ist eine umfangreiche Evaluation der Korrektheit nicht möglich. Im RahmenEvaluation:EingeschränktePrüfung derKorrektheit desNLG-Ansatzes
der vorliegenden Arbeit werden hier verschiedene, leicht abgewandelte Versionendes Beispiel-DPIL-Modells aus Codeausschnitt 6.1 verwendet, um die Abbildungauf einen syntaktisch, orthografisch und semantisch kohärenten Text exemplarischzu prüfen. Für den sehr begrenzten Variantenreichtum der besagte DPIL-Modellekönnen in diesem Sinne korrekte natürlichsprachliche Prozessbeschreibungen ab-geleitet werden.Für eine erste Einschätzung der Nützlichkeit aller drei Artefakte hinsichtlichihres Potentials zur Verbesserung des Verständnisses regelbasierter Prozessmodel-
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le dient eine qualitative Umfrageevaluation mit Probanden aus unterschiedlichen Evaluation:Qualitative UmfrageTätigkeitsbereichen. Selbige identifizierte zunächst einen tendenziellen Handlungs-bedarf; die Verständlichkeit regelbasierter Prozessdarstellungen ist sogar für Ex-perten in vielen Fällen nicht optimal. Auf Basis subjektiver Einschätzungen solltendie Teilnehmer dann den Verständnisgewinn durch jedes der drei Hilfsmittel be-werten. Dabei stechen besonders die natürlichsprachlichen Beschreibungen derProzessregeln sowie Positiv- und Negativ-Beispiele für Prozessausführungsspu-ren positiv hervor. In einem Vergleich der Fehlerhäufigkeiten unter Verwendungder respektive unter Verzicht auf die besagten Hilfsmittel wird ebenfalls ein ten-denzieller Nutzen festgestellt. Dieser ist nach Experten und Nicht-Experten derProzessmodellierung differenziert in mehreren Hypothesen formuliert.Abschließend soll die in Abschnitt 2.2 aufgestellte Forschungsfrage beantwortetwerden. Diese beschäftigt sich mit der Problematik, welche Hilfsmittel zu einerVerbesserung der Flexibilität bei der Wahl geeigneter Prozessmodellierungsspra-chen beitragen können. Diese Frage beinhaltet einerseits die Teilfrage, inwiefernsolche Hilfsmittel zur Verfügung stehen und andererseits, zu welchem Grad diesezur Lösung des Flexibilitätsproblems beitragen. Der Fokus der vorliegenden Ar-beit liegt hier klar auf der erstgenannten Teilfrage. Die Beantwortung dieser Fragewird mit einer Verfügbarkeitsanalyse für Translations- und Spurgenerierungstech-niken sowie Techniken zur Generierung natürlichsprachlicher Beschreibungstextefür Prozessmodelle begonnen. Geeignete konzeptionelle Erweiterungen in den dreiBereichen und deren Umsetzungen bilden die Kernbeiträge der vorliegenden Ar-beit. Mit einer ersten Evaluation der drei entwickelten Konzepte kann nun auchder erste Teil der Forschungsfrage mit „ja“ beantwortet werden, wobei die oben Beantwortung derForschungsfragegenannten Evaluationsergebnisse eine differenziertere Betrachtung erfordern. DieTeilfrage nach der Größe des Beitrags der einzelnen Hilfsmittel kann im Rahmender vorliegenden Arbeit nicht vollständig beantwortet werden. Der Grund ist, be-sonders im Hinblick auf das Translationssystem, die schiere Vielfalt verfügbarerProzessmodellierungssprachen. Durch die durchgeführte Umfrage ist jedoch eineTendenz erkennbar, dass die durch die drei Techniken erzeugten Artefakttypenprimär für Experten der Prozessmodellierung aber auch für Nicht-Experten beider manuellen Interpretation von Modellen zu Kontroll- und Vergleichszweckentatsächlich eine Hilfe darstellen.
9.2 zukünftige forschungsthemen
In der vorliegenden Arbeit werden vier grundlegende Problemfelder identifiziert,aus denen die Notwendigkeit der Entwicklung eines Spurgenerators, eines fle-xiblen Translationssystems sowie einer Technik zur Generierung natürlichsprach-licher Texte für Prozessmodelle abgeleitet wird. Im Rahmen dieser Entwicklungund der ersten Erfahrungen in der Verwendung der Techniken ergaben sich einigemögliche Anknüpfungspunkte für sich anschließende Untersuchungen. Der aktuelleAbschnitt bietet daher eine Übersicht über einige zukünftige Forschungsthemen.In Abschnitt 4.2 wird eine Technik zur Generierung künstlicher Prozessausfüh- Forschung:Spurgeneratorrungsspuren für multi-perspektivische, deklarative Prozessmodelle vorgestellt. Aus
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der Arbeit an und mit dieser Technik ergeben sich folgende Themen für fortführendeForschungsarbeiten:
• Zum aktuellen Zeitpunkt ist eine Grundvoraussetzung für die Verwendbar-keit des im Rahmen dieser Arbeit entwickelten Spurgenerators, dass dasEingabe-DPIL-Modell ausschließlich mittels einer fest vorgegebenen Men-ge an Regelschablonen definiert ist. Da sowohl DPIL als auch die verwen-dete Simulationssprache Alloy auf der Prädikatenlogik erster Stufe basiert,Flexible Abbildungauf Alloy ist es naheliegend, zu untersuchen, ob atomare DPIL-Ausdrücke auf Alloy-Konstrukte abgebildet werden können.
• Der Spurgenerator wird unter anderem hinsichtlich seiner Befähigungzur Erzeugung künstlicher Prozessausführungsspuren auf Basis gegebe-ner partieller Spuren untersucht. Auf den daraus gewonnenen Erkenntnis-sen aufbauend können Untersuchungen der Eignung des Spurgeneratorsals Ausführungskomponente eines Workflow-Management-Systems durch-Spurgenerator alsAusführungskompo-nente geführt werden. Ein wesentlicher Vorteil des vorgestellten Spurgeneratorsgegenüber konventionellen Ausführungskomponenten ist die Fähigkeit, Aus-wirkungen aktueller Ereignisse auf zukünftige Ereignisse berechnen zu kön-nen. Das wird üblicherweise als Vorausschau-Technik (engl. look-aheadtechnique) bezeichnet.
• Eine Motivation für die Entwicklung eines Spurgenerators ist die Verwen-dung desselben als Hilfsmittel für die Verbesserung des Verständnissesmulti-perspektivischer, deklarativer Prozessmodelle. In dieser Funktion wirdeine geeignete Darstellung der generierten Beispiele und GegenbeispieleDarstellungvalider/invaliderProzessausführungs-spuren für oder gegen valide Prozessausführungssuren benötigt. Die Suche nacheiner solchen adäquaten Darstellung sollte iterativ gestaltet werden, indemnach einem ersten Entwurf das Verständnis der Darstellung selbst sowieihre Verwendung für die Verbesserung des Verständnisses eines Prozessmo-dells geprüft wird.
Im zweiten Konzeptabschnitt (Abschnitt 5.2) wird ein induktives Prinzip zur Über-setzung von Prozessmodellen in alternative Prozessmodellierungssprachen disku-Forschung:Translation tiert. Dieses basiert auf der losen Kopplung von Spurgeneratoren und Process-Mining-Techniken, deren Zusammenarbeit auf der Grundlage künstlicher Ereig-nisprotokolle stattfindet. Auch im Bereich dieses Prinzips lassen sich einige po-tentielle Anschlussthemen ableiten:
• Durch Kombinationen verschiedener Spurgeneratoren mit verschiedenenProcess-Mining-Werkzeugen kann die Abdeckung von Translationsmöglich-keiten für verschiedene Paarungen an Prozessmodellierungssprachen signi-fikant vergrößert werden. Die Untersuchungen, für welche dieser PaarungenUntersuchung weitererSprachpaarungen das Translationsprinzip adäquate Ergebnisse liefert, sollten weiter ausge-dehnt werden, um potentiellen Anwendern die Einschätzung zu ermöglichen,ob die zu erwartende Ergebnisqualität ausreichend ist oder nicht.
• Process-Mining-Techniken erzeugen potentiell äußerst komplexe Prozess-modelle. Dadurch könnte das Ziel der Verbesserung des Verständnisses
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von Prozessmodellen durch das induktive Translationsprinzip gefährdet wer-den. Da die Komplexität zu großen Teilen auf redundante Beschreibungenzurückzuführen ist, sollten Ansätze zur automatischen Reduktion der Mo- Reduktion derModellkomplexitätdellkomplexität untersucht und bei zufriedenstellenden Ergebnissen in dieWerkzeugkette aufgenommen werden.
• Zum aktuellen Zeitpunkt der Untersuchungen werden lediglich von Spur-generatoren künstlich erzeugte Ereignisprotokolle als Translationsmediumverwendet. Diese weisen vor allem den Vorteil der Rauschfreiheit auf, ha-ben aber gleichzeitig den Nachteil, keine Informationen über das prototy-pische Prozessverhalten zu beinhalten. Aus diesem Grund ist ein weiteressich anschließendes Forschungsthema die Erschließung der Vorteile bei der Kombinationkünstlicher undreal-historischerEreignisprotokolleKombination künstlicher und real-historischer Ereignisprotokolle bei derÜbersetzung selbst und bei der Validierung des Übersetzungsergebnisses.Ein zu erwartendes Ergebnis ist, dass so geprüft werden kann, inwieferndas erzeugte Prozessmodell typische Verläufe des Prozesses unterstützt.Der dritte und letzte konzeptionelle Beitrag der vorliegenden Arbeit ist dieEntwicklung einer Technik zur Generierung natürlichsprachlicher Texte für multi- Forschung: NLGperspektivische, deklarative Prozessmodelle, welche in Abschnitt 6.2 vorgestelltwird. Diese wird lediglich exemplarisch untersucht und erfordert daher einerseitseine detailliertere Ausarbeitung der verwendeten Konzepte, lässt aber andererseitsbereits potentielle Folgethemen erkennen:
• Der aktuelle Forschungsstand der Thematik spart eine umfassende Evalua-tion der Korrektheit der Ergebnisse der Textgenerierung aus. Ein wichtigesZiel für eine detailliertere Ausarbeitung muss daher die Identifikation pro-blematischer Regelkonstellationen im Quell-Prozessmodell sein, welche dieQualität des erzeugten Textes negativ beeinflussen. Weiterhin sind bisher UmfangreicheEvaluation,Erweiterung derMittel zurTextstrukturierung
keine Erkenntnisse über die Einflussnahme des Modellumfangs vorhanden.Auch eine Erweiterung der Mittel zur Strukturierung des Zieltextes auf Ba-sis rhetorischer Relationen ist für die praktische Anwendung des Systemsobligatorisch.
• Eine weitere Qualitätsdimension ist die Verständlichkeit der generiertennatürlichsprachlichen Texte. Diese Dimension sollte zukünftig unter Einbe-ziehung von Forschungsgruppen der Kognitionswissenschaften mit Spezia-lisierung auf Textverständnis untersucht werden. Eine mögliche Alternativebieten Metriken, wie beispielsweise BLEU und NIST [28] zur Bewertungder Ähnlichkeit von Texten in Kombination mit manuell erzeugten Referenz-texten. Es hat sich allerdings herausgestellt, dass die meisten Metriken miteinem Bias behaftet sind, da sie auf dem Abgleich von N-Grammen, alsoTupeln aus N Wörtern zwischen generiertem Text und Referenztext basieren.Aus diesem Grund wird eine Kombination aus einer Prüfung durch mensch-liche Experten und aus einer automatisierten Prüfung mittels der genanntenMetriken empfohlen.
• Wie auch beim Spurgenerator ist die Transformation von DPIL-Regeln aufBasis statischer Muster definiert. Dies hat den großen Nachteil, dass aus-
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schließlich solche Prozessmodelle ganzheitlich in natürlichsprachlichen Textüberführt werden können, die ausschließlich mittels einer festen Menge anRegelschablonen definiert worden sind. Auch in der zugehörigen Publika-tion ([16]) wird bereits ein auf einer Grammatik basierender Ansatz zurTransformation der Regeln auf atomarer Ebene skizziert. Daher ist es einTextgenerierung aufBasis atomarerModellbestandteile vielversprechendes und essentielles Forschungsziel, die Transformation be-liebiger deklarativer Prozessmodelle auf Basis der atomaren Bestandteileletzterer zu untersuchen.
• Im Sinne einer stärkeren Automatisierung der Textgenerierungstechnik istdie Anwendung von regelbasierten Mitteln der Textstrukturierung hinder-lich. Beispielsweise in [96] wird ein evolutionärer Algorithmus diskutiert,StochastischeTextstrukturierung welcher mit stochastischen Mitteln einen Text auf Basis der Optimierungder Entitäten-Kohärenz strukturiert. Es ist zu untersuchen, ob dieser odervergleichbare Algorithmen in der Lage sind, die regelbasierte Instanziierungrhetorischer Relationen durch stochastische Mittel zu ersetzen.




ABE I SP I E LPROZESSMODEL LE DES EVA LUAT I ONSTE I L S
Abbildung A.1: Beispielmodell eines Prozesses zur Auslieferung von Brot (Quelle: [155])
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Abbildung A.2: Beispielmodell des Service-Desk-Prozesses eines Telekommunikationsun-ternehmens (Quelle: [41])






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































Abbildung A.3: Beispielmodell eines universitären Organisationsprozesses für Dienstrei-sen
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