Zero-Delay Joint Source-Channel Coding for a Multivariate Gaussian on a
  Gaussian MAC by Floor, Pål Anders et al.
ar
X
iv
:1
40
1.
25
68
v1
  [
cs
.IT
]  
11
 Ja
n 2
01
4
1
Zero-Delay Joint Source-Channel Coding for a
Multivariate Gaussian on a Gaussian MAC
Pa˚l Anders Floor, Anna N. Kim, Tor A. Ramstad, Ilangko Balasingham, Niklas Wernersson, Mikael Skoglund,
Abstract—In this paper, communication of a Multivariate
Gaussian over a Gaussian Multiple Access Channel is studied.
Distributed zero-delay joint source-channel coding (JSCC) so-
lutions to the problem are given. Both nonlinear and linear
approaches are discussed. The performance upper bound (signal-
to-distortion ratio) for arbitrary code length is also derived and
Zero-delay cooperative JSCC is briefly addressed in order to
provide an approximate bound on the performance of zero-
delay schemes. The main contribution is a nonlinear hybrid
discrete-analog JSSC scheme based on distributed quantization
and a linear continuous mapping named Distributed Quantizer
Linear Coder (DQLC). The DQLC has promising performance
which improves with increasing correlation, and is robust against
variations in noise level. The DQLC exhibits a constant gap
to the performance upper bound as the signal-to-noise ratio
(SNR) becomes large for any number of sources and values of
correlation. Therefore it outperforms a linear solution (uncoded
transmission) in any case when the SNR gets sufficiently large.
Index Terms—Zero-delay joint source-channel coding, multi-
variate Gaussian, Gaussian multiple access channel
I. INTRODUCTION
In this paper we investigate joint source-channel coding
(JSCC) for a multipoint-to-point problem, where multiple
memoryless and inter-correlated Gaussian sources are trans-
mitted distributedly over a memoryless Gaussian multiple ac-
cess channel (GMAC) without multiplexing. There are mainly
two cases to consider for this network: 1) Recovery of the
common information shared by all sources. 2) Recovery of
each individual source. In Case 1), when the transmit power
of all sources are equal, the distortion lower bound can be
achieved by a simple zero-delay linear mapping, often referred
to as uncoded transmission [1].
In case 2) both common information as well as the in-
dividual variations of each source are reconstructed at the
receiver. The bivariate case (two sources) was treated in [2] for
arbitrary codeword length. The authors proposed a nonlinear
hybrid JSCC scheme that superimposes a rate optimal (infinite
dimensional) vector quantizer with uncoded transmission. This
hybrid scheme was shown to achieve the distortion lower
bound at high and low channel signal-to-noise ratio (SNR),
while a small gap remains for other SNR. Contrary to case 1),
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optimality of uncoded transmission is restricted (to low SNR in
general), and infinite complexity and delay JSCC are required
to get close to the distortion lower bound in general. The
bivariate case was also treated in [3], where a zero-delay (sin-
gle letter) constraint was imposed in order to provide simple
low complexity and possibly implementable solutions to the
problem. Two zero-delay nonlinear schemes were proposed,
one discrete scheme and one hybrid discrete-analog scheme.
Both schemes perform well and can improve significantly
on uncoded transmission when the channel signal-to-noise
ratio (SNR) is sufficiently large. Nevertheless, there remains
a constant gap to the distortion lower bound for all SNR due
to the zero-delay constraint.
The main contribution of this paper is to provide a nonlinear
zero-delay JSCC solution for the multivariate version of case
2), since there to our knowledge exists few, if any, results
on this in the literature. We generalize the hybrid discrete-
analog scheme from [3] (named SQLC) to the multivariate
case. The proposed scheme is named DQLC since it consists
of distributed quantizers and a linear continuous mapping.
The main advantage of DQLC is that it provides a simple
JSCC solution to the problem that can significantly outperform
uncoded transmission under sufficiently large channel SNR.
To assess the performance of DQLC, the distortion lower
bound for the problem under consideration is derived. Since
this lower bound assumes arbitrary codelength, one must ex-
pect a significant backoff from it when assessing performance
of a zero-delay JSCC scheme. To provide indications on the
bound for zero-delay distributed schemes, and thereby a better
measure on how well the DQLC perform, known zero-delay
schemes with cooperative encoders1 are addressed. It is also
shown that DQLC exhibits a constant gap to the distortion
lower bound (or performance upper bound, the bound on
signal-to-distortion ratio) as SNR → ∞. This gap increases
somewhat with the number of of sources, but remains bounded
as the number of sources becomes large. Since uncoded
transmission has a leveling off effect at high SNR, DQLC will
therefore outperform uncoded transmission for any number of
sources when the SNR is sufficiently large.
The paper is organized as follows: In Section II, a problem
formulation is given and the distortion lower bound is derived.
Zero-delay cooperative encoding and uncoded transmission are
also introduced. In Section III the DQLC is introduced and its
distortion is derived mathematically. It is further shown that
DQLC exhibits a constant gap to distortion lower bound as
1By cooperation we mean that all source symbols are available at all
encoders without any additional use of resources.
2SNR→∞. In Section IV we concentrate on the 3 source case
and optimize the DQLC for general SNR. Its performance is
compared to the derived bounds and uncoded transmission. A
summary and brief discussion are given in Section V.
Note that some of the results in this paper have previously
been published in [4].
II. PROBLEM STATEMENT AND BOUNDS
Fig. 1 depicts the communication system under considera-
tion.
Fig. 1. Network under consideration. A multivariate Gaussian is communi-
cated on a Gaussian MAC with separate (distributed) encoders.
A. Problem statement
The sources are memoryless discrete time, continuous am-
plitude, zero mean Gaussian random variables x1, ..., xM ,
where the model xm = s + wm,m ∈ {1, ...,M} is con-
sidered. That is, the sources share a common information
s ∼ N (0, σ2s), while each source also has an individual
component wm ∼ N (0, σ2wm). A simplified scenario σw1 =
σw2 = · · · = σwM is assumed here, which implies that σx1 =
σx2 = · · · = σxM = σx, making it easier to derive theoretical
expressions that can be analyzed further. The correlation be-
tween any two sources is then ρij = E{xixj}/σ2x = ρx, ∀i, j,
resulting in a simple covariance matrix Kx = E{xxT } with
σ2x on the diagonal and σ2xρx in every off-diagonal element,
and eigenvalues λ1 = σ2x((M−1)ρx+1) and λi = σ2x(1−ρx),
i = 2, · · · ,M . Note that the schemes presented in this paper
can be applied for any case of unequal correlations ρij . The
mathematical analysis becomes more complicated, however.
Each encoder consists of a memoryless encoding function
ym = fm(xi),m ∈ {1, ...,M}, and its output is transmitted
over GMAC with additive noise n ∼ N (0, σ2n). The received
signal is
z =
M∑
m=1
fm(xm) + n ∈ R. (1)
At the receiver the functions gm(z),m ∈ {1, ...,M}, produce
the estimates xˆ1, ..., xˆM from the channel output z. We define
the end-to-end distortion D as the mean-squared-error (MSE)
averaged over all source symbols
D =
1
M
(
E{|x1 − xˆ1|2}+ · · ·+E{|xM − xˆM |2}
)
. (2)
The average transmit power for node m is defined as Pm =
E{fm(xm)2}. We further assume ideal Nyquist sampling and
an ideal Nyquist channel, where the sampling rate of each
source is the same as the signalling rate of the channel. We also
assume ideal synchronization and timing between all nodes.
Our design objective is to find the fm and gm that minimizes
D. The DQLC encoders are asymmetric, where P1 ≥ P2 ≥
· · · ≥ PM . Therefore, an average transmit power constraint
P = (P1 + P2 + · · ·PM )/M is considered.
B. Distortion lower bound
When no collaboration is allowed among the encoders, the
achievable distortion bound is unknown. One can, however,
derive a lower bound by considering the ideal scenario with
full collaboration among all encoders at no additional cost.
This scenario is then a point-to-point communication problem,
where the distortion lower bound can be determined by equat-
ing the rate-distortion function for an M dimensional Gaussian
source to the rate of the GMAC. The following proposition
quantifies this bound.
Proposition 1: The distortion lower bound for the network
in Fig. 1, is in the symmetric case D1 = D2 = · · · = DM =
D with transmit power P1 = P2 = · · · = PM = P and
correlation ρij = ρx, ∀i, j, given by
D ≥


σ2x
(
1− P (1+(M−1)ρx)2P (M2ρx+M(1−ρx))+σ2n
)
P
σ2n
∈ (0, ρx1−ρ2x ],
σ2x
M
√(
1+(M−1)ρx
)
(1−ρx)M−1σ2n
P
(
M+M(M−1)ρx
)
+σ2n
, Pσ2n
> ρx1−ρ2x
.
(3)
Proof: Let R∗, D∗ and P ∗ denote optimal rate, distortion
and power respectively. Assuming full collaboration, the M
sources can be considered as a Gaussian vector source of
dimension M . From [5]
D∗(θ,M) =
1
M
M∑
i=1
min[θ, λi], (4)
R∗(θ,M) =
1
M
M∑
i=1
max
[
0,
1
2
log2
λi
θ
]
, (5)
where λi is the i-th eigenvalue of the covariance matrix Kx.
Assuming that all M encoders transmit at the same power
and that the correlation between the encoder outputs, ym, are
equal to ρx ≥ 0, the following Lemma results
Lemma 1: The channel capacity per source symbol is
C =
1
2M
log2
(
1 +
MP ∗(1 + (M − 1)ρx)
σ2n
)
. (6)
Proof: Let Yi,k be the i’th encoder output at time instant
k. Using Lemma C.2 and Theorem C.1 from [2], it can be
3shown that:
1
n
n∑
k=1
E

( M∑
i=1
Yi,k
)2 = M∑
i=1
(
n∑
k=1
E[Y 2i,k]
)
+
2
M∑
i,j=1,i6=j
(
1
n
n∑
k=1
E[Yi,kYj,k]
)
(a)
≤ MP + 2ρx
M∑
i,j=1,i6=j
(
1
n
n∑
k=1
√
E[Y 2i,k]
√
E[Y 2j,k]
)
(b)
≤ MP + 2ρx
M∑
i,j=1,i6=j

 1
n
√√√√ n∑
k=1
E[Y 2i,k]
√√√√ n∑
k=1
E[Y 2j,k]


≤MP + 2ρx
(
M
2
)
P (7)
where (a) comes from [2, Lemma C.2] given ρx ≥ 0, and
(b) is the Cauchy-Schwartz inequality. The resulting channel
capacity is then (6).
Now equate R∗ from (5) with C in (6) and calculate the
corresponding power P ∗. We get D ≥ D∗(θ,M) with D∗
given in (4) and
P = P ∗(θ,M) = σ2n
∏M
1 max[λi/θ, 1]− 1
M +M(M − 1)ρx (8)
The max and min in (4) and (8) depends on ρx and the
SNR. Since the special case ρij = ρx, ∀i, j is treated, there
are two cases to consider: Only the first eigenvalue λ1 is to
be represented (the common information) and all eigenvalues,
λi, i ∈ [1, · · ·M ], are to be represented. The validity of these
two cases is the same as in [2], i.e. SNR=P/σ2n ≤ ρx/(1−ρ2x)
and SNR=P/σ2n > ρx/(1− ρ2x) respectively. If one solve (8)
with respect to θ for these two cases and insert the result in (4),
the bound (3) results.
Note that (3) becomes a bound for an average transmit
power constraint by setting P = (P1 + P2 + · · ·+ PM )/M .
C. Zero-delay JSCC with collaborating encoders
Since collaboration makes it possible to construct a larger
set of encoding operations, including all distributed strategies,
the performance of distributed coding schemes is upper-
bounded by those that allow collaboration. Optimal zero-delay
collaborative schemes therefore serve as a tighter bound for
single letter schemes compared to the ones without restrictions
on codeword length.
In the case of zero delay, the corresponding optimal col-
laborative encoding operation is the mapping RM → R from
source to channel space, which minimizes D at a given power
constraint. It has not yet been determined how such a mapping
should be constructed in order to perform optimally. One can
anyway get an indication on how a scheme with collaborative
encoders performs from schemes that are known to operate
close to the distortion lower bound. Examples on known
schemes with excellent performance are Shannon-Kotel’nikov
mappings (S-K mappings) [6]–[10] and Power Constrained
Channel Optimized Vector Quantizers (PCCOVQ) [11], [12].
PCCOVQ can be considered similar to S-K mappings when
the number of centroids is large and is therefore referred
to as S-K mappings in the following. S-K mappings have
previously been optimized for memoryless Gaussian sources
and channels when M source symbols are transmitted on N
channel uses [6]–[12].
For the problem at hand, by treating the collaborative en-
coders as one, and the M sources as components of a Gaussian
vector source, S-K mappings with N = 1 can be applied
directly. S-K mappings can not be applied to the distributed
case, however, as their operation would require knowledge of
all source symbols simultaneously at each encoder [6]–[8],
[11], [12].
D. Distributed linear JSCC: uncoded transmission
A simple way to construct zero-delay distributed encoders
is to let each sensor node scale its observations to satisfy
the power constraint, i.e. fm(xm) = xm
√
P/σ2x. With equal
transmit power, the received signal becomes
z =
√
P
σ2x
(
Ms+
M∑
m=1
wm
)
+ n. (9)
At the receiver, MMSE decoding given by xˆm =
(E[xmz]/E[z
2])z, is applied. One can show that the resulting
end-to-end distortion becomes
D = σ2x −
E[xiz]
2
E[z2]
= σ2x
(
1− P (1 + (M − 1)ρx)
2
P (M2ρx +M(1− ρx)) + σ2n
)
.
(10)
Considering (3), one can see that a linear mapping is optimal
when P/σ2n ≤ ρx/(1 − ρ2x), i.e. when only the common
information s can be reconstructed.
III. DISTRIBUTED NONLINEAR JSCC: DQLC
In order to get closer to the bound in (3) than uncoded trans-
mission when P/σ2n > ρx/(1 − ρ2x), nonlinear mappings are
needed. A zero-delay hybrid discrete-analog scheme, DQLC,
where encoders 1 to M − 1 are amplitude limited scalar
quantizers and encoder M consist of a limiter followed by
scaling, is presented here.
A. Formulation of Encoders and Decoders
Encoder m, m ∈ [1, . . . ,M − 1], first quantizes xm, then
limits the quantizer output to a certain range ±κm, where
κm ∈ R+, and further attenuates the result by αm. That
is fm(xm) = αmℓ±κm [q∆m(xm)]. q∆m(xm) is a uniform
midrise or midthread quantizer, where qim denotes centroid no.
i of quantizer m. Encoder M only limits xM to ±κM , then at-
tenuates the result by αM . That is fM (xM ) = αMℓ±κM [xM ].
The received signal becomes
z =
M−1∑
m=1
αm(ℓ±κm [q∆m(xm)]) + αM (ℓ±κM [xM ]) + n.
(11)
In the following we choose α1 = 1 and κ1 =∞.
An example for M = 3 is shown in Fig. 2. The encoders
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Fig. 2. DQLC for M = 3. Source space for: (a) ρx = 0. (b) ρx = 0.95. (c)
Channel space. Here κ2 = 4 when ρx = 0 and κ2 = 5 when ρx = 0.95.
first create the segments in source space as shown in Fig. 2(a)
(ρx = 0) and 2(b) (ρx = 0.95) through quantization and
limitation. These segments are attenuated by αm in such a
way that the channel space structure shown in Fig. 2(c) results
when GMAC sums over all encoder outputs. To obtain this
structure, α1 > α2 > · · · > αM . From Fig. 2(b) one can
see how DQLC is affected by correlation. As ρx increases,
the joint pdf px(x1, · · · , xM ) narrows along all its minor
axes, effectively limiting each source segment. The operation
ℓ±κm then becomes obsolete. This effect results in reduced
distortion. As ρx → 1 one can let ∆m → 0, αm → 1 and
κm →∞, ∀m, and the DQLC becomes equivalent to uncoded
transmission.
To cancel interference at the receiver, sequential decoding
is used: First an estimate of source 1 is made. This estimate
is then subtracted from the channel output to estimate source
2, and so on. In order to make the correct decision on the
output from quantizer m, one must take into account that the
midpoint of each channel segment changes with ρx (like d1
and d2 shown in Fig. 2(c)). Consider source 1: the first order
moment of p(α2x2, . . . , αMxM |x1 = qi1) must be deter-
mined. Consider a sub-division of y = [x1 · · · αMxM ] into
ya = [α2x2 · · · αMxM ]T and yb = x1. By sub-dividing
the covariance matrix Ky = E{yyT } according to (45),
Theorem 1 in the Appendix gives E{α2x2, . . . , αMxM |x1} =
ρxx1
[
α2 · · · αM
]T
. When the transformed sources are
summed together, centroids of encoder 1 are shifted by the
sum of all first order moments. When source 1 is detected, one
can subtract it from z then use the same argument as above for
source 2, and so on. Let Nqm denote the number of centroids
for quantizer m. The estimate of sources m ∈ [1,M − 1]
becomes
gm(z) = arg min
qim ,im∈[1,Nqm ]∥∥∥∥
(
z −
m−1∑
l=1
αlgl(z)
)
− qim ·
(
αm + ρx
M∑
k=m+1
αk
)∥∥∥∥2.
(12)
The estimate of the M ’th source is then found from
gM (z) = β
(
z −
M−1∑
m=1
αmgm(z)
)
, (13)
where β is a scaling factor. The MSE is further minimized by
computing
xˆm = [xm|g(x1), · · · , g(xM )], m ∈ [1, · · · ,M ] (14)
The optimal parameters αm, ∆m and κm need to be found.
To ensure that each source is uniquely decodable, the relation
between the α’s must be 1 = α1 ≥ α2 ≥ α3 ≥ · · · ≥ αM > 0.
When optimizing DQLC, we look at the number of centroids
of encoder m, Nqm , instead of the clipping κm (except
for encoder M ). The parameters −→∆ = [∆1, · · · ,∆M−1]T ,−→
Nq = [Nq2 , · · · , NqM−1 ]T , −→α = [α2, · · · , αM ]T , β and κM
are optimized for an average power constraint P . With D as
in (2)
min
−→
∆,
−→
Nq,
−→α ,β,κM :
∑
M
m=1 Pm≤MP
D. (15)
To calculate D and Pm, the channel output pdf is needed.
B. Calculation of channel output pdf
To determine the relevant pdf, κm, ∆m and αm must
be chosen so that channel segments do not overlap (the
configuration in Fig. 2(c)). Since the outputs of encoders 1
to M − 1 are discrete, their distributions can be expressed by
point probabilities, which are straight forward to calculate. For
the output of encoder M , two cases must be considered: 1)
ρx close enough to 0 for ℓ±κM [xM ] to be significant. 2) ρx so
close to 1 that px(x1, · · · , xM ) effectively limits the segments
so that yM = fM (xM ) ≈ αMxM .
Case 1): The whole range of yM = fM (xM ) is now
represented on each channel segment, as can be seen by
studying the blue lines in Fig. 2(a) and 2(c). The pdf of
encoder M at the channel output is determined by assuming
that sources 1 to M−1 are subtracted. Then the same analysis
as for the M = 2 case in [3] can be applied. With the mean
given by
µ = qiM−1(αM−1 + ρxαM ) +
M−2∑
m=1
qim , (16)
the same arguments as in [3] lead to
p
zM (
−→
i m)
(zM )κM =
1
Σ
∫ αMκM
−αMκM
e
−
α2
M
σ2x(zM−µ−y)
2+σ2ny
2
2α2
M
σ2xσ
2
n dy
+ po
(
pn(zM − µ− αMκM ) + pn(zM − µ+ αMκM )
)
,
(17)
where po = Pr{xM ≥ κM}, Σ = 2παMσxσn, pn is the
noise pdf, and zM denotes the received signal when sources
51 . . .M − 1 are subtracted. Fig. 4(b) shows this pdf when
µ = 0.
Case 2): When ρx is close to 1, each source segment, and
therefore also each channel segment, will no longer be equiv-
alent but contain somewhat different (but intersecting) ranges
of yM (this also applies to sources 2 to M−1 given the others).
This can be seen by studying the blue lines in Fig. 2(b) and
Fig. 2(c). One can now assume that yM = fM (xM ) ≈ αMxM .
To determine the relevant pdf, p(yM |qi1 , . . . , αM−1qiM−1),
after summation over GMAC must be found. Consider a
sub-division of y = [x1 · · · αMxM ] into ya = αMxM
and yb = [x1 α2x2 · · · αM−1xM−1]T . By sub-dividing
the covariance matrix Ky = E{yyT } according to (45),
Theorem 1 in the Appendix gives the second order moment
Σaa·b = σ
2
xα
2
M
(
1− (M − 1)ρ
2
x
1 + (M − 2)ρx
)
. (18)
By inserting (18) into (46) (in the Appendix) and (16)
for the mean, the wanted pdf results. After addition
of noise, the resulting pdf is found by the convolution
p(yM |qi1 , . . . , αM−1qiM−1) ∗ pn(n) [13, 181-182], and thus
p
zM (
−→
i m)
(zM )γM =
1√
2π
(
σ2n +Σaa·b
)e− 12 (µ−zM )2σ2n+Σaa·b . (19)
The validity of (17) and (19) must be determined. Since
the correlation between any two sources is assumed to be the
same, one can focus on the xM , xM−1 plane. Fig. 3 provides
a geometrical picture for the following discussion. Let lM
M
∆
1−M
x
M
x
M
∆
M
ψ
M
l
M
γMe
Fig. 3. DQLC seen in the xM−1, xM -plane when ρx = 0.95. The expanded
rectangle on the right can be applied to calculate anomalous errors for source
M .
denote the length of the portion of the xM axis that contains
the significant probability mass2 given xM−1 (or qiM−1 ).
lM = 2
√
ϑ‖eM‖ = 2bM
√
ϑλM , where ‖eM‖ = bM
√
λM
denotes the length of the minor axis of the ellipse depicted
(the source space). bM (≈ 4) is a parameter determining
the width of the ellipse shown, and should be chosen so
that the significant probability mass is within this ellipse.
ϑ = (lM/(2‖eM‖))2 depends on ρx: If ρx = 0, then ϑ = 1
since the source space is rotationally invariant (a sphere). If
ρx >≈ 0.7 then ϑ ≈ 1/ cos2(ψM ) = 1/ cos2(π/4) = 2. That
2
“Significant probability mass” means all events except those with very low
probability.
is, ϑ ∈ [1, 2], depending on ρx. (17) is valid when lM > 2κM
while (19) is valid when lM ≤ 2κM .
The total channel output pdf is given by
pz(z) =
∑
−→
i m
Pr{−→i m}pzM |−→i m . (20)
p
zM |
−→
i m
is given by (19) or (17) depending on whether
l1 > 2κ or not.
−→
i m = [i1, i2, · · · , iM−1], and Pr{−→i m} =
Pr{qi1}Pr{qi2 |qi1} · · ·Pr{qiM−1 |qi1 , · · · , qiM−2}. Fig. 4
shows an example of the channel output pdf when M = 3 at
30 dB channel SNR.
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Fig. 4. Channel output pdf when M = 3. (a) Histogram where 4 centroids of
encoder 1 is in use and Nq2 = 4. The green curve shows (17) when the first
positive centroid (index 1) are transmitted for both encoder 1 and 2. (b) (17)
shown centered at the origin (µ = 0), that is when centroids for encoders 1
and 2 are given.
C. Distortion and Power calculation
To calculate the distortion, we use an approach similar to
that in [3], where the total distortion is divided into several
contributions.
1) Distortion and power for source M : The distortion for
source M can be divided into three contributions: clipping
distortion, anomalous distortion and channel distortion.
Clipping distortion: At encoder M we only have distortion
from limitation, ε¯2κM , an event with probability Pr{|xM | >
κM} and error (xM − κM )2:
ε¯2κM = 2
∫ ∞
κM
(xM − κM )2px(xM )dxM . (21)
The distortion from channel noise can be split into two
contributions: Channel distortion and anomalous distortion.
Anomalous distortion: results from a threshold effect (see
e.g. [14] or [15]) and occurs every time the centroid for one or
several of quantizers 1 to M − 1 is erroneously selected. This
error leads to a ”jump” from one channel segment to another
(see Fig. 2(c)) for source M , resulting in large decoding errors.
In the worst case scenario (ρx = 0) large positive and negative
values are interchanged. The anomalous distortion is difficult
to calculate exactly. We therefore look at an approximation
valid around the optimal operation of DQLC. Note that jumps
among centroids of in encoder 1 are most fatal since this
leads to anomalous distortion for all other sources. Jumps
among centroids of encoder 2 lead to anomalous errors for
sources 3 to M , and so on. Therefore, the probability for
jumps among centroids of quantizer 1 to M − 2 should be
6at least as small as the probability for jumps among centroids
of quantizer M − 1. By assuming that encoders 1 to M − 1
are constructed correctly, one can calculate an upper bound
on anomalous distortion for source M by considering jumps
among centroids of quantizer M − 1 only. We are then in the
same situation as the M = 2 case in [3], and can calculate the
anomalous errors from the xM−1, xM plane shown in Fig. 3.
Two cases must be considered: lM > 2κM and lM ≤ 2κM .
Assume first lM > 2κM : anomalous errors happen when-
ever yM + n ≥ dM−1/2 = ∆M−1(αM−1 + αMρx)/2 (see
M = 3 case in Fig. 2), i.e. the probability for anomalies are
pthM = 2
∫ ∞
∆M−1
2 (αM−1+αMρx)
p
zM(
−→
0 m)
(zM )κdzM , (22)
where pzM (zM )κ is given in (17). Since different values
of −→i m basically shifts pzM (zM )κ, the relevant probability
can be calculated by setting µ = 0 in (17). pthM must be
found numerically since the integral in (22) has no closed
form solution. The anomalous error’s magnitudes are the same
regardless of which segment we are at, and are bounded by
(2κM )
2
, since κM gets interchanged with −κM when channel
segments start to overlap.
Now assume lM ≤ 2κM : the probability for this event is
given by
p˜thM = 2
∫ ∞
∆M−1
2 (αM−1+αMρx)
p
zM(
−→
0 m)
(zM )γM dzM , (23)
where p
zM(
−→
0 )
(zM )γM is given by (19), where one again can
assume that µ = 0. When ρx gets close to one, the anomalous
errors, γM , become smaller. This can be seen in Figs. 2 and 3.
Since γM is approximately the same in magnitude regardless
of which channel segment we jump from (see Fig. 3), it can be
calculated by considering jumps between the segments closest
to the origin in the source space. The parallelogram shown
on the right hand side of Fig. 3 applies to approximate γM .
Since ψM = π/4, the parallelogram consists of a square and
two right triangles with both catheti equal to ∆M . This further
implies that γM ≈ lM−∆ = 2bMσx
√
ϑ(1− ρx)−∆M , where
ϑ ≈ 2 since ρx is large (see Section III-B).
The anomalous distortion becomes
ε¯2anM =


4pthMκ
2
M , lM > 2κM ,
p˜thMγ
2
M , lM ≤ 2κM .
(24)
Channel distortion: Let x˜M = ℓ±κM [xM ]. With no thresh-
old effect occurring the noise is additive and given by
ε¯2CM = E{(x˜M − (αM x˜M + n)β)2}
≈ σ2x(1− αMβ)2 + β2σ2n.
(25)
The last approximation is based on the assumption that
E{x˜M} ≈ σ2x.
Power: With po = Pr{xM ≥ κM}, the output power from
encoder M becomes
PM =
∫ αMκM
−αMκM
y2MpyM (yM )dyM + 2poα2Mκ2M . (26)
2) Distortion and power for source 1 to M − 1: Here we
have quantization- and limitation distortion from the encoding
process and channel distortion from channel noise.
Quantization and limitation: These contributions are equiva-
lent to granular- and overload distortion from the quantization
process, that is
ε¯2q,m = 2
Nqm
2 −1∑
i=1
∫ i∆
(i−1)∆
(
xm − (i − 1)∆− ∆
2
)2
px(xm)dxm
+ 2
∫ ∞(
Nqm
2 −1
)
∆
(
xm −
(
Nqm
2
− 1
)
∆− ∆
2
)2
px(xm)dxm.
(27)
Channel distortion: The distortion from channel noise is
given by
ε¯cht,m =
M−fold︷ ︸︸ ︷∫
· · ·
∫ ∫
px(x1, . . . , xM )p
(
z|y1, . . . , yM
)
[
y˜m − xˆm(g1(z), . . . , gM (z))
]2dzdx1 · · · dxM ,
(28)
where ym = fm(xm), and y˜m denotes the quantized and
limited xm. The relevant pdf can be derived from (20).
As for the M ’th source, the distortion can be divided into
channel distortion and anomalous distortion, where channel
distortion refers to jumps among neighboring centroids and
anomalous distortion refers to the situation where large errors
occur due to jumps from one quantized “segment” to another.
Take M = 3: anomalies occur for x2 and x3 when the channel
noise takes us across the decision border for encoder 1 in
Fig. 2 (“segment” now refers to the collection of purple dots
between each decision border of encoder 1). Anomalies do
not occur for source 1, i.e. when a centroid for encoder one
is erroneously detected. For general M , anomalies occur for
sources xm+1, . . . , xM when there is a channel error for source
xm. The anomalous errors for source 2, . . . ,M − 1 can be
derived in a similar way as for source M , as illustrated in
Section IV. Channel distortion for source m is proportional to
∆2m and its probability can be determined from the probability
for anomalous errors for source m+1 (e.g. the probabilities for
channel distortion for xM−1 can be calculated using (22), (23),
as illustrated in Section IV)
Power: The power from encoder 1 to M − 1 is given by3
Pm = 2α
2
m
Nqm/2∑
i=1
pi
(
(i − 1)∆m + ∆m
2
)2
(29)
where pi = Pr{(i− 1)∆m < xm ≤ i∆m}.
D. High SNR analysis
From the previous section it is clear that a closed form
expressions describing the DQLC in general is hard, if at
all possible to find. One can, however, find closed form
expressions that approximate the distortion well at high SNR.
These expressions can further be used to determine how well
3Note that (27) and (29) is derived for midrise quantizers. A similar
expression can be derived for midthread quantizers.
7DQLC performs at high SNR as a function of both M and
ρx.
The performance of DQLC is compared to Performance
upper bound, i.e. the signal-to-distortion ratio SDR=σ2x/D.
Assuming that SNR→ ∞, the bound (3), for the case
SNR=P/σ2n > ρx/(1− ρ2x), becomes
SDR ≈ M
√
MSNR(
1− ρx
)M−1 = ̺M . (30)
The symbol, ̺M , is introduced to have a compact representa-
tion for later derivations. Due to the fact that the code word
length is short, there is a significant variance around the mean
length of any stochastic vector [16, p. 324] (for a normalized
i.i.d. Gaussian vector x¯ of dimension N , Var{‖x¯‖} = 2σ4x/N ),
making exact analysis difficult. To obtain closed form expres-
sions, only the distortion terms that are dominant at high SNR
are taken into account. It is further assumed that σx = 1. Take
source M − 1: channel errors for this source and anomalous
errors for source M can (nearly) be avoided by assuming a
distance ∆M−1 > 2
√
(αM lM/2)2 + (bnσn)2 between each
centroid (the purple dots in Fig. 2(c)). bn = bM (≈ 4) is a
constant that must be chosen so that the significant probability
mass of the noise is within 2bnσn. A similar argument can
be used for the other encoders. To quantify the magnitude
of ∆m, Fig. 5, depicting the x1, x2 plane for the M = 3
case after quantization, applies. From Fig. 2 and 5 one can
1
∆
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Fig. 5. x1, x2 plane of DQLC with M = 3 when ρx = 0.95. The expanded
rectangle on the right can be applied to calculate anomalous errors for source
2.
convince oneself that if ∆m > 2αm+1lm+1/2, the integrals
in (28) can be avoided, since no distortion results from
channel noise. For example, if ∆1 > 2α2l2/2 in Fig. 2(c),
the green stars will not be confused. One can derive from
Fig. 5 that lm+1 = 2bm+1
√
ϑm+1(1 − ρx) (as was done for
lM in section III-B). For large SNR, κm become so large
that one may neglect the ℓ±κm [xm] operation. The high-rate
approximation to a scalar quantizer, ∆2m/12, then applies to
quantify distortion. To avoid constrained optimization, D1 is
further scaled by P1 = MP −
∑M
i=2 Pi. For convenience, we
also scale Dm by Pm prior to quantization (instead of after).
Note that when SNR gets large enough, κ becomes so large
and ∆m becomes so small that Pm ≈ α2mσ2x.
The distortion at high SNR can be approximated by
D1 ≈ α
2
2C2(1− ρx)
3
(
MP −∑Mi=2 α2i
)
Dm ≈ α
2
m+1Cm+1(1− ρx)
3α2m
, m ∈ [2,M − 2]
DM−1 ≈ α
2
MCM (1− ρx) + (bnσn)2
3α2M−1
, DM ≈ σ
2
n
α2M
,
(31)
where Cm = b2mϑ2m. For DM , the high SNR approximation
of (25) was used.
To determine the optimal performance, the optimal
α2m needs to be found. The obvious way is to solve
∇−→α
[
D1 +D2 + · · ·+DM
]
= 0 with respect to α2m. But
since these are equations of order ≥ 4, analytical solutions
can not be found, and a different approach must be chosen.
From the M = 2 case in [3] is is known that the distortion
of DQLC is a constant times the bound ̺2. We therefore
hypothesize that this is the case for general M as well: By
choosing α2M = σ2nK̺M , then DM = K̺M . Since we want
D1 = D2 = · · · = DM = 1/(K̺M ), the K that satisfies this
relation must be determined. By solving 1/DM−1 = K̺M ,
then
α2M−1 =
σ2n
3
CM (1− ρx)
(K̺M)2
=
α2M
3
CM (1− ρx)
(K̺M), (32)
assuming bnσn ≈ 0. By continuing to solve 1/Dm = K̺M
with respect to α2m for m from M−2 to 2 using the previously
derived α2m+1, one can show that
α2i =
α2M
3M−i
( M∏
j=i+1
Cj
)
(1− ρx)M−i
(K̺M )M−i. (33)
Finally, the K that makes 1/D1 = K̺M , must be found. Ex-
panding the sum
∑M
i=2 α
2
i using (33), and setting CM+1 = 1,
one can show that
M∑
i=2
α2i = α
2
M
M−1∑
k=1
(
(1− ρx)K̺M
3
)k−1 M∏
j=M+2−k
Cj . (34)
Letting C2 = C3 = · · ·CM = C (which is the case when
ρij = ρx, ∀i, j at high SNR), the product in (33) becomes
C−1Ck−1, and (34) turns into a Geometric series. From the
sum of a Geometric series
n∑
k=1
qk−1 =
1− qn
1− q , (35)
the following high SNR approximation can be derived
M∑
i=2
α2i ≈
α2m
C
(
(1− ρx)CK̺M
3
)M−2
. (36)
8Inserting (36) and (33) with i = 2 into the expression for D1
in (31)
(
MSNR− α
2
m
C
(
(1− ρx)CK̺M
3
)M−2)
· · ·(
(1 − ρx)CK̺M
3
)1−M
= K̺M ,
(37)
where SNR= P/σ2n. By solving (37) and removing constant
terms, then
K = M
√(
3
C
)M−1
=
(
3
C
)1− 1
M
, ρx 6= 1. (38)
(38) quantifies the loss to the performance upper bound. By
inserting C = b2ϑ and M = 2 in (38), the loss calculated
in [3] results, and so (38) is a generalization. One can observe
that for any M and ρx, DQLC exhibits a constant gap to
the bound as SNR→ ∞. The gap grows somewhat with
M , however, but is fortunately bounded: Taking the limit
M → ∞, the loss is ≈ 7.2 dB when ρx is close to 0 and
≈ 10.2 dB when ρx is close to 1. From (38) one can see
that there are mainly two loss factors. One is due to short
code length: When the code length is infinite, b → 1 (see
e.g. [17]), whereas when the code length is one, b ≈ 4. The
nested structure of DQLC results in an increased loss with M
whenever b > 1. This accumulation is avoided with the S-K
mappings described in Section II-C, as seen from Fig. 6(a).
The distance to the upper bound is around 0.8-0.95 dB when
ρx = 0, actually decreasing slightly when M increases (the
same effect is observed when ρx is close to 1, but the loss
is now around 2 dB). This clearly indicates that it is not the
zero delay requirement alone that makes the loss increase with
M . The reason for the increasing loss is most likely that the
DQLC is sub-optimal. Alternatively, it may be that zero delay
distributed JSCC schemes will suffer from an increasing loss
like (38). This must be dismissed or confirmed through further
research, however. The reason why ϑ = 2 when ρx is close to
one is that the source space can not be rotated (decorrelation)
with the choice of distributed encoders, and this implies that
each channel segment gets somewhat longer than necessary.
By inserting b ≈ 4 and ϑ ≈ 1 when ρx is close to zero,
and ϑ ≈ 2 when ρx is close to 1, the performance of DQLC
as a function of M can be plotted. Fig. 6 shows the loss from
upper bound for DQLC (high SNR in general) and uncoded
transmission at 100 dB SNR. S-K mappings for ρx = 0 case
is also shown (results are taken from [11, chapter 3] and [18]).
From these plots one can see that the performance of uncoded
transmission will close in on the performance of DQLC when
around 10 sources are considered. This number will decrease
somewhat for smaller SNR and increase as the SNR gets
higher. Note that for uncoded transmission the distance to the
bound will in any case increase as the SNR grows (except
when ρx = 1), contrary to DQLC, and so DQLC will improve
over uncoded transmission when the SNR gets sufficiently
large, thus fulfilling our objective.
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Fig. 6. Loss in SDR from upper bound at SNR= 100 dB. (a) DQLC. (b)
Uncoded transmission.
IV. OPTIMIZATION AND SIMULATION OF DQLC AT
ARBITRARY SNR WHEN M = 3
We give an example on how to calculate and optimize
distortion for all SNR when M = 3 by applying the analysis
in Section III-C. The optimized DQLC is further simulated
and compared to distortion lower bound, S-K mapping and
uncoded transmission.
A. Calculation of distortion
The distortion for source 3 is found from Section III-C by
setting M = 3 in (21), (24) and (25), and the channel power
is given by (26). Furthermore, the distortion from quantization
and limitation of source 1 and 2 is given by (27) and the power
is given by (29). What remains to calculate is the distortion
due to channel noise for source 1 and 2 given by (28). When
9analyzing DQLC around its optimal distortion, only jumps to
the nearest neighboring centroids needs to be considered. This
will simplify the calculations and speed up the optimization
process. As for source 3, (28) can be divided into channel-
and anomalous distortion. As mentioned in Section III-C2,
both channel distortion and anomalous distortion may occur
for source 2, while only channel distortion may occur for
source 1.
Anomalous distortion for source 2: A similar analysis to that
in Section III-C1 applies here. As for anomalous distortion
for source 3, there are two cases to consider: l2 > 2κ2 and
l2 ≤ 2κ2. Now l2 = b2σx
√
2(1− ρx) and calculated in the
same way as lM in Section III-B, now using the parallelogram
to the right in Fig. 5. b2 is a constant that determines the width
of the ellipse (in Fig. 5) containing the significant (quantized)
probability mass.
Assume first that l2 > 2κ2 (see ρx = 0 case in Fig. 2).
The error we get when anomalies start to happen is the
difference in magnitude between centroid no. 1 and centroid
no. Nq2 , i.e. |q(Nq2)2−q12 | = ∆2(Nq2−1). The probability for
anomalies (the probability for crossing of the decision borders
for encoder 1 in Fig. 2(c)) is given by
pth2 = Pr{|f2(x2)+f3(x3)+n| ≥ d1/2} = PNq2 pdth , (39)
where PNq2 = Pr{(Nq2 − 1)∆2/2 < x2 < ∞} is the
probability for being at an edge centroid (see Fig. 2(c)) and
pdth = Pr{|y3 + n| > dth}, where
dth =
d1
2
− α2d2
2
(Nq2 − 1), (40)
is the distance from an edge centroid of encoder 2 to the
decision border of encoder 1 (see Fig. 2(c)). The distribution
needed to calculate pdth is given in (17).
Now consider the case l2 ≤ 2κ2 (ρx = 0.95 scenario in
Fig. 2). This case is difficult to calculate as accurately as
the l2 > 2κ2 case above, since its hard to determine exactly
which centroids that are edge centroids (this can be seen by
comparing the ρx = 0.95 case with the ρx = 0 case in
Fig. 2). One can get around this problem by calculating both
the probability p˜th2 = Pr{|f2(x2) + f3(x3) + n| ≥ d1/2}
and the resulting anomalous error assuming that y2 = f2(x2)
is continuous. By using p
zM(
−→
i m)
(zM )γM in (19) and the
expression for p(y2|x1) (see [13, p.223]) one can show that
p˜th2 =
∫ ∞
d1/2
[
p
zM (
−→
i m)
(zM )γM ∗ p(y2|x1)
]
(z)dz
=
∫ ∞
d1/2
e
− 12
(µ−zM )
2
σ2n+Σaa·b+σ
2
xα
2
2
(1−ρ2x)√
2π
(
σ2n +Σaa·b + σxα2
√
2π(1− ρ2x)
)dz,
(41)
where d1 = ∆1
(
1 + ρx(α2 + α3)
)
. As in Section III-C1, the
probability in (41) is calculated assuming µ = 0. With the
same reasoning as in Section III-C1, one can show that the
error we get when anomalies start to happen is approximately
γ2 = l2 −∆1 = b2σx
√
2(1− ρx)−∆1 (see Fig. 5).
The anomalous distortion becomes
ε¯2an2 =


pth2
(
∆2(Nq2 − 1)
)2
, l2 > 2κ2,
p˜th2γ
2
2 , l2 ≤ 2κ2,
(42)
where 2κ2 = ∆2(Nq2 − 1).
Channel distortion, source 2: Since anomalous errors results
for source 3 whenever channel errors occur for source 2, the
validity for these events are the same. A similar expression to
that in (42) can therefore be derived:
Consider first l3 > 2κ3: For a given source segment in the
x1, x2 plane an inner centroid has two neighbors, while an
edge centroid has only one (see Fig. 5). The probability that an
inner centroid is confused with its neighbors is given by pth3,
found by substituting M = 3 in (22). For edge centroids we
have pth3/2 since channel errors happens if an edge centroid
is exchanged with an inner centroid, whereas anomalous errors
happen otherwise (see Fig. 2(c)). When neighboring centroids
are exchanged, the error is ∆22. With PNq2 , the probability for
an edge centroid, then
ε¯2C2 = 2∆
2
2pth3
Nq2
2∑
i=2
Pi +∆
2
22PNq2
pth3
2
= 2∆22pth3
(
1/2− PNq2
)
+∆22PNq2 pth3
= ∆22pth3
(
1− PNq2
)
.
(43)
Now assume l3 ≤ 2κ3: As for anomalous distortion, this
case is difficult to calculate accurately, due to the difficulty
of determining which centroids are edge centroids. One can,
however, upper bound channel distortion by assuming that
jumps from any centroid leads to channel distortion (i.e.
none of the possible events leads to anomalous distortion).
The probability for channel distortion is then given by p˜th3,
found by substituting M = 3 in (23). We therefore have
ε¯2C2 ≤ ∆22p˜th3 . This bound is accurate enough to find the
optimal parameters of DQLC.
Channel distortion, source 1: Since Nq1 = ∞ and no
threshold effects happen for source 1, the probability for
channel distortion for source 1 will be the same as the
probability for threshold effects for source 2. The magnitude
of the error is ∆21. Therefore ε¯2C1 = ∆
2
1pth2 when l2 > 2κ2,
and ε¯2C1 = ∆
2
1p˜th2 when l2 ≤ 2κ2.
B. Optimization and Simulation
Instead of solving the constrained problem
in (15), we choose to scale x1 by ξ =√
3P − (P2(∆2, α2) + P3(α3, κ3))/σx prior to quantization
to get an unconstrained problem. Note that the factor
qim(1 + ρx(α2 + α3)) in (12) must then be changed to
qim(1 + ρx(α2 + α3)/ξ) in order to decode correctly (the
integration limit in (41) must also be changed). The average
distortion for DQLC is D = (D1 +D2 +D3)/3, where
D1 =
ε¯2q,1(∆1) + ε¯
2
C1
(∆1, α2, Nq2)
ξ(∆2, α2, α3, κ3)
,
D2 = ε¯
2
q,2(∆2, Nq2) + ε¯
2
C2(∆2, Nq2 , α2, α3, κ3)
+ ε¯2an2(∆2, Nq2 , α2, α3, κ3),
D3 = ε¯
2
κ3(κ3) + ε¯
2
C3(α3, β) + ε¯
2
an3(∆2, α2, α3, κ3).
(44)
All parameters must be greater than zero and α2 ≥ α3.
Some of the distortion terms do not have analytical solutions,
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and thus numerical optimization is necessary to determine the
optimal parameters.
DQLC is compared to the bound from Section II-B, uncoded
transmission from Section II-D and the S-K mappings from
Section II-C. Again we choose to look at signal-to-distortion
ratio (SDR) σ2x/D as a function of channel SNR = P/σ2n (and
ρx) instead of distortion. The results are shown in Fig. 7 for
ρx = 0 and ρx = 0.95. The SDR upper bound is given by
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Fig. 7. Performance of DQLC compared to the SDR upper bound, S-K
mappings and uncoded transmission. The black dots shows the design SNR
for the robustness plots for DQLC.
σ2x/D
∗
, where D∗ is the optimal distortion given in (3).
When ρx = 0, DQLC drops around 2.5-3.5dB from the
upper bound, while it drops around 4 to 7 dB when ρx = 0.95.
The loss at high SNR (50dB) corresponds well with the
calculated estimate shown in Fig. 6(a) when ρx = 0.95, while
the calculated estimate is a bit pessimistic when ρx = 0.
Fortunately, DQLC gets somewhat closer to the bound as
the SNR drops. There is also a backoff to the S-K map-
ping of around 1 to 2 dB. This is because S-K mappings
avoid threshold effects as well as the “loss accumulation”
mentioned in Section III-D. Interestingly, DQLC improves
with increasing ρx without changing the basic encoder and
decoder structure, only the different parameters needs to be
adapted. The improvement is significant, around 5 to 7 dB
when ρx goes from 0 to 0.95. DQLC is also robust against
variations in noise level. Note that DQLC outperform uncoded
transmission for SNR> 7dB when ρx = 0 and SNR> 28dB
when ρx = 0.95.
The gain from increasing correlation as a function of ρx
is shown in Fig. 8(a) for DQLC and uncoded transmission
at 40 dB channel SNR. Note that the gain for DQLC is not
significant before ρx >≈ 0.7, whereas the gain gets large
when ρx → 1 (around 37.5 dB). Uncoded transmission shows
an even greater gain, which is natural since it goes from being
highly sub-optimal when ρx = 0 to achieve the bound for
all SNR when ρx = 1. The gap to the performance upper
bound as a function of ρx is plotted for DQLC and uncoded
transmission in Fig. 8(b), for 40dB channel SNR. Note that
0 0.2 0.4 0.6 0.8 10
10
20
30
40
50
ρ
x
G
ai
n 
in
 S
DR
 (d
B)
Gain from correlation compared to ρ
x
=0
 
 
DQLC
Uncoded transmission
(a)
0 0.2 0.4 0.6 0.8 10
2
4
6
8
10
12
14
ρ
x
Lo
ss
 in
 S
DR
 (d
B)
Loss from SDR upper bound
 
 
Uncoded transmission
DQLC
(b)
Fig. 8. How correlation affects performance when M = 3 at 40 dB channel
SNR. (a) Gain from correlation for DQLC and uncoded transmission. (b) Loss
from SDR upper bound as a function of ρx.
the distance to the upper bound is largest for DQLC when ρx
is around 0.9, and that DQLC and uncoded transmission both
reach the upper bound in the limit ρx → 1. Note that DQLC
performs better than uncoded transmission for most ρx values
at 40dB SNR.
If there is a demand for equal transmit power from each
encoder, one can still use DQLC with timesharing. I.e. each
encoder described here is used on each source 1/3 of the time
(1/M in general). As shown for the M = 2 case in [3], a
further backoff from the bound compared to that in Fig. 7
must then be expected.
V. SUMMARY AND EXTENSIONS
In this paper, a distributed delay-free and low complexity
joint source-to-channel mapping was proposed and bounds
were derived for transmission of a multivariate Gaussian over
a Gaussian MAC. Both linear and nonlinear mappings were
analyzed. A linear mapping (uncoded transmission) achieves
the performance upper bound within a certain range of low
channel SNR. A nonlinear mapping, DQLC, was introduced
to improve on uncoded transmission at higher SNR. A col-
laborative scheme (Shannon-Kotel’nikov mapping) was also
introduced to provide an approximate bound for zero delay
schemes.
DQLC does not achieve the performance upper bound, but
leaves a certain gap which value depends on both correlation
and the number of sources. However, DQLC constitutes a
constant gap to the bound in any case as SNR→ ∞ and its
received fidelity (SDR) improves with increasing correlation
without changing the basic encoder and decoder structure.
DQLC therefore outperforms uncoded transmission as the
SNR gets high enough in any case. Unfortunately, the loss
to the bound increases somewhat with the number of sources
(something the collaborative S-K mappings does not), but is
fortunately bounded to a finite value as the number of sources
goes to infinity. Optimization and simulation for 3 sources also
showed that the gap to the bound decreases somewhat as the
SNR drops.
It is also important to note that DQLC can be applied for
any unimodal source (and channel) distribution and optimized
using the same method as presented in this paper.
Future research should aim at finding, if possible, a scheme
where the loss to the bound does not increase with the number
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of sources, as is the case for the collaborative S-K mappings.
The generalization of DQLC to arbitrary code length should
also be investigated. Recently it has been shown that such
a generalization achieves the performance upper bound when
SNR is high for any number of uncorrelated sources [17].
What remains is to prove what happens for arbitrary correla-
tion and SNR. The impact of practical issues like imperfect
timing and synchronization should also be addressed in order
to get a step closer to a possible practical realization.
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APPENDIX
Let my denote the mean and Σ the covariance matrix of an
n-dimensional Gaussian random vector y
Theorem 1: [19, p. 12] Let y ∼ Nn(my,Σ) and make a
partition of y into a k× 1 vector ya and a (n− k)× 1 vector
yb. Then make the following partition of my and Σ:
my =
[
ma
mb
]
,Σ =
[
Σaa Σab
Σba Σbb
]
(45)
Further, let Σ+bb be a matrix satisfying ΣbbΣ
+
bbΣbb = Σbb and
let Σaa·b = Σaa − ΣabΣ+bbΣba. Then,
p(ya|yb) ∼ Nk(ma +ΣabΣ+bb(yb −mb),Σaa·b) (46)
Proof: See [19, pp. 12-13]
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