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Abstract
Oscillators—whose steady-state behavior is periodic rather than constant—
are observed in every field of science. While they have been studied for a
long time as closed systems, they are increasingly regarded as open systems,
that is, systems that interact with their environment. Because their functions
involve interconnection, the relevance of input–output systems theory to model,
analyze, and control oscillators is obvious.
Yet, due to the nonlinear nature of oscillators, methodological tools to study
their systems properties remain scarce. In particular, few studies focus on
the interface between two fundamental descriptions of oscillators, namely the
(internal) state-space representation and the (external) circle representation.
Starting with the pioneering work of Arthur Winfree, the phase response curve
of an oscillator has emerged as the fundamental input–output characteristic
linking both descriptions.
The present dissertation aims at studying the systems properties of oscilla-
tors through the properties of their phase response curve. The main contribu-
tions of this dissertation are the following.
We distinguish between two fundamental classes of oscillators. These classes
differ in the local destabilizing mechanism that transforms the stable equilib-
rium of a globally dissipative system into a periodic orbit.
To address input–output systems questions in the space of response curves,
we equip this space with the right metrics and develop a (local) sensitivity anal-
ysis of infinitesimal phase response curves. This main contribution of the thesis
is completed by the numerical tools required to turn the abstract developments
into concrete algorithms.
We illustrate how these analysis tools allow to address pertinent systems
questions about models of circadian rhythms (robustness analysis and system
identification) and of neural oscillators (model classification). These two bi-
ological rhythms are exemplative of both main classes of oscillators. We also
design elementary control strategies to assign the phase of an oscillator.
Motivated by an inherent limitation of infinitesimal methods for relaxation
type of oscillators, we develop the novel geometric concept of “singularly per-
turbed phase response curve” which exploits the time-scale separation to predict
the phase response to finite perturbations.
In conclusion, the present dissertation investigates input–output systems
analysis of oscillators through their phase response curve at the interface be-
tween their external and internal descriptions, developing theoretical and nu-




Les oscillateurs—dont le comportement à l’équilibre est périodique plutôt que
constant—sont présents dans tous les domaines de la science. Alors qu’ils ont
été étudiés pendant longtemps comme des systèmes fermés, ils sont de plus
en plus considérés comme des systèmes ouverts, c’est-à-dire, des systèmes qui
interagissent avec leur environnement. Comme leurs fonctions se basent sur
une interconnexion, la pertinence de la théorie entrée–sortie des systèmes pour
modéliser, analyser et contrôler les oscillateurs est dès lors évidente.
Cependant, à cause de la nature non-linéaire des oscillateurs, il existe peu
d’outils méthodologiques pour étudier leurs propriétés systémiques. En par-
ticulier, peu d’études se focalisent sur l’interface entre deux représentations
fondamentales des oscillateurs, à savoir la représentation (interne) d’état et la
représentation (externe) sur le cercle. Depuis les travaux pionniers d’Arthur
Winfree, la courbe de réponse de phase d’un oscillateur a émergé comme la
caractéristique entrée–sortie fondamentale liant ces deux représentations.
Cette thèse a pour but d’étudier les propriétés systémiques des oscillateurs
à travers les propriétés de leur courbe de réponse de phase. Les contributions
principales de cette thèse sont les suivantes.
Nous distinguons deux classes fondamentales d’oscillateurs. Ces classes dif-
fèrent par le mécanisme local qui déstabilise le point d’équilibre stable d’un
système globalement dissipatif pour le transformer en orbite périodique.
Afin d’aborder des questions systémiques entrée–sortie dans l’espace des
courbes de réponse de phase, nous équipons cet espace des métriques appro-
priées et nous développons une analyse locale de sensibilité des courbes infi-
nitésimales de réponse de phase. Cette contribution principale de la thèse est
complétée par les outils numériques nécessaires afin de convertir les développe-
ments abstraits en algorithmes concrets.
Nous illustrons la manière dont ces outils d’analyse permettent de aborder
des questions pertinentes sur des modèles de rythmes circadiens (analyse de
robustesse et identification de système) et d’oscillateurs neuronaux (classifica-
tion de modèles). Ces deux modèles sont représentatifs de chacune des deux
classes. Nous développons aussi des stratégies élémentaires pour contrôler la
phase d’un oscillateur.
Motivé par les limitations inhérentes des méthodes infinitésimales pour les
oscillateurs de relaxation, nous développons le nouveau concept géométrique de
“courbe de réponse de phase singulièrement perturbée” qui exploite la séparation
d’échelles de temps pour prédire la réponse de phase à des perturbations finies.
En résumé, cette thèse propose une analyse systémique entrée–sortie des
oscillateurs au moyen de leur courbe de réponse de phase, à l’interface entre
leur représentations externe et interne, développant ainsi des outils théoriques
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