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ABSTRACT 
Phenological events in temperate forests, such as bud burst and senescence, exert strong 
control over seasonal fluxes of water, energy and carbon. The timing of these transitions 
is influenced primarily by air temperature and photoperiod, although the exact nature and 
magnitude of these controls is poorly understood. In this dissertation, I use in situ and 
remotely sensed observations of phenology in combination with surface meteorological 
data and measurements of biosphere-atmosphere carbon exchanges to improve 
understanding and develop models of canopy phenology in temperate forest ecosystems.  
In the first element of this research I use surface air temperatures and eddy covariance 
measurements of carbon dioxide fluxes to evaluate and refine widely used approaches for 
predicting the onset of photosynthesis in spring that account for geographic variation in 
thermal and photoperiod constraints on phenology. Results from this analysis show that 
the refined models predict the onset of spring photosynthetic activity with significantly 
 vii 
higher accuracy than existing models. A key challenge in developing and testing these 
models, however, is lack of adequate data sets that characterize phenology over large 
areas at multi-decadal time scales. To address this need, I develop a new method for 
estimating long-term average and interannual dynamics in the phenology of temperate 
forests using time series of Landsat TM/ETM+ images. Results show that estimated 
spring and autumn transition dates agree closely with in-situ measurements and that 
Landsat-derived estimates for the start and end of the growing season in Southern New 
England varied by as much as 4 weeks over the 30-year record of Landsat images. In the 
final element of this dissertation, I use meteorological data, species composition maps, 
satellite remote sensing, and ground observations to develop models of springtime leaf 
onset in temperate deciduous forests that account for geographic differences in how forest 
communities respond to springtime climate forcing. Results demonstrate important 
differences in cumulative heating requirements and photoperiod cues among forest types 
and that regional differences in species composition explain substantial geographic 
variation in springtime phenology of temperate forests. Together, the results from this 
dissertation provide an improved basis for observing and modeling springtime phenology 
in temperate forests.  
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1. INTRODUCTION 
In temperate North American ecosystems, a significant percent of the terrestrial carbon 
sink is related to afforestation or woody encroachment of abandoned agricultural lands 
(SOCCR 2007). However, considerable uncertainty remains over the strength of this 
current sink and its projected sensitivity to future changes in climate caused by increasing 
greenhouse gas emissions (Mahli et al. 1999; Friedlingstein et al. 2006). Thus, a more 
careful understanding of the processes that determine the carbon balance of forests is 
critical. Phenological events, such as bud burst, leaf maturity, and senescence, are known 
to exert strong control over seasonal fluxes of carbon and land-atmosphere exchanges of 
energy, water, and other trace gas constituents (Moore et al. 1996; Fitzjarrald et al. 2001; 
Churkina et al. 2005). Among other environmental drivers, air temperature, photoperiod, 
and water availability are key regulators of vegetation phenology and, therefore, make 
phenology a robust indicator of biological responses to climate change.  
 
Over the last two decades, measurement and characterization of climate-vegetation 
interactions and feedbacks at local and regional scales have become feasible through 
measurements collected and coordinated by networks such as FLUXNET (Baldocchi 
2001). Through these efforts, continuous eddy covariance measurements of land surface-
atmosphere exchanges of CO2, water and energy are being made at hundreds of sites 
worldwide. Using these data, time series of carbon and water fluxes can be synthesized to 
quantify net ecosystem productivity and evapotranspiration at time scales from hours to 
 
 
 
 
2 
years. Moreover, improvements in remote sensing technology such as NASA’s Landsat 
and Moderate Resolution Imaging Spectroradiometer (MODIS) have enabled more 
accurate global-scale monitoring of vegetation dynamics (Fisher et al. 2006; Zhang et al. 
2003; Soudani et al. 2008).  
 
In spite of these efforts, methods and models that couple ground and satellite-based 
phenological monitoring approaches are poorly developed (Morisette et al. 2009). The 
application of satellite-derived models for large-scale assessments of carbon budgets 
requires validation using eddy covariance data across both space and time. Moreover, 
there is little agreement regarding the degree to which different environmental drivers 
combine to trigger spring or fall phenology (Pau et al. 2011). This dissertation seeks to 
improve understanding of how climate drivers control the timing of boreal and temperate 
phenology by refining traditional models according to specific climate regimes and forest 
types and developing a new approach for detecting fine resolution remotely sensed 
phenology observations. The aim is to provide information useful to the land surface 
modeling community to support long-term predictions of ecosystem responses to climate 
change, and by extension, for understanding how changes in the climate system will 
affect regional to continental carbon budgets 
 
 
 
 
 
3 
1.1 Modeling of temperate deciduous forest phenology 
The annual state of development of temperate deciduous broadleaf plants consists of two 
principal phases: active growth and dormancy. Phenophases of these plant functional 
types commonly include the seasonal greening and senescence of plants during the 
growing season. In spring, as environmental conditions become favorable, buds break 
and new leaves emerge. In autumn, conditions regress (i.e., temperatures begin to freeze) 
and cause leaf senescence that prepares the plants for winter dormancy. These alternating 
cycles of growth and inactivity correspond to periods of carbon utilization and storage. 
Carbohydrates stored in the bark of branches, trunks and roots are used in the spring to 
provide the carbon necessary for emerging leaves (Gough et al. 2010). 
 
The timing of spring leaf emergence and autumn senescence vary considerably among 
different temperate deciduous tree species. For example, under the same climate forcing 
conditions in a northern temperate forest in Quebec, bud burst and full leaf expansion of 
23 different species ranged over 1 month (Lechowicz 1984). These inter-species 
differences can be partially explained by highly evolved ecological strategies. 
Opportunistic taxa, including most early-leafing ornamental plants and early successional 
species, are especially sensitive to warm temperatures. Meanwhile, mid to late-
successional species such as American beech and oaks are more photoperiod sensitive 
and, in some cases, require prolonged periods of low temperatures to help break winter 
temperatures (i.e, chilling) (Körner and Basler, 2010). Additional factors that control 
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species differences in leaf emergence include plant phylogeny, provenance (i.e, 
geographic origin) and diameter of xylem vessels, which contributes to potential water 
conduction capacity in trees (Lechowicz 1984).  
 
For spring phenology, most models assume that the change in the state of development 
over time (i.e., the rate of development) is regulated by mean daily air temperature and 
simulated using a summation of thermal units (heating or chilling degree-days (GDD)) 
above or below a prescribed reference heating or chilling temperature (Chuine et al. 1998; 
Hanninen and Kramer, 2007). The simplest models only consider heating temperatures 
accumulated after a fixed date (e.g., January 1), and are designed to predict the date of 
specific phenological states such as the date of leaf emergence or complete leaf 
maturation (e.g., the Spring Warming model; Hunter and Lechowicz, 1992). More 
complex models also consider the effect of long periods of chilling temperatures which, 
through experiments, have been shown to control spring phenology in combination with 
cumulative heating. This family includes, but is not limited to, the Parallel model 
(Landsberg 1974; Hanninen 1990), the Sequential model (Hanninen 1990; Cesaraccio et 
al. 2004), and the Alternating model. The effect of photoperiod on spring phenology of 
temperate deciduous plants is less observable but is still evident in nature based on 
reports of differences in critical night lengths among individual genotypes of plants 
(Cannell and Willett, 1976).  
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Fall phenology, including senescence and abscission of leaves, is characteristically 
similar to spring phenology in that it is mainly controlled by air temperature and 
photoperiod. However, this relationship is based on measured correlation between recent 
increasing autumn temperatures and observed trends in delayed leaf senescence rather 
than causation. In particular, there remains a lack of understanding of the interactions 
between these climate drivers and proposed molecular level bodies, which results in poor 
modeled estimates of fall phenology (Delpierre et al. 2009). 
 
Improvements in model representation of phenology and key transition dates such as 
budburst and onset of shoot growth are needed to support simulations of how changes in 
climate will affect ecosystem function and regional carbon budgets. Although the role of 
air temperature in regulating phenology is largely understood, the response of individual 
species or plant communities to changes in climate is less well known. To date, most 
modeling analyses have used in situ observations from a single location or limited 
geographic extent under normal climate conditions. Since GDD requirements are known 
to be location dependent, out-of-sample predictions of these models are typically poor 
due to overfitting.  
 
During the last decade, numerous nation-wide networks including the National 
Phenology Network and PhenoCam Network have collected phenology observations 
across large latitudinal gradients. Collectively, these datasets provide scientists with key 
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information about how specific species or canopies with distinct community composition 
are responding to changes in climate. Assimilating these data with existing time series of 
surface meteorology will help develop more generalizable GDD models that account for 
geographic variation in forcing requirements and photoperiod cues.  
 
1.2 Satellite remote sensing of phenology 
Subjective collection of in situ observations of phenology provides critical information 
regarding seasonal and annual development of individual trees, shrubs and understory 
plants. These observations can be reasonably scaled to the level of varieties, provenances, 
or species given that the environmental conditions are well defined (Richardson et al. 
2006). Knowledge of phenological dynamics is equally important across entire plant 
communities and ecosystems given the consequences of inter-specific competition and in 
order to deepen our understanding of carbon and nutrient cycling (Peñuelas et al. 2009). 
However, over large areas, subjective ground observations can be time-consuming and, 
for taller stands particularly challenging and expensive (Liang et al. 2009).  
 
Remote sensing may be loosely defined as the repeated acquisition of information about 
one or more objects over a prescribed area called the spatial resolution (Woodcock and 
Strahler 1987). Through multiple decades of technological advancement, remote sensing 
has become possible across a large range of spatial scales. Consequently, remote sensing 
techniques are desirable modes of collecting spatially aggregated phenological datasets. 
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The satellite-based Earth observations systems in the late 1970s and early 1980s sparked 
a new frontier in the field of phenology from the continental perspective. Optical remote 
sensing platforms such as the Advanced Very High Resolution Radiometer (AVHRR) 
sensor provide daily observations of the land surface across the entire planet at 1-4 km 
spatial resolution (Reed et al. 1994). Using atmospheric correction techniques based on 
radiative transfer theory, it is possible to obtain land surface reflectances as recorded in 
the optical sensor. Mathematical transformations of these reflectances (i.e., vegetation 
indices) are highly correlated with the biophysical and biochemical properties of plants 
and the soil background (Tucker et al. 1979). In particular, long time series of the 
normalized difference vegetation index (NDVI), which combines red and near infrared 
reflectances, has revealed significant changes in spring phenology during the last three 
decades (Myneni et al. 1997; Jeong et al. 2011). More recently, phenology products have 
been generated from data collected by the Moderate Resolution Imaging 
Spectroradiometer (MODIS) at 500 m to 1 km spatial resolution as part of the NASA 
Earth Observing Sataellite program (Zhang et al. 2003). The addition of a blue band 
onboard MODIS allows calculation of the enchanced vegetation index (EVI), which is 
more sensitive to canopy variation during mid-growing season and less sensitive to 
residual atmospheric contamination due to aerosols from fires than NDVI (Huete et al. 
2002).  
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Across boreal and temperate deciduous evergreen needleleaf forest ecosystems, seasonal 
development of vegetation indices follows a sigmoidal-shaped curve that mirrors natural 
growth patterns (Zhang et al. 2003). Specific phenophases such as leaf onset and maturity 
can therefore be estimated using numerous approaches including local and global 
thresholds or the maximum rate of change in curvature (White et al. 2009; Ganguly et al. 
2010). When applied at regional and continental scales, estimated phenological transition 
dates exhibit geographically and ecologically coherent patterns that are consistent with 
known behavior in specific regions (White et al. 2002). Moreover, spatial variations in 
phenology in these products are highly correlated with seasonal metrics of temperature 
and precipitation (Moulin et al. 1997; Fu et al. 2014).  
 
Despite the overall success of continental and global remote sensing of phenology, there 
are numerous weaknesses of using moderate resolution sensors with respect to space and 
time. First, daily satellite data must be processed to eliminate data from cloudy scenes 
and to correct for directional view angle and atmospheric effects that cause noise (Schaaf 
et al. 2002). As a result, a majority of satellite-derived products are either smoothed or 
derived from 8 or 16-day windows that increase uncertainty in estimated transition dates 
that can take place over 1-3 days (Zhang et al. 2009). Moderate resolution sensors also 
remain prone to significant averaging across landscapes. Whereas ground observations 
can describe the onset of phenophases and inter-specific competition of individual plants, 
vegetation indices from AVHRR and MODIS provide aggregated information of overall 
 
 
 
 
9 
“greenness” emphasizing dominant vegetation elements. Consequently, a single 500 m or 
1 km pixel may consist of hundreds of landscape elements and a range in timing of 
budburst of up to 2 weeks (Fisher et al. 2007).  
 
A secondary weakness of satellite remote sensing of phenology concerns uncertainty in 
the characterization of green-up detection. Because satellites are orbiting at a height 
several hundred kilometers, they can easily detect features below the canopy such as 
snow or growth of understory. For most deciduous forests in the temperate and boreal 
zones, this implies that the initial changes in greenness are due to either melting of snow 
or understory growth, rather than budburst or leaf development (Badeck et al. 2004). 
White et al. (2009) confirmed this result in an intercomparison study testing various start 
of season retrieval algorithms. Using AVHRR data across a consistent study area, they 
found that individual methods differed in average day-of-year estimates by roughly 60 
days. Additionally, predicted estimates of spring phenology and growing season length 
may have significant bias with respect to actual timing of carbon uptake (White and 
Nemani 2003). This is especially evident across regions dominated with boreal evergreen 
needleleaf forests, where seasonal changes in vegetation indices largely correspond to 
snowmelt and needle development occurs only every 2-3 years (Thum et al. 2009).  
 
In addition to using moderate resolution satellite data, several recent attempts have been 
made to map phenology using Landsat data (Fisher et al. 2006). Contrary to polar-
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orbiting satellites, Landsat’s geostationary orbiting pattern provides data at much higher 
spatial resolution (15-60m) but significantly coarser temporal resolution (16 days) 
(Goward and Williams, 1997). Due to cloud cover restrictions, the low availability of 
Landsat data makes phenological research potentially challenging. However, with more 
than two decades of images freely available, long-term average phenology mapping 
across regional scales is feasible. Results from Landsat-phenology studies both confirm 
spatial patterns detected by MODIS and enable more effective scaling of plot-level 
measurements to remote sensing. 
 
1.3 Objectives 
The objectives for this dissertation are: (1) to use in-situ measurements of carbon fluxes 
collected at FLUXNET sites to test and improve existing theories of how environmental 
factors control spring phenology in boreal, subtropical Mediterranean, and temperate 
forests; (2) to use time series of Landsat images to characterize both long term average 
and interannual variability in temperate deciduous broadleaf forest phenology; (3) to use 
a combination of in situ phenology measurements, maps of community composition and 
satellite-derived remote sensing observations to quantify the sensitivity of phenology to 
changes in the nature and timing of seasonality caused by climate change at regional 
scales.  
 
 
 
 
 
11 
In Chapter 2, I examine the performance of growing degree-day models in predicting 
metrics of vegetation activity derived from carbon flux measurements. Chapter 3 
describes and evaluates a novel approach for detecting interannual variability in spring 
and autumn phenology using time series of Landsat images. In Chapter 4, I explore the 
effect of local species composition and regional climate regimes in controlling 
geographic variation in sensitivity to thermal forcing across temperate deciduous forests 
in the Eastern US. Finally, Chapter 5 summarizes the key findings and discusses future 
research. 
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2. USING FLUXNET DATA TO IMPROVE MODELS OF SPRINGTIME 
VEGETATION ACTIVITY ONSET IN FOREST ECOSYSTEMS 
2.1 Introduction 
Phenological transitions, including the onset of canopy development and senescence and 
associated cycles of vegetation activity (e.g. photosynthesis and growth), exert first-order 
control on the seasonality of land-atmosphere exchanges of carbon, water, energy, and 
other trace gas constituents (Moore et al. 1996; Wilson et al. 2000; Fitzjarrald et al. 
2001). Environmental drivers including air temperature, photoperiod, and water 
availability are key regulators of vegetation phenology (White et al. 1997; Jolly et al. 
2005). As a consequence, phenology is recognized to be a robust indicator of biological 
responses to climate change (Cleland et al. 2007). More importantly, numerous recent 
studies have demonstrated the potential for significant changes to phenology (and by 
extension, local and regional budgets for carbon, energy, and water) as a result of climate 
change (Richardson et al. 2010; Dragoni et al. 2011). Such changes are expected to be 
most pronounced in northern high latitude ecosystems where climate change is occurring 
most rapidly, and have important implications for large-scale ecosystem-climate 
interactions and feedbacks (e.g., Piao et al., 2008). 
 
Time series of CO2 and H2O exchanges obtained by eddy covariance measurements are 
an invaluable resource for evaluating and improving process understanding and model 
representation of seasonal vegetation dynamics (Baldocchi et al., 2001). For example, 
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Tanja et al. (2003) predicted the timing of spring photosynthetic uptake across five boreal 
forest sites using a 5-day running average of air temperature measurements. Similarly, 
Baldocchi et al. (2005) predicted the onset of carbon uptake across 12 temperate 
deciduous sites based on the date when daily soil temperature equals the mean annual 
temperature. Stöckli et al. (2008a), on the other hand, used a more complex model that 
combined air temperature, global radiation, and vapor pressure deficit measurements to 
predict leaf area index (LAI) dynamics across 22 sites in 7 biome types. Using a different 
approach, Richardson et al. (2009) used a two-parameter spring warming model to 
predict CO2 source-sink transition dates at both a temperate deciduous site and a boreal 
conifer site.  
 
Accurate representation of phenology in ecosystem models has proven to be difficult, and 
current models exhibit unrealistic levels of variability and bias in predictions for both leaf 
phenology and seasonality of canopy fluxes of CO2 (Richardson et al. 2012). Here I build 
on previous work by testing a suite of phenology models using the FLUXNET ‘La Thuile’ 
database of eddy covariance flux measurements (www.fluxdata.org). Specifically, I use 
sites in the La Thuile database with distinct summer active/winter dormant seasonality, 
and where air temperature is the primary driver of spring transition from a dormant to 
active state. To this end, I specifically test the hypothesis that existing models do not 
adequately account for geographic variation in requirements for photoperiod and thermal 
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forcing. Consequently, they tend to work well for specific species or sites, but they do not 
generalize well enough to make robust predictions across sites.  
 
My analysis focuses on the onset of photosynthetic activity in spring. For deciduous 
broadleaf (DBF) sites, this corresponds approximately to the timing of leaf emergence (as 
I demonstrate below), traditionally recorded by phenologists as the leaf budburst date. 
For evergreen needleleaf (ENF) sites, the onset of photosynthesis is largely independent 
of (and typically precedes) changes in leaf area, but is similarly influenced by climatic 
controls (Ensminger et al. 2004; Monson et al. 2005). In both of these forest types, the 
phenology of CO2 fluxes in spring significantly influences annual and seasonal integrals 
of net ecosystem productivity (Churkina et al. 2005; Richardson et al. 2009, Jeong et al., 
2012). Thus, being able to successfully model the onset of photosynthesis is of critical 
importance.  
 
There are four main elements in my analysis. First I derived three metrics representing 
onset of springtime vegetation activity from eddy covariance measurements of CO2. 
Second, I optimized 11 widely used phenology models, and evaluated their ability to 
simulate spatial and temporal variability in the timing of these metrics across an array of 
FLUXNET sites. In particular, I refined these models to improve treatment of geographic 
variability in photoperiod and thermal forcing requirements. Third, I compared results 
from the 11 models with predictions from three additional models that use different 
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approaches to simulate phenology without tuning to observations. Finally, because 
remote sensing is widely viewed to be a useful tool for phenology model development 
and calibration (e.g., Stöckli et al., 2008; Jolly et al., 2005), I compared estimates of 
spring onset obtained from FLUXNET data against remotely sensed estimates for the 
timing of spring greenup from NASA’s Moderate Resolution Imaging Spectroradiometer 
(MODIS). 
 
2.2 Materials and methods 
2.2.1 Site selection and data processing 
The La Thuile dataset provides eddy covariance measurements of net ecosystem 
exchange (NEE) and modeled gross ecosystem productivity (GEP) of CO2 that have been 
standardized, gap-filled and partitioned into component fluxes using a common set of 
algorithms (Reichstein et al. 2005; Papale et al. 2006; Moffat et al. 2007). Of the 499 
sites included in the database, I identified 74 sites located in temperate, boreal, and sub-
tropical Mediterranean ecosystems with DBF or ENF vegetation that are not heavily 
managed and have not been recently disturbed. While water availability plays a major 
role in determining the seasonality of carbon fluxes in sub-tropical Mediterranean 
ecosystems, this is mostly related to summer drought and associated effects of water 
limitation on productivity; I included these sites in my analysis because I hypothesized 
that initiation of vegetation photosynthesis during late winter in these ecosystems is still 
controlled by temperature. 
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I used daily data for each site and only included sites with at least 4 years of available 
data. Given the lack of FLUXNET sites classified as DBF and ENF in the Southern 
Hemisphere, only sites located in the Northern Hemisphere were used in the analysis. In 
addition, site-years with (1) more than 20 days of missing CO2 flux data, (2) more than 
20 days with no high-quality data according to the FLUXNET quality control procedure, 
or (3) any missing temperature data between September 21 of the previous year and June 
21 of the current year, were excluded. The resulting dataset consisted of 66 and 107 site-
years (11 and 18 sites) for DBF and ENF sites, respectively (please refer to Appendix B 
for site details).  
 
To estimate spring onset dates from the CO2 flux data, I first fit cubic smoothing splines 
to time series of daily NEE and GEP. Using the smoothed daily data, I identified the day 
of year (DOY) for three distinct events for each site-year: the DOY when NEE 
transitioned from positive to negative (the CO2 source-sink transition), and the DOY 
when the ratio of daily GEP to the growing season amplitude (GEPratio) reached 5% and 
10% (Figure 2-1). Because smoothed NEE values can remain negative throughout the 
winter and early spring at some ENF sites, I did not derive source-sink transition dates for 
ENF sites. At DBF sites, this was not an issue and source-sink transition dates generally 
occurred when the GEPratio reached about 25%.  
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As I discussed above, my onset metrics are based on CO2 flux measurements, which 
provide spatially integrated data that are diagnostic of ecosystem phenology (cf. 
Richardson et al. 2009). To assess the relationship between the CO2 flux-derived spring 
onset metrics and the timing of leaf emergence, I compared values for each metric with 
measurements of relative canopy leaf area index (LAIr, m2 m-2) collected over time for 5 
of the DBF sites included in the La Thuile database where LAIr measurements were 
available. These LAIr estimates (from Richardson et al. 2012) are derived from 
radiometric measurements using gap fraction theory and agree favorably with coincident 
measurements of ground-based LAI obtained using Licor LAI-2000 Plant Canopy 
Analyzers.  
 
2.2.2 Spring Phenology Models 
Most phenological models that are used in temperate and boreal ecosystems assume that 
leaf development is regulated by air temperature and can be modeled using cumulative 
thermal units (heating or chilling degree days) above or below a prescribed reference 
heating or chilling temperature: Tf or Tc, respectively (Hänninen & Kramer 2007). The 
simplest models only consider heating temperatures accumulated after a fixed date (e.g., 
January 1), and are designed to predict the date of specific phenophases such as budburst 
(e.g., the Spring Warming model; Hunter & Lechowicz 1992). More complex models 
also consider the effect of chilling temperatures, which some studies have suggested 
control spring phenology in combination with cumulative heating. This family of models 
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includes the Parallel model (Landsberg 1974; Hänninen 1990), the Sequential model 
(Hänninen 1990; Cesaraccio et al. 2004), and the Alternating model (Murray et al. 1989).  
 
In this chapter  I test 11 different models that use thermal heating or combined thermal 
chilling and heating to predict the timing of spring onset of photosynthetic activity. Each 
model is based on one of three functional forms in which spring onset is predicted to 
occur when the state of forcing ( ) reaches a critical sum of heating units (F*). In the 
“Spring Warming 1” model (SW1), the rate of accumulated heating is linearly related to 
air temperature: 
                                                       (1) 
where Tair is daily mean air temperature, p0 is the starting photoperiod when heating is 
prescribed to begin accumulating, and tpheno is the date of spring onset when . 
In the “Spring Warming 2” model (SW2), accumulated heating is related to air 
temperature using a logistic function (Sarvas 1974): 
                                      (2) 
Finally, the Sequential model (SEQ1) assumes that heating accumulation (using Eq. 1) 
does not occur until a critical sum of chilling units (C*) is reached, and where the state of 
chilling ( ) increases only after the daily mean air temperature falls below a 
prescribed temperature threshold:  
€ 
Sf (t)
€ 
Sf (t) = max(Tair −Tf , 0)
p0
tpheno
∑
€ 
Sf (t) ≥ F *
€ 
Sf (t) = max
28.4
1+ exp(−0.185(Tair −18.4))
, 0
# 
$ 
% 
& 
' 
( 
p0
tpheno
∑
€ 
Sc(t)
 
 
 
 
19 
                                                          (3) 
where t1 is the date when chilling requirements are met and heating accumulation begins.  
 
Variants of these three basic model forms have been widely used to predict leaf 
phenology and detailed descriptions for each approach are presented elsewhere (e.g., 
Chuine et al. 1999; Richardson & O’Keefe 2009). Here I test 11 different models based 
on these basic model forms using implementations that are slightly different from 
previous efforts (Table 2-1). Specifically, previous efforts initiate accumulation of 
chilling or heating requirements based on a prescribed date (t0). In the models I test here, 
accumulation is instead initiated based on a photoperiod trigger (p0). This is functionally 
equivalent to allowing t0 to vary with latitude. For the spring warming models (SW1 and 
SW2), if the minimum photoperiod at a given site is always greater than p0, accumulation 
is prescribed to begin on December 21. Similarly, for the chilling models (i.e., SEQ1), if 
minimum p0 is never reached, I prescribe accumulation to begin on September 21. These 
dates were selected because December 21 has the shortest day length in the Northern 
Hemisphere and day length is the same everywhere on September 21. Finally, previous 
studies have indicated that the thermal forcing required for spring onset is lower at more 
northern sites than at southern sites and have suggested parameterizing the critical value 
in thermal forcing (F*) as a function of latitude (White et al. 1997; Fisher et al. 2007). 
Here I adopt a similar approach, but instead parameterize both F* and the base 
€ 
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temperature (Tf ) as linear functions of mean annual temperature, thereby accounting for 
variability in climatology related to geographic patterns (Kaduk & Los, 2011). Table 1-1 
summarizes whether a chilling requirement is included in each model and whether 
parameters are treated as constant across sites or vary across sites as a function of mean 
annual temperature. Complete descriptions for all 11 models are provided in Appendix A. 
 
Before calibrating and testing each of the models, I derived benchmark statistics for 
model comparison using three commonly used or recently published spring onset 
prediction schemes: (1) a standard phenology sub-routine used in numerous ecosystem 
models (hereafter, standard GDD) where leaf onset occurs when the accumulated 
growing degree-days above 0°C starting January 1 exceed 100 (e.g., Aber et al. 1996; 
Levis & Bonan 2004; Kucharik et al. 2006); (2) the Growing Season Index (GSI) model 
(Jolly et al. 2005), where minimum temperature, photoperiod, and humidity thresholds 
control phenology and spring onset is predicted to occur when the GSI reaches 0.5; and 
(3) a modified version of the model described in Baldocchi et al. (2005) (TSOIL) based 
on soil and air temperatures, and where source-sink transition dates are identified using 
the smoothed daily NEE data described above. Based on advice from the authors 
(Baldocchi, pers comm.), the TSOIL model was only tested for DBF sites. All three of 
these approaches have received substantial attention because of their intuitive appeal and 
simplicity of implementation (Cleland et al., 2007; Yuan et al. 2012). 
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To assess the potential for regional scaling and monitoring of my flux-derived phenology 
metrics, I extracted the observed timing of spring greenup from the MODIS Global Land 
Cover Dynamics product for each site-year (Zhang et al., 2006; Ganguly et al. 2010). 
Greenup dates are identified by the timing of the maximum rate of curvature of the 
Enhanced Vegetation Index (EVI). Snow-contaminated observations of EVI are replaced 
with a background EVI value, which is defined as the most recent snow-free EVI value. 
Green-up dates from 2001-2005 were estimated as the median value of 9 x 9 pixel 
windows (~4.2 km x 4.2 km) centered on each site and excluding non-forested pixels. 
Because this data product is not available before 2001, the number of site-years was 
somewhat reduced for both DBF (n = 43) and ENF (n = 70) sites. 
 
2.2.3 Model Calibration and Testing 
I use phenology metrics derived from CO2 fluxes to identify the timing of spring onset. 
Parameters for each model were estimated using all candidate site-years for DBF (11 
sites; 66 site-years) and ENF (18 sites; 107 site-years) sites using optimization routines 
that maximize agreement between modeled and observed phenological metrics. This 
exercise was then repeated for subgroups of DBF sites located in temperate and boreal 
biomes (9 sites; 56 site-years), for boreal ENF sites (6 sites; 33 site-years), and for 
temperate ENF sites (10 sites; 69 site-years). 
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To estimate parameter values for each model I used Monte Carlo techniques (simulated 
annealing, Metropolis et al. 1953) similar to Chuine et al. (1998) and Richardson & 
O’Keefe (2009), repeating the optimization several times using different randomly 
selected initial values to ensure globally optimum solutions. To select the best model for 
each group and subgroup, I used the small-sample corrected Akaike Information Criteria 
(AICc) (Burnham & Anderson 2002). Finally, I measured the out-of-sample forecast 
accuracy of each optimized model with respect to each vegetation group and subgroup 
using a four-fold cross-validation, wherein three-fourths of the sites were randomly 
selected for training and one-fourth was used for testing. This procedure was repeated 
four times using mutually exclusive subsets of the data until all sites were included in the 
cross-validation test set. 
 
2.3 Results and discussion 
2.3.1 Comparison of FLUXNET metrics with ground truth LAI 
Figure 2-2 shows that the DOY on which LAIr reaches 10% of its annual 
maximum (the detectable stage of leaf development) is significantly correlated with the 
timing of increased photosynthetic uptake across sites with available LAIr measurements 
(R2 = 0.53, p < 0.01). Note, however, that the emergence of understory canopy 
significantly precedes over-story development at some sites, which affects the phenology 
of net CO2 exchange. For example, at the Hainich site (shown in Figure 2-1) over-story 
leaf emergence generally occurs around DOY 120, while weekly understory photos 
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clearly show that understory vegetation is fully developed as much as the three weeks 
earlier (Herbst, pers comm.). Thus, significant increases in GEP associated with 
understory vegetation occur well before the emergence of over-story leaves. Similarly, 
bias in the timing of leaf out relative to photosynthesis at Harvard Forest is likely caused 
by evergreen needleleaf trees, which account for roughly one-quarter of the basal area 
within the flux tower footprint (Richardson et al. 2009). 
 
2.3.2 Model performance and inter-comparison 
Table 2-2 presents the root mean squared error (RMSE) and bias for model predictions of 
spring onset DOY relative to estimates from FLUXNET data. Note that I only include 
results for the best performing model in each group. These results show that the Standard 
GDD and GSI models consistently predict spring onset metrics with a root mean square 
error greater than 15 days, and in some cases, as high as nine weeks. Results from the 
TSOIL model show RMSE values on the order of 3-4 weeks, although with less bias. 
 
Results presented in Table 2-2 reveal important patterns related to plant functional type 
and bioclimatic controls on phenology. The RMSE and bias associated with the standard 
GDD model are significantly lower for ENF sites than for DBF sites because spring 
increases in photosynthetic uptake generally occur earlier in conifers than in hardwoods 
and the required critical forcing is therefore closer to the prescribed threshold (F* = 100) 
at ENF sites. Similarly, including photoperiod in the GSI model significantly decreases 
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both the RMSE and bias across DBF sites relative to the standard GDD model. These 
results strongly suggest that using a fixed start date across sites to initiate accumulation of 
heating (i.e., t0) is problematic at DBF sites (Hänninen & Kramer, 2007; Levis & Bonan, 
2004). At ENF sites, on the other hand, GSI model predictions suggest that the minimum 
photoperiod required for spring onset at these sites is lower than the 10 hours assumed by 
the model (Jolly et al., 2005). This is confirmed by the results shown for the modified 
GDD model for all ENF sites (SW1.1), which initiated heating accumulation when 
photoperiod is roughly 6 hours (Note: at sites with longer wintertime photoperiod, this 
implies by default heating accumulation begins December 21 as described in Methods 
section 2.2). Additionally, the results of my analysis suggest that air temperature does not 
significantly influence the timing of spring onset of photosynthesis in Sub-tropical 
Mediterranean forest regions. In particular, model performance decreased across all 
spring onset metrics when these sites were included (e.g., All DBF vs. Bor. & Temp. 
DBF in Table 2-2). However, more site-years of data in this region are needed to confirm 
this hypothesis. 
 
The modified GDD models provide substantial overall improvement relative to the 
standard GDD, GSI, and TSOIL models (Figure 2-3, Table 2-2). Root mean square errors 
produced by the modified GDD models range from 9-19 days, with biases of 3 days or 
less. In general, model predictions for earlier spring onset metrics (e.g., 5% GEPratio) are 
not as robust as those for later onset metrics (e.g., source-sink transition; cf. Richardson 
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et al. 2009). This result probably reflects higher noise levels in GEP data during the early 
spring, which leads to greater uncertainty in estimates of the DOY corresponding to 5% 
GEPratio. However, I argue that correctly modeling earlier onset metrics is more important 
than modeling later onset metrics, because earlier onset metrics more closely correspond 
to the initiation of photosynthetic activity. Moreover, the source-sink transition results 
from the combined seasonality in both GEP and ecosystem respiration, and is therefore a 
less reliable indicator of photosynthetic activity.  
 
Across the different plant functional type and climate groups, seven different modified 
GDD models provided the most accurate predictions for the timing of spring onset. 
Indeed, Table 2-2 shows that no single model was consistently optimal, even within the 
subgroups. This result is consistent with previous findings showing that models with 
substantially different assumptions can give equally accurate predictions (Hunter & 
Lechowicz 1992; Hänninen 1995). More generally, this result also demonstrates that a 
“one-size-fits-all” approach introduces errors in predicted phenology, and that climate 
and plant functional type-specific parameterizations are required to capture differential 
sensitivity in spring phenology to photoperiod and temperature forcing (i.e., DBF vs. 
ENF or temperate vs. boreal). Further, substantial improvement over standard GDD 
models can be achieved through a modest increase in model complexity and calibration 
of model parameters using data spanning a wide biogeographic range of sites (Kaduk & 
Los, 2011). 
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Inspection of the parameters and structure of the best modified GDD models reveals 
significant differences in photoperiod cues, thermal forcing requirements, and chilling 
requirements between the different subgroups (Appendix C). DBF sites generally require 
more cumulative thermal forcing than ENF sites. Moreover, the values shown in 
Appendix C for F* and C* indicate that the amount of forcing required across DBF sites 
varies as a function of mean annual temperature. Differentiating temperate from boreal 
ENF sites improves model performance, which suggests fundamental differences in how 
these subgroups respond to changes in temperature and day length, probably as a result of 
ecophysiological differences among genera or species (e.g. boreal Picea spp. vs. 
temperate Pinus spp.). Boreal ENF sites require relatively little forcing that is 
accumulated only after photoperiod reaches approximately 11 hours. Meanwhile, a 
combination of chilling and significant thermal forcing is necessary across temperate 
ENF sites. These results suggest that future climate variability and change may have a 
greater impact on the timing of photosynthetic onset across temperate regions, while 
boreal regions will remain constrained by photoperiod (Körner & Basler, 2010; 
Migliavacca et al. 2012). However, more site-years are needed to confirm this hypothesis. 
 
2.3.3 Comparison of FLUXNET metrics with MODIS Land Cover Dynamics product 
Finally, spatial patterns in phenology metrics derived from flux measurements were 
highly correlated with land surface phenology metrics derived from remote sensing 
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(Figure 2-4). Specifically, the onset of spring green-up from MODIS was strongly 
correlated with 5% GEPratio across DBF sites (r = 0.84; p < 0.01) and ENF sites (r = 0.77; 
p < 0.01). Note, however, that for ENF sites, green-up from MODIS was systematically 
biased (late) by 50 days relative to the timing of 5% GEPratio. As a result, green-up from 
MODIS coincided with the timing when the GEPratio was about 50% for ENF sites. This 
result reflects the differential responses to climate forcing by ecophysiological processes 
in ENF systems. Specifically, at boreal and cold temperate ENF sites, the MODIS 
algorithm appears to be detecting green-up associated with mid-to-late spring recovery of 
pigments in old needles and the emergence of new needles.  
 
Overall, results from MODIS demonstrate the utility of remote sensing as a tool for 
extrapolating the onset of spring photosynthetic activity from the scale of FLUXNET 
sites to regional (and larger) scales. However, such attempts require that the significant 
late bias in spring onset from MODIS at ENF sites be carefully accounted for. In addition, 
these results also show that onset dates derived from remote sensing sources such as 
MODIS should be used with care when prescribing or calibrating spring onset dates for 
ENF plant functional types in ecosystem models (e.g. Stöckli et al., 2008; Jolly et al., 
2005). Alternative remote sensing metrics such as the date of snowmelt derived from 
MODIS may provide significantly less bias in the prediction of the onset of spring fluxes 
(Böttcher et al. 2011). 
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2.4 Conclusions 
I draw two main conclusions from the results of this work. First, the modified GDD 
models evaluated in this study provide improved representation of vegetation phenology 
for ENF and DBF biomes relative to commonly used models in boreal and temperate 
ecosystems. This is important because representation of phenology in land surface 
models is poor, and realistic representation of phenology is critical to predictions of how 
ecosystem function will respond to climate change. To fully assess this, additional site-
years of flux data that include temperature regimes representative of expected warming 
scenarios are required. Second, no single model was optimal across the different plant 
functional types and climate groupings. This suggests that plant functional type and 
climate-specific parameterizations may be required to realistically predict phenology over 
large areas. Indeed, the results in Table 2-2 suggest that by estimating unique calibrations 
for different climate and plant functional types, the modified GDD models provided 
significantly improved predictions of spring onset relative to the standard models. Given 
that inter- and intra-species spring onset dates can vary by up to two weeks within the 
area of a flux tower footprint (e.g., Fisher et al. 2006), further model improvement 
probably requires site specific characterization of landscape vegetation composition, 
possibly using medium spatial resolution remote sensing (e.g., Landsat).  
 
Realistic models of spring phenology, and specifically models that predict the timing of 
phenological transitions during the growing season, are important because current and 
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future warming arising from climate change is generally expected to affect growing 
season dynamics in mid- to high-latitude ecosystems. Because biosphere-atmosphere 
interactions affect climate through a variety of pathways, most importantly by influencing 
atmospheric carbon dioxide and other greenhouse gas concentrations, characterizing how 
phenology will respond to climate change in the coming decades is critically important. 
According to Piao et al. (2007), a one-day shift in the timing of leaf emergence in 
deciduous broadleaf forests increases GEP by roughly 10 g C m-2. Thus, the nature and 
magnitude of uncertainty and biases in existing models have the potential to introduce 
substantial errors in modeled estimates of ecosystem productivity (Richardson et al. 
2012). The results from this study demonstrate that relatively simple variants of widely 
used phenology models can significantly improve simulation of spring phenology in 
temperature-sensitive ecosystems.  
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Table 2-1: Growing degree-day models and their associated parameters. The variable ‘x’ 
is a vector of long-term mean annual temperatures of each site within each vegetation 
grouping. Parameter definitions are described in more detail in Appendix A. 
  
Model 
 
Thermal 
Base 
Temperature 
 
Chilling 
Base 
Temperature 
 
Required 
Thermal 
Forcing 
 
 
Required 
Chilling 
 
 
Minimum 
Photoperiod 
SW 1.1 Tf  
F*  p0 
SW 1.2 Tf   = ax+b  
F*  p0 
SW 1.3 Tf  
F* = ax+b  p0 
SW 1.4 Tf   = ax+b  F* = cx+d  p0 
SW 2.1   F*  p0 
SW 2.2   F* = ax+b  p0 
SEQ 1.1 Tf Tc F* C* p0 
SEQ 1.2 Tf   = ax+b Tc  = cx+d F* C* p0 
SEQ 1.3 Tf Tc F* = ax+b C* p0 
SEQ 1.4 Tf Tc F* C* = ax+b p0 
SEQ 1.5 Tf   = ax+b Tc  = cx+d F* = ex+f C* = gx+h p0 
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Table 2-2: Model performance across each vegetation group and for each spring onset 
metric. Bias is the mean difference between observed and predicted dates. Statistics 
reported for the modified GDD model are based on four-fold cross-validation. Numbers 
in parentheses next to each group title indicate the number of site/site-years. 
 Modified GDD Standard GDD GSI = 0.5 TSOIL 
Onset 
Metric 
Model RMSE Bias RMSE Bias RMSE Bias RMSE Bias 
All DBF 
Source-
Sink 
Transition 
 
SW2.2 
 
8.6 
 
0.2 
 
68.6 
 
65.4 
 
41.8 
 
 
40.2 
 
27.3 
 
13.8 
5% 
GEPratio 
SEQ1.3 18.8 0.0 44.3 32.5 22.7 7.1 34.1 -19.2 
10% 
GEPratio 
SW2.2 17.6 -3.3 53.5 46.9 26.4 21.6 25.4 -4.7 
Boreal & Temperate DBF (9/56) 
Source-
Sink 
Transition 
 
SW2.2 
 
8.2 
 
-1.2 
 
64.0 
 
61.5 
 
40.5 
 
39.1 
 
25.5 
 
19.3 
5% 
GEPratio 
SEQ1.4 14.9 -0.6 41.5 29.6 22.4 7.1 25.9 -12.5 
10% 
GEPratio 
SEQ1.3 10.4 -2.1 50.2 43.7 25.9 21.3 18.3 1.5 
All ENF (18/107) 
5% 
GEPratio 
SW1.1 15.5 -0.3 23.5 -14.6 39.5 -35.6 n/a n/a 
10% 
GEPratio 
SEQ1.4 15.1 1.3 20.7 -4.5 29.9 -25.3 n/a n/a 
Boreal ENF (6/33) 
5% 
GEPratio 
SW2.1 14.8 2.2 25.2 -24.0 30.7 -28.4 n/a n/a 
10% 
GEPratio 
SW2.1 8.9 -0.5 15.8 -15.4 22.2 -19.9 n/a n/a 
Temperate ENF (10/69) 
5% 
GEPratio 
SEQ1.1 13.3 -3.0 21.9 -12.4 41.2 -38.1 n/a n/a 
10% 
GEPratio 
SW1.3 13.1 -0.6 21.7 -1.6 31.7 -26.8 n/a n/a 
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Figure 2-1: Example showing how spring phenology metrics were derived from CO2 
time series; flux data are indicated with black dots, and smoothing spline by solid red line; 
relative GEPratio and LAI threshold dates are indicated with vertical bars; minimum and 
maximum of smoothed GEP are indicated with horizontal bars. Data are from 2004 for 
the FLUXNET site DE-Hai, located in Hainich, Germany.   
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Figure 2-2: The relationship between day of year when relative gross ecosystem 
productivity ratio (GEPratio) reached 10% of its annual maximum and the day of year 
when estimated canopy leaf area index (LAI) reached 10% of its annual maximum across 
five broadleaf deciduous forests. 4-8 site-years are included for each site. 
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Figure 2-3: Predicted versus observed dates corresponding to 10% GEPratio across a) 
boreal and temperate DBF sites and b) boreal ENF sites. The blue dots in both plots 
correspond to predictions given by the optimal modified GDD model of the vegetation 
group. The dashed line is the 1:1 relationship.  
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Figure 2-4: Timing (DOY) of 5% GEP from flux data versus timing of green-up from 
MODIS Land Cover Dynamics Product (MCD12Q2) for a) DBF and b) ENF sites. Data 
include all site-years available during 2001-2005. Data points in the plots are 
distinguished by color according to specific vegetation subgroups; DBF sites include 
boreal and temperate (blue) and Mediterranean (green); ENF sites include boreal (red), 
temperate (blue), and Mediterranean (green). The dashed lines in the plots are the 1:1 
lines. 
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3. DETECTING INTERANNUAL VARIATION IN DECIDUOUS BROADLEAF 
FOREST PHENOLOGY USING LANDSAT TM/ETM+ DATA 
3.1 Introduction 
In most temperate ecosystems, forest canopy processes related to leaf development and 
senescence are strongly controlled by air temperature (Chuine et al. 2010; Delpierre et al. 
2009). As a result, spatio-temporal patterns in phenology are widely viewed to be 
important indicators of climate change (Cleland et al., 2007). Growing season dynamics 
are also tightly coupled with biosphere-atmosphere interactions (Churkina et al. 2005; 
Richardson et al. 2009), and accurate representation of phenology is therefore important 
in land surface models (Richardson et al. 2012). To support studies of how ecosystems 
are responding to climate change and reduce uncertainty in terrestrial energy and carbon 
budgets, better datasets characterizing the response of vegetation phenology to variations 
in climate are required (Morisette et al. 2009). 
 
Phenological observations are traditionally collected using two main approaches: (1) 
surface observation networks (Schwartz et al. 2012), and (2) high frequency, coarse 
spatial resolution satellite remote sensing (e.g., Jonsson and Eklundh, 2002). Surface 
observations provide detailed information related to the timing of leaf development and 
flowering phenology for individual plants. However, the utility of such data for large-
scale monitoring and model development is constrained by data availability, the limited 
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spatial extent of available samples, and biases inherent to methods used to characterize 
the phenology of plants (Cleland et al. 2007).  
 
Remotely sensed data collected by instruments such as the Advanced Very High 
Resolution Radiometer (AVHRR) and the Moderate Resolution Imaging 
Spectroradiometer (MODIS) provide near-daily global observations of vegetation 
dynamics at 250 m to 8 km spatial resolution. Exploiting this high frequency acquisition 
strategy, numerous remote sensing products and algorithms have been developed over the 
past two decades that use time series of vegetation indices such as the normalized 
difference vegetation index (NDVI) to track seasonal plant activity (e.g., Reed et al., 
1994; White et al., 1997; Moulin et al. 1997; Jonsson & Eklundh, 2002; de Beurs & 
Henebry, 2010; Ganguly et al. 2010). These products and algorithms have been shown to 
successfully capture regional-to-global phenological patterns. However, they are less 
reliable at local scales and in areas with heterogeneous land cover where remotely sensed 
measurements reflect mixtures of land cover types, plant species, and plant functional 
types (Badeck et al. 2004; Liang et al. 2011).   
 
Bridging the gap between ground observations and moderate resolution remote sensing 
approaches, Fisher et al. (2006) used a time series of 57 Landsat images to generate a 
map of long-term average spring phenology across Southeastern New England. At 30 m 
spatial resolution, this map yielded substantial information related to spatial patterns and 
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sources of local variability in leaf phenology that are not observable from lower spatial 
resolution instruments such as MODIS. Landsat spatial resolution also supports analyses 
at regional scales (1 scene ~31,000 km2) and allows factors that control phenology over 
relatively short spatial scales to be explored (e.g., topography, land use and urban heat 
islands, and coastal effects). However, because Landsat image acquisitions are relatively 
infrequent compared to moderate resolution sensors such as MODIS, Landsat-based 
characterization of phenology at annual time scale using conventional methodologies 
such as those described by Jonsson & Eklundh (2002) or Zhang et al. (2003) is 
challenging. Some efforts have addressed this using data fusion algorithms that blend 
MODIS with Landsat data (e.g., Walker et al. 2012). However, retrieval of phenological 
information from such fused data sets is complicated by land cover heterogeneity below 
the spatial resolution of MODIS and uncertainty introduced by the data fusion algorithm 
(Tan et al. 2006; Zhu et al. 2010). 
 
In this chapter  I extend the work of Fisher et al. (2006) to develop an algorithm that uses 
time series of Landsat images to characterize both long-term average and interannual 
variability in vegetation phenology. My analysis was made possible by the opening of the 
Landsat archive (Woodcock et al. 2008), which provides new opportunities for higher 
spatial resolution analyses of phenology. I exploit this potential using a 30-year time 
series of Landsat images to develop and test a simple algorithm that efficiently and 
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accurately estimates both long-term average phenology and annual spring and autumn 
transition dates in temperate deciduous forests.  
 
3.2 Materials and methods 
3.2.1 Landsat data 
I used all available TM/ETM+ L1T images from 1982 to 2011 with cloud cover less than 
80% (a total of 541 images; Figure 3-1) for a Landsat scene centered over southern New 
England (Path 12 Row 31; Figure 3-2). The land area in this scene encompasses a mix of 
land cover types characteristic of Southern New England, including substantial areas of 
deciduous broadleaf forest. The northeast quadrant of this scene contains the Harvard 
Forest Long Term Ecological Reserve site (http://harvardforest.fas.harvard.edu/), where 
more than 20 years of in-situ vegetation phenology measurements have been collected 
and are available for comparison with time series of Landsat measurements. To reduce 
atmospheric effects, DN values from each image were converted to units of surface 
reflectance using the Landsat Ecosystem Disturbance Adaptive Processing System 
(LEDAPS) atmosphere correction tool (Vermote et al., 1997; Masek et al., 2008), which 
uses the MODIS/6S radiative transfer model. Clouds, cloud shadows, and snow were 
screened using an algorithm that has recently been developed at Boston University called 
Fmask (Zhu & Woocock, 2012). 
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3.2.2 Phenology algorithm 
Most satellite-based algorithms for monitoring phenology use either the Normalized 
Difference Vegetation Index (NDVI) or the Enhanced Vegetation Index (EVI). While 
both of these indices capture seasonal changes in vegetation properties, the EVI provides 
a larger dynamic range than the NDVI over vegetation with high leaf area (Huete et al. 
2002). Here I used the EVI to develop an algorithm that detects spatio-temporal patterns 
in phenology using two main steps. 
 
The first step in my algorithm estimates a model of long-term average annual phenology 
as a function of day of year (DOY) using all cloud-free EVI values at each pixel (Figure 
3-3). To do this, I fit separate spring and autumn logistic functions to EVI time series at 
each pixel, and use these functions to estimate long-term average spring onset and 
autumn offset dates (ps and pa, respectively). Spring greenup was modeled using a 4 
parameter logistic function (Zhang et al. 2003): 
                                                       (1) 
where t is time (expressed as DOY), m1 is the pre-greenup background EVI, m1+m2 is the 
maximum EVI, and m3 and m4 control the slope and phase, respectively. Long-term mean 
spring onset dates were estimated as the DOY corresponding to when the first derivative 
of S(t) is maximum, which coincides with the most stable and well-constrained portion of 
  
S(t) = m1 +
m2
1+ e−m3 ( t−m4 )
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functions estimated using Equation 1. Uncertainty in logistic function fits is therefore 
lower during this period relative to other portions of the curve. 
 
As described by Elmore et al. (2012), a gradual decrease in EVI (“greendown”) is 
commonly observed during the summer in many deciduous broadleaf forests. As a result, 
Equation 1 sometimes provides a sub-optimal representation of autumn dynamics in EVI. 
To account for this, I modeled EVI dynamics during the mid-summer and autumn using 
the 5 parameter logistic function proposed by Elmore et al. (2012): 
                                                     (2) 
 where n1 is the leaf-off season background EVI, n2 and n3 control the trajectory of EVI 
during the mid-growing season, and n4 and n5 control the phase and slope, respectively. 
Following Elmore et al. (2012) autumn offset dates were estimated using the value of n5 
in Equation 2, which corresponds to the DOY when the derivative of Equation 2 is 
maximum. To optimize the logistic model fits in both spring and fall, nonlinear 
regressions were estimated using the Levenberg-Marquardt algorithm (Levenberg 1944).  
 
Estimation of coefficients for Equations 1 and 2 is sensitive to the range of dates and 
density of EVI observations. To determine the best date for transitioning from S(t) to A(t), 
I compute the slope of EVI for moving windows composed of 21 observations starting on 
DOY 90. The DOY corresponding to the mid-point for the first window detected to have 
  
A(t) = n1 +
n2t + n3
1+ en4 (n5− t )
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a negative slope was identified as the transition point between the spring and autumn 
logistic functions. Observations before DOY 80 and after DOY 340 were excluded 
during the early spring and late autumn periods, respectively, and pixels with fewer than 
100 cloud-free observations were excluded from the analysis. However, because 
Equations 1 and 2 are estimated using a different number of observations at each pixel, it 
was important to evaluate the sensitivity of my approach to variation in the number of 
EVI observations at each pixel. To do this, I generated 2500 unique EVI time series with 
n ranging from 100-288 by randomly sampling from the pixel with the largest number of 
cloud free observations in the scene (n=288). I then estimated spring and autumn logistic 
models for each time series and used the results to characterize how variation in the 
number of samples affects uncertainty in my results. 
 
In the second step of my algorithm, I use the estimated long-term mean phenology 
models at each pixel to quantify interannual variability in phenology during both spring 
and autumn. To do this, I examined all observations acquired within ±20 days of the 
long-term mean transition dates whose EVI values met the following criteria for spring (a 
and b) and autumn (a and c):  
a:  EVI  ≥  min[F(t)] + 0.2×(max[F(t)]-min[F(t)]) 
b: EVI  ≤  max[F(t)] + 0.2×(max[F(t)]-min[F(t)]) 
c: EVI  ≥  max[F(t)] − 0.4×(max[F(t)]-min[F(t)]) 
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where F(t) is Equation 1 for spring observations and Equation 2 for autumn observations. 
These criteria are designed to include observations acquired during the most stable 
portion of each logistic curve. For each observation that meets these criteria, I compute 
the deviation between the DOY on which the observation was acquired and the DOY 
corresponding to the same EVI value for the logistic function(s) fit across all years (i.e., 
in Figure 3-3, the horizontal deviation between each selected EVI value and the fitted 
logistic function). This deviation provides an estimate of the annual anomaly in the 
timing of spring onset and autumn offset dates relative to the long-term average. If more 
than one observation from the same year meet the criteria described above, I use the 
mean deviation across all qualifying observations. The spring onset and autumn offset 
dates for each year are then computed by adding the estimated annual deviation to the 
mean transition date; i.e. ps +Δt and pa+Δt, where ps and pa are the long term average 
spring onset and fall offset dates, respectively, and Δt is the annual anomaly in spring or 
fall, as defined above. 
 
3.2.3 Deciduous forest stratification 
The method I describe above is designed to characterize both long-term average and 
interannual dynamics in the phenology of deciduous broadleaf forests. To do this, my 
algorithm exploits the large amplitude in EVI at each pixel that results from the seasonal 
emergence and loss of leaves. Before applying my method, I exploited this property to 
distinguish deciduous forest from other land cover types (e.g., Fisher et al. 2006; 
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Donohue et al. 2009). Specifically, using the long-term lower (m1) and upper asymptote 
(m1+m2) of EVI derived from the estimated spring logistic function, I classified pixels as 
deciduous forest if the lower asymptote of EVI was between 0.1 and 0.25 and the upper 
asymptote was between 0.6 and 0.9. Both thresholds were chosen based on comparison of 
EVI time series with high-resolution imagery acquired during the leaf-off season (Figure 
3-4a). To exclude pixels affected by land cover change, I computed the 95th percentile of 
EVI values at each pixel identified as deciduous forest for two periods (1982-2005 and 
2006-2011). Pixels for which the 95th percentile in EVI decreased by more than 0.2 
between these two periods were assumed to have experienced some type of land cover 
change, and I excluded from further analysis. 
 
3.2.4 Algorithm assessment 
To assess the ability of my algorithm to capture interannual variability in spring and 
autumn phenology, I used a 22-year time series of in-situ observations collected at the 
Harvard Forest in Petersham, MA from 1990 to 2011. Tree species composition at 
Harvard Forest is representative of temperate forests in southern New England and is 
dominated by red oak (Quercus rubra, 36% of basal area), red maple (Acer rubra, 22% 
of basal area) and yellow birch (Betula allaghaniensis, 14% of basal area), with smaller 
quantities of other hardwoods and some conifer, primarily eastern hemlock (Tsuga 
Canadensis) (Richardson et al. 2009). Stem density in the forest is approximately 660 
stems ha-1, which corresponds to roughly 60 stems per Landsat pixel (Moore et al. 1996), 
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and green leaf area index in deciduous stands reaches a seasonal maximum of ~5.5 
(Urbanski et al. 2007). The in-situ measurements I use here consist of visual observations 
of leaf length and coloration collected during spring and autumn (respectively) for at least 
three individuals of eleven tree species at 3-7 day intervals (O’Keefe, 2000). 
 
Spring and autumn transition dates estimated by my Landsat-based method were 
compared against ground observations using a 60 x 60 pixel window (~3.2 km2) centered 
over the area on the ground where in-situ measurements were collected. To perform this 
comparison, I used the basal area proportions for each of the three dominant species 
identified above to compute site-wide weighted averages for leaf length in spring and leaf 
coloration in fall on each ground observation date. I then compared spring onset and 
autumn offset dates estimated from Landsat data with the resulting time series of leaf 
length and leaf color measurements at 5% intervals from 5% to 95%. This analysis 
indicated that spring onset and fall offset dates were most strongly related to the DOY 
when leaves reached 25% of their maximum length and when 90% of leaves reached 
peak coloration, respectively (Figure 3-5). In the results below, these two metrics are a 
basis for assessing results from Landsat. 
 
3.3 Results 
Figure 3-3 plots Landsat EVI values versus DOY along with estimated spring and fall 
logistic fits for a representative deciduous forest pixel at Harvard Forest. Both the spring 
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and autumn logistic curves realistically capture the average timing of increase and 
decrease in EVI using the algorithm described in Section 2.2. The yellow dots in Figure 
3-3 identify the long-term mean spring onset (DOY 138 = May 18) and autumn offset 
dates (DOY 285 = Oct 12). The green and red dots identify EVI observations that meet 
the criteria defined in Section 2.2 and were used to calculate annual onset and offset dates 
at this pixel. Observations located to the left of the fitted logistic functions indicate that 
spring greenup or autumn offset occurred earlier than average, while data points located 
to the right of the fitted functions indicate later development or senescence of leaves in 
the spring and autumn, respectively.  
 
Figure 3-4a presents an aerial photograph of Harvard Forest (obtained from Bing Maps: 
www.bing.com/maps) that was acquired during the leaf-off season when evergreen and 
deciduous forest areas are distinguishable from each another. Figure 3-4b shows the long-
term average amplitude in EVI estimated from the fitted spring logistic curve (i.e., m2 in 
Equation 1 at each Landsat pixel in a 60 x 60 window co-located with the image in 
Figure 3-4a. Red and orange colored areas in this figure identify deciduous broadleaf 
stands (larger amplitude), while blue colored areas have low EVI amplitude and 
correspond to evergreen needleleaf stands or other non-deciduous land cover types. 
Yellow regions have moderate amplitudes that are characteristic of mixed forests. Based 
on the stratification procedure described in Section 2.3, 37% of pixels in the 60 x 60 pixel 
window are deciduous broadleaf forest.  
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Figure 3-6 shows EVI time series for 3 pixels that span the range of cloud-free 
observations in the scene, along with a histogram showing the distribution of cloud free 
observations between DOY 80 and 340 at each pixel across the entire scene. The median 
number of cloud free EVI values was 240, the maximum was 288, and the vast majority 
of pixels had more than 200 cloud free observations available. Figure 3-7 presents results 
showing the sensitivity of logistic function coefficients to variation in the number of 
samples at each pixel. These results show that the slope and phase coefficients for both 
the spring and autumn logistic functions are relatively insensitive to the number of EVI 
time series observations at each pixel, at least for the range of time series considered here. 
Specifically, 95% confidence intervals for the slope coefficient in spring and fall were 
±0.029 and ±0.023 (respectively), which translate into uncertainties in spring onset and 
autumn offset of ±1.0 days. Similarly, 95% confidence intervals for the phase coefficient 
were ±2.0 days for spring and ±2.3 days for autumn. Uncertainty in model coefficients 
gradually increases as the number of observations decreases below 200. However, as I 
describe above, the vast majority of pixels in the Landsat scene considered here have at 
least 200 cloud-free observations.  
 
Landsat-based estimates of annual spring and autumn transition dates correspond closely 
to the timing of in-situ observations at Harvard Forest. Figure 3-8 plots the RMSE and R2 
between ground observations and Landsat-derived estimates of spring phenology at each 
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deciduous forest pixel in Figure 3-4b, which corresponds to the area within Harvard 
Forest where the in-situ measurements were collected. Agreement between ground 
observations and Landsat retrievals is uniformly high over the window: average RMSE 
and R2 values in spring were 3.4±0.8 days and 0.79±0.10, respectively. Autumn transition 
dates estimated from Landsat (not shown) were also highly correlated with observed 
dates (RMSE = 4.7±1.8; R2 = 0.64±0.21). Spatial variation in Figures 3-8a and 3-8b is 
controlled by several factors including pixel-to-pixel variation in species composition, 
noise inherent to the Landsat EVI data, and uncertainty in the algorithm itself. Note that 
depending on the density of EVI data in the spring and fall of any year (which varies 
across pixels because of cloud cover and missing data introduced by the ETM+ scan line 
corrector problem), it is not possible to estimate onset and offset dates in all years. To 
illustrate, Figure 3-9 shows the number of spring and autumn retrievals (out of a possible 
30 years) at each deciduous forest pixel. On average, the algorithm was able to estimate 
spring onset and autumn offset dates in 10 and 9 years, respectively, out of thirty.  
 
3.4 Discussion 
Observations of phenology have been made using remote sensing for over three decades. 
Indeed, Multispectral Scanner System data was used to monitor crop phenology early in 
the Landsat program (e.g., Badhwar 1980). Recently, however, the vast majority of 
remote sensing applications related to phenology have used coarse or moderate spatial 
resolution data from sensors such as the AVHRR or MODIS (White et al. 2009; Zhang et 
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al. 2003). Relative to these instruments, higher spatial resolution sensors such as the 
Landsat TM and ETM+ acquire imagery at much less frequent intervals and have been 
largely ignored as a source of data for phenological studies. The availability of long and 
dense time series of Landsat data, especially in regions of the world such as North 
America where the Landsat archive is densely populated, provides new opportunities to 
exploit Landsat data in regional (and potentially continental) studies of vegetation 
phenology. 
 
In this chapter , I present and test a new method for detecting long-term average and 
interannual variation in spring and autumn phenology of temperate deciduous broadleaf 
forests using Landsat data. The algorithm is simple, computationally efficient, and based 
on comparison of results against field data collected at Harvard Forest, provides 
remarkably accurate results. Relative to coarser spatial resolution data sources such as 
MODIS and AVHRR, Landsat is able to resolve much greater fine-scale geographic 
variability in phenology. Landsat data therefore has substantial advantages in regions 
with heterogeneous land cover where topography, land use, and local microclimates can 
lead to substantial variation in phenology over relatively short spatial scales (Fisher & 
Mustard, 2007; Elmore et al. 2012). Equally important, the Landsat TM/ETM+ time 
series is now over 30 years long, which makes it an excellent resource for studies of long-
term phenological responses to climate change. 
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The 16-day revisit period provided by Landsat combined with missing data arising from 
cloud cover and the scan line corrector failure on the Landsat 7 ETM+ significantly 
reduces the frequency with which annual spring onset and autumn offset dates can be 
estimated – for the scene I considered here, it was possible to estimate these dates in only 
about one of every three years. One way to overcome this limitation is by spatially 
aggregating retrievals to provide statistical moments of onset and offset dates at coarser 
spatial resolution (e.g., the mean, median, and standard deviation in onset and offset dates 
at 1-5 km). However, devising the optimal method for doing this requires further research. 
Figure 3-10, for example, presents boxplots for spring onset and autumn offset dates for 
the 60 x 60 pixel window centered over Harvard Forest shown in Figures 3-8 and 3-9; 
even at this scale (~3 km2), significant gaps exist in the time series where no retrievals 
were made (e.g., 1982-1990 and 1996-1998 in spring; 1994-1998 in fall). Despite these 
gaps, it is striking to note that median spring onset and autumn offset dates in Figure 3-10 
vary by over 4 weeks. 
 
Consistent with previous studies, spring onset and autumn offset dates estimated by my 
method reflect particular phenological metrics for the start and end of season (e.g., 
Schwartz and Hanes, 2010; Hufkens et al. 2012a). Specifically, the Landsat-based 
retrievals of spring onset dates at Harvard Forest provided unbiased and highly correlated 
estimates for the DOY when leaves reached 25% of their maximum size. However, 
depending on the application, different information related to phenology may be required 
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(e.g., budburst date, which tends to occur 1-2 weeks earlier at Harvard Forest), and 
alternative remote sensing-based metrics may be more appropriate (e.g., Jonsson and 
Eklundh, 2002). Similarly, the timing and rate of senescence in autumn can vary by 
several weeks both among and within species (John O’Keefe, pers. comm.), making 
comparison of in-situ metrics with satellite-based measurements difficult, even at 30 m 
spatial resolution. Thus, more work is needed to develop flexible remote sensing-based 
metrics and methods that address the diverse needs of the ecological community. 
 
Despite the encouraging results I show here, accurate characterization of uncertainty in 
remotely sensed measures of phenology remains an important challenge. For the method 
I describe in this chapter , uncertainty in retrieved onset and offset dates is controlled by 
two main factors: (1) uncertainty in estimated slope and phase coefficients in Equations 1 
and 2, and (2) noise in the EVI data. My analysis suggests that uncertainty in estimates of 
the phase and slope coefficients translates into relatively modest uncertainties for annual 
spring onset and autumn offset dates. My method also assumes that undetected clouds, 
cloud shadows, and other sources of noise that tend to tend to reduce EVI value (thereby 
biasing estimates for spring onset and advancing autumn offset dates) are negligible. 
However, for the window shown in Figures 3-8 and 3-9, the average rate of change in 
spring for the fitted spring logistic functions is 0.13 EVI/day. A decrease in EVI of 0.1 
caused by clouds, shadows, or other sources of noise would therefore bias the estimated 
spring onset by 7 days (late). My results do not show evidence of any significant bias, but 
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high quality atmospheric correction and cloud screening is essential to the success of this 
method, and future efforts using this algorithm will need to assess this carefully.   
 
The algorithm I present in this chapter  assumes that the rate of change of increase (spring) 
and decrease (fall) in EVI is consistent across years. However, recent studies have 
demonstrated that the rate of leaf growth can be much higher during anomalously warm 
springs than in more normal years (e.g., Barr et al. 2004; Hufkens et al., 2012b). To 
assess this, I fit logistic functions to annual time series of leaf length measurements for 
individual oak trees in the Harvard Forest field data set (not shown), and used the results 
to estimate uncertainty in the timing associated with 25% leaf length. Across all trees and 
all years, the standard deviation of the model slopes was ±0.08, which corresponds to an 
uncertainty of ±3.5 days for the DOY on which leaves achieve 25% their maximum 
length. This result supports my assumption that the rate of change in EVI (or leaf length) 
is relatively constant across years.   
 
Finally, the assessment I present in this chapter  is limited to a temperate deciduous forest 
site in Southern New England. While the results I present are encouraging, future efforts 
are needed to more fully assess the method over a wider range of geographic and 
ecological conditions. Areas located in the regions where adjacent Landsat scenes overlap 
are of particular interest, since twice as many data points are available for those areas. It 
may be possible to create gapless time series of spring onset and fall offset dates at these 
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locations, supporting more extensive analysis of long-term phenologic trends associated 
with climate variability and change. Evaluation is also needed across a broader range of 
ecosystems where phenology is strongly governed by air temperature (e.g., boreal forests) 
(Barr et al. 2004; Melaas et al. 2013), and more generally, in moisture-controlled 
ecosystems, where the coupling between climate and phenology is also strong, but where 
interannual variation in phenology can be significantly higher (>1 month; Williams et al. 
1997). 
3.5 Conclusions 
Phenology is widely viewed to be an important diagnostic of climate change and is also a 
first-order control on biosphere-atmosphere interactions. As a result, remote sensing-
based approaches for mapping and monitoring phenology have been the focus of 
substantial research over the past decade. To date, however, most efforts have focused on 
moderate spatial resolution data sources derived from sensors such as AVHRR, SPOT, 
MERIS and MODIS. These sensors provide frequent observations at global scale.  
However, substantial variation in phenology occurs below the spatial resolution of such 
instruments and cannot be retrieved from these data sources.  
 
In this chapter  I describe and test a method to detect the timing of spring and autumn 
phenology for temperate deciduous forests using Landsat TM/ETM+ data. My results 
show that retrievals of spring and autumn transition dates correspond closely to 
phenological observations collected on the ground at Harvard Forest. Relative to coarser 
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spatial resolution data sources that are commonly used to monitor phenology, Landsat is 
able to resolve much finer spatial detail and therefore captures geographic variability in 
phenology that is not observable from coarser spatial resolution sensors. Landsat-derived 
measurements of phenology therefore have advantages in regions with heterogeneous 
land cover, where the presence of evergreen forests can significantly complicate 
estimation of phenological metrics, or where other factors such as topography, land use, 
and microclimates create substantial variation in phenology over short spatial scales.  
 
By providing information related to phenology at much finer spatial resolution, the 30+ 
year archive of Landsat data has the potential to significantly improve understanding of 
how climate controls phenology at interannual-to-decadal time scales and at regional-to-
continental spatial scales. From a purely empirical perspective, long-term field 
observations related to phenology are quite rare, especially in North America. As a result, 
progress within the community focused on phenological theory and model development 
has been limited by available data. Recent initiatives prioritizing collection of ground or 
near-surface remote sensing based phenology data such as the PhenoCam 
(http://klima.sr.unh.edu/) and National Phenology Networks (www.usanpn.org/) are 
rapidly expanding available datasets (Richardson et al. 2009; Betancourt et al. 2005). In 
the near future, however, these efforts will not provide long-term observations that are 
urgently needed to improve understanding of how climate change affects the phenology 
of terrestrial ecosystems. The method I describe in this chapter  has the potential to 
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substantially improve this data and knowledge gap. More effort is required to test this 
approach over a broader range of conditions, but at a minimum, the results presented here 
suggest that it should be possible to generate high-quality multi-decadal observations of 
phenology at 30 m spatial resolution over large areas of deciduous forest ecosystems. 
 
 
 
 
 
 
 
 
 
 
 
 
56 
 
Figure 3-1: Schematic showing the number and timing of Landsat TM/ETM+ images 
used in the study. Each point represents a single Landsat image. Note how the density of 
observations increases after the launch of Landsat 7.   
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Figure 3-2: Study region located in southern New England. Green pixels were classified 
as deciduous forest based on the method described in Section 2.3, and pixels labeled as 
“Other” were classified as non-deciduous forest. Pixels labeled as “No Observations” 
either fall outside the Landsat scene’s spatial extent or have ≤ 100 cloud-free 
observations. Water areas were mapped using the 2006 National Land Cover Dataset 
(Xian et al. 2009) 
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Figure 3-3: An example of multi-year phenological variability for one Landsat pixel 
located at Harvard Forest, MA. Green and red dots identify observations used to estimate 
interannual anomalies in transition dates for spring and autumn, respectively. Spring and 
autumn anomalies are calculated as the difference between the date of each observation 
and the date where the logistic curve (S(t) for spring; A(t) for autumn) reaches the 
corresponding EVI value. Transition dates for each year are then estimated as the sum of 
the long-term mean transition date (yellow dots) and the estimated anomaly. Points 
identified with x’s are outside the date range of the analysis 
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Figure 3-4: (a) Aerial photo of Harvard Forest during the leaf-off season. Light brown 
areas are mainly deciduous forest and green areas are evergreen forests; (b) 
Corresponding annual EVI amplitude across a 60 x 60 pixel window (3.24 km2) covering 
the same area. Note that pixels with high amplitude (>0.45) correspond to areas with 
deciduous forest. 
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Figure 3-5: (a) Landsat-derived spring onset date versus the mean date when leaf length 
of common deciduous tree species reached 25% of maximum for one pixel at Harvard 
Forest; (b) Landsat-derived autumn offset versus the mean date when leaves of deciduous 
species reached 90% coloring. Vertical error bars represent 95% confidence intervals for 
Landsat estimated transition dates. Horizontal bars show ±1 standard deviation for spring 
and autumn in-situ phenology metrics. Dashed lines are 1:1. 
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Figure 3-6: Multi-year phenological variability for Landsat pixels with the (a) minimum, 
(b) median, and (c) maximum numbers of cloud-free observations between DOY 80-340 
in the Landsat scene used in this study. The number of EVI observations (n) is displayed 
in the upper left corner of each plot; (d) histogram showing the number of cloud-free 
observations for all deciduous forest pixels across the entire Landsat scene. 
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Figure 3-7: Results from uncertainty analysis for slope and phase coefficients of logistic 
functions. Plots show the range of the slope (a, c) and phase coefficients (b, d) for spring 
(a, b) and autumn (c, d) logistic functions with respect to the number of available cloud-
free observations between DOY 80-340. Green horizontal lines show the mean values for 
each coefficient and horizontal lines show 95% confidence intervals. 
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Figure 3-8: (a) Root mean square error (days) between Landsat-derived spring onset date 
and the average date when the leaf length of deciduous tree species reached 25% of 
maximum across the 60 x 60 pixel window from Figure 6; (b) R2 for the same metrics. 
Note that only pixels classified as deciduous forest were included in the analysis. 
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Figure 3-9: Number of successful annual retrievals for (a) spring onset and (b) autumn 
offset derived from Landsat across the 60 x 60 pixel window in Figure 3-6. 
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Figure 3-10: Boxplots for autumn offset and spring onset dates across all deciduous 
forest pixels in the 60 x 60 Landsat pixel window in Figure 3-6 from 1982-2011. The 
horizontal line in the center of each box is the median, the edges of each box are the 25th 
and 75th percentiles, and the whiskers extend to 1.5 times the interquartile range. Red 
points outside the whiskers are potential outliers. 
  
260
270
280
290
300
310
A
u
tu
m
n
 O
ff
s
e
t 
(D
O
Y
)
120
130
140
150
1985 1990 1995 2000 2005 2010
S
p
ri
n
g
 O
n
s
e
t 
(D
O
Y
)
 
 
 
 
66 
4. TREE SPECIES COMPOSITION INFLUENCES DEPENDENCE OF 
CLIMATE FORCING ON SPRING PHENOLOGY ACROSS TEMPERATE 
DECIDOUS BROADLEAF FORESTS IN EASTERN UNITED STATES 
4.1 Introduction	  
The springtime phenology of leaf emergence and development in temperate deciduous 
broadleaf forests is highly correlated with air temperature (Richardson et al. 2013). 
Seasonality of light availability (i.e., day length) also influences leaf development of late 
successional temperate forest species, although the exact role of photoperiod is less 
understood (Körner and Basler 2010; Chuine et al. 2010). In addition to providing an 
important diagnostic of climate variation and change, phenology is also a key regulator of 
seasonal carbon, water, and energy fluxes in many ecosystems (Fitzjarrald et al. 2001; 
Richardson et al. 2010). Hence, accurate representation of vegetation phenology in land 
surface models that simulate biosphere-atmosphere interactions is critical.  
 
Most widely used land surface models (LSM) simulate onset of leaf development using 
either prescribed dates estimated from satellite remote sensing observations or 
empirically derived functions based on cumulative heating and chilling sums (Richardson 
et al. 2012). Recent results, however, have demonstrated that current representations are 
woefully inadequate. Specifically, using data from eddy covariance sites located in North 
American deciduous forests, Richardson et al. (2012) showed that LSM phenology 
subroutines consistently predicted the onset of spring phenology early by at least two 
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weeks, and in comes cases, by as much as ten weeks. This bias can be attributed to overly 
simple model representation, poor calibration of model coefficients resulting from 
overfitting, or both (Linkosalo et al. 2008; Melaas et al. 2013a). An additional source of 
error, which I specifically examine in this chapter , is that despite previous research 
suggesting substantial differences in the response of temperate forest species warming, 
chilling, and photoperiod controls (e.g., Körner and Basler, 2010; Migliavacca et al. 2012; 
Jeong et al. 2012), most models represent temperate forests as responding uniformly to 
these controls.  
 
Inclusion of species-specific representations of phenology at continental or even regional 
scales in LSMs poses significant challenges. In particular, current models used at regional 
to continental scales represent land surfaces at relatively coarse spatial resolutions 
(~0.05-1°) that encompass substantial diversity in both species and plant functional types. 
To address this, I propose an approach that stratifies forests according to community 
composition that captures geographic variation in springtime phenology to sensitivity to 
climate forcing. Specifically, I disaggregate eastern temperate deciduous forests into five 
forest community types defined by the US Forest Service: (1) aspen/birch, mainly 
consisting of aspen, balsam poplar, paper birch, or gray birch; (2) elm/ash/cottonwood; (3) 
maple/beech/birch, consisting of red and sugar maples, yellow birch, American beech, 
and basswood; (4) oak/hickory; and (5) oak/gum/cypress, which also includes tupelo, 
blackgum, sweetgum, southern oaks, and southern cypress.  
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My implicit justification for taking this approach is that geographic variation in forest 
community composition reflects variation in climate, elevation, and soil conditions, and 
may also be influenced by land use history. Hence, geographic variation in species also 
reflects differential adaptation to bio-climatic conditions including distinct 
ecophysiological traits such as xylem vessel diameter that influence spring leaf 
emergence (Lechowicz 1984). Specifically, southern species representative of 
oak/hickory forests tend to be ring-porous with large-diameter vessels prone to embolism 
resulting from springtime frost events. Northern forest species representative of 
aspen/birch and maple/beech/birch forests, on the other hand, are overwhelmingly 
diffuse-porous with narrow-diameter vessels and lower conducting capacity. As a result, 
ring-porous species tend to leaf out later than diffuse-porous under the same forcing 
conditions (Wang et al. 1992). 
 
Ground observations, near surface remote sensing, and satellite remote sensing offer 
useful information regarding spatial and temporal variation in spring leaf development at 
the scale of individual trees (e.g., the USA National Phenology Network (NPN); 
Betancourt et al. 2007), forest stands (e.g., the PhenoCam Network; Richardson et al. 
2007), and regions (e.g., the Moderate Resolution Imaging Spectroradiometer (MODIS); 
Zhang et al. 2003). Individual tree phenology data provide detailed information regarding 
phenophase development and for characterizing genetic variability within species. 
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Satellite remote sensing data provide information related to forest canopy dynamics at 
regional scale, but also reflect aggregated measurements for the timing of leaf onset that 
include phenological signatures from mixtures of species, plant functional types, and land 
cover (e.g., forests vs. agriculture) (Badeck et al. 2004). Consequently, phenological 
model parameterizations based solely on remote sensing data can introduce bias to model 
predictions that depend on the composition of land cover or plant functional type in 
model grid cells (Jenkins et al. 2002). At intermediate scales, imagery from repeat digital 
photography provide data that capture forest canopy dynamics at scales that range from 
individual tree canopies to forest stands that complement observations from remote 
sensing (Hufkens et al., 2012; Klosterman et al., 2014).  
 
Together, these sources of data provide a rich basis for calibrating both species-specific 
and more generalized heating and chilling sum models (e.g., Raulier and Bernier, 2000). 
To date, however, most modeling efforts focused on deciduous forests in the eastern US 
have utilized data from individual sites or observation networks that span relatively small 
geographic ranges. As a result, the nature and magnitude of geographic variation in 
photoperiod and temprerature controls the spring phenology of temperate tree phenology 
remains poorly understood, and models that predict leaf onset and development do not 
generalize well across sites (e.g., Richardson et al., 2006). This fundamentally limits the 
utility of existing models for understanding how the phenology of temperate forests is 
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likely to change in the future, and by extension, for use in coupled climate-biosphere 
models. 
 
With these issues in mind, the goal of this chapter  is to explore methods and models of 
springtime leaf onset in temperate deciduous forests that account for differences across 
forest communities in how they respond to springtime climate forcing. My specific 
hypothesis is that geographic variation in the sensitivity of spring phenology to thermal 
and photoperiod forcing is controlled by a combination of local species composition and 
regional climate regimes. To explore and test this hypothesis, I use a combination of 
surface meteorological data, species composition maps, remote sensing, and ground-
based observations of phenology to estimate geographically distinct models that can be 
applied to regions containing pseudo-uniform mosaics of climate and species. In doing so, 
the estimated models provide a basis for understanding how ecological controls vary as a 
function of climate, ecoregion, and species composition, and by extension, provide a 
basis for geographically explicit model parameterization. To achieve this goal, the 
analysis includes three main elements. First, I use species composition data to generate 
community-level clusters at the regional scale. Second, I use available networks of 
ground observations for springtime phenology, including data from the Harvard Forest 
LTER and Hubbard Brook sites, the National Phenology Network, and PhenoCam 
Network, to develop and test process-based spring phenology models for each cluster. 
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Third, I assess and validate this modeling approach using moderate resolution gridded 
climate and satellite remote sensing data. 
 
4.2 Materials and methods 
4.2.1 Study region 
The study region (68°W-95°W, 30°N-50°N) consists of the eastern contiguous United 
States, including a majority of the Eastern Temperate Forest ecoregion and the 
southernmost portions of the Northern Forests ecoregion. Natural ecosystems in the study 
region are composed of maple-beech-birch forests in the northeast, aspen-birch forests in 
the northern Great Lakes, oak-hickory forests extending across the Ozark and Ouachita-
Appalachian Mountain ranges, and mixed hardwoods in the south. Climate in this region 
is largely either humid continental or humid subtropical with mean annual temperature 
and precipitation ranging between -2°C-21°C and 500-2,000 mm, respectively.  
 
4.2.2 Ground observations 
4.2.2.1 National Phenology Network 
The National Phenology Network (NPN) distributes observations of spring and autumn 
phenology collected by citizen scientists across the United States. In the spring, trained 
observers estimate dates of key phenophases, including flowering, leaf emergence, and 
leaf maturation, using uniform and well-defined protocols (see www.usanpn.org). As part 
of their mission, NPN also provides minimal quality control and screening of 
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observations provided by the public. For this study, I identified all observations collected 
within the study domain, and extracted the annual spring onset date at each site using the 
first observation in each year with the recorded phenophase name “Leaves”, which 
indicates leaf emergence or unfolding. This data set encompassed all available 
observations for deciduous tree species collected between 2009 and 2013, excluding 
species with fewer than 20 site-years available. The final data set included 980 site-years 
from 692 sites in 28 US states (Figure 4-1a). To calibrate heat- and chill-sum models 
using these data, I downloaded daily minimum and maximum temperatures from 2008-
2013 for all Global Historical Climatology Network stations located in the study region 
where at least 75% of observations were available. Based on these data, I estimated daily 
mean temperature at each NPN site using inverse distance weighting of observations 
from the 15 closest USHCN stations and correcting for elevation effects on temperature 
using the average environmental lapse rate (6.5° C/km). 
 
4.2.2.2 PhenoCam Network 
PhenoCam is an international network of digital cameras that acquire repeat digital 
imagery of tree canopy development using commercial webcams.  To estimate the timing 
of spring green-up, I used time series of the green chromatic coordinate (GCC) index 
extracted for regions of interest centered on tree canopies in the foreground of each 
camera’s field of view (for details, see Sonnentag et al., 2012).  I used all sites with at 
least three years of data, and removed noise using a 90th percentile filter applied to 3-day 
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moving windows following Sonnentag et al. (2012). Daily GCC values were then 
interpolated by applying a cubic smoothing spline to the resulting time series, and the 
timing of leaf emergence was identified based on the date when GCC reached 10% of the 
springtime amplitude at each site. The resulting dataset consisted of 80 site-years from 13 
different camera locations (see Klosterman et al. 2014) 
 
4.2.3 MODIS observations 
The MODIS Nadir Bidirectional Reflectance Distribution Function-Adjusted Reflectance 
(NBAR) product (MCD43A4) provides surface reflectance measurements that are 
normalzed to a consistent nadir viewing geometry every eight days using observations 
acquired dueing overlapping16 days periods (Schaaf et al. 2002). For this work, I used 
Enhanced Vegetation Index values computed from NBAR data to estimate timing of 
spring onset across 6 MODIS tiles covering the Eastern United States. To do this, I 
estimated daily NBAR EVI values using linear interpolation, and determined the timing 
of spring onset as the data when EVI exceeded 20% of its springtime amplitude. For rare 
cases where this criteria was met multiple times during spring, ostensibly because of 
early warming and so-called “false springs”, I used the latest date in the given year. Also, 
in 2007, the southeastern United States experience a sever frost, and as a result. This 
event significantly retarded leaf growth and the date of spring onset was biased late by as 
much as 30 days relative to more typical years. Therefore, I excluded 2007 from the 
analysis.  
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4.2.4 Daymet meteorological data 
Daymet provides daily gridded surface meteorological data for the contiguous United 
States (Thornton et al. 2014). The Daymet dataset includes 33 years of minimum and 
maximum temperature and precipitation interpolated from weather stations in the Global 
Historical Climatology Network-Daily dataset (Williams et al. 2006) to provide gridded 
data at 1 km spatial resolution. For this analysis I used daily temperature data from 2000 
to 2012 for 101 2°x2° tiles located within the study region. In order to merge Daymet 
data with MODIS observations, I calculated the median spring onset dates from MODIS 
for 3 x 3 pixel windows centered on the MODIS pixel collocated within each 1 km 
Daymet grid cell. Only grid cells with at least 3 deciduous forest pixels (see Deciduous 
Forest Stratification below) in the surrounding window were included in the analysis 
(Figure 4-1b). 
 
4.2.5 Species composition and distribution 
The Forest Inventory and Analysis (FIA) program of the U.S. Forest Service routinely 
collects forest stand measurements, including per-species live-tree basal area estimates at 
nearly 200,000 plots nationwide. The FIA database provides species-specific mean basal 
area by aggregating plot-level data across 25 km hexagons (~54,000 ha). I use these data 
here to characterize how the species composition of forest communities vary over the 
study domain, and then use this characterization to quantify how geographic variation in 
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species composition affects phenological response to temperature and photoperiod 
drivers. To do this, I first assigned each deciduous tree species to one of five main forest 
types according to Appendix D of the FIA Database User’s Manual: oak/hickory, 
oak/gum/cypress, elm/ash/cottonwood, maple/beech/birch, and aspen/birch. I then 
combined average species-level basal area for each species within each forest type to 
generate maps reflecting the proportion of each forest type in each hexagon across the 
study region (Figure 4-2). 
 
4.2.6 Deciduous forest stratification 
To develop and test the models, I used the MODIS Land Cover Dynamics product 
(MCD12Q2; Ganguly et al., 2010), which provides estimates for the timing of key 
phenophase transition dates based on time series of MODIS NBAR EVI data. However, 
at 500 m spatial resolution, MODIS observations often contain mixtures of land cover 
and plant functional types with different phenological behavior. For this work, I therefore 
stratified MODIS observations in the study region to exclude pixels that were not 
dominated by deciduous forest cover. To do this, I used land cover information from the 
2006 National Land Cover Database (NLCD) in association with tree canopy cover 
information from the 2001 NLCD (Homer et al. 2007; Fry et al. 2011), both at 30-m 
spatial resolution, to identify 500 m pixels where both deciduous forest cover and tree 
canopy density were greater than or equal to 60 percent. Pixels that did not meet this 
criteria were excluded from the analysis. 
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4.2.7 Spring phenology models 
Onset of leaf growth and maturation in temperate deciduous forests are primarily 
regulated by air temperature and light availability (Jolly et al. 2005), and empirical 
growing degree-day (GDD) models calibrated to temperature and photoperiod 
measurements are commonly used to predict the timing of specific phenophases. The 
simplest forms of these models only consider GDD sums accumulated after a fixed date 
or photoperiod. More complex models also consider the effect of chilling temperatures, 
which assume that cold temperatures during winter and early spring indirectly control 
spring onset. In this chapter , I tested 13 different models that use thermal heating or 
combined thermal heating and chilling to predict the timing of spring onset. Each model 
was based on one of four functional forms in which spring onset is predicted to occur 
when the state of forcing (Sf (t)) reaches a critical sum of heating units (F*). Below I 
describe each of these general forms, and Table 4-2 and Appendix D provide complete 
details regarding each of the 13 models that were tested. 
(i) Spring Warming Model: In the spring warming model (SW), accumulated heating is 
related to air temperature using to a logistic function (Sarvas, 1974)   𝑆! 𝑡 = max   !".!!!!"#  (!.!!!.!"#∗!air) , 0!pheno!!   (1) 
where Tair is daily mean air temperature, t0 is the starting date when heating is prescribed 
to begin accumulating, and tpheno is the predicted date of spring onset when Sf (t) ≥ F*. 
 
 
 
 
77 
(ii) Squential Model: The sequential model (SEQ) assumes that heating accumulation 
does not occur until a critical threshold of accumulated chilling units (C*) is reached, and 
where the state of chilling (𝑆!(t)) increases only when Tair falls below a prescribed 
temperature threshold, Tc: 𝑆! 𝑡 = 1 𝑇air < 𝑇c0 𝑇air ≥ 𝑇c!!!!             (2) 
where t1 is the date when chilling requirements are met and heating accumulation begins. 
(ii) Alternating and Parallel Models: The alternating (ALT) and parallel (PAR) models 
both assume that the forcing requirement necessary for spring onset decreases 
exponentially with increasing accumulated chilling. Specifically, in the ALT model 
chilling and forcing take turns accumulating heating and chilling requirements relative to 
a single reference temperature from an initial starting date. Chilling accumulates 
according to equation (2) and forcing linearly accumulates until:  𝑆! 𝑡 ≥ 𝑎 + 𝑏 ∗ exp  (𝑐 ∗ 𝑆! 𝑡 )   (3) 
where a, b, and c are optimized parameters, and c < 0. In the PAR model, chilling and 
forcing occur simultaneously, where forcing accumulation follows equation (1) and 
chilling accumulates according to a triangular function: 
𝑆! 𝑡 = 0 𝑇air ≥ 𝑇max  or  𝑇air ≤ 𝑇min!(!)!!min!opt!!min 𝑇min < 𝑇air ≤ 𝑇opt!(!)!!max!opt!!max 𝑇opt < 𝑇air < 𝑇max
!pheno!0   (4) 
where Tmin, Topt, and Tmax are the minimum, optimum, and maximum chilling 
temperatures. Finally, spring onset is predicted to occur when: 
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𝑆! 𝑡 ≥ 𝑎 ∗ exp  (𝑏 ∗ 𝑆! 𝑡 )   (5) 
where a and b are optimized parameters, and b < 0. 
 
Each of these model functional forms has been widely used in previous studies where 
models are calibrated and tested using site-specific in-situ phenology observations 
(Migliavacca et al. 2012; Jeong et al. 2012) or using satellite remote sensing observations 
(Fisher et al. 2007; Yang et al. 2012). Here, I apply these models both in their original 
forms described above, as well as using two simple variants: (1) where accumulation of 
chilling or heating is based on a photoperiod trigger rather than a fixed date (i.e., 
substitute p0 for t0); and (2) where the base temperatures and chilling and heating 
requirements are parameterized as a function of mean annual temperature.  
 
4.2.7.1 Model calibration and testing 
To estimate parameters for each of the 13 models evaluated in the analysis, I used 
species-specific observations of leaf emergence from the NPN dataset located in 
temperate deciduous forests within the study region. NPN observations were collected 
between 2009 and 2013, and included three years with relatively normal spring 
temperatures relative to 20th century climatological means (March-May of 2009, 2011 
and 2013), one year with anomalously warm spring temperatures (2010), and one year 
with anomalously warm temperatures in both winter (December-February) and spring 
(2012). To evaluate the robustness of estimated models and evaluate how well they might 
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predict phenology under projected future climate conditions, I first calibrated each model 
for each species using observations from 2009, 2011 and 2013, and then evaluated their 
performance using observations from 2010 and 2012.  
 
Following Chuine et al. (1998), I optimized parameter values for each model using 
Monte Carlo techniques (simulated annealing, Metropolis et al. 1953). Once the best 
parameter set for each model-species pairing was identified, I further explored parameter 
space until 1000 parameter sets that gave statistically equivalent fits were accepted 
according to a 𝜒! test (at 95% confidence) (Migliavacca et al. 2012; Franks et al. 1999). 
To select the best model for each species, I used the small-sample corrected Akaike 
Information Criterion (AICc) (Burnham and Anderson, 2002) based on the residual sum 
of squared errors for 2010 and 2012 observations. The same procedure was applied to 
parameterize and select an optimal model using PhenoCam observations. 
 
In addition to model calibration and testing using NPN data, I performed two 
complementary sets of model evaluations. First, I tested the models using long-term in-
situ observations of phenology collected at the Hubbard Brook Experimental Forest and 
the Harvard Forest LTER, focusing on the ability of the models to capture interannual 
variability in the timing of spring leaf-out at each site. At Hubbard Brook, phenology 
observations have been made since 1989 at 8 different plots that span a 500-m elevation 
gradient for sugar maple, American beech, and yellow birch trees. Observers subjectively 
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classify phenological stages of each tree using a canopy development scale that ranges 
from 0-1, where 1.5 approximates the timing of leaf emergence. At Harvard Forest, 
observations of bud condition and leaf length have been collected since 1990 for 3-5 
individuals of 11 different species along a 3 km transect.  For this work, Spring onset is 
defined as the timing when at least 50 percent of all buds on an individual tree have 
leaves emerging (Richardson et al. 2009).   
 
Second, to assess the performance of the estimated species-specific and camera-based 
models, I used daily mean temperature data from Daymet to predict annual spring 
phenology across the study region between 2001 and 2012 (excluding 2007 – see section 
2.3 above). I then calculated the root mean squared error (RMSE), mean bias error 
(MBE), and Pearson’s correlation coefficient between observed and predicted spring 
onset dates. For the species-specific models, I assumed that the phenology observed from 
MODIS is representative of the most common species in the forest type associated with 
each pixel (Table 4-1). Thus, for comparison with MODIS, I estimated models for white 
oak (oak/hickory), red maple (maple/beech/birch), sugar maple (maple/beech/birch), 
quaking aspen (aspen/birch), and paper birch (aspen/birch) for each pixel. Further, I only 
tested models at Daymet grid cells located within 25 km hexagonal areas (see section 2.6) 
where the species’ forest type consisted of the largest fraction of basal area relative to all 
other forest types (e.g., I only tested the white oak model across hexagons where the 
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relative percentage of oak/hickory basal area is larger than the percentage of any other 
forest type).  
 
Unfortunately, none of the species from the oak/gum or elm/ash/cottonwood had 
sufficient NPN observations for model calibration and testing. However, according to the 
FIA dataset, five 25 km hexagonal areas were dominated by sweetgum (> 75% of total 
basal area) with smaller populations of other species of the oak/gum forest type. To 
overcome this, I therefore used MODIS-derived observations located to calibrate a two-
parameter spring warming model within these hexagons (except from 2007, 2010 and 
2012), and then tested it across regions dominated by oak/gum species.  
 
In addition to species- and camera-based models, I estimated spring onset dates using 
prediction schemes from two widely used land surface models: (1) the “Continental 
Phenology Model” applied to deciduous broadleaf forests from the Community Land 
Model (CLM) (White et al. 1997); and (2) the cool deciduous broadleaf forest model 
developed by Botta et al. (2000), from the Organizing Carbon and Hydrology In 
Dynamic Ecosystems model (ORCHIDEE). The CLM model triggers leaf development 
using cumulative modeled soil temperatures and solar radiation, where the critical forcing 
requirement is a function of mean annual solar radiation and air temperature. 
ORCHIDEE simulates leaf out using a standard alternating model with chilling and 
forcing accumulation initiated on January 1.  
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I specifically chose these models for two reasons: (1) both models were parameterized 
using NDVI time series data from the Advanced Very High Resolution Radiometer, 
which suffer from poor calibration, geolocation, and cloud screening; and (2) to test the 
widely stated hypothesis that accounting for chilling temperatures improves model 
accuracy during years with anomalous temperatures during dormancy. To this end, I 
defined dormant period temperatures for each year based on the accumulated number of 
“chill days” (defined as days with daily mean temperature less than 5°C) between 
September 21 and March 21. Worst-case future climate predictions (Representative 
Concentration Pathway 8.5) estimate that accumulated chill days will reduce by as much 
as 20 within the study region. Therefore, I tested model performance during years with at 
least 20 fewer accumulated chill days than the 2001-2012 average.  
 
4.3 Results 
4.3.1 Model calibration and testing 
Species-specific growing degree-day models were trained using three “normal” years of 
NPN observations (2009, 2011, and 2013), and then assessed using two years with 
anomalously warm winter and/or spring temperatures (2010 and 2012). The resulting 
models were able to predict the timing of spring onset accurately during normal years 
with correlation coefficients that ranged from 0.7 to 0.9 and near zero bias (see Appendix 
E). More complex chilling models provided only marginal improvement in prediction of 
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1-2 days relative to simpler forcing models across all species. Further, allowing 
parameters to vary as a function of mean annual temperature did not significantly 
improve model performance for most species,  
 
When the estimated models were used to predict the timing of spring onset in 2010 and 
2012, predictions from several chilling models were biased late by more than three weeks 
and, in some cases, by as much as 100 days. While the optimal model (based on the 
measured residual sum of squares) varied between chilling-based and SW models 
depending on species, estimates for the AICc indicate that predictions from SW models 
provided the best predictions for all but one species (red maple), with the best models in 
each case predicting spring 2010/2012 onset dates with RMSEs between 9 and 15 days 
and biases of less than 1-week (Table 4-4). Model assessments using multi-decadal 
datasets from Harvard Forest and Hubbard Brook predicted spring onset dates with 
RMSEs and biases less than 1 week and correlation coefficients consistently larger than 
0.5.  
 
Differences in model parameters and the timing of spring onset show clear patterns 
across forest types. Specifically, forcing requirements and start dates varied more 
between species of different forest types than among species of the same forest type 
(Table 4-3). For example, northern species including aspen, birch, and sugar maple 
exhibited significantly lower forcing requirements and later leaf emergence dates. 
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Southern species such as oak, walnut and sweetgum, on the other hand, had greater 
forcing requirements and earlier start dates.  
 
The optimal model generated from the PhenoCam observations was an ALT model with 
a March 13 (DOY 73) start date and base temperature of -5°C. However, daily mean 
temperatures do not commonly fall below -5°C after March 13 across a majority of the 
study region, while the parameter controlling for the exponential decay in forcing 
requirements due to chilling is not significantly different from zero (see ‘c’ parameter in 
Table 4-3). Therefore, this model is effectively a SW model with only a marginal effect 
of chilling.  
 
4.3.2 Regional model testing using Daymet and MODIS 
To evaluate whether species-specific differences in phenologic responses to light and 
temperature forcing help to explain observed biogeographic patterns in the timing of 
spring onset, I calibrated models for each the dominant species in each of the four forest 
types located in the study region, and then used each of these models to predict the onset 
of spring using DAYMET data. To assess how well each of the models performed, I 
compared the resulting predictions against MODIS-derived spring onset dates for all 
deciduous forest pixels in the study region. Overall, species-specific model performance 
varied widely across the study domain, with models associated with the dominant species 
in each region tending to perform as well or better than models tuned to non-dominant 
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species. On average, paper birch, sugar maple, and white oak models predicted spring 
onset within 5 days of MODIS derived estimate, with correlation coefficients greater than 
0.7 (Figures 4-3 and 4-4). Model prediction error was somewhat higher for quaking aspen 
and red maple, but was still less than 8 days on average. In some cases, models for some 
species performed well outside of the biogeographic region where they are most common. 
For example, predictions based on white oak were particularly accurate in the 
Adirondack mountain range in Northern New York state. According to FIA plot data, 
however, this area is dominated by American Beech, which requires significantly more 
thermal forcing than other species in the Maple/Beech/Birch group, and is therefore 
similar to species in the Oak/Hickory group.  
 
CLM predictions were biased early relative to MODIS-based estimates, with RMSEs that 
were generally greater than 10 days (Figures 4-5 and 4-8). CLM predictions were 
particularly poor in the Northern Great Lakes, Appalachian, and Southeastern U.S. 
regions. ORCHIDEE performed relatively well across the southern portion of the study 
region, but was less accurate and substantially biased in regions dominated by 
Aspen/Birch and Maple/Beech/Birch forest types. In general, the PhenoCam model 
performed consistently well across all forest types except Oak/Gum, where predictions 
from this model tended to be late relative to MODIS-derived estimates.  
 
4.3.3 Anomalous dormant period temperatures 
 
 
 
 
86 
Between 2001 and 2012, anomalously warm dormant seasons occurred during the winters 
of 2001-2002 and 2011-2012. The chill day anomaly map and and associated boxplots 
showing the distribution of model errors in Figure 4-8 demonstrate that the warmest 
weather (yellow and red) in 2001-2002 was mainly restricted to maple/beech/birch and 
oak/hickory forests of the Mid-Atlantic and upper Ohio Valley regions. Approximately 
11 percent of the study region experienced at least 20 fewer chill days than normal. In 
2011-2012, warm conditions were distributed further south and covered a larger 
longitudinal gradient that spanned oak/hickory and oak/gum forests, and covered roughly 
24 percent of the study area (Figure 4-9). 
 
Overall, ORCHIDEE provided accurate estimates of leaf emergence in both years and 
across all forest types, while CLM was consistently biased early by 7-10 days. In 2002, 
ORCHIDEE significantly (p < 0.01) outperformed species-specific models that did not 
account for any chilling effect (NPN-ACSA and MODIS-LIST), although NPN-QUAL 
was only slightly more biased across oak-hickory forests. However, in 2012, there was no 
statistical advantage in predictions from chilling models relative to spring warming 
models (Figure 4-9).  
 
4.4 Discussion 
Temperate deciduous forest species have exhibited a wide range of phenological 
responses to changes in climate during the last half-century (Badeck et al. 2004; Polgar et 
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al. 2011). However, current land surface models designed to simulate dynamics of 
biological processes use uniform representations in leaf onset triggers in temperate 
regions that do not account for species-specific differences in phenological behaviour. 
The availability of US Forest Service FIA plot-level data provides new opportunities for 
refining these model to provide species or community-specific models of phenology. 
 
In this chapter , I explore how biogeographic patterns in species composition influence 
how the onset of spring in deciduous forests is affected by thermal and photoperiod 
forcing and present a new methodology for parameterizing geographic variation in 
phenology using ground observations of individual trees, species composition maps, 
gridded climate data, and moderate resolution remote sensing data. Relative to two LSM 
prediction schemes, NPN-based models that account for species-specific differences 
generally predicted spring phenology with less bias and greater accuracy in years with 
both normal and anomalously warm temperatures preceding leaf emergence.  
 
Previous research using both ground and satellite remote sensing datasets have suggested 
that models incorporating chilling tend to outperform models based solely on forcing 
requirements (Chiang & Brown, 2007; Kaduk & Los, 2011; Jeong et al. 2012). However, 
these studies have consistently used arbitrary starting dates (e.g., January 1 or March 1) 
to accumulate forcing. Using a model that explicitly accounted for photoperiod control 
(i.e., flexibility of start date), Migliavacca et al. (2012) found that a simple, two-
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parameter Spring Warming model outperformed models that did not allow for different 
accumulation periods at Harvard Forest. The results are consistent with those of 
Migliavacca et al., and support the conclusion that photoperiodic control on leaf 
emergence varies across species and forest types.  
  
Results from species-specific models tuned to NPN data largely support the spring 
warming approach, with start dates centered around the spring equinox (roughly day of 
year 80, which corresponds to a 12 hour day length everywhere in the study region) but 
statistically significant differences in forcing requirements among species and forest 
types. Note, however, that a majority of NPN sites only had available observations from 
2010 and 2012 and, therefore, some sites were excluded from model calibration. 
Consequently, a number of models were unable to predict leaf emergence across all sites 
because predicted chilling requirements were not met.  
 
Results from the analysis indicate that the importance of chilling controls on the timing of 
leaf emergence is not consistent across the study region. Given the consistently high 
accuracy of the white oak spring warming model, chilling does not appear to have a to be 
important in oak/hickory forests, In maple/beech/birch and oak/gum forests, however, 
SW models more adequately estimate spring onset in 2012 than in 2002. A potential 
reason behind this difference may be that March-May temperatures were significantly 
higher in 2012 than in 2002 and may have effectively negated the reduction in forcing 
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requirements caused by warm temperatures earlier in the winter (Ault et al. 2013). 
Additional years with similar temperature regimes or where larger areas are affected are 
probably needed to more fully understand the role of chilling on ontogenetic development 
of temperate forests.  
 
The PhenoCam-constrained model yielded promising results with model errors that were 
not significantly different from NPN models in the northern forest types, despite the fact 
that only 14 sites were available to estimate the model. In southern portions of the study 
area dominated by oak/gum, however, model performance was poor and predictions 
showed significant late bias (Figures 4-5 and 4-8a). This was likely caused by the lack of 
cameras located in southeastern forests, leading to overfitting of models to northern sites. 
More than a dozen new cameras have been employed at temperate deciduous sites during 
the last two years and further improvements in modeling performance will be possible 
once sufficient annual observations become available.  
 
A key conclusion that emerges from this work is that relative to using remotely sensed 
observations, in situ observations for individual species provides important information 
that is essential for constraining model parameters, and by extension, improving 
understanding of temperature and photoperiod controls on timing of leaf emergence. This 
is evidenced in Table 4-3, where confidence intervals around the mean critical forcing 
requirement (F*) are considerably higher for NPN species compared with sweet gum, 
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which were constrained using MODIS observations. Theoretically, a variety of factors 
including genetic diversity, neighborhood interactions, and internal physiological 
mechanisms cause different trees from the same species to exhibit responses to climate 
forcing that follow a normal distribution (Diez et al. 2012; Chuine et al. 2000; Canham et 
al. 2006). For example, during a single year at Harvard Forest, individuals of the same 
species leaf out over 1-2 weeks (J. O’Keefe, pers. comm.).  
 
Extrapolation of species-specific, ground-based models at regional scale is subject to 
numerous potential error sources. For example, I assume that all 500 m MODIS pixels 
within each 25 km hexagon share the same species composition. However, each hexagon 
generally contains between 21 and 76 plots with 18 m radius (Wilson et al. 2012). In 
some regions, topography strongly affects local microclimates, which in turn influence 
community composition and phenological dynamics at the sub-pixel scale (Hwang et al. 
2011). Tree species and forest type distribution maps have been previously generated 
using remotely sensed data (e.g., Zhu and Evans, 1994; Wilson et al. 2012) could provide 
an alternative means for scaling phenology models from point-level ground observations 
to region scales. However, remotely sensed data and data products derived from them 
include substantial uncertainty introduced by fine-scale spatial variability in species 
composition.  
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Relative to AVHRR, the improved calibration, geolocation and spectral characteristics of 
MODIS enable more reliable regional-to-continental estimates of spring onset. Despite 
these benefits, MODIS remains limited by its moderate spatial resolution (≥250 m), 
which underestimates the extent of forest area in regions with fragmented land cover (e.g., 
the Midwestern and Southeastern US). As a result, regions dominated by 
elm/ash/cottonwood species in this analysis did not have sufficient observations to 
estimate the sensitivity of spring phenology to temperature. Recent work by Elmore et al. 
(2012) and Melaas et al. (2013b) has demonstrated the utility of Landsat TM/ETM+ time 
series for estimating spring and autumn phenology at 30 m resolution. Using this 
approach, Landsat data will provide more precise spatial extents of deciduous forest 
cover and provide additional observations prior to 2001 that can be used to further test 
phenology models. 
 
4.5 Conclusions 
In this chapter, I used a combination of surface meteorological data, species composition 
maps, remote sensing, and ground-based observations of phenology to develop and test 
models that predict the timing of spring leaf emergence across several different deciduous 
broadleaf forest types in the eastern US. As part of this analysis, I analyzed two existing 
LSM phenology subroutines and specifically examined predictions for two years with 
anomalously warm temperatures during dormancy to investigate the role of chilling. The 
results indicate significant differences in cumulative heating requirements and 
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photoperiod cues among forest types. Moreover, I found that regional patterns of species 
composition explain spatial variation in prediction errors from existing models. In 
addition, I identified a marginal, but statistically significant decrease in model bias when 
chilling requirements were included during an anomalously warm winter with average 
spring temperatures, but no significant improvement when both winter and springtime 
temperatures were more representative of future climate.  
 
As more site-years of NPN and PhenoCam observations become available will be 
possible to extend the work presented in this chapter and further improve model 
performance and understanding of photoperiod and thermal forcing controls on timing of 
spring leaf emergence. Future efforts in regional scaling of community-level or species-
specific phenology may also be guided using higher spatial resolution remote sensing 
datasets (Isaacson et al. 2012). 
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Table 4-1: Dominant tree species for each forest type. Basal area percentages were 
calculated by dividing the species-specific basal area across all USDA Forest Service 25 
km hexagons containing greater than 50 percent basal area composed of species of a 
given forest type by the total deciduous tree basal area across the same hexagons.  
 
Forest Type Species Species Code % Basal Area 
Oak/Hickory White Oak QUAL 18.8 
Yellow Poplar LITU 14.0 
Chestnut Oak QUPR 11.4 
Northern Red Oak QURU 10.0 
Oak/Gum Sweetgum LIST 33.2 
Water Oak QUNI 18.7 
Swamp Tupelo NYBI 9.6 
Southern Red Oak QUFA 7.2 
Elm/Ash/ 
Cottonwood 
Green Ash FRPE 21.3 
Silver Maple ACSN 17.4 
American Elm ULAM 13.9 
Eastern Cottonwood PODE 12.0 
Maple/Beech/ 
Birch 
Red Maple QURU 36.1 
Sugar Maple ACSA 26.8 
American Beech FAGR 11.4 
Black Cherry PRSE 9.5 
Aspen/Birch Quaking Aspen POTR 65.1 
Paper Birch BEPA 18.3 
Bigtooth Aspen POGR 9.2 
Balsam Poplar POBA 7.4 
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Table 4-2: Summary of model parameters. Parameters listed in brackets are optimized as 
a function of mean annual temperature. 
 
Model Parameters 
SW1 t0, F* 
SW2 p0, F* 
SW3 t0, a, b [F*] 
SW4 p0, a, b [F*] 
PAR1 t0, Tmin, Tmax, Topt, a, b 
PAR2 p0, Tmin, Tmax, Topt, a, b 
ALT1 t0, Tref, a, b, c 
ALT2 p0, Tref, a, b, c 
SEQ1 t0, Tforce, Tchill, F*, C* 
SEQ2 p0, Tforce, Tchill, F*, C* 
SEQ3 p0, Tforce, Tchill, C*, a, b [F*] 
SEQ4 p0, Tforce, Tchill, F*, a, b [C*] 
SEQ5 p0, Tforce, Tchill, a, b [F*], c, d [C*] 
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Table 4-3: Optimal parameters for each species based on out-of-sample testing results. Parameters are given with associated 
95% confidence intervals in parentheses. If a single value j is listed in the table under a given parameter P, then P = j in the 
corresponding model. If two values j and k are listed, then 𝑃 = 𝑇𝑗 + 𝑘, such that 𝑇 is mean annual temperature. ^ Use 
photoperiod from previous autumn 
Species 
Code 
Optimal Parameters 
t0 / p0 F* Tforce / Tref C* Tchill 
ACRU 10.2^ 392.9 -6.5 -3.1 170.1 28.3 
 (8.6, 11.9) (364.2, 413.9) (-7.0, -4.2) (-3.2, -2.8) (132.5, 222.6) (25.1, 30.9) 
ACSA 11.9 6.9 112.6     
 (11.8, 12.0) (4.5, 9.3) (88.6, 130.1)     
FAGR 12.5 171.5     
 (12.4, 12.7) (153.6, 193.7)     
PRSE 76 140.2     
 (70, 78) (139.5, 152.3)     
BEPA 12.7 135.7     
 (12.4,12.9) (126.3, 148.1)     
POTR 12.1 2.1 125.5     
 (11.5, 13.2) (-1.3, 5.5) (98.2, 146.1)     
JUNI 11.9 261.6     
 (11.6, 12.0) (237.2, 290.1)     
LITU 11.6 150.1     
 (11.5, 11.6) (139.4, 158.1)     
QUAL 76 213.0     
 (71, 80) (194.6, 221.7)     
QURU 77 165.6     
 (70, 87) (152.0, 185.1)     
LIST 57 306.0     
 (57, 57) (303.5, 310.5)     
        t0 / p0 Tforce / Tref a b c  
Pheno 73 -5.7 24.0 532 0.006  
Cam (70, 76) (-8.6, -3.5) (20.6, 26.9) (424, 669) (-0.01, 0.02)  
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Table 4-4: Out-of-sample test statistics for species-specific growing degree-day models for 2010 and 2012 NPN observations, 
Harvard Forest and Hubbard Brook. Test statistics for PhenoCam correspond to 2010 and 2012 PhenoCam observations. 
 
 
 2010 & 2012  
NPN/PhenoCam 
Harvard Forest  
1990-2011 
Hubbard Brook  
1989-2012 
SPP Train 
Obs. 
Test 
Obs. 
Model  
RMSE 
 
MBE 
 
COR 
 
RMSE 
 
MBE 
 
COR 
 
RMSE 
 
MBE 
 
COR 
ACRU 187 143 SEQ2 10.9 -2.5 0.66 5.9 4.1 0.67    
ACSA 73 60 SW4 10.4 0.6 0.57 4.6 -3.2 0.83 4.8 -0.4 0.83 
BEPA 40 22 SW2 9.0 -4.8 0.78 4.9 -1.6 0.61    
FAGR 41 31 SW2 13.8 -9.5 0.82 8.7 -6.5 0.39 6.8 -3.5 0.69 
JUNI 27 10 SW2 14.5 0.7 0.57       
LITU 39 27 SW2 8.9 5.7 0.81       
POTR 33 30 SW4 10.5 1.2 0.66 5.2 -3.4 0.85    
PRSE 40 35 SW1 15.4 1.8 0.28 10.1 -8.6 0.61    
QUAL 40 27 SW1 12.4 0.9 0.67 5.0 3.3 0.80    
QURU 41 34 SW1 11.1 -5.3 0.75 5.1 3.4 0.80    
PhenoCam 55 25 ALT1 9.1 -1.8 0.85       
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Table 4-5: Summary statistics for model prediction of MODIS estimated start of spring for each forest type. 
  
Forest Type 
 Aspen/Birch Maple/Beech/Birch Oak/Hickory Oak/Gum 
Model RMSE Pearson’s ρ RMSE Pearson’s ρ RMSE Pearson’s ρ RMSE Pearson’s ρ 
NPN-ACRU   7.2 ± 2.8 0.57 ± 0.23     
NPN-ACSA   5.4 ± 2.3 0.73 ± 0.15     
NPN-BEPA 5.1 ± 1.8  0.84 ± 0.13       
NPN-POTR 7.5 ± 2.3 0.86 ± 0.11       
NPN-QUAL     4.4 ± 1.9 0.85 ± 0.11   
MODIS-LIST       4.0 ± 1.2 0.81 ± 0.10 
PhenoCam 5.5 ± 1.8 0.82 ± 0.09 5.5 ± 2.3 0.73 ± 0.13  5.8 ± 2.1 0.76 ± 0.13 10.0 ± 4.7 0.61 ± 0.16 
CLM 13.2 ± 2.5 0.83 ± 0.10 8.1 ± 3.1 0.68 ± 0.18 9.6 ± 3.6 0.53 ± 0.24 9.8 ± 3.2 0.49 ± 0.16 
ORCHIDEE 6.0 ± 1.9 0.86 ± 0.08 7.6 ± 2.9 0.70 ± 0.17 5.1 ± 2.1 0.77 ± 0.14 5.2 ± 1.6 0.72 ± 0.11 
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Figure 4-1: (a) Map of NPN and PhenoCam observation sites used to parameterize growing degree-day models; (b) Map of 
deciduous forest coverage across the study region. Each 1 km grid cell is labeled according to the number of 500 m pixels 
classified as deciduous forest in a 3 x 3 window centered on the grid cell. Grid cells with fewer than 3 deciduous pixels were 
excluded from the study. I used the National Land Cover Database to classify deciduous forest and, therefore, did not provide 
coverage for Canada
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Figure 4-2: Forest type composition across the study region according to FIA Phase 2 
plot-level basal area measurements. Plot-level measurements were spatially averaged 
within each 25 km hexagon. Missing basal area is elm-ash-cottonwood or other species.  
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Figure 4-3: Probability density estimates of the root mean square error between observed 
and predicted start of spring for different models across each forest type. Ground 
observations among dominant oak/gum species were limited and, therefore, a Spring 
Warming model was parameterized using MODIS data in a sample of regions with high 
concentration of sweetgum. 
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Figure 4-4: Probability density estimates of the correlation coefficients (times 100) 
between observed and predicted start of spring for different models across each forest 
type. 
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Figure 4-5: Probability density estimates of the mean bias error between observed and 
predicted start of spring for different models across each forest type.   
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Figure 4-6: Maps of root mean squared error (in days) between observed and predicted 
start of spring for species representative of aspen/birch (BEPA), maple/beech/birch 
(ACSA), oak/hickory (QUAL), and oak/gum (LIST) forest types. Bold outlines signify 
the boundaries for US Environmental Protection Agency Level II ecoregions dominated 
by each forest type. 
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Figure 4-7: Maps of root mean squared error between observed and predicted start of 
spring using the (a) PhenoCam-parameterized model, (b) Continental Phenology Model 
from the Community Land Model (CLM; White et al. 1997), and (c) the cool temperate 
phenology model from the ORCHIDEE land surface model (Botta et al. 2000). 
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Figure 4-8: (a) Map of anomalies in accumulated chilling days (days with daily mean 
temperature greater less than 5°C) between September 21, 2001 and March 21, 2002; 
three Daymet tiles in southwest corner are missing due to erroneous temperature values 
during the accumulation period; Boxplots of model prediction error (observed minus 
predicted) of leaf emergence date across Daymet grid cells predominantly composed of 
(b) maple/beech/birch, (c) oak/hickory, and (d) oak/gum forests; number in top-left 
corner represents the number of grid with at least 20 more accumulated chill days than 
the 2001-2012 average. 
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Figure 4-9: (a) Map of anomalies in accumulated chilling days (days with daily mean 
temperature greater less than 5°C) between September 21, 2011 and March 21, 2012; 
three Daymet tiles in southwest corner are missing due to erroneous temperature values 
during the accumulation period; Boxplots of model prediction error (observed minus 
predicted) of leaf emergence date across Daymet grid cells predominantly composed of 
(b) maple/beech/birch, (c) oak/hickory, and (d) oak/gum forests; number in top-left 
corner represents the number of grid with at least 20 more accumulated chill days than 
the 2001-2012 average. 
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5. CONCLUSIONS 
Phenology is a robust integrator of the impacts of climate change and variability on 
natural ecosystems. While the primary abiotic drivers of interannual variability in the 
timing of spring and autumn phenology are well understood, these events remain poorly 
represented in current land surface models. Development of more realistic models of 
phenology is important because current and future warming is generally expected to 
affect growing season dynamics in boreal and temperate ecosystems. Moreover, a 
prolonged growing season length may feedback to affect the magnitude of land-
atmosphere exchange of carbon and water.  
 
This study uses a suite of in situ observations and data streams to develop robust 
phenology models that, relative to existing approaches, are able to more accurately 
capture geographic variation in phenology across regions with distinct community 
composition and mean climate forcing. Additionally, this study introduces a novel 
method for detecting estimates of interannual spring and autumn phenology dates using 
30 m satellite data.  
 
5.1 Summary of key findings 
The second chapter explores using eddy covariance data to refine and test traditional 
GDD models for predicting the start of spring photosynthetic activity in boreal and 
temperate forest ecosystems. Results indicate that relatively simple variants of these 
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models, including accounting for photoperiod and mean annual temperature controls on 
GDD requirements, greatly improve representation of spring onset metrics. In particular, 
locations in distinct plant functional types and climate regimes appear to require unique 
model parameterizations and structures. Moreover, spring onset metrics derived from 
CO2 flux measurements are highly correlated, although significantly biased early across 
ENF sites, with surface phenology metrics derived from moderate resolution satellite 
imagery. This demonstrates the utility of remote sensing as a tool for extrapolating the 
onset of photosynthetic activity to regional and continental scales.  
 
The third chapter describes and tests a method to detect timing of spring and autumn 
phenology for temperate deciduous forests using Landsat TM/ETM+ data. Results 
indicate that satellite retrievals of spring and autumn transition dates correspond closely 
to in situ observations in central Massachusetts. Relative to coarser spatial resolution data 
sources that are commonly used to detect phenology, Landsat is able to resolve finer 
spatial detail in regions where the presence of evergreen forests can significantly 
complicate estimation of phenological metrics, or other factors such as topography, land 
use, and microclimates create substantial variation in phenology over short spatial scales. 
Spring and autumn phenology metrics generated using this method are potentially subject 
to uncertainty in EVI values caused undetected cloud, cloud shadows and land cover 
change. Moreover, missing data arising from cloud cover and the scan line corrector 
failure on Landsat 7 ETM+ may prevent detection of phenology in particular years. 
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However, both of these limitations may be overcome by spatially aggregating retrievals 
to coarser spatial resolutions.  
 
The fourth chapter explores using a combination of surface meteorological data, species 
composition maps, remote sensing, and ground-based observations of phenology to 
estimate geographically distinct models that can be applied to regions containing pseud-
uniform mosaics of climate and species. Relative to two existing land surface model 
prediction schemes, species-specific models predict spring phenology with less bias and 
greater overall accuracy when tested on deciduous forest satellite pixels with distinct 
coverage of forest types. Moreover, there appear to be significant differences in GDD 
requirements and photoperiod cues among forest types with mid-to-late springtime 
temperatures strongly controlling interannual variability in the timing of spring leaf 
emergence. The results of this chapter demonstrate the potential for regional scaling 
ground-level phenology models for implementation in land surface models. 
 
5.2 Future research	  
State-of-the-art climate models suggest that the Earth’s climate will continue to warm in 
the coming decades, with significant warming predicted in the northern temperate and 
boreal regions. Recent studies have suggested that the growing season in these regions is 
getting longer at a rate of 3-4 days per decade (Peñuelas et al. 2009). To this end, 
improved information on terrestrial carbon dynamics is essential to understanding 
 
 
 
 
110 
coupled ecosystem-climate processes. Implementing resulting phenology models from 
this research into ecosystem models will help characterize how changes in phenology 
arising from changes in climate will ultimately affect regional carbon budgets of boreal 
and temperate regions. Moreover, these models can provide consistent estimation 
frameworks and allow the impact of future scenarios on regional carbon budgets to be 
evaluated. Lastly, this undertaking will enable more accurate long-term future projections 
in the timing of spring phenology that take into account appropriate photoperiod 
constraints and chilling requirements. 
 
Another critical next step is to further improve model representation of phenology and 
constrain existing model parameters using additional site-years of FLUXNET, NPN, and 
PhenoCam observations. Ultimately, these data will enable generation of new models for 
autumn senescence and alternative specific species or plant communities that can be 
regionally validated using satellite remote sensing. Furthermore, they offer detailed 
information about the entire leaf expansion phase, which is critical for development of 
photosynthetic machinery and reducing risk of frost-related injuries.  
 
The opening of the Landsat archive and recent launch of Landsat 8 has inspired a new 
frontier in remote sensing of environment research. Where sufficient images are available, 
dense Landsat time series can now effectively be used to characterize trends and 
anomalies in growing season phenology of North American and Eurasian boreal and 
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temperate forests. These analyses will improve understanding of how different forest 
types have responded to climate change and verify observed greening and browning 
trends in AVHRR and MODIS data across the regions. Additional testing of the Landsat 
phenology algorithm is also warranted across non-forest, temperature-sensitive 
vegetation types with strong seasonality, including agricultural crops, grasslands, and 
wetlands. 
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APPENDIX A 
The models used here are largely based on those presented in Chuine et al. (1999). For 
each model, the state of chilling (Sc) or forcing (Sf) is the time integral from p0 or t1 of the 
rate of chilling (Rc) or forcing (Rf), which are functions of daily mean temperature x(t). 
Chilling and forcing accumulate relative to base temperature (Tchill or Tforce) until a critical 
threshold (C* or F*) is reached. The date that the threshold is reached corresponds to the 
predicted timing of the phenological metric of interest. Chilling and forcing parameters 
are either fixed across all sites, or are modeled as a linear function of the long-term mean 
annual temperature ( ) of each site, i. 
 
Spring Warming 1.1 (SW1.1) 
𝑅!(𝑡) = 𝑥 𝑡 − 𝑇force 𝑥 𝑡 > 𝑇force0 𝑥 𝑡 ≤ 𝑇force 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  
Phenology metric is predicted to occur when Sf = F* 
Spring Warming 1.2 (SW1.2) 
𝑅!(𝑡) = 𝑥 𝑡 − [𝑎𝑇! + 𝑏] 𝑥 𝑡 > [𝑎𝑇! + 𝑏]0 𝑥 𝑡 ≤ [𝑎𝑇! + 𝑏] 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  
Phenology metric is predicted to occur when Sf = F* 
Spring Warming 1.3 (SW1.3) 
𝑅!(𝑡) = 𝑥 𝑡 − 𝑇force 𝑥 𝑡 > 𝑇force0 𝑥 𝑡 ≤ 𝑇force 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  
 
€ 
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Phenology metric is predicted to occur when Sf = a +b 
Spring Warming 1.4 (SW1.4) 
𝑅!(𝑡) = 𝑥 𝑡 − [𝑎𝑇! + 𝑏] 𝑥 𝑡 > [𝑎𝑇! + 𝑏]0 𝑥 𝑡 ≤ [𝑎𝑇! + 𝑏] 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  
Phenology metric is predicted to occur when Sf = c +d 
Spring Warming 2.1 (SW2.1) 
𝑅!(𝑡) = 28.41+ exp  (3.4− 0.185 ∗ 𝑥(𝑡)) 𝑥 𝑡 > 00 𝑥 𝑡 ≤ 0 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  
Phenology metric is predicted to occur when Sf = F* 
Spring Warming 2.2 (SW2.2) 
𝑅!(𝑡) = 28.41+ exp  (3.4− 0.185 ∗ 𝑥(𝑡)) 𝑥 𝑡 > 00 𝑥 𝑡 ≤ 0 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  
Phenology metric is predicted to occur when Sf = a +b 
Sequential 1.1 (SEQ1.1) 
𝑅!(𝑡) = 𝑥 𝑡 − 𝑇force 𝑥 𝑡 > 𝑇force0 𝑥 𝑡 ≤ 𝑇force 
€ 
Ti
€ 
Ti
€ 
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𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  𝑅! 𝑡 =    1 𝑥(𝑡) < 𝑇chill0 𝑥(𝑡) ≥ 𝑇chill 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!!!  
Forcing summation (Sf ) begins at t1 when Sc = C*. Phenology metric is predicted to occur 
when Sf = F* 
 
Sequential 1.2 (SEQ1.2) 
𝑅!(𝑡) = 𝑥 𝑡 − [𝑎𝑇! + 𝑏] 𝑥 𝑡 > [𝑎𝑇! + 𝑏]0 𝑥 𝑡 ≤ [𝑎𝑇! + 𝑏] 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  
𝑅! 𝑡 =    1 𝑥(𝑡) < [𝑐𝑇! + 𝑑]0 𝑥(𝑡) ≥ [𝑐𝑇! + 𝑑] 
𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!!!  
Forcing summation ( Sf ) begins at t1 when Sc = C*. Phenology metric is predicted to occur 
when Sf = F* 
 
 
Sequential 1.3 (SEQ1.3) 
𝑅!(𝑡) = 𝑥 𝑡 − 𝑇force 𝑥 𝑡 > 𝑇force0 𝑥 𝑡 ≤ 𝑇force 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  
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𝑅! 𝑡 =    1 𝑥(𝑡) < 𝑇chill0 𝑥(𝑡) ≥ 𝑇chill 
𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!!!  
Forcing summation ( Sf ) begins at t1 when Sc = C*. Phenology metric is predicted to occur 
when Sf = a +b 
 
Sequential 1.4 (SEQ1.4) 
𝑅!(𝑡) = 𝑥 𝑡 − 𝑇force 𝑥 𝑡 > 𝑇force0 𝑥 𝑡 ≤ 𝑇force 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  𝑅! 𝑡 =    1 𝑥(𝑡) < 𝑇chill0 𝑥(𝑡) ≥ 𝑇chill 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!!!  
Forcing summation ( Sf ) begins at t1 when Sc = a +b. Phenology metric is predicted to 
occur when Sf = F* 
 
Sequential 1.5 (SEQ1.5) 
𝑅!(𝑡) = 𝑥 𝑡 − [𝑎𝑇! + 𝑏] 𝑥 𝑡 > [𝑎𝑇! + 𝑏]0 𝑥 𝑡 ≤ [𝑎𝑇! + 𝑏] 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  
𝑅! 𝑡 =    1 𝑥(𝑡) < [𝑐𝑇! + 𝑑]0 𝑥(𝑡) ≥ [𝑐𝑇! + 𝑑] 
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𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!!!  
Forcing summation (Sf ) begins at t1 when Sc = g +h. Phenology metric is predicted to 
occur when Sf = e +f. 
 
References: 
Chuine I. et al., 1999. Selecting models to predict the timing of flowering of temperate 
trees: implications for tree phenology modeling, Plant Cell and Environment. 22, 1-13. 
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APPENDIX B 
Names, locations and general information of FLUXNET sites used in this analysis 
 
Site ID Site Name IGBP 
Class-
Climate 
Lat (°N) Lon 
(°E) 
No. 
Site 
Years 
Reference 
CA-Oas SSA Old Aspen DBF – 
Bor 53.63 -106.20 8 
Black et al. 
2000 
DE-Hai Hainich DBF – 
Temp 51.08 10.45 5 
Knohl et al. 
2003 
DK-Sor Soroe DBF – 
Temp 55.49 11.65 9 
Pilegaard et al. 
2003 
FR-Hes Hesse DBF – 
Temp 48.67 7.06 8 
Granier et al. 
2000 
IT-Ro1 Roccarespampani 
1 
DBF – 
Med 42.41 11.93 6 
Tedeschi et al. 
2006 
IT-Ro2 Roccarespampani 
2 
DBF – 
Med 42.39 11.92 4 
Tedeschi et al. 
2006 
JP-Tak Takayama DBF – 
Temp 36.15 137.42 4 
Ito et al. 2006 
US-Ha1 Harvard Forest 
EMS 
DBF – 
Temp 42.54 -72.17 8 
Goulden et al. 
1996 
US-
MMS 
Morgan Monroe DBF – 
Temp 39.32 -86.41 4 
Schmid et al. 
2000 
US-
UMB 
U of M 
Biological 
DBF – 
Temp 45.56 -84.71 4 
Gough et al. 
2008 
US-WCr Willow Creek DBF – 
Temp 45.81 -90.08 4 
Cook et al. 
2004 
CA-Ca1 Campbell River 
1 
ENF – 
Temp 49.87 -125.33 8 
Humphreys et 
al. 2006 
CA-Ca3 Campbell River 
3 
ENF – 
Temp 49.53 124.90 4 
Humphreys et 
al. 2006 
CA-Man NSA Old Back 
Spruce 
ENF – 
Bor 55.88 -98.48 4 
Dunn et al. 
2007 
CA-Obs SSA Old Black 
Spruce 
ENF – 
Bor 53.99 -105.12 6 
Bergeron et al. 
2007 
CA-Ojp SSA Old Jack 
Pine 
ENF – 
Bor 53.92 -104.69 6 
Howard et al. 
2004 
CA-Qcu Quebec Boreal 
Cutover 
ENF – 
Bor 49.27 -74.04 5 
Giasson et al. 
2006 
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DE-Tha Tharandt ENF – 
Temp 50.96 13.57 9 
Gruenwald et 
al. 2007 
DE-Wet Wetzstein ENF – 
Temp 50.45 11.46 4 
Rebmann et al. 
2010 
FI-Hyy Hyytiala ENF – 
Bor 62.18 22.78 8 
Suni et al. 
2003 
FI-Sod Sodankyla ENF – 
Bor 67.36 26.64 4 
Tanja et al. 
2003 
FR-LBr Le Bray ENF – 
Temp 44.72 -0.78 4 
Berbigier et al. 
2001 
IT-Ren Renon ENF – 
Temp 46.59 11.43 6 
Montagnani et 
al. 2009 
NL-Loo Loobos ENF – 
Temp 52.17 5.74 8 
Dolman et al. 
2002 
RU-Fyo Fyodorvskoye ENF – 
Temp 56.46 32.92 7 
Kurbatova et 
al. 2008 
US-Blo Blodgett ENF – 
Med 38.90 -120.63 5 
Goldstein et al. 
2000 
US-Ho1 Howland 1 ENF – 
Temp 45.20 -68.74 8 
Hollinger et al. 
2004 
US-Ho2 Howland 2 ENF – 
Temp 45.20 -68.74 6 
Hollinger et al. 
2004 
US-Wrc Wind River 
Crane 
ENF – 
Temp 45.82 -121.95 5 
Falk et al. 
2008 
 
Dolman, A.J. et al., 2002. The carbon uptake of a mid latitude pine forest growing on 
sandy soil. Agric. For. Meteorol. 111, 157-170. 
 
Dunn, A.L., Barford, C.C., Wofsy, S.C., Goulden, M.L. and Daube, B.C., 2007. A long-
term record of carbon exchange in a boreal black spruce forest: means, responses to 
interannual variability, and decadal trends. Global Change Biol. 13, 577-590. 
 
Giasson, M.-A., Coursolle, C. and Margolis, H.A., 2006. Ecosystem-level CO(2) fluxes 
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Meteorol. 140, 23-40. 
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APPENDIX C 
Estimated parameter values for each optimal modified growing degree-day model. The values are produced from model calibrations 
using all candidate site-years of the corresponding vegetation group or subgroup. If a single value j is listed in the table under a given 
parameter P, then P = j in the corresponding model. If two values j and k are listed, then , such that  is mean annual 
temperature. 
 
Spring Onset Metric Model Tf (°C) Tc (°C) F* C* Photomin 
All DBF  
Source-Sink Trans. SW2.2   -14.0 224  13.3 
5% GEPratio SEQ1.3 -8.6 8.5 6.8 859 61 8.5 
10% GEPratio SW2.2   -8.9 146  12.6 
Boreal & Temp. DBF  
Source-Sink Trans. SW2.2   -13.6 197  13.6 
5% GEPratio SEQ1.4 -11.6 7.3 938 4.1 56 10.5 
10% GEPratio SEQ1.3 -9.9 7.5 -0.9 944 87 9.6 
All ENF  
5% GEPratio SW1.1 -13.8  688  6.2 
10% GEPratio SEQ1.4 -5.7 13.3 118 -6.2 184 13.3 
Boreal ENF  
5% GEPratio SW2.1   11  11.2 
10% GEPratio SW2.1   20  11.4 
Temperate ENF  
5% GEPratio SEQ1.1 -8.9 12.8 340 75 10.6 
10% GEPratio SW1.3 -13.3  17.2 694  6.6 
 
 
€ 
P = T j + k
€ 
T 
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APPENDIX D 
For each model, the state of chilling (Sc) or forcing (Sf) is the time integral from p0 or t0 of 
the rate of chilling (Rc) or forcing (Rf), which are functions of daily mean temperature x(t). 
Chilling and forcing accumulate relative to base temperatures (Tbase, Tchill, Tforce, Tmax, or 
Tmin) until a critical threshold (C* or F*) is reached. The date that the threshold is reached 
corresponds to the predicted timing of the phenological metric of interest. Chilling and 
forcing parameters are either fixed across all sites, or are modeled as a linear function of 
the long-term mean annual temperature ( ) of each site, i. 
 
Spring Warming 1 
𝑅!(𝑡) = 28.41+ exp  (3.4− 0.185 ∗ 𝑥(𝑡)) 𝑥 𝑡 > 00 𝑥 𝑡 ≤ 0 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  
Phenology metric is predicted to occur when Sf = F* 
Spring Warming 2 
𝑅!(𝑡) = 28.41+ exp  (3.4− 0.185 ∗ 𝑥(𝑡)) 𝑥 𝑡 > 00 𝑥 𝑡 ≤ 0 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  
Phenology metric is predicted to occur when Sf = F* 
Spring Warming 3 
𝑅!(𝑡) = 28.41+ exp  (3.4− 0.185 ∗ 𝑥(𝑡)) 𝑥 𝑡 > 00 𝑥 𝑡 ≤ 0 
𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  
€ 
T i
 
 
 
 
123 
Phenology metric is predicted to occur when Sf = a +b 
Spring Warming 4 
𝑅!(𝑡) = 28.41+ exp  (3.4− 0.185 ∗ 𝑥(𝑡)) 𝑥 𝑡 > 00 𝑥 𝑡 ≤ 0 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  
Phenology metric is predicted to occur when Sf = a +b 
Parallel 1 
𝑅!(𝑡) = 28.41+ exp  (3.4− 0.185 ∗ 𝑥(𝑡)) 𝑥 𝑡 > 00 𝑥 𝑡 ≤ 0 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  
𝑅𝒄 𝑡 =
0 𝑥(𝑡) ≥ 𝑇max  or  𝑥(𝑡) ≤ 𝑇min𝑥(𝑡)− 𝑇min𝑇opt − 𝑇min 𝑇min < 𝑥(𝑡) ≤ 𝑇opt𝑥(𝑡)− 𝑇max𝑇opt − 𝑇max 𝑇opt < 𝑥(𝑡) < 𝑇max
 
𝑆! 𝑡 = 𝑆!(𝑥 𝑡 )!!  
Phenology metric is predicted to occur when 𝑆! 𝑡 ≥ 𝑎 ∗ exp  (𝑏 ∗ 𝑆! 𝑡 ), where b < 0. 
 
Parallel 2 
𝑅!(𝑡) = 28.41+ exp  (3.4− 0.185 ∗ 𝑥(𝑡)) 𝑥 𝑡 > 00 𝑥 𝑡 ≤ 0 
€ 
Ti
€ 
Ti
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𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  
𝑅𝒄 𝑡 =
0 𝑥(𝑡) ≥ 𝑇max  or  𝑥(𝑡) ≤ 𝑇min𝑥(𝑡)− 𝑇min𝑇opt − 𝑇min 𝑇min < 𝑥(𝑡) ≤ 𝑇opt𝑥(𝑡)− 𝑇max𝑇opt − 𝑇max 𝑇opt < 𝑥(𝑡) < 𝑇max
 
𝑆! 𝑡 = 𝑆!(𝑥 𝑡 )!!  
Phenology metric is predicted to occur when 𝑆! 𝑡 ≥ 𝑎 ∗ exp  (𝑏 ∗ 𝑆! 𝑡 ), where b < 0. 
Alternating 1 
𝑅!(𝑡) = 𝑥 𝑡 − 𝑇base 𝑥 𝑡 > 𝑇base0 𝑥 𝑡 ≤ 𝑇base 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  𝑅! 𝑡 =    1 𝑥(𝑡) < 𝑇base0 𝑥(𝑡) ≥ 𝑇base 𝑆! 𝑡 = 𝑆!(𝑥 𝑡 )!!  
Phenology metric is predicted to occur when 𝑆! 𝑡 ≥ 𝑎 + 𝑏 ∗ exp  (𝑐 ∗ 𝑆! 𝑡 ), where  
c < 0. 
 
Alternating 2 
𝑅!(𝑡) = 𝑥 𝑡 − 𝑇base 𝑥 𝑡 > 𝑇base0 𝑥 𝑡 ≤ 𝑇base 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  
 
 
 
 
125 
𝑅! 𝑡 =    1 𝑥(𝑡) < 𝑇base0 𝑥(𝑡) ≥ 𝑇base 𝑆! 𝑡 = 𝑆!(𝑥 𝑡 )!!  
Phenology metric is predicted to occur when 𝑆! 𝑡 ≥ 𝑎 + 𝑏 ∗ exp  (𝑐 ∗ 𝑆! 𝑡 ), where  
c < 0. 
 
Sequential 1 
𝑅!(𝑡) = 𝑥 𝑡 − 𝑇force 𝑥 𝑡 > 𝑇force0 𝑥 𝑡 ≤ 𝑇force 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  𝑅! 𝑡 =    1 𝑥(𝑡) < 𝑇chill0 𝑥(𝑡) ≥ 𝑇chill 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!!!  
Forcing summation (Sf ) begins at t1 when Sc = C*. Phenology metric is predicted to occur 
when Sf = F* 
 
Sequential 2 
𝑅!(𝑡) = 𝑥 𝑡 − 𝑇force 𝑥 𝑡 > 𝑇force0 𝑥 𝑡 ≤ 𝑇force 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  𝑅! 𝑡 =    1 𝑥(𝑡) < 𝑇chill0 𝑥(𝑡) ≥ 𝑇chill 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!!!  
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Forcing summation (Sf (t)) begins at t1 when Sc = C*. Phenology metric is predicted to 
occur when Sf = F* 
 
Sequential 3 
𝑅!(𝑡) = 𝑥 𝑡 − 𝑇force 𝑥 𝑡 > 𝑇force0 𝑥 𝑡 ≤ 𝑇force 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  𝑅! 𝑡 =    1 𝑥(𝑡) < 𝑇chill0 𝑥(𝑡) ≥ 𝑇chill 
𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!!!  
Forcing summation (Sf ) begins at t1 when Sc = C*. Phenology metric is predicted to occur 
when Sf = a +b 
 
Sequential 4 
𝑅!(𝑡) = 𝑥 𝑡 − 𝑇force 𝑥 𝑡 > 𝑇force0 𝑥 𝑡 ≤ 𝑇force 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  𝑅! 𝑡 =    1 𝑥(𝑡) < 𝑇chill0 𝑥(𝑡) ≥ 𝑇chill 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!!!  
Forcing summation (Sf ) begins at t1 when Sc = a +b. Phenology metric is predicted to 
occur when Sf = F* 
 
 
 
 
 
€ 
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€ 
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Sequential 5 
𝑅!(𝑡) = 𝑥 𝑡 − 𝑇force 𝑥 𝑡 > 𝑇force0 𝑥 𝑡 ≤ 𝑇force 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!  𝑅! 𝑡 =    1 𝑥(𝑡) < 𝑇chill0 𝑥(𝑡) ≥ 𝑇chill 𝑆! 𝑡 = 𝑅!(𝑥 𝑡 )!!!!  
Forcing summation (Sf ) begins at t1 when Sc = a +b. Phenology metric is predicted to 
occur when Sf = c +d. 
 
 
 
 
 
 
 
 
 
 
 
€ 
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APPENDIX E 
Model training root mean square error  
 
Model ACRU ACSA BEPA FAGR JUNI LITU POTR PRSE QUAL QURU 
SW1 8.38 6.90 4.30 7.98 8.16 10.51 6.00 6.38 9.11 8.49 
SW2 8.22 6.90 4.27 7.95 8.13 10.25 6.03 6.34 9.06 8.47 
SW3 8.31 6.74 4.15 7.85 7.82 10.17 5.81 6.28 9.12 8.18 
SW4 8.21 6.73 4.15 7.69 7.73 10.20 6.08 6.21 9.05 8.12 
PAR1 8.16 6.84 4.24 7.56 7.95 9.02 5.90 6.18 9.08 8.21 
PAR2 8.24 7.07 6.25 7.28 6.99 9.00 6.68 6.85 8.77 8.33 
ALT1 8.10 6.64 4.13 7.47 6.85 9.11 5.39 6.19 6.28 7.55 
ALT2 8.26 6.74 4.27 7.31 6.88 9.12 5.33 5.81 6.00 8.24 
SEQ1 8.44 6.59 4.07 7.27 8.02 9.72 5.73 5.87 7.05 8.44 
SEQ2 8.91 6.63 4.14 7.03 8.15 9.09 5.66 6.14 7.05 8.51 
SEQ3 8.64 6.54 3.96 6.83 7.36 8.90 5.61 5.40 7.38 8.20 
SEQ4 8.47 7.05 3.98 7.11 8.02 9.49 5.50 5.41 7.37 7.93 
SEQ5 7.97 6.54 3.68 7.06 8.09 8.71 5.47 5.69 7.14 8.21 
 
Model training Pearson’s correlation coefficient 
 
Model ACRU ACSA BEPA FAGR JUNI LITU POTR PRSE QUAL QURU 
SW1 0.84 0.76 0.82 0.78 0.75 0.72 0.81 0.84 0.77 0.75 
SW2 0.85 0.76 0.82 0.78 0.75 0.74 0.80 0.84 0.77 0.75 
SW3 0.85 0.77 0.83 0.78 0.78 0.76 0.82 0.84 0.77 0.77 
SW4 0.85 0.77 0.83 0.79 0.79 0.74 0.79 0.85 0.78 0.77 
PAR1 0.85 0.76 0.83 0.80 0.76 0.80 0.81 0.85 0.77 0.77 
PAR2 0.85 0.74 0.79 0.82 0.82 0.80 0.77 0.81 0.79 0.76 
ALT1 0.85 0.78 0.83 0.81 0.83 0.80 0.84 0.85 0.90 0.82 
ALT2 0.85 0.77 0.82 0.82 0.83 0.80 0.85 0.87 0.91 0.77 
SEQ1 0.84 0.78 0.84 0.82 0.77 0.80 0.83 0.87 0.87 0.75 
SEQ2 0.82 0.78 0.84 0.83 0.76 0.81 0.83 0.85 0.87 0.75 
SEQ3 0.83 0.78 0.85 0.84 0.81 0.81 0.82 0.89 0.86 0.77 
SEQ4 0.84 0.75 0.85 0.83 0.76 0.80 0.83 0.89 0.86 0.78 
SEQ5 0.86 0.79 0.87 0.84 0.75 0.82 0.83 0.87 0.87 0.76 
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Model training mean bias error 
Model ACRU ACSA BEPA FAGR JUNI LITU POTR PRSE QUAL QURU 
SW1 -0.16 0.64 0.38 0.15 0.63 -1.15 0.03 0.35 0.13 0.34 
SW2 0.49 0.66 0.33 0.49 -0.44 -1.44 -0.30 0.10 0.63 0.41 
SW3 0.05 -0.16 0.15 -0.22 -0.26 -0.56 0.97 0.55 0.95 0.54 
SW4 0.58 -0.15 0.33 -0.37 0.33 -0.77 0.15 0.35 1.18 0.56 
PAR1 0.26 0.84 -0.10 -0.12 0.41 -0.38 -0.18 0.80 -0.50 0.37 
PAR2 0.10 -0.56 0.05 -0.85 -0.48 0.26 1.24 0.03 0.30 0.27 
ALT1 0.03 0.14 -0.08 -0.56 0.19 0.05 -0.18 0.15 0.00 2.07 
ALT2 -0.36 0.42 0.23 0.00 -0.70 0.28 0.24 -0.35 0.63 -0.12 
SEQ1 0.06 0.32 -0.05 -0.07 1.04 0.64 -1.00 0.25 -0.43 -0.51 
SEQ2 -0.36 0.81 0.40 0.49 -0.63 0.10 -0.94 0.10 -0.43 -0.59 
SEQ3 0.19 0.08 0.13 -0.12 0.74 0.64 0.03 -0.13 -0.50 0.29 
SEQ4 0.53 -0.01 0.00 -0.73 -0.44 0.87 0.64 -0.75 -0.73 -0.39 
SEQ5 0.18 0.75 0.35 0.44 0.04 -0.79 -0.09 0.55 0.98 -0.20 
Model testing root mean square error 
Model ACRU ACSA BEPA FAGR JUNI LITU POTR PRSE QUAL QURU 
SW1 12.7 11.9 9.3 14.0 15.3 9.6 14.6 15.4 12.5 11.1 
SW2 12.7 11.9 9.0 13.8 14.5 8.9 14.0 15.5 12.5 11.7 
SW3 12.7 10.6 13.5 16.7 17.2 11.6 13.4 15.3 12.7 19.3 
SW4 13.4 10.4 14.0 17.1 18.1 9.2 10.5 15.6 12.6 19.2 
PAR1 11.0 13.8 9.9 14.4 16.1 9.3 14.7 14.9 12.7 12.1 
PAR2 80.6 86.9 13.2 11.7 13.9 15.6 42.2 17.3 14.2 14.3 
ALT1 11.8 10.7 10.4 17.0 14.1 11.0 22.1 15.4 13.4 17.1 
ALT2 107.6 105.2 11.1 16.6 14.0 16.6 20.8 14.3 16.9 11.5 
SEQ1 12.5 15.4 15.0 84.0 15.4 10.3 15.5 75.5 18.3 13.9 
SEQ2 10.9 16.7 9.8 54.7 16.2 10.4 14.4 52.1 19.0 13.1 
SEQ3 49.3 15.5 11.1 54.3 41.6 9.4 16.6 64.2 19.1 17.6 
SEQ4 23.0 17.4 10.8 76.3 13.8 9.8 18.9 75.8 44.9 44.5 
SEQ5 12.0 15.1 52.9 66.7 14.9 11.0 18.9 49.7 72.8 16.8 
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Model testing Pearson’s correlation coefficient 
Model ACRU ACSA BEPA FAGR JUNI LITU POTR PRSE QUAL QURU 
SW1 0.61 0.55 0.78 0.85 0.52 0.80 0.52 0.28 0.67 0.75 
SW2 0.63 0.55 0.78 0.82 0.57 0.81 0.56 0.26 0.67 0.70 
SW3 0.62 0.56 0.70 0.84 0.32 0.47 0.56 0.27 0.67 0.52 
SW4 0.60 0.57 0.67 0.83 0.23 0.82 0.66 0.23 0.67 0.48 
PAR1 0.64 0.50 0.79 0.74 0.45 0.69 0.51 0.28 0.67 0.75 
PAR2 0.45 0.27 0.81 0.84 0.63 0.70 -0.10 0.32 0.58 0.67 
ALT1 0.60 0.56 0.73 0.84 0.62 0.65 0.16 0.28 0.63 0.36 
ALT2 0.39 0.18 0.73 0.58 0.69 0.66 0.12 0.43 0.60 0.73 
SEQ1 0.63 0.42 0.52 -0.20 0.53 0.72 0.66 0.10 0.08 0.69 
SEQ2 0.66 0.34 0.73 -0.25 0.43 0.69 0.61 -0.37 0.46 0.69 
SEQ3 0.42 0.33 0.64 -0.23 -0.65 0.69 0.57 0.04 0.37 0.55 
SEQ4 0.66 0.54 0.77 -0.16 0.64 0.73 0.10 0.12 -0.22 -0.10 
SEQ5 0.68 0.51 -0.34 -0.17 0.59 0.64 0.10 -0.34 -0.34 0.56 
Model testing mean bias error 
Model ACRU ACSA BEPA FAGR JUNI LITU POTR PRSE QUAL QURU 
SW1 5.4 -4.7 -5.3 -10.1 2.6 6.6 -8.7 1.8 0.9 -1.1 
SW2 5.8 -4.7 -4.8 -9.5 0.7 5.7 -8.1 1.1 0.1 -1.7 
SW3 6.0 1.4 9.8 -13.6 4.0 -2.7 -6.8 1.3 1.8 -14.2 
SW4 6.9 0.6 10.3 -13.8 5.2 6.3 1.2 0.1 1.8 -13.7 
PAR1 -0.9 -8.4 -6.2 -7.1 2.7 -2.6 -8.7 -2.3 -0.1 -3.2 
PAR2 79.3 85.8 8.2 -6.5 -2.1 11.5 -2.2 7.4 -4.0 8.2 
ALT1 1.0 -1.7 -6.1 -13.9 -2.8 -1.6 -5.0 -3.2 1.7 -8.5 
ALT2 106.1 103.7 6.4 -8.9 -3.4 11.7 -7.3 -1.4 9.9 -4.9 
SEQ1 5.6 -10.0 -10.9 -26.5 3.8 0.6 -11.1 -20.5 -2.7 -6.6 
SEQ2 -2.5 -11.7 -5.3 -13.9 3.1 0.8 -9.2 -9.1 9.7 -5.3 
SEQ3 45.8 -8.6 -6.3 -14.5 -37.1 0.8 -12.1 -13.4 8.7 -12.1 
SEQ4 -20.2 -13.7 -7.3 -34.4 -2.4 1.8 2.5 -26.8 -12.9 -20.5 
SEQ5 -2.8 -10.2 -18.5 -26.2 3.6 -3.2 0.3 -15.5 -21.0 -11.0 
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