Abstract
Introduction
Network traffic model is the foundation of network behavior's understanding and prediction, network performance's analysis and evaluation and network structure's design. The research about modeling and prediction of network traffic has been of concern during the several decades of communication network technology development. Network traffic models can be divided into stationary ones and non-stationary ones, and the stationary models also include two types of short correlation and long correlation. Common short correlated models include the Markov process, Autoregressive Model(AR), Autoregressive Moving Average model(ARMA) and the sum of autoregressive moving average model (ARIMA), etc. Long correlated models include the sum of fractional autoregressive moving average model (FARIMA), fractional Brownian motion (FBM) and other self-similar models. Non-stationary models include neural network model and chaos model, etc.
The high-speed network service now has not only short relevance but also long relevance [1] , namely self-similarity. Common Short-related network traffic model can not describe the long-range dependence and some long-range dependence models such as FGN and FARIMA (0, d, 0) can not describe the short-correlation. Therefore, the establishment of network traffic model which can describe both short correlation and long correlation is necessary, and FARIMA (p, d, q) [2] meets the need.
Many algorithms to calculate the parameters used by traditional FARIMA (p, d, q) model, with varying degrees of global average sum, smooth the sequence's high variable information. But time-varying FARIMA model, using parameter d(t) instead of d and combining itself with time-varying ARMA model, achieves the full-domain dynamic estimation of the traffic series' self-similarity and greatly promotes the accuracy of parameters estimation. Finally, we use time-varying FARIMA model together with wavelet forecast to overcome the false positives caused by wavelet alone and improve the detection efficiency. 
FARIMA Model
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Parameter Estimation of Traditional FARIMA Model
Known from the analysis in section II, the mentality of
After fractional difference, t X is equivalent with t W . So FARIMA model can be built through two steps, firstly calculating the value of d to achieve fractional difference, and then to obtain the corresponding ARMA (p, q) model.
Estimation of the Parameter d
It's known from d=H-1/2 that the estimation of d can be converted to the calculation of the value of H. A number of methods to calculate the value of H have been proposed, such as R/S method, variance aggregation method, periodogram method [4] . Now the variance of wavelet coefficients based method is mostly used and its idea is as follows:
If {x(t)} is a statistical self-similar process and the self-similarity coefficient is H, then the wavelet coefficient k j d , can be obtained after wavelet transformation to x(t).
In the formula (1), ) ( , t ψ k j is got by the expansion and translation to 
Taking the logarithmic data from both sides of the formula (2) and then making a linear fitting under the minimum mean square error, a straight line can be obtained, whose slope is γ and function is log 2 Var[d j,k ]. Then the value of H can be got by γ ＝2H+1.
Parameter Estimation of Corresponding ARMA Process
The commonly used estimation method of ARMA (p, q) parameter can be taken and achieved through the following two steps:
.Decide the order of p and q. Choose a small value for (p, q) such as 0, 1 and 2(p and q can't be both 0) according to the experience of fitting FARIMA (p, d, q) model. Then do modeling examination based on commonly used model selection standards such as AIC, BIC and decide the best value of (p,q). Repeat the above steps by increasing the value of p and q(generally not more than 5) This article uses improved time-varying H(t) [5] algorithm to estimate d(t). As to the network traffic X i meets the Hurst-exponent exponential law [6] , namely, (3) Make polynomial interpolation on the Hurst index of each local region to form a smooth curve, which is a approach to Hurst index's shape of the traffic sequence.
Parameter Estimation of Time-varying ARMA Process
Suppose the signal model of time-varying ARMA is:
x a n x a n x e b n e b n x       
In the formula, n e is a stationary white noise process whose average value is 0 and variance is 2 σ . p and q is respectively the order of AR and MA. For convenience, here a signal model where the right side time-varying parameters are constants is used. Namely, 
Make the feedback linear estimate method used to estimate the parameters of stationary constant parameter model extended to time-varying parameter model [7] [8] [9] [10] . The method consists of two linear least squares estimate and a linear filter and finally ' ' B A、 can be calculated.
The Application of Time-varying FARIMA Model
Time-varying FARIMA model can be used in many aspects in reality. In this paper, we will combine it with wavelet detection to detect the anomalous network traffic so that the false positive problem caused by wavelet detection alone can be solved.
The appearance of wavelet has brought new contents and methods to many problems. Good results have been achieved with wavelet used in anomaly detection of network traffic, but present wavelet detection methods only rely on the value of Hurst to determine whether there is anomaly of network traffic. However some special reasons, such as holidays, can also cause sudden increase in network traffic that day. Then that the traffic is anomalous will be determined after the calculation of the value of Hurst, resulting in false positives. Therefore, it's particularly important to distinguish normal sudden increase from real anomalous traffic, which can be well resolved by time-varying FARIMA model.
The basic thought is that time-varying FARIMA prediction model is triggered when the anomaly of network traffic is detected by wavelet. Then the model gets the data with the same features of the anomalous points from the historical database. For instance, if wavelet has determined that the traffic at 10:00 on Monday morning is anomalous, the model would get the formal data at the same clock to do prediction. We believe it's a wavelet false positive when the predicted result is normal. Thus the problem of wavelet false alarm can be solved.
Conclusion
This paper presents a time-varying FARIMA prediction model, converting the fixed parameters of traditional model to time-varying parameters, and proposes its application in anomaly detection of network traffic. The model shows the time domain dynamic self-similarity of network traffic and achieves the self-similarity's full domain dynamic estimates of the traffic sequence, thus overcoming the fractal information loss caused by global average in traditional models and greatly improving the accuracy of parameter estimation. Certainly further study and optimization of the algorithms to estimate time-varying parameters can be done on the basis of this paper. The aspects where this model can make up for others and new impacts on the constitution and the behavioral traits of network traffic that the emergence of new applications and continuous development of network traffic business make can also be studied. What's more, will self-similarity of network traffic disappear or be damaged with the development of network technology and the continual emergence of new business? Are there any other features of network traffic having not yet been discovered? These questions will be the focus of future research.
