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We show that a class of random all-to-all spin models, realizable in systems of atoms coupled to an
optical cavity, gives rise to a rich dynamical phase diagram due to the pairwise separable nature of the
couplings. By controlling the experimental parameters, one can tune between integrable and chaotic
dynamics on the one hand and between classical and quantum regimes on the other hand. For two special
values of a spin-anisotropy parameter, the model exhibits rational Gaudin-type integrability, and it is
characterized by an extensive set of spin-bilinear integrals of motion, independent of the spin size. More
generically, we find a novel integrable structure with conserved charges that are not purely bilinear. Instead,
they develop “dressing tails” of higher-body terms, reminiscent of the dressed local integrals of motion
found in many-body localized phases. Surprisingly, this new type of integrable dynamics found in finite-
size spin-1=2 systems disappears in the large-S limit, giving way to classical chaos. We identify parameter
regimes for characterizing these different dynamical behaviors in realistic experiments, in view of the
limitations set by cavity dissipation.
DOI: 10.1103/PhysRevX.9.041011 Subject Areas: Atomic and Molecular Physics,
Statistical Physics
I. INTRODUCTION
The dynamics leading to the eventual thermalization of
closed quantum systems has become a topic of intense
interest over the past few years. Significant progress has
been made in describing the scrambling of information
through quantumchaos,which allows effectively irreversible
dynamics to emerge from unitary quantum time evolution.
Notably, Maldacena et al., inspired by the chaotic properties
of black holes, established that quantum mechanics places
an upper bound on the Lyapunov exponent that characterizes
the growth of chaos [1]. In a related development, Kitaev
constructed a class of quantum many-body models whose
dynamics saturates this bound on chaos [2,3] and can be
related to black holes through the AdS/CFT correspondence
[4–6]. The fact that these models admit controlled solutions,
despite being chaotic, has further conferred on them a
paradigmatic status within the field of quantum dynamics.
Finding accessible systems that realize such models is
therefore highly desirable but also a priori very challeng-
ing: A common feature shared by all of these maximally
chaotic, holographic models is that they lack spatial locality
since they couple together an extensive number of degrees
of freedom (d.o.f.). For instance, the Sachdev-Ye (SY)
model [7] was originally proposed as a quantum spin model
with random all-to-all couplings:
H ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃ
NM
p
XN
i;j¼1
UijSi · Sj; ð1:1Þ
where Si are SUðMÞ spin operators. A fermionic variant,
the Sachdev-Ye-Kitaev (SYK) model, was subsequently
introduced by Kitaev [2].
While infinite-range spin interactions do not occur in
magnetic materials, they can be realized rather naturally in
cold atomic ensembles coupled to an optical cavity mode
[8–22]. In this setup, the delocalized cavity mode mediates
infinite-range interactions between the internal states of
atoms through the local coupling at each site, regardless of
the distance between atoms [23–31]. However, there is a
crucial difference, already pointed out in Ref. [32], between
the interactions in the SY model and the ones mediated
by the cavity. The second-order process that couples the
atomic d.o.f. via the cavity mode gives a separable (rank-1)
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matrix Uij ¼ JiJj, rather than the full-rank matrix assumed
in the different variants of the SY model. Although non-
separable interactions are, in principle, accessible in multi-
mode cavities [14,15,20,26,32–34], separable all-to-all
couplings are realized in numerous existing experiments
[10,13,16–19,21,22] and arise generically for interactions
mediated by a single bosonic mode.
Moreover, this ostensible limitation of the optical cavity
scheme turns out to be a boon: The separability of the
coupling matrix Uij is responsible for an even richer
dynamical phase diagram (see Fig. 1), which includes
regions of chaos, Gaudin-type integrability characterized
by spin-bilinear conserved quantities, and of a novel form
of integrability—labeled integrable* in Fig. 1—with
quasibilinear integrals of motion.
The class of models we consider in this paper is
described by the following quantum spin Hamiltonian:
H ¼ 1
S
ﬃﬃﬃﬃ
N
p
XN
i;j¼1
JiJjðSxi Sxj þ Syi Syj þ ΔSziSzjÞ; ð1:2Þ
where Si are SU(2) spin-S operators encoded in the
magnetic sublevels of individual atoms or atomic
subensembles located at sites i ¼ 1;…; N. The site-depen-
dent coefficients Ji are determined by the local coupling of
the atoms at site i to the spatially varying cavity mode or by
the local Rabi frequencyΩi of an inhomogeneous drive field.
The nonuniformity of the couplings Ji is a crucial element of
the models under consideration. For perfectly uniform
couplings (Ji ¼ J), the model is integrable and exactly
solvable in terms of the macroscopic spin F ∝
P
i JiSi.
The SxSx and SySy terms in Eq. (1.2) describe spin-exchange
interactions between pairs of atoms, mediated by virtual
cavity photons, while the SzSz terms describe state-
dependent ac Stark shifts. The normalization of H, which
is not important for the dynamical properties, ensures that
the high-temperature specific heat and free energy have a
proper thermodynamic limit [35].
The dynamical phases generated by this nonlocal spin
model, shown in Fig. 1, are accessible via two experimen-
tally tunable parameters. The spin-anisotropy parameter Δ,
controlling the relative strength of the spin-exchange and
SzSz interactions, can be tuned by changing the angle of
an applied magnetic field B (see Fig. 1). In addition, it is
possible to control the strength of quantum effects by
changing the spin size S on each site. While the choice
of internal atomic states provides some flexibility in varying
S, a larger range of spin sizes can be achieved by varying the
number of atoms trapped at each site and letting Sαi represent
the collective spin of the subensemble at site i. This
experimental control of the spin size S enables the tuning
of quantum effects from semiclassical dynamics at large S
all the way down to a spin-1=2 system that is dominated by
quantum fluctuations. In combination with the possibility of
varying the anisotropyΔ, this tunability allows for a thorough
exploration of the dynamical phase diagram.
The paper and the presentation of the various regimes
shown in Fig. 1 are organized as follows. We provide a brief
overview of these dynamical phases in Sec. II, and we
emphasize the novel features, which constitute our main
results. In Sec. III, we describe in detail the proposed
experimental scheme to realize and control the couplings of
the Hamiltonian (1.2). We also describe ways of inducing
perturbations that go beyond separable interactions. In
Sec. IV, we begin the derivation of the main results. We
analytically construct the integrals of motion that demon-
strate the integrability of the dynamics at the special points
Δ ¼ 0 and Δ ¼ 1. In Sec. V, we present a computational
method for finding integrals of motion using numerical or
experimental data. In Sec. VI, we deploy this technique and
provide numerical evidence for the existence of a novel
quantum integrable regime away from the special points
Δ ¼ 0, 1. Specifically, we present an exact diagonalization
study of the spin-1=2 model, showing that the integrable
structure persists for anisotropy values Δ ≠ 0, 1 away from
the integrable points, with quasibilinear integrals of motion.
In Sec. VII, we simulate the classical model (S →∞) and
show that it becomes chaotic, albeit in the presence of
FIG. 1. (Top panel) The dynamical phase diagram of the model
(1.2) in the plane of spin size S and anisotropy Δ. The main
features are as follows: the integrable lines at Δ ¼ 0 and Δ ¼ 1
(solid blue lines), the novel integrable line at S ¼ 1=2 (dotted
blue line and marked by an asterisk), and the onset of chaos at
large S, indicated schematically by the dashed red curves.
(Bottom-left panel) Schematic of the atomic subensembles
(red) trapped inside a single-mode optical cavity (blue). A drive
field (green) at a detuning δ from the cavity resonance generates
effective spin-spin interactions between the atoms (bottom-right
panel). The tunable angle θ between the spin quantization axis
(along the applied magnetic field B) and the cavity’s longitudinal
axis leads to an anisotropy Δ ¼ 2 cot2 θ. By changing the local
atomic density in a region of constant coupling to the cavity
mode, the effective spin size S can also be varied, allowing for the
systematic exploration of the full phase diagram.
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slowly decaying modes, away from the special points. In
Sec. VIII, we discuss experimental limitations and assess
the extent to which the various features of the model are
accessible in the presence of dissipation. Finally, in Sec. IX,
we comment on the implications of these results before
concluding.
II. OVERVIEW OF THE PHASE DIAGRAM
The best-understood part of the dynamical phase dia-
gram in Fig. 1 is the line at Δ ¼ 1, for all spin sizes S,
on which the Hamiltonian from Eq. (1.2) is equivalent to
a rational Gaudin model [36]. This model is quantum
integrable in the mathematical sense of possessing an
underlying quantum group structure [37]. In the context
of Gaudin-type models, quantum integrability is charac-
terized by the existence of an extensive family of commut-
ing, bilinear conserved quantities, and there exist analytical
expressions for each one. Even though there is no notion
of spatial locality, the conserved quantities are “2-local” in
the complexity theory sense [38,39]. By interchanging
commutators with Poisson brackets, it follows that the
integrable structure persists in the classical limit.
We find that the model is integrable at Δ ¼ 0 as well.
We obtain analytical expressions for an extensive family of
conserved quantities that are also bilinear in spin. As in the
case of Δ ¼ 1, this integrability holds for any value of S,
including the classical limit S → ∞. The integrability of the
model at Δ ¼ 0 is connected to the existence of a
nonstandard class of Gaudin models [40–47].
However, the most surprising part of the phase diagram
occurs away from these integrable points, i.e., in the regions
fΔ < 0g, f0 < Δ < 1g, and fΔ > 1g. There, we find a
novel integrable structure that is markedly different from
the type of integrability found at the two integrable points,
Δ ¼ 0 and Δ ¼ 1. First, unlike the latter, integrability for
Δ ≠ 0, 1 appears to depend crucially on the spin size S. We
show strong evidence that the model is integrable for a
spin-1=2 system, while it is chaotic with a finite Lyapunov
exponent λ in the classical limit (S → ∞). Nevertheless, in
this latter limit, we also find that there exist modes that
relax only on timescalesmuch larger than λ−1.We conjecture
that this is a consequence of the “quasi-integrable” nature
[48] of the classical model. The putative transition from
quantum integrable to (semiclassical) chaotic dynamics,
schematically shown in Fig. 1, can be probed experimentally.
Second, the integrals of motion (IOM) of the S ¼ 1=2
model at Δ ≠ 0, 1 are not bilinear (or 2-local) but may
instead be termed “quasibilinear.” We present compelling
numerical evidence that each IOM has appreciable support
in the space of bilinear spin operators that does not depend
on the system size N. The fact that the integrals of motion
persist while developing tails of multispin terms on top of
the dominant two-spin contribution is reminiscent of the
quasilocal integrals of motion that characterize many-body
localized (MBL) phases [49–53].
III. PROPOSED EXPERIMENTAL SCHEME
As advertised, the full phase diagram shown in the top
panel of Fig. 1 can be accessed in experiments with atomic
ensembles in single-mode optical cavities. In such experi-
ments, each spin is encoded in internal states of an
individual atom. The cavity generically couples to a
weighted collective spin
F ≡X
i
ξiSi; ð3:1Þ
where each weight ξi is set by the amplitudes of the cavity
mode and drive field at the position of the ith atom.
Experiments to date have realized either Ising interactions
[10,13,17,18,22] H ∝ F 2z or spin-exchange interactions
[16,21] H ∝ FþF−, in the latter case directly imaging the
spatial dependence of the weights ξi and the resulting spin
dynamics [21].We now show how to extend the approach of
Ref. [21] to realize generic XXZ models of the form
H ∝ F xF x þ F yF y þ ΔF zF z; ð3:2Þ
where the anisotropy Δ is tuned by the angle of a magnetic
field. An alternative approach to engineering Heisenberg
models has been proposed in Ref. [31].
The experimental setup proposed here is shown in the
bottom-left panel of Fig. 1. We consider spins encoded in
Zeeman states of atoms whose positions in the cavity are
fixed by a deep optical lattice. A magnetic field B ¼ Bzˆ,
which defines the quantization axis for the spins, is oriented
at an angle θ to the longitudinal axis cˆ of the optical cavity.
Driving the atoms with a control field, incident either
through the cavity or from the side, allows pairs of atoms to
interact by scattering photons via the cavity. The interaction
strengths are governed by the spatially dependent Rabi
frequency Ωi of the control field and vacuum Rabi
frequency 2gi of the cavity, where i denotes the value for
the ith atom.
For large detuning between the atomic and cavity
resonances, the atom-cavity interaction takes the form of
a Faraday effect in which each atom couples to the Stokes
vector Ii, representing the local polarization and intensity
of light. This effect is described by a Hamiltonian
HI ¼ 2χ
X
i
ðIi · cˆÞðSi · cˆÞ; ð3:3Þ
where χ is the vector ac Stark shift of a maximally coupled
atom and the component of the Stokes vector along
the cavity is Ii · cˆ ¼ ðA†þ;iAþ;i − A†−;iA−;iÞ=2. The field
operators
A;i ¼

Ωie−iδt
2
ﬃﬃﬃ
2
p þ gia

=g ð3:4Þ
include the quantum field a of the cavity for σ-
polarized modes, weighted by the local amplitude gi
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of the cavity mode and displaced by a classical drive field
with local Rabi frequency Ωi. The normalization is set by
the vacuum Rabi frequency 2g of a maximally coupled
atom. We assume that the drive field has horizontal
polarization xˆ ¼ zˆ × cˆ and is detuned by δ from the cavity
resonance.
In the limit where the drive field is weak and far detuned,
we can obtain an effective Hamiltonian for the spin
dynamics by adiabatically eliminating the photon modes.
To this end, we first expand HI to lowest order in the
operators a to obtain
HI ≈
i
2
χðξi veiδt − ξiv†e−iδtÞðSi · cˆÞ; ð3:5Þ
where v ¼ ðaþ − a−Þ=
ﬃﬃﬃ
2
p
represents the vertically polar-
ized cavity mode, and we have introduced the weights
ξi ¼
Ωigi
g2
: ð3:6Þ
These weights determine the collective spin F defined in
Eq. (3.1), which couples to the cavity mode. Then, for
hv†vi ≪ 1 and for large detuning δ≫ κ;ωZ compared to
the cavity linewidth κ and Zeeman splitting ωZ, we find that
the effective spin Hamiltonian is [35]
H ¼ χ
2
4δ

cos2θF zF z þ
1
2
sin2θðF xF x þ F yF yÞ

: ð3:7Þ
We see that Eq. (3.7) matches the Hamiltonian (1.2) with
couplings Ji ¼ χξiS1=2N1=4 sin θ=2
ﬃﬃﬃﬃﬃ
2δ
p
and anisotropy
Δ ¼ 2 cot2 θ. Note that arbitrary control over the set of
weights ξi can be obtained by designing the spatial depend-
ence of the control field.
In addition to the coherent dynamics generated by H
from Eq. (3.7), the cavity-mediated interactions are subject
to dissipation due to photon loss from the cavity mirrors
and atomic free-space scattering. Formally, these processes
can be described by a family of Lindblad operators acting
within a quantum master equation [35]. The key parameter
governing the interaction-to-decay ratio is the single-atom
cooperativity η ¼ 4g2=κΓ, where Γ is the atomic excited-
state linewidth. Moreover, we find that the interaction-
to-decay ratio is collectively enhanced, scaling as S
ﬃﬃﬃﬃﬃﬃ
Nη
p
for a system ofN subensembles consisting of S atoms each.
After discussing the various properties and measurable
signatures of chaotic and integrable dynamics in Eq. (1.2),
we return to quantifying the effects of dissipation in
Sec. VIII. In particular, we estimate the atom number
and cooperativity η requisite for observing these signatures
in the experimental setup.
IV. INTEGRABILITY AT Δ= 0 AND Δ= 1
In this section, we demonstrate the quantum integrability
of the Hamiltonian (1.2) along the two lines at Δ ¼ 0 and
Δ ¼ 1 in the dynamical phase diagram (Fig. 1). To place our
discussion in context for the nonspecialist reader, we begin
by recalling some key features of integrable many-body
systems. Broadly speaking [54], such systems are charac-
terized by an extensive number of local conservation laws
that give rise to exotic transport and thermalization properties.
Important examples of quantum integrable systems include
theLieb-LinigerBosegas and the spin-1=2Heisenberg chain.
To illustrate the main ideas, consider a one-dimensional,
local, quantum Hamiltonian H ¼PNn¼1 hn, on N lattice
sites. For this type of model, integrability means the
existence of N − 1 independent, local charges,
QðnÞ ¼
XN
i¼1
qðnÞi ; n ¼ 2;…; N; ð4:1Þ
that commute with each other and with the Hamiltonian,
namely,
½QðmÞ; QðnÞ ¼ 0; ½QðmÞ; H ¼ 0: ð4:2Þ
The existence of extensively many local conservation laws
can be regarded as a strong constraint on the dynamics of
such systems and leads to unusual physical effects such
as nondissipative heat transport [56] and equilibration to
nonthermal steady states [57,58].
In contrast with more standard integrable systems, the
Gaudin-type models that arise in the present work are
somewhat unusual since they exhibit nonlocal couplings
and are therefore essentially zero dimensional. To construct
these models, one starts from a set of N operators,
GðiÞ ¼
XN
j¼1
X3
α¼1
wαijS
α
i S
α
j ; i ¼ 1; 2;…; N; ð4:3Þ
that are linear combinations of spin bilinears, with real
coefficients wαij ∈ R, and that satisfy the defining commu-
tation relations:
½GðiÞ; GðjÞ ¼ 0: ð4:4Þ
The physical Hamiltonian and the independent conserved
charges are then given by linear combinations of theGðiÞ, of
the form
H ¼
XN
i¼1
að0Þi G
ðiÞ; QðnÞ ¼
XN
i¼1
aðnÞi G
ðiÞ; n ¼ 2;…; N;
ð4:5Þ
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where the coefficients aðnÞi ∈ R are elements of a non-
singular N × N matrix. Note that by the commutation
relations (4.4), the Hamiltonian H and its associated
charges QðnÞ automatically satisfy the commutation rela-
tions (4.2) required for integrability. Although these oper-
ators are not local, they are sums of spin bilinears and
can therefore be regarded as 2-local in the complexity
theory sense.
We now show that the Hamiltonian Eq. (1.2) defines a
Gaudin-type integrable model for Δ ¼ 0 and Δ ¼ 1 and all
values of spin S. Specifically, we demonstrate that along
these lines in the dynamical phase diagram Fig. 1, there
exist N − 1 independent, conserved, and mutually com-
muting spin bilinears. The Hamiltonian at Δ ¼ 1 is related
to the rational Gaudin model [36], which is well known to
be quantum integrable in the mathematically rigorous sense
of possessing an underlying quantum group structure [37].
Meanwhile, the Hamiltonian at Δ ¼ 0 lies in a less well-
known class of “nonskew” Gaudin models, which arise
from Gaudin’s equations upon relaxing the constraint of
antisymmetry under the interchange of site indices [40–47].
It will be helpful to review the problem first studied by
Gaudin [36]: Under what circumstances do a set of spin
bilinears, as in Eq. (4.3), define a mutually commuting set,
with ½GðiÞ; GðjÞ ¼ 0? If the couplings wαij ∈ R are taken
to be antisymmetric under interchange of indices, with
wαij þ wαji ¼ 0, then the GðiÞ mutually commute if and only
if the Gaudin equations
wαijw
γ
jk þ wβjiwγik − wαikwβjk ¼ 0 ð4:6Þ
hold for all pairwise distinct fi; j; kg and fα; β; γg. The
isotropic solution wαij ¼ JiJj=ðJi − JjÞ defines the rational
Gaudin Hamiltonians
GðiÞðJ⃗Þ ¼
X
j≠i
JiJj
Ji − Jj
Si · Sj: ð4:7Þ
The all-to-all spin model from Eq. (1.2) at Δ ¼ 1 is simply
a linear combination of rational Gaudin Hamiltonians and
Casimirs, to wit
H ¼
XN
i;j¼1
JiJjSi · Sj ¼
XN
i¼1
2JiGðiÞðJ⃗Þ þ J2i Si · Si: ð4:8Þ
By rotational symmetry, H conserves the total spin
Stot ¼
P
i Si, and the linear span of the G
ðiÞðJ⃗Þ includes
the squared spin Stot · Stot ¼
P
i;j Si · Sj. The mathematical
structure of traditional Gaudin models has been studied in
depth [37,59].
Let us now consider relaxing the constraint of antisym-
metric couplings. Then, Gaudin’s equations (4.6) must
be augmented by two equations constraining “on-site”
couplings, which read
ðwβijwγji − wβjiwγijÞ þ 2wαjiðwγii − wβiiÞ ¼ 0;
ðwαijwγji − wαjiwγijÞ þ 2wβjiðwγii − wαiiÞ ¼ 0: ð4:9Þ
The model from Eq. (1.2) at Δ ¼ 0 arises from a “nonskew
XXZ” solution w1ij¼w2ij¼JiJj=ðJ2i −J2jÞ, w3ij¼J2j=ðJ2i −J2jÞ
to the usual Gaudin equation (4.6), augmented by on-site
terms w1ii ¼ w2ii ¼ 1=2, w3ii ¼ 0, which solve Eq. (4.9).
The corresponding Gaudin Hamiltonians read
G˜ðiÞðJ⃗Þ ¼
X
j≠i
JiJj
J2i − J2j
ðSxi Sxj þ Syi SyjÞ þ
J2j
J2i − J2j
Szi S
z
j
þ 1
2
ðSxi Sxi þ Syi Syi Þ: ð4:10Þ
By the Gaudin equations (4.6) and (4.9), these mutually
commute, and the Hamiltonian (1.2) at Δ ¼ 0 can be
expressed as
H ¼
XN
i;j¼1
JiJjðSxi Sxj þ Syi SyjÞ ¼
XN
i¼1
2J2i G˜
ðiÞðJ⃗Þ: ð4:11Þ
At spin 1=2, this result coincides with the Hamiltonian
obtained in Ref. [46] or the “Wishart-SYK” model [60],
and consequently, it can be derived as a special case of the
integrable spin-1=2 Hamiltonians considered in the recent
work Ref. [47]. The integrability of Eq. (4.11) for arbitrary
spin S was first discussed in Refs. [43–45] (see also the
references therein). We conclude that there is an integrable
line in the phase diagram of the model (1.2) at Δ ¼ 0.
By rotational symmetry about the z axis, this Hamiltonian
conserves Sztot ¼
P
i S
z
i , and ðSztotÞ2 lies in the linear span of
the G˜ðiÞðJ⃗Þ. Finally, we note that upon replacing commu-
tators with Poisson brackets in the derivation of the Gaudin
equations, the integrable structure identified for Δ ¼ 0 and
Δ ¼ 1 remains unaltered in the classical limit (S→ ∞) of
the Hamiltonian.
V. EXTRACTING INTEGRALS OFMOTION FROM
NUMERICAL OR EXPERIMENTAL DATA
Having characterized the integrable structure for Δ ¼ 0
and Δ ¼ 1, it is natural to ask whether the integrability* of
Eq. (1.2) extends to other, more generic values of the
anisotropy: Can we find similar extensive sets of commut-
ing bilinear conserved charges for Δ ≠ 0, 1? To tackle
this question in the absence of analytical tools, such as
those used in the previous section, we develop a numerical
method that enables the systematic search for bilinear
(2-local) IOM. We emphasize that this novel technique
can be applied to either numerical or experimental data.
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Let us first define a set of 2-local operators fOˆag:
Oˆa ≡ 3SðSþ 1Þ Sˆ
α
i Sˆ
α
j ; ð5:1Þ
where i > j and the index a is a shorthand notation for
ði; j; αÞ. We note that this family of 3NðN − 1Þ=2 operators
defines an orthonormal set with respect to the infinite-
temperature inner product:
1
D
Tr½Oˆ†aOˆb ¼ δab; ð5:2Þ
where D≡ Tr½1 ¼ ð2Sþ 1ÞN is the dimension of the
Hilbert space.
Now, suppose that we can measure, experimentally or
numerically, the time evolution of the expectation value
hOˆaðtÞi≡ hΦjOˆaðtÞjΦi, where jΦi is a random initial state
(i.e., far from any energy eigenstate). A bilinear integral of
motion Iˆ is a special linear combination of the Oˆa that
remains constant in time, to wit
hIˆi ¼ hIˆðtÞi≡X
a
uahOˆaðtÞi ¼
X
a
uahOˆai: ð5:3Þ
Here and below, the overline denotes a time average, such
as hOˆai≡
R
T
0 ½ðdtÞ=ThOˆaðtÞi over a time interval ½0; T.
It is useful to recast the above equation in terms of the
following time series matrix:
Ma;t ≡
ﬃﬃﬃ
1
T
r
ðhOˆaðtÞi − hOˆaiÞ: ð5:4Þ
Note that Ma;t is a rectangular matrix with 3NðN − 1Þ=2
rows and a continuum of columns indexed by t ∈ ½0; T,
where TJ2 ≫ 1. In practice, the time axis is discretized
such that the number of columns in M is much larger than
the number of rows. We immediately see that, by Eq. (5.3),
a 2-local IOM corresponds to a left zero mode of M, i.e.,P
a uaMa;t ¼ 0 for any t.
Thus, to find bilinear IOMs, we want to search for zero
modes of M. More generally, we can consider the singular
value decomposition (SVD) of M or, equivalently, the
spectrum of the real Hermitian matrix,
La;b ≡MM† ¼
Z
T
0
dt
T
Ma;tMb;t ð5:5Þ
¼
X3NðN−1Þ=2
l¼1
σ2l ua;lub;l: ð5:6Þ
In the second line, σl ≥ 0 are the corresponding singular
values ofM, and σ2l are the eigenvalues of L; u⃗l are the left
singular vectors of M and eigenvectors of L. Equivalently,
ðua;lÞ3NðN−1Þ=2a;l¼1 is a real orthogonal matrix, defining a family
of operators
Qˆl ≡
X3NðN−1Þ=2
a¼1
ua;lOˆa; l ¼ 1;…; 3NðN − 1Þ=2; ð5:7Þ
which are also orthonormal:
1
D
Tr½Qˆ†l Qˆk ¼ δlk: ð5:8Þ
As mentioned above,Ql is an integral of motion if and only
if σl ¼ 0. Furthermore, for small σl > 0, we consider Ql to
be approximately conserved and call it a “slow mode.”
The rationale for this terminology comes from the identity
hQlðtÞi2 − hQlðtÞi2 ¼ σ2l ; ð5:9Þ
which means that the singular value σl is the standard
deviation of the expectation value of Ql over the time
interval ½0; T. A small σl entails that hQlðtÞi exhibits small
fluctuations around its time-average value.
To summarize, we propose the following procedure:
Compute the time series matrixM, perform a SVD decom-
position on M, analyze its singular values, and identify the
possible IOMs and slow modes. In the next two sections,
we use this method to characterize the behavior of the model
along the S ¼ 1=2 and S → ∞ lines in the phase diagram
of Fig. 1, for anisotropies Δ ≠ 0, 1. In Sec. VI, we numeri-
cally simulate the time evolution for the quantum spin-1=2
model, and we further characterize the resulting slow modes
by measuring their temporal autocorrelation functions. In
Sec. VII, we simulate the dynamics of the model (1.2)
describing classical spin d.o.f. and, upon slightly modifying
the above method, we extract the behavior of the autocorre-
lation functions directly from the singular values.
VI. INTEGRABILITY* FOR S= 12
A. Identifying integrals of motion
We now focus on the spin-1=2 system with up to N ¼ 14
sites and implement the technique proposed above. We
initialize the system in a random product state [61] jΦi
and numerically compute the time evolution of the wave
function with the Hamiltonian (1.2) via exact diagonaliza-
tion. The random fields Ji are sampled from the normal
distributionN ð0; J2Þ, and we set J2 ¼ 1. We have checked
that we obtain similar results for other distributions with
zero mean and unit variance. We then record the expect-
ation values of all the operators Oˆa defined in Eq. (5.1) and
construct the time series matrix Ma;n [defined in Eq. (5.4)]
at each discrete time tn ¼ nδt with δt ¼ 1 J−2, integer n,
and up to a maximal time T ¼ 103 J−2.
Figure 2 presents results for the singular values of M
obtained for two values of Δ in a fixed disorder realization.
As expected, at Δ ¼ 1, we find N þ 1 vanishing singular
values, in agreement with the analysis of Sec. IV. All other
singular values lie above a gap of about 0.01, indicating that
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there are no other 2-local integrals of motion beyond those
identified in Sec. IV.
The results at Δ ¼ 0.9, slightly away from the integrable
point, are markedly different. We find only two exactly
vanishing singular values corresponding to the space
spanned by the two obvious integrals of motion, H and
ðSztotÞ2. This behavior persists on the entire open segment
Δ ∈ ð0; 1Þ, showing unambiguously that there are no other
purely bilinear integrals ofmotion in this range.Nonetheless,
we see that the remaining set of N − 2 nontrivial IOMs at
Δ ¼ 1 are transformed, upon moving to the point Δ ¼ 0.9,
into left singular vectors with nonzero yet small singular
values. It stands to reason that these small singular values
correspond to operators that exhibit a slow decay because the
system is close to the Δ ¼ 1 integrable point. We now test
this hypothesis by directly examining the decay of these
putative “slow modes.”
B. Characterizing the slow operators
We have seen that the nontrivial IOMs at the pointsΔ¼0
and Δ ¼ 1 transform into a set of N − 2 “slow operators,”
indicated by small singular values, away from those two
points. Let us examine the dynamics of these presumed
slow modes. Their decay can be studied by numerically
computing the autocorrelation functions
GlðtÞ ¼
1
D
Tr½QˆlðtÞQˆlð0Þ; ð6:1Þ
where the normalization D ¼ ð2Sþ 1ÞN ensures that
Glð0Þ ¼ 1. For conserved modes, we expect the
autocorrelation function to remain fixed at GlðtÞ ¼ 1 for
all time. For generic nonconserved operators, we expect
GlðtÞ to decay to values near zero as these modes
thermalize.
An example of the results for a system with N ¼ 13 sites
andΔ ¼ 0.75 is shown in Fig. 3. We see that the correlation
functions related to the two zero singular values, G1ðtÞ and
G2ðtÞ, are perfectly nondecaying, as they must be. Also as
expected, the correlation functions GlðtÞ associated with
FIG. 2. Scatter plot of the smallest 30 of the 3NðN − 1Þ=2
singular values σl at N ¼ 9 for Δ ¼ 1 (blue squares) and Δ ¼ 0.9
(red circles) in a fixed disorder realization of fJig. At Δ ¼ 1, we
see N þ 1 zeros corresponding to the N þ 1 conserved charges
that can be written as a sum over bilinear operators; these zeros
are separated from the rest of the singular values by a “spectral”
gap. At Δ ¼ 0.9, we see two zeros corresponding to the
conservation of H and ðSztotÞ2. We also see the lift-off of
N − 2 singular values corresponding to the previously conserved
bilinear charges at Δ ¼ 1. Note that they, too, are separated from
the rest by a “spectral” gap.
FIG. 3. Plot of the autocorrelation function GlðtÞ in a given
disorder realization for N ¼ 13 spins at Δ ¼ 0.75. The solid
curves represent the numerically computed GlðtÞ: The black
curve corresponds to either of the two exactly conserved bilinear
quantities; the red, blue, green, and magenta curves correspond to
the next four modes (arranged by increasing singular value); the
yellow curve corresponds to a mode in the middle of the singular
value “spectrum.” The dashed curves represent fits of the form
G˜lðtÞ ¼ ζl exp ð−t=τlÞ þ gl through the data.
FIG. 4. Plot of the plateau values hgliJ ¼ hGlðt → ∞ÞiJ as a
function of the anisotropy Δ for N ¼ 11 spins (S ¼ 1=2). The
brackets h…iJ denote an average over 2000 disorder realizations
for the fJig. Different colors correspond to different modes:
Black corresponds to the two lowest and exactly conserved
modes; red, blue, green, and magenta correspond to the next
four modes; yellow corresponds to a mode in the middle of the
singular-value spectrum. We find no strong dependence on the
system size N: See Fig. 5 for a plot of the plateau value hgliJ as a
function of the system size N for the l ¼ 3 (red) mode atΔ ¼ 0.5.
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the small nonvanishing singular values (3 ≤ l ≤ N) show a
slow initial decay. However, the surprise is that, at very
long times, these correlation functions saturate to a non-
vanishing and rather appreciable value gl. Figure 4 shows
that this phenomenon persists when varying Δ on the
segment ½−0.5; 1.5. Moreover, we find no significant size
dependence of the saturation value gl, as shown in Fig. 5(a).
We have also checked that the large plateau values are not
due to the overlap between the slow modes Qˆl with higher
powers of the known conservation laws Hˆ and Sˆztot, such as
Hˆ2; Hˆ3;…, nor with projectors to energy eigenstates [35].
In contradistinction, the operators corresponding to higher
singular values (l≫ N) decay to a vanishing, or very small,
saturation value [35].
Altogether, in addition to the obvious bilinear IOMs, H
and ðSztotÞ2, we find N − 2 operators whose correlation
functions saturate to an appreciable nonvanishing value.
This result suggests that the model remains integrable even
away from the Gaudin-like points Δ ¼ 0 and Δ ¼ 1: The
bilinear integrals of motion are transformed into quasibi-
linear ones, which retain appreciable support in the space of
2-local operators. Based on the results shown in Fig. 4, we
argue that this holds everywhere away from the integrable
points, namely, in the regions fΔ < 0g, f0 < Δ < 1g, and
fΔ > 1g. In general, we can write the new integrals of
motion as bilinear operators dressed by a sum over higher,
2n-local terms:
Iˆl¼ZlQˆlþ
X
n>1
X
i1;…;i2n
X
α1;…;α2n
Kα1…α2ni1…i2n Sˆ
α1
i1
Sˆα2i2 …Sˆ
α2n
i2n
; ð6:2Þ
where Zl is the weight of the integral of motion Il on 2-local
operators. The saturation value of the autocorrelation
function of Qˆl that we plot in Fig. 4 is, essentially,
gl ∼ jZlj2. It would be interesting to further characterize
how the coefficients Kα1…α2ni1…i2n , which encode the overlap of
the IOMs with the different 2n-body spin operators, decay
with increasing n. We leave this for future work.
The structure of the integrals of motion (6.2) is, in some
ways, reminiscent of the local integrals of motion in the
MBL state [49,50,62]. The latter is characterized by
quasilocal integrals of motion τzi that are adiabatically
connected to the microscopic d.o.f. σzi . As in our case, the
LIOMs are dressed versions of the microscopic bits with
weight on higher n-body operators decaying exponentially
with n. There are, however, crucial differences from MBL.
The integrals of motion in our case are not local but rather
extensive sums of bilocal operators. Hence, the IOMs of
the all-to-all spin model do not facilitate a direct-product
partition of the Hilbert space into single qubit spaces.
Additionally, the integrability we observe does not depend
on strong disorder—in fact, we found that its signatures are
more pronounced as the couplings becomes more uniform,
namely, as stdðJiÞ≲ Ji.
Lastly, we also find signatures of integrability in the
spectrum of H: The level statistics are almost perfectly
Poissonian at Δ ¼ 0, 1 and close to Poisson (although not
exactly) at intermediate Δ [35]. Nonetheless, for 0 <
Δ < 1, we find many level crossings, and the violation
of the Wigner–von Neumann noncrossing rule represents
further evidence of integrability despite the fact that there
(a) (b)
FIG. 5. Plot of the disorder-averaged plateau values hgliJ ¼ hGlðt → ∞ÞiJ as a function of the system size N for the l ¼ 3 mode,
i.e., the lowest mode that is not exactly conserved (corresponding to the red markers in Fig. 4) at Δ ¼ 0.5. The different markers
correspond to various strengths ϵ of the perturbations Hð1Þϵ (left panel) and H
ð2Þ
ϵ (right panel) from Eqs. (6.3) and (6.4), respectively:
The round markers correspond to the unperturbed Hamiltonian H (1.2); the triangular and square markers correspond to ϵ ¼ 0.01 and
ϵ ¼ 0.1, respectively. The error bars related to disorder averaging h…iJ are included, but they are smaller than the size of the markers.
We see that the plateau value for the unperturbed H is independent of the system size. Conversely, upon adding even a small
perturbation ϵ ≪ 1, the plateau value decreases with N, suggesting that the autocorrelation function Glðt → ∞Þ vanishes for a
thermodynamic system (N → ∞).
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seems to be some degree of correlation between the energy
levels [63–65].
C. Perturbing away from Integrability*
After establishing the existence of a novel integrable
structure for the spin-1=2 model, characterized by quasi-
2-local IOMs, it is natural to investigate its robustness to
perturbations away from the class of models (1.2) with
separable disorder. This question is relevant from a theo-
retical point of view but also from a practical, experimental
perspective.
A natural perturbation to test in this context is one that
adds a nonseparable, SY-like contribution to the interac-
tion. Specifically, we add the term
Hð1Þϵ ¼ ϵ
2S
ﬃﬃﬃﬃ
N
p
XN
i;j¼1
Vij½Sxi Sxj þ Syi Syj þ ΔSzi Szj; ð6:3Þ
where the elements Vij are also sampled from a normal
distribution N ð0; 1Þ.
We explicitly check that at ϵ > 0 and Δ ¼ 1 for
H þHð1Þϵ , there are only four zero singular values corre-
sponding to exactly conserved and linearly independent 2-
local quantities: the Hamiltonian, S2tot, ðSxtotÞ2, and ðSytotÞ2.
At intermediate 0 < Δ < 1, there are only two vanishing
singular values corresponding to H þHð1Þϵ and ðSztotÞ2.
Second, we verify that the lowest bilinear modes that are
not exactly conserved (i.e., either the l ¼ 3 one at 0<Δ<1
or the l ¼ 5 one at Δ ¼ 1) decay to smaller plateau values
that decrease as we increase the system size N, as shown in
Fig. 5(a). This suggests that a perturbation Hð1Þϵ , even at
ϵ≪ 1, can spoil the integrability for a large system N ≫ 1.
Another type of perturbation that arises naturally in the
experimental setup, due to the driving field, is represented
by random stray magnetic fields along the z axis:
Hð2Þϵ ¼ ϵ
XN
i¼1
hiS
z
i ; ð6:4Þ
where the fields hi are also sampled fromN ð0; 1Þ. Note that
H þHð2Þϵ has a single zero singular value corresponding to
ðSztotÞ2 for all Δ due to the fact that the full Hamiltonian is
no longer purely bilinear and that Hð2Þϵ breaks the SU(2)
symmetry atΔ ¼ 1.Aside from this effect, the behavior upon
perturbing withHð2Þϵ is similar to that obtained by perturbing
with Hð1Þϵ , as shown in Fig. 5(b).
Last, we consider the effect of adding the perturbation
Hð3Þ ¼ 1
S
ﬃﬃﬃﬃ
N
p
X
i
J2i S
z
i : ð6:5Þ
This additional term appears in the model
H˜ ¼ 1
S
ﬃﬃﬃﬃ
N
p
X
ij
JiJjðSþi S−j þ ΔSziSzjÞ; ð6:6Þ
which is similar to Eq. (1.2) but differs from it by the term
Hð3Þ, arising due to the commutator ½Sþi ; S−i . As noted in
Ref. [32], the model Eq. (6.6) is also experimentally accessible
in a system of cold atoms interacting with cavity photons. It is
clear that the perturbation Hð3Þ, having a 1=
ﬃﬃﬃﬃ
N
p
normaliza-
tion, is subextensive and will not matter in the thermodynamic
limit. Moreover, we find that it does not qualitatively affect the
integrability of our quantummodel even for the small systems
analyzed using exact diagonalization [35].
In sum, our numerical analysis of the response to pertur-
bations indicates that the novel integrability of the spin-1=2
model (1.2) is not particularly robust to nonseparable
interactions or stray magnetic fields. Nevertheless, in a
finite-size system and at finite times (see Sec. VIII for more
details), there are signatures of proximate integrability, as
shown by the finite saturation values in Fig. 5.
To recapitulate our study of the dynamical phase diagram
in Fig. 1 thus far, we have found that the system is
integrable along the following lines: at Δ ¼ 0, 1 for any
value of the spin size S (characterized by bilinear IOMs),
and at S ¼ 1=2 for any Δ ≠ 0, 1 (characterized by quasibi-
linear IOMs). The remaining line in the phase boundary of
Fig. 1 corresponds to the classical, S→ ∞, limit of the
model (1.2), which we now discuss.
VII. CHAOS FOR S → ∞
Since Gaudin-type integrability at Δ ¼ 0, 1 persists for
all values of the spin size S, it is natural to ask whether the
integrable* structure at S ¼ 1
2
, presented in the previous
section, also survives for larger values of S. Although it is
numerically challenging to extend the exact diagonalization
study of the previous section to intermediate S, the limit
S→ ∞ leads to classical equations of motion that are
amenable to numerical simulations.
These simulations allow us to analyze another boundary in
the phase diagram, namely, the S→ ∞ line, where we find
chaotic dynamics with a finite Lyapunov exponent, as
explained in Sec. VII A. The presence of chaos in the
infinite-S limit clearly implies that the S ¼ 1
2
integrability*
does not extend to all S, unlike the Gaudin-type integrability
at Δ ¼ 0 and 1. Remnants of an integrable* structure can
nevertheless be revealed by applying the SVD analysis of
Sec. V to the classical dynamics, which we do in Sec. VII B.
This technique reveals the presence of a large number of
slow modes, which are known to occur classically in quasi-
integrable systems, i.e., chaotic systems in the vicinity of
integrable points. We characterize these slow modes in
Sec. VII C.
A. Classical chaos
In the infinite-S limit, the model (1.2) behaves as a
classical system of coupled spin d.o.f. Sαi on the unit sphere,
whose Hamiltonian dynamics can be written in terms of
Poisson brackets:
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dSαi
dt
¼ fSαi ; Hg; ð7:1Þ
where
H ¼ S
2
ﬃﬃﬃﬃ
N
p
X
ij
JiJjðSxi Sxj þ Syi Syj þ ΔSzi SzjÞ: ð7:2Þ
For our numerical investigation, we sample the random
fields Ji from the uniform distribution ½−J; J and set J ¼ 1
(we choose a bounded distribution to avoid large Ji’s that
could cause numerical instabilities). The classical spin
variables Sαi obey
fSαi ; Sβjg ¼
1
S
δijε
αβγSγi : ð7:3Þ
We probe the infinite-temperature dynamics of this
classical system by direct numerical simulation.
In order to study chaos, we use the standard tangent
space method [66] to study the divergence of classical
trajectories and measure the leading Lyapunov exponent.
Let SðtÞ ¼ (S1ðtÞ;…;SNðtÞ) denote the 3N-dimensional
vector describing the directions of all the spins at time t. We
initialize the system in a random infinite-temperature state
Sð0Þ, within which each spin points in a random direction,
uniformly distributed on the unit sphere S2. We also keep
track of the trajectory of the deviation vector δSðtÞ, which
lives in the tangent space of S2 ×… × S2 at the point SðtÞ;
we further set δSð0Þ such that δSið0Þ⊥Sið0Þ for all spins
and kδSð0Þk2 ¼Pi;α ðδSαi Þ2 ¼ 1.
If we define the local effective field
Fi ¼ ðFxi ; Fyi ; Fzi Þ
¼ ð1=SÞð−∂H=∂Sxi ;−∂H=∂Syi ;−∂H=∂Szi Þ; ð7:4Þ
we see that the Hamilton equations of motion (7.1) can be
written as
dSi
dt
¼ Si × Fi: ð7:5Þ
For our model (7.2), we have Fx;yi ¼ ðJi=
ﬃﬃﬃﬃ
N
p ÞPj JjSx;yj
and Fzi ¼ ΔðJi=
ﬃﬃﬃﬃ
N
p ÞPj JjSzj.
We immediately see that the variational equations of
motion for the deviation vector δS can be written as
dðδSiÞ
dt
¼ δSi × Fi þ Si × δFi; ð7:6Þ
where δFx;yi ¼ ðJi=
ﬃﬃﬃﬃ
N
p ÞPj JjδSx;yj and δFzi ¼ ΔðJi= ﬃﬃﬃﬃNp ÞP
j JjδS
z
j.
We numerically integrate the coupled differential equa-
tions (7.5) and (7.6) to find the trajectory (SðtÞ; δSðtÞ) in
the tangent bundle up until a time T ¼ 500 J−2 in incre-
ments of δt ¼ 1 J−2. We then compute the sensitivity,
defined as dðtÞ ¼ kδSðtÞk2, or in full,
dðtÞ ¼
XN
i¼1
X
α
½δSαi ðtÞ2: ð7:7Þ
(a) (b)
FIG. 6. (a) The sensitivity dðtÞ from Eq. (7.7) geometrically averaged over 104 disorder realizations fJig and initial states fSð0Þg as a
function of time for a system of N ¼ 128 classical spins. After nonuniversal dynamics at early times, we find an exponential growth at
later times for Δ ¼ −0.5 (red curve), Δ ¼ 0.5 (blue curve), and Δ ¼ 1.5 (green curve). (Inset) The square root of the same quantity,
namely,
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
exp (hlog dðtÞiJ;S)
p
, at the two integrable points, Δ ¼ 0.0 (cyan curve) and Δ ¼ 1.0 (magenta curve). We obtain an almost
perfect straight line, which indicates that dðtÞ ∼ t2, as expected for an integrable system. (b) Lyapunov exponent hλiJ;S averaged over 105
disorder realizations and initial states as a function of the anisotropy Δ for different systems consisting of N ¼ 16 (red circles), N ¼ 128
(blue circles), and N ¼ 1024 (green circles) classical spins. (Inset) Disorder-averaged Lyapunov exponent hλiJ;S as a function of the
system size N for Δ ¼ 0.1 (red squares), Δ ¼ 0.3 (blue squares), and Δ ¼ 0.5 (green squares).
GREGORY BENTSEN et al. PHYS. REV. X 9, 041011 (2019)
041011-10
Note that dð0Þ ¼ 1 since we have normalized the initial
deviation vector. For an integrable system, we expect dðtÞ
to exhibit a power-law dependence on time; the flow on
invariant tori specified by the N conservation laws is linear
in time and, since we have defined the sensitivity as
kδSðtÞk2, we expect dðtÞ ∼ t2. In a chaotic system, dðtÞ
should increase exponentially with t. In Fig. 6(a), we
average over disorder realizations fJig and initial states
fSð0Þg to find exp (hlog dðtÞiJ;S). We find that the classical
system exhibits chaotic dynamics and an exponential
divergence of trajectories in the regions fΔ < 0g,
f0 < Δ < 1g, and fΔ > 1g. We also find integrable
dynamics and a power-law divergence of trajectories at
the special points Δ ¼ 0, 1.
Moreover, using the multiplicative ergodic theorem, we
can define the maximal Lyapunov exponent [66] as
λ ¼ lim
t→∞
2
t
log
kδSðtÞk
kδSð0Þk : ð7:8Þ
Using the normalization kδSð0Þk ¼ 1 and our definition of
the sensitivity from Eq. (7.7), we see that
λ ¼ lim
t→∞
1
t
log dðtÞ: ð7:9Þ
In practice, we compute the Lyapunov exponent by
fitting a line λtþ b through the late-time behavior of
log dðtÞ, as discussed in Ref. [67]. In Fig. 6(b), we plot
the Lyapunov exponent hλiJ;S, averaged over disorder
realizations fJig and initial states fSð0Þg, as a function
of the anisotropy Δ and find that the system exhibits the
most chaotic behavior (largest Lyapunov exponent) at
Δ ¼ 1.5. Second, we find that hλiJ;S tends to a finite value
for large system sizes N, as shown in the inset of Fig. 6(b).
B. SVD analysis
Although the presence of chaos in the classical dynamics
excludes proper integrability in the infinite-S limit, it does
not rule out the possibility of quasi-integrability, whereby
some operators have very slow decay. We investigate this
possibility by applying the SVD analysis of Sec. V to the
classical dynamics. This method allows us to determine the
number of exactly conserved quantities, corresponding to
zero singular values, but also to look for slow modes,
corresponding to small but finite singular values.
As expected, we find an extensive number of conserved
quantities at Δ ¼ 0, 1 and only two exactly conserved
quantities, corresponding to the Hamiltonian H and ðSztotÞ2,
for all other values of the anisotropy Δ. This intermediate
regime, however, exhibits a large number of slow modes,
which will be discussed in the next section.
Since we are now working with a classical system, a few
important distinctions ought to be made from our earlier
quantum analysis. First, we consider a slightly enlarged
collection of bilinear operators:
Oa ¼
8><
>:
3Sαi S
α
j a ¼ ði; j; αÞ; i < j
c1ðSxi Sxi − Syi Syi Þ a ¼ ði; i; 1Þ
c2ð3SziSzi − 1Þ a ¼ ði; i; 2Þ;
ð7:10Þ
where c1 ¼
ﬃﬃﬃﬃﬃ
15
p
=2 and c2 ¼
ﬃﬃﬃ
5
p
=2. As before, a ¼ ði; j; αÞ
is a composite index. In the classical case, we also include
bilinears with i ¼ j (which would be trivial in the spin-1=2
case). Note that there are only two independent such
bilinears for each i, and the spherical harmonics (with
spin 1) provide an orthonormal basis. Indeed, it can be
checked that the bilinears Oa defined in Eq. (7.10) satisfy
the orthonormality relation
hOaObiS ≡
Z Y
i
DSi
4π
OaOb ¼ δab; ð7:11Þ
where h½…iS denotes an average over the infinite-temper-
ature ensemble, while the integral
R
DSi is over the unit
sphere.
Second, while a single initial state is sufficient in the
quantum SVD analysis, we have to consider an ensemble
of initial states in the classical setting because a single
classical trajectory cannot visit the whole phase space
due to energy conservation (a linear superposition of
configurations does not exist classically). Here, we con-
sider the infinite-temperature ensemble; namely, we sample
S0 ¼ fS1ð0Þ;…;SNð0Þg as independent random points on
the unit sphere. We then time evolve with Eq. (7.1) for a
total time T and measure the expectation value of the
bilinears Oaðtn; S0Þ at discrete intervals tn ¼ nδt ∈ ½0; T.
Repeating this process for a large number N of initial
conditions fS0g in the infinite-temperature ensemble, we
construct the following matrix, analogous to the one in
Eq. (5.4):
Ma;ðt;S0Þ ¼ (Oaðt; S0Þ −OaðS0Þ); ð7:12Þ
where OaðS0Þ ¼
R
T
0 ½ðdtÞ=TOaðt; S0Þ represents the time
average over one trajectory. The number of rows indexed
by a is, according to Eq. (7.10), 3NðN − 1Þ=2þ 2N. The
columns are indexed by time t ∈ ½0; T and initial con-
ditions S0—in practice, we discretize the time axis (with the
time step δt ¼ 1 J−2) and draw a large number (103) of
samples for S0.
The singular-value decomposition of M is equivalent to
diagonalizing the real Hermitian matrix L≡MM†, which
can be obtained by averaging over the initial conditions S0:
La;b ¼
Z
T
0
dt
T
Ma;ðtn;S0ÞMb;ðtn;S0Þ

S
: ð7:13Þ
Note that the average h…iS is with respect to S0 in the
infinite-temperature thermal ensemble and should not be
confused with the quantum expectation values h…i (i.e.,
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without a subscript) used in Secs. V and VI. Diagonalizing
L allows us to obtain the slow-mode operators Ql, together
with their corresponding eigenvalues σ2l . Similarly to
Eq. (5.9), we have
σ2l ¼
D
Qlðt; S0Þ2 −Qlðt; S0Þ2
E
S
. ð7:14Þ
In other words, σ2l is equal to the variance, averaged over
initial conditions S0, of the fluctuations of Ql along a given
trajectory.
The behavior of the singular values σl (shown in Fig. 7)
is similar, in several ways, to that obtained in Sec. VI A for
the quantum spin-1=2 model [68]. At the first integrable
point Δ ¼ 0, we obtain N zero singular values correspond-
ing to the family of N spin-bilinear conserved quantities
G˜ðiÞ from Eq. (4.10). At the second integrable point Δ ¼ 1,
we find N þ 1 zero singular values corresponding to the
conserved quantities lying in the linear span of the GðiÞ s
from Eq. (4.8). Lastly, as shown in Fig. 7, away from these
integrable points, i.e., for fΔ < 0g; f0 < Δ < 1g, and
fΔ > 1g, we find two precisely zero singular values,
corresponding to the two exactly conserved spin-bilinear
quantities, H and ðSztotÞ2. The small magnitude of the
following singular values, for l ¼ 3; 4;…, signals the
presence of slow modes, which will be studied in the next
section.
C. Decay of slow operators
The SVD analysis of the previous section revealed a large
number of operators with small singular values. In principle,
we could characterize the thermalization (or lack thereof) of
these operators Ql using, in analogy to the quantum case, a
two-point correlation function
GlðtÞ ¼ hQlðtÞQlð0ÞiS; ð7:15Þ
where h…iS, as before, designates an average over the N
initial conditionsS0. As in the quantumcase, the operatorsQl
are orthonormal such that Glð0Þ ¼ 1 (as N → ∞). Yet, the
accurate computation ofGlðtÞ at long times is typically very
demanding because it requires averaging an increasingly
complex function in phase space.
Fortunately, in classical systems, the singular value σl
already informs us about the long-time plateau value of
GlðtÞ. This result can be seen from Eq. (7.14), which implies
that
σ2l ¼
Z
T
0
dt
T
QlðtÞ2

S
−
Z
T
0
Z
T
0
ds
T
dt
T
QlðtÞQlðsÞ

S
¼ 1 −
Z
T
0
Z
T
0
ds
T
dt
T
QlðtÞQlðsÞ

S
σ2l ¼ 1 − gl;T ; gl;T ≡
Z
T
0
GlðuÞ
2ðT − uÞdu
T2
: ð7:16Þ
In the second line, we use the normalization hQlðtÞ2iS ¼ 1;
in the third line, we perform a change of variables u ¼ jt − sj
[recall that GlðuÞ ¼ hQlðtÞQlðt uÞiS by the invariance of
the infinite-temperature ensemble under time evolution].
Now, it is not hard to show that gl;T and Gl have the same
infinite-time limit (assuming such a limit exists for Gl):
lim
u→∞
GlðuÞ ¼ gl⇒ lim
T→∞
gl;T ¼ gl:
Thus, gl;T is a finite-time proxy for gl. In the infinite-time
limit, the relation (7.16) becomes
gl ¼ 1 − σ2l jT→∞: ð7:17Þ
Using Eq. (7.16) or (7.17), this result allows us to infer
the plateau values of slow modes from the data of Fig. 7.
Unsurprisingly, the exactly conserved quantities have
gl ¼ 1. Away from the integrable points at Δ ¼ 0, 1, we
find that the slowest nonconserved modes, corresponding
to l ¼ 3; 4;…, (the distinction between the slow modes and
the rest is less sharp here than in the quantum case, and it is
suggested by the rounded cusp around l ¼ N in Fig. 7), have
a remarkably slow decay: The plateau values gl;T at a finite
FIG. 7. Scatter plot of the smallest 30 squared singular values
σ2l and the plateau value gl;T from Eq. (7.17) for a classical model
(7.2) of N ¼ 16 spins at different values of the anisotropy Δ. We
average σ2l over N ¼ 103 random initial conditions fS0g and 10
disorder realizations for the fields fJig, and we set T ¼
8192 J−2. At the integrable points Δ ¼ 0 (cyan triangles) and
Δ ¼ 1 (magenta squares), we see N and N þ 1 zero singular
values, respectively, corresponding to the conserved quantities
that can be written as a sum over bilinear operators (7.10). These
are separated from the rest of the singular values by a “spectral”
gap. At Δ ¼ −0.1 (red circles), Δ ¼ 0.1 (blue circles), and Δ ¼
1.1 (green circles), we see two precisely zero singular values
corresponding to the conservation ofH and ðSztotÞ2, along with the
lift-off of the other N − 2 singular values. ForΔ ¼ 1.1, the first N
singular values are also separated by a spectral gap from the rest.
And, although for Δ ¼ −0.1 and Δ ¼ 0.1 the spectral gap is not
visible, one can still see a rounded “cusp” occurring around
l ¼ N—this cusp suggests that there still exist slow modes Ql for
l ¼ 3;…; N.
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but large time T ¼ 104J−2 are close to unity [69], compa-
rable to their spin-1=2 counterparts.
In a future companion paper, we will demonstrate that
any conserved operator in the S ¼ 1=2 quantum case is
approximately conserved in the S → ∞ classical model as
well, up to 1=N corrections in large systems. Therefore, the
classical model is expected to display some signatures of
integrability. In this section, we saw that such signatures
cannot be found from the Lyapunov exponent but only
from the relaxation of slow modes. This result is intriguing,
but a similar phenomenon has previously been observed.
Reference [48] showed that for certain systems near
integrability (called quasi-integrable by the authors), the
relaxation time of certain operators can be significantly
longer than the finite Lyapunov time λ−1. Given that our
classical system is surrounded by integrable lines Δ ¼ 0, 1
and (arguably) S ¼ 1=2 in the ðΔ; SÞ parameter plane (see
Fig. 1), we conjecture that it is also quasi-integrable. From
this perspective, the existence of slow modes is compatible
with the finite classical Lyapunov exponent found in
Sec. VII A.
VIII. EXPERIMENTAL REALITIES
We have provided analytical and numerical evidence for
the rich dynamical phase diagram depicted in Fig. 1,
including clear signatures of chaotic dynamics at large S
and Δ ≠ 0, 1, along with signatures of integrability at
the special points Δ ¼ 0, 1 for any S. Furthermore, we
demonstrated signatures of a novel integrable* phase at
S ¼ 1=2 for Δ ≠ 0, 1. We now discuss prospects for
observing these signatures in the laboratory. First, what
should one measure to identify the chaotic and integrable
regimes of the phase diagram? Second, given the inevitable
presence of dissipation in realistic experiments, what are
the requirements on cavity cooperativity to access the
relevant timescales experimentally?
To identify integrals of motion, the SVD method of
Sec. V can equivalently be implemented with experimental
data. Using state-sensitive imaging of the atomic ensemble
[21], one may immediately extract the bilinear spin
correlation functions hOaðtÞi ∝ hSαi ðtÞSαj ðtÞi defined in
Eq. (5.1). As each image is obtained from a destructive
measurement, one must repeat the experiment many times
to obtain statistics of the spin bilinears at a fixed time t and
then repeat this procedure for many time points t to obtain
the full matrixMa;t. With this matrix in hand, one can then
directly apply the singular-value decomposition performed
above in Sec. V.
A caveat is that measurements of the spin bilinears can
be affected by dissipation due to photon loss and atomic
free-space scattering. Photon loss from the cavity mode
causes a random walk in the orientation of the weighted
collective spin F defined in Eq. (3.1). This effect is
described by Lindblad operators
L ¼
ﬃﬃﬃﬃﬃﬃﬃ
γ=2
p
F; ð8:1Þ
Lz ¼
ﬃﬃﬃﬃﬃﬃ
Δγ
p
F z; ð8:2Þ
where the decay rate [35] is given by
γ ¼ J
2
S
ﬃﬃﬃﬃ
N
p κ
δ
: ð8:3Þ
The collective dissipation can be suppressed by increasing
the detuning δ and compensating with increased drive
strength, until limited by free-space scattering.
The effect of free-space scattering is to project or flip
individual spins, as described by a set of Lindblad operators
Ln;ðm;m0Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Cm;m0Γsc
p jmihm0jn; ð8:4Þ
wherem orm0 indicates the spin state of an individual atom
indexed by n, and Cm;m0 is an order-unity branching ratio.
At large detuning, the scattering rate scales as
Γsc ∼
J2
ηS
ﬃﬃﬃﬃ
N
p δ
κ
: ð8:5Þ
Comparing Eqs. (8.3) and (8.5), we see that the cooper-
ativity ηwill dictate an optimal detuning for minimizing the
net effect of the two forms of dissipation, with higher
cooperativity enabling increasingly coherent dynamics.
To determine the cooperativity required to observe the
signatures of integrability, we first write down explicit
equations of motion for the spin bilinears hSαi ðtÞSαj ðtÞi
evolving under the influence of pure collective dissipation
or pure single-atom decay, respectively [35]. We find that
the spin bilinears decay exponentially at a rate Γsc due to
free-space scattering and at a rate γ due to photon loss from
the cavity. Notably, the rate of spin relaxation due to photon
loss is not superradiantly enhanced, thanks to the counter-
balanced effects of the L Lindblad operators. Thus, at
weak to moderate cooperativity η≲ 1 and large detuning
δ > κ, free-space scattering dominates, and the bilinears
decay on a timescale τJ2 ∼
ﬃﬃﬃﬃ
N
p
ηSκ=δ. For strong coupling
η≫ 1, where free-space scattering is suppressed relative to
cavity decay, the total dissipation can be minimized at a
detuning δ ∼ ﬃﬃηp κ, leading to the decay of spin bilinears on
a timescale τJ2 ∼
ﬃﬃﬃﬃﬃﬃ
Nη
p
S.
To compare the decay time τ with the characteristic
timescales for observing the signatures of integrability, we
refer to the time dependence of the autocorrelation func-
tions GlðtÞ shown in Fig. 3. To observe the slow modes, a
minimum requirement is to evolve the system for a time
t≳ t ≈ 10 J−2, which governs the rapid decay of all
nonintegrable autocorrelation functions. This time can be
reached even at S ¼ 1=2 in a strong-coupling cavity η ∼ 10
with a system of N ¼ 103 sites or with weaker single-atom
cooperativity at larger S. To observe the plateaus them-
selves, we must evolve the system for a significantly longer
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time, at least t ≈ 103 J−2 according to Fig. 3, which places
a more stringent requirement
ﬃﬃﬃﬃ
N
p
ηS ≳ 103δ=κ. This regime
is challenging to access for S ¼ 1=2 but readily accessible
with large-S subensembles, e.g., at η≳ 1 with N ¼ 102
sites each consisting of S ¼ 103 spin-1 atoms.
Thus, current experiments are well positioned to explore
the regime of mesoscopic spin S, in between the quantum
(S ¼ 1=2) and classical (S →∞) limits. This will allow for
testing the prediction that the plateaus in GlðtÞ calculated
for spin S ¼ 1=2, indicating integrability across the full
range fΔ < 0g,f0 < Δ < 1g, and fΔ > 1g, persist for
larger spin S up to 1=N corrections (see Sec. VII C).
Experiments with scalable spin size S may furthermore
shed light on the transition from quantum integrability to
chaos in the classical limit, as signified by the positive
Lyapunov exponent in Fig. 6.
The chaotic dynamics observed in the classical limit
S→ ∞ can be studied experimentally via the hallmark of
sensitivity to perturbations. Recent theoretical and exper-
imental work has shown that such sensitivity is accessible
in quantum systems by measuring out-of-time-order cor-
relators (OTOCs) [1,34,70–75], which quantify the spread
of operators in time via the commutator CðtÞ ¼ h½VðtÞ;
Wð0Þ2i. The connection to classical chaos is made clear in
the semiclassical limit: For operators V ¼ Szi , W ¼ Szj, one
can show that, to lowest order in a 1=S expansion, CðtÞ ∝
(∂Szi ðtÞ=∂ϕj)2 for a small rotation ϕj at site j about the z
axis [76]. Thus, semiclassically, the OTOC CðtÞ measures
the sensitivity of the coordinate Szi ðtÞ to changes in initial
conditions Szjð0Þ and may therefore be regarded as a
quantum generalization of the classical sensitivity dðtÞ
defined in Sec. VII A.
One way to access out-of-time-order correlators exper-
imentally is to “reverse the flow of time” by dynamically
changing the sign of the Hamiltonian [34,73]. In the single-
mode cavity system considered here [21], this sign reversal
is achieved by switching the sign of the laser detuning δ in
Eq. (3.7). The resilience of such time-reversal protocols to
experimental imperfections, including dissipation, has been
analyzed theoretically in Ref. [77].
To allow for probing chaos in the optical cavity system
proposed here, the rates of collective dephasing and of
decoherence via single-atom decay must be small compared
with the Lyapunov exponent.We thus require λτ ≫ 1, where
τ is the characteristic decay time defined above. More
specifically, given the Lyapunov exponents λ ≤ 0.08 J2
shown in Fig. 6, and the requirement of observing the system
for several Lyapunov “decades” to clearly identify exponen-
tial growth [Fig. 6(a)], wewould like to evolve the system for
times t≳ 100 J−2, which are readily accessible in the large-S
regime that is of interest for approaching the classical limit.
Even in this regime, the light leaking from the cavity
produces a continuous weak measurement of the collective
spinF whose quantum backaction may have consequences
for the dynamics. The interplay of measurement backaction
with chaos in open quantum systems, while beyond the
scope of the present work, is a subject of active inquiry
[78,79] and of fundamental importance for elucidating the
quantum-to-classical transition [80]. The proposed exper-
imental scheme, including the possibility of tuning the
strength and form of coupling to the environment, opens
new prospects for exploring this interplay.
IX. DISCUSSION
We have studied a class of spin models with separable,
all-to-all, random interactions and found a complex
dynamical phase structure that depends on the spin size
S and the anisotropyΔ along the z axis. We showed that our
model at Δ ¼ 1 is equivalent to the well-studied rational
Gaudin model and that it exhibits special integrable
dynamics for all values of S. We also proved and confirmed
numerically that there exists another special point at Δ ¼ 0
where the model is also integrable (in the same sense),
regardless of the spin size. Surprisingly, we found compel-
ling numerical evidence that the system at S ¼ 1=2 is
integrable for any anisotropy Δ ∉ f0; 1g. In contrast to the
special points Δ ¼ 0, 1, the integrals of motion at other
values of Δ are not purely spin bilinears and develop tails
on 2n-body terms. We leave the detailed characterization
of these dressing tails to future work. Lastly, we found that
integrability away from Δ ¼ 0, 1 is a purely quantum
phenomenon: By numerically solving the Hamilton equa-
tions of motion for the classical model (S → ∞), we showed
that its dynamics is chaotic with a nonzero Lyapunov
exponent and that there exist only two exactly conserved
quantities, as opposed to the extensive family of conservation
laws characterizing a classically integrable system.However,
even in the classical regime, we find an extensive number
of quasiconserved charges, whose decay time appears to
diverge in the large-N limit. A more thorough study of this
regime will be given in future work.
Our analysis opens up several further lines of inquiry. First,
since the Hamiltonian (1.2) at the special point Δ ¼ 1 (and,
presumably, at Δ ¼ 0 as well [40,41,43–45]) possesses a
quantum group structure, does the integrable* phase exhibit
any algebraic structure? Is it possible to construct explicitly
the dressed conserved quantities in terms of the model
couplings?
Second, we have seen that even though the level statistics
of the spin-1=2 system deviates from Wigner-Dyson sta-
tistics, exhibiting many level crossings (this holds also for
the spin-1 system [35]), its classical counterpart is chaotic
with a finite Lyapunov exponent. We note that this does not
contradict the Berry-Tabor conjecture [81,82], which applies
to the semiclassical, large-S regime. In fact, the same
phenomenon is known to occur in integrable quantum spin
chains, such as the anisotropic Heisenberg model (or XXZ
chain): Its Hamiltonian
P
j ½SxjSxjþ1 þ SyjSyjþ1 þ ΔSzjSzjþ1 is
quantum integrable only forS ¼ 1=2,while the semiclassical
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limit S →∞ is classically chaotic. Integrable higher-spin
extensions of the anisotropic Heisenberg model have differ-
ent Hamiltonians that are nontrivial to obtain [83]. We
wonder whether our integrable* phase admits any such
extensions, which might shed light on the quasi-integrability
of our classical model.
Third, we have only characterized the boundaries of the
phase diagram in Fig. 1. A straightforward and interesting
next step would be to study the quantum-to-classical
crossover by better understanding how classical chaos
(and perhaps quasi-integrability) at S → ∞ emerges from
the integrable* regime at S ¼ 1=2.
In fact, this putative transition between (quantum)
integrability and (semiclassical) chaos may also be probed
experimentally. The model (1.2) can be implemented in a
near-term experiment using atomic ensembles confined in
a single-mode optical cavity. Doing so would allow for a
systematic exploration of the rich physics contained in the
dynamical phase diagram (Fig. 1). By changing the local
atom density to increase the number of atoms in a given
region of constant coupling to the cavity mode, the spin size
S can be varied from S ¼ 1=2 all the way to a semiclassical
regime S ≫ 1, which would enable the experiment to tune
between quantum and classical dynamics. Meanwhile,
changing the angle between the magnetic field defining
the spins’ z axis and the axis of the optical cavity enables
tuning of the anisotropy Δ, allowing for systematic inves-
tigation of both the special points Δ ¼ 0, 1 and the regions
fΔ < 0g, f0 < Δ < 1g, and fΔ > 1g.
Last, we emphasize that the SVD technique described in
Sec. V can be applied directly to the experimental data,
revealing the conserved quantities and slow modes. More
broadly, we envision using this approach in studying a
wider class of physical systems wherein the integrals of
motion or their number are not a priori known.
In summary, the model (1.2) and its associated exper-
imental setup represent a novel paradigmatic platform for
studying integrability, chaos, and thermalization under
closed many-body quantum dynamics.
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