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HOMOGENIZATION AND BOUNDARY LAYERS
IN DOMAINS OF FINITE TYPE
JINPING ZHUGE
Abstract. This paper is concerned with the homogenization of Dirichlet problem of elliptic
systems in a bounded, smooth domain of finite type. Both the coefficients of the elliptic
operator and the Dirichlet boundary data are assumed to be periodic and rapidly oscillating.
We prove the theorem of homogenization and obtain an algebraic rate of convergence that
depends explicitly on dimension and the type of the domain.
1. Introduction
In this paper, we consider the oscillating Dirichlet problem for uniformly elliptic systems
in general domains, {Lεuε(x) = 0 in Ω,
uε(x) = f(x, x/ε) on ∂Ω,
(1.1)
where
Lε = −div(A(x/ε)∇) = − ∂
∂xi
{
aαβij
(x
ε
) ∂
∂xj
}
is a second-order elliptic operator in divergence form with rapidly oscillating periodic co-
efficients (Einstein’s convention for summation will be used throughout). Here ε > 0 is a
small parameter and Ω ⊂ Rd is a smooth, bounded domain without the assumption of strict
convexity and d ≥ 2. We assume that the coefficients A = A(y) = (aαβij ), with 1 ≤ i, j ≤ d
and 1 ≤ α, β ≤ m, satisfies the ellipticity condition,
λ|ξ|2 ≤ aαβij ξαi ξβj ≤ λ−1|ξ|2, for any ξ = (ξαi ) ∈ Rm×d, (1.2)
where λ ∈ (0, 1) is a fixed constant. Both A(y) and the Dirichlet boundary data f(x, y) are
assumed to be 1-periodic in y, i.e.,
A(y + z) = A(y) and f(x, y + z) = f(x, y) ∀x ∈ ∂Ω, y ∈ Rd, z ∈ Zd. (1.3)
Since we will not try to compute the minimal regularity required for A and f , we simply
assume that
A ∈ C∞(Rd) and f ∈ C∞(∂Ω × Rd). (1.4)
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The asymptotic analysis of problem (1.1), which is closely related to the higher order
convergence rates of homogenization problems with non-oscillating boundary data (see The-
orem 6.6), was raised in [9], for instance, and remained open for decades until recently; see
[6, 15, 16, 3, 4, 5, 2, 7, 21, 13, 18] and references therein. The pioneering work was due to
Ge´rard-Varet and Masmoudi in [16]. Under the extra assumption that Ω is strictly convex,
they proved that as ε → 0, the unique solution of (1.1) uε converges strongly in L2(Ω) to
some function u0, which is a solution of{L0u0(x) = 0 in Ω,
u0(x) = f¯(x) on ∂Ω,
(1.5)
where the operator L0 is given by L0 = −div(Â∇), with Â being the usual homogenized
matrix of A, and f¯ is the homogenized Dirichlet boundary data that depends non-trivially
on f, A and also Ω (see 6.5). Moreover, they showed that for each δ > 0,
‖uε − u0‖L2(Ω) ≤ Cε
d−1
3d+5
−δ,
where C depends on δ, d,m,A, f and Ω. Most recently, under the same conditions, remark-
able improvement was made in [7] for Dirichlet problems, where the authors obtained nearly
optimal convergence rates for d ≥ 4 and improved suboptimal convergence rates for d = 2, 3.
Then soon in [21], with new ingredients from Ap weighted estimates, Shen and the author of
this paper obtained the nearly optimal convergence rates for Neumann problems with first-
order oscillating Neumann boundary data for all dimensions, as well as the lower dimensional
cases (d = 2, 3) of Dirichlet problems. Precisely, for Dirichlet problems, it was proved in [7]
and [21] that
‖uε − u0‖L2(Ω) ≤
{
Cε
1
4
−δ for d = 2,
Cε
1
2
−δ for d ≥ 3.
(1.6)
and the homogenized data f¯ ∈ W 1,q ∩ L∞(∂Ω) for any q < d− 1. The convergence rates in
(1.6) are optimal up to an arbitrarily small loss on the exponent, for the optimal convergence
rates, i.e., O(ε1/4) for d = 2 and O(ε1/2) for d ≥ 3, were shown in [5] for operators with
constant coefficients. The regularity for f¯ is also sharp in a certain sense as shown in [21].
We emphasize that the previous results and their proofs rely essentially on the geometry
of the boundary while domains with a different geometry will have completely different
behaviors, for example, the difference between strictly convex domains [16, 5] and polygon
domains [15, 4]. Also in a very recent paper [2], it was shown constructively that the rate of
convergence for (1.1) can be arbitrarily slow if the domain is merely non-strictly convex. In
fact, the strict convexity of the domain plays an essential role in the arguments of [16, 7, 21],
for which we will give a brief interpretation in two aspects as follows. On one hand, near a
given point on ∂Ω, the local behavior of the solution depends whether or not the direction
of the normal vector to ∂Ω is non-resonant (with the lattice Zd). If it is non-resonant, the
quantitative analysis depends further on the so called Diophantine condition of the normal
vector. For this reason, the regularity of the Diophantine function on the boundary, which is
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definitely guaranteed by the strict convexity of a domain, does have a crucial impact on the
rates of convergence. On the other hand, when approximating uε, a solution of an oscillating
Dirichlet problem, near a given point on ∂Ω by a solution of a half-space problem with the
corresponding tangent plane being the boundary, the convexity of Ω ensures that the domain
lies on one side of the tangent plane and hence uε could be well approximated near the given
point. This fact obviously fails if Ω is a non-convex domain.
The main purpose of this paper is to remove the assumption of strict convexity and obtain
an algebraic rate of convergence that depends explicitly on certain quantitative property of
the boundary. We should point out that this is not the first paper dealing with oscillating
boundary value problems in general domains. In [13], the authors established the qualitative
homogenization for Dirichlet problems of (scalar) fully nonlinear uniformly elliptic operators
in general domains, whose irrational normals have a small Hausdorff dimension. In [12] and
[14], the same type of equations with oscillating Neumann boundary data was studied in
general domains without flatness. However, as far as we know, this should be the first paper
that studies the quantitative homogenization of periodic oscillating boundary value problem
in general non-convex smooth domains.
Though the assumption of strict convexity on the domains will be removed, as we have
mentioned before, we do require some restrictive condition to rule out any boundary with
nontrivial resonant portion, for example, a domain with flat portion with rational normal on
the boundary. In this paper, we introduce a mild condition on ∂Ω to characterize the non-
flatness of ∂Ω, namely, the hypersurfaces of finite type. The notion of finite type has been
well studied in many references mainly in Fourier analysis and could be defined geometrically
in terms of the condition of finite order of contact on the principle curvatures. For our
convenience in this paper, we prefer to introduce an equivalent analytical definition. We
first give a definition of functions of finite type; also see [22, VIII.2].
Definition 1.1. A smooth function g is of type k (k ≥ 2) in some connected open set U , if
there exist some multi-index α with 1 < |α| ≤ k and δ > 0 such that |∂αg| ≥ δ in U .
Let S be a smooth hypersurface in Rd. For any x0 ∈ S, we can translate and rotate
the hypersurface so that x0 is moved to the origin and the tangent plane becomes xd = 0.
Meanwhile, near x0, S is transformed to a graph of some function xd = φ = φx0 : R
d−1 → R,
which satisfies φ(0) = 0 and ∇φ(0) = 0. We call xd = φ(x′) = φx0(x′) the local graph of S
at x0.
Definition 1.2. A smooth hypersurface S ⊂ Rd is called type k, if for each x0 ∈ S, there
exist constants r > 0 and δ > 0 such that the corresponding local graph xd = φx0(x
′) is of
type k in B(0, r) ⊂ Rd−1 with a lower bound δ. For a smooth domain Ω, we also say Ω is of
type k if its boundary ∂Ω is of type k.1
1If S is a closed smooth hypersurface (i.e., the boundary of a bounded smooth domain), the constants r
and δ can be chosen uniformly with respect to x0. The condition of finite type on a hypersurface sometimes
is referred as finite order of contact with the tangent plane.
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Now, we state the main theorem as follows.
Theorem 1.3. Assume that Ω is a bounded, smooth domain of type k, and that (1.2), (1.3)
and (1.4) hold. Then problem (1.1) admits homogenization, i.e., the solution uε of (1.1)
converges to u0 in L
2(Ω), where u0 is the unique solution of the corresponding homogenized
problem (1.5) with boundary data f¯ . Moreover, there exist some q∗ > 0 and α∗ > 0 depending
explicitly on k and d such that
f¯ ∈ W 1,q ∩ L∞(∂Ω), for any q < q∗, (1.7)
and
‖uε − u0‖L2(Ω) ≤ Cε 12α∗−δ, (1.8)
where δ > 0 is an arbitrarily small number and C depends on δ, k, d,m,A, f and Ω.
The explicit formula for q∗ is given by
q∗ =
d− 1
2γ − 1 , (1.9)
with γ = (d − 1)(k − 1). While the explicit formula for α∗, which comes from optimizing
several error terms, is given by
α∗ = max
s∈[1/2,1]
[
s ∧ 4(s− 1
2
) ∧ (d− 1)(s− 1
2
) ∧ (1− s)(d− 1)
γ − 1 ∧
s(d− 1)
1 + γ
]
, (1.10)
where γ is the same and a ∧ b := min{a, b}. Observe that given specific d and k, α∗ can
be computed by solving a linear programming problem. We remark that except for lower
dimensions and k = 2 (see Remark 6.5), the formula for α∗ seems suboptimal in general,
in view of the exponent obtained for non-oscillating operators (α∗ = 1/k, regardless of
dimensions; see Theorem 3.7 for details). Nevertheless, finding a better or optimal rate for
general k and d should also be an interesting problem.
The first reduction of the proof of Theorem 1.3 is due to a new idea for quantifying the
non-flatness of the boundary. Recall that one of the key points in oscillating boundary
value problems is the so called Diophantine condition; see Definition 3.1. It has been shown
in [16] that if Ω is a bounded, smooth and strictly convex domain, then the reciprocal of
Diophantine function κ◦n(x) = κ(n(x)) is in Ld−1,∞(∂Ω, dσ), where σ is the surface measure
of ∂Ω and n(x) is the unit outer normal to ∂Ω at x. This condition played a key role in
[16, 7, 21] for oscillating boundary value problems in strictly convex domains. Similarly in
our setting, to prove Theorem 1.3, we would like to show that if S is a closed (i.e., compact
and boundaryless) smooth hypersurface of finite type, then (κ ◦ n)−1 ∈ Lp,∞(S, dσ) for
some p > 0 depending explicitly on the type (actually, p = 1/(k − 1) if k is the type).
Surprisingly, we are able to show that S is finite type if and only if there exists some
p > 0 such that (κ ◦ On)−1 ∈ Lp,∞(S, dσ) uniformly for any orthogonal matrix O. This
equivalence is a consequence of the famous van de Corput’s lemma and a criteria established
in Proposition 3.2 which involves the so called sublevel set estimate. The orthogonal matrix
involved here is a necessary requirement for rotation invariance of the finite type assumption.
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As another easy corollary of the criteria, we also show that S is strictly convex if and only
if (κ ◦ On)−1 ∈ Ld−1,∞(S, dσ) uniformly for all orthogonal matrix O. In addition, the
relationships between finite type condition, oscillatory integrals, the property of Diophantine
function and homogenization are summarized in Figure 1.
As a consequence, Theorem 1.3 is reduced to
Theorem 1.4. Assume that Ω is a bounded, smooth domain such that (κ◦n)−1 ∈ Lp,∞(∂Ω, dσ),
and let A and f be the same as Theorem 1.3. Then (1.1) admits homogenization, and (1.7)
and (1.8) hold with q∗ and α∗ given by (1.9) and (1.10), respectively, where γ = (d− 1)/p.
Notice that Theorem 1.4 is an even more general result which recovers the special case
of strictly convex domains. Actually, if Ω is bounded, smooth and strictly convex, then
(κ ◦ n)−1 ∈ Ld−1,∞(∂Ω, dσ) and hence γ = 1 in (1.9) and (1.10). Thus, one sees that
q∗ = d − 1 and α∗ = 1 ∧ d−1
2
, which exactly coincides with the exponents of (1.6) for all
dimensions d ≥ 2. For p < d− 1, it is unknown whether q∗ or α∗ are optimal.
We now present a sketch of the proof of Theorem 1.4. Our approach follows the line of
[7] and [21] with some technical modifications. The starting point is the Poisson integral
formula for uε and an expansion for Poisson kernel established in [8],
uε(x) =
ˆ
∂Ω
PΩ,ε(x, y)f
(
y,
y
ε
)
dσ(y)
=
ˆ
∂Ω
PΩ(x, y)ωε(y)f
(
y,
y
ε
)
dσ(y) + small error
(1.11)
where PΩ,ε and PΩ are the Poisson kernels associated with Lε and L0, respectively, in Ω, and
ωε is an oscillating function correcting the Poisson kernel. The integral in the second line of
(1.11) will be denoted by u˜ε and it is sufficient to consider the L
2 error of u˜ε−u0. In view of
(2.4), the only obscure factor in ωε is ∇Φ∗ε, the adjoint Dirichlet correctors introduced in [17].
We then show that in a neighborhood of some given point on ∂Ω, ∇Φ∗ε can be approximated
by a function in the form of
∇Φ∗ε(x) ∼ I +∇χ∗(x/ε) +∇v¯∗ε(x) (1.12)
where I is the identity matrix and χ∗ is the usual adjoint corrector. In the case of convex
domains, the third term on the right-hand side of (1.12) is a solution of a half-space problem
depending on the given point, as Ω is on one side of the tangent plane. However, for non-
convex domains in our setting, Ω may lie on both sides of the tangent plane. To handle this
situation, we first obtain the approximation (1.12) in a sub-domain of Ω which inscribes ∂Ω
at the given point and lies on one side of the tangent plane. Then we extend (1.12) to the
other side by a standard extension argument with C2 regularity preserved. It turns out that
the convexity actually plays no role in the approximation (1.12).
We can then proceed as in [21] by introducing a Cardero´n-Zygmund-type decomposition
of the boundary adapted to the function F = κ1/γ , where γ is given as in Theorem 1.4,
and then for each small surface cube in the decomposition, approximating the integral on
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∂Ω by the integral on a carefully selected tangent plane. The sizes of surface cubes in the
decomposition sit in (τ,
√
τ ), where τ is a small parameter related to ε. Unlike the case of
strictly convex domains where τ = ε1− is fixed, for general domains considered in Theorem
1.4, we have to set τ = εs for some s ∈ (1/2, 1) to be determined and eventually identify
the best s by optimizing several error terms. Actually, with the decomposition proposed, we
split the L2 error of u˜ε − u0 into two parts. The trivial part is the L2 estimate of u˜ε − u0
over a small boundary layer Γε whose volume is O(ε
s). The interior part is much involving
and splits further into 5 errors (Ik, k = 1, 2, 3, 4, 5), which are contained in the following:
Total error of uε − u0 = Error E1 coming from (1.11)
+ Error E2 coming from trivial estimate in Γε
+ Error I1 coming from (1.12)
+ Error I2 coming from projection onto a tangent plane
+ Error I3 coming from quantitative ergodic theorem
+ Error I4 coming from regularity of homogenized boundary data
+ Error I5 coming from changing variables back to ∂Ω.
The right-hand side of the last expression includes all the error terms needed to bound the
total L2 error of uε−u0. We point out that the error E1 is O(ε1−); the error E2 contributes the
exponent s in (1.10); I1 and I2 contribute to exponent 4(s− 12)∧(d−1)(s− 12); I3 contributes
to exponent (1−s)(d−1)
γ−1 ; I4 contributes to exponent
s(d−1)
1+γ
and I5 is smaller and ignored. Note
that the parameter γ, which quantifies the non-flatness of the boundary, is only involved in
I3 and I4, due to the presence of the Diophantine function in the arguments. We should also
mention that the quantitative ergodic theorem for the estimate of I3 was introduced in [7]
and the (optimal) regularity of the homogenized data involved in the estimate of I4 was first
proved in [21] via an Ap weighted estimate.
The outline of the paper is described as follows. The preliminaries are given in Section 2,
including standard notations used throughout. Section 3 is devoted to the quantification of
the non-flatness of hypersurfaces of finite type. In Section 4, we establish the approximation
(1.12). In Section 5, we introduce a partition of unity on ∂Ω with the assumption κ(·)−1 ∈
Lp,∞(∂Ω) for some p > 0. Finally, Theorem 1.4 and hence Theorem 1.3 are proved in Section
6, as well as a theorem concerning the higher order convergence rate for non-oscillating
boundary value problems.
Acknowledgment. The author would like to thank professor Zhongwei Shen for helpful
discussions and suggestions.
2. Preliminaries
Throughout we will use the following notations. The indices i, j, k, ℓ usually denote integers
ranging between 1 and d, whereas the small Greek letters α, β, γ usually denote integers
ranging between 1 and m. The vector ei ∈ Rd stands for i-th vector of canonical basis of Rd
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and eα ∈ Rm stands for α-th vector in canonical basis of Rm. For x = (x1, x2, · · · , xd) ∈ Rd,
we write x = (x′, xd) where x′ ∈ Rd−1. We use Sd−1 and Td to denote the d− 1 dimensional
unit sphere and d dimensional torus, respectively. For the coefficient matrix A, we write
Aε(x) = A(x/ε) for simplicity.
For real numbers a, b, we let a ∧ b = min{a, b} and a ∨ b = max{a, b}. As usual, C and c
are positive constants that may vary from line to line and they depend at most on d,m,A
and Ω as well as other parameters, but never on ε or the Diophantine constant κ. The
dependence on A should be interpreted as both the ellipticity constant λ and ‖A‖Ck(Td) for
some k = k(d) > 1. In Section 6, we use δ to denote an arbitrarily small exponent which
may also differ in each occurrence.
Assume that A satisfies (1.2) and (1.3). For each 1 ≤ j ≤ d, 1 ≤ β ≤ m, let χ = (χβj ) =
(χ1βj , χ
2β
j , · · · , χmβj ) denote the correctors for Lε, which are 1-periodic functions satisfying
the cell problem 
L1(χβj + P βj )(x) = 0 in Td,ˆ
Td
χβj = 0,
where P βj (x) = xje
β. Note that ∇P βj = ejeβ .
We introduce the matrix of Dirichlet boundary correctors Φε = Φ
β
ε,j = (Φ
1β
ε,j,Φ
2β
ε,j, . . . ,Φ
mβ
ε,j )
associated with Lε in a bounded domain Ω. Indeed, for each 1 ≤ j ≤ d, 1 ≤ β ≤ m, Φβε,j is
the solution of {
LεΦβε,j(x) = 0 in Ω,
Φβε,j(x) = P
β
j (x) on ∂Ω.
The homogenized operator is given by L0 = −div(Â∇), where the homogenized matrix
Â = (âαβij ) is defined by
Â =
ˆ
Td
A(I +∇χ) or in component form âαβij =
ˆ
Td
{
aαβij + a
αγ
ik
∂
∂yk
(χγβj )
}
.
We also introduce the adjoint operator L∗ε = −div(A∗ε∇), where A∗ = (a∗αβij ) and a∗αβij = aβαji .
Note that A∗ also satisfies (1.2), (1.3) and (1.4). Let χ∗ and Φ∗ε be the adjoint correctors
and the adjoint Dirichlet boundary correctors, respectively, associated with L∗.
Let Ω be a bounded C2,σ domain and σ ∈ (0, 1). The matrix of Poisson kernel PΩ,ε :
Ω× ∂Ω 7→ Rm×m, associated with Lε in Ω, is defined by
P αβΩ,ε(x, y) = −n(y) · aγβ(y/ε)∇yGαγΩ,ε(x, y),
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where n(y) is the unit outer normal and GΩ,ε is the matrix of Green’s function associated
with Lε in Ω. The following uniform estimates in [8] will be useful,
|PΩ,ε(x, y)| ≤ C|x− y|d−1 , (2.1)
and
|PΩ,ε(x, y)| ≤ Cdist(x, ∂Ω)|x− y|d . (2.2)
Let PΩ be the Poisson kernel associated with the homogenized operator L0 in Ω. Clearly,
PΩ possesses the same estimates (2.1) and (2.2).
Recall that the two-scale expansion of the Poisson kernel of Lε in Ω was established in
[17],
P αβΩ,ε(x, y) = P
αγ
Ω (x, y)ω
γβ
ε (y) +R
αβ
ε (x, y) for x ∈ Ω, y ∈ ∂Ω, (2.3)
where Rε is the remainder term satisfying
|Rε(x, y)| ≤ Cε ln(2 + ε
−1|x− y|)
|x− y|d .
The highly oscillating factor ωε(y) in (2.3) is given by
ωγβε (y) = h
γν(y) · nk(y)nℓ(y) ∂
∂yℓ
Φ∗ρνε,k (y) · aρβij (y/ε)ni(y)nj(y), (2.4)
and h(y) is the inverse matrix of âij(y)ni(y)nj(y).
Let uε be the solution of (1.1). By Poisson integral formula, we have
uε(x) =
ˆ
∂Ω
PΩ,ε(x, y)f(y, y/ε)dσ(y).
Note that (2.2) implies the Agmon-type maximum principle ‖uε‖L∞(Ω) ≤ C‖f‖L∞(∂Ω×Td),
which we will often refer to. Define
u˜ε(x) =
ˆ
∂Ω
PΩ(x, y)ωε(y)f(y, y/ε)dσ(y).
Lemma 2.1. Let Ω be a bounded C2,σ domain and let (1.2), (1.3) and (1.4) hold. Then
‖uε − u˜ε‖Lq ≤ Cε1/q(1 + | ln ε|)‖f‖L∞(∂Ω×Td).
for any 1 ≤ q <∞.
This follows readily from (2.3) and a similar proof can be found in [21, Lemma 2.3].
Thanks to Lemma 2.1, the estimate for ‖uε − u0‖L2(Ω) is reduced to ‖u˜ε − u0‖L2(Ω).
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3. Quantification of hypersurfaces of finite type
3.1. Quantification of non-flatness. In this section, we develop a new idea involving the
Diophantine condition to quantify the non-flatness of hypersurfaces of a domain which could
be used in homogenization of oscillating boundary value problems. It turns out that this
idea has a close connection with the sublevel set estimate and van de Corput’s lemma in the
theory of oscillatory integrals.
To begin with, we recall the Diophantine condition for a unit vector n ∈ Sd−1.
Definition 3.1. Given n ∈ Sd−1. We say n satisfies the Diophantine condition with some
fixed µ > 0, if there exists some constant C > 0 such that2
|(I − n⊗ n)ξ| ≥ C|ξ|−µ for all ξ ∈ Zd \ {0}. (3.1)
We call κ = κ(n) the Diophantine constant if it is the largest constant such that (3.1) holds.
As a function of n, κ(n) will also be called the Diophantine function on Sd−1.
One can slightly generalize the Diophantine function from Sd−1 to any closed smooth
hypesurface S by considering κ ◦ n(x) for all x ∈ S, where n(x) is the outer normal to S
at x. As we have mentioned in Introduction, the fact (κ ◦ n)−1 ∈ Ld−1,∞(∂Ω) played a
crucial role in oscillating boundary value problems in strictly convex domains considered in
[16, 7, 21]. For general smooth compact hypersurfaces, one might also ask if there is still
some possible p less than d− 1 such that (κ ◦ n)−1 ∈ Lp,∞(S, dσ) and what condition would
exactly guarantee this. In this section, we will give positive answers to these two questions.
As stated in Introduction, for any x0 ∈ S, we can translate and rotate the hypersurface
so that S is given by its local graph xd = φ(x
′) = φx0(x
′) near x0.
Proposition 3.2. Let S be a closed smooth hypersurface in Rd. The following statements
are equivalent:
(i) there is some µ > 0 so that (κ ◦ On(·))−1 ∈ Lp,∞(S, dσ) uniformly for any orthogonal
matrix O;
(ii) the function hω defined below satisfies
hω(x) :=
1√
1− [ω · n(x)]2 ∈ L
p,∞(S, dσ), (3.2)
uniformly for any ω ∈ Sd−1;
(iii) there exist some r0 > 0 and C0 > 0 such that for all x0 ∈ S, its local graph satisfies
σ{x′ ∈ B(0, r0) ⊂ Rd−1 : |∇φx0(x′)| ≤ t} ≤ C0tp. (3.3)
for all 0 < t < 1.
2The matrix I − n⊗ n is the orthogonal projection onto n⊥.
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Proof. First, we show that (i) is equivalent to (ii). We assume the statement (i) holds. For
a fixed ω ∈ Sd−1, we can find an orthogonal matrix O such that ω is the first column of Ot,
where Ot is the transpose of O. This implies that ω · n = e1 · On. Now a key observation is√
1− [ω · n]2 = |(I − n⊗ n)ω|, ∀ω, n ∈ Sd−1. (3.4)
It follows √
1− [ω · n]2 =
√
1− [e1 · On]2 = |(I −On⊗On)e1| ≥ κ ◦On|e1|−µ.
As a result
σ{x ∈ S :
√
1− [ω · n(x)]2 < t} ≤ σ{x ∈ S : κ ◦On(x) < t} ≤ Ctp,
where in the second inequality we used the condition (κ ◦On)−1 ∈ Lp,∞(S, dσ). Clearly, this
implies that hω is in L
p,∞(S, dσ), uniformly.
Now we assume that the statement (ii) holds. Let 0 < t < 1. Observe that
{x ∈ ∂Ω : (κ ◦On(x))−1 > t−1} ⊂ St =
⋃
ξ∈Zd\{0}
{x ∈ ∂Ω : |(I −On⊗On)ξ| < t|ξ|−µ}. (3.5)
Using (3.2) and (3.4), we have
σ{x ∈ ∂Ω : |(I − On⊗ On)ξ| < t|ξ|−µ}
= σ{x ∈ ∂Ω : |(I − On⊗ On)ω| < t|ξ|−1−µ, ω = |ξ|−1ξ}
= σ{x ∈ ∂Ω :
√
1− [Otω · n(x)]2 < t|ξ|−1−µ, ω = |ξ|−1ξ}
≤ Ctp|ξ|−p(1+µ).
Now we choose µ sufficiently large so that p(1 + µ) > d. Then it follows
σ{x ∈ ∂Ω : (κ ◦ n(x))−1 > t−1} ≤ σ(St) ≤ Ctp,
for any 0 < t < 1. This finishes the proof of equivalence between (i) and (ii).
Next we show that (ii) is equivalent to (iii). Assume that (ii) is true. Let x0 be a point on
S and xd = φ(x
′) = φx0(x
′) be the local graph of S∩B(x0, r0), where r0 is given in Definition
1.2. Recall that by definition, φ(0) = 0 and ∇φ(0) = 0. Note that in local coordinates
n(x′) =
(∇φ(x′),−1)√
1 + |∇φ(x′)|2 . (3.6)
Put w = ed. Then, observe that
1− (n(x′) · ω)2 = |∇φ(x
′)|2
1 + |∇φ(x′)|2 . (3.7)
It follows from (ii) that
σ{x′ ∈ B(0, r0) : |∇φ(x′)| < t} ≤ σ{x′ ∈ B(0, r0) :
√
1− (n(x′) · ω)2 < t} ≤ Ctp.
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On the contrary, we now assume that the statement (ii) is false, which means that for any
large M > 0, there exist w and t (depending on M) such that
σ{x ∈ S :
√
1− [ω · n(x)]2 < t} ≥Mtp.
Fix such w and t. Let r0 be given by Definition 1.2. Then it is not hard to see that there
exists some point x0 ∈ S such that√
1− [ω · n(x0)]2 < t, (3.8)
and
σ{x ∈ S ∩B(x0, r0) :
√
1− [ω · n(x)]2 < t} ≥ C−1Mtp,
where C depends only on S. Without loss of generality, we may assume ω ·n(x) ≥ 0 for x in
the set involved above. Now we have a simple observation: for any u, v ∈ Sd−1 and u · v ≥ 0,√
1− (u · v)2 ≤ |u− v| ≤ 2
√
1− (u · v)2.
As a result, √
1− (n(x0) · n(x))2 ≤ |u(x0)− n(x)|
≤ |u(x0)− ω|+ |ω − n(x)|
≤ 2
√
1− (n(x0) · ω)2 + 2
√
1− (ω · n(x))2
< 4t,
for all x ∈ {y ∈ S ∩ B(x0, r0) :
√
1− [ω · n(y)]2 < t}, where we also used (3.8) in the last
inequality. It follows that
σ{x ∈ S ∩ B(x0, r0) :
√
1− [n(x0) · n(x)]2 < 4t}
≥ σ{x ∈ S ∩ B(x0, r0) :
√
1− [ω · n(x)]2 < t} ≥ C−1Mtp.
(3.9)
Again, we apply the local graph xd = φ(x
′) = φx0(x
′) at x0 and use (3.6) and (3.7) to obtain
σ{x ∈ S ∩B(x0, r0) :
√
1− [n(x0) · n(x)]2 < 4t}
≤ Cσ{x′ ∈ B(x0, r0) :
√
1− [ed · n(x′)]2 < 4t}
≤ Cσ{x′ ∈ B(x0, r0) : |∇φ(x′)| < Ct}.
This, together with (3.9), leads to
σ{x′ ∈ B(x0, r0) : |∇φ(x′)| < Ct} ≥ C−1Mtp.
Since M can be arbitrarily large, the last inequality contradicts to (iii). This completes the
proof. 
A straightforward application of Proposition 3.2 is to verify that every strictly convex
domain satisfies the statements in Proposition 3.2 with p = d − 1. Actually, they are even
sufficient and necessary condition of each other.
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Proposition 3.3. A closed smooth hypersurface in Rd is strictly convex if and only if there
is some µ > 0 so that (κ ◦On(·))−1 ∈ Ld−1,∞(S, dσ) uniformly for any orthogonal matrix O.
Proof. First we assume that S is strictly convex. It is sufficient to verify (iii) of Proposition
3.2. For any fixed x0 ∈ S, let φx0 be the local graph of S at x0. Since S is strictly convex, the
Hessian matrix ∇2φx0(0) is positive definite and its eigenvalues are bounded below uniformly
in x0. It follows from the mean value theorem that
|∇φx0(x′)| = |∇2φx0(ξ)x′| ≥ c|x′|,
if |x| < r0 for some sufficiently small r0 depending only on S. Hence
σ{x′ ∈ B(0, r0) : |∇φx0(x′)| < t} ≤ σ{x′ ∈ B(0, r0) : |x′| < Ct} ≤ Ctd−1.
This proves the statement (iii) with p = d− 1.
On the contrary, suppose that S is not strictly convex, then there must be some point
x0 ∈ S such that the Hessian matrix ∇2φx0(0) is degenerate. Without loss of generality, we
can rotate the coordinates such that ∇2φx0(0) is diagonal, i.e.,
∇2φx0(0) =

λ1
. . .
λd−2
0
 .
Now writing x′ = (x′′, xd−1), x′′ ∈ Rd−2, we see that |∇2φx0(0)x′| ≤ C|x′′|. Thus, in view of
∇φx0(x′) = ∇2φx0(0)x′ +O(|x′|2), we have
{x′ ∈ B(0, r0) : |∇φx0(x′)| < t} ⊃ {x′ ∈ B(0, r0) : |∇2φx0(0)x′|+ C|x′|2 < t}
⊃ {x′ ∈ B(0, r0) : C|x′′|+ C|x′|2 < t}
⊃ {x′ ∈ B(0, r0) : C|x′′| < t, C|xd−1|2 < t}
for sufficiently small t. It follows that,
σ{x′ ∈ B(0, r0) : |∇φx0(x′)| < t} ≥ C−1td−2+1/2
for some constant C and for sufficiently small t. This contradicts to (iii) of Proposition 3.2
with p = d− 1 and hence the proof is complete. 
Remark 3.4. The statement (i) is stronger than (κ ◦ n)−1 ∈ Lp,∞(S, dσ) since it requires
rotation invariance for the hypersurfaces, which actually rules out any hypersurfaces con-
taining a non-trivial portion of an affine hypersurface. This is even clear if we notice that
the statement (iii), a type of sublevel set estimate, alleges that the hypersurface must bend
at a certain degree at each point. However, it is possible to have a flat portion on S so that
(κ◦n)−1 is in Lp,∞(S, dσ). In fact, ifD is the union of all the flat portions of S whose normals
satisfy the Diophantine condition, then it suffices to consider the remaining portion S \D.
Fortunately, with slight modification in (iii), Proposition 3.2 still holds with S replaced by
S \D.
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3.2. Hypersurfaces of finite type. In what follows, we will consider the hypersurfaces
of finite type. Note that Definition 1.2 is given in a pure analytical way. To see that
this condition is relatively mild, we state an equivalent geometrical definition: a compact
hypersurface S is of finite type if at least one of the principle curvatures of S does not vanish
to infinite order, uniformly at each point. In view of this, we remark that, except for d − 1
dimensional linear submanifolds (i.e., a portion of an affine hypersurface), some typical cases
are allowed for hypersurfaces of finite type, including disconnected hypersurfaces (related to
multiply connected domains), saddle points or saddle surfaces and lower dimensional linear
submanifolds (such as the side surface of a 3 dimensional cylinder). Also, we mention that
any compact real-analytic hypersurface not lying in any affine hypersurface must be of finite
type; see [22].
The next theorem, in connection with the well-known van de Corput’s lemma and sublevel
set estimate, indicates the importance of the notion of finite type for our application.
Theorem 3.5. Let φ be a smooth function of type k in some sphere B ⊂ Rd, then
(i) (van de Corput) for any ψ ∈ C∞0 (B),∣∣∣∣ ˆ
Rd
eiλφ(x)ψ(x)dx
∣∣∣∣ ≤ Cλ−1/k‖∇ψ‖L1(B), (3.10)
where the constant depends only on d, k, δ and ‖φ‖Ck+1(B).
(ii) (Sublevel set estimate) for any t > 0,
σ{x ∈ (1/2)B : |φ(x)| ≤ t} ≤ Ct1/k, (3.11)
where the constant depends only on d, k, δ and ‖φ‖Ck+1(B).
The proof of part (i) can be found in, e.g., [22, VIII.2]. The proof of part (ii) follows from
part (i) via a simple trick (see [11, pp. 983]): by writing u(φ(x)) =
´
R
eiλφ(x)uˆ(λ)dλ, decay
estimate (3.10) translate directly to the estimate on
´
u(φ(x))f(x)dx. In particular, choose
non-negative function f ∈ C∞0 (B) so that f = 1 on (1/2)B and u(t) = χ[−1,1](t/α), where
χ[−1,1] is the characteristic function of [−1, 1]. Then one sees that estimate (3.10) implies
(3.11).
The following surprising results indicates the equivalence between (κ◦On(·))−1 ∈ Lp,∞(S, dσ)
and the finite type condition.
Proposition 3.6. A closed smooth hypersurface S ⊂ Rd is of finite type if and only if the
statements of Proposition 3.2 hold with some p > 0. More precisely, we have:
(i) If S is of type k, then the statements of Proposition 3.2 hold with p = 1/(k − 1);
(ii) Conversely, if Proposition 3.2 holds with some p > (d− 1)/k, then S is of type k;
(iii) In particular, if d = 2, then S is of type k if and only if Proposition 3.2 holds with
p = 1/(k − 1).
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Proof. (i) Let S be of type k. By the definition, for any x0 ∈ S, the local graph xd = φx0(x′)
is a function of type k in B(0, r) for some r > 0 with lower bound δ > 0. Since S is compact
and smooth, the parameters r and δ involved above can be chosen uniformly in x0. Let r0
and δ0 be the universal parameters for S. It follows that there is some 1 ≤ j ≤ d − 1 such
that ∂
∂xj
φx0 is type k − 1. By the sublevel set estimate (3.11), there exists some constant C
independent of t and x0 such that
σ
{
x′ ∈ B(0, r0) :
∣∣∣ ∂
∂xj
φx0(x
′)
∣∣∣ ≤ t} ≤ Ct1/(k−1).
Since {x′ ∈ B(0, r0) : |∇φx0(x′)| ≤ t} ⊂ {x′ ∈ B(0, r0) : | ∂∂xjφx0(x′)| ≤ t}, one concludes that
σ{x′ ∈ B(0, r0) : |∇φx0(x′)| ≤ t} ≤ Ct1/(k−1).
This proves (iii) of Proposition 3.2 and therefore implies all the statements in Proposition
3.2 are true due to the equivalence.
(ii) If S is not type k, then by Definition 1.2 and the compactness of S, there must be some
point x0 ∈ S such that ∂αφx0(0) = 0 for all |α| ≤ k. It follows that |∇φx0(x′)| = O(|x′|k)
and thereby
σ{x′ ∈ B(0, r0) : |∇φx0(x′)| ≤ t} ≥ σ{x′ ∈ B(0, r0) : C|x′|k ≤ t} = Ct(d−1)/k.
Obviously, this contradicts to the assumption that Proposition 3.2 holds with some p >
(d− 1)/k.
(iii) Finally, if d = 2, combining (i) and (ii), we obtain (iii). 
We remark that for d ≥ 3, there is a gap between the exponents of (i) and (ii) in Proposition
3.6, which arises naturally since, in the worst case, the finite type condition is only satisfied
in a certain direction along the tangent plane. So to fill this gap by using the sublevel set
estimate, a condition of (strong) finite type applied to all directions and an extra assumption
of convexity of certain type on the hypersurfaces may be required; see, e.g., [10, 19]
Next, we will apply the van de Corput’s estimate (3.10) to prove a homogenization the-
orem for operators with constant coefficients in a domain of finite type. We establish the
convergence rate which is optimal in the sense of (3.10) and the purpose of doing so is to
provide a comparison with later result dealing with oscillating coefficients. Precisely, we
consider the following Dirichlet problem with constant coefficients{−∇ · (A0∇uε)(x) = 0 in Ω,
uε(x) = f(x, x/ε) on ∂Ω.
(3.12)
where constant matrix A0 satisfies (1.2) and f(x, y) satisfies (1.3) and (1.4). Then we have
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Theorem 3.7. Let Ω be a bounded, smooth domain of type k. Then the solutions of system
(3.12) converges strongly in L2(Ω), as ε→ 0, to some function u0, which is the solution of{−∇ · (A0∇u0)(x) = 0 in Ω,
u0(x) = f¯(x) on ∂Ω.
(3.13)
where f¯(x) =
´
Td
f(x, y)dy. Moreover, there exists C independent of ε such that
‖uε − u0‖L2(Ω) ≤ Cε1/(2k).
Proof. Write fε(y) = f(y, y/ε). Let P (x, y) be the Poisson kernel of operator −∇ · A0∇ in
Ω. By (3.12), (3.13) and the Poisson integral formula, one has
uε(x)− u0(x) =
ˆ
∂Ω
P (x, y)(fε(y)− f¯(y))dσ(y).
Now we can localize the integral by applying a partition of unity on ∂Ω. Precisely, we
can construct finite smooth functions {ηi : 1 ≤ i ≤ N} such that 1 =
∑
ηi on ∂Ω and
supp(ηi) ⊂ B(yi, r0), yi ∈ ∂Ω, where r0 is chosen suitably small. Moreover, |∇ηi| ≤ C.
Therefore,
uε(x)− u0(x) =
N∑
i=1
ˆ
∂Ω
P (x, y)(fε(y)− f¯(y))ηi(y)dσ(y). (3.14)
Now we fix some η = ηi with y0 = yi and supp(η) ⊂ B(y0, r0), and consider the integral
in (3.14) with η involved. By translation and rotation we can transform the surface integral
to the usual one in Rd−1. Precisely, we assume that z = Ot(y − y0) moves y0 ∈ ∂Ω to origin
and transforms the tangent plane at y0 to zd = 0, where O is an orthogonal matrix. As a
result, ∂Ω ∩ B(y0, r0) is transformed to the local graph zd = φ(z′) = φy0(z′) which satisfies
φ(0) = 0 and ∇φ(0) = 0. Thus it is sufficient to estimateˆ
∂Ω∩B(x0,r0)
P (x, y)(fε(y)− f¯(y))η(y)dy
=
ˆ
{|z′|<r0,zd=φ(z′)}
P (x,Oz + y0)(fε − f¯)(Oz + y0)η(Oz + y0)dσ(z)
=
ˆ
B(0,r0)
P (x,Oz + y0)(fε − f¯)(Oz + y0)η(Oz + y0)
√
1 + |∇φ(z′)|2dz′,
(3.15)
where z = (z′, φ(z′)).
Next we expand fε(y)− f¯(y) in Fourier series, i.e., fε(y)− f¯(y) =
∑
fm(y)e
iε−1m·y, where
the sum is taken over all m ∈ Zd, m 6= 0. The last integral now is reduced to the estimate of
eiε
−1m·y0
ˆ
B(0,r0)
P (x,Oz + y0)fm(Oz + y0)e
iε−1Otm·zη(Oz + y0)
√
1 + |∇φ(z′)|2dz′. (3.16)
16 JINPING ZHUGE
To simplify the expression, let n = |Qtm|−1Otm = (n′, nd) and ϕ(z′) = n · z = n′ · z′ +
ndφ(z
′). Also, let λ = ε−1|m|−1 and
gm(z) = P (x,Oz + y0)fm(Oz + y0)η(Oz + y0)
√
1 + |∇φ(z′)|2.
Then, (3.16) becomes
eiε
−1m·y0
ˆ
B(0,r0)
gm(z
′)eiλϕ(z
′)dz′. (3.17)
In view of the form of ϕ(z′), the estimate of oscillatory integral (3.17) can be divided into
two cases.
Case 1: |nd| < δ0 for some sufficiently small δ0, say, δ0 < (1/10)min{1, ‖∇φ‖−1L∞(B(0,r0))}.
In this case, it is easy to see that |∇ϕ(z′)| ≥ 1/2 on B(0, 1/2). By a standard estimate of
oscillatory integral, we have∣∣∣∣ ˆ
B(0,r0)
gm(z
′)eiλϕ(z
′)dz′
∣∣∣∣ ≤ Cλ−1 ˆ
B(0,r0)
|∇gm|.
Note that |∇gm| ≤ C‖fm‖C1
∑
k=0,1 |∇kP (x,Oz+ y0)| ≤ C‖fm‖C1|x− (Oz+ y0)|d. It follow
that ˆ
B(0,r0)
|∇gm| ≤ C‖fm‖C1(∂Ω)dist(x, ∂Ω)−1.
Hence ∣∣∣∣ ˆ
B(0,r0)
gm(z
′)eiλϕ(z
′)dz′
∣∣∣∣ ≤ Cε|m|‖fm‖C1(∂Ω)dist(x, ∂Ω)−1.
Case 2: nd ≥ δ0, where δ0 is the same as case 1. Now one takes advantage of the
assumption that ∂Ω is of type k and use Theorem 3.5 (i) to obtain∣∣∣∣ ˆ
B(0,r0)
gm(z
′)eiλϕ(z
′)dz′
∣∣∣∣ ≤ Cλ−1/k ˆ
B(0,r0)
|∇gm|
≤ Cε1/k|m|1/k‖fm‖C1(∂Ω)dist(x, ∂Ω)−1.
Combining Case 1 and Case 2, and summing m over all m ∈ Zd \ {0}, one obtains the
estimate for (3.15),∣∣∣∣ ˆ
∂Ω∩B(x0,r0)
P (x, y)(fε(y)− f¯(y))η(y)dy
∣∣∣∣ ≤ C ε1/kdist(x, ∂Ω) ∑
m∈Zd\{0}
|m|‖fm‖C1(∂Ω).
Using the smoothness of f , one can easily verifies that∑
m∈Zd\{0}
|m|‖fm‖C1(∂Ω) ≤ β
∑
m∈Zd\{0}
|m|−d−1 + β−1
∑
m∈Zd\{0}
|m|d+3‖fm‖2C1(∂Ω)
≤ C sup
x∈∂Ω
(‖f(x, ·)‖H(d+3)/2(Td) + ‖∇xf(x, ·)‖H(d+3)/2(Td)),
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where β is selected to minimize the second inequality. As a consequence, we obtain
|uε(x)− u0(x)| ≤ Cε
1/k
dist(x, ∂Ω)
, ∀x ∈ Ω
On the other hand, the Agmon-type maximal principle implies |uε(x)− u0(x)| ≤ C for all
x ∈ Ω. Hence,ˆ
Ω
|uε − u0|2 =
ˆ
{dist(x,∂Ω)>ε1/k}
|uε − u0|2 +
ˆ
{dist(x,∂Ω)≤ε1/k}
|uε − u0|2
≤ Cε2/k
ˆ
{dist(x,∂Ω)>ε1/k}
dist(x, ∂Ω)−2dx+ C|{dist(x, ∂Ω) ≤ ε1/k}|
≤ Cε1/k.
This ends the proof. 
We end this section by a diagram illustrating the relationships between finite type con-
dition, oscillatory integrals, the property of Diophantine function and homogenization; see
Figure 1. Note that the arrows represent implications. Besides Theorem 1.3, all the im-
plications listed in the diagram have been proved or interpreted in this section. It is of
independent interest to observe the close relationship between the Diophantine function and
oscillatory integrals while further developments regarding this would be interesting as well.
van de Corput’s estimate
Finite type condition Sublevel set estimate Homogenization
Diophantine function
(κ ◦On)−1 ∈ Lp,∞
Thm.
3.5 (ii)
Constant coeff.Thm. 3.7
Thm
. 3.
5 (i
)
Prop. 3.6
Prop. 3.2
Oc
illa
tin
g c
oeff
.
Th
m.
1.3
Figure 1. Relationships between properties of hypersurfaces
4. Asymptotic analysis of the Poisson kernel
4.1. Auxiliary problems in half-space. For n ∈ Sd−1 and a ∈ R, let Hdn(a) denote the
half-space {x ∈ Rd : x · n < −a} with n being the unit outer normal to its boundary
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∂Hdn(a) = {x ∈ Rd : x · n = −a}. Consider the Dirichlet problem{
−div(A∇u(x)) = 0 in Hdn(a),
u(x) = f(x) on ∂Hdn(a),
(4.1)
where A satisfies (1.2), (1.3) and (1.4), and f is smooth and 1-periodic. Instead of solving
(4.1) directly, we try to find a solution of (4.1) with a particular form, i.e., u(x) = V a(x −
(x · n)n,−x · n), where V a = V a(θ, t) is a function of (θ, t) ∈ Td × [a,∞). To identify the
system satisfied for V a, let M be a d × d orthogonal matrix whose last column is −n. Let
N denote the d × (d − 1) matrix of the first d − 1 columns of M . Since MMT = I, we see
that NNT + n ⊗ n = I. It follows from (4.1) and the previous settings that V a must be a
solution of 
−
(
NT∇θ
∂t
)
· B
(
NT∇θ
∂t
)
V = 0 in Td × (a,∞),
V = F on Td × {a},
(4.2)
where B(θ, t) = MTA(θ − tn)M and F (θ) = f(θ). Observe that if V a is a solution of (4.2)
with a ∈ R, then V a(θ, t) = V 0(θ − an, t − a), which reduces the problem to the particular
case a = 0.
Now we collect some important results concerning the lifted system (4.2) in the following
theorem.
Theorem 4.1. Let n ∈ Sd−1, a = 0 and F ∈ C∞(Td). Then
(i) The system (4.2) has a smooth solution V such that for all k, s ≥ 0,ˆ ∞
0
‖NT∇θ∂kt V ‖2Hs(Td) + ‖∂k+1t V ‖2Hs(Td)dt ≤ C,
where C depends only on d,m, k, s, A and F .
(ii) If n satisfies the Diophantine condition with constant κ > 0 and V is the solution of
(4.2) given in (i), then there exists a constant V∞ such that for all α ∈ Nd, k ≥ 0 and s ≥ 0,
|NT∇θ∂αθ ∂kt V |+ |∂αθ ∂k+1t V |+ κ|∂αθ ∂kt (V − V∞)| ≤
C
(1 + κt)s
,
where C depends only on d,m, k, α, s, A and F .
(iii) Let n satisfy the Diophantine condition with constant κ > 0 and n˜ be any other unit
vector in Sd−1. Let V and V˜ be the solutions of (4.2) corresponding to n and n˜, respectively.
Define W = V − V˜ . Then for any 0 < σ < 1,ˆ 1
0
ˆ
Td
|N˜T∇θW |2 + |∂tW |2dθdt ≤ C
( |n− n˜|4
κ4+σ
+
|n− n˜|2
κ2+σ
)
.
where (N˜ ,−n˜) is an orthogonal matrix and C depends only on d,m, σ, A and F .
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The proofs of (i) and (ii) are more or less well-known and can be found in [15, 7, 18].
Statement (iii) was established in [21] recently for Neumann problems by applying a weighted
estimate. The proof for Dirichlet problems is similar without any real difficulty.
For problems with non-convex domains, We will also need the extension of V from Td ×
[a,∞) to the whole space Td × R. We state the result as follows.
Proposition 4.2. If V ∈ Ck(Td × [a,∞)), then it has an extension V¯ ∈ Ck(Td × R) such
that
V¯ (θ, t) = V (θ, t) if t ≥ a,
and
‖V¯ ‖Ck(Td×[a−r,a+r]) ≤ C‖V ‖Ck(Td×[a,a+(k+1)r]), (4.3)
where C depends only on k and d.
Proof. This may be proved by a standard construction; see [1], for example. Without loss of
generality, we may assume a = 0. Then define
V¯ (θ, t) =

V (θ, t) if t ≥ 0,
k+1∑
j=1
λjV (θ,−jt) if t < 0,
(4.4)
where λ1, λ2, · · · , λk+1 are the unique solution of the system of k + 1 linear equations
k+1∑
j=1
(−j)iλj = 1, i = 0, 1, · · · , k. (4.5)
Then one may verify that V¯ ∈ Ck(Td × R) and (4.3) is satisfied. 
As mentioned before, one solution of (4.1) can be given by
u(x) = V a(x− (x · n)n,−x · n) = V (x− (x · n+ a)n,−x · n− a), (4.6)
where V is the solution of (4.2) with a = 0, given by Theorem 4.1. Due to Proposition 4.2,
we can extend u from Hdn(a) to R
d. Actually, one can define
u¯(x) = V¯ (x− (x · n+ a)n,−x · n− a)
=

V (x− (x · n+ a)n,−x · n− a) if x · n ≤ −a,
k+1∑
j=1
λjV (x− (x · n + a)n, j(x · n + a)) if x · n > −a,
(4.7)
where λj is given by (4.5). Then u¯ is a C
k extension of u in Rd. Moreover, there exist
constants C, c > 1 depending at most on k, d and m such that for any x0 ∈ ∂Hdn(a) and
r > 0,
‖u¯‖Ck(B(x0,r)) ≤ C‖u‖Ck(B(x0,cr)∩Hdn(a)). (4.8)
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4.2. Local two-scale expansion. Throughout this subsection we assume that Ω is a
bounded smooth domain in Rd, d ≥ 2, and that A satisfies (1.2), (1.3) and (1.4). Con-
sider the Dirichlet problem{Lεuε(x) = 0 in Ω,
uε(x) = fε(x) = εf(x/ε) on ∂Ω,
(4.9)
where f(y) is 1-periodic and smooth.
Fix x0 ∈ ∂Ω. The main goal of this subsection is to find an approximation of uε in a
neighborhood of x0. To this end, we solve the Dirichlet problem in a half-space{
Lεvε(x) = 0 in Hdn0(a),
vε(x) = fε(x) on ∂H
d
n0(a),
(4.10)
where a = −x0 · n0 and ∂Hdn0(a) is the tangent plane of ∂Ω at x0. Note that vε has a form
of vε(x) = εv1(x/ε), and v1 is the solution of{
L1v1(x) = 0 in Hdn0(a/ε),
v1(x) = f(x) on ∂H
d
n0
(a/ε),
(4.11)
The existence of the solution of (4.11) or (4.10) as well as its estimates have been estab-
lished via the half-space problem in Theorem 4.1 (i) and formula (4.6). Note that Ω\Hdn0(a)
is non-empty for non-convex domain Ω. To approximate uε in Ω, we could extend v1 and
hence vε, in the form of (4.7) with k = 2, to the whole space R
d. Let v¯ε denote the extended
function of vε. It follows from (4.6), (4.7) and (4.8) that
v¯ε = vε in H
d
n0
(a) and sup
x∈Br
|∇kv¯ε(x)| ≤ C sup
Bcr∩Hdn0 (a)
|∇kvε(x)|, k = 0, 1, 2. (4.12)
for any r > 0, where Br and Bcr are centered at x0.
Define wε(x) = uε(x) − v¯ε(x). Observe that by the definition of v¯ε, wε is a solution of
Lεwε(x) = 0 only in Ω ∩Hdn0(a). Now we prove the following.
Theorem 4.3. Let wε be constructed as above. Let ε ≤ r ≤
√
ε. Then for any σ ∈ (0, 1),
‖∇wε‖L∞(B(x0,r)∩Ω) ≤ C
√
ε+ C
r2+σ
ε1+σ
, (4.13)
where C depends on d,m, µ, σ,Ω, A and f .
To prove the theorem, we require the following lemmas.
Lemma 4.4. Let uε be a solution of (4.9), then one has for any k ≥ 0,
‖∇kuε‖L∞(Ω) ≤ Cε1−k, (4.14)
where C is independent of ε.
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Proof. For k = 0, we use the Agmon-type maximal principle to obtain
‖uε‖L∞(Ω) ≤ C‖fε‖L∞(∂Ω) ≤ Cε. (4.15)
For k > 0, we apply a blow-up argument. Set uε(x) = εu1(x/ε). Then u1 is a solution of{L1u1(x) = 0 in Ωε,
u1(x) = f(x) on ∂Ω
ε,
(4.16)
where Ωε = {x : εx ∈ Ω}. Note that the Ck character of Ωε is controlled by that of Ω. It
follows from the local Schauder’s estimate that for any x ∈ Ωε,
‖∇ku1‖L∞(B(x,1)∩Ωε) ≤ C‖u1‖L∞(B(x,2)∩Ωε) + ‖f‖Ck,α(B(x,2)∩Ωε).
Since f is 1-periodic, then ‖f‖Ck,α(B(x,2)∩Ωε) ≤ C‖f‖Ck,α(Td). And by (4.15), ‖u1‖L∞(Ωε) ≤ C.
It follows that
‖∇ku1‖L∞(Ωε) ≤ C,
for any k > 0, where C depends also on k. Changing variables back to uε, we obtain the
desired estimates (4.14). 
Lemma 4.5. Let v¯ε be constructed as above, then one has for k = 0, 1, 2,
‖∇kv¯ε‖L∞(Rd) ≤ Cε1−k, (4.17)
where C is independent of ε.
Proof. In view of (4.12), it suffices to consider the estimates for vε. Let vε(x) = εv1(x/ε).
Then v1 is the solution of (4.11), which can also be given by the Poisson integral formula
v1(x) =
ˆ
∂Hdn0(a/ε)
PH(x, y)f(y)dσ(y), (4.18)
where PH is the Poisson kernel of L1 in the half-space Hdn0(a/ε). A similar estimate as (2.2)
in half-spaces was established in [16], i.e.,
PH(x, y) ≤
Cdist(x, ∂Hdn0(a/ε))
|x− y|d , for all x ∈ H
d
n0
(a/ε).
Then it follows from (4.18) that ‖v1‖L∞(Hdn0 (a/ε)) ≤ C‖f‖L∞(∂Hdn0 (a/ε)) (Agmon-type maximal
principle). Thus, ‖vε‖L∞(Hdn0 (a)) ≤ Cε as desired for k = 0. The estimates for k > 0 follow
similarly as Lemma 4.4 by the local Schauder’s estimates. 
Proof of Theorem 4.3. The proof follows a line of [7], with modifications made to adjust to
our setting of non-convex domains.
Step 1: Set up and conventions. First of all, since Ω is smooth, then for each point x0 on
∂Ω, there is another domain Ω˜ satisfying the following:
(1) Ω˜ ⊂ Ω ∩Hdn0(a);
(2) Ω˜ shares the same tangent hyperplane ∂Hdn0(a) of Ω at point x0;
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(3) Ω˜ is a C2,α domain whose C2,α character is controlled by that of Ω.
The existence of such domains is obvious since smooth domains always satisfy the uniform
interior spheres condition.
Let y ∈ ∂Ω and |y − x0| ≤ r0 for some r0 depending only on Ω. We will use the following
conventions: let yˆ denote the projection of y on ∂Hdn0(a) such that y − yˆ is a multiple of n0;
let y˜ denote the first point on ∂Ω˜ such that y − y˜ is a multiple of n0. Since both Ω and Ω˜
are at least C2 near x0, it is easy to see that for all y satisfying |y − x0| ≤ r0,
|y − y˜|+ |y − yˆ|+ |y˜ − yˆ| ≤ C|y − x0|2. (4.19)
This also implies |y − x0| ≈ |y˜− x0| ≈ |yˆ − x0| if r0 is sufficiently small. On the other hand,
let n(y) and n˜(y˜) denote the unit outer normal of ∂Ω and ∂Ω˜, respectively. Then
|n(y)− n0|+ |n˜(y˜)− n0|+ |n˜(y˜)− n(y)| ≤ C|y − x0|. (4.20)
Step 2: We prove the estimate (4.13) in B(x0, r) ∩ Ω˜ which is a subset of B(x0, r) ∩ Ω,
i.e.,
‖∇wε‖L∞(Br∩Ω˜) ≤ C
√
ε+ C
r2+σ
ε1+σ
, (4.21)
where Br = B(x0, r) and ε ≤ r ≤
√
ε. The idea for the proof of (4.21) is similar to the case
of convex domains since, by the definition of wε, wε is a solution of
Lεwε = 0 subject to certain Dirichlet boundary condition on ∂Ω˜.
Indeed, it follows from the uniform Lipschitz estimate in C1,α domains that
‖∇wε‖L∞(Br∩Ω˜) ≤ Cr−1‖wε‖L∞(B2r∩Ω˜)
+ C‖∇tanwε‖L∞(B2r∩∂Ω˜) + Crσ‖∇tanwε‖Cσ(B2r∩∂Ω˜).
(4.22)
Note that ∇tan can be written as (I − n˜⊗ n˜)∇ (which can be viewed as the projection of ∇
onto the tangent planes n˜⊥), where n˜ is the unit outer normal of ∂Ω˜.
We now deal with the estimate of ∇tanwε on B2r ∩ Ω˜. Recall that wε = uε − vε in Ω˜ since
v¯ε = vε in Ω˜. Using the fact uε = εf(x/ε) on ∂Ω, we know (I−n⊗n)∇(uε−εf(x/ε))(y) = 0
on ∂Ω. It follows that
|(I − n˜⊗ n˜)∇(uε − fε)(y˜)|
= |(I − n˜⊗ n˜)∇(uε − fε)(y˜)− (I − n⊗ n)∇(uε − fε)(y)|
≤ |n˜⊗ n˜− n⊗ n|‖∇(uε − fε)‖L∞(B2r∩Ω) + |y˜ − y|‖∇2(uε − fε)‖L∞(B2r∩Ω)
≤ C|y − x0|+ C |y − x0|
2
ε
,
(4.23)
where we have used the mean value theorem in the first inequality, and used (4.14), (4.19) and
(4.20) in the second one. Similarly, taking advantage of the fact vε = fε on the hyperplane
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∂Hdn0(a), we have (I−n0⊗n0)∇(vε−fε)(yˆ) = 0. By the same argument as (4.23), we obtain
|(I − n˜⊗ n˜)∇(vε − fε)(y˜)| ≤ C|y − x0|+ C |y − x0|
2
ε
. (4.24)
Combining (4.23) and (4.24), we have
‖∇tanwε‖L∞(B2r∩∂Ω˜) = ‖(I − n˜⊗ n˜)∇(uε − vε)‖L∞(B2r∩∂Ω˜) ≤ Cr + C
r2
ε
≤ C r
2
ε
,
where the last inequality holds for r ≥ ε.
A similar argument also shows that ‖∇2tanwε‖L∞(B2r∩∂Ω˜) ≤ Cε−2r2, which, by interpolation,
implies ‖∇tanwε‖Cσ(B2r∩∂Ω˜) ≤ Cε−1−σr2 for any 0 < σ < 1. As a result, to see (4.21), it is
left to estimate ‖wε‖L∞(B2r∩Ω˜).
Step 3: To estimate wε(x) in B2r ∩ Ω˜, we first claim that
|wε(y˜)| ≤ C|y − x0|2 for all y˜ ∈ ∂Ω˜ ∩ B(x0, r0). (4.25)
Actually, write agian wε = (uε − fε) − (vε − fε). Using the cancellation uε − fε = 0 on ∂Ω
and mean value theorem, we have
|uε(y˜)− fε(y˜)| = |uε(y˜)− fε(y˜)− (uε(y)− fε(y))|
≤ C|y˜ − y|‖∇(uε − fε)‖L∞(B2r∩Ω)
≤ C|y − x0|2,
where in the last inequality we have used (4.14) and (4.19). The estimate for |vε(y˜)− fε(y˜)|
is the same, which proves (4.25).
Then we take advantage of the Poisson integral formula and split it into two parts,
wε(x) =
ˆ
∂Ω˜
PΩ˜,ε(x, y˜)wε(y˜)dσ(y˜)
=
ˆ
∂Ω˜∩{|y˜−x0|≤c
√
ε}
PΩ˜,ε(x, y˜)wε(y˜)dσ(y˜) +
ˆ
∂Ω˜∩{|y˜−x0|>c
√
ε}
PΩ˜,ε(x, y˜)wε(y˜)dσ(y˜)
(4.26)
where PΩ˜,ε is the Poisson kernel of Lε in Ω˜ and satisfies the same estimate as (2.2) with Ω
replaced by Ω˜.
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To estimate the first term on the right-hand side of (4.26), we apply (2.2) and (4.25),∣∣∣∣∣
ˆ
∂Ω˜∩{|y˜−x0|≤c
√
ε}
PΩ˜,ε(x, y˜)wε(y˜)dσ(y˜)
∣∣∣∣∣
≤ C
ˆ
∂Ω˜∩{|y˜−x0|≤c
√
ε}
dist(x, ∂Ω˜)
|y − x0|2
|x− y˜|d dσ(y˜)
≤ C
ˆ
∂Ω˜∩{|y˜−x0|≤c
√
ε}
dist(x, ∂Ω˜)
|x− x0|2
|x− y˜|d dσ(y˜) + C
ˆ
∂Ω˜∩{|y˜−x0|≤c
√
ε}
dist(x, ∂Ω˜)
|x− y˜|d−2 dσ(y˜)
≤ C|x− x0|2 + Cdist(x, ∂Ω˜)
√
ε
≤ Cr2 + r√ε,
where we have used the observation |y − x0|2 ≤ C|y˜ − x0|2 ≤ C|y˜ − x|2 + C|x− x0|2.
To bound the second term on the right-hand side of (4.26), we note that (4.14) and (4.17)
give ‖wε‖L∞(Ω˜) ≤ Cε. Then∣∣∣∣∣
ˆ
∂Ω˜∩{|y˜−x0|>c
√
ε}
PΩ˜,ε(x, y˜)wε(y˜)dσ(y˜)
∣∣∣∣∣ ≤ Cε
ˆ
∂Ω˜∩{|y˜−x0|>c
√
ε}
dist(x, ∂Ω˜)
|y˜ − x|d dσ(y˜)
≤ Cεdist(x, ∂Ω˜)(√ε)−1 ≤ Cr√ε.
It follows
|wε(x)| ≤ Cr2 + Cr
√
ε, for all x ∈ B(0, 2r) ∩ Ω˜.
This, together with (4.22) and the estimates for ∇tanwε in Step 2, proves (4.21).
Step 4: Finally, to extend estimate (4.21) to Br ∩ Ω, it suffices to note that ∂Ω˜ and ∂Ω
are very close near x0 and the C
2 regularity of v¯ε are preserved, thanks to 4.17. Actually,
for any point y∗ ∈ Br ∩Ω \ Ω˜, there exist y ∈ Bcr ∩ ∂Ω and corresponding y˜ ∈ Bcr ∩ ∂Ω˜ such
that y∗ is on the segment connecting y and y˜. Then
|∇wε(y∗)−∇wε(y˜)| ≤ C‖∇2wε‖L∞(B2r)|y∗ − y˜| ≤ C
|y − y˜|
ε
≤ C r
2
ε
,
where we have used (4.19) in the last inequality. Finally, applying (4.21) for ∇wε(y˜), we
obtain
|∇wε(y∗) ≤ C
√
ε+ C
r2+σ
ε1+σ
, for all y∗ ∈ Br ∩ Ω \ Ω˜.
Combing this with (4.21), we obtain (4.13) as desired. 
In view of (2.3), to study the oscillating behavior of ωε, the difficulty is to understand
the behavior of ∇Φ∗ε near the boundary. This can be done by applying Theorem 4.3 to
u∗βε,j = Φ
∗β
ε,j(x)− P βj (x)− εχ∗βj (x/ε) for each 1 ≤ j ≤ d, 1 ≤ β ≤ m. Clearly, by definitions of
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Φ and χ, uβε,j satisfies {
L∗εu∗βε,j(x) = 0 in Ω,
u∗βε,j(x) = −εχ∗βj (x/ε) on ∂Ω.
(4.27)
For each fixed x0 ∈ ∂Ω, the system (4.10) associated with the adjoint operator L∗ε and
fε = −εχ∗βj (x/ε) has a solution v∗βε,j of form
v∗βε,j(x) = εV
∗β
j
(
x− (x · n0 + a)n0
ε
,−x · n0 + a
ε
)
, for x · n0 ≤ −a,
where a = −x0 · n0 and V ∗βj = V ∗βj (θ, t) is a solution of
−
(
NT∇θ
∂t
)
·B∗
(
NT∇θ
∂t
)
V ∗βj = 0 in T
d × (0,∞),
V ∗βj = −χ∗βj on Td × {0},
given by Theorem 4.1. Note that V ∗βj also depends on n0. Now let v¯
β
ε,j be the extension of
v∗βε,j given by (4.7) with k = 2 and a change of variables. Precisely,
v¯∗βε,j(x) =

εV ∗βj
(
x− (x · n0 + a)n0
ε
,−x · n0 + a
ε
)
if x · n0 ≤ −a,
3∑
j=1
ελjV
∗β
j
(
x− (x · n0 + a)n0
ε
,
j(x · n0 + a)
ε
)
if x · n0 > −a.
(4.28)
Then, one may deduce from Theorem 4.3 that
Theorem 4.6. Let ε ≤ r ≤ √ε and σ ∈ (0, 1). Then for any x ∈ B(x0, r) ∩ Ω,∣∣∣∣∇(Φ∗βε,j(x)− P βj (x)− εχ∗βj (x/ε)− v¯∗βε,j(x))∣∣∣∣ ≤ C√ε+ C r2+σε1+σ , (4.29)
where C depends on d,m, µ, σ,Ω, A and f .
5. A partition of unity
For simplicity of notation, throughout this section we will write κ ◦ n(x) as κ(x) if no
ambiguity. For a large class of smooth domains, such as domains of finite type addressed in
this paper, it is reasonable to assume that
κ(·)−1 ∈ Lp,∞(∂Ω),
for some fixed p ∈ (0, d− 1], where d ≥ 2. Define
γ =
d− 1
p
. (5.1)
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Obviously, γ ≥ 1.
In the next lemma, we will construct a Caldero´n-Zygmund-type decomposition adapted
to the function κ(x). Essentially this L∞-based decomposition is a modified version of [7,
Proposition 3.1] or a special case of Lq-based decomposition in [21, Lemma 7.2]. However,
in our application for general domains, the L∞ based decomposition is more flexible and
convenient. We mention that the partition of unity, provided by the next lemma, will play
a crucial role in the analysis of oscillating Dirichlet problems. As in [21], we first describe
such construction in flat spaces.
Lemma 5.1. Let F be a bounded non-negative function on some cube Q0 ⊂ Rd−1. Let
τ > 0 be a small parameter. Then there exists a finite sequence of dyadic cubes (obtained by
bisecting Q0) P = Pτ = {Qj : j = 1, 2, · · · } such that
(i) The interiors of these cubes are disjoint.
(ii) Q0 = ∪jQj.
(iii) For each Qj,
‖F‖L∞(6Qj) ≤
τ
ℓ(Qj)
, (5.2)
and
‖F‖L∞(6Q+j ) >
τ
ℓ(Q+j )
, (5.3)
where Q+j is the parent of Qj.
(iv) If dist(Qj , Qk) = 0, then
1
2
ℓ(Qj) ≤ |Qk| ≤ 2ℓ(Qj).
(v) There exists an absolute constant C > 0 such that
#{Qj : ℓ(Qj) ≥ λτ} ≤ C(λτ)−(d−1)σ({x ∈ Q0 : F (x) ≤ λ−1}). (5.4)
Proof of Lemma 5.1. Let U be the set of all dyadic cubes in Q0 such that (5.2) holds. We
say Q is a maximal element of U if Q is not properly contained in any other cube in U . Let
P denote the set of all maximal elements of U . Clearly, by definition, the interiors of cubes
in P are disjoint and (5.2), (5.3) are satisfied for each Qj in P.
To see (ii), it suffices to note that F is bounded and hence (5.2) must be satisfied for
sufficiently small cubes. And (iv) follows by a similar argument as [20, Lemma 3.2] which
we will omit here.
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Finally, to see (v), let t = 2−kℓ(Q0) be fixed. We consider the number of cubes Qj ∈ P
with ℓ(Qj) = t. It follows from (5.2) that
#{Qj : ℓ(Qj) = t} = t1−dσ
( ⋃
ℓ(Qj)=t
Qj
)
≤ t1−dσ({x ∈ ∂Ω : F (x) ≤ t−1τ}).
Set λ = tτ−1, we obtain
#{Qj : ℓ(Qj) = λτ} ≤ (λτ)−(d−1)σ({x ∈ ∂Ω : F (x) ≤ λ−1}). (5.5)
Finally, replacing λ with 2kλ in the last inequality and summing up all k ≥ 0, we obtain the
desired estimate (5.4). 
Let F ∈ L∞(∂Ω). Following the lines of [21], we can perform a partition of unity on ∂Ω
based on Lemma 5.1. For readers’ convenience, we will provide the outline of the construc-
tion.
Fix x0 ∈ ∂Ω. Let r0 be sufficiently small so that B(x0, r0) ∩ ∂Ω is given by the local
graph in a coordinate system. Let ∂Hdn0(a) denote the tangent plane for ∂Ω at x0, where
n0 = n(x0) and a = −x0 · n0. For x ∈ B(x0, r0) ∩ ∂Ω, let
P (x) = x− ((x− x0) · n0)n0
denote its projection on ∂Hdn0(a). Note that P is one-to-one from B(x0, r0) ∩ ∂Ω to its
image in ∂Hdn0(a) and keeps length and measure comparable. To construct a partition of
unity on B(x0, r0)∩ ∂Ω for F , we use the inverse map P−1 to lift a partition on the tangent
plane, given in Lemma 5.1, to ∂Ω. Precisely, for a fixed cube Q0 in ∂H
d
n0(a) such that
B(x0, 2r0) ∩ ∂Ω ⊂ P−1(Q0) ⊂ B(x0, 4r0
√
d) ∩ ∂Ω, we apply Lemma 5.1 to Q0 for function
F ◦ P−1. This generates a finite sequence of dyadic cubes {Qj} satisfying the properties in
Lemma 5.1. Let xj be the center of Qj and rj be the side length. Let Q˜j = P
−1(Qj). Then
Q˜0 = P
−1(Q0) =
⋃
j
Q˜j
gives a decomposition of Q˜0. Also, let x˜j = P
−1(xj) and tQ˜j = P−1(tQj). Now for each
Q˜j , we choose ηj ∈ C∞0 (Rd) such that 0 ≤ ηj ≤ 1, ηj = 1 on Q˜j , ηj = 0 on ∂Ω \ 2Q˜j , and
|∇kηj | ≤ Cr−kj . Note that by Lemma 5.1 (iv), 1 ≤
∑
j ηj ≤ C0 on Q˜0, where C0 is a constant
depending only on d and Ω. Finally, we set
ϕj(x) =
ηj(x)∑
k ηk(x)
.
Clearly,
∑
j ϕj = 1 on Q˜0, 0 ≤ ϕj ≤ 1, ϕj ≥ C−10 on Q˜j, ϕj = 0 on ∂Ω \ 2Q˜j, and |∇kϕj| ≤
Cr−kj . Further more, the properties (iii) and (v) in Lemma 5.1 are preserved, i.e.,
‖F‖L∞(6Q˜j) ≤
τ
rj
, ‖F‖L∞(18Q˜j) >
τ
rj
, (5.6)
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and
#{Q˜j : rj ≥ λτ} ≤ C(λτ)−(d−1)σ({x ∈ Q˜0 : F (x) ≤ λ−1}). (5.7)
For our application in homogenization, we will apply the above decomposition to F = κ1/γ ,
where γ is defined in (5.1). Let {Q˜j : j = 1, 2, · · · } be the generated cubes on ∂Ω and other
notations are also kept as before. By (5.6), for each Q˜j , there exists zj ∈ 18Q˜j such that
κ(zj) >
( τ
rj
)γ
. (5.8)
Lemma 5.2. There exists some C > 0 such that for each j,
τ ≤ rj ≤ C
√
τ .
Proof. Note that κ ≤ 1. This implies that rj ≥ τ , due to (5.6). To see the other direction,
we first claim that for any 0 < q < p, x ∈ ∂Ω and 0 < r < diam(Ω),(  
B(x,r)∩∂Ω
κ
−q
)1/q
≤ C
rγ
, (5.9)
where C depends only on d, q, γ and Ω. This claim is an extension of [21, Proposition 7.1],
whose proof is almost the same. We omit the details here.
Now by (5.9) and (5.6), we have
1 ≤
(  
6Q˜j
κ
−q
)1/q
‖κ‖L∞(6Q˜j) ≤ Cr
−γ
j
( τ
rj
)γ
,
which implies rj ≤ C
√
τ . 
The following lemma is the same as [21, Proposition 7.4] which will be useful to us. We
give a simpler proof here based on (5.7).
Lemma 5.3. Let 0 < α < d− 1, then∑
j
rd−1+αj ≤ Cτα,
where C depends only on α, γ, d and Ω.
Proof. It follows from (5.7) that∑
j
rd−1+αj ≤
∑
k
∑
2k−1τ≤rj<2kτ
(2kτ)d−1+α
≤ C
ˆ ∞
0
(λτ)αλ−1σ{x ∈ Q˜0 : κ−1/γ(x) > λ}dλ
= Cτα
ˆ
∂Ω
κ
−α/γdσ
≤ Cτα,
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for any α < d− 1. 
6. Proof of main theorem
We first prove Theorem 1.4 and then Theorem 1.3 follows readily from Proposition 3.6.
The line of argument is similar to [21, 7].
Due to Lemma 2.1, it is sufficient to estimate ‖u˜ε − u0‖L2(Ω), where u˜ε and u0 are defined
by
u˜αε (x) =
ˆ
∂Ω
P αγΩ (x, y)ω
γβ
ε (y)f
β(y, y/ε)dσ(y) (6.1)
and
uα0 (x) =
ˆ
∂Ω
P αγΩ (x, y)f¯
γ(y)dσ(y). (6.2)
Now we need to find an explicit expression for the homogenized data f¯ . Roughly speaking,
the homogenized data f¯ in (6.2) should be the weak limit of ωε(y)f(y/ε) as ε→ 0. By (2.4)
and (4.29), for y ∈ B(x0, r) ∩ ∂Ω, one has
ωγβε (y)f
β(y/ε)
= hγν(y) · nℓ(y) ∂
∂yℓ
[P ρνk (y) + εχ
∗ρν
k (y/ε) + v¯
∗ρν,x0
ε,k (y)]nk(y) · aρβij (y/ε)ni(y)nj(y)fβ(y, y/ε)
+ Error terms.
(6.3)
Note that v¯∗,x0ε (y) is given in (4.28) which depends also on x0. For a fixed y ∈ ∂Ω, in view of
the quantitative ergodic theorem [7, Proposition 2.1], we know that ωε(y)f(y/ε) converges
to its average on the tangent plane Hdn(a) at y, where n = n(y). The only unclear term in
(6.3) is n · ∇v¯∗ν,x0ε,k . Actually, in view of (4.28), for z ∈ Hdn(a), one has
n · ∇v¯∗ν,x0ε,k (z) = n · (1− n⊗ n,−n)
(
∇θ
∂t
)
V ∗ν,x0k
(z
ε
, 0
)
= −∂tV ∗ν,x0k
(z
ε
, 0
)
. (6.4)
Note that V ∗,x0k (θ, t) is 1-periodic in θ. As a consequence, without justification, we can define
the homogenized boundary data as follows:
f¯ γ(y)
= hγν(y)
ˆ
Td
[δρν + n(y) · ∇χ∗ρν(θ) · n(y)− ∂tV ∗ρν,y(θ, 0) · n(y)]ni(y)nj(y)aρβij (θ)fβ(y, θ)dθ
(6.5)
Remark 6.1. If the coefficient matrix A = (aαβij ) is constant (or divergence free), then χ
∗ = 0
and hence V ∗ = 0 in (6.5). Also in this case, one has Â = A. By the definition of h, this
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implies that hγνδρνninja
ρβ
ij = δ
γβ . As a result, (6.5) is reduced to
f¯(y) =
ˆ
Td
f(y, θ)dθ.
This exactly coincides with the homogenized boundary data defined in Theorem 3.7 for
Dirichlet problems with constant coefficients.
Proposition 6.2. Let x, y ∈ ∂Ω and |x − y| < r0. Suppose that n(x), n(y) satisfies the
Diophantine condition with constant κ(x) and κ(y) respectively. Let f¯ be defined by (6.5).
Then
(i) For any σ ∈ (0, 1),
|f¯(x)− f¯(y)| ≤ C
( |x− y|2
κ2+σ
+
|x− y|
κ1+σ
)
sup
z∈Td
‖f(·, z)‖C1(∂Ω).
where κ = κ(x) ∨ κ(y) and C depends only on d,m, σ,Ω and A.
(ii) For any 0 < q < q∗ = (d− 1)/(2γ − 1), one has
f¯ ∈ W 1,q ∩ L∞(∂Ω). (6.6)
Part (i) of the last proposition is taken from [21, Theorem 6.1], which actually holds for
Dirichlet problem as well and follows from Theorem 4.1 (iii). The proof of part (ii) is similar
as [21, Theorem 7.5] with an obvious modification. Note that the convexity is not necessary
in the proofs.
The rest of the proof is devoted to estimating ‖uε − u0‖L2(Ω). To begin with, we perform
a partition of unity on ∂Ω and restrict ourself on B(x0, r0) ∩ ∂Ω for some x0 and r0 > 0
sufficiently small. So without any loss of generality, we may assume supp(f(·, y)) ⊂ B(x0, r0)
for any y ∈ Td. Then we construct another partition of unity on B(x0, r0) ∩ ∂Ω adapted to
F = κ1/γ , by the method described in the last section, with
τ = εs,
for some constant s ∈ [1/2, 1], which will be properly selected by optimizing several errors.
Thus, there exist a finite sequence of {ϕj} of C∞0 positive functions in Rd and a finite of
sequence of surface cubes {Q˜j} on ∂Ω, such that
∑
j ϕj = 1 on B(x0, 2r0) ∩ ∂Ω. Note that
ϕj is supported in 2Q˜j and |∇kϕj | ≤ Cr−kj , where rj is the side length of Q˜j as before.
Note that x˜j is the center of Q˜j . Let Γε denote a boundary layer
Γε = Ω ∩
(⋃
j
B(x˜j , Crj)
)
and Dε = Ω \ Γε. By Lemma 5.3,
|Γε| ≤
∑
j
|B(x˜j , Crj)| ≤ C
∑
j
rdj ≤ Cτ = Cεs.
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Thus for any q > 0, ˆ
Γε
|uε − u0|q ≤ Cεs, (6.7)
where we have used the boundedness of uε and u0.
To deal with the Lq norm of uε − u0 on Dε, we introduce a function (see [21])
Θt(x) =
∑
j
rd−1+tj
|x− x˜j |d−1 , (6.8)
where 0 ≤ t < d− 1.
Lemma 6.3. Let Θt(x) be defined by (6.8). Then if q > 0 and 0 ≤ qt < d− 1,ˆ
Dε
(Θt(x))
qdx ≤ Cτ qt.
The original lemma in [21] was proved for q ≥ 1. It follows trivially from Ho¨lder’s inequal-
ity that the lemma holds also for 0 < q < 1, which will also be useful for us. This lemma
will play a key role and be used repeatedly in the following context.
As in [7, 21], we split u˜ε − u0 into five parts
u˜ε(x)− u0(x) =
ˆ
∂Ω
PΩ(x, y)ωε(y)f(y, y/ε)dσ(y)−
ˆ
∂Ω
PΩ(x, y)f¯(y)dσ(y)
= I1 + I2 + I3 + I4 + I5,
where Ik, 1 ≤ k ≤ 5, will be defined below and handled separately. We point out in advance
that estimates for I3 and I4 essentially distinguish from the case of strictly convex domains
and need more careful calculations.
Let δ > 0 be an arbitrarily small exponent that might differ in each occurrence.
Estimate of I1: Let
I1 =
ˆ
∂Ω
P αγΩ (x, y)ω
γβ
ε (y)f
β(y, y/ε)dσ(y)
−
∑
j
ˆ
∂Ω
ϕj(y)P
αγ
Ω (x, y)ω˜
γβ,zj
ε (y)f
β(y, y/ε)dσ(y),
where
ω˜γβ,zjε (y) = h
γν(y)nℓ(y)
∂
∂yℓ
[
P ρνk (y)+εχ
∗ρν
k (y/ε)+ v¯
∗ρν,zj
ε,k (y)
]
nk(y)a
ρβ
im(y/ε)ni(y)nm(y), (6.9)
and zj ’s are specially selected as in (5.8). Note that I1 comes from the error terms in (6.3),
which by (4.13) is bounded by
C
∑
j
ˆ
∂Ω
ϕj(y)|PΩ(x, y)|
(√
ε+
r2+σj
ε1+σ
∧ 1
)
dσ(y) = R1 +R2,
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for any σ ∈ (0, 1). Observe that
R1 ≤ C
√
ε
ˆ
∂Ω
|PΩ(x, y)| ≤ C
√
ε. (6.10)
For R2, using |PΩ(x, y)| ≤ C|x− y|1−d and |x− y| ≈ |x− x˜j | for x ∈ Dε, y ∈ B(x˜j , Crj), we
have
R2 = C
∑
j
ˆ
∂Ω
ϕj(y)|PΩ(x, y)|
(
r2+σj
ε1+σ
∧ 1
)
dσ(y) ≤ Cε−1−σ
∑
j
r2+σ+d−1j
|x− x˜j |d−1 (6.11)
Now we estimate R2 by Lemma 6.3 in two separate cases. If 2(2+σ) < d−1, then we apply
Lemma 6.3 directly with q = 2 and obtainˆ
Dε
|R2(x)|2dx ≤ Cε−2(1+σ)τ 2(2+σ) ≤ Cε4(s− 12 )−δ, (6.12)
where we have used τ = εs and chosen σ sufficiently small. Otherwise, we choose suitable
q < 2 such that q(2 + σ) = d− 1− σ < d− 1 and then apply Lemma 6.3
ˆ
Dε
|R2(x)|qdx ≤ Cε−q(1+σ)τ q(2+σ) ≤ Cε(s− 12 )(d−1)−δ,
where again, σ is chosen sufficiently small. Clearly, (6.11) also implies |R2| ≤ C. Thus, a
simple interpolation leads to ˆ
Dε
|R2(x)|2dx ≤ Cε(s− 12 )(d−1)−δ . (6.13)
Combining (6.10), (6.12) and (6.13), we obtain
ˆ
Dε
|I1(x)|2dx ≤ Cε1∧4(s− 12 )∧(d−1)(s− 12 )−δ.
Estimate of I2: Set
I2 =
∑
j
ˆ
∂Ω
ϕj(y)P
αγ
Ω (x, y)ω˜
γβ,zj
ε (y)f
β(y, y/ε)dσ(y)
−
∑
j
ˆ
∂Hdj
ϕj(P
−1
j (y))P
αγ
Ω (x, P
−1
j (y))ω˜
γβ,zj
ε (y)f
β(zj, y/ε)dσ(y)
(6.14)
where ∂Hdj denotes the tangent plane for ∂Ω at zj and P
−1
j is the inverse of the projection
map from B(zj, Crj) ∩ ∂Ω to ∂Hdj . We clarify that in (6.9), n(y) is the outer normal of
y ∈ ∂Ω. But in the second term of (6.14), y needs to belong to ∂Hdj and hence we need
to update n(y) = n(zj) for all y ∈ ∂Hdj . This modification leads to some harmless errors
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bounded by Crj ≤ Cr2j/ε. Then, for the same reason as the term T2 in [7] or I2 in [21], we
are able to bound I2 by
|I2| ≤ Cε−1
∑
j
r2+d−1j
|x− x˜j |d−1 .
Similar as (6.11), we estimate this in two cases and obtainˆ
Dε
|I2(x)|2dx ≤ Cε4(s− 12 )∧(d−1)(s− 12 )−δ.
Estimate of I3: Set
I3 =
∑
j
ˆ
∂Hdj
ϕj(P
−1
j (y))P
αγ
Ω (x, P
−1
j (y))ω˜
γβ,zj
ε (y)f
β(zj , y/ε)dσ(y)
−
∑
j
ˆ
∂Hdj
ϕj(P
−1
j (y))P
αγ
Ω (x, P
−1
j (y))f¯
γ(zj)dσ(y),
where f¯ is defined in (6.5). To estimate I3, we apply the quantitative ergodic theorem in
[7]. As we have mention in the estimate of I2, the outer normal in the definition of ω˜
γβ,zj
ε (y)
is constant on ∂Hdj with Diophantine constant κ(zj), and therefore ω˜
γβ,zj
ε (y) is nothing but
a slice of some 1-periodic function in Rd (see (6.4)). Note that by (5.8), κ(zj) > (τ/rj)
γ.
Then it follows from [7, Proposition 2.1] that for any N > 0,
|I3| ≤ C
∑
j
(εrγj
τγ
)N ˆ
2Q˜j
|∇N(ϕj(y)PΩ(x, y))|dσ(y)
≤ C
∑
j
(εrγj
τγ
)N N∑
k=0
rd−1−N+kj
|x− x˜j |d−1+k
≤ CεNτ−γN
∑
j
r
N(γ−1)+d−1
j
|x− x˜j |d−1 ,
where we have used |∇kϕj | ≤ Cr−kj , |∇kPΩ(x, y)| ≤ C|x − y|1−d−k and rj ≤ C|x − x˜j | ≈
C|x − y| for all x ∈ Dε and y ∈ 2Q˜j . Now we choose q ≤ 2 and N ≥ 1 properly so that
qN(γ − 1) = d− 1− δ < d− 1 and apply Lemma 6.3ˆ
Dε
|I3|q ≤ CεqNτ−qγNτ qN(γ−1) = Cε(1−s)(d−1)/(γ−1)−δ .
This implies, as before, ˆ
Dε
|I3|2 ≤ Cε(1−s)(d−1)/(γ−1)−δ .
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Estimate of I4: Set
I4 =
∑
j
ˆ
∂Hdj
ϕj(P
−1
j (y))P
αγ
Ω (x, P
−1
j (y))f¯
γ(zj)dσ(y)
−
∑
j
ˆ
∂Hdj
ϕj(P
−1
j (y))P
αγ
Ω (x, P
−1
j (y))f¯
γ(P−1j (y))dσ(y).
The estimate for I4 essentially relies on the regularity of homogenized data f¯ . Indeed, by
Proposition 6.2
|f¯(zj)− f¯(P−1j (y))| ≤ C
(
r2j
κ(zj)2+σ
+
rj
κ(zj)1+σ
)
≤ C
(
r
2+γ(2+σ)
j
τσ(2+σ)
+
r
1+γ(1+σ)
j
τσ(1+σ)
)
,
where we also used |zj − P−1j (y)| ≤ Crj . This leads to a bound for I4
|I4| ≤ Cτ−γ(2+σ)
∑
j
r
2+γ(2+σ)+d−1
j
|x− xj |d−1 + Cτ
−γ(1+σ)∑
j
r
1+γ(1+σ)+d−1
j
|x− xj |d−1 ,
of which we denote the terms on the right-hand side by J1 and J2 in proper order. Using
Lemma 6.3 and a familiar argument as before, we are able to showˆ
Dε
|I4|2 ≤ C
ˆ
Dε
|J1|2 + C
ˆ
Dε
|J2|2
≤ Cε4s∧s(d−1)/(1+γ)−δ + Cε2s∧s(d−1)/(1+γ)−δ
≤ Cε2s∧s(d−1)/(1+γ)−δ .
Estimate of I5: Finally, let
I5 =
∑
j
ˆ
∂Hdj
ϕj(P
−1
j (y))P
αγ
Ω (x, P
−1
j (y))f¯
γ(P−1j (y))dσ(y)
−
ˆ
∂Ω
PΩ(x, y)f¯(y)dσ(y).
A change of variables gives
|I5| ≤ C
∑
j
r1+d−1j
|x− x˜j |d−1 .
Then by Lemma 6.3 and a familiar argument, we obtainˆ
Dε
|I5|2 ≤ Cε2s∧s(d−1)−δ.
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Now it suffices to choose s ∈ [1/2, 1] properly to maximize the exponents for the bounds
of Ik’s, as well as (6.7). To simplify, we note that the bound of I5 is controlled by I4 and the
exponent 2s in the bound of I4 can be ignored since 2s ≥ 1. As a result, it is sufficient to
maximize
α∗ = max
s∈[1/2,1]
[
s ∧ 4(s− 1
2
) ∧ (d− 1)(s− 1
2
) ∧ (1− s)(d− 1)
γ − 1 ∧
s(d− 1)
1 + γ
]
. (6.15)
It is easy to see that α∗ is well-defined and 0 < α∗ ≤ 1, if γ > 1.
If γ = 1, i.e., p = d− 1, we should replace (6.15) by
α∗ = max
s∈[1/2,1]
[
s ∧ 4(s− 1
2
) ∧ (d− 1)(s− 1
2
) ∧ s(d− 1)
2
]
, (6.16)
since the term involving γ − 1 is positive infinity as long as s 6= 1. Note that (6.16) is an
increasing function of s and thus the maximum is attained as s approaching 1. Thus in this
case,
α∗ = 1 ∧ d− 1
2
= 1 ∧ p
2
. (6.17)
By Proposition 3.3, this is exactly the case of strictly convex domains and (6.17) conincides
with (1.6) as expected.
Therefore, we have shown that ˆ
Ω
|u˜ε − u0|2 ≤ Cεα∗−δ,
for arbitrarily small δ > 0, where α∗ is given by (6.15) if p < d−1 and by (6.17) if p = d−1.
This, together with Lemma 2.1 and Proposition 6.2 (ii), ends the proof of Theorem 1.4.
Remark 6.4. Note that the exponent α∗ for γ > 1 in (6.15) can be computed precisely by
solving a linear programming problem. However, for lower dimensional cases (d ≤ 5), we
can determine α∗ easily. And for higher dimensional cases , it is not hard to find a lower
bound for α∗. These will be treated separately in the following.
Case 1: d = 2, 3. Note that in this situation, the second term and the last term in the
brackets of (6.15) can be ignored since 4 ≥ d − 1 and d − 1 ≤ 1 + γ. For either d = 2 or
d = 3, the maximum is attained by setting
(d− 1)(s− 1
2
) =
(1− s)(d− 1)
γ − 1 ,
which gives s = (1 + γ)/(2γ). Substituting this back we obtain that
α∗ =
d− 1
2γ
=
p
2
.
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Case 2: d = 4, 5. In this situation, only the second term in the brackets of (6.15) can be
ignored. And we need to consider two subcases. If d− 1 ≤ γ + 1, i.e., γ ≥ d− 2, then
α∗ = max
s∈[1/2,1]
[
(d− 1)(s− 1
2
) ∧ (1− s)(d− 1)
γ − 1 ∧
s(d− 1)
1 + γ
]
=
p
2
,
since all the three terms are equal when s = (1 + γ)/(2γ). Now if 1 ≤ γ < d− 2,
α∗ = max
s∈[1/2,1]
[
s ∧ (d− 1)(s− 1
2
) ∧ (1− s)(d− 1)
γ − 1
]
.
In this subcase, it is not hard to verify the intersections of the graph for three corresponding
linear functions and obtain the maximum point by solving
s =
(1− s)(d− 1)
γ − 1 .
This gives
α∗ = s =
d− 1
γ + d− 2 =
(d− 1)p
d− 1 + (d− 2)p.
Combining the two sub-cases together, we have for both d = 4 and 5,
α∗ =
p
2
∧ (d− 1)p
d− 1 + (d− 2)p.
Case 3: d > 5. In view of Case 1 and Case 2, it is natural to pick s = (1+γ)/(2γ), which
actually optimizes the last three terms of (6.15). Then we have
α∗ ≥ 1 + γ
2γ
∧ 4
2γ
∧ d− 1
2γ
=
p+ d− 1
2(d− 1) ∧
2p
d− 1 ∧
p
2
.
Proof of Theorem 1.3. If Ω is a smooth compact domain of type k, then Proposition 3.6
claims that κ(·)−1 ∈ Lp,∞(∂Ω, dσ) with p = 1/(k − 1). Then Theorem 1.3 follows readily
from Theorem 1.4. 
Remark 6.5. For the domains of finite type, the rate of convergence in Theorem 1.3 is not
nearly close to the result of Theorem 3.7, except for k = 2 and lower dimensions. Actually,
if 2 ≤ d ≤ 5 and ∂Ω is of type k, by Proposition 3.6, κ(n(·))−1 ∈ Lp,∞ with p = 1/(k − 1).
Then applying Theorem 1.4 and Remark 6.4, we have
‖uε − u0‖L2(Ω) ≤ Cε
1
4(k−1)
−δ
.
The only case coincides with Theorem 3.7 is k = 2.
We end this paper by stating an application of Theorem 1.3 concerning the higher order
convergence rate for non-oscillating Dirichlet boundary value problem.
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Theorem 6.6. Let A and Ω be the same as Theorem 1.3. Assume that uε is the solution of{Lεuε(x) = 0 in Ω,
uε(x) = g(x) on ∂Ω,
(6.18)
where g is smooth. Let u0 be the solution of the homogenized problem of (6.18). Then there
exist a unique function vbl independent of ε such that
‖uε(x)− u0(x)− εχ(x/ε)∇u0(x)− εvbl(x)‖L2(Ω) ≤ Cε1+α∗−δ, (6.19)
for any δ > 0, where α∗ is given by (1.10). Furthermore, the function vbl is the solution of
a non-oscillating Dirichlet problem{
L0vbl(x) = 0 in Ω,
vbl(x) = g∗(x) on ∂Ω,
which is the homogenized problem ofLεu
bl
1,ε(x) = 0 in Ω,
ubl1,ε(x) = −χ
(x
ε
)
∇u0(x) on ∂Ω.
(6.20)
Note that (6.20) is a special case of (1.1). The proof of Theorem 6.6 is the same as [16,
Theorem 5.1]. From the improved L2 convergence rate (6.19), one can also have an improved
H1 convergence rate O(ε1+α
∗−δ) in any relatively compact subset of Ω. The details will be
omitted here; see [16] for reference.
References
1. Robert A. Adams and John J. F. Fournier, Sobolev spaces, second ed., Pure and Applied Mathematics
(Amsterdam), vol. 140, Elsevier/Academic Press, Amsterdam, 2003. MR 2424078
2. Hayk Aleksanyan, Slow convergence in periodic homogenization problems for divergence-type elliptic
operators, SIAM J. Math. Anal. 48 (2016), no. 5, 3345–3382. MR 3549023
3. Hayk Aleksanyan, Henrik Shahgholian, and Per Sjo¨lin, Applications of Fourier analysis in homogeniza-
tion of Dirichlet problem I. Pointwise estimates, J. Differential Equations 254 (2013), no. 6, 2626–2637.
MR 3016217
4. , Applications of Fourier analysis in homogenization of Dirichlet problem III: Polygonal domains,
J. Fourier Anal. Appl. 20 (2014), no. 3, 524–546. MR 3217486
5. , Applications of Fourier analysis in homogenization of the Dirichlet problem: Lp estimates, Arch.
Ration. Mech. Anal. 215 (2015), no. 1, 65–87. MR 3296144
6. Gre´goire Allaire and Micol Amar, Boundary layer tails in periodic homogenization, ESAIM Control
Optim. Calc. Var. 4 (1999), 209–243 (electronic). MR 1696289
7. Scott Armstrong, Tuomo Kuusi, Jean-ChristopheMourrat, and Christophe Prange,Quantitative analysis
of boundary layers in periodic homogenization, arXiv:1607.06716v2 (2016).
8. Marco Avellaneda and Fang-Hua Lin, Compactness methods in the theory of homogenization, Comm.
Pure Appl. Math. 40 (1987), no. 6, 803–847. MR 910954 (88i:35019)
9. Alain Bensoussan, Jacques-Louis Lions, and George Papanicolaou, Asymptotic analysis for peri-
odic structures, Studies in Mathematics and its Applications, vol. 5, North-Holland Publishing Co.,
Amsterdam-New York, 1978. MR 503330
38 JINPING ZHUGE
10. Joaquim Bruna, Alexander Nagel, and Stephen Wainger, Convex hypersurfaces and Fourier transforms,
Ann. of Math. (2) 127 (1988), no. 2, 333–365. MR 932301
11. Anthony Carbery, Michael Christ, and James Wright, Multidimensional van der Corput and sublevel set
estimates, J. Amer. Math. Soc. 12 (1999), no. 4, 981–1015. MR 1683156
12. Sunhi Choi and Inwon C. Kim, Homogenization for nonlinear PDEs in general domains with oscillatory
Neumann boundary data, J. Math. Pures Appl. (9) 102 (2014), no. 2, 419–448. MR 3227328
13. William M. Feldman, Homogenization of the oscillating Dirichlet boundary condition in general domains,
J. Math. Pures Appl. (9) 101 (2014), no. 5, 599–622. MR 3192425
14. William M. Feldman, Inwon C. Kim, and Panagiotis E. Souganidis, Quantitative homogenization of
elliptic partial differential equations with random oscillatory boundary data, J. Math. Pures Appl. (9)
103 (2015), no. 4, 958–1002. MR 3318176
15. David Ge´rard-Varet and Nader Masmoudi, Homogenization in polygonal domains, J. Eur. Math. Soc.
(JEMS) 13 (2011), no. 5, 1477–1503. MR 2825170
16. , Homogenization and boundary layers, Acta Math. 209 (2012), no. 1, 133–178. MR 2979511
17. Carlos E. Kenig, Fanghua Lin, and Zhongwei Shen, Periodic homogenization of Green and Neumann
functions, Comm. Pure Appl. Math. 67 (2014), no. 8, 1219–1262. MR 3225629
18. Christophe Prange, Asymptotic analysis of boundary layer correctors in periodic homogenization, SIAM
J. Math. Anal. 45 (2013), no. 1, 345–387. MR 3032981
19. M. V. Ruzhanski˘ı, The pointwise van der Corput lemma for functions of several variables, Funktsional.
Anal. i Prilozhen. 43 (2009), no. 1, 91–93. MR 2503870
20. Zhongwei Shen, On moments of negative eigenvalues for the Pauli operator, J. Differential Equations
149 (1998), no. 2, 292–327. MR 1646241
21. Zhongwei Shen and Jinping Zhuge, Boundary layers in periodic homogenization of Neumann problems,
arXiv:1610.05273v2 (2016).
22. Elias M. Stein, Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals, Prince-
ton Mathematical Series, vol. 43, Princeton University Press, Princeton, NJ, 1993, With the assistance
of Timothy S. Murphy, Monographs in Harmonic Analysis, III. MR 1232192
Department of Math, University of Kentucky, Lexington, KY, 40506, USA.
E-mail address : jinping.zhuge@uky.edu
