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Classification des se´ries discre`tes pour certains groupes classiques
p-adiques
C. Mœglin
En l’honneur de Roger Howe pour son 60e anniversaire
L’article a pour but de montrer que seule l’hypothe`se que des lemmes fondamentaux pour des paires bien
pre´cises de groupes est suffisante pour avoir les hypothe`ses de [10] et [11] permettant de classifier les se´ries
discre`tes des groupes symplectiques et orthogonaux ”impairs” p-adiques. Le point de de´part est l’ide´e d’Arthur
exprime´e pleinement sous forme de conjecture en [1] et sous forme de re´sultats modulo des lemmes fondamentaux
en [2].
Le corps de base, note´ F , est un corps p-adique ; on suppose que p 6= 2 car nos re´fe´rences, surtout [19]
utilisent cette hypothe`se. Il n’intervient pas dans notre propre travail.
On conside`re les points sur F d’un groupe classique, c’est-a`-dire le groupe des automorphismes d’une forme
orthogonale ou symplectique sur un F -espace vectoriel, V , de dimension finie ; ici on se limite aux espaces V
symplectiques ou orthogonaux de dimension impaire. On note n est le rang du groupe, c’est-a`-dire la partie
entie`re, [dimV/2] et G(n) ce groupe p-adique. Si V est orthogonal, on ne suppose pas V maximalement de´ploye´e
pour obtenir le re´sultat principal toutefois le cas non maximalement de´ploye´ s’obtient a` la fin a` partir du cas
maximalement de´ploye´ et dans cette introduction on suppose G(n) de´ploye´. On note G∗(n) le groupe complexe
des automorphismes de la forme duale au sens de Langlands, c’est-a`-dire si V est orthogonal de dimension
impaire G∗ = Sp(2n,C), si V est symplectique de dimension paire G∗ = SO(2n + 1,C). On notera n∗ l’entier
dimension de la repre´sentation naturelle de G∗ ; c’est-a`-dire que n∗ = 2n si G∗(n) est un groupe symplectique
et 2n+ 1 si G∗(n) est un groupe orthogonal. Quand un groupe line´aire GL(m,F ) (m ∈ N) est fixe´, on note θ
l’automorphisme de ce groupe g 7→ J−1m
tg−1Jm, ou` Jm est essentiellement la matrice antidiagonale (cf 1.1) et
G˜L(m,F ) le produit semi-direct de GL(m,F ) par le groupe {1, θ}.
L’ide´e de base d’Arthur pour e´tudier les groupes classiques est que G(n) est un groupe endoscopique principal
pour l’ensemble G˜(n∗) qui est par de´finition la composante connexe de θ dans le produit semi-direct G˜L(n∗, F ).
C’est le groupe qui permet de faire un transfert entre les objects stables pour G(n) et les objets stables pour
G˜(n∗). Arthur a aussi explique´ comment obtenir un transfert pour les groupes orthogonaux sur un espace de
dimension paire ; la ”seule” diffe´rence est que le transfert fait intervenir des facteurs de transfert que l’auteur
ne maˆıtrise pas.
L’hypothe`se faite dans ce papier est que le lemme fondamental pour ce couple soit vrai pour tout m ≤ n,
c’est indispensable pour l’e´nonce´ meˆme des re´sultats. Mais il faut en plus le lemme fondamental pour tous
les groupes endoscopiques intervenant pour la stabilisation de G˜(m∗), pour tout m ≤ n. Et il y a un re´sultat
d’Arthur qui doit meˆme, je crois, supposer la validite´ des lemmes fondamentaux comme ci-dessus pour m > n ;
on peut sans doute borner m mais sans doute pas suffisamment pour que des cas particuliers puissent vraiment
eˆtre de´montre´s sans que le cas ge´ne´ral le soit. On n’a par contre pas besoin de leur analogue ponde´re´ (sauf
erreur) ; on utilise de fac¸on de´terminante les re´sultats locaux de [2] mais pas les re´sultats globaux.
Pour la de´termination des repre´sentations cuspidales et donc la classification comple`te, on a aussi besoin des
lemmes fondamentaux pour tous les groupes endoscopiques elliptiques de G˜L(n∗, F ). Pour cette classification
comple`te, nous nous sommes limite´s aux groupes G orthogonaux sur un espace de dimension impaire bien que
les me´thodes soient ge´ne´rales ; la raison de cette limitation est que l’on ne veut pas ici discuter le cas des groupes
orthogonaux pairs qui me´ritent une discussion a` eux tout seuls. Pour eux, dans tous mes travaux, a` la suite
d’Adams, j’ai choisi de prendre comme groupe dual un groupe non connexe, le groupe orthgonal complexe ; ce
n’est pas le choix d’Arthur et il y a donc a` e´crire les e´quivalences entre les 2 points de vue.
Une repre´sentation dont la classe d’isomorphie est invariante sous l’action de θ sera dite une repre´sentation
θ-invariante. Pour tout m, on appelle se´rie θ-dicre`te une repre´sentation irre´ductible tempe´re´e de GL(m,F ), θ-
invariante et qui n’est induite propre d’aucune repre´sentation θ-invariante d’un sous-groupe de Levi θ-invariant
de GL(m,F ).
Cette de´finition est beaucoup plus simple du coˆte´ groupe dual ; on rappelle que la conjecture de Langlands
locale pour les GL ([6], [7]) et les re´sultats de Zelevinsky ([21]) permettent d’associer a` toute repre´sentation
irre´ductible tempe´re´e de GL(m,F ) une classe de conjugaison d’un morphisme continu, borne´ de WF ×SL(2,C)
1
dans GL(m,C). Pour πGL une repre´sentation irre´ductible tempe´re´e de GL(m,F ) on note ψπGL , ce morphisme ;
le fait que πGL est θ-invariante est exactement e´quivalent a` ce que (quitte a` conjuguer) θ ◦ ψπGL ◦ θ = ψπGL ,
ou` ici θ est l’automorphisme g 7→ tg−1 de GL(m,C). Le fait que πGL est θ-discre`te est e´quivalent a` ce que le
sous-groupe du centralisateur de ψπGL dans GL(m,C) forme´ par les e´le´ments θ-invariants est fini.
Soit encore m un entier et soit πGL une repre´sentation tempe´re´e de GL(m∗, F ), θ-invariante ; on fixe un pro-
longement de πGL a` G˜L(m∗, F ). Le caracte`re de cette repre´sentation restreint a` G˜(n∗) n’est pas ne´cessairement
stable. C’est meˆme un re´sultat profond de [2] 30.1 de pre´ciser que ce caracte`re est stable pre´cise´ment quand le
morphisme associe´ se factorise par G∗(n) ; c’est pour pouvoir utiliser ce re´sultat que l’on a suppose´ la totalite´
des lemmes fondamentaux. Et en suivant Arthur, quand le caracte`re de πGL vue comme distribution sur G˜(n∗)
est stable, on de´finit le paquet de πGL, note´ Π(πGL) comme e´tant l’ensemble des repre´sentations irre´ductibles,
π de G(m) tel que pour un bon choix de coefficients cπ ∈ R≥0 la distribution trπGL de GL(m∗, F ) × θ soit
un transfert de
∑
π∈Π(πGL) cπtrπ (cf 1.3) ; cette condition de´finit uniquement les e´le´ments de Π(π
GL). Si ψ est
le morphisme correspondant a` πGL, on note Π(ψ) au lieu de Π(πGL). Comme Arthur a en vue des re´sultats
globaux, il prolonge cette de´finition pour toute repre´sentation πGL composante locale d’une forme automorphe
cuspidale de GL(m∗) ; la ge´ne´ralisation est e´vidente, c’est une induction, il prolonge d’ailleurs aussi les construc-
tions pour obtenir toutes les formes automorphes de carre´ inte´grable mais nous n’en avons pas besoin ici. Une
remarque par exemple dans [19] VI.1 (ii) est que si πGL est θ-discre`te alors Π(πGL) est forme´ de repre´sentations
elliptiques ; comme les coefficients cπ sont positifs d’apre`s Arthur, on peut encore remplacer elliptiques par se´ries
discre`tes. Toutefois, on rede´montrera ce dont on a besoin pour e´viter cet argument croise´.
Pour pouvoir utiliser ce qui pre´ce`de, la remarque a` ve´rifier est que si π est une se´rie discre`te de G(n)
irre´ductible alors le caracte`re distribution de cette repre´sentation appartient a` un paquet stable, c’est-a`-dire
qu’il existe πGL, θ-discret comme ci-dessus tel que π ∈ Π(πGL) ; cela est fait en 1.3. Ensuite, il n’est pas difficile
de ve´rifier que cela entraˆıne que le support cuspidal de π est ”demi-entier” (cf. 1.4) et par voie de conse´quence,
cela ne´cessite que les points de re´ductibilite´ des induites de cuspidales soient demi-entiers (cf. 2). Ceci est une
partie des hypothe`ses de [10] et [11] et on peut aller plus loin pour avoir toutes les hypothe`ses. Ainsi on associe a`
π le morphisme ψπGL tel que π ∈ Π(ψπGL). A ce point, il me semble que l’unicite´ de π
GL n’est pas comple`tement
claire ; on (re)trouvera cette unicite´ de fac¸on de´tourne´e a` la fin du travail en 3.
On peut faire cette construction pour π0 une repre´sentation cuspidale de G(n) et donc obtenir un mor-
phisme ψ0 de WF × SL(2,C) dans GL(n
∗,C). Ce morphisme de´termine et est de´termine´ par les proprie´te´s
d’irre´ductibilite´ des induites de la forme St(ρ, a) × π0, ou` ρ est une repre´sentation irre´ductible, cuspidale au-
toduale d’un groupe GL(dρ, F ) et a est un entier ; St(ρ, a) est la repre´sentation de Steinberg ge´ne´ralise´e de
GL(adρ, F ), l’induite e´tant une repre´sentation de G(n + adρ). Ce lien se fait exactement comme conjecture´ en
[10] et [11] :
on voit ψ0 comme une repre´sentation deWF ×SL(2,C) dans GL(n∗0,C). Toute repre´sentation irre´ductible de
WF ×SL(2,C) est le produit tensoriel d’une repre´sentation irre´ductible, note´e ρ, de WF , et d’une repre´sentation
de dimension finie σa de SL(2,C) uniquement de´termine´e par sa dimension note´e ici a ∈ N ; on note dρ la
dimension de la repre´sentation ρ et on identifie ρ a` une repre´sentation cuspidale irre´ductible de GL(dρ, F ) graˆce
a` la correspondance locale de Langlands de´montre´e en [6], [7] et on garde la meˆme notation ρ. Et on montre
qu’une telle repre´sentation irre´ductible ρ ⊗ σa de WF × SL(2,C) intervient dans ψ0 si et seulement si les 2
conditions suivantes sont re´alise´es :
(1) ρ⊗ σa a` conjugaison pre`s est a` valeurs dans un groupe de meˆme type que G∗, c’est-a`-dire orthogonal si
ce groupe est orthogonal et symplectique sinon ;
(2) l’induite pour le groupe G(n0 + dρ), St(ρ, a) × π0 est irre´ductible, ou` St(ρ, a) est la repre´sentation de
Steinberg base´e sur ρ du groupe GL(adρ, F ).
Et on montre aussi que si ρ⊗ σa intervient comme sous-repre´sentation de ψ0, elle y intervient avec multiplicite´
1.
Ces proprie´te´s entraˆınent l’unicite´ de ψ0 puisque l’on connaˆıt sa de´composition en repre´sentations irre´duc-
tibles graˆce a` des proprie´te´s de la repre´sentation π0 ; c’est ce que l’on a appele´ la connaissance des blocs de
Jordan de π0 et de ψ0.
Le lien avec les points de re´ductibilite´ des induites de la forme ρ| |x × π0, ou` ρ est comme ci-dessus et x est
un nombre re´el, est le suivant. Pour ρ fixe´e vue comme une repre´sentation irre´ductible de WF de dimension dρ,
on note Jordρ(ψ0) l’ensemble des entiers a (s’il en existe) tel que ρ⊗σa soit une sous-repre´sentation irre´ductible
de ψ0. Si Jordρ(ψ0) 6= ∅, on note alors aρ,ψ0 son e´le´ment maximal. Supposons maintenant que Jordρ(ψ0) = ∅ ;
si ρ⊗ σ2 est a` valeurs dans un groupe de meˆme type que G∗ (cf. ci-dessus) ; on pose aρ,ψ0 et sinon c’est ρ qui
est a` valeurs dans un groupe de meˆme type que G∗ et on pose aρ,ψ0 := −1.
On voit maintenant ρ comme une repre´sentation cuspidale irre´ductible de GL(dρ, F ). On de´finit xρ,π0 comme
l’unique d’apre`s [16] re´el positif ou nul tel que l’induite ρ| |xρ,pi0 × π0 soit re´ductible et on montre que (cf. 2,
2
ci-dessous) que xρ,π0 = (aρ,ψ0 + 1)/2.
Au passage, on de´montre que ψ0 est sans trou c’est-a`-dire que si ψ0 contient une repre´sentation de la forme
ρ⊗ σa avec a > 2, alors il contient aussi la repre´sentation ρ⊗ σa−2 (ici ρ est une repre´sentation irre´ductible de
WF ). Pour de´montrer le re´sultat annonce´ calculant les points de re´ductibilite´, on de´montre d’abord que xρ,π0
est un demi-entier, puis on ve´rifie tous les cas sauf le dernier cas ci-dessus, en utilisant la compatibilite´ des
paquets a` l’induction et la restriction (cela a de´ja` e´te´ fait en [13]). Puis on montre que le dernier cas en re´sulte
”par de´faut”.
Avec ces re´sultats sur les repre´sentations cuspidales, [10] et [11] associent a` toute se´rie discre`te irre´ductible
un morphisme de WF × SL(2,C) dans GL(n∗,C), note´ ψπ, il n’y a plus qu’a` de´montrer la compatibilite´ avec
les re´sultats d’Arthur, c’est-a`-dire que π ∈ Π(ψπ) ; c’est fait en 3.
Dans la suite du travail, on se limite comme explique´ ci-dessus au cas ou` G = SO(2n + 1, F ) (de´ploye´ ou
non). On suppose que tous les lemmes fondamentaux pour les groupes endoscopiques de SO(2m + 1, F ) et
pour G˜L(2m,F ) sont ve´rifie´s pour tout m. Il y a une autre proprie´te´ dont on a besoin qui peut s’exprimer
tre`s facilement ainsi : avec la notation Π(ψ) de´ja` employe´e, il n’y a qu’une combinaison line´aire (a` homothe´tie
pre`s) d’e´le´ments de Π(ψ) qui est stable et toute combinaison line´aire stable de se´ries discre`tes et dans l’es-
pace vectoriel engendre´ par ces e´le´ments. On discute cette proprie´te´ en 4.3 car il est vraisemblable qu’elle est
dans (ou puisse eˆtre de´montre´ par les me´thodes de) [2] ; mais comme elle n’est pas e´crite telle quelle, on la
prend comme hypothe`se. Tel que nous avons e´crit les arguments, nous avons besoin de cette hypothe`se pour
tous les morphismes ψ′ a` valeurs dans Sp(2m,C) pour tout m ≤ n. Avec les lemmes fondamentaux et cette
hypothe`se, on montre que l’application de´finie par Arthur de Π(ψ) dans l’ensemble des caracte`res du groupe
CentSp(2n,C)ψ/Cent(Sp(2n,C)) est une bijection ; un tel re´sultat est propre au cas des paquets tempe´re´s. On
obtient alors la preuve de notre conjecture sur la classification des repre´sentations cuspidales de SO(2m+1, F )
(pour tout m ≤ n), a` savoir cet ensemble de repre´sentations cuspidales est en bijection avec l’ensemble des cou-
ples, ψ, ǫ, forme´ d’un morphisme ψ sans trou de WF × SL(2,C) dans Sp(2m,C), de´finissant une repre´sentation
semi-simple sans multiplicite´ deWF ×SL(2,C) et d’un caracte`re ǫ du centralisateur de ψ dans Sp(2n,C), trivial
sur le centre de Sp(2n,C), qui a les proprie´te´s suivantes :
ǫ est alterne´ (ou cuspidale au sens de Lusztig) c’est-a`-dire : soit une sous-repre´sentation irre´ductible ρ⊗ σa
de WF × SL(2,C) de dimension adρ intervenant dans ψ ; elle est ne´cessairement a` valeurs dans un groupe
Sp(adρ,C) dont on note Zρ⊗σa le centre, sous-groupe a` 2 e´le´ments qui est naturellement un sous-groupe du
centralisateur de ψ. Alors ǫ est alterne´ si pour ρ, a comme ci-dessus, la restriction de ǫ a` Zρ⊗σa ≃ {±1} est non
trivial si a = 2 et si a > 2, cette restriction n’est pas le meˆme caracte`re que la restriction de ǫ a` Zρ⊗σa−2 ≃ {±1} ;
On remarque que pour cette conjecture pre´cise, on n’a pas traite´ le cas non de´ploye´ qui devrait pourtant
eˆtre analogue en remplac¸ant la condition sur la restriction du caracte`re au centre de Sp(2n,C) par son oppose´.
C’est la dernie`re conjecture qui manquait pour pouvoir de´crire comple`tement les paquets de Langlands de
se´rie discre`te suivant [10] et [11] ; on ve´rifie pour finir que nos constructions sont bien compatibles avec celles
d’Arthur. Il s’agit ici de ve´rifier que si π ∈ Π(ψ), le caracte`re associe´ par Arthur se lit sur le module de Jacquet
de π. On montre donc la proprie´te´ suivante, soit comme ci-dessus ρ⊗σa une sous-repre´sentation irre´ductible de
WF ×SL(2,C) incluse dans ψ. Supposons d’abord qu’il existe b ∈ N avec b < a et ρ⊗ [b] une sous-repre´sentation
de ψ ; on note alors a− le plus grand entier b ve´rifiant ces 2 conditions. Quand un tel b n’existe pas a− n’est
pas de´fini si a est impair et vaut 0 si a est pair. On note encore ρ la repre´sentation cuspidale de GL(dρ, F )
correspondant a` ρ par la correspondance de Langlands locale pour GL(dρ, F ) ([6],[7]). Soit π ∈ Π(ψ) et ǫA(π) le
caracte`re du centralisateur de ψ associe´ par Arthur a` π ; on montre, avec les notations de´ja` introduites ci-dessus,
que la restriction de ǫA(π) a` Zρ⊗σa est identique a` la restriction de ce caracte`re a` Zρ⊗σa
−
( est triviale si a− = 0)
si et seulement si il existe une repre´sentation π′ du groupe SO(2(m− dρ(a− a−)/2) + 1, F ) et une inclusion :
π →֒ ρ| |(a−1)/2 × · · · × ρ| |(a−+1)/2 × π′.
Je remercie Laurent Clozel pour ces explications sur la globalisation de situations locales et Jean-Loup
Waldspurger dont les travaux sont indispensables a` cet article.
L’essentiel des ide´es encore de´veloppe´es ici et que j’utilise depuis de nombreuses anne´es m’ont e´te´ inspire´es
par l’e´tude de la correspondance de Howe (avec l’interpre´tation donne´e par J. Adams). C’est donc un immense
plaisir pour moi que de pouvoir de´dier cette article a` Roger Howe pour son soixantie`me anniversaire. Je remercie
aussi les organisateurs du congre`s en son honneur pour leur accueil extreˆmement chaleureux.
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1 Support cuspidal des se´ries discre`tes
1.1 Notations
Dans tout l’article sauf la partie 5, si G(n) est un groupe orthogonal, on le suppose de´ploye´. On reprend les
notations de l’introduction, pour tout m ∈ N, G(m), G∗(m), m∗. Et pour tout m, on note J la matrice
( 0 · · · 1
... · · ·
...
(−1)m−1 · · · 0
)
de fac¸on a` pouvoir de´finir l’action de θ sur GL(m,F ) par g 7→ J tg−1J−1 pour tout g ∈ GL(m,F ).
1.2 Quelques rappels des re´sultats de [2]
On rappelle des re´sultats fondamentaux pour nous de [2] 30.1 ; soit ψ un morphisme continu borne´ de
WF × SL(2,C) dans G∗(n). On le voit comme un morphisme de WF × SL(2,C)× SL(2,C) dans G∗(n) trivial
sur la deuxie`me copie de SL(2,C). Arthur a de´fini une action de θ sur la repre´sentation π(ψ) de GL(n∗, F ) en
imposant a` θ d’induire l’action triviale sur l’espace des fonctionnelles de Whittaker (ceci ne´cessite a priori un
choix d’un caracte`re additif mais on renvoit a` [13] pour l’inde´pendance et une discussion plus ge´ne´rale) ; pour
donner un sens pre´cis a` cela, il faut fixer, a` l’aide du caracte`re addifif fixe´, un caracte`re du groupe des matrices
unipotentes supe´rieures invariant par θ ; le module des co-invariants de π(ψ) pour ce groupe unipotent et ce
caracte`re est de dimension 1 et l’action de θ est fixe´e de telle sorte que θ agisse trivialement dans cet espace de
co-invariants. Ceci dit, pour nous ici, la description de la normalisation n’a acune importance.
Arthur en loc. cit. montre alors l’existence d’un paquet fini de repre´sentations Π(ψ) de G(n) et de coefficients
entiers positifs cπ tel que trπ(ψ)◦ θ soit un transfert stable de la distribution
∑
π∈Π(ψ) cπtr π ; les proprie´te´s des
coefficients sont cache´s dans la de´finition de Π˜fin d’Arthur, ils ne joueront pas de roˆle ici sauf la positivite´ (a` un
signe commun a` tous les coefficients pre`s) ! Les repre´sentations incluses dans Π(ψ) sont uniquement de´termine´es
graˆce a` l’inde´pendance line´aire des caracte`res. On dit que le morphisme ψ est θ-discret si vu comme une
repre´sentation de WF × SL(2,C) dans GL(n∗,C), il de´finit une repre´sentation sans multiplicite´ de ce groupe ;
c’est exactement la meˆme de´finition que celle de l’introduction.
1.3 Appartenance a` un paquet stable
Soit π une se´rie discre`te irre´ductible de G(n). Il faut savoir que la projection du caracte`re distribution de π
sur l’ensemble des distributions stables a` support dans les e´le´ments elliptiques est non nulle. C’est un re´sultat
local et on va en donner 2 de´monstrations.
1.3.1 argument global
La premie`re de´monstration repose sur la globalisation suivante qui m’a e´te´ indique´e par Laurent Clozel et
qui se trouve dans [5] theorem 1 B, π peut se globaliser, c’est-a`-dire eˆtre conside´re´e comme une composante
locale d’une forme automorphe de carre´ inte´grable Σ d’un groupe ade´lique associe´ a` G ; on peut imposer a` Σ ce
que l’on veut en un nombre fini de places, par exemple d’eˆtre cuspidale en une autre place et Steinberg en au
moins 2 autres places. Cela assure que Σ est cuspidale et qu’elle intervient dans une formule des traces simple
automatiquement stable ; on peut alors d’apre`s [2] 30.2 (b) trouver une forme automorphe Σ˜ du groupe ade´lique
associe´ a` GL(n∗) tel que π soit dans le paquet associe´ par Arthur a` la composante locale de Σ˜ pour notre place ;
mais Arthur assure meˆme qu’en toute place la composante de Σ est dans un paquet stable dont un transfert est
donne´e par la composante en cette meˆme place de Σ. On a suppose´ que Σ est Steinberg en au moins une place
mais une telle repre´sentation est automatiquement stable et son seul transfert possible parmi les composantes
locales de forme automorphe de carre´ inte´grable est la repre´sentation de Steinberg ; on peut le ve´rifier avec des
arguments de module de Jacquet, ici on insiste sur le fait que le transfert se de´finit par des e´galite´s sur toutes
les classes de conjugaisons stables pas seulement les elliptiques. Ainsi Σ˜ est ne´cessairement une repre´sentation
automorphe cuspidal. Et la composante locale de Σ˜ en la place qui nous inte´resse, est une repre´sentation note´e
π˜ de GL(n∗, F ) telle que π ∈ Π(π˜) ; on sait que π˜ est θ-stable mais meˆme plus qu’elle provient du groupe
endoscopique G(n), c’est un des re´sultats de [2] 30.2. On ne connaˆıt pas la conjecture de Ramanujan, on e´crit
donc π˜ comme une induite de la forme
×(ρ,a,x)∈ISt(ρ, a)| |
x × π˜0 × St(ρ, a)| |
−x, (1)
4
ou` I est un ensemble d’indices parame´trant des triplets forme´s d’une repre´sentation cuspidale unitaire irre´duc-
tible ρ d’un GL(dρ, F ), d’un entier a et d’un re´el x ∈]0, 1/2[ et ou` π˜0 est tempe´re´e et son parame`tre est a`
valeurs (a` conjugaison pre`s) dans un groupe G∗(n0) pour n0 convenable. On pose σ := ×(ρ,a,x)∈ISt(ρ, a)| |
x et
la θ-stabilite´ entraˆıne que
θ(σ) = ×(ρ,a,x)∈ISt(ρ, a)| |
−x.
A π˜0, on associe en suivant Arthur 30.1 un paquet de repre´sentations Π(π˜0) de G(n0) ou` n0 est convenable
comme ci-dessus. Pour des coefficients cπ0 ∈ R positifs on a une e´galite´ de
∑
π0∈Π0
cπ0tr π0(h
′) = trπ˜0(g
′, θ) (2)
pour tout h′ suffisamment re´gulier dans G(n0), ou` g
′, θ a une classe de conjugaison stable qui correspond, dans
le transfert, a` la classe de conjugaison stable de h′ (cf [19] I.3, III.1, III.2). Les formules explicites pour le calcul
de la trace d’une induite donne ici avec les notations de (1) :
tr(σ × π˜0 × θ(σ))(g, θ) =
∑
π0∈Π(π˜0)
cπ0tr(σ × π0)(h) (3)
quand la classe de conjugaison stable de h et celle de (g, θ) se correspondent. Ainsi la repre´sentation π est un
sous-quotient irre´ductible de l’une des induites σ × π0 pour π0 ∈ Π(π0). Remarquons aussi pour la suite que si
ψ0 n’est pas θ discret alors il existe ψ
′
0 une repre´sentation de WF ×SL(2,C) dans GL(m
∗
0,C) se factorisant par
G∗(m0), m0 un entier convenable et une repre´sentation irre´ductible ρ⊗ σa de WF × SL(2,C) tels que
ψ0 = ψ
′
0 ⊕
(
ρ⊗ σa
)
⊕
(
θ(ρ)⊗ σa
)
.
Et, comme ci-dessus, on peut e´crire de fac¸on image´e
Π(ψ0) = St(ρ, a)×Π(ψ
′
0),
ce qui veut dire que les e´le´ments du membre de gauche sont tous les sous-quotients irre´ductibles du membre de
droite, c’est-a`-dire des induites St(ρ, a)× π′0 avec π
′
0 ∈ Π(ψ
′
0). Par construction les e´le´ments de Π(ψ
′
0) sont des
repre´sentations unitaires et les induites ci-dessus sont donc semi-simples. De`s que l’on aura de´montre´ que σ est
ne´cessairement inexistant, on saura que, puisque π est une se´rie discre`te, ψ0 est θ-discret.
En particulier si π est cuspidal, alors ψ = ψ0 car π ne peut eˆtre un sous-quotient de σ⊗ π0 avec π0 ∈ Π(ψ0)
et donc ψ0 est θ-discret.
Le de´faut de cet argument est qu’il utilise de fac¸on assez forte la partie globale des re´sultats d’Arthur et
il n’est donc pas clair a` priori, qu’il ne faille pas les lemmes fondamentaux ponde´re´s. On va donc donne´ un
argument local.
1.3.2 argument d’apparence locale
Ci-dessous tous les arguments sont locaux mais ils utilisent des re´sultats qui ont e´te´ obtenu avec des formules
des traces simples, donc des arguments globaux. Ils m’ont e´te´ donne´s par Waldspurger.
On sait que le caracte`re distribution d’une se´rie discre`te, π, de G(n), peut se voir comme une distribution sur
l’ensemble des classes de conjugaison d’e´le´ments de G(n) dont la restriction aux classes de conjugaison d’e´le´ments
elliptiques est non nulle. En e´valuant sur ces inte´grales orbitales, on de´finit une application de l’espace vectoriel
engendre´ par ces caracte`res de repre´sentations dans un espace Icusp(G(n)), l’espace des inte´grales orbitales des
pseudo-coefficients, e´tudie´ par Arthur en [3] ; en e´largissant l’espace des caracte`res a` l’ensemble des caracte`res des
repre´sentations elliptiques de G(n) (de´finition d’Arthur) on obtient ainsi une application bijective. Arthur dans
[3] a donne´ une de´composition en somme directe de cet espace Icusp(G(n)), l’un des facteurs e´tant l’espace des
distributions stables a` support dans les e´le´ments elliptiques. On a de´ja` ve´fie´ en [12] que pour de´finir la projection
sur ce facteur stable, seul le lemme fondamentale stable est ne´cessaire. On utilise la notation Istcusp(G(n)) pour
cet espace, conforme aux notations de [19] VI. 1.
Et le point est de de´montrer que la projection du caracte`re distribution de π sur cet espace est non nulle ; on
le fait en localisant au voisinage de l’origine ce qui permet d’utiliser le de´veloppement asymptotique d’Harish-
Chandra d’ou` une de´composition en somme de transforme´e de Fourier d’inte´grales orbitales unipotentes ; la
dimension des orbites donnent un degre´ d’homoge´ne´ite´ pour chacun de ces coefficients. La stabilisation respecte
le degre´ d’homoge´ne´ite´. On regarde le coefficient relatif a` l’orbite triviale, c’est le degre´ formel de la se´rie discre`te
et ce coefficient est donc non nul ; la transforme´e de Fourier de l’orbite de l’e´le´ment 0 est automatiquement stable
et a donc une projection non nulle sur l’analogue de Istcusp(G(n)) dans l’alge`bre de Lie. Ceci est le terme de degre´
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0 dans le developpement asymptotique de la projection du caracte`re de π sur Istcusp(G(n)) d’ou` la non nullite´ de
cette projection.
On utilise ensuite [19] VI.1 proposition (b) qui de´montre que le transfert induit un isomorphisme d’espace
vectoriel entre Istcusp(G(n)) et son analogue stable pour GL(n
∗, F ) × θ ; cet analogue est de´fini en [19] V.1 ou`
l’existence de ce facteur direct est de´montre´e. On sait d’apre`s [19] IV.5 (1) que ce dernier espace s’interpre`te
comme combinaison line´aire de caracte`res de repre´sentations tempe´re´es θ-stable de GL(n∗, F ). Toutefois, [19]
ne sait pas que les parame`tres de ces repre´sentations sont a` valeurs dans G∗(n). Pour s’en sortir il faut avoir une
description de Istcusp(G) ; cela est fortement sugge´re´ par [2] paragraphe 30 mais n’est pas totalement explicite (cf.
notre discussion en 4.3). Cette me´thode est certainement la plus conceptuelle mais se heurte a` cette difficulte´.
C’est pour cela que l’on a pris l’autre me´thode qui ne´cessite de devoir montrer que π˜ est tempe´re´e ce qui sera
fait ci-dessous.
On garde les notations ψ, σ, ψ0 introduites ci-dessus.
1.4 Support cuspidal, rappel des de´finitions et re´sultats e´le´mentaires
Soit π une se´rie discre`te irre´ductible de G(n). On sait de´finir le support cuspidal de π (comme de toute
repre´sentation irre´ductible de G(n)) comme l’union d’une repre´sentation cuspidale irre´ductible, πcusp d’un
groupe G(ncusp) (le support cuspidal partiel de π) et d’un ensemble de repre´sentations cuspidales irre´ductibles
ρi de groupe GL(dρi , F ) pour i parcourant un ensemble convenable, I, d’indices. Cet ensemble est de´fini a` per-
mutation pre`s et a` inversion pre`s, c’est-a`-dire que l’on peut changer ρi en sa duale. Cet ensemble est uniquement
de´fini par la proprie´te´ que π est un sous-quotient irre´ductible de l’induite
×i∈Iρi × πcusp.
On note SuppGL(π) := {(ρ′′, x)} l’ensemble des couples ρ′′, x forme´s d’une repre´sentation cuspidale unitaire
d’un groupe line´aire et d’un re´el positif ou nul tel que le support cuspidal de π soit l’union de πcusp avec
l’ensemble des repre´sentations cuspidales ρ′′| |x pour (ρ′′, x) ∈ SuppGL(π).
Lemme. (i) Soit ρ′′ une repre´sentation cuspidale unitaire d’un groupe GL(dρ′′ , F ) ; on suppose qu’il existe
x′′ ∈ R tel que (ρ′′, x′′) ∈ SuppGL(π). Alors, il existe des re´els d, f tels que d− f +1 ∈ N≥1 et une se´rie discre`te
π′ tels que π soit un sous-module irre´ductible de l’induite
< ρ′′| |d, · · · , ρ′′| |f > ×π′,
ou` la repre´sentation entre crochet est St(ρ′′, d− f + 1)| |
(d+f)/2
. De plus
SuppGL(π) = SuppGL(π
′) ∪ {(ρ, |y|); y ∈ [d, f ]}.
(ii) Pour tout (ρ′′, x) ∈ SuppGL(π), ρ′′ est autoduale et il existe un entier relatif z tel que l’induite ρ′′| |x+z×
πcusp soit re´ductible.
Ces re´sultats ne sont pas nouveaux et bien connus des spe´cialistes. Par de´finition du support cuspidal pour
tout (ρ′, x′) ∈ SuppGL(π), il existe un choix de signe ζ(ρ′,x′) et un ordre sur SuppGL(π) tel que l’on ait une
inclusion :
π →֒ ×(ρ′,x′)∈SuppGL(π)ρ
′| |ζρ′,x′x
′
× πcusp (1)
On fixe ρ′′ comme dans l’e´nonce´ et on prend pour f le plus petit re´el de la forme ζ(ρ′′,x′′)x
′′ tel que ρ′′| |f
interviennent dans (1). On peut ”pousser” ρ′′| |f vers la gauche tout en gardant une inclusion comme dans (1).
Et quand il est le plus a` gauche possible, toutes les repre´sentations intervenant avant ρ′′| |f sont de la forme
ρ′′| |z avec z parcourant un segment de la forme [d, f [ pour d convenable ve´rifiant d−f+1 ∈ N≥1. Cela entraˆıne
qu’il existe une repre´sentation π′ irre´ductible et une inclusion de π dans l’induite
< ρ′′| |d, · · · , ρ′′| |f > ×π′.
Il reste a` de´montrer que π′ est ne´cessairement une se´rie discre`te. On sait que d + f > 0 car s’il n’en est pas
ainsi, [d, f ] est un segment dont le milieu, (d+ f)/2 est infe´rieur ou e´gal a` 0 ; on pose δ = 0 si (d− f + 1)/2 est
un entier et δ = (d+ f)/2 sinon. Ainsi
∑
y∈[d,f ]
y =
∑
t∈[1,[(d−f+1)/2]
(d− t+ 1 + f + t− 1) + δ = [(d− f + 1)/2](d+ f) + (d+ f)/2 ≤ 0.
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Or le module de Jacquet de π contient la repre´sentation ⊗ℓ∈[d,f ]ρ| |
ℓ ⊗ π′ et le crite`re de Casselman montre
que les exposants sont une combinaison line´aire a` coefficient strictement positif de toutes les racines simples.
L’exposant que l’on vient de trouver ne ve´rifie pas cette positivite´ d’ou` notre assertion. Montrons maintenant
que π′ est une se´rie discre`te ; il faut ve´rifier le crite`re de Casselman sur les exposants. On suppose a contrario
qu’il existe un terme dans le module de Jacquet de π′ de la forme ⊗ρ′′′| |x
′′′
⊗ πcusp qui ne satisfait pas au
crite`re de positivite´. Un tel terme donne lieu a` une inclusion de π′ dans l’induite ×ρ′′′| |x
′′′
×πcusp. Le crite`re de
positivite´ de Casselman s’exprime exactement par le fait que pour tout ρ′′′, x′′′ intervenant dans cette e´criture,∑
(ρ,x) x > 0 ou` la somme porte sur les (ρ, x) a` gauche de (ρ
′′′, x′′′) y compris (ρ′′′, x′′′). Supposons que π′ ne
soit pas une se´rie discre`te. On peut fixer un e´le´ment de son module de Jacquet ne ve´rifiant pas ce crite`re. Et
on peut conside´rer dans
∑
(ρ,x) x comme pre´ce´demment, chaque somme partielle ou` ρ est fixe´ et l’une au moins
est ≤ 0. Par l’argument de´ja` donne´e on trouve une inclusion de π′ dans une induite de la forme :
< ρ′| |d
′
, · · · , ρ′| |f
′
> ×π′′,
ou` [d′, f ′] est un segment (i.e. d′−f ′+1 ∈ N≥1), ρ′ est une repre´sentation cuspidale unitaire et
∑
x∈[d′,f ′] x ≤ 0.
Comme ci-dessus, ceci est e´quivalent a` d′ + f ′ ≤ 0. L’induite
< ρ′′| |d, · · · , ρ′′| |f > × < ρ′| |d
′
, · · · , ρ′| |f
′
>
est ne´cessairement irre´dutible : en effet soit ρ′′ 6≃ ρ′ et le re´sultat est imme´diat. Soit ρ′′ = ρ′, mais alors f ≤ f ′
par minimalite´ de f , et
d− d′ = (d+ f)− (d′ + f ′) + (f ′ − f) > 0,
d’ou` [d, f ] ⊃ [d′, f ′] et le re´sultat. On obtient donc une inclusion de π dans l’induite :
< ρ′′| |d, · · · , ρ′′| |f > × < ρ′| |d
′
, · · · , ρ′| |f
′
> ×π′′ ≃
< ρ′| |d
′
, · · · , ρ′| |f
′
> × < ρ′′| |d, · · · , ρ′′| |f > ×π′′
et d′+ f ′ ≤ 0 contredit le fait que π est une se´rie discre`te. L’assertion sur le SuppGL(π) est claire par de´finition.
(ii) se de´duit de (i) par re´currence : on reprend les notations de (i) et on admet que tous les e´le´ments de
SuppGL(π
′) sont de la forme (ρ, x) avec ρ autoduale. Si ρ′′ n’est pas autoduale, ρ′′| |x × πcusp est irre´ductible
pour tout x re´el par un re´sultat ge´ne´ral d’Harish-Chandra (cf. [18]) et ρ′′| |x commute avec toute repre´sentation
de la forme ρ′| |±x
′
pour (ρ′, x′) ∈ SuppGL(π′). On aurait donc un isomorphisme :
< ρ′′| |d, · · · , ρ′′| |f > ×π′ ≃< (ρ′′)∗−f , · · · , (ρ′′)∗−d > ×π′.
et une inclusion de π dans l’induite de droite. Or −f − d < 0 ce qui contredit le fait que π est une se´rie discre`te
et le crite`re de Casselman. C’est exactement le meˆme argument pour la deuxie`me partie de (ii)
1.5 Proprie´te´s de demi-integralite´ du support cuspidal d’une se´rie discre`te
The´ore`me. (i) Soit π une se´rie discre`te irre´ductible de G(n) ; tout e´le´ment (ρ, x) de SuppGL(π) (notation
de 1.4) est tel que ρ est autoduale et que x est demi-entier.
(ii) Soit π0 une repre´sentation cuspidale de G(n) et ρ une repre´sentation cuspidale irre´ductible autoduale
de GL(dρ, F ) et x ∈ R tel que l’induite ρ| |x × π0 soit re´ductible. Alors x ∈ 1/2Z.
Graˆce a` 1.4 (ii), pour de´montrer (i), il suffit de de´montrer que pour πcusp une repre´sentation cuspidale
irre´ductible d’un groupe G(ncusp) et pour ρ une repre´sentation cuspidale irre´ductible d’un groupe GL(dρ, F ),
autoduale, le re´el positif ou nul, xρ,πcusp tel que l’induite ρ| |
xρ,picusp × πcusp est re´ductible, est un demi-entier.
C’est-a`-dire, en fait, (ii) et c’est donc (ii) que nous allons de´montrer.
Soit donc πcusp et xρ,πcusp comme ci-dessus. Si xρ,πcusp = 0, l’assertion est claire. Supposons donc que
xρ,πcusp > 0. Alors l’induite :
ρ| |xρ,picusp+1 × ρ| |xρ,picusp × πcusp
a un sous-module irre´ductible qui est une se´rie discre`te ; c’est un calcul de module de Jacquet facile on coince
cette sous-repre´sentation dans l’intersection des 2 sous-repre´sentations suivantes : (la notation < σ1, σ2 >
repre´sente le socle de l’induite σ1 × σ2, c’est a` dire la somme des sous-modules irre´ductibles, mais ici le socle
est irre´ductible)
ρ| |xρ,picusp+1× < ρ| |xρ,picusp , πcusp > ∩ < ρ| |
xρ,picusp+1, ρ| |xρ,picusp > ×πcusp.
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Puis on calcule les modules de Jacquet, calcul qui prouve d’abord que cette intersection est non nulle puis que
c’est une se´rie discre`te.
On note π cette se´rie discre`te et on lui applique 1.3 avec les notations de ce paragraphe. En particulier, si
ψ 6= ψ0, SuppGL(π) contient le support cuspidal de σ (a` ”conjugaison” pre`s). Mais SuppGL(π) a exactement
2 e´le´ments ρ| |xρ,picusp+1 et ρ| |xρ,picusp ; cela entraˆıne de´ja` que
∑
(ρ,a,x)∈I a ≤ 2. Si I est re´duit a` un e´le´ment
(ρ, a, x) avec a = 2, les ensembles ((1 + xρ,πcusp), xρ,πcusp) et ((1/2 + x), (−1/2 + x)) co¨ıncident a` l’ordre et au
signe pre`s. D’ou` par positivite´, puisque x < 1/2
1 + xρ,πcusp = 1/2 + x; xρ,πcusp = 1/2− x.
Ceci est impossible. On ne pas non plus avoir |I| = 2. On sait donc maintenant que soit ψ = ψ0 soit σ est de la
forme ρ| |x ; on rappelle que x ∈]0, 1/2[ et qu’il co¨ıncide donc avec xρ,πcusp et non avec 1 + xρ,πcusp . En d’autres
termes soit π ∈ Π(π˜) avec π˜ = π˜0 est tempe´re´e soit un sous-quotient irre´ductible de l’induite ρ| |
1+xρ,picusp×πcusp
est dans Π(π˜0). En fait l’induite est irre´ductible par de´finition de xρ,πcusp et dans ce dernier cas, ce serait toute
l’induite qui serait dans Π(π˜0).
On montre maintenant que tout π0 ∈ Π(π˜0) est tel que SuppGL(π0) est forme´ de couples (ρ′, x′) avec x′
demi-entier. Cela permettra donc de conclure graˆce a` ce qui pre´ce`de ; on aura en plus montre´ que σ est trivial.
On fixe ρ une repre´sentation cuspidale unitaire irre´ductible d’un groupe GL(dρ, F ). Pour z ∈ R, m ∈ N et
π′ une repre´sentation de G(m) on note Jaczπ
′ l’unique e´le´ment du groupe de Grothendieck des repre´sentations
lisses de longueur finie de G(m) tel que la restriction de π′ au Levi GL(dρ, F )×G(m) le long du radical unipotent
d’un parabolique de ce Levi soit de la forme ρ| |z⊗Jaczπ′⊕τ ou` τ est une somme de repre´sentations irre´ductibles
de la forme ρ′ ⊗ τ ′′ avec ρ′ 6≃ ρ| |z. Pour π˜ une repre´sentation de GL(m∗ + 2dρ′ , F ) on de´finit Jac
θ
zπ˜ comme
l’unique e´le´ment du groupe de Grothendieck des repre´sentations lisses de longueur finie de GL(m,F ) tel que la
restriction de π˜ au Levi GL(dρ′ , F ) × GL(m∗, F ) × GL(dρ′ , F ) soit de la forme ρ| |z ⊗ Jacθzτ ⊗ ρ
∗| |−z ⊕ τ ′ ou`
τ ′ est une somme de repre´sentations irre´ductibles de la forme ρ′ ⊗ τ ′′ ⊗ ρ′′ avec soit ρ′ 6≃ ρ| |z soit ρ′′ 6≃ ρ−z.
On a vu en [12] (mais c’est assez facile) que l’e´galite´ des traces 1.3 (1) donne aussi une e´galite´ (avec les meˆmes
coefficients) : ∑
π∈Π(π˜0)
cπ0trJaczπ0(h) = trJac
θ
z π˜0(g, θ), (1)
Le terme de droite ne peut eˆtre non nul que pour des z ∈ 1/2Z. Ici on utilise la positivite´ des cπ0 annonce´e par
Arthur qui empeˆche toute simplification dans le terme de gauche. Alors pour π0 ∈ Π(π˜0), Jaczπ0 6= 0 ne´cessite
que Jacθzπ˜0 6= 0. D’ou` le fait que z ∈ 1/2Z. Si SuppGL(π0) contient un e´le´ment (ρ
′′, x) avec x ∈ R ,de fac¸on
standard (en poussant vers la gauche), on montre qu’il existe x′ avec x− x′ ∈ Z tel que Jacx′π0 6= 0, en faisant
ici ρ = ρ′. Comme on vient de montrer que x′ ∈ 1/2Z, x aussi est un demi-entier relatif.
Cela termine la preuve du the´ore`me.
1.6 Morphisme associe´ a` une se´rie discre`te
Le corollaire suivant est e´videmment tre`s fortement inspire´ par les travaux d’Arthur.
Corollaire. Soit π une se´rie discre`te irre´ductible de G(n), alors il existe une repre´sentation tempe´re´e, π˜ de
GL(n∗, F ), θ-discre`te telle que π ∈ Π(π˜). Ou encore, il existe un morphisme ψ de WF ×SL(2,C) dans GL(n∗,C)
tel que π ∈ Π(ψ) avec ψ un morphisme θ-discret a` valeurs dans G∗(n).
En tenant compte de 1.3 il faut montrer que π˜ = π˜0 avec les notations de ce paragraphe. Comme ci-dessus,
ne´cessairement SuppGL(π) contient le support cuspidal de σ (a` ”conjugaison” pre`s). Mais maintenant on sait
que SuppGL(π) est forme´ de couple (ρ, x) avec x demi-entier et ce n’est pas le cas du support cuspidal de σ si
σ existe vraiment. D’ou` le fait que π˜ = π˜0. Le corollaire re´sulte alors de 1.3.
2 Morphismes associe´s aux repre´sentations cuspidales de G(n) et
points de re´ductibilite´ des induites de cuspidales.
,
On dit qu’un morphisme ψ de WF × SL(2,C) dans un GL(m,C) est sans trou si pour toute repre´sentation
ρ⊗σa intervenant dans ψ (notations de l’introduction) avec a > 2 la repre´sentation ρ⊗σa−2 y intervient aussi.
On pre´cise les notations de l’introduction ; soit π0 une repre´sentation cuspidale de G(m) et soit ρ une
repre´sentation cuspidale irre´ductible autoduale de GL(dρ, F ) ce qui de´finit dρ. On note xρ,π0 l’unique re´el
positif ou nul (cf. [16]) tel que l’induite ρ| |xρ,pi0 × π0 soit re´ductible. Soit ψ0 tel que π0 ∈ Π(ψ0) ce qui est
possible d’apre`s le the´ore`me pre´ce´dent. Pour ρ comme ci-dessus, on pose
Jordρ(ψ0) := {a ∈ N; tel que la repre´sentation ρ⊗ σa soit une sous-repre´sentation de ψ0}.
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On note aρ,ψ0 l’e´le´ment maximal de Jordρ(ψ0) quand cet ensemble est non vide. On dit qu’une repre´sentation
de WF × SL(2,C) (ou simplement de WF ) est du type de G∗ si elle est orthogonale quand V est symplectique
et symplectique quand V est orthogonal.
Corollaire. Soient ρ, π0, ψ0 comme ci-dessus et tels que π0 ∈ Π(ψ0) (cf. 1.6). Alors ψ0 est θ discret et sans
trou.
(i) On suppose que Jordρ(ψ0) 6= ∅ alors xρ,π0 = (aρ,ψ0 + 1)/2.
(ii) On suppose que Jordρ(ψ0) = ∅ mais que ρ⊗σ2 est une repre´sentation du type de G∗ ; alors xρ,π0 = 1/2.
(iii) On suppose que Jordρ(ψ0) = ∅ et que ρ vue comme repre´sentation de WF est de meˆme type que G∗.
Alors xρ,π0 = 0.
(iv) Jord(π0) (cf introduction pour la notation) co¨ıncide avec Jord(ψ0). En particulier ψ0 est uniquement
de´termine´ par π0.
Le fait que ψ0 est θ discret est dans 1.3. Le fait que ψ0 soit sans trou et les assertions (i) et (ii) sont de´montre´es
en [13]. On va rede´montrer l’essentielle de ces assertions pour la commodite´ du lecteur ; on ne redonne pas la
de´monstration de ce que si Jordρ(ψ0) 6= ∅ alors xρ,π0 = (aρ,ψ0 +1)/2 ; la de´monstration est plus simple mais de
meˆme nature que celle de (ii) que l’on va redonner.
En [9], cf. l’introduction, on a montre´ l’ine´galite´, ou` la somme porte sur toutes les repre´sentations cuspidales
irre´ductibles autoduales d’un GL(d, F ) :
∑
ρ
∑
ℓ∈[1,[xρ,pi0]]
dρ(2xρ − 2ℓ+ 1) ≤ m
∗.
Cette somme ne voit que les ρ tel que xρ > 1/2. Or si on se limite dans le terme de gauche aux repre´sentations
ρ telles que Jordρ(ψ0) 6= ∅, ce terme est supe´rieur ou e´gal a`
∑
(ρ,a)∈Jord(ψ) adρ avec e´galite´ si et seulement
si Jord(ψ0) est sans trou. Or cette somme vaut m
∗car c’est exactement la somme des dimensions des sous-
repre´sentations de ψ0. Et on a donc de´montre´ que ψ0 est sans trou et que pour tout ρ tel que Jordρ(ψ0) = ∅,
xρ,π0 ∈ [0, 1/2]. Comme on sait de´ja` que xρ,π0 est un demi-entier, il reste les possibilite´s 0 ou 1/2. On remarque
ici que le fait que xρ,π0 soit entier ou non re´sulte de la parite´ de aρ,ψ0 et donc de savoir si le morphisme de WF
dans GL(dρ,C) associe´ a` ρ est du type de G
∗ ou non. Ce sont les conditions de parite´s voulues dans la de´finition
des blocs de Jordan.
Avec cela (iv) re´sulte de [9] 4.3.
Il reste donc a` montrer, pour toute repre´sentation autoduale cuspidale irre´ductible, ρ, telle que Jordρ(ψ0) =
∅, l’e´quivalence entre le fait que ρ est telle que xρ,π0 = 1/2 et le fait que ρ⊗ σ2 est de meˆme type que G
∗. On
rappelle que σ2 est une repre´sentation symplectique et donc que ρ⊗σ2 est une repre´sentation symplectique si ρ
est une repre´sentation orthogonale et est une repre´sentation orthogonale si ρ est une repre´sentation symplectique.
Soit donc ρ tel que xρ,π0 = 1/2 ; on note ici πd l’unique sous-module irre´ductible de l’induite ρ| |
1/2 × π0 ;
c’est une se´rie discre`te par hypothe`se de re´ductibilite´. On conside`re une repre´sentation tempe´re´e, θ-discre`te, π˜d
telle que π ∈ Π(π˜d) et on e´crit avec des coefficients cπ′ positifs, comme en 1.3
∑
π′∈Π(π˜d)
cπ′trπ
′(h) = trπ˜d(g, θ).
Comme π˜d est une repre´sentation tempe´re´e, on l’e´crit comme une induite de repre´sentations de Steinberg
ge´ne´ralise´es, ×(ρ′,a)∈ISt(ρ
′, a) ou` I est un ensemble d’indices parame´trant des couples (ρ′, a) forme´s d’une
repre´sentation cuspidale unitaire ρ′ et d’un entier a ; on sait que I est sans multiplicite´ puisque π˜d est θ-discret.
Avec les notations Jacz et Jac
θ
z de la preuve de 1.6 pour ρ fixe´ comme ici, on a encore que Jac
θ
1/2π˜d est un
transfert de ∑
π′∈Π(π˜)
cπ′trJac1/2π
′.
Or Jac1/2πd = π0, ainsi Jac
θ
1/2π˜d 6= 0. Cela ne´cessite que I contienne (ρ, 2) ; il le contient avec multiplicite´
exactement 1. On obtient alors :
Jacθ1/2π˜d = ×(ρ′,a)∈I−{(ρ,2)}St(ρ
′, a) =: π˜0
et π0 ∈ Π(π˜0). On note encore ψ0 le morphisme associe´ a` π0 et le parame`tre de π˜d est donc la somme de ψ0 et
de ρ⊗ σ2 (ici ρ est la repre´sentation irre´ductible de WF associe´e a` ρ via la correspondance de Langlands et σ2
est la repre´sentation irre´ductible de dimension 2 de SL(2,C)). D’apre`s la description d’Arthur (formule (30.15)
de 30.2) ce paquet doit eˆtre de meˆme type que G∗ ; comme c’est de´ja` le cas de ψ0, il en est de meˆme de ρ⊗ σ2.
9
On suppose maintenant que ρ est tel que ρ ⊗ σ2 est de meˆme type que G∗ et que Jordρ(ψ) = ∅ ; on doit
montrer que xρ,π0 = 1/2. On note ψd := ρ ⊗ σ2 ⊕ ψ0 le morphisme de WF × SL(2,C) dans GL(m
∗ + 2dρ,C)
et π˜d la repre´sentation tempe´re´e de GL(m
∗ + 2dρ, F ) lui correspondant. Le morphisme ψd est a` valeurs dans
G∗(m+ dρ). On a donc encore un transfert, pour des bons coefficients positifs ([2] 30.1)
∑
π′∈Π(ψd)
cπ′tr π
′(h) = trπ˜d(g, θ). (1)
Et avec les notations Jacz et Jac
θ
z de´ja` introduite pour ρ fixe´ et z ∈ R :
∑
π′∈Π(ψd)
cπ′Jacztr π
′(h′) = Jacθztrπ˜d(g
′, θ). (2)
On l’applique d’abord avec z = 1/2 ; le terme de droite n’est pas nul et il contient π˜0 ; il est meˆme re´duit a`
π˜0 car par hypothe`se Jordρ(π0) = 0 et on a de´ja` identifie´ Jordρ(π0) avec les entiers a tel que ρ ⊗ σa soit une
sous-repre´sentation de ψ0. Donc ψ0 ne contient pas ρ⊗σ2. Ainsi le terme de gauche de (2) est le paquet associe´
a` ψ0 et il contient donc π0. Ainsi il existe π
′ ∈ Π(ψd) tel que Jac1/2π
′ contienne π0 ou encore que π
′ est un
sous-quotient irre´ductible de ρ| |1/2 × π0. Comme Jac1/2π
′ 6= 0, π′ est un sous-module irre´ductible de l’induite
ρ| |1/2 × π0. Cette induite est ne´cessairement re´ductible car sinon Jac−1/2π
′ 6= 0 alors que pour z = −1/2 le
terme de droite de (2) est nul. Ainsi xρ,π0 = 1/2 comme cherche´ et cela termine la de´monstration.
3 Classification et paquet de Langlands
Soit π une se´rie discre`te irre´ductible de G(n) ; nous lui avons associe´ un morphisme de WF × SL(2,C) dans
GL(n∗,C), a` l’aide de ses blocs de Jordan. On note ψπ ce morphisme. En suivant Arthur, on lui a aussi associe´
un morphisme en 1.6, le the´ore`me ci-dessous dit que ces morphismes sont conjugue´s :
The´ore`me. On a π ∈ Π(ψπ).
Ce the´ore`me montre que nos constructions sont compatibles avec celles d’Arthur et que le morphisme associe´
a` une se´rie discre`te a` l’aide de ses blocs de Jordan est bien celui conjecture´ par Langlands. Toutefois, il n’est
pas de´montre´ que les coefficients permettant de construire la distribution stable associe´e au paquet sont e´gaux
a` 1 ; ce proble`me est re´solu par Waldspurger en [20] pour certaines repre´sentations venant des constructions
de Lusztig ([8]) et pour G(n) = SO(2n + 1, F ). Et il n’est pas non plus de´montre´ que les repre´sentations a`
l’inte´rieur du paquet sont classifie´es par les caracte`res du centralisateur ; ce point semble moins se´rieux et nous
re`glerons le cas des groupes orthogonaux de´ploye´s ici avec une me´thode tout a` fait ge´ne´rale.
Pour e´viter les confusions, on note ψ plutoˆt que ψπ le morphisme associe´ a` π par [10] et [11] a` l’aide des blocs
de Jordan ; on rappellera les proprie´te´s qui le caracte´rise ci-dessous. Et on note ψ˜ celui associe´ essentiellement
par Arthur en 1.6 et π˜ la repre´sentation tempe´re´e de GL(n∗, F ) associe´ a` ψ˜. Il faut de´montrer que ψ et ψ˜
sont conjugue´s. On re´utilise les notations Jacz et Jac
θ
z de 1.5. On ve´rifie d’abord que ψ˜ est θ-discret. Sinon π
serait un sous-quotient d’une induite de la forme St(ρ, a) × π′ avec π′ une repre´sentation au moins unitaire ;
l’induite est alors semi-simple et π est tempe´re´ mais non discret. Ainsi pour tout z ∈ R, Jacθzπ˜ est 0 ou est une
repre´sentation tempe´re´e irre´ductible. On a vu en loc. cit. que pour tout z ∈ R,
Jaczπ ∈ Π(Jac
θ
zπ˜).
Si π est une repre´sentation cuspidale, le fait que ψ et ψ˜ sont conjugue´s a e´te´ vu en 2 (iv). On suppose donc
que π n’est pas cuspidale. D’apre`s la construction de [10], 2 cas sont a` distinguer. Dans ce qui suit ρ est une
repre´sentation cuspidale autoduale irre´ductible d’un GL(dρ, F ).
1e cas : il existe x0 de la forme (a − 1)/2 avec a ∈ N>1 et une se´rie discre`te π′ tel que π soit l’unique
sous-module irre´ductible de l’induite ρ| |x0 ×π′. Dans ce cas, si on note ψ′ le morphisme de WF ×SL(2,C) dans
Gn
∗−dρ , alors ψ′ contient (ρ, a− 2) comme bloc de Jordan (a = 2 est accepte´) et ψ s’obtient en remplac¸ant ce
bloc de Jordan par (ρ, a).
Concluons dans ce cas ; comme Jacθx=(a−1)/2π˜v 6= 0 et est irre´ductible, cela veut dire que la repre´sentation
ρ⊗σa intervient avec multiplicite´ exactement 1 dans ψ˜ et que la repre´sentation obtenue s’obtient simplement en
remplac¸ant ψ˜ par un morphisme ψ˜′ ayant les meˆmes sous-repre´sentations irre´ductibles sauf cette repre´sentation
qui devient ρ ⊗ σa−2. Il suffit d’appliquer par exemple une hypothe`se de re´currence pour savoir que ψ˜′ et ψ′
sont conjugue´s pour obtenir la meˆme assertion pour ψ˜ et ψ.
10
2e cas : il existe x0 de la forme (a + 1)/2 avec a ∈ N≥1 et une se´rie discre`te π′ tel que π soit l’un des 2
sous-modules irre´ductibles de l’induite :
< ρ| |(a+1)/2, St(ρ, a) > ×π′.
On note ψ′ le morphisme associe´ a` π′ par nos construction et on admet encore par re´currence que π′ ∈ Π(ψ′). La
diffe´rence avec le cas 1 est que Jacx0π est une repre´sentation π1 qui est une repre´sentation tempe´re´e et non plus
une se´rie discre`te. Toutefois, nous avons de´ja` ve´rifie´ que puisque π′ ∈ Π(ψ′), alors π1 ∈ Π(ψ′⊕ (ρ⊗σa⊕ρ⊗σa))
et comme ci-dessus,
ψ˜ = ψ′ ⊕ ρ⊗ σa+2 ⊕ ρ⊗ σa.
Mais d’apre`s nos constructions, on a bien que Jord(ψ) se de´duit de Jord(ψ′) en ajoutant les 2 blocs (ρ, a) et
(ρ, a+ 2) ce qui est exactement la meˆme chose. Ceci prouve le the´ore`me.
4 Classification a` la Langlands des se´ries discre`tes de SO(2n+ 1, F ).
Dans cette partie on suppose que G(n) est la forme de´ploye´e du groupe SO(2n + 1, F ). On a en vue la
classification de Langlands des se´ries discre`tes. Soit ψ un morphisme θ-discret deWF×SL(2,C) dans GL(2n,C),
on dit qu’il est θ-stable s’il se factorise par Sp(2n,C).
4.1 De´finition de l’espace Icusp( )
On note Ccusp(G) l’ensemble des fonctions lisses cuspidales de G, c’est-a`-dire celles dont les inte´grales
orbitales sur les e´le´ments non elliptiques sont nulles et Icusp(G) est l’image de cet espace vectoriel de fonctions
modulo le sous-espace des fonctions lisses dont toutes les inte´grales orbitales sont nulles. L’article d’Arthur [3]
montre toute l’importance de cet espace ; dans cet article le groupe est suppose´ connexe, ce qui est le cas de G.
On de´finit Istcusp(G) comme l’ensemble des e´le´ments qui ont des inte´grales orbitales constantes sur les classes de
conjugaison stable. On appelle Inscusp(G) l’ensemble des e´le´ments dont la somme des inte´grales orbitales sur toute
classe de conjugaison stable est nulle. Waldspurger a remarque´ (cf. [12] 4.5) que sans aucun lemme fondamental,
on peut montrer la de´composition :
Icusp(G) = I
st
cusp(G)⊕ I
ns
cusp(G). (1)
Le point est que la stabilite´ commute a` la transformation de Fourier [17]. Pour aller plus loin, on suppose la
validite´ des lemmes fondamentaux pour les groupes endoscopiques de G les lemmes fondamentaux et pour les
alge`bres de Lie, introduits par Waldspurger. Pour toute donne´e endoscopique, note´ abusivementH de G, on peut
d’une part de´finir Istcusp(H) (en remplac¸ant G par H dans les notations ci-dessus) et un transfert de I
st
cusp(H)
dans Icusp(G) ; on note I
H−st
cusp (G) l’image ; cette image peut se de´finir directement. Et le re´sultat principal de
[3] est de prouver l’e´galite´ :
Inscusp(G) = ⊕HI
H−st
cusp (G). (2)
Waldspurger de´finit et e´tudie l’espace analogue a` Icusp(G) pour les groupes non connexes de la forme G˜L(m
′, F )
et montre en [19] VI.1 que sous l’hypothe`se d’un lemme fondamental convenable, le transfert induit un isomor-
phisme de Istcusp(G) sur I
st
cusp(G˜L(2n, F )). On peut ainsi re´crire (1) et (2) en
Icusp(G) = ⊕HI
H−st
cusp (G), (3)
ou` ici H parcourt toutes les donne´es endoscopiques en incluant pour la partie stable H = G˜L(2n, F ).
4.2 Repre´sentations elliptiques et Icusp
Soit π une se´rie discre`te ; on sait qu’elle posse`de un pseudo-coefficient et on peut de´finir la projection de ce
pseudo coefficient sur l’ensemble des fonctions cuspidales ; pour le cas le plus nouveau celui de G˜L(2m,F ) ceci
est explique´ en [19] II. Ceci s’e´tend aux repre´sentations elliptiques et permet de de´finir pour toute repre´sentation
elliptique un e´le´ment de Icusp(G) ; Icusp(G) est engendre´ comme espace vectoriel par ces images.
Soit maintenant ψ un morphisme de WF ×SL(2,C) dans Sp(2n,C) ; on supppose que ψ est θ-discret, c’est-
a`-dire que la repre´sentation de´finie quand on inclut Sp(2n,C) dans GL(2n,C) est sans multiplicite´ ; pour aller
plus vite on appelle un tel morphisme θ-stable (car il est a` image dans Sp(2n,C)) et θ-discret. On a alors ve´rifie´
que les e´le´ments de Π(ψ) sont des se´ries discre`tes.
On suppose maintenant que ψ n’est pas θ-discret ; Π(ψ) est toujours de´fini uniquement par la proprie´te´ de
transfert stable. Puisque ψ n’est pas θ-discret, ψ est a` valeurs dans un sous-groupe de Levi d’un parabolique
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θ-stable et les e´le´ments de Π(ψ) sont les sous-modules irre´ductibles d’une induite de repre´sentations tempe´re´es ;
en particulier Π(ψ) ne contient pas de se´ries discre`tes.
En ge´ne´ral, on note Icusp(G)[ψ] l’espace vectoriel engendre´ par l’image dans Icusp(G) des repre´sentations
elliptiques combinaisons line´aires de repre´sentations incluses dans Π(ψ) ; cet espace peut-eˆtre 0. Mais si ψ est
θ-discret on a :
dim Icusp(G)[ψ] = |Π(ψ)|. (1)
On a ve´rifie´ en 3 que pour π une se´rie discre`te, un morphisme ψ tel que π ∈ Π(ψ) est uniquement de´termine´
par les blocs de Jordan de π ; en particulier si Π(ψ) contient une se´rie discre`te alors pour tout morphisme ψ′
θ-stable, Π(ψ) ∩Π(ψ′) = ∅.
On pose Icusp(G)[nd] la somme des espaces Icusp(G)[ψ] pour tous les morphismes ψ non θ-discret. On a
donc la de´composition en somme directe :
Icusp(G) = ⊕ψIcusp(G)[ψ]⊕ Icusp(G)[nd]. (2)
4.3 Description de Istcusp(G)
Pour tout morphisme ψ θ-stable et θ-discret, en [2] 30.1 (30.14) (pour s = 1), il est construit un e´le´ment de
Istcusp(G)[ψ]. On a besoin d’avoir que I
st
cusp(G) est engendre´ par ces e´le´ments. Ceci n’est pas e´crit dans [2] mais
est tre`s fortement sugge´re´ par les re´sultats de loc.cit. pour les raisons suivantes.
Pour tout morphisme ψ, θ-discret mais non ne´cessairement θ-stable, on note Icusp(G˜)[ψ] le sous-espace
vectoriel de dimension 1 de Icusp(G˜L(2n, F )) engendre´ par l’image d’un prolongement a` G˜L(2n, F ) de la
repre´sentation tempe´re´e de GL(2n, F ) de´finie par ψ. Waldspurger a montre´ que Icusp(G˜L(2n, F )) est engendre´
par ces sous-espaces vectoriels. Le proble`me est donc de savoir si Istcusp(G˜L(2n, F )) est engendre´ par ceux de
ces e´le´ments qui correspondent aux ψ, θ-stable. A ψ simplement θ-discret, Arthur lui-meˆme associe un groupe
endoscopique elliptique de G˜L(2m,F ) en [2] pages 235 et 236 : on de´compose ψ en la somme de 2 morphismes
ψs⊕ψo ou` ψs est a` valeurs dans un groupe symplectique, Sp(2ms,C) alors que ψo est a` valeurs dans un groupe
orthogonal, O(2mo,C). Le de´terminant de la restriction de ψo a` WF donne un caracte`re quadratique η du corps
de base (par re´ciprocite´) et le groupe endoscopique est de´termine´ par ms,mo et η. On note Hψ ce groupe endo-
scopique, c’est le groupe Sp(2ms, F )×O(2mo, F ) ou` le groupe orthogonal est le groupe de la forme orthogonale
de dimension 2mo de discriminant (normalise´) η et d’invariant de Hasse est +1. Par 30.1, Arthur associe a` ψ un
e´le´ment stable de Icusp(Hψ) puisque l’on est dans une situation produit mais il ne transfert pas cet e´le´ment en
un e´le´ment de I
Hψ−st
cusp (G˜L(2m,F )). Comme on admet les lemmes fondamentaux on peut bien faire ce transfert
et le point est de montrer que ce transfert co¨ıncide avec l’image de π(ψ) ◦ θ dans Icusp(G˜m). On admet donc
pour la suite de cette partie l’hypothe`se suivante :
Istcusp(G˜L(2n, F )) est la somme des espaces Icusp(G˜)[ψ], ou` ψ parcourt l’ensemble des morphismes θ-stables
et θ-discrets.
La conse´quence de cette hypothe`se est que la de´composition 4.2 (2) est compatible a` la projection sur
Istcusp(G) et pre´cise´ment que l’on a :
Istcusp(G) = ⊕ψ
(
Icusp(G)[ψ] ∩ I
st
cusp(G)
)
, (1)
ou` ψ parcourt l’ensemble des classes de conjugaison de morphismes θ-stables et θ-discrets.
Montrons que cette hypothe`se entraˆıne aussi la de´composition en somme directe pour tout ψ morphisme
θ-stable et θ-discret :
Icusp(G)[ψ] = ⊕H
(
IH−stcusp (G) ∩ Icusp(G)[ψ]
)
, (2)
ou` H parcourt le meˆme ensemble qu’en 4.1 (3).
Ceci n’e´tant pas directement dans [2] 30.1, il faut le ve´rifier. Et il suffit de prouver l’analogue de (1) pour H
un groupe endoscopique de Sp(2m,F ) ; pour un tel groupe il faut aussi tenir compte de Icusp(G)[nd]. Soit H un
produit de groupes orthogonaux de la forme SO(2m1+1, F )×SO(2m2+1, F ) avecm = m1+m2 ; on applique la
proprie´te´ (1) a` chaque facteur pour de´crire Istcusp(H) comme somme directe des espaces vectoriels de dimension
1, Istcusp(H)[ψ1 × ψ2], ou` ψi, pour i = 1, 2 est un morphisme θ-stable et θ-discret a` valeurs dans Sp(2mi,C).
On sait transfe´rer un tel espace vectoriel dans Icusp(G) graˆce a` [2] 30.1 (30.14) ; le transfert est a` valeurs dans
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Icusp(G)(ψ1,2) ou` ψ1,2 est le morphisme de WF × SL(2,C) dans Sp(2m,C) obtenu en composant ψ1 × ψ2 avec
l’inclusion naturelle de Sp(2m1,C)× Sp(2m2,C) dans Sp(2m,C). Cela donne exactement la de´composition :
IH−stcusp (G) = ⊕ψ
(
Icusp(G)[ψ] ∩ I
H−st
cusp (G)
)
⊕
(
Icusp(G)[nd] ∩ I
H−st
cusp (G)
)
.
On en de´duit la double somme :
Icusp(G) = ⊕H
(
⊕ψ(Icusp(G)[ψ] ∩ I
H−st
cusp (G))⊕ Icusp(G)[nd] ∩ I
H−st
cusp (G)
)
.
Et on peut inverser les sommations pour obtenir le re´sultat cherche´ (2).
4.4 Classification des se´ries discre`tes
On rappelle que l’on a admis tous les lemmes fondamentaux de notre situation et l’hypothe`se de 4.3.
The´ore`me. Soit ψ un morphisme θ-stable et θ-discret que l’on voit comme une repre´sentation de WF ×
SL(2,C) a` valeurs dans GL(2m,C). On note ℓψ le nombre de sous-repre´sentations irre´ductibles incluses dans
ψ. Alors :
|Π(ψ)| = 2ℓψ−1.
Et l’application de´finie par Arthur qui associe un caracte`re du centralisateur de ψ dans Sp(2n,C) est une
bijection sur l’ensemble des caracte`res de restriction triviale au centre de Sp(2n,C).
On sait de´ja` que Istcusp(G)[ψ] est de dimension 1. On fixe H = SO(2m1 + 1, F )× SO(2m2 + 1, F ) et on doit
calculer le nombre de couples ψ1, ψ2 tels que ψi est θ-stable et θ-discret pour le groupe SO(2mi + 1, F ) (pour
i = 1, 2) et tels ψ soit conjugue´ de ψ1 × ψ2 puisque chacun de ces couples donnent un e´le´ment de IH−stcusp (G)[ψ]
et que cela l’engendre comple`tement. Il est plus simple de faire ce calcul en laissant varier la de´composition de
m en m1 +m2 ; ensuite il faut diviser le re´sultat par 2 a` cause des isomorphismes entre groupes endoscopiques.
Ici on autorise m1m2 = 0, c’est-a`-dire que l’on retrouve 2 fois la partie correspondant a` I
st
cusp(G)[ψ]. On note
Jord(ψ) l’ensemble des sous-repre´sentations irre´ductibles de WF × SL(2,C) incluses dans ψ ; on rappelle que
c’est un ensemble sans multiplicite´. Le nombre de de´composition de ψ en ψ1×ψ2 est pre´cise´ment le nombre de
de´composition de Jord(ψ) en 2 sous-ensembles, c’est a` dire 2ℓψ puisque ℓψ est le nombre d’e´le´ments de Jord(ψ)
par de´finition. On obtient le nombre d’e´le´ment de Π(ψ) quand on a divise´ par 2.
On ve´rifie aise´ment que le cardinal du centralisateur de ψ dans Sp(2m,C) est 2ℓψ et que le centre est
de cardinal 2. Ainsi le groupe des caracte`res du centralisateur de ψ dans Sp(2m,C) triviaux sur le centre de
Sp(2m,C) est aussi de cardinal 2ℓψ−1. Pour de´montrer la deuxie`me assertion du the´ore`me, il suffit donc de
montrer que l’application de´finie par Arthur est surjective. On note ǫA(π) cette application. Ce que l’on connaˆıt
est le rang de la matrice dont les lignes sont inde´xe´es par les e´le´ments de CentrSp(2m,C)ψ/Cent(Sp(2m,C)) et
les colonnes par les e´le´ments de Π(ψ), les coefficients de la matrice e´tant
ǫA(π)(s); s ∈ CentrSp(2m,C)ψ/Cent(Sp(2m,C)), π ∈ Π(ψ).
C’est une matrice carre´. Ve´rifions que le rang de cette matrice est le nombre de ses lignes : fixons une ligne
donc s ∈ CentrSp(2m,C)ψ/Cent(Sp(2m,C)). Un tel e´le´ment fixe une de´composition de ψ en ψ1 × ψ2, ou` pour
i = 1, 2, ψi est inclus dans l’espace propre pour l’une des 2 valeurs propres de s ; comme s n’est de´fini que
modulo le centre de Sp(2m,C), cette de´composition n’est de´finie qu’a` l’e´change pre`s des 2 facteurs. L’e´le´ment
s de´finit aussi un groupe endoscopique, Hs, a` isomorphisme pre`s (qui est le groupe G˜L(2m,F ) si s est central).
Et l’e´le´ment ∑
π
ǫA(π)(s)π (∗)s
a pour image dans Icusp(G) l’e´le´ment [2] (30.14) correspondant a` Hs et a` la de´composition ψ = ψ1 × ψ2 de ψ.
Re´ciproquement a` toute de´composition de ψ en ψ1 × ψ2, on associe un e´le´ment s simplement en donnant ses 2
espaces propres comme ci-dessus. Ainsi les e´le´ments (∗)s donne la base de Icusp(G)[ψ] de´ja` conside´re´e. Ils sont
line´airement inde´pendants et forment un ensemble de cardinal 2ℓψ−1 puisque ce nombre est la dimension de
l’espace vectoriel Icusp(G)[ψ]. Cela prouve notre assertion sur le rang de la matrice et termine la preuve.
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4.5 Caracte`re et module de Jacquet
On fixe ψ un morphisme θ-stable et θ-discret. On reprend les notations de l’introduction ; soit ρ ⊗ σa une
sous-repre´sentation irre´ductible de ψ vu comme repre´sentation de WF × SL(2,C). Dans l’introduction on a
de´fini l’entier a− dans les 2 cas suivants :
soit il existe b ∈ N tel que ρ ⊗ σb soit une sous-repre´sentation irre´ductible de ψ avec b < a−, auquel cas on
pose a− le plus grand des entiers b avec ces proprie´te´s
soit il n’existe pas d’entier b comme ci-dessus mais a est pair et on pose a− = 0.
On a note´ Zρ⊗σa le sous-groupe a` 2 e´le´ments du centralisateur de ψ dans Sp(2n,C) qui correspond a` cette
sous-repre´sentation ρ⊗ σa ; pre´cise´ment cette repre´sentation est a` valeurs dans un sous-groupe symplectique de
Sp(2n,C) et Zρ⊗σa est le centre de ce sous-groupe.
Soit π ∈ Π(ψ) et notons ǫA(π) le caracte`re du centralisateur de ψ qu’Arthur associe a` π ; ǫA(π) est connu
quand on connaˆıt toutes ses restrictions aux sous-groupes Zρ⊗σa . On avait remarque´ en [10] que ce caracte`re
devait eˆtre lie´ aux proprie´te´s de modules de Jacquet de π. C’e´tait le point de de´part des classifications de [10]
et [11] et on va montrer que ǫA(π) a bien la proprie´te´ qui permet de de´finir les caracte`res en loc. cit. ou encore
que ǫA(π) co¨ıncide avec le caracte`re associe´ a` π par [10] la` ou` nous l’avions de´fini.
Pour unifier le the´ore`me ci-dessous, on dit, par convention que la restriction d’un caracte`re a` Zρ⊗σa
−
est le
caracte`re trivial si a− = 0, cas ou` Zρ⊗σa
−
n’est pas le groupe {±1}. On note dρ la dimension de la repre´sentation
ρ et on note encore ρ la repre´sentation cuspidale de GL(dρ, F ) associe´e a` ρ par la correspondance de Langlands.
The´ore`me. Soit ρ⊗ σa une sous-repre´sentation de ψ telle que a− soit de´fini. Alors, la restriction de ǫA(π)
a` Zρ⊗σa ≃ {±1} est le meˆme caracte`re que la restriction de ǫA(π) a` Zρ⊗σa
−
si et seulement si il existe une
repre´sentation π′ du groupe SO(2n− dρ(a+ a−) + 1, F ) et une inclusion
π →֒ ρ| |(a−1)/2 × · · · × ρ| |(a−+1)/2 × π′.
La conse´quence de ce the´ore`me est que l’on connaˆıt tre`s explicitement les modules de Jacquet des repre´sentations
dans Π(ψ).
On conside`re la donne´e endoscopique de G dont le groupe H est SO(dρ(a+ a−) + 1, F ) × SO(2n− dρ(a+
a−)+1, F ). Et pour H on conside`re le morphisme ψ1×ψ2 de WF ×SL(2,C) a` valeurs dans Sp(dρ(a+a−),C)×
Sp(2n− dρ(a+ a−),C), ou` ψ1 est la somme ρ⊗σa⊕ ρ⊗σa− et ψ2 est la somme des autres sous-repre´sentations
incluses dans ψ.
On a besoin de connaˆıtre le paquet Π(ψ1) ; on sait par 4.4 qu’il a 2 e´le´ments si a− 6= 0 et 1 e´le´ment sinon.
La situation est donc particulie`rement simple. On sait que l’e´le´ment de Istcusp(G˜L(dρ(a+ a−), F )) qui de´finit ce
paquet est l’image d’un prolongement a` G˜L(dρ(a+ a−), F ) de la repre´sentation tempe´re´e St(ρ, a)× St(ρ, a−).
On e´crit St(ρ, a)× St(ρ, a−) comme l’unique sous-module irre´ductible de l’induite :
ρ| |(a−1)/2 × · · · × ρ| |(a−+1)/2 × St(ρ, a−)× St(ρ, a−)× ρ| |
−(a−+1)/2 × · · · × ρ| |−(a−1)/2.
Alors Π(ψ1) contient les sous-modules irre´ductibles de l’induite pour SO(dρ(a+ a−) + 1, F ) :
ρ| |(a−1)/2 × · · · × ρ| |(a−+1)/2 × St(ρ, a−). (1)
C’est un calcul de module de Jacquet explique´ en [13] 4.2 et analogue a` ceux fait ici ; on montre en loc.cit. qu’un
module de Jacquet convenable de la distribution stable dans Π(ψ1) (relativement au facteur GL(dρ, F )) est non
nul et a pour transfert stable St(ρ, a−)×St(ρ, a−) ; avec les notations de loc.cit. c’est Jac(a−1)/2,··· ,(a−+1)/2. Ce
module de Jacquet est donc l’induite a` SO(2a− + 1, F ) de la repre´sentation St(ρ, a−). Si a− > 0, cette induite
est de longueur 2 car la parite´ de a− est la bonne (cf. 2) et Π(ψ1) contient ne´cessairement les 2 sous-modules
de (1). Si a− = 0, (1) a un unique sous-module irre´ductible ne´cessairement dans Π(ψ1). On a donc de´crit Π(ψ1)
comme l’ensemble des sous-modules irre´ductibles de (1) et quand il y en a 2, la distribution stable est la somme
de ces 2 sous-modules puisqu’un module de Jacquet d’une distribution stable est stable (cf. [13]4.2)
On ne peut e´videmment pas donner une description aussi pre´cise de Π(ψ2) et de la distribution stable qui est
forme´e avec ses e´le´ments ; on fixe donc des nombres complexes cπ2 pour tout π2 ∈ Π(ψ2) tel que
∑
π2∈Π(ψ2)
cπ2π2
soit stable. Ainsi la distribution stable correspondant a` ψ1 × ψ2 est :
(
∑
π1∈Π(ψ1)
π1)⊗ (
∑
π2∈Π(ψ2)
cπ2tr π2). (2)
Pour tout π ∈ Π(ψ), on fixe cπ ∈ C tel que
∑
π∈Π(ψ) cππ soit stable. Et on pose ǫa(π) := ǫA(π)(zρ⊗σa ), ou` zρ⊗σa
est l’e´le´ment non trivial de Zρ⊗σa ; on de´finit de meˆme ǫa−(π) si a− 6= 0 sinon on pose ǫa−(π) = 1. D’apre`s [2]
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(30.14), la distribution (2) se transfe`re en une distribution H-stable de G de la forme (a` un scalaire pre`s qui
vient de l’impre´cision dans le choix des cπ) ∑
π∈Π(ψ)
ǫa(π)ǫa−(π)cπtr π. (3)
Ecrivons explicitement ce transfert sur les caracte`res vus comme fonctions localement L1 sur les e´le´ments semi-
simples. Pour tout γG e´le´ment semi-simple de G, on l’e´galite´ ou` les ∆(γG, γH) sont les facteurs de transfert et
ou` γH parcourt un ensemble de repre´sentant de classes de conjugaison dans H dont la classe stable se transfe`re
en celle de γG : ( ∑
π∈Π(ψ)
ǫa(π)ǫa−(π)cπtr π
)
(γG) =
∑
γH
∆(γG, γH)
(
(
∑
π1∈Π(ψ1)
tr π1)(
∑
π2∈Π(ψ2)
cπ2tr π2)
)
(γH). (4)
On va appliquer cette e´galite´ en imposant a` γG d’eˆtre dans le sous-groupe de Levi M ≃ GL(dρ, F )× SO(2(n−
dρ) + 1, F ) de G. On e´crit un tel e´le´ment sous la forme γG = m× γ′, ou` m ∈ GL(dρ, F ).
On note M1H le sous-groupe de Levi de H isomorphe a`
GL(dρ, F )× SO(2(n1 − dρ) + 1, F )× SO(2n2, F )
et M2H celui qui est isomorphe a`
SO(2n1 + 1, F )×GL(dρ, F )× SO(2(n2 − dρ) + 1, F ).
Fixons γG ∈ M comme ci-dessus mais on suppose que m est elliptique dans GL(dρ, F ). Dans (4) il suffit alors
de sommer sur les e´le´ments γH avec les proprie´te´s impose´es qui sont soit dans M
1
H soit dans M
2
H . On note ZM
le centre de M et on applique cela non pas a` γG mais a` l’ensemble des γGz ou` z parcourt ZM . On prenant une
limite convenable et on appliquant une formule de Casselman on peut remplacer dans (4), tr π par tr resM (π)
et les produits ∑
γH
∆(γG, γH)(tr π1tr π2)(γH)
par ∑
γ1H
∆(γG, γ
1
H)tr (resM1Hπ1)tr π2(γ
1
H) +
∑
γ2H
∆(γG, γ
2
H)tr π1tr (resM2Hπ2)(γ
2
H),
ou` γ1H est dans M
1
H et γ
2
H est dans M
2
H .
En faisant varier m dans l’ensemble des e´le´ments elliptiques de GL(dρ, F ) on projette sur le caracte`re de la
repre´sentation cuspidale ρ| |(a−1)/2 ; parce que ρ est cuspidale bien que l’on se limite aux e´le´ments elliptiques,
cela permet de faire disparaˆıtre toutes les autres repre´sentations c’est-a`-dire remplacer les restrictions par les
restrictions suivies par cette projection sur ρ| |(a−1)/2. Il faut ve´rifier que cette ope´ration applique´e a` n’importe
quel e´le´ment de Π(ψ2) donne 0. Cela re´sulte des proprie´te´s standards des modules de Jacquet des paquets
de se´ries discre`tes que nous avons e´tablies ; pour que cette projection soit non nulle il faudrait que la sous-
repre´sentation ρ ⊗ σa de WF × SL(2,C) soit incluse dans ψ2, ce qui n’est pas le cas par choix de ψ2. Comme
nous allons en avoir besoin ci-dessous remarquons que cette proprie´te´ reste vraie en remplac¸ant (a − 1)/2 par
(a′ − 1)/2 pour tout a′ ∈]a−, a] car ρ⊗ σa′ pour un tel a′ n’est pas sous repre´sentation de ψ par minimalite´ de
a−. Si a > a− + 2, on recommence ces ope´rations pour le Levi M
′ = GL(dρ, F ) × SO(2(n − 2dρ) + 1, F ) en
projetant cette fois sur ρ| |(a−3)/2. On note
Ma,a− ≃ GL(dρ, F )× · · · ×GL(dρ, F )× SO(2n− dρ(a− a−) + 1, F )
le sous-groupe de Levi de G isomorphe ou` il y a (a− a−)/2 copies de GL(dρ, F ). Et on note
M1a,a− = Gl(dρ, F )× · · · ×GL(dρ, F )× SO(2n1 − dρ(a− a−) + 1, F )× SO(2n2 + 1, F )
le sous-groupe de Levi de H ou` il y a (a− a−)/2 copies de GL(dρ, F ).
Il faut maintenant comparer les facteurs de transfert : on a γG = ×i∈[1,(a−a−)/2mi × γ
′ et γH =i∈[1,(a−a−)/2
mi×γ′1×γ2 avec chaque mi dans un groupe GL(dρ, F ), γ
′ ∈ SO(2n−dρ(a−a−)+1, F ), γ′1 ∈ SO(2n1−dρ(a−
a−) + 1, F ) et γ2 ∈ SO(2n2 + 1, F ). Et on est dans la situation ou` la classe stable de γ′1 × γ2 correspond a` la
classe stable de γ′ dans l’endoscopie pour SO(2n− dρ(a− a−) + 1, F ). On ve´rifie que
∆(γG, γH) = ∆(γ
′, γ′1γ2)
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le premier facteur de transfert e´tant pour SO(2n + 1, F ) et le second pour SO(2n − dρ(a − a−) + 1, F ) ; cela
re´sulte du calcul des inte´grales orbitales pour les e´le´ments d’un Levi.
Finalement on e´tablit que la distribution sur Ma,a−
∑
π∈Π(ψ)
ǫa(π)ǫa−(π)cπprojρ| |(a−+1)/2 · · · projρ| |(a−1)/2resMa,a−π
est un transfert de la distribution stable sur M1a,a− :
( ∑
π1∈Π(ψ1)
projρ| |(a−+1)/2 · · · projρ| |(a−1)/2resM1a,a
−
π1
)( ∑
π2∈Π(ψ2)
cπ2tr π2
)
.
Le re´sultat principal de [11] de´crit exactement les termes projρ| |(a−+1)/2 · · · projρ| |(a−1)/2resMa,a−π quand π
parcourt Π(ψ). Exactement cette trace est 0 pour la moitie´ des repre´sentations pre´cise´ment celles pour lesquelles
notre caracte`re ǫπ associe´ a` tout e´le´ment de Π(ψ)[10], [11] par ve´rifie ǫπ(ρ, a) 6= ǫπ(ρ, a−) et pour les autres est
une repre´sentation irre´ductible de la forme
ρ| |(a−1)/2 ⊗ · · · ⊗ ρ| |(a−+1)/2 ⊗ π′
ou` π′ est l’un des 2 sous-modules irre´ductibles de l’induite St(ρ, a−)× π′′, avec π′′ est un e´le´ment de Π(ψ2) ; si
a− = 0, il n’y a pas d’induite et on obtient directement π
′′. On note simplement Jac(a−1)/2,··· ,(a−+1)/2π cette
repre´sentation irre´ductible. On a de´crit Π(ψ1) et avec cela on ve´rifie que :
( ∑
π1∈Π(ψ1)
projρ| |(a−+1)/2 · · · projρ| |(a−1)/2resM1a,a
−
π1
)
est ⊗j∈[(a−1)/2,(a−+1)/2]ρ| |
j⊗indSt(ρ, a−) ou` l’induite est pour le groupe SO(2a−+1, F ) a` partir du parabolique
de Levi GL(a−, F ). Ainsi la distribution pour SO(2n− dρ(a− a−) + 1, F )
∑
π∈Π(ψ)
ǫa(π)ǫa−(π)cπJac(a−1)/2,··· ,(a−+1)/2π (5)
est un transfert de la distribution (rappelons que n1 = (a+ a−)/2) :
(
ind
SO(2a−+1,F )
GL(a−dρ,F )
St(ρ, a−)
)
⊗
( ∑
π2∈Π(ψ2)
cπ2π2
)
. (6)
Si a− = 0, on peut tout de suite conclure : les groupes pour (5) et (6) sont les meˆmes et le transfert
est l’identite´. Donc en particulier les coefficients cπ2 et cπ e´tant positifs on doit aussi avoir ǫa(π) = 1 si
Jac(a−1)/2,··· ,1/2π 6= 0. De plus comme on l’a rappele´, la moitie´ des e´le´ments de Π(ψ) ont cette proprie´te´ de non
nullite´. On calcule le cardinal du groupe des caracte`res de CentSp(2n,C)(ψ)/Cent(Sp(2n,C)) triviaux sur Zρ⊗σa ;
ce groupe est facilement mis en bijection avec le groupe des caracte`res de CentSp(2n−adρ,C)(ψ2)/Cent(Sp(2n−
adρ,C)). Le cardinal de ce groupe est donc 2
ℓψ2−1 ce qui est la moitie´ du cardinal de Π(ψ). Comme on a de´ja`
montre´ que l’application π ∈ Π(ψ) associe ǫA est une bijection sur l’ensemble des caracte`res du centralisateur de
ψ triviaux sur le centre de Sp(2n,C) (cf. 4.4), on voit que la proprie´te´ ǫa(π) = 1 caracte´rise les repre´sentations
π de Π(ψ) telles que Jac(a−1)/2,··· ,1/2π 6= 0 ce qui est l’e´nonce´ cherche´ dans ce cas.
Supposons maintenant que a− > 0. Soient π, π
′ ∈ Π(ψ) et π2 ∈ Π(ψ2) tels que l’on ait l’e´galite´ :
Jac(a−1)/2,··· ,(a−+1)/2π ⊕ Jac(a−1)/2,··· ,(a−+1)/2π
′ = St(ρ, a−)× π2.
On montre d’abord que cπ = cπ′ = cπ2 ; c’est un proble`me de transfert stable. D’une part on sait que∑
π∈Π(ψ) cππ est le transfert d’un prolongement a` G˜L(2n, F ) de la repre´sentation tempe´re´e π(ψ) de GL(2n, F )
associe´e a` ψ. D’autre part on sait que
∑
π2∈Π(ψ2)
cπ2π2 est le transfert stable d’un prolongement a` G˜L(2n2, F )
de la repre´sentation tempe´re´e π(ψ2) de GL(2n2, F ) associe´e a` ψ2. On sait que π(ψ) est l’unique sous-module
irre´ductible de l’induite
θ| |(a−1)/2 × · · · × ρ| |(a−+1)/2 × St(ρ, a−)× π(ψ2)× St(ρ, a−)× ρ| |
−(a−+1)/2 × · · · × ρ| |−(a−1)/2.
16
Donc on passe de π(ψ) a` St(ρ, a−) × π(ψ2) × St(ρ, a−) en prenant des modules de Jacquet (cf. [13] 4.2) et on
passe de π(ψ2) a` la meˆme repre´sentation en induisant. Cela donne imme´diatement l’e´galite´
∑
π∈Π(ψ)
cπJac(a−1)/2,··· ,(a−−1)/2π =
∑
π2∈Π(ψ2)
cπ2(St(ρ, a−)× π2).
On en de´duit l’assertion en de´composant chaque repre´sentation comme de´ja` explique´. Pour π2 ∈ Π(ψ2), on note
Π(π2) les 2 repre´sentations, π
′, π′′ de Π(ψ) telles que
Jac(a−1)/2,··· ,(a−+1)/2(π
′ ⊕ π′′) = St(ρ, a−)× π2.
On a donc sur SO(2n2 + 2dρa− + 1, F ) la distribution :
∑
π2∈Π(ψ2)
cπ2
∑
π∈Π(π2)
ǫa(π)ǫa−(π)Jac(a−1)/2,··· ,(a−+1)/2π
qui est un transfert de la distribution sur SO(2dρa− + 1, F )× SO(2n2 + 1, F ) :
(
ind
SO(2dρa−+1,F )
GL(dρa−,F )
St(ρ, a−)
)(∑
π2
cπ2π2
)
.
On e´crit encore l’e´galite´ qui en re´sute pour tout e´le´ment γ ∈ GL(dρa−) × SO(2n2 + 1, F ) dont la partie dans
GL(dρa−) est elliptique. Ensuite on projette sur le sous-espace vectoriel de Icusp(GL(dρa−)) image de St(ρ, a−).
On ve´rifie aise´ment que les e´le´ments de Π(ψ2) n’ont pas de module de Jacquet qui peuvent contribuer a` une telle
projection. Le facteur de transfert ∆(γ, γ), ou` γ est d’abord vu comme un e´le´ment de SO(2n2 + 2dρa− + 1, F )
puis du groupe endoscopique SO(2dρa− + 1, F )× SO(2n2 + 1, F ) vaut 1.
On obtient alors une e´galite´ :
∑
π2∈Π(ψ2)
cπ2
( ∑
π∈Π(π2)
(ǫa(π)ǫa−(π)
)
π2 =
2×
( ∑
π2∈Π(ψ2)
cπ2)π2
)
.
D’ou` ǫaǫa−(π) = 1 pour tout π2 et tout π ∈ Π(π2). Ensuite on conclut comme dans le cas ou` a− = 0 ; la moitie´
des e´le´ments, π, de Π(ψ) ve´rifie a` la fois Jac(a−1)/2,··· ,(a−+1)/2π 6= 0 et ǫa(π)ǫa−(π) = 1. Mais chacune des
2 conditions est satisfaite par exactement la moitie´ des e´le´ments de Π(ψ), elles sont donc e´quivalentes. C’est
l’assertion cherche´e.
4.6 Description des parame`tres des repre´sentations cuspidales
The´ore`me. L’ensemble des repre´sentations cuspidales de SO(2n + 1, F ) est en bijection avec l’ensemble
des couples (ψ, ǫ) ou` ψ est un morphisme sans trou de WF × SL(2,C) dans Sp(2n,C) et ǫ est un caracte`re
alterne´ du centralisateur de ψ de restriction trivial au centre de Sp(2n,C) (on renvoit a` l’introduction pour une
pre´cision sur les notations).
Soit π une repre´sentation cuspidal et ψ le morphisme tel que π ∈ Π(ψ) ; on a de´ja` ve´rifie´ que ψ est sans trou ;
on note ǫA(π) le caracte`re associe´ par Arthur a` π ; il est alterne´ par 4.5. Re´ciproquement soit ψ un morphisme
sans trou et π ∈ Π(ψ). Soit ρ une repre´sentation cuspidale irre´ductible et unitaire d’un GL(dρ, F ), x ∈ R et σ
une repre´sentation irre´ductible de SO(2n− dρ + 1, F ) tel que
π →֒ ρ| |x × σ. (1)
Le fait que π soit cuspidal est exactement e´quivalent a` ce qu’il ne soit pas possible de trouver de telles donne´es
satisfaisant (1). Supposons que π n’est pas cuspidal et montrons que ǫAπ n’est pas alterne´. Cela suffira. On fixe
donc ρ, x satisfaisant (1) ; σ ne joue pas de roˆle. On sait a priori que x est un demi-entier (cf. 1.5) et d’apre`s
[10] par exemple qu’en notant encore ρ la repre´sentation irre´ductible de WF correspondant a` ρ la repre´sentation
de´finie par ψ de WF ×SL(2,C) contient comme sous-repre´sentation la repre´sentation ρ⊗σ2x+1 ; de plus comme
π est une se´rie discre`te, on a suˆrement x > 0. On e´crit a = 2x + 1 et a ≥ 2. Comme ψ est sans trou, a− est
de´fini et vaut a− 2. Il suffit d’appliquer 4.5 pour voir que ǫA(π) n’est pas alterne´.
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4.7 Au sujet de la combinaison line´aire stable dans un paquet.
Soit encore ψ un morphisme θ-stable et θ discret de WF × SL(2,C) dans Sp(2n,C). On note
∑
π∈Π(ψ) cππ
la distribution stable engendre´e par les e´le´ments du paquet Π(ψ) avec cπ des re´els positifs ; pour fixer vraiment
les cπ on demande a` cette distribution d’eˆtre le transfert de la trace de la repre´sentation tempe´re´e π(ψ) de
GL(2n, F ) prolonge´ a` G˜L(2n, F ). On remarque que ψ est uniquement de´termine´ par π et que cπ est donc aussi
uniquement de´termine´ par π.
Il est naturel de conjecturer que les cπ sont tous e´gaux a` 1. Ceci est de´montre´ dans [20] si la restriction de
ψ a` WF est triviale sur le groupe de ramification mode´re´e. Par changement de base, on devrait pouvoir e´tendre
le re´sultat de Waldspurger a` tous les morphismes tels que la restriction de ψ a` WF se factorise par le groupe
de Weil d’une extension re´soluble de F . Mais dans l’e´tat actuel, il semble difficile d’aller au dela` et la remarque
suivante est un substitut qui permettra d’e´crire les distributions stables (et endoscopiques) pour tous les paquets
pas seulement ceux qui sont tempe´re´s. Pour cela, il faut rappeler ce qu’est le support cuspidal partiel d’une
repre´sentation irre´ductible, π d’un groupe classique, ici SO(2n+1, F ) : c’est l’unique repre´sentation cuspidale,
πcusp, d’un groupe de la forme SO(2ncusp + 1, F ) (ce qui de´finit l’entier ncusp) tel que π soit un sous-quotient
irre´ductible d’une induite de la forme σ × πcusp ou` σ est une repre´sentation irre´ductible de GL(n − ncusp, F ).
Comme une repre´sentation cuspidale, comme πcusp, est dans un unique paquet de se´rie discre`te, on a bien de´fini
cπcusp tout comme on a de´fini cπ ci-dessus.
Remarque. Soit π une se´rie discre`te dont on note πcusp le support cuspidal partiel, alors cπ = cπcusp .
On le de´montre par re´currence sur n et on re´utilise la de´monstration de 4.5. Dans la preuve de 4.5 on a
de´ja` calcule´ cπ en fonction d’une se´rie discre`te d’un groupe SO(2n
′ + 1, F ) avec n′ < n sous l’hypothe`se que la
repre´sentation de´finie par ψ contient une sous-repre´sentation ρ⊗σa avec a− de´fini et π ve´rifiant ǫa(π) = ǫa−(π)
avec les notations de cette preuve. Il est imme´diat de voir que πcusp est aussi le support cuspidal partiel de la
repre´sentation π2 de SO(2n2 + 1, F ) pour laquelle on a montre´ que cπ = cπ2 . D’ou` le re´sultat par re´currence
dans ce cas. On est donc ainsi ramene´ au cas ou` ǫA(π) (le caracte`re associe´ par [2] 30.1 a` π) est alterne´. Faisons
cette hypothe`se sur ǫA(π). D’apre`s 4.4 et la description des parame´tres des repre´sentations cuspidales (4.6), π
est cuspidal si et seulement si ψ est sans trou ; il n’y a donc rien a` de´montrer dans le cas ou` ψ est sans trou.
Il faut donc voir encore le cas ou` ψ a des trous, ou encore, le cas ou` il existe ρ⊗ σa une sous-repre´sentation
irre´ductible de ψ avec a > 2 telle que ρ ⊗ σa−2 ne soit pas une sous-repre´sentation de ψ. On fixe une telle
repre´sentation ρ ⊗ σa et on note dρ la dimension de la repre´sentation ρ et on notera aussi ρ la repre´sentation
cuspidale de GL(dρ, F ) associe´e a` ρ par la correspondance locale de Langlands ([6],[7]). On note ψ
′ le morphisme
de WF ×SL(2,C) dans Sp(2(n−dρ),C) qui est la somme des sous-repre´sentations irre´ductibles incluses dans ψ
sauf ρ⊗σa qui est remplace´e par ρ⊗σa−2. On a montre´ en [10] et [11] (cf. l’introduction de [11]) que l’application
Jac(a−1)/2 e´tablit une bijection entre Π(ψ) et Π(ψ
′) ; rappelons ce qu’est cette application. Soit π ∈ Π(ψ), alors
il existe une unique repre´sentation irre´ductible π′ de SO(2(n − dρ) + 1, F ) telle que π soit un sous-module de
l’induite ρ| |(a−1)/2 × π′. Et on a montre´ que π′ ∈ Π(ψ′) et que tous les e´le´ments de Π(ψ′) sont obtenus ainsi
exactement une fois.
Par la compatibilite´ du transfert stable a` la prise de module de Jacquet ([13] 4.2), on obtient le fait que∑
π∈Π(ψ) cπJac(a−1)/2π est un transfert d’un prolongement (bien de´termine´) de la repre´sentation tempe´re´e π(ψ
′)
de GL(2(n−dρ), F ) a` G˜L(2(n−dρ), F ). D’ou` l’e´galite´ cπ = cJac(a−1)/2π. Et on applique l’hypothe`se de re´currence
a` Jac(a−1)/2π. On obtient l’e´galite´ cπ = cπcusp puisqu’il est bien clair que le support cuspidal partiel de π est le
meˆme que celui de Jac(a−1)/2π. Cela termine la preuve.
5 Le cas des groupes orthogonaux impairs non de´ploye´s
Ici G(n) est un groupe orthogonal d’un espace de dimension 2n + 1 d’une forme orthogonale ayant un
noyau anisotrope de dimension 3. Les preuves ci-dessous n’ont rien d’originales et s’appliquent beaucoup plus
ge´ne´ralement pour passer d’un groupe quaside´ploye´ a` une forme inte´rieure.
Et on note Gd(n) la forme de´ploye´e de SO(2n + 1, F ). On peut encore de´finir comme en 1.3.2, l’espace
Istcusp(G(n)). Soit π une se´rie discre`te, l’argument donne´ en loc.cit. s’applique pour montrer que l’image du
caracte`re de π dans Istcusp(G(n)) est non nul. Il existe donc une distribution stable de la forme
∑
π′∈P
cπ′tr π
′, (1)
ou` P est un ensemble de repre´sentations elliptiques de G(n) et cπ′ sont des e´le´ments de C et tel que π ∈ P .
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D’apre`s [3] 3.5 (un peu ameliore´ en [12] 4.5), le transfert induit un isomorphisme de Istcusp(G(n)) sur
Istcusp(Gd(n)). Ainsi, il existe un ensemble Pd de repre´sentations elliptiques de Gd(n) et des nombres complexes,
cπ′
d
pour π′d ∈ Pd tels que ∑
π′d∈Pd
cπ′
d
trπ′d (2)
soit un transfert stable de (1). Re´ciproquement, e´tant donne´ un paquet stable pour Gd(n), c’est-a`-dire une
combinaison line´aire a` coefficients complexes de caracte`res, stable, il existe une combinaison line´aire a` coefficient
complexes de caracte`res pour G(n) qui est stable et qui se transfe`re en la combinaison de de´part. Les caracte`res
sont les caracte`res des repre´sentations a priori elliptiques.
Ainsi pour π une se´rie discre`te de G(n), il existe au moins un morphisme ψ de WF ×SL(2,C) dans G∗(n) tel
que π soit dans un paquet stable se tranfe´rant en le paquet Π(ψ) forme´ de se´ries discre`tes de Gd(n). Ceci suppose
e´videmment les hypothe`ses de´ja` faites au sujet des lemmes fondamentaux. On dira encore que π ∈ Π(ψ), Π(ψ)
e´tant maintenant vu comme un ensemble de repre´sentations elliptiques de G(n).
The´ore`me 1. Soit π0 une repre´sentation cuspidale de G(n0) et ρ une repre´sentation cuspidale autoduale
irre´ductible d’un GL(dρ, F ). Soit x0 ∈ R tel que l’induite ρ| |
x0 × π0 soit re´ductible. Alors x0 ∈ 1/2Z.
On fixe π0 et x0 comme dans l’e´nonce´ ; si x0 = 0, il n’y a rien a` de´montrer et on suppose donc que x0 > 0.
On note ici π l’unique sous-module irre´ductible de ρ| |x0×π. On reprend les notations, Jacx de 1.5. On applique
Jacx0 a` (1) ; soit π
′ ∈ P tel que Jacx0π
′ 6= 0 et contient π0 dans sa de´composition en irre´ductible. Cela entraˆıne
que π′ est un sous-quotient irre´ductible de l’induite ρ| |x0 × π0 et comme π′ est elliptique cela ne´cessite que
π′ = π. Ainsi Jacx0 applique´ a` (1) est de la forme :
cππ0 ⊕ τ (3)
ou` τ dans (3) est une combinaison line´aire de repre´sentations irre´ductibles dont aucun n’est e´quivalente a` π0.
On ve´rifie que Jacx0 applique´ a` (2) est un transfert de (3). En particulier, Jacx0 applique´ a` (2) n’est pas nul.
Ou encore, il existe une repre´sentation elliptique de Gd(n), πd, tel que Jacx0πd 6= 0. Mais comme on sait que le
support cuspidal des repre´sentations elliptiques de Gd(n) est comme celui des se´ries discre`tes, demi-entier, on
en de´duit que x0 est demi-entier. D’ou` le the´ore`me.
On de´montre de la meˆme fac¸on les the´ore`mes ci-dessous :
The´ore`me 2. Avec les hypothe`ses et notations du the´ore`me pre´ce´dent en particulier π0 est une repre´senta-
tion cuspidale de G(n). Soit ψ0 un morphisme de WF × SL(2,C) tel que π0 ∈ Π(ψ0). Alors ψ0 est θ-discret,
sans trou et les points de re´ductibilite´ pour les induites de la forme ρ| |x × π0 se calculent comme dans le cas
de´ploye´, c’est-a`-dire que l’on a avec les notations de ce cas :
xρ,π0 = (aρ,ψ0 + 1)/2.
The´ore`me 3. Soit π une se´rie discre`te irre´ductible de G(n) et soit ψ un morphisme de WF ×SL(2,C) dans
Sp(2n,C) tel que π ∈ Π(ψ). Alors ψ est θ-discret. De plus ce morphisme ψ est uniquement de´termine´ par les
blocs de Jordan de π comme dans le cas de´ploye´ et correspond a` celui qui a e´te´ associe´ a` π par [10] et [11]
Si ψ n’est pas θ-discret, comme dans le cas de´ploye´ toute repre´sentation de Π(ψ) est sous-module d’une
induite convenable. Ceci est exclu pour π qui est une se´rie discre`te, d’ou` le the´ore`me 3. La fin du the´ore`me se
de´montre comme dans le cas de´ploye´, nos re´fe´rences, [9], [10] et [11] ne font pas l’hypothe`se que le groupe est
de´ploye´.
Pour terminer remarquons que l’on n’a pas ici calcule´ le nombre d’e´le´ments d’un paquet Π(ψ) et par voie
de conse´quence obtenu une parame´trisation des repre´sentations cuspidales de G(n) ; la me´thode du cas de´ploye´
s’appuie sur les re´sultats de transfert endoscopique d’Arthur qu’il faudrait e´tendre. Il y a sans doute une me´thode
locale comme pour le transfert stable et cela vaudrait la peine de l’e´crire en ge´ne´ral.
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