Abstract-The 3GPP is working towards the definition of service requirements and technical solutions to provide support for energy-efficient Machine Type Communications (MTC) in the forthcoming generations of cellular networks. One of the envisioned solutions consists in applying group management policies to clusters of devices in order to reduce control signaling and improve upon energy efficiency, e.g., multicast over-the-air (OTA) firmware updates. In this paper, a Multi-Radio Cooperative Retransmission Scheme is proposed to efficiently carry out multicast transmissions in MTC networks, reducing both control signaling and improving energy-efficiency. The proposal can be executed in networks composed by devices equipped with multiple radio interfaces which enable them to connect to both a cellular access network, e.g., LTE, and a shortrange MTC area network, e.g., Low-Power Wi-Fi or ZigBee, as foreseen by the MTC architecture defined by ETSI. The main idea is to carry out retransmissions over the M2M area network upon error in the main cellular link. This yields a reduction in both the traffic load over the cellular link and the energy consumption of the devices. Computer-based simulations with ns-3 have been conducted to analyze the performance of the proposed scheme in terms of energy consumption and assess its superior performance compared to non-cooperative retransmission schemes, thus validating its suitability for energyconstrained MTC applications. Index Terms-achine-to-Machine Machine Type CommunicationsMulti-Radio Cooperation Cooperative ARQ Energy Efficiency.achine-to-Machine Machine Type CommunicationsMulti-Radio Cooperation Cooperative ARQ Energy Efficiency.M
I. INTRODUCTION
Machine Type Communications (MTC) or Machine-toMachine (M2M) communication refers to the exchange of data between automated devices without (or minimal) human intervention. This kind of communication between devices can facilitate a wide range of smart applications, e.g., smart building and automation, telemetry, e-health, smart cities, or smart grids, among many others. The main goal of M2M networks is thus to provide End-To-End (E2E) connectivity between the sensor devices collecting data, e.g., environmental measurements or detections of events, on one end, and an M2M server running the applications on the other end. From the market and business points of view, predictions suggest a huge potential growth in the mobile M2M share during the forthcoming years [1] . From the technological point of view, there are many challenges ahead to get to efficient and standardized M2M networks. These cover from the management of huge number of devices to the extremely low-energy consumption required to ensure the long lifetime of networks.
International organizations and fora, such as the 3GPP [2] , are currently studying the impact that M2M traffic will cause to the current and future networks. Existing networks were originally designed to handle human-based traffic, i.e., Human-to-Human (H2H) communications, typically characterized by low transmission delay tolerance, high throughput requirements, and asymmetric traffic (more downlink than uplink). Instead, M2M traffic is very heterogeneous in terms of delay tolerance, priority, and periodicity requirements. In addition, the majority of M2M applications will just need to transmit very short data messages, in contrast to the long data messages associated to the majority of H2H applications, e.g., video streaming or multimedia transmissions. Therefore, communication networks shall be redesigned to meet the requirements of M2M applications without jeopardizing the quality of service offered to H2H communications [3] .
Among other challenges, the enhancement of the energyefficiency of today's networks is fundamental to ensure the success of M2M applications. Today, cellular communication standards are becoming more powerful and flexible, but also more complex, thus requiring increasing energy consumption [4] . Unfortunately, low-cost autonomous M2M devices require extremely low-power operation to ensure that, once deployed, they can operate for years of even decades. For this reason, the research community is making significant efforts to redesign cellular networks in order to make them considerably more efficient and suitable for M2M. One particular way of contributing to the improvement of the energy-efficiency of cellular networks consists in providing them with reliable methods to multicast critical control information without wasting resources. This is the main motivation for the work presented in this paper.
A reliable multicast service implies a guaranteed reception by all ends. To achieve this, the sender entity, i.e., the transmitter, must confirm that the transmitted data has been correctly received at the intended destination. Some mechanisms, like Forward Error Correction (FEC), can help in error recovery at end devices by encoding redundant information within the data messages. Nevertheless, errors may be unrecoverable in harsh channel conditions. In terms of energy efficiency, FEC may lead to resource wastage as the amount of redundancy added is typically set to help the receiver in the worst expected channel conditions. Another technique to provide error control is Automatic Repeat reQuest (ARQ). This consists in using explicit acknowledgements (ACK) or negative ACKs (NACKs) to indicate the correct or incorrect reception of a data message, respectively. If the sender receives a NACK (or does not receive an expected ACK) it will retransmit the data along the same transmission channel. Hence, it provides a reliable service over an unreliable channel.
The result of combining FEC and ARQ is known as Hybrid Automatic Repeat request (HARQ) [5] . In this case, data is encoded with a FEC code and parity bits are sent, either together with the data message or upon request when a receiver detects an error. These mechanisms are commonly used nowadays. For example, Long Term Evolution (LTE) implements HARQ at the MAC layer and ARQ on top, at the Radio Link Control (RLC) layer [6] . However, in terms of energy, these techniques are not efficient when bursty channel conditions are long-lasting and no spatial or frequency diversity can be provided to overcome adverse channel conditions. This means that, due to the time correlation of the wireless channel, if a packet has been received with errors, subsequent retransmissions along the same channel will be received also with errors with high probability [7] . In addition, schemes based on ARQ have intrinsic scalability issues [8] for multicast transmissions. The first one is implosion, which happens when all receivers send ACKs or NACKs simultaneously, causing an overload and potential collisions at the sender. When only a few receivers lost a packet, exposure may arise when the sender retransmits those requested retransmissions to the entire multicast group, pushing those devices that did not request a retransmission to receive unsolicited packets. These limitations have motivated the design of alternative solutions such as the Scalable Reliable Multicast (SRM) protocol [9] . In SRM, NACKs are sent to all the multicast session members in case of reception errors, and any member that received a correct copy of the information is able to retransmit it. In order to moderate implosion, NACK transmissions follow an exponential backoff in order to prevent multiple retransmission requests for the same information. Seamlessly, the retransmissions use an exponential back-off to avoid duplications. However, the protocol is prone to exposure, since all members will receive all packet retransmissions.
Cooperative schemes have proven to outperform noncooperative approaches in terms of energy consumption per device in several practical scenarios [10] , [11] , [12] , [13] . As an example, an efficient and scalable solution based on a cooperative retransmission scheme was proposed in [11] . In this solution, direct Device-to-Device (D2D) communication is established between nearby devices to form cooperative clusters, referred to as wireless grids. It is assumed that all the devices are connected, simultaneously, to a cellular access point (or base station) through a long-range link and can establish a short-range distributed area network. Therefore, both centralized (long-range) and distributed (short-range) topologies can cooperate to enhance the performance of the system [12] . Transmission errors over the long-range link can be recovered by local retransmissions performed by the surrounding devices over the short-range link. In the strategy proposed in [11] , a Time Division Duplex (TDD) system was considered, where the base station dynamically reserves cooperation slots in the uplink subframe to carry local retransmissions. The scheme is proven to outperform other alternatives [11] . However, it does not consider the possibility to entail the cooperation strategy over an additional radio technology, as addressed in the MultiRadio Cooperative Automatic Retransmission Request (MC-ARQ) scheme proposed in [14] . This is a realistic approach as today's terminals are often equipped with at least two radio technologies: i) a cellular network interface, and ii) one or more short-range local network interfaces, e.g., Bluetooth, ZigBee and Wi-Fi. The integration of the networks provide several benefits [15] ; the use of the local network interfaces to perform short-range cooperative retransmissions can yield the following benefits: 1) Provision of inherit system, spatial, and frequency diversity gain. 2) Reduction of signaling and traffic load on the cellular network, one of the key concerns of the massive M2M traffic aggregation. 3) Reduction of the energy consumption devoted to transmission and reception, as the local network interfaces require lower power to perform these tasks.
Motivated by these facts, the main contribution of this paper is the design of a new Multi-Radio Reliable Multicast Cooperative protocol, previously introduced in [16] . The design is based on the Cooperative Retransmission Protocol (CRP) of [11] , and modified to allow its application in networks where devices are equipped with both a cellular long-range interface and a short-range network interface, by exploiting the principles described in [14] . The proposed solution efficiently handles reliable multicast services, reducing the average number of retransmission over the cellular network and avoiding multiple retransmissions of the same message when required by more than one device. The proposed scheme improves the energy efficiency of the communications, a critical condition for M2M networks. The performance of the proposed technique has been evaluated over a cellular LTE network, composed by devices also equipped with WiFi interfaces, by means of computer-based simulations with ns-3 [17] . Results show the superior performance of the proposed mechanism when compared to non-cooperative traditional multicast schemes. Ns-3 is an open-source discrete-event network simulator developed for research and educational purposes.
The remainder of this paper is organized as follows. The system model is presented in Section II. Then, in Section III, the proposed multicast multi-radio cooperative scheme is introduced. In Section IV, the scenario for the ns-3 simulation and the energy consumption models are described. Main performance results are also discussed in this section showing the superior performance of the proposed mechanism in comparison with non-cooperative multicast schemes. Finally, Section V concludes the paper and outlines open research challenges. 
II. SYSTEM MODEL
We consider a cellular base station that transmits bursts of m multicast packets in the downlink. This batch will be referred to as a multicast round. The destination of these packets is a group of n devices equipped with multi-radio interfaces. More precisely, we consider the case when each device has two radio interfaces: i) a cellular and ii) a short-range interface. These interfaces operate in different frequency bands. Devices use their short-range interfaces to establish a cluster to perform cooperation when some packets are received with errors over the cellular interface, as schematically represented in Figure  1 . When the cellular base station transmits a multicast round, it expects only one confirmation message from one of the devices of the cluster, e.g. the cluster-head. This message will be an ACK if all packets have been received without errors, or a NACK if it is necessary to request the retransmission of some packets.
In the occurrence of transmission errors in the cellular link, i.e., at least one device has received a data packet with unrecoverable errors, a cooperative scheme is proposed to provide reliability. We assume independent and identically distributed (i.i.d.) channel realizations from the base station to each of the devices. Therefore, the probability that k devices {k ∈ Z|k ≥ 2} lose the same data packet of a multicast round is usually very low [11] . For this reason, a subgroup of k devices from the cluster can be selected to perform the retransmissions over the short-range link, thus increasing the probability of recovering all the errors in the cluster. The subgroup of k retransmitting devices is referred to as primary devices. The remaining devices in the cluster are referred to as auxiliary devices. As primary devices are going to perform retransmissions, they are expected to consume more energy than auxiliary devices. The device responsible for initiating the cooperation process in the cluster is referred to as the first primary device.
The proposed Multi-Radio Reliable Cooperative Multicast protocol is described in the next section.
III. MULTI-RADIO RELIABLE MULTICAST PROTOCOL As in [11] , it is assumed that each device in the network maintains a neighbor table with information related to the devices present in the local neighborhood. Therefore, devices must overhear all ongoing transmissions in order to maintain the table updated. This table can be sorted by different weighted combinations of metrics that should be included in the control fields of the radio packets. This metrics can be the following:
• Remaining battery level: taking into account this value may prevent devices with low battery levels to act as primary devices, thus extending the lifetime of the overall network. Devices in the network with no energy constrains will be ideal candidates to act as primary devices, e.g., those plugged to energy supplies.
• Cellular link quality: to increase the probability that the devices selected as primary devices are those with lower packet error probability in the cellular link.
• Retransmission counter: this metric may prevent overloading the radio resources of a device, aiming to provide fair use of the devices willing to cooperate within the cluster. The device in the first position of the neighbor table will take the role of the first primary device in the case that a cooperative phase needs to be initiated after the transmission of a multicast round to recover packets received with errors. In such case, the selected device will broadcast a control packet over the short-range interface to announce the beginning of a cooperation phase within the cluster or wireless grid. This packet is referred to as the Cooperation Announcement. When a cooperation phase starts, all devices initiate the exchange of a token packet. This token will record which packets were received with errors and which were correctly received.
The (k − 1) devices after the first position of the neighbor table will act as primary devices. The remaining (n−k) devices will act as auxiliary devices for a given cooperative phase. The implementation details of the neighbor table are out of the scope of this paper. The number of devices acting as primary devices on each batch (k) is not restricted; based on the sorting metric for the neighbor table, the first primary device is able to estimate the number of primary devices that will be required for the cooperation phase to be successful, i.e., recover all packets in error if possible.
As in [11] , once a multicast round has been initiated from the base station, the considered cooperation strategy is split into two consecutive steps. First, the retransmission requests are collected within the cluster, gathering information among the devices to know which packets need to be retransmitted. Then, local retransmissions are executed. The steps to enable the multi-radio implementation are detailed in next subsections. In addition, a mechanism to improve the energy efficiency of the overall cooperative scheme will be also proposed in subsection III-C.
A. First Step: gathering cluster information
Upon the reception of a burst of m packets from the base station, every device generates a binary vector, referred to as the Lost Packet Vector (LP V ), containing m bits. Each bit represents each of the packets of the multicast round and is marked with "1" in the case of erroneous reception and with "0" in case of correct reception. The first primary device creates the token packet, attaches its LP V to it, and sends it to the next device in the neighbor table. Subsequently, each device will attach its LP V to the token packet and transmit the resulting packet to the next device. The information from all the LP V gathering the information of all the devices in the cluster can thus be collected in the form of a binary matrix referred to as the Lost Packet Matrix (LP M ). This matrix contains the information of all the packets lost by the devices in the cluster. The structure of the token packet is shown in Figure 2 , where each field represents the following:
• Type: indicates the type of packet (token packet).
• PTL (Primaries To Live): counter that indicates the number of primary devices. The first primary device sets this field to k and the following primary devices in the round decreases this counter by one. When the counter is zero, the device will behave as an auxiliary device.
• CRB (Complete Reception Bit): this field is for auxiliary devices to check is primary devices will be able to recover all the errors in the cluster. The last primary device checks if it is possible to recover all the errors within the cluster only with retransmission from primary devices. If so, it sets this flag to "1" and the Optional field (see below) to "0". Otherwise, it sets the flag to "0".
• LPM (Lost Packet Matrix): this field contains the corresponding binary matrix gathering the information about losses in the cluster.
• Optional: auxiliary devices will check the CRB field; if it is "0", it means that primary will not be able to recover all the errors in the cluster. If any auxiliary device can help to recover the remaining errors, it will include his identifier in this field. Once the primary devices perform their retransmission task, they will pass the retransmission responsibility of the remaining packets to the auxiliary devices that added his identifier in this field. The LP M is generated from the LP V vectors of each device and includes an additional vector, referred to as the Lost Packet Information (LP I). This additional vector resumes all the losses in the cluster and will be useful during the second step. A LP M ((n+1),m) matrix was first proposed in [11] . In this matrix, each device adds a new row of m positions with information related to the erroneous receptions. The last row corresponds to the LP I. With this approach, the higher the number of members in the cluster the larger the size of the LP M , as well as the length of the token packet.
To avoid this extra overhead, a compression mechanism is applied to reduce the dimensions of the LP M from n + 1 to k+1 rows [11] . Each primary device adds a particular row, but auxiliary devices mark their losses in a random row, chosen from those added by primary devices. This approach can cause a non-optimal execution of the retransmission procedure, where retransmission requests from primary devices have priority over those from auxiliary devices. For this reason we introduce a second compression mechanism to reduce the LP M dimensions to only 3 rows; The first row carries the information of all primary device's losses, the second row carries the auxiliary device's losses, and the third row corresponds to the LP I. Figure 3 shows the new compressed LP M .
The first procedure ends when the first primary device receives the token packet with the complete LP M , i.e., after the token has been passed over all the devices of the cluster, including primary and auxiliary devices. A complete flowchart for the first procedure is shown in Figure 4 .
B. Second Step: retransmissions over short-range links
Upon completion of the first step of the cooperative mechanism, the first primary device compares its LP V to the LP I in order to find out the packets it can retransmit. The number of retransmission that each primary device can perform may be bounded to a maximum in order to provide some fairness among primary devices and avoid draining the energy of the ones that have received most of the packets without errors. Every device scans the primary row(s) to identify the packets that have been received with errors by other primary devices, and starts the retransmission of these packets first. Then, the primary device scans the auxiliary row to search for additional losses from auxiliary devices and retransmit the appropriate packets up to the maximum allowed. After completing the scheduled retransmissions, the device with the token updates the LP I in the LP M and passes the token to the next primary device. This procedure is repeated by all the primary devices.
If there are remaining losses in the cluster when the last primary device has performed the retransmission procedure, it will check the CRB and the Optional fields. If the value of CRB is "0", it means that there are unrecoverable errors in the cluster and the last primary device will request the missing packets directly to the base station, which will need to be retransmitted over the cellular interface. Otherwise, if the value of CRB is "1", the Optional field will indicate which auxiliary device can complete the local retransmission. The last primary device will send the token packet to this particular auxiliary device, and the latter will perform the remaining retransmissions.
If a given device is able to clear the LP I, it will send the ACK to the base station over the cellular interface and the procedure is finished. Indeed, there is no need to keep sending the token packet until reaching the last primary device as specified in [11] . The last cooperating device will send an End of Cooperation packet to all the cluster members over the short-range interface and afterwards an ACK to the base station. Finally, the base station will retransmits, if necessary, those packets that could not be recovered. A comprehensive flowchart for the second procedure is shown in Figure 5 .
C. Enhanced Procedure
It is not necessary that the token packet is passed over the auxiliary devices, it only has to be exchanged among primary devices. This fact reduces the number of transmissions of control information over the short-range interface during the first step of the cooperation phase. Once the token round is completed, the last primary device broadcasts the LP M to the cluster and a period of time is reserved for auxiliary devices when they can announce packet losses not stated yet by primary devices. This period of time is referred to as Auxiliary Request Window (ARW ). This improvement reduces significantly the cooperation delay and the number of transmissions carried within the cluster, thus increasing scalability and improving energy efficiency.
The packets exchange corresponding to this enhanced procedure is depicted in Figure 6 . The procedure over the cellular interface is shown in the left side of the figure; the base station (an LTE eNodeB in this scenario) triggers a multicast batch of transmissions and it expects to receive the cooperation resolution from the cluster. On the right side of the figure, the cooperation procedure over the short-range interface is shown. It starts with the transmission of the Cooperation Announcement packet, followed by the token packet transmission to the second (and last) primary device. This device broadcasts the token packet containing the LP M , stating the beginning of the ARW so auxiliary devices can request retransmissions. When the ARW finishes, the second cooperation step starts. Primary devices perform retransmissions and, finally, the last cooperative device broadcasts the End of Cooperation packet.
The cooperation procedure occurs from t 1 to t 2 over the short-range interface, which corresponds to the time elapsed between the end of the multicast round and the ACK transmission on the cellular interface.
IV. PERFORMANCE EVALUATION
In this section we evaluate the performance of the proposed cooperative scheme in terms of energy efficiency. The total amount of energy required to transmit each useful bit is calculated. This shows that exploiting the synergy between the cellular and the short-range interfaces to perform cooperation can be beneficial from the energy consumption point of view. To do so, computer-based simulations have been carried out using the popular ns-3 simulator [17].
A. Scenario
For the cellular interface, we have considered a LTE network, where a single eNodeB acts as the multicast server. The LTE model used for the simulation of this interface is the public release of the LENA project [18] . However, at the time of writing, this LENA model has no energy-model implemented. For this reason, a new energy model for the LTE network has been developed. The energy parameters for the LTE interface are based on [19] , considering a transmission power 1.8 W for the User Equipment (UE). In this paper we only focus on the energy efficiency of the devices.
Regarding the short-range communication, we have considered an IEEE 802.11g interface in ad hoc mode. The energy consumption model is based on the Broadcom BCM4326 chipset, with a reception power of 295mW and transmission power of 625mW. The values of the cooperative strategy parameters used in the simulation are shown in Table I .
We have considered different simulation scenarios regarding the total number of devices n, the number of devices acting as primaries k and the size of the multicast round m. All the devices belong to a single cluster over the complete multicast transmission. The packet error rate (PER) over the LTE interface is considered to be 2%. A uniform error distribution is assumed. Therefore, the maximum number of retransmissions from primary devices can be bounded to a maximum. This value can be computed by rounding up the ratio between the total number of losses in the cluster (l) and the number of primary devices. A primary device will retransmit packets until the number of retransmissions reaches the maximum allowed l/k . Finally, the size of the ARW is fixed at 12ms.
In the next subsection, two schemes are compared, the Multi-radio Cooperative Retransmission Protocol (M-CRP) and the Enhanced Multicast Cooperative Retransmission Protocol (EM-CRP) proposed in this paper. Each scheme has been evaluated for 2 and 4 primary devices to compare the performance with different numbers of available relaying devices. Moreover, these strategies are compared to a multicast service over the LTE network, assuming the same parameters above but without performing cooperation on the short-range link to recover the retransmission errors within the cluster. Figure 7 shows a comparison between the non-cooperative retransmission and the multi-radio cooperative strategies in terms of energy efficiency (average energy consumption per useful bit) on each device within the cluster. It can be appreciated how both cooperative strategies reduce significantly the energy consumption used to transmit the same amount of information. Also, for higher number of devices in the cluster, the cooperative strategies exhibit better scalability than the scenario where there is no cooperation.
B. Results
A more detailed comparison between the multi-radio cooperative strategies is shown in Figure 8 , where the energy efficiency of both schemes is depicted for 2 and 4 primary devices in the cluster (with 60 multicast packets and 2% PER). In both multi-radio cooperative strategies, for a higher number of cooperating devices, the average energy consumption increases. This is because the retransmission task is shared among more devices, increasing the average consumption per device. This behavior will only hold for low PER, otherwise the number of losses in the cluster might be too high to be recovered by only 2 cooperating devices and some retransmissions will be required from the base station. This will increase considerably the energy consumption per device.
It can be appreciated how the ARW becomes an effective improvement in the EM-CRP as the number of device in the cluster increases. The average energy consumption per device decreases when the number of devices in the cluster is high because for a low PER as 2%, most devices can suppress the requirement to send messages in both the cellular interface and the short-range interface; it is more likely that losses from auxiliary devices are already part of the losses from primary devices and, therefore, many of the auxiliary devices can avoid sending a retransmission request. Figure 9 shows the performance of the EM-CRP when using 2 primary devices for different lengths of the multicast rounds (transmitting the same total amount of information). It can be seen how the average energy consumption per device decreases as m increases. This demonstrates that reducing the information exchange over the cellular network has an important impact over the energy consumption on each device. The only consideration that should be taken into account is that, if the multicast round size increases and the number of primary devices is fixed, the number of retransmissions performed by each primary device also increases. In other words, the retransmission task will be shared among a smaller number of devices.
This alternative may be useful in cases where there are devices in the cluster that do not depend on limited energy sources and can be used steadily as relays, since the energy efficiency can be improved when the number of multicast rounds is reduced in a factor of 6, i.e., when increasing the length of the multicast rounds from m = 10 to m = 60. 
V. CONCLUSION
A reliable multicast scheme with cooperative retransmissions has been proposed in this paper. The mechanism aims at reducing the energy consumption of devices to overcome errors during reliable multicast services in M2M networks. The mechanism is motivated by the fact that typically M2M devices are deployed in the close vicinity of each other and can establish short-range local area connectivity. The proposed mechanism exploits the fact that some M2M devices will be equipped with both cellular interfaces and additional shortrange radio interfaces, and thus it is possible to facilitate cooperation between the two interfaces to improve upon energy-efficiency. The solution proposed in this paper has been compared to non-cooperative strategies in order to show the superior performance. Computer based simulations with ns-3 have been conducted to confirm and quantify the gains attained by exploiting muti-radio cooperation. The proposed solution is simple to implement and constitutes an effective mechanism to reduce traffic overload over cellular networks and reduce the energy consumption of the M2M devices. Future work will be aimed at studying different relay selection mechanisms, considering features such as radio link quality or remaining battery constrains.
