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THE LAGRANGE INVERSION FORMULA ON
NON–ARCHIMEDEAN FIELDS. NON–ANALYTICAL FORM OF
DIFFERENTIAL AND FINITE DIFFERENCE EQUATIONS.
Timoteo Carletti
Dipartimento di Matematica ”U. Dini”
viale Morgagni 67/A
50134 Firenze, Italy
(Communicated by Antonio Ambrosetti)
Abstract. The classical Lagrange inversion formula is extended to analytic and
non–analytic inversion problems on non–Archimedean ﬁelds. We give some appli-
cations to the ﬁeld of formal Laurent series in n variables, where the non–analytic
inversion formula gives explicit formal solutions of general semilinear diﬀerential and
q–diﬀerence equations.
We will be interested in linearization problems for germs of diﬀeomorphisms
(Siegel center problem) and vector ﬁelds. In addition to analytic results, we give
suﬃcient condition for the linearization to belong to some Classes of ultradiﬀeren-
tiable germs, closed under composition and derivation, including Gevrey Classes. We
prove that Bruno’s condition is suﬃcient for the linearization to belong to the same
Class of the germ, whereas new conditions weaker than Bruno’s one are introduced if
one allows the linearization to be less regular than the germ. This generalizes to di-
mension n > 1 some results of [6]. Our formulation of the Lagrange inversion formula
by mean of trees, allows us to point out the strong similarities existing between the
two linearization problems, formulated (essentially) with the same functional equa-
tion. For analytic vector ﬁelds of C2 we prove a quantitative estimate of a previous
qualitative result of [25] and we compare it with a result of [26].
1. Introduction. Let k be a ﬁeld of characteristic zero complete with respect to
a non–trivial absolute value | | and let k′ denote its residue ﬁeld. When k = R
or C, the classical Lagrange inversion formula (see [21]1, [11] chapter VIII, section
7 or [29] p. 286, for the 1–dimensional case, and to [16] for the multidimensional
case) says that if G is an analytic function in a neighborhood of w ∈ k then there
exists a unique solution h = H(u,w) of
h = uG (h) + w , (1.1)
1991 Mathematics Subject Classiﬁcation. Primary 37F50, 34A25; Secondary 05C05, 32A05.
Key words and phrases. Lagrange’s formula, non–Archimedean ﬁelds, Siegel center problem,
Bruno condition, Linearization of vector ﬁelds, Gevrey classes.
1J. H. Lambert was the ﬁrst interested in determining the roots x of the equation xm +px = q
developing it in an inﬁnite series [5](but also see [22]). His results stimulated J. Lagrange, who
ﬁrst generalized the method to solve the equation a−x+φ(x) = 0 for an analytic function φ, and
then he applied the idea to the Kepler problem: solving the elliptic motion of a point mass planet
about a ﬁxed point, according to the law of the inverse square. To do this Lagrange studied the
possibility of inverting the fundamental relation between the mean anomaly, M , and the eccentric
anomaly, E: E = e sinE + M , being e the eccentricity of the orbit.
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provided that |u| is suﬃciently small. The solution h = H(u,w) depends analyti-
cally on u and w and its Taylor series with respect to u is explicitly given by the
formula:
H (u,w) = w +
∑
n≥1
un
n!
dn−1
dwn−1
(G (w))n . (1.2)
In sections 2, after recalling some elementary notions of theory of analytic func-
tions on non–Archimedean ﬁelds, we give two generalizations of (1.1): in the n–
dimensional vector space kn, k non–Archimedean when G is an analytic function
(Corollary 2.5), and for non–analytic G (Theorem 2.3). To deal with this second
case we rewrite the Lagrange inversion formula by means of the tree formalism.
We refer to [15] and references therein for a combinatorial proof of the Lagrange
inversion formula using the tree formalism.
In sections 4 and 5 we will give some applications of the previous results in the
setting of the formal Laurent series with applications to some dynamical systems
problems. The idea of using trees in non–linear small divisors problems (in partic-
ular Hamiltonian) is due to H. Eliasson [13] who introduced trees in his study of
the absolute convergence of Lindstedt series. The idea has been further developed
by many authors (see, for example, [9, 1, 14] always in the context of Hamiltonian
KAM theory, see also [2] which we take as reference for many deﬁnitions concerning
trees). The fact that these formulas should be obtained by a suitable generalization
of Lagrange’s inversion formula was ﬁrst remarked by Vittot [33].
When k is the ﬁeld of formal Laurent series C((z)), we consider the vector space:
Cn ((z1, . . . , zn)); the non-analytic inversion problem can be applied to obtain the
solution of semilinear diﬀerential or q–diﬀerence equations in an explicit (i.e. not
recursive) form. Our results are formulated so as to include general ﬁrst–order
U–diﬀerential semilinear equations [12] and semilinear convolution equations. In
particular we will study (section 4) the Siegel center problem [18, 34] for analytic and
non–analytic germs of (Cn, 0), n ≥ 1, and (section 5) the Problem of linearization
of analytic [4] and non–analytic vector ﬁelds of Cn, n ≥ 1. The reader interested
only in the Siegel center problem may ﬁnd useful to assume Proposition 4.2 and
to skip the reading of the whole of sections 2 and 3. The same is true for those
interested in the linearization of vector ﬁelds, assuming Proposition 5.1 and reading
the rest of section 5, even if they will ﬁnd several useful deﬁnitions in section 4.
In [6] authors began the study of the Siegel center problem in some ultradiﬀer-
entiable algebras of C ((z)), here we generalize these results to dimension n ≥ 1.
Consider two Classes of formal power series C1 and C2 of Cn [[z1, . . . , zn]] closed
with respect to the composition and derivation. For example the Class of germs of
analytic functions of (Cn, 0) or Gevrey–s Classes, s > 0 (i.e. series F =
∑
α∈Nn fαz
α
for which there exist c1, c2 > 0 such that |fα| ≤ c1c|α|2 (|α|!)s, for all α ∈ Nn). Let
A ∈ GL(n,C) and F ∈ C1 such that F(z) = Az+ . . . , we say that F is linearizable
in C2 if there exists H ∈ C2, tangent to the identity, such that:
F ◦H(z) = H(Az)
When A is in the Poincare´ domain (see § 4.2), the results of Poincare´ [27] and
Koenigs [20] assure that F is linearizable in C2. When A is in the Siegel domain
(see § 4.2), the problem is harder, the only trivial case is C2 = Cn [[z1, . . . , zn]]
(formal linearization) for which one only needs to assume A to be non–resonant.
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In the analytic case we recover the results of Bruno [4] and Ru¨ssmann [28],
whereas in the non–analytic case new arithmetical conditions are introduced (The-
orem 4.6). Consider the general case where both C1 and C2 are diﬀerent from the
Class of germs of analytic function of (Cn, 0), if one requires C1 = C2, once again
the Bruno condition is suﬃcient, otherwise if C1 ⊂ C2 one ﬁnds new arithmetical
conditions, weaker than the Bruno one.
In section 5 we will consider the following diﬀerential equation:
z˙ =
dz
dt
= F(z) , (1.3)
where t is the time variable and F is a formal power series in the n ≥ 1 variables
z1, . . . , zn, with coeﬃcients in Cn, without constant term: F =
∑
α∈Nn,|α|≥1 Fαz
α,
and we are interested in the behavior of the solutions near the singular point z = 0.
A basic but clever idea has been introduced by Poincare´ (1879), which consists
in reducing the system (1.3) with an appropriate change of variables, to a simpler
form: the normal form. In [4] several results are presented in the analytic case
(namely F is a convergent power series). Here we generalize such kind of results
to the case of non–analytic F, with a diagonal, non–resonant linear part. More
precisely considering the same Classes of formal power series as we did for the
Siegel Center Problem , we take an element F ∈ C1 with a diagonal, non–resonant
linear part, Az, and we look for suﬃcient conditions on A to ensure the existence
of a change of variables H ∈ C2 (the linearization), such that in the new variables
the vector ﬁeld reduces to its linear part. We will show that the Bruno condition
is suﬃcient to linearize in the same class of the given vector ﬁeld, whereas in the
general case, C1 ⊂ C2, new arithmetical conditions, weaker than the Bruno one,
are introduced (Theorem 5.2). Finally in the case of analytic vector ﬁeld of C2,
the use of the continued fraction and of a best description of the accumulation
of small divisors (due to the Davie counting function [10]), allows us to improve
(Theorem 5.5) the results of Theorem 5.2, giving rise to (we conjecture) an optimal
estimate concerning the domain of analyticity of the linearization. This gives a
quantitative estimate of some previous results of [25] and [26].
In our formulation we emphasize the strong similarities existing between this
problem and the Siegel Center Problem, which becomes essentially the same prob-
lem; in fact once we reduced each problem to a Lagrange inversion formula (on
some appropriate setting) we get the same functional equation to solve.
2. The Lagrange inversion formula on non–Archimedean ﬁelds. In this
section we generalize the Lagrange inversion formula for analytic and non–analytic
functions on complete, ultrametric ﬁelds of characteristic zero. In the ﬁrst part we
give for completeness some basic deﬁnitions and properties of non–Archimedean
ﬁelds, referring to Appendix A and to [30, 8, 7] for a more detailed discussion. We
end the section introducing some elementary facts concerning trees.
2.1. Statement of the Problem. Let (k, | |) be a non–Archimedean ﬁeld 2 of
characteristic zero, where | | is a ultrametric absolute value : |x+ y| ≤ sup(|x|, |y|)
for all x, y ∈ k. Moreover we assume that k is complete and the norm is non–trivial.
2The reader can keep in mind the following two main models of non–Archimedean ﬁelds: the
formal Laurent series and the p–adic numbers (examples a) and b) page 65 of [30]).
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Let a be a real number such that 0 < a < 1, given any x ∈ k we deﬁne the real
number v (x) by: |x| = av(x), the valuation3 of x.
Since k is non–Archimedean one has the following elementary but fundamental
result:
Proposition 2.1. Let (xn)n∈N be a sequence with xn ∈ k. Then
∑
xn converges
if and only if xn → 0.
Let n ∈ N, we introduce the n–dimensional vector space kn and using the ultra-
metric absolute value, deﬁned on k, we introduce a norm || · || : kn → R+
||x|| = sup
1≤i≤n
|xi| x = (x1, . . . , xn) ∈ kn , (2.1)
which results an ultrametric one and veriﬁes a Schwartz–like inequality, for x, y ∈ kn
then: |x · y| ≤ ||x|| ||y||, where x · y =∑ni=1 xiyi is a scalar product.
This norm induces a topology, where the open balls are deﬁned4 by
B0(x, r) = {y ∈ kn : ||x− y|| < r} (2.2)
for x ∈ kn and r ∈ R+. We will denote the closed ball with B(x, r) = B0(x, r).
Let r > 0 and let us consider a function G : B0(0, r) ⊂ kn → kn×l, i.e. for
x ∈ B0(0, r) and for all 1 ≤ i ≤ n, 1 ≤ j ≤ l:
G (x) = (Gij (x))ij , Gij (x) ∈ k.
Given w ∈ kn, u ∈ kl and G as above, we consider the following problem:
Solve with respect to h ∈ kn, the multidimensional non–analytic
Lagrange inversion problem:
h = Λ [w + G (h) · u] , (2.3)
where Λ is a kn–additive, k′–linear, non–expanding operator (i.e.
||Λw|| ≤ ||w|| for all w ∈ kn).
We will prove the existence of a solution of (2.3) using trees. We will now
recall some elementary facts concerning trees; we refer to [17] for a more complete
description.
2.2. The Tree formalism. A tree is a connected acyclic graph, composed by
nodes and lines connecting together two or more nodes. Among trees we consider
rooted trees, namely trees with an extra node, not included in the set of nodes of the
tree, called the earth, and an extra line connecting the earth to the tree, the root
line. We will call root the only node to which the earth is linked. The existence of
the root introduces a partial ordering in the tree: given any two nodes5 v, v′, then
v ≥ v′ if the (only) path connecting the root v1 with v′, contains v. The order of
a tree is the number of its nodes. The forest TN is the disjoint union of all trees 6
with the same order N .
3From the properties of | | it follows that the valuation satisﬁes, for all x, y ∈ k : v (x) = +∞
if and only if x = 0; v (xy) = v (x) + v (y); v (1) = 0; v (x + y) ≥ inf (v (x) , v (y)).
4One could deﬁne [30] the open polydisks: P0(x, ρ) = {y ∈ kn : ∀i, 1 ≤ i ≤ n : |xi − yi| < ρi},
for some x ∈ kn and ρ ∈ Rn+. Clearly the induced topology is equivalent to the previously deﬁned
one.
5To denote nodes we will use letters: u, v, w, . . ., with possible sub-indices. Lines will be
denoted by , the line exiting from the node u will be denoted by u.
6Here we consider only semitopological trees (see [3]), we refer to [14] for the deﬁnition of
topological trees.
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The degree of a node, deg v, is the number of incident lines with the node. Let
mv = deg v−1, that is the number of lines entering into the node v w.r.t. the partial
ordering, if mv = 0 we will say that v is an end node; for the root v1, because the
root line doesn’t belong to the lines of the tree, we deﬁne mv1 = deg v1, in this way
mv1 also represents the number of lines entering in the root. Let ϑ be a rooted tree,
for any v ∈ ϑ we denote by Lv the set of lines entering into v; if v is an end node
we will set Lv = ∅.
Given a rooted tree ϑ of order N , we can view it as the union of its root and
the subtrees ϑi obtained from ϑ by detaching the root. Let v1 be the root of ϑ and
t = mv1 , we deﬁne the standard decomposition of ϑ as: ϑ = {v1} ∪ ϑ1 ∪ · · · ∪ ϑt,
where ϑi ∈ TNi with N1 + . . . + Nt = N − 1.
Using the deﬁnition of mv we can associate uniquely to a rooted tree of order N
a vector of NN , whose components are just mv with v in the tree [33]. Thus TN =
{(m1, . . . ,mN ) ∈ NN :
∑N
i=1 mi = N − 1,
∑N
i=j mi ≤ N − j ∀j = 1, · · · , N}.
We can then rewrite the standard decomposition of ϑ as: ϑ =
(
t, ϑ1, . . . , ϑt
)
where
the subtrees satisfy: ϑi ∈ TNi with N1 + . . . + Nt = N − 1.
⇔ (3, 1, 0, 0, 0)
1
v
v
2
v5
v
3
v2 v3
v1
v
5
v4
v
4
 
 







e

Figure 1. A rooted tree of order 5, vi, i = 1, . . . , 5, are the nodes
whereas vi , i = 1, . . . , 5, are the lines. The earth is denoted by
the letter e, v1 is the root line and v3, v4, v5 are end nodes. On
the right we show the standard decomposition of this tree.
In the following we will also use labeled rooted trees. A labeled rooted tree of
order N is an element of TN together with N labels: α1, . . . , αN . We can think that
the label αi is attached to the i–th node of the standard decomposition of the tree.
The label is nothing else that a function from the set of nodes of a tree to some
set, usually a subset of Zm for some integer m. When needed we denote a labeled
rooted tree of order N with the couple (ϑ, α), where ϑ ∈ TN and α = (α1, . . . , αN )
is the vector label.
2.3. The non–analytic Lagrange inversion formula. We are now able to ex-
tend equation (1.1), the classical analytic Lagrange inversion formula, to the setting
of paragraph 2.1. We refer the reader to Appendix A for a brief introduction to the
theory of analytic functions on kn (norms, Cauchy estimates, etc ... ).
Let N ∈ N∗, U and V be open subsets of, respectively, kl and kn, and ϑ ∈ TN .
We deﬁne the function ValΛ : TN ×U × V  (ϑ, u,w) → ValΛ(ϑ) (u,w) ∈ kn as
follows
ValΛ(ϑ) (u,w) =
{
Λ (G (Λw) · u) if ϑ ∈ T1
1
t!Λ
[
dtG (Λw)
(
ValΛ
(
ϑ1
)
(u,w), . . . ,ValΛ(ϑt) (u,w)
) · u] otherwise
(2.4)
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where ϑ = (t, ϑ1, . . . , ϑt) is the standard decomposition of the tree and Λ : kn → kn.
Remark 2.2. For t ≥ 1 and v(1), . . . , v(t) ∈ kn we recall that
dtGij (w)
(
v(1), . . . , v(t)
)
=
n∑
l1,...,lt=1
Dl1 . . . DltGij (w) v
(1)
l1
. . . v
(t)
lt
,
with v(i) = (v(i)1 , . . . , v
(i)
n ) and Dli are the li–th partial derivatives of G at w (see
Appendix A).
We can then state the following existence Theorem:
Theorem 2.3 (Non–analytic case). Let n, l be positive integers. Let u ∈ kl, w ∈
kn and for 1 ≤ i ≤ n let Gi = (Gi1, . . . , Gil), with Gi ∈ kn [[X1, . . . , Xn]]. Let
Λ : kn → kn be a kn–additive, k′–linear and non–expanding operator. Assume that
for (r1, . . . , rn) ∈ Rn+ the Gi’s are convergent in B (0, ri), set7 Mi = ||Gi||ri > 0,
r = mini ri and M = maxi Mi. Then equation (2.3) has the unique solution
H (u,w) = Λw +
∑
N≥1
∑
ϑ∈TN
ValΛ(ϑ) (u,w) , (2.5)
where ValΛ : TN × B0(0, r/M) × B0(0, r) → B0(0, r), has been deﬁned in (2.4).
Moreover for any ﬁxed ϑ the function ValΛ is continuous, series (2.5) converges on
B0(0, r/M)×B0(0, r) and the map (u,w) → H(u,w) ∈ B0(0, r) is continuous.
Remark 2.4. Since Λ is not kn–linear, ValΛ and H cannot be analytic. However
the non–expanding condition implies that Λ is Lipschitz continuous from which the
regularity properties of ValΛ and H follow.
If Λ is kn–linear then we have the following Corollary (particular case of the
previous Theorem) with w′ instead of Λw and G′ · u′ instead of Λ(G · u), which
extends the analytic Lagrange inversion formula (1.1).
Corollary 2.5 (Analytic case). Let n, l be positive integers. Let u′ ∈ kl, w′ ∈ kn
and for 1 ≤ i ≤ n let G′i = (G′i1, . . . , G′il), with G′i ∈ kn [[X1, . . . , Xn]]. Assume
that for (r1, . . . , rn) ∈ Rn+ the G′i’s are convergent in B (0, ri), let Mi = ||G′i||ri > 0,
r = mini ri and M = maxi Mi. Then
H (u′, w′) = w′ +
∑
N≥1
∑
ϑ∈TN
Val (ϑ) (u′, w′) , (2.6)
is the unique solution of (2.3) with Λ(G · u) = G′ · u′ and Λw = w′. The function
Val (ϑ) (u′, w′) is nothing else that the function ValΛ(ϑ) (u,w) with Λ(G·u) = G′ ·u′
and Λw = w′. Moreover H is analytic in B0
(
0, rM
)×B0 (0, r).
3. Proofs. This section is devoted to the proof of Theorem 2.3 and Corollary 2.5.
Proof of Theorem 2.3. Using the fact that Λ is non–expanding the uniqueness of
the solution can be proved easily. Let H1 and H2 be two solutions of (2.3), then
||H1 −H2|| = ||Λ [(G (H1)−G (H2)) · u] || ≤ || (G (H1)−G (H2)) · u||,
but for all i = 1, . . . , n:
|| (G (H1)−G (H2)) · u|| ≤ ||Gi (H1)−Gi (H2) || ||u||, (3.1)
7See AppendixA for the deﬁnition || · ||r.
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and by Proposition A.1 ||Gi (H1) − Gi (H2) || ≤ ||Gi||riri ||H1 − H2||. Then setting
µ = ||u||maxMimin ri , from (3.1) we conclude that
||H1 −H2|| ≤ µ||H1 −H2||.
By hypothesis ||u|| < rM , then µ < 1, from which we conclude that H1 = H2.
We now prove existence. Since Gi are convergent, DαGi also are convergent and
Proposition A.2 gives the following estimate
||DαGi||ri ≤
Mi
r
|α|
i
, ∀α ∈ Nn , (3.2)
which together with the non–expanding property of Λ allows us to prove that for
all N ≥ 1 and all ϑ ∈ TN :∣∣∣∣∣∣ValΛ(ϑ) (u,w) ∣∣∣∣∣∣ ≤ ||u||N MN
rN−1
.
Let us deﬁne H(0) (u,w) = Λw and H(j) (u,w) = Λw+
∑j
N=1
∑
ϑ∈TN ValΛ(ϑ) (u,w),
clearly H(j) → H as j →∞ and it is easy to check that:∣∣∣∣∣∣H(j) − Λ [w −G(H(j)) · u] ∣∣∣∣∣∣ ≤ r(||u||M
r
)j+1
which tends to 0 as j →∞.
We give now the proof of Corollary 2.5. This one follows closely the one of
Theorem 2.3 in particular the uniqueness statement, so we will outline only the
main diﬀerences w.r.t to the previous proof.
Proof. The hypothesis on G′i gives an estimate similar to (3.2), then by induction
on N it is easy to prove that for all N ≥ 1 and ϑ ∈ TN one has∣∣∣∣∣∣Val (ϑ) (u′, w′) ∣∣∣∣∣∣ ≤ ||u′||N MN
rN−1
.
Then if ||u′|| < rM series (2.6) converges and if ||w′|| ≤ r, H (u′, w′) ∈ B0 (0, r), in
fact
||H|| =
∣∣∣∣∣∣w′+∑
N
∑
ϑ∈TN
Val (ϑ) (u′, w′)
∣∣∣∣∣∣ ≤ sup{||w′||, sup
N,ϑ∈TN
∣∣∣∣∣∣Val (ϑ) (u′, w′) ∣∣∣∣∣∣} < r.
Now introducing H(0) (u′, w′) = w and H(j) (u′, w′) = w′+
∑j
N=1
∑
ϑ∈TN Val (ϑ) (u
′, w′),
one can easily prove that H(j) → H as j →∞.
Remark 3.1. In the simplest case n = l = 1, namely u,w ∈ k and G ∈ k [[X]], the
solution given by (2.6) coincides with the classical one of Lagrange (1.2). One can
prove this fact either using the uniqueness of the Taylor development or by direct
calculation showing that for all positive integer N ≥ 1 we have∑
ϑ∈TN
Val (ϑ) (u,w) =
uN
N !
dN−1
dwN−1
[G(w)]N .
In the other cases formula (2.6) is the natural generalization of (1.2).
Remark 3.2. Series (2.6) is an analytic function of u,w, but it is not explicitly
written as u–power series. We claim that introducing labeled rooted trees we can
rewrite (2.6) explicitly as a u–power series.
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4. The Non–analytic Siegel center problem. In this part we show that the
problem of the conjugation of a (formal) germ of a given function with its linear
part near a ﬁxed point (the so called Siegel Center Problem) can be solved applying
Theorem 2.3 to the ﬁeld of (formal) power series. The Siegel Center Problem is a
particular case of ﬁrst order semilinear q–diﬀerence equation, but our results apply
to general ﬁrst order semilinear q–diﬀerence and diﬀerential equations (see next
section).
4.1. Notations and Statement of the Problem. Let α = (α1, . . . , αn) ∈ Nn,
λ = (λ1, . . . , λn) ∈ Cn with λi = λj if i = j, we will use the compact notation
λα = λα11 . . . λ
αn
n and |α| = α1 + · · ·+αn; we will denote the diagonal n×n matrix
with λi at the (i, i)–th place with diag(λ1 , . . . , λn).
Let V = Cn [[z1, . . . , zn]] be the vector space of the formal power series in the n
variables z1, . . . , zn with coeﬃcients in Cn: f ∈ V if
f =
∑
α∈Nn
fαzα, fα ∈ Cn and zα = zα11 . . . zαnn ∀ α = (α1, . . . , αn) ∈ Nn .
We consider V endowed with the ultrametric absolute norm induced by the z–
adic valuation :z = (z1, . . . , zn)): ||f || = 2−v(f), where v(f) = inf{|α|, α ∈ Nn : fα =
0}, and for any positive integer j we denote by Vj = {f ∈ V : v(f) > j}.
Let C be a Class (that we will deﬁne later, see paragraph 4.3) of formal power
series, closed w.r.t. the (formal) derivation, the composition and where, roughly
speaking, the (formal) Taylor series makes sense. One can think for example to the
Class of germs of analytic diﬀeomorphisms of (Cn, 0) or Gevrey–s Classes, in fact
we will see that our classes will contain these special cases.
Let A ∈ GL(n,C) and assume A to be diagonal 8 with all the eigenvalues distinct.
Let C1 and C2 be two classes as stated before, then the Siegel center problem can
be formulated as follow [18, 6]:
Let F(z) = Az+f(z) ∈ C1, f ∈ C1∩V1, ﬁnd necessary and suﬃcient
conditions on A to linearize in C2 F, namely ﬁnd H ∈ C2 ∩ V0 (the
linearization) solving:
F ◦H(z) = H(Az) . (4.1)
Let A = diag(λ1 , . . . , λn) we introduce the operator Dλ : V → V :
Dλg(z) = g(Az)−Ag(z) , (4.2)
for any g(z) ∈ V . We remark that the action of Dλ on the monomial vzα, for any
v ∈ Cn and any α ∈ Nn, is given by:
Dλv(zα) = (Ωαv)zα , (4.3)
where the matrix Ωα is deﬁned by Ωα = diag(λα − λ1, . . . , λα − λn) and (Ωαv) =∑n
i=1(λ
α − λi)vi is the matrix–vector product.
Let A = diag(λ1 , . . . , λn) ∈ GL(n,C), we say that A is resonant if there exist
α ∈ Nn, |α| ≥ 2 and j ∈ {1, . . . , n} such that:
λα − λj = 0 . (4.4)
If (4.4) doesn’t hold, we say that A is non–resonant.
If A is non–resonant then Dλ is invertible on V1 (namely |α| ≥ 2), it is non–
expanding (||Dλg|| ≤ ||g||), and clearly V –additive (Dλ(f + g) = Dλf + Dλg) and
8The case A non–diagonal need some special attentions, see [18] Proposition 3 page 143 and [34]
Appendix 1.
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C–linear. Then we claim that the Siegel center problem (4.1) is equivalent to solve
the functional equation:
Dλh = f ◦ (z+ h) (4.5)
where z is the identity formal power series, f ∈ C1 ∩ V1 and h ∈ C2 ∩ V1. In
fact from (4.1) we see that the linear part of H doesn’t play any role, so we can
choose H tangent to the identity (this normalization assures the uniqueness of the
linearization): H(z) = z+ h(z), with h ∈ C2 ∩ V1. But then (4.1) can be rewritten
as:
h(Az)−Ah(z) = f ◦ (z+ h(z)) , (4.6)
and replacing the left hand side with the operator Dλh we obtain (4.5).
Given f ∈ V1 we consider the function Gf (g) = f ◦ (z+g), for all g ∈ V1, assume
that we can invert the operator Dλ (because v(f(z + g)) ≥ v(f) we can invert Dλ
whenever f ∈ V1), we can rewrite (4.5) as:
h = D−1λ (Gf (h)) , (4.7)
which is a particular case of the non–analytic multidimensional Lagrange inversion
formula (2.3) with u = 1, w = 0 and Λ = D−1λ . The following Lemma assures that
Gf veriﬁes the hypotheses of Theorem 2.3.
Lemma 4.1. Given f ∈ V1 the composition f ◦ (z + v) deﬁnes a power series
Gf ∈ V1 [[v1, . . . , vn]] convergent on B(0, 1/2) = V0 and
Gf (v) =
∑
β∈Nn
gβ(f)vβ (4.8)
where (if we deﬁne fβ = 0 for |β| = 0 and |β| = 1) series gβ(f) ∈ V are given by
gβ(f)(z) =
∑
α∈Nn
fα+β
(
α + β
β
)
zα (4.9)
Here we used the compact notations α! = α1! . . . αn! and
(
α+β
β
)
= (α+β)!α!β! , for α =
(α1, . . . , αn) ∈ Nn and β ∈ Nn. Moreover one has
||g0|| = ||f ||, ||gβ || = 2||f || for any |β| = 1 and ||gβ || ≤ 4||f || for any |β| ≥ 2;
(4.10)
thus
||Gf ||1/2 ≤ ||f ||. (4.11)
The proof is straightforward and we omit it.
We can thus apply Theorem 2.3 to solve (4.7) with u = 1, w = 0, G = Gf ,
Λ = D−1λ , r = 1/2 and M = 1/4, and the unique solution of (4.7) is given by
h =
∑
N≥1
∑
ϑ∈TN
ValD−1λ (ϑ) (1, 0) . (4.12)
An explicit expression for the power series coeﬃcients of h can be obtained
introducing labeled rooted trees (see Remark 3.2). Let us now explain how to do
this. Let N ≥ 1 and let ϑ be a rooted tree of order N ; to any v ∈ ϑ we associate
a (node)–label αv ∈ Nn s.t. |αv| ≥ 2 and to the line v (exiting w.r.t. the partial
order from v) we associate a (line)–label βv ∈ Nn s.t. |βv | = 1. We deﬁne
βv =
∑
∈Lv β
 (so βv ∈ Nn and |βv| = mv) and the momentum ﬂowing through
the line v: νv =
∑
w∈ϑ:w≤v(αw − βw). When v will be root of the tree, we will
also use the symbol νϑ (the total momentum of the tree) instead of νv . It is trivial
to show that the momentum function is increasing (w.r.t. the partial order of the
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tree), namely if v is the root of a rooted labeled tree and if vi is any of the immediate
predecessor of v, v > vi, we have: |νv| > |νvi |). Recalling that the order of ϑ is N
we have: |νϑ| ≥ N + 1.
Let N ≥ 1, j ∈ {1, . . . , n} and α ∈ Nn, we ﬁnally deﬁne TN,α,j to be the forest of
rooted labeled trees of order N with total momentum νϑ = α and βv1 = ej (being
ej the vector with all zero entries but the j–th which is set equal to 1) for the root
line v1 .
We are now able to prove the following
Proposition 4.2. Equation (4.7) admits a unique solution h ∈ V1, h =
∑
α∈Nn hαz
α.
For |α| ≥ 2 the j–th component of the coeﬃcient hα is given by 9:
hα,j =
|α|−1∑
N=1
∑
ϑ∈TN,α,j
((Ω−1νv1 fαv1 ) · β
v1 )
∏
v∈ϑ
(
αv
βv
) ∏
w∈Lv
((Ω−1νw fαw) · βw) , (4.13)
where the last product has to be set equal to 1 whenever v is an end node (Lv = ∅).
Remark 4.3. By deﬁnition βw , for any w ∈ ϑ, has length 1, so it coincides with
an element of the canonical base. Then for w ∈ ϑ and any choice of the labels, such
that βw = ei, the term ((Ω−1νw fαw) · βw) is nothing else that
((Ω−1νw fαw) · βw) =
1
λνw − λi fαw,i .
Remark 4.4. Even if all the nodes labels αv have non–negative components, the
momenta can have (several) negative components. More precisely, let ϑ ∈ TN , if
the order of the tree if big enough w.r.t. the dimension n (N ≥ n) then νϑ can have
n−1 negative components and their sum can be equal to 1−N , but we always have
|νϑ| ≥ N + 1. This fact reminds the deﬁnitions of the sets Ni, N(m) and N(m)+
of [4].
Proof. Let ϑ ∈ TN , for N ≥ 1 and α ∈ Nn such that |α| ≥ N + 1. Let us deﬁne
Val(ϑ) = ((Ω−1νv1 fαv1 ) · β
v1 )
∏
v∈ϑ
(
αv
βv
)∏
w∈Lv ((Ω
−1
νw
fαw) · βw) and
hϑ|α|,N,j =
∑
|νϑ|=|α|
Val(ϑ) , (4.14)
namely for a ﬁxed tree, sum over all possible labels αvi and β
vi , with vi in the
tree, in such a way that the total momentum is ﬁxed to α and the root line has
label βv1 = ej . It is clear that
h =
∑
|α|≥2
zα
|α|−1∑
N=1
∑
ϑ∈TN
hϑ|α|,N , (4.15)
being hϑ|α|,N the vector whose j–th component is h
ϑ
|α|,N,j . Let h
ϑ
N+1 =
∑
|α|≥N+1 z
αhϑ|α|,N ,
clearly ||hϑN+1|| ≤ 2−(N+1) and
h =
∑
N≥1
∑
ϑ∈TN
hϑN+1 . (4.16)
9Compare this expression with equation (3.7) of Proposition 3.1 in [9].
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Actually in (4.15) h is ordered with increasing powers of z whereas in (4.16) with
increasing order of trees. Convergence in V1 for (4.16) is assured from the esti-
mate ||hϑN+1|| ≤ 2−(N+1) and uniform convergence assures that (4.15) and (4.16)
coincide.
We claim that by induction on the order of the tree, we can prove that for all
N ≥ 1 and all ϑ ∈ TN :
hϑN+1 = ValD−1λ (ϑ) (1, 0) , (4.17)
where ValD−1λ (ϑ) (1, 0) has been deﬁned in (2.4), taking Λ = D
−1
λ and G = Gf ,
thus establishing the equivalence of (4.13) and (4.12).
4.2. Some known results. If both Classes C1 and C2 are V1 (which verify the
hypotheses of stability w.r.t. the derivation, closeness w.r.t. the composition, and
the formal Taylor series makes sense), then the Formal Siegel Center Problem has
a solution if the linear part of F is non–resonant.
A matrix A = diag(λ1 , . . . , λn) ∈ GL(n,C), is in the Poincare´ domain if
sup
1≤j≤n
|λj | < 1 or sup
1≤j≤n
|λ−1j | > 1 , (4.18)
if A doesn’t belong to the Poincare´ domain it will be in the Siegel domain.
In the Analytic case (both C1 and C2 are the ring of the germs of analytic dif-
feomorphisms of (Cn, 0)) , let A be the derivative of F at the origin, then if A is
non–resonant and it is in the Poincare´ domain, the Analytic Siegel Center Prob-
lem has a solution [27, 20] (see also [18] and references therein). Moreover if A
is resonant and in the Poincare´ domain, but F is formally linearizable, then F is
analytically linearizable.
If A is in the Siegel domain the problem is harder, but we can nevertheless have
a solution of the Analytic Siegel Center Problem, introducing some new condition
on A. Let p ∈ N, p ≥ 2, and let us deﬁne
Ω˜(p) = min
1≤j≤n
inf
α∈Zn:|α|<p
|λα − λj | , (4.19)
we remark that even if A is non–resonant, but in the Siegel domain, one has
limp→∞ Ω˜(p) = 0; this is the so called small divisors problem, the main obstruc-
tion to the solution of equation (4.1). A non–resonant matrix A veriﬁes a Bruno
condition 10 if there exists an increasing sequence of natural numbers (pk)k such
that
+∞∑
k=0
log Ω˜−1(pk+1)
pk
< +∞ . (4.20)
Then if A satisﬁes a Bruno Condition, the germ is analytically linearizable [4, 28].
For the 1–dimensional Analytic Siegel Center Problem, Yoccoz [34] proved that
the Bruno condition is necessary and suﬃcient to linearize analytically any univa-
lent germs with ﬁxed linear part, in this case the Bruno condition reduces to the
convergence of the series
+∞∑
k=0
log qk+1
qk
< +∞ , (4.21)
where (qk)k is the sequence of the convergent to ω ∈ R \Q such that λ = e2πiω.
10See [4, 28] for various equivalent formulations of this condition.
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4.3. A new result: ultradiﬀerentiable Classes. Let (Mk)k≥1 be a sequence of
positive real numbers such that:
0) infk≥1 M
1/k
k > 0;
1) There exists C1 > 0 such that Mk+1 ≤ Ck+11 Mk for all k ≥ 1;
2) The sequence (Mk)k≥1 is logarithmically convex;
3) MkMl ≤ Mk+l−1 for all k, l ≥ 1.
We deﬁne the class C(Mk) ⊂ Cn [[z1, . . . , zn]] as the set of formal power series
f =
∑
fαzα such that there exist A,B positive constant, such that:
|fα| ≤ AB|α|M|α| ∀α ∈ Nn . (4.22)
The hypotheses on the sequence (Mk)k assure that C(Mk) is stable w.r.t. the (for-
mal) derivation, w.r.t. the composition of formal power series and for every tensor
built with element of the class, its contraction11 gives again an element of the class.
For example if f ,g ∈ C(Mk) then also df(z)(g(z)) belongs to the same class.
Remark 4.5. Our classes include the Class of Gevrey–s power series as a special
case: Mk = (k!)s. Also the ring of convergent (analytic) power series are trivially
included.
In [6] a similar problem was studied in the 1–dimensional case. Here we will
extend the results contained there to the case of dimension n ≥ 1. The main result
will be the following Theorem
Theorem 4.6. Let (λ1, . . . , λn) ∈ Cn, |λi| = 1 for i = 1, . . . , n, and let A =
diag(λ1 , . . . , λn) be non–resonant, (Mk)k and (Nk)k be sequences verifying hypothe-
ses 0)–3). Let F ∈ V0, s.t. F(z) = Az+ f(z) where f ∈ V1. Then
1. If moreover F ∈ C(Mk) ∩V0 and A veriﬁes a Bruno condition (4.20), then also
the linearization H belongs to C(Mk) ∩V0.
2. If F is a germ of analytic diﬀeomorphisms of (Cn, 0) and there exists an
increasing sequence of integer numbers (pk)k such that A veriﬁes:
lim sup
|α|→+∞

2 κ(α)∑
m=0
log Ω−1(pm+1)
pm
− 1|α| logN|α|

 < +∞ , (4.23)
where κ(α) is the integer deﬁned by: pκ(α) ≤ |α| < pκ(α)+1, then the lineariza-
tion H belongs to C(Nk) ∩V0.
3. If F ∈ C(Mk) ∩V0, the sequence (Mk)k is asymptotically bounded by the se-
quence (Nk)k (namely Nk ≥ Mk for all suﬃciently large k) and there exists
an increasing sequence of integer numbers (pk)k such that A veriﬁes:
lim sup
|α|→+∞

2 κ(α)∑
m=0
log Ω−1(pm+1)
pm
− 1|α| log
N|α|
M|α|

 < +∞ , (4.24)
where κ(α) is the integer deﬁned by: pκ(α) ≤ |α| < pκ(α)+1, then the lineariza-
tion H belongs to C(Nk) ∩V0.
The proof of Theorem 4.6 will be done in section 4.3.2, before we make some
remarks and we prove some preliminary lemmata.
11This assures that any term of the Taylor series is well deﬁned.
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Remark 4.7. The new arithmetical conditions (4.23) and (4.24) are generally
weaker than the Bruno condition (4.20). Theorem 4.6 is the natural generalization
of results of [6] (compare it with Theorem 2.3 of [6]): condition (4.24) (respec-
tively (4.23)) reduces to condition (2.10) (respectively condition (2.9)) of [6] except
for the factor in front of the sum: here we have 2 instead of 1 in [6]. This is due to
the better control of small denominators one can achieve using continued fractions
and Davie’s counting lemma [10] as explained in [6].
4.3.1. Some preliminaries. Let ωj ∈ (−1/2, 1/2) \ Q for j = 1, . . . , n and assume
λ = (λ1, . . . , λn) with λj = e2πiωj . Let ν, be the momentum of a line of a rooted
labeled tree which contributes with a small denominator of the form: |λν − λj | =
2| sinπ(ν · ω − ωj)|, where ν · ω =
∑n
j=1 νjωj . Then using
2|x| ≤ | sinπx| ≤ π|x| ∀|x| ≤ 1
2
,
we claim that the contribution of the small denominator is equivalent to {ν ·ω−ωj},
where {x} denotes the distance of x from its nearest integer. can have several
negative components, but |ν − ej | ≥ N , if  is the root line of a subtree of order
N .
Let p ∈ N, p ≥ 2, and Ω(p) = min{{ν · ω}, ν ∈ Zn : 0 < |ν| ≤ p}. Let (pk)k be
an increasing sequence of positive integer and deﬁne (see [4])
Φ(k)(ν) =
{
1 if {ν · ω} < 12Ω(pk)
0 if {ν · ω} ≥ 12Ω(pk) ,
(4.25)
for any ν ∈ Zn \0. By deﬁnition we trivially have Φ(k)(ν) = 0 for all 0 ≤ |ν| ≤ pk.
We deﬁne the following Bruno condition:
+∞∑
k=0
log Ω−1(pk+1)
pk
< +∞ . (4.26)
and we claim that it is equivalent to (4.20). We can prove the following
Lemma 4.8. Let ν1 ∈ Zn such that Φ(k)(ν1) = 1, for some k. Then for all ν2 ∈ Zn,
such that 0 < |ν2| ≤ pk, we have Φ(k)(ν1 − ν2) = 0.
The proof follows closely the one of Lemma 10 p.218 of [4] and we don’t prove
it.
Let  be a line of a rooted labeled tree, ϑ, let us introduce the notion of scale of
the line . Let ν be the momentum of the line and let us deﬁne ν¯ = ν − β. Let
(pk)k be an increasing sequence of positive integer, then for any k ≥ 0 we deﬁne:
s(k) =
{
1 if 12Ω(pk+1) ≤ {ν¯ · ω} < 12Ω(pk)
0 otherwise .
(4.27)
For short we will say that a line  is on scale k if s(k) = 1. Let us deﬁne Nk(ϑ)
be the number of line on scale 1 in the rooted labeled tree ϑ. We can now prove
the following Lemma, which roughly speaking says that the number of ”bad” (too
small) denominators is not too big, whereas Lemma 4.8 says that they do not occur
so often.
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Lemma 4.9 (Bruno’s Counting lemma). The number of lines on scale k in a rooted
labeled tree veriﬁes the following bound:
Nk(ϑ) ≤
{
0 if |ν¯ϑ| < pk
2
⌊
|ν¯ϑ|
pk
⌋
− 1 if |ν¯ϑ| ≥ pk .
(4.28)
where x denotes the integer part of the real number x. We recall that νϑ is the
total momentum of the tree and ν¯ϑ = νϑ − βv1 , being v1 the root line of ϑ.
Our proof follows the original one of Bruno but exploiting the tree formalism,
the interested reader can ﬁnd this proof in appendix B.
4.3.2. Proof of Theorem 4.6. We are now able to prove the main Theorem, we will
prove only point 3 which clearly implies point 1 (choosing Mk = Nk for all k) and
point 2 (choosing Mk = Ck for all k and some constant C > 0).
Let us then assume that F ∈ V0, is of the form F(z) = Az + f(z) where
λ = (λ1, . . . , λn) ∈ Cn, |λi| = 1 for i = 1, . . . , n, A = diag(λ1 , . . . , λn) and
f ∈ C(Mk) ∩V1.
For a ﬁxed rooted labeled tree of order N ≥ 1 with total momentum equals to
α ∈ Nn, |α| ≥ 2, we consider the following term of equation (4.13):
((Ω−1νv1 fαv1 ) · β
v1 )
∏
v∈ϑ
∏
w∈Lv
((Ω−1νw fαw) · βw) . (4.29)
Recalling the deﬁnition of scale and the deﬁnition of number of lines on scale k we
can bound (4.29) with
∣∣∣((Ω−1νv1 fαv1 ) ·βv1 )
∏
v∈ϑ
∏
w∈Lv
((Ω−1νw fαw) ·βw)
∣∣∣ ≤ κ(α)∏
m=0
[
2Ω−1(pm+1)
]Nm(ϑ) ∏
v∈ϑ
|fαv | ,
where κ(α) is the integer deﬁned by: pκ(α) ≤ |α| < pκ(α)+1.
Using hypothesis 3. of paragraph 4.3 on the sequence (Mk)k and the hypothesis
f ∈ C(Mk) ∩V1, we will obtain for some positive constant A,B the bound:∏
v∈ϑ
|fαv | ≤
∏
v∈ϑ
AB|αv|M|αv| ≤ ANB
∑
v∈ϑ |αv|M∑
v∈ϑ |αv|−(N−1) ,
by deﬁnition of total momentum:
∑
v∈ϑ |αv|− (N −1) = |νϑ|, which has been ﬁxed
to |α|, then ∏
v∈ϑ
|fαv | ≤ B−1(AB)NB|α|M|α| .
Using ﬁnally the bound of the Counting Lemma 4.9 we get:
log
|hα|
N|α|
≤ |α| logC + log M|α|
N|α|
+ 2|α|
κ(α)∑
m=0
log Ω−1(pm+1)
pm
, (4.30)
for some positive constant C. Dividing (4.30) by |α| and passing to the limit
superior we get the thesis.
Remark 4.10. Let us consider a particular 1–dimensional Siegel–Schro¨der center
problem with a germ of the form: F(k)(z) = λz
(
1− zkk
)
for some integer k ≥ 1,
λ = e2πiω, ω ∈ R \Q. Let us call R(k)(ω) the radius of convergence of the unique
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linearization associated to F(k). Then an easy adaptation of Theorem 4.6 case 1)
with C(Mk) = zC{z}, allows us to prove:
logR(k)(ω) ≥ −1
k
B(kω) +
log k − Ck
k
,
for some constant Ck (depending on k but independent of ω).
This can explain the 1/k–periodicity of R(k)(ω), as a function of ω, showed in
Figures 5 and 7 of [23].
5. Linearization of non–analytic vector ﬁelds. The aim of this section is to
extend the analytic results of Bruno about the linearization of an analytic vector
ﬁeld near a singular point, to the case of ultradiﬀerentiable vector ﬁelds. We will
show that this problem can be put in the framework of Theorem 2.3 and then
obtaining an explicit (i.e. non–recursive) expression for the change of variables
(the linearization) in which the vector ﬁeld has a simpler form.
Our aim is also to point out the strong similarities of this problem with the Siegel
Center Problem, previously studied. In particular when both problems are put in
the framework of the multidimensional non–analytic Lagrange inversion formula on
the ﬁeld of formal Laurent series, they give rise to (essentially) the same problem.
For this reason most results will only be stated without proofs, these being very
close to the proofs of the previous section.
5.1. Notation and Statement of the Problem. In this section we will use the
same notations given at the beginning of section 4.3. Let A ∈ GL(n,C) and assume
A to be diagonal. Let C1 and C2 be two classes of formal power series as deﬁned
before, then the problem of the linearization of vector ﬁelds can be formulated as
follows:
Let F(z) = Az+ f(z) ∈ C1, f ∈ C1 ∩ V1, and consider the following
diﬀerential equation:
z˙ =
dz
dt
= Az+ f(z) , (5.1)
where t denotes the time variable. Determine necessary and suﬃ-
cient conditions on A to ﬁnd a change of variables in C2∩V1 (called
the linearization) which leaves the singularity (z = 0) ﬁxed, doesn’t
change the linear part of F and allows to rewrite (5.1) in a simpler
form12. Namely ﬁnd h ∈ C2 ∩ V1, such that z = w + h(w) and in
the new variables w, equation (5.1) rewrites:
w˙ = Aw . (5.2)
Let ω = (ω1, . . . , ωn) ∈ Cn and A = diag(ω1 , . . . , ωn), we will say that A is
resonant if there exist α ∈ Zn, with all positive component except at most one
which can assume the value −1, |α| ≥ 2, and j ∈ {1, . . . , n} such that: ω ·α−ωj = 0,
where ω·α =∑ni=1 ωiαi is the scalar product. Let α ∈ Nn we introduce the diagonal
matrix Ω′α = diag(ω · α− ω1, . . . , ω · α− ωn).
12Here we don’t consider the most general case of looking for a change of coordinates which
put (5.1) in normal form, namely containing only resonant terms: w˙i = wi
∑
α·ω=0 gα,iw
α. Our
results will concern vector ﬁelds with non–resonant linear parts, so (5.2) will be the normal form.
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Let us introduce the operator13 D′ω : V → V as follows
D′ωg(z) =
∑
α∈Nn
(Ω′αgα)z
α , (5.3)
for any g(z) ∈ V , where Ω′αgα =
∑n
i=1(ω · α − ωi)gα,i is the matrix–vector prod-
uct. If A is non–resonant then D′ω is invertible on V1 (namely |α| ≥ 2), it is
non–expanding and clearly V –additive and C–linear. Then we claim that the lin-
earization, h, is solution of the functional equation:
D′ωh = f ◦ (z + h) , (5.4)
where f ∈ C1 ∩ V1, h ∈ C2 ∩ V1 and z denotes the identity formal power series.
Given f ∈ V1 we consider the function Gf (h) = f ◦ (z + h), assume A to be
non–resonant to invert the operator Dω, then we rewrite (5.4) as:
h = D′−1ω (Gf (h)) , (5.5)
which is a particular case of the non–analytic multidimensional Lagrange inversion
formula (2.3). Apart from the diﬀerent operator, this equation is the same of the
Siegel Center Problem (4.5). Lemma 4.1 assures that Gf veriﬁes the hypotheses of
Theorem 2.3 and thus we can apply it with: u = 1, w = 0, G = Gf , Λ = D′
−1
ω ,
r = 1/2 and M = 1/4. The unique solution of (5.5) is then given by:
h =
∑
N≥1
∑
ϑ∈TN
ValD′−1ω (ϑ) (1, 0) . (5.6)
Once again we can give an explicit expression for the linearization h using rooted
labeled trees. Introducing the same labels as for the Siegel center problem (see
page 843) we can prove the following
Proposition 5.1. Equation (5.5) admits a unique solution h ∈ V1, h =
∑
α∈Nn hαz
α.
For |α| ≥ 2 the j–th component of the coeﬃcient hα is given by:
hα,j =
|α|−1∑
N=1
∑
ϑ∈TN,α,j
((Ω′−1νv1 fαv1 ) · β
v1 )
∏
v∈ϑ
(
αv
βv
) ∏
w∈Lv
((Ω′−1νw fαw) · βw) , (5.7)
where the last product has to be set equal to 1 whenever v is an end node (Lv = ∅).
We don’t prove this Proposition (whose proof is the same as the one of Proposi-
tion 4.2); moreover we point out that because both problems give rise to (essentially)
the same multidimensional non–analytic Lagrange inversion formula, we can pass
from one solution to the other with very small changes: Ω′−1α instead of Ω
−1
α .
If both classes C1 and C2 are V1 (formal case) then the linearization problem
has solution if A is non–resonant. In the analytic case we distinguish again the
Poincare´ domain (the convex hull of the n complex points ω1, . . . , ωn doesn’t contain
the origin) and the Siegel domain (if they are not in the Poincare´ domain). In
the ﬁrst case, under a non–resonance condition, Poincare´ proved that the vector
ﬁeld is analytically linearizable, and then Dulac, in the resonant case, proved the
conjugation to a polynomial normal form. In the Siegel non–resonant case Bruno
proved analytic linearizability [4], under the Bruno condition which reads:∑
k≥0
log Ωˆ−1(pk+1)
pk
< +∞ , (5.8)
13An equivalent deﬁnition will be: D′ωg(w) =
∑n
i=1(Aw)i∂wig(w) − Ag(w) = LAg, the
Poisson bracket of the linear ﬁeld Aw and g.
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for some increasing sequence of integer number (pk)k, where Ωˆ(p) = min{|α · ω| :
α ∈ Nn, α · ω = 0, 0 < |α| < p, at most one component αi = −1.}.
We now extend this kind of results to the case of ultradiﬀerentiable vector ﬁelds.
Namely we consider two classes C(Mk) and C(Nk), deﬁned as in section 4.3 and we
prove the following
Theorem 5.2. Let (ω1, . . . , ωn) ∈ Cn, A = diag(ω1 , . . . , ωn) non–resonant, (Mk)k
and (Nk)k be sequences verifying hypotheses 0)–3) of section 4.3. Let F ∈ V0, s.t.
F(z) = Az+ f(z) where f ∈ V1. Then
1. If moreover F ∈ C(Mk) ∩V0 and A veriﬁes a Bruno condition (5.8), then also
the linearization h belongs to C(Mk) ∩V1.
2. If F is a germ of analytic diﬀeomorphisms of (Cn, 0) and there exists an
increasing sequence of integer numbers (pk)k such that A veriﬁes:
lim sup
|α|→+∞

2 κ(α)∑
m=0
log Ωˆ−1(pm+1)
pm
− 1|α| logN|α|

 < +∞ , (5.9)
where κ(α) is the integer deﬁned by: pκ(α) ≤ |α| < pκ(α)+1, then the lineariza-
tion h belongs to C(Nk) ∩V1.
3. If F ∈ C(Mk) ∩V0, the sequence (Mk)k is asymptotically bounded by the se-
quence (Nk)k (namely Nk ≥ Mk for all suﬃciently large k) and there exists
an increasing sequence of integer numbers (pk)k such that A veriﬁes:
lim sup
|α|→+∞

2 κ(α)∑
m=0
log Ωˆ−1(pm+1)
pm
− 1|α| log
N|α|
M|α|

 < +∞ , (5.10)
where κ(α) is the integer deﬁned by: pκ(α) ≤ |α| < pκ(α)+1, then the lineariza-
tion h belongs to C(Nk) ∩V1.
To prove this Theorem we will use again the majorant series method, the main
step is to control the small denominators contributions. To do this, given an in-
creasing sequence of positive integer (pk)k we deﬁne a new counting function:
Φˆ(k)(ν) =
{
1 if |ν · ω| < 12 Ωˆ(pk)
0 if |ν · ω| ≥ 12 Ωˆ(pk) .
(5.11)
for any ν ∈ Zn \0. By deﬁnition we trivially have Φˆ(k)(ν) = 0 for all 0 < |ν| ≤ pk.
Then we can prove the following Lemma (which will play the role of Lemma 4.8):
Lemma 5.3. Let ν1 ∈ Zn \0 such that Φˆ(k)(ν1) = 1, for some k. Then for all
ν2 ∈ Zn, such that 0 < |ν2| ≤ pk, we have Φˆ(k)(ν1 − ν2) = 0.
We ﬁnally deﬁne a new notion of scale; let  be a line of a rooted labeled tree,
let ν be its momentum and let us recall that ν¯ = ν − β, then:
sˆ(k) =
{
1 if 12 Ωˆ(pk+1) ≤ |ν¯ · ω| < 12 Ωˆ(pk)
0 otherwise ,
(5.12)
we will say that a line  is on scale k if sˆ(k) = 1. We can now prove the following
Counting Lemma
852 TIMOTEO CARLETTI
Lemma 5.4 (Bruno’s Counting lemma 2nd version). Let ϑ be a rooted labeled tree
of order N ≥ 1, let k ≥ 1 be an integer and let Nˆk(ϑ) be the number of line on scale
k in the tree. Then the following bound holds:
Nˆk(ϑ) ≤
{
0 if |ν¯ϑ| < pk
2
⌊
|ν¯ϑ|
pk
⌋
− 1 if |ν¯ϑ| ≥ pk .
(5.13)
where x denotes the integer part of the real number x. We recall that νϑ is the
momentum of the root line and ν¯ϑ = νϑ − βv1 , being v1 the root line.
We don’t prove it because its proof is the same as the one of Lemma 4.9 except
for the use of Lemma 5.3 instead of Lemma 4.8.
5.2. Proof of Theorem 5.2. Once again we will prove only point 3 which clearly
contains points 1 and 2 as special cases.
Assume F ∈ V0 of the form F(z) = Az + f(z) where ω = (ω1, . . . , ωn) ∈ Cn,
A = diag(ω1 , . . . , ωn) and f ∈ C(Mk) ∩V1. Consider the contribution of a rooted
labeled tree of order N ≥ 1 with total momentum α ∈ Nn, |α| ≥ 2, given by (5.7):
((Ω′−1νv1 fαv1 ) · β
v1 )
∏
v∈ϑ
∏
w∈Lv
((Ω′−1νw fαw) · βw) . (5.14)
Follow closely the proof of Theorem 4.6 we can bound (use the deﬁnitions of Nˆk(ϑ)
and of C(Mk)) this contribution with:∣∣∣((Ω′−1νv1 fαv1 )·βv1 )
∏
v∈ϑ
∏
w∈Lv
((Ω′−1νw fαw)·βw)
∣∣∣ ≤ κ(α)∏
m=0
[
2Ωˆ−1(pm+1)
]Nˆk(ϑ)
ANB|α|M|α| ,
(5.15)
for some positive constants A,B, and pκ(α) ≤ |α| < pκ(α)+1. Finally Lemma 5.4
gives:
log
|hα|
N|α|
≤ |α| logC − log N|α|
M|α|
+ 2|α|
κ(α)∑
m=0
log Ω−1(pm+1)
pm
, (5.16)
for some C > 0 and the thesis follows dividing by |α| and passing to the limit
superior.
5.3. A result for some analytic vector ﬁelds of C2. For 2–dimensional analytic
vector ﬁeld the existence of the continued fraction and the convergents allows us to
improve the previous Theorem, giving an optimal (we conjecture) estimate on the
“size” of the analyticity domain of the linearization.
Mattei and Moussu [25] proved, using the holonomy construction, that lineariza-
tion of germs implies linearization of the foliation 14 associated to the vector ﬁelds
of (C2, 0). In [26] authors proved, using Hormander ∂¯–techniques, the converse
statement. More precisely they proved that the foliation associated to the analytic
vector ﬁeld: {
z˙1 = −z1(1 + . . . )
z˙2 = ωz2(1 + . . . ) ,
(5.17)
14This means that a vector ﬁeld of the form (5.17) can be put in the form:{
z˙1 = −z1(1 + h(z1, z2))
z˙2 = ωz2(1 + h(z1, z2)) ,
for some analytic function h such that h(0, 0) = 0.
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where ω > 0 and the suspension points mean terms of order bigger than 1, has the
same analytical classiﬁcation of the germs of (C, 0): f(z) = e2πiωz +O(z2). Using
the results of [34] they obtain as corollaries that: if ω is a Bruno number then the
foliation associated to (5.17) is analytically linearizable, whereas if ω is not a Bruno
number then there exist analytic vector ﬁelds of the form (5.17) whose foliation are
not analytically linearizable.
Here we push up this analogy between vector ﬁelds and germs, by proving that
the linearizing function of the vector ﬁeld is analytic in domain containing a ball of
radius ρ which satisﬁes the same lower bound (in term of the Bruno function) as
the radius of convergence of the linearizing function of the germ [6, 34] does.
To do this we must introduce some normalization condition for the vector ﬁeld;
let ω > 0, we consider the family Fω of analytic vector ﬁelds F : D × D → C2 of
the form {
F1(z1, z2) = −z1 +
∑
|α|≥2 fα,1z
α
F1(z1, z2) = ωz2 +
∑
|α|≥2 fα,2z
α ,
(5.18)
with |fα,j | ≤ 1 for all |α| ≥ 2 and j = 1, 2.
For power series in several complex variables the analogue of the disk of conver-
gence is the complete Reinhardt domain of center 0, R0, by studying the distance
of the origin to the boundary of this domain we can obtain informations about its
“size”. Fixing the non linear part of the vector ﬁeld: f =
∑
|α|≥2 fαz
α, this distance
is given by dF = inf(z1,z2)∈R0(|z1|2 + |z2|2)1/2. The family Fω is compact w.r.t. the
uniform convergence on compact subsets of D × D (use Weierstrass Theorem and
Cauchy’s estimates in C2, see for example [31]) so we can deﬁne dω = infF∈Fω dF.
Let ρF > 0 and let us introduce P (0, ρF) = {(z1, z2) ∈ C2 : |zi| < ρF, i = 1, 2},
the biggest polydisk of center 0 contained in R0, whose radius depends on the
vector ﬁeld F. Trivially ρF and dF are related by a coeﬃcient depending only on
the dimension:
√
2ρF = dF. We can then prove
Theorem 5.5 (Lower bound on dω). Let ω > 0 be a Bruno number, then there
exists an universal constant C such that:
log dω ≥ −B(ω)− C , (5.19)
where B(ω) is the value of the Bruno function [24] on ω.
We don’t prove this Theorem being its proof very close to the one of Theorem 5.2
case 1), we only stress that the use of the continued fraction allows us to give an
“optimal” counting Lemma as done in [6, 10], which essentially bounds the number
of lines on scale k in a rooted labeled tree of order N and total momentum νϑ, with⌊
ν¯ϑ
qk
⌋
, being (qk)k the denominators of the convergent to ω.
In the case of analytic germs of (C, 0) Yoccoz [34] proved that the same bound
holds from above for the radius of convergence of the linearization; the sophisticate
techniques used in [26] would lead to prove:
log dω ≤ −CB(ω) + C ′ ,
for some constants C > 1 and C ′, we conjecture that one can take C = 1. We are
not able to prove this fact but can prove that the power series obtained replacing
the coeﬃcients of the linearization with their absolute values is divergent whenever
ω is not a Bruno number (a similar result has been proved in [34] Appendix 2 and
in [6] paragraph 2.4 for germs).
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Remark 5.6 (Ultradiﬀerentiable vector ﬁelds of C2). In the more general case of
ultradiﬀerentiable vector ﬁelds of C2 we can improve Theorem 5.2 showing that we
can linearize the vector ﬁeld under weaker conditions.
Theorem 5.7. Let ω > 0 and let (pk/qk)k be its convergents. Let F be a vector
ﬁeld of the form (5.18) (without additional hypotheses on the coeﬃcients fα), let
(Mn)n and (Nn)n be two sequences verifying conditions 0)–3) of section 4.3. Then
1. If moreover F belongs to C(Mn) and ω is a Bruno number then also the lin-
earization h belongs to C(Mk) ∩V1.
2. If F is a germ of analytic diﬀeomorphisms of (C2, 0) and ω veriﬁes:
lim sup
|α|→+∞

κ(α)∑
m=0
log qm+1
qm
− 1|α| logN|α|

 < +∞ , (5.20)
where κ(α) is the integer deﬁned by: qκ(α) ≤ |α| < qκ(α)+1, then the lineariza-
tion h belongs to C(Nk) ∩V1.
3. If F ∈ C(Mk) ∩V0, the sequence (Mk)k is asymptotically bounded by the se-
quence (Nk)k (namely Nk ≥ Mk for all suﬃciently large k) and ω veriﬁes:
lim sup
|α|→+∞

κ(α)∑
m=0
log qm+1
qm
− 1|α| log
N|α|
M|α|

 < +∞ , (5.21)
where κ(α) is the integer deﬁned by: qκ(α) ≤ |α| < qκ(α)+1, then the lineariza-
tion h belongs to C(Nk) ∩V1.
The proof follows closely the one of Theorem 5.2 and the weaker arithmetical
condition are obtained using the “optimal” counting function as done in the proof
of Theorem 5.5 and in [6, 10].
Appendix A. Ultrametric structures and analyticity. Let k be an ultramet-
ric ﬁeld and let v be a valuation. The ring Av = {x ∈ k | v (x) ≥ 0} is called the
ring of the valuation v and the sets I ′α = {x ∈ Av | v (x) > α}, for α ≥ 0, are ideals
of Av. I ′0 is the maximal ideal of Av and it is an open set in the topology induced
by the ultrametric absolute value deﬁned on k:
I ′0 = {x ∈ Av | v (x) > 0} = {x ∈ Av | |x| < 1} = B0 (0, 1) ,
where B0 (x, r) = {y ∈ k , |x − y| < r}. The ﬁeld k′ = Av/I ′0 is called the residue
ﬁeld.
Let n and m be positive integers, we consider the set of the formal power series
with coeﬃcients in kn in the m variables X1, . . . , Xm, Sn,m = kn [[X1, . . . , Xm]],
F ∈ Sn,m:
F =
∑
α∈Nm
FαX
α =
∑
α=(α1,...,αm)∈Nm
FαX
α1
1 . . . X
αm
m ,
with Fα = (Fα,1, . . . , Fα,n) ∈ kn for all α ∈ Nm. We will be interested in composi-
tion problems, so it is natural to set m = n and to deﬁne the composition of two
elements F,G, with v(G) ≥ 1, as
F ◦G =
∑
α∈Nn
FαG
α =
∑
α1,...,αn∈N
Fα1,...,αn(G1)
α1 . . . (Gn)αn . (A.1)
We will set Sn,n = Sn and we will introduce some deﬁnitions and properties of Sn,
but it’s clear that they also hold on Sn,m with some small changes.
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Let F =
∑
FαX
α ∈ Sn, then we say that F converges in B(0, r), for some r > 0,
if:
∑
α∈Nn ||Fα||r|α| < +∞, where |α| =
∑n
i=1 αi. F will be said convergent in
B0(0, r) if it is convergent in B(0, r′) for all 0 < r′ < r.
One has the following result ([30], pp. 67–68):
Proposition A.1.
1. If F is convergent in B(0, r) then there exists M > 0 such that
||Fα|| ≤ Mr−|α| ∀α ∈ Nn . (A.2)
2. If there exists M > 0 such that (A.2) holds for all α ∈ Nn, F converges in
B0(0, r) and uniformly in B(0, r′) for all 0 < r′ < r.
3. Let F˜ : B0(0, r) → kn denote the continuous function deﬁned as the sum of the
series F ∈ Sn convergent in B0(0, r). Then F˜ ≡ 0 ⇐⇒ F = 0.
We can therefore identify a convergent power series F with its associated function
F˜ and vice versa. Let U be an open set of kn, G˜ : U → kn is said to be analytic
in U if for all x ∈ U there is a formal power series G ∈ Sn and a radius r > 0 such
that:
1. B0 (x, r) ⊂ U ,
2. G converges in B0 (0, r), and for all y ∈ B0 (0, r), G˜ (x + y) = G (y).
With a slight abuse of notation we will omit the superscript˜to distinguish analytic
functions from convergent power series. If F is a convergent power series on B(0, r)
we denote
||F ||r = sup
α∈Nn
||Fα||r|α| , (A.3)
and we deﬁne Ar(kn) = {F ∈ Sn : ||F ||r < +∞}.
Let U be an open set of kn, x a point of U , let us consider G : U → V ⊂ km. A
linear function L : kn → km is called a derivative of G at x if:
lim
||y||→0
y =0
||G (x + y)−G (x)− Ly||
||y|| = 0.
Clearly if the limit exists then the derivative is unique and it will be denoted by
dG (x). Let δi = (0, . . . , 1, . . . , 0) ∈ kn the vector with 1 at the i–th place, we call
DiG (x) = dG (x) (δi) ∈ km (A.4)
the i-th partial derivative of G at x. Higher order derivatives are deﬁned analo-
gously.
Let G =
∑
GαX
α be an element of Sn, then Gα =
DαG(x)
α! , where for α =
(α1, . . . , αn) ∈ Nn, Dα = Dα11 . . . Dαnn and α! = α1! . . . αn!. Thus G is just the
Taylor series of G at the point x.
It is not diﬃcult to prove that any power series G ∈ Sn convergent in B0(0, r)
deﬁnes an analytic function G in B0(0, r). However one should be aware of the fact
that in general the local expansion of a function G analytic on U at a point x ∈ U
such that B0(x, r) ⊂ U does not necessarily converge on all of B0(0, r). This is true
if one assumes k to be algebraically closed.
Let F ∈ Sn, F =
∑
α∈Nn FαX
α, let β ∈ Nn we deﬁne the formal derivative of F
by
∆βF =
∑
α∈Nn,α≥β
Fα
(
α
β
)
Xα−β , (A.5)
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where we used the notations: α ≥ β if αi ≥ βi for 1 ≤ i ≤ n,
(
α
β
)
= α!β!(α−β)! , for
α, β ∈ Nn and one can then prove [30]: α!∆α = Dα,
(
α+β
α
)
∆α+β = ∆α∆β .
Finally we note that the composition of two analytic functions is analytic ([30],
p. 70) and that the following Cauchy estimates and Taylor formula hold ([19], pp.
421-422):
Proposition A.2. Let r > 0, s > 0, let F ∈ Ar(kn), and let G , H be two elements
of As(kn), with ||G||s ≤ r and ||H||s ≤ r. Then the following estimates hold:
• (Cauchy’s estimates) ||∆αF ||r ≤ ||F ||rr|α| for all α ∈ Nn;• F ◦G ∈ As(kn) and ||F ◦G||s ≤ ||F ||r;
• (Taylor’s formula)
||F ◦ (G + H)− F ◦G||s ≤ ||F ||r
r
||H||s
||F ◦ (G + H)− F ◦G−DF ◦G ·H||s ≤ ||F ||r
r2
||H||2s
Appendix B. Proof of the Bruno counting lemma. In this section we give the
proof of Lemma 4.9: the Bruno counting lemma for germs. The proof of Lemma 5.4
(the vector ﬁelds case) can be done in a similar way and we omit it.
B.1. Proof of Lemma 4.9. Let us recall brieﬂy the object of the Lemma. We
are considering rooted labeled trees ϑ, any line produces a divisor and we want to
count the number of lines producing “small divisors”, i.e. the number of lines on
scale k for some integer k. The way these small divisors accumulate give rise to the
arithmetical condition needed to prove the convergence of the series involved. We
can then prove
Lemma 4.9 (Bruno’s Counting Lemma). The number of lines on scale k in a
rooted labeled tree veriﬁes the following bound:
Nk(ϑ) ≤
{
0 if |ν¯ϑ| < pk
2
⌊
|ν¯ϑ|
pk
⌋
− 1 if |ν¯ϑ| ≥ pk .
(B.1)
where x denotes the integer part of the real number x. We recall that νϑ is the
total momentum of the tree and ν¯ϑ = νϑ − βv1 , being v1 the root line of ϑ.
Proof. Consider ﬁrstly the case |ν¯ϑ| < pk. Because for any w ∈ ϑ we have: |νϑ| ≥
|νw |, we conclude that no one line is on scale k: Nk(ϑ) = 0.
Consider now the case |ν¯ϑ| ≥ pk. If ϑ ∈ TN for N ≥ 1 then using the standard
decomposition of the tree ϑ = (t, ϑ1, . . . , ϑt), being t the degree of the root v1,
ϑi ∈ TNi and N1 + · · ·+ Nt = N − 1, we have
Nk(ϑ) = sv1 (k) + Nk(ϑ
1) + · · ·+ Nk(ϑt) (B.2)
νϑ = αv1 − βv1 + νϑ1 + · · ·+ νϑt . (B.3)
We will prove (B.1) by induction of the total momentum of the tree. We will
distinguish several cases.
case A) sv1 (k) = 0 Because |νϑi | < |νϑ| for all i = 1, . . . , t we can use the induction
hypothesis and from (B.2) we get
Nk(ϑ) = Nk(ϑ1) + · · ·+ Nk(ϑt)
≤ 2
⌊ |ν¯ϑ1 |
pk
⌋
− 1 + · · ·+ 2
⌊ |ν¯ϑt |
pk
⌋
− 1 ,
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from which the thesis follows using (B.3) and the hypothesis |ν¯ϑ| ≥ pk.
case B) sv1 (k) = 1 We now consider 3 subcases.
case B.1) t = 0 Then (B.2) gives Nk(ϑ) = 1 and the thesis follows recalling that
|ν¯ϑ| ≥ pk.
case B.2) t ≥ 2 Then (B.2) gives
Nk(ϑ) ≤ 1 + 2
⌊ |ν¯ϑi1 |
pk
⌋
− 1 + 2
⌊ |ν¯ϑi2 |
pk
⌋
− 1 ,
and again the thesis follows using |ν¯ϑ| ≥ pk.
case B.3) t = 1 Equation (B.2) gives Nk(ϑ) ≤ 2
⌊ |ν¯ϑ1 |
pk
⌋
, so if
⌊ |ν¯ϑ1 |
pk
⌋
<
⌊
|ν¯ϑ|
pk
⌋
the thesis follows again. It remains the case
⌊ |ν¯ϑ1 |
pk
⌋
=
⌊
|ν¯ϑ|
pk
⌋
, namely
|ν¯ϑ| − |ν¯ϑ1 | < pk. Let v′1 be the root of ϑ1, let t′ be its degree and
consider the standard decomposition of the subtree ϑ1 = (t′, ϑ11, . . . , ϑ
t′
1 ).
Lemma 4.8 assures that sv′1 (k) = 0, so (B.2) (written for the standard
decomposition of ϑ1) reduces to:
Nk(ϑ) = 1 + Nk(ϑ11) + · · ·+ Nk(ϑt
′
1 ) .
We now consider the cases B.1, B.2 and B.3 for the subtrees ϑ1i . We claim
that if case B.1 or B.2 holds the proof is done, whereas in case B.3 the
proof is achieved only if the ﬁrst subcase holds, but the remaining case
can happen only a ﬁnite number of times, and so in this case too, the
proof is done.
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