1. Many investigations have been concerned with a squaro matrix P with non-negative coefficients (elements). It is remarkable that many interesting properties of P are determined by the set 2 of index pairs of positive (i.e. non-zero) coefficients of P, the actual values of these coefficients being irrelevant. Thus, for example, the number of characteristic roots equal in absolute value to the largest non-negative characteristic root p depends on 2 alone, if P is irreducible. If P is reducible, then 2 determines the standard forms of P (cf. § 3). The multiplicity of p depends on 2, and on the set S of indices of those submatrices in the diagonal in a standard form of Pw hich have p as a characteristic root. It has apparently not been considered before whether 2 and S also determine the elementary divisors associated with p. We shall show that, in general, the elementary divisors do not depend on these sets alone, but that necessary and sufficient conditions may be found in terms of 2 and 8 (a) for the elementary divisors associated with p to be simple, and (6) that there is only one elementary divisor associated with p.
3.
Our principal results will be enumerated in terms of the numbers Rfj {A, P) denned below. Let A he a square matrix x and let P be the diagonally symmetric partition [A tj ], i,j = 1,..., k. For i,j = 1,..., k we set r y ( A , P ) = 0iti*j and A tj = 0, and r {j ( A , P) = 1 if i = j , or if A {j 4= 0.
Where no confusion can arise we shall write r tj for r y (.4, P 
h = 1, h ± • A ± i 1 The field of the coefficients of A is here immaterial. But in the remaining sections we shall assume that all matrices occurring have real coefficients.
If A is a square matrix, then there exists a permutation matrix, T, for which A*=T~x AT can be partitioned [A*. ] 
, i,j=l
A; such that (1) A* = 0 if i<j, (2) A* , i = l,..., k, is irreducible. We shall call A* a standard form of A, and we shall say that A* is in standard form. In general, the standard form of A is not unique. If A 0 is a standard form of A, and A 0 .. , i = 1,..., I, are the irreducible matrices in its diagonal, then I• = 1c, and A 0 ^T~x A* 2',, where a is a permutation of (!,...,&) and T lt ..., T k are permutation matrices. Thus there exists a one-one correspondence between the irreducible submatrices in the diagonal of any two standard forms such that corresponding submatrices have the same characteristic roots. In particular, all standard forms have the same number of singular irreducible submatrices in the diagonal.
In view of what is to follow we shall examine the connection between the R {i {A, P) and a standard form of A. Proof. We must show t h a t ' iJ y = 0 whenever i < j ' is equivalent to ' r,j = 0 whenever i <j'.
Clearly ' R {j = 0 whenever i <j' implies ' r {j = 0 whenever i <j '. To prove the converse we note that if i <j, then any sequence (i, h n, j) contains two consecutive members I, m such that I < m. The lemma follows from the definition of R^. Hence by Lemma 1, if A* is in standard form and a (jS) < <r(a), then
Conversely let i? /5a = 0. Since by (1) i^o > R pi R ia it follows that R/ii Ria = 0 f°r * = !>••-. k. Hence we may partition (1, . . . , k) into three sets E lt E,, E 3 so that icE 1 if R fii = 1 a n d i ? i a = 0 ; ie E 2 if Rpt = i? ia = 0; and ieE 3 if R^ = 0 and R ia = 1. Let a be the permutation of ( (4), then y h also satisfies (5) by Lemma 2. Thus if B ha = 0 then y h = 0; and so if oc h = 0 then x h satisfies (7) for i = h. If B ha ,-\, then y h (>0, and by assumption A hh is non-singular. I t is known that the inverse of a non-singular irreducible M-matrix is strictly positive ( [2] , [4] ). Hence if x h = Aj^1 y h , then r A > 0, and .x h satisfies (7). We have thus constructed a vector x h satisfying (3) and (7), for i = h. The theorem follows by induction.
For the sake of completeness we shall prove the well-known •Corollary 1. Proof. Let a be the largest member of S. Then R fa = 0, whenever /?e<S, /? =t = a, and the corollary follows from Theorem 2.
It is also convenient to state Corollary 2 at this point. We now come to one of our main theorems. If Rfr = 0 whenever a, /? eS and a 4= /? then by Corollary 2 to Theorem 2, 0 has s linearly independent characteristic vectors associated with it. Suppose, conversely, that 0 has the s linearly independent characteristic vectors x l , ..., x' associated with it. By Lemma 3, we may assume that z l , ...,x" satisfy (S). Let us assume that for some a, /J eS, 0 4= jS, we have E^= 1. We shall obtain a contradiction. We may choose a, /? so that -B 3a = ] , / 3 > a and j9 -a ^ /S' -a' for all a', P'eS, a 4= fi, for which R ev = 1 . If a < y £S 8 <i jS and y, 8tS then JR iy = 0 unless y -a and 8 = £. Let 
where s is again the multiplicity of 0. 
