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1. Introduction
Lie groupoids serve as models for certain geometric spaces which cannot be appropriately described in terms of classical
notions like “topology” or “manifold”: orbifolds [1,2], spaces of leaves of foliations [3,4], differentiable stacks [5,6]. These
“higher order” spaces have by now earned the status of basic objects in many areas of pure mathematics [7,8] and mathe-
matical physics [9]. Valuable information about these (when considered from the traditional point of view “badly behaved”)
spaces can be obtained by studying the Lie groupoids representing them. The latter have very nice properties and lend
themselves to investigation by means of differential geometric or representation theoretic (algebraic) tools.
The main purpose of the present note is to draw attention on a few new open problems in the research ﬁeld of Lie
groupoids. These problems all concern the global topological structure (up to Morita equivalence) of proper Lie groupoids
and may be placed among the so-called presentation (or normal form) problems for that kind of groupoids—such as, for
example, the global quotient conjecture for noneffective orbifolds [1,2,10]. A secondary purpose is to supply evidence for
a claim contained in [11, Example 4.13] but not proven therein, which concerns a special case of one of the problems we
are going to propose. We decided to publish the proof of that claim separately in order to avoid getting into rather lengthy
technical details for what was, after all, just a remark; besides, the proof was essentially self-contained.
Let us begin by discussing the above-mentioned problems and the reasons why they are of interest to us. The essential
background on Lie groupoids which is necessary to follow the explanation below and the few notations which we shall be
using without comment throughout the paper have been collected in the next section for the reader’s convenience.
First of all, we need some terminology.
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G. Trentinaglia / Topology and its Applications 158 (2011) 708–717 709Deﬁnition 1. We say that a proper Lie groupoid G admits enough representations, or that it is reﬂexive, if for each base
point x there exists a representation G → GL(E) of G on some smooth vector bundle E whose restriction Gx → GL(Ex) to
the isotropy group Gx = G(x, x) is injective.
Deﬁnition 2. Call a representation G → GL(E) of a Lie groupoid G on a smooth vector bundle E effective at a base point x if
the kernel of its restriction Gx → GL(Ex) to the isotropy group Gx is contained in the ineffective part1 of Gx . We say that
a representation is (globally) effective if it is effective at each base point. We call a proper Lie groupoid parareﬂexive if it
admits enough effective representations, i.e. for each base point x there exists some representation which is effective at x.
We ask the following questions:
(1) For an arbitrary connected proper Lie groupoid, does the property of reﬂexivity imply that the groupoid is Morita
equivalent to the translation groupoid associated with a smooth, compact Lie group action?
(2) Is every proper Lie groupoid parareﬂexive? If not, is there a simple explicit characterization of parareﬂexivity for proper
Lie groupoids?
(3) Does every parareﬂexive proper Lie groupoid admit a globally effective representation?
Our interest in these problems comes from our own investigations into the theory of representations of Lie groupoids
on vector bundles [11]. The property of reﬂexivity is, for a proper Lie groupoid G , equivalent to the property that the
Tannakian bidual T (G) exists (as a Lie groupoid) and is isomorphic to G; compare [11, Deﬁnition 2.6 and Theorem 2.9].
Parareﬂexive proper Lie groupoids, on the other hand, are precisely those proper Lie groupoids G whose Tannakian bidual
T (G) exists (as a Lie groupoid) possibly without being isomorphic to G; what one can say, in this case, is that there is a
canonical surjective submersion of Lie groupoids from G onto T (G), and that G and T (G) have isomorphic categories of
representations on smooth vector bundles [11, Theorem 4.11 and Proposition 3.2].
All examples of connected, reﬂexive, proper Lie groupoids known to us are, up to Morita equivalence, of the form G  X
for some smooth action of a compact Lie group G on a manifold X ; conversely, any Lie groupoid of this form must be re-
ﬂexive. We are led, therefore, to question (1). Any related progress would constitute an advance in the overall understanding
of the duality theory of proper Lie groupoids.
Proper Lie groupoids need not be reﬂexive [11, Example 2.10]. This unfortunate circumstance makes parareﬂexivity a
highly nontrivial property. One can show that all regular proper Lie groupoids are parareﬂexive [11, Corollary 4.12] although
possibly not reﬂexive. We know at present of no example of a proper Lie groupoid that is not parareﬂexive. For this reason
we ask question (2).
Finally, in the connected case, question (3) is essentially a reformulation of question (1). One easily sees that the existence
of a globally effective representation implies, for an arbitrary (connected) proper Lie groupoid, that the groupoid is Morita
equivalent to an extension of the form
1→ B ↪→ G  G  X → 1 (1)
where B is a bundle of compact Lie groups and G is a compact Lie group acting smoothly on a manifold X . (More informa-
tion can be found in the proof of Corollary 4 below.) Any progress with question (3) would lead to interesting results about
the global topological structure of proper Lie groupoids.
We next proceed to describe the result contained in this note. Let us say that a proper Lie groupoid G has orbit codimen-
sion at most n if every G-orbit is a submanifold (of the base manifold of G) of codimension  n.
Theorem 3. Let G be a connected, proper Lie groupoid having orbit codimension two at most. Then G admits a globally effective
representation. In particular, every proper Lie groupoid having orbit codimension at most two is parareﬂexive.
We are not interested in claims to originality. This result simply represents a ﬁrst step in the analysis of the problems
proposed above. Even in such a simple case, there seem to be technical details which must be carried out, and we believe
it useful for future investigations to write these down carefully. Note that the theorem implies that if a counterexample to
parareﬂexivity is ever to be found, then it will involve a proper Lie groupoid whose base manifold will be three-dimensional
at least.
Corollary 4. Every Lie groupoid as in the theorem ﬁts, possibly after replacement with a Morita equivalent Lie groupoid, in a short
exact sequence of the form (1).
Proof. Let, more generally, G be an arbitrary connected proper Lie groupoid admitting a globally effective representation
χ : G → GL(E).
1 Roughly speaking, this is the normal subgroup of Gx formed by those arrows whose transversal inﬁnitesimal action on the base manifold of G is trivial;
the precise deﬁnition may be found at the end of Section 2.
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rem 4.11], the Tannakian bidual T (G) exists as a Lie groupoid and the canonical homomorphism π : G → T (G) is an
epimorphism (that is, a surjective and submersive homomorphism) of Lie groupoids over the same base manifold. By the
ﬁrst homomorphism theorem for Lie groupoids and by the deﬁnition of π [11, 2.4], there exists a unique representation
χ˜ : T (G) → GL(E) such that χ˜ ◦π = χ .
We contend that χ˜ is also globally effective. This is essentially a direct consequence of the deﬁnitions (cf. Section 2) and
of the fact that π induces the identity map on the level of base points. One easily checks that for every base point x, the
restriction πx : Gx → T (G)x maps the ineffective part of Gx onto that of T (G)x , and the kernel of χx : Gx → GL(Ex) onto that
of χ˜x .
Now T (G) is, by its very deﬁnition [11, 1.5], a reﬂexive (proper) Lie groupoid. For any connected, reﬂexive proper Lie
groupoid, the existence of a globally effective representation evidently implies also the existence of a (globally) faithful
representation. By a well-known result (e.g., see [12, §5]), this implies in turn that the Tannakian bidual T (G) must be
Morita equivalent to a translation groupoid G  X , with G compact. The rest of the proof is obvious. 
Structure of the paper. The paper is organized as follows. In the next section we recall the necessary background on
Lie groupoids and ﬁx some basic notations. Section 3 outlines the proof of the theorem. Technical details are worked out
in Section 4 and in Appendix A. The numbering of deﬁnitions, lemmas, remarks, etc., is uniform throughout the paper and
independent of the subdivision into sections.
2. Background and notations
This section contains a quick review of basic notions. For more information, we refer the reader to Chapters 5–6 of the
classical textbook by Moerdijk and Mrcˇun [4].
Let G = {G1
s
⇒
t
G0} be a Lie groupoid. The manifold G0 is called the base of G . We let G(x, x′) denote the set of all arrows
whose source is the object x and whose target is the object x′ , and we use the abbreviation Gx for the isotropy group
G(x, x). We will not make any distinction, notationally, between an object and the corresponding unit arrow. We write g′g
for the composition of two arrows, and g−1 for the inverse. One says that G is compact when G1 is a compact Hausdorff
manifold. However, the appropriate generalization to Lie groupoids of the notion of compactness is the following notion of
properness: G is proper when G1 is Hausdorff and the map G1 → G0 × G0 which sends g → (s(g), t(g)) is proper in the
usual sense.
Any Lie group G is an example of a Lie groupoid if we take G1 = G and G0 =  (a single point). Any smooth manifold
M can be viewed as a Lie groupoid by taking G1 = G0 = M . Less trivial examples, which play a central role in the present
paper, are the so-called linear groupoids and the translation groupoids. Let E be a smooth, constant rank vector bundle
over a smooth manifold M . The linear groupoid GL(E) is the Lie groupoid with base M whose arrows from a base point x to
another base point x′ are the linear isomorphisms Ex →˜ Ex′ between the ﬁbres of E corresponding to x and x′ . Let G be a
Lie group acting smoothly on a manifold M from the left. The translation groupoid G  M is the Lie groupoid over M whose
manifold of arrows is the Cartesian product G ×M , whose source and target are respectively the projection onto the second
factor (g, x) → x and the action (g, x) → g · x, and whose composition law is (g′, x′)(g, x) = (g′g, x). When G is compact,
G  M is proper.
A Lie groupoid G is said to be regular, when the anchor map ρ : g → TM of the Lie algebroid of G has locally constant
rank as a morphism of vector bundles over M . If G is regular then the image of the anchor map ρ is a subbundle of the
tangent bundle of M which is also integrable and hence determines a foliation of M .
A homomorphism of Lie groupoids is a smooth functor. More precisely, a homomorphism φ : G → H consists of a pair
of smooth maps φ0 : G0 → H0 and φ1 : G1 → H1 compatible with the groupoid structures as in the usual deﬁnition of
a functor. When H = GL(E) is the linear groupoid associated with a vector bundle E over G0 and φ0 is the identity map
on G0, we call φ a representation of G . The intuition behind this is that φ represents each arrow g ∈ G(x, x′) by a linear
isomorphism φ(g) : Ex → Ex′ in a smooth, functorial way. When G = G is a Lie group, one recovers the usual notion of a
representation on a ﬁnite-dimensional vector space.
For each arrow g ∈ Gx in the isotropy group of a Lie groupoid G at a base point x one obtains a well deﬁned linear
automorphism of the quotient tangent space Nx := T x(X)/T x(Ox) (consisting of all tangent vectors “orthogonal” to the
G-orbit
Ox := G · x =
{
t(g)
∣∣ g ∈ G1 with s(g) = x})
by ﬁrst choosing an arbitrary local bisection σ : U ↪→ G , s ◦ σ = idU , t ◦ σ : U →˜ U ′ with σ(x) = g and then taking the
quotient linear map induced on Nx by the tangent map T x(t ◦ σ). In fact, one obtains a continuous representation of the
Lie group Gx on the vector space Nx , which we shall denote by μx . When g belongs to Kerμx we say that the arrow g is
ineffective. The subgroup of Gx formed by all the ineffective arrows will be called the ineffective part of Gx .
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Let G ⇒ M be a (connected) proper Lie groupoid. (Recall that a Lie groupoid is said to be connected when its orbit space
is a connected topological space.)
We shall let Mpr denote the set of all base points x ∈ M such that the whole isotropy group of G at x is ineffective,
i.e., such that kerμx = Gx . From the explicit description of μx given above it follows immediately that Mpr is a G-invariant
subset of M . Moreover, by the properness of G , Mpr must be open; this is an obvious consequence of the local linearizability
theorem for proper Lie groupoids [8, Section 7.4, p. 218]. We shall denote by Gpr⇒ Mpr the Lie groupoid induced on Mpr by
restriction, and call this the principal part of G . Our terminology here is in agreement with Bredon’s [13, §IV.3 and especially
Theorem IV.3.2(iii)].
Incidentally, we observe that Mpr must be dense in M . This follows immediately from the local linearizability theorem
and [13, Theorem IV.3.1]; for any linear slice i : V ↪→ M , Mpr ∩ i(V ) must be relatively dense in i(V ).
Of course Gpr ⇒ Mpr is a regular proper Lie groupoid. Hence the isotropy bundle I(Gpr) is an embedded submanifold
of Gpr and, in fact, a locally trivial bundle of compact Lie groups over Mpr [14]. Note that by the local linearizability
theorem and by [13, Theorem IV.3.1], connectedness of G implies connectedness of Gpr, so the ﬁbres of I(Gpr) → Mpr are
all isomorphic (as Lie groups).
5. Component representation. Let K s= t−→ M be any bundle of compact Lie groups. Suppose that all the isotropy groups of K
are isomorphic to a ﬁxed compact Lie group K . Let π0(K ), and, for each x ∈ X , π0(Kx), denote the ﬁnite group obtained by
factoring out the identity connected component. Then there is a canonical representation of K on a vector bundle R = RK
over X , of rank equal to the order N of π0(K ), to be called the component representation of K and to be denoted by 	 = 	K ,
deﬁned as follows.
For each base point x ∈ X , let
Rx := C0
(
π0(Kx),C
)≈ CN (2)
be the vector space of all complex functions on π0(Kx). The local triviality of K → X yields an evident smooth vector
bundle structure on R =∐ Rx → X . Let k ∈ Kx act on Rx by right translation: for all f : π0(Kx) → C,
	(k)( f ) := f ◦ π0
(
τ k
)
(3)
where π0(τ k) denotes the permutation on π0(Kx) induced by the right translation diffeomorphism τ k : h → hk of Kx onto
itself.
Lemma 6. Let H ⇒ B be a connected, principal, proper Lie groupoid. Suppose that the orbit foliation of the base manifold B has
codimension one. Then there exists a representation η : H → GL(E) which induces on the isotropy bundle I(H) → B, locally over B
and up to isomorphism, the component representation 	I(H) .
Proof. Since H⇒ B is a principal Lie groupoid, the orbit space X = B/H, endowed with the evident functional structure
[13, §VI.1], is a smooth manifold. In fact, any principal linear slice S ⊂ B determines a C∞ parameterization of the open
subset φ(S) of X via the quotient projection φ : B → X ; hence, by our assumptions, X is one-dimensional. Moreover, since
H is proper, X must be Hausdorff.
Select a sequence {Si}i=1,2,... of principal linear slices (Si ≈ R and H|Si ≈ H × R for some compact Lie group H) with
B =⋃∞i=1 H · Si . For each k, put Bk :=⋃ki=1 H · Si . By rearranging the sequence if necessary, we may assume Sk+1 ∩ Bk = ∅
for all k (here we use the connectedness of H).
Next, select an invading sequence of open subsets
· · · ⊂ V p ⊂ V p ⊂ V p+1 ⊂ · · · ⊂ B
with φ(V p) compact. It is no loss of generality to assume V p to be invariant. For eack k, let p(k) be the greatest p  k such
that V p ⊂ Bk .
(Inductive step.) Suppose a representation ηk : Hk → GL(Ek) as in the statement of the lemma has been constructed for
Hk := H|Bk . Put S := Sk+1 and V := V p(k) . By the initial remarks, the intersection S ∩ Bk is of the form (−∞,a)∪ (b,∞) or
(a,b) in any parameterization S ≈ R. It is then clear that we can ﬁnd open subsets Σ ⊂ S and U ⊂ Bk with
V ⊂ U , V ∩ Σ = ∅, U ∪ (H · Σ) = Bk ∪ (H · S)
so that there is an isomorphism of representations on U ∩Σ between Ek and R . By a standard Morita equivalence argument,
we obtain a representation ηk+1 : Hk+1 → GL(Ek+1) which still satisﬁes the inductive hypothesis and moreover is globally
isomorphic to ηk over V .
Finally, deﬁne the representation η on E to be the inductive limit of the partial representations ηk|V p(k) on Ek|V p(k) . 
Remark 7. The above proof makes essential use of the ‘codimension = 1’ hypothesis and of the fact that the component
representation is deﬁned intrinsically in terms of the groupoid structure.
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words, that
sup
m∈M
dim(TmM/TmOm) 2. (4)
By the connectedness of G , the dimension of the normal space Nm := TmM/TmOm is the same for all m ∈ Mpr. We shall
call the common dimension of these spaces the principal codimension of G . The latter equals the dimension of the manifold
Xpr := Mpr/Gpr. Observe that Xpr is a dense open subspace of the orbit space X = M/G .
We will now indicate how to obtain an effective representation of G in different ways, according to whether the principal
codimension of the groupoid equals zero, one, or two.
9. Principal codimension zero. In this case the singular set M ! := M \ Mpr is empty and G is transitive. Hence there actually is
a faithful representation, by Morita equivalence to a compact Lie group.
10. Principal codimension one. Let m ∈ M ! be a singular base point, and consider any linear slice at m
R
d ≈ V ⊂ M, G|V ≈ G  Rd
for some let us say orthogonal action G → GL(Rd) of the isotropy group G := Gm . One has the following possibilities:
(i) d = 1, and G → O(R) = {±Id} is a nontrivial action with orbits {±t} where t ∈ R;
(ii) d = 2, and G → O(2) := O(R2) is a spherical action, i.e. one whose orbits are the circles x2 + y2 = r2, r  0.
From this remark it follows in particular that X ! := X \ Xpr is a discrete subset of the orbit space X = M/G (that is, all its
points are isolated in X ). Hence we can assign each x ∈ X ! an open neighbourhood Ωx so that Ωx ∩ Ωx′ = ∅ for x = x′ ∈ X ! .
Let us ﬁx for each x ∈ X ! some m :=mx ∈ M ! with x = φ(m) where φ : M → X denotes the projection onto the quotient, and
some (orthogonal) linear slice V := Vx at m with φ(V ) ⊂ Ωx .
We contend that for each orthogonal compact Lie group action G → O(Rd) as in (i) or (ii) one can ﬁnd an effective
representation Φ : G  Rd → GL(C2N ) (where C2N = Rd × C2N ) so that its restriction to the isotropy bundle over (Rd)pr =
R
d \ 0 is locally isomorphic to twice the component representation. This is clear in the case (i) (compare Remark 12 below)
and shall be proved in the next section for actions of type (ii). Taking this for granted, ﬁx one such representation for each
linear slice Vx and call it Φx . Choose also a representation η : Gpr → GL(E) as in the statement of Lemma 6. Then there are
invariant open subsets U ⊂ Mpr and Bx ⊂ Vx such that
U ∪
⋃{
Ux: x ∈ X !
}= M
where Ux := G · Bx and moreover U ∩ Ux = G · Σ for some Σ := Σx ⊂ Vx of the form (a,b) × Rd−1 ⊂ Rd (a < b positive)
with
Φx|Σ ≈ RG|Σ ⊕ RG|Σ ≈ η|Σ ⊕ η|Σ
as representations of G|Σ = I(G|Σ). The usual Morita equivalence argument allows one to glue together these representa-
tions into a global representation which has to be isomorphic to η ⊕ η on U and to Φx on Bx and is therefore effective.
11. Principal codimension two. In this case the groupoid is regular. Hence the result follows immediately from [11, Corol-
lary 4.12].
12. Remark on spherical orthogonal actions of rank one. Let μ : G → O(1) = {±I} be a rank one orthogonal linear action of a
compact Lie group G with spherical orbits {±t}. Put K := kerμ. Clearly K = Gt for all t = 0 where Gt denotes the stabilizer
at t . Also, the connected components of the identity in Gt and in G are the same; in symbols, (Gt)(e) = G(e) . Hence, it will
be no loss of generality to assume that G is discrete.
Now let 	G : G ↪→ GL(RG) be the (right) regular representation of the (ﬁnite) group G . One has
RG = C0(G,C) = C0(K ,C) ⊕ C0(G \ K ,C) ≈ RK ⊕ RK
equivariantly as K -modules. The obvious extension of 	G
Φ : G  R → GL(R × RG)
is then an effective (faithful) representation whose restriction to the isotropy subbundle over R \ 0 is isomorphic to twice
the component representation.
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Let G be a compact Lie group acting orthogonally and spherically on R2. In other words, let a continuous homomorphism
μ : G → O(2) = O(R2) be given such that the orbits of the corresponding action G R2 are the circles{
(x, y) ∈ R2 ∣∣ x2 + y2 = r2}, r  0.
Our goal in this section is to construct an effective representation Φ : G  R2 → GL(C2N) such that its restriction to the
isotropy bundle over R2 \ 0 is locally isomorphic to the direct sum of two copies of the component representation. Clearly,
it will be enough to ﬁnd a continuous homomorphism of groups ϕ : G → GL(C2N ) such that kerϕ ⊂ K and ϕ|G1 ≈ 	G1 ⊕	G1
where G1 denotes the stabilizer subgroup at (1,0) ∈ R2. For then Φ , deﬁned by
Φ(g, z) · (z, v) := (μ(g)(z),ϕ(g)v),
will have the desired properties.
We start with some remarks. Let G(e) denote the identity component of G and μ(e) : G(e) → SO(2) the restriction of μ
to G(e) . Our ﬁrst remark is that G(e) ∩ K = G(e) ∩ G1 where K = kerμ and G1 denotes the stabilizer at (1,0) ∈ R2. Indeed,
for every x ∈ G(e) the matrix μ(e)(x) ∈ SO(2) has no nonzero ﬁxed vectors unless x ∈ K . Next, we observe that the composite
G1 ⊂ G → G/G(e) is a surjective homomorphism of groups. Indeed, if U is a connected component of G and g0 ∈ U , then
g0−1 · U = G(e) and hence
U · (1,0) = g0 · G(e) · (1,0) = g0 · S1 = S1 by sphericity,
so there exists some g ∈ U with g · (1,0) = (1,0); this says that U ∩ G1 = ∅. From the ﬁrst remark it follows that (G1)(e) ⊂
G(e) ∩ K and therefore that (G1)(e) = (G(e) ∩ K )(e) is a normal subgroup of G contained in K . Hence by factoring out (G1)(e)
we are reduced to the special case where the stabilizer G1 is ﬁnite. This will be our assumption for the remainder of the
section.
By sphericity, the homomorphism μ(e) : G(e) → SO(2) = S1 must be surjective. In particular, μ(e) must be nontrivial,
hence submersive. The kernel kerμ(e) = G(e) ∩ K = G(e) ∩ G1 is ﬁnite. It follows that μ(e) is a ﬁnite-sheeted covering
of S1 and that G(e) is one-dimensional. Let α : R → G(e) be the unique Lie group homomorphism such that μ(e) ◦ α =
exp : R → S1. Being surjective, α induces an isomorphism of Lie groups S1 ≈ G(e) . Thus the subgroup C := G(e) ∩ K ⊂ G(e)
must be cyclic. Let us pick a generator:
C = 〈c0〉 =
{
c0, c0
2, . . . , c0
q = e} (5)
where q = |C | is the order. Let H denote the kernel of the restriction μ|G1 : G1 → O(2), and put H ′ := G1 \ H . We will now
show that for each g ∈ G1{
gxg−1 = x ∀x ∈ G(e) when g ∈ H ,
gxg−1 = x−1 ∀x ∈ G(e) when g ∈ H ′. (6)
To begin with, G(e) ≈ S1 implies Aut(G(e)) = {id,χ} where χ stands for the inverse x → x−1. Since G(e) is normal in G ,
each g ∈ G1 acts on G(e) by conjugation and thus induces an automorphism cg ∈ Aut(G(e)). Hence, either gxg−1 = x for all
x ∈ G(e) , or gxg−1 = x−1 for all x ∈ G(e) . Suppose ﬁrst g ∈ H . By deﬁnition of H , μ(g) = ( 1 0
0 1
)
. Therefore, if gxg−1 = x−1
∀x ∈ G(e) then μ(x)−1 = μ(x) ∀x ∈ G(e) and hence, by connectedness, μ(x) = ( 1 0
0 1
) ∀x ∈ G(e) , which contradicts the ﬁniteness
of G(e) ∩ K . Suppose on the other hand that g ∈ H ′ . Then μ(g) = ( 1 0
0 −1
)
. If one assumes that gxg−1 = x ∀x ∈ G(e) then one
gets a contradiction as before.
The induced representation μ|G1 : G1 → O(2) embeds into the direct sum of two copies of the (real) regular representa-
tion R ⊕ R := RG1 ⊕ RG1 as the two-dimensional submodule
T := T1 ⊕ T2 :=
〈 ∑
g∈G1
eg
〉
⊕
〈∑
h∈H
eh −
∑
h′∈H ′
eh′
〉
⊂ R ⊕ R (7)
where eg denotes the standard basis vector given by the function with value one at g ∈ G1 and zero everywhere else.
Identify R := C0(G1,R) = L2(G1,R) where G1 is given the probability Haar measure. The orthogonal complement of the
submodule (7) is then
Λ := Λ1 ⊕ Λ2 :=
{
f ∈ C0(G1)
∣∣∣ ∑
g∈G1
f (g) = 0
}
⊕
{
f ∈ C0(G1)
∣∣∣∑
h∈H
f (h) =
∑
h′∈H ′
f (h′)
}
⊂ R ⊕ R (8)
where R = Ti ⊕ Λi (i = 1,2).
We now proceed to show how to extend the action of G1 on Λ to an action of the whole group. (In the end we shall
deﬁne ϕ as the complexiﬁed direct sum of μ and this extended representation.) We distinguish two cases.
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n = N − 1.
Choose an arbitrary orthonormal basis for the G1-submodule (8) Λ ⊂ R ⊕ R , and let Π1 : G1 → O(2N − 2) = O(2n) be
the corresponding orthogonal representation. Note that N coincides with the rank of the G1-module R . We contend that
Π1 can be extended to a continuous representation Π : G → O(2n). Of course, we may assume n 1.
To begin with, we remark that Π1(C) ⊂ SO(2n). Indeed, on the one hand, from the inclusion C = G(e) ∩ K ⊂ K we deduce
that detμ(c) = det(id) = +1 for all c ∈ C . On the other hand, from the identity (of G1-modules) T⊕ Λ = R ⊕ R we obtain
detμ(c)detΠ1(c) = det
[
μ(c) 0
0 Π1(c)
]
= det
[
	(c) 0
0 	(c)
]
= [det	(c)]2 = +1
(because 	 : G1 → O(N) is orthogonal) so that, in fact, detΠ1(c) = +1 for all c ∈ C .
Let c0 be the chosen generator for the cyclic group C as in (5). Put P0 = Π1(c0) ∈ SO(2n). Then P0q = I2n (identity 2n×2n
matrix). Every element of SO(2n) is conjugated in SO(2n) to an element of the standard maximal torus T (n) consisting of
all block-diagonal matrices of the form
R(θ1, . . . , θn) := diag
(
R(θ1), . . . , R(θn)
)
, θ1, . . . , θn ∈ R,
where R(θ) denotes the 2 × 2 matrix ( cos θ − sin θ
sin θ cos θ
) ∈ SO(2). Compare [15, Theorem (3.4)]. Thus, at the expense of replacing
the representation Π1 by an orthogonally equivalent one, we may assume that P0 = R(θ1, . . . , θn) for some real numbers
−π  θ1, . . . , θn < π .
We shall presently prove the existence of an extension Π : G → O(2n) under the assumption that −π < θ1, . . . , θn < π .
This assumption is certainly true when q is odd, because of the identity P0q = I2n . By the previously noticed surjectivity of
the map G1 ⊂ G  G/G(e) , it will be enough to show that there is a continuous group homomorphism Υ : G(e) → SO(2n)
which restricts to Π1 on C = G(e) ∩ G1 ⊂ G(e) and satisﬁes the equation
Υ
(
g1xg1
−1)= Π1(g1)Υ (x)Π1(g1)−1 ∀x ∈ G(e) ∀g1 ∈ G1, (9)
for then we can deﬁne Π(g) := Π1(g1)Υ (x) for all g = g1x ∈ G . In order to construct Υ , we observe that, by our assumption
on θ1, . . . , θn and by Proposition 15 in combination with Remark 16 (see Appendix A below), there exists a unique one-
parameter subgroup
α : R → SO(2n) with α(1) = R(θ1, . . . , θn) = P0,
∥∥α˙(0)∥∥< π, (10)
namely t → exp[t X(θ1, . . . , θn)] (the notations of Appendix A are in use). As observed above, for each g1 ∈ G1 we must have
g1xg1−1 = x±1 for all x ∈ G(e) , the sign ± depending only on g1. Accordingly,
α(1)±1 = Π1(g1)α(1)Π1(g1)−1.
Now, for each orthogonal matrix R ∈ O(2n) the curves t → Rα(t)R−1 and t → α(t)−1 deﬁne one-parameter subgroups
RαR−1 and α−1 in SO(2n) for which the estimates∥∥(RαR−1)′(0)∥∥= ∥∥Ad(R) · α′(0)∥∥ ∥∥α′(0)∥∥< π
and ‖(α−1)′(0)‖ = ‖ − α′(0)‖ < π still hold, by Remark 17. By the uniqueness argument mentioned before, we see that
α(t)±1 = Π1(g1)α(t)Π1(g1)−1 ∀t ∈ R.
14. The even order case. Suppose q = |C | = 2p, 1 p ∈ N. Deﬁne N and n as before. For each g1 ∈ G1, introduce the following
subspace of R = C0(G1)
Θg1 :=
{
f ∈ C0(G1)
∣∣∣ q∑
i=1
f
(
g1c0
i)= 0, supp f ⊂ g1C}, (11)
c0 being the chosen generator for the cyclic group C . Since g1C ⊂ H when g1 ∈ H , and g1C ⊂ H ′ when g1 ∈ H ′ , Θg1 is
always a subspace of both Λ1 and Λ2 and hence so is
Θ :=
⊕
g˜1∈G1/C
Θg1 ⊂ R. (12)
The dimension of Θ is [G1 : C](q−1) = (N/q)(q−1). The orthogonal complement of Θi in Λi (where the notation Θi simply
indicates that we regard Θ as a subspace of Λi) is the subspace Θi ′ = { f ∈ Λi | f (g1) = f (g1c0) ∀g1 ∈ G1} (of dimension
N/q − 1). Now,
(i) the generator c0 ∈ C ﬁxes each Θg1 , hence in particular the whole of Θ , and acts as the identity on the complement Θi ′;
(ii) for each g, g1 ∈ G1 and every f ∈ C0(G1), one has f ∈ Θg ⇔ g1 · f ∈ Θgg −1 .1
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whether g1 ∈ H or g1 ∈ H ′).
Next, let us concentrate on the action of c0 on a single subspace Θg , for g ∈ G1 ﬁxed. The (−1)-eigenspace for the action
of c0 on Θg
Λg := 〈λg〉 := 〈eg − egc0 + · · · + egc0q−2 − egc0q−1〉 =
〈 q∑
i=1
(−1)iegc0 i
〉
⊂ Θg (13)
is one-dimensional. Note that since q = 2p is even, the (−1)-eigenvector λg ∈ Θg possesses the axial symmetry
λg
(
gc0
i)= λg(gc0−i)
so that g1 ·λg = λgg1−1 for all g, g1 ∈ G1. Consider the orthogonal decomposition Θg = Λg ⊕Λ′g . Any g1 ∈ G1 will map each
complement Λ′g bijectively onto (Λgg1−1 )
′ . Introduce the vectors⎧⎪⎨⎪⎩
λ
g
1 := λg (g ∈ G1),
λh2 := λh (h ∈ H),
λh
′
2 := −λh′
(
h′ ∈ H ′). (14)
From the equation g1 · λg = λgg1−1 and the fact that gg1−1 ∈ H ⇔ both g and g1 belong to H or both belong to H ′ , we
obtain the following transformation rules: (a) g1 · λg1 = λgg1
−1
1 for all g, g1 ∈ G1; (b) h · λg2 = λgh
−1
2 for all h ∈ H , g ∈ G1;
(b′) h′ · λg2 = −λgh
′−1
2 for all h
′ ∈ H ′ , g ∈ G1. Put Λgi := 〈λgi 〉 (i = 1,2) and
Λg := Λg1 ⊕ Λg2 ⊂ Λ. (15)
On this two-dimensional subspace of Λ, we ﬁx once and for all the distinguished basis {(λg1 ,0), (0, λg2)}.
We have a decomposition of Λ into G1-invariant direct summands
Λ =
[ ⊕
g˜1∈G1/C
Λg1
]
⊕
[ ⊕
g˜1∈G1/C
(
Λg1
′ ⊕ Λ′g1
)]⊕ [Θ ′1 ⊕ Θ ′2]. (16)
As in the preceding subsection, we are given a representation Π1 : G1 → GL(Λ), namely the G1-module Λ, and we would
like to extend it to a continuous representation Π : G → GL(Λ) of the whole of G on the same vector space. Of course, we
may deal with each direct summand separately.
The rightmost summand in (16) is a trivial G1-module; so, on that summand, we may extend Π1 by the trivial repre-
sentation.
The middle summand falls into the case already studied in Subsection 13, because it corresponds to an orthogonal G1-
action in which c0 acts with no −1 eigenvalue. By reasoning as before, one can obtain an extension on that summand by
using the results of Appendix A.
On the ﬁrst summand—call it W for brevity—one can construct an extension directly. Deﬁne a one-parameter subgroup
α : R → GL(W ) by
α(t) :=
⊕
g˜1∈G1/C
αg1(t) (17)
where αg1 (t) ∈ GL(Λg1 ) is the linear map represented by the 2×2 matrix ( cos t − sin t
sin t cos t
)
with respect to the distinguished basis
{(λg11 ,0), (0, λg12 )} for Λg1 . Note that the linear map αg1 (t) is well deﬁned, i.e., independent of the choice of a representative
g1 for the given coset g˜1 ∈ G1/C ; indeed λg1c0i = −λg1i for i = 1,2, so the distinguished basis associated to g1c0 is minus
that associated to g1 and therefore the same matrix represents the same linear map in either basis. Observe that α(π) =
−id = Π1(c0)|W . As in Subsection 13, we need to check that{
α(t) = Π1(h)α(t)Π1(h)−1 for h ∈ H ,
α(t)−1 = Π1(h′)α(t)Π1(h′)−1 for h′ ∈ H ′.
(18)
For each g1, g ∈ G1, the linear automorphism Π1(g)|W ∈ GL(W ) maps the subspace Λg1 onto the subspace Λg1 g−1 . On the
other hand, α(t) maps Λg1 and Λg1 g
−1
into themselves by construction. Thus we can check the identities (18) for g = h,h′
in the distinguished bases of Λg1 and Λg1 g
−1
. This is straightforward, in view of the transformation rules (a), (b) and (b′)
stated immediately after (14).
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The Lie group G = SO(n) is semisimple for all n  3. In fact, Z(SO(2p − 1)) = {I} and Z(SO(2p)) = {±I} for all p  2.
Compare [15, Remark (3.14) p. 201], and [16, p. 102]. Thus Lazard–Tits’ criterion [17, Théorème (2.1)], which requires the
connected component of the centre Z0(G) to be simply connected, can be applied when G = SO(n).
The Lie algebra g = so(n) is given by the n × n, skew-symmetric real matrices X ∈ Matn×n(R), t X = −X (the Lie bracket
being the usual anti-commutator [X, Y ] := XY −Y X ). Make the identiﬁcation Matn×n(R) = End(Rn), put the euclidean norm
on Rn , and let ‖X‖ denote the usual operator norm on End(Rn). Since for this norm one has the inequality ‖XY‖ ‖X‖‖Y‖,
one obtains the following estimate for the Lie bracket∥∥[X, Y ]∥∥ 2‖X‖‖Y‖. (19)
We will see that the factor two here is actually the norm of the bilinear form (X, Y ) → [X, Y ]; in other words, (19) is the
best estimate possible. If we put |X | := 2‖X‖ then the inequality (19) implies that the latter norm (on the Lie algebra g) is
admissible, i.e. satisﬁes∣∣[X, Y ]∣∣ |X ||Y |. (20)
Then it follows from [17, Théorème (2.1)] that the exponential mapping
X → exp(X) = I + X + X
2
2! + · · ·
of the Lie algebra g = so(n) into the respective Lie group G = SO(n) is injective on the open ball {X ∈ g: |X | < π} =
{X ∈ g: ‖X‖ < π/2}. It is our goal in the present appendix to show that the injectivity radius of the exponential mapping
exp : so(n) → SO(n) is actually twice as much.
Proposition 15. The injectivity radius of the exponential mapping with respect to the admissible norm |X | = 2‖X‖ on the Lie algebra
g = so(n) of the special orthogonal group G = SO(n) is exactly 2π .
Equivalently, the injectivity radius of the exponential mapping with respect to the operator norm ‖X‖ on g is exactly π .
This is actually the best we can hope for, in view of the ﬁrst of the following two remarks (which we will need in the proof
of the proposition).
Remark 16. The skew-symmetric, 2× 2 matrix X(θ) := ( 0 −θ
θ 0
)
exponentiates to R(θ) := ( cos θ − sin θ
sin θ cos θ
)
. More generally,
exp
⎛⎝ X(θ1) · · · 0... . . . ...
0 · · · X(θn)
⎞⎠=
⎛⎝ R(θ1) · · · 0... . . . ...
0 · · · R(θn)
⎞⎠ .
We shall let X(θ1, . . . , θn) denote the skew-symmetric, 2n × 2n matrix on the right-hand side. Note that ‖X(θ1, . . . , θn)‖ =
maxi=1,...,n |θi |.
Remark 17. The orthogonal matrices R ∈ O(n), R · t R = I act on the Lie algebra so(n) by X → RXR−1. In fact, RXR−1 =
Ad(R) · X is precisely the adjoint representation Ad : O(n) → GL(so(n)). Notice that each orthogonal matrix R ∈ O(n) pre-
serves the euclidean distance as an operator in End(Rn) and therefore ‖R‖ = ‖t R‖ = 1. It follows that∥∥Ad(R) · X∥∥= ∥∥R · X · t R∥∥ ‖R‖2‖X‖ = ‖X‖, (21)
hence for each R ∈ O(n) the adjoint automorphism Ad(R) of g = so(n) maps the open ball B(0, r) ⊂ g of radius r > 0 into
itself. The same remark applies of course to the other norm: |Ad(R)(X)| |X | for all X ∈ g, R ∈ O(n).
Proof of Proposition 15. For simplicity we shall assume that is n even, as this is the only case of practical interest to us;
there are obvious modiﬁcations for n odd. So, let X, Y ∈ g = so(2n) be given with |X |, |Y | < 2π , and suppose exp(X) =
exp(Y ) ∈ SO(2n).
Since the norm |X | on g is admissible, it follows from [17, Lemme (6.1)] that [X, Y ] = 0. Therefore the linear subspace
SpanR{X, Y } is an abelian subalgebra of g and hence there is a maximal abelian subalgebra t ⊂ g such that X, Y ∈ t. Let
T = exp(t) be the maximal torus in SO(2n) corresponding to this maximal abelian subalgebra. The one-parameter subgroups
αX := {t → exp(t X)} and αY := {t → exp(tY )} are contained in the maximal torus T . Since all maximal tori in a connected
compact Lie group are conjugated to each other [15, Theorem (1.6) p. 159, and p. 5], there will be an element g0 ∈ SO(2n)
with g0T g0−1 = T (n) where T (n) denotes the standard torus in SO(2n) consisting of all block-diagonal matrices of the form
R(θ1, . . . , θn). Since by Remark 17 the linear automorphism Ad(g0) ∈ GL(g) maps the open ball B(0,2π) into itself, if we put
X0 = Ad(g0)(X) and Y0 = Ad(g0)(Y ) we still have |X0|, |Y0| < 2π . Clearly, X = Y if and only if X0 = Y0.
G. Trentinaglia / Topology and its Applications 158 (2011) 708–717 717The one-parameter subgroups αX0 = g0αX g0−1 and αY0 = g0αY g0−1 (recall that by the naturality of the exponential
mapping one has
exp
(
Ad(g0) · X
)= g0 exp X g0−1;
compare [15, (3.2) p. 23] for instance) are contained in the torus T (n). Now, ‖X0‖,‖Y0‖ < π . From Remark 16 it follows
that X0 = Y0 and hence that X = Y . 
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