Backpropagation is a classic automatic differentiation algorithm computing the gradient of functions specified by a certain class of simple, first-order programs, called computational graphs. It is a fundamental tool in several fields, most notably machine learning, where it is the key for efficiently training (deep) neural networks. Recent years have witnessed the quick growth of a research field called differentiable programming, the aim of which is to express computational graphs more synthetically and modularly by resorting to actual programming languages endowed with flow control operators and higher-order combinators, such as map and fold. In this paper, we extend the backpropagation algorithm to a paradigmatic example of such a programming language: we define a compositional program transformation from the simply-typed lambda-calculus to itself augmented with a notion of linear negation, and prove that this computes the gradient of the source program with the same efficiency as first-order backpropagation.
INTRODUCTION
The gradient descent algorithm is used to find local minima of a function G : R n → R. The basic idea is to compute the gradient ∇G(w 0 ) of G at a starting point w 0 , i.e., the vector of the partial derivatives of G (Equation 1) giving the direction of its greatest increase at w 0 . Under reasonable hypotheses, we know that G decreases fastest by in the opposite direction of ∇G(w 0 ), and so the algorithm sets w 1 := w 0 − ρ(∇G(w 0 )) for a suitable step rate ρ > 0, and iterates the procedure from w 1 , until a sufficiently precise neighbourhood of a local minimum is reached. There is no need to go further in the details of this algorithm but observe that a crucial subroutine is the computation of ∇G, which has to be efficient because bound to be iterated several times.
The gradient descent algorithm is used in various fields (physical modelling, engineering design optimisation, etc.), in particular in machine learning for training neural networks. In this setting, G is an error function R n → R of the learning parameters of a neural network, quantifying how much the result computed by the network initialized with, say, w 0 ∈ R n differs from the expected result known from a training set. To minimize G corresponds to learning the value of the parameters of the network in order to make this latter behaving in accordance with the training set. The specificity of this problem is that the dimension n of the domain of G (i.e., the number of learning parameters) is huge (millions, or even billions), while the result is a scalar. Also, G is given as a very complicated chain of basic functions over real numbers, often presented by a computational graph, allowing to share the result of a computation of various subcomponents of G. Anticipating on Sect. 2, the reader may take a look at Fig. 1 , which gives a pictorial representation of a (rather simple) computational graph, made of only three basic functions (subtraction, multiplication and sine) and having two parameters (the inputs of the graph) x 1 and x 2 . Notice that the computation of x 1 − x 2 is shared by the two factors of the multiplication.
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There is nowadays an impressive body of work in both industry and academia for developing techniques and software systems for automatically computing gradients of such kind of computational graphs. At the industrial level, let us mention the deep learning frameworks TensorFlow [Abadi et al. 2016] and PyTorch [Paszke et al. 2017] . At a more academic level (but with various industrial applications), we mention automatic differentiation (AD for short), giving a general theory encompassing most of these techniques. We refer to [Baydin et al. 2017] for an introduction to this field.
The idea is to compute the gradient of a computational graph by accumulating in a suitable way the partial derivatives of the basic functions composing the graph. The mathematical principle is the chain rule, giving the derivative of a composition f • from the derivatives of its components f and (Equation 3). AD provides us with two different "modes" of applying this rule, either forward, propagating derivatives from inputs to outputs, or backward, propagating derivatives from outputs to inputs. Sect. 2 will briefly explain these modes, but we anticipate that, if G is a computational graph with n inputs and m outputs invoking |G| operations (i.e., basic primitives), forward mode computes the gradient of G in O(n |G|) operations, while backward mode requires O(m |G|) operations. As we mentioned above, in the typical setting of machine learning n is huge while m = 1, so the backward mode is the method of choice and specializes in what is called the backpropagation algorithm (Sect. 2.4).
The interest of the programming languages (PL) community in this line of research is growing for at least two reasons. First, the process of applying the backpropagation algorithm can be presented as a program transformation, compiling a computational graph G into another graph bp(G) performing the algorithm. For example, the graph in Figure 1 is transformed into Figure 2 , the gradient corresponding to the pair given by the outputs x ′ 1 and x ′ 2 . The definition of bp(G) is far from trivial (in our setting it is given by Definition 10). Typical PL-theoretic questions then arise: which kind of framework do we need for proving the soundness of bp(G)? Which kind of preprocessing or code analysis can be performed in order to make more efficient the result of this transformation? Notice that in Figure 2 various computations are shared by different components of the graph, for example the result of the subtraction x 1 −x 2 is passed to four different subroutines. This is fundamental to keep the complexity linear in the input size.
The second feature intriguing PL researchers is the recent understanding by the deep learning community that complex neural networks may in fact be expressed more synthetically and modularly in terms of actual programs, with branching, recursive calls or even higher-order primitives, like list combinators such as map or fold [LeCun 2018].
Can the mathematical structure of the functional primitives be used to produce more efficient gradient computations?
What does it mean to apply the backpropagation algorithm to a λ-term?
All these questions spurred the development of a new, fast-growing line of research going under the name of differentiable programming. We contribute by providing an answer to a number of such fundamental questions. We define a program transformation ← − D (Table 3) extending the backpropagation algorithm from computational graphs to general simply typed λ-terms. Our framework allows a formal proof of the soundness of ← − D (Theorem 15 and Corollary 16) and opens the way to comparing different evaluation mechanisms for executing such an algorithm in a purely functional setting.
Related work. Our main source of inspiration is [Wang et al. 2018 ]. There, a program transformation ← − D is proposed as a compositional extension of symbolic backpropagation to functional programming. We will give a bit more details in Sect. 3, let us summarize here the main differences:
(1) ← − D uses references, while our transformation ← − D is purely functional and effect-free so modular by construction and parallel-friendly. Also, ← − D can be expressed as a functor between cartesian closed categories such as the category of sets and functions;
(2) ← − D is based on a continuation passing style (CPS) transformation, in order to reverse the computational flow of the evaluation process. Our ← − D instead uses only a linear negation primitive on the ground type and therefore preserves the basic structure of the starting program (see Table 3b and also the discussion in Section 3).
However, the main distinction is in the general spirit: the paper [Wang et al. 2018 ] is mainly experimental, it comes with a deep learning framework (Lantern) and with a case study showing the relevance of this line of research. Our approach is complementary because mainly theoretical: we provide a formal setting where we can prove soundness properties-it is indeed the first time, as far as we know, that soundness of backpropagation is proved in a more general programming language than first-order computational graphs-where we can study different reduction strategies and consider denotational models. Moreover, we use the linear substitution λ-calculus [Accattoli 2012 ], which has strong ties with linear logic proof nets and so has a solid proof-theoretic background.
The paper [Pearlmutter and Siskind 2008] offers another significant example of extending AD to higher-order programming. The authors introduce a novel combinator J performing reverse-mode AD over λ-terms. However, the evaluation of J requires non-local program transformations and auxiliary data-structures, like closures, far removed from the conventional λ-calculus (and from some comfortable accessories such as denotational models and a wellbehaved rewriting theory).
At more theoretical level, we mention [Elliott 2018], giving a Haskell implementation of backpropagation extracted from a functor D over cartesian categories. This approach undoubtedly fascinates for its elegance, moving from an abstract setting straight to a functional implementation. Moreover, reformulating backpropagation as a functor has the benefit to disclose the compositional nature of the algorithm. However, as far as we understand, the functor D is cartesian but not cartesian closed, i.e., it does not handle function spaces, so the higher-order primitives (such as λ-abstraction and application) lack a satisfactory treatment.
Contents of the paper. Sect. 2 gives a (very subjective) introduction to the notions of AD used in this paper. Sect. 3 informally introduces our main contributions, which will then be detailed in the more technical Sect. 5. Sect. 4 formally specifies the programming language we work with, defining a simply typed λ-calculus and a rewriting reduction (Tab. 2) necessary to define and to evaluate our backpropagation transformation ← − D . Sect. 6 applies ← − D to an example of λ-term describing a (very simple) recurrent neural network. Sect. 7 concludes with some perspectives.
A CRASH COURSE IN AUTOMATIC DIFFERENTIATION
What follows is an introduction to automatic differentiation for those who are not familiar with the topic. It is extremely partial (the field is too vast to be summarized here) and heavily biased not just towards programming languages but towards the very subject of our work. It will hopefully facilitate the reader in understanding the context and achievements of the paper.
What is automatic differentiation?
Automatic differentiation (or AD) is the science of efficiently computing the derivative of (a restricted class of) programs [Baydin et al. 2017] . Such programs may be represented as directed acyclic hypergraphs, called computational graphs, whose nodes are variables of type R (the set of real numbers) and whose hyperedges are labelled by functions drawn from some finite set of interest (for example, in the context of neural networks, sum, product and some activation function), with the restriction that hyperedges have exactly one target node and that each node is the target of at most one hyperedge. The basic idea is that untargeted nodes represent input variables, nodes which are not sources 1 . A computational graph with inputs x 1 , x 2 and output , and its corresponding term. Nodes are drawn as circles, hyperedges as triangles. The output does not appear in the term: it corresponds to its root.
of any hyperedge represent outputs, and a hyperedge
represents an assignment := f (x 1 , . . . , x k ), so that a computational graph with n inputs and m outputs represents a function of type R n → R m . An example is depicted in Fig. 1 ; it represents the function (x 1 , x 2 ) → sin((x 1 − x 2 ) 2 ).
In terms of programming languages, we may define computational graphs as generated by
where x ranges over variables, f ranges over a set of real function symbols and F [x := G] is just a succinct notation for what is perhaps more traditionally denoted by let x = G in F . Such let binders are necessary to represent sharing, a fundamental feature of hypergraphs: e.g., in Fig. 1 , node z 1 is shared. The set of real function symbols consists of one nullary symbol for every real number plus finitely many non-nullary symbols for actual functions. We may of course write f (G 1 , . . . , G n ) as syntactic sugar for f (x 1 , . . . , x n )[x 1 := G 1 ] · · · [x n := G n ]. Typing is as expected: types are of the form R k and every computational graph in context x 1 : R, . . . , x n : R ⊢ G : R m denotes a function G : R n → R m (this will be defined formally in Sect. 5.1).
Restricting for simplicity to the one-output case, we may say that the central question of AD motivating our work is computing the gradient of G at any point r ∈ R n , as efficiently as possible. We remind that the gradient of a differentiable function f : R n → R is defined to be the function ∇f : R n → R n such that, for all r ∈ R,
where by ∂f ∂i we denote the partial derivative of f with respect to its i-th argument. Of course, the above question makes sense only if G is differentiable, which is the case if every function symbol represents a differentiable function.
In practice this is not always guaranteed (notoriously, modern neural networks use activation functions which are not differentiable) but, as strange as it may sound, it is not actually an issue, as it will be explained momentarily.
Before delving into the main AD algorithms, let us pause a moment on the question of evaluating a computational graph. In terms of hypergraphs, we are given a computational graph G with input nodes x 1 , . . . , x n together with an assignment x i := r i with r i ∈ R for all 1 ≤ i ≤ n. The value G (r 1 , . . . , r n ) is found by progressively computing the assignments w := f (s 1 , . . . , s m ) for each hyperedge z 1 , . . . , z m f −→ w such that the values of all z i are already known. This is known as forward evaluation and has cost |G| (the number of nodes of G).
In terms of programming languages, forward evaluation corresponds to a standard call-by-value strategy, with values being defined as tuples of numbers. For instance, for G in Fig. 1 : The operational semantics realizing the above computation will be introduced later. For now, let us mention that the value of a closed computational graph G may be found in O(|G|) reduction steps, where |G| is the size of G as a term, consistently with the cost of forward evaluation.
Forward mode AD
The simplest algorithm for computing the gradient is known as forward mode automatic differentiation. Suppose that we are given a computational graph (in the sense of a hypergraph) G with input nodes x 1 , . . . , x n and one output node , and suppose that we want to compute its j-th partial derivative in r = (r 1 , . . . , r n ) ∈ R n . The algorithm maintains a memory consisting of a set of assignments of the form x := (s, t ), where x is a node of G and s, t ∈ R (know as primal and tangent), and proceeds as follows:
• we initialize the memory with x i := (r i , 0) for all 0 ≤ i ≤ n, i j, and x j := (r j , 1).
• At each step, we look for a node z 1 , .
at least one by acyclicity) and w is unknown, and we add to memory
where we used the abbreviation s := s 1 , . . . , s m .
This procedure terminates in a number of steps equal to |G| and one may show, using the chain rule for derivatives (which we will recall in a moment), that at the end the memory will contain the assignment := ( G (r), ∂ G ∂j (r)). Since the arity k of function symbols is bounded, the cost of computing one partial derivative is O(|G|). Computing the gradient requires computing all n partial derivatives, giving of a total cost of O(n |G|), which is not very efficient since n may be huge (typically, it is the number of weights of a deep neural network, which may well be in the millions).
For example, if G is the computational graph of Fig. 1 and we start with x 1 := (5, 1), x 2 := (2, 0), we obtain z 1 := (x 1 −x 2 , 1·1−1·0) = (3, 1), then z 2 := (z 1 ·z 1 , z 1 ·1+z 1 ·1) = (9, 6) and finally := (sin(z 2 ), cos(z 2 )·6) = (0.412, −5.467), which is what we expect since
Symbolic AD
The AD algorithm presented above is purely numerical, but there is also a symbolic approach. The basic idea of (forward mode) symbolic AD is to generate, starting from a computational graph G with n input nodes and 1 output node, a computational graph − → D (G) with 2n input nodes and 2 output nodes such that forward evaluation of − → D (G) corresponds to executing forward mode AD on G, i.e., for all r = r 1 , . . . , r n ∈ R, the output of − → D (G)(r 1 , 0, . . . , r j , 1, . . . , r n , 0) is
. From the programming languages standpoint, symbolic AD is interesting because:
(1) it allows one to fall back on standard call-by-value evaluation of − → D (G) rather than developing an ad-hoc algorithm for running forward mode AD on G;
(2) it opens the way to a compositional approach in which, for instance, if G is composed of two subprograms G 1
(3) being a (compositional) program transformation rather than an algorithm, it offers a viewpoint from which AD may possibly be extended beyond computational graphs.
Recently, [Elliott 2018] pointed out how symbolic forward mode AD may be understood in terms of compositionality, thus intrinsically addressing point (2) above. The very same fundamental remark is implicitly used also by [Wang et al. 2018 ]. Recall that the derivative of a differentiable function f : R → R is the (continuous) function f ′ : R → R such that, for all r ∈ R, the map a → f ′ (r ) · a is the best linear approximation of f around r . Now, differentiable (resp. continuous) functions are closed under composition, so one may wonder whether the operation (−) ′ is compositional, i.e., whether ( • f ) ′ = ′ • f ′ . This is notoriously not the case: the so-called chain rule states that
Nevertheless, there is a slightly more complex construction from which the derivative may be recovered and which has the good taste of being compositional. Namely, define, for f as above,
We obviously have π 2 Df (x, 1) = f ′ (x) for all x ∈ R (where π 2 is projection on the second component) and we invite the reader to check, using the chain rule itself, that D(
The similarity with forward mode AD is not accidental. Indeed, as observed by [Elliott 2018], forward mode symbolic AD may be understood as a compositional implementation of the gradient, along the lines illustrated above. Formally, we may consider two term calculi for computational graphs, let us call them C and C ′ , defined just as above but based on two different sets of function symbols F ⊆ F ′ , respectively, with F ′ containing at least sum and product, and equipped with partial functions ∂ ∂i : F −→ F ′ for each positive integer i such that, for all f ∈ F of arity k and for all 1 ≤ i ≤ k, ∂f ∂i is defined and its arity is equal to k. Then, we define a program transformation − → D from C to C ′ which, on types, is given by
and, on computational graphs,
In the last case, f is of arity k and [ z, a := x] stands for [ z 1 , a 1 := x 1 ] · · · [ z k , a k := x k ].
Notice how the case − → D (f (x)) is the definition of the operator D mutatis mutandis, considering that now the arity k is arbitrary. More importantly, we invite the reader to compare it to the assignment (2) in the description of the forward mode AD algorithm: they are essentially identical. The following is therefore not so surprising:
Suppose that every f ∈ F of arity k corresponds to a differentiable function f : R k → R and that, for all 1 ≤ i ≤ k, ∂f ∂i is the symbol corresponding to its partial derivative with respect to the i-th input. Then, for every computational graph x : R ⊢ G : R with n inputs, for all 1 ≤ j ≤ n and for all r = r 1 , . . . , r n ∈ R, we have the call-by-value
So we obtained what we wanted: evaluating − → D (G) in call-by-value is the same as executing the forward mode AD algorithm on G. Moreover, the definition of − → D is fully compositional. 1 Indeed, we merely reformulated the transfor- [Wang et al. 2018] : the computation of the proposition corresponds to that of
Hence, if we set F : Symbolic AD also provides us with an alternative analysis of the complexity of the forward mode AD algorithm.
Recall that the length of call-by-value evaluation of computational graphs is linear in the size, so the computation of Proposition 1 takes O( − → D (G) ) steps. Now, by inspecting the definition of − → D, it is immediate to see that every syntactic construct of G is mapped to a term of bounded size (remember that the arity k is bounded). Therefore, − → D (G) = O(|G|), which is exactly the cost of computing one partial derivative in forward mode. In other words, the cost becomes simply the size of the output of the program transformation.
Proposition 1 also gives us a chance to explain our previous remark about AD algorithms not crucially depending on function symbols being differentiable. Indeed, we see that − → D (G) is always defined, independently of whether the function symbols it uses are differentiable. This is because, in principle, the maps ∂ ∂i : F → F ′ are arbitrary and the symbol ∂f ∂i may have nothing to do with the i-th partial derivative of the function that the symbol f represents! Less unreasonably, we may consider "mildly" non-differentiable symbols and associate with them "approximate" derivatives: 1 Technically, one may consider the calculi C and C ′ as cartesian 2-multicategories: types are objects, computational graphs with n inputs and one output are n-ary multimorphisms and evaluation paths are 2-arrows. Then, − → D is readily seen to be a morphism of cartesian 2-multicategories. We will not develop such categorical considerations in this paper, we will content ourselves with mentioning them in footnotes.
for example, the rectified linear unit ReLU(x) := if x < 0 then 0 else x may be mapped by ∂ ∂1 to
Step(x) := if x < 0 then 0 else 1, even though technically the latter is not its derivative because the former is not differentiable in 0 (and in fact Step is discontinuous at 0). The above Proposition tells us that − → D (G) still computes the gradient of G for any G using ReLU, according to the "approximate" definition of gradient resulting from having stipulated that the derivative of ReLU is Step, which is often perfectly acceptable in practice.
Reverse mode AD, or backpropagation
A more efficient way of computing gradients in the many inputs/one output case is provided by reverse mode automatic differentiation, from which the backpropagation (often abbreviated as backprop) algorithm derives. As usual, we are given a computational graph (seen as a hypergraph) G with input nodes x 1 , . . . , x n and output node , as well as r = r 1 , . . . , r n ∈ R, which is the point where we wish to compute the gradient. The backprop algorithm maintains a memory consisting of assignments of the form x := (r, α), where x is a node of G and r, α ∈ R (the primal and the adjoint), plus a boolean flag with values "marked/unmarked" for each hyperedge of G, and proceeds thus:
initialization: the memory is initialized with x i := (r i , 0) for all 1 ≤ i ≤ n, and the forward phase starts;
forward phase: at each step, a new assignment z := (s, 0) is produced, with s being computed exactly as during forward evaluation, ignoring the second component of pairs in memory (i.e., s is the value of node z); once every node of G has a corresponding assignment in memory, the assignment := (t, 0) is updated to := (t, 1), every hyperedge is flagged as unmarked and the backward phase begins (we actually know that t = G (r), but this is unimportant);
backward phase: at each step, we look for an unmarked hyperedge z 1 , . . . , z k f −→ w such that all hyperedges having w among their sources are marked. If no such hyperedge exists, we terminate. Otherwise, assuming that the memory contains w := (u, α) and z i := (s i , β i ) for all 1 ≤ i ≤ k, we update the memory with the assignments
. . , s k ) for all 1 ≤ i ≤ k and flag the hyperedge as marked.
One may prove that, when the backprop algorithm terminates, the memory contains assignments of the form x i := r i , ∂ G ∂i (r) for all 1 ≤ i ≤ n, i.e., the value of each partial derivative of G in r is computed at the corresponding input node, and thus the gradient may be obtained by just collecting such values. Let us test it on an example. Let G be the computational graph of Fig. 1 and let r 1 = 5, r 2 = 2. The forward phase terminates with x 1 := (5, 0), x 2 := (2, 0), z 1 := (3, 0), z 2 := (9, 0), := (0.412, 1). From here, the backward phase updates z 2 := (9, cos(z 2 ) · 1) = (9, −0.911), then z 1 := (3, z 1 · −0.911 + z 1 · −0.911) = (3, −5.467) and finally x 1 := (5, 1 · −5.467) = (5, −5.467) and x 2 := (2, −1 · −5.467) = (2, 5.467), as expected since
Compared to forward mode AD, the backprop algorithm may seem a bit contrived (it is certainly harder to understand why it works) but the gain in terms of complexity is considerable: the forward phase is just a forward evaluation; by construction, the backward phase scans each hyperedge exactly once performing each time a constant number of operations. So both phases are linear in |G|, giving a total cost of O(|G|), like forward mode. Except that, unlike forward mode, a single evaluation now already gives us the whole gradient, independently of the number of inputs!
Symbolic backpropagation and the compositionality issue
The symbolic methodology we saw for forward mode AD may be applied to the reverse mode too: given a computational graph G with n inputs and one output, one may produce a computational graph bp(G) with n + 1 inputs and Fig. 1 , and its corresponding term.
1 + n outputs such that, for all r = r 1 , . . . , r n ∈ R, the forward evaluation of bp(G)(r, 1) has output ( G (r), ∇ G (r)).
Moreover, bp(G) = O(|G|).
A formal definition of the bp transformation will be given in Sect. 5.1. Let us look at an example, shown in Fig. 2 .
First of all, observe that bp x 1 , x 2 , a (G) contains a copy of G, marked in blue. This corresponds to the forward phase.
The nodes marked in red correspond to the backward phase. Indeed, we invite to reader to check that the forward evaluation of bp x 1 , x 2 , a (G) with x 1 := 5, x 2 := 2 and a := 1 matches exactly the steps of the backprop algorithm as
corresponding to the second component of the value of node z 2 (resp. z 1 , x 1 , x 2 ). (The nodes , c ′ and c ′′ are just intermediate steps in the computation of b and c which are implicit in the numerical description of the algorithm and are "sugarized" in the term).
Rather than examining the details of the definition of bp, let us observe at once that, from the standpoint of programming languages, it suffers from a serious defect: unlike − → D, it is not compositional. Indeed, in order to define bp(F [x := G]), we need to know and exploit the inner structure of bp(F ) and bp(G), whereas from the definition of − → D given above it is clear that no such knowledge is required in that case, i.e., − → D (F ) and − → D (G) are treated as "black boxes". Our way of understanding previous work on the subject [Elliott 2018; Wang et al. 2018 ] is that it was all about making symbolic backprop compositional. We move further in this direction and, in particular, considerably improve on [Wang et al. 2018] .
OUR APPROACH TO COMPOSITIONAL BACKPROPAGATION
As mentioned above, the key to modular and efficient differentiable programming is making symbolic backprop (the bp transformation) compositional. We will show that this may be achieved by considering a programming language with a notion of linear negation. The goal of this section is to explain why negation and why linear.
Let us start by looking at an extremely simple example, which is just the composition of two unary functions:
As a hypergraph, G has three nodes x, , z, of which x is the input and the output (corresponding to the root of G)
and two edges x f −→ z and z −→ . Note that, since G has only one input, its gradient is equal to its derivative and forward and reverse mode AD have the same complexity. This is why the example is interesting: it shows the difference between the two algorithms by putting them in a context where they must perform essentially the same operations.
In the sequel, we set h := G and we denote by f ′ , ′ and h ′ the derivatives of f , and h, respectively.
For what concerns forward mode, we invite the reader to check that
We may simplify this a bit by observing that
On the other hand, applying the definition of Sect. 5.1, we get
Note that, if we substitute r ∈ R for x and 1 for a, in both cases we obtain h(r ), h ′ (r ) in the same number of steps, as expected. However, the order in which the derivatives are computed relative to the order of the composition • f is different: it is covariant in forward mode, contravariant in reverse mode. This corresponds precisely to the behavior of the two algorithms:
• in forward mode, we start with x := (r, 1), from which we infer z := (f (r ), f ′ (r )), from which we infer := ( (f (r )), ′ (f (r )) · f ′ (r ));
• in reverse mode, the forward phase leaves us with x := (r, 0), z := (f (r ), 0), := ( (f (r )), 1), at which point the backward phase proceeds back from the output towards the input, inferring first z := (f (r ), ′ (f (r ))) and then
x := (r, f ′ (r ) · ′ (f (r ))).
In particular, both the term evaluation and the trace of the algorithms hint to the fact that commutativity of multiplication of real numbers is crucial for the correctness of backprop.
A more important lesson we learn from this example, in the perspective of compositionality, is that both algorithms may be seen as mapping the subprograms f and , which have one input and one output, to two subprograms − → f and − → (or ← − f and ← − ) having two inputs and two outputs, but then assembling them rather differently:
The picture on the right suggested to [Wang et al. 2018 ] the idea of solving the compositionality issue via continuations: drawing inspiration from "There and Back Again" [Danvy and Goldberg 2005] , the blocks ← − f and ← − are seen as function calls in the CPS transform of G, so that the forward phase takes place along the call path, while the backward phase takes place along the return path. However, in order for their approach to work, [Wang et al. 2018] must use references, i.e., the memory maintained by the backprop algorithm is explicitly present and is manipulated as described in Sect. 2.4. Moreover, since the memory is updated after the return from each function call, they must actually resort to delimited continuations. On the whole, although they do succeed in presenting reverse mode AD as a compositional program transformation, the work of [Wang et al. 2018 ] is closer to an (elegant!) implementation of the backprop algorithm in a functional language with references than to an abstract, purely compositional description of its dynamics.
Let us focus, instead, on the idea of contravariance. The archetypal contravariant operation is negation. For a (real) vector space A, negation corresponds to the dual space A ⊸ R, which may be generalized to A ⊥ E := A ⊸ E for an arbitrary space E, although in fact we will always take E = R d for some d ∈ N. For brevity, let us keep E implicit and simply write A ⊥ . There is a canonical way, resembling CPS, of transforming a differentiable function f :
where we are using λ-notation with the standard meaning. We let the reader verify that, if we suppose E = R, then for all x ∈ R,
where π 2 is projection of the second component and I : R → R is the identity function (which is obviously linear).
More importantly, D r is compositional: for all x ∈ R and x ′ ∈ R ⊸ R,
Notice how commutativity of multiplication is used in the equality marked by ( †). The compositionality of D r crucially rests on this special structure of R and fails for arbitrary vector spaces.
The above observation may be generalized to functions f :
Obviously ← − D(f ) : (R × R ⊥ ) n → R × R ⊥ and we invite the reader to check that, if we take E = R n , we have
where, for all 1 ≤ i ≤ n, ι i : R → R n is the injection into the i-th component, i.e., ι i (x) = (0, . . . , x, . . . , 0) with zeros everywhere except at position i, which is a linear function. Moreover, ← − D is compositional. 2 Anticipating on Sect. 5, this leads to the definition of a compositional program transformation ← − D (Tab. 3) which verifies ← − D(R) = R × R ⊥ and, applied to our example (4), gives
this is not an accident, both are defined in a purely compositional way (in particular,
, abiding by the "black box" principle) and the only non trivial case is when they are applied to function symbols. Moreover, we have
which, albeit of different type, is essentially identical to bp x, a (G). More precisely, if we define F (a) :
Let us now explain why negation must be linear. The above example is too simple for illustrating this point, so from now on let G be the computational graph of Fig. 1 . Applying the definition of Tab. 3 and simplifying, we obtain
There is a potential issue here, due to the presence of two occurrences of z ′ 1 (highlighted in orange) which are matched against the function corresponding to the derivative of x 1 −x 2 (also highlighted in orange, let us denote it by F ). Notice that such a derivative is present only once in bp x 1 , x 2 , a (G): it corresponds to the rightmost nodes of Fig. 2 (more precisely, the abstracted variable c corresponds to node c itself, whereas ′ 1 and ′ 2 correspond to nodes x ′ 1 and x ′ 2 , respectively). Therefore, duplicating F would be a mistake in terms of efficiency.
The key observation here is that z ′ 1 is of type R ⊥ , i.e., it is a linear function (and indeed, F is linear: by distributivity of product over sum, c morally appears only once in its body). This means that, for all t, u :
In the λ-calculus we consider (Sect. 4), this becomes an evaluation step oriented from left to right, called linear factoring (17), allowing us to evaluate ← − D (G) with the same efficiency as bp x 1 , x 2 , a (G). Of course the linear factoring
which is why we must explicitly track the linearity of negations.
So we have a compositional transformation ← − D which takes a computational graph G with n inputs x 1 , . . . , x n and returns a program
., x n , a (G). Actually, thanks to another nice observation of [Wang et al. 2018] , we can do much more: we can extend ← − D for free to the whole simply-typed λ-calculus, just letting
, and, whenever x 1 : R, . . . , x n : R ⊢ t : R, we have that ← − D (t) still computes ∇ t with the same efficiency as the evaluation of t! Indeed, the definition of
steps (point 2 of Lemma 13). 3 But since t has ground type and ground free variables, eliminating all higher-order redexes gives t − → * G for some computational graph G, hence ← − D (t) evaluates to (essentially) bp(G). So ← − D (t) computes the gradient of t = G (remember that the semantics is invariant under evaluation) with a cost equal to O(|G|) plus the cost of the evaluation t − → * G, which is the best we can expect in general.
To conclude, we should add that in the technical development we actually use Accattoli's linear substitution calculus [Accattoli 2012 ], which is a bit more sophisticated than the standard simply-typed λ-calculus. This is due to the presence of linear negation, but it is also motivated by efficiency, which is the whole point of backpropagation. Now, 3 Morally, the simply-typed λ-calculus augmented with a set F of function symbols is the free cartesian semi-closed 2-multicategory on F (semi-closed in the sense of [Hyland 2017]) . Therefore, once ← − D is defined on F, it automatically extends to a morphism of such structures. In particular, it functorially maps evaluations (which are 2-arrows) to evaluations.
to be taken seriously, a proposal of using functional programming as the foundation of (generalized) automatic differentiation ought to come with a thorough complexity analysis ensuring that we are not losing efficiency in moving from computational graphs to λ-terms. Thanks to its tight connection with abstract machines and reasonable cost models [Accattoli et al. 2014] , ultimately owed to its relationship with Girard's proof nets [Accattoli 2018 ] (a graphical representation of linear logic proofs which may be seen as a higher order version of computational graphs), the linear substitution calculus is an ideal compromise between the abstractness of the standard λ-calculus and the concreteness of implementations, and provides a solid basis for such an analysis.
THE LINEAR SUBSTITUTION CALCULUS
Terms and Types. Since the linear factoring rule (17) is type-sensitive (as mentioned above, it is unsound in general), it is convenient to adopt a Church-style presentation of our calculus, i.e., with explicit type annotations on variables.
The set of types is generated by the following grammar:
where R is the ground type of real numbers. The negation R ⊥ :
Since binders contain type annotations, bound variables will never be annotated in the sequel. In fact, we will entirely omit type annotations if irrelevant or clear from the context. Terms of the form r are called numerals. The term t[x := u]
(and its binary version t[ x, := u]) may be understood as the perhaps more familiar let x = u in t. Our notation stresses the fact that these are forms of explicit substitutions, as in [Accattoli 2012; Accattoli et al. 2014] .
We denote by Λ ⊥ (F ) the set of terms generated by the above grammar. We consider also the subset Λ(F ) of terms obtained by discarding linear negation and linear variables.
We denote by |t | the size of a term t, i.e., the number of symbols appearing in t. We denote by fv(t) the set of free variables of t, abstractions and explicit substitutions being the binding operators. As usual, α-equivalent terms are treated as equal. A term t is closed if fv(t) = ∅. In the following, we will use boldface metavariables to denote sequences:
x will stand for a sequence of variables x 1 , . . . , x n , t for a sequence of terms t 1 , . . . , t n , etc. The length of the sequences will be left implicit, because either clear from the context or irrelevant.
We use n-ary products t 1 , . . . , t n as syntactic sugar for t 1 , . . . , t n . . . , and we define Euclidean types by R d := R × (· · · × R). It will be useful to denote a bunch of sums without specifying the way these sums are associated. The Table 1 . The typing rules. In the pairing and sum rules, either all three sequents have z, or none does.
will denote such a bunch for I a finite set. In case I is a singleton, the sum denotes its unique element. An empty sum of type R d stands for 0, . . . , 0 , which we denote by 0. Of course this notation would denote a unique term modulo associativity and commutativity of + and neutrality of 0, but we do not need to introduce these equations in the calculus.
The typing rules are in Tab. 1. The meta-variables Γ, ∆ vary over the set of typing contexts, which are finite sequences of exponential type annotated variables without repetitions. There are two kind of sequents: Γ ⊢ t : A and Γ ⊢ z t : R d .
In this latter d ∈ N and z is linear type annotated variable which occurs free linearly in t. The typing rules define what "occurring linearly" means, following the standard rules of linear logic. 4 The writing Γ ⊢ (z) t : A stands for either Γ ⊢ t : A or Γ ⊢ z t : A, and in the latter case of course A = R d for some d.
Contexts. We consider one-hole contexts, or simply contexts, which are defined by the above grammar (5) restricted to the terms having exactly one occurrence of a specific variable {·}, called the hole. Meta-variables C, D will range over the set of one-hole contexts. Given a context C and a term t we denote by C{t }the substitution of the hole in C by t allowing the possible capture of free variables of t. A particular class of contexts are the substitution contexts which have the form of a hole followed by a stack (possibly empty) of explicit substitutions: {·}[p 1 := t 1 ] . . . [p n := t n ] with each p i a variable or a pair of variables. Meta-variables α, β will range over substitution contexts. If α is a substitution context, we will use the notation tα instead of α {t }.
Rewriting rules. The reduction relation is given in Tab. 2 divided in three sub-groups: 
(a) β -rules. In (9), (10) and (11), is a value. In (9), C is an arbitrary context not binding x . We write (9) n to refer to the instance of (9) in which is a numeral.
(b) η-rules. In (15) t has an arrow type or R ⊥ . The new variables on the right-hand side of both rules are fresh. In case one wants to consider numeric computations (other than sum and products), then of course one must also include suitable reduction rules associated with the function symbols:
The rule (7) transforms a λ-calculus application into an explicit substitution. The difference between the two is that the latter commutes over terms by the structural equivalence defined in Tab. 2d, while the former does not. Rule (8) deconstructs a pair, while rule (9) implements a "micro-step" substitution, closer to abstract machines [Accattoli et al. 2014 ]. The special case in which is a numeral is referred to as (9) n . Rule (10) implements garbage collection, and rule Notice that Λ(F ) is a standard linear explicit substitution calculus encompassing both call-by-need and call-byvalue [Accattoli et al. 2014] . For instance, the usual by-value β-rule (λx.t) − → t { /x } is derivable. In this respect, the reader may think of Λ(F ) as nothing but the plain simply-typed λ-calculus, and consider explicit substitutions as needed merely to represent computational graphs (which are obtained by restricting to the ground type R only). The situation is different in Λ ⊥ (F ), in which linearity plays a key role for expressing backpropagation.
Given any X ⊆ β ∪ η ∪ ℓ, we denote by X − − → the context closure of the union of the reduction relations in X , for any context C:
This means that we do not consider a specific evaluation strategy (call-by-value, call-by-name etc. . . ), in order to be as general as possible and to allow a future analysis concerning a more efficient operational semantics. Structural equivalence ≡ is the smallest equivalence relation containing the context closure of the rules (18)-(22) in Tab. 2d. Morally, structural equivalence relates terms which would correspond to the same state of an abstract machine implementing the calculus, in which explicit substitutions represent pointers to memory. We refer to [Accattoli et al. 2014 ; Accattoli and Barras 2017] for more details. The crucial property of ≡ is that it is a (strong) bisimulation with respect to − →, which means in particular that it may always be postponed to the end of an evaluation (Proposition 4).
The following properties are standard, their proofs are given in the Appendix. The βℓ-rewriting enjoys also strong normalization, even modulo ≡, but the proof is more involved and uninteresting for our purposes, so we omit it. The strong normalization is however immediate if we restrict the contraction rule (9) to numerals, a property which will be useful in the sequel. Denotational semantics. The cartesian closed category of sets and functions gives a denotational model for this calculus. Types are interpreted as sets, as follows:
Notice that the restriction to linear functions in R ⊥ d is such that rule (17) is sound. The interpretation of a judgment Γ ⊢ t : A is a function t Γ from the cartesian product Γ of the denotations of the types in Γ to A . The interpretation of a judgment Γ ⊢ z t : R d , is given as a function t Γ;z associating with every g ∈ Γ a linear map from R to R d .
The definition is by induction on t and completely standard (explicit substitution is functional composition) so we postpone it in the Appendix. We omit the superscript Γ (or Γ; z) if irrelevant. Of course this interpretation supposes to have associated each function symbol in F with a suitable map over real numbers. By a standard reasoning, one can prove that:
The semantic soundness gives as a by-product a light form of confluence on Euclidean types 5 . P . It is not hard to show that the interpretation is injective on tuples of numerals, i.e., for , ′ : R d values,
The statement then follows from Props. 5 and 8.
From now on, we will suppose that:
(⋆) all function symbols in F are associated by − with differentiable maps on real numbers.
Any term x !R 1 , . . . , x !R n ⊢ t : R is denoted by an n-ary map t over R. Since differentiable functions compose, then (⋆) implies that t is also differentiable, if t contains only variables of type R. In the general case, one can use Prop. 6 in order to β-reduce t into a β-normal form u containing only variables of type R. Then by Prop. 8 t = u and so t is differentiable. This justifies the following notation, given x !R 1 , . . . , x !R n ⊢ t : R and a vector r ∈ R n :
Section 5 gives an efficient way of computing ∇t(r) based on the syntactic structure of t.
THE BACKPROPAGATION TRANSFORMATION
Let us fix two sets of function symbols F , F ′ such that F ⊆ F ′ , together with partial functions ∂ ∂i : F −→ F ′ , for each positive integer i such that, for all f ∈ F of arity k and for all 1 ≤ i ≤ k, ∂f ∂i is defined and its arity is equal to k. In addition to the hypothesis (⋆) in Sect. 4, we also suppose: 
The action of the transformation on types.
The action of the transformation on terms. In the definition of ← − D (f (t)), the sequences t, x, x ′ have all length k equal to the arity of f and the notation [ m is the cost of evaluating t to a computational graph G. Moreover, Cor. 16 is a consequence of Th. 15, proving that actually one can reduce ← − D d (t) to a term expressing the backpropagation algorithm applied to any computational graph G β-equivalent to t (indeed, to a single λ-term t one can associate different computational graphs, with different sizes and with different degrees of sharing). Sect. 5.1 sets the framework needed to state and prove our results. Grammar (25) defines the notion of ground term corresponding to a computational graph and Def. 10 gives the computational graph associated with the backpropagation applied to ground terms. Prop. 12 formally proves the soundness of this algorithm.
Sect. 5.2 then moves to the more general case of λ-terms, giving the soundness of our reverse gradient transformation ← − D d . Let us underline that, in the last line of Tab. 3b, the index d of ← − D d is totally independent from the arity k of the function symbol f and from the indexes i ≤ k of the variables x ′ i tagging the sum introduced by ← − D d . The fact that d may be arbitrary (it plays a role only in the last remark of Sect. 5.2) is a crucial feature allowing its compositionality, in contrast with the definition of bp x, a (G) which has to refer to x containing the free variables in G (see the case bp x, a (f (y)) in Def. 10). This being said, we henceforth omit the index d.
Backpropagation on Computational Graphs
We restrict Λ(F ) to terms of type R not containing higher types, deemed ground terms, as follows: Fig. 1 and 2 give examples of ground terms with the associated computational graph. Notice that the type system of Tab. 1 assigns to any ground term G a type judgment x !R 1 , . . . , x !R n ⊢ G : R for a suitable set of variables, so ∇G(r) is defined by (24) and the hypothesis (⋆) and (⋆⋆).
We now define the transformation bp implementing symbolic backpropagation, as described on hypergraphs e.g. in [Van Iwaarden 1993, Sect. 3] . We first introduce the following notation, evaluating some trivial sums on the fly: given two ground terms F 0 , F 1 ,
Given a ground term of type Γ ⊢ G : R and a fresh variable a R , we define the term Γ, a !R ⊢ bp x, a (G) : R × R n by induction on G, as follows. The definition is based on the inductive invariant that bp x, a (G) = G 0 , G 1 , . . . , G n α β where α and β are substitution contexts and a does not appear free in G 0 or in β.
• bp x, a (x i ) := x i , 0, . . . , a, . . . , 0 , where a appears at the i-th position in the tuple.
• bp x, a (r ) := r, 0, . . . , 0 .
• Let f be of arity k and y a subsequence of length k of x. Then,
where the non-zero terms in the tuple are at the positions determined by y within x.
• Let G = F ′ [z !R := F ′′ ] and suppose that (with b !R a new variable distinct from a !R )
Notice that for every i ≤ n we can suppose by renaming that the set of variables of F ′ i bound by α ′ , β ′ is disjoint from the set of variables of F ′′ i bound by α ′′ , β ′′ . Also, notice that F ′′ 0 has type x !R ⊢ F ′′ 0 : R. So we can define:
Let G be a ground term with fv(G) = x, then bp x, a (G) = O(|G|). P 12 (S bp). Let G be a ground term whose free variables are given by a sequence x of length n. Then for every r ∈ R n , we have: 
, the other cases being simpler):
Notice that in order to move to the last line we use the associativity, commutativity and distributivity of + and · over real numbers, not on the corresponding syntactic symbols. In the base cases (variables, functional symbols and numerals), one performs linear substitutions (9) as well as garbage collection (10). In the case of bp x, a (f (x i 1 , . . . , x i k )) one instance of the rule (14) is needed.
Notice that the result of the evaluation of bp x, a (G)[a := 1][x := r] is independent from the chosen reduction sequence by Corollary 9.
Backpropagation on Higher-Order Programs
Let us now consider the soundness of our transformation ← − D (t) applied to any λ-term of type x !R 1 , . . . , x !R n ⊢ t : R. The proof uses two essential ingredients: first, we remark that the transformation ← − D (t) commutes with any reduction step (Lem. 13); second, we prove that ← − D applied to a computational graph G encodes actually all the relevant information of bp x, a (G) (Lem. 14). Notice that Lem. 14 introduces fresh variables x ′ i (i ≤ n) annotated !R ⊥ , tagging the different components of the gradient of G in a sum. We can then conclude with Th. 15 and its Cor. 16.
L
13. Let t be a term of Λ(F ). Then:
, where X = {ι} for any ι but (12), (14), in these latter cases X = {ι, (7), (9), (10)}.
L 14. Let G be a ground term with fv(G) = x = x !R 1 , . . . , x !R n and suppose that bp x, a (G) = G 0 , G 1 , . . . , G n α β. Then, there exists ⊆ {1, . . . , n} such that i implies G i = 0 and such that
P
. By induction on G. We only consider G = F [z := F ′ ], the other cases being discussed in the Appendix. Let bp x,z, a (F ) = F 0 , F 1 , . . . , F n , H α β and bp x,b (F ′ ) = F ′ 0 , F ′ 1 , . . . , F ′ n α ′ β ′ . Let us also consider H 0 (the other case being simpler). We have that ← − D (G)[x := x, λa.x ′ a ] is structural equivalent to :
By composing the reductions in Lemma 13 and Lemma 14, we get:
T 15. Let t be a term of Λ(F ) of type R with fv(t) = x = x !R 1 , . . . , x !R n . For any ground term G such that t ( β − → ∪ ≡) * G in m β-steps, we have, for a suitable ⊆ {1, . . . , n}:
where bp x, a (G) = G 0 , G 1 , . . . , G n α β and ∀i , G i = 0.
C 16. Let t be a term of Λ(F ) of type x !R ⊢ t : R, with x = x !R 1 , . . . , x !R n the free variables of t. Let m be the number of β-steps needed to reduce t to a ground term G. For any vector r ∈ R n , let ∇t(r) = 1 , . . . , n . Then, for a suitable ⊆ {1, . . . , n}, with i , i = 0, we have:
One can go further and obtain the tuple of numerals ∇t(r) from j ∈ x ′ j j just by: (i) considering ← − D d (t) with d = n (here is the only point where we require a specific choice of d); (ii) replacing each x ′ i (i ≤ n), morally of type R ⊸ R n , with the corresponding injectionλa. 0 . . . , 0, a, 0, . . . , 0 ; (iii) adding all tuples resulting from the reductions (7),(9),(10): j ∈ 0, . . . , 0, j , 0 . . . , 0 − → * 1 , . . . , n . However, this last reduction is quadratic in n, as it performs # = O(n) sums of vectors of size n without considering that these latter are null but on one coordinate. It would then be preferable to add an ad hoc read-back operation allowing to decode the tuple ∇t(r) out of the tagged sum j ∈ x ′ j j more parsimoniously.
Notice that the proof of Cor. 16 considers a specific reduction sequence for getting ∇t(r). However, Cor. 9 guarantees that the result is independent from the chosen sequence. 6 This paves the way to the study of strategies more efficient than the one considered, or even more modular by decomposing the computation along the different components of t.
We discuss this last point in the next Section.
AN EXAMPLE: RECURRENT NEURAL NETWORKS
In this section, we apply the reverse gradient transformation to the example of recurrent neural networks. We show how they can be encoded in our language and how the gradient can be computed with a reduction strategy more efficient than the one from Theorem 15 by taking advantage of the higher-order nature of our encoding.
Recurrent neural networks (RNNs) are meant to process inputs that are arbitrary sequences of vectors in R d . They are heavily used for natural language processing: sequences could for instance stand for a word or a sentence, where each vector is a representation of a letter. Such networks iterate over the input to recursively build a desired output. One example is encoding recurrent neural networks, which are used to encode a sequence of vectors x i ∈ R d into an output vector h ∈ R m . For instance, in sentiment analysis [dos Santos and Gatti 2014; Glorot et al. 2011; Severyn and Moschitti 2015] , it is used to predict if the expressed opinion in a sentence is positive, negative or neutral.
Given a sequence x 1 , ..., x n ∈ R d , the encoding RNN produces intermediate outputs h 1 , ..., h n ∈ R m recursively, by applying a single layer L : R d × R m → R m to both the last output value h i and the next input vector x i +1 :
where σ is the sigmoid activation function, E is a d × m-matrix called the token embedding matrix, and R is a m × m matrix whose coefficients are called the recurrent weights. h 0 can be initialized to 0. In practice, a RNN ends with a loss function that we are looking to minimize (and which models the problem we want to solve). To keep the example simple, we will not consider it.
Encoding recurrent neural networks
We now encode RNNs in our language using lists. To simplify the exposition, we suppose that d = m = 1, the general encoding being a direct generalization.
Lists. We represent lists in our language using the Church encoding, which defines a list by its right fold function. Given A and X be types, the type of lists List(A, X ) is defined as follows:
Given a 1 : A, . . . , a n : A, we define the list [a 1 ; ...; a n ] X of type List(A, X ) as:
[a 1 ; ...; a n ] X := λ f !(A→X →X ) .λx !X .f a 1 (f a 2 . . . (f a n x) . . . )
In what follows we will omit the X annotation if it is clear from context or if it does not matter. Finally, it can be noted that the reverse gradient of the list datatype is given by:
Encoding a RNN. Let σ be the function symbol corresponding to the sigmoid function R → R. In dimension 1, the token embedding matrix and the recurrent matrix may be represented as two terms λx !R .(ϵ · x) and λh !R .(ρ · h) respectively, where ϵ !R and ρ !R are two variables. The recurring layer L and the recurring network N is then defined and typed as follows:
The free variables ϵ and ρ are the parameters that we wish to learn via gradient descent.
Backpropagation
For RNNs, the gradient is usually computed using a technique called Backpropagation Through Time [Mozer 1995; Robinson and Fallside 1987; Werbos 1988] . The method consists in unfolding the RNN (by applying it to an input sequence) and then applying the usual backpropagation over vanilla feedforward neural networks. We will now apply our reverse gradient transformation to an example of RNN, and show that backpropagation through time is naturally implemented by the reduction strategy of Theorem 15.
Given l = [a 1 ; . . . ; a n ] R , we compute the gradient of N l with respect to ϵ and ρ. The following proposition exposes the recursive equations expressing the gradient computed thanks to our transformation. They are similar to the equations of backpropagation through time.
P 17. We have ∇(N l)(e,r ) = n ϵ , n ρ where n ϵ and n ρ are given by the following recurrent equations:
This is done by induction over the size of the list l.
The strategy from Theorem 15 first computes ← − D (N l), then reduces it to ← − D (G) such that N l − → * G, with G a ground term, i.e., only containing subterms of ground type. Here:
Notice that G is exactly the unfolding of the RNN, which should convince the reader that this strategy implements the backpropagation through time.
We now turn our attention to the effectiveness of the reduction strategy. During the reduction of N l to G, the λabstractions of L must be eliminated. Each of these λ is applied exactly to n different arguments, requiring L to be duplicated n times. In other words, we satisfy the following reduction sequence:
By point 2 of Lemma 13, the exact same reasoning may be applied to ← − D (N l), in which ← − D (L) must be duplicated n times:
A simple observation shows that ← − D (L) is not in β-normal form:
Moreover, it can be shown that when the dimensions d and m are > 1, k = O((d +m)×m). In our case, we see that each component of the sum in ← − D (ϵ ·x +ρ ·h) will be responsible for at least one substitution. Finally, since ← − D (L) is duplicated n times in the original backpropagation through time strategy, by using the strategy where ← − D (L) is reduced to M before being substituted, we obtain a gain of O((d +m)mn) reduction steps. This is significant as the number of learning parameters (here (d +m)m) can be very large in typical neural networks. For instance, a recent model called GPT-2 [Radford et al. 2019 ] has 1.5 billion parameters.
CONCLUSION AND PERSPECTIVES
We introduced a compositional program transformation ← − D (Table 3) requiring no mutable data structure and computing the gradient of an arbitrary simply-typed λ-term t of ground type with the same efficiency as backpropagation, with the best possible overhead in general (namely evaluating t to a first-order term).
In computational graphs, complexity analysis assumes that computing the value of a single node from its local inputs has unitary cost. Our analysis shows that, as soon as the programming language is suitably fine-grained, it is consistent to attribute such a unitary cost to a single evaluation step (i.e., a rewriting rule from Tab. 2). Indeed, Proposition 12 counts the length of the reduction sequence following step by step the evaluation of the corresponding computational graph (see the discussion in Sect. 2). However, in terms of low-level complexity models (e.g. Turing machines, random access machines), this rests on an important assumption, namely that searching for the next redex to reduce is a constant-time operation. Notice that the same issue is present in computational graphs: every algorithm we presented in Sect. 2, from forward evaluation to backpropagation, at each step requires to look for the next node on which to operate. Such a search becomes unnecessary if we suppose nodes to be linearly ordered compatibly with the dependencies of the graph, which is a fair assumption. In general programming languages, the question is not so trivial: albeit recent work [Accattoli and Barras 2017, Corollary 9.2] shows that the search for the next redex is negligible in the call-by-name evaluation of closed programs, a detailed analysis for our language is currently missing and we defer it to future work. At any rate, notice that the confluence of the calculus (even in the light form of Corollary 9) makes the soundness property independent from the reduction strategy, so any evaluation order may be considered, such as lazy call-by-value or call-by-need, widening the margin for the search of more efficient low-level implementations.
We used the category of sets and functions for defining the gradient ∇(t) of a λ-term t independently of any reduction strategy (Equation (24)). One may consider richer models, but there is no denotational semantics, as far as we know, able to define differentiation on possibly diverging higher-order recursive programs over real numbers. This prevents us from considering more expressive languages than the simply typed λ-calculus, such as PCF endowed with a type for real numbers. It would be a great improvement to develop a denotational semantics for such a calculus, giving a meaningful notion of differentiation in presence of partially defined computations. Some proposals have been given for first-order languages starting from Scott's continuous semantics, see e.g. [Plotkin 2018] . It is important to stress, however, that this limitation concerns the soundness proofs, not the syntactic definitions: we already know how to extend ← − D to general recursive programs (e.g. PCF) and we would even know how to prove its soundness with respect to computing gradients of programs of ground type, if only we knew how to meaningfully define gradients in presence of diverging computations.
A major endeavor relating functional primitives with differential operators is Ehrhard's differential linear logic [Ehrhard 2018 ] and its associated differential λ-calculus [Ehrhard and Regnier 2003] . Indeed, the initial motivation of our work was to express the backpropagation algorithm in the differential λ-calculus. Although this is possible, we realized that in order to do this, we needed to discard the most important programming primitive of the differential λ-calculus, which is the derivative operator D on higher-order types. This is probably a good place to point out a crucial feature of our program transformation ← − D . Take a term λx.t(ux) of type R → R and such that ⊢ t : A → R and ⊢ u : R → A. We have two different ways of computing the derivative of t(ux) with respect to x R : either by our transformation ← − D (λx.t(ux)) or by Ehrhard's derivative operator D(λx.t(ux) ). Both ways are purely functional, but our operator decomposes as
, while Ehrhard's follows the chain rule (see Section 2.3), giving D(λx.t(ux)) = β λ x, a .D(t) ux, D(u) x, a . 7 It is clear that this latter expression describes a computation much less efficient than the backpropagation decomposition because of the duplication of the term u (see also the discussion in Section 2) and this is the reason why we did not use it. The price to pay for efficiency is however significant, in fact the term D(t) in the differential λ-calculus has a perfectly well-defined mathematical meaning-it gives the derivative of t over its argument of type A, which may be of arbitrarily high order. By contrast, our term ← − D (t) has nothing to do with a derivative on A. Indeed, notice that our soundness statements (Theorem 15, Corollary 16) only hold for terms of ground type. At present, we seem to have no use for the extra generality provided by the differential λ-calculus, but it is a natural and intriguing question to understand whether the ability of computing derivatives at higher types (rather than just over R) can play a role in developing new machine learning models.
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A APPENDIX
A.1 Proofs of Section 4
is a reduction step (resp. a structural equivalence) in Tab. 2. The proof is a standard induction on the evaluation context C. The base case is by inspection of all cases in Tab. 2, using the following properties:
• (splitting) if Γ, x A ⊢ t : B then for any term t { /x } obtained from t by renaming some (possibly none) occurrences of x to a fresh variable , we have Γ,
The two properties are achieved by induction on t. Notice that the splitting property implies the so-called "weakening"
L 3 Let ι be any reduction rule and let t ′ ≡ t
The proof goes along the same lines as [Accattoli et al. 2014] . We denote by ≡ 1 the symmetric and context closure of the relation induced by the rules (18)-(22), i.e., ≡ is the reflexive-transitive closure of ≡ 1 . We then prove the following lemmata.
(1) If ≡ 1 t and is a value, then t is also a value.
(Remark that no structural equivalence rule allows for commuting an explicit substitution with a λ-abstraction.
In the case = 1 , 2 , then the only possibility is u = u 1 , u 2 α (rules (21), (22)), but in this case we would have i = u i α, for i = 1 or i = 2, contradicting the hypothesis of i to be a value).
(2) If C{x } ≡ 1 u, then u = C ′ {xα }, for some context C ′ and explicit substitution α.
(By induction on C and case inspection).
(3) If t ≡ 1 t ′ and t ι − → u, for some reduction step applied to the root of t, then there exists u ′ ≡ u such that t ′ ι − → u ′ . (1) to assure that u is a value, in particular no explicit substitution has been lifted from inside ).
(4) If t ≡ 1 t ′ and t ι − → u, then there exists u ′ ≡ u such that t ′ ι − → u ′ .
(By 2 and 3).
The general statement then follows by induction on the length of a sequence t ≡ 1 · · · ≡ 1 t ′ giving t ≡ t ′ , using (4) for the induction step.
P 4 Let X be any subset of the reduction rules in Tab. 2 (including the variant (9) n ) and let t (
P . By induction on k, using Lemma 3. P 5. Given a closed term t of type A, if t is a β-normal form, then it is a value.
P
. By induction on a derivation ⊢ t : A. If the last rule is an → introduction, then t is a value. If it is an → elimination, then t = u 1 u 2 and ⊢ u 1 : B → A or ⊢ u 1 : R ⊥ . By IH u 1 is then a value, hence of the form λx.u ′ and therefore u 1 u 2 is a redex (7). If the last rule is a × introduction, we apply trivially the IH. If it is a × elimination, then t = t ′ [ x, := u] and ⊢ u : A × B. By IH u is a value, and hence it is of the form u = 1 , 2 , therefore t is a (8) redex.
The explicit substitution rule is similar to the previous one, using (9) or (10). If t = f (t 1 , . . . , t n ), then we have by IH that each t i is a closed value, so a numeral, so we can apply the numerical rule associated with f . If t is a numeral, then it is a value. If t = t 1 + t 2 , then by IH each t i is a value so we may apply either (13) or (12).
6 For every term t, and every set X ⊆ βℓ, there exists a X -normal form u such that t X − − → * u. P (S ). In case (9) X , it is trivial to find a notion of weight w(t) ∈ N such that t
. Otherwise, let k be the greatest size of the type of a subterm of t, and let W (t) be the sequence (n 1 , . . . , n k , n k+1 )
where n k+1 = w(t) and for every 1 ≤ i ≤ k, n i is the number of redexes of type (7), (8), (9) in t such that the term in the explicit substitution has a type of size k + 1 − i (so that, as i grows bigger, n i accounts for smaller and smaller types).
It is not hard to show that, if t is not X -normal, then t X − − → t ′ for some t ′ such that W (t) > W (t ′ ) in the lexicographical order.
L 7 For any t 
. Let t be the number of symbols in t where each variable is counted twice. The claim then follows by remarking that any rule (10), (12), (14) makes t strictly decrease, and the same for (9) whenever the substituted term is a numeral. Table 4 recalls the denotational model induced by the cartesian closed structure of the category of sets and functions.
The proof of the soundness property is completely standard.
A.2 Proofs of Section 5 L 11. Let G be a ground term whose free variables are given by a sequence x of length n. Then, bp x, a (G) = O(|G|).
. We actually prove a slight stronger claim: let G be a ground term whose free variables are in a sequence x of length n. Then, bp x, a (G) = O(n + |G|).
Notice that then whenever x contains exactly the free variables of G, n ≤ |G| and so O(n + |G|) = O(|G|).
By induction on the definition of bp x, a (G) = G 0 , G 1 , . . . , G n α β, one proves that:
. We detail only the case G = F [z := F ′ ], taking the notation of the definition of bp( ). Item (i) follows trivially from the induction hypothesis. Item (ii) is a consequence of the induction hypothesis and the fact that #
Concerning item (iii), we have that:
Γ ⊢ z 0 : R (g) := a → 0 (39)
(b) interpretation of terms. In the cases admi ing two version (with or without linear variables), we considered only the case with linear variables, the other being simpler. The reader may check that the linearity (i.e. commutation with sums and scalar products) of the parameter a associated with a linear variable is respected. Notice that the above lemma would fail if we replace the meta-operator ⊕ with the sum constructor + in the definition of bp x, a (G). In that case we would have the size of bp x, a (x 1 +· · ·+x n ) to be quadratic in n because bp x, a (x 1 +· · ·+x n ) copies the n − 1 sums for every component of the gradient tuple. P 12. Let G be a ground term whose free variables are given by a sequence x of length n. Then for every r ∈ R n , we have: As for (ii), we have that the i-th component of the gradient tuple of bp x, a (G) together with the associated substitutions is equal to (we suppose F ′ i ⊕ F ′′ i = F ′ i + F ′′ i , the other cases being simpler): (9) n (10)(12)(14)
Notice that in order to move to the last line we use the associativity, commutativity and distributivity of + and · over real numbers, not on the corresponding syntactic symbols.
Let us consider also the case G = F ′ , F ′′ . Using the notations from the definition: The case (ii) is similar (just a sum instead of a pair).
In the base cases (variables, functional symbols and numerals), one performs linear substitutions (9) as well as garbage collection (10). In the case of bp x, a (f (x i 1 , . . . , x i k )) one instance of the rule (14) is needed.
L 18. Let t be a term of Λ(F ). We have: ← − D (t) = O(|t |).
. By just inspecting the definition in Table 3 .
L 13. Let t be a term of Λ(F ). Then:
(2) if t ι − → t ′ , for ι any reduction step in Tab. 2, then ← − D (t)
. Item 1 is immediate by case inspection. Concerning item 2, one proves by induction on t that:
Then, suppose t ι − → t ′ , notice that ι (17) since t has no R ⊥ -variable. If ι = (9), then the statement follows from (•). All other cases are immediate. We detail just the case of an instance of a numerical rule (12), (14), e.g. r + q − → r + q. We have that ← − D (r + q) is:
x Let G be a ground term of type x !R ⊢ G : R with x = x !R 1 , . . . , x !R n the free variables of G and let bp x, a (G) = G 0 , G 1 , . . . , G n α β. For a suitable ⊆ {1, . . . , n}, such that if i , then G i = 0, we have:
P . By induction on G. We will freely use structural equivalence where necessary, knowing that Proposition 4 allows us to postpone all structural equivalences to the end without affecting the number of reduction steps. The nontrivial cases are detailed below. Remark that the length of each reduction is O( ← − D (G) ) which is equal to O(|G|) by Lemma 18.
Let G = F [z := F ′ ] and suppose that bp x,z, a (F ) = F 0 , F 1 , . . . , F n , H α β, bp x,b (F ′ ) = F ′ 0 , F ′ 1 , . . . , F ′ n α ′ β ′ .
We have that ← − D (G)[x := x, λa.x ′ a ] is structural equivalent to : with σ ′ i +1 = ∂σ ∂1 (e.a i +1 + r .u i ).
P . We have:
← − D (N [a n−i ; . . . ; a n ]) − → * ← − D (L) ← − D (a n−i )( ← − D (L) ← − D (a n−i +1 )(. . . ( ← − D (L) ← − D (a n ) 0, λa.0 ) . . . ))
Then the result follows by applying recursively Lemma 19. P 17. We have ∇(N l)(e,r ) = n ϵ , n ρ where n ϵ and n ρ are given by the following recurrent equations: 
