Introduction
Video surveillance systems typically employ multiple cameras to monitor a site. Cameras are usually placed to maximize the coverage of the scene, with different degrees of overlap between pairs of views. If two or more cameras have overlapping fields of view, it is important to coordinate these views so that one can observe the same object from different viewpoints, obtaining richer information from the surveillance system. For instance, this enables producing a seamless video sequence of an object while Figure 1 : Problem example: we are given two views of a moving object, and no other information (top). The goal is to recover the correct temporal and spatial alignment parameters, that enable us to represent object's trajectory in the same coordinate system (bottom).
it moves through the monitored environment, passing from one field of view to another. More generally, any interesting property such as motion tracks, object type and identity, etc. can be consistently maintained across different views, provided the views are spatially and temporally aligned.
In this paper, we focus on the common case where objects move over surfaces roughly approximated by a ground plane, or when the distance between the cameras' centers of projection is small with respect to the scene relief. It is assumed that cameras have pairwise unknown overlapping fields of view, and that each camera captures the scene independently from the others. Relative orientation of the cameras is unknown, as well as intrinsic calibration parameters. Moreover, cameras need not be synchronized, although it is assumed that their frame rate is known. The above assumptions apply naturally to our target application, which is a distributed video surveillance system realized with independent cameras, that requires minimal user effort in the setup phase.
Our method takes as input trajectories in the form of sequences of space-time points (x i (t), y i (t), t i ) for the ith view, and produces the following output:
• A set of homographies H ij that spatially maps trajectories in the view i with trajectories in the view j.
• A set of time-shifts Δ ij that temporally align trajectories in the view i with trajectories in the view j.
The set {H ij , Δ ij } for each pair ij, can in turn be used to express every trajectory point with respect to a common spatial and temporal coordinate system. For a pair of views, the method can be outlined as follows: first, trajectories from both views are transformed into projective invariant sequences of cross ratios; for each point along a sequence, the statistical properties of the cross ratio are used to define a measure of saliency of a local trajectory segment centered on the point itself; points that appear to be more interesting according to this measure are selected together with their support interval, and a table of putative correspondences between pairs of interest points across the two views is computed based on the invariant sequence. Each pair of putative correspondences induces a temporal alignment between two views, and defines an interval of common support that is used to recover the spatial alignment; pairs of putative matches are added to the homography estimation algorithm, until either there are no more left, or the estimate does not change significantly; the latter procedure is repeated for different initial pairs of correspondences, and the resulting homographies are ranked using the symmetric transfer error; finally, the highest ranking homography is selected.
The major contribution of this work is a method that recovers spatial-temporal alignment between two views of the same scene regardless of the actual amount of misalignment, both in space and time. This is achieved by introducing a measure of the saliency of points along a trajectory. Being based on the cross-ratio of five coplanar points, the measure is invariant with respect to changes in viewpoint. The most salient points, called interest points, provide a sparse representation of the trajectories that is used to initialize the correspondence, avoiding the search over all the possible time-shifts in order to recover the correct alignment between two trajectories.
The method has been tested on two datasets acquired in completely different situations. The first one has been acquired in our laboratory, and consists of radio-controlled cars moving over a planar scene. The second one is a dataset made available for the VS-PETS 2001 workshop, consisting of two views of an outdoor scene featuring moving people and cars. In both cases, the computed homographies produce errors comparable to the tracking errors, and the recovered time shifts are always within a range of a few frames with respect to the true ones.
Related work
The view matching problem described in the previous section has been widely studied. Traditional approaches are well suited for the case of static scenes. They rely on matching a number N ≥ 4 of static feature points between pairs of views [2, 5] , or determining the correct registration by directly solving a least-squares estimation problem in the unknown motion parameters [3] . While such methods can produce accurate results, they are not always suitable for video-surveillance applications. First, finding a high number of correspondences between widely separated views taken with different cameras is a difficult problem, since brightness or proximity constraints do not hold. Also, one has to be sure that features are obtained from the ground plane, and not from moving objects and/or other parts of the scene.
Trajectory data on the other hand form a powerful cue to obtain correspondences, provided that time-alignment is established across views. The basic reasoning is that a single pair of corresponding trajectories induces multiple point correspondences. In particular, all the points that belong to the interval of common temporal support of the same object seen in two views can be used to compute the homography.
A caveat is that tracking data are usually less accurate than static scene points obtained with a feature detection algorithm. However, it must be pointed out that the role of a registration algorithm in the context of a video surveillance system is not that of providing a visually pleasant site model, but to allow the detection of interesting objects' correspondences across views. Hence, small registration errors can be easily tolerated. Another requirement is that trajectories are implicitly assumed to span the region of overlap sufficiently well, such that the homography computation is well constrained.
The first attempt to estimate the homography and the time-shift using tracking data was been presented in [11] . Motion data were treated as unordered sets of points, and not as trajectories. In [7] , a method was presented for estimating both planar and non-planar correspondence models, and to take advantage of the tracking sequences rather than just co-occurring object detections. The main limitation is that temporal alignment was recovered by exhaustive search over a small, fixed temporal interval, which is not a suitable approach when sequences are widely separated in time.
In [4] , cameras were assumed to be calibrated, and temporal alignment was recovered by exhaustive search, using a least median of squares scores of the results. Khan, et al. [9] automatically estimated the line where the feet of pedestrians should appear in a secondary camera when they exit the reference camera. This assumes that objects exit the scene at a linear occlusion boundary, and information is collected only when objects actually cross the fields of view lines. Color information acquired from moving objects was used in [10] , to detect objects' correspondences. The system relies on synchronization information. Moreover, the object descriptor appears not to be insensitive to significant variation in illumination. Finally, in [13] , tracking data acquired with synchronized cameras were used to recover the correspondence model both for the cases of overlapping and non-overlapping views.
Our approach builds on the work of [7] for the case of planar scenes, and improves in two directions: tentative corresponding pairs of trajectories are initialized using a local measure of saliency; furthermore, the time-shift between trajectories can be arbitrary. We exploit intrinsic properties of the trajectories, defining a representation which is view-point invariant. This idea is inspired by works on model-based object recognition using projective invariants [14, 12, 6] , adapted for the particular case of representing trajectories. In particular, our representation can deal with configurations of three or more collinear points, a common situation that occurs along a trajectory of a pedestrian or a car.
Approach
From now on we focus on the case of recovering the temporal and spatial registration parameters for a pair of partially overlapping views a and b. This is the fundamental instance of our problem (Fig. 1) . Under the planar trajectory assumption, and if video streams are not temporally aligned, the space-time relation between a point visible in both cameras is expressed by an unknown 3 × 3 homography H and an unknown time-shift Δt: Hp(t) = p (t + Δt), where p and p represent the spatial coordinates of the point in the two views in homogeneous coordinates.
Invariant trajectory representation
We begin by transforming each trajectory in the two views to a representation which is invariant to changes in view point. Output of an object tracker is assumed. The points are first locally smoothed using a cubic spline fitted via least squares. The method is sketched in Fig. 2 , and is based on the cross ratio of five coplanar points: 
Left) The construction used in our method to compute cross ratios along the trajectory. Right) The five point cross ratio that constitutes the invariant representation of a point p(t k ) in the general case.
point. For each point p(t) along the curve, four other points
) are used to compute a cross ratio. The parameter k is a time interval that controls the scale at which the representation is computed. The greater is k, the less local the representation. With respect to Fig. 2 , points p(t−2k), p(t−k), p(t+k), p(t+2k) are used to compute the point q, and then the intersection between the lines defined by segments p(t), q and p(t − 2k), p(t + 2k) is chosen to be the reference point r(t) for the cross ratio. If four collinear points are detected, the representation is obtained using the cross ratio of these points. The sequence of image coordinates (x(t), y(t)) is then transformed into a (view-invariant) sequence of cross ratios s(t) of the form:
where the function τ 5 (p 1 , p 2 , p 3 , p 4 , p 5 ) is the five point cross ratio. If collinearity has been detected, we set:
where τ 4 (p 1 , p 2 , p 3 , p 4 ) is the cross ratio of four collinear points. The described transformation is projective invariant, since it is based on collinearity between points and intersection between lines.
Detecting interest trajectory points
Being based on the cross ratio, the representation described above has some significant statistical properties. In particular, it can be shown [1] that under general conditions the cross ratio has the nonuniform probability density function p(x), shown in Fig. 3 . We use this fact to compute a saliency measure for each sample of the invariant trajectory representation. This measure is defined in terms of the entropy of the invariant sequence for an interval centered on a point s(t):
where l is half the width of the interval. This measure represents in a compact, view-invariant way the local properties of the trajectory, in terms of curvature, speed, and overall shape. It is natural to assume that peaks in the entropy sequence e(t) correspond to the "most informative" points of the trajectory p(t) = (x(t), y(t)). Peaks are found by direct comparison of a value e(t) with its neighbors. Every point of the trajectory corresponding to a peak, and its surrounding interval of length 2l, are defined to be an interest point and an interest segment of the sequence, respectively. Figure 3 : The probability density function p, and the cumulative density function F of the cross ratio.
Forming putative correspondences
Interest points from the two views, and their relative support intervals are used to establish space-time pairwise correspondences between trajectories. The formulation follows the line of the automatic homography estimation algorithm of [15] . In particular, a table S ab of size n a × n b is formed for each pair of views a, b, where n a and n b are the numbers of interest points detected in the two views. Let P 
where s a , s b are two invariant representations of trajectories, and
is the distance between two cross ratios with respect to the cumulative distribution function F (x) shown in Fig. 3 . If x 1 and x 2 are two cross ratios, their distance is defined as follows:
This measure has the property of stretching differences of cross ratios of big values, which are known to be less stable. Moreover, it takes into account the symmetric properties of cross ratios. In particular the fact that there are two ways to go from one cross ratio to another: one passing through the real line, and the other through the point at infinity [8] . We have verified experimentally that the invariant feature described above obeys the distribution of Fig. 3 , although input points are not exactly independent. An example of the matching process is given in Fig. 4 . 
Spatial-temporal alignment estimation
Each pair of interest points P a i , P b j induces a temporal alignment between the trajectories they belong to (Fig. 4) . The alignment is defined by the time-shift obtained by the difference of the time indices of the interest points:
j . This in turn defines a temporal interval of mutual support, i.e., the temporal interval in which the two trajectories appear in the region of overlap if the time correspondence is valid. Then, this interval is computed as follows. Let T 1 ∈ a, T 2 ∈ b, be the two trajectories which are hypothesized to correspond. Their spatial-temporal relation can now be expressed as: 
All the points of T 1 and T 2 that fall into the interval U are fed into the DLT algorithm [15] for estimating the homography. The process of selecting putative pairs of trajectories, and finding their interval of common support is iterated until either there are no more putative pairs left, or the estimated homography does not change. The symmetric transfer error is evaluated to verify the registration result:
Parameter setting
Some intuition about the choice of the few data-dependent parameters is provided here. The parameter k controls the locality of the representation. In principle, a small k is desirable, since it would give a more local representation for matching partial trajectory segments. However, as k gets smaller, the cross ratios tend to assume very similar values. In our experiment, we verified that for objects like people and cars, a good choice is to select k approximately equal to half the frame rate. The algorithm is quite insensitive to the choice of the parameter l, which is half of the segment length in temporal samples. In fact, we have verified that small variations of this parameter do not produce big changes in the location and values of the peak of the entropy sequence. Furthermore, even if such changes are observed, they are consistent across views, so corresponding interest points can still be found. In our experiment, we set l = k.
The amount of smoothing applied prior to the computation of the invariant representation is more critical. In general, this is ultimately related to the performance of the tracking module, in particular with respect to outliers in the tracks due to noisy observations, which are common with appearance-based trackers. It has also been observed in our experiments that smoothing trajectories improves the performance of the method when there are significant differences in scale between two views. In our experiments, good results were achieved smoothing trajectories of cars and pedestrians with cubic splines with two control points every 30 observations.
Results
The proposed method was tested on two datasets. The first dataset was obtained in our laboratory, using three uncalibrated cameras with partial overlap between the fields of view. The moving objects were three radio controlled toy cars, and the scene was globally planar. To verify the robustness of the method to scale changes, different zoom factors were adopted for each camera. Six trials were conducted with different setups, in terms of FoV overlap, camera placement/zoom, and objects' motion. For each trial, one minute of video at 30 frames per second was acquired for each camera, allowing the cars to move through the overlapping zone several times. k = l = 15 in this and the next experiment.
The results are well represented by the example shown in Fig. 5 . With respect to the ground truth, minimum, maximum and average error of the recovered time shift were respectively 7, 16 and 10.2 frames. A refinement procedure was run over a small interval of 50 frames centered on the recovered solution, checking all the possible alignments.
Typically, a slightly better alignment was found, and the average error was reduced to 4 frames. The spatial alignment was always effectively unchanged.
The time needed to find the solution varies in general with the number of observed trajectories, and with the number of interest points detected. The current C++/Matlab implementation takes on average 1 minute and 40 seconds to align sets of 2-5 trajectories with the number of interest points ranging from 5 to 10 for each trajectory.
In all the experiments the space-time alignment obtained with the presented method was sufficient to determine objects' correspondences across views, which is the goal of this work. If more accurate registration is needed, a refinement procedure can be carried out, starting from the approximate solution obtained from correspondences of static scene features. In fact, it was observed that, below a certain limit, the tracking error becomes the limiting factor of an approach based on trajectory data. A global re-estimation of the common coordinate system would further improve the initial solution [5] .
In the second experiment, a dataset of two views of a typical outdoor surveillance scene, provided for the VS-PETS 2001 workshop was used. This was a more challenging dataset, because trajectories were less complicated than those of the first experiments, and because of the wide variation in viewpoint and scale. A subset of three trajectories per view was provided to the algorithm. Fig. 6 shows the obtained results. With respect to a ground-truth alignment manually obtained by carefully selecting corresponding pairs of static feature points, the overall spatial error was 3.4 pixels, with a variance of 7.9 pixels. The time shift was recovered with an error of 9 frames. Further refinement using trajectory data did not improve significantly on the initial solution. Although mis-registration errors are clearly visible in Fig. 6 , the solution was definitely sufficient to compare trajectories of objects in the recovered common coordinate frame, to understand which trajectories in different views correspond to the same 3D object, establishing objects' correspondences across views.
Conclusions
A method for recovering the time-alignment and spatial registration between different views of planar trajectory data has been presented. Existing approaches either assume that the streams are globally synchronized [13] , or that the temporal misalignment is small enough so that exhaustive search over all possible time displacements is tractable [7] . In contrast, the approach presented in this paper recovers the spatial and temporal alignment without any restriction, and without the use of calibration information. This is made possible through the computation of a view-invariant sequence representation, based on algebraic projective invari- ants, for object trajectories in the two views. Temporal and spatial alignment of the sequences is estimated by matching interest points and segments in the invariariant sequences of different views, and across time. In the experiments it was observed that the precision of the method depends mainly upon the accuracy of the object tracker. On the other hand, the method requires only a few simple assumptions, namely that the relative frame rate of the cameras is known, and that a limited number of trajectories are observed simultaneously in both views. The proposed method can also be used to initialize a refinement registration technique, such as [5] . Most notably, the method has the benefit that it can easily handle arbitrary temporal misalignments of the video. This can allow for comparison of trajectories in surveillance applications where video transmission over networks may be asynchronous or have delays.
