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Urban road networks may benefit from left turn prohibition at signalized intersections regarding capacity, for particular traffic
demand patterns. The objective of this paper is to propose a method for minimizing the total travel time by prohibiting left turns
at intersections. With the flows obtained from the stochastic user equilibrium model, we were able to derive the stage generation,
stage sequence, cycle length, and the green durations using a stage-based method which can handle the case that stages are sharing
movements. The final output is a list of the prohibited left turns in the network and a new signal timing plan for every intersection.
The optimal list of prohibited left turns was found using a genetic algorithm, and a combination of several algorithms was employed
for the signal timing plan. The results show that left turn prohibition may lead to travel time reduction. Therefore, when designing
a signal timing plan, left turn prohibition should be considered on a par with other left turn treatment options.
1. Introduction
Left turns at signalized intersections may cause efficiency
problems, because they have comparatively high potential for
conflicts with other movements. When permitted left turns
are used, the delay of vehicles is determined both by the
traffic signal and by the opposing vehicles. As a result, vehicles
turning left would usually wait longer than othermovements.
Protected left turns can be applied at the expense of increasing
the intergreen time and decreasing the effective green time,
resulting in efficiency problems. Therefore, to improve effi-
ciency, left turn prohibition (LTP) is investigated in urban
networks as a remedy for urban congestion problems.
Previous left turn treatment guidelines provide the treat-
ment of permitted/protected left turns at signalized inter-
sections [1–6], while very few refer to left turn prohibi-
tion. Although left turns can be avoided by constructing
unconventional intersections such as U-turns in the middle
of roads [7–12], mid-block left turns [13, 14], continuous
flow intersections, jughandle intersections [15], exit lanes for
left turn [16], special width intersection [17], and tandem
intersection/presignals [18–20], due to space limitation in
cities and high construction expense, these unconventional
intersections may not be feasible in the urban area. The
impact of these unconventional intersections on networks is
also not clear because the intersections/locations are usually
studied in isolation. Another alternative to left turn prohi-
bition, which does not necessitate infrastructure alteration,
would be to redesign the network. By redesigning a network
in this way, flow redistribution can be obtained using traffic
assignment models [21–24]. However, when the turning
restriction problem is formulated as a pure network design
problem, signal settings are ignored. Consequently, this is
making it unsuitable for the use in the urban signalized
networks. In these environments, it is necessary to design
signal timing plan for the LTP problem.
The methods for signal timing plan design are the
stage-based method [25–29], the group-based method [30–
32], and the lane-based method [33–35]. The stage-based
method, whose cycle is composed of stages, determines
green durations of each stage by minimizing delays or other
objectives. In practice, all existingmethods for network signal
setting design follow the stage-based method [29]. The most
famous signal control method using the stage-based method
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Figure 1: An example of two stages sharing movements [38].
is TRANSYT. However, the existing stage-based methods
rarely include the stages sharingmovements when generating
stages and optimizing/calculating signal timing. The group-
based method and the lane-based method have a similar
formulation. The difference is that the lane-based method
can also assign lane markings. The lane-based method was
used in turning restriction problems [36] and was integrated
with traffic assignment models [37], but both methods have
not been practically applied. In consideration of the practical
extension, the stage-based method is used in this paper.
The research gap filled for the stage-based is to explain the
treatment of the case that stages are sharing movements (see
Figure 1).
This paper presents a method for selecting left turns with
a genetic algorithm for prohibition and designing a fixed
signal timing plan including LTP for a time in a day, by
minimizing total travel times. After prohibiting left turns,
the proposed method adjusts signal settings using the stage-
based method. Once the selected left turns are prohibited,
all stages are regenerated and then the stage sequence is
optimized. Besides, cycle length and green duration are
calculated. The intersections in networks are coordinated by
the common cycle length, which is the largest cycle length
of all intersections. Stochastic user equilibrium (SUE) is
integrated for forecasting redistributed traffic flows, and it
is used for the evaluation of the LTP. To test the proposed
method, one should set the total travel time without LTP as a
base case and compare it with the total travel time with LTP.
The following abbreviations are used in this paper: LTP
represents left turn prohibition; SUE means stochastic user
equilibrium; OD indicates Origin-Destination; TSP stands
for traveling salesman problem.
2. Methodology
2.1. Overall. Themethodology consists of three parts: select-
ing the prohibited left turns, signal timing plan design
including permitted/protected/prohibited left turns for each
intersection, and an SUE used for a realistic assignment of the
demand.
The flowchart in Figure 2 presents the approach in a
chronological sequence. LTP influences the network link
flows.The link flows are estimated using SUE based on a link
cost function, which does not consider signal timing. Then
for each left turn that is not prohibited it is decided whether
it is permitted or protected. Feasible stages are generated, and
then the signal sequence is determined by minimizing the
Start
Prohibit left turns
Design signal timing plans
Determine conflict matrix for left turns
Generate
stages
Calculate
lane flows
Set stage
sequence
Adjust saturation flows
for shared lanes
Determine signal timing
The end condition of
genetic algorithm is met?
No
End
Yes
Run SUE model based on a cost
function with signal timing
Run SUE model based on a cost
function without signal timing
Adjust saturation flows
for left turns
Figure 2: Flowchart of signal timing plan design including left turn
prohibition.
total intergreen time. In parallel, lane flows are calculated,
and saturation flows are adjusted to determine signal timing.
The SUE model is run once again using a cost function
based on signal timing. This is performed to evaluate the
total travel time with the LTP and the signal timing. Left
turns are selected to be prohibited with genetic algorithms.
These processes will be repeated until all selected left turns
are tested.
The following sections explain each processing box and
subprocessing step of the flowchart in detail.
2.2. Left Turn Prohibition. Each network includes many left
turns. Each left turn has two possible states: it can be either
allowed or prohibited. An LTP combination is defined as the
decision regarding the state of each left turn in the network.
Considering the number of left turns in the network, the total
number of LTP combinations can be very large. Therefore,
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using the algorithm detailed in Section 3, we reduced the
number of possible LTP combinations.
The overall objective is tominimize the total travel time in
the network as described in (1). This equation sums the total
travel time, separating left turn links from other links. The
total travel time without LTP is the reference case. Only if the
total travel time with LTP is smaller than the reference total
travel time can the LTP combination be applied. Eventually,
the LTP combination with the minimal total travel time is
selected as the solution.
For each selected prohibited left turn, we assumed that
the lane would be used for through movement. We also
made sure that each selected left turn can be prohibited.
Specifically, a check was performed that the prohibition of
this turn would still allow network connectivity. Thus each
OD path set includes at least one path (see (2)). Additionally,
the number of through exit lanes is greater than or equal
to the number of through approaching lanes (see (3)). If
both of these constraints cannot be met, the left turn is not
prohibited.
min TT
= ∑
𝑎∈𝑀/𝐿
𝑞𝑎𝑡𝑎 (𝑞𝑎, 𝜂)
+ ∑
𝑎∈𝐿
(1 − 𝑥𝑎) 𝑞𝑎𝑡𝑎 (𝑞𝑎, 𝜂)
(1)
subject to 𝐾𝑜𝑑 ̸= 0, ∀𝑜 ∈ 𝑂, 𝑑 ∈ 𝐷 (2)
𝑁𝛼,𝑧,𝑖 ≤ 𝑁𝜖,𝑧,𝑖,
∀𝑧 = 1, . . . , 𝑁𝑍, 𝑖 = 1, . . . , 𝑁𝐴,𝑧, (3)
where TT is total travel time (h); 𝑀 is set of links; 𝐿 is set
of left turn links; 𝑞𝑎, ∀𝑎 ∈ 𝑀, is flow of link 𝑎 (veh/h);𝑡𝑎(𝑞𝑎, 𝜂), ∀𝑎 ∈ 𝑀, is travel time of link 𝑎 (h); 𝜂 is signal
settings defined as stage, stage sequence, cycle length, and
green durations; 𝑥𝑎, ∀𝑎 ∈ 𝐿, is indicator of prohibited left
turns: 𝑥𝑎 = 1, if the left turn is prohibited and 𝑥𝑎 = 0,
otherwise;𝑂 is origin set;𝐷 is destination set;𝐾𝑜𝑑 is path set
between origin 𝑜 and destination 𝑑; 𝑧 is intersection index;𝑁𝑍 is number of intersections in the network; 𝑖 is arm index;𝑁𝐴,𝑧 is the number of arms at intersection 𝑧; 𝑁𝛼,𝑧,𝑖 is the
number of approaching lanes for through movements in arm𝑖 at intersection 𝑧;𝑁𝜖,𝑧,𝑖 is the number of exit lanes for through
movements in arm 𝑖 at intersection 𝑧.
2.3. Stochastic User Equilibrium Model. A traffic assignment
model describes how traffic flows are distributed in the
network. In SUE, one of the traffic assignment models,
drivers choose routes with minimal perceived travel time.
The relevant link flows change according to the result of path
choice and influence the travel time. Drivers iteratively react
to updated travel time until any change of routes makes the
perceived travel time longer.
Link flow calculation and travel time estimation are
critical steps in SUE. Link flow is calculated by the product
of OD demand and probabilities of paths being chosen. The
probabilities are calculatedwith a simple logitmodel inwhich
the utility function is path travel time. In this research, we
applied the simple logit model with the same configuration
as Tang and Friedrich [39].
Link travel times are initialized by applying free flow
travel time, and then travel time is differently estimated before
and after signal timing plan design. Before signal timing plan
is designed, as no signal timing information is available, the
link costs are updated by BPR function (see (4)). After signal
timing plan is designed, the link travel time is updated by
the sum of free flow travel time and link delay (see (5)).
Link delay is the function of signal timing. Since during
the first few iterations of SUE some of the links can be
oversaturated, Akcelik’s formula [40] is used. In Akcelik’s
formula, the delay consists of uniform delay and incremental
delay which are represented as the first and the second term
of (6), respectively.
𝑡𝑎 (𝑞𝑎) = 𝑡0,𝑎 (1 + 𝛼( 𝑞𝑎𝑄𝑎)
𝛽) (4)
𝑡𝑎 (𝑞𝑎, 𝜂) = 𝑡0,𝑎 + 𝑑𝑎 (𝑞𝑎, 𝜂) , (5)
where 𝑎 ∈ 𝑀 is link index; 𝑡𝑎(𝑞𝑎) is travel time of link 𝑎; 𝑡0,𝑎
is free flow travel time of link 𝑎 (h); 𝑄𝑎 is capacity of link 𝑎
which is assigned as saturation flows of link 𝑎 (veh/h); 𝛼, 𝛽
are parameters in BPR function; 𝑑𝑎(𝑞𝑎, 𝜂) is delay of link 𝑎
(h).
If link 𝑎 is on lane 𝑘 of arm 𝑖 at intersection 𝑧, the link
delay 𝑑𝑎(𝑞𝑎, 𝜂) is then equal to 𝑑𝑧,𝑖,𝑘(𝑞𝑧,𝑖,𝑘, 𝜂).
𝑑𝑧,𝑖,𝑘 (𝑞𝑧,𝑖,𝑘, 𝜂) = 0.5𝑐 (1 − 𝑔𝑧,𝑖,𝑘/𝑐)
2
1 −min (1, 𝑥𝑧,𝑖,𝑘) 𝑔𝑧,𝑖,𝑘/𝑐
+min(1, ⌊ 𝑥𝑧,𝑖,𝑘𝑥0,𝑧,𝑖,𝑘⌋)900𝑇[[(𝑥𝑧,𝑖,𝑘 − 1)
+ √(𝑥𝑧,𝑖,𝑘 − 1)2 + 12 (𝑥𝑧,𝑖,𝑘 − 𝑥0,𝑧,𝑖,𝑘)𝑄𝑧,𝑖,𝑘𝑇 ]]
(6)
where 𝑘 is lane index; 𝑑𝑧,𝑖,𝑘(𝑞𝑧,𝑖,𝑘, 𝜂) is delay of lane 𝑘 (s); 𝑞𝑧,𝑖,𝑘
is total traffic flow in lane 𝑘 (veh/h); 𝑐 is common cycle length
(s); 𝑔𝑧,𝑖,𝑘 is green duration of lane 𝑘 (s); 𝑄𝑧,𝑖,𝑘 is capacity of
lane 𝑘 (veh/h); 𝑥𝑧,𝑖,𝑘 = 𝑞𝑧,𝑖,𝑘/𝑄𝑧,𝑖,𝑘 is degree of saturation flow
of lane 𝑘; 𝑇 is observation time period (h); 𝑥0,𝑧,𝑖,𝑘 = 0.67 +𝑠𝑧,𝑖,𝑘𝑔𝑧,𝑖,𝑘/600 is turning point where the delay dramatically
increases; 𝑠𝑧,𝑖,𝑘 is saturation flow of lane 𝑘 (veh/s).
2.4. Signal Timing Plan Design. This section first introduces
themethod of conflict matrix determination according to left
turn phasing types.With the conflictmatrix, the stages can be
generated and their sequences can be optimized. To estimate
the delays, one should also calculate the lane flow and adjust
the saturation flow. Finally the signal timing is calculated,
especially for the stages sharing movements.
2.4.1. Determination of Conflict Matrix for Left Turns. Con-
flict matrix records conflicts between movements which
cannot be in the same signal stage for safety reasons. If left
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turns are protected, they will not be on the same stage as
opposing through movements; if they are permitted, they
can be on the same stage as opposing through movements.
Thus, types of left turn phasing affect conflict matrix and
saturation flow of left turns. As the permitted left turn
vehicles are interrupted by opposing throughmovements, the
saturation flows decrease compared with the saturation flows
of protected left turns.
To determine whether left turns need to be protected,
one can apply recommendations from different guidelines.
However, most guidelines focus on safety aspects [1, 4]. In
our method, we apply the volume conditions. The volume
condition refers to the left turn flows and the product of left
turn flow and opposing through flow. Roess et al. [5] sug-
gested that the left turn, whose flow is more than 200 veh/h
and product is more than 50000, should be protected. HCM
[41] set these conditions more specific, and they are applied
in this paper. However, if a left turn has no opposing through
movement, it is unnecessary to consider the types of left turn
phasing. Any of the following conditions lead to protected left
turns:
(i) 𝑞LT > 240.
(ii) if𝑁𝐿,TH = 1, 𝑞LT𝑞TH > 50000.
(iii) if𝑁𝐿,TH = 2, 𝑞LT𝑞TH > 90000.
(iv) if𝑁𝐿,TH ≥ 3, 𝑞LT𝑞TH > 110000.
Here 𝑁𝐿,TH is number of opposing through lanes; 𝑞LT is left
turn flow (veh/h); 𝑞TH is opposing through flow (veh/h).
Please note that when a left turn is permitted according
these conditions, the left turn could be either permitted
or protected. In the conflict matrix, if two movements do
not conflict, they still could be in the different stages. For
the same reason, the permitted left turn and the opposing
through movement could be in the different stage, so that
the left turn is protected in this case, and when calculating
the saturation flow of the left turn, one should regard the left
turn as protected left turn. The final left turn phasing type is
determined according to the generated stages.
2.4.2. Stage Generation. When generating the stages, one of
the conventions is to include all nonconflict movements in
the same stage (compatibility). In this regard, a feasible set
would be onewhich contains different stageswith nonconflict
movements. It is equivalent to the problem of finding all
subgraphs in graph theory. The adjacent matrix indicating
the compatibility among movements is generated from the
conflict matrix. If the value of the conflict matrix is 1, two
movements conflict; if the value is 0, the movements are not
in conflict. Respectively, if the value in the adjacent matrix is
1, meaning that both movements are compatible, they can be
in the same stage; if this value is 0, the two movements are
incompatible and therefore cannot be in the same stage, as
shown in Figure 3. In some cases, the conflict matrix alone
is not sufficient, since the lane configuration may generate
additional incompatibility. For example, in Figure 3(a), lane
1 and lane 2 cannot share a stage with either lane 5 or lone
6, because the left turn in lane 2 conflicts with both lanes 5
and 6. However, once the adjacent matrix is generated, the
compatibility of all moments can be extracted from there.
As can be seen in Figure 3(b), in the conflict matrix, the
throughmovement in arm 1 is not in conflict with the through
moment in arm 3. Nevertheless, both of these movements are
incompatible, as shown in the respective cell of the adjacent
matrix (see Figure 3(c)).
Once we have all possible stages by finding all subgraphs
(see Figure 3(d)), we should keep the number of stages as
small as possible, to decrease the intergreen time. However,
we need to make sure that all movements are included
in our plan. To this end, we formulate the stage selection
as a 0/1 integer programming problem whose objective is
to minimize the number of stages. The decision variables
model whether a stage should be selected and the constraints
represent the requirement that each movement must be
included at least in one stage (completeness). Consequently,
the minimum number of stages including all movements
is generated. After the stages are generated, the left turn
phasing types are fixed. Figure 3(e) illustrates an example of
the stage generation. “G” means green time and “R” means
red time. “LT” represents left turn, “TH” represents through
movement, and “RT” represents right turn.
When the stages are generated, one movement may be
shared by multiple stages. For example, in the numerical
example of Memoli et al. [29], two stages share the through
movement. This is rarely applied in the stage-based method.
Sharing a movement by multiple stages influences the stage
sequence and green duration of these stages. We further
address the issue of stages sharing the same movements in
Sections 2.4.3 and 2.4.7.
2.4.3. Stage Sequence Optimization. Generally the most
favorable stage sequence is determined by the total necessary
intergreen times, which leads to shortest cycle time [3]. In
this paper, the stage sequence is optimized byminimizing the
total intergreen time. From the adjacent matrix in the “stage
generation” (see Figure 4(a)), the intergreen time matrix can
be generated. In this matrix, the compatible movements have
no intergreen time, whereas the incompatible movements do.
The intergreen times between incompatible movements are
mainly determined by the geometry of the intersection. The
intergreen time between stages is determined based on the
intergreen timematrix and the composition of the stages (see
Figure 4(b)).
If one movement appears in multiple sequential stages,
the signal of the movement can keep green in the intergreen
time between stages; i.e., the intergreen time is 0. The move-
ment thereby has extra green time and capacity. However, if
these stages are not sequential, the extra green time cannot
be gained. Therefore, when determining the stage sequence,
one should consider the potential gain of extra green time.
In this paper, the stage sequence optimization problem is
represented as the traveling salesman problem (TSP), where
the sequence of stages is equivalent to the visited cities and the
minimum total intergreen time is equivalent to theminimum
distance (see Figure 4(e)). The distance between two stages
is the sum of intergreen times among the related movements
(see Figures 4(c) and 4(d)). In this regard, if the stages sharing
the same movements are sequential, the distance between
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Lane configuration Obtain conflict matrix
Generate adjacent matrix
Generate feasible set by finding sub-graphs
Select stages by minimizing the number of stages
Arm 1
Arm 2
Arm 3
G G G R R RStage 1
R R G G R RStage 2
R R R R G GStage 3
……
R G G R R RStage N
Arm 1 Arm 2 Arm 3
TH LT RT LT RT TH
G G G R R RStage 1
R R R R G GStage 2
Arm 1 Arm 2 Arm 3 
TH LT RT LT RT TH
R R G G R RStage 3
i 1 2 3
j TH LT RT LT RT TH
1
TH 0 0 0 1 0 0
LT 0 0 0 1 0 1
2
RT 0 0 0 0 0 1
LT 1 1 0 0 0 1
3
RT 0 0 0 0 0 0
TH 0 1 1 1 0 0
i 1 2 3
j TH LT RT LT RT TH
1
TH 0 1 1 0 0 0
LT 1 0 1 0 0 0
2
RT 1 1 0 1 0 0
LT 0 0 1 0 0 0
3
RT 0 0 0 0 0 1
TH 0 0 0 0 1 0
(a) (b)
(c)
(d)
(e)
Lane 5
Lane 6
Lane 4 Lane 3
Lane 1
Lane 2
Figure 3: An example of stage generation: (a) lane configuration; (b) obtaining conflict matrix; (c) generation of adjacent matrix; (d)
generation of feasible set by finding subgraphs; (e) selecting stages by minimizing the number of stages.
each stage is shorter than the distance of nonsequential stages
sharing the same movements.
Denote 𝑖 as the arm index and𝑁𝐴,𝑧 is the number of arms
at intersection 𝑧. Denote movement index 𝑗 in the turning
direction set 𝐽 = {LT,TH,RT}, where LT is left turn, and TH
is through movement, and RT is right turn. Considering the
types of left turn phasing, LTmay also be denoted as permLT
for permitted left turns and protLT for protected left turns. A
movement is then defined as (𝑖, 𝑗) which indicates a turning
direction 𝑗 from arm 𝑖.
Set formally, for intersection 𝑧, if a movement (𝑖, 𝑗) is in
stage 𝑝 and amovement (𝑢, V) is in stage 𝑝󸀠, then the distance
between both stages can be expressed as follows:
𝑙𝑝,𝑝󸀠 = 𝑁𝐴,𝑧∑
𝑖=1
∑
𝑗∈𝐽
𝑁𝐴,𝑧∑
𝑢=1
∑
V∈𝐽
𝑙𝑖,𝑗,𝑢,V, (7)
where 𝑙𝑝,𝑝󸀠 is distance between stage𝑝 and stage𝑝󸀠; 𝑖, 𝑢 denote
arm index; 𝑗, V denote turning direction index; 𝑙𝑖,𝑗,𝑢,V denotes
intergreen time between movements (𝑖, 𝑗) and (𝑢, V).
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Obtain adjacent matrix
i 1 2 3 4
j RT TH LT RT TH LT RT TH LT RT TH LT
1
RT 0 1 1 0 0 0 0 0 0 1 1 1
TH 1 0 1 0 0 0 0 0 0 0 0 0
LT 1 1 0 0 0 0 0 0 0 0 0 0
2
RT 0 0 0 0 1 1 0 0 0 1 0 0
TH 0 0 0 1 0 1 0 0 0 0 0 0
LT 0 0 0 1 1 0 0 0 0 0 0 0
3
RT 0 0 0 0 0 0 0 1 1 0 0 0
TH 0 0 0 0 0 0 1 0 1 0 0 0
LT 0 0 0 0 0 0 1 1 0 0 0 0
4
RT 1 0 0 1 0 0 0 0 0 0 1 1
TH 1 0 0 0 0 0 0 0 0 1 0 1
LT 1 0 0 0 0 0 0 0 0 1 1 0
Build intergreen time matrix
i 1 2 3 4
j RT TH LT RT TH LT RT TH LT RT TH LT
1
RT 0 0 0 4 4 4 4 4 4 0 0 0
TH 0 0 0 4 4 4 4 4 4 4 4 4
LT 0 0 0 4 4 4 4 4 4 4 4 4
2
RT 4 4 4 0 0 0 4 4 4 0 4 4
TH 4 4 4 0 0 0 4 4 4 4 4 4
LT 4 4 4 0 0 0 4 4 4 4 4 4
3
RT 4 4 4 4 4 4 0 0 0 4 4 4
TH 4 4 4 4 4 4 0 0 0 4 4 4
LT 4 4 4 4 4 4 0 0 0 4 4 4
4
RT 0 4 4 0 4 4 4 4 4 0 0 0
TH 0 4 4 4 4 4 4 4 4 0 0 0
LT 0 4 4 4 4 4 4 4 4 0 0 0
Obtain generated stages
Arm 1 Arm 2 Arm 3 Arm 4
RT TH LT RT TH LT RT TH LT RT TH LT
G G G R R R R R R R R R
R R R G G G R R R R R R
G R R R R R R R R G G G
R R R R R R G G G R R R
Stage 1
Stage 2
Stage 3
Stage 4
Generate sum of intergreen time matrix
Stage 1 2 3 4
1 0 36 24 36
2 36 0 44 36
3 24 44 0 48
4 36 36 48 0
Determine stage sequence by solving traveling
salesman problem
Arm 1 Arm 2 Arm 3 Arm 4
RT TH LT RT TH LT RT TH LT RT TH LT
G G G R R R R R R R R R
R R R G G G R R R R R R
G R R R R R R R R G G G
R R R R R R G G G R R R
Stage 1
Stage 3
Stage 2
Stage 4
(a) (b)
(c) (d)
(e)
Figure 4: An example of stage sequence optimization: (a) obtaining adjacent matrix; (b) building intergreen time matrix; (c) obtaining
generated stages; (d) generating sum of intergreen time matrix; (e) determining stage sequence by solving traveling salesman problem.
For example, in Figure 4, the intergreen times between
each incompatible movements are 4 s. As stages 1 and 2 do
not share any movements, the distance between stages 1 and
2 is 36 s. However, the right turn in arm 1 is shared by both
stages 1 and 3, so the distance between stages 1 and 3 sums
up to 24 s. The signal for the right turn keeps green, so the
intergreen time is gained. By applying TSP, stages 1 and 3 are
sequential.
2.4.4. Lane Flow Calculation. As one movement may occupy
multiple lanes, drivers have to select one lane for turning
preparation. To well adjust signal timing, it is necessary to
calculate the number of vehicles turning a direction on each
lane, i.e., the assigned flow. Lane flow is the sum of assigned
flows of each movement.
Denotations 𝑘 and𝑁𝐿,𝑖 are the lane index and the number
of lanes on arm 𝑖, respectively. For all intersection 𝑧 =1, . . . , 𝑁𝑍, arm 𝑖 = 1, . . . , 𝑁𝐴,𝑧, and turning direction 𝑗 ∈ 𝐽,
demands 𝐹𝑖,𝑗 from each iteration of SUE with signal timing
are equal to the sum of assigned flows of movement (𝑖, 𝑗).
𝐹𝑖,𝑗 = 𝑁𝐿,𝑖∑
𝑘=1
𝑞𝑖,𝑗,𝑘, ∀𝑖 = 1, . . . , 𝑁𝐴,𝑧; 𝑗 ∈ 𝐽, (8)
where 𝑞𝑖,𝑗,𝑘 is the assigned flow of movement (𝑖, 𝑗) on lane 𝑘.
If amovement (𝑖, 𝑗) is not on lane 𝑘, the assigned flow 𝑞𝑖,𝑗,𝑘
should be 0.
𝑞𝑖,𝑗,𝑘 = 0, ∀𝑖 = 1, . . . , 𝑁𝐴,𝑧; 𝑗 ∈ 𝐽; 𝑘 = 1, . . . , 𝑁𝐿,𝑖 (9)
Journal of Advanced Transportation 7
If movement (𝑖, 𝑗) is onmultiple lanes, the saturation flow
rates of all lanes tend to be identical because drivers enter the
lanewith the shortest queue, resulting in the even distribution
of assigned flows [26].
∑
𝑗∈𝐽
𝑞𝑖,𝑗,𝑘𝑠𝑗,𝑘 −∑𝑗∈𝐽
𝑞𝑖,𝑗,𝑘+1𝑠𝑗,𝑘+1 = 0,
∀𝑖 = 1, . . . , 𝑁𝐴,𝑧; 𝑗 ∈ 𝐽; 𝑘 = 1, . . . , 𝑁𝐿,𝑖 − 1,
(10)
where 𝑠𝑗,𝑘 is the saturation flow of movements on exclusive
lanes.
By solving linear equations in (8)–(10), the assigned flows
are determined. Specifically, if an assigned flow is less than 0,
the relatedmovement cannot be assigned to that lane. Instead,
the assigned flow is assigned to its adjacent feasible lanes until
all assigned flows are nonnegative.
Consequently, the lane flow can be calculated via sum-
ming the assigned flow of each movement on the lane:
𝑞𝑖,𝑘 = ∑
𝑗∈𝑀
𝑞𝑖,𝑗,𝑘, ∀𝑖 = 1, . . . , 𝑁𝐴,𝑧; 𝑘 = 1, . . . , 𝑁𝐿,𝑖 (11)
2.4.5. Saturation Flow Adjustment. In Figure 2, after “deter-
mining types of left turn phasing” and before “calculating lane
flows”, the saturation flow of permitted/protected left turns
can be adjusted. The saturation flow is adjusted once again,
this time for shared lanes, after the “calculating lane flows”
step.
The saturation flow of permitted left turns per lane is
adjusted by estimating the filtered saturation flow based on
gap acceptance theory and adjusting the saturation flow of an
exclusive lane [40].
𝑠filtered = 𝑞TH exp (−𝑞TH𝑙𝑐)1 − exp (−𝑞TH𝑙𝑓)
𝑠permLT,𝑘 = 𝑠TH 𝑠filtered𝑔𝑢 + 𝑁𝑓0.5𝑔LT ,
(12)
where 𝑠filtered is filtered saturation flow of permitted left turns
(veh/s); 𝑞TH is opposing through movement flow (veh/s); 𝑙𝑐
is critical gap with a value 4.5 s; 𝑙𝑓 is follow-up headway with
value 2.5 s; 𝑠permLT,𝑘 is saturation flow of permitted left turns
per lane (veh/s); 𝑠TH is saturation flow of through movement
per lane (veh/s); 𝑔LT is green duration of left turns (s); 𝑔𝑢 =
max((𝑠TH𝑔LT − 𝑞TH𝑐)/(𝑠TH − 𝑞TH), 0) is unsaturated part of
the green period for the opposing throughmovement (s); 𝑐 is
cycle length (s);𝑁𝑓 is the number of vehicles passing during
the amber period and is predefined as 1.5 (veh) in Akcelik
(1981) and HCM (2000) unless field data are available.
The saturation flow of movements on the shared lane is
weighted according to the flow of each movement [26, 40].
𝑠𝑖,𝑘 = 1∑𝑗∈𝐽 𝑟𝑗/𝑠𝑗,𝑘 , (13)
where 𝑘 is lane index; 𝑟𝑗 is ratio of lane flow 𝑞𝑖,𝑗,𝑘 to the total
flow on lane 𝑘; 𝑠𝑗 is saturation flow of turning direction 𝑗
(veh/h).
2.4.6. Signal Timing. The formulas of signal timing calcula-
tion are originally deduced by Webster [25]. HBS [26] and
RiLSA [42] adopt these formulas in the manual. Webster’s
formulas can only be applied in unsaturated conditionswhich
are regarded as the limitation. However, considering the
constraints of cycle length, cycle length can be the maximum
value if the degree of saturation is more than 1. Thus,
Webster’s formulas are feasible and applicable at the saturated
intersections. Further, by selecting the largest cycle length of
the network as the common cycle length, Webster’s formulas
can be also used in the network [27].
To calculate cycle length, the flow ratio, which is the flow
to the saturation flow, for each stage must be determined. As
green times are determined by the lane with maximum flow
in a stage, for all lanes in the same stage, the maximum flow
ratio of lanes is the flow ratio of the stage (see (14)).
For all 𝑖, 𝑘 related to stage 𝑝,
𝑏𝑧,𝑝 = max(𝑞𝑧,𝑖,𝑘𝑠𝑧,𝑖,𝑘 ) (14)
𝑐𝑧 = 1.5 (∑
𝑁𝑃,𝑧
𝑝=1 𝑙𝑝 + 5)1 − 𝐵𝑧 (15)
𝑔𝑧,𝑝 = 𝑏𝑧,𝑝𝐵𝑧 (𝑐𝑧 −
𝑁𝑃,𝑧∑
𝑝=1
𝑙𝑝) (16)
subject to 𝑐𝑧 ∈ [𝑐min, 𝑐max], 𝑔𝑝 ∈ [𝑔min,𝑝, 𝑐𝑧], where 𝑝 =1, . . . , 𝑁𝑃,𝑧 is stage index; 𝑙𝑝 is intergreen time of stage 𝑝 (s);𝐵𝑧 = ∑𝑁𝑃,𝑧𝑝=1 𝑏𝑝 is sum of flow ratios at intersection 𝑧; 𝑁𝑃,𝑧
is the number of phases at intersection 𝑧; 𝑐𝑧 is cycle length
of intersection 𝑧; 𝑐min is minimum cycle time (s); 𝑐max is
maximum cycle time (s); 𝑔min,𝑝 is minimum green duration
of stage 𝑝 (s).
Cycle length must be greater than or equal to the min-
imum cycle length and not larger than the maximum cycle
length.Thus, if 𝐵𝑧 > 1−1.5(∑𝑁𝑃,𝑧𝑝=1 𝑙𝑝+5)/𝑐max, the cycle length
is always maximum.
Due to the constraints of minimum green times, if the
green time of stage 𝑝 is less than the minimum green time,
the green time is equal to the minimum green time. These
minimum green times are treated as the components of
intergreen time. Because the value of the green time is fixed
to the minimum, the green times can only be assigned for
the rest of stages.The cycle time should be recalculated as the
actual sum of lost time increases. The rest of effective green
time has to be accommodated according to the stage flows.
𝑐𝑧 = 1.5 (∑
𝑁𝑃,𝑧
𝑝=1 𝑙𝑝 + ∑𝑁𝑃󸀠,𝑧𝑝=1 𝑔min,𝑝 + 5)1 − 𝐵󸀠𝑧 (17)
𝑔𝑧,𝑝 = 𝑏𝑧,𝑝𝐵󸀠 (𝑐𝑧 −
𝑁𝑃,𝑧∑
𝑝=1
𝑙𝑝 −
𝑁
𝑃󸀠,𝑧∑
𝑝=1
𝑔min,𝑝) (18)
subject to 𝑐𝑧 ∈ [𝑐min, 𝑐max], 𝑔𝑝 ∈ [𝑔min,𝑝, 𝑐𝑧], where 𝑁𝑃󸀠 ,𝑧 is
the number of stages with minimum green time 𝑃󸀠 and 𝐵󸀠𝑧 =𝐵𝑧 − ∑𝑁𝑃󸀠,𝑧𝑝=1 𝑏𝑧,𝑝.
8 Journal of Advanced Transportation
q1 q2 q2
q4q3q3
Stage p1 Stage p2 Stage p3
(a)
q1 q2
q4
q3 q3 q3
Stage p1 Stage p2 Stage p3
(b)
Figure 5: Examples of three stages sharing movements.
Cycle lengths are firstly calculated for each intersection,
and the largest cycle length is decisive as the common cycle
length for the network. Green times are then recalculated
with the common cycle length by (16) and (18).
𝑐 = max 𝑐𝑧 (19)
2.4.7. Signal Timing of Stages Sharing Movements. As men-
tioned, to calculate signal timing, the flows of move-
ments/lanes in each stage should be known. However, if
one movement is in two stages, it is hard to separate the
movement flows into two stages beforehand and one cannot
calculate the flow ratio.This case is neglected byHBS [26] and
RiLSA [42] but considered by Pohlmann [38].
The rule to deal with the stages sharing movements
is that green times are determined by the lane with the
maximum flow. When calculating the green time of stages
sharing movements, two cases need to be considered: either
the required green time for the movement shared in multiple
stages is bigger than the required green time for the other
movements included in these stages or this green time is
smaller. The final green time will be the larger one of
these two cases. For example, in Figure 1, we assume each
movement occupies one lane. For the movement with the
flow 𝑞3, we cannot know in advance the number of vehicles
in stages 𝑝1 and 𝑝2, respectively. Hence, following HBS [26]
recommendations, one cannot solve this case. As the largest
flow determines the flow ratio in a stage, Pohlmann [38]
separately calculated the flow ratio for stages 𝑝1 and 𝑝2 and
combined stage 𝑝1𝑝2. Stages only include the movement not
shared by two stages, and the combined stage only include the
movement shared by two stages. In Figure 1, 𝑏𝑧,𝑝1 = 𝑞1/𝑠1 and𝑏𝑧,𝑝2 = 𝑞2/𝑠2, but 𝑏𝑧,𝑝1𝑝2 = 𝑞3/𝑠3, and then the flow ratio of
stages 𝑝1 and 𝑝2 is determined by max(𝑏𝑧,𝑝1 + 𝑏𝑧,𝑝2 , 𝑏𝑧,𝑝1𝑝2).
With the same logic, the green time of stage 𝑝1 and 𝑝2 is
determined by max(𝑔𝑧,𝑝1 + 𝑔𝑧,𝑝2 , 𝑔𝑧,𝑝1𝑝2).
𝑔𝑧,𝑝1𝑝2 = 𝑏𝑧,𝑝1𝑝2𝐵󸀠𝑧 (𝑐𝑧 −
𝑁𝑃,𝑧∑
𝑝=1
𝑙𝑝 −
𝑁
𝑃󸀠,𝑧∑
𝑝=1
𝑔min,𝑝) (20)
If 𝑔𝑧,𝑝1𝑝2 > 𝑔𝑧,𝑝1 + 𝑔𝑧,𝑝2 ,
𝑔𝑧,𝑝1 = 𝑏𝑧,𝑝1𝑏𝑧,𝑝1 + 𝑏𝑧,𝑝2 𝑔𝑧,𝑝1𝑝2 ∈ [𝑔min,𝑝1 , 𝑐𝑧]
𝑔𝑧,𝑝2 = 𝑔𝑧,𝑝1𝑝2 − 𝑔𝑧,𝑝1 ;
(21)
else 𝑔𝑧,𝑝1 and 𝑔𝑧,𝑝2 do not change.
Pohlmann [38] considered only two stages sharingmove-
ments. Although this is usually the case, there may also
be cases including more than two stages. Generalizing
Pohlmann’s method [38] to include more than two stages is
not straightforward. For example, taking into account three
stages sharing movements, the following process should be
performed. First, we should consider the fact that not all three
stages necessarily share the same movements, and move-
ments may be shared only by two stages, as demonstrated
in Figure 5(a). There, stages 𝑝1 and 𝑝2 share the through
movement, and stages𝑝2 and𝑝3 share the left turn.Therefore,
in order to calculate the green time, we should calculate
max(𝑏𝑧,𝑝1 +𝑏𝑧,𝑝2 +𝑏𝑧,𝑝3 , 𝑏𝑧,𝑝1 +𝑏𝑧,𝑝2𝑝3 , 𝑏𝑧,𝑝1𝑝2 +𝑏𝑧,𝑝3). A different
calculation should be carried out for the case presented in
Figure 5(b). There, the through movement is shared by all
three stages, and therefore the flow ratio would bemax(𝑏𝑧,𝑝1 +𝑏𝑧,𝑝2 + 𝑏𝑧,𝑝3 , 𝑏𝑧,𝑝1𝑝2𝑝3). The green duration is calculated in a
similar manner.
3. Algorithms
In “prohibiting left turn” of Figure 2, the left turns are selected
by the genetic algorithmwith the default configuration of Java
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Require: 𝑏𝑧,𝑛𝑝, 𝑏𝑧,𝑐𝑝, 𝑏𝑧,𝑠𝑝, 𝐵𝑧 ⊳ 𝑏𝑧,𝑛𝑝, 𝑏𝑧,𝑐𝑝, 𝑏𝑧,𝑠𝑝 is the flow ratio of normal stages, combined stages, stages,
respectively.
Ensure: 𝑐𝑧
(1) function CalculateCycleLength
(2) 𝐵󸀠𝑧 ← 𝐵𝑧, ∑𝑁𝑃󸀠,𝑧𝑝=1 𝑔min,𝑝 ← 0
(3) repeat
(4) 𝑓𝑙𝑎𝑔 ← 0
(5) if 𝐵𝑧 > 1 − 1.5(∑𝑁𝑃,𝑧𝑝=1 𝑙𝑝 + 5)/𝑐max then
(6) 𝑐𝑧 ← 𝑐max
(7) else
(8) 𝑐𝑧 ← 𝐸𝑞. (17)
(9) if then 𝑐𝑧 < 𝑐min
(10) 𝑐𝑧 ← 𝑐min
(11) end if
(12) end if
(13) for normal stages 𝑛𝑝 do
(14) 𝑔𝑧,𝑛𝑝 ← 𝐸𝑞. (18)
(15) if 𝑔𝑧,𝑛𝑝 < 𝑔min,𝑛𝑝 then
(16) 𝑔𝑧,𝑛𝑝 ← 𝑔min,𝑛𝑝
(17) ∑𝑁𝑃󸀠,𝑧𝑝=1 𝑔min,𝑝 ← 𝑔𝑧,𝑛𝑝, 𝐵󸀠𝑧 ← 𝐵󸀠𝑧 − 𝑏𝑧,𝑛𝑝
(18) 𝑓𝑙𝑎𝑔 ← 1
(19) end if
(20) end for
(21) for stages sharing movements 𝑐𝑝 and their related stages 𝑠𝑝 do
(22) 𝑔𝑧,𝑐𝑝 ← 𝐸𝑞. (18), 𝑔𝑧,𝑠𝑝 ← 𝐸𝑞. (18)
(23) if 𝑔𝑧,𝑠𝑝 < 𝑔min,𝑠𝑝 then
(24) 𝑔𝑧,𝑠𝑝 ← 𝑔min,𝑠𝑝
(25) end if
(26) end for
(27) for stages sharing movements 𝑐𝑝 and their related stages 𝑠𝑝 do
(28) if 𝑔𝑧,𝑐𝑝 < ∑𝑔𝑧,𝑠𝑝 and 𝑔𝑧,𝑠𝑝 == 𝑔min,𝑠𝑝 then
(29) ∑𝑁𝑃󸀠,𝑧𝑝=1 𝑔min,𝑝 ← 𝑔𝑧,𝑝, 𝐵󸀠𝑧 ← 𝐵󸀠𝑧 − 𝑏𝑧,𝑝
(30) 𝑓𝑙𝑎𝑔 ← 1
(31) end if
(32) end for
(33) until 𝑓𝑙𝑎𝑔 == 0
(34) return 𝑐𝑧
(35) end function
Algorithm 1: Calculation of cycle length for intersection 𝑧.
genetic algorithmpackage (Jgap) [43]which refers to an elitist
ranking selector cloning the top 90% of the user-specified
population size with crossover rate 35% and mutation rate
1/12.
SUE is solvedwith theMethod of SuccessiveAverage [44].
The link travel times are initialized with the free flow travel
times of the links and then the initial link flows are estimated
with stochastic loading based on the free flow travel times.
In each iteration, the link travel times are updated with the
link flows from the previous iteration, and the link flows are
updated with the adjustment on the difference between the
link flows from stochastic loading and the link flows from the
previous iteration.The interaction between the link flows and
the link travel times repeats until the convergence criteria are
met.
For signal-relevant steps in Figure 2, “generating stages”
is solved by finding all subgraphs with depth-first-search
algorithm and minimization of the number of stages with
routine branch and cut algorithm in IBM Ilog Cplex. The
traveling salesman problem in stage sequence is determined
by applying backtracking algorithm.The focus of this section
is to explain signal timing calculation in the case of combined
stages which is extended from [38]. The cycle length for each
intersection is firstly calculated in Algorithm 1 and then the
largest cycle length is selected as the common cycle length
with which the green duration for each stage is calculated in
Algorithm 2.
4. Numerical Analysis
4.1. Test Networks. The test network is an artificial network
with six signalized intersections, ten origins, and ten des-
tinations (Figure 6). There are 24 left turns. The free flow
speed of each link is 50 km/h, and each link has three lanes.
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Require: 𝑏𝑧,𝑛𝑝, 𝑏𝑧,𝑐𝑝, 𝑏𝑧,𝑠𝑝, 𝐵𝑧, 𝑐
Ensure: 𝑔𝑧,𝑝
(1) function CalculateGreens
(2) 𝐵󸀠𝑧 ← 𝐵𝑧
(3) ∑𝑁𝑃󸀠,𝑧𝑝=1 𝑔min,𝑝 ← 0
(4) repeat
(5) 𝑓𝑙𝑎𝑔 ← 0
(6) for normal stages 𝑝 do
(7) 𝑔𝑧,𝑛𝑝 ← 𝐸𝑞. (18)
(8) if 𝑔𝑧,𝑛𝑝 < 𝑔min,𝑛𝑝 then
(9) 𝑔𝑧,𝑛𝑝 ← 𝑔min,𝑛𝑝
(10) ∑𝑁𝑃󸀠,𝑧𝑝=1 𝑔min,𝑝 ← 𝑔𝑧,𝑛𝑝
(11) 𝐵󸀠𝑧 ← 𝐵󸀠𝑧 − 𝑏𝑧,𝑛𝑝
(12) 𝑓𝑙𝑎𝑔 ← 1
(13) end if
(14) end for
(15) for stages sharing movements 𝑐𝑝 and their related stages 𝑠𝑝 do
(16) 𝑔𝑧,𝑐𝑝 ← 𝐸𝑞. (18)
(17) 𝑔𝑧,𝑠𝑝 ← 𝐸𝑞. (18)
(18) if 𝑔𝑧,𝑠𝑝 < 𝑔min,𝑠𝑝 then
(19) 𝑔𝑧,𝑠𝑝 ← 𝑔min,𝑠𝑝
(20) end if
(21) end for
(22) for stages sharing movements 𝑐𝑝 and their related stages 𝑠𝑝 do
(23) if 𝑔𝑧,𝑐𝑝 < ∑𝑔𝑧,𝑠𝑝 and 𝑔𝑧,s𝑝 == 𝑔min,𝑠𝑝 then
(24) ∑𝑁𝑃󸀠,𝑧𝑝=1 𝑔min,𝑝 ← 𝑔𝑧,𝑠𝑝
(25) 𝐵󸀠𝑧 ← 𝐵󸀠𝑧 − 𝑏𝑧,𝑠𝑝
(26) 𝑓𝑙𝑎𝑔 ← 1
(27) else
(28) 𝑔𝑧,𝑠𝑝 ← (𝑏𝑧,𝑠𝑝/∑ 𝑏𝑧,𝑠𝑝)𝑔𝑧,𝑐𝑝 ∈ [𝑔min,𝑝1 , 𝑐]
(29) end if
(30) end for
(31) until 𝑓𝑙𝑎𝑔 == 0
(32) for all stages 𝑝 do
(33) 𝑔𝑧,𝑝 ← 𝑔𝑧,𝑛𝑝, 𝑔𝑧,𝑠𝑝
(34) end for
(35) return 𝑔𝑧,𝑝
(36) end function
Algorithm 2: Calculation of green duration for each stage.
The default conflict matrices are extracted from network
files of SUMO, which is a microscopic simulation tool
developed by the German Aerospace Center (DLR). The
network is tested with the OD matrix in Table 1. The values
of parameters are in Table 2. Specifically, the intergreen times
are assumed to independent of the intersection geometry and
the intergreen times between all stages are constant. In SUE,
the convergence criterion is that the difference of average link
flows between adjacent iterations is less than 1.0×10−4. In the
genetic algorithm, the initial population size is 50, and the
generation size is 30.
4.2. Results. With the OD matrix and test network, 3 of
24 left turns are prohibited: the left turn in the northern
arm at Intersection 2, the left turn in the southern arm
at Intersection 3, and the left turn in the western arm at
Intersection 6. Before LTP, the total travel time is 564.9 h
whereas, after LTP, the minimal total travel time is 435.5 h
with reduction of 22.9%. Prohibiting left turns reduces the
total travel time. The average degrees of saturation for each
intersection before and after LTP are also compared (see
Figure 7). Except Intersection 4, the average degrees of
saturation of the intersections decrease, especially at the
intersections with LTP.
Signal settings are also adjusted before and after LTP.
The common cycle lengths before LTP and after LTP are
100 s. The stage generation results and their sequences before
and after LTP are shown in Figure 8. The green durations
before and after LTP are given in Table 3. After LTP, the
number of stages at Intersection 6 becomes smaller which
indicates a less intergreen time and longer effective green
time.
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Table 1: Demands between origins and destinations (unit: veh/h).
Origin/Destination A B C D E F G H I J Total
A 0 70 90 160 100 60 150 50 180 200 1060
B 200 0 130 60 140 70 90 130 80 110 1010
C 180 90 0 180 90 160 70 80 120 70 1040
D 40 70 140 0 80 120 60 50 150 80 790
E 160 130 70 140 0 90 140 150 50 50 980
F 90 80 110 80 170 0 50 100 120 50 850
G 60 70 200 150 80 80 0 90 140 100 970
H 90 80 40 110 200 70 160 0 80 120 950
I 60 80 100 120 50 100 90 200 0 90 890
J 90 180 40 70 0 120 60 90 100 0 750
Total 970 850 920 1070 910 870 870 940 1020 870 9290
Table 2: Values of parameters.
Parameters Notations Values
Parameter in BPR function 𝛼 0.15
Parameter in BPR function 𝛽 4
Number of exit lanes 𝑁𝜖,𝑧, ∀𝑧 = 1, . . . , 𝑁𝑍 3
Saturation flow of through movements 𝑠TH,𝑘, ∀𝑘 = 1, . . . , 𝑁𝐿,𝑖 1900 veh/h
Saturation flow of right turns 𝑠RT,𝑘, ∀𝑘 = 1, . . . , 𝑁𝐿,𝑖 1615 veh/h
Saturation flow of protected left turns 𝑠protLT,𝑘, ∀𝑘 = 1, . . . , 𝑁𝐿,𝑖 1805 veh/h
Saturation flow of permitted left turns 𝑠permLT,𝑘, ∀𝑘 = 1, . . . , 𝑁𝐿,𝑖 by Eq. (12)
Maximum cycle length 𝑐max 60 s
Minimum cycle length 𝑐min 100 s
Minimum green duration 𝑔min,𝑝, ∀𝑝 = 1, . . . , 𝑁𝑃,𝑧 6 s
Intergreen time 𝑙𝑝, ∀𝑝 = 1, . . . , 𝑁𝑃,𝑧 4 s
Observation time 𝑇 0.25 h
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Figure 6: Layout of “toy” network with six intersections.
4.3. Evaluation of Algorithms. The algorithms of the pro-
posed model are evaluated with increasing scale of networks.
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Figure 7: Average degree of saturation for each intersection before
and after LTP.
Table 4 shows the information of the increasing network
scales.The number of origins and the number of destinations
are fixed to ten, which is the same as the original network
(Network 1). For Network 2 to Network 7, the number of
intersections increases one by one, resulting in the increasing
number of nodes and links. The experiments have been
12 Journal of Advanced Transportation
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Figure 8: (a) Generated stages of test network and their sequence before LTP; (b) generated stages of test network and their sequence after
LTP.
Table 3: Green durations of stages before and after LTP (s).
(a) Green durations of movements before LTP
Intersection Stage 1 Stage 2 Stage 3 Stage 4
1 38 27 23
2 34 22 14 14
3 33 11 24 16
4 27 18 12 27
5 23 16 26 19
6 22 17 22 23
(b) Green durations of movements after LTP
Intersection Stage 1 Stage 2 Stage 3 Stage 4
1 35 28 25
2 22 18 22 22
3 15 19 17 33
4 26 21 11 26
5 27 17 20 20
6 30 27 31
conducted on an IPC with a 2.9GHz quad-core Intel Core
i7 and with 16GB memory. By applying these networks with
the proposed model, the computing time for each network
is illustrated in Figure 9. The computing time dramatically
increases when the number of intersections is larger than
10. As routing search is important in the SUE algorithm,
the network scale significantly influences the computing
time. However, as the genetic algorithmmay randomly select
infeasible left turns, it immediately receives penalty and the
total travel time is assigned to a constant large value, which
means the SUEmodel and the design of signal timing plan are
skipped.Thus, the computing time varies without an obvious
tendency.
4.4. Analysis of Prohibited Left Turns. The flows of prohibited
left turn and their types are analyzed. LTP is related to left
turn flows according to previous research. Hajbabaie et al.
[45] found that low LT volumes and oncoming high volumes
led to LTP at some intersections. Pline [4] summarized that
LT volume was a critical factor leading to prohibition. In
consideration of a protected left turn for small flows wasting
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Table 4: Network scale information for algorithm evaluation.
Network Layout Number of intersections Number of nodes Number of links
1 6 68 96
2 7 76 122
3 8 84 138
4 9 88 140
5 10 96 156
6 11 104 172
7 12 108 174
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Figure 9: Computing time with increasing scale of networks.
capacity, we suppose that LTP is also related to the types of left
turn phasing types. Permitted left turn flows justify conflict
with the opposing straight vehicles, so whether permitted left
turns should be prohibited depends on both left turn flows
and opposing flows.
The flows and types of left turns without LTP and the LTP
results from running the proposed model are collected via
testing eight ODmatrices. The ODmatrices are generated by
the demands in Table 1 plus random numbers in the ranges of[−40, −30], [−30, −20], [−20, −10], [−10, 0], [0, 10], [10, 20],[20, 30], and [30, 40], respectively. Including the original
OD matrix, the flows of 214 left turns are collected and
36 of them are prohibited. We summarized the minimum,
maximum, and the average value of all permitted left turns
and protected left turns.We also calculated the average flowof
all prohibited/permitted left turns and prohibited/permitted
left turns.
The results are displayed in Figure 10. The green dots
represent the average flows of permitted/protected left turns,
and the high points of the vertical lines represent their
maximum flow, and the low points of the vertical lines
represent their minimum flow. The blue dots represent the
average flows of prohibited/permitted/protected left turns. As
no reduction from LTP can be found with the OD matrix
having the random demands in the range of [−10, 0], no
left turns are prohibited with this OD matrix. Further, as
the demands increase, there are no permitted left turns for
the OD matrices having random demands in the ranges of[20, 30] and [30, 40], respectively; and thus for these ranges
no data is depicted in Figure 10(a). In Figure 10, all of the
flows of the prohibited permitted left turns are smaller than
the flows of all permitted left turns and the same as those for
the protected left turns.
4.5. Discussion. The goal of this paper is to design signal
timing plane including prohibiting left turns. The numerical
example shows that prohibiting left turns reduces the total
travel time.This study could potentially lead to useful insights
regarding congestion management.
Themain reasonwhy prohibiting left turns can reduce the
total travel time is that LTP reduces the number of conflict
points at intersections. Due to the reduction of the conflict
points, the number of stages decreases so that the intergreen
14 Journal of Advanced Transportation
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Figure 10: (a) Flow comparison between permitted left turns and prohibited/permitted left turns; (b) flow comparison between protected
left turns and prohibited protected left turns.
time between two stages decreases (e.g., Intersection 6).
If the intergreen time between two stages is longer, e.g.,
6 s, the total travel time reduction is expected to be larger
because longer intergreen time indicates a high potential of
more effective green time. Moreover, some movements are
in multiple stages which also lengthens effective green times
for those movements (e.g., the right turn in the northern arm
of Intersection 3). Further, the lanes of prohibited left turns
are assigned for through movements which also increases
the capacity of the through movements (e.g., the through
movement in the northern arm of Intersection 2). Therefore,
the delays at the intersection go down and the total travel time
decreases.
The prohibited left turns may be related to types of left
turn phasing. The protected left turns with minor flows
should be prohibited, but as the influence of opposing flows
is not clear, we cannot conclude that the permitted left turns
with minor flows should also be prohibited. Meanwhile,
these findings are specific for the network. More generalized
findings would require an additional analysis.
The signal timing plan with the proposed method does
not aim at reaching global optimum.Thedesign of signal tim-
ing consists of “stage generation”, “stage sequence optimiza-
tion”, and “signal timing determination”. Although “stage
generation” and “stage sequence optimization” are conducted
with optimization methods, “signal timing determination”
is based on the formulas from the relevant manuals. The
accumulation of the reasonable steps does not ensure the
global optimization. Meanwhile, the interaction between sig-
nal timing and traffic flow is conducted in a straightforward
way: with given traffic flows obtained from an SUEwith a cost
based on BRP function, a signal timing plan is designed for
each intersection, and then the traffic flows adopt to the signal
timing plan. The multiple interactions are not considered as
the case in the dynamical scenarios.
5. Conclusions
We propose a method of designing signal timing plan
including LTP by minimizing total travel time. The total
travel time reduces after LTP. Types of left turn phasing and
relevant left turn flows may be related to LTP. This paper
provides an idea of congestion management in urban road
networks. Prohibiting left turns should actually be considered
among other left turn treatments in signal timing plan design.
Planned future research includes analyzing the other factors
influencing LTP.
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