Abstract: In this paper, we introduce the notion of generalized variable precision rough sets with the inclusion errors. We investigate the properties of generalized upper approximation operators and generalized lower approximation operators with the inclusion errors, respectively. We give their examples.
Introduction
Pawlak [7, 8] introduced the rough set theory as a formal tool to deal with imprecision and uncertainty in the data analysis. It is based on equivalence relation and crisp sets. Dudois and Prade [4] introduced the notions of fuzzy rough sets as fuzziness of concepts and vagueness of information in decision making. The relationship between rough set theory and topological spaces was investigated in sets [6, 16] . As an extension of rough sets, Ziarko [17] introduced the variable precision rough set which cannot only solve problems with uncertain data, but also relax the strict definition of the rough set. He studied the relative error limit of the partition blocks with the inclusion order A ⊂ β B iff e(A, B) ≤ β.
Formal concept analysis [1] and rough set theory are two important mathematical tools for data analysis and knowledge processing. A formal concept consists of (X, Y, R) where X is a set of objects, Y is a set of attributes and R is a relation between X and Y . Classical algebraic structures [11] [12] [13] [14] [15] in the rough set theory are considered as two types as follows: for A ⊂ X and a relation R ⊂ over universe X and
The pair (A, A) is called a generalized rough set of A. As an extension of Ziarko's rough sets, Dai et al. [3] introduced the generalized variable precision rough set (A, A) defined by
In this paper, we introduce the notion of generalized variable precision rough sets with the inclusion errors as an extension of [3, 17] . We investigate the properties of generalized upper approximation operator R β and generalized lower approximation operator R β with e L Y and d L Y , respectively. We give their examples.
Preliminaries
Definition 2.1.
where n(A) is the number of elements in A. 
Generalized Granular Variable Precision Approximation Operators
where n(A) is the number of elements in A. (2) Two maps R −1 β , R −1 β : P (X) → P (X) are defined as follows: for all A ∈ P (X),
Then R −1 β and R −1 β are called the generalized lower approximation operator on X and generalized upper approximation operator on X, respectively. The pair (R −1 β , R −1 β ) is the generalized variable precision rough set determined by e P (X) and d P (X) .
Proof (1) It follows from:
(5) Since for each y ∈ Y , there exists x ∈ X such that y ∈ R[x], we have
(5) If for each x ∈ X, there exists y ∈ Y such that x ∈ R −1 [y], then
Proof (1) By Remark 3.2, we have
(2), (3) and (4) are easily proved. (1) (1) R −1 1 (A) ⊂ A and A ⊂ R −1 0 (A) for each A ∈ P (X).
Proof (1) By Theorems 3.3(3) and 3.5(6,7), we have
(3) By Theorems 3.3(3) and 3.5 (6,7), we have
(6) It follows from Theorem 3.5(6).
(6) If for each x ∈ X, there exists y ∈ Y such that x ∈ R −1 [y], then X ∈ T X and ∅ ∈ F X . Example 3.9. Let X = {x 1 , x 2 , x 3 , x 4 , x 5 , x 6 }, Y = {y 1 , y 2 , y 3 , y 4 , y 5 } and R ⊂ X × Y as follows
We obtain the followings:
(1) For B = {y 1 , y 3 , y 4 } and β = 0.8, we obtain e P (Y ) (R[x i ], B) ≥ 0.8 for i = 1, 2, 4, 5, 6. Thus
For B c = {y 2 , y 5 } and β = 0.2, we obtain
(2) For B = {y 1 , y 3 , y 4 } and β = 0.2, we obtain
For B c = {y 2 , y 5 } and β = 0.8, we obtain e P (Y ) (R[x i ], B c ) ≥ 0.8 for i = 3, 4, 5, 6. Thus 
