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‘[...] models’ usefulness rests in their ability to help us think about a system
- as heuristic tools to help us understand what we can actually observe or estimate,
or as a way to challenge existing formulations and intuitions.’
Weaver et al. (2013)

Summary
Climate change is ongoing, but although the occurrence of temperature increase at the
planetary scale is well established, its impacts at the watershed scale are still unclear. Im-
pacts on river discharge are of particular relevance for society, because of the importance
of rivers, for instance for water resources, ecosystems, energy production and recreation.
The investigation of hydrological changes induced by global warming relies principally on
numerical models, which simulate climate evolution and its consequences on watershed
hydrology. Yet since models are, by nature, simplified representations of the reality, it is
crucial to account for their abilities and limitations when interpreting their simulations.
This implies that the uncertainties in climate and discharge projections need to be charac-
terised. These uncertainties result from different sources, including future greenhouse gas
emissions, the chaotic nature of the atmosphere, our understanding of the system and its
representation in models, errors in observational data sets and the vulnerability of society
to climatic and hydrological events. Although these uncertainties are not necessarily re-
ducible or quantifiable, their exploration is key in order to improve our understanding of
climate change and its impacts, inform future model development and support decision-
making on adaptation strategies. In parallel to the characterisation of uncertainties related
to climate change, there is an ongoing quest for more robustness: for robust models, reliable
even under changing climatic conditions; for robust ensemble projections, that agree on
significant changes despite their uncertainty; for robust adaptation measures, that benefit
society for a wide range of climate outcomes.
This thesis shows that despite uncertainties in discharge projections in Switzerland, ro-
bust changes emerge, such as a decrease of summer discharge and earlier snow and icemelt
peak. These results emerge from on a particularly large ensemble of model chains, which
also reveals that the projected impacts on hydrological regimes could be reduced by about
a factor two, if stringent efforts to reduce emissions were undertaken. When combining
climate model and hydrological models, dealing with systematic differences between cli-
mate model simulations of precipitation and temperature and their observations poses a
considerable challenge. These differences, usually referred to as ‘biases’, can induce anoma-
lies in hydrological simulations. It is shown here that part of these biases at the regional
scale (over Switzerland) stem from the representation of the atmospheric circulation at the
synoptic scale (over Europe), which compromises our capacity to reduces these biases by
post-processing. Further, it is demonstrated that these biases do not stem from climate
model limitations alone, but also from uncertainties related to observational data sets and
natural variability of the climate system. These results underscore the importance of iden-
tifying and accounting for the causes of biases in order to progress towards more robust
bias-correction techniques. In the context of hydrological modeling, a novel method to
assess the robustness of hydrological models under climate change is proposed. It relies
on how well observed trends in discharge and evapotranspiration over the last decades are
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simulated. It can be used to assess the potential benefits of time-dependent model pa-
rameter values, over a standard setup relying on constant parameter values. Finally, it is
proposed that better projections alone are not sufficient to significantly progress with the
design of adaptation strategies. Additional steps are necessary, in particular the fostering
of interdisciplinary dialogue between scientists and decision-makers, and, in academia, the
exposure of students to uncertainties inherent to climate change, and ways to deal with
them. This idea was put into practice by organizing a multi-day workshop at the Uni-
versity of Zurich. Its main outcomes and recommendations for future similar events are
presented. In conclusion, exploring abilities and limitations of models, and engaging in
interdisciplinary dialogue, is essential to benefit from the full potential of models in the
context of climate change.
Zusammenfassung
Das Klima ändert sich, aber obwohl man sich darüber einig ist, dass die Temperatur
global ansteigt, sind die Folgen des Klimawandels auf regionaler Ebene vielfach noch un-
klar. Für die Gesellschaft sind die Auswirkungen des Klimawandels auf den Wasserkreis-
lauf von besonderer Bedeutung, denn Wasserressourcen, Stromproduktion, Ökosysteme
und Freizeitaktivitäten etc. stehen im direkten Zusammenhang. Um hydrologische Verän-
derungen bedingt durch den Klimawandel auf der Einzugsgebietsebene zu untersuchen,
werden hauptsächlich numerische Modelle verwendet. Weil Modelle jedoch eine verein-
fachte Repräsentation der Realität sind, ist es wichtig deren Möglichkeiten und Grenzen
bei Analyse und Interpretation der Modellresultate zu berücksichtigen. Dafür müssen Un-
sicherheiten in Klima- und Abflusssimulationen charakterisiert werden. Unsicherheiten
haben unterschiedliche Ursachen, unter anderem zukünftige Treibhausgasemissionen, das
chaotische Verhalten der Atmosphäre, unser Verständnis des Systems und dessen Modell-
repräsentation, Fehler in Messdaten und die Anfälligkeit der Gesellschaft für klimatische
und hydrologische Ereignisse. Solche Unsicherheiten kann man nicht unbedingt reduzieren
oder quantifizieren. Sie zu untersuchen, kann aber dennoch zu einem verbesserten Ver-
ständnis des Klimawandels und dessen Folgen führen und damit auch die Entwicklung
zukünftiger Modelle steuern sowie Entscheidungen bezüglich Anpassungsstrategien unter-
stützen. Nebst der Charakterisierung von Unsicherheiten nimmt auch der Aspekt der
Robustheit eine zentrale Rolle ein: Robust sind Modelle, die auch unter veränderten
Klimabedingungen zuverlässig sind. Robust sind Projektionen, die trotz Unsicherheit
dieselbe signifikante Änderung aufzeigen und robust sind Anpassungsmassnahmen, die für
die Gesellschaft unter verschiedenen Klimabedingungen hilfreich sind.
Die vorliegende Dissertation zeigt, dass Abflussprojektionen für die Schweiz trotz Un-
sicherheiten robuste Veränderungen aufzeigen. Dazu gehören eine Abnahme des Abflusses
im Sommer sowie eine frühere Schnee- und Eisschmelze. Diese Ergebnisse basieren auf
einem besonders breiten Ensemble von Modellketten, was zudem zeigt, dass eine Vermin-
derung der projizierten Auswirkungen des Klimawandels auf den hydrologischen Kreislauf
um ungefähr einen Faktor zwei möglich wäre, wenn die Treibhausgasemissionen stark re-
duziert werden. Die Verknüpfung von Klimamodellen und hydrologischen Modellen stellt
eine grosse Herausforderung dar, insbesondere wegen systematischer Unterschiede zwischen
beobachteten und simulierten Temperatur- und Niederschlagswerten in Klimamodellen.
Diese Unterschiede - oft als Abweichung bezeichnet - können zu Anomalien in Abflusssim-
ulationen führen. In dieser Arbeit wird gezeigt, dass Abweichungen auf regionaler Ebene
(über der Schweiz) unter anderem entstehen, weil die Repräsentation der atmosphärischen
Zirkulation auf synoptischer Ebene (über Europa) ungenau ist. Daher ist es schwierig, diese
Abweichungen mit Nachbearbeitung (postprocessing) der Daten zu reduzieren. Zudem
wird gezeigt, dass diese Abweichungen nicht nur von der Beschränktheit der Klimamodelle
herrühren, sondern auch von Unsicherheiten in Beobachtungsdatensätzen sowie von der
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natürlichen Variabilität des Klimasystems. Diese Ergebnisse unterstreichen wie wichtig es
ist, die Ursachen systematischer Abweichungen von Klimamodellen zu identifizieren und
zu berücksichtigen, um robustere Korrekturmethoden zu entwickeln. Zur Beurteilung der
Robustheit hydrologischer Modelle unter sich ändernden Klimabedingungen, wird in dieser
Arbeit eine neue Methode vorgeschlagen. Sie basiert auf dem Vergleich von simulierten und
beobachteten Trends im Abfluss und in der Verdunstung während der letzten Jahrzehnte.
Die Methode erlaubt den potenziellen Vorteil zeitabhängiger Modellparameterwerte im
Vergleich zu einer Standardkonfiguration mit konstanten Werten zu untersuchen. Ab-
schliessend wird in dieser Arbeit argumentiert, dass verbesserte Abflussprojektionen alleine
nicht genügen, um signifikante Fortschritte in der Ausarbeitung von Adaptionsstrategien
zu erlangen. Ein weiterer wichtiger Schritt ist die Förderung des interdisziplinären Dialogs
zwischen Wissenschaftlern und Entscheidungsträgern. Zusätzlich, in Bezug auf die Lehre
an der Universität, sollen die Studierenden auf Unsicherheiten inhärent zum Klimawandel
sensibilisiert werden und Möglichkeiten mit diesen Unsicherheiten umzugehen aufgezeigt
werden. Dieses Konzept wurde mit einem mehrtägigen Workshop an der Universität Zürich
umgesetzt und die Hauptergebnisse sowie Empfehlungen für zukünftige, ähnliche Anlässe
werden vorgestellt. Damit macht diese Dissertation deutlich, dass sowohl die Analyse von
Stärken und Schwächen von Modellen als auch die Förderung des interdisziplinären Dialo-
ges essentiell dafür sind, das Potenzial von Modellen im Hinblick auf den Klimawandel voll
zu nutzen.
Résumé
Le climat est en train de changer, mais bien que l’augmentation de la température à l’échelle
de la planète soit bien établie, ses impacts à l’échelle des bassins versants sont encore mal
déterminés. Les impacts sur le débit des rivières sont d’une importance particulière pour
la société, en raison du rôle des cours d’eau pour les ressources en eau, les écosystèmes, la
production d’énergie, les loisirs, etc. L’analyse des changements hydrologiques induits par
le réchauffement climatique repose principalement sur les modèles numériques, qui simulent
l’évolution du climat et ses conséquences sur l’hydrologie des bassins versants. Cependant,
comme les modèles sont, par nature, des représentations simplifiées de la réalité, il est
crucial de prendre en compte leurs capacités et limites lorsque l’on interprète leurs simu-
lations. Cela implique que les incertitudes des projections climatiques et de débit doivent
être caractérisées. Ces incertitudes proviennent de différentes sources, telles que les futures
émissions de gaz à effet de serre, la nature chaotique de l’atmosphère, notre compréhension
du système et sa représentation dans les modèles, les erreurs dans les sets d’observations
et les vulnérabilités de la société face aux événements climatiques et hydrologiques. Bien
que ces incertitudes ne soient pas nécessairement réductibles ou quantifiables, leur explo-
ration est capitale pour améliorer notre compréhension du changement climatique et de
ses impacts, ainsi que pour guider le développement de futurs modèles et aider le choix de
stratégies d’adaptation. En parallèle à la caractérisation des incertitudes liées au change-
ment climatique, se développe une quête de plus de robustesse; avec des modèles robustes,
fiables même dans des conditions climatique changeantes; avec des projections robustes qui
sont en accord sur des changements significatifs malgré leurs incertitudes; avec des mesures
d’adaptation robustes qui bénéficient à la société pour un large spectre de conditions cli-
matiques.
Cette thèse montre que malgré les incertitudes des projections de débit en Suisse, des
changements robustes émergent, tels que la diminution des débits en été et une pointe de
débit liée à la fonte des neiges et des glaciers plus précoce. Ces résultats sont basés sur
un ensemble de chaînes de modèles particulièrement large, qui révèle également que les
impacts sur les régimes hydrologiques projetés pourraient être réduits d’environ un facteur
deux, si des efforts conséquents de réduction des émissions de gaz à effet de serre étaient
réalisés. La combinaison de modèles climatiques et hydrologiques est délicate, en particulier
à causes de différences systématiques entre les simulations de précipitation et température
fournies par les modèles climatiques et les observations de ces mêmes paramètres. Ces
différences, couramment appelées ‘biais’, peuvent mener à des anomalies dans les simu-
lations hydrologiques. Il est montré ici qu’une part de ces biais à l’échelle régionale (en
Suisse) provient de la représentation de la circulation atmosphérique à l’échelle synoptique
(au dessus de l’Europe), ce qui compromet notre capacité à réduire ces biais a posteriori.
Il est également prouvé que ces biais ne proviennent pas uniquement des limitations des
modèles climatiques, mais aussi d’incertitudes liées aux sets d’observations et à la vari-
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abilité naturelle du système climatique. Ces résultats soulignent l’importance d’identifier
et de prendre en compte les causes de ces biais pour progresser vers des méthodes de
correction plus robustes. Dans le contexte de la modélisation hydrologique, une nouvelle
méthode pour explorer la robustesse des modèles hydrologiques appliqués dans des condi-
tions climatiques changeantes est proposée. Cette méthode est basée sur l’évaluation de
la représentation par les modèles des tendances de débit et d’évapotranspiration observées
durant les dernières décennies. Elle permet d’évaluer les bénéfices potentiels d’une cal-
ibration hydrologique dont la valeur des paramètres varie dans le temps, par rapport à
une configuration standard basée sur des valeurs constantes. Finalement, il est relevé que
de meilleures projections ne suffiront pas à elles seules pour faire progresser le développe-
ment de stratégies d’adaptation de manière significative. Des étapes supplémentaires sont
nécessaires, notamment la stimulation du dialogue interdisciplinaire entre scientifiques et
décideurs, et, dans le cadre universitaire, la sensibilisation les étudiants aux incertitudes
inhérentes au changement climatique et aux méthodes pour les gérer. Nous avons mis cette
idée en pratique en organisant une rencontre de plusieurs jours à l’Université de Zurich.
Nous présentons ses principaux résultats et des recommendations pour l’organisation de
futures rencontres de ce type. Cette thèse conclut qu’explorer les capacités et limites des
modèles, ainsi que favoriser le dialogue interdisciplinaire, est essentiel pour pleinement
bénéficier du potentiel des modèles dans le contexte du changement climatique.
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Chapter 1
Introduction
1.1 A peek into the future using models
If you check the current weather forecast when deciding whether to pack an umbrella before
leaving home or where to spend the coming week-end, then your decision partially depends
on the output of an atmospheric model. There is some uncertainty, the weather does not
always turn out as in the forecast, yet we still rely on weather forecasts, because they are
more informative than pure guesses. Now, what if we could better understand why models
sometimes go wrong, would not that help to improve future forecasts? And if some part
of the forecast could not be fixed, and would make the forecast particularly uncertain in
some cases, would not it be great to better identify those situations, and then communicate
this uncertainty? Finally, what if the weather forecast was tailored to your needs, and the
information provided was really helping you to make a decision, while fully exploiting the
potential of models?
This thesis focuses on the changes in river discharge in Switzerland until 2100. Al-
though this is a longer time scale than that of weather forecasts, the research presented
here deals with similar questions and addresses similar challenges to those outlined in the
weather analogy of the previous paragraph. A common characteristic of weather forecast-
ing and the investigation of future river discharge is that both rely on models to get a peek
into the future.
To explore future climatic and hydrological conditions, the research community heavily
relies on models. ‘A model is a simplified representation of a system, with twofold pur-
pose to enable reasoning within an idealized framework and to enable testable predictions
of what might happen under new circumstances’ (Gupta et al., 2012). From a technical
perspective ‘quantitative models are normally expressed as sets of assumptions and math-
ematical equations and implemented as computer codes’ (Beven, 2008). These definitions
are broad enough to apply to a wide range of models, in particular those investigated in this
thesis, which simulate the climate system (climate models) and the hydrological processes
relevant at the catchment scale (hydrological models). Models are simplified representa-
tions of the reality, hence are imperfect and subject to uncertainties. They nevertheless
allow for the exploration of future conditions, and hence can be used for the anticipa-
tion and mitigation of future changes. They also enable the scientific community to test
and improve its understanding of our environment, for instance of the climate system and
catchment hydrology.
The increase of concentration of greenhouse gases in the atmosphere, as a result of
human activities, is leading to an increase of the global temperature (IPCC, 2013). What
1
Chapter 1. Introduction
will be the consequences for the water cycle, for instance in terms of the snow pack or flood
frequency? The answer is dependent on a wide range of aspects, such as future greenhouse
gas emissions, the response of the climate system and watersheds to these emissions, and
the region of interest.
1.2 Modeling through spatial and temporal scales
Discharge in a catchment is the result of processes occurring in a wide range of spatial scales,
including synoptic atmospheric flows, the effect of mountain ranges on precipitation, water
infiltration in the pores of the soil and plant transpiration through their stomates. Similarly,
we expect from models that they correctly capture transient changes spanning more than
100 years, and at the same time, that they simulate realistically events like thunderstorms
and the following peak discharge, which occur over a period of about one day. Capturing
and then combining these different scales is a considerable challenge, which is broken down
to be addressed. The different scales are represented by different models (Figure 1.1), under
the premise that processes are best represented at the scale at which they occur, which leads
to different levels of representation of the spatial heterogeneity (spatial discretizations).
The global scale is dealt with by general circulation models (GCMs) which are run over
the entire planet, on a grid with a horizontal resolution of the order of ∼200 km for the
models used in this thesis. The regional scale is simulated by regional climate models
(RCMs), which are run on a limited area, for instance Europe, at a resolution of ∼25 km.
Finally, catchments are discretized in units of similar characteristics, which in this thesis
can be as small as 250x250m2. Each of these models represents smaller-scale (sub-grid)
processes in a simplified way, by resorting to parameterizations.
Models are combined in an attempt to combine their strengths. For instance, only
GCMs are able to simulate the influence of oceans on climate and to cover the whole
globe, but they cannot properly account for the influence of the Alps because of their
coarse resolution. This task is performed by RCMs, which are run at higher resolution
over a limited area, a process known as dynamical downscaling (Fowler et al., 2007).
RCMs are however still too coarse to capture changes in variables such as snow conditions
for a given mid-elevation resort or the water input into a lake. RCM outputs are hence
further downscaled to account for small scale features, for instance to reproduce local
temperature profiles. They can then be used to force hydrological models and produce
discharge projections.
The different elements of the model chain exert a different influence on the simulated
discharge. GCM-RCMs tend to have a larger influence on the projected discharge than
the hydrological models (e.g., Bosshard et al., 2013a). Further, models being nested into
each other, with the larger scale model driving the smaller scale model, a large part of
the changes and uncertainties at a small scale stems from a larger scale. van Ulden and
van Oldenborgh (2006) illustrate for instance how errors in fields simulated by the GCM
propagate down the chain, and impact surface parameters in RCM simulations, such as
temperature and precipitation.
The combination of these different models running at different spatial scales is delicate,
the interface between regional climate models and hydrological models being particularly
challenging. Their combination is necessary for the production of discharge projections, yet
the presence of biases (systematic differences between model simulations of observations)
in climate models represents a major barrier, as biases can lead to severe anomalies in
hydrological simulations. In order to reduce them, a key step is to investigate where they
2
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Figure 1.1: Schematic depiction of the spatial scales involved in impact modeling (top
row), their representation in models (middle row) and the focus of this thesis’ chapters
(bottom row).
come from (Bellprat et al., 2013), how much they are influenced by natural variability and
errors in observational datasets (Sunyer et al., 2013) and how these biases evolve under
changing climate conditions (Buser et al., 2009; Chen et al., 2015).
1.3 Uncertainties and robustness in model simulations
Models are simplified representations of reality, which implies that their simulations are
subject to uncertainties. There is a growing effort, both in climate science and hydrology,
to better explore, characterize and communicate uncertainty (Mastrandrea et al., 2010;
Pappenberger and Beven, 2006). This results in an ongoing shift from deterministic ap-
proaches, relying on ‘models that with a set of initial and boundary conditions have only
one possible outcome or set of predictions’ (Beven, 2008), to probabilistic approaches, in
which model uncertainty is embraced and usually represented by an ensemble of simulations
and/or probabilities.
The characterization and communication of projection uncertainties are of high priority,
since they enable a more transparent communication of model limitations, and if risk is
expressed in terms of ‘damage × probability of occurrence’, uncertainty quantification
provides a priori a more solid basis for quantitative risk assessment. To explore model
uncertainty, the most widely adopted approach is to run different models and use the
dispersion among their simulations as an uncertainty estimate. This approach can be
applied to GCMs (e.g., Taylor et al., 2012), RCMs (e.g., Mearns et al., 2009; van der
Linden and Mitchell, 2009), or chains of models involving a succession of GCMs, RCMs
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and hydrological models (e.g., Wilby and Harris, 2006; Bosshard et al., 2013a). Different
methods can then be used to investigate projection uncertainty, such as analyses of variance
(e.g., Hawkins and Sutton, 2010; Bosshard et al., 2013a) or Bayesian techniques (e.g.,
Tebaldi et al., 2005; Fischer et al., 2012). Similar setups allow for the investigation of
specific sources of uncertainty, such as parameter uncertainty (Bellprat et al., 2012) or
natural variability (Deser et al., 2012a).
The reduction of these uncertainties is a considerable challenge. Uncertainties cascade
in the model chain from one model to the other, and result from processes interrelated in
mostly non-linear ways and taking place in a wide range of spatial and temporal scales.
Further, part of the uncertainty is related to the chaotic nature of the atmosphere, meaning
that small differences in the model initial conditions can lead to significant differences in
the model outcome. The natural climate variability of the climate system is an example
of chaotic behaviour, and is an irreducible source of uncertainty (Deser et al., 2012a).
Further, there are still considerable gaps in our knowledge of how the atmosphere (in
particular its dynamics) will respond to global warming, and it will take time to fill those
gaps (Shepherd, 2014). Increasing model complexity (often perceived as realism) may not
suffice to reduce projection uncertainty, since it usually means that processes that used to
be parameterized need to be explicitly resolved, which involves new uncertainties (Bierkens
et al., 2015). Overall, model design and evaluation under present and future conditions is
not exempt of uncertainties either, given the limitations of state-of-the-art observational
data sets (Gómez-Navarro et al., 2012; Sunyer et al., 2013) and the absence of observations
for the future (Refsgaard et al., 2013).
Because of the difficulty to reduce these uncertainties, new methods are being proposed,
that enable the identification of significant changes despite uncertainties and decision-
making in presence of uncertainties. Several of these methods rely on an increased robust-
ness. Robustness can be understood in different ways. When models agree on a change,
and when the average change is a significant change, then the projection may be considered
robust, although the individual models for instance do not agree on the exact amplitude
of the change (Knutti and Sedláček, 2012). Similarly, when a decision has to be made on
the basis of uncertain projections, a robust decision is a decision that leads to acceptable
results for a broad range of climate outcomes (Wilby and Dessai, 2010). Finally, a model
or post-processing method is defined as robust when it performs well even when executed
under climatic conditions significantly different from that of its calibration period (Coron
et al., 2012).
1.4 Finding a balance between parsimony and realism
In a recent interview1, Sten Bergström, the co-creator of the hydrological model HBV was
asked: ‘The HBV model has been and is still one of the most used hydrological models,
what is the reason for its success?’, to which he replied: ‘I think that we found a sound
balance between complexity and the information contained in most operational datasets’.
This illustrates the importance of the correspondance between the level of sophistication of
a model and the available resources, or in more general terms, the question to be addressed.
The model HBV, which is one of the hydrological models used in this thesis, relies
on simple structure of linear reservoirs (‘leaking buckets’, Figure 1.2). Such models are
termed conceptual, more complex models are usually called process-based, as some argue
1http://hepex.irstea.fr/the-hbv-model-40-years-and-counting/
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Figure 1.2: A catchment (left) and its representation in the conceptual model HBV (right,
schema modified from Staudinger et al., 2015).
that no hydrological model is based on correct physical principles (Beven and Young, 2013).
When comparing HBV structure to the image of a watershed (see Figure 1.2), one might
doubt that such a simple model can reproduce the complex processes leading to discharge.
Yet HBV and other models of a similar complexity (e.g., VIC model, Liang et al., 1994)
are used in a large proportion of impacts studies. It is noteworthy these models have
changed relatively little since their first publication, when at the same time there has been
an uninterrupted increase of complexity (and decrease of resolution) in climate models
(Knutti and Sedláček, 2012).
It does not mean that more complex hydrological models were not developed. Part
of the hydrological modelling community strongly supports the increase of complexity,
resolution and level of detail. Yet, using more complex formulations and structures im-
plies that data requirements will be larger and computing times longer. An example is
hydrological modeling at ‘hyperresolution’, i.e., on the order of 1 km over continental to
global domains, which would involve massive computational resources to solve as many as
109 unknowns (Wood et al., 2011). In contrast, other scholars argue that there is only a
limited number of parameters that can be determined based on the information available
in most catchments (Jakeman and Hornberger, 1993; Perrin and Michel, 2001; Kirchner,
2006; Beven and Cloke, 2012). A similar dilemma can be witnessed to some extent for
climate modelling. At one end of the spectrum are climate models at extremely high res-
olution (e.g., 2.2 km in Ban et al., 2014), so expensive to run that simulations are limited
to a few decades under present climate and a few decades under future climate. There are
few extreme events in such short periods and uncertainty sampling is particularly costly.
At the other end of the spectrum, weather generators can be run for centuries on a laptop,
yet it is unclear how well they capture future climate without the strong physical bases of
climate models.
In summary, there is a trade-off to be found between increasing model complexity and
exploring model space and uncertainty. A key challenge is to pinpoint the ‘appropriate
model complexity’ for a given purpose (Gupta et al., 2012).
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1.5 The calibration of hydrological models under climate change
There is not necessarily a clear link between hydrological model parameters and real world
characteristics. As expressed by Savenije (2009), ‘the dominant processes in the hydrolog-
ical cycle only become apparent at larger scales, and these processes are not just the sum
of processes occurring at micro-scales’. A consequence is that parameter values cannot
be directly inferred from catchment characteristics, or measured in the field (Wagener,
2003). Instead they have to be determined by model calibration, which illustrates the
challenge of efficiently transferring field observations into models (Seibert and McDonnell,
2002). Calibration is the process by which the values of model parameters are adjusted in
order to better simulate the observed behavior of the catchment, usually summarized by
its discharge. The correspondence between model simulations and observations is assessed
quantitatively using a measure of skill (‘objective function’), which is often the Nash Sut-
cliffe efficiency (Nash and Sutcliffe, 1970; Schaefli and Gupta, 2007), but can also be a
multi-criteria metric. The search of the parameter space can be performed using different
methods, such as Monte Carlo simulations (e.g., Finger et al., 2012), a genetic algorithm
(e.g., Seibert, 2000) or Bayesian inference (e.g., Fenicia et al., 2014). Alternatively, parame-
ter values can be inferred from other catchments of similar characteristics, a process known
as ‘regionalization’ (e.g., Viviroli et al., 2009a). Such processes usually yield a number of
parameter sets, which despite their differences, lead to model simulations of comparable
skill, an effect called ‘equifinality’ (Beven, 2006).
As a complement to model calibration, models are then ‘evaluated’ (or ‘validated’ de-
pending on the authors). This corresponds to the assessment of model’s skill during a
period different from the period used for the calibration. Model validation takes a new
dimension in the context of modeling under a changing climate, because it is unclear how
‘different’ the climate during the calibration and the validation period should be for the
validation to be meaningful, i.e., in order to trust the model’s ability to deliver reliable
results under a changing climate. Several approaches exist to assess the robustness of hy-
drological models under changing climate (Klemeš, 1986; Seibert, 2003; Coron et al., 2012;
Refsgaard et al., 2013) and improving models’ robustness is one of the grand challenges of
hydrological research.
1.6 Decision-making under uncertainty
The need to better address and characterize uncertainties is now well established in the
climate and hydrology communities. Yet the inclusion of these uncertainties into decision
processes is arguably still in its infancy. In fact, although climate change research is often
motivated by the support it can bring to decision-making, scientific knowledge by itself
does not necessarily lead to better decisions.
A key issue is the mode of production of the projections. Uncertainties are usually
propagated down the model chain (Figure 1.1) and are then communicated to decision-
makers in charge for instance of designing adaptation strategies. This approach is refereed
to as ‘top-down’ and is the dominant approach in impact studies. A key issue is that
projections produced this way do not necessarily correspond to the needs of decision-
makers (Dilling and Lemos, 2011). An example of top-down approach is the report ‘Toward
quantitative scenarios of climate change impacts in Switzerland’ (CH2014 Impacts, 2014)
to which I contributed as one of the two lead authors of the chapter ‘Hydrological responses
to climate change: river runoff and groundwater’ (Rössler et al., 2014). This report was a
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unique opportunity to use a new set of climate projections (CH2011, 2011) and run a wide
range of model chains in a systematic way, which provided new insights into the response of
watersheds to climate change, into the sources of uncertainty in discharge projections and
into robust changes in hydrological regimes. Yet we were confronted with an important
shortcoming of the top-down approach, namely a lack of agreement between the projections
provided and the data actually needed for impact modeling. The climate projections were
delivered in three slices of 30 years, when glacier modeling requires transient projections.
Further, the projections were derived using a delta change method, which does not capture
well changes in variance. This precluded the study of extreme events relevant for many
end-users. This example illustrates that for the potential of models to be exploited for
impact modeling and the design of adaptation strategies, a good understanding of the
needs and vulnerabilities of end-users is crucial. This premise is central to the development
of alternative ways to deal with uncertainties, using ‘bottom-up’ approaches (Brown et al.,
2012).
1.7 Outline and main research questions
The next six Chapters correspond to six peer-reviewed papers or manuscripts. They deal
with different parts of the model chain (Figure 1.1) and focus on different research ques-
tions. Since these studies are always the result of collaborations, I use ‘we’ throughout this
thesis.
Chapter 2: Robust changes and sources of uncertainty in the projected hydro-
logical regimes of Swiss catchments. This study is the result of a coordinated
effort to run a particularly wide range of model simulations to assess future discharge
in Switzerland. It relies on three emission scenarios, 10-20 GCM-RCM simulations,
two post-processing methods and three hydrological models combined factorially and
applied to six catchments. The systematic approach and the experimental setup al-
lowed us to address the following research questions:
1. Where does the uncertainty in discharge projections come from and how does
this partitioning change with catchment characteristics and time?
2. How much does the complexity of hydrological models influence discharge pro-
jections?
3. Do robust changes in hydrological regimes emerge despite projection uncer-
tainty?
4. Would limiting greenhouse gas emissions lead to significant reductions of the
impacts on discharge?
Chapter 3: The influence of natural variability and interpolation errors on bias
characterization in RCM simulations. Bias correction is performed using an
observational data set as reference and in presence of natural climate variability.
But before calling a bias a bias, it is important to understand which part of the
differences between model simulations and the reference data set can actually be
attributed to limitations of the climate models, and which part stems from natural
variability and interpolation errors. The research questions were:
1. How much does natural variability influence the results of climate model eval-
uation over multi-decadal periods?
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2. Does the unpredictable nature of internal variability preclude our chances to
reduce climate model biases by post-processing?
3. How well can biases be characterized, and hence corrected, given the uncertain-
ties in reference data sets?
Chapter 4: Propagation of biases in climate models from the synoptic to the
regional scale: implications for bias-adjustment. A pre-requirement for bias-
adjustment to be robust is that the reasons behind the biases are understood. Yet
they are difficult to pinpoint, in some cases because processes leading to model errors
are outside of the region considered for model evaluation. With this in mind, we
explored how errors in the large-scale atmospheric circulation in the Alpine region
can influence precipitation and temperature simulations in Switzerland. We assessed
the circulation types simulated by 20 GCM-RCMs and explored the following research
questions:
1. How well do GCM-RCMs capture the frequency and regime of circulation types
under present climate?
2. How does this influence biases in GCM-RCM simulations of temperature and
precipitation?
3. What are the implications for bias-adjustment and downscaling?
Chapter 5: Bias-correction for hydrological impact studies - beyond the daily
perspective. An important question for the validation of a bias-correction method is
whether it corrects for aspects that it was not trained to correct. This study focusses
on a popular bias-correction method (quantile mapping) and explores the suitability
of bias-corrected time series for the modeling of extreme hydrological events:
1. How well does quantile mapping based on daily values capture multi-day statis-
tics relevant for flood and drought modeling?
Chapter 6: Trends in water balance as indicators of robustness for hydrological
models in a changing climate. When hydrological processes change as a result of
global warming, an important question is whether the value of parameters in hydro-
logical models should be modified to capture these changes. We analysed observed
and simulated trends in the water balance to explore this question and to investi-
gate the robustness of the hydrological model HBV in four research catchments. We
addressed the following research questions:
1. What are the trends in temperature, precipitation, discharge and evapotranspi-
ration in the study catchments over 1971-2010?
2. How well are trends in discharge and evapotranspiration captured by HBV using
external forcings alone, i.e., with no change in parameter values?
3. When HBV is calibrated over 10-year periods, is there a drift in parameter values
and if yes, can this drift be related to observed changes in physical processes or
to calibration artefacts?
Chapter 7: From products to processes: Academic events to foster interdis-
ciplinary and iterative dialogue in a changing climate. Although assessing
8
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the projection uncertainty is an established field of research, it remains challeng-
ing to incorporate this uncertainty into decision-making processes. We believe that
a promising way to advance with this challenge is to foster iterative and interdisci-
plinary exchanges between climate researchers and decision-makers, and to introduce
students to uncertainties related to climate change at an early stage of their career.
We therefore organized a workshop at the University of Zurich, to put this idea into
test and explore the following aspects:
1. What are the dominant ways to deal with uncertainty in decision-making pro-
cesses?
2. How do participants perceive the collaboration between researchers and decision-
makers, and how does this perception evolve through the workshop?
3. To which extent can academic events contribute to foster iterative and interdis-
ciplinary exchanges?
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Abstract
Projections of discharge are key for future water resources management. These pro-
jections are subject to uncertainties, which are difficult to handle in the decision process
on adaptation strategies. Uncertainties arise from different sources such as the emission
scenarios, the climate models and their postprocessing, the hydrological models, and the
natural variability. Here we present a detailed and quantitative uncertainty assessment,
based on recent climate scenarios for Switzerland (CH2011 data set) and covering catch-
ments representative for midlatitude alpine areas. This study relies on a particularly wide
range of discharge projections resulting from the factorial combination of 3 emission sce-
narios, 10-20 regional climate models, 2 postprocessing methods, and 3 hydrological models
of different complexity. This enabled us to decompose the uncertainty in the ensemble of
projections using analyses of variance (ANOVA). We applied the same modeling setup to
six catchments to assess the influence of catchment characteristics on the projected stream-
flow, and focused on changes in the annual discharge cycle. The uncertainties captured
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by our setup originate mainly from the climate models and natural climate variability,
but the choice of emission scenario plays a large role by the end of the 21st century.
The contribution of the hydrological models to the projection uncertainty varied strongly
with catchment elevation. The discharge changes were compared to the estimated natural
decadal variability, which revealed that a climate change signal emerges even under the
lowest emission scenario (RCP2.6) by the end of the century. Limiting emissions to RCP2.6
levels would nevertheless reduce the largest regime changes by the end of the century by
approximately a factor of two, in comparison to impacts projected for the high emission
scenario SRES A2. We finally show that robust regime changes emerge despite the projec-
tion uncertainty. These changes are significant and are consistent across a wide range of
scenarios and catchments. We propose their identification as a way to aid decision making
under uncertainty.
2.1 Introduction
Designing adaptation strategies to a changing climate implies making decisions on the basis
of an uncertain knowledge of future conditions. Uncertainties in climate projections are
being investigated on the basis of consequent coordinated experiments such as the global
Coupled Model Intercomparison Projects (CMIPs, Taylor et al., 2012) or the European
ENSEMBLES project (van der Linden and Mitchell, 2009). A clearly defined setup, with an
agreement on, for instance, emission scenarios or the simulated region, makes simulations
comparable and allows for detailed uncertainty assessments (Fischer et al., 2012; Knutti
and Sedláček, 2012).
The main sources of uncertainties investigated in such studies are the emission sce-
nario, the model formulation and parameterization, and the natural climate variability
(Hawkins and Sutton, 2010). Studies exploring the future consequences of climate change
on catchment discharge deal with additional sources of uncertainty, namely, the hydro-
logical models and the downscaling or bias correction method. A key challenge is then
to quantify the contribution of each of these sources to the uncertainty of the discharge
projections (Bosshard et al., 2013a).
A common approach is to produce simulations based on a model chain in which a set
of climate projections forces various impact models. Each element of the chain influences
the simulated impact and thereby contributes to its uncertainty. Uncertainty propagation
is then explored by applying an ensemble approach, i.e., by varying the elements of the
chain and by interpreting the resulting projection variability as uncertainty.
This method was successfully applied in a number of cases (e.g., Horton et al., 2006;
Wilby and Harris, 2006; Prudhomme and Davies, 2009; Dobler et al., 2012; Finger et al.,
2012; Bosshard et al., 2013a). These studies and others constitute a solid basis for the
exploration of uncertainty in discharge projections. They were conducted in a variety of
locations, using different climate and hydrological models, and considered a wide breadth
of hydrological parameters. This diversity provides us with a wealth of in-depth analyses
but, at the same time, makes a comparison of results difficult. While there seems to be
a general agreement on the dominant contribution of climate models to the uncertainty
in discharge projections, different conclusions were drawn about the contribution of the
hydrological models, for example. Because of the diversity of the setups employed, the
causes for these differences are hard to identify. It is in particular unclear whether these
results reflect more the differences between the model chains or between the study basins.
Further, when studies focus on one or two catchments, the generalization of their results
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to other areas and the assessment of their robustness is difficult (Gupta et al., 2014).
Our study brings together three research groups applying their models to the same six
catchments and relying on the same set of climate projections as input. Using the same
setup for all catchments allows for the separation of the influence of the catchments from
that of the other elements of the model chain. Another novel aspect is the use of climate
projections under an intervention scenario (RCP2.6). Whereas most studies deal with one
single scenario, or with scenarios involving no climate policy intervention, we investigate the
impacts under the scenario RCP2.6 that implies stringent efforts to reduce emissions with
the objective to keep global temperature increase below 2◦C. We hence extend previous
uncertainty studies by including, in a systematic way, a larger set of emission scenarios
and by covering a wider range of catchment types. In this paper, the following questions
are addressed: where does the uncertainty in discharge projections come from and how
does this partitioning change with catchment characteristics? Do robust changes in regime
emerge despite projection uncertainty? Would limiting emissions to RCP2.6 levels lead to
significant reductions of the impacts on discharge?
2.2 Data and methods
2.2.1 Experimental design
We combined three emission scenarios, three regional climate model estimates (based on
10-20 climate model runs), two postprocessing methods, and three hydrological models
in a factorial way, leading to a total of 54 model chains applied to six catchments and
three future periods, 2020-2049, 2045-2079, and 2070-2099 (Figure 2.1). In total, 972
hydrological projections of 30 years each were produced and analyzed. The factorial design
of this modeling experiment reduces the risk of sampling artifacts, i.e., of reporting a result
which only stems from a particular combination of models and is not representative of the
other possible combinations. Further, it allows us to disentangle the contribution of the
different elements of the model chain to the ensemble variance and to quantify the eventual
interactions between these factors.
2.2.2 Catchments
Discharge was simulated in six mesoscale catchments in Switzerland, which are represen-
tative of the main discharge types in midlatitude alpine regions. These basins were shown
to react differently to climate change by Köplin et al. (2012), who clustered 186 Swiss
mesoscale catchments into seven response types (Figure 2.2). Their mean elevation covers
the range 700-2370 masl., their size varies between 231 and 1696 km2, and two of them are
partially glacierized. They can be characterized as humid, as their evaporation is mainly
energy limited. The Venoge River flows on the plateau at the foothills of the Jura, a com-
paratively low-elevation mountain chain. Emme and Thur basins have their headwaters in
the pre-Alps, whereas Rhone and Vorderrhein are alpine catchments, dominated by snow
and icemelt. The Verzasca basin is located on the southern side of the Alps. Further
information on the catchment characteristics are provided in Table 2.1.
Dams are present in most of the large Swiss alpine catchments. According to the Swiss
Committee on Dams (www.swissdams.ch), three dams are upstream of the Brig gauging
station for the Rhone catchment and seven are upstream of Ilanz for the Vorderrhein
catchment. The reservoirs are in average larger in Vorderrhein catchment. Their total
volume is about 31 × 106 m3 for the Rhone and 260 × 106 m3 for Vorderrhein, which
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Figure 2.1: Flowchart of the experimental design. The boxes represent the model chain
elements. For each element, several methods were used which are listed under the boxes
and described in the main text. The three GCM-RCM estimates were derived from 10 to
20 different GCM-RCMs (see section 2.2.3).
corresponds to 2.3% and 24.9%, respectively, of the mean annual discharge at the gauging
station for these two basins. The other four study basins, located at lower elevation, are
essentially unregulated.
2.2.3 Climate projections
We used climate projections of the CH2011 data set (CH2011, 2011) from the Center for
Climate Systems Modeling (C2SM). This recently released data set consists of two types
of projections for Switzerland, both based on the climate model runs of the ENSEMBLES
project (van der Linden and Mitchell, 2009) and both relying on the delta change ap-
proach. According to this technique, projections are produced by combining observations
to additive (multiplicative) factors for temperature (precipitation). These factors were as-
sessed in a deterministic way by spectral smoothing of 10 general circulation and regional
climate model (GCM-RCMs) chains, and in a probabilistic way by a Bayesian multimodel
approach combining 20 runs until 2050, and then 14 runs until 2099, respectively. CH2011
projections are not transient but available as mean temperature and precipitation changes
over 2020-2049, 2045-2074 and 2070-2099, 1980-2009 being the reference period. This de-
fines the periods over which hydrological simulations were run. The delta change factors
were estimated from GCM-RCM simulations run with a daily time step. These factors
were provided for each day of the year (365 values) and, once combined with station obser-
vations, yielded projections at the station scale. The interpolation within the catchments
was performed by the hydrological models using the methods listed in Table 2.2. As the
delta change method does not capture changes in variance, we restricted our analysis to
the changes in the annual discharge cycle and did not consider extremes.
The production of the projections by the CH2011 team and their use to force hydro-
logical models in this study can be summarized as follows. For the deterministic data set,
the delta change factors were determined for each of the 10 GCM-RCM chains by spectral
14
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Study catchments Relative changes in clusters 
2085
Winter
Summer
2035
very positive
weakly positive
weakly negative 
very negative
unchanged
Seasons and future periods
C1 C2 C3 C4 C5 C6 C7
50 km
Rhone
Thur
Emme
Venoge
Verzasca
Vorderrhein
Figure 2.2: Map of the six study catchments within Switzerland. The color coding refers
to clusters of catchments subject to a similar hydro-climatological changes. The discharge
changes projected for these watersheds are summarized by the plus and minus signs. The
clustering methodology and the model chain used to produce those projections are detailed
in Köplin et al. (2012).
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River
Gauging
station
Areab
[km2]
Mean
elevationb
[masl]
Elevation
rangec
[masl]
Glacier-
ized
area in
1995d
[%]
Mean
annual
Te
[◦C]
Mean
annual
Pe
[mm]
Mean
annual
Qb
[mm]
Mean date of
half flow
computed
using
observed
dischargeb
Cluster of
the hydro-
climato-
logical
change
signalf
Rhone
Brig 913 2370 667 - 4256 22.3 0.1 1859 1480 6 July C4
Vorderrhein
Ilanz
776 2020 693 - 3609 2.9 2.1 1531 1347 3 June C5
Verzasca
Lavertezzo
186 1672 490 - 2856 0 4.8 2026 1763g 11 Mayg C6
Emme
Wiler
939 860 458 - 2216 0 7.3 1432 648 8 April C2 - C1
Thur
Andelfingen 1696 770 356 - 2500 0 7.7 1421 892 10 April C2 - C1
Venoge
Ecublens
231 700 383 - 1677 0 9.6 1216 577 27 February C2
Table 2.1: Key characteristics of the six catchmentsa. aMean annual values computed over
the period 1980–2009, unless indicated otherwise. bData source: Swiss Federal Office for
the Environment. cData source: 25 m digital elevation model of the Swiss Federal Office
for Topography. dData source: Fischer et al. (2014). eData source: Swiss Federal Office
of Meteorology and Climatology 2 km gridded data sets TabsD (Frei, 2013) and RhiresD
(Frei and Schär, 1998; Schwarb, 2000; Frei et al., 2006, section 4.1). fData source: Köplin
et al. (2012). gMean over 1990–2009.
smoothing. This technique enables the isolation of the precipitation and temperature an-
nual cycles by removing fluctuations arising from natural variability, which may result in
artifacts in the estimated climate change signal (see Bosshard et al., 2011, for more details).
Hydrological simulations were run for each of the 10 GCM-RCM chains and then the lower
(minimum of the 10), medium (median), and upper (maximum) estimates of discharge
changes were derived. For the probabilistic data set, the 14-20 GCM-RCM chains were
combined into probability distributions using a Bayesian multimodel combination algo-
rithm. As this algorithm requires data to be normally distributed, precipitation data were
transformed to their square root before their processing, and retransformed after it. Sim-
ilarly, the internal decadal variability was subtracted before the multimodel combination
and was then readded. The delta change factors corresponding to the 2.5, 50, and 97.5%
quantiles were then extracted from the posterior distributions, after data retransformation
and the readdition of the internal variability (see Fischer et al., 2012; Zubler et al., 2014,
for more details on the method and on its application to the alpine range, respectively).
These projections, corresponding to the lower, medium, and upper climate estimates, were
used to force the hydrological models. Hence, in the deterministic case, each discharge
simulation was driven by a single GCM-RCM chain, whereas in the probabilistic case, it
was driven by, e.g., the median of the GCM-RCM chains. The name of the climate models
used and of the institutions responsible for the simulations are provided in Bosshard et al.
(2011, Table 1) and Fischer et al. (2012, Figure 1).
The CH2011 projections were produced for three possible evolutions of greenhouse gas
emissions and concentration: SRES A1B, SRES A2, and RCP2.6. The first two story-
lines were defined in the Special Report on Emissions Scenarios (Nakicenovic and Swart,
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2000, SRES) and used in the framework of CMIP3. The third storyline is the Representa-
tive Concentration Pathway RCP2.6 (Meinshausen et al., 2011) used for the more recent
CMIP5 (Taylor et al., 2012). A1B is a midrange emission scenario that was chosen for
the ENSEMBLES simulations. To gain insights into lower and higher emissions pathways
without the computational cost of rerunning the climate models under these scenarios, the
CH2011 team used pattern scaling to generate projections under the climate stabilization
scenario RCP2.6 and under the more extreme A2 scenario (CH2011, 2011; Fischer et al.,
2012). This technique is a statistical emulator relying on the principal assumption that
any regional change is related to the global mean temperature signal in a linear way. Pat-
tern scaling was applied to generate both precipitation and temperature projections at the
regional scale, using scaling factors derived from temperature changes at the global scale
(Fischer et al., 2012, Equation 12). The accuracy of the pattern-scaled projections primar-
ily depends on the validity of the underlying assumption of linear relationship. Tebaldi
and Arblaster (2014) concluded that it is broadly valid for CMIP3 and CMIP5 models
and report geographical patterns of change consistent across different emission scenarios.
They also review limitations of the method and emphasize in particular that pattern-scaled
projections are more reliable for temperature than for precipitation, at large than at small
spatial scales and are likely less reliable in presence of feedbacks or when the focus is on
extreme events. In this study, in the absence of systematic GCM-RCM runs under A2 and
RCP2.6, we consider the use of pattern-scaled projections as an adequate way to perform
a first assessment of sensitivities in hydrological simulations to greenhouse gas emission
scenarios.
To summarize, the projections under A1B were obtained from GCM-RCM simulations
run under this scenario. In contrast, the projections under A2 and RCP2.6 do not rely on
climate model runs under these scenarios, but were obtained using pattern scaling. Further,
while A1B and A2 are nonintervention scenarios, considerable efforts are deployed under
RCP2.6 to mitigate emissions. It follows that under this scenario, a global temperature
increase by the end of the 21st century higher than 2◦C relative to 1850-1900 is considered
unlikely (i.e., 0-33% probability, IPCC, 2013). Note that in the CH2011 data set, RCP2.6 is
referred to as RCP3PD, these two names corresponding to the same scenario (Meinshausen
et al., 2011). We opted for RCP2.6, as it is named in the IPCC Fifth Assessment Report
(IPCC, 2013).
The CH2011 setup does not allow for the separation of the GCM-RCM uncertainty
into climate model uncertainty and natural climate variability. Climate model uncertainty
is potentially reducible via a better understanding of global warming processes and models
improvement, whereas natural climate variability is a stochastic and intrinsic part of the
climate system, and is irreducible. Characterizing the future natural climate variability
could for instance be achieved using projections from the same climate model started
from different initial conditions (Deser et al., 2012a) or by employing a weather generator
constrained by GCM-RCM projections (Fatichi et al., 2014).
2.2.4 Hydrological modeling
Three hydrological models were used to evaluate the sensitivity of discharge projections
to model structure, resolution, and calibration: HBV (Seibert and Vis, 2012), PREVAH
(Viviroli et al., 2009b), and WaSiM (Schulla, 2013). HBV and PREVAH are semidis-
tributed (HBV was applied using 100 m elevation zones and PREVAH using hydrological
response units (HRUs)), whereas WaSiM is run on a 250 × 250 m2 grid. HBV and PRE-
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VAH are based on a similar reservoir structure, while WaSiM uses a more process-oriented
approach. HBV and WaSiM were calibrated, whereas PREVAH parameter values were
obtained by regionalization (Viviroli et al., 2009a). PREVAH simulations hence represent
natural discharge conditions even in catchments with major reservoirs. The hydrological
models are contrasted in more details in Tables 2.2 and 2.3 and their coupling to the glacier
model is discussed in section 2.2.5.
The reservoirs and the dam operations were not explicitly implemented in the hydro-
logical models. Although their implementation might have enabled a better reproduction
of the observed discharge under current climate, considerable uncertainties exist about the
evolution of energy consumption and about the importance of hydropower production in
comparison to other energy sources by the end of the century. One way to account for these
uncertainties would be to formulate scenarios depicting different socioeconomic develop-
ments at the Swiss and the international level, possibly in a similar fashion as the SRES
emission scenarios (Nakicenovic and Swart, 2000). In this study, however, we restrain our
attention to the uncertainties stemming from the future emissions and the models used to
produce hydrological projections, and assume that the simulated discharge corresponds to
natural discharge. This assumption is realistic in the Rhone catchment, where the total
reservoir volume corresponds to only 2.3% of the annual discharge, but is less robust in
the Vorderrhein catchment, which is more heavily managed (24.9%). In the four other
catchments, the discharge is not significantly affected.
Initial results indicated that the performance of the hydrological models under present
climate was overall good and that they successfully capture the main features of the an-
nual discharge cycles (Figure 2.3). Note that themodels performance in the Vorderrhein
catchment is slightly impeded by discharge perturbations induced by hydropower produc-
tion. Differences between simulated and observed annual cycle over the reference period
(1980-2009) are assumed to be constant in the future. The overall approach relies on the
assumption of time stationarity of the biases in the climate and hydrological simulations,
although evidence for nonstationaries exist (Maraun, 2012; Merz et al., 2011). We hence
defined changes in discharge as the differences between the projected discharge and the
discharge simulated using 1980-2009 meteorological observations. We considered the an-
nual cycle as captured by monthly averages and computed seasonal averages for summer
(June, July, and August, referred to as JJA in continuation) and winter (December, Jan-
uary, and February, DJF). Further, we investigated the earlier occurrence of peak river
runoff in spring to summer, one of the most prominent discharge changes in a warmer
climate in snow-dominated regions. This shift in seasonality is generally attributed to two
main factors: the higher proportion of precipitation falling as rain instead of snow, and
earlier snowmelt and consecutive glacier melt (e.g., Barnett et al., 2005). To consider the
combined effect of these two processes using one metric relying on discharge data, we con-
sidered the half-flow date (HFD) introduced by Court (1962), i.e., the date on which the
cumulative discharge since the beginning of the hydrological year (starting on 1 October)
exceeds half of the total annual discharge. This date is often preferred to that of the maxi-
mum daily discharge, which can result from a punctual precipitation event. The HFD has
been broadly used to investigate the effects of climate change on streamflow timing (e.g.,
Cortés et al., 2011; Stewart et al., 2005).
Although Whitfield (2013) recently pointed out that the HFD is not a reliable indicator
of the timing of snowmelt, we use it here from a more general perspective to assess the shift
from snow-dominated regimes (nival) to more precipitation-dominated regimes (pluvial).
In other words, we use the HFD as a regime metric, with a later HFD corresponding to
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HBV PREVAH WaSiM
Time step Daily Daily Daily
Spatial units 100m-elevation zones
(average area: 33 km2;
range for all catchments:
8 to 77 km2)
Hydrological response units
(HRUs) based on a
500 × 500 m2 grid
(average HRU area:
2.4 km2; range for all
catchments: 0.6 to
5.6 km2)
Distributed on a
250 × 250 m2 grid
Number of land cover
classes
1 22 25
Snow and glacier melt
parametrization
Snow and glacier melt:
degree-day approach with
aspect correction (Konz
and Seibert, 2010)
Snow and glacier melt:
temperature-index approach
under consideration of the
daily potential direct
radiation (Hock, 1999)
Snow melt: degree-day
approach with aspect
correction. Glacier melt:
temperature-index approach
under consideration of the
daily observed direct
radiation (Schulla, 2013;
Hock, 1999)
Evapotranspiration
parametrization
Potential
evapotranspiration: Oudin
et al. (2005)
Actual evapotranspiration:
Penman-Monteith
Actual evapotranspiration:
Penman-Monteith
Input variables Precipitation and
temperature
Precipitation, temperature,
sunshine duration,
radiation, relative humidity,
wind speed
Precipitation, temperature,
radiation, relative humidity,
wind speed
Interpolation of the
input variables within
the catchment
Projections combined using
Thiessen polygons and then
adjusted to each elevation
zone using lapse rate for
temperature and a similar
relative factor for
precipitation
Projections interpolated
using detrended inverse
distance weighting
Projections interpolated
using inverse distance
weighting and
elevation-based regressions
Calibration or
regionalization
method
Calibration using a genetic
algorithm (Seibert, 2000)
Calibration using an
iterative search algorithm
(Viviroli et al., 2009b) and
subsequent regionalization
(Viviroli et al., 2009a)
Two-step procedure: first
manually, than coupling
WaSiM with the parameter
estimation tool PEST
(Doherty, 2005)
Calibration period 1982-1995, except for the
Verzasca (1992-1999)
1994-1997 1993-1998
Evaluation period 2000-2009, see Figure 2.3
Average computing
time for a 30-year
simulation of one
catchment
∼1 sec on a single
computer core
∼4 min on a single
computer core
∼20 min on a 32-core
machine
Table 2.2: Key characteristics of the three hydrological models as used in this study.
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HBV PREVAH WaSiM
Main advantages Low data requirements,
simple structure allowing
for fast calibration and
execution, and facilitating
the assessment of
parameters influence on the
simulated discharge
Computationally efficient
(due to HRUs representing
soil-land cover
combinations), physical
description of
evapotranspiration
(Penman-Monteith)
Detailed description of the
catchment spatial
heterogeneity allowing for
the investigation of
hydrological processes at a
comparatively small scale
Main limitations Coarse representation of the
catchment spatial
heterogeneity, empirical
parametrization of snow
and ice melt and of
evapotranspiration
HRU structure inflexible,
comparatively high data
demand when
Penman-Monteith is
applied, hydrological
processes in small
catchments (<10 km2) not
well represented
High data requirements and
computation time, the high
spatial disaggregation
makes parameters
identification challenging
References for more
detailed information
on the models
Lindström et al. (1997);
Seibert and Vis (2012)
Viviroli et al. (2009b);
Zappa and Gurtz (2003)
Schulla (2013)
Other examples of
application
Teaching (Seibert and Vis,
2012), simulation of design
floods (Harlin and Kung,
1992), hydrological change
detection (Gebrehiwot
et al., 2013)
Parameter regionalization
and flood estimation in
ungauged catchments
(Viviroli et al., 2009a),
operational discharge
forecasting (Zappa et al.,
2008; Addor et al., 2011)
Investigation of the effects
of land use changes on
flood generation (Merta
et al., 2008)and of the
impacts of climate change
on groundwater recharge
(Neukum and Azzam,
2012) and on soil moisture
(Rössler et al., 2012)
Table 2.3: Table 2.2 continued: key characteristics of the three hydrological models as used
in this study.
higher elevation and more snow-dominated regimes. This relation appears clearly from the
HFD computed using observed discharge in the six catchments (Table 2.1).
2.2.5 Modeling of glacier retreat and contribution to discharge
Ice melt significantly modifies the hydrological regime of glacierized catchments as it acts
as a source of runoff after the disappearance of the snow cover (Barnett et al., 2005).
The representation of glaciers in hydrological models is important to realistically simulate
discharge during the summer months, and changes therein with respect to atmospheric
warming (e.g., Horton et al., 2006). The hydrological models applied in this study include
modules for glacier melt but do not describe the more complex processes of dynamic
changes in glacier thickness and size over time. Therefore, glacier melt was simulated in
two steps.
Glacier retreat was first modeled under the different climate projections and the re-
sulting extent was provided as input to the three hydrological models. The contribution of
glacier melt to discharge was then simulated in a second step by the hydrological models,
i.e., not by the glacier model itself. Below, we provide more details and references about
the modeling of glacier retreat and of the contribution of glacier melt to discharge.
The changes in future glacier coverage in the catchments were assessed by combining
different glaciological models at high spatial resolution. The present glacier ice thickness
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Figure 2.3: Performance of the three hydrological models under present conditions. Annual
cycle observed (black) and simulated by the three hydrological models for the evaluation
period 2000-2009. The Nash-Sutcliffe efficiency (Nash and Sutcliffe, 1970) for each model
is given in brackets following its name.
distribution exerting an important control on the rate of glacier retreat and volume loss
was evaluated. We used a model (Huss and Farinotti, 2012) to invert local ice thickness
from glacier surface topography using the principles of ice flow dynamics. Glacier extent
for the year 2010 was obtained from an inventory of all glacierized surfaces (Fischer et al.,
2014). Surface mass balances and 3-D glacier geometry changes were calculated using
a detailed glacier model (Huss et al., 2010b). This model was run at daily resolution
on a 25 m grid and takes into account snow accumulation distribution, the influence of
radiation on ice melting according to (Hock, 1999) and calculated glacier retreat based
on a mass-conservation approach. The glaciological model was calibrated with a variety
of field data covering the entire 20th century (Huss et al., 2010a). Annual mass balances
from 50 glaciers with detailed results were then extrapolated to every single glacier in
the catchment by applying a multiple regression approach. Thus, glacier-specific transient
annual series of the glacier mass budget were obtained and used to drive the model for
every glacier (152 in the Rhone catchment, 105 in the Vorderrhein catchment). The model
was validated over the period 1973-2010 for which the change in glacier extent is known.
The overall change in ice-covered area is captured within 5%, and the retreat rates of
the glacier termini are reproduced in general although some differences for individual sites
are evident (Figure 2.4). Finally, the glacier model was forced until 2100 with the same
climate scenarios as the three hydrological models. We also applied the same approach to
downscale the climate data to individual glaciers. From the transient model runs, we then
extracted glacier ice coverage for 2035, 2060, and 2085 and assumed it to be constant over
each of the 30 year period.
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Figure 2.4: Validation of the glacier retreat model for the termini of the largest glaciers
in the Rhone catchment. The model was initialized with the observed glacierized area in
1973 (black line) and run until the year 2010 when glacier extent is known (observed glacial
extent as red line, simulated glacial extent as blue area).
These glacier simulations were used as input for the three hydrological models. Again,
the prescribed glacier extent is the same in each case, but the melt and the resulting
contribution to discharge were computed separately by each model. HBV relies on a
degree-day approach considering temperature as the only driver of snow and ice melt. In
the version used here, two multiplicative factors were added to the basic formulation of the
degree-day approach in order to reflect the influence of exposure on snow and ice melt and
to account for the lower albedo on ice than on snow (Konz and Seibert, 2010). Meltwater
is transferred to the groundwater reservoirs, the outflow of which being then routed to
the catchment outlet using a triangular weighting function. PREVAH and WaSiM are
principally based on the temperature-index method developed by (Hock, 1999), which
is an extension of the degree-day method. It involves melt factors for snow and ice, and
importantly, it includes radiation coefficients for snow and ice, and accounts for direct solar
radiation. Meltwater is routed to the underlying catchment using three linear reservoirs
with different storage coefficients, for ice, firn, and snow, respectively.
2.2.6 ANOVA
We chose the projection variance as an estimate of their uncertainty and used an analysis
of variance (ANOVA) technique to quantify the contribution of the different sources of
uncertainty to the final uncertainty. The uncertainty partitioning relied on the following
model
∆Qijkl = µ+ Ei + Cj + Pk +Hl + Iijkl + εijkl (2.1)
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which expresses the change in discharge (∆Qijkl) as the mean change (µ) modulated
by the main effects of four factors, the emission scenario (Ei, i = RCP2.6, A1B, A2),
the climate model estimate (Cj , j = lower, medium, upper), the postprocessing (Pk, k =
deterministic, probabilistic), the hydrological model (Hl, l = HBV, PREVAH, WaSiM),
as well as the sum of the significant interactions between these factors (Iijkl) and the
residual error (εijkl). The interaction terms allow accounting for nonadditive effects, i.e.,
for situations in which the combined effect of two factors is not the sum of their individual
effects. We only considered first-order interactions, i.e., interactions between two factors,
as accounting for and interpreting higher-order interactions is hard to physically justify.
The assessment of the significance of first-order interactions, and their inclusion or not
in the ANOVA model was based on F-tests. The sum of squares of each element (main
effects, interactions, and error term) was divided by the total sum of squares of DQ to
compute the fraction of variance explained by this element (von Storch and Zwiers, 2001;
Bosshard et al., 2013a). This analysis was performed for each catchment, future period,
and for both summer (JJA) and winter (DJF) projections.
2.2.7 Natural variability under present climate
To assess the significance of the projected temperature, precipitation, and discharge changes,
we compared them with an estimate of the natural variability obtained by bootstrapping
of observations. This estimate can be seen as noise (N) and was used to normalize the
change of discharge (S), transforming it into a unit-less signal-to-noise ratio (S/N as, e.g.,
in Hawkins and Sutton, 2012). We followed Bosshard et al. (2011) to estimate N and
constructed 100 thirty year time series by resampling years with replacement from the
1980-2009 records. This approach relies on the assumption that a baseline distribution can
be estimated from these 30 years and that realizations equally likely under this climate can
be created by resampling from this distribution. Then, 500 pairs of synthetized time series
were randomly selected and the differences between these pairs computed. The standard
deviation among these 500 differences was then used as an estimate of N. In the following,
N is considered as the typical difference between two time series in absence of climate
change, i.e., as a result of climate natural variability. Therefore, the standard deviation
among the 500 differences of the annual, seasonal, and monthly means was computed, re-
spectively. N was computed at the seasonal scale (winter and summer) for precipitation
and temperature, and at the yearly, seasonal, and monthly scale for discharge. As periods
of 30 years were considered, N reflects the natural variability over decadal time scales.
The years used to construct the 100 time series and the subsequent 500 combinations were
identical for the six catchments to account for intersite correlations. The Verzasca is the
only exception, as its discharge record begins shortly before the beginning of hydrological
year 1990, the thirty year time series were synthetized by bootstrapping measurements
from the 1990-2009 period.
2.3 Results
2.3.1 Changes in the hydrological regimes and in glacier coverage
For each catchment, the agreement among the model chains of our setting is depicted in
Figure 2.6 for 2070- 2099. The ensemble confirms climate change impacts on discharge
already reported in previous studies on Swiss catchments (Horton et al., 2006; Bundesamt
für Umwelt BAFU (Eds.), 2012; Köplin et al., 2012; Bosshard et al., 2013a) and in addition
23
Chapter 2. Robust changes and sources of uncertainty in projected hydrological regimes
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
0
2
4
6
Rhone
W
int
er
 te
m
p. 
ch
an
ge
 [°
C]
RCP2.6
A1B
A2
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
0
2
4
6
Rhone
Su
m
m
er
 te
m
p. 
ch
an
ge
 [°
C]
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
−4
0
0
40
Rhone
W
int
er
 p
re
cip
. 
ch
an
ge
 [%
]
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
−4
0
0
40
Rhone
Su
m
m
er
 p
re
cip
. 
ch
an
ge
 [%
]
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
0
2
4
6
Vorderrhein
W
int
er
 te
m
p. 
ch
an
ge
 [°
C]
RCP2.6
A1B
A2
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
0
2
4
6
Vorderrhein
Su
m
m
er
 te
m
p. 
ch
an
ge
 [°
C]
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
−4
0
0
40
Vorderrhein
W
int
er
 p
re
cip
. 
ch
an
ge
 [%
]
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
−4
0
0
40
Vorderrhein
Su
m
m
er
 p
re
cip
. 
ch
an
ge
 [%
]
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
0
2
4
6
Venoge
W
int
er
 te
m
p. 
ch
an
ge
 [°
C]
RCP2.6
A1B
A2
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
0
2
4
6
Venoge
Su
m
m
er
 te
m
p. 
ch
an
ge
 [°
C]
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
−4
0
0
40
Venoge
W
int
er
 p
re
cip
. 
ch
an
ge
 [%
]
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
−4
0
0
40
Venoge
Su
m
m
er
 p
re
cip
. 
ch
an
ge
 [%
]
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
0
2
4
6
Verzasca
W
int
er
 te
m
p. 
ch
an
ge
 [°
C]
RCP2.6
A1B
A2
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
0
2
4
6
Verzasca
Su
m
m
er
 te
m
p. 
ch
an
ge
 [°
C]
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
−4
0
0
40
Verzasca
W
int
er
 p
re
cip
. 
ch
an
ge
 [%
]
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
−4
0
0
40
Verzasca
Su
m
m
er
 p
re
cip
. 
ch
an
ge
 [%
]
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
0
2
4
6
Emme
W
int
er
 te
m
p. 
ch
an
ge
 [°
C]
RCP2.6
A1B
A2
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
0
2
4
6
Emme
Su
m
m
er
 te
m
p. 
ch
an
ge
 [°
C]
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
−4
0
0
40
Emme
W
int
er
 p
re
cip
. 
ch
an
ge
 [%
]
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
−4
0
0
40
Emme
Su
m
m
er
 p
re
cip
. 
ch
an
ge
 [%
]
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
0
2
4
6
Thur
W
int
er
 te
m
p. 
ch
an
ge
 [°
C]
RCP2.6
A1B
A2
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
0
2
4
6
Thur
Su
m
m
er
 te
m
p. 
ch
an
ge
 [°
C]
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
−4
0
0
40
Thur
W
int
er
 p
re
cip
. 
ch
an
ge
 [%
]
de
t.
pr
o.
de
t.
pr
o.
de
t.
pr
o.
−4
0
0
40
Thur
Su
m
m
er
 p
re
cip
. 
ch
an
ge
 [%
]
Figure 2.5: Projected changes in temperature and precipitation between 1980-2009 and
2070-2099 averaged over the catchments for winter (DJF) and summer (JJA). Estimates
from the deterministic (det., Bosshard et al., 2011) and probabilistic (pro., Fischer et al.,
2012) data sets are shown. For the deterministic data set, the lower and upper bounds of
the boxes correspond to the minimum and maximum among the 10 GCM-RCM chains.
For the probabilistic data sets, they correspond to the 2.5 and 97.5% quantiles. The
thick black bars designate the median in both cases. The colors correspond to the emission
scenarios RCP2.6 (green), A1B (blue), and A2 (orange). The gray shaded areas correspond
the natural decadal variability estimated by bootstrapping precipitation and temperature
records (±N).
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Figure 2.6: Projected regime changes for 2070-2099. The mean of the projections is rep-
resented by the thick colored line, the likely range (colored area) encompasses two thirds
of all 54 model chains, and the minimum and maximum are shown by thin colored lines.
The reference discharge (1980-2009) is depicted by a black line in the top row. The bottom
row shows the relative difference between the reference and the projections. In Figures 6,
9, and 11, the catchments are ordered according to their mean elevation, from (left) the
highest to (right) the lowest.
reveals strong model agreement for three of these impacts by the end of the century. First,
for all catchments, lower summer (JJA) flows are projected by more than 90% of the model
chains, irrespective of the emission scenario, climate model, postprocessing, or hydrological
model. This is mainly related to a summer precipitation decrease (Köplin et al., 2012), as
the changes in actual evapotranspiration were found to play a secondary role (Köplin et al.,
2013; Adam et al., 2009). Second, more than 85% of the simulations indicate an earlier
timing of spring-summer peak discharge, as a consequence of temperature increase. Third,
larger winter (DJF) flows are projected by about two thirds of the runs in three lowest
basins, and by more than 80% of them in the three highest basins. This mainly results from
the higher fraction of liquid to solid precipitation during winter, leading to higher direct
runoff. Note that the smaller snow storage causes lower melt peaks, especially at higher
elevations.Winter precipitation might increase and contribute to higher winter discharge,
but this remains uncertain, as the projected changes mostly fall within the estimated
range of natural variability (Figure 2.5). Note that in contrast, the temperature changes
simulated at the regional scale clearly emerge from noise in both winter and summer,
as already reported by Bosshard et al. (2011) and Fischer et al. (2012). Although the
expected changes in the Swiss plateau (Venoge) and prealpine catchments (Emme, Thur)
are comparatively small in absolute terms, the relative changes are considerable (Figure 2.6,
bottom row). In particular, the discharge during the low flow period, in summer, is likely
to decrease by 25-45% for these three catchments.
The distributed modeling of glacier retreat forced by the probabilistic climate scenarios
led to the projections summarized in Figure 2.7. By the end of the 21st century, and for
the medium climate scenario, the glacierized area in the Rhone catchment is projected
to be reduced to ∼45% of its 2010 extent under RCP2.6, and to ∼27% under A1B and
A2. In the Vorderrhein catchment, the relative loss is higher, the glaciers are expected to
retreat to ∼17% and ∼7% of their 2010 area, respectively, and only cover a few km2 by
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Figure 2.7: Projected evolution of glacierized area, for the lower, medium, and high esti-
mates of the probabilistic climate projections under the RCP2.6, A1B, and A2 emission
scenarios. Note the different scales of the y axes.
the end of the century. The uncertainty stemming from the GCM-RCMs is represented
by the shaded areas and is large under each emission scenario. For instance, in the Rhone
catchment, the lower and upper climate estimates (95% confidence interval) under RCP2.6
lead to a remaining glacierized area stretching from 26% to 68% of its 2010 value. Note
that the uncertainties related to the formulation and the parameter values of the glacier
model were not assessed in this paper.
2.3.2 Uncertainty decomposition
To quantify the respective contribution of the four uncertainty sources to the uncertainty
captured by our experiment, analyses of variance (ANOVA) were performed, which allowed
for uncertainty partitioning for each of the three future periods and for each catchment.
We first assessed the significance of the main effects and interactions of the ANOVA model.
For each main effect or first-order interaction, the null hypothesis is that its coefficients
are all null, e.g., that the emission scenario has no influence on the projected discharge
change (Ei = 0 for all i in Eq. 2.1). The hypothesis was evaluated using F-tests, and
their p-values were summarized in Figure 2.8. We kept all the main effects and most of
the interactions, including the interactions H:E and C:E because they are in most cases
significant for the middle and end of century projections. The interactions P:E and H:P
were excluded because they are not significant in most cases.
The uncertainty stemming from the GCM-RCMs, i.e., the combination of model uncer-
tainty and natural climate variability, dominates in general (Figure 2.9). Our setup shows
that the relative importance of this source varies with catchment characteristics. While
the projection uncertainty is principally driven by the GCM-RCMs in the nonglacierized
catchments, the hydrological models explain a comparable proportion of the variance in
the partially galcierized catchments, Rhone and Vorderrhein. The different hydrological
models lead to different projections in these catchments, in particular for the change in
Rhone summer discharge around 2085, with HBV and WaSiM simulating a much larger
(∼2.8 mm/d) mean decrease than PREVAH (∼0.5 mm/d). For the other catchments, the
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Figure 2.8: Significance of the ANOVA model elements. The boxplots summarize the p-
value of the F-tests for the main effects and first-order interactions for changes in winter
(DJF) and summer (JJA) in the six catchments, i.e., a total of 12 values per boxplot. The
four factors are the emission scenario denoted by E, the climate model C, the postprocessing
P, and the hydrological model H (see Eq. 2.1). First-order interactions between factor X
and factor Y are denoted by X:Y. The orange line indicates p-values of 5%. The factors
and interactions considered in the final ANOVA model have their names in bold.
hydrological models explain little of the variance, which means that, in these catchments,
the differences in model structure, resolution, and calibration barely influence the discharge
projections.
The fraction of variance explained by the emission scenarios increases with time, for
both seasons and in all catchments, and so does the significance of the emission scenario
factor in the ANOVA model (Figure 2.8). This source of uncertainty explains a higher
fraction of variance in summer than in winter, but is usually not the dominant one by the
end of the century for the catchments investigated. The difference in complexity between
the two postprocessing methods, and the different sets of climate models they rely on,
appear to have little influence. Finally, the variance explained by the interactions needs to
be considered, in particular in summer.
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Figure 2.9: Decomposition of the projection variance. ANOVA partitioning among the
four sources of uncertainty, the significant interactions, and the residual errors. Results for
discharge changes in (top) winter (DJF) and (bottom) summer (JJA) are shown for the
three 30 year future periods, centered on 2035, 2060, and 2085.
2.3.3 Emergence of the climate change signal from natural discharge variability
The annual discharge cycles of the time series constructed by bootstrapping are shown in
Figure 2.10. Overall, the variability is higher in lower-elevation basins, as illustrated by
the higher dispersion of the 100 constructed time series around the cycle directly derived
from observations. When computed for each month, the variability corresponds in average
to 7-19% of the discharge on the same month, with lower values typically reached in
higher-elevation catchments. A clear exception to this relation is the Verzasca, which
exhibits a rather high variability given its elevation. This relationship between elevation
and variability translates to the HFD, which presents higher variability at lower elevation.
Its standard deviation ranges from 1.8 days in the Rhone catchment to 8.1 days for the
Venoge, the Verzasca being again an outlier with a value of 11.8 days. As noted earlier,
higher- elevation catchments are associated to a later HFD.
Estimating the natural discharge variability in the six catchments allows for the in-
vestigation of the emergence of the climate change signal. It already emerges from noise
in certain months of the first future period (2020-2049) in the alpine catchments (Rhone
and Vorderrhein) and irrespectively of the emission (Figure 2.11). The impacts become
more severe with time and our results indicate that at the end of the century, the climate
change signal clearly emerges from natural variability for all catchments in summer, even
if emissions are limited to the lowest level (RCP2.6). The S/N ratios are higher in the
higher-elevation catchments.
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Figure 2.10: Natural discharge variability estimated by bootstrapping. Annual discharge
cycles obtained from the observations and from the 100 time series constructed by boot-
strapping. The natural variability N , estimated for each month from the 100 realizations,
is depicted by the thick blue line and its mean value relative to the observed discharge is in-
dicated in brackets after the catchment name. The HFD derived from the 100 realizations
are indicated by vertical orange lines.
2.3.4 Sensitivity of the impacts on discharge to the emission scenarios
We explored the influence of the emission scenarios on the hydrological regime by com-
puting the average discharge change for each emission scenario, catchment, and future
period. As expected from the analyses of variance, the differences between the emission
scenarios increase with time (Figure 2.11). These differences are negligible for the first
future period (2020-2049), the impacts occurring independently of the emission policy or
lack thereof. Differences between the intervention (RCP2.6) and the nonintervention (A1B
and A2) scenarios become clear for the 2045-2074 projections, when impacts increase (not
shown). By the end of the century (2070-2099), a further increase of the climate change
impacts is projected, but there is only little difference between A1B and A2, which is con-
sistent with the similarity of their temperature and precipitation projections for the study
basins (Figure 2.5). An important result is that, according to our simulations, following
the intervention scenario would reduce the largest impacts on the regime (in summer and
winter) by the end of the 21st century by about a factor of two.
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Figure 2.11: Changes per emission scenario compared to the natural variability. The
two thick colored lines represent the projected changes under the two nonintervention
scenarios (A1B and A2), the thin colored line the changes under RCP2.6. Each of them is
the average of 18 discharge simulations. The gray shaded areas and black lines depict the
natural discharge variability estimated under present climate (±N and ±2N , respectively).
The climate change signal is considered to emerge (S/N > 1) when the colored lines leave
the gray shaded area.
2.4 Discussion
2.4.1 A large but inevitably incomplete set of model chains
This study relies on a large set of model chains, with 3 emission scenarios, 10-20 GCM-
RCMs, 2 postprocessing methods, and 3 hydrological models combined factorially and
applied to six catchments. We nevertheless acknowledge that model sampling is neither
complete nor random, which is a general barrier to a full uncertainty sampling (Knutti
et al., 2010). The models are also equally weighted, in a finite number and somewhat
interdependent (see the discussion on climate models in Masson and Knutti, 2011, and
the hydrological model characteristics in Table 2.2). It thus cannot be excluded that
some agreement between the simulations stems from model similarities, such as a common
bias among the climate or hydrological models, and hence should not be interpreted as low
uncertainty. It is debatable whether adding more chains would change our characterization
of the projection uncertainty, improve our understanding of future catchment discharge,
and provide a stronger support for decision making under uncertainty. Here we argue
that even though sets of model chains are inevitably incomplete, the use of a wide and
balanced set of combinations provides new insights into the influence of the catchment
on the uncertainty of the discharge projections, relates to fundamental questions on the
relation between model complexity and performance, and helps to find robust features that
can better support decision making. These points are discussed below.
2.4.2 How much do catchments determine uncertainty partitioning?
The decomposition of variance revealed that the discharge uncertainty is in general dom-
inated by the uncertainty from the GCM-RCM projections, which is in agreement with
previous studies (Wilby and Harris, 2006; Prudhomme and Davies, 2009; Dobler et al.,
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2012; Bosshard et al., 2013a; Huss et al., 2013). Our setup further allows for the investiga-
tion of changes in the uncertainty partitioning from catchment to catchment (Figure 2.9).
The hydrological models explain a considerable portion of the variance in the Rhone
and Vorderrhein catchments, but their influence is much smaller in the other catchments.
In our view, this results from key characteristics of these two catchments that differentiate
them from the others: their nival to glacial regime, their more complex topography, and the
presence of dams. In alpine catchments, a realistic regime representation is conditioned by
the realistic simulation of accumulation and melt processes of snow, and of ice in glacierized
catchments. These processes are subject to structural uncertainties (they are formulated
in different ways in the hydrological models, see Table 2.2) and parametric uncertainties
(parameter estimation is performed using different methods, see Table 2.2, and is challeng-
ing as a result of equifinality (Beven, 2006) and of the highly multidimensional parameter
space (Kirchner, 2006)). Overall, the value of parameters regulating snow and ice is poorly
constrained when model calibration is performed on the basis of simulated discharge alone.
This can lead to compensation errors, which then contribute to differences in the discharge
simulated by the different models. Clearly, structural and parametric uncertainties also
influence discharge simulations in lower-elevation catchments, but the potential for com-
pensation errors resulting in misallocations of water between glacier, snow, and runoff is
arguably larger at higher elevation, where storage of water as ice and snow is higher. A bet-
ter agreement between the models might be achieved by multicriteria calibration, involving,
for instance, the incorporation of glacier mass balance and snow cover extent retrieved from
satellite imagery, as implemented by Parajka and Blöschl (2008) and Finger et al. (2012).
This would enable snow and ice mass balances to be more realistically simulated, an as-
pect not evaluated by calibration methods based on discharge simulations alone. Another
characteristic influencing uncertainty partitioning is topography. Although the hydrolog-
ical models are forced by the same climate projections, the more complex topography in
higher-elevation catchments leads to higher errors in the interpolation of these projections,
an operation performed by the hydrological models. Finally, the discharge perturbations
induced by hydropower production during the calibration period decrease the identifiabil-
ity of the hydrological model parameters, as the operational rules were not implemented
in this study. These numerous factors contribute to explain why the uncertainty stemming
from the hydrological models is higher in the alpine catchments.
Catchments also influence the importance of the emission scenario. In winter, it is
lower in the Thur, Emme, and Venoge basins (mainly precipitation driven) than in the
higher-elevation basins, Rhone, Vorderrhein, and Verzasca (more temperature driven).
This is consistent with the climate projections for winter, which are similar under the
three emission scenarios for precipitation, but differ for temperature (Figure 2.5). The
difference between low and high-elevation catchments is reduced in summer, when both
precipitation and temperature changes depend strongly on the emission scenarios.
The influence of the postprocessing method and the set of GCM-RCM chains they rely
upon does not seem to depend on catchment characteristics and is weak in all cases. This
reflects the great similarity of the projections from the deterministic and probabilistic data
sets for the study basins (Figure 2.5). The differences in the projected discharges could
however be stronger for extremes (Wilby and Harris, 2006; Dobler et al., 2012) and if other
postprocessing methods, such as quantile mapping (Dosio and Paruolo, 2011), were also
considered. Also, if a smaller number of GCM-RCMs had been used, the selection of the
climate models might have had a larger effect on the discharge projections. Wilby and
Harris (2006), for instance, used four GCMs and showed that, while three of them lead to
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rather similar changes in future low flows, the last one resulted in quite different projections
(their Figure 5b). In such a case, including this last GCM in the analysis or not, can lead to
quite different conclusions about the origin of the uncertainty in the discharge projections.
It should be stressed that the validity of the uncertainty partitioning relies in particu-
lar on the experimental design. A critical point here is the assessment of the interactions
terms. The two most significant interactions are between the climate model, the postpro-
cessing method (C:P), and the hydrological model (C:H, Figure 2.8). The combined effect
of these elements on discharge is thus nonadditive. For instance, when the medium cli-
mate estimate and the hydrological model HBV are combined, their effect on the discharge
projection is not only the sum of their respective effects, but rather this sum corrected by
an additive interaction term (Eq. 2.1). An important consequence is that, if the uncer-
tainty stemming from the chain elements (e.g., from the hydrological models) had been
computed by varying the models for this element (e.g., using sequentially HBV, PREVAH,
and WaSiM) while keeping the rest of the chain constant (e.g., using only SRES A1B,
medium climate estimate, and the probabilistic postprocessing), a biased estimate of the
uncertainty could result, as significant interactions (e.g., between the climate and the hy-
drological models) would not have been sampled. The nonnegligible role played by the
interactions hence stresses that the choice of the setup is key for a reliable assessment of
uncertainties in the modeling chain. Note that although we rely here on a factorial design,
a less computing intensive approach based on a fractional factorial design requiring only a
subset of the runs could be envisaged for future studies (Wu and Hamada, 2009).
2.4.3 Which model structure and calibration for hydrological impact studies?
In the nonglacierized catchments, the proportion of the variance explained by the hydrolog-
ical models is almost negligible (Figure 2.9). The three models (HBV, PREVAH, WaSiM)
rely on different spatial discretizations (100 m elevation bands, hydrological response units
or 250 x 250 m2 grid), different parameter estimation procedures (genetic algorithm, re-
gionalization, PEST), different numbers of land cover classes (1, 22 and 25), and different
reservoir structures. Yet their projected regimes seem barely sensitive to these differences.
We see three complementary explanations of this outcome.
First, external forcing, i.e., atmospheric projections, can act as the main driver of
the simulated discharge, overwhelming any differences between the hydrological models.
Climate projections showing significant differences from the climate during the reference
period (Figure 2.5), our results suggest that these differences can overrule the structural
differences among the hydrological models.
Second, our study focused on changes in the mean seasonal discharge over 30 year
periods. A model might perform better at capturing individual events, for instance, the few
large flooding events during this period, but this is averaged out when considering changes
of mean discharge. Larger differences between the models might thus have emerged if other
components of the hydrograph had been systematically investigated, for example, low flows
(Velázquez et al., 2013).
Third, the similarity of the projections delivered by different models raises the question
of how much complexity is needed in hydrological models executed under climate change.
This is related to the much-debated relation between model performance and structure,
which can be here formulated as: which hydrological model elements are necessary to
deliver reliable discharge simulations in a changing climate? The answer arguably depends
on the catchment characteristics and on the hydrological parameter investigated, as there
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is most likely no model structure that provides reliable projections in all cases (Savenije,
2009). Several contributions exist to support the choice of model structure. They rely,
for instance, on model intercomparisons (Smith et al., 2004, 2012), on the Framework for
Understanding Structural Errors (FUSE, Clark et al., 2008; Staudinger et al., 2011), on
differential split sample tests (Seiller et al., 2012), on a model evaluation without calibration
method (Vogel and Sankarasubramanian, 2003), or adopt a more process-oriented approach
(Herman et al., 2013). Concerning hydrological model calibration, Merz et al. (2011) and
Coron et al. (2012) highlighted the issue of parameter stationarity over time and discuss
the consequence thereof for simulation of hydrological impacts. Others consider the whole
impact modeling chain (Figure 2.1) to estimate the sensitivity of hydrological projections to
the model structure (Velázquez et al., 2013) or to the method chosen to estimate parameters
value (Poulin et al., 2011). These later studies consider the hydrological model in the
context of the cascade of uncertainty and compare its contribution to that of the other
elements of the model chain, hence providing particularly valuable insights for the further
development of hydrological modeling in changing conditions.
2.4.4 Why is natural discharge variability higher in lower-elevation catchments?
The overall negative correlation between catchment elevation and natural discharge vari-
ability under present conditions (Figure 2.10) can be explained by a damping by glaciers
and the snowpack. According to Lang (1986), this damping can occur through three main
mechanisms. During dry years characterized by lower than normal precipitation and higher
net radiation and sensible heat, glacier balance is usually negative and the contribution
of meltwater to discharge is significant. Conversely, during years with much precipitation,
the input to glaciers is usually higher and melt is lower, which corresponds to a positive
glacier mass balance and a smaller contribution to discharge. Glacier melt hence tends to
compensate for year-to-year rainfall anomalies. Another compensating effect stems from
the tendency of climatic situations leading to higher glacial melt to also cause higher evap-
otranspiration in basins spanning over a wide range of elevations. Finally, the snowpack
can also damp discharge variations, by temporarily containing intense precipitation events
and then releasing the water progressively.
The comparatively high discharge variability of the Verzasca given its elevation prob-
ably comes from the location of the basin, on the southern flank of the Alps. Its climate
is directly influenced by Mediterranean airflows and the natural precipitation variability
of its region is larger than on the northern side of the Alps (Fischer et al., 2012). Further,
when comparing the projected changes to the natural variability (Figure 2.11), it appears
that the changes in regime are more pronounced in the higher-elevation catchments, a
result also reported by Fatichi et al. (2014).
2.4.5 Can the identification of robust changes help adaptation?
We investigated the robustness of the projections by considering robustness as the combi-
nation of a strong agreement between simulations and a projected change exceeding natural
variability (Knutti and Sedláček, 2012). These two aspects were investigated separately
in sections 2.3.1 and 2.3.3, respectively. To conclude this study, they were combined in
Figure 2.12 for the three regime impacts discussed above: lower summer discharge, higher
winter discharge, and change toward more rain-dominated regime. In addition, we also
considered changes in the mean annual volume, which correspond to changes in the water
balance integrated over 30 years. In the four cases, the robustness of the projections is
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higher for the higher-elevation catchments, i.e., their mean future change normalized by the
natural variability is higher, and more model chains agree on the sign of the change. We
explain this outcome by the robustness of the future climate simulations, which is higher
for temperature than for precipitation (Figure 2.5), resulting into more robust discharge
changes in temperature-driven, higher-elevation catchments. Similarly, as the robustness
of the climate change signal tends to increase with time in the catchments investigated
(Figure 2.5), so does the robustness of the hydrological projections.
Note however that different robustness patterns emerge. In the lower-elevation catch-
ments, there is a strong model agreement and high signal-to-noise ratios about lower sum-
mer discharge, but the projections confidence is weaker when it comes to higher winter
discharge, as could be expected from the results shown in Figure 2.6. Further, note that
model agreement on the shift toward more rain-dominated hydrological regimes is par-
ticularly high and is already complete (100%) in 2035 for the three highest catchments.
Overall, high signal-to-noise ratios are reached for these three first changes. It implies that
the projected changes are unlikely to stem from natural variability alone, but are rather a
consequence of anthropogenic emissions.
According to our ensemble of simulations, the total discharge volume is expected to
decrease in the future. This change is less robust than the other three (Figures 2.12a-
2.12c versus Figure 2.12d), yet by 2085 it emerges from natural discharge variability and
is projected by 60-85% of the model chains. Possible causes include the expected decrease
in summer precipitation and smaller glacier contribution to discharge, and perhaps the
precipitation shift from snow toward rain (Berghuijs et al., 2014). At this stage, the
respective contribution of these processes is unclear.
Because of the diversity of the model combinations considered, our projections are sub-
ject to substantial uncertainties, as shown by the large spread of the ensemble (Figure 2.6).
Nevertheless, Figure 2.12 shows that by the end of the century, robust changes in regime
emerge from the noise, that they are supported by a large agreement among the model runs
and that they are valid across the whole range of catchments. We argue that identifying
such features can contribute to support decision making on adaptation strategies.
2.4.6 Can our results and method be generalized?
Our study focused on six catchments, but data sets with hundreds of catchments are
becoming more easily available (Gupta et al., 2014). They can be combined with cli-
mate projections to performa similar systematic analysis in a larger number of catchments
spanning a wider range of climatic conditions. However, since uncertainty sampling and
decomposition requires a large number of simulations, available computing infrastructures
will often limit the analysis to a selection of catchments. So which catchments to select? A
solution is to reduce the dimensionality of the problem. Köplin et al. (2012), for instance,
run a single hydrological model under a single emission scenario using 10 GCM-RCMs
postprocessed by a single method in 186 mesoscale Swiss catchments. A cluster analysis
then enabled them to reduce these 186 catchments to 7 response types, from which the
catchments used in this study were chosen (Figure 2.2). We then produced hydrological
projections for this selection of catchments using several emission scenarios, hydrological
models and GCM-RCM postprocessing methods. The similarity of our results for the
Emme, Thur, and Venoge catchments is in agreement with their clustering, as they asso-
ciated these basins to the same type of response to climate change. This suggests that our
results may be extrapolated to other Swiss watersheds on the basis of their cluster analysis
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Figure 2.12: Robustness of the four regime changes. Agreement on the sign of the change
among the 54 model chains (x axis) and mean change computed from the 54 chains nor-
malized by the estimated natural variability (significance, y axis). The symbols refer to
the future periods and the colors refer to the catchments (see legend on the right, where
the catchments mean elevation is also indicated). The symbols located closest to the up-
per right corner of the plots denote the most robust projections. The gray area and the
horizontal black line indicate S/N values below 1 and 2, respectively. The lowest possible
degree of agreement (50%) is indicated by the vertical dashed line. A shift toward more
rain-dominated regime is identified by an earlier half-flow date. Note the logarithmic scale
of the y axis and the wider interval on x axis for Figure 2.12d.
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and advocates for the application of a similar approach to other regions.
2.5 Conclusions
This study considers and systematically analyses a large number of uncertainty sources
when simulating future hydrological regimes in Swiss catchments. Analyses of variance
based on a factorial experimental design were used to decompose the uncertainty of the
projections. This showed that although GCM-RCMs are usually the main source of un-
certainty, the uncertainty stemming from the hydrological models in the catchments domi-
nated by snow and ice melt is substantial. In contrast, the choice of the hydrological model
is barely significant in the lower-elevation basins. The importance of the emission scenario
increased with time into the future, yet without becoming the major source of uncertainty.
The postprocessing of the climate projections plays the least relevant role in our study.
We assessed the robustness of expected changes in regime already reported in the
literature: the decrease of summer discharge, the increase of winter discharge and shift
toward lower-elevation, more rain-driven regimes. These changes are characterized by a
large agreement among the simulations and by projected changes significantly larger than
the natural variability, which was estimated by the bootstrapping of discharge records.
Given the wide range of models involved in our setup, we concluded that these changes are
robust despite the uncertainty of the projections, especially in the higher-elevation basins.
We compared the projections under the intervention scenario RCP2.6, implying con-
siderable efforts to reduce emissions, and under two nonintervention scenarios, SRES A1B
and A2. Over the coming decades, the impacts are projected independently of the scenario
and the climate change signal already emerges from natural discharge variability in the
high-elevation basins. By the end of the century, the projected impacts are more pro-
nounced, the climate change signal emerges in all basins in summer, and there are clear
differences between the intervention and the nonintervention scenarios. Our results indi-
cate with confidence that impacts on discharge can be reduced considerably if a stringent
emission policy is adopted.
This study relies on a coordinated modeling experiment, enabling the investigation
of projection uncertainties in a systematic and quantitative way, and in several catch-
ments. This hydrological modeling framework provides new insights into future hydrolog-
ical regimes, and because it allows for the identification of robust changes, we argue that
it is an important step for the support of decision making based on uncertain projections.
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Abstract
Climate model simulations are routinely compared to observational data sets for eval-
uation purposes. The resulting differences can be large and induce artifacts if propagated
through impact models. They are usually termed ‘model biases’, suggesting that they
exclusively stem from systematic models errors. Here we explore for Switzerland the con-
tribution of two other components of this mismatch, which are usually overlooked: interpo-
lation errors and natural variability. Precipitation and temperature simulations from the
RCM COSMO-CLM were compared to two observational data sets, for which estimates
of interpolation errors were derived. Natural variability on the multi-decadal time scale
was estimated using three approaches relying on homogenized time series, multiple runs of
the same climate model and bootstrapping of 30-year meteorological records. We find that
although these methods yield different estimates, the contribution of the natural variability
to RCM-observation differences in 30-year means is usually small. In contrast, uncertain-
ties in observational data sets induced by interpolation errors can explain a substantial
proportion of the mismatch of 30-year means. In those cases, we argue that the model
biases can hardly be distinguished from interpolation errors, making the characterization
and reduction of model biases particularly delicate. In other regions, RCM biases clearly
exceed the estimated contribution of natural variability and interpolation errors, enabling
bias characterization and robust model evaluation. Overall, we argue that bias correction
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of climate simulations needs to account for observational uncertainties and natural variabil-
ity. We particularly stress the need for reliable error estimates to accompany observational
datasets.
3.1 Introduction
General circulation models (GCMs) and regional climate models (RCMs) are traditionally
evaluated by comparing their outputs to observational data sets. One common outcome
of such exercise is that mismatches between model data and observations are reported as
biases (Christensen et al., 2008; Dosio and Paruolo, 2011; Themeßl et al., 2011a; Boberg
and Christensen, 2012). These biases can be large and when climate model output is
directly used to drive impact models, such as hydrological models, it usually leads to biased
simulations. This paved the way for the development of post-processing methods to enable
the use of RCM simulations for impacts modeling (Fowler et al., 2007; Maraun et al., 2010;
Hagemann et al., 2011; Rojas et al., 2011; Chen et al., 2013). Although the understanding
of the reasons behind these biases is constantly progressing, which is contributing to the
overall improvement of climate models with each new generation (Knutti et al., 2013),
significant biases remain in state-of-the-art simulations, both at the global and regional
scale (Mueller and Seneviratne, 2014; Kotlarski et al., 2014). It is hence expected that one
will continue to resort to bias correction methods in the near future.
In parallel, recent studies showed that the importance of natural climate variability
had not received enough attention when interpreting climate projections (Deser et al.,
2012a,b; Fischer et al., 2013). Deser et al. (2012a) performed an ensemble of simulations
with a single GCM started from slightly different atmospheric initial conditions. The
spread across the different simulations provides a quantitative estimate of the natural
variability of the climate system. The role of natural variability is particularly relevant
at the regional to local scale, as well as for variables such as precipitation or any type of
climatic extremes. In some regions of North America, they revealed considerable differences
among the ensemble members, as a sole consequence of natural variability, preventing
to determine even the sign of the precipitation change in those locations in the coming
decades. A central characteristic of the uncertainty induced by natural variability is that
it is ultimately irreducible, as it is unpredictable (i.e., aleatory) on time scales longer than
a couple of decades. At least two questions emerge in the light of these findings. How
much does natural variability influence the results of climate model evaluation over multi-
decadal periods? Does the unpredictable nature of internal variability preclude our chances
to reduce climate model biases by post-processing?
Analogously, it is at present unclear how errors in observational gridded data sets,
used as reference for model evaluation and bias correction, compromise our efforts to re-
duce biases and to perform reliable model evaluation. Sunyer et al. (2013) underscored the
importance of the reference data set when characterizing RCM performance and biases.
They in particular show that biases amplitude, and sometimes even their sign, can depend
on the observational data set. Similarly, Gómez-Navarro et al. (2012) demonstrated the
ranking of climate models can vary if different observational references are used. Both stud-
ies stress the importance of accounting for observational uncertainties. Although several
bias correction studies mention deficiencies of gridded data sets (e.g., Kyselý and Plavcová,
2011; Themeßl et al., 2011a) and methods exists to account for observation uncertainties
in hydro-climatic studies (e.g., Bellprat et al., 2012; Greve et al., 2014), studies evaluating
the quality of the observational data set before using it to bias-correct RCM simulations
40
3.2. Data and methods
are rare. It is generally implicitly assumed that gridded data sets represent ‘true’ atmo-
spheric conditions, or at least that their errors are small enough to be neglected. Although
important efforts already went into the quantification of errors in observational data sets
(Haylock et al., 2008; Hofstra et al., 2009; Morice et al., 2012), it is unclear how detrimen-
tal these errors are for the evaluation and bias correction of RCM simulations. In other
words, how well can biases be characterized, and hence corrected, given the uncertainties
in reference data sets?
To address these questions, we structured our study in two parts. First, we quantify
multi-decadal natural variability, interpolation errors and RCM-observation differences us-
ing different techniques and data sets, then discuss the limitations and advantages of these
approaches and compare their results. Second, we combine the results from the first part
to explore the contribution of multi-decadal natural variability and interpolation errors
to RCM-observation differences and discuss the implications for the evaluation and bias
correction of RCM simulations.
3.2 Data and methods
3.2.1 The contribution of natural variability, interpolation errors and model biases
Here we consider that the difference D between RCM simulations and observations is
the combined result of three sources of uncertainty under present climate: the bias of
the climate model M , the error of the interpolation procedure I and the natural climate
variability N . To explore the respective contribution ofM , N and I to D, we used a simple
method. We produced quantitative estimates of D, N and I and normalized D by N and I
to assess how likely the RCM-observation mismatch is to stem from natural variability and
interpolation errors, respectively. Our main assumptions can be summarized as follows.
When D is within the uncertainty range associated to I and N , we consider that it is not
necessarily caused by a model bias, but could originate from interpolation errors or from
the natural variability, respectively. In contrast, we interpret high values of the |D/N |
and |D/I| ratios as situations in which D emerges from N and I, meaning that it is too
large to be explained by N and I alone. In those cases we assume that the mismatch
results principally from its third component, M . Further, we consider that the larger the
contribution of N to D, the more compromised model evaluation and bias correction are,
as a consequence of the stochastic nature of N . We develop the consequences of high and
low |D/N | and |D/I| in more detail when discussing our results in Section 4.
3.2.2 Spatial and temporal scales
RCM evaluation can be performed at different spatial scales. At regional scale, RCM grid
cells are combined into regions, e.g., Scandinavia or the Alps, and compared with obser-
vation aggregated over the same areas (e.g., Christensen and Christensen, 2007; Bellprat
et al., 2012). At grid scale, RCM simulations at each grid point are compared with ob-
servations interpolated on the same grid (e.g., Dosio and Paruolo, 2011; Themeßl et al.,
2011a). At station scale, stations observations are compared with RCM interpolated at
station location (e.g., Gudmundsson et al., 2012). Evaluations at regional scale allow to
condense results and summarize model performance over large areas, while evaluations at
grid and station scales provide more detailed insights into the models ability to capture
smaller scale phenomena (e.g., the influence of the Alpine foothills on precipitation). These
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two smaller scales are especially relevant for impact studies, such as those relying on hy-
drological modeling at catchment scale (e.g., Dobler et al., 2012; Addor et al., 2014) and
are the focus of this study.
The area of interest here is Switzerland because of the availability of a wide range of
climatic data and areas of different topographic complexity. We used in particular tem-
perature and precipitation records from a high-density station network, homogenized time
series going back to 1864 and a set of RCM simulations designed to sample natural variabil-
ity. Further, Switzerland features a low mountain range, the Jura, a plateau and a large
Alpine area (Figure 3.1), which makes it an ideal test site to evaluate how well atmospheric
processes are captured in gentle to complex topography situations. Our focus is on mean
temperature and mean precipitation in winter (December, January and February, DJF)
and summer (June, July and August, JJA). All results in continuation are for the reference
period 1980-2009, unless indicated otherwise, and rely on daily values.
It is important to stress that a key reason behind the mismatch of station observations
and gridded RCM simulations is the difference in spatial scale. To explore the influence of
scale, we conducted our analysis at the station scale and at the grid scale, and compared
the results.
3.2.3 Observational data sets
We used two sets of station measurements, as well as one gridded observational data set.
We used measurements over 1980-2009 coming from 392 rain gauges and 86 temperature
stations operated by the Swiss Federal Office of Meteorology and Climatology, MeteoSwiss.
Each station had at least 80% of available daily measurements for the study period. In ad-
dition, we used measurements going back to 1864 from 11 temperature and 9 precipitation
stations and homogenized to correct inconsistencies arising from changes in stations loca-
tion and measuring practices (Begert et al., 2005). Further, we relied on recently released
data sets of precipitation (RhiresD) and temperature (TabsD) interpolated by MeteoSwiss
on a 2 km grid covering Switzerland. Those data products are analyses produced using
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Figure 3.1: Digital elevation model of Switzerland, with the regions referred to in this
study.
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daily precipitation totals and mean daily temperature measurements. The number of sta-
tions used for each day of the analyses varies over time. For the time period considered
here, it is around 430 to 520 stations for precipitation and 86 to 91 for temperature. Fur-
ther details on the interpolation procedure can be found in Frei and Schär (1998), Schwarb
(2000), Frei et al. (2006, section 4.1) for RhiresD and in Frei (2013) for TabsD. We upscaled
(averaged) those 2 km datasets to the 25 km grid used for the RCM investigated in this
study, and used the upscaled fields for the RCM evaluation. In continuation we refer to
these upscaled fields as MS.
3.2.4 The challenging quantification of interpolation errors
Gridded observational data sets are inevitably subject to different kinds of errors, separated
here in two categories. First, measurement errors: stations observations do not capture
to the ‘true’ atmospheric conditions, as a result of the limited accuracy and precision
of the measuring instruments and of deficiencies in the measurement process, such as the
undercatch of precipitation in snowy or windy conditions. Second, interpolation errors: the
interpolation process leads to different errors depending on the realism of the assumptions
on which it relies and on the station density. In this study, as in the large majority of
similar studies, measurement errors are not taken into account or corrected, and only
interpolation errors are assessed.
When evaluating RCM outputs, a common way to account for observation uncertainty
is to consider several observational data sets (e.g., Bellprat et al., 2012; Sunyer et al.,
2013). It is important to stress that the spread among the considered data sets is not
necessarily representative of the observational uncertainty. Most often, these data sets are
not independent but share observations or rely on similar geostatistical principles. Hence
a low dispersion of the ensemble is not a guarantee that the observational uncertainty is
low. To hedge against this risk, a high number of observational data sets can be considered
(e.g., Greve et al., 2014). Yet, a key issue that remains when several data sets are used, is
that the reliability of these uncertainty estimates is typically unknown, i.e., the probability
of the ‘true value’ of the observations to be within the spread of the considered data sets
is unknown.
An alternative approach is to focus on a single data set and to quantify its errors. The
efforts that went into the creation of the regional data set E-OBS (Haylock et al., 2008)
and the global data set HadCRUT4 (Morice et al., 2012) are examples of such an approach.
While HadCRUT4 resolution is too coarse for regional analyses such as the present one, E-
OBS data and their associated error estimates were computed on the same grid as several
ENSEMBLES climate projections (van der Linden and Mitchell, 2009) and were involved
in a number of RCM evaluation studies (e.g., Christensen et al., 2008; Buser et al., 2009;
Themeßl et al., 2011a; Kotlarski et al., 2014). The error estimates accompanying E-OBS-
data, usually ignored in RCM evaluation studies, consist of the standard deviation of the
interpolation error under the assumption of no systematic error. It is noteworthy that those
estimates describe random errors, which often become insignificant for large sample sizes,
for instance when averages over 30-year periods are computed (see e.g., Eqs. 1 and 2 in
van der Schrier et al., 2013). In contrast, systematic errors are not averaged out over long
periods (hence are those relevant for this study), but they were not quantified for E-OBS,
as the precipitation and temperature estimates are assumed to be unbiased. Further, later
analyses by the authors of E-OBS revealed that the error estimates are underestimated for
both temperature and precipitation (Hofstra et al., 2009). They derived 95% confidence
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intervals based on their error estimates, but it appeared that a much larger fraction than
the theoretical 5% of the observations fell outside of these intervals. We hence decided not
to use E-OBS data and their error estimates.
Instead, we used estimates of the systematic error in monthly means of the RhiresM and
TabsM datasets (the monthly equivalents of the daily RhiresD and TabsD), which were
determined by leave-one-out cross-validations (MeteoSwiss, 2013a,b). Relative standard
errors of +/– 20% in point estimates for Jura and the Plateau and of +/– 25-30% for
the Alps and the Alpine south side were reported, and showed little seasonal variation
(MeteoSwiss, 2013a). Note that given a mean precipitation amount over all stations for
DJF and JJA of 2.9 and 4.4 and mm/day respectively, a 25% error corresponds to about
0.7 and 1.1 mm/day. For temperature, the reported standard errors in monthly means, also
estimated by leave-one-out cross-validations, vary between 0.6◦C (0.5◦C) over the Plateau
and Jura to 1.8◦C (0.7◦C) in the Alps and in Ticino in winter (summer, MeteoSwiss,
2013b). For both precipitation and temperature, the reported errors are point estimates,
but in absence of estimates for larger areas, we use them here as (upper) estimates of the
error in mean seasonal precipitation and temperature for the MS gridded data (Figure 3.6).
Errors are also introduced when interpolating gridded RCM simulations to station
locations. Such interpolations are common in impact studies, when the impact model was
calibrated with station data or when it requires a finer resolution than that of the RCM.
We hence conducted another attempt to quantify interpolation uncertainty, by using a
basic interpolation method. We estimated the systematic error introduced by using an
inverse distance weighting (IDW) interpolation from a 25 km grid to station locations by
cross-validation. For each station, the observed value was compared to the interpolated
value obtained using the four closest stations out of subset of 70 stations chosen randomly
from the 392 rain gauges or 86 temperature stations. The number of stations available for
the interpolation was restricted to 70 to simulate the density of RCM grid points, as 70 of
them fall within the boundaries of Switzerland. Although the randomly selected stations
are not on a grid, their density is close to that of the grid points. Further details on the
IDW method used throughout this study are provided in Section 3.2.5.
In continuation, we consider that when the RCM-observation difference is comparable
to or larger than the estimated interpolation error (i.e., |D/I| ≥ 1), then D is too large to be
explained by interpolation errors alone. In contrast, for |D/I| < 1, the RCM-observation
difference could simply be a consequence of the interpolation errors and it is unclear how
large the model bias is.
3.2.5 Regional climate simulations and their interpolation
This study uses the climate simulations from the community land model (CLM) driven
by the GCM HadCM3. The model run was performed by ETH in the framework of the
ENSEMBLES project (van der Linden and Mitchell, 2009). When compared to E-OBS,
this GCM-RCM chain was reported to overestimate winter precipitation and underestimate
winter temperature over the Alpine range (Themeßl et al., 2011a). Interpolation from grid
points to station locations was performed using inverse distance weighting, assuming a
precipitation increase of 5% per 100m and a lapse rate of 0.5◦C per 100m, as the commonly
used value of 0.65◦C per 100m appeared to be too high in our area and in other mountainous
ones (Blandford et al., 2008; Immerzeel et al., 2014). IDW is a basic interpolation method
with clear shortcomings. The resulting fields are unrealistically smooth, and usually poorly
reflect local conditions, such as complex lapse rates or the anisotropy of precipitation
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fields influenced by the dominant wind (Tobin et al., 2011). These limitations lead to
errors in the IDW-interpolated fields, which we quantify using cross-validation, and refer
to in continuation as interpolation errors. Another limitation of IDW interpolation is its
inability to disaggregate precipitation. Spatial disaggregation is important as it allows for
the representation of severe and localized (sub-grid) precipitation events, whose intensity is
higher than the mean intensity of the grid cell (Perica and Foufoula-Georgiou, 1996). This
aspect is hence crucial when short periods or extreme events are assessed, but for this study
focusing on 30-year means, we assume that the effects of the absence of disaggregation can
be neglected.
The RCM-observation differences for 30-year seasonal means can reach a few ◦C or
mm/day. To put these differences in perspective, we compared model simulations to the
distribution of 30-year means estimated using bootstrapping. We constructed 100 time
series of 30 years by sampling individual years with replacement from the precipitation
and temperature records. We then considered the rank of the model simulation among
these 100 time series. A rank of 1 (101) means that the average season is colder (warmer)
in the model than in the coldest (warmest) 30-year time series produced by bootstrapping,
thereby indicating a clear cold (warm) bias. Ranks closer to 50 indicate more realistic
simulations, in which the simulated average is closer to the observed median.
3.2.6 Natural variability at the multi-decadal time scale
Internal variability is a crucial quantity, as it defines the lowest threshold to which the un-
certainty in climate projections could be reduced, i.e., the remaining uncertainty in case of
perfect models and a perfect knowledge of future greenhouse gas emissions. It has therefore
been investigated by a number of studies with different purposes, ranging for the quan-
tification of irreducible uncertainties to their importance for impact assessments (Hawkins
and Sutton, 2009; Deser et al., 2012a; Mahlstein et al., 2012; Fatichi et al., 2014). There
is no perfect way of quantifying natural variability. Instead, several competing approaches
exist. Here we estimated natural variations in three different ways: using homogenized
time series of precipitation and temperature, multiple runs of the same climate model
and a boot-strapping approach. The three methods are discussed in continuation. We
estimated natural variations over 30-year periods to reflect the length of our study period.
3.2.7 Estimating natural variability using homogenized time series
The first approach to estimate N follows Hawkins and Sutton (2009), referred to as HS09
in continuation. Firstly, the long-term forced signal in a measurement record is estimated
by fitting a 4th order polynomial. This trend is assumed to represent the climate response
to the external anthropogenic and natural forcing. Secondly, this forced component is
removed from the time series. The fluctuations of the detrended time series are assumed
to stem from the natural variability alone. Thirdly, a 30-year moving average is applied
to the residual time series. N is finally estimated by computing the standard deviation
of the residual time series. As Begert et al. (2005) stressed that trend estimation can be
misleading if non-homogenized data are used, this analysis was limited to stations for which
homogenized time series are available. Further, to capture multi-decadal oscillations, the
analysis was only carried out for stations with a long homogenized record, starting in 1864
or before. This corresponds to 11 temperature stations and 9 rain-gauges. Fischer et al.
(2012) relied on the same method to estimate N in ENSEMBLES climate projections and
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in the homogenized time series also used in this study, but focused their analysis on five
stations.
3.2.8 Estimating natural variability using multiple runs of the same RCM
The second method used to estimate natural variability relies on multiple climate simu-
lations. The model experiment was performed with the NCAR-DOE Community Earth
System Model CESM 1.0.4 forced with observed historical radiative forcings up to 2005
and by the representative concentration pathway RCP8.5 thereafter (Moss et al., 2010).
The experiment consists of 21 simulations started in 1950 from slightly different atmo-
spheric initial conditions (see Fischer et al., 2013; Fischer and Knutti, 2014, for details).
The simulations were performed with the exact same model, forced with the same radiative
forcings and share the same initial conditions in all components except for the atmosphere.
The spread among the simulations hence only represents the natural variability of the sys-
tem, similar to the setting used by Deser et al. (2012a). To gain insights into the natural
variability at the regional scale, the CESM runs were downscaled over Europe using the
regional climate model COSMO-CLM at a resolution of 0.44◦ (∼50 km). COSMO-CLM
was hence run 21 times over the 1950-2100 period, each time using another realization of
CESM as boundary conditions. A 30-year moving average was applied to the simulation
of temperature and precipitation of each RCM run. The standard deviation across the 21
RCM runs was then extracted for each year and the value for the year 1994 was consid-
ered for 1980-2009. It is noteworthy that applying a 30-year moving average leads to a
significant smoothing of the variations and consequently, the spread among the 21 runs
is reduced (Figure 3.2). This illustrates that the mean state of the climate system over
30-year periods is more consistent across the different RCM runs than the exact succession
of dry/wet (or cold/warm) years, which is more subject to natural variability.
Note that the RCM used to estimate D is also CLM (Section 3.2.5). It is however
driven by a different GCM (HadCM3 and not CESM) and it is a different version of CLM.
Given the complex topography of the study area, we decided to focus on the model with
the finer grid and hence used HadCM3-CLM instead of CESM-CLM to compute D.
3.2.9 Estimating natural variability using boot-strapping
The third method used to estimate natural variability is based on boot-strapping and
can be seen as the poor man’s alternative to the methods requiring long homogenized
time series or multiple climate model runs. It is inspired by the studies of Prudhomme
and Davies (2008) and Bosshard et al. (2011). Individual years from the reference period
1980-2009 were resampled with replacement to create 500 time-series of 30 years. Each
constructed time series usually contains several repetitions of the same observation year,
leading to fluctuations of the 30-year mean and to spread among the 500 time series.
For instance, if dry years were drawn more frequently than wet years, the resulting time
series will present overall drier conditions than the original one. Using temperature and
precipitation measurements from four stations spread over Switzerland, we found that the
number of 500 constructed time series yields reasonably robust estimates of N without
causing overly long computing times.
As a summary, the three methods used to estimate N rely on different periods (1864-
2011, 1950-2100 and 1980-2009, respectively) and sample the variability in different ways
(by considering 148 years of homogenized records, by running 21 climate simulations or by
constructing 500 time series by bootstrapping, respectively).
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Figure 3.2: Illustration of the estimation of natural variability using 21 CESM-COSMO-
CLM simulations and of its dependence on the time scale. The seasonal means of JJA
temperature (left) and DJF precipitation (right) for one grid point on the Swiss plateau
are shown (top) with their standard deviation (bottom). Focusing on the multi-decadal
time scale (applying a 30-year moving average) reduces the spread among the simulations
(top) and the estimated natural variability (bottom). The black circle (bottom) indicates
the value reported for 1980-2009. Although CESM-COSMO-CLM is not evaluated here,
note that the simulated DJF precipitation is significantly higher than the observations.
3.3 Results
3.3.1 Differences between observations and RCM simulations
The two most salient discrepancies between observations and RCM simulations, which
appear both at the station and grid scale (Figure 3.3), are an overestimation of the mean
precipitation amounts on the northern flank of the Alps in winter and an underestimation
of winter temperature in the Alps in winter (Themeßl et al., 2011a). The wet winter bias is
not specific to COSMO-CLM and has been reported in most of the ENSEMBLES GCM-
RCM simulations for Switzerland (Fischer et al., 2012). This overestimation exceeded 2
mm/day over large areas. At those locations, the simulated DJF precipitation corresponds
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Figure 3.3: RCM-observations differences D. D was estimated comparing interpolated
RCM simulations with station observations (first row, each dot corresponds to a station)
and RCM simulations with the gridded MS data set (second row, on a 25 km grid). D is
shown for winter and summer mean precipitation (first and second column) and for winter
and summer mean temperature (third and fourth column). Note that the same column
organization is used in Figures 3.4 to 3.7.
to more than twice the reference at grid and station scale. Overall, the absolute model-
observation differences are larger in the Alps than at lower elevations and are larger in
winter than in summer. Summer temperature seems to be underestimated at station scale,
but not at grid scale. This probably stems from the IDW process, but regardless of the
causes, this show that different data sets can lead to the different D and hence to situations
in which D is ill-defined (e.g., Sunyer et al., 2013).
Figure 3.4 shows that over most of Switzerland, the average winter precipitation (tem-
perature) simulated by the RCM is higher (lower) than that of every single 30-year time
series produced by bootstrapping observations. In other words, the average simulated con-
ditions correspond to extremely rare situations given the observations. Such deviations
from the climatology will propagate if the climate simulation is used directly to force an
impact model, resulting into artificially rare impacts. The transects across the Alps show
that in winter, precipitation and temperature simulated by the RCM clearly fall outside of
the envelope of time series obtained by bootstrapping. The overestimation of winter precip-
itation on the northern flanks of the Alps and the Swiss plateau (latitude > 47◦ North) and
the underestimation of winter temperature in the Alpine range (latitude ∼ 46.6◦ North)
are particularly severe. Summer conditions are better captured, but in large parts of the
country, the departure of the simulations from the observations is larger than the natural
fluctuations estimated by bootstrapping.
3.3.2 Differences in natural variability estimates
Natural variability estimates for 30-year means in Switzerland are typically in the range
0.05-0.30 mm/day for precipitation and 0.10-0.35◦C for temperature (Figure 3.5). They are
consistent with those reported by Fischer et al. (2012). Overall there is a good agreement on
the order of magnitude of N among the different methods. However, there are differences
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Figure 3.4: Rank of the simulated 1980-2009 seasonal mean among the seasonal mean
of the 100 time series constructed by bootstrapping (top and middle row). A rank of
1 or 101 indicates that the simulated average season is outside of the envelope obtained
by bootstrapping. The open circles in the middle row indicate grid cells used to for the
transects of precipitation and temperature across the Alps shown in the bottom row.
in the temporal and spatial variations of N .
The different methods yield different seasonal variations of N , especially for tempera-
ture. N in temperature is larger in winter than in summer when homogenized observations
for 1864-2011 are used, owing to the stronger variability on the synoptic scale during this
season (Fischer et al., 2012). The same holds when bootstrapping is used. Yet, when the
standard deviation among the 21 RCM runs is used, the natural variability of temperature
is higher during summer. We suspect that N is somewhat overestimated as it has been
demonstrated for interannual variability in summer for the COMSO-CLM and other re-
gional climate models (Vidale et al., 2007; Fischer and Schär, 2009). This stresses that the
results based on RCM experiments are conditioned on the model ability to capture natural
variability. For precipitation, each method delivers comparable estimates for winter and
summer. Yet discrepancies appear among the different methods, with lower and higher
estimates delivered by HS09 and multiple RCM runs, respectively.
Overall, the spread among the RCM runs yields higher estimates than the bootstrap-
ping method and HS09 approach. Bootstrapping based on 30 years of record cannot fully
account for multi-decadal oscillations and consequently is likely to underestimate N . Sim-
ilarly, there is a risk that the fourth-order polynomial used in HS09 filters some of the
multi-decadal variability and thus that the estimates of N are biased low. To assess this,
we used a linear regression instead of a fourth-order polynomial to estimate the long-term
forced signal. For summer temperature, this leads to an increase of the estimated natural
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Figure 3.5: Natural variability N estimated using HS09, bootstrapping and multiple RCM
runs (top to bottom row). For the two top rows, the number of stations depends on the
availability of observations for the period considered.
variability of 54% (average over all the stations). For winter temperature and precipitation,
the increase is weaker and is of 10% or less. So natural variability is overall lower when
computed using HS09 than with the other two methods, except when it is estimated for
summer temperature using a linear regression instead of a fourth-order polynomial.
The different methods also lead to different spatial patterns of N . For instance, when
station observations are used, the Ticino region is associated to a larger N for precipitation,
but this pattern does not appear in the estimates derived from RCM simulations, as its 50
km grid is arguably too coarse to capture these spatial variations. This is supported by
the range of values estimated using RCM data, which is narrower than when station data
are used. Yet, when analyzing the estimates based on stations data, there is no consistent
spatial pattern or a clear relation between N and stations elevation. Rather, the estimated
natural variability appears to be more sensitive to the method used and the input data,
than to the station location.
Overall, our analysis reveals uncertainties in the estimates of natural variability on
multi-decadal time scales. Although some clear features emerge, the different methods and
data sets produce divergent estimates, to an extent that sometimes makes unclear which
season or which region shows the highest or lowest natural variability in Switzerland.
Further, N also varies with time (Figure 3.2), which represents yet another source of
uncertainty in its quantification.
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3.3.3 Interpolation errors
To investigate seasonal and spatial patterns in interpolation errors, cross-validation was
applied to two data sets: IDW interpolated data and TabsM and RhiresM gridded data.
Because of the difficulty to account for the dependence of these error estimates on the
spatial and temporal scales (see our assumptions in Section 3.2.4), these estimates should
be interpreted with caution. Yet some clear patterns emerge. Irrespectively of the season,
parameter or data set, interpolation errors are generally higher in Alps than on the Plateau
or the Jura. A station can be subject to a strong overestimation, while a neighbouring
station is undermined by a strong underestimation, indicating that the interpolation pro-
cess does not fully capture local climatic conditions. This is particularly clear for winter
temperature in the Alps, and although more advanced methods than IDW reduce this
issue, they do not completely solve it (Figure 11 in Frei, 2013). These changes in sign over
distances often smaller than the RCM grid spacing lead to interpolation errors that tend
to be smaller at the grid scale than at the station scale.
For temperature, errors are larger in winter, reflecting the limited ability of the inter-
polation schemes to capture high spatial heterogeneity, related in particular to winter cold
pools in alpine valleys. For IDW, the absolute differences between the interpolated and
measured 30-year seasonal mean are 1.2◦C in winter and 0.7◦C in summer, when averaged
over all the stations. For precipitation, the IDW absolute error in 30-year seasonal means
is about 0.5mm/day in both DJF and JJA when averaged over all the stations. These
typical errors are larger when computed over shorter periods of time (e.g., 10 years), which
illustrates the dependence of observational uncertainty estimates on the temporal scale.
Comparison with observational uncertainties estimates from other studies is difficult,
because of the unique combination of climate, topography, station density, temporal and
spatial scales embedded in each study. As an example, Isotta et al. (2014) characterized
both systematic and random errors for a 5 km pan-Alpine gridded precipitation data set for
different precipitation intensities. For an alpine area with dense network, they for instance
report over- and underestimations of daily precipitation events of moderate intensity by
25% or more in half of the cases. They however do not estimate typical errors at the
monthly or seasonal timescales.
3.4 Discussion
3.4.1 The influence of natural variability on the multi-decadal time scale
We argue that our ability to evaluate and bias-correct climate projections is compromised
if natural variability, which is an unpredictable quantity after a decade at most, explains
a significant part of the RCM-observation differences. We see four main reasons therefore.
Firstly, it would mean that significant fluctuations in D can be expected from one 30-year
period to the other, which goes against the assumption of bias stationarity over time, on
which most bias correction studies rely (see also Chen et al., 2011; Maraun, 2012; Chen
et al., 2015). Secondly, as these changes originate from the chaotic nature of the atmosphere
and cannot be predicted over several decades, they may not be corrected in a deterministic
way. Thirdly, rerunning the same model from different initial conditions could lead to a
significantly different D over the reference period, hence to a different skill, which should
imply that robust model evaluation should be performed using an ensemble of simulations
of the same model sampling the natural variability. Finally, a large contribution of the
natural variability to D would challenge the assumption that a model performing well
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Figure 3.6: Interpolation errors I estimated using cross-validation of IDW interpolation
(top row) and the estimated standard error (> 0) in TabsM and RhiresM (bottom row).
under present conditions will also perform well in the future, since the result of its good
performance during the reference period might simply be the result of a favorable natural
variability state. Note nevertheless, that even in absence of natural variability, the constant
bias assumption can be violated by state-dependent model errors.
To explore the contribution of natural variability to RCM-observation differences we
normalized these differences by the estimated natural variability. At grid scale, RCM
simulations are compared to MS and the natural variability is derived from the standard
deviation among the multiple RCM runs on a 50 km grid and then interpolated on the 25 km
grid using a bilinear interpolation (the interpolation step should not alter our conclusions;
Rauscher et al., 2010). At station locations, RCM simulations interpolated using IDW are
compared to station observations and the natural variability is derived by bootstrapping.
In both cases, we consider that fluctuations stemming from natural variability are normally
distributed with a standard deviation N . We hence reject the hypothesis that D stems
from natural variability alone when |D/N | > 2, which corresponds to an offset greater
than 2 standard deviations and occurs with a frequency of about 5% in normal conditions.
Since D can be negative, we consider the absolute value of D/N to focus on the emergence
of the model biases independently of their sign.
In few cases, D is within the range of the natural variability (gray areas in the two
top rows of Figure 3.7). It is especially the case for JJA temperature at grid scale, but
we attribute this to the suspected overestimation of the N for JJA temperature, which
artificially lowers the D/N ratio. For most locations, D is too large to be explained by
the natural variability alone (green areas). In those cases, rerunning the climate model
with different initial conditions is unlikely to lead to significant changes in D. That is,
the risk of the difference changing over time as a result of the natural variability is low.
This is supported by the median of the D/N ratios reaching 3.6 to 13.3 when computed
over the country (Figure 3.7, we do not consider the value of 1.4 obtained at grid scale for
JJA temperature, as it is probably biased low), which emphasizes that N is significantly
smaller than D.
We used different approaches to estimate the natural variability and showed that un-
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Figure 3.7: Comparison of the RCM-observation differences to the estimated natural vari-
ability (two top rows) and the estimated interpolation errors (two bottom rows). The
median value of the |D/N | or |D/I| ratios over Switzerland is indicated in the top left
corner of each map.
certainties in its seasonal and geographic patterns are induced by the methods (e.g., boot-
strapping or HS09), by the data (e.g., homogenized observations or 30-year of observations)
and by the eventual reliance on a climate model. Yet, we argue that, in our study area,
the discrepancies between RCM simulations and observations over 30-year period are most
often too large to be stem from natural variability alone, despite uncertainties in the exact
value of N .
However, we expect this result to be conditional on the multi-decadal time scale and the
mean quantities that this study focuses on. If the analysis were performed on a shorter time
scale, the natural variability would be larger (Figure 3.2) and explain a larger portion of the
RCM-observation mismatch. Further, although mean quantities are central characteristics
from impact assessments, as they set the baseline of the modelled system, they are less
subject to natural variability than other variables. In particular when the focus is on
trends, or on changes in the intensity and frequency of extreme events, natural climate
variability plays a more significant role and needs to be accounted for (Perkins and Fischer,
2013). Piani et al. (2010) for instance showed that the bias-correction applied to GCM
simulations of precipitation and temperature varies with time when consecutive 10-year
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periods are considered, and also varies with the initial conditions of the GCM, as a result
of natural variability.
3.4.2 The influence of interpolation errors
As in the previous section, two sets of data were analysed, one at station scale, based on
the interpolated RCM using IDW, and one at grid scale relying on MS as observational
data set. Typical interpolation errors were estimated by cross-validation. Figure 3.7 shows
that, in contrast to N , I is often as large as D. This is shown by the larger extent of the
gray areas in the two bottom than in the two top rows. For instance, for DJF temperature,
D is too large to be explained by N alone (large green areas), yet the same D is comparable
to I (large gray areas) and the model bias emerges from interpolation errors only in some
parts of the Alps. We infer that comparing the same model to different observational data
sets produces larger changes in D than rerunning the same model from different initial
conditions. In other words, we find the RCM-observation mismatch over 30-year periods
identified here depends significantly on interpolation errors, whereas multi-decadal natural
variability only accounts for a minor fraction of it.
We propose that in the gray areas of the |D/I| maps, it is unclear whether the model is
biased or not. First, in those cases with small RCM-observation differences, the model can
still be biased if this bias is compensated by I and N . Second, even if there is an RCM-
observation mismatch, it might still be within the uncertainty range of the observations.
For instance for summer temperature and precipitation at grid scale, as the interpolation
error is comparable to the RCM-observation differences, we argue that referring to this
mismatch as ‘model bias’ is misleading. Conversely, when D is significantly larger than
I and N, independently of the method and data used to estimate these factors, then we
argue that there is a clear emergence from the model bias. The clearest emergences are
the wet bias on the northern flank of the Alps and, to a lesser extent, the cold bias in the
central Alpine valleys, both in winter.
However, beside these two clearly emerging biases, there is no clear boundary between
areas in which the model bias emerges and those where it does not. This is in particular
related to the difficulty to quantify interpolation errors. Clearly, in this study, the lower
the estimated interpolation error I, the more likely a given bias in the model is to emerge
from it. For instance, for summer precipitation, the interpolation errors estimated for IDW
tend to be smaller than for MS (Figure 3.6). It follows that the model biases emerge using
station data but not when MS is used. Because both methods used here to estimate I
present clear limitations, it is unclear where the biases emerge from interpolation errors.
Yet, the approach outlined here illustrates that a better observational data set, i.e., with
lower errors quantified in a more reliable way, would enable a more detailed and nuanced
evaluation of model performance.
Major efforts have gone into downscaling techniques disaggregating precipitation in
time and space. Here we use the simple IDW technique as a benchmark, producing larger
error than more advanced methods such as kriging (Tobin et al., 2011). Yet, the errors
introduced by this basic method are in some cases still smaller than the biases in RCM
simulations, which underscores the importance of downscaling methods performing both
disaggregation and bias correction.
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3.4.3 Toward a more systematic consideration of observational uncertainties
Because climate models play such a pivotal role in our attempts to understand and antici-
pate future changes, there is a strong need for data sets to diagnose their performance in a
robust way. While climate simulations and projections are now generally considered in an
ensemble way, observations are still overwhelmingly handled in a deterministic way. This
study and others (e.g., Gómez-Navarro et al., 2012; Sunyer et al., 2013) highlight the need
for a more systematic consideration of uncertainties in the observational data sets when
evaluating and bias-correcting climate simulations.
Comparing the same RCM simulation to different observational data sets can lead to
different estimates of D, which implies that biases are not as clearly defined as perceived
when only one observational data set is taken into account. Thus, evaluations relying on a
single observational data set with no assessment of its uncertainty need to be interpreted
with caution. Similarly, as observational data sets are not error-free, care must be used
when involving them in the bias correction the RCM simulations. When a data set is
heavily biased, a method like quantile mapping (Piani et al., 2010; Teutschbein and Seibert,
2012) could even result in moving the cumulative distribution function into the wrong
direction, thereby enhancing the error.
One solution to these issues is to evaluate the robustness of skill and biases across a
wide range of observational data sets. The robustness of the model performance and of its
bias across the data sets could be depicted using stippling and hatching on top of a map
representing the mean performance or bias (e.g., Knutti and Sedláček, 2012; Tebaldi et al.,
2011). In the context of climate impact modeling using bias-corrected climate simulation,
a way to deal with the uncertainty in bias characterization would be to propagate it
through the impact model chain. That is, running the same impact modeling chain using
different observational data sets for bias characterization. Similar approaches have been
already applied to explore the consequence of bias correction on hydrological modeling
(e.g., Cloke et al., 2012; Muerth et al., 2013), but to our knowledge, not to account for the
uncertainty in the observational data sets used for bias correction. We propose to include
the observational data set as an additional source of uncertainty, and rely on an ensemble
of bias correction techniques, based on different assumptions on the future bias evolution
and on several observational data sets. This would result in an additional element in the
cascade of uncertainty depicted in Wilby and Dessai (2010) and in its further widening.
Further, if shorter time scales were considered, for which natural variability is expected to
play a more significant role, a similar approach could be adopted to evaluate the sensitivity
of the bias-corrected time series to these variations.
Another solution would be based on the use of a data set with reliable error estimates.
When using the spread among data sets to quantify the observational error, each data set
has usually the same weight and there is not attempt to distinguish between better and
worse data sets. Hence if a better (with lower errors) quality data set became available, it
would be merged with the lower-quality data sets, probably without changing significantly
the perceived observational uncertainty. In contrast, using a single data set with reliable
probabilistic error estimates would allow characterizing biases and evaluating models in a
sounder way.
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3.5 Conclusions
Interpolation errors, natural variability and model biases all contribute to the RCM-
observation mismatch. Here we relied on several data sets and methods to estimate their
respective contributions and discussed the consequences for model evaluation and bias
correction.
Significant differences exist between RCM simulations and observations, both at grid
and station scale. In winter, in large parts of the Alpine domain, the mean simulated
conditions are so wet or so cold, that they correspond to extremely rare situations given
the observations. These large deviations from the climatology impede the direct use of
RCM simulations for impact modeling. To mitigate their effects over long simulation
periods, it is key to investigate whether they are robust despite natural variability and
uncertainties in observational data sets.
Natural variability is a crucial factor as it can potentially lead to important non-
stationaries of the RCM-observations differences, but it is not predictable beyond a few
decades. Different quantification methods were used, and although they delivered different
estimates of the seasonal and spatial variations, they all indicate that, on the multi-decadal
time scale, natural variations are considerably smaller than RCM-observation differences.
It follows that rerunning the climate model with other initial conditions will probably not
lead to significant changes in the RCM-observation mismatch. Yet, we expect that if the
period of interest was shorter than 30 years or if instead of the 30-year means, e.g., high
precipitation percentiles were considered, the role of internal variability would be larger
and may easily account for a significant proportion of the RCM-observation differences.
Further, we find that RCM-observations differences often fall within the uncertainty
range of the observation data sets. It means that in those areas, mismatches between RCM
simulations and observations do not come from systematic errors in the RCM alone, but
instead may stem to a large extent from interpolation errors. It follows that using different
observational data sets for the evaluation and bias correction of climate simulations will lead
to different assessment of their skill and to different post-processed time series. This stresses
the importance to account for observational uncertainties, by for instance propagating them
through bias-correction methods and impact models.
Finally, some model biases clearly emerge from natural variability and interpolation
errors, independently of the method and data chosen to quantify these variables. However,
the boundaries of the regions in which biases emerge are still fuzzy, because of the difficulty
to produce estimates of observational uncertainties covering the wide range of temporal and
spatial scales involved in climate modeling. This highlights the need for more systematic
uncertainty assessments released together with future observational data sets. Overall
we conclude that a better understanding of the reasons behind the RCM-observations
mismatch under present conditions is essential to strengthen the interpretation of climate
projections and to improve their use for impact assessments.
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Abstract
Bias-adjustment methods usually do not account for the origins of biases in climate
models and instead perform empirical adjustments. Biases in the synoptic circulation are
for instance often overlooked when post-processing regional climate model (RCM) simu-
lations driven by general circulation models (GCMs). Yet considering atmospheric circu-
lation helps to establish links between the synoptic and the regional scale, and thereby
provides insights into the physical processes leading to RCM biases. Here we investigate
how synoptic circulation biases impact regional climate simulations, and influence our
ability to mitigate biases in precipitation and temperature using quantile mapping. We
considered 20 GCM-RCM combinations from the ENSEMBLES project and characterized
the dominant atmospheric flow over the Alpine domain using circulation types. We re-
port in particular a systematic overestimation of the frequency of westerly flow in winter.
We show that it contributes to the generalized overestimation of winter precipitation over
Switzerland and this wet regional bias can be reduced by improving the simulation of syn-
optic circulation. We also demonstrate that statistical bias-adjustment relying on quantile
mapping is sensitive to circulation biases, which leads to compensation errors in the post-
processed time series. Overall, decomposing GCM-RCM time series using circulation types
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reveal connections missed by analyses relying on monthly or seasonal values. Our results
underscore the necessity to better diagnose process misrepresentation in climate models,
in order to progress with bias-adjustment and impact modeling.
4.1 Introduction
Climate model simulations can show large departures from observations. These biases are
often subtracted and then forgotten, or post-processed for impact modeling using pragmatic
methods that typically do not account for the origins of the biases. Yet to improve climate
projections, design robust bias-adjustment methods and derive uncertainty estimates, a
better understanding of the physical processes leading to biases is necessary. Biases are
the result of accumulated errors in the representation of various processes occurring at
various spatial and temporal scales. A direct and critical consequence is that biases are
difficult to reduce. Further, biases are not stationary over time (Chen et al., 2015) and
equally plausible assumptions on their evolution can lead to significantly different projected
changes (Buser et al., 2009). In this article, we explore how a better diagnostic of the
reasons behind biases can help with 1) the assessment of how much benefit could be gained
by specific improvements (e.g. higher resolution in RCMs or better synoptic circulation in
GCMs), 2) the better understanding of why biases remain after bias-adjustment and 3) the
design of more robust bias-adjustment methods that are not purely empirical but account
for known process misrepresentations. We therefore use the example of the propagation of
errors from the synoptic to the regional scale in winter over an alpine region.
Biases in regional climate model (RCM) simulations emerge from processes at different
spatial scales. At the regional scale, they were shown to stem from processes related to,
for instance, soil moisture (e.g., Bellprat et al., 2013), surface albedo (e.g., Maraun, 2012)
and convective precipitation (e.g., Ban et al., 2014). This study focuses on biases inherited
from the larger synoptic scale, i.e., those biases stemming from the synoptic circulation
represented by the driving model, typically a general circulation model (GCM, e.g., Noguer
et al., 1998; van Ulden and van Oldenborgh, 2006). Considering the synoptic situation links
the air flowing over the region of the interest to its origin, and thereby can deliver major
insights into the quality of process representation by climate models (James, 2006; Maraun
et al., 2011) and into the reasons behind the projected climate changes (e.g., Cattiaux et al.,
2013).
To describe the synoptic circulation, a common approach is to rely on circulation types
(CTs), as they enable to reduce a multivariate atmospheric flow to a few classes (Philipp
et al., 2010). CTs are used routinely by weather forecasting services (e.g., Schiemann and
Frei, 2010) and the identification of the synoptic situations causing extreme events is an
area of active research (Stahl and Demuth, 1999; Prudhomme and Genevier, 2011; Wilby
and Quinn, 2013). Once such a relation between CTs and extreme events is established,
it is tempting to use it to infer future changes in extremes based on the CT changes
projected by climate models. Yet an important first step is to assess how well climate
models represent CTs under present climate (Huth et al., 2008). Several studies indeed
reported biases in the frequency of CTs simulated by climate models, and found that they
induce biases in regional surface variables, such as precipitation and temperature (van
Ulden and van Oldenborgh, 2006; van Ulden et al., 2007; Blenkinsop et al., 2009; Plavcová
and Kyselý, 2011).
Although the last years have seen the development of a profusion of bias-adjustment
methods, in general these methods do not relate the biases to the (mis)representation
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of physical processes in models, such as the representation of the synoptic circulation,
but instead perform an empirical adjustment. An example is the widely used quantile
mapping method, which relies on the transformation of the RCM output so that, after
the transformation, its cumulative distribution function matches that of the observations
(Piani et al., 2010; Themeßl et al., 2011a). This method gained popularity in particular
because of its ability to correct a wide range of statistical variables, such as the frequency
of dry days or the variance of daily temperature (Teutschbein and Seibert, 2012). Closer
scrutiny however reveals that other aspects crucial for impact modeling are not corrected
correctly: the diurnal temperature range (Thrasher et al., 2012), the precipitation under
different circulation types (Bárdossy and Pegram, 2011) and multi-day statistics (Addor
and Seibert, 2014). Further, although quantile mapping has been shown to retain the
relationship between temperature and precipitation simulated by climate models, recent
studies suggest that it does not correct this relationship when it is biased (Wilcke et al.,
2013; Li et al., 2014). Such issues may be fixed by further increasing the complexity of the
statistical post-processing. . However, their recurrence reminds us that not identifying and
accounting for the physical processes leading to the biases implies the risk of remaining
biases in statistically post-processed simulations. It is hence fair to acknowledge that this
kind of post-processing is not a ‘correction’ of the biases but rather an ‘adjustment’, and
to refer to it as such.
To progress with the attribution of biases in RCM simulations, and the understanding of
their consequence for bias-adjustment methods, this study explores how biases in synoptic
circulation frequency propagate to the regional scale and influence our ability to bias-
correct climate simulations. We address the following questions:
1. How well do GCM-RCM of the ENSEMBLES project (van der Linden and Mitchell,
2009) capture the frequency and regime of CTs in the Alpine region under present
climate?
2. How does this influence biases in GCM-RCM simulations of mean temperature and
precipitation over Switzerland?
3. What are the implications for bias-adjustment, in particular when quantile mapping
calibrated for different CTs is used?
4.2 Data and methods
4.2.1 Climate models and evaluation procedure
This study was based on 20 GCM-RCM simulations produced for the ENSEMBLES project
(van der Linden and Mitchell, 2009, see Supporting Table 4.1 for the model list). These
GCM-RCM combinations were selected by Fischer et al. (2012) to produce the probabilistic
Swiss Climate Change Scenarios CH2011 (CH2011, 2011). We evaluated each combina-
tion by extracting the grid points falling within the borders of Switzerland, an area of
∼41000 km2. Model performance varies within this area, in particular with topography
(e.g., Addor and Seibert, 2014), but here our focus is on the average performance over the
whole country. We compared the simulated precipitation and temperature in winter (DJF)
and summer (JJA) to gridded observations from the 2 km data sets RhiresD (precipita-
tion) and TabsD (temperature Frei, 2013). These two data sets were recently released by
the Swiss Federal Office of Meteorology and Climatology and take advantage of the dense
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network of stations across the country (∼420 daily measurement for precipitation and ∼90
for temperature). As a comparison, E-OBS 8.0 data set (Haylock et al., 2008), which is
popular for RCM evaluation, relies on precipitation and temperature data from only 37
Swiss stations. Observed and simulated fields were averaged over Switzerland and then
compared
An important aspect to take into account when comparing RCM simulations to grid-
ded observations is observational uncertainties. Errors in observational datasets, which
come in particular from the interpolation of station measurements to grid points and from
measurement errors (e.g., precipitation undercatch), can be as large as the differences be-
tween RCM simulations and the gridded observations (Addor and Fischer, 2015). Their
quantification can be estimated by comparing several datasets or by cross-validation, both
methods presenting weaknesses. A source of error particularly relevant to this study is pre-
cipitation undercatch, which is particularly high in winter, when it is estimated to lead to
an underestimation of precipitation by ∼8% below 600 masl and by ∼40% above 1500 masl
(Frei et al., 2003). This is however not accounted for in the RhiresD data set used in this
study, and to our knowledge there is at present no data set covering Switzerland on a
regional grid that accounts for precipitation undercatch. In this study we assume that up
to 30% of the mean precipitation over Switzerland can be missed by gauges in winter.
Switzerland was chosen as a study area because it constitutes an interesting test bed in
ID Institute GCM RCM Color in Figures
1 SMHI BCM RCA3 orange
2 METNO BCM HIRHAM orange
3 ETHZ HadCM3Q0 CLM blue
4 HC HadCM3Q0 HadRM3Q0 blue
5 UCLM HadCM3Q0 PROMES blue
6 VMGO HadCM3Q0 RRCM blue
7 METNO HadCM3Q0 HIRHAM blue
8 HC HadCM3Q3 HadRM3Q3 blue
9 SMHI HadCM3Q3 RCA3 blue
10 C41 HadCM3Q16 RCA3 blue
11 HC HadCM3Q16 HadRM3Q16 blue
12 MPI ECHAM5-r3 REMO red
13* DMI* ECHAM5-r3* HIRHAM* *
14 KNMI ECHAM5-r3 RACMO red
15 SMHI ECHAM5-r3 RCA3 red
16 ICTP ECHAM5-r3 REGCM red
17 CNRM ARPEGE ALADIN green
18 DMI ARPEGE HIRHAM green
19 OURANOS CGCM3 CRCM purple
20 GKSS IPSL CLM pink
Table 4.1: List of the models evaluated in this study. Note that we do not differentiate
between HadCM3 different sensitivities (Q0, Q3 and Q16) and consider them as the same
model. *Model evaluated but excluded from the analyses and from the Figures (see Section
4.3.2).
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Figure 4.1: Mean sea level pressure [hPa] for the nine centroids of the PCACA09 classifi-
cation determined over the Alps domain (dotted rectangle) including Switzerland (closed
continuous line within the rectangle). The frequency of occurrence of each CT in DJF
and JJA is indicated in brackets. In the text and figures we refer to the CTs using their
dominant flow and the following colors: anticyclonic (orange), westerly (blue) and easterly-
northeasterly (green).
which to explore how well models capture the combined influence of the Alpine range and
synoptic circulation on atmospheric conditions. Further, the size of the domain represents
a compromise between an evaluation of specific grid cells, which may lead to an over-
interpretation of model outputs because this resolution is finer than the model effective
resolution, and an evaluation over a larger domain, in which opposite biases in different
locations are more likely to partially mask each other.
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Figure 4.2: Mean daily precipitation amount (left) and temperature (right) observed over
Switzerland in winter (top) and summer (bottom) for each CT (determined using ERA40
sea level pressure). The color of the bars corresponds to the CT clusters (see Figure 4.1),
their width is proportional to the frequency of occurrence of each CT, and they are ranked
on the basis of their mean precipitation or temperature. Note that no days are attributed
to CT 8 in JJA.
4.2.2 Characterization of the synoptic circulation
For each GCM-RCM combination, we characterized the daily synoptic situations using
an objective CT classification based on a combination of principal components analysis
and hierarchical cluster analysis (PCACA, Philipp et al., 2010, 2014). The classification
relies on mean sea level pressure (MSLP) fields within an area representative of the Alps
(domain D06 in Philipp et al., 2010, see also Supporting Figure 4.1) and exists in three
variants, using 9, 18 and 27 CTs. Schiemann and Frei (2010) compared 71 classification
schemes and found that the 9 CT variant of the PCACA scheme captures winter daily
precipitation over the Alps in a more reliable way than most other classification schemes
with 9 CTs and also better than a number of classification schemes using 18 or even 27 CTs,
although its performance is weaker in summer than in winter. In this study we utilized the
9 CT variant of the PCACA scheme. CT classes can be determined at the seasonal level
season, but here we chose the classes determined on the annual level. The centroid of each
CT and the time series of ‘observed’ CTs were derived from ERA40 reanalysis (Uppala
et al., 2005). Using another reanalysis data set might have led to different CT time series,
but we assume these differences to be overall smaller than the differences between the
reanalysis and the climate simulations (Riediger and Gratzki, 2014). We then assigned the
simulated conditions of every day to the nearest CT in terms of Euclidian distance to its
centroid (Rohrer, 2013). This means that we used the same centroids (determined using
ERA40) to classify and then compare all the GCM-RCM simulations. The investigated
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period was 1980-2001, with the end being determined by the availability of the ERA40
data set. The initial analysis showed that the model combination ECHAM5-HIRHAM
presents unreasonably large biases over Switzerland in winter and hence this GCM-RCM
was excluded from further analyses (more details in Section 4.3.2).
4.2.3 Bias propagation from the synoptic to regional scale
We hypothesized that part of the biases in precipitation and temperature comes from circu-
lation biases (van Ulden et al., 2007), in particular from the under- and over-representation
of specific CTs. For instance, a cold bias in the regional simulations may originate from
an overly frequent occurrence of CTs associated with cold conditions. We considered both
the origin of the atmospheric flow and average temperature and precipitation over Switzer-
land. This enabled us to determine which of the 9 CTs lead to cold or warm, wet or dry
conditions (Figures 4.1 and 4.2). As can be expected, in both winter and summer the
CTs leading to the highest average daily precipitation correspond to westerly flows, ad-
vecting moist air from the Atlantic Ocean. In summer high pressure systems over, or close
to, Switzerland lead to the warmest conditions, while in winter the coldest conditions are
caused by continental easterly-northeasterly flows. Given the good agreement between the
large-scale flow and the mean precipitation and temperature, we decided to combine the 9
CTs into 3 types of dominant flow: westerly, easterly-northeasterly and anticyclonic flow
(Figure 4.1). This choice has a double motivation. Firstly it was important for visualization
and interpretation purposes to reduce the dimensionality of the problem while retaining
the main CT differences, and secondly, since we perform CT-dependent bias-adjustment,
we needed enough data for each CT, which was not guaranteed for individual CTs with a
low occurrence rate.
To assess how much bias can be explained by biases in CT frequency, we used two data
sets: ERA40-driven RCM simulations and time series constructed by resampling GCM-
RCM simulations. Using a reanalysis to force an RCM improves fluxes at the domain
boundaries, which leads in particular to a better representation of the synoptic situation.
To isolate the influence of biased CT frequency on mean precipitation and temperature in
RCM simulations, we resampled with replacement from the GCM-RCM runs. For each CT,
we computed how many days (NCT ,OBS) were dominated by this CT in the observations
and extracted NCT ,OBS days from the NCT ,SIM days dominated by the same CT in the
GCM-RCM simulation. We then added the days from the other CTs following the same
procedure. This leads to inconsistencies in the temporal sequence of the time series, but
this is not an issue in our case since we here restrict our attention to mean values.
4.2.4 Bias-adjustment using quantile mapping
We bias-corrected the RCM simulations by applying quantile mapping using two setups.
For both setups quantile mapping was implemented using empirical quantiles (Gudmunds-
son et al., 2012) and was applied on daily precipitation and temperature averaged over
Switzerland. In the first ‘standard’ setup, the quantile mapping adjustment is conditional
on the season, so two adjustments were used, one for summer, one for winter. In the second
‘CT-dependent’ setup, the adjustment is conditional on both the season and the CT, so
six adjustments were used for temperature and six for precipitation. To calibrate the CT-
dependent quantile mapping, we used all days with a particular flow during a particular
sesaon (e.g., anticyclonic flow in DJF) from both the observations and a particular GCM-
RCM run. The differences between the empirical cumulative distribution functions for
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these two data sets were then used to establish the transfer functions on which the quan-
tile mapping method relies. This idea to apply a CT-depend bias-adjustment is inspired by
B·rdossy and Pegram (2011), who observed that different CTs can lead to different biases
in RCM simulations and, based on the fact that different CTs correspond to different at-
mospheric processes, proposed that the bias-adjustment method should be CT-dependent.
4.3 Results
4.3.1 Circulation biases and within circulation type biases
Different CTs correspond to different regimes in terms of precipitation and temperature,
and overall the models capture these differences reasonably well (Figure 4.3). For instance,
when in winter continental air is advected along the Alps by an easterly-northeasterly flow,
the average temperature is lower than if the region was under the influence of a westerly
or anticyclonic flow (Figure 4.3b). This is captured by the models and they also capture
differences in CT frequency, for instance that in winter, days with a dominant easterly-
northeasterly flow are less frequent than those with a dominant anticyclonic regime (Fig-
ure 4.3b). Yet there is some considerable spread of the simulations among the observations,
which reflects the existence of biases in the frequency (circulation biases) and the precipi-
tation intensity/temperature of each CT (within CT biases). The contribution of these two
kinds of biases to the mean seasonal bias is variable. For instance, in winter, climate models
tend to overestimate both the frequency of westerly situations and their mean precipitation
intensity (Figure 4.3a). Since this circulation type is associated to high precipitation inten-
sities (Figure 4.2), a small bias in the frequency leads to an important bias in the seasonal
average (see the steep isolines in the upper part of Figure 4.3a). In contrast, an overesti-
mation of the frequency of days with drizzle leads to much smaller changes in the seasonal
average (see the flatter isolines in the lower part of Figure 4.3a). Further, as pointed out
by Bárdossy and Pegram (2011), different CTs may show different biases. For instance
in summer, models tend to overestimate precipitation amount on easterly-northeasterly
flows, but typically underestimate it for westerly situations (Figure 4.3c).
Winter precipitation in Switzerland is overestimated by 18 out of 19 models (black
symbols in Figure 4.3a), a systematic bias also reported by Fischer et al. (2012), and leading
to the simulation of an unrealistically large snow accumulation and overall water resources.
The overestimation of winter precipitation by the models is too large to be explained by
precipitation undercatch alone. Further, it is unlikely that independent models show such
a consistent positive bias. Instead, we hypothesize that this bias stems from the synoptic
fields inherited from the GCMs (van Ulden and van Oldenborgh, 2006), with 2 GCMs
driving as many as 13 RCMs, i.e., from a lack of independence of the model runs.
4.3.2 RCMs’ response to circulation biases
To explore the influence of the synoptic field on RCM simulations, we represented the bias
in temperature and precipitation as a function of the frequency bias in one CT (Figure 4.4).
Two features are particularly clear. Firstly, the clustering of points of the same colors
indicates that the driving GCM has a considerable influence on the circulation bias, both
in winter and summer. Although RCMs respond to the biases differently, we find that the
CTs they simulate are to a large extent prescribed by the driving GCM. GCMs explain the
majority of the variance of the bias in the CT frequency, both in winter and summer (from
57% for the north-northeasterly flow in winter to 88% for the anticyclonic flow in summer,
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Figure 4.3: CT frequency, temperature (left) and precipitation (right) in winter (top) and
summer (bottom). The squares represent observations, the open circles simulations from
the 19 GCM-RCMs. Black symbols correspond to seasonal averages and the colored ones
to CT averages. The isolines indicate the combinations of the mean precipitation and
frequency leading to the indicated seasonal (3-month) precipitation amounts. The dark
gray area in panel a) represents the estimated undercatch of winter precipitation (30%).
not shown). Secondly, in winter, there is an almost systematic overestimation of the
precipitation and of the frequency of westerlies (Figure 4.4a), and the models overestimate
the precipitation by 71% and the frequency of westerlies by 57% on average. The significant
correlation between these two variables (r = 0.57) is consistent with the fact that an
overestimation of westerlies leads to too much moist air being transported from the Atlantic
and precipitating in the Alpine region. A similar conclusion was drawn by (van Ulden et al.,
2007) for the previous generation of the RCM runs for Europe (PRUDENCE project,
Christensen and Christensen, 2007). Their study focused on Central Europe, for which
they reported an overestimation of the west component of the geostrophic wind in winter,
and established its contribution to wetter winters. Although here we did not consider the
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Figure 4.4: Bias in the frequency of a selected flow situation and in mean seasonal precipi-
tation and temperature for the 19 GCM-RCMs. The Pearson’s product moment correlation
coefficient r (star indicates significance at the 5% level) and the explained variation EV of
the frequency bias by the GCMs are indicated. Dots of the same color represent RCMs
driven by the same GCM, the numbers refer to the different GCM-RCM combinations
(Table 4.1).
strength of the flow, their results are compatible with the overestimation of the frequency
of the westerlies we report, which suggests a persistent bias. Note that that precipitation
is overestimated for all three flow situations (Figure 4.3a), which indicates general issues
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with the representation of winter precipitation by the models in our study area.
As mentioned before, we excluded the model ECHAM5-HIRHAM from this study.
We found that the winter precipitation it simulates over Switzerland is about 328% of
the observed amount and that 71% of its winter days are westerlies, which should be
compared to the observed frequency of 23%. This agrees with the connection of biases in
CT frequencies and precipitation amounts, but because of these particularly large biases,
we decided to exclude this model from all the analyses and figures presented in this study.
The tendency of ECHAM5-HIRHAM to overestimate winter precipitation to a larger extent
than the other ENSEMBLES model chains was also reported for Spain by Turco et al.
(2013), but they did not investigate the reasons behind this bias.
The bias in winter temperature is significantly negatively correlated (r = −0.48) with
the bias in the frequency of easterly-north easterly flow that, in the models and in the ob-
servations, lead to below average temperature in Switzerland (Figure 4.4b). In other words,
these two biases are consistent. The main axis of the cloud of points in Figure 4.4b does
not include the origin, which is consistent with the underestimation of winter temperature
for almost all the model-CT combinations Figure 4.4b.
The influence of synoptic situation is much weaker in summer, the correlations be-
tween the circulation biases and the surface variables (mean precipitation and temperature)
are not significant. RCMs driven by the same GCM show similar circulation biases, but
these can lead to quite different temperature biases. This likely reflects that processes at
mesoscale to the regional spatial scale, such as soil moisture feedbacks and convective pre-
cipitation, are more influential during the summer months. Figure 4.4d also highlights that
some models provide reasonable estimates of mean summer temperature, despite bound-
aries conditions with clear deficiencies. For instance, the frequency of situations dominated
by an anticyclonic circulation is clearly underestimated by HadCM3 and overestimated by
ECHAM5 (blue versus red dots in Figure 4.4d). Yet some RCMs driven by these GCMs
manage to capture the mean observed temperature surprisingly well. This raises the ques-
tion whether these models get the right answer for the right reasons, and suggests that
projected changes in CTs should be interpreted with caution, given the important biases
under present climate conditions.
The results in Figure 4.4 depict the correspondence between biases in mean precipi-
tation and temperature, and a single CT. To account for the three CTs at once, and to
estimate the potential benefits of reducing CT frequency biases, we used constructed time
series based on the resampling of GCM-RCM simulations. Figure 4.5a shows that the
correction of the CT frequency leads to a decrease of winter precipitation bias by 32%
(mean across the models). This provides further support to the idea that biases in CT
frequency directly contribute to the wet winter bias in Switzerland. The overestimation
of winter precipitation is reduced even further when ERA40 is used to force the RCMs.
Note however that in contrast to winter precipitation, winter temperature barely benefits
from a correct CT frequency (Figure 4.5b). The reason is that even if precipitation is
overestimated on westerly days and anticyclonic days, removing westerly days (mean daily
precipitation ∼8mm) and replacing them by anticyclonic days (mean daily precipitation
∼2mm) will lead to a decrease of the seasonal precipitation amount. This is also illus-
trated in Figure 4.3a): the isolines are steeper around the blue points than around the
orange points, meaning that changing the frequency of westerly days has a larger impact
on seasonal precipitation amount than changing the frequency of anticyclonic days by the
same amount. In summer there is almost no benefit from correcting CT frequency biases
(Figure 4.5c and 4.5d).
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Figure 4.5: Assessment of the potential benefit of correct CT frequencies. The blue line
indicates RCM simulations in which only the CT frequency is corrected (by resampling),
while the green line indicates RCM model simulations in which boundary conditions (in
particular SLP, on which the CT classification is based) are prescribed by ERA40. The
dashed colored lines indicate the seasonal mean across the models. Models are sorted based
on the mean seasonal precipitation (left column) or temperature (right column) of the raw
GCM-RCM simulations (orange line), the GCM-RCM combination being indicated on the
x-axis.
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4.3.3 Residual errors in bias-corrected time series
We tested the sensitivity of bias-corrected time series by applying quantile mapping us-
ing two setups: one conditional on the season, and one on both the season and the CT.
Both variants perform well at the tasks they were trained for, but their lack of consider-
ation for the physical processes leading to biases prevents them from correcting for other
aspects. As expected, when quantile mapping is calibrated for each season, the mean sea-
sonal precipitation is correct (Figures 4.6a to 4.6c), and when it is calibrated for each CT,
the precipitation on each of the CT is correct (Figures 4.6e to 4.6f). However, significant
biases remain in the corrected time series of winter precipitation, as quantile mapping in-
troduces compensation errors. For instance, for the bias-corrected simulations to match
the observed seasonal precipitation despite the frequency overestimation of westerly flow,
standard quantile mapping biases low the precipitation on westerly flow situations (ε2 in
Figures 4.6e to 4.6f). Similarly, the seasonal precipitation is overestimated (ε1 in Fig-
ures 4.6a and 4.6c) when a CT-dependent correction is applied because the overestimation
of westerly days is not accounted for.
These residuals errors are present for all models. Figure 4.6g shows that ε1 and ε2
tend to increase in absolute terms with circulation biases, represented here by the bias
in the frequency in the winter westerly flows. For instance, the model HadCM3-RCA3
(#10) presents both the largest residual error in the seasonal winter amount (43%) and
the largest overestimation of the westerly frequency (93%) of all models considered. Note
the particular situation of the models IPSL-CLM (#20) and HadCM3-RRCM (#6). Their
circulation bias in winter is lower than the average, but their residual error ε2 is larger than
that of the other models. This apparently results from the misdistribution of precipitation
among three circulation types in the raw (uncorrected) model runs. In the observations, the
ratio of mean precipitation on a westerly day to a easterly-north easterly day is 3.1:1, but it
is largely underestimated in both IPSL-CLM (1.1:1) and in HadCM3-RRCM (0.8:1). The
correct ratio is reached when CT-based correction is applied, but the standard quantile
mapping fails to reestablish the balance between the different regimes. Even after the
correction it still rains more in average on easterly-north easterly days than on westerly
days in HadCM3-RRCM.
As already stressed, bias-adjusting DJF precipitation using standard quantile map-
ping leads to an degradation of the simulations of precipitation on westerly days (Fig-
ure 4.7a). But in other cases, the situation on specific CTs is improved by the bias-
adjustment of the overall seasonal conditions. This applies for instance to DJF tempera-
ture on easterly-northeasterly days (Figure 4.7b) and to JJA temperature on anticyclonic
days (Figure 4.7d). Note that JJA precipitation on westerly days is improved by the
correction of JJA precipitation for some models, but it is degraded for other models (Fig-
ure 4.7d). Overall, the four panels of Figure 4.7 illustrate that while quantile mapping
leads by construction to a good match between the distribution of the observations and
that of the post-processed time series, it also alters other aspects of the model simulations.
Whether these alterations are beneficial or detrimental depends on variable of interest and
the GCM-RCM.
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Figure 4.6: An illustration of residual errors in bias-corrected time series and of their
relation with large-scale circulation biases. a) to f) Winter precipitation as observed
(OBS), as simulated by three models without bias-adjustment (RAW RCM) and after
bias-adjustment using standard and CT-dependent quantile mapping (SD COR RCM and
CT COR RCM, respectively); the colors correspond to the dominant flow (see Figure 4.1).
g) Residual error in mean winter precipitation after CT-dependent bias-adjustment (ε1)
and in mean winter precipitation on westerly days after standard bias-adjustment (ε2),
expressed relative to the observed value; the colors and numbers correspond to the GCMs
and RCMs (see Table 4.1). h) Same information as in g), but with more emphasis on the
driving GCM; the size of the dots is proportional to the bias in the frequency of westerly
flow in winter.
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Figure 4.7: Residual errors for selected CTs after standard quantile mapping correction.
The y-axis indicates the variable quantile mapping has been trained to correct at the
seasonal scale, while the x-axis represents the same variable for a specific CT, that has not
been considered in the calibration of the quantile mapping method. The solid black lines
represent the observed value of the two variables.
4.4 Discussion
4.4.1 Implications for bias-adjustment and impact modeling
Overall, quantile mapping can enable substantial bias reductions. Yet we find that when
circulation biases are present, they lead to significant residual errors in the time series. In
such situations the limitations of ad hoc adjustments not accounting for processes clearly
appear. RCMs inherit circulation biases from their driving GCM, which leads to biases
in surface variables crucial for impact modeling. These circulation biases illustrate the
difficulty to capture the present and future climate dynamics using models (Shepherd,
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2014). They also represent a challenge for the interpretation of climate projections, and
for the bias-adjustment of RCM simulations. We showed that when circulation biases are
large, they lead to significant residual errors in bias-corrected time series. Yet, although we
were able to identify their contribution to biases in winter precipitation and temperature,
it is unclear how to correct them by post-processing, since they are deeply rooted in
the simulations. Indeed, as atmospheric circulation is at the core of climate projections,
it needs to be handled with care, and pragmatic approaches often used when preparing
climate models outputs for impact simulations might not be appropriate. It remains to
determine how best account for circulation biases, in particular how we could correct them a
posteriori without compromising the reliability of the simulations. Concretely, how should
days of overrepresented CTs be selected and removed, and which days of underrepresented
CTs should be selected to replace them?
One way to progress would be to embrace the fact that different models have different
deficiencies. We argue that model errors should be better diagnosed (for instance using
CTs) and this should guide the choice the bias-adjustment method. That is, instead of using
the same bias-adjustment for all the models of the ensemble in a ‘one fits all’ approach,
model-specific bias correction methods could be used. For instance, choosing between a
standard or a CT-based bias-adjustment method may be a choice that is model dependent:
in the case of HadRCM3-RRCM, the biases within CTs are so important (Figure 4.6f), that
a CT-based approach may be considered to give better result than the standard approach.
When it comes to impact modeling, a key question is how much residual errors in
bias-corrected time series matter. This depends on the sensitivity of the impact model to
the bias-adjustment (Muerth et al., 2013; Teng et al., 2015) and on the other sources of
uncertainty involved (Chen et al., 2011; Addor et al., 2014). In some cases, the time-series
might be deemed ‘good enough’, for instance if their residual errors are smaller those in
the observations, resulting from interpolation and measurement processes. In others, for
instance when the impact model is highly distributed or if the focus is on a few extreme
events, then these residual errors may become a concern.
Applying quantile mapping in its standard form leads to an overestimation of the
mean precipitation falling on days dominated by an easterly-northeaserly flow, which are
in average more than 2◦C colder than days dominated by the two other flows. In other
words, although mean seasonal precipitation is correct, too much of it falls on cold days.
This will lead to an overestimation of the snow pack. This aspect is of clear importance
for hydrological modeling in Swiss catchments.
4.4.2 Implications for model development, interpretation and evaluation
RCMs are designed to disaggregate GCM simulations in space and time. They however
do not have the purpose, nor the ability as illustrated by this and other studies, to correct
biases in the frequency of synoptic situations. It implies that even if the resolution of the
RCMs used in this study was further increased, the frequency of westerlies simulated by
the GCM (and hence the water vapor introduced at the domain boundaries) would remain
overestimated, and consequently winters would remain too wet. This is a case in which
the added value of dynamical downscaling is limited by the boundary conditions provided
by the GCM (Racherla et al., 2012), and RCM simulations reflect more GCM biases than
regional features. The fact that GCMs can introduce significant biases in RCM simulations
underscores the importance to not only evaluate RCM simulations using a reanalysis-RCM
setting (i.e., with close to correct synoptic fields), but also using a GCM-RCM setting (i.e.,
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with potentially significantly biased synoptic fields). The former allows for the separation
between downscaling deficiencies and deficiencies of the boundary forcing and is a crucial
step in model development and tuning. Yet since RCMs are overwhelmingly used to
gain insight into future conditions, for which no re-analysis is available, it is essential to
also evaluate them in a GCM-RCM setting, to test how well they cope with potentially
significant circulation biases. We argue that this is particularly true in the framework of
bias-adjustment studies and impact assessments.
Given the substantial biases that can be introduced by GCMs, we advocate for RCM
evaluations to be carried out for RCMs driven by a GCM (i.e., with potentially significantly
biased synoptic fields) rather than by a reanalysis (i.e., with close to correct synoptic fields).
We recognize the value of reanalysis-driven RCM simulations as they enable to concentrate
on the RCM. But since RCMs are overwhelmingly applied under future conditions, for
which no re-analysis is available, we argue that their skill for climate studies is most relevant
when it is evaluated in a GCM setting (Kerkhoff et al., 2014). In other words, reanalysis-
driven RCMs do not allow us to test how well RCMs cope with significant circulation
biases. We propose that for the evaluations of downscaling and bias-adjustment methods,
the GCM setting should be favored, as it is key to better assess how well these methods
handle circulation biases.
Finally, the importance of the circulation biases under present conditions for the models
investigated here implies that caution should used when be interpreting projected changes
in the frequency of circulation types. Now that the new CORDEX generation of GCM-
RCM simulations starts being used for regional assessments of climate change and impact
studies, we recommend to first assessing the reliability with which CT are simulated in
these new simulations, before inferring impacts from projected changes in their frequency.
The GCMs involved in this study are part of the climate model generation CMIP3. The
comparison performed by Perez et al. (2014) suggests that models of the following gener-
ation (CMIP5) capture better the frequency of weather types over the north-east Atlantic
region. However, it remains to be evaluated whether this improvement is significant enough
to lead to a decrease of biases in regional precipitation and temperature.
4.5 Conclusions and outlook
Accounting for the processes leading to biases is essential to progress with bias-adjustment,
but these processes are difficult to pinpoint. One way to identify them is to perform a
CT-dependent evaluation of climate models. This enables to relate the synoptic scale to
the regional scale, and can reveal model deficiencies overlooked when performing model
evaluation at the seasonal time scale. We used a CT-dependent evaluation to explore
precipitation and temperature over Switzerland, which revealed that the overestimation
of the frequency of westerly situations was a significant contributor to the overly wet
conditions simulated by the large majority of the ENSEMBLES GCM-RCMs. However
we could not explain biases in other variables (e.g., summer temperature), which require
a focus on other scales and variables (e.g., soil moisture, Bellprat et al., 2013). Further,
our study investigated mean precipitation and temperature over Switzerland, but future
studies could concentrate on smaller, well-chosen areas to address questions such as how
well precipitation on different sides of the Alps is reproduced under different synoptic
situations or how well wet or dry extremes in relation to different CTs are captured by the
GCM-RCMs.
As for bias-adjustment, we propose that a better understanding of what we correct
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is necessary. It is well-established that bias-adjustment only improves selected aspects of
climate simulations and leave inconsistences in the post-processed time series, which we
refer to as residual errors. However, we go beyond this simple fact, and illustrate how the
existence and the amplitude of these residual errors can be related to misrepresentation of
specific atmospheric processes (i.e., the frequency of specific CTs). We show that compro-
mises will be necessary, since the correction of one aspect of the RCM simulation can lead
to a degradation of other aspects.
We used circulation types (CTs) as a diagnostic tool to establish links between the
synoptic and regional scale, and thereby to gain insights into the origin of biases in RCM
runs over Switzerland. GCMs introduce significant biases in the frequency of CTs simulated
by RCMs, which lead to biases in simulations of winter precipitation and temperature.
We show that winter precipitation is particularly overestimated, which is a concern for
hydrological modeling in snow-dominated basins. The consistence of this bias across the
20 GCM-RCM chains evaluated here comes mainly from the overestimation of the westerly
frequency common to the five driving GCMs. Our results suggest that a better simulation
of the synoptic circulation in winter could contribute to reduce this wet bias. Significant
circulation biases also exist in summer, but we do not find them to be correlated to bias
in precipitation and temperature, implying that those regional biases originate from the
misrepresentation of physical processes at smaller spatial scales.
We propose that the choice of the bias correction method should depend on two main
criteria: i) the origin of the biases, which we argue must be better diagnosed and ii) the
purpose of the bias-corrected time series. In the context of precipitation over Switzerland,
it is important to determine what is most valuable: the right seasonal precipitation, or
how it is distributed among different synoptic circulations? The answer to this question is
application dependent and will rely on the experience of impact modelers.
Overall, circulation biases represent a real challenge for both dynamical downscaling
and the bias-adjustment of RCM simulations, because they are deeply rooted in the atmo-
spheric circulation simulated by GCMs. As more recent GCMs improve the representation
of atmospheric circulation, this should contribute to the reduction of RCM biases. Further
research is necessary to better understand the processes behind biases in GCM-RCM sim-
ulations, and to clarify how downscaling and bias-adjustment methods should account for
them.
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5.1 Emergence of bias correction methods in impact studies
Hydrological simulations driven by climate projections are a central tool to assess the avail-
ability of future water resources and changes in droughts and floods (Jiménez Cisneros
et al., 2014). Hydrological projections are, however, subject to considerable uncertainties,
originating from the chain of models employed to generate the projections and giving rise
to the cascade of uncertain (Wilby and Dessai, 2010). In this commentary, we discuss
the link between climate projections and impact models and question whether the daily
perspective prevailing in bias correction methods is appropriate for the modelling of future
impacts. At the head of the impact modelling chains, general circulation models (GCMs)
are run under different emission scenarios. These GCM simulations are performed on a
comparatively coarse grid and have to be downscaled to a finer grid to improve the repre-
sentation of atmospheric processes driving runoff generation at the catchment scale. For
this purpose, regional climate models (RCMs) are often used and are run for a certain re-
gion on Earth, using the GCM simulations as boundary conditions. While RCMs provide
simulations at scales similar to typical catchment areas, RCM simulations of temperature
and precipitation often show considerable biases when simulations for current conditions
are compared with observed data. Fischer et al. (2012), for instance, compared the simula-
tion results of 20 GCM–RCM chains with gridded data based on observations (E-OBS) for
the period 1980–2009 for three regions in Switzerland. They report, in particular, that the
majority of the model chains provided excessively wet simulations for winter periods. The
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median of the 20 projections for mean winter precipitation was about twice as high as the
corresponding gridded observations. Obviously, we cannot expect hydrological models to
simulate reasonable runoff or other variables such as snowpack, when fed with so heavily
biased climate simulations. Similar biases in GCM–RCM chains have been found in many
studies in various regions and spatial scales, which led to the development of bias correc-
tion methods (Christensen et al., 2008; Piani et al., 2010; Dosio and Paruolo, 2011; Stoll
et al., 2011). Various post-processing methods have been suggested to reduce the biases
in simulated temperature and precipitation time series (reviews by Maraun et al., 2010;
Teutschbein and Seibert, 2012). Although the influence of the bias correction on discharge
simulation depends on the amplitude of the original bias, such bias correction generally
leads to improved discharge simulations (Rojas et al., 2011; Muerth et al., 2013). However,
the post-processed fields were shown to be critically sensitive to the assumptions about the
future evolution of the biases (Buser et al., 2009) and to the observational data set used as
a reference (Sunyer et al., 2013). Further, most bias-correcting methods do not account for
the origins of the biases, often lying in the climate model formulation of highly non-linear
processes (Maraun, 2012; Bellprat et al., 2013), which led to concerns about their ability
to correct future biases in a robust way (Cloke et al., 2012; Ehret et al., 2012; Teutschbein
and Seibert, 2013). In a sense, bias correction might provide a right answer (i.e., simula-
tions looking like observations) but not necessarily for the right reasons. These limitations
did not prevent the use of bias correction methods to grow in hydrological impact stud-
ies, essentially because of their ease of application and because without bias correction,
GCM–RCM simulations can lead to substantial errors in hydrological projections. Among
the different bias correction methods that have been suggested, quantile mapping has been
found to provide particularly good results (Themeßl et al., 2011b; Teutschbein and Seibert,
2012) and is increasingly used (e.g., Finger et al., 2012; Forzieri et al., 2014). However,
in almost all impact studies, the bias correction is performed for daily data. Discharge
or other hydrological variables such as soil moisture or groundwater levels, on the other
hand, often are a result of accumulated precipitation and/or temperature anomalies over
several days, weeks or months. With this commentary, we raise the question whether the
bias correction performed on daily data is appropriate for hydrological impact studies.
5.2 Beyond the daily perspective
Extremes in discharge, i.e., both high and low flows, are in most cases caused by precipi-
tation events spanning more than a day and are strongly influenced by antecedent wetness
conditions. This is clear for low flow conditions, which are not caused by a single day
without rainfall or snowmelt but by a period of small water inputs. For instance, the heat
wave that struck Europe during the summer of 2003 found its roots in the precipitation
and soil moisture deficit accumulated since the spring of 2003 (e.g., Fischer et al., 2007).
Similarly, high flows are usually caused by rainfall over several days rather than by a single
day’s rainfall. A recent example for Switzerland is the August 2005 flooding event, which
was preceded by wet conditions and was driven by a multiday rainfall event, exceeding
260mm in 72 h in some parts of the Alpine range (Bezzola and Hegg, 2007; Jaun et al.,
2008). For the purpose of this commentary, we explore in a simple way the sensitivity of
discharge to multiday statistics of precipitation time series using rank correlation coeffi-
cients over 1986–2006. Our focus was on 11 mesoscale catchments (catchment area from 24
to 350km2), all located north of the Alps in Switzerland with mean catchment elevations
varying between 550 and 1400m a.s.l. The correlation between maximum annual discharge
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and the precipitation in the preceding n days (including the day of maximum discharge
as the last day in the series) was computed. Additionally, the current precipitation index
(CPI , Smakhtin and Masse, 2000), which corresponds to the better known antecedent pre-
cipitation index (API) plus the precipitation on the current day, was computed iteratively
as
CPI(t) = kCPI(t− 1) + P (t) (5.1)
where P (t) is the precipitation on day t and the daily recession coefficient k was set to
0.85. The obtained CPI was then correlated to the maximum annual discharge. The re-
sults indicated that for most study catchments, the maximum discharge was more strongly
correlated to the precipitation summed over the preceding 2 to 6 days or to the CPI than
to the same day precipitation amounts (Figure 5.1). This supports the argument that mul-
tiday precipitation amounts are at least as important as 1-day amounts for the occurrence
of floods. Here, we take the ability of the climate model to reproduce maximum 4-day
precipitation amounts as an indication of its capacity to correctly capture multiday rain-
fall events. We assume that this variable should be represented correctly in the climatic
data to allow for reliable flood modelling. We performed a similar analysis for low flows,
correlating the lowest annual discharge with the precipitation amounts cumulated over the
preceding weeks. Correlations were lower than for floods, principally because evaporation
plays a larger role for low flows, but was not accounted for in the present analysis, which
is focused on precipitation. The sensitivity of discharge to prolonged dry periods would be
better studied using, for instance, a hydrological model instead of simple correlation coef-
ficients. For this commentary, we assume that the minimum 14-day precipitation amount
is relevant for the generation of low flows or situations with low soil moisture (hydrological
or agricultural drought). Finally, we considered interannual precipitation variability, as
these fluctuations are a driving component of climate time series (Blöschl and Montanari,
2010) and play a crucial role in the assessment of extreme events frequency and possible
change thereof. To assess the interannual precipitation variability, we first computed the
total precipitation amount in the winter and summer for each year of the reference period
1980–2009. For each season, we then computed the standard deviation among these 30
seasonal amounts and used it as an estimate of the interannual variability. The larger the
interannual variability, the larger the chances of an anomalously dry or humid season to
occur (for a discussion of the influence of climate variability on the occurrence of extreme
events, refer to, e.g., Schär et al., 2004; Seneviratne et al., 2012b).
5.3 Biases before and after quantile mapping
We used the precipitation simulations by the RCM CLM forced by the GCM HadCM3Q0
run in the framework of the ENSEMBLES project (van der Linden and Mitchell, 2009).
We compared these simulations with daily observations from a network of 392 rain gauges
for the period 1980–2009. At least 80% of the daily observations were available for each
station. The following six seasonal characteristics for the winter (DJF) and summer (JJA)
were considered: mean precipitation, frequency of wet days (at least 1mm/day), mean
precipitation on wet days, mean 14-day minimum, mean 4-day maximum and interannual
variability. In contrast to the three first characteristics, the three last variables are mul-
tiday to interannual statistics. RCM interpolation was conducted using inverse distance
weighting accounting for elevation dependence. Bias correction was performed using quan-
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Figure 5.1: Rank correlation between the annual maximum discharge and the precipitation
sum over n preceding days (including the day of maximum discharge) against the respective
number of days. The strongest correlation is indicated by a dot. Additionally, the corre-
lations between the annual maximum discharge and the current precipitation index (CPI)
are shown as dots at the left side of the figure. Each line and dot represents one of the
catchments, which are all located north of the Alps in Switzerland. The colours indicate
the respective mean catchment elevation, which varied between 550 (red) and 1400m a.s.l.
(blue).
tile mapping relying on empirical cumulative distributions, which was found to be the most
satisfying method in the comparison led by Gudmundsson et al. (2012). We evaluated the
results by calibrating the bias correction on 27 years, evaluating it on the 3 remaining
years and repeating the process a total of 10 times to cover the whole 30-year period. The
obtained 30-year time series were then evaluated against station records. The difference
in the variables computed over 30 years results from a combination of GCM–RCM biases,
scale effects, measurement and interpolation errors and natural climate variability. Here,
we do not separate these components and refer to their combined effect as bias in the
following. The revealed large biases in all six characteristics (Figure 5.2, first and third
columns). Winter precipitation is overall aﬄicted by large biases over the Alps, in par-
ticular over their northern flanks, with a large overestimation of the mean precipitation,
as reported in other studies (Themeßl et al., 2011a; Fischer et al., 2012). Similar biases
appear in the maximum 4-day total and in the interannual variability. The orientation
and location of the zone with the highest bias suggest that the model does not correctly
capture the influence of the Alps on precipitation. Summer precipitation is generally un-
derestimated. After applying quantile mapping, biases for the first three characteristics
were mostly eliminated (Figure 5.2, second and fourth columns). In contrast, for the three
multiday to interannual characteristics, although the biases were generally reduced, large
discrepancies between the observations and the RCM simulations remained after the appli-
cation of quantile mapping. This result is in agreement with Wetterhall et al. (2012) who
compared seven bias correction methods applied to 18 RCMs driven by ERA-40 reanaly-
sis data in a UK catchment. They found that the correlation coefficients for the annual
maximum 5-day precipitation were improved by the different bias corrections.
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Figure 5.2: Comparison of RCM simulations for precipitation with observations from 392
gauge stations in Switzerland, each circle representing one station. Each map shows the
relative bias between observations and RCM simulations for 1980–2009, the relative bias
in variable X being computed as (XRCM −XOBS)/XOBS . The columns depict the effect
of quantile mapping (QM) for winter and summer precipitation. The rows correspond to
the selected characteristics of the precipitation time series. The main lakes and rivers, and
hence valleys, are indicated in the background by black lines.
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5.4 Robustness of quantile mapping
Just like the robustness of hydrological models that needs to be evaluated for events differ-
ent from those used in the calibration period (Klemeš, 1986), we argue that bias correction
methods should be evaluated on characteristics that they have not been explicitly been
trained for. This enables us to establish whether bias correction approaches, such as the
popular quantile mapping, are more than ‘mathematical marionettes, dancing to match the
calibration data’ (Kirchner, 2006). The successful improvement of the first three charac-
teristics in our study should not come as a surprise, as these characteristics can be directly
derived from the cumulative distribution function (CDF) of the daily precipitation values.
Quantile mapping does nothing more than train the CDF to agree with the observed CDF,
and once the CDF is correctly reproduced, the three daily characteristics are corrected by
definition. Fitting the CDF of each station is a simple task, given the number of degrees
of freedom. The bias correction relies on 101 transfer functions (one per percentile) for
each station and season. It thus would be surprising if the corrected daily variables did not
correspond to the observed variables. In contrast to the daily characteristics, the multiday
to interannual variables cannot be directly derived from the CDF of the daily precipitation
amounts. Quantile mapping is hence not explicitly designed to correct for such statistics.
Applying bias correction to daily values will change the multiday statistics, as daily and
multiday statistics are to some extent related, for example, mean precipitation and 4-day
precipitation amounts or wet-day frequency and minimum 14-day precipitation amounts.
It is a priori unclear whether correcting the daily values would also lead to a correction of
the multiday characteristics. Assessing this ability is an interesting robustness test for bias-
correction methods. Our results revealed that this test was failed, as large biases in the
multiday to interannual characteristics remained after the bias correction for most stations
(Figure 5.2). Of particular concern is the remaining bias in the interannual variability,
suggesting that the occurrence of dry and wet years is not represented properly in the data
forcing impact models. In other words, bias correction via quantile mapping is a targeted
and restricted correction. It helps to correct a set of characteristics, but the resulting sim-
ulations might still not agree with observed time series in other aspects. The importance
of this depends on the sensitivity of the impact model. It is now unclear which biases in
RCM projections are the most detrimental for hydrological projections, as systematic eval-
uations are so far lacking. The overestimation of the frequency of drizzle days by RCMs is,
for instance, regularly reported in the literature (e.g., Teutschbein and Seibert, 2012) and
can be efficiently corrected by quantile mapping (Figure 5.2). However, it might be that
biases in other statistics, such as in the 4-day precipitation amounts or in the interannual
variability, will induce more worrying errors from a hydrological perspective but are not
satisfactorily corrected using quantile mapping.
While several studies investigate the effects of bias correction on precipitation and
temperature (e.g., Piani et al., 2010; Dosio and Paruolo, 2011), those using impact models
to investigate the consequence of bias reduction in the modelled impacts (e.g., Cloke et al.,
2012; Muerth et al., 2013) are still rare. They are, however, of great importance, as simple
sensitivity analyses such as the one used in this commentary do not handle the complex
interactions between precipitation and temperature driving the annual cycle, droughts and
floods. In contrast, using the post-processed time series to force a hydrological model would
enable an integrated assessment of RCM and bias correction methods at the catchment
scale.
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5.5 Concluding remarks
To summarize, RCM simulations are usually corrected at daily time steps, and even after
this correction, significant biases remain for hydrologically more relevant characteristics in
the precipitation time series. While we here demonstrate this based on data for Switzerland,
there is little reason to believe that the general result would be different for other regions.
This is because this outcome is more related to the formulation of the bias correction scheme
than to the climate or topography of the study area. Although some downscaling and bias
correction method account for a wide range of timescales (Buser et al., 2009; Bordoy and
Burlando, 2014), we argue that this issue has been largely overlooked in impact studies so
far, and one has to be aware of this additional source of uncertainty.
Robust bias reduction could be achieved on the basis of a better understanding of
the causes of biases in climate models. Recent studies, however, showed that large biases
were found in the state-of-the-art climate model data set (Wang et al., 2014) and that
some biases did not decrease and sometimes increased since the last model generation
(Mueller and Seneviratne, 2014), despite considerable investments in model development
and computing facilities. This suggests that identifying and addressing the causes of biases
in climate projections will require considerable effort and time. In the meantime, and in
parallel with further model development, we propose to further investigate bias- correction
approaches by going beyond the daily timescale, as the number of impact studies relying on
bias correction is increasing, both within and beyond the hydrology community. Finally,
and from a more general perspective, we propose a more systematic quantification of the
consequences of bias correction on impact simulations. Together with the traditional eval-
uation of biases in climate projections, this should provide new insights into the sensitivity
of hydrological simulations to biases in the input data and guide the further development
of impact modelling chains by, for instance, informing us on how much complexity should
go into bias correction methods.
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6.1 Introduction
Assessing the robustness of hydrological models under contrasted climatic conditions should
be part of their evaluation (Klemeš, 1986; Andréassian et al., 2009), and there is a grow-
ing number of studies investigating this aspect of model performance (Seibert, 2003; Merz
et al., 2011; Seiller et al., 2012; Coron et al., 2012, 2014). Robust models are particu-
larly important when hydrological modeling is performed under future climatic conditions
(Refsgaard et al., 2013), as models simulating well the system in its current state do not
necessarily captures well its changes under climate change (see discussion on climate models
in Racherla et al., 2012).
A pressing issue, directly relevant for model robustness under climate change, is the
usually assumed stationarity of parameter values over time. Modeling experiments by Merz
et al. (2011) and Coron et al. (2012) using conceptual hydrological models revealed that
assuming transposability of parameters values over time in changing climatic conditions can
lead to significant biases in discharge simulations. The amplitude of these biases usually
increases with the difference between the climate (temperature and precipitation) of the
calibration and simulation period. This raises the question whether parameter values need
to be modified over time to reflect changes in hydrological processes induced by climate
change. Such a question denotes a focus on the contribution of internal processes (i.e.,
catchment processes) to discharge generation.
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Here we adopt a different perspective and explore the contribution of external forcings
(i.e., changes in precipitation and temperature) to changes in discharge. After all, in
a robust hydrological model, discharge variability should be induced by changes in the
boundary conditions, and not by changes in parameter values. We propose to explore the
robustness of hydrological models by assessing their ability to capture observed trends in
the water balance (discharge and evapotranspiration). Trend analysis is commonly used for
the detection of environmental changes induced by global warming, for instance changes
in temperature (e.g., Ceppi et al., 2010). In hydrological research, trends in discharge
observations for instance aim to investigate the response of watersheds to climate change
(e.g., Stahl et al., 2010). For catchments in Switzerland, which is the region of interest of
this study, Birsan et al. (2005) reported a significant increase of winter discharge in many
catchments over the last decades. They suggest that it stems in particular from the increase
of days with a minimum daily temperature above 0◦C. Yet surprisingly few studies have
so far tried to capture observed trends in discharge using hydrological models. Stahl et al.
(2012) used for instance global hydrological models to assess trends in discharge in areas
with a low density of catchments with long discharge records and little human impacts.
They found that the mean of the ensemble captured satisfactorily the observed changes
in discharge, but they did not explicitly evaluate model robustness when simulating the
water balance under changing conditions.
Trends in water balance are a measure, integrated over time and the basin area, of
the basin’s response to climate change. Their analysis can highlight transitions from a
hydrological regime to the other, such as the shift from nival to pluvial regime (or glacial
to nival) caused by temperature increase and characterized in particular by an earlier onset
of the discharge increase resulting from snow and ice melt (Barnett et al., 2005; Bundesamt
für Umwelt BAFU (Eds.), 2012). Hydrological models driven by climate projections inform
us about which changes to expect in the future, and as such can provide useful insights
into changes already occurring, but not emerging yet from discharge natural variability.
Further, although several studies looked at transient discharge changes at the annual scale
(e.g., Merz et al., 2011; Coron et al., 2012), changes at shorter time scales can be more
significant, as annual averages can for instance mask a decrease of summer and an increase
of winter discharge.
Some of these seasonal changes can be captured by a hydrological model, even of low
complexity, in which the value of model parameters is held constant. For instance, snow
melt simulated by a degree-day routine will occur earlier under a warmer climate, without
requiring any change in the routine. If the simulated trend corresponds to the observed one,
the system may be described as robust or flexible under a changing climate. In contrast, a
model might fail to reproduce observed hydrological changes when constant parameter val-
ues are assumed. In such situations, in which a model ‘breaks’, time-dependent parameter
values might help to reflect the changes in hydrological processes.
To explore model robustness under changing conditions, and the potential benefit of
time-varying model parameter values, we used the conceptual model HBV (Seibert and
Vis, 2012) over 1971-2010 in four undisturbed research catchments in Switzerland. We
calibrated HBV first over the whole period, and then for each of the four consecutive 10-
year periods, similarly to Merz et al. (2011). We used these two setups, together with
observations of daily precipitation, temperature and discharge to address the following
questions:
1. What are the observed trends in temperature, precipitation, discharge and evapo-
transpiration in the study catchments over 1971-2010?
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2. How well are trends in discharge and evapotranspiration captured by HBV using
external forcing alone, i.e., with no change in parameter values?
3. When HBV is calibrated over 10-year periods, is there a drift in parameter values
and if yes, can this drift be related to observed changes in physical processes or to
calibration artefacts?
6.2 Data and methods
6.2.1 Study catchments
Our study investigates changes in the water balance induced by global warming, so we
excluded catchments subject to human alterations, such as modifications of soil cover or
the construction of dams. We restricted our attention to research catchments designated
and monitored by the Swiss Federal Office for the Environment. Further the selected
catchments had to satisfy the following criteria:
1. Daily discharge obeservations available since at least 1971.
2. No significant glacierized area, because glaciers add another source of uncertainty
to the determination of the water balance, in particular because their contribution
varies over time as they retreat.
3. Low percentage of karstic soils, as the particularly heterogenous storages and water
flows they lead to is poorly captured by conceptual models calibrated using discharge
data alone (e.g, Hartmann et al., 2013).
4. Catchments representative of the main hydrological regimes of Switzerland, except
glacial regimes.
Key characteristics of the selected catchments are presented in Table 6.1. We retrieved
temperature T and precipitation P data from the 2 km gridded datasets RhiresD and
TabsD (Frei, 2013) produced by the Swiss Federal Office of Meteorology and Climatology,
MeteoSwiss. Although HBV does not fully benefit from the 2 km resolution because of its
semi-distributed nature, it is an advantage that stations data were combined with state-
of-the-art methods, using nonlinear profiles and non-Euclidean distances for temperature,
instead of e.g., simple IDW or bilinear interpolations.
Observations of daily discharge Q were provided by the Swiss Federal Office for the
Environment. The periods used for the averaging of the time series are as follows. Winter
is defined as the period from December to February and summer as June to August.
Further, we consider hydrological years throughout this study, with for instance the year
1993 starting on October 1, 1992 and finishing on September 30, 1993. Similarly, winter
1993 started on December 1, 1992 and finished on February 28, 1993. All the annual
River Gauging station Area [km2] Mean elevation [masl] Regime Karstic area [%]
Dischmabach Davos 43.3 2372 glacio-nival 0
Allenbach Adelboden 28.8 1856 nival alpine 8
Murg Waengi 78.9 650 pluvial-inferior alpine 0
Breggia Chiasso 47.4 927 pluvio-nival meridional 0
Table 6.1: Key characteristics of the study catchments (www.hydrodaten.admin.ch).
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averages, including for temperature and precipitation, were computed for hydrological
years.
6.2.2 Hydrological model and modeling experiments
The hydrological model HBV is a conceptual semi-distributed model. The version used
in this study (Seibert and Vis, 2012) was run using a discretisation of the catchments
in 100m-elevation zones. HBV has three main routines, namely a snow routine, a soil
routine and a groundwater routine, and relies on 14 free parameters determined here by
calibration. In order to asses eventual trends in the parameter values as a consequence of
climate change, one key parameter for each routine was scrutinized:
1. snow routine: PCFMAX [mm◦C−1d−1] is the degree-day factor regulating snow melt
and the refreezing of liquid water in the snow pack (Eqs. 1 and 2 in Seibert and Vis,
2012).
2. soil routine: PFC [mm] is the field capacity (the capacity of the soil reservoir), which
influences the partitioning of the available water (rainfall and snowmelt) between the
soil and the upper groundwater reservoir, and is also involved in the estimation of
the actual evapotranspiration (Eqs. 3 and 4 in Seibert and Vis, 2012).
3. groundwater routine: PK0 [d−1] is the recession coefficient of an additional outlet of
the upper groundwater reservoir (Eq. 5 in Seibert and Vis, 2012).
The potential evapotranspiration EPOT was estimated from extraterrestrial radiation
and the mean daily temperature (Eq. 3 in Oudin et al., 2005). The actual evapotranspira-
tion E (referred to as evapotranspiration in continuation) was estimated as the difference
between precipitation and discharge (P − Q), which implies that changes in catchment
water storage and the contribution of eventual glaciers to discharge are considered small
enough to be neglected.
The mean precipitation and temperature prescribed for the whole catchment were
adjusted for each elevation zone by assuming a precipitation increase of 5% per 100m and
a lapse rate of 0.5◦C per 100m, as the typically used value of 0.65◦C per 100m appeared to
be too high in our area and in other mountainous ones (Blandford et al., 2008; Immerzeel
et al., 2014).
To assess whether trends in the climate data are sufficient to reproduce eventual trends
in observed discharge and estimated evapotranspiration, we performed two calibrations
relying on different periods:
Calibration A: a calibration for the whole 40-year period, which is considered, for this
setup and period, as the best calibration with constant parameter values.
Calibration B: a separate calibration for each of the four consecutive 10-year periods,
which enabled the investigation of drifts in parameter values, and at a later point, will
enable the assessment of the eventual benefit of time-dependent model parameters.
Calibration was performed using a genetic algorithm (Seibert, 2000). The objective
function was an equally-weighted combination of Nash-Sutcliffe efficiency (Nash and Sut-
cliffe, 1970) and mean absolute relative error (as in e.g., Staudinger et al., 2011). The
calibration algorithm was run 10 times for each period and catchment, yielding 10 pa-
rameter sets of comparable quality. Note that other similar studies (Merz et al., 2011;
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Coron et al., 2012) considered a larger number of basins, but did not explore parameter
uncertainty for individual basins.
6.2.3 Trends in the water balance and changes in HBV parameter values
Changes in temperature, precipitation, discharge and evapotranspiration were assessed
using non-parametric Mann-Kendall tests, whose null hypothesis is that no monotonic
trend (either upward or downward) is present, and are widely used in climate change
studies (e.g., Schmocker-Fackel and Naef, 2010; Ceppi et al., 2010).
We tested the times series for significant trends, and assessed whether HBV simulations
showed (or not) the trends we found (or not) in observations (estimations for evapotran-
spiration). In the following we consider that HBV performs well when the simulated time
series shows a trend when the observations do, and no trend when there is none in the
observations. The level of significance is 5%.
Discharge projections indicate that the future hydrological regime of a given catchment
will be similar to the current regime of catchments at lower elevation (e.g., Bosshard et al.,
2013b). It hence might be possible to apply a trading-space-for-time approach (Merz et al.,
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Figure 6.1: Observed discharge (black line) and spread of the 10 simulations (calibration
A, blue area) for the 1970-2009 annual cycle (top row) and 2011 daily values (middle
row). Rank histograms (bottom row) indicate the rank of the observed discharge among
the 10 ensemble members for each day of 1970-2009. A U-shape means that observations
are frequently outside of the ensemble range, a J-shape means that the ensemble usually
underestimes the observations.
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2011; Singh et al., 2011), and transfer parameter values from catchments at low elevation
to catchments at higher elevation to model their future discharge. To test whether space
can be traded for time in our study catchments, we produced a novel type of plot, and
represented on the same x-axis different catchments and different time periods ordered
according to their mean precipitation or temperature, and on the y-axis the value of a
selected model parameter for these periods and catchments.
6.3 Results
6.3.1 Performance and uncertainty sampling of HBV simulations
Before investigating trends in HBV simulations, and discussing parameter values, it is
necessary to investigate how well HBV captures the observed discharge, and to assess
how much uncertainty is covered by the ensemble of simulations based on the 10 param-
eter sets generated by calibration A. The annual discharge cycle is well reproduced, the
ensemble usually encompasses the observations, but underestimates the discharge in the
Dischmabach catchment during most the year, as well as both peaks in the annual cycle
of the Breggia (Figure 6.1). The hydrographs for 2011 and the rank histograms further
reveal that for daily values, the ensemble is usually too narrow to include the observa-
tions. Increasing the number of parameter sets does not significantly change this situation
(preliminary result, not shown). This underscores that parameter uncertainty is only one
source of uncertainty, and that for instance errors in the input data, or the incorrect rep-
resentation of catchment processes because of model formulation, are not reflected by the
spread of the ensemble.
6.3.2 Observed and simulated trends in temperature, precipitation, discharge and evap-
otranspiration
Temperature increase is significant both for annual and summer means in the four catch-
ments (Figure 6.2). It is weaker in winter (Ceppi et al., 2010). In contrast to temperature,
seasonal and annual precipitation means do not show significant trends.
The correspondance between observed and simulated discharge trends is generally sat-
isfying (Figure 6.3). HBV captures for instance the significant increase of winter discharge
in Allenbach catchment, and does not generate significants trends in the other catchments,
where the observations do not show significant trends either. The temperature increase
in winter does not systematically lead to an increase of winter discharge, that one might
expect as a result of more precipitation falling as rain, and rapidly contributing to dis-
charge generation. This shift is clear in hydrological simulations driven by climate models,
in particular for alpine (temperature-driven) catchments (Bosshard et al., 2013b), but so
far does not systematically emerge from discharge records (Birsan et al., 2005). Although
HBV relies on a conceptual representation of snow accumulation, based on temperature
and not on energy balance, it captures this tendency well. Overall, the discharge evolution
for Allenbach and Murg is in good agreement with the simulations. Although the annual
Breggia discharge overestimated, the simulations capture well its observed decrease, be-
cause of a rather stable bias over time. Finally, as could be expected from the previous
section, the spread of the ensemble of linear regressions is quite narrow and does not include
the linear regressions derived from the observations.
None of the four catchments shows a significant increase in evapotranspiration, which
is consistent lysimeter measurements in Switzerland (Figure 6l in Seneviratne et al., 2012a)
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and with the finding that evapotranspiration does not necessarily increase when tempera-
ture increases (Jung et al., 2010). Note that in the Dischmabach catchment, the observed
discharge exceeds the observed precipitation. This might be partially explained by glacier
melt, which we did not account for, but might also originate from an error in the observed
time series derived for this catchment. These two possible causes contribute to explain
why HBV underestimates Dischmabach discharge.
It is important to note that the quite good robustness of HBV stems partially from the
setup of calibration A, which uses the whole dataset for parameter estimation. Simulations
with parameters estimated using only one decade of the time series (calibration B) will
probably be less robust.
6.3.3 Trading space for time
If parameter values could be directly inferred from the catchment mean temperature (pre-
cipitation), then there would be a clear organisation of the symbols in each panel of the
first (second) row of Figure 6.4. For instance, if the value of a parameter increases when
the temperature during its calibration period increases, then its value would be higher for
lower (warmer) catchment. It is however hard to find such a clear pattern in the symbols
of Figure 6.4. PCFMAX decreases as the temperature in Allenbach increases, yet its value
is lower in Dischmabach, although the Dischmabach is higher and has a lower mean tem-
perature. Similarly, PFC seems to increase with mean precipitation, but in Allenbach its
value is much higher than what could be expected from its value in other three catchments.
Finally, parameter equifinality is well represented by the spread of parameter values for the
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Figure 6.2: Variations of temperature (top) and precipitation (bottom) in the four study
catchments in winter (blue) and summer (orange) for 1964-2009, and corresponding linear
regression (thick lines). The p-value of the Mann-Kendall test for the seasonal and annual
means is provided in the upper left corner of each panel, and is in bold if below 5%.
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Figure 6.3: Variations of yearly (top row), winter (second row), summer discharge (third
row) and yearly evapotranspirtation (bottom row) in the four study catchments for 1970-
2009. Black lines denote observations and their associated linear trend. The blue areas
are the envelopes of the trends simulated using the 10 parameter sets (calibration A). The
p-value of the Mann-Kendall test for the observations and the mean of the ensemble is
provided in the upper left corner of each panel, and is in bold if below 5%.
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same period and catchment (same symbol and color), which underscores that for a given
catchment under given climate conditions, parameter uncertainty is important.
6.4 Discussion
6.4.1 HBV robustness under changing climate conditions
The results obtained so far show that changes in the water balance are well captured
by HBV even if its parameter values are kept constant. Upcoming simulations, using
parameter sets from calibration B, will provide further insights into HBV robustness in
changing conditions. Its robustness might decrease if parameter values obtained from the
first (coldest) decade of the time series (1970s) are used for the simulation of the last
(warmest) decade. Further, running HBV over the 40-year period using successively the
four parameter sets derived from the 10-year periods will allow to test the benefit of a
time-dependant parameters. It is possible that the gain will be modest. This would point
towards structural problems, and advocates for the identification and further development
of more robust model formulations.
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Figure 6.4: Parameter values for PFC , PCFMAX and PK0 (first, second and third column)
estimated using calibration B. Each element corresponds to a parameter set, the color
refers to the catchment and the symbol to the period of the calibration. 10 parameter sets
were produced for each catchment and period. The x-coordinate of each symbol indicates
the mean temperature (top) or precipitation (bottom) during its calibration period.
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6.4.2 Relating time and space to increase the robustness of parameter estimation?
Encouraging results were already obtained by trading time for space to estimate parameter
values (Singh et al., 2011). Yet as shown in the framework of the decade of Predictions
in Ungauged Basins (PUB, Hrachowitz et al., 2013), the transfer of parameters from one
catchment to the other is not trivial. In fact, before considering the change of parameter
values over time, we need to ask ourselves: what do parameter values correspond to? They
reflect hydrological processes, which depend in particular on the climate, vegetation and
geology of the catchment, hence on catchment properties. But they are also ‘effective pa-
rameters’ (Beven, 1989): they help to capture a wide range of physical processes leading to
discharge, but they are not themselves parameters with a physical meaning, which makes
them difficult to transfer from one catchment to the other. Further, parameter values help
to compensate for errors in the input data, but since these errors are often catchment
specific, different catchments need different corrections. Finally, parameter values often
also help to correct for the errors introduced by the inadequate formulation of hydrological
processes in models. Merz et al. (2011) for instance argued that evapotranspiration would
increase because of the significant increase in air temperature, and used this argument to
explain drifts in parameters values. But instead it could be that the parameterisation cho-
sen for evapotranspiration is too sensitive to temperature increase (Sheffield et al., 2012),
overestimates real evapotranspiration under warm conditions, and creates a compensating
drift in parameter values, which would be a modeling artefact and not a sign of catchment
response to climate change.
6.5 Preliminary conclusions and outlook
We showed that the evolution of the water balance observed over the last four decades
in four Swiss catchments can be captured reasonably well by HBV, even if its parameter
values are kept constant. This is a sign of robustness not necessarily expected from a simple
conceptual model. Upcoming simulations, using shorter periods for model calibration, are
however expected to be less robust than the simulations showed in this study. They
will enable us to assess the potential benefits of time-dependent parameter values for
hydrological modelling in changing climatic conditions.
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Abstract
In the context of climate change, both climate researchers and decision makers deal with
uncertainties, but these uncertainties differ in fundamental ways. They stem from different
sources, cover different temporal and spatial scales, might or might not be reducible or
quantifiable, and are generally difficult to characterize and communicate. Hence, a mutual
understanding between current and future climate researchers and decision makers must
evolve for adaptation strategies and planning to progress. Iterative two-way dialogue can
help to improve the decision making process by bridging current top-down and bottom-up
approaches. One way to cultivate such interactions is by providing venues for these actors
to interact and exchange on the uncertainties they face. We use a workshop-seminar
series involving academic researchers, students, and decision makers as an opportunity to
put this idea into practice and evaluate it. Seminars, case studies, and a round table
allowed participants to reflect upon and experiment with uncertainties. An opinion survey
conducted before and after the workshop-seminar series allowed us to qualitatively evaluate
its influence on the participants. We find that the event stimulated new perspectives on
research products and communication processes, and we suggest that similar events may
ultimately contribute to the midterm goal of improving support for decision making in a
changing climate. Therefore, we recommend integrating bridging events into university
curriculum to foster interdisciplinary and iterative dialogue among researchers, decision
makers, and students.
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7.1 Introduction
‘There are many approaches to conceptualising uncertainty’ – Pete Fisher
Uncertainty is an inherent component of research on climate change and of adapta-
tion to its impacts. It spans from projecting future climate change (e.g., Hawkins and
Sutton, 2009) to assessing regional impacts and vulnerabilities (e.g., Füssel and Klein,
2006; Bosshard et al., 2013a) and designing adaptation policies (e.g., Dessai and Hulme,
2004). Despite the presence of uncertainty throughout these fields, both its sources and
the methods for its handling are heterogeneous. Uncertainty regarding climate change
is often conceptualized as a cascade rather than a singular problem (Wilby and Dessai,
2010), with uncertainties from the climate system at the top of the pyramid cascading
to lower levels representing impact modeling and then adaptation (the so-called top-down
approach). Moving down this chain, uncertainties that principally stem from physical
processes and can be quantified (e.g., Knutti and Sedláček, 2012) may compound with
uncertainties of a social, political, or economic nature, which are often more qualitative
and less quantifiable (e.g., Demeritt et al., 2007). Incorporating these uncertainties into
decision processes is challenging, in particular, because of the different nature of these
uncertainties; the distinct structures in which climate researchers, impact modelers, and
decision makers operate (e.g., Dabelko, 2005; Vogel et al., 2007); and the different con-
ceptions of these actors regarding what information is useful for decision making (Dilling
and Lemos, 2011). In an attempt to overcome these limitations, scholars have advocated a
better consideration of end-users’ vulnerabilities before incorporating climate information
(the so-called bottom-up approach, e.g., Brown and Wilby, 2012). Finally, in order to
progress with decision making in the presence of uncertainties, there is a growing body of
literature suggesting that scientists, policymakers, and concerned publics should go beyond
one-way approaches (either top-down or bottom-up) and instead engage in interdisciplinary
and iterative dialogue, hereafter referred to as IID (e.g., McNie, 2007; Dilling and Lemos,
2011).
To foster IID, several channels have been proposed and are now operational. They in-
clude boundary organizations, climate services agencies, and informal knowledge networks,
which we describe below. There is, however, little discussion in the literature about how
people involved in these institutions gain the understanding and skills necessary to help
IID occur. In this commentary, we propose to develop academic events with the goal of
familiarizing researchers, decision makers, and students to IID. We use outcomes from a
workshop we organized to reflect on the following question: how can academic events set
the basis for interdisciplinary and iterative dialogue to occur?
7.2 Top-down and bottom-up approaches for decision-making under un-
certainty
How are we to deal with uncertainties when producing climate projections, assessing im-
pacts and vulnerabilities, and designing adaptation strategies? Two main approaches can
be distinguished, usually referred to as top-down and bottom-up approaches (see Weaver
et al., 2013, for a comparison). In the prevailing top-down paradigm, the backbone con-
sists of a model chain, usually involving one or several emissions scenarios and climate
models, often followed by one or several downscaling methods. Downscaling derives locally
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relevant climate data from the global-scale predictions generated by coarser resolution cli-
mate models, which are used to drive one or several impact models at a finer scale. At
each step, uncertainties are sampled using different models and/or parameter values and
are then propagated to the next element of the model chain. Results are then presented
as an ensemble of equally weighted model runs or combined as probability distributions
(e.g., Tebaldi et al., 2005; Knutti et al., 2010). Climate change impacts are then often
derived from the combined effect of several parameters (e.g., Fischer and Knutti, 2012)
and are typically assessed at the regional scale (e.g., Addor et al., 2014). To advance
our understanding of current and future changes, there is a steady effort in the research
community to increase the complexity of climate and impact models. Yet although newer
generations of models are better at representing the observed climate (e.g., Knutti et al.,
2013), this does not necessarily lead to decreased uncertainty in the climate projections
(Knutti and Sedláček, 2012). Further, part of the uncertainty is irreducible due to the
natural variability of the climate system (Deser et al., 2012a) and would remain even in
the hypothetical case of unlimited computing resources and deterministic knowledge of the
system. Finally, if such top-down projections inform us about which changes to expect,
researchers have increasingly questioned whether they provide much guidance on how to
mitigate these changes (Dessai and Hulme, 2004; Dessai et al., 2009; Prudhomme et al.,
2010; Brown and Wilby, 2012). As phrased by Lemos and Rood (2010), useful projections,
i.e., projections that scientists perceive to be relevant for user groups, are not necessarily
usable by these user groups, i.e., do not necessarily help them advance a decision process.
In response to this mismatch, some physical and social scientists have developed so-
called bottom-up approaches. They build on the premise that system sensitivities and user
needs and vulnerabilities must be understood first, and that climate projections should be
used later to inform rather than to drive the analysis. Indeed, it is not critical that
uncertainties be reduced or fully characterized, but rather that their effects on decisions
taken are better understood in order to inform the decision making process (Brown and
Wilby, 2012; Weaver et al., 2013).
Such approaches commonly rely on three main steps. One starts with the evaluation
of the key sensitivities of a systemor the vulnerabilities of a particular population or a
community (Wisner et al., 2004; Brown et al., 2012). Direct dialogue with stakeholder
and user groups is essential to establish which circumstances might alter their particular
activities. For instance, in the study by Brown et al. (2011), stakeholder groups whose
activity is linked to Lake Superior (e.g., involved in commercial shipping or wastewater
management) were asked under which lake levels and for what duration they would consider
their situation as either ‘acceptable’, posing ‘significant negative impacts, but survivable’,
‘intolerable without policy changes’. Other climate-sensitive systems include health and
food supply, ecosystems, and infrastructure, with differential impacts depending upon a
group’s access to resources. As the next step in the assessment, researchers determine the
climatic conditions (typically changes in temperature and precipitation) that would lead
to critical situations, for instance using a stochastic framework (Steinschneider and Brown,
2013). Finally, climate information is used to determine how likely these situations might
become in the future. Hence, climate change information only enters in the last stage of
the approach, and although this may include climate model projections, it could just as
easily include information derived from paleo-climate data or expert elicitations (Brown
et al., 2012).
Bottom-up approaches offer several advantages. Since they involve users in the first
stages of the study (i.e., including in problem definition, choice of scope, and selection
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Figure 7.1: Schematic representation of the flow of information between climate researchers
and decision makers in the top-down and bottom-up approaches (left and right columns,
respectively). As these two approaches may turn into one-way communication modes,
alternative approaches relying on channels to support iterative dialogue (as shown in pur-
ple, see text for examples) have been proposed to aid knowledge production and support
decision-making under uncertainty.
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of credible climate information), they are expected to increase the legitimacy accorded to
climate projections, improve the relevance of outputs, and ultimately raise the chances
of success of adaptive action (Vogel et al., 2007). They can contribute to the emergence
of more robust decisions, i.e., solutions that perform well under a wide range of climate
outcomes (Dessai et al., 2009; Wilby and Dessai, 2010). Further, bottom-up approaches
respond to calls from social scientists for climate change research to engage with contextual
or ‘starting-point’ vulnerability rather than with outcome vulnerability (Kelly and Adger,
2000). In the latter, vulnerability is an end-result of projected impacts on a particular
exposure unit; in the former, it is the present incapability to cope with a variety of external
changes as a result of interacting social, political, economic, and environmental conditions
(Wisner et al., 2004; O’Brien et al., 2007). The bottom-up approach is better suited
to integration with contextual vulnerability assessments such as community-based self-
assessment of coping capacities and participatory risk-mapping exercises (Smith et al.,
2000; Tschakert, 2007). Indeed, this approach significantly expands the definition of who
is considered to be a relevant ‘decision maker’ to include community-level organizations
that are too often left on the receiving end of decision making. If a vulnerability analysis
reveals that the system or community is not particularly sensitive to changes in climate, or
that the impact of other stressors far outweighs climatic impacts, then model projections
may be irrelevant to the decision making and their time-consuming processing may be
avoided (Brown and Wilby, 2012). Similarly, once vulnerabilities to changes in climate
are established, new climate projections may be compared to these vulnerabilities as they
become available, without the need to rerun the impact model (Prudhomme et al., 2010).
As discussed earlier, top-down approaches typically fall short when the information
provided by climate researchers does not correspond to the needs of decision makers. Yet
adopting a bottom-up approach does not automatically lead to an improved understanding
between the parties. In fact, similar communication problems can occur, in which the ex-
pectations of the user groups are beyond the reach of the climate community. For instance,
in a bottom-up framework, a sensitivity analysis might be carried out to determine under
which climate conditions the reliability of a water supply system will be compromised.
Although these conditions might be clearly identified, quantifying their probability under
a changing climate can be at the very edge of, and often beyond, the present understanding
of the climate system under global warming. Uncertainty is higher at smaller spatial scales
and is higher in variables such as the variance than it is in the mean. Yet it is often pre-
cisely the changes in complex variables at small spatial scales that are relevant for impact
studies and decision making (Brown and Wilby, 2012). One-way bottom-up requests from
practitioners to climate scientists can end up in a dead end, if it turns out that available
climate data and our present understanding of the climate system cannot provide the re-
quired information. In such cases, bottom-up approaches fall short. In summary, a key
issue is the typical lack of convergence between the information that can be derived from
climate data and the information needed to support decision making.
7.3 Fostering IID to aid decision making under uncertainty
To overcome the limitations of purely one-way approaches, scholars have advocated an
increased two-way dialogue. Brown and Wilby (2012) propose to adopt a ‘top-down meets
bottom-up’ framework, McNie (2007) calls for a ‘reconciliation of the supply of scientific
information with users’ demands’, and Dilling and Lemos (2011) argue that ‘co-production
of knowledge requires iterativity between scientists and potential users/stakeholders’. Sim-
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ilarly, Nowotny et al. (2001) argue that in order to generate knowledge that remains valid
outside the confines of purely theoretical and experimental science, new modes of commu-
nication subject to ‘frequent testing, feedback, and improvement’ are required. Two key
characteristics are crucial to sustain future dialogue: interdisciplinarity and iterativity. In-
terdisciplinarity should be understood here in a broad sense, such that it is not restricted to
exchanges across academic disciplines, but instead includes exchanges between climate re-
searchers and decision makers. Note that we conceptualize decision makers in the broadest
terms, including practitioners within organizations, end users of projections, communities
considering adaptation options, as well as more traditional policymakers and planners.
Furthermore, dialogue between these actors should also be iterative, that is, not only two-
way but also ongoing and open-ended. For such exchanges to maintain salience, credibility,
and legitimacy for multiple audiences and actors, ‘true dialogue’ requires that ‘scientists
and users be brought together with equal standing for setting agendas, designing products,
and evaluating successes’ (Cash et al., 2006). We follow Lemos and Morehouse (2005)
definition of iterativity as ‘(a) the extent to which the interactions between scientists and
stakeholder participants influence how scientists pursue science and how stakeholders un-
derstand the possibilities and limits of science, (b) the range of uses to which the scientific
knowledge may be put, and (c) the practical value of such knowledge’. Such iterative modes
of knowledge production about climate change contain greater possibilities for innovation
and societal impact (Lemos and Morehouse, 2005).
To further support improved dialogue and better accommodate uncertainty, various
channels exist that help to foster interdisciplinary, iterative and more complex (multi-
party) forms of dialogue (Bidwell et al., 2013; Hoppe et al., 2013). These include chan-
nels such as boundary organizations, academic events, and informal knowledge networks
(Dilling and Lemos, 2011; Lemos et al., 2014, see Figure 7.1). Boundary organizations,
for instance, help to foster dialogue by providing a network to broker information between
scientists and practitioners with a focus on the science–policy interface (Lemos and More-
house, 2005; Vogel et al., 2007). Additional channels to support dialogue and the flow of
information include publicly funded projects or branches within federal organizations that
have been launched to guide adaptation strategies, as well as university centers that help
to bridge the gap between researchers and practitioners (e.g., UKCIP at the University
of Oxford, Stockholm Environment Institute, Oregon Climate Change Research Institute,
Pacific Climate Impacts Consortium at the University of Victoria, and African Climate
and Development Initiative at the University of Cape Town, among many). Other infor-
mal information sharing takes place, for instance, on internet platforms that disseminate
information on adaptation, allowing users to both access and share information and data
(e.g., http://climate-adapt.eea.europa.eu, http://weadapt.org/), and via courses organized
to guide the use of climate model output and appropriate use of downscaled projections
for adaptation and policy development (e.g., using regional climate model data for Alpine
impact research (Salzmann et al., 2013) and CSAG Winter School, University of Cape
Town). This type of information sharing during a course or workshop can often have more
impact and result in better application of the information than if learned elsewhere (e.g.,
via internet or journal article, Bidwell et al., 2013).
Despite the growing number of channels facilitating communication and dialogue be-
tween climate researchers, users, and practitioners, critical gaps still exist. In particular,
many forums for exchange primarily engage already-established researchers and decision
makers within traditional networks. Communities of climate researchers and decision mak-
ers are also evolving rapidly and new models that facilitate communication will need to
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take this into consideration, for example, through the development of bridging organiza-
tions that act to support and strengthen independent smaller networks and decentralize
the flow of information, as is being done with the Great Lakes Integrated Sciences and
Assessments Center (Bidwell et al., 2013). We propose that one way to expand both
the range of participants and the content included in this dialogue, and thereby improve
traditional communication channels, is through training and pedagogical responses that
introduce students and academics from a wide range of backgrounds to interdisciplinary
dialogue (shown in Figure 7.3).
7.4 A workshop on ‘Uncertainty in Decision-Making in a Changing Cli-
mate’
We introduced an innovative workshop-seminar series at the University of Zurich to demon-
strate the form such a response might take. Our workshop is used here as an example of
how such events can be used to facilitate current and future dialogue between evolving
groups of climate researchers and decision makers. The event was designed to generate
interactions between a wide range of participants: nine expert speakers from academia,
industry, government, and humanitarian aid and development, as well as bachelor, master,
and PhD students (i.e., undergraduate and graduate students) and academic staff. The
main goals were to:
1. provide participants with an overview of the current research on uncertainty and on
how uncertainty is dealt with by decision makers,
2. overcome existing barriers to communication (e.g., limited opportunities for informal
face-to-face interactions) and thereby enhance mutual trust and understanding on
which collaborations can be based (Dabelko, 2005; Vogel et al., 2007), and
3. expose students at an early stage of their professional life to multidisciplinary col-
laborations (e.g., Gornish et al., 2013) and real-world problems involving decisions
under uncertainty.
The event began with a 2-day workshop and was followed by case study assignments
in which participants spent 2 months grappling with uncertainties with implications for
decision making. This led to the incorporation of the material into an existing course that
is mandatory for all masters students in the Department of Geography. More details on
the workshop-seminar series are provided in the Supporting Information.
7.5 Shifting conceptions about decision-making under uncertainty
To explore the impact of our 2-day workshop on participants’ perspectives about communi-
cation between scientists and decision makers, we conducted an anonymous opinion survey
before and after the workshop. Participants were asked ‘What information and tools should
be exchanged between researchers and decision makers to better address uncertainty?’ The
responses visualized in Figure 7.2 show a shift in perspectives regarding the relationship
between researchers and user groups as a key outcome (see Supporting Section 7.7.2 for
methodology). This shift is from a pre-workshop vertical conceptual model of interactions
between researchers and user groups to a post-workshop horizontal model. Before the
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event (Figure 7.2a), participants’ responses paralleled the dominant approach of top-down
climate change impact modeling, prioritizing outputs that could be generated by academic
researchers based on their expertise and their apparently more direct access to climate
information. For instance, better data visualizations, quantifications of uncertainty, and
metadata were among the most recurrent key words and were each suggested in approxi-
mately 20% of responses. In this vertical model, researchers bestowed data-based products
to decision makers, who were minimally involved, by specifying the kinds of information
they require. This model resembles the classic ‘pipeline model’ or ‘loading-dock approach’
of science–society relationships identified and critiqued by social studies of science and
expertise (Nowotny et al., 2001; Cash et al., 2006), and indeed some respondents even used
the term ‘pipeline’.
In contrast, participants’ responses after the event (Figure 7.2b) tended to prioritize
processes rather than products. For instance, previously prioritized outputs such as visual-
izations were virtually discounted (appearing in only one response), and recommendations
to produce quantifications of uncertainty and metadata were only half as frequent as be-
fore the event. Instead, the most common recommendations were for dialogue (35%) and
more frequent and improved channels for communication (30%). In this ‘flatter’ model,
researchers and decision makers engaged in institutionalized dialogues and frequent com-
munication, exchanging their needs, expertise, and even personnel. There was an increasing
recognition that such exchanges must allow for decision makers to specify and iteratively
define what kind of information they need (mentioned in 20% of post-workshop responses
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Figure 7.2: Shifting perspectives on the communication of uncertainties in the decision-
making process, before and after an organized two-day workshop promoting dialogue ex-
change. Here, results from an opinion survey conducted before and after the workshop
(a: n=53, b: n=42) are visualized, where font size is scaled based on the code’s relative
frequency in each set of responses. Items in blue are concrete outputs or deliverables,
while items in green are processes; note the shift from the former to the later, from pre-
to post-event responses.
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versus 10% of pre-workshop responses). Responses also suggested that the local knowl-
edge and priorities of affected communities struggling with the uncertainties surrounding
climate change should inform both researchers and decision makers and shape the design
and coproduction of relevant outputs – a concept that was completely absent from pre-
workshop responses but appeared in 15% of post-workshop responses. This conceptual
model of interaction, which we characterize as ‘horizontal’, is neither a strict bottom-up
nor a top-down relationship. Rather, it is an iterative and flexible relationship that may
assume different forms based on the needs, priorities, and data available.
A second set of qualitative evidence corroborates this perceptual shift among partic-
ipants. The workshop ended with a spirited round table discussion and budgeting exer-
cise that included the speakers and the audience. All participants were asked ‘What are
the most urgent cross-cutting challenges posed by uncertainty in a changing climate, and
how can researchers and user groups collaborate to address them?’ To gage responses,
we deployed a mock ‘participatory budgeting’ exercise in which participants were asked
to allocate hypothetical grant money among eight proposals, derived from speaker pre-
sentations and discussions throughout the workshop (see Supporting Section 7.7.3 and
Supporting Figure 7.4). Participants’ budget allocations prioritized proposals that facili-
tated processes (e.g., dialogue, developing novel communication channels, acknowledging
and engaging local knowledge) over proposals that resulted in end-products (e.g., better
projections, better data, or insurance). These responses implied a shift away from a ‘deficit
model’ of science communication and decision making, in which members of the public are
conceptualized as simply lacking knowledge that scientists should produce and provide
(Locke, 1999; Crow and Boykoff, 2014), and toward an iterative model of problem defini-
tion and research design that engages with multiple forms of knowledge, including local
and indigenous ‘uncertified’ expertise about environmental change (Wynne, 1996; Collins
and Evans, 2002; Vogel et al., 2007). They also reflected a recognition that the irreducible
nature of some types of uncertainty means that social values and priorities are inevitably
present in environmental decision making.
It is important to note that neither the two-round opinion survey nor the participatory
budgeting activity were controlled experiments, but rather workshop exercises. As such,
our results do not permit us to definitively assign causality for the patterns observed. As
demonstration research, they do allow us to hypothesize that such academic events can
lead to perceptual shifts about how best to address uncertainty in a changing climate,
away from prioritizing ‘pipeline’ top-down models toward more horizontal, iterative, and
interdisciplinary dialogue.
7.6 Conclusions and outlook
Uncertainty will continue to be an inherent part of climate change research and pose
challenges for decision making. When dealing with uncertainty in the context of impact
modeling, vulnerability assessment, or adaptation planning, it is crucial to better under-
stand the effects of uncertainties on the decisions in question. IID is therefore central, as
it enables bridging of current top-down and bottom-up approaches, thus overcoming ex-
isting barriers to communication and enhancing mutual trust and understanding on which
collaborations can be based (Dabelko, 2005; Vogel et al., 2007). In this study, we explored
how an academic event may set the basis for IID to occur.
We conducted two short evaluations: a two-stage survey and mock budgeting exercise.
Their results suggest that even a short 2-day workshop can change participants’ perspec-
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tives on addressing uncertainty. In both exercises, participants prioritized processes over
products. Given these findings, we suggest that the workshop helped the participants to
better conceptualize the myriad constraints of data, actors, and institutions attempting to
address uncertainty. We formulate three hypotheses that could be systematically tested in
future studies of similar events:
1. The workshop helped the participants to better understand the sources of uncer-
tainty inherent to climate projections, to acknowledge that these uncertainties are
not necessarily reducible (natural variability), and hence to realize the importance of
working with decision making schemes that can accommodate these uncertainties.
2. The workshop helped the participants to recognize that beyond the quest for better
models and less uncertain projections, it is crucial to achieve a better correspondence
between the information provided by the scientific community and the information
needed for decision making by user groups. This is supported by the fact that
second-round survey responses and budgeting allocations placed a higher priority on
processes, by which such needs can be reconciled, than on products themselves.
3. The workshop helped the participants to realize that given the difficulty – and in
some cases, the impossibility – of reducing uncertainty in climate projections and
achieving a perfect match between available and requested data, the ability to find
compromises between desirable and actually available data is critical.
In other words, although in some cases, new model runs can produce the information
required by user groups, quite often, the desired information cannot be provided. Never-
theless, other aspects of future climate changes with relevance for decision making can be
assessed, which may still enable some progression of the decision process. Although itera-
tion allows for better understanding, it does not necessarily result in changes in the needs
of decision makers. We nevertheless suggest that IID can enable progress by reaching inter-
mediate goals, allowing decision makers to articulate and revise their needs in conversation
with researchers, and possibly to devise novel ways of producing proxy outputs.
After the workshop-seminar series, a student evaluation showed that student par-
ticipants became proactive in incorporating interdisciplinary dialogue into their existing
projects. Yet some kind of monitoring and longer term goals are necessary to ensure that
the change of perspectives observed during the workshop persists. To this end, we suggest
two mechanisms: applied case studies carried out over several months and modular inte-
gration into existing required courses within the curriculum (see Supporting Sections 7.7.4
and 7.7.5).
These findings suggest that concerted replication of similar events is a promising way
to multiply the interactions between academics and decision makers, which are ultimately
necessary to inform robust adaptation strategies. On the basis of our experience as orga-
nizers, the written evaluation of the workshop by the participants, and the oral feedback
gathered, we identify three key recommendations for the organization of future events:
i) create an interdisciplinary environment, ii) keep case studies manageable, and iii) pro-
vide concrete methods to deal with uncertainty (see Supporting Section 7.7.6).
In conclusion, we see such events as promising ways to intensify future interdisciplinary
collaborations (Gornish et al., 2013) and produce competent facilitators to broker infor-
mation between scientists and decision makers (Dilling and Lemos, 2011). Our experience
shows that a workshop can reach, bring together, and benefit a wide range of participants,
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such as experts from industry, government, academia, humanitarian aid and development,
and students and academic staff. As such, these workshops and classes are useful ways to
complement and strengthen other channels fostering IID (e.g., boundary organizations and
informal networks). We encourage the organization of similar events, with the midterm
goal of improving adaptation strategies and better mitigating climate impacts.
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7.7 Supporting information
7.7.1 Presentations
With presentations during the workshop, speakers introduced participants to the following
topics:
1. Sources and types of uncertainties, including an uncertainty taxonomy (Fisher, 1999).
2. Uncertainty in climate models and scenarios (Deser et al., 2012a; Knutti and Sedláček,
2012; Knutti et al., 2013).
3. Visualizing uncertain information (MacEachren, 1992).
4. The social and political frameworks governing adaptation to future flooding in Eng-
land (Demeritt et al., 2007).
5. Uncertainties in hydrological projections and their implications for water resource
management, with a focus on developing more robust adaptation strategies (Wilby
and Dessai, 2010).
6. Managing uncertainties and contradictory information in development cooperation
(SDC Swiss Agency for Development and Cooperation, 2012).
7. Methods for handling uncertainty and climate risk in the reinsurance sector (Swiss
Reinsurance, 2010).
8. The World Food Programme perspective on assessing uncertainty and risk relating
to food security (Hazell et al., 2010; World Food Programme and Oxfam America,
2013).
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9. Holistic assessment of vulnerabilities and adaptation measures in development coop-
eration (Clot, 2008; IISD, 2012).
7.7.2 Structure and evaluation of the opinion survey
To assess the influence of the workshop on participants’ perspectives on exchanges be-
tween scientists and decision makers, we conducted an opinion survey before and after
the workshop. Participants were asked ‘What information and tools should be exchanged
between researchers and decision makers to better address uncertainty?’. Anonymous re-
sponses were solicited from all workshop participants (including the invited speakers) at
the beginning of day 1 (Figure 7.3, round 1) and again at the conclusion of day 2 (round 2)
using index cards with unique identifiers. To analyze patterns among responses and detect
changes over the course of the workshop, responses were digitized and coded for content.
Content analysis via coding is regularly employed in qualitative data analysis in social sci-
ence and education research (Corbin and Strauss, 2008). Codes are researcher-generated
constructs of a few words that distill concepts appearing in individual pieces of language-
based data for the purpose of detecting patterns, creating categories, and building theory
(Saldaña, 2013). In this case, coding was conducted by two collaborating individuals in
two cycles using the qualitative data analysis software Atlas.ti. Initial or ‘open’ coding
identified the discrete conceptual categories and relationships evidenced in the responses,
followed by focused coding that grouped and refined initial codes based on their frequency
and significance (Saldaña, 2013). From a total of 95 responses (53 pre-workshop and 42
post-workshop), we derived 57 codes. A simple frequency analysis allowed us to derive the
code’s relative frequency across the entirety of responses and to see whether this changed
from round 1 to round 2. Codes with a relative frequency ≥ 0.10 in each round of responses
were then selected for visualization.
7.7.3 Funding options for the mock budgetary exercise
For the mock budgetary exercise, each person was given three sticky notes marked ‘1’, ‘2’,
and ‘3’, and asked to rank their funding priorities. The proposals were the following and
the participants’ votes are summarized in Figure 7.4:
1. Invest in computational capacity and basic science to generate better climate mod-
els, and thus better predictions and understanding, which can then inform decision
makers and other users.
2. Invest in instrumentation and data management to produce better, and more, obser-
vations.
3. Explore the potential of local knowledge and ‘uncertified’ expertise, prioritizing sim-
plicity over sophistication.
4. Invest in better and more frequent communication, communication tools, and insti-
tutionalized forums; promote transparency of scientific assessments.
5. Facilitate dialogues at the science-practice interface to identify research questions
and share findings.
6. Use the scientific risk assessment tools and principles of insurance to assess and
manage risks in the face of uncertainty.
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Figure 7.3: Overview of the components of the workshop, case study seminar and in-
corporation into a mandatory master’s course for geography students entitled ‘Thinking
Geographically’.
7. Rather than focusing on uncertain future climate change impacts, invest in adapta-
tion to extreme weather now.
8. Prioritize tools for sustainable development that reduce vulnerability through hori-
zontal learning between communities rather than external technical solutions.
7.7.4 Case studies: exploring uncertainties in applied research
Following the workshop’s expert presentations and roundtable discussion, students were
broken into teams and assigned an extended real-world case study developed in collabora-
tion with practitioners, many of whom were invited workshop speakers. The case studies
required students from different subdisciplines of geography (geographic information sci-
ence, remote sensing, physical geography, and human geography) to work in teams with
members from bachelor to doctoral levels over a two-month period to identify and describe
uncertainties for five applied cases, and further think about how these might influence or
be incorporated into the decision-making process. Teams then presented their findings to
each other in a one-day seminar.
The five case studies were developed based on both in-house expertise and on-going
projects that would allow for an analysis of uncertainties by the student groups and fa-
cilitate discussion about the decision-making process. The case studies dealt with the
uncertainties in:
1. a landslide early warning system in Colombia (Huggel et al., 2010),
2. the implemention of biochar technology in sugar cane farms in southern India (Singh
et al., 2012),
3. flood forecasting and management for the city of Zurich (Demeritt et al., 2007; Addor
et al., 2011), and
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Figure 7.4: Summary of options to allocate hypothetical grant money, with participants’
top three hypothetical budget priorities (with first priority votes indicated in solid dark
gray, second priority votes with gray diagonal lines and third priority votes in solid light
gray).
4. an adaptation and microinsurance project for food security in Ethiopia (World Food
Programme and Oxfam America, 2013).
The fifth case study investigated the visualization of uncertainties for decision-making
(MacEachren et al., 2005; Kleiner, 2013). Students looked critically at the visual depiction
of uncertainties through a defined user experiment in order to understand how visualiza-
tion choices influence a decision maker’s perspective and the decision taken. The group
developed an online survey that presented participants with two comparable visualizations,
with one having no representation of uncertainty, and the other having some form of uncer-
tainty representation. The results from this case study were incorporated into a master’s
thesis on this topic (Kleiner, 2013). Thinking about visualization and communication of
results was an particularly useful exercise for students and one that could be developed
into a more in-depth seminar or course module.
We found it important to provide the participants with concrete tools to deal with
uncertainty. This is in particular supported by the following example. The case study that
looked at implementing biochar technology in India came up with four different categories
of uncertainties including those related to the production method (methodic uncertainties);
the properties of biochar and its interaction with the agroecological system (environmen-
tal uncertainties); cost-benefit uncertainties (economic uncertainties); and uncertainties
related to whether farmers would accept or ‘like it’ enough to actually implement the tech-
nology in their sugar cane farms (social uncertainties). Although identification of these
uncertainties was a useful exercise, participants had difficulties thinking about what types
of decision makers might use this information and how they might further be incorporated
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into decisions made.
7.7.5 ‘Thinking Geographically’: incorporation of workshop elements into the curricu-
lum
Building on the workshop case studies and feedback, we incorporated some of the material
into an already-existing course within the department’s master’s curriculum called ‘Think-
ing Geographically’. Three short lectures drew on material from the workshop, providing
perspectives from physical, social, and geographic information sciences as well as top-down
versus bottom-up approaches for assessing impacts and approaching adaptation. Students
in the course then went on to work on case studies again in teams, with a focus this time on
broader topics. In comparison with the case studies linked to the workshop, these less nar-
rowly defined cases encouraged more exploratory discussion within the groups about risks
and potential uncertainties within decision-making processes, especially related to more
qualitative aspects stemming from the human geography perspective, and more critical
reflection on the methodology applied for risk assessment and management.
7.7.6 What are the key elements for productive dialogue-generating academic events?
1. Create an interdisciplinary environment. Feedback for the two-day workshop was
very positive, with two thirds of the participants rating it as ‘very successful’ in
fostering cross-disciplinary learning and discussion. The speakers commented among
themselves on how few occasions they normally have to exchange on their experiences
on dealing with uncertainties. The students also found that the workshop’s different
format from ordinary lectures encouraged them to talk freely and raise questions,
but thought the two-day format was too brief. Three months after the workshop,
many physical geography students reported that they had found new motivation to
integrate human geography and development studies into their curriculum. Profes-
sors attending the workshop also found new inspiration, and incorporated elements
of the workshop into their classes.
2. Keep case studies manageable. Although the students praised the multi-level teams
of bachelor, master, and PhD groups formed to work on case studies, two thirds
rated them only ‘somewhat successful’. This average evaluation likely reflects the
fact that the participants were given quite difficult tasks related to their case studies
in comparison to the more positively evaluated workshop, in which they listened to
engaging presentations from speakers. The difficulties they had with the case study
exercises nevertheless congruously emphasized the real-world difficulty in addressing
such challenging and interdisciplinary issues. Indeed, the difficulty in carrying out
the tasks in the case studies also reflects the barriers to introducing interdisciplinary
climate change issues into curriculum (Davison et al., 2014).
3. Provide concrete methods to deal with uncertainty. Although participants found
case studies to be a useful exercise, many wished for more concrete decision making
scenarios and analytical tools that could have been used and applied within the case
studies (see the example in Supporting Section 7.7.4). Overall, if the workshop were
to be organized again, our main recommendation would be to familiarize participants
with concrete technical methods to facilitate decision making in the face of uncer-
tainty. For instance, for the case studies, the participants could establish, possibly
in a simplified way, the vulnerabilities of a community or infrastructure, and would
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then be provided with some uncertain climate information that they would assess
and use to explore future risks (see e.g., the visuals in Brown and Wilby, 2012) and
make recommendations. They could then be given a complementary set of climate
data, such as simulations from the latest climate models, to introduce the importance
of flexible adaptation frameworks.
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Conclusions and outlook
Note: The conclusions are encapsulated in three sections, each of them being followed by a
related outlook section, whose title is a question.
8.1 The mismatch between RCM simulations and observations
Discharge projections are based on the combination of climate models and hydrological
models. This combination is complicated by systematic differences between climate model
outputs and observations. Pragmatic methods exist to coerce model simulations so that
they look like observations, but their ability to correct simulations under future conditions
is questionable, in particular because they do not address nor identify the reasons behind
this mismatch. In this thesis, we investigated one reason behind the mismatch between
model outputs and observations: errors in the synoptic atmospheric circulation, which
primarily stem from the general circulation model (GCM) driving the regional climate
model (RCM). We used circulation types to characterize the atmospheric circulation and
to address the research questions outlined in Section 1.7 for Chapter 4. We found that
GCM-RCMs capture the frequency and regime of circulation types under present climate
reasonably well, but that some severe circulation biases exist. We reported in particular
a systematic overestimation of the frequency of westerly flow in winter and we demon-
strated its contribution to the overestimation of winter precipitation over Switzerland.
Precipitation and temperature simulations are overall more affected by circulation biases
in winter than in summer. We investigated how well one of the most widely used methods
for bias-correction (quantile mapping) deals with theses biases. We found that circulation
biases lead to residual errors in the ‘bias-corrected’ time series. We demonstrated that
the amplitude of these residual errors can be large in case of large circulation biases, and
may deteriorate impact simulations (Chapter 4). The shortcomings of quantile mapping
also clearly appeared when investigating variables important for the modelling of rare and
damaging hydrological events, such as floods and droughts. We found that the quantile
mapping method falls short. It corrects well for biases in daily variables, such as the fre-
quency of wet days, but fails to capture multi-day statistics relevant for extreme events,
such as precipitation over 4 consecutive days (Chapter 5). Our results stress the importance
of better identifying and accounting for the origins of biases in RCM simulations.
Although the mismatch between RCM simulations and observations is usually referred
to as ‘model bias’, suggesting that it is caused by model limitations alone, we investigated
the contribution to this mismatch of interpolation errors in observational datasets and
natural climate variability. Interpolation errors are an avoidable component of RCM-
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observation comparisons, because RCMs are run on a grid and observations are collected
by stations on an irregular network. Hence, either observations are upscaled to the RCM
grid, or RCM are downscaled to station locations. In either case errors are introduced.
Natural variability relates to the chaotic nature of the climatic system: even a perfect model
will depart from observations because it can be in a different (e.g., drier or warmer) state
than the observed system. We found that interpolation errors contribute to a major part
of the RCM-observation differences, in particular in areas of complex topography. This
implies that different datasets will lead to different biases (and performance of the model),
and hence that bias-correction should account for observational uncertainty, for instance
by using several observational datasets. As for the research questions raised in Section 1.7
for Chapter 3, we found that the influence of natural variability on the results of climate
model evaluation over multi-decadal periods was comparatively small. Hence for 30-year
means of temperature and precipitation, on which our study focussed, we argue that the
unpredictable nature of internal variability does not significantly preclude our chances to
reduce climate model biases by post-processing. The contribution of the natural variability
might nevertheless be significant for other variables, for instance extremes or trends. In
this case, we propose that both model evaluation and bias-correction should rely on several
model runs reflecting natural variability. We conclude that a sensible evaluation of climate
models and interpretation of their simulations requires a differentiation between model
errors, uncertainties in observational datasets and natural variability (Chapter 3).
8.2 How sensitive are discharge projections to errors in climate inputs?
So far the effects of bias-correction on the simulated discharge have only been investigated
by a few studies (Cloke et al., 2012; Muerth et al., 2013; Teng et al., 2015). It is for
example still unclear how uncertainties in regional observations affect the bias-correction
of climate simulations and the resulting projected discharge. But ensembles of observa-
tions are on the rise. They already exist at the global scale (Morice et al., 2012), and
ensembles of observations at the regional scale, for instance for Switzerland (C. Frei, 2014,
personal communication) and USA (E. Gutmann, 2014, personal communication) are on
their way. Using them for bias-correction and hydrological projections should provide new
insights into the contribution of observational uncertainties to the uncertainty in discharge
projections, a topic little explored so far.
Errors in climate simulations can lead to delayed errors in discharge simulations. For
instance, the overestimation of winter precipitation discussed in this thesis might have
implications later in the year in RCM and hydrological simulations. The snow pack and
especially the soil are large water reservoirs, with a long-lasting memory. Too much rain in
winter can lead to an excess of soil moisture for months, which may bias the energy balance
(more latent heat, less sensible heat) possibly leading to an underestimation of spring
temperature. If this can be observed, it would be another example of error propagation in
model chains.
Further, it is expected that the simulation of different discharge variables (e.g., mean
winter discharge or flood frequency) will be sensitive to different kinds of error in the climate
inputs, but the exact links still have to be uncovered. For instance, as stressed in Chapter
4, hydrological models might be little sensitive to residual errors in the bias-corrected RCM
simulations if those errors are smaller than observation errors. We showed in Chapter 2
that the two post-processing techniques led to similar changes in the hydrological regime,
but they might deliver different projections if extremes were considered instead. Further,
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whether these errors matter for adaptation strategies will depend on the question being
addressed (Chapter 7).
This thesis focussed on changes in mean temperature and precipitation and in the
hydrological regime, and not on extremes. This choice was made for two reasons. Firstly,
the correct simulation of mean quantities is a pre-requirement for the correct simulation
of extremes, for instance because mean quantities strongly influence soil moisture, which
has a crucial influence on the occurrence or not of a flood for a severe precipitation event.
Second, although many impacts are related to punctual extreme events, many impacts are
driven by the baseline, for instance the input of water into a reservoir. That said, several
research questions addressed in this thesis could be reformulated to focus on extremes
instead of mean quantities.
8.3 The contribution of hydrological models to projection uncertainty
In Chapter 2, we used a particularly large ensemble of model chains to better understand
which sources of uncertainty affect discharge projections most, and to assess the influence
of hydrological models on the simulated future discharge. This setup allowed us to answer
the research questions defined in Section 1.7 for Chapter 2. We found that the climate
models and natural climate variability have overall the most significant contribution to the
variance of the projected discharge, but the choice of emission scenario plays a large role
by the end of the 21st century. Further, the contribution of the hydrological models to the
projection uncertainty varies strongly with catchment elevation.
We found that in lower elevation catchments, the contribution of the hydrological
models to the overall uncertainty was barely significant. In other words, both simple and
more complex models delivered similar projections. We proposed that in this situation,
future discharge changes such as the earlier snowmelt peak and lower summer discharge
are primarily driven by the projected increase of temperature and decrease of summer pre-
cipitation, to an extent that the differences between the models are overruled. This led to
the emergence of robust changes, despite uncertainties in the hydrological projections. It
should however not be concluded that hydrological model complexity does not matter for
discharge projections, but rather that uncertainty needs to be put in its context, related
to the uncertainty and robustness of the other elements of the model chain. In higher
elevation catchments, where snow, glaciers, dams and topography make hydrological mod-
eling challenging, significant differences appeared between the simulations of the different
hydrological models, making them a significant source of uncertainty. This points towards
deficiencies in the representation and calibration of atmospheric and hydrological processes
in catchments of complex topography.
In Chapter 6 we investigated trends in the water balance of four study catchments
over 1971-2010. Preliminary results indicate that although temperature increased signifi-
cantly, there were no significant trends in actual evapotranspiration estimates. Trends in
precipitation records were not significant. The ability of the conceptual model HBV to
reproduce observed trends in discharge and evapotranspiration with constant parameter
values was overall good, which suggests more robustness that might have been expected.
When HBV was calibrated over 10-year periods, trends in parameter values appeared, but
we could not associate them with certainty to changes in hydrological processes. In fact,
we adopted a ‘trading time for space’ approach, which revealed that some trends in space
were inconsistent with trends in time, and underscored the challenge of physically justi-
fying the transfer of parameter values in time and space. Ongoing simulations will help
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to clarify the ability of HBV to simulate the water balance in changing conditions and to
further test the rationale behind time-dependent parameter values.
8.4 Which hydrological models for impact studies?
Hydrological models used in impact studies were usually not explicitly designed to be run
under changing conditions. Instead, the community generally uses models that perform
well under present climate, but instead of forcing them with observations, forces them
with climate projections. This leads to the question: How to design a hydrological model
well-suited for climate change impact studies? A way to address this question would be
to run competing models in parallel and compare their performance. Such an approach
based on an ensemble would however be confronted with four main challenges:
1. The effect of the different components of the hydrological models are confounded.
It is not necessarily clear why a particular model performs well. Is it for instance
because of the way its parameters were estimated, its spatial discretization or its
representation of ground water? Similarly, the good performance of some model
components can be masked by the poor performance of other components of the
same model.
2. Ensembles are not explicitly designed to sample model uncertainty. Instead, models
are typically developed by different institutes, working toward the ‘best model’, but
usually not making a concerted effort to chose different model structures or process
representations in order to sample model uncertainty. Models hence lack indepen-
dence and exhibit similar biases as a result of their similar assumptions.
3. Different execution and calibration modes make increasing the number of models
difficult. Adding new models to the ensemble helps to sample model uncertainty, but
because each model is designed and run separately (they for instance need different
input files and run under different environments), adding new models is usually
cumbersome.
4. Model performance under future conditions is difficult to assess. Models performing
well under present conditions do not necessarily capture well changes induced by
global warming (Racherla et al., 2012). Further, model performance can significantly
decrease if the model is run in climatic conditions significantly different from those
of its calibration period (Merz et al., 2011; Coron et al., 2012; Seiller et al., 2012;
Gharari et al., 2013).
To address these challenges, an option is to use the newly developed Structure for Uni-
fying Multiple Modeling Alternatives (SUMMA, Clark et al., 2015a,b). SUMMA is a mod-
ular framework allowing the modeler to chose from a range of i) spatial architectures and
discretization, ii) formulations of individual biophysical and hydrologic processes, iii) nu-
merical methods to solve model equations. A key strength of SUMMA is that competing
formulations can be compared by being successively used in the model, keeping the rest of
the model constant. This allows for the separation of their effect from that of the rest of the
model, and thereby for the systematic evaluation of model structure and formulation (this
addresses challenge 1). SUMMA enables the systematic evaluation and comparison of a
wide range of competing model formulations, thereby yielding a vastly improved sampling
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of simulation uncertainty (challenge 2). Using a unique structure allows for the recycling
of input files (issue 3). Further, models should not only be evaluated based on their ability
to reproduce observed events, the stability of their performance under changing conditions
should be scrutinized as well for instance using differential split-sampling tests (Klemeš,
1986; Andréassian et al., 2009; Refsgaard et al., 2013). This addresses challenge 4. Finally,
as discussed in Chapter 2, in order to generalize results and assess their robustness, hy-
drological modeling should to be conducted for a wide range of catchments (Gupta et al.,
2014).
SUMMA hence enables to explore hydrological model structures and formulations in
a more systematic way and for a wider range of catchments than studies thus far. This
would allow to test how strongly structure and formulation requirements are related to
catchment characteristics, systematically explore the relationship between model complex-
ity and model performance, and finally, explore the sensitivity of discharge projections to
competing model structures.
8.5 Toward stronger synergies between research and decision-making
We found that significant efforts to reduce of greenhouse gas emissions (RCP2.6) lead
to a decrease of the projected impacts on hydrological regimes by about a factor of two
(Chapter 2). This might stimulate the adoption of policies aiming toward the reduction
our carbon footprint. Further, in terms of adaptation, we considered important to iden-
tify robust changes, since if decisions had to be made based on the projections currently
available, we would recommend to base them on the changes considered most robust. We
showed that although irreducible sources of uncertainty exist (natural variability), robust
changes can be isolated. We consider these results relevant and they were part of the
CH2014-Impacts report (Rössler et al., 2014), but it is unclear whether they will influence
policy or be used for decision-making. Have they reached decision-makers and if yes, did
they provide them the information they needed?
A lot remains to be done to strengthen links between climate researchers and decision-
makers, and a key challenge is to better handle uncertainties, which are inherent to climate
change. We argue that a way to proceed is to combine the dominant ways to deal with
uncertainty in decision-making processes (bottom-up and top-down approaches), and do so
through iterative, open-ended interdisciplinary dialogue. Just like advancing hydrological
research relies on the dialogue between field hydrologists and modelers (Seibert and Mc-
Donnell, 2002), we propose that strengthening interactions and mutual understanding be-
tween the climate community and end-users can help adaptation to progress. In Chapter 7
we showed that targeted events, such as the workshop we organized, can generate a new
basis for this dialogue. This workshop provided the participants with an overview of the
current research on uncertainty and on how uncertainty is dealt with by decision-makers,
it brought together a wide range of scientists, practitioners and students, and it exposed
students at an early stage of their professional life to multidisciplinary collaborations. To
answer the research questions outlined in Section 1.7 for Chapter 7, we conducted a survey
before and after the workshop, which revealed a shift in perspectives about the relationship
between researchers and user groups. Before the workshop, participants considered that
to better address uncertainty, new products had to be generated by academic researchers
based on their expertise and their apparently more direct access to climate information. In
contrast, participants’ responses after the event tended to prioritize processes rather than
products. For instance, previously prioritized outputs such as visualizations were virtually
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discounted, and recommendations to produce quantifications of uncertainty and metadata
were only half as frequent as before the event. Instead, the most common recommenda-
tions were for dialogue and more frequent and improved channels for communication. We
propose that such academic events can contribute to foster iterative and interdisciplinary
exchanges, with the midterm goal of improving adaptation strategies and better mitigating
climate impacts.
8.6 Case studies to close the loop between research and decision-making?
In the weather analogy used in the introduction of this thesis, we stressed the importance
of producing results tailored to end-users’ needs, which actually help them with decision-
making. Identifying their needs requires a direct dialogue. For instance, in the case of the
management of a reservoir, it is essential to sit down with its operators, find out under
which circumstances their activities are at risk, but also, understand how well we can
model these conditions in the future. Those two aspects are arguably very activity- and
site-specific, which suggests that studies addressing these questions might in fact be case
studies.
Such studies will probably include more sources of uncertainty than investigated in
this thesis. For instance those related to the cost of a flood, to future energetic needs or
even to the perception of risk. Dialogue should help to determine how to best include
these uncertainties into the decision-making process. From an other perspective, such case
studies have the potential to help us to better understand the sensitivity of end-users to
imperfections in the model chain. It might not be necessary to reduce these uncertainties,
but rather, to characterize them in a reliable way. Therefore, a key element is to understand
where uncertainties are generated in the model chain and how they propagate down the
chain. This thesis provided some insights into this.
8.7 Concluding remarks on models in climate impact studies
Some might argue that in this thesis, the focus on model failure is too strong. But as Beven
(2007) puts it, ‘more may be learned from model rejection than acceptance; rejection of
a hypothesis, when properly justified, is an important stage in model development and
improvement’. It is hence crucial to assess what models can and cannot do, when they
shine and when they fail. By reporting and exploring the reasons behind their limitations,
we recognize that models are simplifications of reality (Andréassian et al., 2010). Further,
even though we report several cases of model failures, they do not prevent us from finding
robust changes in discharge projections.
To conclude, let us go back to the quote that opened this thesis: ‘[...] models’ use-
fulness rests in their ability to help us think about a system - as heuristic tools to help
us understand what we can actually observe or estimate, or as a way to challenge exist-
ing formulations and intuitions’ (Weaver et al., 2013). When models are used for impact
modeling, a lot of the attention typically goes to their outputs. It is important to know
how discharge will change in the future, yet it might be even more important to explore
how robust and uncertain projections are, and how to use them for decision-making. In
conclusion, exploring abilities and limitations of models, and engaging in interdisciplinary
dialogue, is essential to benefit from the full potential of models in the context of climate
change.
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