Numerical simulations of forced isotropic turbulence are most often formulated in Fourier space, where forcing is applied to low-wavenumber modes. For applications in physical space, low-wavenumber forcing is difficult to implement. The linear forcing recently proposed by Lundgren ͓"Linearly forced isotropic turbulence," in Annual Research Briefs ͑Center for Turbulence Research, Stanford, 2003͒, pp. 461-473͔, where a force proportional to velocity is applied, is an attractive alternative but not much is known about its properties. Using numerical experimentation, various properties of the linear forcing are explored: ͑i͒ it is shown that when implemented in physical space, linear forcing gives the same results as in spectral implementations; ͑ii͒ it is shown that the linearly forced system converges to a stationary state that depends on domain size and Reynolds number, but not on the spectral shape of the initial condition; ͑iii͒ it is also shown that the extent of Kolmogorov −5 / 3 range is similar to that achieved using the standard band-limited forcing schemes but the integral length scale ᐉ = u rms 3 / is smaller, thus reducing the effective scaling range for a given resolution. It is concluded that linear forcing is a useful alternative method that does not require transformation to Fourier space and is easily integrated into physical-space numerical codes.
I. INTRODUCTION
Numerical simulations of isotropic turbulence continue to play an important role in studies of fundamental features of phenomena associated with turbulence. The two most frequently studied types of isotropic turbulence are freely decaying, and forced ͑statistically stationary͒ turbulence. For studies in which one wishes stationarity for statistical sampling, forced turbulence is preferable over decaying turbulence. The most common method for forcing homogeneous turbulence consists of adding an external force to the NavierStokes equations for all modes in a wavenumber shell ͉k͉ = k f or within a sphere ͉k͉ ഛ k f ͑excluding the origin͒. These shells are restricted to the lowest wavenumbers, so that the force acts on the large scales of the flow, and the injected energy cascades to the small scales to be finally dissipated by viscous effects.
Several methods to evaluate the force exist. In one often used method, the force is expressed in the form f͑k , t͒ = cû ͑k , t͒, where u is the velocity field andˆdenotes Fourier transforms. The factor c is adjusted during the computation so as to keep constant the energy injection rate.
1- 4 Ghosal et al. 5 applied a force given by f͑k , t͒ = û ͑k , t͒ / ͑N͉û ͑k , t͉͒ 2 ͒ to the N wavenumbers in the chosen shell, which guarantees that the energy injection is constant and equal to the specified value . This formulation was used also by Carati et al. 6 but forcing only a fraction of wavenumbers randomly chosen in the shell.
A different approach consists of maintaining constant the kinetic energy in the lowest wavenumbers. Chasnov 7 kept ͉û ͑k , t͉͒ constant for each mode with 1 ഛ k Ͻ 2 allowing their phases to evolve. Sullivan et al. 8 maintained constant the kinetic energy in the lowest wavenumber shells ͉k͉ ഛ k f by multiplying û ͑k , t͒ in those shells by a real number evaluated from the energy change in a numerical time step. Seror et al. 9 used a forcing scheme that maintains constant the total kinetic energy by reinjecting the energy lost during each time step into the wavenumber band 1 ഛ k ഛ 5. In this way, the energy dissipated is put back at the large scales of motion. The method used by Wang et al. 10 maintains constant the energy in each of the first two wavenumber shells ͑0.5Ͻ k ഛ 1.5 and 1.5Ͻ k ഛ 2.5͒ and at the same time the energy ratio between these two shells is set to be consistent with the Kolmogorov k −5/3 scaling law. This method has been used also by Chen and Shan 11 and Mosheni et al. 3 Eswaran and Pope 12 developed a stochastic forcing scheme in which the force takes the form f i ͑k , t͒ = P ij ͑k͒b j ͑k , t͒, where b͑k , t͒ is a stochastic process obtained by combining independent Uhlenbeck-Ornstein random processes at each forced wavenumber.
2 is the projection tensor. In this case, the rate of energy supply is determined by the prescribed variance and integral time scale of the processes. Alvelius 14 simulations solving the Navier-Stokes equations in wavenumber space. However, problems that do not admit fully periodic boundary conditions ͑for instance, simulating interactions of turbulence with combustion in which conditions upstream and downstream of the flame are inherently different͒ are often simulated using numerical codes formulated in physical space ͑such as finite differences͒. The forcing schemes summarized above require knowledge of wavenumbers and Fourier-transformed velocities, quantities that are not readily available in codes formulated in physical space. Thus, there is interest to develop well-understood and documented forcing schemes that do not depend upon Fourierspace representations.
Recently, Lundgren 13 proposed a forcing scheme called "linear forcing." By means of numerical simulations in Fourier space, he showed that such forcing produces statistics at the scales between the integral scale and the inertial range ͑e.g., structure function curving͒ that resembles the curving observed from experimental data. Thus it raises the hope that this forcing might reproduce large-scale structures more realistically than traditional forcing that is restricted to sharp wavenumber ranges.
In this paper, we study Lundgren's 13 method with the aim to force turbulence in physical space for applications to problems without periodic boundary conditions. In Sec. II we summarize Lundgren's linear forcing method and in Sec. III we describe the two numerical methods used for present tests; one is a physical space based finite-difference code and, for comparison, a standard pseudospectral method. In Sec. IV the results are presented. Conclusions are summarized in Sec. V.
II. LINEAR FORCING IN PHYSICAL SPACE
The equation for the fluctuating part of the velocity in a turbulent flow can be written as ‫ץ‬uЈ ‫ץ‬t
where the primes designate turbulent fluctuations and ͗ ͘ denotes averages. The last term on the right-hand side ͑RHS͒ gives rise to the production of turbulent kinetic energy P =−͗uЈuЈ͘ : ٌ͗u͘, and it can be interpreted in Eq. ͑1͒ as the forcing of the turbulent motion by the mean shear. In homogeneous turbulence the gradient of mean velocity is zero, but the form of this term suggests 13 to force homogeneous turbulence with a force proportional to the velocity. In that situation, the momentum equation ͑with primes suppressed͒ becomes
where the force per unit mass, g, is given by
and the parameter A can be readily determined from a balance of kinetic energy for a statistically stationary state. That gives A = 3u rms 2 , ͑4͒ where =−͗u · ٌ 2 u͘ is the mean energy dissipation rate per unit mass and u rms 2 = ͗u · u͘ / 3. Prescribing this parameter A and keeping it constant during the simulation is equivalent to imposing a prescribed turnover time scale. Alternatively, A can be recalculated during a simulation using the current u rms 2 while its numerator is kept equal to some value 0 . That would make 0 a constant energy injection rate.
One goal is to apply later the linear forcing scheme in numerical simulations of premixed combustion using a fully compressible code. In the compressible case uЈ · ٌ͗u͘ is the term that directly will give rise to the production of turbulent kinetic energy by the mean flow, while other additional terms correspond to interactions between the mean flow and the density-velocity correlation. Hence, a forcing term proportional to the linear momentum can still be used, and the momentum equation is written as ‫͑ץ‬u͒ ‫ץ‬t
where S = ٌu + ٌ͑u͒ T − 2 3 ٌ͑ · u͒I, and the force per unit volume is taken as
In this case, the turbulent kinetic energy balance at the stationary state gives for the parameter B
where ⑀ =−͗u · ٌ͓ · ͑S͔͒͘ is the mean dissipation per unit volume and u rms 2 = ͗u · u /3͘ / ͗͘ is a Favre-averaged rms velocity ͑squared͒. In homogeneous turbulence the term ͗u · ٌp͘ could be replaced by −͗p ٌ · u͘, and represents the reversible part of the exchange between turbulent kinetic energy and mean internal energy. For a turbulent Mach number defined as M t = u rms / c, with c the speed of sound, the ratio of this pressure-dilatation correlation to the production of turbulent kinetic energy is of order M t 2 , in the absence of mean velocity gradients. 15 For small turbulent Mach number, the pressure-dilatation ͗p ٌ · u͘ scales with M t 2 to leading order ͑with corrections of order M t 4 and higher͒. Similarly, the ratio of the dilatational dissipation c = 4 3 ٌ͗͑ · u͒ 2 ͘ ͑coming from the divergence term in the tensor S͒ to the incompressible dissipation scales as M t 4 , with a Re t −1 dependence ͑Re t = u rms ᐉ / is the turbulent Reynolds number͒. 16 Therefore, since for the simulations to be shown in this paper the turbulent Mach number was always lower that 0.1 ͑values are given in Sec. IV͒, the effects of compressibility are negligible, and the parameters A and B become essentially equivalent ͑i.e., B Ϸ A for constant viscosity͒.
Returning to the incompressible formulation, the Fourier transform of Eq. ͑2͒ with the forcing ͑3͒ yields
where N j stands for the nonlinear term. Clearly, the forcing g = Au in physical space is equivalent to force all the Fourier modes in wavenumber space. This is the only difference with the usual forcing over a wavenumber shell, in which case the parameter A would be set to zero for k outside the shell.
III. DIRECT NUMERICAL SIMULATIONS
Direct numerical simulations ͑DNS͒ of homogeneous isotropic turbulence with the forcing described above were performed both in physical and Fourier spaces. The computational domain is a cubic box with periodic boundary conditions. The side of the box is 2. For the simulations in physical space, the computer code solves the Navier-Stokes equations in fully compressible form applying a sixth-order compact finite difference scheme, 17, 18 and the time integration is done with a third-order Runge-Kutta method. The time step is adjusted at regular intervals to keep the acoustic Courant number at 0.3 or less.
The simulations in Fourier space are performed with the incompressible form of the equations. The purpose of these simulations is first to corroborate the results of the simulations in physical space. Although the computer code for physical space DNS uses the compressible form, our application is for the low Mach number regime and, as stated in Sec. II, compressible effects are not significant, so that the results are considered comparable to the spectral incompressible computations. Also, since the computation in physical space is more time consuming, once established the consistency of the results of both codes, the simulations in Fourier space are used to extend the total time interval simulated, and to apply the scheme to finer meshes in order to allow studying Reynolds number dependence of the spectral behavior of turbulence with linear forcing. Additionally for comparison, simulations in Fourier space using the conventional method of forcing only the wavenumber shell 0 Ͻ ͉k͉ Ͻ 2 were performed. We use a pseudospectral code, with second-order Adams-Bashforth time integration for the nonlinear term, and exact integration for the viscous and forcing terms. The time step is adjusted regularly using a secondorder Runge-Kutta step, to ensure a Courant number not exceeding 0.15 or 0.2.
The initial condition for most of the cases was generated in Fourier space as a solenoidal isotropic velocity field with random phases and the energy spectrum
where u 0 2 is the initial rms velocity, and k 0 is the wavenumber at which the maximum of E͑k͒ occurs. With this spectrum the kinetic energy is concentrated in a relatively narrow band of wavenumbers, so that by changing the value of k 0 we can start from velocity fields having very different initial distributions of energy among the scales. Table I summarizes the main computed cases. Some additional simulations are defined later. For spectral simulations with 128 3 mesh points the 3 / 2 dealiasing rule was applied, and 128 corresponds to the effectively significant wavenumbers before dealiasing. The 256 3 and 330 3 cases were not dealiased, which in the case of well-resolved DNS does not affect the results in any significant way. The density for the physical space simulations was initialized as 1.0. The initial condition for case 7 was taken from an intermediate velocity field computed by case 6, and similarly for case 9 with respect to case 8.
IV. RESULTS
In this section, several questions are addressed using numerical experimentation. The first, addressed in Sec. IV A, is whether the linear forcing in the physical space formulation and spectral code give equal results. The next question addresses the effects of initial conditions. This is of interest since the linear forcing does not explicitly select a particular scale at which the forcing is applied but depends instead directly on the velocity. In Sec. IV B we perform simulations starting with very different initial conditions and study the evolution towards a final stationary state that will be seen to depend only on domain size and Reynolds number. It is also shown there that the linear forcing leads to an initial condition independent value of the integral scale, at a fixed fraction of the domain size. Finally, in Sec. IV C we explore the extent of the Kolmogorov inertial range achievable with linear forcing and compare it to forcing in low wavenumber bands at a given resolution and Reynolds number.
A. Comparison of physical and spectral space simulations
For all the results shown, the time has been made nondimensional by the eddy turnover time of the turbulence, = u rms 2 / , averaged over the final statistically stationary period. Figure 1 shows the time evolution of u rms 2 for cases 1a, 
2a, and 3a solved in physical space ͑solid lines͒. These cases have their initial kinetic energy concentrated toward high wavenumbers ͑see below͒, which causes a very intense rate of dissipation at the beginning. As a result, the kinetic energy drops very fast but it is finally able to recover and to achieve a stationary average value. The transient period is long because of the choice of an initial energy spectrum very different from the form to which it converges ͑see discussion of initial condition below͒. In the same figure are plotted the results for these cases obtained in Fourier space with the pseudospectral code, showing a good agreement between both computations. During the transient period the curves overlap, and finally converge to the same average level of kinetic energy. The differences developing in the nearly stationary final period ͑t Ͼ 17͒ can be attributed to the extreme ͑chaotic͒ sensitivity to minor initial differences ͑introduced in this case by the differences in precision of two totally different numerical methods͒. The turbulent Mach numbers M t , averaged in time for the stationary periods, for the physical-space simulations 1a, 2a, and 3a are 0.041, 0.071, and 0.091, respectively. For the case 2c ͑shown later in Fig. 4͒ the corresponding value is M t = 0.070.
The agreement between physical space and spectral results is evident in spectra of various cases displayed in Fig.  2 , where the energy spectra for cases 1, 2, and 3 solved using both methods are shown. The spectra are averaged over time after the system has reached stationarity. The excellent agreement between physical and spectral approaches is evident.
B. Effects of initial conditions
To quantify effects of initial conditions, we compare simulations started with very different initial conditions. Figure 3 shows a typical time evolution of the energy spectrum for the case 2a solved in physical space. In this case the initial spectrum has the energy concentrated toward high wavenumbers ͑the peak is at k 0 =20͒. This peak vanishes quickly because of the high dissipation rate induced by this initial condition, while at the same time the energy in the large scales is increasing continuously due to the forcing.
By t / Ϸ 5 the total kinetic energy has dropped by about two orders of magnitude. After t / Ϸ 7 the energy at high wavenumbers also starts increasing and the whole curve moves upward ͑to avoid confusion the line type is changed to dashed line͒. It may be seen that the spectrum converges to a stationary form: half of the total time elapsed in Fig. 3 is contained between the last two curves, with the spectra overlapping at the final stage. The thick line corresponds to the average of the spectra over the last 2.75 turnover times.
The time evolution equation of the energy spectrum with the forcing g = Au for this isotropic case is where T͑k , t͒ is the spectral transfer of energy. Thus, the contribution of the forcing is proportional to E͑k , t͒, which by the time t / = 7 has become very small in the highwavenumber range. Therefore, the increment of energy at high wavenumbers starting at that time is due fundamentally to the energy cascading from the increasingly energetic low wavenumbers. For the same reason, at the final stationary state most ͑but not all͒ of the energy injection is taking place at the large scales of motion. Figure 4 shows the time evolution of spectra starting from a spectrum with a low-wavenumber peak but using the same forcing coefficient ͑case 2c͒. The transient is shorter since the initial and final spectra are not as different as in the preceding case. The energy concentrated around k 0 = 2 start cascading rapidly to higher wavenumbers. Because of the lack of energy at small scales, the initial dissipation is very low and the energy of high wavenumbers continues to grow until t / Ϸ 4.8. By that time an effective dissipation has been developed and the tendency is reverted, with the whole curve moving downward ͑again the line type is changed to dashed line͒, so that the spectrum finally converges to the same final form as the case with initial k 0 = 20.
Figure 2 also presents the stationary energy spectra generated by long simulations in Fourier space with the three different initial conditions defined by the value of k 0 . Since the previous results show the consistency between the forcing in physical space and its equivalent implementation in Fourier space, the spectral simulations were used to prolong the total elapsed time, in some cases up to 176 turnover times ͑the simulations in physical space are considerably more time consuming because of the more restrictive Courant number based on acoustic velocity͒. The spectra for simulations in Fourier space depicted in Fig. 2 
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Linear forcing in numerical simulations Phys. Fluids 17, 095106 ͑2005͒ different turnover times. In all the cases, the simulations were run up to a fixed time t = 300͒. As expected, the transient period for simulations starting with the initial condition of type c ͑that is, k 0 =2͒ is shorter, since these cases only require the development of the energy transfer to high wavenumbers, and the total kinetic energy does not need to recover from an initial strong dissipation. In Fig. 8 the evolution of the actual, instantaneous parameter A͑t͒ = /3u rms 2 ͓Eq. ͑4͔͒ is reported for cases 1a-3c. It is calculated from the DNS from a direct evaluation of the viscous dissipation and rms velocities as function of time. In all these simulations A is kept constant at the values reported in Table I ͑imposed inverse time scale͒, which are indicated in Fig. 8 by the horizontal dashed lines. After the transient, the prescribed values of A are recovered in the average sense and A͑t͒ fluctuates steadily around its average in each case, confirming the fact that the turbulence has attained a stationary state.
In Fig. 9 we show the evolution of the length scale ᐉ defined by
The different initial magnitudes of ᐉ seen in the inset of the figure are associated of course with the three different values of k 0 . When ᐉ is normalized by the domain size L =2, we see that all the cases converge to an average scale near 19% of the domain size. Together with the definition of the time scale, this allows to express useful relationships between the domain size L, Reynolds number, velocity rms, and dissipation. For instance, for a given domain size L, to achieve a certain mean injection rate of kinetic energy, the proper inverse time scale to be used as forcing parameter is
The form of this relationship could be expected on a dimensional analysis basis. The forcing with constant A imposes a time scale and no length scale is selected. The only characteristic length available for the large-scale dynamics is then the domain size L. Since is determined by the inviscid properties of the large eddies, a relation of the form ϰ A 3 L 2 must hold. The numerical results show that the constant of proportionality is approximately 1.
Of course we can also force using constant by measuring the velocity rms at each time step. Tests using this approach yield very similar results ͑spectra, convergence, etc.͒ to those shown before. For example, Fig. 10 shows the evolution of the actual dissipation rate compared to the imposed value of energy injection, 0 ͑horizontal dashed line͒. This case was started from an initial condition with k 0 = 2 so that the initial dissipation is nearly zero. The dissipation increases quickly, overshooting the value of the 0 , because of the excess of energy at small scales produced during the initial transient ͑similar to the situation depicted in Fig. 4͒ , and converges finally to the imposed value ͑in the average sense͒ after about eight turnover times. Figure 10 shows also 40 energy spectra, sampled at intervals of 1.1 turnover times, during the stationary state. It can be observed again that the spectra fluctuate steadily around a converged average shape.
C. Reynolds number effects and extent of inertial range
The final average Reynolds numbers based on Taylor microscale, Re , for cases 1, 2, and 3 are 29, 39, and 51, respectively. These values are not big enough to display an inertial range in the energy spectra. Higher Reynolds numbers were obtained with simulations in meshes of N 3 = 256 3 and N 3 = 330 3 grid points ͑cases 6-9͒. The simulations were run for total times ranging from 34 to 40 final turnover times for the 256 3 cases, and for 17 turnover times for the 330 3 case. In the final spectra shown in Fig. 11 , the development of a short inertial range is seen as the Reynolds number increases, although these Reynolds numbers are still not sufficiently high to reach exactly the Kolmogorov k −5/3 law. An important question is how much the spectra obtained from the linear forcing differ from those using the traditional band-limited forcing. To this effect we perform simulations at the same Reynolds number and compare the spectra in normalized and premultiplied fashion. Figure 12 shows the spectra and confirms that the spectra have essentially the same shape except minor differences at the low-wavenumber end. These minor differences have as a consequence that the length scale ᐉ as defined in Eq. ͑11͒ is approximately ᐉ S ϳ 0.4L in the case of band-limited forcing at k Ͻ 2 ͑as shown by the solid line in Fig. 4͒ instead of ᐉ A ϳ 0.2L for the linear forcing. To the degree that it is more desirable to provide some scale separation between ᐉ and the domain size, the linear forcing would appear to be preferable to the bandlimited one. On the other hand, for a fixed Reynolds number and the same number of nodes in the simulation, the bandlimited approach ͑with forcing at k Ͻ 2͒ allows us to better resolve the viscous range ͑the case of simulations shown in Fig. 12͒ . Or, for the same level of resolution of the viscous range and the same Reynolds number, the linear forcing requires approximately twice ͑ᐉ S / ᐉ A ϳ 2͒ the resolution.
V. CONCLUSIONS
Motivated by a recent proposal by Lundgren 13 for linear forcing of turbulence, a number of tests of DNS of homogeneous isotropic turbulence have been carried out. One highly convenient feature of linear forcing is that it does not require evaluations of quantities in Fourier space which so far has significantly limited studies involving forced isotropic turbulence in physical-space based numerical codes. As remarked briefly in Sec. II, an additional plausibility argument for the appropriateness of linear forcing advanced by Lundgren 13 is that linear forcing resembles, at least dimensionally, turbulence when forced with a mean velocity gradient, which appears as a term uЈ · ١͗u͘ in the equation for uЈ.
Results show that when implemented in a physical space-based finite-difference code, the linear forcing method gives the same results as when implemented in a spectral code. Interestingly, a stationary state is achieved that does not depend upon the initial condition of the velocity field. This state is determined by the domain size, the forcing constant ͑A or ͒ and the Reynolds number.
Although with this method the forcing is not zero in the inertial subrange or in the dissipative range, no significant differences with the band-limited forcing are observed in the energy spectrum for these ranges, and small differences occur only at the low-wavenumber end, so that the difference is reflected in the integral scale ᐉ. The effect of the linear forcing in the spectral energy balance is proportional to the energy-spectrum function. For the stationary state achieved, the energy density at high wavenumbers is very small, and thus the net forcing on these scales is also very small. Even with an initial state whose energy resides mostly in the highwavenumber range, the system shows convergence to a stationary state with an energy spectrum not essentially different of that produced by a band-limited forcing. Hence, the intrinsic dynamics of inertial and dissipative ranges seems to be not modified.
With linear forcing the integral scale ᐉ at the stationary state is a smaller fraction of the domain size than with bandlimited forcing ͑with the typically used low-wavenumber shells k Ͻ 2͒. Thus, not surprisingly, to achieve a given Reynolds number the resolution requirements for linear forcing are more stringent than for band-limited forcing. Conversely, the motions at the energy-containing scales will arguably be more realistic and less contaminated by finite domain-size effects when using linear forcing. These features could prove useful in studies of dispersion, combustion, etc., where important effects occur at the energy-containing scales. 
