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ABSTRACT 
Student retention continues to be a salient issue for administrators and scholars in 
higher education. For more than 50 years researchers in numerous disciplines, including 
sociology, psychology, and economic theory, have tried to discover the reasons why 
students decide to remain in school until graduation. However, retention rates have 
remained stagnant at about 50%. Serious consequences result when large numbers of 
students do not graduate (e.g., fiscal appropriations may be reduced). Additionally, an 
institution’s reputation is created, in part, on its graduation rate and the racial diversity of 
the student body. 
Researchers have recommended finding innovative, interdisciplinary methods to 
address the “student departure puzzle.” In this pioneering study, a geographic information 
system (GIS) was innovatively used to develop a habitus retention model based on U.S. 
Census Bureau socioeconomic and demographic census-tract data. Student addresses 
were mapped to their census-tract locations to determine whether distance from a 
university had any relationship to persistence behaviors. In addition, census-tract data 
were used as a proxy for student and institutional habitus to establish how environmental 
factors affected retention rates.  
This investigation yielded a number of significant findings, especially in regard to 
females who dropped out of college and students who were still enrolled six years after 
matriculation. Moreover, habitus and geographic location proved to be important 
indicators in persistence decisions. The feasibility of using GIS technology for 
conducting student retention research was confirmed based on the results of this study.  
                                                                                  Student Retention Patterns         
  
vi
TABLE OF CONTENTS 
 Page 
Chapter 1: Introduction and Background ..........................................................................2 
Fiscal Importance ........................................................................................................5 
National Prestige .........................................................................................................6 
Accountability .............................................................................................................9 
Campus Diversity......................................................................................................13 
Statement of the Problem ..........................................................................................16 
Purpose of the Study .................................................................................................17 
Significance of the Study ..........................................................................................17 
Conceptual Framework for the Study .......................................................................18 
Definitions.................................................................................................................24 
Organization of Chapters 2-6 ....................................................................................28 
Chapter 2: Review of the Literature ................................................................................30 
Overview of Student Retention Research .................................................................30 
Major Student Retention Theories ............................................................................33 
Sociological Perspective .....................................................................................34 
Psychological Perspective ...................................................................................43 
Organizational Perspective .................................................................................51 
Economic Perspective .........................................................................................54 
Integrative Perspective ........................................................................................60 
Summary ...................................................................................................................66 
Chapter 3: Geographic Information Systems (GIS)........................................................69 
GIS Overview ...........................................................................................................70 
GIS History ...............................................................................................................74 
                                                                                  Student Retention Patterns         
  
vii
GIS in Business, Government, and Industry .............................................................76 
GIS in Education .......................................................................................................79 
 Marketing and Enrollment Services...................................................................80 
Central Michigan University .........................................................................81 
Charles Sturt University ................................................................................82 
Concordia University River Forest ...............................................................83 
McMaster University ....................................................................................85 
Ohio State University ....................................................................................86 
University of Florida .....................................................................................88 
University of Memphis .................................................................................90 
Site Planning and Facilities Management .................................................................91 
Targeting Alumni ......................................................................................................94 
Ethical Considerations of Using Information Systems  ............................................95 
Summary ...................................................................................................................99 
Chapter 4: Research Design and Methodology ............................................................102 
Type of Research ....................................................................................................102 
Research Design......................................................................................................102 
Phase 1: Determine Status of EMU Retention Programs .................................103 
Phase 2: Conduct Pilot Project ..........................................................................108 
Subjects .......................................................................................................108 
Procedure ....................................................................................................109 
Results .........................................................................................................111 
Limitations ..................................................................................................112 
Conclusion ..................................................................................................113 
Phase 3: Determine Appropriate Spatial Analysis Procedures .........................114 
                                                                                  Student Retention Patterns         
  
viii
Phase 4: Gather Data and Analyze ....................................................................114 
Data Collection and Preparation .............................................................. 115 
Hypotheses ............................................................................................... 121 
Analyses ................................................................................................... 122 
Population ................................................................................................ 124 
Eastern Michigan University ............................................................. 124 
Sample...................................................................................................... 127 
Limitations of the Study..........................................................................................130 
Chapter 5: Presentation and Analysis of Data ........................................................... 134 
Demographics of 1999 EMU FTIAC Cohort .........................................................134 
Spatial Statistics ......................................................................................................135 
Moran’s I ........................................................................................................ 143 
Hot Spot Analysis (Getis-Ord GI*) ............................................................... 144 
Z Score Rendering ......................................................................................... 146 
Nonspatial Statistics ................................................................................................150 
Socioeconomic and Demographic Attributes of Students’ Census Tracts .......154 
T Test Comparisons among Census Tracts of Graduates, Dropouts, and 
Enrolled Students ..............................................................................................158 
Conclusion for t Test Comparisons among Graduates, Dropouts, and 
Enrolled Students ..............................................................................................163 
T Test Comparisons among Graduates, Dropouts, and Enrolled Students 
by Gender ..........................................................................................................165 
Conclusion for Dropout Males and Dropout Females ......................................174 
Multiple Regression Path Analysis ...................................................................174 
Match Ratio Analysis ........................................................................................182 
Match Ratio Conclusion ...................................................................................192 
                                                                                  Student Retention Patterns         
  
ix
Conclusion ..............................................................................................................192 
Chapter 6: Summary, Conclusions, Recommendations for Future Research, and 
Recommendations for Action .......................................................................................194 
Summary of Student Retention Literature ..............................................................194 
Summary of Research Methodology ......................................................................199 
Conclusions .............................................................................................................205 
Recommendations for Future Research ..................................................................217 
Recommendations for Action .................................................................................221 
References .....................................................................................................................225 
Appendices ....................................................................................................................254 
 
                                                                                  Student Retention Patterns         
  
x
LIST OF TABLES 
Table Page 
1 2004 Graduation Rates of Title IV 4-Year Institutions  
(Cohort Year 1998) and 2-Year Institutions (Cohort Year 2001)...................4 
2 Racial Distribution of Undergraduate Students at EMU in 1995 and  
2005 Fall Semesters ....................................................................................127 
3 2005 Graduation Rates of EMU’s 1999 Full-Time FTIAC Cohort by 
Racial/Ethnic Category ...............................................................................128 
4 Racial Distribution of 1999 Fall Semester FTIAC Cohort .........................129 
5 Types and Average Amounts of Financial Aid Received by EMU  
FTIAC Students and Comparison Group in 2004-2005 .............................130 
6 1999 FTIAC Cohort Demographic Data Disaggregated by Race,  
Gender, and Race as a Percent of the Cohort ..............................................135 
7 Demographic Data for 1999 FTIAC Graduates, Dropouts, and Enrollees 
Disaggregated by Gender, Race, and Race by Gender Categories  
(N = 2,232) ..................................................................................................136 
8 Moran’s I Calculated Z Scores for 1999 Fall FTIAC Cohort .....................144 
9 Percentage of Students’ Census Tracts in Economic Quintiles ..................154 
10 Demographic Table for Census-Tract Averages of EMU Graduates,  
Dropouts, and Enrolled Students Compared to the State of Michigan 
Data (N=2,232) ...........................................................................................157 
11 Independent t Test Comparisons between Census Tracts of Dropout  
and Graduated Students ..............................................................................161 
12 Independent t Test Comparisons between Census Tracts of Enrolled  
and Graduated Students ..............................................................................162 
13 Independent t Test Comparisons between Census Tracts of Enrolled  
and Dropout Students ..................................................................................164 
14 Basic Demographic Differences by Gender and Status (Graduated,  
Enrolled, and Dropped Out) .................................................................. 167-68 
15 Dropout Female t Test Comparison Scores for Census Tracts  
by Status and Gender (n=621) ....................................................................171 
                                                                                  Student Retention Patterns         
  
xi
16 Dropout Male t Test Comparison Scores for Census Tracts  
by Status and Gender (n=503) ....................................................................173 
17 Adjusted R Square and Significance Levels of Regression Results  
for Independent Variables of Gender, Median Age, and Percentage  
of Whites .....................................................................................................178 
18 Decomposition of Effects for Eastern Michigan University Students ........180 
19 Graduates (N=890) Compared to Ypsilanti with Means, Match Ratio  
Scores, and One-Sample t Test Results ......................................................184 
20 Average Matching Income Variables Ratio Scores Compared by  
Independent t Tests for Gender and Status Categories ...............................186 
21 Average Matching Poverty Variables Ratio Scores Compared by  
Independent t Tests for Gender and Status Categories ...............................187 
22 Average Matching Education Variables Ratio Scores Compared by 
Independent t Tests for Gender and Status Categories ...............................188 
23 Average Matching Employment Variables Ratio Scores Compared by 
Independent t Tests for Gender and Status Categories ...............................189 
24 Average Matching Family Variables Ratio Scores Compared by  
Independent t Tests for Gender and Status Categories ...............................190 
25 Average Matching Ratio Diversity Variables Scores Compared by 
Independent t Tests for Gender and Status Categories ...............................191 
26 Decomposition of Effects for Eastern Michigan University Students ........301 
                                                                                  Student Retention Patterns         
  
xii
LIST OF FIGURES 
Figure Page 
1 Longitudinal model of institutional departure ..............................................37 
2 Conceptual model of nontraditional student attrition ...................................46 
3 Psychological model of college student retention. .......................................49 
4 Seidman retention formula ............................................................................65 
5 Screenshot of ArcView database ..................................................................71 
6 Screenshot of ArcMap document ..................................................................73 
7 Typical model of GIS as “components” .......................................................74 
8 University admissions funnel ........................................................................87 
9 University of Memphis retention and new enrollment map, Fall 2005 ........91 
10 Flowchart of GIS research design ...............................................................104 
11 Census tract file displayed in ArcView ......................................................120 
12 Screenshot of Spatial Autocorrelation (Global Moran’s I) results  
screen ..........................................................................................................143 
13 Screenshot of Hot Spot Analysis (Getis-Ord Gi*) calculation  
dialog box....................................................................................................145 
14 Multiple regression path analysis model predicting current Eastern  
Michigan University student status, N=2,232 ............................................175 
15 Hanewicz habitus model for student retention............................................214 
16 Alternative multiple regression path analysis model predicting  
current Eastern Michigan University student status ...................................298 
                                                                                  Student Retention Patterns         
  
xiii
LIST OF MAPS 
Map Page 
7 1999 Fall Semester FTIAC Students by State, Region, and 
County Level (N=2,232) .............................................................................138 
8 FTIAC Students Who Graduated by the 2005 Fall Semester by State,  
Region, and County Level (n=890) ............................................................139 
9 FTIAC Students Who Dropped Out by the 2005 Fall Semester by State, 
Region, and County Level (n=1,124) .........................................................141 
10 FTIAC Students Still Enrolled in the 2005 Fall Semester by State,  
Region, and County Level (n=218) ............................................................142 
11 Hot Spot Analysis of the 1999 Fall Semester FTIAC Students by State, 
Region, and County Level (N=2,232).........................................................147 
12 Hot Spot Analysis with Z Score Rendering of the FTIAC Cohort by  
State, Region, and County Level (N=2,232) ..............................................148 
13 Z Score Rendering for Normalized Ratios of Graduates by State, 
Region, and County Level (n=890) ............................................................151 
14  Z Score Rendering for Normalized Ratios of Dropouts by State, 
Region, and County Level (n=1,124) .........................................................152 
15 Z Score Rendering for Normalized Ratios of Enrollees by State, 
Region, and County Level (n=218) ............................................................153 
1 1997 Fall Semester FTIACs at Eastern Michigan University ....................264 
2 FTIACs Who Graduated by the 2003 Fall Semester ..................................265 
3 FTIACs Still Enrolled in the 2003 Fall Semester .......................................266 
4 FTIACs Who Dropped Out by the 2003 Fall Semester ..............................267 
5 Median Income by Zip Code – 1999 Income Quintiles ..............................268 
6 Michigan 1997 Population by Zip Code .....................................................269 
 
                                                                                  Student Retention Patterns         
  
2
CHAPTER 1: INTRODUCTION AND BACKGROUND 
Retaining students in higher education is a matter of fiscal importance (DeBerard, 
Spielmans, & Julka, 2004), national prestige (Meredith, 2004), accountability 
(Longanecker & Blanco, 2003; Nettles & Cole, 2001), and diversity on campus (Moxley, 
Najor-Durack, & Dumbrigue, 2001; Swail, Redd, & Perna, 2003). Consequently, student 
retention has been the focus of educational research for more than 70 years (Braxton, 
2000/2002a), and the volume of work addressing the causes of attrition is enormous 
(Astin & Oseguera, 2002; Bean & Metzner, 1985; Pascarella & Terenzini, 2005; St. John, 
Paulsen, & Starkey, 1996; Tinto, 1993). According to Braxton, Hirschy, and McClendon 
(2004) and Tinto (1993), retention rates have remained fairly steady at about 50%, 
despite efforts to improve them. “As a national phenomenon, attrition has been a 
surprisingly stable feature of the higher education enterprise. It is unlikely to be 
significantly altered without some massive changes in both the structure and functioning 
of higher education in the United States” (Tinto, 1982, p. 693).  
Chapter 1 of this dissertation will include an overview of graduation rates and the 
importance of retaining students in higher education. Changing financial policies and 
increased use of accountability measures have put pressure on administrators to continue 
funding higher education at appropriate levels while expanding assessment procedures. 
College rankings by outside sources have continually forced personnel to position their 
institutions in the best possible light. In addition, changing demographic patterns of 
college students have made diversity on campus a salient issue in higher education. 
Retaining students is an important source of both income and reputation. After the 
importance of student retention is addressed, the following six topics will be covered: (1) 
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statement of the problem, (2) purpose of the study, (3) significance of the study, (4) 
conceptual framework, (5) definitions, and (6) organization of Chapters 2-6. 
Researchers at the National Center for Education Statistics (NCES), under the 
auspices of the U.S. Department of Education and the Institute of Education Sciences, are 
responsible for creating, collecting, and storing national data for primary, secondary, and 
postsecondary students, as well as institutions (NCES, Who is NCES?, n.d.). The primary 
instrument used by NCES researchers for tracking graduation rates is the self-reported 
Integrated Postsecondary Education Data System (IPEDS) survey (see Appendix A for 
information regarding all NCES surveys). Higher education administrators who work at 
institutions that participate in the Title IV student financial aid program are required to 
complete and submit the IPEDS survey each year for first-time degree/certificate-seeking 
students. Requested data include student enrollment, program completions, graduation 
rates, staffing, finances, institutional prices, and student financial aid (NCES, About 
IPEDS, n.d.).  
Published IPEDS data for Fall 2004 include the 2-year (2001) and 4-year (1998) 
cohorts (see Table 1). Graduation rates for 4-year institutions are based on 6-year 
completion data; graduation rates for 2-year institutions are based on 3-year completion 
data.  
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Table 1 
2004 Graduation Rates of Title IV 4-Year Institutions (Cohort Year 1998) and 2-Year 
Institutions (Cohort Year 2001)       
     Asian/  
Level and Control of    His- Pacific Native Un- Inter- 
Institution and Gender Total White Black panic Islander American known national 
Four-year institutions 
(cohort year 1998) 55.3 58.2 39.7 45.8 64.7 36.5 51.7 58.4 
Public 51.9 54.6 37.3 40.9 61.3 32.5 53.5 50.0 
Men 48.4 51.3 30.7 35.7 56.9 28.6 50.4 48.4 
Women 54.8 57.5 41.6 44.8 65.3 35.6 56.3 52.2 
Private not-for-profit 63.3 65.8 45.3 56.0 73.3 49.8 60.7 65.1 
Men 60.3 62.9 39.3 52.3 71.6 46.6 58.1 62.3 
Women 65.6 68.2 49.3 58.6 74.6 52.1 62.8 68.5 
Private for profit 45.0 49.2 37.9 49.5 57.1 33.1 25.1 61.4 
Men 46.6 50.9 38.3 49.5 56.6 37.3 26.1 66.5 
Women 42.8 46.7 37.5 49.6 58.1 28.2 24.0 50.6 
Two-year institutions 
(cohort year 2001) 32.6 33.9 26.6 32.6 35.7 31.0 34.0 29.6 
Public 24.1 26.3 16.6 19.3 27.1 23.2 21.0 25.2 
Men 22.9 24.9 15.9 18.4 23.9 22.1 20.0 21.5 
Women 25.1 27.6 17.1 20.0 30.5 24.0 22.1 28.8 
Private not-for-profit 58.4 62.4 50.1 48.7 57.7 37.3 54.2 61.8 
Men 59.7 64.6 49.9 48.4 57.5 37.6 54.1 60.6 
Women 57.1 60.0 50.3 49.1 57.9 37.0 54.3 62.7 
Private for profit 60.1 65.3 48.8 61.2 64.4 60.3 52.8 64.8 
Men 60.6 66.8 46.9 59.6 62.2 62.1 51.3 59.9 
Women 59.7 64.2 49.8 62.3 66.2 59.2 54.0 68.8 
 
Note. From U.S. Department of Education, National Center for Education Statistics, Integrated 
Postsecondary Education Data System (IPEDS), Spring 2005. From “Enrollment in postsecondary 
institutions, fall 2004 graduation rates 1998 & 2001 cohorts; and financial statistics, fiscal year 
2004 (NCES 2006-155),” by L. G. Knapp, J. E. Kelly-Reid, R. W. Whitmore, & E. S. Miller, 2006. 
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Fiscal Importance 
Attrition is costly to universities (Astin & Oseguera, 2002; Bean, 1986; Cook & 
Fennell, 2001; Freer-Weiss, 2004-2005; Schuh, 2005; Swail et al., 2003). Educational 
administrators continue to struggle with budgetary pressures as state and federal funding 
has decreased over the last several decades (Astin, 1993; Ehrenberg & Rizzo, 2004; 
Hossler, 2004; Longanecker & Blanco, 2003; Mattoon, 2006; Tinto, 1993). 
Consequently, “many public institutions have started to describe themselves as state-
assisted rather than state-supported” (Hossler, 2004, p. 150). According to staff at the 
American Council on Education (2004a), states’ share of financial support for higher 
education dropped from 46% to 34% between 1980 and 2000. By the 2003-04 fiscal year, 
administrators in 49 states had raised tuition to compensate for the shortfall (American 
Council on Education, 2004a).  
Many legislatures also are exploring new funding options for higher education. 
Missouri is considering a higher education voucher that would allocate state funds 
to students rather than institutions. In Michigan, the legislature is debating a new 
funding formula that would base state funding for the 15 public universities on 
their enrollment, research activities and the number of degrees granted. (American 
Association of State Colleges and Universities, 2006, p. 5) 
Boyd (2002) concluded that higher education administrators in most states will struggle 
financially through 2010. Part of the problem is that higher education representatives in 
many states compete with other claimants (e.g., K-12 schools, correctional institutions, 
Medicaid, and social services) for a piece of the budget pie. Funding for public services is 
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often mandatory, whereas financial support for higher education is considered 
discretionary (Zumeta, 2004).  
Attrition also negatively affects finances at higher education institutions. Bodfish 
(2002) found that the median cost to recruit a new student was $322 at a 2-year 
institution, $456 at a 4-year public institution, and $1,965 at a 4-year private institution. 
“Each student that [sic] leaves before degree completion costs the college or university 
thousands of dollars in unrealized tuition, fees, and alumni contributions” (DeBerard et 
al., 2004, p. 66). Schuh (2005) recognized the dearth of research completed on the cost of 
non-persistence to universities and created a conceptual framework to address this 
situation. Schuh’s framework used the following three elements for cost considerations: 
(1) immediate direct institutional costs, (2) immediate indirect institutional costs, and (3) 
long-term institutional costs after students leave their institution. Direct institutional costs 
include student recruitment and financial aid expenses, neither of which can be recouped, 
along with lost income items (e.g., tuition and housing). Indirect costs include faculty and 
staff time spent on non-persisting students (e.g., course preparation, grading, and 
counseling) that could have been redirected to persisting students or other duties. Long-
term costs address how non-persisting students may not recommend their institution to 
others, will not likely donate time or money, and may not support policies beneficial to 
the institution (Schuh, 2005).  
National Prestige 
Increased competition (Priest & Boon, 2006) and performance funding are putting 
pressure on higher education faculty and staff to attract and keep desirable students 
(National Commission on Accountability in Higher Education, 2005). Moreover, ranking 
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colleges has become a big business, even if the rankings do not necessarily reflect the 
quality of the educational institution (Astin, 1985; Meredith, 2004; Pike, 2004; Polinsky, 
2002-2003). Regardless of what educational administrators think of such a system, the 
stakes are high. “The ‘Best Colleges’ issue of USNWR [U.S. News & World Report], 
where the undergraduate college rankings are first published, is one of their highest 
circulating issues of the year” (Meredith, 2004, p. 445).  
USNWR personnel rank the academic quality of universities based on the 
following seven categories: (1) peer assessment, (2) retention and graduation, (3) faculty 
resources, (4) student selectivity, (5) financial resources, (6) alumni giving, and (7) 
graduation-rate performance, which is "the difference between the proportion of students 
expected to graduate and the proportion that [sic] do” (U.S. News & World Report, 
2006b, para. 1). The ranking methodology is not stable and can change from year to year 
as USNWR personnel use feedback from educators, researchers, and policymakers 
periodically to change the weighting scale of the categories. In recent years the emphasis 
has shifted to outcome measures (U.S. News & World Report, 2006a, para. 1). 
Barefoot, Gardner, Cutright, Morris, Schroeder, Schwartz, et al. (2005) found it 
troubling that the USNWR ranking indices reflect, in part, the amount of money an 
institution receives through endowments and alumni contributions, as well as the 
qualifications of incoming students. They argued that these types of attributes do not 
reflect or signify actual student experiences. Although USNWR began including 
programmatic components (i.e., first-year experience) in its 2002 rankings, Barefoot et al. 
(2005) pointed out that these results were based on the opinions of chief academic 
officers and not on existing documentation or data. Ehrenberg (2003) argued that 
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retention and graduation rates included in the USNWR are misleading because it is not 
specified why students drop out (e.g., academic, personal, or financial problems). Perhaps 
the following statement from Thompson Peterson’s college ranking Web site best 
reflected the attitude of many higher education personnel: 
Despite many people's attempts to quantify colleges according to certain 
characteristics, many educators agree that those characteristics do not add up to 
any meaningful measures of quality. Further, publishing such misleading 
information and making a national event of it encourages colleges to shade the 
truth and to focus on the wrong factors in accepting students. (Thompson 
Peterson’s, College Rankings, para. 1) 
These words are not empty ones. In a 1995 Wall Street Journal article, Steve Stecklow 
identified colleges that were deceptive in reporting data to USNWR and college 
guidebooks. Although Stecklow did not consider the possibility that some “deceptive” 
data were the result of honest, unintentional errors, his article had an impact on higher 
education by exposing the danger of using subjective data (Machung, 1998). “When the 
data are self-reported, as in a large portion of U.S. News data, and when the stakes are 
high, the temptation to ‘fudge’ is great” (Machung, 1998, para. 18). 
Monks and Ehrenberg (1999) were among the first researchers to investigate how 
USNWR ranking affected the admission rate, graduate rate, and incoming Scholastic 
Aptitude Test (SAT) scores at top undergraduate schools. They also examined whether 
tuition and financial aid packages were affected. Monks and Ehrenberg found that as 
institutions’ rankings fell, less academically capable students both applied to, and 
matriculated into, the universities. While tuition rates were not generally affected by 
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changes in rankings, financial aid officers tended to offer students more generous 
financial packages as their institutional rankings fell.   
The heightened awareness, and perhaps even animosity, among higher education 
administrators concerning their institutions’ relative positions in the USNWR 
rankings appears to be warranted, as changes in rank have a significant influence 
on the applications and enrollment decisions of students and the pricing behavior 
of the institutions. (Monks & Ehrenberg, 1999, p. 10) 
One problem for administrators is that by admitting less qualified students, a 
university may rank even lower in future reports. Thus, a vicious cycle can ensue. 
Retaining students can become even more difficult since Astin (1993), Pascarella and 
Terenzini (1991, 2005), St. John et al. (1996), and Swail et al. (2003) discovered that 
institutions with higher selectivity standards have higher retention rates.  
Accountability 
Accountability measures and related policies have increased as politicians have 
become more influential in the operation of higher education (Longanecker & Blanco, 
2003; Nettles & Cole, 2001; Welsh, Petrosko, & Taylor, 2006-2007; Seidman, 2005). 
“State after state is passing – or debating – legislation that alters the balance of autonomy, 
accountability, and public support, placing issues of privatization and the public purposes 
of higher education firmly on the negotiating table” (American Council on Education, 
2004b, p. 2). Public teaching institutions often receive a large share of their funds from 
state legislatures and have no choice but to be accountable to tax-paying citizens through 
their elected officials. In the 1980s accountability requirements started shifting from 
documenting expenditures to demonstrating performance (Burke & Modarresi, 2000). 
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“Traditional budgeting – like the old accountability – focused only on inputs, whereas 
performance funding also considers results” (Burke & Modarresi, 2000, p. 434). Many 
state legislators decided to tie funding to performance using six major indicators (i.e., 
program goals, performance, success standards, funding weights, funding levels, and 
funding sources), although specific requirements vary among or between states (Burke & 
Modarresi, 2000). For the past 20 years, the use of performance funding has steadily 
increased. For example, performance budgeting systems increased rapidly between 1997 
and 2000; “states with the program climbed from 16 to 28 – a 75 percent growth in just 
four years” (Burke & Minassians, 2001, p. 5).  
Once considered a fad, Burke and Minassians (2001) found that performance 
funding is a trend that is likely to continue. “Legislators and policy makers are 
increasingly focused on an institution’s graduation rate because they see it as a measure 
of institutional ‘performance’ or ‘accountability’” (Astin & Oseguera, 2002, p. 1). Even 
so, state legislative bodies in Arkansas, Colorado, Kentucky, and Minnesota instituted 
performance funding and then later rescinded it (Burke & Modarresi, 2000). In a study 
conducted in 2000, Burke and Modarresi found that implementation costs, changing state 
priorities, erosion of campus autonomy, problems in measuring results, budget instability, 
and insufficient time for implementation all played a role in the decision to end 
performance funding. 
Critics of current performance funding policies have pointed out that graduation 
rates may be a meaningless indicator of quality when various educational institutions 
have divergent missions and serve different student groups (American Council on 
Education, 2004b; American Federation of Teachers, 2003; Astin, 2005-2006; Gold & 
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Albert, 2006). In addition, graduation rates may vary depending on the data set used 
(Mortenson, 2005). No national standards of accountability exist; therefore, legislators in 
each state set their own parameters (American Council on Education, 2004b). St. John 
(2004) believed that many educational policies are political in nature and argued for 
increased academic scrutiny. “The notion of public accountability has been used to wage 
war against the liberal education establishment. . . . It is important to evaluate how well 
twenty years of education reform policies have improved the quality of education 
students have received” (St. John, 2004, p. 248). 
Perhaps such criticism toward accountability is having the desired effect. Authors 
of recent literature have suggested that the relationships between public officials and 
educational leaders are evolving to incorporate performance measures within a more 
comprehensive educational framework (American Council on Education, 2004a; National 
Commission on Accountability in Higher Education, 2005).  
Common elements of these new relationships include (1) a shift toward allowing 
market forces more sway; (2) increased tuition and enrollment flexibility; (3) 
more procedural and operational autonomy; (4) level funding from the state 
(typically, in inflation-adjusted dollars); (5) more emphasis on entrepreneurialism 
in generating new revenues; and (6) the introduction of performance standards 
and accountability measures. (American Council on Education, 2004b, p. 5) 
If implemented, these guidelines will address some of the problems (e.g., erosion of 
campus autonomy and budget instability) that Burke and Modarresi found in their 2000 
study. National Commission on Accountability in Higher Education (2005) staff 
recognized that accountability is often “a battleground between educators and 
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policymakers” (p. 11), that progress in this area has been slow, and that appropriate 
measures include more than collecting data. To address these issues, state and federal 
officials, along with educators, need to work together to put educational goals in priority 
order and use accountability-measurement data for the improvement of educational 
practices (National Commission on Accountability in Higher Education, 2005). “Funding 
incentives coupled with accountability schemes are a poor substitute for the development 
of workable, well-coordinated approaches to state funding for higher education” (St. John 
& Priest, 2006, p. 275). 
The “Measuring Up Report” cards were developed by The National Center for 
Public Policy and Higher Education in 2000 to indicate the overall educational 
performance of students throughout states, but not individual colleges and universities. 
The justification for producing these report cards was that “states are the primary public-
policy units for all education within our federal system. . . . [they] have the means and 
broad responsibility for assuring opportunity for education and training beyond high 
school” (Callan, Doyle, & Finney, 2001, p. 12). Using publicly available data, each state 
receives a grade of “A” through “F” based on the following six criteria: 
1. Preparation: How adequately are students in each state being prepared for 
education and training beyond high school? 
2. Participation: Do state residents have sufficient opportunities to enroll in 
education and training beyond high school? 
3. Affordability: How affordable is higher education for students and their 
families? 
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4. Completion: Do students make progress toward and complete their 
certificates and degrees in a timely manner? 
5. Benefits: What benefits does the state receive as a result of having a highly 
educated population? 
6. Learning: What is known about student learning as a result of education 
and training beyond high school? (The National Center for Public Policy 
and Higher Education, 2006, p. 2) 
 
These report cards “provide the general public and policymakers with information they 
can use to assess and improve postsecondary education in each state” (The National 
Center for Public Policy and Information, 2006, para. 1).  
Campus Diversity 
A diverse student body is an indicator of institutional quality (Hossler, 2004) and 
of an enhanced learning environment (Terenzini, Cabrera, Colbeck, Bjorklund, & 
Parente, 2001). Astin (1993) found that many university administrators have attempted to 
create a multicultural campus environment by increasing the number of women and 
underrepresented racial groups in the faculty, staff, and student body with a 
corresponding increase in culturally related student activities as well as classes. While 
conservative critics believe that such changes promote divisiveness on campuses, “the 
weight of the empirical evidence shows that the actual effects on student development of 
emphasizing diversity and of student participation in diversity activities are 
overwhelmingly positive” (Astin, 1993, p. 431). Despite attempts to increase campus 
diversity, students of nontraditional backgrounds have lower enrollment, persistence, and 
graduation rates (Astin, 1975, 1993; Bean & Metzner, 1985; Braxton et al., 2004; 
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Cabrera, Burkum, & La Nasa, 2003; Carey, 2004; Corrigan, 2003; Harvey & Anderson, 
2005; King, 2003; McDonough, 2004; Perna, 2000; Stage & Hossler, 2000/2002; Swail, 
et al., 2003).  
Increasing minority participation rates in higher education may become even 
more difficult because affirmative action efforts continue to be challenged. Two legal 
cases were filed to address the validity of using race in higher education admission 
decisions. In the first case, Grutter v. Bollinger, 539 U.S. 306 (2003), U.S. Supreme 
Court judges upheld the University of Michigan’s Law School policy of using race as a 
“plus factor” in admissions decisions. In the second case, Gratz v. Bollinger, 539 U.S. 
244 (2003), the judges ruled that using race and ethnicity as the basis to award points in 
the admissions process was unlawful (George, 2003). “By placing limits on how 
universities take race into account while approving the Law School’s plan to treat race as 
a plus factor in ‘individualized’ admissions decisions, the Court recognized that support 
for affirmative action is qualified” (Devins, 2003, p. 348). However, Swail et al. (2003) 
cautioned that many legal challenges have been made to the use of racial preference to 
increase diversity. 
In 1996 California voters passed Proposition 209, the initiative that banned 
preferential treatment based on race, sex, color, ethnicity, or national origin. By 1999 
voters in other states (e.g., Florida, Texas, and Washington) passed similar legislation 
(Davies, 2001). Ward Connerly, a Black Republican activist who chaired the Proposition 
209 campaign (Connerly, 2004), was involved in another California initiative – 
Classification by Race, Ethnicity, Color, or National Origin (CRECNO) – to ban the 
collection of racial data (Burdman, 2003). “The measure would eliminate the racial 
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checkboxes on government forms such as birth certificates, job applications, and college 
admissions and forbid the state from classifying students, employees or contractors by 
race” (Burdman, 2003, p. 6). Agencies required to comply with federal regulations, such 
as medical research and law enforcement, would be exempt (Burdman, 2003). The 
CRECNO initiative was defeated by California voters in October 2003. 
Connerly was successful in his attempt to place an initiative similar to Proposal 
209 on the ballot in Michigan after the Supreme Court of the United States rendered a 
decision in favor of the University of Michigan in the Grutter case, which allowed the 
continued use of racial preferences in admission selection (Connerly, 2004). In October 
2005 Michigan judges ordered the initiative placed on the November 2006 ballot after 
enough signatures were collected by Michigan citizens (Michigan Civil Rights Initiative 
vs. Board of State Canvassers, 2005). Titled Proposal 06-02 (also known as Proposal 2), 
this initiative would “amend the State Constitution to ban affirmative action programs 
that give preferential treatment to groups or individuals based on their race, gender, color, 
ethnicity or national origin for public employment, education or contracting purposes” 
(State of Michigan, 2006, p. 5). On November 7, 2006, Michigan voters passed Proposal 
06-02. 
Changing demographics in the United States will continue to generate a more 
diverse student body (Anderson, 2003; Keller, 2001; Murdock & Hoque, 1999; National 
Commission on Accountability in Higher Education, 2005; U.S. Department of 
Education, 2006). Comparisons between the 1990 and 2000 United States Decennial 
Census surveys showed a decrease in Whites (non-Hispanic) from 75.6% to 69.1%; an 
increase in Hispanics or Latinos from 9% to 12.5%, making them the second largest 
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racial-ethnic group in the country; and an increase in Blacks (non-Hispanic) from 11.7% 
to 12.1% (Anderson, 2003). Overall, minorities now constitute 31% of the United States 
population and 39% of the under-18 population. This minority growth did not occur 
evenly throughout the United States, but was concentrated in the South and in the West 
(Anderson, 2003).  
Statement of the Problem 
Retaining students remains a high priority for educators (Kuh & Love, 
2000/2002). “The early twenty-first century has dawned with retention fully entrenched 
as a major policy issue and a well-established professional realm that has brought 
researchers and practitioners together in widespread efforts to better serve and retain 
college students throughout the country” (Berger & Lyon, 2005, p. 25). Students need to 
remain in school until graduation in order to reap the socioeconomic and personal 
benefits of a college degree (National Commission on Accountability in Higher 
Education, 2005). University administrators are evaluated and judged, in part, on the 
number of students who graduate from their institutions (Berger & Lyon, 2005; Monks & 
Ehrenberg, 1999). Even though academic stakeholders and scholars have recognized the 
urgent need to keep students in college, retention rates remain lower than desired, 
especially for nontraditional student groups (Berger & Lyon, 2005).  
Scholars from various disciplines, including psychology (Astin, 1985, 1993; Bean 
& Metzner, 1985), sociology (Spady, 1970; Tinto, 1993), and organizational theory 
(Kamens, 1971) have studied retention for more than 70 years (Braxton, 2000/2002a; 
Berger & Lyon, 2005), yet no consensus exists on what factors cause students to remain 
in school or leave before completion. “The longevity of such research speaks to the 
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nettlesome nature that this problem poses to higher education in general and to individual 
colleges and universities in particular” (Braxton & Lee, 2005, p. 107). Developing a 
comprehensive student-retention theory has remained elusive; Tinto (2005) recognized 
that more research is needed to develop a powerful theory that incorporates all of the 
behaviors aggregated under the term “student leaving.”  
Purpose of the Study 
The primary purpose of this study was to use a geographic information system 
(GIS) to determine whether spatial patterns of graduate, dropout, and still-enrolled 
behaviors exist 6 years after matriculation into a single institution of higher education for 
full-time, first-time-in-any-college-or-university (FTIAC) students. The secondary 
purpose was to determine whether differences existed among the habiti of graduates, 
dropouts, and enrollees. Consequently, developing formal definitions of student and 
institutional habiti was also an important aspect of this study.  
Significance of the Study 
Higher education remains a revolving door for many students. Only 51.9% of 
students in public, 4-year institutions graduated within six years of enrollment in Fall 
2004 (Knapp et al., 2006). After decades of research on student persistence, scholars have 
not determined why undergraduates leave before graduating. Tuition, fees, and merit aid 
invested in students are lost when undergraduates leave (Schuh, 2005). In addition, 
administrators face additional costs of recruiting new students (Astin & Oseguera, 2002). 
Students who forsake their degrees deprive themselves of a college education as well as 
higher salaries in more prestigious jobs, which has an impact on the national economy 
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and global competitiveness (National Commission on Accountability in Higher 
Education, 2005). 
Researchers have been calling for more retention studies to address differences in 
social class (Berger, 2000/2002; Rendon, Jalomo, & Nora, 2000/2002; Walpole, 2003), 
race (Flowers, 2004-2005; Rendon et al., 2000/2002), and gender (Rendon et al., 
2000/2002). Specialists in the study of student departure (Berger, 2001-2002; Braxton et 
al., 2004, Swail et al. 2003) recognized that an integrated approach may be appropriate 
for addressing student-attendance behaviors.  
Conceptual Framework for the Study 
Because of the complexity involved in studying college students, using the theory 
of social reproduction, with a focus on the concept of habitus, was appropriate to explore 
how socioeconomic status (SES) and background attributes influence student decisions 
such as persistence in education (Dumais, 2002; Horvat, 2003; Paulsen & St. John, 2002). 
These multiple factors are important in cultural capital studies, yet they have not been 
adequately addressed. “Since more reproduction theories focus on class differences, there 
is a gap in the literature regarding theories that can account for complex relationships 
between gender, race, and class” (Carter, 2002, p. 140).  
This study was based on a social reproduction model developed by Berger 
(2000/2002). Berger’s model incorporated the role of habitus and cultural capital as 
presented by Bourdieu, with the concept of organizational habitus as developed through 
Kamens’ work on distinct organizational charters. “Each campus is composed of students 
who generally share a common habitus that is to some extent congruent with the 
organizational habitus of that institution” (Berger, 2000/2002, p. 107). Students who 
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share similar backgrounds, including demographic and SES environments, acquire 
similar cultural and social values. Students from more affluent backgrounds are more 
likely to attend top-tier universities, and students from less affluent backgrounds are more 
likely to attend bottom-tier universities (Astin, 1985). 
Cultural capital does not equal wealth. A student whose father makes $250,000 as 
a plumber does not have the same culture capital as a student whose mother makes 
$250,000 as an attorney, especially if the plumber comes from a blue-collar family and 
the attorney comes from a white-collar family. The cultural milieu, including SES, class, 
and capital (social, financial, and economic), constitutes habitus. “As students encounter 
the subenvironments of an institution—academic, social, and organizational—their 
chances of persistence are affected by the extent to which their habitus and related beliefs 
of entitlement are congruent with the dominant organizational habitus” (Berger, 
2000/2002, p. 111). Dropout, stop-out (leaving an institution for a period of time before 
returning), and transfer behaviors are also likely to differ between students from different 
habiti. Highly educated parents may socialize their children early for both attending 
college and desiring professional careers. These children should have more knowledge 
about the college experience and attend higher status institutions (Carter, 2002).  
Berger (2000/2002) presented the following four propositions to examine social 
reproduction on undergraduate persistence:  
1. Institutions with higher levels of cultural capital will have the highest 
retention rates (p. 113). 
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2. Students with higher levels of cultural capital are more likely to persist, 
across all types of institutions, than are students with less access to 
cultural capital (p. 114). 
3. Students with higher levels of cultural capital are most likely to persist at 
institutions with correspondingly high levels of organizational cultural 
capital (p. 115). 
4. Students with access to lower levels of cultural capital are most likely to 
persist at institutions with correspondingly low levels of organizational 
cultural capital (p. 116). 
Berger recommended empirically testing these propositions at various institutional types. 
He also recognized the challenge of operationalizing this model because no standard 
measures of capital or habitus exist for either individuals or institutions. Unfortunately, 
Bourdieu did not distinguish between habitus and cultural capital; Berger argued that the 
constructs are so similar that they can be measured concurrently. One definition of 
habitus has been offered by Horvat (2003), who said that “habitus is generated by the 
social conditions of lived experience including race, ethnicity, geographical location, and 
gender” (p. 2).  
Although habitus has not been conclusively defined, researchers have utilized the 
concepts of habitus and cultural capital in several studies. McDonough (1997) examined 
how habitus (including social class and cultural capital) as well as guidance counseling 
combined to shape high school students’ perceptions about college choices. She found 
that “individuals’ cultural capital is evident in a sense of ‘entitlement’: students believe 
they are entitled to a particular kind of collegiate education based on their family’s 
                                                                                  Student Retention Patterns         
  
21
habitus or class status” (McDonough, 1997, p. 155). In addition, guidance counselors’ 
expectations and assistance as well as organizational missions that emphasized higher 
education (i.e., college preparation courses) were integral to students’ choices. “These 
organizational habiti presented different views of the college opportunity structure and 
thus framed and enabled students’ college aspirations” (McDonough, 1997, p. 153). As a 
result, students from higher class habiti frequently applied to private and elite public 
institutions; students from lower class habiti often applied to community colleges or local 
universities. McDonough (1997) argued that organizational habitus and culture are not 
the same thing. 
Organizational habitus is distinct from organizational culture, climate, context, 
and structure and brings social class back into organizational analyses by showing 
• how organizational habitus similarities exist across the upper-middle 
class communities . . . and the working-class communities [of high 
schools included in the study]; 
• how differences exist between upper-middle class and working-class 
high schools’ organizational habitis; and 
• how high schools’ internal organizational cultures and habiti are shaped 
by their larger socioeconomic environment. (McDonough, 1997, p. 156) 
Dumais (2002) used variables such as taking music or art lessons, visiting the 
library, and attending concerts to construct the concept of cultural capital in her 
quantitative study on educational outcomes of 8th grade students. She used students’ 
expectations of occupations as indicators of habitus. Basically, “inherent ability is the 
dominant factor in influencing a student’s grades, followed by a student’s habitus and 
                                                                                  Student Retention Patterns         
  
22
socioeconomic background. Cultural capital plays a lesser role overall and, at times, 
plays no role for boys” (Dumais, 2002, p. 59). 
Reay, David, and Ball (2001) studied the influence of institutional habiti on 
students’ decisions to attend institutions of higher education in England. While they did 
not provide a definition for institutional habitus, the researchers did include the following 
items as indicators: quality and quantity of career advice provided; curriculum offerings; 
links between schools and universities (i.e., encouragement from teachers to apply at 
particular institutions or networking between schools); collective or individual decision-
making (i.e., did students make the same decisions as friends or were they pressured to 
apply to select universities); and stratified or differentiated organizational units. They 
found that non-congruence between familial and institutional habiti caused tension, 
especially in predominantly working-class schools. Parents were not always supportive of 
advanced schooling, finances remained a concern, and students did not always feel they 
belonged in higher education. Students attending private schools tended to have an early 
understanding of the path they needed to take after primary school and were generally 
encouraged by teachers to apply at reputable universities. Reay et al. (2001) recognized 
that their study was a preliminary attempt to put institutional habitus into practice. 
“Despite the gaps and rough edges in the seams of the concept of institutional habitus, 
these do not vitiate its value but, rather, suggest the need for further work” (Reay et al., 
2001, para. 1). 
Although he conducted a case study similar to the one done by Reay et al. (2001), 
Thomas (2002) completed his at a single, modern university in England where educators 
were committed to widening participation rates and increasing student retention. Thomas 
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(2002) investigated “the reasons why students both consider withdrawing from their 
course, and, more crucially, what influences them to progress to completion” (p. 425). 
The following seven areas were studied: academic preparedness, academic experience 
(including assessment), institutional expectations and commitment, academic and social 
match, finance and employment, family support and commitment, and university support 
services. Instead of presenting a definition of institutional habitus, Thomas employed the 
term as a concept.  
In order to apply the concept of institutional habitus to issues relating to retention 
in HEIs [higher educational institutions] it is necessary to develop, explore and 
understand different institutional practices that can impact on the extent to which 
students feel that they are accepted. (Thomas, 2002, p. 431) 
Thomas tried to gauge how well students thought their social and cultural backgrounds 
matched those of the university environment and whether they felt accepted. She argued 
that students who did not fit into an educational institution’s dominant social group 
would feel like they did not belong. Despite the fact that many students in the study had 
to deal with financial pressures, especially those from nontraditional groups (i.e., older 
students with family responsibilities), many persevered. Thomas attributed their success 
to the university environment.  
Based on her research, Thomas identified the following six factors that students 
believed helped them succeed: (1) relationships with staff that made students feel valued; 
(2) teaching as well as learning strategies that encompassed students from nontraditional 
habiti and promoted social relationships; (3) a wide range of assessment practices; (4) 
help and support with living accommodations; (5) a variety of social spaces, especially 
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for those students who were able to socialize easily because of where they lived; and (6) 
no expectations for students to conform to any particular habitus. “Within this institution, 
difference is not problematized, and the institutional habitus appears to be strong, and 
thus it is not overshadowed or even captured by the habitus of the elite” (Thomas, 2002, 
p. 439).  
Definitions 
The following terms will be defined and used operationally for the purposes of 
this research in the manner specified:  
Accountability Measure. Institutional data, such as graduation and attrition rates, used 
to rate the performance of a higher education institution for budgeting or rating purposes. 
ArcView. A license type granted under ArcMap GIS mapping software developed by 
Environmental Systems Research Institute, Inc. (ESRI).  
Attribute Data. “Nongraphic descriptors of point, line, and area entities in a GIS 
[geographic information system]” (DeMers, 2003, p. 610), such as a road or county 
name. 
Attrition Rates. Percentage of first-time, full-time students who leave an institution 
without graduating and do not transfer to another institution. 
Cloropleth Map. “A map that applies shading symbols to data or statistics collected for 
administrative units such as counties or states” (Chang, 2003, p. 172). 
Census Tract. “Small . . . statistical subdivision of a county or statistically equivalent 
entity . . . designed to be relatively homogeneous units with respect to population 
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characteristics, economic status, and living conditions at the time they are established . 
. . [and] generally contain between 1,000 and 8,000 people” (U.S. Census Bureau, 2000, 
para. 25). 
Cultural Capital. Knowledge, education, material, or symbolic items that indicate status 
in society. Can be embodied in how one thinks or acts and is transferred to children in 
terms of expectations and values. Typically the higher the cultural capital, the higher 
one’s place in society.  
Dropout. An enrolled student who leaves a college or university before graduating. 
ESRI (Environmental Systems Research Institute, Inc.). A privately held company 
that manages GIS projects and developed ArcMap, a GIS mapping software program.  
Feature. A line, point, or polygon shape on a map that represents an actual geographic 
object.  
Feature Class. “A collection of geographic features with the same geometry type (such 
as point, line, or polygon), the same attributes, and the same spatial reference. . . . Feature 
classes allow homogeneous features to be grouped into a single unit for data storage 
purposes. For example, highways, primary roads, and secondary roads can be grouped 
into a line feature class named ‘roads’” (ESRI, n.d., GIS Dictionary, Feature Class, para. 
1).  
Full-time Student. Undergraduate student enrolled in a minimum of 12 credit hours for 
fall and winter semesters and 6 credit hours for both spring and summer semesters. 
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Geocode. Creation of a point location on a map (e.g., site of a city or address) created 
using spatial data such as latitude and longitude coordinates. 
Geographic Coordinate System. “Latitude and longitude coordinates that locate points 
on Earth. They represent angles of rotation of Earth’s radius along the equator and a 
meridian (Gorr & Kurland, 2007, p. 71). 
Geographic Information System (GIS). “An integrated collection of computer software 
and data used to view and manage information about geographic places, analyze spatial 
relationships, and model spatial processes. A GIS provides a framework for gathering and 
organizing spatial data and related information so that it can be displayed and analyzed” 
(ESRI, n.d., GIS Dictionary, GIS). The standard output of a GIS is a map. 
Geographically Referenced Data. “Data that describe both the location and 
characteristics of spatial features such as roads, land parcels, and vegetation stands on the 
Earth’s surface” (Chang, 2003, p. 1). 
Graduation Rate. The percentage of full-time, first-time-in-any-college-or-university 
undergraduate students who complete a college degree within 6 years. 
Habitus. “An enduring, internal system of values, attitudes, beliefs, and actions, which is 
derived from the student’s immediate family, community, and school environments and 
is common to members of one’s social class” (Paulsen & St. John, 2002, p. 196). 
Institutional Habitus. The environment of an organization that includes such factors as 
student selectivity, helpfulness of faculty/staff, geographic area, student-support services, 
and culture of the dominant social group. (Also known as organizational habitus.) 
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Merit-based Aid. Financial aid awarded to students who demonstrate academic 
distinction. 
Nontraditional Student. A student who does not meet the customary standards of higher 
education (e.g., full-time and unmarried) but instead displays one or more of the 
following attributes: (1) being independent, (2) attending part-time, (3) working full-time, 
(4) having dependents, (5) being a single parent, (6) delaying entry into college, and (7) 
having a general educational development (GED) credential or alternative high school 
credit (Choy, 2002).  
Part-time Student. Undergraduate student enrolled in fewer than 12 credit hours for fall 
and winter semesters and fewer than 6 credit hours for both spring and summer 
semesters. 
Retention Rate. “A measure of the rate at which students persist in their educational 
program at an institution, expressed as a percentage. For 4-year institutions, this is the 
percentage of first-time bachelor’s (or equivalent) degree-seeking undergraduates from 
the previous fall who are again enrolled in the current fall. For all other institutions this is 
the percentage of first-time degree/certificate-seeking students from the previous fall who 
either re-enrolled or successfully completed their program by the current fall” (National 
Center for Education Statistics, n.d., IPEDS Glossary, p. 59).  
Sociodemographic Factors. Characteristics of a population or person including social 
standing, occupation, family income, and education levels. 
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Socio-geodemographic Factors. Characteristics of a population or person including 
social standing, occupation, family income, and education levels in addition to physical 
location. 
Socioeconomic Status (SES). “A measure of an individual or family’s relative economic 
and social ranking. . . . SES is constructed based on father’s education level, mother’s 
education level, father’s occupation, mother’s occupation, and family income” (NCES, 
n.d., Condition of Education, Glossary, para. 16). 
Spatial Data. Latitude and longitude, or x,y coordinates, used to indicate a location on 
the Earth’s surface. 
Stop-out. An enrolled student who does not attend an educational institution in 
successive semesters or terms but instead may leave the institution for a period of time 
and then reenroll. 
Thematic Map. “Also called the special purpose map, because its main objective is to 
show the distribution pattern of a theme, such as the distribution of population densities 
by county in a state” (Chang, 2003, p. 157). 
Organization of Chapters 2-6 
The most significant theoretical frameworks used to explain student retention 
behaviors are presented in Chapter 2. The volume of research on this subject is 
enormous; therefore, to create a cohesive body of work, the studies are grouped by 
standard disciplines such as psychology and sociology.  
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Chapter 3 includes an introduction to geographic information systems (GIS), 
which are software packages used for mapping and analyzing geographic terrain (e.g., 
counties, census boundaries, and school districts). GIS software was used in this research 
project to map and analyze student graduation patterns. To understand its utility, GIS 
applications in business, government, and education are examined. In addition, ethical 
considerations of using this powerful technology are presented. 
The methodology used in this research project is described in Chapter 4. The 
research design was composed of four phases, including a pilot project. The chapter 
concludes with a section addressing the limitations of the study. 
Research findings are presented in Chapter 5 and are divided into two sections. 
The first section, Spatial Statistics, contains geographic maps of student data as well as 
results from GIS analyses. The second section, Nonspatial Statistics, includes results 
from t tests, multiple regression, and match ratios that were conducted using SPSS 
software.  
Chapter 6 contains summaries of the student retention and GIS literature review. 
Conclusions are then presented for the research results along with the use of census-tract 
data as a proxy for habitus. Finally, recommendations are offered for future research and 
action. 
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CHAPTER 2: REVIEW OF THE LITERATURE 
 
This chapter includes a literature review on student-retention research. First, an 
overview of student-retention theories is presented to address the challenges faced by 
scholars in both defining retention and creating a comprehensive framework. Then, the 
major student retention theories are presented.  
Overview of Student Retention Research 
 
Student retention research has had a rich and abundant history. “The sheer volume 
of research on college dropouts might tempt one to conclude that much is known about 
factors that influence students to leave college before completing their degrees” (Astin, 
1975, p. 2). However, Astin (1975, 1993), Pascarella and Terenzini (1991), and Tinto 
(1993) have tended to dismiss research done in the first half of the 20th century as 
inadequate in design, mostly exploratory, lacking theoretical frameworks, and focused on 
limited hypotheses.  
Over the last 30 years, no fewer than 20 student-change theories and models have 
been developed and applied to college students (Pascarella & Terenzini, 1991). While 
some are specific to student-persistence behavior, many others are general human 
development models that have been applied to persistence research. Furthermore, no 
consensus exists in the literature regarding terminology since words like theories, models, 
concepts, frameworks, and paradigms are used interchangeably. Moreover, no consensus 
exists in the literature on the proper name for various theories. Vincent Tinto’s theory, 
one of the most dominant in the field of student retention, has been referred to as a 
student integration model (Swail et al., 2003), attrition model (Bean & Metzner, 1985; 
Swail et al., 2003), model of student departure (Baird, 2000/2002), and an interactionalist 
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theory of student departure (Braxton & Lien, 2000/2002). Apparently, some theorists do 
not label their own theories, but authors who reference the theories apply their own 
descriptors. 
Another challenge in examining student retention research is that although it has 
been studied extensively, no standard definition exists for the term (Leppel, 2001; 
Hagedorn, 2005; Seidman, 2004-2005). Federal government workers define successful 
retention as full-time, first-time degree-seeking students who graduate within 6 years at 
the college or university of their initial entry (Seidman, 2004-2005). Accordingly, 
personnel at many higher education institutions also use this definition (Astin & 
Oseguera, 2002). Even so, this common definition is not a legal standard and is not 
always used in student retention studies. 
Retention has been used in research studies to designate a single event, such as 
continuous enrollment from a fall semester to a winter/spring semester (e.g., Flowers, 
2004-2005) or from first year (freshman) to second year (sophomore) (e.g., Welsh et al., 
2006-2007). Retention can also encompass an entire undergraduate experience, from 
matriculation to graduation, with or without continuous enrollment. “[Students] can 
continue in a particular major at a given university. And they can transfer from one 
university to another, but continue in the educational system” (Leppel, 2001, p. 328). 
Retention has also been referred to as persistence where a) retention is completing a 
college degree at a single institution, and b) persistence is the completion of a degree, 
whether the program of study is completed at a single university or college or at many 
universities and colleges. Tinto (1993) referred to this distinction as system departure 
versus institutional departure (p. 8). Finally, persistence can be an indicator of an 
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individual student’s performance (such as persisting to a bachelor’s degree) and retention 
can be an indicator of an institution’s performance (Levitz, Noel, & Richter, 1999). Put 
another way, students persist and universities retain. 
In addition, no standard definition for attrition exists. Researchers have typically 
divided the definition into dropouts and stop-outs. Stop-outs are students who leave 
college for a specified period of time but plan to return (Astin, 1975). The stop-out period 
can be as short as a single semester or as long as several decades. Dropouts can be 
students who leave college and indicate they have no plans to return (Astin, 1975) or do 
not return from one semester to the next consecutive one (Bean & Metzner, 1985). 
However, distinguishing between dropouts and stop-outs is difficult because many stop-
outs never return to college and dropouts may decide to finish their degrees as their life 
circumstances change (Astin, 1975; Astin & Oseguera, 2002). Unless these two groups 
can be tracked until their death, labeling them creates inaccuracies (Astin, 1975). A third 
category, optout, was defined by Bonham and Luckie (1993) as students who choose to 
leave college with the possibility of returning; however, this definition has not been 
generally found in student retention studies.  
Some students never intend to complete their degrees, so attrition cannot always 
be considered an undesirable outcome. “Positive attrition [is] when a student leaves the 
college without obtaining a degree but having met her/his objectives. . . . Negative 
attrition refers to the percent of students who leave the college without obtaining a degree 
or achieving their goals” (Polinsky, 2002-2003, p. 362). Authors and researchers of 
student-departure studies do not always distinguish between or among these various 
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definitions, nor distinguish between voluntary and involuntary departure resulting from 
academic dismissal (Tinto, 1993). 
Student retention is a field crowded with numerous models from multiple 
disciplines. Selecting the most important theories that have been developed to examine 
and explain the complex phenomenon of college student retention is an immense 
challenge. Student retention researchers and/or authors focus on different dimensions of 
the issue based on their own background or professional orientation. “Even when they are 
looking at the same variables, different investigators may use very different terms in 
describing and discussing them” (Astin, 1985, p. 133).  
Authors of diverse student retention papers highlight different theorists as being 
the most important and attribute different disciplines as being the most influential. 
According to Tinto (1993), “Until recently, most attempts to explain student departure 
have relied heavily upon psychological models of educational persistence” (p. 84). Yet 
Bean and Eaton (2002) found that “perhaps because William Spady (1970) and Vincent 
Tinto (1975, 1987) were sociologists and their work was widely influential, readers and 
researchers have relied on sociological theories to explain why students leave college” (p. 
48). 
Major Student Retention Theories 
Educational researchers (e.g., Pascarella & Terenzini, 1991) have occasionally 
categorized multiple retention models for ease of understanding, although no official 
classification system appears to exist. For the purposes of this dissertation, retention will 
be analyzed from five perspectives (i.e., sociological, psychological, organizational, 
                                                                                  Student Retention Patterns         
  
34
economic, and integrated). These categories are flexible in scope because crossovers and 
similarities do occur among them. 
Sociological Perspective 
 
In the sociological perspective, emphasis is placed on how social structures and 
social forces influence students’ decisions to remain in school (Braxton et al., 2004). 
Sociologists, like Spady and Tinto, were among the first researchers to attempt to explain 
why students departed college without a degree. In fact, Bean and Eaton (2001-2002) and 
Berger and Lyon (2005) claimed that modern retention studies began in the early 1970s 
when Spady developed a departure model in which he considered how individual student 
characteristics interacted with the larger campus environment. Spady (1970) recognized 
that the existing literature on student retention lacked “theoretical and empirical 
coherence” (p. 64) and maintained that no single model could account for all the 
variables contributing to a student’s decision to leave college.  
Spady based his undergraduate dropout theory on Emile Durkheim’s work on 
suicide because he believed that Durkheim’s theory was appropriate for understanding 
the interaction between a student’s intrinsic attributes and the external demands as well as 
influences of the university environment (Spady, 1970). Durkheim, “considered by many 
to be the founding father of the discipline of sociology” (Tinto, 1993, p. 100), believed 
that education was a way of maintaining a coherent civilization.  
Society can survive only if there exists among its members a sufficient degree of 
homogeneity; education perpetuates and reinforces this homogeneity by fixing in 
the mind of the child, from the beginning, the essential similarities that social life 
demands. . . . Education is thus simply the means by which society prepares, in its 
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children, the essential conditions of its own existence. (Durkheim, 1922/1972, pp. 
203-204) 
Generally, being accepted by social peers is essential for human beings to live 
successfully in society. Some people commit suicide when their values do not reflect 
those of their social group, and the difference is so deep and pervasive that they become 
disconnected with their social support structures (Durkheim, 1925/1961). According to 
Durkheim’s theory, the individual is not always at fault, but the larger society and social 
institutions may be unhealthy or in flux due to upheavals such as war (Tinto, 1993).  
Spady applied this concept to student retention by postulating that students 
withdraw from college when their values do not reflect, and are disconnected from, those 
of their peers (Bean & Eaton, 2001-2002; Swail et al., 2003; Tinto, 1993). He “theorized 
that the social integration of students (shared group values, academic performance, 
normative congruence, and support of friends) increases that student’s institutional 
commitment, ultimately reducing the likelihood of student attrition” (Swail et al., 2003, 
pp. 43-44).  
Tinto developed one of the most influential theories in student persistence 
research based on Spady’s and Durkheim’s work (Braxton et al., 2004; Kuh & Love, 
2000/2002; Metz, 2004-2005; Swail et al., 2003). Creating an interactionalist theory of 
student departure, Tinto (1975, 1993) postulated that the decision either to remain at an 
institution of higher education or to voluntarily leave was primarily influenced by 
academic and social integration.  
Tinto based integration on Arnold Van Gennep’s work about rites of passage in 
tribal societies. Van Gennep (1960) argued that members of society used the following 
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three phases to move an individual from one group membership to another: rites of 
separation, transition rites, and rites of incorporation. Tinto applied these stages to the 
longitudinal process of entering and moving through college. First, students must 
separate themselves from past associations and communities, including family and 
childhood friends. Second, they enter the transition phase, which is the “passage between 
the old and the new, before the full adoption of new norms and patterns of behavior and 
after the onset of separation from old ones” (Tinto, 1993, p. 97). Tinto recognized that 
students whose backgrounds and traditions do not reflect the college culture will have 
more difficulty making the transition. Finally, college students must incorporate new 
behaviors and norms into their lifestyle. The use of formal processes, such as fraternities, 
sororities, and extracurricular programs, facilitate this transition (Tinto, 1993). 
Pre-college factors such as family background, academic achievement, and prior 
schooling shape initial commitment to both the institution and the goal of obtaining a 
degree. Subsequent commitments and goals depend on interaction with, and integration 
into, both the formal as well as informal academic and social systems of the institution 
(Tinto, 1993). See Figure 1 for Tinto’s longitudinal model of institutional departure. 
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Figure 1: Longitudinal model of institutional departure. 
____________________________________________________________________________________________________________________________________ 
From “Leaving college: Rethinking the Causes and Cures of Student Attrition” (2nd ed.), by V. Tinto, 
1993, p. 114. Copyright 1993 by The University of Chicago Press. Reprinted with permission of The 
University of Chicago Press. 
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student’s field of study or major is interesting, that faculty instructional goals match the 
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faculty/staff. “Academic and social integration affect the formation of subsequent 
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(Braxton, 2000/2002a, p. 3). 
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Tinto continued to modify his theory to incorporate new ideas. By 1993 he 
revised his theory by adding financial factors and the influence of external communities 
as well as classroom experiences to his retention framework (Braxton & Lien, 
2000/2002; Tinto, 1993). Tinto’s theory “has become a foundation for most research 
regarding student departure” (Swail et al., 2003, p. 43). This theory has achieved 
paradigmatic status due to its influence on subsequent research papers and projects 
(Braxton et al., 2004; Kuh & Love, 2000/2002; Swail et al., 2003); in fact, its reputation 
became so great that student retention research stalled in the mid-1990s (Braxton, 
2000/2002a). 
Tinto’s theory has been critiqued by a number of educational researchers, 
including Baird (2000/2002); Braxton, Milem, and Sullivan (2000); Metz (2004-2005); 
Nora (2001-2002); and Tierney (1999, 2000/2002). When Liu and Liu (2000) studied the 
impact of social and academic integration on freshmen persistence, they found that 
academic integration contributed to retention, whereas social integration did not, partially 
validating Tinto’s theory. Some scholars (e.g., Johnson, Jr. [2000/2002]; Kuh and Love 
[2000/2002]; Rendon et al. [2000/2002]; and Tierney [1999, 2000/2002]) argued that 
Tinto’s integration concept is inappropriate for nontraditional students because many 
cannot become involved in college life given their family and work commitments. 
Rendon et al. (2000/2002) made a similar argument against Astin’s (1985) Theory of 
Student Involvement. 
Recently, Braxton and Lien (2000/2002), Braxton et al. (2004), and Tinto 
(2000/2002) found only modest statistical support for academic integration on persistence 
decisions. While Braxton and Lien (2000/2002) did find empirical backing for academic 
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integration on persistence at the multi-institutional level, they did not find it at the single-
institutional level, where Tinto believed his theory was appropriate. “At the aggregate 
level, the viability of academic integration as a core construct in Tinto’s theory continues 
to plague the validity of his theory” (Braxton et al., 2004, p. 14). When studied 
exclusively, grade-point averages (GPAs) were found to contribute to persistence. In their 
2006 study, Welsh et al. (2006-2007) found that high school GPA was the strongest 
predictor of persistence from the freshmen to sophomore year. “Virtually without 
exception, students’ grades make statistically significant, frequently substantial, and 
indeed often the largest contribution to student persistence and attainment” (Pascarella & 
Terenzini, 2005, p. 397).  
Social integration can be a critical factor in retaining students, although this 
construct has been found to be more important to students in residential colleges and 
universities than in commuter universities (Bean & Metzner, 1985; Pascarella & 
Terenzini, 2005). Braxton et al. (2004) found that the more a student was socially 
integrated, the greater the likelihood of subsequent commitment to the university and, 
thus, the greater chance of persistence. Although Tinto’s theory has been under intense 
review, researchers such as Flowers (2004-2005), Freer-Weiss (2004-2005), and Santos 
and Reigadas (2004-2005) still incorporated Tinto’s framework in their educational 
studies.  
The theory of social reproduction has gained prominence in the study of 
contemporary college students because “it incorporates sociocultural factors and 
individual agency to explain the reproduction of existing social structures” (Walpole, 
2003, p. 49), including higher education institutions. Hence, students belonging to, or 
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acculturated into, the dominant culture will successfully navigate through the educational 
system and gain advantage. Students not associated with the prevailing culture (usually 
members of the lower socioeconomic classes) will fail to achieve social mobility 
(Dumais, 2002). French sociologist Pierre Bourdieu is considered the founder of the 
social reproduction theory and its most important contributor (Berger, 2000/2002; 
Dumais, 2002; Horvat, 2003; Mook, 2000; O’Connor, 2001; Paulsen & St. John, 2002; 
Peterson, 2004; Walpole, 2003). The Bourdieuian framework consists of understanding 
how the constructs of habitus, capital, field, and practice interact to explain human 
behavior. 
Habitus describes how childhood experiences and ongoing interactions with the 
environment create a set of internalized rules that are used when making decisions. “It 
[habitus] ensures the active presence of past experiences, which, deposited in each 
organism in the form of schemes of perception, thought and action, tend to guarantee the 
‘correctness’ of practices and their constancy over time” (Bourdieu, 1980/1990, p. 54). 
Habitus is important when considering pre-college factors and is an ongoing process that 
affects in-college factors as well.  
Habitus is an enduring, internal system of values, attitudes, beliefs, and actions, 
which is derived from the student’s immediate family, community, and school 
environments and is common to members of one’s social class. A student’s social 
class and her [his] related cultural capital and habitus consistently frame, 
constrain, and structure students’ patterns of college choice. (Paulsen & St. John, 
2002, p. 196)  
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However, habitus is not stagnant and cannot predict each decision a student will make. 
Family and environmental influences contribute significantly to the decision-making 
process, but habitus is dynamic and can evolve as students experience new situations and 
are exposed to individuals from other habiti (Reay, 2004; Walpole, 2003). 
Capital is a source of power and can take several forms, including cultural capital, 
economic capital, or social capital. “Existing literature on postsecondary educational 
attainment suggests that access to capital resources plays a pivotal role in helping 
determine the chances for success that different types of students have with regard to the 
completion of a college degree” (Berger, 2000/2002, p. 103). Capital can also be passed 
from parent to child in terms of attitudes, preferences, and behaviors (Walpole, 2003).  
Studies provide evidence that family background, social and cultural capital, and 
habitus have a significant impact on educational aspirations, persistence, and 
attainment from the earliest schooling experiences, through high school, to 
college, and extending beyond college. (Walpole, 2003, p. 50) 
Cultural capital has become the most studied concept of the Bourdieuian framework 
(Dumais, 2002). Some educational researchers use social or cultural capital as individual 
constructs in their studies to help explain why different classes of students (i.e., first-
generation versus second-generation) make different persistence decisions (e.g., Duggan, 
2004-2005; Dumais, 2002). 
Field is important to understanding capital as the context or place in which the 
capital has meaning. For example, social capital can be gained in the higher education 
field by having good relationships with professors or prestigious academic groups that 
translate into business contacts or letters of recommendations. “Thus, the value of capital 
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is dependent on the specific field of interaction and the habitus of the individual 
displaying or activating the capital” (Horvat, 2003, p. 9). 
Practice, the core of Bourdieu’s theory, is the outcome of the interaction among 
habitus, capital, and field. Practice can be considered the decisions or actions taken by an 
individual (Walpole, 2003) over time and not in a completely conscious manner (Jenkins, 
1992/2002).  
In practice, it is the habitus, history turned into nature . . . which accomplishes 
practically the relating of these two systems of relations, in and through the 
production of practice. The “unconscious” is never anything other than the 
forgetting of history which history itself produces by incorporating the objective 
structures it produces in the second natures of habitus. (Bourdieu, 1972/1977, pp. 
78-79) 
In terms of higher education, practice may be considered the decision to persist or 
not persist. However, this decision must be understood within the broad context of a 
student’s background and experiences. 
Class and cultural differences, so important in the Bourdieuan framework, have 
been studied by student-retention researchers. Adelman (2006), Carey (2004), 
DesJardins, Ahlburg, and McCall (2002), Hu and St. John (2001), and Swail et. al (2003) 
found that students from low socioeconomic status origins and several minority groups 
continue to have lower retention rates than their higher SES counterparts. First-generation 
college students have lower retention rates than those students whose parent(s) attended 
college (Duggan, 2004-2005; Ishiyama & Hopkins, 2002-2003); and women have higher 
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completion rates than men (Astin & Oseguera, 2002; Fenske, Porter, & DuBrock, 2000; 
Nora, Barlow, & Crisp, 2005).  
Psychological Perspective 
 
Psychological models have been used extensively in student retention research 
and have historically stressed individual abilities as well as personality traits, such as 
intelligence, motivation, and disposition as factors most responsible for a student staying 
in school (Astin, 1993; Tinto, 1993). Bean and Eaton (2001-2002, 2000/2002) posited 
that student persistence decisions are individual decisions made by individual people. 
While the broader campus environment plays a peripheral role, a student’s intrinsic traits 
are the ultimate indicators as to whether he or she will remain in college. “The crux of 
this perspective is that psychological processes and characteristics distinguish between 
students who remain enrolled from those students who decide to depart a particular 
college or university” (Braxton et al., 2004, p. 29).  
While many psychological models have been used to explain student retention 
behavior, no single theory has offered a complete explanation or has dominated the field 
(Bean & Eaton, 2000/2002). Psychological models from the 1960s and early 1970s 
included individual characteristics such as intelligence, disposition, motivation, and 
personality as the main indicators of student persistence (Tinto, 1993). In the mid-1980s 
Alexander Astin proposed one of the most enduring models that “occupies the middle 
ground between psychological and sociological explanations of student change” 
(Pascarella & Terenzini, 2005, p. 53).  
Astin’s (1985) theory of student involvement (or theory of involvement) is based 
on the idea that educational excellence should be defined by the ability and development 
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of students and not the reputation of an institution. Astin designed his involvement theory 
for these two reasons: (1) to guide researchers in studying students and faculty, and (2) to 
assist higher education administrators in designing better learning environments. He 
purposely kept his theory simple: “students learn by becoming involved” (Astin, 1985, p. 
133). What a student thinks and feels is important, but what the student does defines 
involvement. Astin included the following five postulates in his theory: (1) students 
invest physical and psychological energy in objects, (2) involvement occurs along a 
continuum with different degrees at different times, (3) involvement can be quantitative 
(hours spent studying) and qualitative (reading comprehension), (4) learning and 
development are proportional to student involvement, and (5) educational policy 
effectiveness is related to the policy’s capacity to increase student involvement (Astin, 
1985). Student involvement is continuous and affects subsequent learning as well as 
development. 
Astin’s conceptual framework, known as the input-environment-outcome (I-E-O) 
model, has been in use for more than 20 years. In this model, inputs are a student’s 
characteristics at the time of college entry, environment is the college’s characteristics 
(programs, policies, faculty, etc.), and outcome is the student’s characteristics after 
exposure to the college environment (Astin, 1993). Growth is determined by comparing 
inputs and outputs. Astin used this model to establish whether different environmental 
conditions produce different outputs. “Studying student development with the I-E-O 
model provides educators, students, and policy makers with a better basis for knowing 
how to achieve desired educational outcomes” (Astin, 1993, p. 7). 
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By the mid-1980s many student retention models had been developed, but Bean 
and Metzner (1985) recognized that theoretical retention models did not address the 
special circumstances of nontraditional students. In response, they created a conceptual 
model of nontraditional student retention as shown in Figure 2. Bean and Metzner 
recognized that labeling a student “nontraditional” was difficult because of the diverse 
characteristics of students. After careful consideration of the retention literature, they 
used age (25 years or older), enrollment status (part-time), and residential status (living 
off-campus) as indicators of nontraditional student status.  
Bean and Metzner (1985) presumed that environmental, noncollegiate variables 
are more important than academic or social integration. Nontraditional students typically 
do not live on campus; therefore, their involvement in extracurricular activities and 
exposure to campus services are minimal. Macari, Maples, and D’andrea (2005-2006) 
validated these conclusions in their recent study. Bean and Metzner recognized that the 
best way to determine if students intend to persist at a university may be just to ask them. 
This predictor variable was so strong in empirical studies of 4-year residential 
universities, commuter universities, and combined 4-year and 2-year institutions that 
Bean and Metzger included the indicator in their student-attrition model. 
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Figure 2. Conceptual model of nontraditional student attrition. 
____________________________________________________________________________________________________________________________________ 
From “A Conceptual Model of Nontraditional Undergraduate Student Attrition,” by J. P. Bean, and B. S. 
Metzner, 1985, Review of Educational Research, 55(4), p. 491. 
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Bean and Metzger’s conceptual model of nontraditional student retention 
resonated with subsequent researchers (e.g., Braxton et. al [2004], Freer-Weiss [2004-
2005], and Pascarella and Terenzini [1991, 2005]), who focused their attention, in part, 
on nontraditional students. Prior to Bean and Metzger’s 1985 work, most major retention 
research studies and theories were based on traditional students (i.e., white males 
attending college on a full-time basis, living on-campus, under the age of 25, upper- to 
middle-class backgrounds, at least one parent who most likely attended college, good 
high school grades and test scores, and financial support from their family). Fortunately 
now, a host of researchers (e.g., Anderson [2003]; Astin [1993]; Carey [2004];  King 
[2003]; Longanecker and Blanco [2003]; McCormick, A. C. [2003]; Paulsen and St. John 
[2002]; Pascarella and Terenzini [1991, 2005]; Rendon et al. [2000/2002]; Seidman 
[1996]; Swail et al., [2003]; Tinto [1993]; Walpole [2003]; and Walvoord, [2003]) has 
since acknowledged that this limited, traditional pool of research subjects restricted the 
application of theories and recently called for the inclusion of nontraditional students in 
future studies. 
Contemporary undergraduate students come from varying racial, demographic, 
and socioeconomic backgrounds. “Once thought of and still termed nontraditional, these 
students are in the majority today” (Hart, 2003, p. 100). Interestingly, no standard 
definition of the term “nontraditional student” exists (Choy, 2002) even though Bean and 
Eaton used the term to describe their model more than 20 years ago. Choy (2002), a 
researcher at the U.S. Department of Education, identified the following seven factors as 
being attributable to nontraditional students: (1) being independent, (2) attending part-
time, (3) working full-time, (4) having dependents, (5) being a single parent, (6) delaying 
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entry into college, and (7) having a general educational development (GED) credential or 
alternative high school credit. Choy (2002) found that “compared with their traditional 
counterparts, nontraditional students seeking bachelor’s and associate’s degrees are less 
likely to attain their degree goal within 5 years and more likely to leave postsecondary 
education” (p. 15). Bradburn (2002), Cabrera et al. (2003), Carey (2004), Corrigan 
(2003), Freer-Weiss (2004-2005), Pascarella and Terenzini (1991, 2005), Swail (2003), 
and researchers associated with the American Federation of Teachers (AFT) (2003) all 
found that at least one of these seven risk factors is associated with attrition. The more 
factors students accrue, the more likely it is that those students will not complete their 
degree (Berkner, Horn, Clune, & Carroll, 2000). 
More recently, Bean and Eaton (2000/2002) proposed a model that integrated how 
past behaviors, attitudes, and normative beliefs influence college integration and 
persistence (see Figure 3). Bean and Eaton’s model was derived by incorporating the 
following four psychological theories that have alternatively been used to explain student 
departure: attitude-behavior theory, coping behavioral theory, self-efficacy theory, and 
attribution theory.  
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Figure 3: Psychological model of college student retention. 
____________________________________________________________________________________________________________________________________ 
From “A Psychological Model of College Student Retention,” by J. P. Bean, and S. B. Eaton, 2002, 
Reworking the Departure Puzzle, J. M. Braxton, Ed., p. 57. Copyright 2000 by Vanderbilt University 
Press. Reprinted with permission of Vanderbilt University Press. 
Attitude-behavior theory reflects Fishbein’s and Ajzen’s 1975 theory of reasoned 
action that linked beliefs, attitudes, intentions, and behavior. “Over time, beliefs lead to 
attitudes, which lead to intentions, which lead to behavior” (Bean & Eaton, 2000/2002, p. 
50). These behavioral intentions do not occur in a vacuum but are influenced by social 
norms (Stage & Hossler, 2000/2002). Ajzen and Fishbein (1980) believed that humans 
were not controlled by unconscious motives or desires but were rational beings who 
considered the outcomes of their actions before engaging in any behavior. Coping 
behavior theory was created to consider how people adjust to their environment. 
“Adjustment may be most similar to what Tinto’s model terms integration. . . . Coping is 
the collection of behaviors an individual uses in order to adapt” (Bean & Eaton, 
2000/2002, p. 51). Bandura’s self-efficacy theory is based on “Students' beliefs in their 
efficacy to regulate their own learning and to master academic activities determine their 
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aspirations, level of motivation, and academic accomplishments” (Bandura, 1993, p. 
117). Bandura’s model is similar to locus of control, which emphasizes an individual’s 
belief in how much control he/she has over fate (Pascarella & Terenzini, 2005, p. 223). 
Attribution theory is also closely related to locus of control (Bean & Eaton, 2002; 
Pascarella & Terenzini, 2005). According to Weiner’s causal model of attribution, these 
three causes of behavior exist: locus, stability, and controllability (Weiner, 2000).  
Locus refers to the location of a cause, which is either within or outside of the 
actor. For example, ability and effort would be considered internal causes of 
success, whereas the ease of the task or help from others are external causes. 
Causal stability refers to the duration of a cause. Some causes, such as math 
aptitude, are perceived as constant, whereas others, such as chance, are considered 
unstable or temporary. Finally, causes such as effort are subject to volitional 
alteration, whereas others cannot be willfully changed. (Weiner, 2000, p. 4) 
Students are more likely to be motivated to respond to situations they can manage and 
less likely to react to those situations they cannot control (Bean & Eaton, 2000/2002). 
Bean and Eaton believed a student’s success and decision to persist are shaped by 
how initial perceptions and coping strategies developed from past experiences interact 
with new experiences and stressors. The result of the interaction between past and present 
is a revised viewpoint about the ability to succeed in college. A student either adjusts or 
finds it too difficult to cope and drops out. Successfully navigating the college 
environment is, therefore, a continuous chain of feedback and adjustment. 
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Organizational Perspective 
 
The organizational perspective has not received as much attention in the student 
retention literature as the sociological or psychological perspectives (Berger, 2000/2002; 
Laden, Milem, & Crowson, 2000/2002; Tinto, 1993). However, recognizing the impact 
of organizational structures in higher education on students’ decisions to persist in 
college is important (Bean, 2005; Berger, 2002; Tinto, 2005). Educational leaders who 
ascribe to this framework believe that “departure is as much, if not more, a reflection of 
institutional behavior as it is of the individuals within an institution” (Tinto, 1993, p. 89). 
Within this perspective, college and university faculty and staff are considered to be the 
gatekeepers to positions of social status and prestige (Pascarella & Terenzini, 1991).  
 No single organizational behavior theory exists; rather, each of five core models 
(i.e., bureaucratic, collegial, political, symbolic, and systemic) “can be thought of as a 
specific dimension that contributes to the overall understanding of behavior in an 
organization” (Berger, 2001-2002, p. 4). The bureaucratic model includes a description 
of decision-making through rules and regulations; in the collegial model collaborative 
behavior and concern for personnel are emphasized; the political model provides 
information about how competition for resources among groups affects organizational 
behavior; in the symbolic model the role of myths and traditions in creating meaning is 
explained; and the systemic model incorporates an open systems view of an organization 
as well as the impact of the external environment on its operation (Berger, 2001-2002). 
Some of the earliest organizational behavior studies in higher education addressed 
the symbolic model. In 1971 Meyer looked at the role of social charters at colleges and 
universities. The social charter is a “socially-constructed and agreed upon ‘license’ 
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granted to an institution to produce specific types of graduates as the products of the 
institution” (Berger, 2001-2002, p. 6). According to Meyer (1971), schools that are 
perceived to have prestigious social charters have more power to change students’ beliefs 
about their abilities to graduate into high-status careers than institutions with less 
prominent charters. Kamens (1971) used this concept of social charter to study how an 
organization’s size, complexity, and charter affected student retention. “Colleges that 
credibly can promise entry into major economic and occupational groups are likely to 
have more power to effect major changes in students than are colleges which offer less 
promise” (Kamens, 1971, p. 271). Using multi-institutional data, he determined that large 
higher education institutions with distinct charters had higher retention rates because 
these charters allowed graduates to obtain more prestigious professional positions.  
Greater institutional size generally creates more bureaucratic structures. “Over 
time, particularly if the organization gets larger, pressures for efficiency and discipline 
push toward greater formalization and complexity” (Bolman & Deal, 1997, p. 50). 
Kamens (1971) suggested that larger, more complex higher education institutions have 
stronger links to outside occupational and economic groups because they have higher 
retention rates. However, Kamens’ findings were partially contradicted by the results of a 
study conducted by Blau in 1973. Blau (1973/1994) found that an institution’s size did 
not make a difference in dropout rates but that the level of bureaucratization had a 
detrimental effect on educational persistence. “A bureaucratic hierarchy that removes the 
president and the central administration from students and faculty creates obstacles to 
communication, and the consequent difficulties of integrating the various parts of the 
educational enterprise may well be detrimental to its success” (Blau, 1973/1994, p. 226). 
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Additionally, undergraduate students were less likely to graduate in a timely fashion (four 
years) from academic institutions where research and publishing were strongly 
emphasized (Blau, 1973/1994). 
Astin (1993) and Pascarella and Terenzini (1991, 2005) also maintained that the 
structure at larger institutions had a negative effect on persistence. Part of the problem, 
according to Astin (1993), was that state colleges and universities had increased in size, 
diversified the curriculum, enrolled a large number of nontraditional students, and 
increasingly emphasized research and graduate studies. “Most of the pedagogical 
problems currently facing our public institutions – universities as well as colleges –  
are . . . the result of the dilemmas that confront any institution that tries simultaneously to 
serve multiple functions” (Astin, 1993, p. 413). 
More recently, Gansemer-Topf and Schuh (2006) studied how organizational 
behavior contributed to 6-year graduation rates. Using the theoretical framework 
presented by Berger (2001-2002), specifically his assumption that organizational 
activities influence student retention, the researchers examined “the relationship between 
institutional selectivity and institutional expenditures” (Gansemer-Topf & Schuh, 2006, 
p. 616). Institutional selectivity was defined using Barron’s Profiles of American 
Colleges of 2001 selectivity ratings, and graduate rates were obtained from the 2000 
edition of U.S. News “America’s Best Colleges.” Institutional expenditures included the 
amount administrators spent on a wide variety of services, including instruction, libraries, 
student services, administrative functions, and institutional grants. Gansemer-Topf and 
Schuh (2006) found that “there was a direct relationship between expenditures and 
retention and graduation rates. The higher the amount or percentage of expenditures an 
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institution could dedicate to a specific function, the higher the retention and graduation 
rates” (p. 629). Several differences were found between organization types. The amount 
spent on institutional support (i.e., administrative and legal services) at low selectivity 
institutions did not have a direct effect on graduation rates; the amount spent on 
institutional grants and student services (i.e., admissions and registrar) at high selectivity 
institutions did not have an impact on graduation rates. However, “instruction 
expenditures consistently and positively contributed to retention and graduation rates” 
(Gansemer-Topf & Schuh, 2006, p. 631).  
Economic Perspective 
 
Employees need to be highly skilled and educated to effectively compete in a 
global, knowledge-based economy (National Commission on Accountability in Higher 
Education, 2005). According to U.S. Department of Labor staff, workers with only a high 
school diploma earn half as much in wages and have an unemployment rate nearly four 
times higher than college graduates (U.S. Department of Labor, n.d.). Clearly, American 
citizens need to obtain a college degree for economic reasons alone (American Federation 
of Teachers, 2003; Callan et al., 2001; Carey, 2004; Corrigan, 2003; Day & Newburger, 
2002; Kelly, 2005; Pascarella & Terenzini, 1991; Swail et al., 2003; Tinto, 1993; 
Walpole, 2003). “Put simply – increasing the number of citizens graduating from our 
nation’s colleges and universities is a vital national interest” (National Commission on 
Accountability in Higher Education, 2005, p. 6). Students of all races and ethnic 
backgrounds need not just equal access to college, but must remain there until graduation 
(Day & Newburger, 2002; Geske & Cohn, 1998).  
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Economic theorists generally assume that “students decide to attend or persist at 
college by comparing the present discounted value of present and future benefits and 
costs. Students who attend college generally expect to obtain better jobs than they would 
obtain without attending college” (Leppel, 2001, p. 329). Students already earning a 
decent wage may believe that the cost, in terms of time and money, may not be worth the 
effort. While short-term economic gain may be desirable, dropping out of college may 
have profound, long-term implications on lifetime earnings and social benefits.  
A bachelor’s degree is no longer considered a potential stepping-stone to a 
better life. It [an undergraduate degree] is fully acknowledged as the 
gatekeeper to a myriad of social and individual benefits, ranging from 
income, employment stability, occupational prestige to engagement in 
civic and political activities. (Cabrera et al., 2003, p. 2)  
In the human capital theory, the emphasis is on investing in individuals to gain 
economic benefits for society (Becker, 1964/1993; Sweetland, 1996) because citizens can 
then earn higher incomes, contribute to greater national economic growth, and remain 
part of the competitive workforce for a longer period of time (Sweetland, 1996). 
According to human capital theorists, higher education should be available and affordable 
for all citizens. If financing is available, students will enroll (Davis, 2003) and, by 
extension, persist. “The assumptions that students respond to a single net price and that 
reductions in net price for some populations can improve access were embedded in the 
original conceptualization of human capital theory” (St. John & Starkey, 1995, p. 157). 
This supposition was challenged in the 1980s when tuition increased rapidly and 
enrollments did not decline as expected (St. John & Starkey, 1995). 
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Price-response theories and, similarly, the theory of targeted subsidies have been 
used to address the impact of finances on student persistence decisions (St. John et al., 
2002). Price-response theories form the underlying theoretical frameworks for 
determining how attending college may be more beneficial to students than other possible 
choices such as working on a full-time basis. The theory of targeted subsidies can be used 
to explain how persistence behavior is affected by targeting groups with the greatest 
financial need (St. John, Cabrera, Nora, & Asker, 2000/2002).  
Interestingly, the cost of financing college has been shifting recently to students 
and their families (Callan, 2001; Heller, 2002; Hu & St. John, 2001; Smith, 2004), with a 
decrease in need-based programs. “The trend in the 1990s was toward greater use of 
merit-based and other non-need-based programs, as a number of states sought to address 
middle-class concerns about college affordability” (Hauptman, 2001, p. 71). In addition, 
individual student aid received from the need-based Federal Pell grant program had 
remained stagnant because of the increased number of students who obtained such grants 
(College Board, 2004). Between 2004-05 and 2005-06, the average Pell Grant 
expenditure per student decreased by $120. The maximum Pell Grant now covers 33% of 
the total cost to attend an average 4-year college, whereas it covered 42% five years ago 
(National Association of College and University Business Officers, 2006).  
Heller (2001) found that “for almost three decades public tuition prices have 
increased at a rate more than twice that of general inflation” (p. 18). Between 2001-02 
and 2004-05, the cost of attending a 4-year public institution rose 22% for in-state 
residents and 23% for out-of-state students. By 2006-07 the average yearly cost 
(including tuition, fees, room, and board) of attending a 4-year public college or 
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university was $12,796. Private colleges were still the most expensive to attend. Private 
colleges and universities had a 2006-07 average yearly tuition rate of $30,367 (College 
Board, 2006a). Changing financial aid policies may make higher education unattainable 
for poor students in the future (Paulsen & St. John, 2002; St. John & Wooden, 2006; 
Walpole, 2003). Members of the Advisory Committee on Student Financial Assistance 
(2002) estimated that more than 4 million qualified high school students from low- and 
moderate-income families will not attend college in the first decade of the 21th century 
due to financial constraints. “To improve access, states must direct funds [scholarships 
and grants] to students who would not enroll absent this aid” (Zumeta, 2003, p. 61). 
Even before recent tuition increases and budget cuts, a change occurred in the 
primary source of money students used to pay for their education. Over the past 20 years, 
a shift has been made from awarding financial aid in the form of scholarships and grants 
to providing loans. In public institutions financial aid has progressively become merit-
based rather than need-based, with larger increases going to middle- and high-income 
students who do not demonstrate financial need (Horn & Peter, 2003). According to U.S. 
Department of Education researchers (Berkner, Wei, He, Lew, Cominole, Siegel, & 
Griffith, 2005), 63% of undergraduate students in all institution types (e.g., public and 
private) received some form of financial aid in the 2003-04 academic year. While 
recipients were more likely to receive grants than loans, the average grant award was 
$4,000 and the average loan amount was $5,800. By 2005-06 grant aid per full-time 
equivalency (FTE) student averaged $4,023 per year and federal load aid averaged 
$3,937 per year (College Board, 2006b).  
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In public 4-year institutions, 69% of undergraduate students received some form 
of financial aid, 52% received an average grant of $4,000, and 45% borrowed an average 
of $5,600 during the 2003-04 academic year (Berkner et al., 2005). Undergraduate 
students at private, not-for-profit 4-year institutions received the most financial aid. 
Eighty-three percent of undergraduate students obtained some form of financial aid 
(average grant was $7,700 and average loan was $6,900 in the 2003-04 academic year). 
Of undergraduate students, 89% were provided some form of financial aid (average grant 
was $3,300; and the average loan was $6,800) by for-profit institutions (Berkner et al., 
2005). Grant and loan aid fluctuated from year to year, but cumulative loan amounts over 
at least four years of college document how costly attending higher education institutions 
can be for many students. The median debt level was $19,300 for all undergraduate 
students who obtained their degrees in 2003-04 (College Board, 2006b). Paulsen and St. 
John (2002) stated that “the last two decades of the twentieth century can appropriately 
be characterized as a period of high tuition, high aid, but with an emphasis on loans rather 
than grants” (p. 189).  
Even when financial aid is distributed for need-based students, those students with 
the highest academic potential are more likely to receive it. “Within a need-based 
framework, the stronger a needy student’s academic profile, the more attractive the aid 
package [will be]” (Horn, Peter, & Carroll, 2003, p. 2). However, if higher education is to 
remain within the reach of all citizens, educational leaders, especially those employed in 
public universities, need to review their current policies, goals, and objectives to assess 
whether their graduates are truly able to satisfy outcome measures for the degree sought.  
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Astin (1975) found that financial problems were one of the most frequently 
identified reasons for dropping out of college. According to Bresciani and Carson (2002), 
the more unmet needs a student has, the less likely that student will be to persist from 
fall-to-fall semesters. St. John et al. (1996) added that some high-achieving students did 
not persist, possibly because of financial constraints or transfer options, and that college 
costs had a substantial and direct influence on persistence. They concluded that available 
financial aid did not meet student need. Tuition increases also negatively affected 
persistence rates. Each $1,000 increase in tuition reduced persistence by 16% for poor 
students and 19% for working-class students, whereas the same increase only reduced 
persistence rates by 9% for middle-class students and 3% for upper-class students 
(Paulsen & St. John, 2002).  
However, Pascarella and Terenzini (1991, 2005) cited the results of several 
studies indicating that financial aid’s effect on student persistence was not 
straightforward. Wei and Horn (2002) studied low- and middle-income Pell recipients 
and found no difference in persistence rates between those who received Pell grants and 
those who did not. St. John, Paulsen, and Carter (2005) found that persistence decisions 
were affected more by levels of college tuition and financial aid for Black students than 
White students. They concluded that policies emphasizing loans are more favorable to 
Whites and called for policymakers to create financial aid strategies favorable to all 
student groups (St. John et al., 2005). 
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Integrative Perspective 
Several educational researchers, including Berger (2001-2002), Braxton et al. 
(2004), and Swail et al. (2003), found that integrative approaches may be more 
appropriate for studying the complexity of college student behavior than models that rely 
on a single discipline (e.g., psychology or sociology). These integrative models usually 
include financial factors in addition to organizational and/or background variables. Two 
principal models were found in the literature. The first is the choice-persistence-nexus 
model “that combines strong measures of a set of factors that influence persistence 
decisions with measures of a set of parallel factors [i.e., financial decisions] that influence 
college choice decisions” (St. John et al., 1996, p. 187). The second model is the Swail 
Geometric Model of Student Persistence and Achievement, which was created to “discuss 
the dynamics between cognitive, social, and institutional factors, all of which take place 
within the student” (Swail et al., 2003, p. ix). The final model is the Seidman Retention 
Formula, in which early assessment and intervention, even prior to college enrollment, 
are emphasized.   
The college choice-persistence-nexus model (or student-choice theory) is often 
used to explain how sociological factors interact with human capital investment decisions 
to explain student persistence. Paulsen and St. John (2002) and St. John et al. (1996) 
found that college attendance was related to socioeconomic factors, such as status-
attainment, and items like background, academic ability, and financing influenced 
educational aspirations. Finances, and perceptions about finances, also influenced college 
choice and ultimate persistence. 
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The following three underlying assumptions in the student-choice theory were 
described in the Paulsen and St. John (2002) study:  
1. Students make a series of choices that begin with college aspirations and end with 
college graduation. Decisions are influenced by background, environment, and 
educational experiences; they are also explicitly tied to policy-related factors such 
as student aid, tuition costs, and debt forgiveness. 
2. Student-choice behaviors follow different patterns for various groups. Diverse 
group characteristics include socioeconomic status (SES), gender, ethnicity, and 
age. Conducting research on these groups will help refine student-choice theory. 
3. Student-choice behaviors are made within situated contexts. Many students have 
mobility and financial constraints that limit choice; in addition, cultural and habiti 
influences continuously affect educational choices. 
The student-choice construct is used as a nexus between college choice and persistence 
and incorporates how finances and financial aid affect matriculation and persistence 
decisions (Paulsen & St. John, 2002). The construct is based, in part, on the Bourdieuian 
concepts of habitus and capital. 
Support is increasing for the role that SES, class, and background factors (e.g., 
gender and ethnicity) contribute to student-retention decisions. “When one examines the 
effects of race, class, and gender independently, important patterns of inequality are 
found” (Horvat, 2003, p. 1). These factors are integral to understanding student retention 
and are worthy of continued research (Horvat, 2003; St. John et al., 1996; Paulsen & St. 
John, 2002; Walpole, 2003). Walpole (2003) recognized that most previous SES research 
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studies had emphasized differences between classes and argued that the focus must shift 
to how these differences affect students’ experiences and outcomes. 
Gaps continue between Whites/Asians and ethnic minorities and between low 
SES and high SES students in SAT scores and high school GPA (Swail et. al., 2003). Part 
of the discrepancy between student groups has been attributed to inadequately prepared 
or performing K-12 school personnel (i.e., teachers and counselors) who have 
insufficiently served underrepresented students; subsequently, the students’ academic 
preparation for higher education remained insufficient (Carey, 2004; Morley, 2003-2004; 
Swail et. al, 2003).  
Using data from the National Educational Longitudinal Study of 1988 (NELS:88), 
which contains 8th grade cohort data tracked for 12 years, Cabrera and La Nasa (2000) 
found that 71% of the lowest SES students compared to 30.3% of the highest SES 
students were not academically prepared for college. Comparing equally qualified high 
school graduates, they found that lower SES graduates were 22% less likely to apply to 
college than their higher SES peers. By 1993, 43.9% of NELS:88 students in the highest 
SES percentile (81st - 100th) had obtained a bachelor’s degree, compared to 6.5% of 
students in the lowest SES percentile (1st - 20th) (Adelman, 2004). Using the same 
NELS:88 data, Ingels, Curtin, Kaufman, Alt, and Chen (2002) reported that 
postsecondary attainment was less likely from low SES students whose parents did not 
attend college and whose mothers did not expect them to attain a college degree. In 
addition, 1988 8th grade cohort females were more likely than their male counterparts to 
attend college and complete a degree. Paulsen and St. John (2002) found that low SES 
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students were more sensitive to tuition increases and changing financial aid policies, 
which may make higher education unattainable to poorer students. 
Walpole (2003) discovered that differences between SES peers continued 9 years 
after entry into college. While low SES college graduates had greater social and 
economic benefits than their non-degreed counterparts, they still lagged behind their high 
SES peers in terms of income, aspirations, and attainment. “This outcome may be due to 
different habiti which lead them to use different conversion strategies, such as working 
full-time after college instead of attending graduate school” (Walpole, 2003, p. 63). 
According to Swail et al. (2004), understanding the differences among different classes of 
students is important to educational policymakers because “if the institution has requisite 
knowledge of individual student background and goals, it can then provide a menu of 
programs and support opportunities to make up for any social or academic deficiencies” 
(p. 87). 
Most dropouts typically leave college their freshman year (American Federation 
of Teachers, 2003; Astin, 1993; Davig & Spain, 2003-2004; Tinto, 1993). Therefore, “the 
first-to-second year attrition rate is perhaps the most important determiner of an 
institution’s graduation rate. . . . attrition rates are halved each subsequent year after the 
first year” (Levitz et al., 1999, pp. 36-37). The salient effect of low SES background 
factors on first-year college students is of utmost concern. Many factors that contribute to 
attrition are magnified during the freshmen year, when students are trying to assimilate 
into campus life. Lower academic expectations, lower first-year grades, and an increase 
in the number of dependents (for women) compound other risk factors during the 
freshman year (American Federation of Teachers, 2003). According to Laden et al. 
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(2002), poor high school GPAs, low aspirations, poor study habits, non-degreed parents, 
and small-town backgrounds contribute to this exodus of freshmen.  
Swail et al. (2003) recognized that many retention theories are subjective and 
difficult to apply to many groups or situations. “Lost between the simplicity and 
complexity of the different models is the relationship between college and student. . . . 
The [Swail geometric] model simultaneously describes persistence and achievement 
because of the inextricable relationship between the two variables” (Swail et al, 2003,  
p. 75). The student is placed at the center of the model, and three forces (e.g., cognitive, 
social, and institutional) account for his or her outcome.   
Cognitive factors include aptitude, learning skills, and critical-thinking ability and 
how they directly influence a student’s capacity to understand and complete college 
assignments. Social factors include financial issues, maturity, social coping skills, and 
cultural values, which are important to social integration and stability. Institutional 
factors, such as instruction, student services, and financial aid address whether a college 
or university contains elements that are academically and socially supportive of students. 
The three factors “must combine from some type of equilibrium, or balance, to provide a 
solid foundation for student growth, development, and persistence” (Swail et al., 2003,  
p. 80). 
Seidman (2005) proposed a retention formula that emphasizes early, intensive, 
and continuous intervention for students at risk (see Figure 4). “A college does not have 
to wait until a student enrolls to begin intervention programs and services; rather, it can 
be a part of the student’s acceptance to the college” (Seidman, 2005, p. 298). Students 
with skill deficiencies should receive customized assistance in the months before 
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matriculation and must be carefully monitored throughout their college tenure. 
Intervention services should include opportunities to interact with professional 
faculty/staff but may also involve the use of peers to promote social integration 
(Seidman, 2005). 
 
 
Figure 4: Seidman retention formula. 
____________________________________________________________________________________________________________________________________ 
From “Where We Go from Here: A Retention Formula for Student Success” by A. Seidman, 2005, 
College Student Retention: Formula for Student Success, A. Seidman, Ed., p. 305. Copyright 2005 by 
Praeger Publishers. Reprinted with permission of Greenwood Publishing Group. 
Seidman (2005) recognized that the college organization must be properly 
structured to support any successful program. Senior administrators, along with all 
college personnel, must be committed to conducting an ongoing assessment of the 
retention plan; once the plan has been assessed, the feedback must be used to make 
improvements on a systematic basis. The college mission statement should even include 
wording expressing this obligation. While admissions staff should attempt to enroll 
students who will likely succeed at the institution, all educational personnel must provide 
services designed to help every student thrive (Seidman, 2005).  
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Summary 
Retaining students continues to be an important concern for educational leaders, 
and the field of student retention research remains active (Flowers, 2004-2005; Kuh & 
Love, 2000/2002); in fact, “college student departure is one of the most studied areas in 
the higher education literature” (Tierney, 2000/2002, p. 213) by sociologists, 
psychologists, and organizational theorists alike. A plethora of frameworks and theories 
can be used to explain why students stay in school or decide to leave; moreover, “a 
myriad of factors are [sic] hypothesized to affect student departure from college” 
(DesJardins et al., 2002, p. 557). While no single theory may yield the answer to why 
students persist in college, clearly, every student experience is a personal journey. “Each 
student brings to higher education a background formed from the influence of personal 
and family experiences, and economic, cultural and social forces” (Moxley et al., 2001, p. 
25).  
Policymakers should be reminded that many students with poor academic 
backgrounds can and do excel in college. Paulsen and St. John (2002) found that low-
income students who earned their GEDs or had no high school degrees were more likely 
to persist in college than students who had completed their high school degrees. Cabrera 
et al. (2005) found that, in some instances, the lowest SES students with limited academic 
resources were more likely to graduate than their affluent peers. “This fact speaks highly 
to these students’ resilience to overcome the high hurdles they face” (Cabrera et al., 2005, 
p. 161). Admission policies that emphasize high school GPAs may not adequately 
consider underachieving students who continue beyond high school and perform 
exceptionally well academically (Paulsen & St. John, 2002) or older students who have 
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been working successfully in the labor force for many years before returning to college. 
In addition, increasing maturity levels may also result in positive student performance. 
Consequently, previous academic performance and/or social records may be 
inappropriate indicators of potential college success.  
Minority student enrollment has been increasing in higher education, but 
traditional students still remain the focus of many student retention studies. One 
overriding concern that educational researchers have with established student retention 
theories is the lack of data or consideration from a diverse point of view.  
The lives of racial/ethnic minorities are shaped by social forces such as racism, 
sexism, and discrimination. Yet many researchers tend to view people of color as 
if they have all the options and privileges of white, middle-class Americans, when 
this is not often the case. (Rendon et al., 2000/2002, p. 142) 
Horvat (2003) maintained that some groups (e.g., African-American women) find their 
identity in both their race and gender. “People are not simply raced or classed. They are 
raced and classed and gendered” (O’Connor, 2001, p. 164). Many minority students live 
in a bicultural world and take on behaviors from both traditional and mainstream cultures 
(Braxton, 2000/2002b; Rendon et al., 2000/2002).  
Another problem in understanding minority students is that researchers are 
primarily White (Rendon et al., 2000/2002). Even when minorities are included in 
retention studies, the groups receiving the most focus are African-Americans (Lang, 
2001-2002; Tinto, 1993) and Mexican-American Hispanics (Rendon et al., 2000/2002). 
Other groups that have been marginally considered include students with disabilities 
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(Belch, 2004-2005), homosexual/bisexual students (Sanlo, 2004-2005), indigenous 
students (Shield, 2004-2005), and Asian Pacific American students (Yeh, 2004-2005).  
According to Berger (2000/2002) and Johnson, Jr. (2000/2002), current student 
retention models are inadequate. “The complexity of the human condition makes it 
difficult to definitely prove the validity of one psychological or sociological theoretical 
model over another” (Swail et al., 2003, p. viii). According to King (1999), Paulsen and 
St. John (2002), Rendon et al. (2000/2002), Swail et al. (2002), and Walvoord (2003), a 
new approach must be developed that documents the impact of race, class, and gender on 
college attendance and retention. “Ill-structured best depicts the characteristics of the 
problem of college student departure. . . . Thus, the problem of college student retention 
requires possible solutions derived from the theory and research of several theoretical 
approaches” (Braxton & Mundy, 2001-2002, p. 91). Understanding how personal 
attributes and environmental forces contribute to student-persistence decisions must be an 
integral part of any valid solution. 
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CHAPTER 3: GEOGRAPHIC INFORMATION SYSTEMS 
Numerous investigative studies into student-retention behavior have not yet 
yielded any conclusive evidence as to why students in higher education institutions 
decide to stay in school or drop out (Braxton, 2000/2002a; 2003; Swail, 2000). 
Sociological theorists like Tinto (1993, 2002) and Bourdieu (1972/1977) proposed that 
communal factors such as family background and socioeconomic status play a role in 
educational decisions. Psychological theorists including Astin (1985) and Bean and Eaton 
(2000) advocated the position that individual characteristics such as intelligence and 
personal interest are inherent in student behaviors. According to Bolman and Deal (1997) 
and Kamens (1971), the bureaucratic structures of institutions help mold student-
retention decisions, while economic theorists believe financial subsidies are most 
important.   
Braxton (2000/2002b), King (1999), Paulsen and St. John (2002), Rendon et al. 
(2002), Swail et al. (2002), and Walvoord (2003) have called for a more comprehensive 
approach to student retention studies (i.e., one that incorporates academic, demographic, 
organizational, and socioeconomic aspects of the student experience). The diversity of 
the higher education study body requires nothing less than an approach inclusive of all 
significant attributes that affect educational choices. One tool that may be applicable to 
such a labyrinthine design is the geographic information system (GIS), which can store, 
analyze, and display large amounts of data. “A GIS is computer software that links 
geographic information (where things are) with descriptive information (what things are 
like)” (ESRI, GIS in our World, n.d., para. 6). Educators have already used GIS to assist 
in a number of tasks. For example, Ohio State University researchers used GIS to refine 
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recruiting procedures, and the University of Texas at Dallas personnel implemented GIS 
to manage their facilities. Although GIS has been peripherally utilized to address 
retention concerns, the potential use in this area is considerable.  
In the following sections of this chapter, the author will provide an overview of 
GIS; present a brief history of how GIS evolved from single-purpose use to multiple 
applications; explore GIS’ use in business, government, and industry; and outline the 
various ways GIS is being employed by educators in primary, secondary, and higher 
education institutions. In the final section, the author will address the ethical 
considerations of using information systems such as GIS. 
GIS Overview 
A GIS is generally considered “a computer system for capturing, storing, 
querying, analyzing, and displaying geographically referenced data” (Chang, 2003, p.1), 
with the most familiar output being a map. Because of the dynamic nature of GIS 
applications, no single description exists; interestingly, only general agreement exists 
among experts about the components a GIS should contain (Clarke, 1999; DeMers, 2003; 
Harder, 1997; Keenan, 2005). GIS must contain a database for storing data used to create 
a map. A database is a collection of information organized in a logical structure and 
arranged by individual records (Haag, Cummings, & Phillips, 2007). A spatial database, 
which is used in GIS, must also have fields that allow specification of a geographic 
location, such as latitude and longitude or x,y coordinates to document a specific location 
on the Earth’s surface. By adding spatial information, the records can be depicted on a 
map in their proper geographic location.  
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An ArcView database is illustrated in Figure 5; the database contains the 
following fields: OID, ID_NUMBER, GENDER, IPEDS_ETHN, STATUS, 
CENSUS_TRA, COUNTY, and GISLINK. The GISLINK field contains spatial data 
used to connect the records to a location on a State of Michigan map, which also contains 
a field for GISLINK.  
 
Figure 5 Screenshot of ArcView database.  
____________________________________________________________________________________________________________________________________ 
Data were used to plot each record in a census tract in a State of Michigan map.  
From ESRI, 2001, ArcMap (software). 
 
Spatial data are used to draw a shape (point, line, or polygon) on a map. A point can 
indicate the location of a house, a line can indicate a road, and a polygon can indicate a 
geographic border such as a school district or census tract. The process of creating a point 
feature on a map using geographic indicators is called geocoding (Chang, 2003). 
Spatial data geographic indicators are part of a larger geographic coordinate 
system that defines the shape of a map. Many different coordinate systems exist, and they 
vary in how the shape of the Earth is projected on a map. Coordinate systems that use 
latitude and longitude pairs treat the Earth as a curved surface, while coordinate systems 
that use x,y pairs (units measured in distance such as miles or meters) treat the Earth as a 
flat surface (Ormsby, Napoleon, Burke, Groess, & Feaster, 2004). Knowing which 
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coordinate system is used to create a map is important, because some systems cause a 
map to appear distorted.  
A GIS must also contain attribute information related to spatial data. Attributes 
are “nongraphic descriptors of point, line, and area entities in a GIS” (DeMers, 2003, p. 
610). Attribute data can be stored either in the same database as spatial data or in a 
related yet separate database. For example, if a road line created with spatial data is 
selected on a map, attribute information such as name, length, direction, or even type 
(paved or dirt) can be displayed onscreen in a dialog box. If a geographic shape is a point 
that specifies a building, the related attribute data can include number of occupants, 
median rent or income, blueprint documentation, and a picture to view. Virtually 
unlimited attribute data can be stored and displayed in a GIS.  
Figure 6 shows an ArcMap document of counties created with the GIS software, 
ESRI ArcMap (ArvView License) 9.1. The illustration portrays how the map looks after 
a user clicks on the City of Lansing, the capital of the State of Michigan (indicated by the 
green star). In the “Identify Results” dialog box, the related attribute information stored 
in the database is displayed (e.g., elevation and the 1990 population). Other map icons, 
such as roads and lakes, can also be selected, and their corresponding attributes then will 
be displayed. 
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Figure 6: Screenshot of ArcMap document.  
____________________________________________________________________________________________________________________________________ 
From ESRI, ArcMap 9.0 (ArcView) software, USACounties template (software). 
 
Inherent in any GIS application is the ability to enter data through actions such as 
scanning and digitizing maps, importing existing database information, or entering data 
directly. GIS must also have the capability to store data and manipulate or analyze all 
data elements once they are entered. For example, a GIS can calculate the distance 
between two intersections of a road or redraw the road in the correct location if the 
coordinate system of the map were changed. Finally, a GIS must provide output in 
human-readable form, such as a map (Martin, 1991). See Figure 7 for a graphic 
illustration of the GIS model’s components. 
                                                                                  Student Retention Patterns         
  
74
 
Figure 7: Typical model of GIS as “components.” 
____________________________________________________________________________________________________________________________________ 
From “Geographic Information Systems and Their Socioeconomic Applications,” by D. Martin, 1991, p. 
51. Copyright 1991 by David Martin. Reprinted with permission of author. 
 
GIS History 
Geographic information systems have their roots in the geography profession, and 
their use can be traced back to the mid-1950s (DeMers, 2003). While cartographers, 
people who make maps, have created and used generalized maps for centuries, 
specialized maps are a more recent development. These maps are called thematic maps in 
GIS and “contain information about a specific subject or a theme, such as surface 
geology, land use, soils, political units, and data collection areas” (Clarke, 2001, p. 9). 
The ability to easily layer these thematic maps makes modern GIS useful to a variety of 
businesses and educational institutions. However, in the 1950s modern computers were 
still in their infancy, with capabilities that barely exceeded those of modern, inexpensive 
calculators (DeMers, 2003). Geographic information systems were not very powerful 
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because of this limited ability, and Clarke (2001) argued that they should not even be 
portrayed as authentic GISs. Early geographic-based systems were also cumbersome to 
use and narrow in scope. “Early applications of geographic computer processing were 
only of interest to the small number of companies involved in map-making, surveying or 
similar geography-based activities” (Keenan, 2005, p. 2).  
Computer systems and GIS-based applications were also quite expensive in the 
1950s, which prohibited many business officials and educational leaders from obtaining 
them; initially, only executives of large corporations and government officers could 
afford such a purchase (Jardine & Teodorescu, 2003). Canadian government officials 
were among the first customers to realize the advantages of using a GIS.   
In the 1960s Canadian government officials authorized the creation of the 
Regional Planning Information Systems Division to track Canada’s extensive natural 
resources. The purpose of the planning division was “to produce what was to become the 
first geographic information system ever built – the Canada Geographic Information 
system (CGIS). Its initial task was to classify and map the land resources of Canada” 
(DeMers, 2003, p. 6). The term “GIS” was established in 1974 by the International 
Geographical Union as a generic term to describe the diverse mapping software 
applications and corresponding research areas (Clarke, 2001). GIS technology 
development continued throughout the 1980s and 1990s; computing power and storage 
capacity continually increased as related costs decreased.  
The number of journals, books, and articles dedicated to the subject of GIS have 
continued to expand (Clarke, 2001; Grimshaw, 2000). Professional societies, 
conferences, and new educational programs in higher education related to GIS have been 
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organized. These additional resources have been critical to creating a well-established 
GIS infrastructure (Clarke, 2001) in a fairly short period of time. Although the field is 
maturing, GIS will continue to evolve, along with related disciplines that contributed to 
its development and success (Viswanathan, 2005). “It is indeed, a rather short history and 
one that is still being written” (Clarke, 2001, p. 13). 
GIS in Business, Government, and Industry 
Historical users of GIS include personnel in governments worldwide, 
transportation authorities, forest management agencies (Tomlinson, 2003), mapping 
agencies (Grimshaw, 2000), and the oil industry (Keenan, 2005). However, workers in a 
variety of organizations are quickly finding advantages to using GIS. “Originally 
developed for environmental applications and use by specialists, geographic information 
systems are now increasingly applied to other fields, from facilities management to 
marketing health service provision and population census analysis” (Gerland, Man, 
Kohut, & Sirova, 2000, p. 64). Peters and MacDonald (2004) noted that since the mid-
1990s, GIS has been used broadly by governmental officials, urban planners, and other 
land professionals.  
Governmental employees are among the largest users of GIS (Grimshaw, 2000). 
Census Bureau employees in many nations, including the United States, Canada, and the 
United Kingdom, use GIS to map survey data (Harris, Sleight, & Webber, 2005). 
Information collected from the census surveys, including household income, racial 
profile, educational attainment, and other sociodemographic characteristics, are 
aggregated and mapped to a predefined census area that is small enough to include 
citizens from similar neighborhoods yet large enough to conceal individual identities.  
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Employees at agencies that utilize natural resources also use GIS extensively for 
activities such as mapping groundwater and seismic information (Hackbarth & 
Mennecke, 2005). Public forestry agency personnel in North America use GIS to map 
and assess forest inventory. In addition to creating traditional land maps, GIS can assist in 
calculating harvestable timber, predicting the spread of fires, and assessing endangered 
species habitat (Aronoff, 1989). “It is the analytical power of the GIS that sets it apart. 
The GIS can be used to store and analyze the forest information in ways that could not 
previously be done” (Aronoff, 1989, p. 8). 
Public and private transportation authority personnel have found innovative uses 
for GIS in managing fleet routing activities. “Recently a great deal of convergence has 
occurred between wireless devices, location technologies, and spatial management and 
analysis tools with the result that many firms can now manage fleets in real time in a 
seamless manner” (Hackbarth & Mennecke, 2005, p. 208). Dispatchers at PepsiCo 
receive positional information on delivery trucks every 15 minutes, and several railroad 
company executives collaborated on a train tracking and routing system (Hackbarth & 
Mennecke, 2005). Mississippi Traffic Watch is a service provided by the Mississippi 
Department of Transportation that allows commuters to view traffic conditions in real 
time using a GIS-based Web site (Brown, Lee, & Knight, 2004).  
Personnel worldwide in gas, water, and electric utility companies use GIS for 
enterprise development (Grimshaw, 2000). GIS has been used to assist in planning and 
mapping power line structures (Fritz & Skerfving, 2005; Grimshaw, 2000; Somers, 
2004), water pipes, and electricity cables as well as street grids and customer addresses 
(Grimshaw, 2000). For example, in the United Kingdom, employees at several utility 
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companies digitized company maps to store company information. “Questions such as, 
‘Where is the pipeline outside this property?’ can then be answered. If an engineer must 
be dispatched to identify a leak or effect a repair, job instructions can be issued 
immediately” (Grimshaw, 2000, p. 239). Personnel at one French public utilities 
company used GIS in a more integrated manner. Managers used GIS to forecast 
maintenance repairs, handle customer complaints, and manage water-sample analysis. 
Staff in the field collected data on repairs and water-quality samples; using hand-held 
computers, they uploaded the information to GIS in real time (Grimshaw, 2000).  
Health-care service employees have integrated GIS functions into a wide range of 
services, such as tracking wheelchairs and stretchers (Hackbarth & Mennecke, 2005). 
Case managers responsible for matching patients to providers have geocoded clients’ 
addresses and performed searches for specialty physicians within specific geographic 
locations, which reduced the time required to set appointments (Hilton, Horan, & Tulu, 
2005). GIS has also assisted in identifying land associated with Lyme disease in New 
York (Clarke, 1999) and the distribution of AIDS cases by zip code in Florida (Jenks & 
Malecki, 2004). Hilton et al. (2005) recognized the importance of geography in health 
issues and advocated using GIS in tracking as well as managing other diseases, such as 
severe acute respiratory syndrome (SARS). “Geographic information science has the 
potential to create rich information databases, linked to methods of spatial analysis, to 
determine relationships between geographical patterns of disease distribution and social 
and physical environmental conditions” (Hilton et al., 2005, p. 226). 
The diverse applications of GIS have made its use attractive to people in many 
professions. Marketers can reach desired customers by targeting specific neighborhoods 
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or track demand for goods by region (Harris et al., 2005; Viswanathan, 2005). Lyle 
(2004) and Adrian, Dillard, and Mask (2005) have called for increased use of GIS in 
agriculture to supervise crop compliance, increase yield, and monitor pesticide usage. 
Fire, safety, and emergency personnel throughout the United States have implemented 
GIS to coordinate services, such as those with Homeland Security, in the event of an 
emergency such as another terrorist attack (Brown, 2005; Hilton et al., 2005; McKay, 
2005). Traditional law enforcement personnel have used GIS-based applications to track 
and analyze crime patterns to improve policing capabilities (Craglia, Haining, & Wiles, 
2000; Goodchild, 2004; Leipnik, Bottelli, Von Essen, Schmidt, Anderson, & Cooper, 
2001). The possible uses for GIS are unlimited, and the list of users will likely continue 
to grow (Viswanathan, 2005). 
GIS in Education 
While GIS use in business and government has been dramatically increasing, its 
application in education has not been so prevalent; “currently, electronic mapping (GIS) 
is not widely used for administrative tasks at the district and campus levels, but it has 
much potential” (Sanders, Kajs, & Crawford, 2001, para. 6). No reason for this limited 
use has been identified, although Sanders et al. (2001) stated that lack of GIS software 
and insufficient training have been barriers to employing it as an administrative tool. 
Although the literature is limited in scope, some articles surfaced about 
administrators in educational institutions who have used GIS for purposes similar to those 
cited in business. “The task of finding students to attend a university has some obvious 
differences from finding customers to buy their goods from a particular drug store  
chain. . . . [but] it is worthwhile to evaluate its [GIS] suitability to support university 
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admissions planning and recruiting as well” (Herries & Marble, 1997, para. 9). Burger 
(2004) further recognized that universities are similar to businesses in that both have 
limited resources to identify and recruit customers. 
Because limited literature is available on the topic of GIS in education, the author 
will use the following sections to comprehensively review each article found on the 
subject. In most instances, only a single source exists for the segment. In the first section 
the author will address how researchers in higher education in the United States (i.e., 
Central Michigan University, Concordia University River Forest, Ohio State University, 
University of Memphis, and University of Florida), Canada (i.e.,  McMaster University), 
and Australia (i.e., Charles Sturt University) approached student services issues in 
marketing and enrollment. In the second section, the author will document how personnel 
in higher education (i.e., Wellesley College, University of Texas at Dallas) and K-12 
magnet schools used GIS to aid in site planning and managing facilities. Finally, the 
author will provide information on how analysts used GIS to target university alumni at 
Binghamton University (SUNY) and California State University, Long Beach. 
Marketing and Enrollment Services 
Over the past decade the availability of data has increased from sources such as 
census bureaus, governmental agencies, and private data providers (Harris et al., 2005; 
Viswanathan, 2005). “The availability of demographic data, along with the usefulness of 
such data in a variety of marketing applications, forms one of the primary forces 
propelling the use of GIS in marketing” (Viswanathan, 2005, p. 239). Some educators 
have noticed, and in the next section the author will highlight, how employees in the 
following seven higher education institutions used GIS to address marketing and 
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enrollment issues: Central Michigan University, Charles Sturt University, Concordia 
University River Forest, McMaster University, Ohio State University, University of 
Florida, and University of Memphis. 
Central Michigan University 
 Central Michigan University (CMU) is a comprehensive, public university located 
in the central portion of Lower Michigan. Employees in the Office of Information 
Technology at CMU created campus-wide GIS and encouraged undergraduate students to 
use it (Burke, Zonyk, Althausen, Christie & Berry, 2001). The purpose was to give 
undergraduates an opportunity “to analyze fellow students and gain a better 
understanding of their demographic breakdown as well as to help the CMU 
administration [sic] assess its student population for recruiting and planning purposes” 
(Burke et al., 2001, para. 1).  
Students used 1999-2000 University data (e.g., high school transcripts, addresses, 
standardized test scores, and academic history) to create maps (by county) that included 
total enrollment, number of graduates, and percentage of majors (Burke et al., 2001). 
Statistical comparisons revealed some interesting patterns. For example, education 
majors were dispersed evenly throughout the state, but biology and business majors 
formed concentrated patterns in specific geographic areas. Campus administrators could 
then see where specialized interests were clustered and proceeded to identify high schools 
for targeted marketing purposes. Burke et al (2001) suggested adding U.S. census data to 
existing student data (e.g., demographic and socioeconomic factors) to gain a better 
understanding of the communities from which students are drawn.  
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Charles Sturt University 
Charles Sturt University (CSU) is a relatively new regional university located in 
New South Wales, Australia. Tang and McDonald (2001, 2002) used GIS, spatial 
statistics, and spatial data-mining techniques to predict potential markets for the Bachelor 
of Applied Science (Park Recreation and Heritage) degree. The focus was on recruiting 
for a single program of study rather than on marketing the entire university. “Course 
marketers believe[d] (1) there is a pattern for student enrollment, and (2) that the same 
socio-economic characteristics have relatively different degrees of significance and play 
different roles in different courses even in the same campus of the same university” 
(Tang & McDonald, 2002, p. 2).  
Student admission data (e.g., birth dates, home addresses, and education 
information) from 1999-2001 were used to predict the hot spots for future recruitment of 
the Park Recreation and Heritage degree program. Address data were classified to reflect 
accessibility to transport areas such as railway stations and highways, as well as 
proximity to CSU and other universities. Ethnic background and socioeconomic status 
were also classified. After geocoding addresses, researchers found that approximately 
85% of CSU students were from New South Wales and Victoria; they chose to focus 
exclusively on this student group. Almost 100% of the students lived fewer than 50 km 
from a train station, so further analysis was completed to determine how different 
distances affected enrollment patterns in two different spatial units (postcode areas and 
census districts). 
Students’ closeness to other universities had no effect on CSU’s enrollment 
patterns. However, socioeconomic status did have a strong association with student 
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enrollment patterns. Over 90% of students lived in an area where the majority of citizens 
had some level of higher education, and over 75% of students resided in a middle-class 
neighborhood ($500-$999 weekly income).  
By using three consecutive years of data, researchers were able to compare the 
results of student enrollment patterns. When 2000 data were plotted against 1999 data, 
approximately 50% of students lived within predicted areas. When 2001 data were 
plotted against 2000 data, 56% of the students lived within the predicted areas. However, 
50% of newly enrolled students did not live in areas that contained students from a 
previous year; yet, based on the analysis, these students were considered part of the 
potential market. “This indicates that the origins of students are dynamic however, using 
our methodology, they can still be predicted. This methodology has the potential to be 
used to study the dynamic nature of student enrollment and to predict future trends” 
(Tang & McDonald, 2002, p. 7). 
Concordia University River Forest 
Concordia University River Forest (CURF) is an institution in Chicago that 
transitioned from a private college to a university in 2001-04. CURF administrators 
recognized that they needed to recruit students from a wide geographic area who could 
afford to pay their own tuition and be academically successful. With this purpose in 
mind, administrators obtained grant funding from the Lutheran Education Conference of 
North America so CURF could become a pilot institution in using GIS capabilities to 
improve student recruiting (Burger, 2004).  
The study was completed in two phases spanning a year and a half. In order to 
decide which students to target for recruitment, researchers first identified currently 
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successful CURF students. In Phase 1, 2001-02 student information was obtained from 
the University and integrated with block-group sociodemographic data. Block groups are 
small geographical units defined by United States Census Bureau workers and generally 
contain data about between 600 and 3,000 people (Peters & MacDonald, 2004). A GPA 
of 2.5 or higher was used as an indicator of success. In Phase 2, 2002-03 applicant data 
were analyzed using an ACT score of 25 or higher as the indicator of success (Burger, 
2004). 
Using the two success criteria of GPA and ACT scores, a factor analysis and a 
logistic regression were performed. In the factor analysis, socioeconomic and 
demographic block-group variables were grouped into 11 categories (from the original 38 
provided by the lifestyle segmentation company, Claritas) and weighted according to 
their importance in the market area. The logistic regression used a Boolean test where 
successful GPAs and ACTs were given a value of 1. The combined analyses were used to 
indicate “the likelihood of a student or applicant coming from a particular neighborhood 
type and meeting the success criteria versus a person from the student body or applicant 
pool not related to those types of communities” (Burger, 2004, para. 15). Researchers 
used neighborhood factors to predict, approximately 75% of the time, success or non-
success of both students and applicants. The results helped CURF admissions staff locate 
students in desirable areas and decide which student names to purchase from ACT 
(Burger, 2004).  
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McMaster University 
McMaster University (MU) is a medium-size Canadian school located in the city 
of Hamilton, Ontario, near the Greater Toronto Area (GTA). In 2000, the Ontario 
Ministry of Education and Training decided to reduce the established 5-year secondary 
programs to 4 years by 2003. MU administrators believed this change would result in 
greater demand for a higher education degree. Administrators wanted to assess this 
demand, for both full-time and part-time students, while controlling for spatial variation 
in the population (Buliung & De Luca, 2000).  
Researchers obtained student records and geocoded the addresses to a postal-code 
location. These postal codes were linked to an enumeration area, which is a “small area 
composed of one or more neighbouring blocks, used by Statistics Canada for distributing 
questionnaires to households and dwellings” (Statistics Canada, 2001, Enumeration Area, 
para. 1). Researchers focused on first-order and second-order effects to determine 
whether the spatial distribution of student addresses was random. First-order effects were 
analyzed for Ontario and the Greater Toronto Area (GTA) with dot maps, which at first 
appeared to indicate that both full-time and part-time students lived in the GTA. 
However, using Kernel estimation to “attempt to correct for spatial variation in 
population density” (Buliung & De Luca, 2000, p. 11), researchers found that the 
distribution intensity for both full-time and part-time students was greatest in Hamilton. 
To determine whether any second-order events (student attendance exhibiting 
spatial dependence) existed, a cumulative probability distribution function of nearest 
neighbor distance was used. Nearest neighborhood analysis is “a common procedure for 
determining the distance of each point to its nearest neighbor and comparing that value to 
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an average between-neighbor distance” (DeMers, 2003, p. 397). One of three possible 
patterns will emerge: regular, random, or clustered (DeMers, 2003). Researchers at MU 
found that spatial clustering occurred within a 60-km radius of the institution, indicating 
that attendance patterns were not random but concentrated near Hamilton as suspected. 
“In the context of university planning this study has served to delimit the geographical 
extent and focus of demand for education at McMaster University” (Buliung & De Luca, 
2000, p. 13). 
Ohio State University 
Ohio State University (OSU) staff in the Undergraduate Admissions Office began 
using GIS in the mid-1990s to support planning and recruitment strategies (Mora, 2003). 
Student enrollment began to decline in the 1980s and continued to do so into the early 
1990s. In addition, the demographic makeup of potential students was evolving to include 
more minorities and students with increased financial as well as academic-support needs. 
To maintain a high-quality and diverse student body, OSU officials realized they needed 
more refined marketing techniques than the ones they were using (Marble, Mora & 
Herries, 1995).  
Developers at OSU created a powerful analysis tool called Empowering Market 
Analysis (EMA), which used internal information from the undergraduate admissions 
databases and external information from a number of sources, such as the Ohio 
Department of Education (enrollment statistics by grade level, gender, race, and 
ethnicity), national testing services (ACT and SAT), and companies that provided 
demographic and socioeconomic information at the block-group level. “EMA integrates 
internal student attribute data with external geodemographic data, digital mapping, and 
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predictive modeling into one interactive and powerful environment” (Mora, 2003, p. 18). 
The results of EMA were used to target students from specific geographic regions and 
high schools who were most likely to attend the university.  
Herries and Marble, two researchers involved in the OSU GIS project, developed 
a conceptual model to assess the effectiveness of using GIS and other technologies in the 
admissions process (Herries & Marble, 1997; Marble, Mora, & Granados, 1997; Marble 
et al., 1995). They based their model on an existing funnel concept (see Figure 8), which 
depicted how a large pool of applicants became smaller while progressing through the 
admissions process. “Clearly one of the major challenges of modern admissions work is 
to find ways to move toward a steeper student recruitment funnel. It is here that modern 
GIS technology can be of substantial assistance” (Herries & Marble, 1997, para. 12).  
 
Figure 8: University admissions funnel. 
____________________________________________________________________________________________________________________________________ 
From “A Model for the Use of GIS Technology in College and University Admissions Planning,”  
by J. Herries and D. Marble, 1997, p. 3. Retrieved March 5, 2005, from 
http://ksumail.kennesaw.edu/~mpatters/4405/admissions.pdf. 
 
In the strategic planning phase of the model, the goal is to identify the hot spots of 
up-and-coming students (age range of 14-17 years) who meet selected admissions 
criteria. Hot spots are established by using demographic, geographic, and institutional 
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filters to identify census block groups that contain the preferred student candidates. 
Recruiting and marketing resources can then be targeted to the desired geographic areas 
(Herries & Marble, 1997). 
In the tactical planning phase of the model, the candidate pool has already been 
selected. Admissions staff can use GIS to track the progress of applications through the 
enrollment process. “For example, the administrator overseeing day to day, or tactical, 
operations might utilize a GIS application that displays comparisons between small area 
enrollment forecasts and previous recruiting performance with current enrollment levels” 
(Herries & Marble, 1997, para. 25). Herries and Marble (1997) were careful to recognize 
that GIS did not replace admissions personnel nor automate the process. GIS was used as 
a tool to help a minimally staffed unit more effectively achieve strategic goals.  
OSU admissions personnel used GIS technology in the strategic planning phase of 
the funnel model for target marketing to prospective students. Students who had a high 
probability of enrollment were identified using socioeconomic and other demographic 
data and then were sent individualized information. While no evidence exists in the 
literature that these carefully selected students had higher persistence rates, Mora (2003) 
believed that the tools and methodologies developed at OSU could be used by other 
institutions for recruiting purposes.  
University of Florida 
In 2002, University of Florida (UF) administrators faced a seriously eroding 
financial base and wanted to increase political support for their institution as a means of 
obtaining more funding. Because UF is a residential campus, students come from all 
geographical areas of the state. Knowing the names of students’ state legislative 
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representatives/senators could help when lobbying efforts needed to be undertaken. Staff 
in the UF Registrar’s Office commissioned two consultants, Grant Thrall and Noelle 
Mecoli, to analyze student data using GIS (Thrall & Mecoli, 2003).  
Thrall and Mecoli (2003) geocoded permanent addresses to enumerate them by 
Florida State House of Representatives’ districts. These student records were inserted into 
a University database so personnel could easily contact constituents about legislative 
events and garner political support. Voter registration data were also obtained, in part, to 
determine political party affiliation. According to Mecoli (2004), voter information can 
be used to inform administrators about students’ potential support for various educational 
measures or to indicate which students should be encouraged to vote on specific issues. 
In addition, Thrall and Mecoli (2003) decided to acquire and integrate demographic 
details about students using a GIS geocoder software product. “In this way, the university 
might garner more support for higher education by sending letters with a message 
targeted to specific geodemographic characteristics” (Thrall & Mecoli, 2003, para. 12). 
Engaging in political activities that directly affect university policies will help 
administrators ensure that their students are well served (Mecoli, 2004).   
Mecoli (2004) found a correlation between party affiliation and lifestyle 
segmentation profiles (LSP). LSPs are software products containing profiles by 
geographic location (or neighborhood). “Based on the premise that ‘birds of a feather 
flock together,’ geodemographic segmentation assumes that households within a 
‘neighborhood’ are fairly similar in their demographics, lifestyles, and purchasing 
behaviors” (Dosch, 1999, para. 8). Software developers often give descriptive names to 
segmentation profiles. One LSP company, CACI’s People UK, included “Loan-Loaded 
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Lifesyles,” “Beer and Bookies,” and “Church and Bingo” profiles (Harris et al., 2005). 
GIS data can be used to assist administrators in decision-making and targeting those 
citizens most likely to support educational policies and laws. For example, if educators 
want to increase financial-aid funding, they can target LSP areas that contain young 
immigrant families (Mecoli, 2004) when seeking positive voters and advocates. 
University of Memphis 
Personnel in the Office of Institutional Research at the University of Memphis 
(UM) implemented a GIS mapping system in 1999 to view University data. “This tool 
puts a new twist on university data by providing another dimension: a spatial viewpoint. 
Data once buried in reports, charts and graphs are brought to a higher ground in easy-to-
read, multi-level maps” (Fulton, 1999, p. 2). The UM Retention and New Enrollment, 
Fall 2005 GIS map system could be accessed by both students and staff at UM’s Web site 
and is shown in Figure 9. 
While the UM retention map does not include refined data by county or 
demographic features, such as student names and addresses, the viewer can see patterns 
of student enrollment. Figure 9 shows all map layers turned on (as indicated with a check 
mark on the left side of the screen); the map is interactive, and the various layers can be 
turned on and off by clicking the box. The UM Web site also contains other maps for 
applicants/accepters/new enrollees, off-campus class locations, and underrepresented 
areas. “With GIS maps, students can be served better with conveniently located classes, 
administration [sic] can enjoy easier decision making and the recruiters will know what 
areas to target for marketing” (Fulton, 1999, p. 3).  
                                                                                  Student Retention Patterns         
  
91
 
Figure 9: University of Memphis retention and new enrollment map, Fall 2005. 
____________________________________________________________________________________________________________________________________ 
From University of Memphis, Office of Institutional Research Web site 
http://oirmaps.memphis.edu/maps/retention.html. 
 
Site Planning and Facilities Management 
While only relatively few higher education administrators have used GIS in 
enrollment and marketing services, a number of staff at primary, secondary, and 
postsecondary institutions have used GIS to assist in facilities management and site 
planning. “These applications of the GIS procedure directly parallel those applications 
which geographically map sales growth and site location in the retail and public utility 
industry” (Bruno, 1996, p. 25). Site planning is an important task for many school 
administrators. The process of redefining a school district or adding a new school can 
take many months. GIS technology now allows school administrators to view aerial 
photographs, assess land values, and locate student population densities very quickly 
(Cropper, 2003, 2005). In public universities, state and federal funding for building 
projects is dependent on accurate space and inventory management reports; federal grants 
and contracts are also awarded to universities based on facility reports (Valcik & Huesca-
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Dorantes, 2003). Maintaining a GIS application can make reporting and budgeting tasks 
relatively easy and precise. 
Bruno (1996) described how administrators at three different American magnet 
schools used GIS to address diverse issues. School researchers at the first site used GIS 
mapping applications to study two schools located 10 miles apart. Unlike public schools, 
parents can select the magnet schools they want their children to attend. Researchers were 
interested in identifying attendance patterns for the two magnet schools to help 
administrators understand how distance affected parents’ choices. After plotting address 
locations on a map, the researchers found clustering patterns divided by a highway. Even 
though these clusters were close geographically, only visual mapping showed “how a 
man-made geographical barrier, such as a major highway or freeway, also seems to 
impact the school choice decision” (Bruno, 1996, p. 26).  
School administrators at the second site mapped the academic standing of 
students by home address to determine which ones fell significantly above and below 
their respective grade levels (Bruno, 1996). Educators quickly realized that clusters of 
students who were significantly below grade levels were located at some distance from 
the school. Concerned that these low-achieving students were unable to utilize after-
school instructional programs, the administrators arranged to have a mobile instructional 
classroom sent to community locations. School administrators at the third site used GIS 
to map student addresses and identify the best location to build a satellite campus and 
recruitment center. “These three illustrative applications of the GIS mapping procedure 
nicely demonstrate that the visualization of geographical distance in a school attendance 
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area can be used to present an important ‘picture’ of need to the educational researcher 
and school site administrator” (Bruno, 1996, p. 29).  
Administrators at Wellesley College used GIS to evaluate the best location for a 
new campus center and parking lot (Hewitt & Higgins, 2005). Several thematic maps 
were developed to show subsurface soil and groundwater conditions and proximity to 
campus roads and buildings. Administrators viewing the maps found that their desired 
building site was contaminated. The location of the site was ultimately approved, but the 
cost of clean-up was included in the final budget because of the early identification of the 
contamination problems (Hewitt & Higgins, 2005).   
Administrators at the University of Texas at Dallas (UTD) implemented GIS to 
manage facility space (Valcik & Huesca-Dorantes, 2003). Maps of each building floor 
were stored in the GIS and used to calculate utility costs based on square footage. 
Technical personnel used the maps to locate areas in which to add new equipment. The 
GIS maps also contained important information for emergency personnel, such as the 
location of water valves, fire-fighting equipment, and hazardous materials. In the event of 
an emergency, “risk management can know not only the kinds of hazardous materials but 
also which department owns the material and how and where the materials are stored” 
(Valcik & Huesca-Dorantes, 2003, p. 57). Access to sensitive information in the GIS is 
restricted to authorized personnel, and certain information can be viewed in a read-only 
format. These control measures prevent unauthorized users from accessing confidential 
information or inadvertently changing existing data.  
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Targeting Alumni 
Locating and tracking alumni is important for administrators, since university 
graduates are a good source of income and support. Analysts at Binghamton University 
(SUNY) in the State of New York created a GIS to analyze fundraising patterns of 
alumni and target areas that likely contained a large number of potential donors (Jardine, 
2003). The BU-SUNY database contained more than 75,000 alumni records. Distribution 
maps were created to show concentrations of students and donation amounts by state and 
New York counties. An additional map was used to display the numbers of alumni and 
students living in districts of congress people who serve on appropriations committees. 
“These committees appropriate research dollars at the federal level. GIS can be used to 
illustrate the magnitude of the presence of alumni and students in these key districts” 
(Jardine, 2003, p. 77). 
Alumni Records Office personnel at California State University, Long Beach 
(CSULB), were tasked with the job of locating graduates (ESRI, 2007). They initially 
used pushpins to identify alumni addresses on a map of the United States. They soon 
discovered that GIS would be more useful for this undertaking and employed researchers 
in the geography department to cleanse and geocode the data onto maps. Alumni Records 
employees were able to view concentrations of alumni by nation, state, region, and 
county. “In one of the more unique uses, the Athletics Department has been asked to use 
the maps to help schedule away games in cities and regions that have high concentrations 
of alumni” (ESRI, 2007, p. 7). The President of CSULB is already using the maps for his 
alumni awareness campaign, although it is still too early to determine the usefulness of 
these maps on fundraising activities (ESRI, 2007). 
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Ethical Considerations of Using Information Systems 
Any comprehensive discussion about geographic information systems must 
include a discussion of the ethics involved in their use. GIS falls under the umbrella term 
“information technology” (IT), which “is any computer-based tool that people use to 
work with information and support the information and information-processing needs of 
an organization” (Haag, Cummings, & Phillips, 2007, p. 4). Because marketers, 
governmental officials, and researchers can use IT systems to store and analyze large 
amounts of personal data, many articles have been written recently about the morality of 
their use, especially in regard to privacy (Beekman, 2003; Cassidy, Chae, & Courtney, 
2005; De George, 2003; Deshmukh & Croasdell, 2005; Freeman, 2005; Haag et al. 2007; 
Hartzel & Deegan, 2005; Reynolds, 2007). “The development of computer technology 
has made possible the accumulation and correlation of vast amounts of data on each 
individual, which in turn has affected both the general public’s (and business’s) view of 
privacy, and the issues of protection of personal information” (De George, 2003, p. 40).  
No general legal definition of privacy exists; nor is it explicitly addressed in the 
Constitution of the United States (Beekman, 2003; De George, 2003). Instead, ideas 
about what constitute privacy are often enmeshed in cultural traditions and expectations 
(De George, 2003). “The right to privacy is a fundamental, constitutive norm of 
American democracy. . . . People want and expect a certain right to privacy, even to an 
extent that is sometimes greater than what the law guarantees” (Freeman, 2005, p. 165). 
Many legal scholars have agreed that privacy rights are implicitly defined in citizens’ 
constitutional rights; but without an explicit guarantee, interpretations remain open to 
debate (Beekman, 2003; De George, 2003).  
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Individuals do have legal rights concerning certain aspects of their private life, 
including marital relationships (De George, 2003) and medical history (Deshmukh & 
Croasdell, 2005). In addition, laws such as the Electronic Communication Privacy Act of 
1986, the Privacy Act of 1974, and the PATRIOT Act of 2001 contain specific rules 
regarding how some personal data (e.g., motor vehicle and credit information) can be 
disclosed to third parties (Freeman, 2005). However, Beekman (2003) argued that many 
federal and state laws involving privacy rights were written before the widespread use of 
information technology. Needless to say, numerous issues regarding privacy protection 
exist, but the focus of this section is on how public information is collected, used, and 
disseminated. 
People disclose information about themselves in virtually unlimited ways. Every 
time a person completes a survey, uses a credit card, or purchases food using a grocery 
store customer loyalty card, information is retained in a customer database and 
sometimes sold (Reynolds, 2007). Customers’ activities can also be tracked online. When 
consumers visit a Web site, cookies (small files that contain personal information) or 
tracking software can be automatically downloaded to users’ computers to track and store 
online activities (Haag et al., 2007; Reynolds, 2007). “In none of these cases do 
consumers explicitly consent to submitting their information to a marketing organization” 
(Reynolds, 2007, p. 123).  
If consumer information was stored and used only by the business personnel who 
gathered it, the debate surrounding its use would not be so contentious. However, the 
ease with which vastly connected computer-network systems can exchange data 
exponentially multiplies the risk. “As long as the files share a single unique field, such as 
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a Social Security number field, record matching is trivial and quick. And when database 
information is combined, the whole is often far greater than the sum of its parts” 
(Beekman, 2003, p. 231). The sheer number of companies that compile and disseminate 
such information is cause for concern. According to Beekman (2003), over 15,000 
marketing databases containing personal information (e.g., address, income, and political 
affiliation) on 2 billion consumers exist. Demographic information can also be obtained 
for free from the U.S. Census Bureau; then these data can easily be incorporated into GIS 
(Peters & MacDonald, 2004).   
Cassidy et al. (2005) recognized many advantages to obtaining consumer 
information. For instance, retailers can determine consumption patterns and stock 
products that customers are most likely to buy; they can also complete specialized 
marketing campaigns to target customers based on their individual preferences. “The 
application of GIS to retail point-of-sale data holds great promise in allowing retailers to 
gain greater insights into consumer spatial behavior” (Allaway, Murphy, & Berkowitz, 
2005, p. 261). However, these advantages can be overshadowed by the downside of using 
information technology. When personal information is used indiscriminately to market 
products, consumers end up receiving large amounts of junk mail, telemarketing 
telephone calls, and e-mail spam (Cassidy et al., 2005).  
Geographic information systems are a specialized category of IT that can be used 
to represent information graphically (i.e., maps) and market to neighborhoods instead of 
individuals. “Prior to the advent of geographic information systems (GIS), spatial data 
was [sic] difficult to use, expensive to collect, and often of uncertain quality” (Allaway et 
al., 2005, p. 261). The availability of consumer data and ability to download spatial maps 
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are changing the marketing landscape. In fact, the term “geodemographics” has been 
added to the English-language lexicon to refer to the ability of demographers to 
accurately predict consumer behavior based on neighborhood characteristics (Harris et 
al., 2005). “The fact that various socio-economic forces can ‘filter’ people to live in 
certain ‘types’ of neighbourhood is the basis for how neighbourhood analysis predicts the 
likely population characteristics to be found in any given area” (Harris et al., p. 15). 
Traditional IT systems have been used to store and disseminate demographic and 
socioeconomic information about a particular person; GIS, with their mapping functions, 
can target individuals who live in a neighborhood based on presumed shared preferences.  
Geodemographers can now incorporate data from numerous databases to create 
interesting neighborhood profiles; information that may be included in these profiles 
includes census-bureau data, crime statistics, credit reports, health of citizens, and types 
of housing (Harris et al., 2005). Consequently, several businesses have been created to 
sell such lifestyle data. Claritas, Inc., one of the leading geodemographic companies, has 
been in business for more than 30 years (Claritas, Inc., n.d.). One Claritas product, 
PRIZM New Evolution (NE) Lifestyle Segmentation System, provides “66 
demographically and behaviorally distinct types or ‘segments’” (Claritas, Inc., PRIZM 
NE Lifestyle Segmentation System brochure, 2006, p. 2). A brochure produced by 
Claritas, Inc., (2006) contained examples of several demographic types, including 
creative names such as Gray Power (aging, middle-class suburbanites), Young Digerati 
(young, tech-savvy people living in trendy neighborhoods), and Kids & Cul-de-sacs 
(upscale families residing in new subdivisions). People now find themselves the target of 
marketers because of the geodemographic environment in which they live.  
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The marketing of personal data is expected to grow, and conscientious 
businesspeople are taking action to address consumer concerns. “Some companies are 
appointing a chief privacy officer (CPO) . . . [who] can avoid violating government 
regulations and reassure customers that their privacy will be protected” (Reynolds, 2007, 
pp. 126-127). However, no comprehensive set of laws exists in the United States to 
protect citizens’ privacy (Haag et al., 2007), so CPOs have no set guidelines to follow. 
Until stringent legislation is passed, people will need to protect their personal information 
and selectively distribute it. In addition, marketers and researchers who utilize personal 
data should be sensitive to ethical considerations regarding its use. 
Using GIS for educational purposes presents one final and important ethical 
consideration. Public university administrators who use GIS to target high-achieving, 
wealthy students will be culpable of social profiling. Administrators may be tempted to 
market their institution only to high-quality students, since retention rates are often used 
for accountability and budgeting purposes. Using geodemographic tools to exclude 
undesirable students (e.g., poor students with low GPAs) will undermine the purpose of 
public education and create more hurdles for underprivileged students to overcome. 
Summary 
Academic personnel in many institutions have shown the utility of using GIS-
based systems for educational needs. School planners in Nambia used GIS to locate 
optimal sites for new schools and places where in-service training programs could 
optimally be delivered (Mendelsohn, 1996). School district administrators in Michigan 
(Woods, 2004) and Washington (ESRI ArcNews Online, 2001/2002) employed GIS for 
planning bus routes to increase on-time arrival rates and tracking. As a final point, to 
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address increased concern over childhood obesity, undergraduate landscape architecture 
students at the University of Kentucky decided that GIS analysis was the best way to find 
optimal routes for children to walk or bike to school (Lee & Cunningham, 2006). 
Educational concerns at different institutions have varied; yet educators have 
operationalized similar GIS tools to address diverse issues, such as finding the best 
geographic location to build a new school or calculating the utility costs for a campus 
building.  
The advantages of using GIS for educational purposes are just beginning to 
emerge in areas other than facility management and site selection. Research in marketing 
and recruitment services has already yielded important findings. As student retention 
continues to be at the forefront of educational research, innovative methods must be 
identified to address this critical problem. The stakes for the nation are high.  
For over fifty years, the United States could rightfully claim to have the finest 
system of higher education in the world in terms of access, graduates, and 
research. Today, this basic assumption is under challenge. At its best our system 
of higher education continues to set a standard for excellence and research that 
remains the envy of the world. But the foundations of our system of higher 
education are too weak to sustain our economy and quality of life. In the 21st 
century we must do more than just provide the finest education possible to a select 
few – we must provide all Americans with the skills they need to succeed in the 
global economy and lead satisfying, productive lives. Our people and our nation 
will be poorer and weaker if we fail to provide real opportunities for all 
Americans to fulfill their potential and succeed in higher education. Put simply – 
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increasing the number of citizens graduating from our nation's colleges and 
universities is a vital national interest. (National Commission on Accountability in 
Higher Education, 2005, p. 6) 
After decades of research, the question remains: What can be done to keep students in 
college?  Utilizing GIS’ capabilities may help provide the answer because of its ability to 
map and quickly analyze large amounts of complex data. The results can help inform 
policymakers about the demographics of successful and unsuccessful student populations. 
Most important, GIS data can help focus attention on legitimate areas of concern (e.g., 
dropouts from particular socioeconomic areas) where educational policies may be most 
effective. “There is tremendous untapped potential for GIS applications [in higher 
education]. . . . Decision making becomes more distributed throughout the organization, 
and conventional obstacles to responding quickly, accurately, and thoughtfully no longer 
exist” (McCormick, B. G., 2003, pp. 75-76). GIS has the capacity to unlock significant 
information about student retention that will save time and money for higher education 
policymakers and other involved personnel. 
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CHAPTER 4: RESEARCH DESIGN AND METHODOLOGY 
This chapter includes a thorough description of the methodology used for this 
research study. The following six topics are addressed: (1) type of research, (2) research 
design, (3) data-collection methods, (4) population, (5) sample, and (6) limitations of the 
study. The research design section is divided into four phases because distinct activities, 
including a pilot study, needed to be addressed separately.   
Type of Research 
This investigation included both qualitative and quantitative approaches, or 
mixed-method research (Darlington & Scott, 2002). Darlington and Scott described the 
four ways in which mixed-method research can be implemented: qualitative then 
quantitative, quantitative then qualitative, qualitative and quantitative concurrently, and a 
mix of qualitative data-collection approaches.  
The “qualitative and quantitative concurrently” approach was appropriate for this 
undertaking. Unlike the “qualitative then quantitative” or “quantitative then qualitative” 
approaches, the results of one research phase were not necessarily dependent on another; 
rather, the information from each phase was used to provide guidance.  
Research Design 
This research project was designed as a multiphase process, and each of the four 
phases is comprehensively described in the narrative that follows. See Figure 10 for a 
flowchart of the research design. In Phase 1, two EMU employees involved in student 
retention programs were interviewed to determine if the results of this study would be 
useful to EMU personnel and fit within the strategic vision created for the University. In 
Phase 2, a pilot study was conducted to determine whether the full-scale research project, 
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as envisioned, was feasible, since very few studies using GIS had been conducted within 
a university setting. In Phase 3, the author attended an ESRI conference and consulted 
with an ESRI researcher to determine which geospatial statistical analyses would be most 
appropriate for this type of research study. In Phase 4, data were collected and statistical 
analyses were completed. 
Phase 1: Determine Status of EMU Retention Programs 
To determine the status of retention programs at Eastern Michigan University 
(EMU), the author interviewed two University employees during the 2005 Spring 
semester. EMU leaders have created several programs dedicated to helping students 
succeed, persist at the institution, and ultimately graduate. One such program is in the 
Office of Undergraduate Studies. According to full-time interim director Ms. Ann 
Seaman, “the purpose of the Undergraduate Studies Program is to act as an incubator of 
programs and to help successful ones become institutionalized with the support they need 
to remain successful” (personal communication, June 2, 2005). Another, more established 
office is the Holman Learning Center. According to interim director Dr. Margaret Carter 
(personal communication, May 16, 2005), “[Holman Learning Center’s mission] is to 
provide academic support services for all EMU undergraduate students to help them 
become and remain successful students and graduate.” According to both Carter and 
Seaman, collaboration often occurs between staff members associated with 
Undergraduate Studies and the Holman Learning Center. 
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Obtain GIS Maps
• Michigan zip code boundaries
• 1997 population density
• 1999 median income
Obtain 1997 FTIAC Cohort Data
• Zip code of permanent address
• 2003 Fall semester status (graduate, 
dropout, or still-enrolled)
PHASE 1:  DETERMINE STATUS OF EMU RETENTION PROGRAMS
PHASE 2:  CONDUCT PILOT PROJECT
Create ArcMap File
• Generate choropleth maps of graduates, dropouts, and still-enrolled students
• Generate population-density and median-income maps
PHASE 3:  DETERMINE SPATIAL ANALYSIS PROCEDURES
PHASE 4:  GATHER DATA AND ANALYZE
Obtain GIS Maps
• Michigan census tracts
• Michigan counties
Obtain 1999 FTIAC Cohort Data
• Permanent addresses
• Gender and race/ethnicity
• 2005 Fall status (graduate, 
dropout, or enrollee)
Obtain 2000 Census Data
• General demographics
• Social characteristics
• Economic characteristics
• Housing characteristics
Spatial Join
Create ArcMap File (Retention_Map)
• Geocode student census tracts to Retention_Map
• Import students’ profiles (habitus) using census data
• Create thematic maps for graduates, dropouts, and enrollees
Visually explore maps to identify data patterns
Spatial Analyses Using ArcMap
• Spatial autocorrelation (Moran’s I 
• Hot-spot analysis (Getis-Ord Gi*)
• Z Score Rendering
Spatial Join
Conduct Interviews
• Dr. Carter, Holman Learning Center
• Ms. Seaman, Undergraduate Studies
Consult with 
ESRI researcher
Attend ESRI
conference
Complete online spatial 
statistics course
Attend ESRI
training
Visually explore maps to identify data patterns
Figure 10:  Flowchart of GIS research design. 
Non-spatial Analyses Using SPSS
• T tests
• Multiple Regression
• Match Ratios
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Holman Learning Center employees target students in certain populations with 
outreach activities, although services of the Center, including tutoring and attendance at 
various workshops, are available to any student who wishes to use them. One student 
target group is the first-time-in-any-college-or-university (FTIAC) population that begins 
as a cohort every fall semester. Holman Learning Center staff members send letters to 
FTIAC students before each fall semester begins. These letters contain information for 
both students and parents, such as how University e-mail accounts and tuition bills can be 
accessed. Contact with students continues throughout the first academic year, defined as 
the fall and winter semesters. Follow-up e-mails are sent periodically and include 
information such as tips for taking examinations and the best places on campus to study. 
The purpose, Carter said, “[is to] help them get established as good students before they 
get into trouble” (personal communication, May 16, 2005). 
To deal with the approximately 2,700 FTIACs each year, Holman Learning 
Center administrators hire graduate assistants (GAs) who are each responsible for 10% of 
the FTIACs, or approximately 270 students. These GAs respond to student requests and 
are specially trained in academic-intervention services. Each student receives the name of 
a GA to contact and can do so throughout the first academic year. Each GA provides 
individualized and general outreach services. 
Another target population of the Holman Learning Center is transfer students. 
While transfer students may be new to EMU in any fall semester, they cannot be 
designated as FTIACs because they have had previous college experience. “We do the 
exact same thing with them [as with the FTIAC population],” Carter said. “We take the 
transfer population. We divide it up among our GAs, and then each GA has a group for 
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whom this GA will provide this outreach; and we have special transfer tips” (P. Carter, 
personal communication, May 16, 2005). 
A subpopulation of FTIACs that Holman Learning Center personnel target 
includes students with the very lowest academic criteria regularly admitted to EMU. 
These students have the option of participating in the Promote Academic Survival and 
Success (PASS) program. The one-semester PASS program, designed for students whose 
GPAs and ACT/SAT scores are lower than the average incoming freshmen (EMU, n.d., 
What is PASS?), is composed of cohort groups of 25 students each who take three classes 
together, including a basic university class that helps students learn strategies to be 
successful in college. Until three years ago, the PASS program was mandatory for lower 
qualified students, but participation in the program is now strictly voluntary. According 
to Seaman, making it voluntary “has been really good for the attitude change in the class. 
However, it’s taken away a stick that we had to get people to sign up for [PASS]” 
(personal communication, June 2, 2005). While no long-term data are available to 
objectively determine whether the program is successful, both Carter and Seaman agreed, 
and have anecdotal support, that PASS is a positive program for students. 
Over the past decade University administrators have implemented a number of 
other programs to increase the student-retention rate. One program is the Freshmen 
Interest Groups (FIG). This program is administered by personnel in Undergraduate 
Studies with strong collaboration from staff in the Holman Learning Center. Admissions 
personnel group freshmen together in a cohort and register them for at least three of the 
same classes during their first semester at the University. The anchor class is an 
introductory class in which students form study groups, design career plans, and become 
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familiar with the academic services of the University (Eastern Michigan University, n.d., 
First-year Interest Group Brochure). The two remaining classes are grouped according to 
the students’ interests such as nursing, engineering, and education. 
Another retention program is Early Alert. According to Carter (personal 
communication, May 16, 2005), the Provost and Vice President for Academic Affairs 
annually send a memorandum to all faculty members during the second month of the fall 
and winter semesters asking for the names of students who are doing poorly in classes. 
According to EMU’s Early Alert Program Web Site (n.d.), “this [having difficulty] might 
mean the student has missed some classes, has not turned in assignments or is not doing 
well on quizzes or tests” (para. 2). Students identified by their professor receive a letter 
from Enrollment Services personnel notifying them that their academic performance is 
inadequate. Suggestions to improve their grades are outlined in the letter, and students are 
advised to contact their professors.  
Carter and Seaman acknowledged that long-term data were not yet available to 
determine whether retention programs were successful, although they believed that 
current measures were already helping students. They also mentioned that EMU 
administrators recognized the need for accurately tracking program data and that the 
procedures were already being put in place to gather and maintain such data. During each 
interview the author discussed her research intentions of determining sociodemographic 
patterns of student-attendance behaviors. Both Carter and Seaman agreed that the 
research effort would be beneficial to EMU and that they, along with other 
administrators, would be interested in the findings. 
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Phase 2: Conduct Pilot Project 
A pilot study was conducted between June and November 2005 to determine the 
feasibility of a full-scale research project using public and institutional data. The purpose 
was to create choropleth maps using student zip code data to determine the existence of 
visual patterns of enrollment, graduation, and dropout behaviors based on geographic 
location. A choropleth map is “a map that applies shading symbols to data or statistics 
collected for administrative units such as counties or states” (Chang, 2003, p. 172). This 
mapping activity is common with GIS studies and is often the main output produced with 
geographic information. “Because the traditional input to a GIS is mapped or mappable 
data, it is not unexpected that the primary output consists of maps. Indeed, for the next 
few years, or even decades, this trend is likely to continue” (DeMers, 2003, p. 531). Zip 
code data were selected for this pilot study because such data are public information that 
can be easily joined to census and population data. Patterns of concentrated data, 
indicated by gradient shading on the maps, will indicate the geographic locations of 
students and selected socioeconomic information about the areas.  
Subjects 
Subjects were first-year, first-time students enrolled at Eastern Michigan 
University (EMU) for the 1997 Fall semester whose permanent zip codes were located in 
Michigan. Also known as first-time-in-any-college-or-university (FTIACs), this student 
group did not include transfer students or students previously enrolled in any 
postsecondary education institution. Only full-time FTIACs were selected because the 
majority of student-retention theories are based on this traditional student group. 
Michigan zip codes were selected because more than 90% of EMU undergraduate 
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students are drawn from the state (Eastern Michigan University Strategic Planning 
Committee, 2005). The total number of full-time FTIAC EMU students with valid 
Michigan zip codes in the 1997 Fall semester was 1,781.  
Procedure 
The first step in the pilot study was to obtain permission from the Human Subjects 
Institutional Review Board of Eastern Michigan University to acquire the following 
student data from the Office of Institutional Research and Information Management 
(IRIM): (1) permanent address zip codes of FTIACs who began at EMU in the 1997 Fall 
semester, and (2) permanent address zip codes of students who graduated, dropped out, or 
were still enrolled in the 2003 Fall semester. Copies of the Human Subjects Request form 
and Human Subjects Approval letter are located in Appendices B and C, respectively. 
Student data were obtained from IRIM in an Excel file format. This file was 
modified to include only full-time students with valid Michigan zip codes whose 
enrollment date was the 1997 Fall semester. Of the original 2,399 student records listed in 
the IRIM file, 1,781 Michigan records were selected using the following filters.  
 2,399  Total number of the 1997 Fall semester FTIACs  
 (11)  High school dual enrollment 
     (16)  FTIAC first semester indicated as 1997 Summer Semester 
 (112)  Part-time status 
 (55)  No valid zip code 
       (5)  Unclear status (no graduation date indicated yet 2003  
 graduate-student status) 
   (419)  Full-time FTIAC with non-Michigan zip codes  
 1,781 Full-time FTIAC with valid Michigan zip codes 
 
Before data could be imported into ArcView, the Excel file was further modified 
and saved as another file type. First, desired data were consolidated onto a single Excel 
worksheet and extraneous worksheets were deleted from the files. Second, the Excel files 
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were saved as dBASE IV file types compatible with ArcView software. The following 
four dBASE IV files resulted from this process: Total Michigan FTIACs, 2003 Fall 
Semester Graduates, 2003 Fall Semester Continuing Enrollees, and 2003 Fall Semester 
Dropouts. 
To produce maps of student data, an ArcView file was created using a Michigan 
shape file delineated by zip code boundaries. The dBASE IV files containing student data 
were then added to the ArcView file. To create maps for comparison, median-income 
Census 2000 Michigan data and 1997 population data were also added. After all relevant 
information was added to the ArcView file, the following six choropleth maps were 
created to view the distribution of data: (see Appendix D for maps) 
Map 1: 1997 FTIACs at Eastern Michigan University 
Map 2: FTIACs Who Graduated by the 2003 Fall Semester 
Map 3: FTIACs Still Enrolled in the 2003 Fall Semester 
Map 4: FTIACs Who Dropped Out by the 2003 Fall Semester 
Map 5: Median Income by Zip Code – 1999 Income Quintiles 
Map 6: Michigan 1997 Population 
The first four maps were created with student data, and the final two maps were 
created with 1997 population and 1999 median-income data for comparison purposes. 
According to EMU research data, 72% of freshman lived within a 50-mile radius of the 
University (EMU, 2004). Therefore, each map included a call-out section that encircled a 
50-mile radius of EMU’s zip code.  
Student subgroups (graduates, dropouts, and enrollees) were treated as distinct 
populations in each map due to the variation in number of students between the three 
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cohorts. Therefore, data for each map were classified into separate number ranges in 
order to achieve different levels of shading using ArcGIS’ Jenks classification scheme.  
Classes are based on natural groupings inherent in the data. ArcView identifies 
break points by picking the class breaks that best group similar values and 
maximize the differences between classes. The features are divided into classes 
whose boundaries are set where there are relatively big jumps in the data values. 
(ESRI ArcGIS 9, Help Menu, Standard Classification Schemes, Natural breaks 
[Jenks]) 
The Jenks classification scheme was used for every map except the median-
income map, where the classification groups were based on 1999 income quintiles used 
by the U.S. Census Bureau.  
Results 
A visual assessment of the maps indicated patterns of student enrollment, 
graduation, and dropout activities. While the majority of students did come from within a 
50-mile radius of the University, the attendance pattern did not appear to be random and 
was concentrated in a corridor from northwest to southeast of EMU. This pattern matched 
a similar one of population density; yet larger population clusters existed to the east and 
northeast in which few 1997 FTIACs were drawn. Many of the northeast population 
clusters fell within the highest 1999 income quintile, while many population clusters to 
the east fell near the bottom of the income quintiles. 
The heaviest concentrations of FTIACs who graduated or dropped out also 
closely reflect the geographic pattern of initial enrollees with minor variations. However, 
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the pattern of FTIACs still enrolled in 2003 shows the most deviation from the other 
maps, with the largest concentration of students living to the west of the university.  
Limitations 
The pilot study was limited in several ways. The first limitation involved using 
self-reported data. The goal of the pilot study was to determine patterns of where students 
resided before they enrolled at EMU to ascertain their geodemographic and economic 
environmental characteristics. Many students most likely used parental addresses for this 
purpose. However, some students may have used local, temporary addresses on their 
enrollment forms or updated their personal data to reflect where they lived during their 
tenure at EMU. In addition, U.S. Census data are also self-reported. 
Although a valuable source of information that is generally agreed to be the most 
reliable and complete population coverage available, spatial and temporal 
inaccuracies exist which are caused by undercounts (particularly in the USA 
where a mail out, mail back survey method is used) and the infrequency of 
collection. (Harris et al., 2005, p. 101) 
The second limitation was the use of zip code boundary areas for geodemographic 
and economic investigation. United States zip codes were created to improve mail 
delivery services. “ZIPS do not have stable boundaries and also possess a substantial 
amount of internal heterogeneity with respect to many socioeconomic characteristics” 
(Marble et al., 1995, p. 9). For example, the median income of a zip code area may reflect 
resident groups from both low-income and high-income areas that have very little in 
common socially or demographically. To assume homogeneity falsely among people in a 
manually defined geographic area is known as the ecological fallacy (Harris et al., 2005).  
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The final limitation involved the use of maps and spatial patterns for analysis. 
While this pilot study was conducted to determine if any patterns existed when data were 
mapped, “There is a risk of attributing importance to apparent spatial patterns in 
geographical information when the patterns actually are of little significance” (Harris et 
al., 2005, p. 92). Another important consideration when assessing maps is how 
classification levels were created; changing a range of numbers may result in different 
levels of shading on the map. The Jenks classification scheme used in this study created 
groups based on natural breaks in the data set, but each map had a different one. The 
natural breaks among data sets are not equal. For example, the red shading indicated 6-12 
students in the graduate map, 9-18 students in the dropout map, and 5-10 students in the 
still-enrolled map. While visual comparisons and pattern identifications are very useful in 
the initial stages of geographic analysis, the viewer must always be cautious when 
rendering any conclusions. “The visual characteristics of a map are extremely persuasive, 
so much so that they can lead to a sometimes false sense of security in the objectiveness, 
neutrality, and ‘truthfulness’ of the map and its designer” (Harris et al., 2005, pp. 95-97). 
Conclusion 
The author used publicly available data (e.g., Michigan zip code maps and 
population and economic data) along with institutional information (EMU student 
records) to create usable GIS maps. After viewing the results, the author detected 
discernable patterns of student enrollment, graduation, and dropout behaviors. The 
decision to conduct a robust study using GIS to investigate student retention behaviors 
was supported. 
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Phase 3: Determine Appropriate Spatial Analysis Procedures 
Although the GIS literature review included examples of how GIS is being used 
in education, very few studies contained spatial analysis methodologies. Mitchell (2005) 
recognized that “more people aren’t using GIS for analysis [because] they don’t know 
what they can do with GIS beyond making maps and creating reports. Or, if they do, they 
don’t know how to go about it” (p. 10). To determine which spatial statistics procedures 
were appropriate for analyzing student-retention behavioral patterns and verifying 
whether they are significant, the author completed several activities. First, she attended 
an ESRI GIS User Conference in Salt Lake City, Utah, in May 2006 (ESRI is the maker 
of the ArcView software used in this research.); second, she completed the online ESRI 
course, Understanding Spatial Statistics in ArcGIS 9; third, she had a telephone 
discussion with Dr. Lauren Scott, one of the developers of the Understanding Spatial 
Statistics in ArcGIS 9 course and an ESRI researcher; finally, she attended a three-day 
course, Advanced Analysis with ArcGIS, which was held at the ESRI Denver training 
facility in July 2006. (See Appendix E for Certificate of Completion.) 
Phase 4: Gather Data and Analyze 
The research design is a “systematic procedure for collecting data in order to 
provide answers to specific questions” (Runyon, Coleman, & Pittenger, 2000, p. 10). 
Phase 4 included gathering data, creating maps, and conducting spatial as well as 
nonspatial analyses. This phase began after GIS training was completed and the Human 
Subjects Institutional Review Board of Eastern Michigan University approved the 
research study. This section includes information about the following six topics: (1) data 
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collection and preparation, (2) hypotheses, (3) analyses, (4) population, (5) sample, and 
(6) limitations of the study. 
Data Collection and Preparation 
A completed form was submitted to the Human Subjects Institutional Review 
Board of Eastern Michigan University for approval and included a request for the 
following information on full-time FTIACs who enrolled in the 1999 Fall semester. (See 
Appendix F for the complete application form.) 
1. Permanent street address 
2. Permanent city 
3. Permanent state 
4. Permanent zip code 
5. Gender 
6. Race 
7. 2005 Fall semester enrollment status (graduated, still enrolled, dropped 
out) 
 
Once the request was approved by the Human Subjects Institutional Review Board of 
Eastern Michigan University (see Appendix G for the approval form), student records 
were obtained from the Office of Institutional Research and Information Management 
(IRIM) in an Excel file format.  
The GIS software, ESRI ArcMap 9.1-License Type-ArcView (hereafter referred 
to as ArcView), was the primary instrument used to investigate patterns of student-
attendance activities at EMU. ArcView allows users to create maps, query data, and 
complete simple editing of shapes as well as attributes. The advantage of using a GIS 
package is that users can visualize data and uncover patterns or relationships that might 
not be visible by viewing data singularly or in tables and charts (Harder, 1997; Jardine & 
Teodorescu, 2003). ArcView also contains various statistical tools used for spatial 
analysis of data.  
                                                                                  Student Retention Patterns         
  
116
To create an ArcView map file appropriate for this study, the following steps 
were completed:  
1. Student data from the original Excel file obtained from IRIM were modified to 
include only full-time, regularly admitted students from Michigan whose 
enrollment date was the 1999 Fall semester. From a list of 2,866 students, 634 were 
removed due to non-Michigan addresses, alternative admission status (i.e., veteran, 
foreign, and nontraditional), part-time attendance, and invalid addresses (e.g., post-
office box). A total of 2,232 student records (or 78% of 1999 Fall cohort) was 
selected for inclusion in this study. 
2. The modified Excel student file was imported into a Microsoft Access database file 
for easier data manipulation. To protect the privacy of EMU students, U.S. Census 
Bureau census tracks were added and used as a proxy for individual home 
addresses. A census tract is a “small . . . statistical subdivision of a county or 
statistically equivalent entity . . . designed to be relatively homogeneous units with 
respect to population characteristics, economic status, and living conditions at the 
time they are established . . . [and] generally contain between 1,000 and 8,000 
people” (U.S. Census Bureau, n.d., Glossary of Basic Geographic and Related 
Terms, para. 25). The average number of people in the census tracts that were 
downloaded for this study was 4,357. Census tracts were selected because they are 
the smallest geographical unit for which U.S. Census Bureau workers have created 
predefined demographic tables from decennial census data. To determine and 
record the census tracks in which students’ homes were located, each student 
address was copied individually into a search engine at the Census Bureau 
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American FactFinder Web site 
(http://factfinder.census.gov/servlet/AGSGeoAddressServlet?_lang=en&_program
Year=50&_treeId=420). After data entry was complete, four queries were created to 
export information, since Access files are not compatible with ArcView software 
and must be saved as a different file type. The following six field items were 
selected for the first query, which included all student records: (1) unique 
identification number, (2) census tract, (3) gender, (4) IPEDs ethnicity code, (5) 
county, and (6) GIS Link (a combination code of county and census track number 
used to designate the census-tract location on an ArcView map). The three 
additional queries included the same information as stated above but were filtered 
for student records containing graduates, dropouts, and still-enrolled students. 
3. The following four demographic files from the 2000 Decennial Census were 
downloaded from the U.S. Census Bureau American FactFinder Web site 
(http://factfinder.census.gov/home/saff/main.html) for all students’ census tracts. 
Dumais (2002) recognized that “it is extremely difficult to represent one’s habitus, 
or worldview, in a single variable, or even a large set of variables” (p. 51). 
However, for the purposes of this study, habitus was defined by the following 39 
items from the four census-tract files. Each Demographic Profile listed below 
contains only the fields selected for this study and field names are truncated. To 
view a complete list of items in each demographic table along with the expanded 
title names, see Appendix H. 
1) DP-1. Profile of General Demographic Characteristics: 2000. The following 14 
items were selected from this file: 
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1. DP1.C3: Percentage of Males 
2. DP1.C5: Percentage of Females 
3. DP1.C32: Median Age 
4. DP1.C52: Percentage of Whites 
5. DP1.C54: Percentage of Blacks 
6. DP1.C56: Percentage of Native Americans 
7. DP1.C58: Percentage of Asians 
8. DP1.C74: Percentage of Pacific Islanders 
9. DP1.C102: Percentage of Hispanics 
10. DP1.C148: Percentage of Married Couples 
11. DP1.C152: Percentage of Female Householders 
12. DP1.C156: Percentage of Non-family Householders 
13. DP1.C165: Average Household Size 
14. DP1.C166: Average Family Size 
 
2) DP-2. Profile of Selected Social Characteristics: 2000. The following 13 items 
were selected from this file: 
15. DP2.C7: Percentage Elementary School Enrollment  
16. DP2.C9: Percentage High School Enrollment 
17. DP2.C11: Percentage in College 
18. DP2.C19:  Percentage High School Graduates 
19. DP2.C25: Percentage Bachelors’ Degrees 
20. DP2.C33: Percentage Never Married 
21. DP2.C35: Percentage Married Except Separated 
22. DP2.C39: Percentage Widowed 
23. DP2.C43: Percentage Divorced 
24. DP2.C49: Percentage Grandparents as Caregivers 
25. DP2.C89: Percentage Native Born 
26. DP2.C123: Percentage English-speaking Households 
27. DP2.C125: Percentage Foreign-speaking Households 
 
3) DP-3. Profile of Selected Economic Characteristics: 2000. The following 11 
items were selected from this file: 
28. DP3.C3: Percentage in Labor Force 
29. DP3.C45: Percentage Employed in Professional Occupations 
30. DP3.C47: Percentage Employed in Service Occupations 
31. DP3.C49:  Percentage Employed in Sales/Office Occupations 
32. DP3.C51, C53, and C55 (combined): Percentage Employed in Industry 
Occupations 
33. DP3.C112: Median Household Income 
34. DP3.C150: Median Family Income 
35. DP3.C152:  Median Male Income 
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36. DP3.C153:  Median Female Income 
37. DP3.C155:  Percentage Families Below Poverty 
38. DP3.C167:  Percentage Individuals Below Poverty 
 
4) DP-4: Profile of Selected Housing Characteristics: 2000. The following item 
was selected from this file: 
39. DP4.C127: Median House Value 
 
Data from all census track files were combined into a single document, and 
extraneous fields were removed. Two duplicate files of the modified data set 
were kept. One was maintained as an Excel file for nonspatial statistical 
analysis. A second was saved as a DBF-5 file type, which is compatible with 
ArcView software.  
4. A Michigan Geographic Framework Census Tracts 2000 [v5a] file was downloaded 
from the Michigan Center for Geographic Information Web site 
(http://www.mcgi.state.mi.us/mgdl/?rel=ext&action=sext) and imported into an 
ArcView file (hereafter named Retention_Map) as shown in Figure 11. A second 
file of county maps was also downloaded and imported into Retention_Map. This 
map file was not used directly in this study; rather, the file was a reference guide 
since the county-code number established by the U.S. Census Bureau was part of 
the GIS Link number used to plot locations on the Retention_Map. The DBF-5 
demographic file (see Step 3) was then imported and joined with the Michigan 
Geographic Framework Census Tracts 2000 [v5a] table, which allowed them to 
communicate with each other. The Michigan Geographic Framework Census Tracts 
2000 [v5a] table contained data to create a geographic image of census tracts; the 
DBF-4 table contained demographic data about the census tracts. 
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Figure 11. Census tract file displayed in ArcView. 
5. Once files were downloaded and incorporated into the Retention_Map, appropriate 
files were spatially joined so that geocoded address points contained attribute data 
from the census tracts.  
6. The four exported Access queries (see Step 2 above) were imported into the 
Retention_Map file and geocoded using the GISLINK field as the spatial 
designator. Geocoding student data allowed each student record to appear as a point 
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within their home census tract. These point layers were then spatially joined to the 
Michigan Census Tract layer in order to create choropleth maps. 
Institutional habitus for EMU was defined by combining the same 39 items used 
for student habitus, but the information was obtained from the City of Ypsilanti 
demographic profiles and not the census tract profiles in which EMU is located. Because 
the EMU census tract follows the contours of the University, many of the demographic 
variables were skewed. For example, the percentage of employees in the education, 
health, and social services industry category was 52.1% for EMU’s census tract and 
30.3% for Ypsilanti. In addition, the median family income for the EMU census tract was 
$19,306 compared to $40,793 for Ypsilanti. Although institutional culture and/or habitus 
is generally defined by what occurs inside a university (e.g., bureaucratic structure, social 
systems, helpfulness of staff, emphasis on research, size of classes, etc.), physical setting 
can also be included as a measure (Kuh, 2001-2002; Kuh & Whitt, 1988; Peterson & 
Spencer, 2000).  
Hypotheses 
The primary null hypothesis is that there will be no significant geographical 
patterns of student attendance behaviors (e.g., graduated, dropped out, or still enrolled) 
after six years of matriculation. The secondary null hypothesis is that there will be no 
significant differences between the habiti of graduates, dropouts, and enrollees. In other 
words, socioeconomic as well as demographic background factors of students do not 
influence graduation rates. The tertiary null hypothesis is that there will be no significant 
difference between the habiti of full-time FTIAC students who graduated within six years 
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of enrollment and the institutional habitus of EMU. In other words, graduates do not live 
in geographic areas that have similar attributes to the city in which EMU is located.  
Analyses 
Analyses were conducted using both spatial and nonspatial statistical methods. 
The first part of the investigation relied on the following three spatial tools incorporated 
into ArcView: (1) Spatial Autocorrelation (Moran’s I) to find the distance from EMU at 
which clusters of students peak, (2) Hot Spot Analysis (Getis-Ord Gi*) to determine 
where hot (or cold) clustering spots exist in the predetermined geographical areas based 
on Moran’s I calculations, and (3) z score rendering, which is a process that “applies a 
cold-to-hot graduated color rendering to a field of z scores” (ArcGIS Desktop Help, Z-
score Rendering [Spatial Statistics]) produced in Hot Spot Analysis.  
Although [traditional] statistical methods can help us answer questions of what 
(descriptive statistics), how, and why (inferential statistics), they are not very good 
at answering questions of where. It is only through GIS software that we can 
easily examine overlapping layers of information. (Teodorescu, 2003, p. 91) 
First, the Spatial Autocorrelation (Moran’s I) tool was used to explore distances at 
which student clustering was found. “The Spatial Autocorrelation tool provides a 
measure of feature similarity based on both the feature location and an associated 
attribute value. [Moran’s I] measures whether or not a given set of features is clustered, 
dispersed, or random” (ESRI, 2005, p. 10). To find distance bands at which clustering 
occurs, z scores should be calculated at intervals and tracked manually (ESRI, 2005; L. 
Scott, personal communication, May 30, 2006). Several peaks may occur in z scores 
where the distance is most pronounced. There may be several peaks in z scores because 
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different spatial relationships among data may occur at various distances (ESRI, 2005). 
For this research effort, Moran’s I z scores were tracked at 5-mile intervals with the 
termination point being 50 miles (except in the eastern and southern direction, where the 
termination point was at the State of Michigan’s border). Where z scores peaked, the 
distance band was used in the Hot Spot Analysis. 
The Hot Spot Analysis (Getis-Ord Gi*) tool was used to “find the location of 
spatial clusters of high and low attribute values” (ESRI, 2005, p. 7) of census-tract 
locations. A distance band was required for this calculation, and the distance where z 
scores peaked (based on Moran’s I) was used. The Getis-Ord Gi* function created a new 
feature class (a duplicate of data and geographic shapes used in calculation) and added a 
z score column to determine statistical significance of clustering (ESRI, 1999-2004, 
ArcGIS Desktop Help, Hot Spot Analysis [Getis-Ord Gi*]). A z score less than -1.96 or 
greater than 1.96 indicated a significance level of 0.05. This tool was used to determine 
whether graduates, dropouts, or still-enrolled students’ residences were concentrated or 
whether they were randomly dispersed.  
The following two nonspatial statistics were run using SPSS software (Version 
12.0): (1) t test and (2) multiple regression. In addition, a match ratio calculation was 
performed to determine whether graduate habiti matched that of Ypsilanti’s habitus. 
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Population 
Eastern Michigan University (EMU) is the institution from which the sample was 
derived. Since the institutional habitus of EMU was a core component of this research, 
the author will present a history of the University to establish the foundation of its 
habitus. “Institutional habituses, no less than individual habituses, have a history and 
have been established over time” (Reay et al., 2001, para. 1.3).  
Eastern Michigan University. 
Eastern Michigan University is a public, comprehensive university and was 
selected as the research site because demographic data on EMU undergraduate students 
reflect the ethnically and racially rich heritage of the region. Approximately 23% of 
undergraduate students are a racial minority, with the Black population (17.5%) 
composing the largest segment (Eastern Michigan University, 2006-2007). EMU was 
cited in Diverse Issues in Higher Education [formerly Black Issues in Higher Education] 
as one of the top 100 institutions granting baccalaureate degrees to African-American 
students in 2003, 2004, 2005, and 2006 (All Disciplines Combined: African-American 
Baccalaureate, 2004, 2005, 2006; Borden, Brown, & Majesky-Pullmann, 2007).  
EMU is located in Ypsilanti, Michigan (10 miles east of Ann Arbor and 40 miles 
west of Detroit). While located within a metropolitan area, the University is still within 
driving distance from rural communities. EMU is a public, comprehensive educational 
institution with a Master’s Colleges and Universities I Carnegie Classification. Five other 
universities in the state have the same Carnegie Classification, and approximately 10 
community colleges are located within an hour’s drive of EMU.  
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Ypsilanti is a typical Midwestern, blue-collar town. The city has been a center of 
manufacturing and auto-related commerce since the early 20th century (City of Ypsilanti, 
n.d.). “In 1941 Ford Motor Company built a plant in Willow Run. That plant was quickly 
converted to wartime production when the U.S. entered World War II. The famous B-24 
bombers rolled off the Willow Run Assembly line, one every 55 minutes” (City of 
Ypsilanti, n.d., para. 13). In addition to numerous manufacturing facilities, three higher 
education institutions were established in Ypsilanti by 1883. Early on, these all became 
an important part of the city’s history and culture. 
EMU was founded in 1849 with the primary mission of educating public school 
teachers. An urgent need for properly trained teachers existed at that time, which most 
institutions of higher education did not address (Smith & Heaton, 1999). EMU was 
initially designated as a normal school, became a college at the turn of the century, and 
achieved university status in the late 1950s. New colleges were added over time, such as 
Arts and Sciences as well as a graduate school; but educating teachers has remained a 
core mission at EMU (Smith & Heaton, 1999).  
Between 1945 and 1965, the EMU student population grew from approximately 
3,000 to 10,000 students (Smith & Heaton, 1999), an increase of more than 300%. 
Overall enrollment peaked at around 25,000 students in the early 1990s and has remained 
relatively steady between 23,400 and 24,500 students for the past five years. 
Undergraduate enrollment for the 2006 Fall semester was 18,172 (EMU, 2006-2007).  
As student enrollment numbers and academic offerings grew throughout the 20th 
century, EMU administrators increasingly felt obliged to serve people in surrounding 
regions (Smith & Heaton, 1999). Consequently, EMU’s mission has expanded and 
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evolved to meet the many needs of a diverse citizenship. In addition to the continuing 
duty of preparing teachers, EMU’s current mission includes being a leader in research 
and public service, as well as preparing students for a rapidly changing global society 
(Smith & Heaton, 1999). 
EMU has a large number of students who attend the institution after receiving a 
degree or credits from area community colleges. In the 2005 Fall semester, approximately 
37% of the new undergraduate population were transfer students, and 54% were FTIAC 
students. The remaining 9% included students enrolled in second-bachelor’s degree or 
post-baccalaureate programs (EMU, Student Profile, 2005).  
Many EMU students are considered traditional, yet the number of nontraditional 
students is increasing. In remarks to the Senate Appropriations Subcommittee on Higher 
Education, University President John Fallon stated that “the day will come, likely sooner 
rather than later, when we refer to these people not as non-traditional students, but as 
‘new majority learners’” (Fallon, 2006, para. 15). Approximately 60% of students are 
female (Eastern Michigan University, 2005-2006) and many work at least part-time 
(Eastern Michigan University Strategic Planning Cross-Cutting Committee on 
International Initiatives and Programming, 2004). According to the University’s Strategic 
Planning Committee members (2005), the average age of undergraduate students is 23.8; 
the top three majors are elementary education, business, and psychology; 31% attend 
part-time; and the average grade point average is 2.83. In addition, about 23% of all 
students have parents who earned a college degree (Eastern Michigan University 
Strategic Planning Committee, 2005). Approximately 40% of incoming freshmen 
reported a family income of $75,000 or higher in the 2004 Fall semester (Eastern 
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Michigan University, 2004). In the 2005 Fall semester a racially diverse group of 
students attended the University, as shown in Table 2. Data for 1995 are included for a 
10-year comparison.  
Table 2 
Racial Distribution of Undergraduate Students at EMU in 1995 and 2005  
Fall Semesters  
Race/Ethnicity 1995 2005 
Alien 2.97% 1.46% 
Black 13.60% 18.72% 
Native American 0.65% 0.57% 
Asian/Pacific Islander 1.88% 2.41% 
Hispanic 2.29% 2.54% 
White 78.61% 74.30% 
Unknown 2.17% 6.51% 
 
Note. Adapted from “Fall 2005 Student Profile,” by Eastern Michigan University, 2005. 
The most recent data from the National Center for Education Statistics for the 
1999 cohort indicate that the overall 6-year graduation rate for first-time, full-time 
students at EMU is 38% (National Center for Education Statistics, IPEDS Feedback 
Report, 2006). See Table 3 for data broken down by racial/ethnic categories. 
Sample 
The sample for this research study was the full-time FTIAC student cohort that 
entered EMU in the 1999 Fall semester. Six-year attendance data from the 2005 Fall 
semester indicated whether students graduated within six years, were still enrolled, or had 
dropped out. In this section the author used student profile data published by EMU to 
provide an overview of the FTIAC population. In addition, the 1999 Fall semester data 
were primarily used to provide an accurate overview of the cohort. 
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Table 3 
2005 Graduation Rates of EMU’s 1999 Full-Time FTIAC Cohort by  
Racial/Ethnic Category 
 
Race/Ethnicity Graduation Rate 
White 42% 
Black 26% 
Hispanic 28% 
Asian or Pacific Islander 30% 
Native American 27% 
Unknown 32% 
Nonresident 59% 
 
Note. The graduation rates are the Student Right-to-Know (SRK) rates. From the U.S.  
Department of Education, National Center for Education Statistics, Integrated Postsecondary 
Education Data System (IPEDS): Spring 2006. Adapted from “IPEDS Data Feedback Report  
2006, Eastern Michigan University,” National Center for Education Statistics, 2006. 
 
In the 1999 Fall semester, a total of 4,702 undergraduate students enrolled for the 
first time at EMU; 2,905 were classified as FTIAC. Seventy-one percent of these FTIAC 
students were 18 years old or younger, 25% were 19 years old, and the remaining 4% 
were 20 years old or older. The gender distribution of the cohort was 41.24% males and 
58.76% females (EMU, Student Profile, 2005). The racial breakdown of the cohort is 
included below in Table 4. 
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Table 4 
Racial Distribution of 1999 Fall Semester FTIAC Cohort  
Race/Ethnicity Percent of Cohort 
Alien 1.18 
Black 22.96 
Native American 0.39 
Asian/Pacific Islander 1.68 
Hispanic 1.68 
White 72.12 
Unknown 3.58 
 
Note. Adapted from “Fall 2005 Student Profile,” by Eastern Michigan University, 2005. 
Financial aid data for 1999 Fall semester FTIAC students were not obtained. 
However, FTIAC data were available for 2004-05 and are shown in Table 5. Information 
for a comparison group, which National Center for Education Statistics workers created 
using characteristics of 30 institutions with the same Carnegie classification and similar 
enrollment size as EMU, is also included in Table 5. 
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Table 5 
Types and Average Amounts of Financial Aid Received by EMU Full-Time  
FTIAC Students and Comparison Group in 2004-2005 
 
Type of Aid EMU Comparison Group 
Federal grants $3,265 $3,202 
State and local grants $1,402 $2,193 
Institutional grants $3,068 $2,789 
Loans $4,863 $2,910 
 
Note. Average grant (or loan) values were calculated by dividing the total grants (or loans)  
awarded by the total number of recipients. From U.S. Department of Education, National  
Center for Education Statistics, Integrated Postsecondary Education Data System (IPEDS):  
Spring 2006. Adapted from “IPEDS Data Feedback Report 2006, Eastern Michigan 
University,” National Center for Education Statistics, 2006. 
 
Limitations of the Study 
The research study was limited to the 1999 Fall semester full-time FTIAC (first-
time-in-any-college-or-university) EMU student cohort. Only students from Michigan 
were selected because the vast majority (approximately 90%) of all undergraduate 
students are drawn from the state (Eastern Michigan University, Institutional Research 
and Information Management, 2007). In fact, 85% of EMU FTIACs are full-time 
students, and 72% of them reside within 50 miles of the EMU main campus in Ypsilanti 
(EMU, 2004). Transfer students, part-time students, or any students who had previously 
attended an institution of higher education were not included in this research endeavor 
because most retention theories have been based on the traditional student population 
(i.e., aged 18-24 and attending full-time).  
Results could not be generalized to the entire EMU student body or applied to any 
other higher education institution, public or private, including those with heterogeneous 
student populations. Bean and Metzner (1985) found that conventional retention theories 
have been inappropriate for studying students from nontraditional backgrounds. Choy 
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(2002) identified seven risks unique to nontraditional students (i.e., working full-time or 
being a single parent) that contributed to them being less likely to graduate within five 
years of matriculation and more likely to leave school. In addition, private, not-for-profit 
university personnel are typically more selective in their admissions policies and enroll 
fewer at-risk students (American Association of State Colleges and Universities, 2002). 
Therefore, it was not appropriate to apply results obtained from research using a full-time 
FTIAC cohort at a public university to any general student population.  
Self-reported student data (e.g., home addresses, gender, and ethnicity) were used 
in this study. While many students provided parental home addresses, others may have 
indicated local, temporary addresses on their college application forms. In addition, data 
obtained from the U.S. Census Bureau do not include individuals with no fixed address 
(i.e., members of the homeless population or illegal immigrants) and are based on self-
reported survey information. Citizens are required to return the survey by mail; 
undercounts may have occurred unless 100% of householders returned their 
questionnaires (Harris et al., 2005). In both instances, unverified self-reported data were 
obtained for use in this research from formal organizations (e.g., EMU and the U.S. 
Census Bureau). 
The use of self-reported information presents a number of possible problems of 
which the author and readers should be aware when interpreting the research results. 
First, the racial distribution of students or citizens may not have reflected the individuals’ 
true heritage. Both the U.S. Census Bureau survey and Eastern Michigan University’s 
undergraduate application form contain the standard racial categories (e.g., White, Black, 
and so forth). While an option is provided on the U.S. government’s form for selecting 
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more than one racial category, a single check box is included on the EMU student 
application for use by students who consider themselves to be multiracial. However, 
individuals may select only the racial group option in which they identify themselves. 
“Under the present American system . . . a person’s race is whatever the respondent 
thinks he or she is—in response to a list of categories” (Hirschman, 2004, p. 407). 
Moreover, U.S. Census Bureau survey respondents self-report their personal 
income and select from several options regarding the value/price of their property. 
Individuals may underestimate or overestimate their income and house value. 
Respondents also self-report their occupations, educational attainment, and family 
environment. Inaccuracies in any socioeconomic or demographic category skew the 
averages, based on U.S. Census Bureau data, which were used in this research. 
The use of temporary, local addresses on EMU student application forms presents 
an additional concern regarding the use of self-reported data. An important aspect of this 
research was to determine the addresses and, subsequently, the census tracts of students 
at the time they applied to the University. Since census-tract averages were substituted 
for habiti, using inappropriate census data would have resulted in inaccurate habiti 
measurements. In addition, measuring distance to the University was integral to 
conducting the spatial analyses and producing the choropleth maps. If large numbers of 
students provided local addresses, the choropleth maps would have contained artificially 
high concentrations of students living around EMU. 
The four demographic and socioeconomic profile tables downloaded from the 
U.S. Census Bureau FactFinder Web site were derived from two data sets. U.S. Census 
Bureau workers sent out two forms during the 2000 Decennial Survey. The short form 
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contained a limited number of questions (i.e., age and race) and was sent to every 
household in the United States. The long form contained additional questions (i.e., 
marital status, occupation, home value) and was mailed to approximately one in six 
households (U.S. Census Bureau, American FactFinder, Census and Surveys, Decennial 
Census). Data from both forms were needed to determine demographic as well as 
socioeconomic characteristics of the census tracts used in this research study. The DP1 
(Profile of General Demographics Characteristics) files were obtained from the Census 
2000 Summary File 1 (SF1), which contained information from the short form. DP2 
(Profile of Selected Social Characteristics), DP3 (Profile of Selected Economic 
Characteristics), and DP4 (Profile of Selected Housing Characteristics) records were 
obtained from the Census 2000 Summary File 3 (SF3), which contained information from 
the long form. Sampling errors may have occurred between 100% count data and sample 
data, because citizens who completed the long form may not have been representative of 
all households. In addition, nonsampling errors may have resulted from householders 
overstating or understating census questionnaire items such as age or home value (Peters 
& MacDonald, 2004).  
The final limitation in this study is the risk of ecological fallacy. “The ecological 
fallacy consists in thinking that relationships observed for groups necessarily hold for 
individuals” (Freedman, 1999, p. 1). Because census tracts are used as determinants of 
student habiti in this study, it may falsely be assumed that participants matched the 
demographic and socioeconomic characteristics of their census-tract data. 
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CHAPTER 5: PRESENTATION AND ANALYSIS OF DATA 
 
This chapter includes an analysis of data presented in Chapter 4. The author will 
first present simple descriptive statistics of the Fall 1999 EMU FTIAC cohort, followed 
by the results from the spatial analyses of Moran’s I, Hot Spot Analysis, and z score 
rendering. Several map figures are included to display features at the state, regional, and 
county levels. Nonspatial analyses, including results from t tests, multiple regression, and 
match ratios, are then presented along with male and female comparisons. 
Demographics of 1999 EMU FTIAC Cohort 
Before any statistical analyses were completed, data were disaggregated to review 
and compare visually various demographic profiles of the 1999 EMU FTIAC Student 
Cohort. In Table 6, EMU cohort data are displayed by these three categories: (1) Race, 
(2) Gender, and (3) Race as a Percent of the Cohort. The majority of students were 
female (58.8%) and 70.1% were White. When racial categories were considered 
independently, females were the majority in each group except for Asian students, where 
51.7% were male.  
Cohort data disaggregated by student status (graduates, dropouts, and enrollees) 
are displayed in Table 7. Each category included data for the number of males and 
females and gender by race. Dropouts composed the largest group (50.3%), followed by 
graduates (39.9%) and enrollees (9.8%). The largest group within each category was 
White females. The most notable comparison was between Black female and Black male 
enrollees, as this instance was the only one where males outnumbered females within any 
given category.  
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Table 6 
1999 FTIAC Cohort Demographic Data Disaggregated by Race, Gender, and Race  
as a Percent of the Cohort 
  Males   Females  Race as 
     Percent of 
Race Category Number Percent Number Percent Cohort 
Asian (n=29) 15 51.7 14 48.3 1.3 
Black (n=510) 210 41.2 300 58.8 22.8 
Hispanic (n=34) 9 26.5 25 73.5 1.5 
Native American (n=9) 2 22.2 7 77.8 0.4 
Pacific Islander (n=5) 1 20.2 4 80.0 0.2 
White (n=1,564)  646 41.3 918 58.7 70.1 
Unknown (n=81) 37 45.7 44 54.3 3.6 
 
Total (N=2,232) 920 41.2 1,312 58.8 100 
 
 
Spatial Statistics 
To address the primary null hypothesis – that there will be no significant 
geographical patterns of student attendance behaviors (e.g., graduated, dropped out, or 
still enrolled after six years of matriculation) – three spatial statistical analyses were 
performed using ArcView software. The first, Moran’s I, is a spatial autocorrelation tool 
that was used “to determine at what distances relationships between features appear 
strongest” (Parrish, Parkinson, & Ramseth, 2005, pp. 8-18). The second, Hot Spot 
Analysis (Getis-Ord GI*), was the tool used to identify “spatial clusters of statistically 
significant high or low attribute values. . . . The G-statistic tells you whether high values 
or low values tend to cluster in the study area” (Parrish et al., 2005, pp. 8-21). Finally, the 
Z Score Rendering tool was applied in conjunction with Hot Spot Analysis to create a 
visual map of hot spot and cold spot clusters. 
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Table 7 
Demographic Data for 1999 FTIAC Graduates, Dropouts, and Enrollees  
Disaggregated by Gender, Race, and Race by Gender Categories (N = 2,232) 
 
Student Categories  
 
Number of 
Students in 
Category 
Percent of 
Category 
Percent of 
Cohort 
Graduates  890   100.00 39.9  
 Male Graduates 321 36.0 14.4 
 Female Graduates 569 64.0 25.5 
 Black Graduates 146 16.4 6.5 
 Black Male Graduates 52 5.8 2.3 
 Black Female Graduates 94 10.6 4.2 
 White Graduates 692 77.8 31.0 
 White Male Graduates 249 28.0 11.1 
 White Female Graduates 443 49.8 19.8 
 Other Race Graduates 52 5.8 2.3 
 Other Race Male Graduates 20 2.2 0.9 
 Other Race Female Graduates 32 3.6 1.4 
    
Dropouts  1,124  100.00 50.3  
 Male Dropouts 503 44.8 22.5 
 Female Dropouts 621 55.2 27.8 
 Black Dropouts 310 27.6 13.9 
 Black Male Dropouts 130 11.6 5.8 
 Black Female Dropouts 180 16.0 8.1 
 White Dropouts 729 64.9 32.8 
 White Male Dropouts 337 30.0 15.1 
 White Female Dropouts 392 34.9 17.6 
 Other Race Dropouts 85 7.5 3.8 
 Other Race Male Dropouts 36 3.2 1.6 
 Other Race Female Dropouts 49 4.3 2.2 
    
Enrollees   218 100.0  9.8  
 Male Enrollees 96 44.0 4.3 
 Female Enrollees 122 56.0 5.5 
 Black Enrollees 54 24.8 2.4 
 Black Male Enrollees 28 12.8 1.3 
 Black Female Enrollees 26 11.9 1.2 
 White Enrollees 143 65.6 6.4 
 White Male Enrollees 60 27.6 2.7 
 White Female Enrollees 83 38.1 3.7 
 Other Race Enrollees 21 9.6 0.9 
 Other Race Male Enrollees 8 3.7 0.4 
 Other Race Female Enrollees 13 5.9 0.6 
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First, student addresses were geocoded to their census-tract locations and a 
choropleth map was created by state, region, and county level of the 1999 FTIAC EMU 
cohort (see Map 7). Washtenaw County is outlined in dark black lines to indicate the area 
in which EMU is located. A circle was added to designate a 50-mile radius around the 
University because EMU administrators indicate that most incoming freshmen who 
attend the institution live in this geographical area (EMU, 2004).  
Student census-tract locations were concentrated in the southeast portion of 
Michigan, and the large majority of census tracts contained between one and two 
students. The largest number of students lived in the census tract in which EMU is 
located and in one of its adjoining census tracts. Only 2 students in the cohort were 
originally from the Upper Peninsula. Review of the map revealed that heavy 
concentrations of students existed around the University; however, there were many 
census tracts within the 50-mile radius in which no students were found. In addition, 
there were 13 census tracts within Washtenaw County that contained no EMU students, 
and 8 of those were in the City of Ann Arbor. 
Map 8 contains census-tract locations of full-time Fall 1999 FTIAC students who 
graduated within 6 years of matriculation. The majority of census tracts within the 50-
mile radius of EMU contained between 1 and 2 students. All census tracts with 3 or more 
students were located within 30 miles of the University. The census tract in which EMU 
is located and one adjoining census tract (both in the City of Ypsilanti) contained 
between 9 and 17 graduates.  
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There were 22 census tracts within Washtenaw County that did not contain any 
graduates from the initial cohort. Over half of those (12) were located in the City of Ann 
Arbor. In addition, the 2 students from the Upper Peninsula did not graduate. 
Map 9 shows students who dropped out of EMU without graduating. This was the 
largest group of students (50.4% of the Fall 1999 FTIAC cohort). The majority of census 
tracts (426) contained only 1 dropout. Of the 241 census tracts that contained between 2 
and 4 students, only 12 were located outside the 50-mile radius of EMU. Both students 
from the Upper Peninsula were included in the dropout group. 
The 14 census tracts with the largest concentrations of dropouts (5 or more 
students) were located within 20 miles of the University. Two of those, EMU’s census 
tract and an adjoining one, contained 15 students each (the largest quantity of dropouts 
per census tract) and both were located in the City of Ypsilanti. 
Map 10 illustrates students still enrolled at EMU six years after matriculation. 
This group composed 9.8% (218 students) of the 1999 Fall FTIAC cohort and was 
located in the Lower Peninsula of Michigan. Of the 178 census tracts that contained 
enrolled students, only 10 were located outside of the 50-mile radius. Unlike Maps 7 
through 9, EMU’s census tract did not contain substantially more students than those 
surrounding it. Instead, enrollee student addresses were dispersed throughout the 
southeast region with census-tract concentrations of 2-4 students primarily within a 10-
mile radius of EMU.
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Moran’s I 
Moran’s I is a statistical tool that can be used to calculate a z score at any given 
distance. A range of numbers is typically calculated at increasingly larger distances (e.g., 
meters or miles) using the Moran’s I tool until the point at which the z scores peak is 
determined (Dr. Lauren Scott, personal communication, May 30, 2006). This peak 
distance is then used in the Hot Spot Analysis. For each measured distance (e.g., 10 
miles), a results screen is displayed that contains the Moran’s I Index, z score, and 
significance level (see Figure 12). The lowest level of significance measured is at the .01 
level.  
 
Figure 12. Screenshot of Spatial Autocorrelation (Global Moran’s I) results screen. 
Table 8 contains the Moran’s I z scores that were calculated for the Fall 1999 
FTIAC cohort. The distance at which the z scores peaked (23 miles) was used in the 
calculation of hot spots for all student groups (Dr. Lauren Scott, personal communication, 
February 6, 2007). Moran’s I was initially calculated using 5-mile increments, up to a 
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distance of 50 miles. At the point where the z scores peaked, Moran’s I was calculated at 
one-mile increments, both below and above the peak number to determine the exact z 
score peak distance of the cohort.  
Table 8 
Moran’s I Calculated Z Scores for 1999 Fall FTIAC Cohort 
Miles Z Score 
1 18.7** 
5 30.4** 
10 44.9** 
15 56.9** 
20 66.7** 
21 68.1** 
22 69.9** 
23 70.5** 
24 70.0** 
25 69.6** 
26 69.2** 
27 68.0** 
28 66.6** 
29 65.6** 
30 63.4** 
35 53.9** 
40 42.5** 
45 35.4** 
50 29.7** 
**p < .01. 
 
Hot Spot Analysis (Getis-Ord GI*) 
Hot Spot Analysis (Getis-Ord GI*) was used to identify spatial clusters of 
statistically significant high or low attribute values for each student group (e.g., 1999 
FTIAC cohort, as well as 2005 graduates, dropouts, and enrollees). “Given a set of 
weighted data points . . . and operating under the expectation that data values are 
randomly distributed across the study area, this tool delineates clusters of census blocks 
with higher than expected . . . incidents” (Scott & Warmerdam, 2005, para. 2). In this 
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study, the weighted data points were the number of home addresses for cohort students, 
graduates, dropouts, and enrollees located in each census tract.  
Because Hot Spot Analysis is a spatial statistical tool, a distance measurement is 
always used in its calculation. The distance measurement used for each student group in 
this study was the mileage associated with the highest z score calculated for Moran’s I 
(23 miles). See Figure 13 for the Hot Spot Analysis calculation dialog box. Since 
calculations were completed in meters, the “Distance Band or Threshold Distance” box 
contained the number 37014.912, which was the number of meters in 23 miles. 
 
Figure 13. Screenshot of Hot Spot Analysis (Getis-Ord Gi*) calculation dialog box. 
Unlike Moran’s I, which created an output screen containing data that were not 
stored within the ArcView file, Hot Spot Analysis created a new shape file based on the 
resulting G-statistics (or z scores) of the Hot Spot Analysis (see Map 11). A high z score 
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surrounded by other high z scores indicated a hot spot, or area with statistically 
significant high attribute values (in this instance, a high number of students). A low z 
score surrounded by other low z scores indicated a cold spot, which was an area with 
statistically significant low attribute values (Parrish et al., 2005).  
Hot Spot Analysis was completed on each student group, which resulted in maps 
similar to the one shown in Map 11. The following section contains z score rendering 
maps that were more useful for the visual inspection of hot and cold spots. 
Z Score Rendering 
To determine which areas contained hot and cold spots, the Z Score Rendering 
tool was used. Z score rendering “applies a cold-to-hot graduated color rendering to a 
field of z scores” (ArcView, ArcGIS Desktop Help, Z Score Rendering Spatial Statistics. 
para. 1) located in a hot spot map. Red is used to indicate hot spots, which are statistically 
significant high-cluster areas; blue is used to signify cold spots, which are statistically 
significant low cluster areas. (Z scores are determined at the .05 significance levels; 
therefore, red colors indicated > 2.0, and blue colors indicated < -2.0).  
Map 12 illustrates z score rendering for the 1999 Fall FTIAC cohort of students 
from Michigan. The black circle designates a 50-mile radius around EMU, and the pink 
circle was added to highlight a 30-mile radius around the University. The hot spots (z > 
2; p < .05) of the Fall 1999 FTIAC student addresses encircled EMU and extended 
approximately 30 miles in every direction, with heavier concentrations to the east and 
southeast. Defined cold spots existed to the north and northeast, with statistically 
significant (z < -2; p < .05) lower-than-expected occurrences of student enrollment. 
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Hot spot z score rendering results for graduates, dropouts, and enrollees were nearly 
identical to Map 12, with a large majority of hot spots for each group occurring within 30 
miles of the University and with most cold spots occurring to the north and east.  
While Z Score Rendering is a useful tool to determine hot-spot and cold-spot 
activities, the important question is “where are the deviations from the expected patterns 
– the hot spots of the hot spots” (Dr. Lauren Scott, personal communication, February 13, 
2007)? To address this question, a normalization procedure was completed on each 
student group. First, 3 ratio fields were added to each record in the Retention 
Geodatabase that divided the number of graduates, dropouts, and enrollees in each census 
tract by the total census tract count. The result was the proportion of graduates, dropouts, 
and enrollees in each census tract.  
Hot Spot Analysis was conducted using these ratio fields to indicate where a 
higher-than-expected (> .05) or lower-than-expected (> -.05) proportion of students 
graduated, dropped out, or remained enrolled in school. Z score rendering was then 
performed as shown in Maps 13-15. In Map 13 (graduates), a single cluster of hot spots 
occurred to the northeast near the City of St. Clair. Only 3 census-tract hot spots were 
found within a 50-mile radius of EMU, with a cluster of cold spots (composed of 19 
census tracts) approximately 20 miles to the east and one about 70 miles to the north. 
Notable clusters of dropout cold spots (31 census tracts) around the University 
existed within the 30-mile radius as shown in Map 14, which indicated that statistically 
significant lower-than-expected numbers of students who lived in these areas were 
dropping out. Interestingly, the cluster of cold spots near St. Clair was almost identical to 
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the hot-spot cluster identified in Map 13. The only hot spots for dropouts were clustered 
to the north at a distance of between 57-80 miles.  
Map 15 was the only normalization map that was similar to its original Hot Spot 
Analysis map. A large hot-spot cluster was concentrated in a circle around the University, 
with a single cluster located approximately 160 miles to the north. A single cold-spot 
cluster was located to the north outside of the 50-mile radius.  
Nonspatial Statistics 
To determine whether differences exist among graduates, dropouts, and enrollees, 
several traditional, nonspatial statistical analyses were completed on the same data set 
used for the spatial statistics performed within the GIS Retention_Map document. 
However, for these analyses, the Excel student data file was imported into SPSS, a 
specialized statistical software package. In this section the author will present and 
describe the results of the four following analyses: (1) socioeconomic and demographic 
attributes of census tracts, (2) independent t tests, (3) multiple regression, and (4) 
matching ratios. 
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Socioeconomic and Demographic Attributes of Students’ Census Tracts 
Berger (2000/2002) posited that academic institutions, by the nature of their 
organizational culture, attract students of similar habiti. Table 9 was created using income 
quintiles to determine if Fall 1999 FTIAC students lived in families from the same 
economic class. Table 10 was created using census-tract data to establish whether 
students came from similar demographic backgrounds. Economic data are presented first 
because the variable is such a strong indicator of habitus.  
Table 9 
Percentage of Students’ Census Tracts in Economic Quintiles 
 
Lowest 
Fifth 
Second 
Fifth 
Middle 
Fifth 
Fourth 
Fifth 
Highest 
Fifth 
Top 5 
Percent 
 0-$22,825 
$22,826-
$39,599 
$39,600-
$59,399 
$59,400-
$88,081 
$88,082-
$155,039 $155,040+ 
Cohort (N=2,232) 2.5% 10.6% 30.0% 42.0% 14.6% 0.003% 
Graduates (n=890) 1.8% 8.8% 27.4% 46.1% 16.1%  
Dropouts (n=1,124) 3.6% 11.8% 32.8% 38.6% 13.2% 0.100% 
Enrolled (n=218) 0.9% 11.9% 27.5% 43.6% 16.1%  
  
Note. Quintiles are based on those used by U.S. Census Bureau workers in their 1999 Demographic  
Survey (http://pubdb3.census.gov/macro/032000/quint/15_000.htm). 
 
Table 9 displays data showing that 72% of the EMU cohort lived in census tracts from 
the middle 5th and fourth 5th economic quintiles. Similar, but much smaller percentages, 
lived in census tracts both above and below (14.6% and 13.1% [2.5% + 10.6%], 
respectively). Clearly, the vast majority of cohort students could be labeled middle or 
upper-middle class. Similarly, the largest percentage of graduates (73.5%), dropouts 
(71.4%), and enrolled students (71.1%) lived in these middle- and upper-middle class 
neighborhoods. However, graduates were less likely to come from the lower two quintiles 
(10.6%) as contrasted to still enrolled (12.8%) and dropouts (15.4%). The higher 
percentages of graduates who lived in more affluent areas suggest the influence of 
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economic advantage in the processes leading to graduating within six years of 
matriculation into college. 
A demographic comparison table (Table 10) was created to provide an overview 
of all census variables. The variable names listed in the table were truncated from those 
used by the U.S. Census Bureau; see Appendix H for a list of complete titles. Variables 
were then categorized under the following five headings to identify socioeconomic 
factors that may affect retention: (1) Income and Wealth, (2) Family Structure, (3) 
Education, (4) Workforce, and (5) Diversity. A column for Michigan was also added to 
allow comparison of EMU students’ habiti with the state habitus. (Ideally, a comparison 
to students’ habiti in other universities would be more appropriate to determine whether 
students of similar backgrounds apply to, and are accepted into, particular types of 
colleges. Without such data, a comparison to the state’s census-tract averages was 
considered a reasonable alternative to initially establish whether clusters of student data 
were the norm or whether they were patterns of habiti.)  
An initial review of Table 10 indicated that, on the surface, most students lived in 
census tracts of similar environments that differed from Michigan averages in some 
areas. In regard to the student groups (graduates, dropouts, and enrollees), relatively few 
variables had more than a few percentage points (i.e., percentage of Whites and Blacks in 
the Diversity category or married couples in the Family Structure Category) separating 
them. However, some differences were discerned. The most notable trend was found in 
the Income and Wealth category. Student census-tract averages for the EMU cohort 
exceeded those of the general population of Michigan in every income variable. In 
comparisons among the EMU cohort, students who graduated within six years of 
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enrollment lived in census tracts with the highest median income for all variables (i.e., 
household, family, male, and female), the lowest percentages of families/individuals 
living in poverty, and the highest median house value. Conversely, dropout students lived 
in census tracts with the lowest median incomes and home values, as well as the highest 
levels of poverty when compared to their peers.  
Income census-tract differences were mirrored in the Workforce category. The 
EMU cohort lived in neighborhoods with higher employment rates than the Michigan 
average. However, dropout-students’ census tracts contained the lowest proportion of 
employed citizens working in the highest percentages of the service and labor industries 
when compared to graduates and enrollees.  
Several trends were also apparent in the Diversity category. EMU students lived 
in more racially diverse census tracts than the average Michigan citizen. However, 
graduated students lived in census tracts that contained higher median-aged residents and 
a larger percentage of Whites than any other cohort comparison group. In addition, 
students who dropped out lived in census tracts that contained higher averages of Blacks, 
Hispanics, and native-born citizens. Students still enrolled after 6 years lived in census 
tracts with a higher percentage of foreign-born citizens and the lowest percentage of 
English-only speaking families than any other group. 
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Table 10 
Demographic Table for Census-Tract Averages of EMU Graduates, Dropouts, 
and Enrolled Students Compared to the State of Michigan Data (N=2,232) 
 
Socioeconomic 
Categories 
U.S. Census Bureau 
Variables  
Graduates 
(n=890) 
Dropouts 
(n=1,124) 
Enrolled 
(n=218) 
Michigan 
 
Income and 
Wealth 
Median Household $ $58,366 $54,246 $56,425 $44,667 
Median Family $ $66,355 $62,228 $65,707 $53,457 
Median Male Income $50,352 $47,725 $49,175 $41,897 
Median Female Income $32,786 $31,891 $32,784 $28,159 
Family Below Poverty 5.83% 7.63% 6.40% 7.40% 
Individual Below Poverty 7.99% 9.97% 9.46% 10.50% 
Median House Value $154,642 $142,514 $153,314 $115,60
0 
Workforce Labor Force % 67.68% 66.74% 68.34% 64.60% 
Employ Professional % 36.04% 34.26% 37.28% 31.50% 
Employ Service % 13.66% 14.65% 13.87% 14.80% 
Employ Sale/Office % 26.28% 25.95% 25.74% 25.60% 
Employ Industry % 24.02% 25.14% 23.12% 28.10% 
Diversity Male % 48.84% 48.54% 48.82% 49.00% 
Female % 51.16% 51.47% 51.18% 51.00% 
Median Age 36.10 Yrs 35.19 Yrs 34.83 Yrs 35.50 Yrs 
White % 79.53% 72.02% 76.17% 80.20% 
Black % 15.23% 22.32% 17.38% 14.20% 
Native American % 0.35% 0.36% 0.35% 0.60% 
Asian % 2.40% 2.48% 3.22% 1.80% 
Pacific % 0.02% 0.02% 0.03% 0.00% 
Hispanic % 2.19% 2.34% 2.29% 3.30% 
Native % 93.79% 93.83% 92.49% 94.70% 
English Only % 91.25% 91.14% 89.54% 91.60% 
Foreign % 8.75% 8.86% 10.46% 5.30% 
Family 
Structure 
Married Couple % 54.79% 50.77% 50.68% 51.40% 
Female Family % 11.44% 13.97% 11.93% 12.50% 
Non-Family % 30.08% 31.20% 33.66% 32.00% 
Never Married % 28.37% 30.17% 31.27% 27.80% 
Married but Separated % 55.23% 52.13% 51.84% 53.90% 
Widowed % 5.83% 6.08% 5.72% 6.60% 
Divorced % 9.34% 10.10% 9.82% 10.30% 
Grandparental Care % 0.65% 0.80% 0.63% 0.02% 
Avg. Household Size 2.61 2.62 2.58 2.56 
Avg. Family Size 3.10 3.13 3.10 3.10 
Education Elementary % 42.39% 43.23% 41.17% 44.10% 
High School % 20.93% 20.76% 19.46% 21.50% 
College % 25.33% 24.23% 28.18% 22.90% 
High School Grad. % 26.98% 27.53% 25.29% 31.30% 
Bachelor % 17.52% 16.50% 18.54% 13.70% 
Note. From U.S. Census Bureau 2000 Decennial Survey. 
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With regard to education, EMU cohort students lived in neighborhoods with 
higher percentages of students in college and citizens with bachelor’s degrees than the 
state average. Surprisingly, students who were still enrolled after 6 years of matriculation 
lived in census tracts that contained the most residents with bachelor’s degrees and the 
highest number of people enrolled in college. The enrolled-student cohort also had the 
highest proportion of non-family households, indicating that more people in their census 
tracts lived on their own or with roommates. While graduates lived in census tracts with 
the highest number of married-couple families, dropout students resided in census tracts 
with the highest ratio of female-headed, grandparents as caregivers, and widowed 
households. 
T Test Comparisons among Census Tracts of Graduates, Dropouts, and Enrolled 
Students 
Comparison tables were used to visually examine demographic data of the EMU 
cohort and compare student data with Michigan averages to determine if any habiti 
differences were apparent. However, statistical analyses still needed to be performed to 
address two of the hypotheses. In this section, t test comparisons were completed to 
determine whether any significant differences existed between variables representing 
habiti of graduates, dropouts, and enrollees.  
Difference of means analysis was performed using the Independent t test function 
in SPSS. Independent t tests provide a statistical comparison of the means of two 
different groups, yielding a 2-tailed significance level. For these comparisons, differences 
in means were significant if both 2-tailed significance tests yielded a level of p < 0.05, p 
< 0.01, or p < 0.001. Two significance scores are provided in the results of the analysis: 
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(1) a significance value if equal variances are assumed, and (2) a significance value if 
equal variances are not assumed. Both significance levels had to be at least p < 0.05 or 
lower, unless one was exceptionally low and the other was between 0.050 and 0.059, at 
which point the overall significance level was given a 0.05 rating. Using 2-tailed analysis 
yielded a much more conservative assumption of significance than simply using one or 
the other. 
T test results from a comparison of census-tract averages of graduated and 
dropped-out students are presented in Table 11. Again, affluence proved to be a 
significant factor in this study. Significance levels were found in all five habiti categories, 
with Income and Wealth the most noteworthy. (For example, differences in this category 
were at the p < .001 or p < .01 levels of significance for every variable.) Graduated 
students clearly lived in census tracts of significantly higher economic standing than their 
dropped-out peers. They also lived in neighborhoods with more college graduates (p < 
.05). These differences were reflected in the Workforce category, since graduates’ census 
tracts contained fewer people employed in the service industries (p < .001) and more 
workers in professional occupations (p < .01). 
Graduates were more likely to live in married-couple households (p < .001) with 
fewer children (p < .01), while dropouts were more likely to live in female-headed and 
grandparental-care families (p < .001). Finally, with regard to diversity variables, 
graduates resided in census tracts with predominantly older, White, male citizens (p < 
.01) than those who dropped out. 
The t test comparing census-tract averages of graduated and enrolled students is 
presented in Table 12. In contrast to comparisons with dropout students, no differences 
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existed between graduates and enrollees in the Workforce category and only one level of 
significant difference (p < .05) was found in Income and Wealth for individuals living 
below the poverty level. The racial backgrounds of census tracts were similar, although 
enrollees had significantly higher ratios (p < .01 levels) of foreign-born citizens and non-
English-speaking families; they were also less likely to live in married-couple families 
and more likely to live in non-family units (p < 01). 
The t test comparing census-tract averages of dropout and enrolled students is 
presented in Table 13. The most noticeable difference between the two groups was found 
in the Education category, where every variable had a significance level of p < .01. 
Dropout students lived in census tracts with a larger ratio of children enrolled in 
elementary and high schools, which is not surprising since their census tracts also 
contained, on average, larger families. However, the census tracts of enrolled students 
contained significantly more college students (p < .001) and college graduates (p < .01).  
Dropout and enrolled students lived in neighborhoods of similar income and 
wealth values. The only significant differences (p < .05) were found between median 
household income and median house value, yet the unemployment rate of citizens in 
enrolled students’ census tracts was significantly lower (p < .01 level) than their dropout 
counterparts. These citizens were also more likely to work in professional occupations 
and less likely to work in the labor industry (p < .01). 
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Table 11 
Independent t Test Comparisons between Census Tracts of Dropout and 
Graduated Students 
 
Habiti categories Census-tract variables Graduate 
(n=890) 
Dropout 
(n=1,124) 
Income and Wealth Median Household $ $58,366*** $54,246*** 
Median Family $ $66,355*** $62,228*** 
Median Male Income $50,352*** $47,725*** 
Median Female Income $32,785** $31,891** 
Family Below Poverty 5.83%*** 7.63%*** 
Individual Below Poverty 7.99%*** 9.97%*** 
Median House Value $154,642*** $142,514*** 
Workforce Labor Force % 67.68%** 66.74%** 
Employ Professional % 36.04%** 34.26%** 
Employ Service % 13.66%*** 14.65%*** 
Employ Sale/Office % 26.28 25.95% 
Employ Industry % 24.02% 25.14% 
Diversity Male % 48.84%** 48.54%** 
Female % 51.16%** 51.47%** 
Median Age 36.10 Yrs** 35.19 Yrs** 
White % 79.53%** 72.02%** 
Black % 15.23%** 22.32%** 
Native American % 0.35% 0.36% 
Asian % 2.40% 2.48% 
Pacific % 0.02% 0.02% 
Hispanic % 2.19% 2.34% 
Native % 93.79% 93.83% 
English Only % 91.25% 91.14% 
Foreign % 8.75% 8.86% 
Family Structure Married Couple % 54.79%*** 50.77%*** 
Female Family % 11.44%*** 13.97%*** 
Non-Family % 30.08% 31.20% 
Never Married % 28.37%** 30.17%** 
Married but Separated % 55.23%** 52.13%** 
Widowed % 5.83% 6.08% 
Divorced % 9.34%*** 10.10%*** 
Grandparental Care % 0.65%*** 0.80%*** 
Avg. Household Size 2.61 2.62 
Avg. Family Size 3.10** 3.13** 
Education Elementary % 42.39% 43.23% 
High School % 20.93% 20.76% 
College % 25.33% 24.23% 
High School Grad. % 26.98% 27.53% 
Bachelor % 17.52%* 16.50%* 
Note. From U.S. Census Bureau 2000 Decennial Survey. *p < .05. **p < .01. ***p < .001. 
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Table 12  
Independent t Test Comparisons between Census Tracts of Enrolled and  
Graduated Students 
Habiti categories Variables Graduated 
(n=890) 
Enrolled 
(n=218) 
Income and Wealth Median Household Income $58,366 $56,425 
Median Family Income $66,355 $65,707 
Median Male Income $50,352 $49,175 
Median Female Income $32,786 $32,784 
Family Below Poverty 5.83% 6.40% 
Individual Below Poverty 7.99%* 9.46%* 
Median House Value $154,642 $153,314 
Workforce Labor Force % 67.68% 68.34% 
Employ Professional % 36.04% 37.28% 
Employ Service % 13.66% 13.87% 
Employ Sale/Office % 26.28 25.74% 
Employ Industry % 24.02% 23.12% 
Diversity Male % 48.84% 48.82% 
Female % 51.16% 51.18% 
Median Age 36.10 Yrs*** 34.83 Yrs*** 
White % 79.53% 76.17% 
Black % 15.23% 17.38% 
Native American % 0.35% 0.35% 
Asian % 2.40%** 3.22%** 
Pacific % 0.02% 0.03% 
Hispanic % 2.19% 2.29% 
Native % 93.79%** 92.49%** 
English Only % 91.25%** 89.54%** 
Foreign % 8.75%** 10.46%** 
Family Structure Married Couple % 54.79%** 50.68%** 
Female Family % 11.44% 11.93% 
Non-Family % 30.08%** 33.66%** 
Never Married % 28.37%** 31.27%** 
Married But Separated % 55.23%** 51.84%** 
Widowed % 5.83% 5.72% 
Divorced % 9.34% 9.82% 
Grandparental Care % 0.65% 0.63% 
Avg. Household Size 2.61 2.58 
Avg. Family Size 3.10 3.10 
Education Elementary % 42.39% 41.17% 
High School % 20.93%*** 19.46%*** 
College % 25.33%* 28.18%* 
High School Grad. % 26.98%* 25.29%* 
Bachelor % 17.52% 18.54% 
Note. From U.S. Census Bureau 2000 Decennial Survey. *p < .05. **p < .01. ***p < .001. 
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Overall, dropouts and enrollees lived in census tracts with similar diversity 
values. The most notable differences were found in national origin variables. Dropout 
students lived in census tracts with significantly more (p < .01) native-born, English-
speaking families. 
Conclusion for t Test Comparisons among Graduates, Dropouts, and Enrolled Students 
Demographic and socioeconomic differences were found among the EMU cohort 
groups (e.g., graduates, dropouts, and enrollees). Of the 39 variables used in this study, 
23 were significantly different between graduates and dropouts; in the Income and 
Wealth category, every variable had a significance level of p < .001. Assuming census 
tracts were accurate indicators of students’ habiti, those who graduated within 6 years of 
enrollment were members of predominantly White, married-couple families who lived in 
areas where citizens were wealthier and worked in occupations considered more white- 
than blue-collar. Alternatively, students who dropped out more likely lived in less 
educated, poorer families.  
Most interesting were comparisons between graduated and enrolled students as 
well as dropout and enrolled students. The author could not identify any studies on full-
time FTIAC students still enrolled after six years of matriculation into college, possibly 
because personnel in governmental agencies do not track or maintain data on individuals 
in this population. Surprisingly, when demographic variables were compared, their 
census tracts contained the highest average employment rate and ratio of workers in 
professional occupations. In addition, enrollees lived in areas with the highest levels of 
educated citizens. Of the 39 socioeconomic variables used in this study, 26 were 
comparable to graduates and 20 were comparable to dropouts.  
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Table 13 
Independent t Test Comparisons between Census Tracts of Enrolled  
and Dropout Students 
 
Habiti categories Variables Enrolled 
(n=218) 
Dropout 
(n=1,124) 
Income and Wealth Median Household $ $56,425* $54,246* 
Median Family $ $65,707 $62,228 
Median Male $ $49,175 $47,725 
Median Female $ $32,784 $31,891 
Family Below Poverty 6.40% 7.63% 
Individual Below Poverty 9.46% 9.97% 
Median House Value $153,314* $142,514* 
Workforce Labor Force % 68.34%** 66.74%** 
Employ Professional % 37.28%** 34.26%** 
Employ Service % 13.87% 14.65% 
Employ Sale/Office % 25.74% 25.95% 
Employ Industry % 23.12%** 25.14%** 
Diversity Male % 48.82% 48.54% 
Female % 51.18% 51.47% 
Median Age 34.83 Yrs 35.19 Yrs 
White % 76.17% 72.02% 
Black % 17.38%* 22.32%* 
Native American % 0.35% 0.36% 
Asian % 3.22%* 2.48%* 
Pacific % 0.03%* 0.02%* 
Hispanic % 2.29% 2.34% 
Native % 92.49%** 93.83%** 
English Only % 89.54%** 91.14%** 
Foreign % 10.46%** 8.86%** 
Family Structure 
 
Married Couple % 50.68% 50.77% 
Female Family % 11.93%** 13.97%** 
Non-Family % 33.66%** 31.20%** 
Never Married % 31.27% 30.17% 
Married but Separated % 51.84% 52.13% 
Widowed % 5.72% 6.08% 
Divorced % 9.82% 10.10% 
Grandparental Care % 0.63%** 0.80%** 
Avg. Household Size 2.58 2.62 
Avg. Family Size 3.10 3.13 
Education Elementary % 41.17%** 43.23%** 
High School % 19.46%** 20.76%** 
College % 28.18%*** 24.23%*** 
High School Grad. % 25.29%** 27.53%** 
Bachelor % 18.54%** 16.50%** 
Note. From U.S. Census Bureau 2000 Decennial Survey. *p < .05. **p < .01.  
***p < .001. 
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Significant statistical differences were mainly found in national origin, non-family, and 
education variables, with enrolled students more likely to be foreign born and living in a 
non-family unit than graduates or dropouts.  
T Test Comparisons among Graduates, Dropouts, and Enrolled Students by Gender 
Student-retention scholars (e.g., Carter, 2002; Rendon et al., 2000/2002) have 
called for more research dealing with gender differences. To address this need, student 
groups were separated by gender in the statistical analyses to identify differences between 
males and females when comparing means of graduates, dropouts, and enrollees. Table 
14 contains an overview of socioeconomic variables; a simple comparison showed that 
all student groups lived in census tracts with higher incomes and lower poverty levels 
than individuals who lived in Ypsilanti. In addition, Ypsilanti’s census-tract averages 
contained the highest level of educated citizens and almost double the number of non-
family households. This finding is not surprising since Ypsilanti contains a large, 
comprehensive, regional university (i.e., Eastern Michigan University).  
Close examination of female dropouts in comparison to the other gender and 
status groups (i.e., graduated females, graduated males, enrolled females, enrolled males, 
and dropout males) revealed striking distinctions. Female dropouts lived in census tracts 
that are noticeably different from their peers in all five categories (e.g., Diversity, Family 
Structure, Education, Workforce, and Income and Wealth). In fact, they had the most 
extreme scores in 25 of the 39 compared variables.  
In the Diversity category, female dropouts lived in census tracts with the lowest 
White percentage, the highest Black percentage, the highest native percentage, the 
highest English-only percentage, and the lowest foreign-born percentage. With regard to 
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education, their census tracts had the highest percentage of high school graduates, but the 
lowest percentage of college graduates. The higher percentages of students in elementary 
and high school in the census tracts where female dropouts lived indicated that their 
neighborhoods contained more school age children than did the other student groups. The 
median age of people in their census tracts was the second lowest behind enrolled 
females, signifying that more young families lived in these areas. 
In the Family Structure category, female dropouts’ census tracts had the highest 
divorced, female householder, and grandparental-care ratios. Although they lived in 
census tracts with the lowest number of employed workers (Labor %), these employees 
worked in the lowest number of professional occupations and in the highest percentages 
of service and industry jobs. Most striking was the comparison of female dropouts to 
other student groups in the Income and Wealth category. They scored lowest on the 
following six variables: (1) median income, (2) household income, (3) family income, (4) 
male income, (5) female income, and (6) median house value. In addition, dropout 
females came from census tracts with the highest percentage of families and individuals 
living in poverty. 
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Table 14 
Basic Demographic Differences by Gender and Status (Graduated, Enrolled, and Dropped Out) 
 
 
Socioeconomic variables 
Graduated 
females 
(n=569) 
Graduated 
males 
(n=321) 
Enrolled females 
(n=122) 
Enrolled males  
(n=96) 
Dropout 
females 
(n=621) 
Dropout 
males 
(n=503) 
 
Ypsilanti 
DIVERSITY        
Male % 48.85% 48.81% 49.09% 48.47% 48.51% 48.56% 47.30% 
Female % 51.15% 51.19%  50.91%  51.53%  51.49%  51.44%  52.70%  
Median Age 35.87 Yrs 36.52 Yrs 34.47 Yrs 35.29 Yrs 34.93 Yrs 35.51 Yrs 23.60 Yrs 
White % 79.34% 79.87% 78.49% 73.23% 70.66% 73.69% 61.40% 
Black % 15.42% 14.90% 15.16% 20.19% 23.85% 20.44% 30.60% 
Native American % 0.35% 0.34% 0.38% 0.31% 0.37% 0.35% 0.40% 
Asian % 2.35% 2.50% 2.94% 3.57% 2.35% 2.64% 3.20% 
Pacific % 0.03% 0.02% 0.03% 0.03% 0.02% 0.02% 0.10% 
Hispanic % 2.16% 2.25% 2.39% 2.16% 2.32% 2.37% 2.50% 
Native % 93.92% 93.56% 92.70% 92.21% 94.23% 93.34% 94.10% 
English Only % 91.27% 91.21% 89.57% 89.50% 91.62% 90.55% 90.20% 
Foreign % 8.73% 8.79% 10.43% 10.50% 8.38% 9.45% 9.80% 
FAMILY STRUCTURE        
Married Couple % 54.49% 55.31% 49.57% 52.10% 49.87% 51.88% 23.00% 
Female Family % 11.67% 11.04% 11.49% 12.50% 14.51% 13.30% 13.20% 
Non-Family % 30.13% 30.01% 35.15% 31.76% 31.43% 30.91% 60.50% 
Never Married % 28.71% 27.76% 31.90% 30.47% 30.69% 29.53% 63.30% 
Married But Separated % 54.93% 55.74% 51.09% 52.79% 51.34% 53.11% 23.20% 
Widowed % 5.77% 5.95% 5.58% 5.88% 6.07% 6.10% 3.90% 
Divorced % 9.35% 9.33% 10.06% 9.50% 10.33% 9.81% 8.30% 
Grandparental Care % 0.68% 0.60% 0.61% 0.65% 0.87% 0.73% 1.00% 
Avg. Household Size 2.62 2.59 2.56 2.60 2.62 2.61 2.15 
Avg. Family Size 3.11 3.08 3.09 3.12 3.13 3.13 2.96 
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Table 14 (continued) 
Basic Demographic Differences by Sex and Status (Graduated, Enrolled, and Dropped Out) 
 
Socioeconomic variables 
Graduated 
females 
(n=569) 
Graduated 
males 
(n=321) 
Enrolled females 
(n=122) 
Enrolled males  
(n=96) 
Dropout 
females 
(n=621) 
Dropout 
males 
(n=503) 
 
Ypsilanti 
EDUCATION        
Elementary % 42.41% 42.36% 41.13% 41.21% 43.44% 42.98% 14.60% 
High School % 21.04% 20.74% 19.40% 19.54% 20.80% 20.71% 5.70% 
College % 25.19% 25.56% 28.65% 27.58% 23.97% 24.55% 76.40% 
High School Grad. % 27.27% 26.47% 26.20% 24.13% 28.50% 26.34% 20.30% 
Bachelor % 17.23% 18.05% 17.77% 19.51% 15.55% 17.67% 20.00% 
WORKFORCE        
Labor Force % 67.61% 67.81% 68.52% 68.11% 66.56% 66.95% 70.50% 
Employ Professional % 35.35% 37.25% 35.45% 39.60% 32.61% 36.29% 29.80% 
Employ Service % 13.92% 13.18% 14.36% 13.24% 15.13% 14.06% 22.80% 
Employ Sale/Office % 26.35% 26.17% 25.68% 25.81% 25.96% 25.93% 32.40% 
Employ Industry % 24.37% 23.40% 24.50% 21.36% 26.30% 23.72% 15.00% 
INCOME AND WEALTH        
Median Household Income $57,680.12 $59,581.59 $54,409.20 $58,987.41 $52,524.94 $56,371.6
0 
$28,610.00 
Median Family Income $65,619.53 $67,659.27 $64,016.55 $67,854.72 $60,150.36 $64,793.2
7 
$40,793.00 
Median Male Income $49,910.19 $51,135.68 $47,936.84 $50,748.77 $46,450.89 $49,298.7
4 
$30,328.00 
Median Female Income $32,426.67 $33,421.60 $31,764.45 $34,079.72 $31,125.47 $32,836.8
8 
$26,745.00 
Family Below Poverty 5.95% 5.61% 6.75% 5.96% 7.85% 7.36% 16.90% 
Individual Below Poverty 8.18% 7.65% 10.24% 8.46% 10.36% 9.48% 25.80% 
Median House Value $152,247.28 $158,887.54 $153,076.23 $153,616.67 $136,252.6
6 
$150,244.
33 
$117,500.0
0 
Note. From U.S. Census Bureau 2000 Decennial Survey. 
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By comparison, graduate and enrolled males ranked first or second in all Income 
and Wealth categories and in number of college graduates per census tract. Additionally, 
graduate males lived in environments with the highest ratio of White citizens and 
traditionally defined families (more married couples and fewer female or grandparent-
headed households) than any other comparison group. Enrolled females and males lived 
in census tracts that ranked first and second in number of employed workers. Further, the 
highest percentage of employed professionals and the lowest percentage of industry 
personnel were found within enrolled-male neighborhoods.  
Because census tracts where female dropouts lived contained consistently higher 
or lower averages than comparison groups, a t test analysis was completed to determine if 
these differences were significant. Table 15 contains comparisons of female dropouts and 
all other groups by gender. Once again, most notable were data in the Income and Wealth 
category. The results indicated that female dropouts lived in significantly poorer census 
tracts than any other student group, which is also reflective of the larger percentages of 
service and industry workers in the Workforce category. Interestingly, few statistically 
significant differences (3 out of 12 variables) existed between dropout females and 
enrolled females in these two economic groupings.  
Female dropouts lived in census tracts that contained significantly higher 
percentages of high school graduates and lower percentages of college graduates than any 
other student group. This fact is not surprising when compared to their rankings within 
the Workforce as well as Income and Wealth categories.  
The author expected that data on female dropouts would be comparable to data 
for dropout males in most categories, but this expectation appeared to be fairly accurate 
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for only Diversity and Family Structure. Female dropouts lived in census tracts with 
similar racial backgrounds as male dropouts, but with higher levels (p < .05) of native-
born and lower levels of foreign-born citizens. Correspondingly, female dropouts more 
likely (p < .05) lived in households where English was the primary spoken language. 
With regard to Family Structure, female and male dropouts lived in similar family units. 
However, female dropouts were much more likely (p < .01) than male dropouts to live in 
census tracts where grandparents were the primary caregivers. Few significant 
differences existed between female dropouts and enrolled males in regard to diversity and 
family environments (5 out of 22 variables) aside from origin of birth categories (p < 
.01). However, the largest number of significant differences in the Diversity category was 
found when comparing dropout and enrolled females.  
Overall, female dropouts lived in significantly different environments than 
graduated students of either gender. More than 50% of the variable scores (20 out of 39) 
for both “dropout female-graduated female” and “dropout female-graduated male” 
comparisons had statistically significant differences. Female dropouts were significantly 
more likely (p < .001) than graduates to live in census tracts with fewer married couples, 
but with a greater number of female-headed households and grandparental-care families. 
Their families were also underprivileged (p < .001) compared to graduates for every 
Income and Wealth variable. The workforce in female dropouts’ census tracts contained 
significantly more (p < .001) service and industry employees and fewer (p < .001) 
professional workers. 
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Table 15 
 
Dropout Female t Test Comparison Scores for Census Tracts by Status and  
Gender (n=621) 
 
Habiti categories 
Graduated 
females 
(n=569) 
Graduated 
males  
(n=321) 
Enrolled 
females 
(n=122) 
Enrolled 
males  
(n=96) 
Dropout 
males  
(n=503) 
INCOME AND WEALTH      
Median household income ***(-) ***(-)  *(-) **(-) 
Median family income ***(-) ***(-)  **(-) ***(-) 
Median male income ***(-) ***(-)  *(-) **(-) 
Median female income ***(-) ***(-)  ***(-) ***(-) 
Family below poverty ***(-) ***(-)  *(-)  
Individual below poverty ***(-) ***(-)    
Median house value ***(-) ***(-) *(-) *(-) **(-) 
WORKFORCE      
Labor force % *(-) *(-) *(-)   
Employ professional % ***(-) ***(-) *(-) ***(-) ***(-) 
Employ service % ***(+) ***(+)  **(+) **(+) 
Employ sale/office %      
Employ industry % ***(+) ***(+)  ***(+) ***(+) 
DIVERSITY      
Male % **(-)  *(-)   
Female % **(+)     
Median age **(-) ***(-)    
White % ***(-) ***(-) *(-)   
Black % ***(+) ***(+) **(+)   
Native American %  *(+)  *(+)  
Asian %    *(-)  
Pacific %   *(-)   
Hispanic %      
Native %   *(+) **(+) *(+) 
English only %   *(+) **(+) *(+) 
Foreign %   *(-) **(-) *(-) 
FAMILY STRUCTURE      
Married couple % ***(-) ***(-)    
Female family % ***(+) ***(+) **(+)   
Non-family %   *(-)   
Never married % *(+)     
Married But Separated % ***(-) ***(-)    
Widowed %      
Divorced % ***(+)   *(+) *(+) 
Grandparental care % ***(+) ***(+) ***(+) *(+) **(+) 
Avg. household size      
Avg. family size  ***(+)    
EDUCATION      
Elementary %      
High school %  **(+) *(+) *(+)  
College %  ***(-) *(-) *(-)  
High school grad. % *(+) ***(+) *(+) ***(+) ***(+) 
Bachelor % **(-) ***(-) *(-) ***(-) ***(-) 
(-) = female dropout scores lower than comparison group; (+) = female dropout scores higher than 
comparison group. *p < .05. **p < .01. ***p < .001. 
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A t test comparison table, similar to Table 15, was created for dropout males (see Table 
16).  Overall, dropout males lived in census tracts more comparable to all other student 
groups than female dropouts. Only 17.9% of the variable scores (7 out of 39) for both 
“dropout male-graduated female” and “dropout male-graduated male” comparisons had 
statistically significant differences. The Income and Wealth, Workforce, and Education 
categories, so prominent in Table 15 for dropout females, contained fewer statistically 
significant scores for dropout males. Most noteworthy were the poverty levels. Apart 
from dropout and enrolled females, dropout males lived in census tracts with significantly 
more underprivileged families (p < .01). Interestingly, these data were not reflected in 
other economic areas. Most residents in male dropout census tracts were similarly 
educated with comparable incomes to all students groups except dropout females.  
In terms of Diversity and Family Structure, male dropouts’ census tracts were 
more reflective of their enrolled and dropout female peers. While ethnic backgrounds 
were similar to all student groups, male dropouts lived in neighborhoods with 
significantly more Black citizens (p < .01) who were generally younger than either 
graduated students or enrolled males. They also more likely lived in female-headed 
families than any other group except female dropouts.  
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Table 16 
 
Dropout Male t Test Comparison Scores for Census Tracts by Status and  
Gender (n=503) 
Habiti categories Graduated 
females 
(n=569) 
Graduated 
males 
(n=321) 
Enrolled 
females 
(n=122) 
Enrolled 
males  
(n=96) 
Dropout 
females 
(n=621) 
INCOME AND WEALTH      
Median household income  *(-)  *(-) **(+) 
Median family income     ***(+) 
Median male income     **(+) 
Median female income     ***(+) 
Family below poverty **(+) **(+)  **(+)  
Individual below poverty *(+) **(+)  **(+)  
Median house value     **(+) 
WORKFORCE      
Labor force %   *(-)   
Employ professional %     ***(+) 
Employ service %  *(+)  *(+) **(-) 
Employ sale/office %      
Employ industry %     ***(-) 
DIVERSITY      
Male % *(-)  *(-)   
Female % *(+)  *(+)   
Median age  **(-) *(+) **(-)  
White % **(-) **(-)  **(-)  
Black % **(+) **(+)  **(+)  
Native American %      
Asian %      
Pacific %   *(-)   
Hispanic %      
Native %     *(-) 
English only %     *(-) 
Foreign %     *(+) 
FAMILY STRUCTURE      
Married couple % *(-) **(-)  **(-)  
Female family % **(+) ***(+) *(+) ***(+)  
Non-family %   *(-)   
Never married %      
Married But Separated % *(-)   *(-)  
Widowed %      
Divorced % *(+) **(+)   *(-) 
Grandparental care %    *(+) **(-) 
Avg. household size      
Avg. family size  **(+)  **(+)  
EDUCATION      
Elementary %      
High school %   *(+)   
College %   *(-)   
High school grad. %     ***(-) 
Bachelor %     ***(+) 
*p < .05. **p < .01. ***p < .001. (-)=scores lower than comparison group; (+)=scores higher than 
comparison group. 
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Conclusion for Dropout Males and Dropout Females 
Statistically, female dropouts are the most unique group in terms of diversity, 
family structure, education, workforce, and income and wealth considerations. A definite 
pattern of disadvantage emerged that was stronger for dropout females than dropout 
males. Dropout males’ neighborhoods contained similar levels of poverty and they lived 
in comparable family units. However, educational levels and economic status indicators 
were significantly higher than for female dropouts, and citizens in the male dropouts’ 
census tracts worked in more prestigious jobs.  
Multiple Regression Path Analysis 
Multiple regression path analysis was performed to assess the ability of census-
tract data to predict the retention of Eastern Michigan University (EMU) students based 
on their status as having graduated, continuing to be enrolled, or having dropped out 6 
years after matriculation. This type of statistical analysis is called multiple regression 
because not one but a series of regression analyses is designed to support the overall 
model; moreover, the statistical tool is a strong analytical model when predicting 
behavioral outcomes. Multiple regression indicates the simultaneous influence of each 
independent variable (census-tract data) on the dependent variable (graduate, dropout, or 
enrollee) using multivariate coefficients. Allowance is also made for the identification of 
paths of influence between the independent variables and the dependent one. 
In the Multiple Regression Path Analysis Model Predicting Current Eastern 
Michigan Student Status shown in Figure 14, students’ current status was categorized 
into one of the following three groups: (1) graduated = 4, (2) enrolled = 3, or (3) dropped 
out = 2. This current-status variable became the dependent variable in the overall multiple 
                                                                                  Student Retention Patterns         
  
175
regression model. The current-status variable was predicted by the independent variable 
of each student’s gender (coded so that females = 1 and males = 0, which is an 
individual-specific piece of information) and data from the following five census tracts, 
which also served as independent variables: (1) Median Age, (2) Percentage of Whites, 
(3) Percentage of Married Couples, (4) Percentage of Female-headed Families, and (5) 
Percentage of College Students. These five categories were derived from the review of 
literature and from results of the demographic, descriptive, and t test analyses conducted 
in this study. 
Figure 14. Multiple regression path analysis model predicting current  
Eastern Michigan student status (N=2,232).  
____________________________________________________________________________________________________________________________________ 
1Current Student Status was coded as follows: graduated = 4, enrolled= 3, and dropped out = 2.  
2Gender had virtually no predictive value on Married Couples % (-.01), Female Family % (.02),  
or College % (-.03). Adjusted R Square=.03***. *p < .05. **p < .01. ***p < .001. 
 
Using information from the literature review as a guide (e.g., females have higher 
retention rates [Horn 2007; Nora et al., 2005]; minorities have lower retention rates 
[Horn, 2007]; and older, nontraditional students have lower retention rates [Berger & 
Current Student 
Status1 
 
Gender2 
Median Age 
Married Couples % 
Female Family % 
White % 
College % 
.12** 
.18**
 
.15* 
.09** 
.09*** 
.16*** 
.12*** 
-.81*** 
.47*** 
.41*** 
-.11*** 
-.47*** 
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Lyon, 2005]), the following three variables were selected for the multiple regression 
analysis: (1) gender of EMU student, (2) median age of census tract, and (3) percentage 
of Whites in census tract. In addition, census-tract percentages of the following three 
variables were included: (1) married couples, (2) female-headed households, and (3) 
students in college. All six independent variables were regressed against the dependent 
variable, current student status, using default SPSS Multiple Regression Analysis 
procedures. 
A narrative example of the multiple regression path analysis model includes three 
hypothetical students named Mark, Stephanie, and Dwayne. If Mark lived in a poor 
census tract with a low median age (and, therefore, more children) and a low percentage 
of Whites, he would be statistically less likely to apply to or attend the university. Mark’s 
home census-tract characteristics would also be associated with few married, more 
female-headed families, and a low percentage of college graduates. 
 If Stephanie lived in a middle-class census tract with a high median age (and, 
therefore, fewer children) and a high percentage of Whites, she would be statistically 
more likely to apply to and attend the university. Stephanie’s home census tract 
characteristics would also be associated with more married, fewer female-headed 
families, and a high percentage of college graduates. However, based on the information 
presented in this chapter, Stephanie would be more likely to drop out than would her 
male peer, Dwayne.  
 If Dwayne lived in a middle- to upper-class census tract with an even higher 
median age (and, therefore, even fewer children) and a high percentage of Whites, he 
would be statistically more likely to apply to and attend the university. Dwayne’s home 
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census-tract characteristics would also be associated with more married, fewer female-
headed families, and a high percentage of college graduates. Dwayne would be the most 
likely to graduate from EMU. In fact, the Second, Third, and Fourth Regression Models 
described in the following narrative indicated strong statistical support for the ordering of 
these variables in this way for this model.  
 Since this regression model incorporated key literature-based trends and the core 
factors from the findings mentioned above, the regression model should have indicated 
strong predictability of current student status at EMU. Unfortunately, the Adjusted R 
Square value on the model was dismal at only 0.03 (p < .001). In other words, this model 
left out 97% of the information required to be successful in predicting retention at EMU, 
as measured by the current status of students. To understand the Adjusted R Square, one 
must first consider the R Square. In regression analysis, R Square is the statistical 
measure used to describe the proportion of variance in the dependent variable (current 
student status), which can be explained by the collective and simultaneous influence of 
the independent variables (Gender, Median Age, White %, Married Couple %, Female 
Family %, and College %). The R Square is always adjusted to provide a more 
conservative estimate and to account for degrees of freedom and the number of 
independent variables. In this model, the R Square was adjusted using the following  
formula: 1 - ((1 – 0.036) (2,232 - 1) / (2,232 - 6- 1)). In other words, 1-((1 - R Square) 
(Number of students - 1) divided by (Number of students - number of independent 
variables - 1)). 
Three additional regressions were completed in addition to the overall model 
(thus the “Multiple Regression” label). Table 17 displays the Adjusted R Squares and 
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significance levels of each additional regression model. The relatively strong Adjusted R 
Squares for each of these three regression models indicated strong support for the 
literature-based trends and study-specific research trends used to create the left-to-right 
assignment of the independent variables. 
Table 17 
Adjusted R Square and Significance Levels of Regression Results for 
Independent Variables of Gender, Median Age, and Percentage of Whites 
 
 Regression model Adjusted R Square 
Second regression model 0.53*** 
(dependent variable = married couples) 
Third regression model 0.74*** 
(dependent variable = female-headed families) 
Fourth regression model 0.19*** 
(dependent variable = percentage of citizens in college) 
***p < .001. 
 
In Figure 14, the coefficients indicated that the independent variables had 
predictability of the dependent variable. The absence of arrows originated from Gender to 
the following three variables: (1) Married Couples %, (2) Female Family %, and (3) 
College %. In each of the cases, gender had a coefficient very near zero, indicating that 
gender was a very weak predictor of census tract-based independent variables in this 
study. This weakness brings up key differences in descriptive comparison data quality 
such as those found in t test results and the predictive quality of multiple regression 
analysis. T test comparisons are bi-variate; they were used to compare a simple mean to 
another mean, and they allowed the comparison of gender controls between an 
individually based piece of data (gender) and census-based data (39 other pieces of data). 
In multiple regression, independent variable data are simultaneously regressed 
upon the dependent variable, yielding a much more sensitive and precise measure of 
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variance. Thus, the simple comparison of differences in means indicated a strong female 
dropout factor in census-tract demographics. However, regression requires more precise 
data to facilitate predictive modeling. A weakness must have existed in the quality of data 
in this Multiple Regression Model. Another multiple regression analysis was completed 
using race instead of gender as an independent variable to determine whether race could 
be used to predict student status. In addition, several logistical regressions were 
completed to determine if they could increase predictability of student status. However, 
the investigations were not successful (see Appendix I for results). 
Table 18 illustrates the Decomposition of Effects, or the additive influence, of 
each independent variable in the prediction of the other independent variables and of the 
dependent variable. Although the Adjusted R Square is only 0.03 in this model, it does 
not indicate that the model was constructed poorly. Instead, an evaluation of the internal 
structure of the independent variables and their position within this model can be made 
by analyzing the correlational coefficients.  
The findings from the Multiple Regression Path Analysis Model indicated that 
this model had a very low Adjusted R Square; yet, a few direct and indirect predictors of 
current student status were found. The strongest direct predictors of current student status 
were as follows: Percentage in College Students (.184), Percentage of Married Couples 
(.162), Percentage of Female-headed Families (.148), Percentage of Whites (.119), 
Gender (.089), and Median Age (.087). The strongest indirect predictors in order of 
influence were (1) Percentage of Whites [.219], (2) Median Age [.168], and (3) Gender 
[.010]. 
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Each independent variable’s influence can be measured in these three effects: (1) 
the total association that is the direct plus indirect effect, (2) the direct effect that is the 
path directly between the independent variable and the dependent one, and (3) the 
indirect effect that is the sum of the products of each independent variable’s beta 
coefficient multiplied by the beta coefficients of each of the other independent variables 
that lie in the path between the independent variable and the dependent variable. Indirect 
effects indicate the spurious or mediating influences of other independent variables on a 
given independent variable’s direct influence on the dependent variable.  
Table 18 
 
Decomposition of Effects for Eastern Michigan University Students 
 
Structural Paths* Total association Direct effects Indirect effects 
CSS to MC % 
CSS to FF % 
CSS to College % 
CSS to Gender 
CSS to MA 
CSS to White % 
.162 
.148 
.184 
.099 
.255 
.338 
.162 
.148 
.184 
.089 
.087 
.119 
 None 
 None 
 None 
 .010 
 .168 
 .219 
 
*CSS = Current Student Status; MC% = Married Couple %; FF% = Female-headed Family %;  
MA = Median Age. 
  
No indirect effects existed between current student status and the following three 
independent variables: (1) Percentage of Married Couples, (2) Percentage of Female-
headed Families, and 3) Percentage of College Students. Between gender and current 
student status, three indirect paths were calculated as follows: (1) Gender to Percentage 
of Married Couples [.01 * .16 = .002], (2) Gender to Percentage of Female-headed 
Families [.02 * .15 = .003], and (3) Gender to Percentage of College Students [.03 * .18 = 
.005]; then the sums of the products of the respective beta coefficients were added (.002 
+ .003 + .005 = .010). In summary, the percentage of married couples, the percentage of 
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female-headed households, and percentage of current college students in a census tract 
did not influence student status (graduated, dropped out, or still enrolled).   
Three indirect paths between median age and current student status were 
calculated as follows: (1) Median Age to Percentage of Married Couples [.41 * .16 = 
.066], (2) Median Age to Percentage of Female-headed Families [.11 * .15 = .017], and 
(3) Median Age to Percentage in College Students [.47 * .18 = .085]; then the sums of the 
products of the respective beta coefficients were added (.066 + .017 + .085 =.168). In 
summary, median age was a strong predictor of Married Couples %, Female-headed 
Families %, and College, but not as strong a predictor of current student status. Again, all 
the independent variables were census-tract based, and the dependent variable was 
individual-student based.  
Three indirect paths between percentage of Whites and current student status were 
calculated as follows: (1) Percentage of Whites to Percentage of Married Couples [.47 * 
.16 = .075], (2) Percentage of Whites to Percentage of Female-headed Families [.81 * .15 
= .122], and (3) Percentage of Whites to Percentage of College Students [.12 * .18 = 
.022]; then the sums of the products of the respective beta coefficients were added (.075 
+ .122 + .022 =.219). By far, the highest magnitude of indirect effect was found in the 
paths between percentage of Whites and current student status.  
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Match Ratio Analysis 
  To address the secondary null hypothesis, that there will be no significant 
difference between the habiti of full-time FTIAC students who graduate within six years 
of enrollment and EMU’s institutional habitus, a formula was developed to create a ratio 
that could represent how each variable matched between the student’s home U.S. Census 
Bureau tracts (census tract) and Ypsilanti’s census-tract averages. The formula was as 
follows: 
S1/ Υ1=Match Ratio1 
 
In this formula, S1 was the student census-tract value for one specific factor (e.g., 
median age) and Υ1 was Ypsilanti’s census-tract value for that same variable. In this 
study, the range of this ratio was between 0 and infinity but never exceeded 2.0. A value 
of 1.0 signified a perfect match. A value < 1.0 indicated that Ypsilanti’s census value 
exceeded that of the students’ census values. A value > 1.0 indicated that Ypsilanti’s 
census value was smaller than students’ census values. Match ratios were constructed for 
each of the 39 census values used to compare students’ home census tracts to Ypsilanti’s 
census tract.  
Match ratio results were used in a one-sample t test to determine whether habiti 
comparisons were significantly similar or different. One-sample t tests were used instead 
of independent t tests because the goal was to compare the graduate group to the 
Ypsilanti standard (the same way an IQ test score can be compared to a standard of 100). 
Ypsilanti was the standard for each of the match comparisons presented below. Table 19 
shows how individual census-tract variables for graduates compared to those same 
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variables for Ypsilanti. Each variable compared was, in fact, significantly different from 
Ypsilanti at the p < .001 significance level, indicating that graduated students’ habiti were 
significantly different from the habitus of Ypsilanti. 
To determine whether any differences existed by student status and gender, the 
following formula was created to calculate an overall match ratio between students’ 
census tracts and Ypsilanti’s census tract by socioeconomic category:  
(ΣS1-39 / ΣY1-39) / 39 = Overall Match Ratio 
 
In this formula, ΣS1-39 was the summation of all match-ratio variables 1-39 from 
students’ census tracts. ΣY1-39 was the summation of all match-ratio variables 1-39 from 
Ypsilanti’s census tract. By dividing (ΣS1-39 / ΣY1-39) by 39, the overall match ratio 
yielded a similar range of responses as discussed above. A value of 1.0 signifies a perfect 
match. A value of < 1.0 indicated that Ypsilanti’s summation of match ratios 1-39 
exceeded that of the students’. A value > 1.0 indicated that Ypsilanti’s summation of 
match ratios 1-39 was smaller than the students’.  
The six gender and status categories had average scores as follows: 
Enrolled females = 1.1686 
Graduated females = 1.1756 
Dropout females = 1.1776 
Graduated males = 1.1784 
Enrolled males = 1.1791 
Dropout males = 1.1851 
Ypsilanti is the constant at 1.0000 
 
Interestingly, females scored the closest to a perfect match in all three categories; 
yet, the difference between lowest (1.1686) and highest (1.1851) was 0.0165 or 165 ten-
thousandths. These overall scores did not reveal the nuances of variation found among 
data. For that determination, more specific match ratios were developed.  
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Table 19 
Graduates (N=890) Compared to Ypsilanti with Means, Match Ratio Scores, and  
One- Sample t Test Results 
 
Census-tract variables Graduates 
    Mean  Match ratio 
Ypsilanti* Level of 
significance 
Median Age 36.10 1.53 23.60 *** 
White % 79.53 1.30 31.40 *** 
Female Family % 11.44 0.87 13.20 *** 
Non Family % 30.08 0.50 60.50 *** 
Divorced % 9.34 1.13 8.30 *** 
Employed in Industry % 24.02 1.60 15.00 *** 
Median family Income  $66,355 1.63   $40,793 *** 
Individuals Below Poverty % 7.99 0.31 25.80 *** 
Bachelors Degree % 17.52 0.88 20.00 *** 
Female % 51.16 0.97 52.70 *** 
Male % 48.84 1.03 47.30 *** 
Black % 15.23 0.50 30.60 *** 
Native American % 0.35 0.87 0.40 *** 
Asian % 2.40 0.75 3.20 *** 
Pacific Islander % 0.02 0.24 0.10 *** 
Hispanic % 2.19 0.88 2.50 *** 
Married Couple % 54.79 2.38 23.00 *** 
Average Household Size 2.61 1.21 2.20 *** 
Average Family Size 3.10 1.05 3.00 *** 
Elementary % 42.39 2.90 14.60 *** 
High School % 20.93 3.67 5.70 *** 
College % 25.33 0.33 76.40 *** 
High School Graduate % 26.98 1.33 20.30 *** 
Never Married % 28.37 0.45 63.30 *** 
Widowed % 5.83 1.50 3.90 *** 
Grandparental Care % 0.65 0.65 1.00 *** 
Native Born % 93.79 1.00 94.10 *** 
English Only % 91.25 1.01 90.20 *** 
Foreign Born % 8.75 0.89 9.80 *** 
Labor Force % 67.68 0.96 70.50 *** 
Employ Professional % 36.04 1.21 29.80 *** 
Employ Service % 13.66 0.60 22.80 *** 
Employ Sales/Office % 26.28 0.81 32.40 *** 
Median Household Income $58,366 2.04 $28,610 *** 
Median Male Income $50,352 1.66 $30,328 *** 
Median Female Income $32,786 1.23 $26,745 *** 
Family Below Poverty % 5.83 0.35 16.90 *** 
Median House Value $154,642 1.32 $117,500 *** 
*Ypsilanti match ratio scores are constant at 1.00. ***p < .001. 
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In the list below, each match value and the variable used to construct its match ratio are 
defined: 
Match1= Median Age 
Match2=White Percentage 
Match3=Female Family Percentage 
Match4=Non Family Percentage 
Match5=Divorced Percentage 
Match6=Employed in Industry Percentage 
Match7=Median family Income  
Match8=Individuals Below Poverty 
Percentage 
Match9=Bachelors Degree Percentage 
Match10=Female Percentage 
Match11=Male Percentage 
Match12=Black Percentage 
Match13=Native American Percentage 
Match14=Asian Percentage 
Match15=Pacific Islander Percentage 
Match16=Hispanic Percentage 
Match17=Married Couple Percentage 
Match18=Average Household Size 
Match19=Average Family Size 
Match20=Elementary Percentage 
Match21=High School Percentage 
Match22=College Percentage 
Match23=High Scholl Graduate Percentage 
Match24=Never Married Percentage 
Match25=Married But Separated Percentage 
Match26=Widowed Percentage 
Match27=Grandparental Care Percentage 
Match28=Native Born Percentage 
Match29=English Only Percentage 
Match30=Foreign Born Percentage 
Match31=Labor Force Percentage 
Match32=Employ Professional Percentage 
Match33=Employ Service Percentage 
Match34=Employ Sales/Office Percentage 
Match35=Median Household Income 
Match36=Median Male Income 
Match37=Median Female Income 
Match38=Family Below Poverty Percentage 
Match39=Median House Value 
 
The match ratios were also categorized by topic and placed into different formulas for 
each topic. The following match-ratio categories contained the same census variables that 
were used in previous statistical analysis. 
Match Income Ratio= (Σ of Match Ratios: 7 + 35 + 36 + 37 + 39) / 5 
 
Match Poverty Ratio= (Σ of Match Ratios: 8 + 38) / 2 
 
Match Family Ratio= (Σ of Match Ratios: 3 + 4 + 5 + 17 + 18 + 19 + 24 + 25 +26 
+ 27) / 10 
 
Match Education Ratio= (Σ of Match Ratios: 9 + 20 + 21 + 22 + 23) / 5 
 
Match Employment Ratio= (Σ of Match Ratios: 6 + 31 + 32 + 33 + 34) / 5 
 
Match Diversity Ratio= (Σ of Match Ratios: (1 + 2 + 10 + 11 + 12 + 13 + 14 + 15 
+ 16 + 28 + 29 + 30) / 12 
 
The results of comparisons of these match ratios by gender as well as graduated, enrolled, 
and dropout status are presented in Table 20.  
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Table 20 
Average Matching Income Variables Ratio Scores Compared by Independent  
t Tests for Gender and Status Categories 
 
 Dropout 
Females 
1.4331 
Dropout 
Males 
1.5381 
Enrolled 
Females 
1.5133 
Enrolled 
Males 
1.5907 
Graduated 
Females 
1.5554 
Graduated 
Males 
1.6066 
Dropout Females 
1.4331 
 ***  *** *** *** 
Dropout Males 
1.5391 
      
Enrolled Females 
1.5133 
      
Enrolled Males 
1.5907 
      
Graduated Females 
1.5554 
      
Graduated Males 
1.6066 
      
*p < .05. **p < .01. ***p < .001. 
 
To understand data in Table 20, the reader must remember that whichever value is 
closest to 1.0 represents the closest match between each of six categories of students’ 
census tracts and Ypsilanti’s census tract. First, consider these simple matching income 
ratio scores for each category: 
Dropout Females = 1.4331 
Enrolled Females = 1.5133 
Dropout Males = 1.5391 
Graduated Females = 1.5554 
Enrolled Males = 1.5907 
Graduated Males = 1.6066 
Ypsilanti is the constant at 1.0000 
 
The first and most obvious finding was that Dropout Females had the closest 
matching income ratio score. Given that Ypsilanti is composed of many college students 
and all the demographic factors associated with having two major institutions of higher 
education in the vicinity (i.e., Eastern Michigan University and the University of 
Michigan), this finding makes sense. In other words, coming from a census tract with 
“college-like” demographic composition may not be the best indicator of college success. 
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The Graduated Males’ ratio of 1.6066 and Graduated Females of 1.5554 indicated that 
these students lived in census tracts with much higher income factors than those found in 
Ypsilanti. Some of these matching income ratios were significantly different between 
categories, but only between Dropout Females and the following four categories: (1) 
Dropout Males, (2) Enrolled Males, (3) Graduated Females, and (4) Graduated Males.  
Table 21 contains data from the Matching Poverty Ratios. First, consider the 
following simple Matching Diversity Ratio scores for each category: 
Dropout Females = 0.4331 
Dropout Males = 0.4013 
Enrolled Females = 0.3949 
Enrolled Males = 0.3438 
Graduated Females = 0.3341 
Graduated Males = 0.3150 
Ypsilanti is the constant at 1.0000 
 
Table 21 
Average Matching Poverty Variables Ratio Scores Compared by Independent  
t Tests for Gender and Status Categories 
 
 Dropout 
Females 
0.4331 
Dropout 
Males 
0.4013 
Enrolled 
Females 
0.3949 
Enrolled 
Males 
0.3438 
Graduated 
Females 
0.3341 
Graduated 
Males 
0.3150 
Dropout Females 
0.4331 
    *** *** 
Dropout Males 
0.4013 
    ** ** 
Enrolled Females 
0.3949 
      
Enrolled Males 
0.3438 
      
Graduated 
Females 
0.3341 
      
Graduated Males 
0.3150 
      
*p < .05. **p < .01. ***p < .001. 
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Ypsilanti’s census tract had much higher poverty ratios than graduated students’ 
census tracts (given that these student scores were much less than 1.00). Female dropouts 
had the closest Matching Poverty Ratio score, followed by male dropouts and then 
enrolled females and males (in other words, non-graduated students). Not surprisingly, 
graduated males and females came from the least comparative poverty census tracts. 
Some of these Matching Poverty Ratios were significantly different between categories, 
but only between female dropouts and graduated females and males and between male 
dropouts and female and male graduates.  
Data from the Matching Education Ratios are presented in Table 22. Consider 
these simple Matching Education Ratio scores for each category when reading the table: 
Enrolled Males = 1.7522  
Enrolled Females = 1.7570 
Dropout Males = 1.8159 
Dropout Females =1.8239 
Graduated Females = 1.8262 
Graduated Males = 1.8156 
Ypsilanti is the constant at 1.0000 
Table 22 
Average Matching Education Variables Ratio Scores Compared by Independent 
t Tests for Gender and Status Categories 
 
 Dropout 
Females 
1.8239 
Dropout 
Males 
1.8159 
Enrolled 
Females 
1.7570 
Enrolled 
Males 
1.7522 
Graduated 
Females 
1.8262 
Graduated 
Males 
1.8156 
Dropout Females 
1.8239 
  * *   
Dropout Males 
1.8159 
   *   
Enrolled Females 
1.7570 
      
Enrolled Males 
1.7522 
    *  
Graduated Females 
1.8262 
      
Graduated Males 
1.8156 
      
*p < .05. **p < .01. ***p < .001. 
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Based on data in Table 22, Ypsilanti’s census tract had a much lower Education Ratio 
(given that these scores were much greater than 1.00). Enrolled males and females, 
followed by dropout males and females, had the closest match. Graduated females and 
males lived in the least comparative census tracts in terms of educational levels. Some of 
these Matching Education Ratios were significantly different between categories, but 
only between female dropouts and female and male enrollees, male dropouts and male 
enrollees, and male enrollees and female graduates. 
Table 23 contains data from the Matching Employment Ratios and is based on the 
following simple Matching Employment Ratio scores for each category: 
Enrolled Males = 1.0190  
Graduated Males = 1.0314 
Dropout Males = 1.0332 
Graduated Females = 1.0389 
Enrolled Females = 1.0435 
Dropout Females = 1.0513 
Ypsilanti is the constant at 1.0000 
 
Table 23 
Average Matching Employment Variables Ratio Scores Compared by Independent  
t Tests for Gender and Status Categories 
 
 Drop Out 
Females 
1.0513 
Drop Out 
Males 
1.0332 
Enrolled 
Females 
1.0435 
Enrolled 
Males 
1.0190 
Graduated 
Females 
1.0389 
Graduated 
Males 
1.0317 
Drop Out Females 
1.0513 
 ***  *** *** *** 
Drop Out Males 
1.0332 
      
Enrolled Females 
1.0435 
   **   
Enrolled Males 
1.0190 
    **  
Graduated 
Females 
1.0389 
      
Graduated Males 
1.0317 
      
*p < .05. **p < .01. ***p < .001. 
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Data indicated that Ypsilanti’s census tract was very similar to the students’ census tracts. 
Males had the closest comparative scores, followed by females. The highest and most 
mismatched score was associated with female dropouts. Their ratio scores were 
significantly different than those of male dropouts, male enrollees, and graduated males 
and females. Enrolled females had significantly different scores than enrolled males; 
moreover, enrolled males had significantly different scores than graduated females. 
In Table 24, data from the Matching Family Ratios, which were based on the 
following simple Matching Family Ratio scores for each category, are presented: 
Enrolled Females = 1.1793 
Enrolled Males = 1.2068  
Graduated Males = 1.2069 
Graduated Females = 1.2133 
Dropout Males = 1.2278 
Dropout Females = 1.2425 
Ypsilanti is the constant at 1.0000 
 
Table 24 
Average Matching Family Variables Ratio Scores Compared by Independent  
t Tests for Gender and Status Categories 
 
 Dropout 
Females 
1.2425 
Dropout 
Males 
1.2278 
Enrolled 
Females 
1.1793 
Enrolled 
Males 
1.2068 
Graduated 
Females 
1.2133 
Graduated 
Males 
1.2069 
Dropout Females 
1.2425 
  ***  ** *** 
Dropout Males 
1.2278 
  **    
Enrolled Females 
1.1793 
      
Enrolled Males 
1.2068 
      
Graduated Females 
1.2133 
      
Graduated Males 
1.2069 
      
*p < .05. **p < .01. ***p < .001. 
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All of the ratio scores were closely clustered together with the nearest match among 
enrolled females at 1.1793 and the highest mismatch among dropout females at 1.2425; 
the difference is only 0.0632. Still, female dropouts were the most mismatched group 
when compared to Ypsilanti’s census tract. Their scores were significantly different than 
those of enrolled females, graduated females, and graduated males. Interestingly, male 
dropouts had significantly different scores than female enrollees. 
Table 25 contains data from the Matching Diversity Ratios, which were based on 
the following simple Matching Diversity Ratio scores for each category: 
Enrolled Females = 0.9520 
Enrolled Males = 0.9516  
Dropout Males = 0.9336 
Dropout Females = 0.9243  
Graduated Males = 0.9159 
Graduated Females = 0.9122 
Ypsilanti is the constant at 1.0000 
 
Table 25 
Average Matching Ratio Diversity Variables Scores Compared by Independent  
t Tests for Gender and Status Categories 
 
 Dropout 
Females 
0.9243 
Dropout 
Males 
0.9336 
Enrolled 
Females 
0.9520 
Enrolled 
Males 
0.9516 
Graduated 
Females 
0.9122 
Graduated 
Males 
0.9159 
Dropout Females 
0.9243 
    *  
Dropout Males 
0.9336 
     * 
Enrolled Females 
0.9520 
      
Enrolled Males 
0.9516 
    *  
Graduated Females 
0.9122 
       
Graduated Males 
0.9159 
      
*p < .05. **p < .01. ***p < .001. 
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Similar to the Matching Family Variables (Table 24), the ratio scores in this table were 
also closely clustered together. The closest match to Ypsilanti’s census tract was found 
with enrolled females at 0.9520; the highest mismatch was found with graduated females 
at 0.9122. The difference was only 0.0398. Graduates of both gender had the least 
matched diversity when compared to Ypsilanti. Female dropouts were significantly 
different from female graduates, and male dropouts were significantly different from 
male graduates. Finally, female graduates were significantly different from male 
enrollees. 
Match Ratio Conclusion 
Graduated students’ habiti did not match Ypsilanti’s habitus in any of the 
following six match ratios that were conducted: (1) income, (2) poverty, (3) family 
structure, (4) education, (5) employment, and (6) diversity. In fact, every census-tract 
variable measured between the student and University habiti was significantly different at 
the .001 level. When match-ratio analysis was conducted by gender and student status, 
the opposite was true: students who dropped out, particularly females, lived in census 
tracts most similar to the environment of Ypsilanti.  
Conclusion 
Spatial and nonspatial analyses revealed interesting findings for habitus variables. 
Hot Spot Analysis, conducted within ArcView software, highlighted hot-spot and cold-
spot spatial clusters for the census tracts of graduates, dropouts, and enrollees. When Hot 
Spot Analysis with z score rendering was used on normalized ratios, a single hot-spot 
cluster formed around the University for enrollees; several cold-spot clusters were found 
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in proximity to the University for dropouts. However, clusters of graduate census tracts 
were rare and did not occur within 30 miles of EMU.  
Traditional statistics were used to compare the following five habitus categories 
of the three student groups: (1) income and wealth, (2) workforce, (3), diversity, (4) 
family structure, and (5) education. T test results showed that differences existed among 
the groups, with graduates living in census tracts that contained predominantly two-
parent households, educated citizens, and workers employed in professional jobs. 
Dropouts lived in less prominent neighborhoods. Surprisingly, enrollees’ census-tract 
averages were highest in percentages of employed workers, professional occupations, and 
students in college. When data were disaggregated by gender, female dropouts were the 
most distinct group. They lived in the poorest neighborhoods with the highest number of 
divorced couples and female-headed families, as well as the lowest percentages of 
college-educated citizens working in professional occupations. 
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CHAPTER 6: SUMMARY, CONCLUSIONS, RECOMMENDATIONS FOR FUTURE 
RESEARCH, AND RECOMMENDATIONS FOR ACTION 
In this pioneering exploratory study, the author examined how habitus influences 
students’ propensity to graduate, drop out, or remain enrolled 6 years after matriculation 
into Eastern Michigan University (EMU), a comprehensive, public university in the 
Midwestern region of the United States. In an innovative application of a geographic 
information system (GIS), this technological tool was used to map student home 
addresses to their census-tract locations to determine if geographic location was an 
important determiner in college-persistence decisions. Using the following five sections, 
the author will summarize and then establish what was learned from this investigation:  
(1) summary of student retention literature, (2) research methodology, (3) conclusions, 
(4) recommendations for future research, and (5) recommendations for action. 
Summary of Student Retention Literature 
For almost a century, scholars have tried to identify the intrinsic and extrinsic 
factors that cause students to remain in postsecondary education or drop out. However, 
progress has been slow. Despite numerous investigations into attendance behaviors, 
student retention in higher education remains at about 50% (Braxton et al., 2004; Tinto, 
1993). Finding a solution to the perplexing problem of persistence continues to be a 
challenge as increasing numbers of nontraditional students enter higher education. Over 
the years, several retention models have been developed by researchers from various 
disciplines. The numerous studies identified in the literature review were categorized into 
the following five frameworks: (1) sociological (i.e., Berger, 2000/2002; Bourdieu, 
1972/1977, 1980/1990; Braxton, 2000/2002a; Braxton & Lien, 2000/2002, Braxton et al., 
2000, 2004; Spady, 1970; Tinto, 1993), (2) psychological (i.e., Astin, 1985, 1993; Bean 
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& Eaton, 2000/2002, 2001-2002; Bean & Metzner, 1985), (3) organizational (i.e., Berger, 
2001-2002, 2002; Blau, 1973/1994; Gansemer-Topf & Schuh, 2006; Kamens, 1971; 
Meyer, 1970; Pascarella & Terenzini, 1991, 2005), (4) economic (i.e., Becker, 
1964/1993; Cabrera et al., 2003; Callan, 2001; Heller, 2001, 2002; St. John & Starkey, 
1995; St. John & Wooden, 2006; St. John et al., 2000/2002, 2002; Zumeta, 2003), and (5) 
integrated (i.e., Paulsen & St. John, 2002; Seidman, 2005,  St. John et al., 1996; Swail et 
al., 2003). 
In the sociological framework, scholars study how social structures and social 
forces affect students’ persistence decisions (Braxton et al., 2004). One of the most 
prominent sociological models is Vincent Tinto’s interactionalist theory of student 
departure. Tinto (1993) postulated that persistence decisions are primarily the result of 
academic and social integration. If students feel they are part of the university’s social 
network and are academically successful (e.g., earn good grades as well as have an 
interesting major), then they will most likely persist until graduation (Tinto, 1993).  
Another important sociological model in educational research is the theory of 
social reproduction espoused by Pierre Bourdieu (Berger, 2000/2002; Dumais, 2002; 
Horvat, 2003; Paulsen & St. John, 2002; Walpole, 2003). In the Bourdieuian framework, 
emphasis is placed on the integration of habitus, capital, field, and practice. Habitus is an 
internal system of thoughts and actions formed by experiences that are influenced by the 
social environment and cultural standing (Bourdieu, 1980/1990). Capital, the source of 
power, is often dependent on one’s social standing; capital can be cultural (Dumais, 
2002), such as knowledge of art, music, or literature; economic; and social (Berger 
2000/2002), including membership in exclusive clubs or access to politically powerful 
  
  
196 
people. The context in which capital has meaning is the field (Horvat, 2003), such as the 
workplace, which may be an educational institution. The ultimate decision or action taken 
in response to a situation is the practice, which is based on the integration of habitus, 
capital, and field (Walpole, 2003). 
Researchers have used the psychological model to explain how individual 
capabilities, such as intelligence and motivation, affect student persistence (Astin, 1993; 
Bean & Eaton, 2000/2002). Alexander Astin (1985) based his theory of student 
involvement on the idea that educational excellence should be defined by student ability 
and not institutional reputation. Astin believed simply that “students learn by becoming 
involved” (Astin, 1985, p. 133). Involvement can vary over time, be quantitative (hours 
spent studying) or qualitative (reading comprehension), and can be affected by 
educational policy (Astin, 1985). Astin (1993) also developed the input-environment-
outcome (I-E-O) framework where inputs were the characteristics of the students when 
they entered college, environment represented the characteristics of the college that 
students attended (e.g., programs and faculty), and outcome was defined as how students 
were changed by attending college. Astin used this model to determine whether diverse 
educational environments produced different outputs.  
Bean and Metzner (1985) believed that traditional persistence theories could not 
be applied to nontraditional students (e.g., 25 years and older, attending part-time, or 
living off-campus) and developed a conceptual model of nontraditional student retention. 
In this psychological model, environmental variables (e.g., finances, number of hours 
worked, and family responsibilities) were presumed to be more important than academic 
or social integration. The researchers found that one of the best ways to predict whether 
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students would remain in school was to ask them. More recently, Bean and Eaton 
(2000/2002) developed a psychological model of student retention that explains how 
student characteristics such as past behaviors, normative beliefs, and coping strategies 
influence college integration and persistence. If students can successfully navigate 
through the college environment using feedback, and adjust their behaviors in response to 
various stressors, they will most likely persist.  
The organizational perspective is used by retention scholars to study how 
bureaucratic structures and behaviors affect student departure (Bean, 2005; Tinto, 1993). 
Berger (2000/2002) presented the following five core models of organizational behavior 
theory: (1) bureaucratic, composed of rules and regulations; (2) collegial, emphasizing 
collaborative behavior and concern for personnel; (3) political, stressing competition for 
resources among various stakeholders; (4) symbolic, considering the role of myths as 
well as institutional traditions; and (5) systemic, incorporating an open systems’ view of 
an institution and the impact of the external environment on its operation.  
Kamens (1971) and Meyer (1970) examined the role of social charters on 
institutional outcomes and found that students who worked in more prominent 
occupations graduated from universities with prestigious charters. In addition, these same 
institutions had higher retention rates (Kamens, 1971). According to research conducted 
by Gansemer-Topf and Schuh (2006), higher retention rates were associated with high 
selectivity institutions more frequently than with low selectivity ones.  
Research on institutional size has produced mixed results. Kamens (1971), Astin 
(1993), and Pascarella and Terenzini (1991, 2005) maintained that attending larger, more 
complex universities had a negative effect on students’ decisions to remain in college. 
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However, Blau (1973/1994) found that the level of bureaucratization, not the institution’s 
size, was the factor that more adversely affected student persistence.  
Economic theorists have maintained that students decide to remain in school 
because they expect a college degree to help them obtain a better job (Leppel, 2001). One 
important model attributed to the economic perspective is the human capital theory, 
which is used to study and describe how investing in individuals (e.g., college 
scholarships) can benefit society (Becker, 1964/1993; Sweetland, 1996). Similarly, the 
theory of targeted subsidies has been used to determine whether persistence is affected by 
targeting students who have the greatest financial need (St. John et al., 2000/2002). 
Research into college financing has produced evidence that need-based programs, such as 
Pell Grants, are decreasing (Hauptman, 2001; National Association of College and 
University Business Officers, 2006) and that costs are shifting to students and their 
families (Callan, 2001; Heller, 2002; Smith, 2004).  
Recently, theories have been developed that incorporate multiple perspectives to 
explain student persistence. These integrated models typically include a financial 
component in addition to other recognized discipline-based variables (e.g., sociological 
or psychological). The college choice-persistence-nexus model was used by Paulsen and 
St. John (2002) and St. John et al. (1996) to determine how socioeconomic factors, 
academic ability, and financing (including student aid) influenced educational ambitions 
and outcomes. The results focused on differences in attendance and persistence patterns 
among social classes.  
Swail et al. (2003) developed a geometric model of student persistence and 
achievement that addressed the dynamic relationship between the student and the 
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academic institution. The following three sets of factors influenced the student 
experience: (1) cognitive, which included aptitude and critical-thinking ability; (2) social, 
which included level of maturity and family influence; and (3) institutional, which 
included quality of instruction and student services. Persistence was dependent upon a 
student’s ability to find equilibrium among the three factors. 
Seidman (2005) proposed a student retention model that emphasized early 
intervention for at-risk students. He believed student involvement in a formal retention 
program could be a requirement for acceptance into college, but that all school personnel 
must participate in the program to ensure its success. In addition, students involved in the 
program should be tracked throughout their academic tenure to manage their progress and 
staff should intervene at appropriate times.  
Summary of Research Methodology 
The purpose of this research was to create an innovative approach to the 
identification of geographical and environmental factors that contribute to collegiate 
student-attendance behaviors (graduated, dropped out, or still enrolled after 6 years of 
matriculation). Geographic information system (GIS) technology was selected as the tool 
to study patterns of student behavior because GIS has already been successfully used to 
recognize spatial trends in socioeconomic areas and clusters of human activities in 
previous studies (e.g., Buliung & De Luca, 2000; Burger, 2004; Marble, Mora & Herries, 
1995; Tang & McDonald, 2002).  
A geographic information system (GIS) is “a computer-based, dynamic mapping 
system with spatial data-processing and querying capabilities” (Gorr & Kurland, 2007, p. 
4). Such systems have been used by business personnel, governmental officials, and 
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school administrators to store information on customers, map addresses to geographical 
locations, and analyze patterns of human activity or use (e.g., land development, housing 
types, or areas of economic wealth).  
GIS has been a common tool on which marketers and enrollment personnel in 
colleges and universities have relied for over a decade. Researchers at Central Michigan 
University (Burke et al., 2001) and Charles Sturt University (Tang & McDonald, 2001, 
2002) obtained student data (i.e., addresses and academic information) to identify 
geographical patterns of student interests to target areas for recruiting specific majors. 
Researchers at Concordia University River Forest (Burger, 2004) and Ohio State 
University (Herries & Marble, 1997; Marble et al., 1995) amassed sociodemographic 
information, including U.S. Census block-group data, to identify geographic areas that 
contained students most likely to do well academically at their institutions. In addition, 
GIS has been employed to assess where demand for education existed near one Canadian 
university (Buliung & De Luca, 2000) and to establish the state legislative districts of 
current students enrolled in one university in Florida (Thrall & Mecoli, 2003). 
Site planning and facilities management are two other areas in which GIS has 
been helpful to school personnel. Bruno (1996) described how administrators mapped 
addresses of low-achieving students to determine where to locate after-school programs. 
In addition, analysts mapped the geographic regions of several magnet schools and found 
that the location of a major highway affected parents’ decisions on which school to select 
for their children. Administrators at the University of Texas at Dallas used GIS to create 
maps of the facility, which included locations of equipment and hazardous materials for 
emergency personnel (Valcik & Huesca-Dorantes, 2003).  
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Finally, GIS has been instrumental in helping educational workers locate and 
target alumni at Binghamton University (BU) and California State University, Long 
Beach (CSULB). Analysts at both Universities created maps of alumni addresses to 
identify the states and counties in which graduates lived. Although alumni data maps 
were created primarily for fundraising activities, personnel in the Athletics Department at 
CSULB used GIS data to schedule “away games” near areas with high concentrations of 
alumni (ESRI, 2007). In addition, BU administrators were able to show congressional 
representatives, who served on appropriations committees, how many alumni and 
students lived in their districts (Jardine, 2003). 
This research was conducted in four phases. In Phase 1, the author confirmed that 
student retention is an important topic for Eastern Michigan University (EMU) 
administrators, the institution chosen as the site for the study. Several retention programs, 
such as Promote Academic Survival and Success (PASS) and Freshmen Interest Groups 
(FIG), were already in place. Conducting research on EMU student retention will give 
administrators additional information to use in addressing persistence. 
In Phase 2, a pilot study was conducted using 1997 Fall semester first-time-in-any 
college-or-university (FTIAC) data to determine if a full-scale project was feasible. After 
receiving approval from the Human Subjects Institutional Review Board of Eastern 
Michigan University (EMU) to conduct the pilot study, 2,399 student records were 
obtained from the EMU Office of Institutional Research and Information Management in 
an Excel file. The number of records was reduced to include only full-time FTIACs with 
valid Michigan zip codes (1,781 students). The Excel file was then queried to obtain three 
groups labeled as graduates, dropouts, or enrollees based on the students’ status 6 years 
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after matriculation. Each query was saved as a file type (.dbf) compatible with ArcView, 
the geographic information system software program used in this study. After the 
ArcView Michigan map file was created using a Michigan zip code shape file, the three 
queries were imported into the Michigan map. Student addresses from each group were 
geocoded into their corresponding zip code locations. Choropleth maps were created for 
each student group to determine whether geographic patterns existed. Visual examination 
of the maps indicated that defined areas of graduate, dropout, and enrolled activities 
existed, which supported the value and feasibility of conducting a comprehensive study.  
Phase 3 was used to identify which spatial analyses were appropriate for a study 
of student-retention behavior within a GIS and then to gain the necessary skills required 
to use these sophisticated statistical tools. The author attended an ESRI (Environmental 
Systems Research Institute, Inc.) GIS conference; completed an online spatial statistics 
course; conducted a telephone conference with an ESRI researcher, Dr. Lauren Scott; and 
attended an Advanced Analysis with ArcGIS class. 
Phase 4 involved the comprehensive study, where student data were gathered and 
analyzed. The author again requested and received approval from the Human Subjects 
Institutional Review Board of Eastern Michigan University (EMU), because she wanted 
to use a more recent cohort than the one used in the Pilot Project. Student data (2,866 
records) were received in an Excel file from the EMU Office of Institutional Research 
and Information Management; this file was then modified to include only the full-time 
1999 Fall semester FTIAC students whose home addresses were located in the State of 
Michigan. A total of 2,232 student records was included in this study. The cleansed Excel 
file was imported into a Microsoft Access database file for easier manipulation.  
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A census-tract boundary file of Michigan was downloaded and used to create the 
ArcView Map. Census tracts were selected because they are designed by U.S. Census 
Bureau personnel to be relatively homogeneous geographical units that contain 
populations of people with similar socioeconomic characteristics (U.S. Census Bureaus, 
Glossary of Basic Geographic and Related Terms, n.d.). The author determined each 
student’s census tract number using a search engine at the Census Bureau American 
FactFinder Web site and then recorded each one in an Access student database. A 
geographic identifier number was also added to each student record in order to match 
each record with the appropriate census tract in the ArcView file. (Duplicate census tract 
numbers can exist in different counties; therefore, the geographic identifier was needed 
because it contained a unique set of digits based on both the census tract and county 
number). After data entry was completed, four queries were created (cohort, graduates, 
dropouts, and enrollees), saved as a new file type compatible with ArcView, and 
imported into the Michigan census tract map. Each of the four queries was then geocoded 
into the appropriate U.S. Census Bureau tract. Choropleth maps were created for each 
student group and the original cohort. 
Four demographic files were downloaded from the U.S. Census Bureau American 
FactFinder Web site for each student census tract. Thirty-nine variables were selected 
from among the four files and served as a substitute for socioeconomic environmental 
factors, also known as habiti. These variables, along with the Michigan census-tract file, 
served as the basis for statistical analyses. 
Two distinct sets of analyses were performed on the same data sets (e.g., the 1999 
Fall semester full-time FTIAC cohort and the disaggregated groups of 2005 graduates, 
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dropouts, and enrollees). Spatial statistics were conducted within ArcView to determine 
if geographic patterns of graduate, dropout, and still-enrolled activities existed. Spatial 
Autocorrelation (Moran’s I) was used first to determine the geographic location in which 
clusters of student locations peaked. The peak distance (23 miles) was then used in Hot 
Spot Analysis (Getis-Ord GI*) to identify spatial clusters of statistically significant high 
or low concentrations of students. Z score rendering was applied to Hot Spot Analysis 
results to produce graduated color to the map where red indicated statistically significant 
high concentrations of students and blue indicated statistically significant low 
concentrations of students. Finally, a normalization procedure was completed to 
determine whether deviations from the expected patterns existed (Dr. Lauren Scott, 
personal communication, February 13, 2007). Three fields were added to each student 
record that divided the number of graduates, dropouts, and still-enrolled students in each 
census tract by the total number of students in each one. Hot Spot Analysis and Z score 
rendering were completed again using these ratio numbers to determine the hot spots of 
the hot spots. 
Nonspatial statistics were performed with SPSS software using the 39 habitus 
variables to determine whether habiti produced statistically significant differences in 
attendance behaviors among graduates, dropouts, and enrollees. Independent t tests were 
conducted among the three student groups; then the t tests were repeated after 
disaggregating the groups by gender. Multiple regression was performed to ascertain 
whether census-tract variables could predict student outcome. Finally, a match ratio 
formula was developed to represent how census-tract variables (habitus) matched 
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between each student group (graduates, dropouts, and enrollees) and the institutional 
habitus of EMU.  
Conclusions 
Numerous analyses were completed for this project using spatial and nonspatial 
statistical tools. The results of the analyses addressed these three hypotheses on which the 
research is based:   
(1) There will be no significant geographical patterns of student attendance 
behaviors (e.g., graduated, dropped out, or still enrolled) after 6 years of 
matriculation;  
(2) There will be no significant differences between the habiti of graduates, 
dropouts, and enrollees; and  
(3) There will be no significant difference between the habiti of full-time FTIAC 
students who graduated within 6 years of enrollment and the institutional 
habitus of EMU.  
In addition, the viability of using census-tract data as a research proxy for habitus is 
presented in terms of its application to the complex issue of student persistence.  
GIS analysis revealed mixed results for the effect of geographic distance on 
students graduating, dropping out, or remaining enrolled 6 years after matriculation. In 
fact, geographic distance did not have any impact on students who graduated and, 
consequently, the retention rate of Eastern Michigan University. Only one cluster of hot-
spot activity for graduates occurred approximately 65 miles northeast of EMU near the 
City of St. Clair. If a student’s habitus strongly reflects the values that support education 
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(e.g., educated, married parents who are financially stable), then travel distance does not 
inhibit persistence. 
Living within 25 miles of EMU significantly reduced the likelihood of students 
dropping out. Cold-spot clusters occurred along a corridor 25 miles to the northwest 
through 20 miles southeast of the University, indicating that living close to EMU 
influenced many students’ decisions not to leave school. Surprisingly, living at a distance 
from the University did not increase the probability of students dropping out. Students 
who lived 100 miles from EMU were no more likely to leave the University than students 
who lived nearby. Only a single cluster of hot spots occurred approximately 70 miles to 
the north of EMU, indicating that only students from this geographic area were 
significantly more likely not to persist until graduation. One area near the City of St. 
Clair (65 miles northeast of EMU) contained an identical cluster of graduate hot spots 
and dropout cold spots. Students from this geographical location are very likely to persist 
until graduation because this area contains statistically significant higher than expected 
numbers of graduates and statistically significant lower than expected numbers of 
dropouts. 
Closeness to the University substantially increased a student’s ability to remain 
enrolled in school if a bachelor’s degree was not obtained within 6 years. A single cluster 
of enrollee hot-spot activity occurred approximately 25 miles around the University and 
included the entire county in which EMU is located (Washtenaw), as well as more than 
100 census tracts from the surrounding area. Since many students from this area were 
unable to graduate in a timely manner, they likely quit attending full-time and starting 
attending part-time as working students. Having an easy commute from home, work, and 
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school may have allowed these students to continue their education. The primary null 
hypothesis, that no significant geographical patterns of student attendance behaviors (e.g., 
graduated, dropped out, or still enrolled after 6 years of matriculation) will exist, was not 
supported, with the caveat that normalized Hot Spot Analysis did not produce any 
graduate hot-spot clusters. 
Distinct variations existed among the habiti of graduates, dropouts, and enrollees, 
and significant differences in census-tract indicators were consistently found. Graduates 
ranked highest in all income categories and lowest in poverty levels; conversely, dropouts 
ranked lowest in all income categories and highest in poverty levels. In addition, 
graduates lived in census tracts with more married-couple families and higher 
percentages of White, college-educated citizens than dropout students. These results 
reflect much of what has been written in the student-retention literature; for example, 
Duggan (2004-2005) as well as Ishiyama and Hopkins (2002-2003) found that students 
whose parents did not attend college had lower overall retention rates. Adelman (2006); 
Carey (2004); DesJardins, Ahlburg, and McCall (2002); Hu and St. John (2001); and 
Swail et al. (2003) established that students from low-SES backgrounds and several 
minority groups had lower retention rates than their high-SES, majority peers.  
Data from the still-enrolled group revealed some unexpected outcomes. While 
enrollees were similar to graduates in terms of income, their poverty levels were 
comparable to dropouts. In addition, their census tracts contained the youngest median 
age and highest foreign-born percentages. Surprisingly, enrollees’ census-tract averages 
were highest in percentages of employed workers, professional occupations, and students 
in college.  
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A clue to why they may not have graduated within 6 years may lie in the family 
structure category. Enrollees lived in census tracts with the lowest percentages of 
married-couple families and the highest percentages of non-family households. These 
students may be independent, working more hours, and responsible for their educational 
expenses. Dundes and Marx (2006-2007) found that students who worked between 10 
and 19 hours per week were much more likely to be paying for their living expenses to 
attend college than students who worked fewer hours. Interestingly, these same students 
spent more time studying and maintained higher grade-point averages. The researchers 
surmised that gaining real-world experience and balancing work and academics made 
working students more responsible and appreciative. Given that students in the enrollee 
group have already dedicated more than 6 years to their educational pursuits, they will 
likely complete, or may have already completed, their degrees. 
When disaggregated by gender, male graduates consistently ranked higher on 
traditional indicators of persistence (e.g., married-couple families, high median incomes, 
and non-minority status). Female dropouts were the most disadvantaged group. They 
lived in the poorest neighborhoods with the highest percentages of nontraditional families 
(female-headed and grandparental-care households). In addition, residents in their census 
tracts held the fewest numbers of baccalaureate degrees. Females who dropped out may 
have done so because of financial constraints and inadequate information regarding 
financial aid. Cabrera and La Nasa (2000) asserted that educated parents in upper-income 
families are more knowledgeable about financial aid and more adept at helping their 
children obtain such funding. Another consideration is that female dropouts were the first 
in their family to attend an institution of higher education (referred to as first-generation 
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students). If a student’s parents did not have a college education, her habitus may not 
have been conducive to supporting higher education pursuits.  
Pascarella and Terenzini (2005) referred to the intergenerational impact of 
college-educated parents on offsprings’ achievements as “learning capital.” They found 
that “students whose parents held a bachelor’s degree or higher were nearly five times 
more likely to earn a bachelor’s degree than were similar first-generation students (50 
percent versus 11 percent)” (Pascarella & Terenzini, 2005, p. 590). If female dropouts in 
this study lived in lower class families and were first-generation students, they had two 
strikes against them that may have been hard to overcome. Ishitani (2006) found that 
first-generation students were more likely to leave college before graduation than 
students whose parents had some college and that family income was one factor 
significantly associated with departing. Female students who lived in underprivileged 
neighborhoods would have likely benefited from retention programs focused specifically 
on their needs.  
While dropout females lived in neighborhoods containing elements that contribute 
to non-degree completion, these factors were not so pronounced for male dropouts. On 
the one hand, given the statistically significant high levels of college graduates living in 
their neighborhoods, more members of the male dropout cohort will likely finish their 
degrees at a future date than will their female counterparts; on the other hand, male 
dropouts may transfer to other institutions. Based on the data analysis, the secondary null 
hypothesis (i.e., that there will be no significant socioeconomic differences between the 
habiti of graduates, dropouts, and enrollees) was not supported.  
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The proposition that students who feel most comfortable in school environments 
that reflect their home culture will mostly likely remain there until graduation was an 
important element in this project. Census-tract data of Ypsilanti were used to construct 
the institutional habitus of Eastern Michigan University. Consequently, students who 
graduated should have lived in census tracts similar to that of EMU. However, the results 
of this study indicated that Ypsilanti’s census data were a poor indicator of institutional 
habitus. Every census-tract variable that was measured between the student and 
University habiti was significantly different. When analysis was conducted between 
gender and student status (graduated, dropped out, or still enrolled), the opposite 
conclusion was reached. Students who dropped out, particularly females, lived in census 
tracts most similar to that of Ypsilanti. Coming from a census tract with “college-like” 
demographic composition may not be the best indicator of college success. The tertiary 
null hypothesis, that there will be no significant difference between the habiti of full-time 
FTIAC students who graduate within 6 years of enrollment and the institutional habitus 
of EMU, was not supported. 
One explanation for this outcome is that Ypsilanti, a blue-collar college town, 
contains many students. Income and wealth variables, which are some of the strongest 
indicators of habitus, ranked low for Ypsilanti; yet, the level of education was high. The 
majority of citizens had never married and lived in non-family households. Poverty levels 
were high, although over 70% of citizens were employed. These results suggested that 
many students may be working in part-time, minimum-wage jobs.  
The proposition that graduated students’ habiti would match Ypsilanti’s habitus 
was clearly flawed; yet, in regard to full-time FTIAC students, census-tract data appeared 
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to be a realistic substitute for habitus. As a group, EMU students lived in census tracts 
with wealthier, more educated citizens than the average Michigan resident, indicating that 
habitus influenced who decided to attend college. These findings support research done 
by Cabrera and La Nasa (2000), who discovered that high-school students from wealthier 
families were more likely to apply to and attend college. In addition, the student cohort 
came from a more racially diverse environment where workers were employed in more 
professional and fewer industrial occupations than the state norm. However, habitus 
affected which students graduated, dropped out, or were still enrolled after 6 years of 
matriculation.  
Although the author was unable to create a valid prediction model in this study, 
important relationships between the independent and dependent variables were identified, 
and certain independent variables proved to be more strongly predictive of current 
student status than did others. Analyses revealed the following:   
• The strongest direct habitus variable predictors of student status (graduate, 
dropout, or enrolled) included the following: (1) percentage of students in college, 
(2) percentage of married couples, (3) percentage of female-headed families, (4) 
percentage of Whites, (5) gender, and (6) median age. 
• The strongest indirect predictors, in order of influence, were percentage of 
Whites, median age, and gender.  
The reason that percentage of Whites had such a relatively strong indirect 
influence on current student status may be the result of parental status or the economic 
benefit of living in affluent environments. U.S. Census Bureau data from the 2005 
American Community Survey indicated that 25% of White citizens and 43% of Black 
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citizens have never married. In addition, AmeriStat staff (2003) at the Population 
Reference Bureau found that single mothers with children accounted for 5% of White 
households and 22% of Black households in 2002. Results from this research showed that 
students from census tracts with a high percentage of married couples were more likely to 
graduate, while students from female-headed households were more likely to drop out. 
New information was identified in this project that warrants further research. 
However, the methodology required to replicate the study will be cumbersome. Since no 
initial guidelines existed for this pioneering study, multiple census factors were used to 
classify habitus. However, the outcomes of this study now provide a base from which to 
streamline habitus variables. A new habitus model (Figure 15) was developed in an initial 
attempt to integrate the habitus and GIS findings into a cohesive framework appropriate 
for studying student persistence.  
Originally, 39 census-tract variables were used as indicators of student habitus; 
this number was dramatically reduced to include only those factors that were most 
strongly predictive of student status. Habitus categories were refined to include the 
following five census-tract variables: (1) median household income, (2) percentage of 
citizens employed in the labor force, (3) median age, (4) percentage of married couples, 
and (5) percentage of college graduates. The author considered a census-tract variable 
important if significant differences were found between two or more of the following 
three relationships in order of significance: (1) graduates and dropouts, (2) graduates and 
enrollees, and (3) dropouts and enrollees. Census-tract variables were further narrowed 
using suitable multiple regression results until the most prominent item was selected for 
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each habitus category (i.e., Income and Wealth, Workforce, Diversity, Family Structure, 
and Education).  
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Figure 15. Hanewicz habitus model for student retention. 
 
The habitus model integrates many factors from existing persistence theories. 
Economic standing, measured by household income, is prominent in both social 
reproduction theory, particularly the concept of capital and economic frameworks such as 
human capital and targeted subsidies. According to Davis (2003) and St. John et al. 
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(2000/2002), inadequate financial support had a negative impact on student enrollment 
and persistence. Social standing is reflected in the percentages of married couples and 
citizens with baccalaureate degrees. Sociological theorists such as Bourdieu (1972/1977) 
and Tinto (1993) believed that family background was instrumental to understanding 
students’ education decisions. Generally, students from two-parent homes live in 
wealthier, stable environments. In this study, students from traditional families were 
much more likely to graduate than their peers from nontraditional ones. In addition, an 
educated populace (including the parents of students) increased the likelihood of a 
stronger labor force working in prestigious occupations. 
Comparing the socioeconomic status of students with the general student body to 
determine possible education outcomes has precedence. Astin (1993) used a number of 
characteristics as inputs in his I-E-O model, including age of student, parental income, 
parental occupation, and marital status and found that “the individual student is 
substantially affected by the overall level of affluence and education of his or her fellow 
students’ families” (Astin, 1993, p. 352). Further, the socioeconomic standing of peers 
had a significant indirect effect on students’ dispositions to re-enroll in the college they 
were currently attending (Astin, 1993). 
The influence of geographic location on student choice has roots in the research 
literature. McDonough (1997) found that “geography plays a significant role in students’ 
college choices . . . but the meaning of geography is constrained by money and 
perception of distance” (p. 27). Students worried that living far away from family 
members and friends would disrupt their close relationships. Parents occasionally 
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influenced students’ choices by showing their displeasure if they wanted their children to 
attend college close to home.  
Choosing a college is the first step in the higher education process and an 
important component of student persistence studies (St. John et al., 1996). St. John et al. 
(1996), in exploring the nexus between college choice and student persistence, found that 
“the reasons why student chose colleges had both a direct and indirect influence on their 
persistence decisions” (p. 209). Since geographic distance affects college choice, its 
inclusion in the Hanewicz Habitus Model is warranted. 
The model in Figure 15 is currently being further tested for reliability and 
validity. The model is intended for use at public, comprehensive universities on full-time 
FTIAC students, since the model is based on this specific population. Although the 
habitus model is presented here as a framework for use in researching student persistence, 
after further study and refinement, the model will be used at the time of matriculation to 
identify students who are at risk of dropping out or who are likely to be unable to 
complete their degrees within a 6-year timeframe. For example, if a new full-time FTIAC 
student lives in a census tract where residents are younger and poorer than his or her 
college peers, lives in a community with fewer two-parent families where residents are 
less educated and not as likely to be working, then his or her chances of dropping out of 
college are higher than students living in more privileged, traditional households.  
Targeting these students for intervention programs such as career and money-
management counseling, childcare, or transportation assistance will help increase their 
probability of graduating. Students who fit the profile of remaining enrolled will likely 
benefit from receipt of financial aid information or help in locating affordable housing 
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near the school they are attending; while the median household income is high for this 
group (hence, they may live in wealthier neighborhoods), enrolled students are more 
likely to reside in non-family households and will still be responsible for their own 
educational expenses.  
Recommendations for Future Research 
Based on the findings of this exploratory study, a number of recommendations 
can be made for future research. Clearly, habitus and geographic location affected 
students’ decisions about their higher education pursuits, creating many areas for 
investigation using both geographical information systems and census-tract data.  
1. The unique research methodology used in this study should be replicated at 
various types of educational institutions using multiple cohorts. In addition, 
part-time and transfer students should be added to the sample. The following 
data should be collected through surveys and/or interviews to improve the 
likelihood of developing a valid retention prediction model. Since this 
information was not obtained for this investigation, the model failed to predict 
retention in this study with any real degree of magnitude. Obtaining additional 
data would broaden the variance in the prediction model on both independent 
and dependent variables. 
a. Establish how closely students match their census-tract data 
averages 
b. Obtain grade-point average and financial aid information  
c. Determine whether students are first in their families to attend a 
college or university (first-generation students) 
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d. Find out whether students live on campus or commute from home  
e. Identify the semester in which dropouts leave the institution 
f. Determine why dropouts leave the institution (e.g., transfer to 
another higher education institution, complete certificate, enter the 
workforce, or face academic dismissal) 
g. Determine whether students still enrolled after 6 years of 
matriculation eventually graduate or drop out 
2. In this research, females who dropped out lived in census tracts that were 
significantly different from other student groups (e.g., lower income and 
education levels). This group also contained the largest number of students 
(621) and composed 27.8% of the Eastern Michigan University cohort. 
Consequently, researchers should focus on female dropouts to identify the 
reasons why they leave college and the unique challenges they face in order to 
adequately serve this distinct population. According to Chaney, Muraskin, 
Cahalan, and Goodwin (1998), disadvantaged students are less academically 
prepared and may feel more isolated on campus due to racial, income, and 
cultural differences with their peers. They are more likely to have financial 
difficulties and face special circumstances that place demands on their time 
(i.e., new child in the family). Finally, “their family and friends may fail to 
provide role models that academic success is achievable or of how academic 
success can be achieved” (Chaney et al., 1998, p. 198).  
3. Academic researchers must find another way to measure institutional habitus, 
perhaps by building upon and refining the survey instruments already used in 
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institutional habitus studies. This study was completed, in part, to 
operationalize the concept of institutional habitus. The results of the match 
ratio analysis showed that using census-tract data as a substitute for 
institutional habitus was ineffective. Ypsilanti census data indicated that the 
average age of citizens was 23.6 years and that 63.3% had never married 
(compared to 29.8% of EMU cohort). In addition, a large majority of residents 
worked (70.5%); yet the median family income was only $40,793 compared 
to $65,015 for the EMU cohort.  
Comparing socioeconomic and demographic data between a large 
college town and students’ home census tracts clearly was inappropriate for 
this study. Reay et al. (2001) considered quality of career advice and 
curriculum offerings as indicators of institutional habitus. Similarly, Thomas 
(2002) found that relationships with staff, support with living 
accommodations, and support services (e.g., teaching strategies and social 
space) for nontraditional students contributed to institutional habitus.  
4. Future retention studies should include not only persisters (graduates) and 
dropouts, but also students still enrolled after 6 years of matriculation to 
determine why they did not graduate in a timely manner. These students 
cannot simply be labeled “part-time”; all enrollees in this study were initially 
classified as full-time FTIACs. Determining why they did not graduate within 
6 years is important since extenuating circumstances may have forced them to 
remain in school longer. If researchers can determine why enrollees did not 
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graduate within 6 years, university administrators can develop strategies to 
help future students in similar circumstances. 
5. GIS should be used for additional research on students. For example, mapping 
new cohorts will provide administrators with habitus information at the time 
students matriculate into a university to determine which interventions may be 
most useful for increasing persistence rates. In addition, K-12 administrators 
can use GIS mapping to understand the habitus of their students. 
6. One challenge in this project was integrating results from spatial as well as 
nonspatial analyses and applying them to persistence behaviors. The author 
recommends that spatial analysis be performed using GIS software as a means 
of allowing the user to complete more sophisticated analyses such as 
correlation between data sets and prediction models. Consequently, 
researchers will be able to comprehensively view student retention data within 
a single statistical environment. One such software program is GeoDa, which 
was created “to provide the user with a natural path through an empirical 
spatial data analysis exercise, starting with simple mapping and 
geovisualization, moving on to exploration, spatial autocorrelation analysis, 
and ending up with spatial regression” (Anselin, Syabri, & Kho, 2004, p. 2). 
7. Researchers should use block groups instead of census tracts to define habiti 
since they are “the lowest level for which sample data is [sic] available” 
(Peters & MacDonald, 2004, p. 22) and contain between 600 and 3,000 
people. Using a smaller geographical area would increase the likelihood of 
matching student data to the area in which they live. 
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Recommendations for Action 
One of the most important actions that leaders in higher education need to 
immediately consider is addressing the needs of females who may be the most likely 
students to drop out. In addition, educators must review guidelines for retention rates, 
since institutions that serve nontraditional and at-risk students are penalized under current 
regulations. 
1. Personnel involved with student retention programs should target females who are 
most likely to drop out (i.e., lower socioeconomic class or single-parent 
households) and develop customized programs for them. Many female dropouts 
in this study may have transitioned from the status of traditional to nontraditional 
student (e.g., married, had children, or needed to work) during their tenure at 
EMU and did not have the support structure needed to remain in school.  
Rowser (1997) surveyed African American freshman and found that 3 
times as many females as males perceived the need for tutoring and twice as many 
females believed they needed assistance with money management. She suggested 
that “tutoring should be offered with the start of classes so that students view 
tutoring as a support service for keeping up, not catching up” (Rowser, 1997, p. 
723). Swail et al. (2003) identified several successful university retention 
programs for at-risk students (e.g., the University of Texas at San Antonio, 
University of Colorado at Boulder, Wayne State University, and West Virginia 
University). Two of these institutions offer a summer bridge program, and all of 
them require personalized mentoring, tutoring, and/or advising. Other key 
components of some of the retention programs that were used to help students 
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succeed included financial aid tutoring, career exploration, and parental 
involvement. West Virginia University administrators even require students on 
academic probation to “live in a structured campus environment with two resident 
assistants so they can improve their study skills and raise their grades” (Swail et 
al., 2003, p. 138). One final important intervention for students, particularly those 
who feel alienated on campus, is peer mentoring. University of South Carolina 
(USC) personnel have used peer mentoring since 1993, which includes a 
specialized program through the Office of Multicultural Affairs called the 
Minority Assistance Peer Program (MAPP) (Barefoot et al., 2005). Upper-class 
MAPP counselors are matched with students of color, based on compatible 
interests, “in order to ease their social, cultural, and academic adjustment” 
(Barefoot et al., 2005, p. 370). This program is associated with high graduation 
rates of minority students from USC. 
2. Higher education administrators should pressure U.S. Department of Education 
decision-makers to expand the definition of persistence, give consideration to 
students still enrolled in school 6 years after matriculation, or develop a budget 
and rating formula that incorporates the type of students an institution serves (e.g., 
nontraditional or under-prepared). Currently, 6-year graduation rates are used by 
governmental personnel to indicate persistence. This rate is also often used as an 
accountability measure for budgetary decisions and published reports regarding 
university ratings (i.e., U.S. News & World Report’s Best Colleges issue). 
However, as established in this study, many students are still enrolled after 6 
years of matriculation. Astin (2005-2006) found that “an institution’s degree 
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completion rate is primarily a reflection of its entering student characteristics, and 
differences among institutions in their degree completion rates are primarily 
attributable to differences among their student bodies at the time of entry” (p. 7). 
Institutions that serve nontraditional (e.g., older and part-time) and under-
prepared students may be penalized (Astin, 2005-2006) or at a disadvantage in 
terms of revenue and reputation.  
3. A formal definition of “nontraditional student” needs to be developed (Macari et 
al., 2005-2006) to allow proper study of this population and to foster consistent 
and comparable research results. 
4. Guidelines need to be developed, particularly for public education institutions, 
regarding the use of GIS for marketing or social profiling purposes. Ethical 
concerns are raised when administrators seek to enroll non-financial need or high-
achieving students at the expense of other population groups. The ease of defining 
and creating “success” criteria (e.g., geographical areas that contain wealthy 
citizens and high schools with high ACT scores) may make it more difficult for 
poor students to attend college and be a misuse of public resources.  
5. GIS classes should be offered at the graduate level to provide students an 
innovative way to conduct research. Several business school administrators have 
already recognized the importance of GIS and now require classes on the topic or 
at least offer elective courses (Pick, 2005). However, GIS classes should not be 
restricted to specific academic majors, since “geographic information systems 
utilize methods and techniques drawn from many disciplines” (Pick, 2005, p. xii). 
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Teaching students new skills using contemporary technological tools will position 
educators as leaders in their field. 
Retaining students continues to be of interest to administrators and scholars in 
higher education. This investigation was just one step in attempting to solve the “student 
departure puzzle.” Important discoveries were made, especially in regard to dropout 
females and students still enrolled after 6 years of matriculation. Habitus clearly played a 
role in persistence decisions, and geographic location was important, most notably for 
enrolled students. This retention study demonstrated the value of using geographic 
information system technology for conducting research in this area and resulted in the 
development of the Hanewicz Habitus Model for Student Retention. This innovative 
model should help college officials identify students who are likely to drop out or be 
unable to graduate in a timely manner. In addition, retention personnel will be able to 
tailor their intervention programs for students with unique needs. Yet the critical question 
remains unanswered: What keeps students in college until graduation? This research 
effort, with its unique methodology and significant conclusions, should contribute to the 
body of knowledge about student retention and provide a new framework for future 
studies.  
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APPENDICES 
 
APPENDIX A: National Center for Education Statistics (NCES) Survey Instruments 
 
Determining exact enrollment and graduation figures is difficult because different 
survey instruments have been developed to collect data. Researchers at the National 
Center for Education Statistics (NCES), under the auspices of the U.S. Department of 
Education and the Institute of Education Sciences, are responsible for creating, collecting, 
and storing national as well as international data for primary, secondary, and 
postsecondary students and institutions (DOE, NCES, About NCES). Before any survey 
data are disseminated to the public, these data go through a rigorous, six-step review 
process (NCES, 2003, Statistical Standards). 
Several NCES survey instruments are used to collect data about postsecondary 
education. In 1986 NCES researchers instituted the Integrated Postsecondary Education 
Data System (IPEDS) to collect and maintain information from colleges and universities, 
including enrollment, program completions, graduation rates, staffing, finances, 
institutional prices, and student financial aid (NCES, n.d., About IPEDS). Higher 
education administrators whose institutions participate in the Title IV student financial 
aid program are required to complete the yearly IPEDS survey for first-time 
degree/certificate-seeking students (Knapp, Kelly-Reid, Whitmore, Huh, Levine, 
Berzofsky, & Broyles, 2005). 
In 1986 NCES researchers also instituted the National Postsecondary Student Aid 
Study (NPSAS) to determine how families pay for their education. The purpose of 
NPSAS surveys is “to address policy questions resulting from the rapid growth of 
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financial aid programs and the succession of changes in financial aid program policies 
since 1986” (NCES, National Postsecondary Student Aid Study Overview, para. 1). 
NPSAS surveys are completed by a nationally represented sample of students attending 
all levels of education (first year through first-professional) in a variety of institutions 
(less-than-2-year through university-level; public and private). The survey includes 
questions regarding demographic characteristics, financial aid, a d education costs. 
NPSAS researchers use data from multiple sources, including government databases and 
institutional records, to complete their studies. Additional information is gathered through 
telephone interviews with students (NCES, National Postsecondary Student Aid Study 
Design). 
The NPSAS studies serve as baseline data for two NCES longitudinal studies: the 
Beginning Postsecondary Students (BPS) and the Baccalaureate and Beyond (B&B) 
(NCES, National Postsecondary Student Aid Study Design). The BPS was designed to 
survey first-time students in postsecondary institutions at 2-year and 5-year intervals 
(NCES, Beginning Postsecondary Longitudinal Study Overview). Unlike the IPEDS 
survey, which is given to institutional administrators, the BPS survey is completed by 
students. The purpose of BPS is to “collect data related to persistence in and completion 
of postsecondary education programs, [examine] relationships between work and 
education efforts, and [ascertain] the effect of postsecondary education on the lives of 
individuals” (NCES, Beginning Postsecondary Longitudinal Study Overview, para. 1). 
NCES researchers use B&B surveys to provide information on students after they 
complete their bachelors’ degrees and include a representative sample of all majors with 
an emphasis on those students entering the teaching profession. The purpose of B&B is to 
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study enrollment, persistence, and progress through graduate-level education. The first 
B&B survey was done in 1993, with follow-up information collected in 1994, 1997, and 
2003 (NCES, Baccalaureate and Beyond Design).  
The final survey instrument that many postsecondary researchers use is the 
National Educational Longitudinal Study of 1988 (NELS:88). NCES researchers 
surveyed a nationally representative sample of 8th graders in 1988 and did follow-up 
studies in 1990, 1992, 1994, and 2000. Achievement tests were administered in 
secondary grades and information was collected on neighborhood characteristics, 
aspirations, and drug/alcohol use, as well as school, home, and work experiences. The 
purpose of NELS:88 was to gather educational information for policymakers on student 
learning, dropout predictors, and how school affects students’ access to programs and 
learning opportunities (NCES, National Educational Longitudinal Study of 1988 
Overview). 
With the variety of survey instruments and a mix of self-reported and institution-
reported data, no single way exists to research enrollment and persistent patterns. Relying 
on a single NCES source is difficult since different surveys track various aspects of the 
student experience. For the purposes of this research effort, published NCES and 
American Council of Education (ACE) data, which use NCES and U.S. census 
information, were used to determine enrollment, graduation, and retention rates as well as 
patterns.  
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APPENDIX B: Faculty/Doctoral Human Subjects Request for Approval Form for Pilot 
Study 
 
EASTERN MICHIGAN UNIVERSITY 
Graduate Studies and Research 
 
Faculty/Doctoral Human Subjects Request 
for Approval Form 
___________________________________ 
Submit 3 copies of this completed form and your proposal. 
 
Date submitted   __4/19/05_____ Due Date of funding Proposal _______N/A_________ 
Principal Investigator _____Cheryl Hanewicz___________________________________ 
Co-PI Project Director _____Dr. Martha W. Tack_______________________________ 
Department ___Leadership & Counseling     Telephone ______487-0255_____________ 
E-Mail _chanewicz@emich.edu______ Fax ____________________________________ 
Title of Project ___ Using Geographic Information Systems to Identify Student Retention 
Patterns _________________________________________________________________ 
From what sources are funds expected for this project? ______N/A_________________ 
I. Is this application New / Renewal / Modification ______New________________ 
 Will this project continue for more than one year (Yes/No) _____No__________ 
   If this is a renewal: 
 Date of last approval by this committee: 
__________N/A____________________ 
 Principal Investigator in previous research: ______________________________ 
 Describe any modifications to the previously approved research protocols. 
   N/A 
Were any human subject problems encountered in the previous research? If yes, 
how were they handled?        N/A 
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II. If you are requesting an exemption from HSRC review, explain the statutory basis 
for the requested exemption.  
 I am in the pre-proposal phase of my dissertation and am doing an 
exploratory project to help refine my methodology. I am requesting the 
following public information: (1) permanent address zip codes of first-year 
students who began at EMU in Fall 1997; (2) permanent address zip codes of 
students who graduated or were still enrolled in Fall 2003 (of the original 
population indicated in #1). This data will be obtained from the Information 
and Communications Technology Division and used with the geographic 
information systems software, ArcView. The zip codes will then be cross-
referenced with the 2000 Census block group data. This data is the smallest 
geographical area published by the federal government and contains 
information based on the 2000 Census such as age, occupation, and 
educational level of citizens. I will use this group block data to find the 
geographic and demographic patterns of students who are accepted into EMU 
and who successfully graduate or are still enrolled within six years of initial 
entry into college. I will share these data with my committee members only to 
help refine my dissertation methodology. I am requesting an exemption, 
because the information I need contains no identifying factors of individual 
students and will not be publicly disseminated. 
 
III. Numbers, Types and Recruitment of Subjects   
A. Numbers and characteristics of subjects (e.g., age ranges, sex, ethnic 
background, health status, handicapping conditions, etc.): 
  None – general population 
 
B. Special Classes. Explain the rationale for the use of special classes or subjects 
such as pregnant women, children, prisoners, mentally impaired, 
institutionalized, or others who are likely to be particularly vulnerable. 
None – general population 
 
C. How is the individual subject to be recruited for this research? Is it clear to the 
subjects that participation is voluntary and that they may withdraw at any 
time without negative consequences? 
Individual subjects will not be recruited for this research.  
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IV. Informed Consent 
A. To what extent and how are the subjects to be informed of their research 
procedures before their participation? 
Subjects will not be informed of this research.  
 
B. Attach a copy of the written "Informed consent form" or a written statement of 
the oral consent. 
There is no informed consent form because subjects will not be informed 
of this research. 
 
V. Risks involved in the Research 
A. Does the research involve any of the following procedures (YES/NO) 
Deception of the subject:  _________No________________ 
Punishment of the subject:  _________No________________ 
Use of drugs in any form:  _________No________________ 
Electric Shock:               _________No________________ 
Deliberate production of anxiety or stress: ______No________________ 
Materials commonly regarded as socially unacceptable: _____No________ 
Use of radioisotopes:    __________No_______________ 
Use of chemicals:   __________No_______________ 
Drawing of blood:   __________No_______________ 
B. Any other procedure that might induce in the subject any altered state or 
condition potentially harmful to his/her personal welfare? (YES/NO)  
_________No_____________.  
C. Any procedure that might be considered an invasion of privacy? 
(YES/NO)  _________No_____________. 
Disclosure of name or individual research subjects? (YES/NO) 
___________No____________________. 
Any other physically invasive procedure? (YES/NO) 
___________No________ ___________. 
If the answer to any of the above is "Yes". Please explain this aspect of the 
procedure in detail. 
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D. Describe the procedures for protecting against or minimizing any potential 
risk. 
No information that can identify individual students will be requested. 
The research will only get a list of zip codes.  
 
VI. Confidentiality 
A. To what extent is the information confidential and to what extent are 
provisions made so that subjects are not identified? 
No information that can identify individual students will be requested. 
The research will only get a list of zip codes.  
 
B. What are the procedures for handling and storing all data so that 
confidentiality of the subjects is protected (particular attention should 
be given to the use of photographs, video and audio recordings)? 
The researcher will store the zip code list on her personal computer. 
Only her dissertation committee members will have access to the 
information. 
 
C. How will the results of the research be disseminated? Will the subjects be 
informed of the results? Will confidentiality of subjects or organizations 
be protected in the dissemination? Explain. 
The results of this research will only be used to help develop an 
appropriate research methodology. When using a geographic 
information system,  it is necessary to map the data and view the 
resulting patterns before selecting an appropriate statistical analysis. 
The results will be shared only with the doctoral committee members 
for the purposes of selecting a statistical method and finalizing the 
dissertation research methodology. Another human subjects request 
form will be submitting before the final dissertation research begins.   
 
VII. Describe any anticipated benefits to subjects from participation in this 
research. 
Attach a copy of the full proposal including copies of all instruments or tests to be used. 
If any instruments are not fully developed, attach drafts and so indicate. 
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Principal Investigator __________________________________________ 
      (Signature) 
Date: ___________________________ 
Please print, sign and send 3 copies of this form and attachments to HSRC 
Administrative Co-Chair, Starkweather Hall. 
Below are many of the elements that a faculty UHSRC reviewer will look for 
throughout the previous Request for Approval form, and the Consent Agreement. 
Please review this list as a guide in the preparation of your research proposal and 
informed consent. 
 
Checklist of Required Elements of Informed Consent 
 
Please add the following statement to the final copy of your Informed Consent Agreement, “This 
research protocol has been reviewed and approved by the Eastern Michigan University 
Human Subjects Review Committee and if you have any questions on the approval 
process, please contact either Dr. Patrick Melia or Dr. Steven Pernecky at     734-487-
0379.” 
   
 A statement that the study involves research 
 Purpose of the research 
 Duration of subject’s participation 
 Description of the procedures followed 
 Means of public dissemination 
 Description of foreseeable risks or discomforts to subject 
 Description of benefits to subject or to others 
 Disclosure of appropriate alternative procedures or courses of treatment 
 Statement of extent to which confidentiality of records identifying subject is maintained 
 Statement of how participant confidentiality is maintained in public dissemination 
 For research of greater than minimal risk, information regarding medical treatments or 
counseling should personal injury or problems occur 
 List of contacts who can answer questions about the research and subject’s rights, and 
respond to research-related injury to subject 
 Statement that participation is voluntary 
 Statement that refusal to participate will involve no penalty or loss of benefits 
 Statement that the subject may discontinue participation at any time 
 Statements of significant new findings developed during the course of research that may 
relate to subjects’ willingness to continue participation 
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APPENDIX C: Human Subjects Institutional Review Board Approval Letter for Pilot 
Study  
EASTERN MICHIGAN UNIVERSITY 
May 27,2005 
Ms. Cheryl Hanewicz 
Department of Leadership & Counseling 
RE: "Using Geographic Jnfom:zation Systems to Identify Student Retention Patterns" 
The Human Subjects Instin1tional Review Board (IRB) of Eastern Michigan University 
has granted approval to your proposal: "Using Geographic Information Systems to 
Identify Student Retention Patterns". 
After careful review of your application, the IRB determined that the rights and welfare 
of the individual subjects involved in-this research are carefully guarded. Additionally, 
the methods used to obtain informed consent are appropriate, and the individuals are not 
at a risk. 
You are reminded of your obligation to advise the IRB of any change in the protocol that 
might alter yoUl' research in any maiUler that differs from that upon which this approval is 
based. Approval of this project applies for one year from the date of this letter. If your 
data collection continues beyond the one-year period, you must apply for a renewal. 
On behalf of the Human Subjects Committee, I wish you success in conducting your 
research. 
Sincerely, 
 
Administrative Co-Chair 
Htunan Subjects Committee 
CC: Dr. Steve Pernecky, Faculty Co-Chair 
~r. Martha Tack . 
Graduate Studies & Research • Office of the Associate Vice President • Starkweather Hall • Ypsilanti, Michigan 48197 
Phone: 734.487.0042 FAX: 734.487.0050 
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APPENDIX D: Pilot Study Maps 
 
 
1.  1997 Fall Semester FTIACs at Eastern Michigan University 
2. FTIACs Who Graduated by the 2003 Fall Semester 
3. FTIACs Still Enrolled in the 2003 Fall Semester 
4. FTIACs Who Dropped Out by the 2003 Fall Semester 
5. Median Income by Zip Code – 1999 Income Quintiles 
6. Michigan 1997 Population by Zip Code 
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APPENDIX F: Faculty/Doctoral Human Subjects Request for Approval Form 
 
EASTERN MICHIGAN UNIVERSITY 
Graduate Studies and Research 
 
Faculty/Doctoral Human Subjects Request 
for Approval Form 
___________________________________ 
Submit 3 copies of this completed form and your proposal. 
 
Date submitted   __6/26/06_____ Due Date of funding Proposal _______N/A_________ 
Principal Investigator _____Cheryl Hanewicz___________________________________ 
Co-PI Project Director _____Dr. Martha W. Tack________________________________ 
Department ___Leadership & Counseling     Telephone ______487-0255_____________ 
E-Mail _chanewicz@emich.edu______ Fax ____________________________________ 
Title of Project ___ Using Geographic Information Systems to Identify Student Retention 
Patterns_________________________________________________________________ 
From what sources are funds expected for this project? ______N/A__________________ 
I. Is this application New / Renewal / Modification ______New*_______________ 
 Will this project continue for more than one year (Yes/No) _____No___________ 
   If this is a renewal: 
 Date of last approval by this committee: 
__________N/A____________________ 
 Principal Investigator in previous research: _______________________________ 
 Describe any modifications to the previously approved research protocols. 
 
   N/A 
Were any human subject problems encountered in the previous research? If yes, 
how were they handled?        N/A 
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*A previous application was submitted and approved for the pilot study of my dissertation proposal. This 
application is for my approved dissertation proposal and requests additional data for a new cohort of 
students. 
 
II. If you are requesting an exemption from HSRC review, explain the statutory basis 
for the requested exemption.  
  
I am requesting the following information for FTIAC (first time in any college 
or university) students who began at EMU in Fall 1999: 1) permanent 
addresses, including city, state, and zip code; 2) gender; 3) race/ethnicity; 
and 4) enrollment status in Fall 2005. This data will be obtained from the 
Office of Institutional Research and Information Management (IRIM) and 
used with the geographic information systems software, ArcView. Addresses 
will not be published in my dissertation but will be plotted on a map created 
with ArcView to determine the census tracts in which the students reside. A 
census tract is a small homogeneous area defined by U.S. Census Bureau 
workers and generally contains between 1,000 and 8,000 people. I will use 
census-tract data to find the geographic and sociodemographic patterns of 
students who are accepted into EMU and who graduate or are still enrolled 
within six years of initial entry into college. Under no circumstances can 
individual students be identified. Maps created for my pilot project are 
included in the appendices of the attached  proposal. Committee members can 
view them to understand how student data will appear in my dissertation. The 
pilot-study maps were created with zip code data, and the only difference 
between them and the ones I will create for my dissertation is that census 
blocks will be used as map boundaries instead of zip codes. 
 
III. Numbers, Types, and Recruitment of Subjects   
A. Numbers and characteristics of subjects (e.g., age ranges, sex, ethnic 
background, health status, handicapping conditions, etc.): 
  All FTIAC students enrolled in Fall 1999 Semester are requested. 
 
B. Special Classes. Explain the rationale for the use of special classes or subjects 
such as pregnant women, children, prisoners, mentally impaired, 
institutionalized, or others who are likely to be particularly vulnerable. 
No special classes are requested. 
 
C. How is the individual subject to be recruited for this research? Is it clear to the 
subjects that participation is voluntary and that they may withdraw at any 
time without negative consequences? 
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Individual subjects will not be recruited for this research.  
 
IV. Informed Consent 
A. To what extent and how are the subjects to be informed of their research 
procedures before their participation? 
Subjects will not be informed of this research.  
 
B. Attach a copy of the written "Informed consent form" or a written statement of 
the oral consent. 
Not applicable. 
 
V. Risks involved in the Research 
A. Does the research involve any of the following procedures (YES/NO) 
Deception of the subject:  _________No________________ 
Punishment of the subject:  _________No________________ 
Use of drugs in any form:  _________No________________ 
Electric Shock:               _________No________________ 
Deliberate production of anxiety or stress: ______No________________ 
Materials commonly regarded as socially unacceptable: _____No________ 
Use of radioisotopes:    __________No_______________ 
Use of chemicals:   __________No_______________ 
Drawing of blood:   __________No_______________ 
B. Any other procedure that might induce in the subject any altered state or 
condition potentially harmful to his/her personal welfare? (YES/NO)  
_________No_____________.  
C. Any procedure that might be considered an invasion of privacy? 
(YES/NO)  _________No_____________. 
Disclosure of name or individual research subjects? (YES/NO) 
___________No____________________. 
Any other physically invasive procedure? (YES/NO) 
___________No________ ___________. 
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If the answer to any of the above is "Yes". Please explain this aspect of the 
procedure in detail. 
 
D. Describe the procedures for protecting against or minimizing any potential 
risk. 
Not applicable.  
 
VI. Confidentiality 
A. To what extent is the information confidential and to what extent are 
provisions made so that subjects are not identified? 
Individual students cannot be identified. Address information will only 
be used to plot a location on a map and will not appear in the 
dissertation.  
 
B. What are the procedures for handling and storing all data so that 
confidentiality of the subjects is protected (particular attention should 
be given to the use of photographs, video and audio recordings)? 
I will store student data on my personal computer. My computer is 
protected by Norton Internet Security, which includes the following 
services: firewall; intrusion detection; anti-virus; and spyware and 
adware protection.  
 
C. How will the results of the research be disseminated? Will the subjects be 
informed of the results? Will confidentiality of subjects or organizations 
be protected in the dissemination? Explain. 
Results will be published in my dissertation. Eastern Michigan 
University will not be disguised for the following reasons: 
 
1. No harm will be done to students. Student addresses will be used 
only to plot a location within a census tract, and only information 
about the census tracts will be used in the dissertation. Under no 
circumstance can an individual student be identified. 
2. This pioneering study may be useful to EMU in retaining students. 
Student retention is a critical issue nationally, and EMU 
administrators are already spending money and resources on 
retention programs such as PASS and FIG.  
3. This pioneering study may enhance the reputation of the university 
and  position it as an academic leader in student retention. 
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Allowing the university to be publicly identified as well as serve as a 
beta site will demonstrate commitment to educational change and 
confidence in students, programs, and mission. The mission states, in 
part, that university administrators are committed to research 
opportunities for students in a learning environment that positively 
affects the larger community. Kanter (1999/2001) identified a few 
advantages of serving as a beta site, including the chance to build 
political capital and develop closer relationships with government 
officials as well as enhancing a public image as a leader.1 
4. Using GIS to view student retention patterns at a university is an 
original application of an innovative technology. The dissertation 
study stands to generate a great deal of interest in both the GIS and 
student retention fields. Publicly identifying the university will show 
the creative nature of the doctoral program and the way the 
University approaches student retention. Positioning the university 
as a center of original student retention research may allow 
university personnel to request research funding for follow-up 
studies. (Twenty funding agencies are listed in ESRI’s Guideline for 
Developing a Successful and Sustainable Higher Education GIS 
Program.) 
5. There is no reliable way to disguise the university and still do a 
credible analyses and discussion. For example, a map of the state 
would be necessary to show where clusters of students live who 
graduate from the university; yet this same map would be difficult to 
disguise. If a specific area is enlarged to conceal the state 
boundaries, the map is not as meaningful and may appear less 
professional. 
 
VII. Describe any anticipated benefits to subjects from participation in this 
research. 
There are no anticipated benefits to individual students. However, this 
study could benefit EMU. (See part C of the Confidentiality section 
above.) 
 
Attach a copy of the full proposal including copies of all instruments or tests to be used. 
If any instruments are not fully developed, attach drafts and so indicate. 
 
Principal Investigator __________________________________________ 
      (Signature) 
                                                 
1 Kanter, R. M. (2001). From spare change to real change: The social sector as beta site for business innovation. 
Harvard Business Review on Innovation, 153-177. (Original work published 1999) 
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Date: ___________________________ 
Please print, sign and send 3 copies of this form and attachments to HSRC 
Administrative Co-Chair, Starkweather Hall. 
 
Below are many of the elements that a faculty UHSRC reviewer will look for 
throughout the previous Request for Approval form, and the Consent Agreement. 
Please review this list as a guide in the preparation of your research proposal and 
informed consent. 
 
Checklist of Required Elements of Informed Consent 
 
Please add the following statement to the final copy of your Informed Consent Agreement, “This 
research protocol has been reviewed and approved by the Eastern Michigan University 
Human Subjects Review Committee and if you have any questions on the approval 
process, please contact either Dr. Patrick Melia or Dr. Steven Pernecky at 734-487-
0379.” 
   
 A statement that the study involves research 
 Purpose of the research 
 Duration of subject’s participation 
 Description of the procedures followed 
 Means of public dissemination 
 Description of foreseeable risks or discomforts to subject 
 Description of benefits to subject or to others 
 Disclosure of appropriate alternative procedures or courses of treatment 
 Statement of extent to which confidentiality of records identifying subject is maintained 
 Statement of how participant confidentiality is maintained in public dissemination 
 For research of greater than minimal risk, information regarding medical treatments or 
counseling should personal injury or problems occur 
 List of contacts who can answer questions about the research and subject’s rights, and 
respond to research-related injury to subject 
 Statement that participation is voluntary 
 Statement that refusal to participate will involve no penalty or loss of benefits 
 Statement that the subject may discontinue participation at any time 
 Statements of significant new findings developed during the course of research that may 
relate to subjects’ willingness to continue participation 
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APPENDIX G: Human Subjects Institutional Review Board Approval Letter 
 
 
EASTERN MICHIGAN UNIVERSITY 
September 22, 2006 
Ms. Cheryl Hanewicz 
Department of Leadership & Counseling 
Dear Ms. Hanewicz: 
The Human Subjects Institutional Review Board (IRB) of Eastern Michigan Universiry 
has granted approval to your proposal, "Using Geographic Information Systems to 
Identify Student Retention Patterns". 
After careful review of your completion application, the lRB determined that the rights 
and welfare of the individual subjects involved in this research are carefully guarded. 
Additionally, the methods used to obtain informed consent are appropriate, and the 
individuals participating in your study are not at a risk. 
You are reminded of your obligation to advise the TRB of any change in the protocol that 
might alter your research in any manner that differs from that upon which this approval is 
based. Approval of this project applies for one year from the date of this letter. If your 
data collection continues beyond the one-year period, you must apply for a renewal. 
On behalf of the Human Subjects Committee, I wish you success in conducting your 
research. 
 
 
 
Administrative Co-Chair 
Human Subjects Committee 
Copy: Dr. Karen Saules, Faculry Co-Chair 
Dr. Martha Track, Leadership & Counseling 
Graduate Srudics &. Rc~n.tch • OHi..:c ()f rh<' Dean • St.1r~'"·ulher H.1U · Ypsabnta, ~~~~h1gan "'S:19i 
Phone: 73~AS7Jl0o11 FA.'C 73~AS7 0050 
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APPENDIX H: Titles Names of U.S. Census Bureau Demographic Profile Tables  
 
DP-1. Profile of General Demographic Characteristics: 2000 
 
Number Table Field Name 
DP1.C0 Total population; Number 
DP1.C1 Total population; Percent 
DP1.C2 Total population; Sex and age; Male; Number 
DP1.C3 Total population; Sex and age; Male; Percent 
DP1.C4 Total population; Sex and age; Female; Number 
DP1.C5 Total population; Sex and age; Female; Percent 
DP1.C6 Total population; Sex and age; Under 5 years; Number 
DP1.C7 Total population; Sex and age; Under 5 years; Percent 
DP1.C8 Total population; Sex and age; 5 to 9 years; Number 
DP1.C9 Total population; Sex and age; 5 to 9 years; Percent 
DP1.C10 Total population; Sex and age; 10 to 14 years; Number 
DP1.C11 Total population; Sex and age; 10 to 14 years; Percent 
DP1.C12 Total population; Sex and age; 15 to 19 years; Number 
DP1.C13 Total population; Sex and age; 15 to 19 years; Percent 
DP1.C14 Total population; Sex and age; 20 to 24 years; Number 
DP1.C15 Total population; Sex and age; 20 to 24 years; Percent 
DP1.C16 Total population; Sex and age; 25 to 34 years; Number 
DP1.C17 Total population; Sex and age; 25 to 34 years; Percent 
DP1.C18 Total population; Sex and age; 35 to 44 years; Number 
DP1.C19 Total population; Sex and age; 35 to 44 years; Percent 
DP1.C20 Total population; Sex and age; 45 to 54 years; Number 
DP1.C21 Total population; Sex and age; 45 to 54 years; Percent 
DP1.C22 Total population; Sex and age; 55 to 59 years; Number 
DP1.C23 Total population; Sex and age; 55 to 59 years; Percent 
DP1.C24 Total population; Sex and age; 60 to 64 years; Number 
DP1.C25 Total population; Sex and age; 60 to 64 years; Percent 
DP1.C26 Total population; Sex and age; 65 to 74 years; Number 
DP1.C27 Total population; Sex and age; 65 to 74 years; Percent 
DP1.C28 Total population; Sex and age; 75 to 84 years; Number 
DP1.C29 Total population; Sex and age; 75 to 84 years; Percent 
DP1.C30 Total population; Sex and age; 85 years and over; Number 
DP1.C31 Total population; Sex and age; 85 years and over; Percent 
DP1.C32 Total population; Sex and age; Median age (years); Number 
DP1.C33 Total population; Sex and age; 18 years and over; Number 
DP1.C34 Total population; Sex and age; 18 years and over; Percent 
DP1.C35 Total population; Sex and age; 18 years and over; Male; Number 
DP1.C36 Total population; Sex and age; 18 years and over; Male; Percent 
DP1.C37 Total population; Sex and age; 18 years and over; Female; Number 
DP1.C38 Total population; Sex and age; 18 years and over; Female; Percent 
DP1.C39 Total population; Sex and age; 21 years and over; Number 
DP1.C40 Total population; Sex and age; 21 years and over; Percent 
DP1.C41 Total population; Sex and age; 62 years and over; Number 
DP1.C42 Total population; Sex and age; 62 years and over; Percent 
DP1.C43 Total population; Sex and age; 65 years and over; Number 
DP1.C44 Total population; Sex and age; 65 years and over; Percent 
DP1.C45 Total population; Sex and age; 65 years and over; Male; Number 
DP1.C46 Total population; Sex and age; 65 years and over; Male; Percent 
DP1.C47 Total population; Sex and age; 65 years and over; Female; Number 
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DP-1. Profile of General Demographic Characteristics: 2000 (Continued) 
 
Number Table Field Name 
DP1.C48 Total population; Sex and age; 65 years and over; Female; Percent 
DP1.C49 Total population; Race; One race; Number 
DP1.C50 Total population; Race; One race; Percent 
DP1.C51 Total population; Race; One race; White; Number 
DP1.C52 Total population; Race; One race; White; Percent 
DP1.C53 Total population; Race; One race; Black or African American; Number 
DP1.C54 Total population; Race; One race; Black or African American; Percent 
DP1.C55 Total population; Race; One race; American Indian and Alaska Native; Number 
DP1.C56 Total population; Race; One race; American Indian and Alaska Native; Percent 
DP1.C57 Total population; Race; One race; Asian; Number 
DP1.C58 Total population; Race; One race; Asian; Percent 
DP1.C59 Total population; Race; One race; Asian; Asian Indian; Number 
DP1.C60 Total population; Race; One race; Asian; Asian Indian; Percent 
DP1.C61 Total population; Race; One race; Asian; Chinese; Number 
DP1.C62 Total population; Race; One race; Asian; Chinese; Percent 
DP1.C63 Total population; Race; One race; Asian; Filipino; Number 
DP1.C64 Total population; Race; One race; Asian; Filipino; Percent 
DP1.C65 Total population; Race; One race; Asian; Japanese; Number 
DP1.C66 Total population; Race; One race; Asian; Japanese; Percent 
DP1.C67 Total population; Race; One race; Asian; Korean; Number 
DP1.C68 Total population; Race; One race; Asian; Korean; Percent 
DP1.C69 Total population; Race; One race; Asian; Vietnamese; Number 
DP1.C70 Total population; Race; One race; Asian; Vietnamese; Percent 
DP1.C71 Total population; Race; One race; Asian; Other Asian 1; Number 
DP1.C72 Total population; Race; One race; Asian; Other Asian 1; Percent 
DP1.C73 Total population; Race; One race; Native Hawaiian and Other Pacific Islander; Number 
DP1.C74 Total population; Race; One race; Native Hawaiian and Other Pacific Islander; Percent 
DP1.C75 Total population; Race; One race; Native Hawaiian and Other Pacific Islander; Native 
Hawaiian; Number 
DP1.C76 Total population; Race; One race; Native Hawaiian and Other Pacific Islander; Native 
Hawaiian; Percent 
DP1.C77 Total population; Race; One race; Native Hawaiian and Other Pacific Islander; Guamanian or 
Chamorro; Number 
DP1.C78 Total population; Race; One race; Native Hawaiian and Other Pacific Islander; Guamanian or 
Chamorro; Percent 
DP1.C79 Total population; Race; One race; Native Hawaiian and Other Pacific Islander; Samoan; 
Number 
DP1.C80 Total population; Race; One race; Native Hawaiian and Other Pacific Islander; Samoan; 
Percent 
DP1.C81 Total population; Race; One race; Native Hawaiian and Other Pacific Islander; Other Pacific 
Islander 2; Number 
DP1.C82 Total population; Race; One race; Native Hawaiian and Other Pacific Islander; Other Pacific 
Islander 2; Percent 
DP1.C83 Total population; Race; One race; Some other race; Number 
DP1.C84 Total population; Race; One race; Some other race; Percent 
DP1.C85 Total population; Race; Two or more races; Number 
DP1.C86 Total population; Race; Two or more races; Percent 
DP1.C87 Total population; Race; Race alone or in combination with one or more other races 3; White; 
Number 
DP1.C88 Total population; Race; Race alone or in combination with one or more other races 3; White; 
Percent 
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DP-1. Profile of General Demographic Characteristics: 2000 (Continued) 
 
Number Table Field Name 
DP1.C89 Total population; Race; Race alone or in combination with one or more other races 3; Black 
or African American; Number 
DP1.C90 Total population; Race; Race alone or in combination with one or more other races 3; Black 
or African American; Percent 
DP1.C91 Total population; Race; Race alone or in combination with one or more other races 3; 
American Indian and Alaska Native; Number 
DP1.C92 Total population; Race; Race alone or in combination with one or more other races 3; 
American Indian and Alaska Native; Percent 
DP1.C93 Total population; Race; Race alone or in combination with one or more other races 3; Asian; 
Number 
DP1.C94 Total population; Race; Race alone or in combination with one or more other races 3; Asian; 
Percent 
DP1.C95 Total population; Race; Race alone or in combination with one or more other races 3; Native 
Hawaiian and Other Pacific Islander; Number 
DP1.C96 Total population; Race; Race alone or in combination with one or more other races 3; Native 
Hawaiian and Other Pacific Islander; Percent 
DP1.C97 Total population; Race; Race alone or in combination with one or more other races 3; Some 
other race; Number 
DP1.C98 Total population; Race; Race alone or in combination with one or more other races 3; Some 
other race; Percent 
DP1.C99 Hispanic or Latino and race; Total population; Number 
DP1.C100 Hispanic or Latino and race; Total population; Percent 
DP1.C101 Hispanic or Latino and race; Total population; Hispanic or Latino (of any race); Number 
DP1.C102 Hispanic or Latino and race; Total population; Hispanic or Latino (of any race); Percent 
DP1.C103 Hispanic or Latino and race; Total population; Hispanic or Latino (of any race); Mexican; 
Number 
DP1.C104 Hispanic or Latino and race; Total population; Hispanic or Latino (of any race); Mexican; 
Percent 
DP1.C105 Hispanic or Latino and race; Total population; Hispanic or Latino (of any race); Puerto Rican; 
Number 
DP1.C106 Hispanic or Latino and race; Total population; Hispanic or Latino (of any race); Puerto Rican; 
Percent 
DP1.C107 Hispanic or Latino and race; Total population; Hispanic or Latino (of any race); Cuban; 
Number 
DP1.C108 Hispanic or Latino and race; Total population; Hispanic or Latino (of any race); Cuban; 
Percent 
DP1.C109 Hispanic or Latino and race; Total population; Hispanic or Latino (of any race); Other 
Hispanic or Latino; Number 
DP1.C110 Hispanic or Latino and race; Total population; Hispanic or Latino (of any race); Other 
Hispanic or Latino; Percent 
DP1.C111 Hispanic or Latino and race; Total population; Not Hispanic or Latino; Number 
DP1.C112 Hispanic or Latino and race; Total population; Not Hispanic or Latino; Percent 
DP1.C113 Hispanic or Latino and race; Total population; Not Hispanic or Latino; White alone; Number 
DP1.C114 Hispanic or Latino and race; Total population; Not Hispanic or Latino; White alone; Percent 
DP1.C115 Relationship; Total population; Number 
DP1.C116 Relationship; Total population; Percent 
DP1.C117 Relationship; Total population; In households; Number 
DP1.C118 Relationship; Total population; In households; Percent 
DP1.C119 Relationship; Total population; In households; Householder; Number 
DP1.C120 Relationship; Total population; In households; Householder; Percent 
DP1.C121 Relationship; Total population; In households; Spouse; Number 
DP1.C122 Relationship; Total population; In households; Spouse; Percent 
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Number Table Field Name 
DP1.C123 Relationship; Total population; In households; Child; Number 
DP1.C124 Relationship; Total population; In households; Child; Percent 
DP1.C125 Relationship; Total population; In households; Child; Own child under 18 years; Number 
DP1.C126 Relationship; Total population; In households; Child; Own child under 18 years; Percent 
DP1.C127 Relationship; Total population; In households; Other relatives; Number 
DP1.C128 Relationship; Total population; In households; Other relatives; Percent 
DP1.C129 Relationship; Total population; In households; Other relatives; Under 18 years; Number 
DP1.C130 Relationship; Total population; In households; Other relatives; Under 18 years; Percent 
DP1.C131 Relationship; Total population; In households; Nonrelatives; Number 
DP1.C132 Relationship; Total population; In households; Nonrelatives; Percent 
DP1.C133 Relationship; Total population; In households; Nonrelatives; Unmarried partner; Number 
DP1.C134 Relationship; Total population; In households; Nonrelatives; Unmarried partner; Percent 
DP1.C135 Relationship; Total population; In group quarters; Number 
DP1.C136 Relationship; Total population; In group quarters; Percent 
DP1.C137 Relationship; Total population; In group quarters; Institutionalized population; Number 
DP1.C138 Relationship; Total population; In group quarters; Institutionalized population; Percent 
DP1.C139 Relationship; Total population; In group quarters; Noninstitutionalized population; Number 
DP1.C140 Relationship; Total population; In group quarters; Noninstitutionalized population; Percent 
DP1.C141 Households by type; Total households; Number 
DP1.C142 Households by type; Total households; Percent 
DP1.C143 Households by type; Total households; Family households (families); Number 
DP1.C144 Households by type; Total households; Family households (families); Percent 
DP1.C145 Households by type; Total households; Family households (families); With own children 
under 18 years; Number 
DP1.C146 Households by type; Total households; Family households (families); With own children 
under 18 years; Percent 
DP1.C147 Households by type; Total households; Family households (families); Married-couple family; 
Number 
DP1.C148 Households by type; Total households; Family households (families); Married-couple family; 
Percent 
DP1.C149 Households by type; Total households; Family households (families); Married-couple family; 
With own children under 18 years; Number 
DP1.C150 Households by type; Total households; Family households (families); Married-couple family; 
With own children under 18 years; Percent 
DP1.C151 Households by type; Total households; Family households (families); Female householder, no 
husband present; Number 
DP1.C152 Households by type; Total households; Family households (families); Female householder, no 
husband present; Percent 
DP1.C153 Households by type; Total households; Family households (families); Female householder, no 
husband present; With own children under 18 years; Number 
DP1.C154 Households by type; Total households; Family households (families); Female householder, no 
husband present; With own children under 18 years; Percent 
DP1.C155 Households by type; Total households; Nonfamily households; Number 
DP1.C156 Households by type; Total households; Nonfamily households; Percent 
DP1.C157 Households by type; Total households; Nonfamily households; Householder living alone; 
Number 
DP1.C158 Households by type; Total households; Nonfamily households; Householder living alone; 
Percent 
DP1.C159 Households by type; Total households; Nonfamily households; Householder living alone; 
Householder 65 years and over; Number 
DP1.C160 Households by type; Total households; Nonfamily households; Householder living alone; 
Householder 65 years and over; Percent 
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Number Table Field Name 
DP1.C161 Households by type; Total households; Households with individuals under 18 years; Number 
DP1.C162 Households by type; Total households; Households with individuals under 18 years; Percent 
DP1.C163 Households by type; Total households; Households with individuals 65 years and over; 
Number 
DP1.C164 Households by type; Total households; Households with individuals 65 years and over; 
Percent 
DP1.C165 Households by type; Total households; Average household size; Number 
DP1.C166 Households by type; Total households; Average family size; Number 
DP1.C167 Housing occupancy; Total housing units; Number 
DP1.C168 Housing occupancy; Total housing units; Percent 
DP1.C169 Housing occupancy; Total housing units; Occupied housing units; Number 
DP1.C170 Housing occupancy; Total housing units; Occupied housing units; Percent 
DP1.C171 Housing occupancy; Total housing units; Vacant housing units; Number 
DP1.C172 Housing occupancy; Total housing units; Vacant housing units; Percent 
DP1.C173 Housing occupancy; Total housing units; Vacant housing units; For seasonal, recreational, or 
occasional use; Number 
DP1.C174 Housing occupancy; Total housing units; Vacant housing units; For seasonal, recreational, or 
occasional use; Percent 
DP1.C175 Housing occupancy; Total housing units; Homeowner vacancy rate (percent); Number 
DP1.C176 Housing occupancy; Total housing units; Rental vacancy rate (percent); Number 
DP1.C177 Housing tenure; Occupied housing units; Number 
DP1.C178 Housing tenure; Occupied housing units; Percent 
DP1.C179 Housing tenure; Occupied housing units; Owner-occupied housing units; Number 
DP1.C180 Housing tenure; Occupied housing units; Owner-occupied housing units; Percent 
DP1.C181 Housing tenure; Occupied housing units; Renter-occupied housing units; Number 
DP1.C182 Housing tenure; Occupied housing units; Renter-occupied housing units; Percent 
DP1.C183 Housing tenure; Occupied housing units; Average household size of owner-occupied unit; 
Number 
DP1.C184 Housing tenure; Occupied housing units; Average household size of renter-occupied unit; 
Number 
 
 
DP-2. Profile of Selected Social Characteristics: 2000 
 
Number Table Field Name 
DP2.C0 School enrollment; Population 3 years and over enrolled in school; Number 
DP2.C1 School enrollment; Population 3 years and over enrolled in school; Percent 
DP2.C2 School enrollment; Population 3 years and over enrolled in school; Nursery school, preschool; 
Number 
DP2.C3 School enrollment; Population 3 years and over enrolled in school; Nursery school, preschool; 
Percent 
DP2.C4 School enrollment; Population 3 years and over enrolled in school; Kindergarten; Number 
DP2.C5 School enrollment; Population 3 years and over enrolled in school; Kindergarten; Percent 
DP2.C6 School enrollment; Population 3 years and over enrolled in school; Elementary school (grades 
1-8); Number 
DP2.C7 School enrollment; Population 3 years and over enrolled in school; Elementary school (grades 
1-8); Percent 
DP2.C8 School enrollment; Population 3 years and over enrolled in school; High school (grades 9-12); 
Number 
DP2.C9 School enrollment; Population 3 years and over enrolled in school; High school (grades 9-12); 
Percent 
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Number Table Name 
DP2.C10 School enrollment; Population 3 years and over enrolled in school; College or graduate 
school; Number 
DP2.C11 School enrollment; Population 3 years and over enrolled in school; College or graduate 
school; Percent 
DP2.C12 Educational attainment; Population 25 years and over; Number 
DP2.C13 Educational attainment; Population 25 years and over; Percent 
DP2.C14 Educational attainment; Population 25 years and over; Less than 9th grade; Number 
DP2.C15 Educational attainment; Population 25 years and over; Less than 9th grade; Percent 
DP2.C16 Educational attainment; Population 25 years and over; 9th to 12th grade, no diploma; Number 
DP2.C17 Educational attainment; Population 25 years and over; 9th to 12th grade, no diploma; Percent 
DP2.C18 Educational attainment; Population 25 years and over; High school graduate (includes 
equivalency); Number 
DP2.C19 Educational attainment; Population 25 years and over; High school graduate (includes 
equivalency); Percent 
DP2.C20 Educational attainment; Population 25 years and over; Some college, no degree; Number 
DP2.C21 Educational attainment; Population 25 years and over; Some college, no degree; Percent 
DP2.C22 Educational attainment; Population 25 years and over; Associate degree; Number 
DP2.C23 Educational attainment; Population 25 years and over; Associate degree; Percent 
DP2.C24 Educational attainment; Population 25 years and over; Bachelor's degree; Number 
DP2.C25 Educational attainment; Population 25 years and over; Bachelor's degree; Percent 
DP2.C26 Educational attainment; Population 25 years and over; Graduate or professional degree; 
Number 
DP2.C27 Educational attainment; Population 25 years and over; Graduate or professional degree; 
Percent 
DP2.C28 Educational attainment; Population 25 years and over; Percent high school graduate or higher; 
Number 
DP2.C29 Educational attainment; Population 25 years and over; Percent bachelor's degree or higher; 
Number 
DP2.C30 Marital status; Population 15 years and over; Number 
DP2.C31 Marital status; Population 15 years and over; Percent 
DP2.C32 Marital status; Population 15 years and over; Never married; Number 
DP2.C33 Marital status; Population 15 years and over; Never married; Percent 
DP2.C34 Marital status; Population 15 years and over; Now married, except separated; Number 
DP2.C35 Marital status; Population 15 years and over; Now married, except separated; Percent 
DP2.C36 Marital status; Population 15 years and over; Separated; Number 
DP2.C37 Marital status; Population 15 years and over; Separated; Percent 
DP2.C38 Marital status; Population 15 years and over; Widowed; Number 
DP2.C39 Marital status; Population 15 years and over; Widowed; Percent 
DP2.C40 Marital status; Population 15 years and over; Widowed; Female; Number 
DP2.C41 Marital status; Population 15 years and over; Widowed; Female; Percent 
DP2.C42 Marital status; Population 15 years and over; Divorced; Number 
DP2.C43 Marital status; Population 15 years and over; Divorced; Percent 
DP2.C44 Marital status; Population 15 years and over; Divorced; Female; Number 
DP2.C45 Marital status; Population 15 years and over; Divorced; Female; Percent 
DP2.C46 Grandparents as caregivers; Grandparent living in household with one or more own 
grandchildren under 18 years; Number 
DP2.C47 Grandparents as caregivers; Grandparent living in household with one or more own 
grandchildren under 18 years; Percent 
DP2.C48 Grandparents as caregivers; Grandparent living in household with one or more own 
grandchildren under 18 years; Grandparent responsible for grandchildren; Number 
DP2.C49 Grandparents as caregivers; Grandparent living in household with one or more own 
grandchildren under 18 years; Grandparent responsible for grandchildren; Percent 
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Number Table Name 
DP2.C50 Veteran status; Civilian population 18 years and over; Number 
DP2.C51 Veteran status; Civilian population 18 years and over; Percent 
DP2.C52 Veteran status; Civilian population 18 years and over; Civilian veterans; Number 
DP2.C53 Veteran status; Civilian population 18 years and over; Civilian veterans; Percent 
DP2.C54 Disability status of the civilian noninstitutionalized population; Population 5 to 20 years; 
Number 
DP2.C55 Disability status of the civilian noninstitutionalized population; Population 5 to 20 years; 
Percent 
DP2.C56 Disability status of the civilian noninstitutionalized population; Population 5 to 20 years; With 
a disability; Number 
DP2.C57 Disability status of the civilian noninstitutionalized population; Population 5 to 20 years; With 
a disability; Percent 
DP2.C58 Disability status of the civilian noninstitutionalized population; Population 21 to 64 years; 
Number 
DP2.C59 Disability status of the civilian noninstitutionalized population; Population 21 to 64 years; 
Percent 
DP2.C60 Disability status of the civilian noninstitutionalized population; Population 21 to 64 years; 
With a disability; Number 
DP2.C61 Disability status of the civilian noninstitutionalized population; Population 21 to 64 years; 
With a disability; Percent 
DP2.C62 Disability status of the civilian noninstitutionalized population; Population 21 to 64 years; 
With a disability; Percent employed; Number 
DP2.C63 Disability status of the civilian noninstitutionalized population; Population 21 to 64 years; No 
disability; Number 
DP2.C64 Disability status of the civilian noninstitutionalized population; Population 21 to 64 years; No 
disability; Percent 
DP2.C65 Disability status of the civilian noninstitutionalized population; Population 21 to 64 years; No 
disability; Percent employed; Number 
DP2.C66 Disability status of the civilian noninstitutionalized population; Population 65 years and over; 
Number 
DP2.C67 Disability status of the civilian noninstitutionalized population; Population 65 years and over; 
Percent 
DP2.C68 Disability status of the civilian noninstitutionalized population; Population 65 years and over; 
With a disability; Number 
DP2.C69 Disability status of the civilian noninstitutionalized population; Population 65 years and over; 
With a disability; Percent 
DP2.C70 Residence in 1995; Population 5 years and over; Number 
DP2.C71 Residence in 1995; Population 5 years and over; Percent 
DP2.C72 Residence in 1995; Population 5 years and over; Same house in 1995; Number 
DP2.C73 Residence in 1995; Population 5 years and over; Same house in 1995; Percent 
DP2.C74 Residence in 1995; Population 5 years and over; Different house in the U.S. in 1995; Number 
DP2.C75 Residence in 1995; Population 5 years and over; Different house in the U.S. in 1995; Percent 
DP2.C76 Residence in 1995; Population 5 years and over; Different house in the U.S. in 1995; Same 
county; Number 
DP2.C77 Residence in 1995; Population 5 years and over; Different house in the U.S. in 1995; Same 
county; Percent 
DP2.C78 Residence in 1995; Population 5 years and over; Different house in the U.S. in 1995; 
Different county; Number 
DP2.C79 Residence in 1995; Population 5 years and over; Different house in the U.S. in 1995; 
Different county; Percent 
DP2.C80 Residence in 1995; Population 5 years and over; Different house in the U.S. in 1995; 
Different county; Same state; Number 
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Number Table Name 
DP2.C81 Residence in 1995; Population 5 years and over; Different house in the U.S. in 1995; 
Different county; Same state; Percent 
DP2.C82 Residence in 1995; Population 5 years and over; Different house in the U.S. in 1995; 
Different county; Different state; Number 
DP2.C83 Residence in 1995; Population 5 years and over; Different house in the U.S. in 1995; 
Different county; Different state; Percent 
DP2.C84 Residence in 1995; Population 5 years and over; Elsewhere in 1995; Number 
DP2.C85 Residence in 1995; Population 5 years and over; Elsewhere in 1995; Percent 
DP2.C86 Nativity and place of birth; Total population; Number 
DP2.C87 Nativity and place of birth; Total population; Percent 
DP2.C88 Nativity and place of birth; Total population; Native; Number 
DP2.C89 Nativity and place of birth; Total population; Native; Percent 
DP2.C90 Nativity and place of birth; Total population; Native; Born in United States; Number 
DP2.C91 Nativity and place of birth; Total population; Native; Born in United States; Percent 
DP2.C92 Nativity and place of birth; Total population; Native; Born in United States; State of 
residence; Number 
DP2.C93 Nativity and place of birth; Total population; Native; Born in United States; State of 
residence; Percent 
DP2.C94 Nativity and place of birth; Total population; Native; Born in United States; Different state; 
Number 
DP2.C95 Nativity and place of birth; Total population; Native; Born in United States; Different state; 
Percent 
DP2.C96 Nativity and place of birth; Total population; Native; Born outside United States; Number 
DP2.C97 Nativity and place of birth; Total population; Native; Born outside United States; Percent 
DP2.C98 Nativity and place of birth; Total population; Foreign born; Number 
DP2.C99 Nativity and place of birth; Total population; Foreign born; Percent 
DP2.C100 Nativity and place of birth; Total population; Foreign born; Entered 1990 to March 2000; 
Number 
DP2.C101 Nativity and place of birth; Total population; Foreign born; Entered 1990 to March 2000; 
Percent 
DP2.C102 Nativity and place of birth; Total population; Foreign born; Naturalized citizen; Number 
DP2.C103 Nativity and place of birth; Total population; Foreign born; Naturalized citizen; Percent 
DP2.C104 Nativity and place of birth; Total population; Foreign born; Not a citizen; Number 
DP2.C105 Nativity and place of birth; Total population; Foreign born; Not a citizen; Percent 
DP2.C106 Region of birth of foreign born; Total (excluding born at sea); Number 
DP2.C107 Region of birth of foreign born; Total (excluding born at sea); Percent 
DP2.C108 Region of birth of foreign born; Total (excluding born at sea); Europe; Number 
DP2.C109 Region of birth of foreign born; Total (excluding born at sea); Europe; Percent 
DP2.C110 Region of birth of foreign born; Total (excluding born at sea); Asia; Number 
DP2.C111 Region of birth of foreign born; Total (excluding born at sea); Asia; Percent 
DP2.C112 Region of birth of foreign born; Total (excluding born at sea); Africa; Number 
DP2.C113 Region of birth of foreign born; Total (excluding born at sea); Africa; Percent 
DP2.C114 Region of birth of foreign born; Total (excluding born at sea); Oceania; Number 
DP2.C115 Region of birth of foreign born; Total (excluding born at sea); Oceania; Percent 
DP2.C116 Region of birth of foreign born; Total (excluding born at sea); Latin America; Number 
DP2.C117 Region of birth of foreign born; Total (excluding born at sea); Latin America; Percent 
DP2.C118 Region of birth of foreign born; Total (excluding born at sea); Northern America; Number 
DP2.C119 Region of birth of foreign born; Total (excluding born at sea); Northern America; Percent 
DP2.C120 Language spoken at home; Population 5 years and over; Number 
DP2.C121 Language spoken at home; Population 5 years and over; Percent 
DP2.C122 Language spoken at home; Population 5 years and over; English only; Number 
DP2.C123 Language spoken at home; Population 5 years and over; English only; Percent 
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Number Table Name 
DP2.C124 Language spoken at home; Population 5 years and over; Language other than English; 
Number 
DP2.C125 Language spoken at home; Population 5 years and over; Language other than English; Percent 
DP2.C126 Language spoken at home; Population 5 years and over; Language other than English; Speak 
English less than 'very well; Number 
DP2.C127 Language spoken at home; Population 5 years and over; Language other than English; Speak 
English less than 'very well; Percent 
DP2.C128 Language spoken at home; Population 5 years and over; Language other than English; 
Spanish; Number 
DP2.C129 Language spoken at home; Population 5 years and over; Language other than English; 
Spanish; Percent 
DP2.C130 Language spoken at home; Population 5 years and over; Language other than English; 
Spanish; Speak English less than "very well"; Number 
DP2.C131 Language spoken at home; Population 5 years and over; Language other than English; 
Spanish; Speak English less than "very well"; Percent 
DP2.C132 Language spoken at home; Population 5 years and over; Language other than English; Other 
Indo-European languages; Number 
DP2.C133 Language spoken at home; Population 5 years and over; Language other than English; Other 
Indo-European languages; Percent 
DP2.C134 Language spoken at home; Population 5 years and over; Language other than English; Other 
Indo-European languages; Speak English less than "very well"; Number 
DP2.C135 Language spoken at home; Population 5 years and over; Language other than English; Other 
Indo-European languages; Speak English less than "very well"; Percent 
DP2.C136 Language spoken at home; Population 5 years and over; Language other than English; Asian 
and Pacific Island languages; Number 
DP2.C137 Language spoken at home; Population 5 years and over; Language other than English; Asian 
and Pacific Island languages; Percent 
DP2.C138 Language spoken at home; Population 5 years and over; Language other than English; Asian 
and Pacific Island languages; Speak English less than "very well"; Number 
DP2.C139 Language spoken at home; Population 5 years and over; Language other than English; Asian 
and Pacific Island languages; Speak English less than "very well"; Percent 
DP2.C140 ANCESTRY (single or multiple); Total population; Number 
DP2.C141 ANCESTRY (single or multiple); Total population; Percent 
DP2.C142 ANCESTRY (single or multiple); Total ancestries reported; Number 
DP2.C143 ANCESTRY (single or multiple); Total ancestries reported; Percent 
DP2.C144 ANCESTRY (single or multiple); Total ancestries reported; Arab; Number 
DP2.C145 ANCESTRY (single or multiple); Total ancestries reported; Arab; Percent 
DP2.C146 ANCESTRY (single or multiple); Total ancestries reported; Czech1; Number 
DP2.C147 ANCESTRY (single or multiple); Total ancestries reported; Czech1; Percent 
DP2.C148 ANCESTRY (single or multiple); Total ancestries reported; Danish; Number 
DP2.C149 ANCESTRY (single or multiple); Total ancestries reported; Danish; Percent 
DP2.C150 ANCESTRY (single or multiple); Total ancestries reported; Dutch; Number 
DP2.C151 ANCESTRY (single or multiple); Total ancestries reported; Dutch; Percent 
DP2.C152 ANCESTRY (single or multiple); Total ancestries reported; English; Number 
DP2.C153 ANCESTRY (single or multiple); Total ancestries reported; English; Percent 
DP2.C154 ANCESTRY (single or multiple); Total ancestries reported; French (except Basque)1; 
Number 
DP2.C155 ANCESTRY (single or multiple); Total ancestries reported; French (except Basque)1; Percent 
DP2.C156 ANCESTRY (single or multiple); Total ancestries reported; French Canadian1; Number 
DP2.C157 ANCESTRY (single or multiple); Total ancestries reported; French Canadian1; Percent 
DP2.C158 ANCESTRY (single or multiple); Total ancestries reported; German; Number 
DP2.C159 ANCESTRY (single or multiple); Total ancestries reported; German; Percent 
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Number Table Name 
DP2.C160 ANCESTRY (single or multiple); Total ancestries reported; Greek; Number 
DP2.C161 ANCESTRY (single or multiple); Total ancestries reported; Greek; Percent 
DP2.C162 ANCESTRY (single or multiple); Total ancestries reported; Hungarian; Number 
DP2.C163 ANCESTRY (single or multiple); Total ancestries reported; Hungarian; Percent 
DP2.C164 ANCESTRY (single or multiple); Total ancestries reported; Irish1; Number 
DP2.C165 ANCESTRY (single or multiple); Total ancestries reported; Irish1; Percent 
DP2.C166 ANCESTRY (single or multiple); Total ancestries reported; Italian; Number 
DP2.C167 ANCESTRY (single or multiple); Total ancestries reported; Italian; Percent 
DP2.C168 ANCESTRY (single or multiple); Total ancestries reported; Lithuanian; Number 
DP2.C169 ANCESTRY (single or multiple); Total ancestries reported; Lithuanian; Percent 
DP2.C170 ANCESTRY (single or multiple); Total ancestries reported; Norwegian; Number 
DP2.C171 ANCESTRY (single or multiple); Total ancestries reported; Norwegian; Percent 
DP2.C172 ANCESTRY (single or multiple); Total ancestries reported; Polish; Number 
DP2.C173 ANCESTRY (single or multiple); Total ancestries reported; Polish; Percent 
DP2.C174 ANCESTRY (single or multiple); Total ancestries reported; Portuguese; Number 
DP2.C175 ANCESTRY (single or multiple); Total ancestries reported; Portuguese; Percent 
DP2.C176 ANCESTRY (single or multiple); Total ancestries reported; Russian; Number 
DP2.C177 ANCESTRY (single or multiple); Total ancestries reported; Russian; Percent 
DP2.C178 ANCESTRY (single or multiple); Total ancestries reported; Scotch-Irish; Number 
DP2.C179 ANCESTRY (single or multiple); Total ancestries reported; Scotch-Irish; Percent 
DP2.C180 ANCESTRY (single or multiple); Total ancestries reported; Scottish; Number 
DP2.C181 ANCESTRY (single or multiple); Total ancestries reported; Scottish; Percent 
DP2.C182 ANCESTRY (single or multiple); Total ancestries reported; Slovak; Number 
DP2.C183 ANCESTRY (single or multiple); Total ancestries reported; Slovak; Percent 
DP2.C184 ANCESTRY (single or multiple); Total ancestries reported; Subsaharan African; Number 
DP2.C185 ANCESTRY (single or multiple); Total ancestries reported; Subsaharan African; Percent 
DP2.C186 ANCESTRY (single or multiple); Total ancestries reported; Swedish; Number 
DP2.C187 ANCESTRY (single or multiple); Total ancestries reported; Swedish; Percent 
DP2.C188 ANCESTRY (single or multiple); Total ancestries reported; Swiss; Number 
DP2.C189 ANCESTRY (single or multiple); Total ancestries reported; Swiss; Percent 
DP2.C190 ANCESTRY (single or multiple); Total ancestries reported; Ukrainian; Number 
DP2.C191 ANCESTRY (single or multiple); Total ancestries reported; Ukrainian; Percent 
DP2.C192 ANCESTRY (single or multiple); Total ancestries reported; United States or American; Number 
DP2.C193 ANCESTRY (single or multiple); Total ancestries reported; United States or American; Percent 
DP2.C194 ANCESTRY (single or multiple); Total ancestries reported; Welsh; Number 
DP2.C195 ANCESTRY (single or multiple); Total ancestries reported; Welsh; Percent 
DP2.C196 ANCESTRY (single or multiple); Total ancestries reported; West Indian (excluding Hispanic 
groups); Number 
DP2.C197 ANCESTRY (single or multiple); Total ancestries reported; West Indian (excluding Hispanic 
groups); Percent 
DP2.C198 ANCESTRY (single or multiple); Total ancestries reported; Other ancestries; Number 
DP2.C199 ANCESTRY (single or multiple); Total ancestries reported; Other ancestries; Percent 
 
 
DP-3. Profile of Selected Economic Characteristics: 2000 
 
Number Table Name 
DP3.C0 Employment status; Population 16 years and over; Number 
DP3.C1 Employment status; Population 16 years and over; Percent 
DP3.C2 Employment status; Population 16 years and over; In labor force; Number 
DP3.C3 Employment status; Population 16 years and over; In labor force; Percent 
DP3.C4 Employment status; Population 16 years and over; In labor force; Civilian labor force; 
Number 
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Number Table Name 
DP3.C5 Employment status; Population 16 years and over; In labor force; Civilian labor force; Percent 
DP3.C6 Employment status; Population 16 years and over; In labor force; Civilian labor force; 
Employed; Number 
DP3.C7 Employment status; Population 16 years and over; In labor force; Civilian labor force; 
Employed; Percent 
DP3.C8 Employment status; Population 16 years and over; In labor force; Civilian labor force; 
Unemployed; Number 
DP3.C9 Employment status; Population 16 years and over; In labor force; Civilian labor force; 
Unemployed; Percent 
DP3.C10 Employment status; Population 16 years and over; In labor force; Civilian labor force; Percent 
of civilian labor force; Number 
DP3.C11 Employment status; Population 16 years and over; In labor force; Armed Forces; Number 
DP3.C12 Employment status; Population 16 years and over; In labor force; Armed Forces; Percent 
DP3.C13 Employment status; Population 16 years and over; Not in labor force; Number 
DP3.C14 Employment status; Population 16 years and over; Not in labor force; Percent 
DP3.C15 Employment status; Females 16 years and over; Number 
DP3.C16 Employment status; Females 16 years and over; Percent 
DP3.C17 Employment status; Females 16 years and over; In labor force; Number 
DP3.C18 Employment status; Females 16 years and over; In labor force; Percent 
DP3.C19 Employment status; Females 16 years and over; In labor force; Civilian labor force; Number 
DP3.C20 Employment status; Females 16 years and over; In labor force; Civilian labor force; Percent 
DP3.C21 Employment status; Females 16 years and over; In labor force; Civilian labor force; 
Employed; Number 
DP3.C22 Employment status; Females 16 years and over; In labor force; Civilian labor force; 
Employed; Percent 
DP3.C23 Employment status; Own children under 6 years; Number 
DP3.C24 Employment status; Own children under 6 years; Percent 
DP3.C25 Employment status; Own children under 6 years; All parents in family in labor force; Number 
DP3.C26 Employment status; Own children under 6 years; All parents in family in labor force; Percent 
DP3.C27 Commuting to work; Workers 16 years and over; Number 
DP3.C28 Commuting to work; Workers 16 years and over; Percent 
DP3.C29 Commuting to work; Workers 16 years and over; Car, truck, or van – drove alone; Number 
DP3.C30 Commuting to work; Workers 16 years and over; Car, truck, or van –drove alone; Percent 
DP3.C31 Commuting to work; Workers 16 years and over; Car, truck, or van –carpooled; Number 
DP3.C32 Commuting to work; Workers 16 years and over; Car, truck, or van –carpooled; Percent 
DP3.C33 Commuting to work; Workers 16 years and over; Public transportation (including taxicab); 
Number 
DP3.C34 Commuting to work; Workers 16 years and over; Public transportation (including taxicab); 
Percent 
DP3.C35 Commuting to work; Workers 16 years and over; Walked; Number 
DP3.C36 Commuting to work; Workers 16 years and over; Walked; Percent 
DP3.C37 Commuting to work; Workers 16 years and over; Other means; Number 
DP3.C38 Commuting to work; Workers 16 years and over; Other means; Percent 
DP3.C39 Commuting to work; Workers 16 years and over; Worked at home; Number 
DP3.C40 Commuting to work; Workers 16 years and over; Worked at home; Percent 
DP3.C41 Commuting to work; Workers 16 years and over; Mean travel time to work (minutes); 
Number 
DP3.C42 Employed civilian population 16 years and over; Number 
DP3.C43 Employed civilian population 16 years and over; Percent 
DP3.C44 Employed civilian population 16 years and over; Occupation; Management, professional, and 
related occupations; Number 
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Number Table Name 
DP3.C45 Employed civilian population 16 years and over; Occupation; Management, professional, and 
related occupations; Percent 
DP3.C46 Employed civilian population 16 years and over; Occupation; Service occupations; Number 
DP3.C47 Employed civilian population 16 years and over; Occupation; Service occupations; Percent 
DP3.C48 Employed civilian population 16 years and over; Occupation; Sales and office occupations; 
Number 
DP3.C49 Employed civilian population 16 years and over; Occupation; Sales and office occupations; 
Percent 
DP3.C50 Employed civilian population 16 years and over; Occupation; Farming, fishing, and forestry 
occupations; Number 
DP3.C51 Employed civilian population 16 years and over; Occupation; Farming, fishing, and forestry 
occupations; Percent 
DP3.C52 Employed civilian population 16 years and over; Occupation; Construction, extraction, and 
maintenance occupations; Number 
DP3.C53 Employed civilian population 16 years and over; Occupation; Construction, extraction, and 
maintenance occupations; Percent 
DP3.C54 Employed civilian population 16 years and over; Occupation; Production, transportation, and 
material moving occupations; Number 
DP3.C55 Employed civilian population 16 years and over; Occupation; Production, transportation, and 
material moving occupations; Percent 
DP3.C56 Employed civilian population 16 years and over; Industry; Agriculture, forestry, fishing and 
hunting, and mining; Number 
DP3.C57 Employed civilian population 16 years and over; Industry; Agriculture, forestry, fishing and 
hunting, and mining; Percent 
DP3.C58 Employed civilian population 16 years and over; Industry; Construction; Number 
DP3.C59 Employed civilian population 16 years and over; Industry; Construction; Percent 
DP3.C60 Employed civilian population 16 years and over; Industry; Manufacturing; Number 
DP3.C61 Employed civilian population 16 years and over; Industry; Manufacturing; Percent 
DP3.C62 Employed civilian population 16 years and over; Industry; Wholesale trade; Number 
DP3.C63 Employed civilian population 16 years and over; Industry; Wholesale trade; Percent 
DP3.C64 Employed civilian population 16 years and over; Industry; Retail trade; Number 
DP3.C65 Employed civilian population 16 years and over; Industry; Retail trade; Percent 
DP3.C66 Employed civilian population 16 years and over; Industry; Transportation and warehousing, 
and utilities; Number 
DP3.C67 Employed civilian population 16 years and over; Industry; Transportation and warehousing, 
and utilities; Percent 
DP3.C68 Employed civilian population 16 years and over; Industry; Information; Number 
DP3.C69 Employed civilian population 16 years and over; Industry; Information; Percent 
DP3.C70 Employed civilian population 16 years and over; Industry; Finance, insurance, real estate, and 
rental and leasing; Number 
DP3.C71 Employed civilian population 16 years and over; Industry; Finance, insurance, real estate, and 
rental and leasing; Percent 
DP3.C72 Employed civilian population 16 years and over; Industry; Professional, scientific, 
management, administrative, and waste management services; Number 
DP3.C73 Employed civilian population 16 years and over; Industry; Professional, scientific, 
management, administrative, and waste management services; Percent 
DP3.C74 Employed civilian population 16 years and over; Industry; Educational, health and social 
services; Number 
DP3.C75 Employed civilian population 16 years and over; Industry; Educational, health and social 
services; Percent 
DP3.C76 Employed civilian population 16 years and over; Industry; Arts, entertainment, recreation, 
accommodation and food services; Number 
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Number Table Name 
DP3.C77 Employed civilian population 16 years and over; Industry; Arts, entertainment, recreation, 
accommodation and food services; Percent 
DP3.C78 Employed civilian population 16 years and over; Industry; Other services (except public 
administration); Number 
DP3.C79 Employed civilian population 16 years and over; Industry; Other services (except public 
administration); Percent 
DP3.C80 Employed civilian population 16 years and over; Industry; Public administration; Number 
DP3.C81 Employed civilian population 16 years and over; Industry; Public administration; Percent 
DP3.C82 Employed civilian population 16 years and over; Class of worker; Private wage and salary 
workers; Number 
DP3.C83 Employed civilian population 16 years and over; Class of worker; Private wage and salary 
workers; Percent 
DP3.C84 Employed civilian population 16 years and over; Class of worker; Government workers; 
Number 
DP3.C85 Employed civilian population 16 years and over; Class of worker; Government workers; 
Percent 
DP3.C86 Employed civilian population 16 years and over; Class of worker; Self-employed workers in 
own not incorporated business; Number 
DP3.C87 Employed civilian population 16 years and over; Class of worker; Self-employed workers in 
own not incorporated business; Percent 
DP3.C88 Employed civilian population 16 years and over; Class of worker; Unpaid family workers; 
Number 
DP3.C89 Employed civilian population 16 years and over; Class of worker; Unpaid family workers; 
Percent 
DP3.C90 Income in 1999; Households; Number 
DP3.C91 Income in 1999; Households; Percent 
DP3.C92 Income in 1999; Households; Less than $10,000; Number 
DP3.C93 Income in 1999; Households; Less than $10,000; Percent 
DP3.C94 Income in 1999; Households; $10,000 to $14,999; Number 
DP3.C95 Income in 1999; Households; $10,000 to $14,999; Percent 
DP3.C96 Income in 1999; Households; $15,000 to $24,999; Number 
DP3.C97 Income in 1999; Households; $15,000 to $24,999; Percent 
DP3.C98 Income in 1999; Households; $25,000 to $34,999; Number 
DP3.C99 Income in 1999; Households; $25,000 to $34,999; Percent 
DP3.C100 Income in 1999; Households; $35,000 to $49,999; Number 
DP3.C101 Income in 1999; Households; $35,000 to $49,999; Percent 
DP3.C102 Income in 1999; Households; $50,000 to $74,999; Number 
DP3.C103 Income in 1999; Households; $50,000 to $74,999; Percent 
DP3.C104 Income in 1999; Households; $75,000 to $99,999; Number 
DP3.C105 Income in 1999; Households; $75,000 to $99,999; Percent 
DP3.C106 Income in 1999; Households; $100,000 to $149,999; Number 
DP3.C107 Income in 1999; Households; $100,000 to $149,999; Percent 
DP3.C108 Income in 1999; Households; $150,000 to $199,999; Number 
DP3.C109 Income in 1999; Households; $150,000 to $199,999; Percent 
DP3.C110 Income in 1999; Households; $200,000 or more; Number 
DP3.C111 Income in 1999; Households; $200,000 or more; Percent 
DP3.C112 Income in 1999; Households; Median household income (dollars); Number 
DP3.C113 Income in 1999; Households; With earnings; Number 
DP3.C114 Income in 1999; Households; With earnings; Percent 
DP3.C115 Income in 1999; Households; With earnings; Mean earnings (dollars); Number 
DP3.C116 Income in 1999; Households; With Social Security income; Number 
DP3.C117 Income in 1999; Households; With Social Security income; Percent 
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Number Table Name 
DP3.C118 Income in 1999; Households; With Social Security income; Mean Social Security income 
(dollars); Number 
DP3.C119 Income in 1999; Households; With Supplemental Security Income; Number 
DP3.C120 Income in 1999; Households; With Supplemental Security Income; Percent 
DP3.C121 Income in 1999; Households; With Supplemental Security Income; Mean Supplemental 
Security Income (dollars); Number 
DP3.C122 Income in 1999; Households; With public assistance income; Number 
DP3.C123 Income in 1999; Households; With public assistance income; Percent 
DP3.C124 Income in 1999; Households; With public assistance income; Mean public assistance income 
(dollars); Number 
DP3.C125 Income in 1999; Households; With retirement income; Number 
DP3.C126 Income in 1999; Households; With retirement income; Percent 
DP3.C127 Income in 1999; Households; With retirement income; Mean retirement income (dollars); 
Number 
DP3.C128 Income in 1999; Families; Number 
DP3.C129 Income in 1999; Families; Percent 
DP3.C130 Income in 1999; Families; Less than $10,000; Number 
DP3.C131 Income in 1999; Families; Less than $10,000; Percent 
DP3.C132 Income in 1999; Families; $10,000 to $14,999; Number 
DP3.C133 Income in 1999; Families; $10,000 to $14,999; Percent 
DP3.C134 Income in 1999; Families; $15,000 to $24,999; Number 
DP3.C135 Income in 1999; Families; $15,000 to $24,999; Percent 
DP3.C136 Income in 1999; Families; $25,000 to $34,999; Number 
DP3.C137 Income in 1999; Families; $25,000 to $34,999; Percent 
DP3.C138 Income in 1999; Families; $35,000 to $49,999; Number 
DP3.C139 Income in 1999; Families; $35,000 to $49,999; Percent 
DP3.C140 Income in 1999; Families; $50,000 to $74,999; Number 
DP3.C141 Income in 1999; Families; $50,000 to $74,999; Percent 
DP3.C142 Income in 1999; Families; $75,000 to $99,999; Number 
DP3.C143 Income in 1999; Families; $75,000 to $99,999; Percent 
DP3.C144 Income in 1999; Families; $100,000 to $149,999; Number 
DP3.C145 Income in 1999; Families; $100,000 to $149,999; Percent 
DP3.C146 Income in 1999; Families; $150,000 to $199,999; Number 
DP3.C147 Income in 1999; Families; $150,000 to $199,999; Percent 
DP3.C148 Income in 1999; Families; $200,000 or more; Number 
DP3.C149 Income in 1999; Families; $200,000 or more; Percent 
DP3.C150 Income in 1999; Families; Median family income (dollars); Number 
DP3.C151 Income in 1999; Families; Per capita income (dollars); Number 
DP3.C152 Income in 1999; Families; Median earnings (dollars):; Male full-time, year-round workers; 
Number 
DP3.C153 Income in 1999; Families; Median earnings (dollars):; Female full-time, year-round workers; 
Number 
DP3.C154 POVERTY STATUS IN 1999 (below poverty level); Families; Number 
DP3.C155 POVERTY STATUS IN 1999 (below poverty level); Families; Percent below poverty level; 
Percent 
DP3.C156 POVERTY STATUS IN 1999 (below poverty level); Families; With related children under 
18 years; Number 
DP3.C157 POVERTY STATUS IN 1999 (below poverty level); Families; With related children under 
18 years; Percent below poverty level; Percent 
DP3.C158 POVERTY STATUS IN 1999 (below poverty level); Families; With related children under 
18 years; With related children under 5 years; Number 
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Number Table Name 
DP3.C159 POVERTY STATUS IN 1999 (below poverty level); Families; With related children under 
18 years; With related children under 5 years; Percent below poverty level; Percent 
DP3.C160 POVERTY STATUS IN 1999 (below poverty level); Families with female householder, no 
husband present; Number 
DP3.C161 POVERTY STATUS IN 1999 (below poverty level); Families with female householder, no 
husband present; Percent below poverty level; Percent 
DP3.C162 POVERTY STATUS IN 1999 (below poverty level); Families with female householder, no 
husband present; With related children under 18 years; Number 
DP3.C163 POVERTY STATUS IN 1999 (below poverty level); Families with female householder, no 
husband present; With related children under 18 years; Percent below poverty level; Percent 
DP3.C164 POVERTY STATUS IN 1999 (below poverty level); Families with female householder, no 
husband present; With related children under 18 years; With related children under 5 years; 
Number 
DP3.C165 POVERTY STATUS IN 1999 (below poverty level); Families with female householder, no 
husband present; With related children under 18 years; With related children under 5 years; 
Percent below poverty level; Percent 
DP3.C166 POVERTY STATUS IN 1999 (below poverty level); Individuals; Number 
DP3.C167 POVERTY STATUS IN 1999 (below poverty level); Individuals; Percent below poverty 
level; Percent 
DP3.C168 POVERTY STATUS IN 1999 (below poverty level); Individuals; 18 years and over; Number 
DP3.C169 POVERTY STATUS IN 1999 (below poverty level); Individuals; 18 years and over; Percent 
below poverty level; Percent 
DP3.C170 POVERTY STATUS IN 1999 (below poverty level); Individuals; 18 years and over; 65 years 
and over; Number 
DP3.C171 POVERTY STATUS IN 1999 (below poverty level); Individuals; 18 years and over; 65 years 
and over; Percent below poverty level; Percent 
DP3.C172 POVERTY STATUS IN 1999 (below poverty level); Individuals; Related children under 18 
years; Number 
DP3.C173 POVERTY STATUS IN 1999 (below poverty level); Individuals; Related children under 18 
years; Percent below poverty level; Percent 
DP3.C174 POVERTY STATUS IN 1999 (below poverty level); Individuals; Related children under 18 
years; Related children 5 to 17 years; Number 
DP3.C175 POVERTY STATUS IN 1999 (below poverty level); Individuals; Related children under 18 
years; Related children 5 to 17 years; Percent below poverty level; Percent 
DP3.C176 POVERTY STATUS IN 1999 (below poverty level); Individuals; Unrelated individuals 15 
years and over; Number 
DP3.C177 POVERTY STATUS IN 1999 (below poverty level); Individuals; Unrelated individuals 15 
years and over; Percent below poverty level; Percent 
    
DP-4: Profile of Selected Housing Characteristics: 2000 
 
Number Table Name 
DP4.C0 Total housing units; Number 
DP4.C1 Total housing units; Percent 
DP4.C2 Total housing units; Units in structure; 1-unit, detached; Number 
DP4.C3 Total housing units; Units in structure; 1-unit, detached; Percent 
DP4.C4 Total housing units; Units in structure; 1-unit, attached; Number 
DP4.C5 Total housing units; Units in structure; 1-unit, attached; Percent 
DP4.C6 Total housing units; Units in structure; 2 units; Number 
DP4.C7 Total housing units; Units in structure; 2 units; Percent 
DP4.C8 Total housing units; Units in structure; 3 or 4 units; Number 
DP4.C9 Total housing units; Units in structure; 3 or 4 units; Percent 
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Number Table Name 
DP4.C10 Total housing units; Units in structure; 5 to 9 units; Number 
DP4.C11 Total housing units; Units in structure; 5 to 9 units; Percent 
DP4.C12 Total housing units; Units in structure; 10 to 19 units; Number 
DP4.C13 Total housing units; Units in structure; 10 to 19 units; Percent 
DP4.C14 Total housing units; Units in structure; 20 or more units; Number 
DP4.C15 Total housing units; Units in structure; 20 or more units; Percent 
DP4.C16 Total housing units; Units in structure; Mobile home; Number 
DP4.C17 Total housing units; Units in structure; Mobile home; Percent 
DP4.C18 Total housing units; Units in structure; Boat, RV, van, etc.; Number 
DP4.C19 Total housing units; Units in structure; Boat, RV, van, etc.; Percent 
DP4.C20 Total housing units; Year structure built; 1999 to March 2000; Number 
DP4.C21 Total housing units; Year structure built; 1999 to March 2000; Percent 
DP4.C22 Total housing units; Year structure built; 1995 to 1998; Number 
DP4.C23 Total housing units; Year structure built; 1995 to 1998; Percent 
DP4.C24 Total housing units; Year structure built; 1990 to 1994; Number 
DP4.C25 Total housing units; Year structure built; 1990 to 1994; Percent 
DP4.C26 Total housing units; Year structure built; 1980 to 1989; Number 
DP4.C27 Total housing units; Year structure built; 1980 to 1989; Percent 
DP4.C28 Total housing units; Year structure built; 1970 to 1979; Number 
DP4.C29 Total housing units; Year structure built; 1970 to 1979; Percent 
DP4.C30 Total housing units; Year structure built; 1960 to 1969; Number 
DP4.C31 Total housing units; Year structure built; 1960 to 1969; Percent 
DP4.C32 Total housing units; Year structure built; 1940 to 1959; Number 
DP4.C33 Total housing units; Year structure built; 1940 to 1959; Percent 
DP4.C34 Total housing units; Year structure built; 1939 or earlier; Number 
DP4.C35 Total housing units; Year structure built; 1939 or earlier; Percent 
DP4.C36 Total housing units; Rooms; 1 room; Number 
DP4.C37 Total housing units; Rooms; 1 room; Percent 
DP4.C38 Total housing units; Rooms; 2 rooms; Number 
DP4.C39 Total housing units; Rooms; 2 rooms; Percent 
DP4.C40 Total housing units; Rooms; 3 rooms; Number 
DP4.C41 Total housing units; Rooms; 3 rooms; Percent 
DP4.C42 Total housing units; Rooms; 4 rooms; Number 
DP4.C43 Total housing units; Rooms; 4 rooms; Percent 
DP4.C44 Total housing units; Rooms; 5 rooms; Number 
DP4.C45 Total housing units; Rooms; 5 rooms; Percent 
DP4.C46 Total housing units; Rooms; 6 rooms; Number 
DP4.C47 Total housing units; Rooms; 6 rooms; Percent 
DP4.C48 Total housing units; Rooms; 7 rooms; Number 
DP4.C49 Total housing units; Rooms; 7 rooms; Percent 
DP4.C50 Total housing units; Rooms; 8 rooms; Number 
DP4.C51 Total housing units; Rooms; 8 rooms; Percent 
DP4.C52 Total housing units; Rooms; 9 or more rooms; Number 
DP4.C53 Total housing units; Rooms; 9 or more rooms; Percent 
DP4.C54 Total housing units; Rooms; Median (rooms); Number 
DP4.C55 Occupied Housing Units; Number 
DP4.C56 Occupied Housing Units; Percent 
DP4.C57 Occupied Housing Units; Year householder moved into unit; 1999 to March 2000; Number 
DP4.C58 Occupied Housing Units; Year householder moved into unit; 1999 to March 2000; Percent 
DP4.C59 Occupied Housing Units; Year householder moved into unit; 1995 to 1998; Number 
DP4.C60 Occupied Housing Units; Year householder moved into unit; 1995 to 1998; Percent 
DP4.C61 Occupied Housing Units; Year householder moved into unit; 1990 to 1994; Number 
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Number Table Name 
DP4.C62 Occupied Housing Units; Year householder moved into unit; 1990 to 1994; Percent 
DP4.C63 Occupied Housing Units; Year householder moved into unit; 1980 to 1989; Number 
DP4.C64 Occupied Housing Units; Year householder moved into unit; 1980 to 1989; Percent 
DP4.C65 Occupied Housing Units; Year householder moved into unit; 1970 to 1979; Number 
DP4.C66 Occupied Housing Units; Year householder moved into unit; 1970 to 1979; Percent 
DP4.C67 Occupied Housing Units; Year householder moved into unit; 1969 or earlier; Number 
DP4.C68 Occupied Housing Units; Year householder moved into unit; 1969 or earlier; Percent 
DP4.C69 Occupied Housing Units; Vehicles available; None; Number 
DP4.C70 Occupied Housing Units; Vehicles available; None; Percent 
DP4.C71 Occupied Housing Units; Vehicles available; 1; Number 
DP4.C72 Occupied Housing Units; Vehicles available; 1; Percent 
DP4.C73 Occupied Housing Units; Vehicles available; 2; Number 
DP4.C74 Occupied Housing Units; Vehicles available; 2; Percent 
DP4.C75 Occupied Housing Units; Vehicles available; 3 or more; Number 
DP4.C76 Occupied Housing Units; Vehicles available; 3 or more; Percent 
DP4.C77 Occupied Housing Units; House heating fuel; Utility gas; Number 
DP4.C78 Occupied Housing Units; House heating fuel; Utility gas; Percent 
DP4.C79 Occupied Housing Units; House heating fuel; Bottled, tank, or LP gas; Number 
DP4.C80 Occupied Housing Units; House heating fuel; Bottled, tank, or LP gas; Percent 
DP4.C81 Occupied Housing Units; House heating fuel; Electricity; Number 
DP4.C82 Occupied Housing Units; House heating fuel; Electricity; Percent 
DP4.C83 Occupied Housing Units; House heating fuel; Fuel oil, kerosene, etc.; Number 
DP4.C84 Occupied Housing Units; House heating fuel; Fuel oil, kerosene, etc.; Percent 
DP4.C85 Occupied Housing Units; House heating fuel; Coal or coke; Number 
DP4.C86 Occupied Housing Units; House heating fuel; Coal or coke; Percent 
DP4.C87 Occupied Housing Units; House heating fuel; Wood; Number 
DP4.C88 Occupied Housing Units; House heating fuel; Wood; Percent 
DP4.C89 Occupied Housing Units; House heating fuel; Solar energy; Number 
DP4.C90 Occupied Housing Units; House heating fuel; Solar energy; Percent 
DP4.C91 Occupied Housing Units; House heating fuel; Other fuel; Number 
DP4.C92 Occupied Housing Units; House heating fuel; Other fuel; Percent 
DP4.C93 Occupied Housing Units; House heating fuel; No fuel used; Number 
DP4.C94 Occupied Housing Units; House heating fuel; No fuel used; Percent 
DP4.C95 Occupied Housing Units; Selected characteristics; Lacking complete plumbing facilities; 
Number 
DP4.C96 Occupied Housing Units; Selected characteristics; Lacking complete plumbing facilities; 
Percent 
DP4.C97 Occupied Housing Units; Selected characteristics; Lacking complete kitchen facilities; 
Number 
DP4.C98 Occupied Housing Units; Selected characteristics; Lacking complete kitchen facilities; 
Percent 
DP4.C99 Occupied Housing Units; Selected characteristics; No telephone service; Number 
DP4.C100 Occupied Housing Units; Selected characteristics; No telephone service; Percent 
DP4.C101 Occupants per room; Occupied housing units; Number 
DP4.C102 Occupants per room; Occupied housing units; Percent 
DP4.C103 Occupants per room; Occupied housing units; 1.00 or less; Number 
DP4.C104 Occupants per room; Occupied housing units; 1.00 or less; Percent 
DP4.C105 Occupants per room; Occupied housing units; 1.01 to 1.50; Number 
DP4.C106 Occupants per room; Occupied housing units; 1.01 to 1.50; Percent 
DP4.C107 Occupants per room; Occupied housing units; 1.51 or more; Number 
DP4.C108 Occupants per room; Occupied housing units; 1.51 or more; Percent 
DP4.C109 Specified owner-occupied units; Number 
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Number Table Name 
DP4.C110 Specified owner-occupied units; Percent 
DP4.C111 Specified owner-occupied units; Value; Less than $50,000; Number 
DP4.C112 Specified owner-occupied units; Value; Less than $50,000; Percent 
DP4.C113 Specified owner-occupied units; Value; $50,000 to $99,999; Number 
DP4.C114 Specified owner-occupied units; Value; $50,000 to $99,999; Percent 
DP4.C115 Specified owner-occupied units; Value; $100,000 to $149,999; Number 
DP4.C116 Specified owner-occupied units; Value; $100,000 to $149,999; Percent 
DP4.C117 Specified owner-occupied units; Value; $150,000 to $199,999; Number 
DP4.C118 Specified owner-occupied units; Value; $150,000 to $199,999; Percent 
DP4.C119 Specified owner-occupied units; Value; $200,000 to $299,999; Number 
DP4.C120 Specified owner-occupied units; Value; $200,000 to $299,999; Percent 
DP4.C121 Specified owner-occupied units; Value; $300,000 to $499,999; Number 
DP4.C122 Specified owner-occupied units; Value; $300,000 to $499,999; Percent 
DP4.C123 Specified owner-occupied units; Value; $500,000 to $999,999; Number 
DP4.C124 Specified owner-occupied units; Value; $500,000 to $999,999; Percent 
DP4.C125 Specified owner-occupied units; Value; $1,000,000 or more; Number 
DP4.C126 Specified owner-occupied units; Value; $1,000,000 or more; Percent 
DP4.C127 Specified owner-occupied units; Value; Median (dollars); Number 
DP4.C128 Specified owner-occupied units; Mortgage status and selected monthly owner costs; With a 
mortgage; Number 
DP4.C129 Specified owner-occupied units; Mortgage status and selected monthly owner costs; With a 
mortgage; Percent 
DP4.C130 Specified owner-occupied units; Mortgage status and selected monthly owner costs; With a 
mortgage; Less than $300; Number 
DP4.C131 Specified owner-occupied units; Mortgage status and selected monthly owner costs; With a 
mortgage; Less than $300; Percent 
DP4.C132 Specified owner-occupied units; Mortgage status and selected monthly owner costs; With a 
mortgage; $300 to $499; Number 
DP4.C133 Specified owner-occupied units; Mortgage status and selected monthly owner costs; With a 
mortgage; $300 to $499; Percent 
DP4.C134 Specified owner-occupied units; Mortgage status and selected monthly owner costs; With a 
mortgage; $500 to $699; Number 
DP4.C135 Specified owner-occupied units; Mortgage status and selected monthly owner costs; With a 
mortgage; $500 to $699; Percent 
DP4.C136 Specified owner-occupied units; Mortgage status and selected monthly owner costs; With a 
mortgage; $700 to $999; Number 
DP4.C137 Specified owner-occupied units; Mortgage status and selected monthly owner costs; With a 
mortgage; $700 to $999; Percent 
DP4.C138 Specified owner-occupied units; Mortgage status and selected monthly owner costs; With a 
mortgage; $1,000 to $1,499; Number 
DP4.C139 Specified owner-occupied units; Mortgage status and selected monthly owner costs; With a 
mortgage; $1,000 to $1,499; Percent 
DP4.C140 Specified owner-occupied units; Mortgage status and selected monthly owner costs; With a 
mortgage; $1,500 to $1,999; Number 
DP4.C141 Specified owner-occupied units; Mortgage status and selected monthly owner costs; With a 
mortgage; $1,500 to $1,999; Percent 
DP4.C142 Specified owner-occupied units; Mortgage status and selected monthly owner costs; With a 
mortgage; $2,000 or more; Number 
DP4.C143 Specified owner-occupied units; Mortgage status and selected monthly owner costs; With a 
mortgage; $2,000 or more; Percent 
DP4.C144 Specified owner-occupied units; Mortgage status and selected monthly owner costs; With a 
mortgage; Median (dollars); Number 
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DP-4: Profile of Selected Housing Characteristics: 2000 (Continued) 
 
Number Table Name 
DP4.C145 Specified owner-occupied units; Mortgage status and selected monthly owner costs; Not 
mortgaged; Number 
DP4.C146 Specified owner-occupied units; Mortgage status and selected monthly owner costs; Not 
mortgaged; Percent 
DP4.C147 Specified owner-occupied units; Mortgage status and selected monthly owner costs; Not 
mortgaged; Median (dollars); Number 
DP4.C148 Specified owner-occupied units; Selected monthly owner costs as a percentage     of 
household income in 1999; Less than 15 percent; Number 
DP4.C149 Specified owner-occupied units; Selected monthly owner costs as a percentage     of 
household income in 1999; Less than 15 percent; Percent 
DP4.C150 Specified owner-occupied units; Selected monthly owner costs as a percentage     of 
household income in 1999; 15 to 19 percent; Number 
DP4.C151 Specified owner-occupied units; Selected monthly owner costs as a percentage     of 
household income in 1999; 15 to 19 percent; Percent 
DP4.C152 Specified owner-occupied units; Selected monthly owner costs as a percentage     of 
household income in 1999; 20 to 24 percent; Number 
DP4.C153 Specified owner-occupied units; Selected monthly owner costs as a percentage     of 
household income in 1999; 20 to 24 percent; Percent 
DP4.C154 Specified owner-occupied units; Selected monthly owner costs as a percentage     of 
household income in 1999; 25 to 29 percent; Number 
DP4.C155 Specified owner-occupied units; Selected monthly owner costs as a percentage     of 
household income in 1999; 25 to 29 percent; Percent 
DP4.C156 Specified owner-occupied units; Selected monthly owner costs as a percentage     of 
household income in 1999; 30 to 34 percent; Number 
DP4.C157 Specified owner-occupied units; Selected monthly owner costs as a percentage     of 
household income in 1999; 30 to 34 percent; Percent 
DP4.C158 Specified owner-occupied units; Selected monthly owner costs as a percentage     of 
household income in 1999; 35 percent or more; Number 
DP4.C159 Specified owner-occupied units; Selected monthly owner costs as a percentage     of 
household income in 1999; 35 percent or more; Percent 
DP4.C160 Specified owner-occupied units; Selected monthly owner costs as a percentage     of 
household income in 1999; Not computed; Number 
DP4.C161 Specified owner-occupied units; Selected monthly owner costs as a percentage     of 
household income in 1999; Not computed; Percent 
DP4.C162 Specified renter-occupied units; Number 
DP4.C163 Specified renter-occupied units; Percent 
DP4.C164 Specified renter-occupied units; Gross rent; Less than $200; Number 
DP4.C165 Specified renter-occupied units; Gross rent; Less than $200; Percent 
DP4.C166 Specified renter-occupied units; Gross rent; $200 to $299; Number 
DP4.C167 Specified renter-occupied units; Gross rent; $200 to $299; Percent 
DP4.C168 Specified renter-occupied units; Gross rent; $300 to $499; Number 
DP4.C169 Specified renter-occupied units; Gross rent; $300 to $499; Percent 
DP4.C170 Specified renter-occupied units; Gross rent; $500 to $749; Number 
DP4.C171 Specified renter-occupied units; Gross rent; $500 to $749; Percent 
DP4.C172 Specified renter-occupied units; Gross rent; $750 to $999; Number 
DP4.C173 Specified renter-occupied units; Gross rent; $750 to $999; Percent 
DP4.C174 Specified renter-occupied units; Gross rent; $1,000 to $1,499; Number 
DP4.C175 Specified renter-occupied units; Gross rent; $1,000 to $1,499; Percent 
DP4.C176 Specified renter-occupied units; Gross rent; $1,500 or more; Number 
DP4.C177 Specified renter-occupied units; Gross rent; $1,500 or more; Percent 
DP4.C178 Specified renter-occupied units; Gross rent; No cash rent; Number 
DP4.C179 Specified renter-occupied units; Gross rent; No cash rent; Percent 
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DP-4: Profile of Selected Housing Characteristics: 2000 (Continued) 
 
Number Table Name 
DP4.C180 Specified renter-occupied units; Gross rent; Median (dollars); Number 
DP4.C181 Specified renter-occupied units; Gross rent as a percentage of household income in 1999; Less 
than 15 percent; Number 
DP4.C182 Specified renter-occupied units; Gross rent as a percentage of household income in 1999; Less 
than 15 percent; Percent 
DP4.C183 Specified renter-occupied units; Gross rent as a percentage of household income in 1999; 15 
to 19 percent; Number 
DP4.C184 Specified renter-occupied units; Gross rent as a percentage of household income in 1999; 15 
to 19 percent; Percent 
DP4.C185 Specified renter-occupied units; Gross rent as a percentage of household income in 1999; 20 
to 24 percent; Number 
DP4.C186 Specified renter-occupied units; Gross rent as a percentage of household income in 1999; 20 
to 24 percent; Percent 
DP4.C187 Specified renter-occupied units; Gross rent as a percentage of household income in 1999; 25 
to 29 percent; Number 
DP4.C188 Specified renter-occupied units; Gross rent as a percentage of household income in 1999; 25 
to 29 percent; Percent 
DP4.C189 Specified renter-occupied units; Gross rent as a percentage of household income in 1999; 30 
to 34 percent; Number 
DP4.C190 Specified renter-occupied units; Gross rent as a percentage of household income in 1999; 30 
to 34 percent; Percent 
DP4.C191 Specified renter-occupied units; Gross rent as a percentage of household income in 1999; 35 
percent or more; Number 
DP4.C192 Specified renter-occupied units; Gross rent as a percentage of household income in 1999; 35 
percent or more; Percent 
DP4.C193 Specified renter-occupied units; Gross rent as a percentage of household income in 1999; Not 
computed; Number 
DP4.C194 Specified renter-occupied units; Gross rent as a percentage of household income in 1999; Not 
computed; Percent 
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APPENDIX I: Additional Statistical Analyses 
 
An alternative multiple regression path analysis was performed to assess whether 
1999 Fall semester FTIAC student data could predict retention based on the student’s 
status as a graduate, dropout, or still-enrolled student. This analysis focused on race, 
specifically if the students were White or non-White, because in the review of the 
literature the author identified studies indicating that minority students had lower 
retention rates than students from the majority race (e.g., Horn, 2007; National Center for 
Education Statistics, 2006, EMU IPEDS data feedback report, 2006). A new variable was 
created using the students’ ethnic identifier, which was recoded into a variable 
“WhiteorNonWhite.” The values for this variable were 1 = White and 0 = NonWhite. 
In Figure 16, EMU students’ status was categorized as 4 = graduated, 3 = 
enrolled, and 2 = dropped out. This variable became the dependent variable in the overall 
multiple regression model. The dependent variable was predicted by the independent 
variable of the individual’s WhiteorNonWhite status and the following five census-tract 
variables (also serving as independent variables): (1) Median Age, (2) Percentage of 
Whites, (3) Percentage of Married Couples, (4) Percentage of Female Headed Families, 
and (5) Percentage of College Students. 
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Figure 16. Alternative multiple regression path analysis model predicting current 
Eastern Michigan University student status. 
  
In Figure 16, the three variables on the far left (White or non-White, Median Age, and 
percentage of Whites) were believed to influence the three variables in the middle (i.e., 
percentage of married couples, percentage of female-headed families, and percentage of 
college students), which when taken together were believed to influence current student 
status. Similar to the results presented in Figure 13, the Adjusted R Square value on the 
model was also dismal at 0.03 (p < .001). In other words, this model left out 97% of the 
information required to successfully predict retention as measured by the current student 
status variable.  
Again, the largest impediment to this model was the obvious lack of individual 
data on each student. Questions such as: “How well do individual students match their 
home demographic census tract averages?” “How well do individuals match the Ypsilanti 
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demographic census tract average?” and “How well do individual students match their 
home and Ypsilanti’s census tract averages on high- and low-risk characteristics (which 
are shown in the literature to be associated with a propensity toward attrition among 
college students) have an impact their retention or non-retention?” Since this information 
was not obtained, the model failed to predict retention in this study with any real degree 
of magnitude. Nevertheless, important relationships between the independent and 
dependent variables were found in this model, and certain independent variables proved 
to be more strongly predictive of current student status than did others. 
 Table 26 includes the Decomposition of Effects, or the additive influence of each 
independent variable in the prediction of the dependent variable. In this model, each 
independent variable’s influence could be measured in the following three effects: (1) the 
total association that is the direct plus indirect effect, (2) the direct effect that is the path 
directly between the independent variable and the dependent one, and (3) the indirect 
effect that is the sum of the products of each independent variable’s beta coefficient 
multiplied by the beta coefficients of each of the other independent variables that lie in 
the path of the independent variable and the dependent variable. Indirect effects indicated 
the spurious or mediating influences of other independent variables on a given 
independent variable’s direct influence on the dependent variable.  
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Table 26 
Decomposition of Effects for Eastern Michigan University Students 
Structural Paths* Total Association Direct Effects Indirect Effects 
CSS To MC% 
CSS To FF% 
CSS To College % 
CSS To 
WhiteorNonWhite 
CSS To MA 
CSS To White % 
.154 
.139 
.177 
 
.104 
.190 
.238 
.154 
.139 
.177 
 
.103 
.084 
.043 
None 
None 
None 
 
.0012 
.106 
.195 
*CSS= Current Student Status; MC%= Married Couple %; FF%= Female headed Family %; MA= Median 
Age. 
 
Between current student status and the following three independent variables, 
there are no indirect effects: (1) percentage of married couples, (2) percentage of female-
headed families, and (3) percentage of college students. Between White or non-White and 
current student status there are three indirect paths calculated as follows: (1) White or 
non-White to percentage of married couples (.005 * .15 = .0008), (2) White or non-White 
to percentage of female-headed families (.012 * .14 = .0002), and (3) White or non-White 
to percentage of college students (.005 * .18 = .0009); then the sums of the products of 
the respective beta coefficients were added (.00008 + .0002 + .0009 = .0012). 
Between median age and current student status there are three indirect paths 
calculated as follows: (1) median age to percentage of married couples (.40 * .15 = .006), 
(2) median age to percentage of female-headed families (.11 * .14 = .015), and (3) 
median age to percentage of college students (.47 * .18 = .085); then the sums of the 
products of the respective beta coefficients were added (.006 +.015 + .085 = .106). 
Between percentage of Whites and current student status there were three indirect 
paths calculated as follows: (1) percentage of Whites to percentage of married couples 
(.47 * .15 = .060), (2) percentage of Whites to percentage of female-headed families (.81 
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* .14 = .113), and (3) percentage of Whites to percentage of college students (.12 * .18 = 
.022); then the sums of the products of the respective beta coefficients were added (.060 
+.113 + .022 = .195).  
As with Figure 35, the highest magnitude of indirect effect was found in the paths 
that lie between percentage of Whites and current student status. Again, the main reason 
that percentage of Whites had such a relatively strong influence on current student status 
has two possible explanations. First, this model had an Adjusted R Square of only 0.03 
and strongly failed to predict retention; second, the high rates of never marrying among 
non-Whites, specifically African Americans (U.S. Census Bureau, 2005), strongly 
predicted percentage of female-headed families. The combination of these two factors 
explained the higher indirect value in comparison to the direct value. 
Logistic Regression 
Logistic Regression was performed to assess the goodness of fit of the Regression 
Model (see Figure 35) if the dependent variable status were recoded into two distinct and 
dichotomous variables. Status was recoded into “Graduated,” a dichotomous variable 
representing the EMU graduates = 1 versus non-graduates = 0. Status was also recoded 
into “Dropouts,” a dichotomous variable representing the EMU dropouts = 1 versus non-
dropouts = 0. Logistic Regression allows researchers to predict binary outcomes such as 
dropping out or not, as well as graduating or not graduating, using independent variables 
that are believed to have predictable relationships to the binary dependent variable.  
Two separate binary Logistic Regression models were tested. The first predicted 
the likelihood of EMU students graduating using the following six independent variables 
as predictors: (1) Married Couples %, (2) Female-Headed Families %, (3) Students in 
  
  
303 
College %, (4) Gender, (5) Median Age, and (6) White %. The results were as follows: 
The model predicted .04% (one % higher than the multiple regression models) as 
indicated by the Nagelkerke R Square value. The following six Logistic Regression 
coefficients were significant at the .01 level: (1) Married Couples % [.02], (2) Female-
Headed Families % [.04], (3) Students in College % [.02], (4) Gender [.40], (5) Median 
Age [.04], and (6) White % [.01]. 
The second binary Logistic Regression model predicted the likelihood of EMU 
students dropping out using the following six independent variables as predictors: (1) 
Married Couples %, (2) Female-Headed Families %, (3) Students in College %, (4) 
Gender, (5) Median Age, and (6) White %. Similar to the first binary Logistic Regression 
analysis, the model predicted .04 % (1% higher than the multiple regression model) as 
indicated by the Nagelkerke R Square value. The Logistic Regression coefficients were 
significant at the .01 level: (1) Married Couples % [-.02], (2) Female-Headed Families % 
[-.02], (3) Students in College % [-.02], (4) Gender [-.33], (5) Median Age [-.03], and (6) 
White % [-.01]. 
Results from both binary logistic regression models indicated that individual 
student data were lacking. These models had very low predictability. Yet the independent 
variables directly predicted the odds of graduating and inversely predicted the odds of 
dropping out. Unfortunately, these models did not add to the evaluation of the hypotheses 
for this study.  
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