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Abstract 
Current research in convolutional neural networks (CNN) focuses mainly on changing the 
architecture of the networks, optimizing the hyper-parameters and improving the gradient descent. 
However, most work use only 3 standard families of operations inside the CNN, the convolution, 
the activation function, and the pooling. In this work, we propose a new family of operations based 
on the Green’s function of the Laplacian, which allows the network to solve the Laplacian, to 
integrate any vector field and to regularize the field by forcing it to be conservative. Hence, the 
Green’s function (GF) is the first operation that regularizes the 2D or 3D feature space by forcing 
it to be conservative and physically interpretable, instead of regularizing the norm of the weights. 
Our results show that such regularization allows the network to learn faster, to have smoother 
training curves and to better generalize, without any additional parameter. The current manuscript 
presents early results, more work is required to benchmark the proposed method.  
1 Introduction 
Since the year 2015, the convolutional neural networks (CNN) rose quickly to become the best 
machine learning technique used to solve many computer vision problems such as classification 
[1,2], edge detection [3,4], skeleton extraction [5] and salient object detection [6,7]. In fact, recent 
algorithms perform near the human-level [3]. For each of these tasks, major work is done on 
optimizing the architecture and the hyperparameters of the networks, with some work done on 
optimizing the gradient descent [8]. However, most networks only use 3 families of operations: the 
convolutional kernel (with trainable weights), the pooling and the activation function [2,3,5,9].  
The objective of this study is to present a new family of operation based on the Green’s function 
convolution (GF), which allows solving the Laplacian, to integrate any vector field and to 
regularize it by making it conservative. These new operations have many advantages since they 
allow to propagate information in the whole feature space and are not limited by the receptive field 
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of the convolutional layer. Furthermore, by enforcing conservative fields, they regularize the 
network into having a physically interpretable feature space, which we showed to improve the 
training time, to reduce the noise in the training curve, and to better generalize to more complex 
images. 
The Green’s function was previously used in computer vision mainly for image editing in the 
gradient domain [10,11], but it was only recently used in our previous work for CNNs [12] for the 
task of salient object detection. In the current work, we generalize the idea that was previously 
proposed and show that it can be applied to any kind of 2D or 3D CNN.  
2 Methodology 
2.1 The numerical Green’s function  
This subsection shows how to build the numerical Green’s function using the convolution theorem 
and the numerical Fourier transform. It summarizes the main results from our previous work [11].  
To generate the Green’s function, we first define the zero-padded matrices ?̌?∇2  and 𝛿 in equations 
(1) and (2), where the top left corner are the 3 × 3 Laplacian and Dirac kernels and the rest of the 
matrices are 0-valued. Both matrices are the same size as the Laplacian matrix 𝐿 that we want to 
solve.  
?̌?𝛻2 ≡
[
 
 
 
 
 
 0 −1 0 ⋯ 0
−1 4 −1
0 −1 0
⋮ ⋱
0 0⏟              
𝑠𝑖𝑧𝑒(𝐿) ]
 
 
 
 
 
 
 (1) 
𝛿 ≡
[
 
 
 
 
 
 0 0 0 ⋯ 0
0 1 0
0 0 0
⋮ ⋱
0 0⏟            
𝑠𝑖𝑧𝑒(𝐿) ]
 
 
 
 
 
 
 (2) 
Using these matrices, we find the Green’s function in the Fourier domain ?̌?mono
ℱ  in equation (3), 
where ℱ is the numerical Fourier transform.  
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?̌?mono
ℱ =
ℱ(𝛿)
ℱ(?̌?𝛻2)
 (3) 
Hence, we can solve the Laplacian 𝐿 and find it’s associated potential 𝐼𝑐 using equation (4), where 
ℛ is the real part of a complex number and ∘ is the Hadamard element-wise product. We note that 
the integration constant 𝑐 can be defined arbitrarily, depending on the application.  
𝐼𝑐 = ℛ (ℱ
−1(ℱ(𝐿) ∘ ?̌?mono
ℱ )) + 𝑐 (4) 
2.2 Pseudo-code 
In this section, we provide some Python-based pseudo-codes, based on our previous work [11].  
First, Algorithm A shows how to compute the Green’s function green_F (previously noted ?̌?mono
ℱ ) 
for an image of size image_size. Then, Algorithm B shows how the previous Green’s function 
is used to solve the given Laplacian padded_L with equation (4).  
For both algorithms, we must keep in mind that the 2D FFT fft and inverse FFT ifft produce 
complex outputs, meaning that the products and division must be used accordingly. The code 
simplicity allowed us to implement the solver using Matlab, C++ (OpenCV) and Python 
(Tensorflow and Pytorch).   
For a 3D CNN, the procedure is identical, except that the Dirac and Laplacian matrices should use 
the 3D definition, and should be of size 3x3x3. The padding and cropping should also be applied 
in the 3 dimensions.  
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Algorithm A. Python-based pseudo-code for computing Green’s function 
# Inputs:  
# image_size: The size of the image 
# pad: The padding to add around the image 
 
# Find the size of the desired matrices 
pad ← 4 
green_function_size ← image_size + 2 * pad 
 
# Create the Dirac and Laplace kernels 
dirac ← zeros(green_function_size) 
dirac[1, 1] ← 1 
laplace ← zeros(green_function_size) 
laplace[0:3, 0:3] ← [[0, 1,  0],  
                     [1, -4, 1],  
                     [0, 1,  0]] 
 
# Compute the Green’s function, and set the integration constant to 0 
green_F ← fft(dirac) / fft(laplace) 
green_F[0, 0] ← 0 
 
Algorithm B. Python-based pseudo-code for solving the padded Laplacian 
# Inputs:  
# padded_L: The Laplacian of the padded image 
# green_F: The result of Algorithm A 
 
# Solving the padded Laplacian using Green’s function convolution 
I ← ifft(fft(padded_L) * green_F) 
 
# Integration constant and cropping 
I ← I – I[0, 0] 
I ← I[pad:-pad, pad:-pad] 
 
2.3 Image classification 
Due to our previous work showing the improvement of saliency results [12] and the enabling of an 
unlimited receptive field, one of the hypotheses for the current work is that the GF will improve 
many different kinds of CNN for image analysis. To explore this idea, we start with the task of 
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image classification since it is one of the most studied problems with the most straightforward 
CNN architectures [9].  
Hence, we started by studying the effect of the GF on a Google-net architecture applied on the 
MNIST [13,14] dataset. The MNIST dataset has 70,000 images of handwritten digits with a total 
of 10 classes (one per digit) [13,14]. It is one of the most simple classification datasets since digits 
are easier to classify than real images with an accuracy of 99.3% in 1998 [14]. The Google-net 
contains 6 consecutive inception layers and is usually used for more complex image classification 
[1]. For the simpler task of digits recognition, we only used 2 inception layers with 16 channels per 
layer in the first inception module and 32 channels per layer in the second module. The networks 
are coded using Tensorflow® with an Adam optimizer [8], a learning rate of 10−4 and a batch size 
of 50 images. These parameters were selected using a grid search to maximize the results of the 
standard network (without GF), but the number of parameters was kept low since the MNIST task 
is simple.  
2.4 Gradient integration and derivative 
To try to improve the results of the Google-net with the GF, we developed the GID (Gradient 
Integration Derivative). Then, we added a GID layer to each of the inception modules as shown in 
Figure 1. The GID layer is explained in Figure 2 and uses a Conv-layer after its input without an 
activation function or bias, meaning that the layer is simply a linear combination of the previous 
layer. It is meant to allow negative values since the input is strictly positive due to the Relu 
activation.  
The GID is based on the idea that the features are a vector field similar to a gradient [9] or to Gabor 
functions which are mostly similar to Gaussian derivatives [9,15]. Hence, the GID computes the 
derivatives 𝑑𝑥 and 𝑑𝑦 of the features to obtain a Laplacian. For the integration, the GID uses the 
GF developed in section  to solve the Laplacian. This is followed by the derivative step of the GID 
to compute a new vector field similar to the input one.  
In addition to the GID layer, some simpler variants are also possible, such as the Laplacian 
integration and gradient integration, which are also shown in Figure 2. It is important to note that 
the GF-based layers do not need to be applied on all the input channels, they can only be applied 
to some of the channels.  
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Figure 1: Inception module of the Google-net [1] with an added GDI2 or GDI3 layer. The 
Conv + R indicate a convolutional layer with a Relu activation function, the 𝑛 × 𝑛 means that the 
kernel size is 𝑛 and the 𝑚(S) means that the stride is 𝑚.  
 
Figure 2: Internal structure of the different GF-based layers, notably the Laplacian integration 
(LI), gradient integration (GI) and gradient integration derivative (GID). The 𝑑𝑥 and 𝑑𝑦 represent 
numerical derivatives and the Conv-layer does not use an activation function or bias; the 𝑛 × 𝑛 
means that the kernel size is 𝑛 and the 𝑚(S) means that the stride is 𝑚. GFC is the Green’s 
function convolution presented in Algorithm B. 
3 Results and discussion 
3.1 Prototype and early results for the classification CNN 
When testing the smaller Google-net composed of 2 inception modules on the MNIST dataset, we 
observe that the added GID significantly improves the results compared to the standard network, 
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with all other parameters being the same. The convergence to a 97% validation success rate is 
around 5.1 times faster with GID. Furthermore, after 20,000 iterations, the model with the GID 
maxed to a smoothed validation accuracy of 98.80%, compared to 98.35% without the GID, which 
is a 27% decrease in the error rate. These results are observed in Figure 3 where the orange line is 
strictly better (higher accuracy) than the blue line, especially for a low number of iterations. 
Furthermore, the orange line appears smoother than the blue line, meaning that it was easier for the 
gradient descent to converge to a minimum when using GID. A downside of the added GID is that 
the training time is 2.0 times longer, but this still means that the convergence to 97% is 2.5 times 
faster than the standard network.  
This same behavior was observed using different random seeds and using different 
hyperparameters. It is important to note that the GID layer adds no additional parameter, except 
for a single weight per feature, which cannot explain the difference in performance nor the 
decreased convergence time.  
 
Figure 3: Validation accuracy on the MNIST dataset for a smaller Google-net with 2 inception 
layers. The blue line is the standard network and the orange line is the same network with the 
added GID in each inception layer.  
Before having a final verdict on the performance of the GID, it is necessary to perform varied tests 
with deeper CNN and more complex images. However, we believe that GID will still be able to 
improve the results for many reasons.  First, the integration with a Green’s function followed by a 
derivative allows transforming the initial vector field of features into a conservative field, as 
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demonstrated by Beaini et al. [11]. This conservative field has more continuous and smoother 
features with an unlimited receptive field between the given features.  
We also believe that the conservative field features “make more physical sense”: for example, if 
we take a human picture and ask to identify the head, a non-conservative field could select an open 
shape, such as a ¾ of a circle. This does not make physical sense since the head feature should be 
a closed shape. For the conservative field, such open shape will be forced to close by a smooth 
gradient such as demonstrated by Beaini et al. [16]. Hence, the conservative feature field means 
that the features are physically interpretable and can be integrated into an existing potential 
solution.  
Moreover, we know that detecting features in every possible orientation requires at least 2 kernels 
with non-colinear features, the same way that we need at least 2 vectors to generate the full 2D 
space. In that sense, the GID is very useful since it regularizes the features by encouraging half of 
the features to be perpendicular to the other half to allow integration with the GF. All those reasons 
put together are believed to accelerate the optimization of the CNN by encouraging the gradient 
descent to follow a better optimization path.  
In summary, we developed the GID which integrates the CNN features using a Green’s function 
and derivates them back to give features represented by a conservative field. The GID was tested 
using a 2 inception layers Google-net on the MNIST handwritten digits dataset. The GID proved 
to reduce the final convergence error of 27%, requires 5.1 times fewer iterations to converge and 
has a smoother validation curve.  
We are confident that this work can generalize to more tasks, due to the early results and the 
previous strong success of the Green’s function (GF) for salient object detection [12], which 
allowed the network to generalize to more complex, darker and noisier images. However, more 
tests of the GID are required to verify if it helps improve the results with more complex networks 
and images. 
3.2 Future work: Generative networks 
In addition to using the GF for classification networks, we also believe the GF can be used for 
generative networks (GN) such as the popular generative adversarial networks (GAN) [17,18]. We 
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expect the GF to have many advantages such as the regularization of the GN, the generation of a 
gradient, and the unlimited receptive field.  
Regularizing the GN. Since the GF was shown to regularize a CNN by making it learn only 
features that are physically possible, we believe that it will help the GN focus on physically possible 
images. For example, a standard GN could generate a shape, but without properly closing its 
boundaries. However, using the GF, we believe that such an option will be avoided, thus improving 
the training of the GN.  
Generating the gradient. Another aspect is that the GN could be used to generate the gradient of 
the image instead of generating the image. Then, the GF will be used to integrate the gradient into 
the desired image. This will mimic how humans generate images by drawing the contours of an 
object before filling it up. By using the GI layer from Figure 2, or the hybrid GIS layer proposed 
by Beaini et al. [12], the GN will be able to combine both gradient-domain and image-domain 
information for the generation. In fact, the field of gradient-domain image painting or editing is 
well developed for human software [10,11,19,20]. 
Unlimited receptive field. Finally, the GF will enable unlimited receptive field between the pixels 
of the generated image, which is fundamental in ensuring that the pixels are generated based on 
global information. 
3.3 Limitations 
Known limitations are the computational complexity of the FFT algorithm being 𝑂(𝑛 log 𝑛), with 
𝑛 being the total number of pixels, which is greater than the linear complexity of the CNN. 
However, when 𝑛 is very large such as for a 32x32 image, the logarithmic term is negligible 
compared to the linear term. Another limitation is that these layers are only useful for CNN of 2D, 
3D or more dimensions since the integral of a 1D vector is trivial and does not require the Green’s 
function.  
4 Conclusion 
Building on the success of the Green’s function (GF) inside CNNs for salient object detection, we 
generalized the usage of GF by developing integration layers that can be used in any kind of CNN. 
We showed an example of a classification task on a handwritten digit dataset and demonstrated 
that the GF-based layer significantly improved the results and the training of the network. However, 
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more work is needed to demonstrate the advantage of GF-based layers for more complex and 
diverse classification tasks and different network architectures.  
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