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Sur la re´alisation des modules instables
DongHua Jiang
Abstract In this article, we give some conditions on the structure of an
unstable module, which are satisfied whenever this module is the reduced
cohomology of a space or a spectrum. First, we study the structure of the
sub-modules of ΣsH˜∗(B(Z/2)⊕d;Z/2), i.e., the unstable modules whose
nilpotent filtration has length 1. Next, we generalise this result to unstable
modules whose nilpotent filtration has a finite length, and which verify an
additional condition. The result says that under certain hypotheses, the
reduced cohomology of a space or a spectrum does not have arbitrary large
gaps in its structure. This result is obtained by applying Adams’ theorem on
the Hopf invariant and the classification of the injective unstable modules.
This work was carried out under the direction of L. Schwartz.
Re´sume´ Dans cet article, on donne des restrictions sur la structure d’un
module instable, qui doivent eˆtre ve´rifie´es pour que celui-ci soit la coho-
mologie re´duite d’un espace ou d’un spectre. On commence par une e´tude
sur la structure des sous-modules de ΣsH˜∗(B(Z/2)⊕d;Z/2), i.e., les mod-
ules instables dont la filtration nilpotente est de longueur 1. Ensuite, on
ge´ne´ralise le re´sultat aux modules instables dont la filtration nilpotente est
de longueur finie, et qui ve´rifient une condition supple´mentaire. Le re´sultat
dit que sous certaines hypothe`ses, la cohomologie re´duite d’un espace ou
d’un spectre ne contient pas de lacunes de longueur arbitrairement grande.
Ce re´sultat est obtenu par application du ce´le`bre the´ore`me d’Adams sur
l’invariant de Hopf et de la classification des modules instables injectifs.
Ce travail est effectue´ sous la direction de L. Schwartz.
AMS Classification 55N99; 55S10
Keywords Ope´rations de Steenrod; module instable; the´ore`me d’Adams;
la classification des modules instables injectifs
1 Introduction
En topologie alge´brique, pour distinguer les espaces, on introduit des invariants,
tels que l’homologie, la cohomologie et les groupes d’homotopie des espaces.
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Nous nous inte´ressons dans cet article a` la cohomologie re´duite des espaces en
tant que module instable sur l’alge`bre de Steenrod. Nous conside´rons d’abord
le cas p = 2, les ge´ne´ralisations pour les nombres p premiers impairs seront
donne´es dans la dernie`re section.
Un proble`me central sur les modules instables est de savoir quand un tel module
est la cohomologie re´duite d’un espace. Un re´sultat ce´le`bre de J.F. Adams
impose des restrictions fortes a` un module instable pour qu’il soit la cohomologie
re´duite d’un espace. Voici le re´sultat d’Adams dont il est question:
The´ore`me 1 (Adams [1]) Soit X un espace ou un spectre, k ≥ 4, soit
x ∈ Hn(X;Z/2) tel que Sq2
i
x = 0, ∀ i < k , alors Sq2
k
x ∈
∑
i<k Im(Sq
2i).
De´finition 1 Un module sur l’alge`bre de Steenrod M est un module instable
si pour tout e´le´ment x ∈M , Sqix = 0 quand i > |x|. Ici, |x| de´signe le degre´
de x.
Comme Sq0 est l’identite´, ceci implique que les modules instables sont triviaux
en degre´ strictement infe´rieur a` ze´ro.
De´finition 2 Par lacune de longueur d dans un module instable M , on entend
une suite d’entiers I = {i, · · · , i+ d− 1} telle que M j = {0}, si j ∈ I , M i−1 6=
{0}, M i+d 6= {0}. On note cette lacune par (i− 1, i + d) ou (i− 1, i+ d− 1].
Issue du the´ore`me d’Adams, une question inte´ressante est de savoir si dans la
cohomologie mod 2 d’un espace, il peut exister ou non des lacunes de longueur
arbitrairement grande. Dans cet article, on de´montre que c’est impossible sous
certaines hypothe`ses supple´mentaires sur la structure du module instable.
Nous devons rappeler, pour e´noncer ces conditions, diverses de´finitions. Rap-
pelons qu’un module M est connexe si M≤0 = {0}, un module instable est
donc connexe si M0 = {0}.
De´finition 3 La suspension d’un module instable M est le module ΣM tel
que (ΣM)n = Mn−1 , ∀ n.
De´finition 4 Un module instable M est re´duit si le morphisme Sq0 :M →M
de´fini par Sq0(x) = Sq
|x|(x), ∀ x ∈M , est injectif.
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On va se restreindre dans la suite a` e´tudier des modules instables dont
l’enveloppe injective est somme directe finie d’objets injectifs inde´composables.
D’apre`s la classification des U−injectifs (Lannes-Schwartz, [5]), on sait que
pour un tel module instable re´duit M , il existe des entiers d et αd tels que M
se plonge dans H∗(B(Z/2)⊕d;Z/2)⊕αd . Si M est connexe, on peut supposer
αd = 1. Donc pour e´tablir une proprie´te´ pour les modules instables re´duits, il
suffit de le faire pour les sous-modules instables de H∗(B(Z/2)⊕d;Z/2)⊕αd .
Dans la suite on supposera αd = 1, les de´monstrations s’e´tendent sans
proble`me.
De´finition 5 (Schwartz [9]) Un module instable M est s−nilpotent s’il est
l’union de ses sous-modules ayant une filtration finie dont les quotients sont des
s− e`me suspensions.
Soit U la cate´gorie des modules instables. On de´signe N ils la sous-cate´gorie
abe´lienne pleine de U des modules s−nilpotents. La sous-cate´gorie N ils est
e´paisse (voir [2], [10]). On a une filtration de U :
· · · ⊂ N il2 ⊂ N il1 = N il ⊂ N il0 = U .
Soit nils : U → N ils l’adjoint a` droite de l’inclusion N ils →֒ U , nilsM est le
plus grand sous-module d’un module instable M dans N ils et on a la filtration
nilpotente de M :
· · · ⊂ nil2M ⊂ nil1M ⊂ nil0M = M.
Proposition 1 ([4], [8]) Soit M un module instable. Alors le quotient
nilsM/nils+1M est la s− e`me suspension d’un module instable re´duit Rs , donc
nilsM/nils+1M ∼= Σ
sRs.
De´finition 6 La filtration nilpotente d’un module instable M est de longueur
finie s’il existe un n ≥ 0 tel que nilnM = 0.
De´finition 7 Soit M un module instable connexe re´duit non-trivial. On
de´signe par n1 < n2 < · · · les degre´s n tels que M
n 6= {0}. Supposons
que M se plonge dans H∗(B(Z/2)⊕d;Z/2). Le module instable M sera dit de
type T , s’il contient une lacune (s, s + l] avec s ≥ n1 et
l ≥ max{2d+4, nj+1 − nj | j = 1, · · · , 1 + (d− 1)2
d−2}.
Remarque Le module M est ne´cessairement infini car M est re´duit non-
trivial.
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Le re´sultat principal de cet article est le the´ore`me suivant:
The´ore`me 2 Soit M un A2−module qui est une suspension ite´re´e d’un sous-
module de type T de H˜∗(B(Z/2)⊕d;Z/2). Alors M n’est pas re´alisable, i.e., il
n’existe aucun espace X tel que M = H˜∗(X;Z/2).
En fait le the´ore`me d’Adams s’applique aussi aux spectres. Il en est donc de
meˆme du the´ore`me pre´ce´dent, la suspension ite´re´e peut eˆtre positive ou ne´gative
et le module n’est ni la cohomologie re´duite d’un espace ni la cohomologie d’un
spectre.
Une ge´ne´ralisation de ce the´ore`me est faite sous certaines hypothe`ses pour les
modules instables connexes ayant une filtration nilpotente de longueur finie.
De´finition 8 Soit M un module instable infini connexe dont la filtration
nilpotente est de longueur finie. Les quotients nilsM/nils+1M non-triviaux
s’e´crivent sous la forme ΣmiRmi , Rmi re´duits, i = 1, · · · , t, m1 < · · · < mt .
Notons que l’un au moins des Rmi est infini. Supposons qu’il existe des entiers
d et αd tels que tous les Rmi se plongent dans H
∗(B(Z/2)⊕d;Z/2)⊕αd . Notons
I ⊂ {1, · · · , t} le sous-ensemble des i tels que Rmi soit infini, et soit n1,i <
n2,i < · · · les degre´s en lesquels ce module est non-trivial.
Soit δ tel que 2δ ≥ t > 2δ−1 . Le module instable M sera dit de type T s’il
contient une lacune (s, s+ l] avec s ≥ min{mi + n1,i | i ∈ I} et
l ≥ max{(mt + 1)2
d+4, nj+1,i − nj,i | i ∈ I, j = 1, · · · , 1 + (d+ δ − 1)2
d−2}.
Condition 1 Soit M un module instable connexe dont la filtration nilpotente
est de longueur finie. En utilisant les notations introduites dans la de´finition
pre´ce´dente, on dira que M ve´rifie la condition 1 si
mi+1 −mi 6= 1, 2, 4, 8, 1 ≤ i ≤ t− 1,
mi+2 −mi 6= 8, 1 ≤ i ≤ t− 2,
c’est-a`-dire, mj −mi = 2
β n’a pas de solution pour 1 ≤ i, j ≤ t et 0 ≤ β ≤ 3.
The´ore`me 3 Soit M un module qui est une suspension ite´re´e (positive ou
ne´gative) d’un module instable connexe dont la filtration nilpotente est de
longueur finie, qui est de type T et ve´rifie la condition 1. Alors M n’est pas
re´alisable, i.e., il n’existe aucun espace ou spectre X tel que M = H˜∗(X;Z/2).
Corollaire 1 La longueur des lacunes ne peut pas eˆtre arbitrairement grande
dans un module instable connexe re´alisable dont la filtration nilpotente est de
longueur finie et qui ve´rifie la condition 1.
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Dans cet article, on ne conside`re que les modules dont l’enveloppe injective
est somme directe finie de modules injectifs inde´composables. Les re´sultats
obtenus sont conse´quences du the´ore`me d’Adams et de la classification de
Lannes-Schwartz.
Voici quelques de´tails sur le plan de cet article. Dans la section 2, on de´finit des
ope´rations Qst , s, t ≥ 0, qui ge´ne´ralisent les ope´rations de Milnor. La section
3 contient un re´sultat combinatoire. En utilisant ce re´sultat, le the´ore`me 2 est
de´montre´ dans la section 4. Ensuite, le the´ore`me 3 est de´montre´ dans la section
5. La dernie`re section contient des ge´ne´ralisations pour le cas p premier impair.
Il y a un appendice a` la fin sur les ope´rations Qst .
L’auteur tient a` remercier le rapporteur pour ses remarques et ses conseils, qui
l’ont aide´ a` e´viter bien des impre´cisions dans les de´finitions et de´monstrations.
2 Les ope´rations Qst , s, t ≥ 0
Dans cette section, on de´finit les ope´rations Qst , s, t ≥ 0 et on donne brie`vement
leurs proprie´te´s utilise´es dans les sections suivantes. Pour plus de de´tails sur
ces ope´rations, on renvoie le lecteur a` l’appendice.
De´finition 9 Les ope´rations Qst , s, t ≥ 0 sont de´finies re´cursivement comme
suit:
(1) Qs0 = Sq
2s ;
(2) Qst+1 = [Sq
2s+t+1 , Qst ].
Notation 1 On note souvent Q0t par Qt , qui est la notation usuelle de
l’ope´ration de Milnor concerne´e [7].
Pour e´tablir les proprie´te´s de ces ope´rations Qst , on a besoin d’introduire
quelques notations.
Notation 2 Le symbole (n1, · · · , nd) de´signera le monoˆme u
n1 ⊗ · · · ⊗und ou
xn11 · · · x
nd
d dans H
∗(B(Z/2)⊕d;Z/2) qui s’identifie a` F2[u]
⊗d ou F2[x1, · · · , xd],
u et les xi e´tant de degre´ 1. Un tel monoˆme sera dit basique.
Notation 3 Comme plus haut, Sq0 de´signe l’ope´ration de´finie dans un mod-
ule instable par Sq0x = Sq
|x|x. On a donc Sqs0(n1, · · · , nd) = (2
sn1, · · · , 2
snd),
et Im(Sqs0) est l’ensemble des e´le´ments x =
∑
i∈I(2
sn(i)1, · · · , 2
sn(i)d) de
H∗(B(Z/2)⊕d;Z/2). Ici, I est un ensemble d’indices i qui indexent des
diffe´rents d−uplets (n(i)1, · · · , n(i)d), n(i)α peut eˆtre nul.
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Lemme 1 Soit M un module instable, on a pour tout n ≥ 1,
Sq2nSq0x = Sq0Sq
nx, ∀ x ∈M.
De la de´finition de Qst et de Sq0 , on de´duit que:
Lemme 2 Soit M un module instable, on a ∀ x ∈M ,
Qs+rt Sq
s
0x = Sq
s
0Q
r
tx, ∀ r, s, t.
En particulier,
QstSq
s
0x = Sq
s
0Qtx, ∀ s, t.
Corollaire 2 Soient M,N deux modules instables, et soient l, r, s, t ≥ 0.
(1) ∀ x ∈M , QsrQ
s
tSq
s
0x = Q
s
tQ
s
rSq
s
0x et (Q
s
t )
2Sqs0x = 0.
(2) ∀ x ∈ Sqs0(M) et y ∈ Sq
s
0(N), Q
s
t (x⊗ y) = Q
s
tx⊗ y + x⊗Q
s
ty .
(3) Soit u le ge´ne´rateur de H∗(B(Z/2);Z/2) en degre´ 1,
QstSq
s
0u
2l = 0 et QstSq
s
0u
2l+1 = Sqs0u
2l+2t+1 = u2
s(2l+2t+1) .
Le lemme 1 est une conse´quence directe de la de´finition de Sq0 , sa
de´monstration est laisse´e au lecteur. Pour le lemme 2 et le corollaire 2, leurs
de´monstrations se trouvent dans l’appendice.
3 Un re´sultat combinatoire
Dans cette section, on e´tablit d’abord un re´sultat combinatoire. Ensuite,
on l’applique a` un e´le´ment quelconque de H∗(B(Z/2)⊕d;Z/2) pour obtenir
des contraintes impose´es par certaines conditions d’annulation induites par
l’existence de lacunes.
Soit un e´le´ment x ∈ H∗(B(Z/2)⊕d;Z/2), x =
∑
i∈I(n(i)1, · · · , n(i)d) est
somme de monoˆmes basiques deux a` deux distincts (n(i)1, · · · , n(i)d), i ∈ I .
Pour commencer, on de´finit quelques notations combinatoires.
De´finition 10 Soit g ≥ 0, on dira qu’il y a un g− e´change entre deux monoˆmes
basiques α et β s’il existe i et j tels que ces deux monoˆmes constituent, a` un
ordre (entre i et j ) pre`s, une paire de la forme
α = (u1, · · · , ui−1, 2ui + 1, ui+1, · · · , uj−1, 2uj + 2
g+1, uj+1, · · · , ud)
et β = (u1, · · · , ui−1, 2ui + 2
g+1, ui+1, · · · , uj−1, 2uj + 1, uj+1, · · · , ud).
On dira plus pre´cise´ment, s’il y a lieu, qu’il y a un g− e´change en i− e`me position
pour le monoˆme α avec le monoˆme β .
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Remarque C’est l’annulation sous l’action de l’ope´ration de Milnor Qg sur
un e´le´ment x qui sugge`re cette de´finition, puisque Qg est une de´rivation.
De´finition 11 On dira qu’il y a une (l, s)−chaˆıne, l ≤ s, entre deux monoˆmes
basiques α et β d’un sous-ensemble de l’ensemble des monoˆmes basiques d’un
e´le´ment x ∈ H∗(B(Z/2)⊕d;Z/2) s’il existe des monoˆmes basiques:
α = α0, α1, · · · , αt = β
dans ce sous-ensemble tels qu’il y ait un m− e´change, l ≤ m ≤ s, entre αi et
αi+1 pour tout i = 0, · · · , t− 1.
De´finition 12 Soit x ∈ H∗(B(Z/2)⊕d;Z/2). On dira qu’un sous-ensemble S
de l’ensemble des monoˆmes basiques de x admet T ⊂ {1, · · · , d} pour support,
si pour tout monoˆme basique xα11 · · · x
αd
d appartenant a` S et pour tout i ∈ T ,
l’exposant αi ne de´pend que de S et pas du moˆnome basique choisi et est de plus
pair. On suppose de plus T maximal parmi les sous-ensembles de {1, · · · , d}
ayant cette proprie´te´.
On note τ = #T que l’on appellera la taille de T , les monoˆmes basiques de
S ont donc τ exposants en commun et s’e´crivent tous sous la forme y2z ou` y
de´pend de τ variables xi et ne de´pend pas du monoˆme basique choisi; z de´pend
lui de d− τ variables et du monoˆme basique choisi.
De´finition 13 Un sous-ensemble de l’ensemble des monoˆmes basiques d’un
e´le´ment x ∈ H∗(B(Z/2)⊕d;Z/2) est appele´ une (l, s)−classe, l ≤ s, de support
T ⊂ {1, · · · , d}, si la condition suivante a lieu: pour tout monoˆme basique α
dans ce sous-ensemble, il existe au moins une position i dont l’exposant est
impair; pour toutes ces positions i et tous les m, l ≤ m ≤ s, il existe un
monoˆme β dans le sous-ensemble et un m− e´change en i− e`me position pour α
avec β .
Remarque C’est l’annulation sous l’action des ope´rations Qm , l ≤ m ≤ s,
sur un e´le´ment x qui sugge`re cette de´finition, puisque les ope´rations Qm sont
des de´rivations.
Voici la proprie´te´ fondamentale des (l, s)−classes de support T :
Proposition 2 Pour toute (l, s)−classe de support T d’un e´le´ment x ∈
H∗(B(Z/2)⊕d; Z/2), on a s− l +#T ≤ d− 2.
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De´monstration Conside´rons une (l, s)−classe admettant T = Ts pour sup-
port, soit τs sa taille. Pour 1 ≤ t ≤ s − l , on va construire re´cursivement des
(l, s− t)−classes de support Ts−t de taille τs−t telles que
τs−t ≥ τs−t+1 + 1.
Pour t = s − l , on aura une (l, l)−classe de support Tl dont la taille τl sera
telle que τl ≥ τl+1 + 1 ≥ · · · ≥ τs + s − l = #T + s − l . Comme cette classe
comporte des l− e´changes, on a τl ≤ d− 2. D’ou`,
d− 2 ≥ τl ≥ #T + s− l.
Supposons avoir construit une (l, s− t+ 1)−classe de support Ts−t+1 de taille
τs−t+1 . On va construire une sous−(l, s− t)−classe, de la (l, s− t+ 1)−classe
initiale, dont le support sera obtenu par adjonction a` Ts−t+1 d’une position ou`
l’exposant d’un certain monoˆme β prend une valeur paire.
On conside`re parmi les exposants impairs qui apparaissent dans les monoˆmes
basiques de la (l, s − t + 1)−classe la valeur maximale, soit 2a + 1. Notons
qu’il apparait ne´cessairement des exposants impairs car il y a des m− e´changes,
l ≤ m ≤ s − t + 1. On suppose que cet exposant apparaˆıt en position p d’un
monoˆme basique α de la (l, s− t+1)−classe. Soit alors β un monoˆme dans la
(l, s− t+ 1)−classe tel qu’il existe un (s− t+ 1)− e´change en position p pour
α avec β . Le monoˆme β existe par hypothe`se.
Si on de´signe par ψp , l’exposant en position p d’un monoˆme basique ψ , on a
alors αp = 2a+ 1 et βp = 2a+ 2
s−t+2 .
Lemme 3 Pour tout monoˆme basique γ d’une (l, s−t)−chaˆıne contenue dans
la (l, s − t+ 1)−classe et contenant β la valeur γp de l’exposant en position p
est 2a+ 2s−t+2 .
De´monstration Raisonnons par l’absurde et choisissons une (l, s−t)−chaˆıne
contenue dans la (l, s− t+ 1)−classe qui ne satisfasse pas a` cette condition et
soit de longueur minimale. Soit β = β0 , · · · , βu = γ cette chaˆıne. L’exposant
γp est impair. Il y a un m− e´change, l ≤ m ≤ s− t, entre βu−1 et γ en position
p. Mais (βu−1)p = 2a+2
s−t+2 , donc γp = 2a+2
s−t+2 − 2m+1+1 > 2a+1, en
contradiction avec la maximalite´ de 2a+ 1.
Conside´rons alors l’ensemble S des monoˆmes basiques de la (l, s− t+1)−classe
tels qu’il existe une (l, s − t)−chaˆıne entre ces monoˆmes et β .
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Lemme 4 L’ensemble S est une (l, s−t)−classe de support contenant Ts−t+1∪
{p}.
De´monstration Comme chaque monoˆme basique de l’ensemble S est par
de´finition un monoˆme basique de la (l, s − t + 1)−classe, il contient donc au
moins un exposant impair. Pour montrer que S est une (l, s− t)−classe, il faut
encore montrer qu’en toute position q ou` un des monoˆmes de cet ensemble a un
exposant impair, il y a pour tout m, l ≤ m ≤ s− t, un m− e´change en position
q pour chacun de ces monoˆmes avec un autre monoˆme dans S . Mais un tel
monoˆme existe par hypothe`se dans la (l, s − t + 1)−classe et ce monoˆme est
alors par de´finition dans S puisqu’il y a une (l, s− t)−chaˆıne a` β . Clairement
le suport Ts−t contient Ts−t+1 ∪ {p}.
Il reste a` observer pourquoi on peut mener le processus jusqu’a` t = s − l , car
dans cette construction comme il y a des m− e´changes, l ≤ m ≤ s − t, il y a
des exposants impairs.
Fin de la de´monstration de la proposition
Corollaire 3 Soit x un e´le´ment de H∗(B(Z/2)⊕d; Z/2) tel que x ∈ Im(Sqs0)−
Im(Sqs+10 ) et que Q
s
tx = 0, ∀ p ≤ t ≤ q . Alors on a q − p ≤ d− 2.
De´monstration Puisque x = Sqs0x
′ ∈ Im(Sqs0)−Im(Sq
s+1
0 ), il existe au moins
un monoˆme basique α de x′ avec au moins un exposant impair. L’ensemble
des monoˆmes basiques de x′ qui sont dans une (p, q)−chaˆıne contenant α est
une (p, q)−classe dont on note le support par T . Pre´cisons un peu. D’apre`s
la de´finition, chaque monoˆme basique β de cet ensemble contient au moins un
exposant impair (a` cause de l’existence d’un e´change avec un autre monoˆme
basique de l’ensemble). On note par Iβ l’ensemble non vide des positions des
exposants impairs dans β . Comme l’action de l’ope´ration Qt sur β donne un
monoˆme qui contient un exposant pair en la meˆme position, l’annulation de Qst
sur x entraˆıne l’existence d’un m− e´change, p ≤ m ≤ q , en i− e`me position,
i ∈ Iβ , pour β avec un monoˆme basique de l’ensemble.
Par conse´quent, la proposition 2 nous donne q − p ≤ q − p+#T ≤ d− 2.
Corollaire 4 Soit x un e´le´ment de H∗(B(Z/2)⊕d; Z/2). Si A2x contient une
lacune (|x|, |x| + l], l ≥ 2k pour un certain k ≥ d− 2, alors x ∈ Im(Sqk−d+20 ).
Algebraic & Geometric Topology, Volume 4 (2004)
160 DongHua Jiang
De´monstration Soit α tel que x = Sqα0 x
′ ∈ Im(Sqα0 )−Im(Sq
α+1
0 ). Si α > k ,
on a α ≥ k− d+2. Si α ≤ k , alors l’existence de la lacune dans A2x implique
que ∀ t = 0, · · · , k − α,
Sqα0 Sq
2tx′ = Sq2
t+α
Sqα0 x
′ = Sq2
t+α
x = 0.
Donc Sq2
t
x′ = 0, ∀ t = 0, · · · , k − α. Donc Qtx
′ = 0, ∀ t = 0, · · · , k − α.
D’apre`s le corollaire 3, on a k − α ≤ d− 2, d’ou` α ≥ k − d+ 2.
Remarques (1) Les e´nonce´s de cette section sont aussi vrais pour un e´le´ment
quelconque de H∗(B(Z/2)⊕d;Z/2)⊕αd . Ci-dessus, on a traite´ le cas ou` αd = 1.
Pour tenir compte du fait que l’on peut se placer dans H∗(B(Z/2)⊕d;Z/2)⊕αd ,
il faudrait compliquer un peu les notations en rajoutant un indice 1 ≤ a ≤ αd .
On dit que les (n(i)1,a, · · · , n(i)d,a) sont les monoˆmes basiques de x.
(2) Comme la suspension commute avec les ope´rations de Steenrod (σqSqi =
Sqiσq ), on peut aussi e´tablir les e´nonce´s similaires de ces corollaires pour une
suspension quelconque de H∗(B(Z/2)⊕d;Z/2)⊕αd .
4 De´monstration du the´ore`me 2
Cette section est consacre´e a` la de´monstration du the´ore`me 2. Soit donc M
un module instable qui est la cohomologie re´duite d’un espace ou d’un spectre.
Supposons de plus que M est re´duit. Alors:
The´ore`me 4 (Lannes-Schwartz [5]) Un module instable re´duit (resp. re´duit
et connexe) M dont l’enveloppe injective est somme directe finie d’injectifs
inde´composables est isomorphe a` un sous-module de H∗(B(Z/2)⊕d;Z/2)⊕αd
(αd > 0) (resp. H
∗(B(Z/2)⊕d;Z/2)) pour d assez grand.
De´monstration du The´ore`me 2 Dans la suite, on va de´montrer l’e´nonce´
suivant: Soit M un sous-module de type T de H˜∗(B(Z/2)⊕d;Z/2). Alors M
n’est pas re´alisable, i.e., il n’existe aucun espace ou spectre X tel que M =
H˜∗(X;Z/2). On note que, une fois cet e´nonce´ est e´tabli, le the´ore`me 2 est
aussi e´tabli.
On raisonne par l’absurde. Soit M un sous-module de type T de
H˜∗(B(Z/2)⊕d;Z/2) qui est la cohomologie re´duite d’un espace ou d’un spec-
tre. Reprenons les notations introduites avant le the´ore`me 2: M est non-trivial
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dans les degre´s n1 < n2 < · · · . Supposons que pour n ≥ n1 , (n, n + l] soit la
premie`re lacune de longueur l telle que:
l ≥ max{2d+4, nj+1 − nj | j = 1, · · · , 1 + (d− 1)2
d−2}.
Soit k l’unique entier (≥ d+ 4) tel que 2k+1 > l ≥ 2k .
Soit donc x ∈ Mn , x 6= 0. Alors A2x contient une lacune (n, n + l] et le
corollaire 4 entraˆıne 2k−d+2|n.
Lemme 5 En degre´ strictement infe´rieur a` n, il n’existe pas de degre´s m tels
que 2k−d+2 6 |m et Mm 6= {0}.
De´monstration Supposons qu’en degre´ strictement infe´rieur a` n, il existe des
degre´s m tels que 2k−d+2 6 |m et Mm 6= {0}. Soit m0 le plus grand de ces degre´s,
et soit y ∈ Mm0 , y 6= 0. On suppose que y = Sqα0 z ∈ Im(Sq
α
0 ) − Im(Sq
α+1
0 ).
Comme 2k−d+2 6 |m0 , on a α ≤ k − d+ 1.
Si A2y contient une lacune (|y|, n+l], le corollaire 4 implique que α ≥ k−d+2,
ce qui est impossible. Donc le plus bas degre´ supe´rieur ou e´gal a` m0+1, en lequel
A2y est non-trivial, est infe´rieur a` n + l et est donc de la forme 2
k−d+2q =: p
d’apre`s l’hypothe`se de maximalite´ de m0 .
Comme les Sq2
h
engendrent multiplicativement A2 , on a p −m0 =: 2
β (rap-
pelons l’hypothe`se de minimalite´ de p). En particulier, Sq2
β
y est non nul.
Comme y ∈ Im(Sqα0 ), on a alors β ≥ α car Sq
2βSqα0 z = Sq
α
0 Sq
2β−αz qui est
nul si α > β . On va montrer que α ≥ k − d.
Supposons α ≤ k − d et t ≥ 1. Alors,
Lemme 6 Qαt y est nul, tant que son degre´ est infe´rieur ou e´gal a` n+ l .
De´monstration Par l’hypothe`se de maximalite´ de m0 , on sait qu’il suffit de
montrer que 2k−d+2 ne divise pas le degre´ de Qαt y . En effet on a:
|Qαt y| = m0 + 2
α(2t+1 − 1)
= 2k−d+2q − 2β + 2α+t+1 − 2α
= 2k−d+2q + (2α+t + · · ·+ 2α+1 + 2α)− 2β.
Comme t ≥ 1 et β ≥ α, on sait que ce degre´ est un multiple impair de 2α pour
β > α et que c’est un multiple impair de 2α+1 pour β = α. Donc 2α+2 ne
divise pas ce degre´. Puisque α + 2 ≤ k − d+ 2, 2k−d+2 ne divise pas ce degre´
non plus.
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Or pour 1 ≤ t ≤ k − α− 1,
|Qαt y| = m0 + 2
α(2t+1 − 1)
≤ m0 + 2
α(2k−α − 1)
≤ n+ l.
Donc d’apre`s le corollaire 3, k−α−2 ≤ d−2, alors α ≥ k−d et par conse´quent,
β ≥ α ≥ k − d.
D’apre`s la de´finition de β , p = m0 + 2
β , et par hypothe`se, 2k−d+2 6 |m0 et
2k−d+2|p, on a donc β ≤ k− d+1, ce qui implique que M contient une lacune
(m0, p). Car sinon, il existe p
′ ∈ (m0, p) tel que M
p′ 6= {0}. Par l’hypothe`se
de maximalite´ de m0 , 2
k−d+2|p′ . Donc 2β = p −m0 > p− p
′ ≥ 2k−d+2 , ce qui
est contradictoire au fait que β ≤ k − d + 1. L’existence de la lacune (m0, p)
dans M et le the´ore`me d’Adams impliquent que β ≤ 3. Or comme β ≥ k − d
et k ≥ d+ 4, on a β ≥ k − d ≥ 4, ceci implique qu’un tel m0 n’existe pas.
Fin de la de´monstration du Lemme 5
Notons donc les degre´s plus petits que n pour lesquels M est non-trivial comme
suit
n = r0 > r1 > · · · et ∀ i, 2
k−d+2|ri.
On a
Lemme 7 Pour tout xi de degre´ ri , A2xi contient la lacune (ri, n+ l].
De´monstration On raisonne par l’absurde. Si l’e´nonce´ est faux, on choisit
un e´le´ment xi de degre´ maximal tel que A2xi contienne des e´le´ments non nuls
de degre´ supe´rieur a` ri et infe´rieur a` n+ l . On choisit dans (ri, n+ l] le plus bas
degre´ en lequel A2xi est non-trivial. En utilisant la base multiplicative de A2 ,
il est de la forme ri+2
γ , γ ≥ 0. Comme les degre´s dans l’intervalle (ri, n+ l] ou`
il y a des e´le´ments non nuls sont divisibles par 2k−d+2 , on a γ ≥ k− d+2 ≥ 6.
Par conse´quent, on a une lacune (ri, ri+2
γ), γ ≥ 6, dans A2xi avec Sq
2γxi 6= 0
en degre´ ri + 2
γ . Par la maximalite´ de xi , il n’y a aucun e´le´ment y de degre´
supe´rieur a` ri tel que A2y contienne des e´le´ments non nuls en degre´ supe´rieur
a` |y| et infe´rieur a` n+ l . Donc l’e´le´ment non nul Sq2
γ
xi ne peut pas eˆtre dans∑
j<γ Im(Sq
2j ). Alors l’existence de cette lacune (ri, ri + 2
γ) dans A2xi est
impossible a` cause du the´ore`me d’Adams.
On montre alors par re´currence que:
∀ i ≥ j2d−2, 2k−d+j+2|ri.
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Le cas j = 0 est de´montre´ ci-dessus. Supposons que c’est vrai pour j , alors
n+ l − r(j+1)2d−2 = l +
∑(j+1)2d−2−1
i=0 (ri − ri+1)
= l +
∑j
h=0
∑(h+1)2d−2−1
i=h2d−2
(ri − ri+1)
≥ 2k +
∑j
h=0 2
d−22k−d+h+2
= 2k +
∑j
h=0 2
k+h
= 2k+j+1.
Puisque A2xi contient une lacune (ri, n+ l] et d’apre`s le corollaire 4, on a donc
2k−d+j+3|ri , ∀ i ≥ (j + 1)2
d−2 .
Rappelons que par l’hypothe`se sur l , il y a bien (au moins) (d − 1)2d−2 + 1
valeurs pour l’indice i de ri . On peut donc poser w = (d − 1)2
d−2 , alors
2k+1|rw et 2
k+1|rw+1 . L’intervalle (rw+1, rw) est donc aussi une lacune de M ,
avec rw+1 ≥ n1 et rw ≤ n, d’une longueur h telle que
h ≥ 2k+1 − 1
≥ l
≥ max{2d+4, nj+1 − nj | j = 1, · · · , 1 + (d− 1)2
d−2}.
Ceci est contradictoire au choix de (n, n+ l].
Fin de la de´monstration du The´ore`me 2
5 De´monstration du the´ore`me 3
Dans cette section, on va e´tudier des modules instables dont la filtration nilpo-
tente est de longueur finie. Un exemple trivial d’un tel module instable est un
module instable quelconque de dimension finie. Un autre exemple est la sus-
pension d’un module instable re´duit. La cohomologie d’un groupe fini ou du
classifiant d’un groupe compact ve´rifie aussi cette hypothe`se [3].
Ci-dessous, on de´montre un re´sultat sur la non-existence de grandes lacunes
dans les modules instables connexes re´alisables dont la filtration nilpotente est
de longueur finie qui ve´rifie la condition 1.
De´monstration du The´ore`me 3 Comme dans la de´monstration du
the´ore`me 2, il suffit de prouver l’e´nonce´ pour les modules instables connexes
dont la filtration nilpotente est de longueur finie, qui est de type T et ve´rifie la
condition 1.
On raisonne par l’absurde. Soit donc M un module instable connexe qui est
la cohomologie re´duite d’un espace ou d’un spectre. Reprenons les notations
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introduites avant le the´ore`me 3: les quotients nilsM/nils+1M non-triviaux
s’e´crivent sous la forme ΣmiRmi , Rmi re´duits, i = 1, · · · , t, m1 < · · · < mt .
Tous les Rmi , i ∈ I , soient non-triviaux dans les degre´s n1,i < n2,i < · · · . Soit
δ tel que 2δ ≥ t > 2δ−1 . Supposons que pour n ≥ min{mi + n1,i | i ∈ I},
(n, n+ l] soit la premie`re lacune dans M de longueur
l ≥ max{(mt + 1)2
d+4, nj+1,i − nj,i | i ∈ I, j = 1, · · · , 1 + (d+ δ − 1)2
d−2}.
Soit k l’unique entier (≥ d+ 4) tel que 2k+1 > l ≥ 2k.
Lemme 8 Pour tout x tel que |x| ≤ n, le module A2x contient la lacune
(|x|, n + l].
De´monstration Pour montrer cela, on raisonne par l’absurde. A tout e´le´ment
x ∈ M , on associe son degre´ de nilpotence, c’est-a`-dire, l’entier mx tel que
x ∈ nilmxM − nilmx+1M .
Soit x non nul de degre´ maximal tel que A2x n’est pas re´duit a` {0} dans
l’intervalle (|x|, n]. (A2x contient la lacune (n, n+ l] par hypothe`se.)
Soit donc y ∈ A2x de degre´ minimal tel que y 6= 0, |x| < |y| ≤ n, y¯ ∈ Σ
myRmy
sa re´duction que l’on note σmyv , v ∈ Rmy . Alors comme A2y contient une
lacune (|y|, n + l] (rappelons l’hypothe`se de maximalite´ de x), le corollaire 4
implique que v ∈ Im(Sqk−d+20 ). On sait donc que |y| − my est divisible par
2k−d+2 et on e´crit |y| −my =: 2
k−d+2ly .
Soit de meˆme la re´duction x¯ ∈ ΣmxRmx . Notons x¯ = σ
mxu, u ∈ Im(Sqs0) −
Im(Sqs+10 ).
Lemme 9 Pour s ≤ k − d, t ≥ 1, 2k−d+2 ne divise pas le degre´ de Qstu.
De´monstration En effet on a |Qstu| = |u| + 2
s(2t+1 − 1). Conside´rons le
A2−module engendre´ par u dans Rmx . Si A2u contient la lacune (|u|, n+ l−
mx], le degre´ de u est divisible par 2
k−d+2 , et dans ce cas 2k−d+2 ne divise pas
|Qstu| pour s ≤ k − d.
Supposons que A2u ne contienne pas la lacune (|u|, n + l − mx] et soit t =
Sq2
β
u l’e´le´ment non nul du plus bas degre´ avec |t| ≤ n − mx . Comme A2t
contient la lacune (|t|, n + l −mx], 2
k−d+2| |t|. Pour la meˆme raison que dans
la de´monstration du lemme 5, on a β ≥ s. Alors
|Qstu| = |t| − 2
β + 2s(2t+1 − 1)
= 2k−d+2q − 2β + 2s+t+1 − 2s
et 2k−d+2 ne divise pas |Qstu|.
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Supposons d’abord que s ≤ k − d. Tant que |Qstx| ≤ n + l , on a donc
ne´cessairement Qstu = 0 pour des raisons de degre´. En effet si Q
s
tu 6= 0,
σmxQstu = Q
s
t x¯ = Q
s
tx la re´duction de Q
s
tx dans Σ
mxRmx dont le degre´ de
nilpotence est mx (qui est a priori plus grand que ou e´gal a` celui de x, voir
[8],[10]), et dont le degre´ est de la forme (en appliquant le corollaire 4 a` la lacune
(|Qstu|, n + l −mx] dans A2(Q
s
tu))
mx + 2
k−d+2f, f ≥ 0.
Donc pour que Qstu soit non nul, il faudrait que son degre´ soit multiple de
2k−d+2 .
Pour tout t tel que 1 ≤ t ≤ k − s− 1,
|Qstx| = |x|+ 2
s(2t+1 − 1)
≤ |x|+ 2s(2k−s − 1)
≤ n+ l.
Donc d’apre`s le corollaire 3,
k − s− 2 ≤ d− 2, soit s ≥ k − d
et donc |x| −mx =: 2
k−dlx .
Revenons alors a` l’e´le´ment y non nul du plus bas degre´, supe´rieur ou e´gal a`
|x| + 1 dans A2x. Il est de la forme Sq
2αx, le the´ore`me d’Adams implique
que α ≤ 3. En effet l’hypothe`se de maximalite´ de x implique que pour tout
e´le´ment z non nul dont le degre´ est entre |x| + 1 et n, A2z est re´duit a` {0}
dans l’intervalle (|z|, n]. Donc Sq2
α
x 6∈
∑
i<α Im(Sq
2i).
On a alors |x|+2α = |y|, y ∈ nilmyM et my ≥ mx . D’ou`, mx+2
k−dlx +2
α =
my + 2
k−d+2ly . Donc mx + 2
α = my mod 2
k−d . D’autre part, 2k+1 > l ≥
(mt + 1)2
d+4 , ce qui implique que
2k−d > 8(mt + 1)
= (mx +my + 2
α) + (mt −mx) + (mt −my) + (8− 2
α) + 6mt
≥ mx +my + 2
α.
|mx + 2
α −my| ≤ mx +my + 2
α < 2k−d,
donc mx+2
α = my . Or cette e´galite´ n’a pas de solution a` cause de la condition
1, l’existence d’un tel x est donc contradictoire. Donc pour tout e´le´ment x de
M de degre´ infe´rieur a` n, A2x contient une lacune (|x|, n + l].
Fin de la de´monstration du Lemme 8
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On ache`ve la de´monstration en appliquant la de´monstration du the´ore`me 2 a`
chaque Rmi , i ∈ I . Plus pre´cise´ment, on applique la (dernie`re) partie de la
de´monstration du the´ore`me 2 - concernant une re´currence sur la divisibilite´
par une puissance de 2 des degre´s infe´rieurs a` n + l pour lesquels le module
est non-trivial - a` Rmi (i ∈ I ). On veut donc obtenir des informations sur la
divisibilite´ par une puissance de 2 de ses degre´s infe´rieurs a` n+ l auxquels on a
soustrait mi , pour lesquels Rmi est non-trivial, afin de montrer qu’on aboutit
a` une contradiction.
En effet, si on note ∀ i ∈ I ,
(n−mi ≥) r0,i > r1,i > · · ·
les degre´s infe´rieurs a` n+ l −mi , pour lesquels Rmi est non-trivial, on a
∀ w ≥ (d+ δ − 1)2d−2, 2k+δ+1|rw,i.
Donc en degre´ infe´rieur ou e´gal a` rw,i , Rmi (i ∈ I ) ne contient que des lacunes
de longueur plus grande que ou e´gale a` 2k+δ+1 − 1. Donc il existe un d0 ≤ n
tel qu’en degre´ infe´rieur ou e´gal a` d0 , les Σ
miRmi (i ∈ I ) ne contiennent que
des lacunes de longueur plus grande que ou e´gale a` 2k+δ+1 − 1, et on suppose
de plus qu’il en existe au moins une en degre´ infe´rieur ou e´gal a` d0 .
Maintenant on choisit une lacune de la plus petite longueur parmi toutes celles
en degre´ infe´rieur ou e´gal a` d0 contenues dans l’un des Σ
miRmi , i ∈ I . Par
le choix de cette lacune, disons Σmi0Rmi0 (i0 ∈ I ), on sait qu’elle ne contient
aucun degre´ en lequel Σmi0Rmi0 est non-trivial, et qu’elle contient au plus
un degre´ en lequel ΣmiRmi , 1 ≤ i ≤ t, i 6= i0 , est non-trivial. Car sinon,
elle contiendrait une lacune d’un des ΣmiRmi , i 6= i0 , en contradiction avec
l’hypothe`se de minimalite´ sur la longueur de la lacune choisie. Comme cette
lacune contient au plus t−1 degre´s en lesquels M est non-trivial, il existe donc
une lacune (n′, n′ + l′], avec n′ ≥ min{mi + n1,i | i ∈ I} et n
′ + l′ ≤ d0 (≤ n),
de longueur
l′ ≥ 1t · 2
k+δ+1 − 1
≥ 2k+1 − 1
≥ l
≥ max{(mt + 1)2
d+4, nj+1,i − nj,i | i ∈ I,
j = 1, · · · , 1 + (d+ δ − 1)2d−2}.
Ceci est contradictoire au choix de (n, n+ l].
Fin de la de´monstration du The´ore`me 3
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6 Le cas p premier impair
On indique brie`vement les re´sultats pour le cas p premier impair. On donne
d’abord les ingre´dients essentiels, i.e., les ope´rations Qst , s, t ≥ 0, et P
s
0 , s ≥ 0.
En tenant compte des signes, les formules et les re´sultats combinatoires sont
e´tablis de la meˆme manie`re.
De´finition 14 Les ope´rations Qst , s, t ≥ 0 sont de´finies re´cursivement comme
suit:
(1) Q00 = β et Q
0
t+1 = [P
pt , Q0t ], ce sont des Qt de´finis par Milnor [7];
(2) Qs0 = P
ps−1 et Qst+1 = [P
ps+t , Qst ], s ≥ 1.
Notation 4 Le symbole (n1, · · · , nd) = (2m1 + ǫ1, · · · , 2md + ǫd), ǫi = 0 ou
1 (1 ≤ i ≤ d), de´signe l’e´le´ment tǫ1um1 ⊗ · · · ⊗ tǫdumd ∈ H∗(B(Z/p)⊕d;Z/p), t
e´tant de degre´ 1 et u e´tant de degre´ 2. Un tel e´le´ment est dit basique.
Notation 5 Comme d’habitude, P0 de´signe l’ope´ration de´finie dans un mod-
ule instable par
P0x =
{
P |x|/2x, si |x| = 0 mod 2;
βP (|x|−1)/2x, si |x| = 1 mod 2.
On a donc
P s0 (2m1 + ǫ1, · · · , 2md + ǫd) = (2p
sm1 + 2p
s−1ǫ1, · · · , 2p
smd + 2p
s−1ǫd),
et Im(P s0 ) (s ≥ 1) est l’ensemble des e´le´ments x =
∑
j∈J(2p
s−1l(j)1, · · · ,
2ps−1l(j)d) de H
∗(B(Z/p)⊕d;Z/p). Par convention, P 00 = id. Ici, J est un
ensemble d’indices j qui indexent des diffe´rents d−uplets (l(j)1, · · · , l(j)d),
l(j)1, · · · , l(j)d = 0, 1 mod p, l(j)α peut eˆtre nul.
Remarque Dans toute cette section, le symbole P s0 de´signe l’ope´ration
(P0)
s , qui est e´videmment distincte de l’ope´ration de Milnor (utilise´e dans
l’appendice).
Puisqu’on a pour tout e´le´ment x d’un module instable et pour tout n ≥ 1,
P pnP0x = P0P
nx et P 1P0x = P0βx,
on peut donc e´tablir les proprie´te´s de Qst , s, t ≥ 0, sur Im(P
s
0 ) a` partir de celles
de Qt = Q
0
t . Une autre fac¸on d’e´tablir les proprie´te´s de Q
s
t est d’utiliser le fait
que
ψ∗(P p
s
) = P p
s
⊗ 1 + P p
s−1 ⊗ P 1 + · · ·+ 1⊗ P p
s
devient P p
s
⊗ 1 + 1⊗ P p
s
, une de´rivation sur Im(P s+10 ).
Algebraic & Geometric Topology, Volume 4 (2004)
168 DongHua Jiang
Lemme 10 Soit x un e´le´ment de H∗(B(Z/p)⊕d;Z/p) tel que x ∈ Im(P s0 ) −
Im(P s+10 ) et que Q
s
tx = 0, ∀ t = q, · · · , r . Alors r − q ≤ d− 2.
On laisse la de´monstration de ce lemme au lecteur. Voici quelques indications.
D’abord, comme dans la section 3, on de´finit un g− e´change (g ≥ 0) entre deux
monoˆmes basiques α et β de la manie`re suivante: un tel g− e´change existe
entre α et β s’il existe i et j tels que ces deux monoˆmes constituent, a` un
ordre (entre i et j ) pre`s, une paire de la forme
α = (u1, · · · , ui−1, 2ui + 1, ui+1, · · · , uj−1, 2uj + 2p
g, uj+1, · · · , ud)
et β = (u1, · · · , ui−1, 2ui + 2p
g, ui+1, · · · , uj−1, 2uj + 1, uj+1, · · · , ud).
On dit aussi que c’est un g− e´change en i− e`me position pour α avec β . En util-
isant cette nouvelle de´finition de g− e´change, et les autres de´finitions restant in-
change´es, on aura la meˆme proposition que la proposition 2 pour le cas p premier
impair. Ensuite on ache`ve la de´monstration en construisant une (q, r)−classe
comme dans la de´monstration du corollaire 3.
Lemme 11 Soit x un e´le´ment de H∗(B(Z/p)⊕d; Z/p). Si Apx contient une
lacune (|x|, |x| + l], l ≥ 2(p − 1)pk pour un certain k ≥ d − 3, alors x ∈
Im(P k−d+30 ).
De´monstration Soit α tel que x = Pα0 x
′ ∈ Im(Pα0 )−Im(P
α+1
0 ). Si α > k+1,
on a α ≥ k−d+3. Si α ≤ k+1, alors l’existence de la lacune dans Apx implique
que ∀ t = 0, · · · , k − α,
Pα0 P
ptx′ = P p
t+α
Pα0 x
′ = P p
t+α
x = 0,
et que
Pα0 βx
′ = P p
α−1
Pα0 x
′ = P p
α−1
x = 0.
Donc βx′ = 0 et P p
t
x′ = 0, ∀ t = 0, · · · , k − α. D’ou`, Qt′x
′ = 0, ∀ t′ =
0, · · · , k − α + 1. D’apre`s le lemme 10, on a k − α + 1 ≤ d − 2, d’ou` α ≥
k − d+ 3.
The´ore`me 5 ([6], [11]) Soit X un espace ou un spectre, k ≥ 1, soit x ∈
Hn(X;Z/p) tel que βx = 0 et P p
i
x = 0, ∀ i < k , alors P p
k
x ∈
∑
i<k Im(P
pi)+
Im(β).
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De´finition 15 Soit M un module instable infini connexe dont la filtration
nilpotente est de longueur finie. Les quotients nilsM/nils+1M non-triviaux
s’e´crivent sous la forme ΣmiRmi , Rmi re´duits, i = 1, · · · , t, m1 < · · · < mt .
Notons que l’un au moins des Rmi est infini. Supposons qu’il existe des entiers
d et αd tels que tous les Rmi se plongent dans H
∗(B(Z/p)⊕d;Z/p)⊕αd . Notons
I ⊂ {1, · · · , t} le sous-ensemble des i tels que Rmi soit infini, et soit n1,i <
n2,i < · · · les degre´s en lesquels ce module est non-trivial.
Soit δ tel que pδ ≥ t > pδ−1 . Le module instable M sera dit de type T s’il
contient une lacune (s, s+ l] avec s ≥ min{mi + n1,i | i ∈ I} et
l ≥ max{2(mt + 1)(p − 1)p
d+2, nj+1,i − nj,i | i ∈ I,
j = 1, · · · , 1 + (d+ δ)(p − 1)2pd−2}.
Condition 2 Soit M un module instable connexe dont la filtration nilpotente
est de longueur finie. En utilisant les notations introduites dans la de´finition
pre´ce´dente, on dira que M ve´rifie la condition 2 si
mj −mi 6= 1, 2(p − 1), ∀ 1 ≤ i, j ≤ t.
The´ore`me 6 Soit M un module qui est une suspension ite´re´e (positive ou
ne´gative) d’un module instable connexe dont la filtration nilpotente est de
longueur finie, qui est de type T et ve´rifie la condition 2. Alors M n’est pas
re´alisable, i.e., il n’existe aucun espace ou spectre X tel que M = H˜∗(X;Z/p).
De´monstration L’ide´e essentielle de la de´monstration de ce the´ore`me est
la meˆme que celle de la de´monstration du the´ore`me 3. Ne´anmoins, certains
aspects du cas d’un nombre premier impair apparaissent, non seulement on
utilise le the´ore`me 5 au lieu du the´ore`me d’Adams, mais aussi on a besoin de
reconstituer les calculs pour le cas d’un nombre premier impair. On donne
dans la suite une esquisse de la de´monstration de ce the´ore`me, afin d’illustrer
certains changements ne´cessaires par rapport a` celle du the´ore`me 3.
On note, comme dans la de´monstration du the´ore`me 3, qu’il suffit de prouver
l’e´nonce´ pour les modules instables connexes dont la filtration nilpotente est de
longueur finie, qui est de type T et ve´rifie la condition 2.
Ensuite, on raisonne par l’absurde. Supposons qu’il existe un tel module insta-
ble connexe M qui est la cohomologie re´duite d’un espace ou d’un spectre, et
que la lacune (n, n+l] soit la premie`re dans M , avec n ≥ min{mi+n1,i | i ∈ I},
de longueur
l ≥ max{2(mt + 1)(p − 1)p
d+2, nj+1,i − nj,i | i ∈ I,
j = 1, · · · , 1 + (d+ δ)(p − 1)2pd−2},
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ou` δ est l’unique entier tel que pδ ≥ t > pδ−1 . Soit k l’unique entier (≥ d+ 2)
tel que 2(p − 1)pk+1 > l ≥ 2(p − 1)pk .
Si on note ∀ i ∈ I ,
(n−mi ≥) r0,i > r1,i > · · ·
les degre´s infe´rieurs a` n + l −mi , pour lesquels Rmi est non-trivial. Alors si
on peut montrer que pour tout e´le´ment x de M de degre´ infe´rieur ou e´gal a` n,
Apx contient une lacune (|x|, n + l], on peut montrer par re´currence que
∀ w ≥ j(p − 1)2pd−2, 2pk−d+j+2|rw,i.
Puisque pour tout e´le´ment x de M , et donc pour sa re´duction σmix′ dans
ΣmiRmi , de degre´ infe´rieur ou e´gal a` n, Apx contient une lacune (|x|, n+ l] et
Apx
′ contient une lacune (|x′|, n+ l−mi], le lemme 11 montre que le cas j = 0
est vrai.
Supposons que c’est vrai pour j , alors
(n+ l −mi)− r(j+1)(p−1)2pd−2,i
≥ l + r0,i − r(j+1)(p−1)2pd−2,i
= l +
∑(j+1)(p−1)2pd−2−1
w=0 (rw,i − rw+1,i)
= l +
∑j
h=0
∑(h+1)(p−1)2pd−2−1
w=h(p−1)2pd−2
(rw,i − rw+1,i)
≥ 2(p− 1)pk +
∑j
h=0(p− 1)
2pd−2 · 2pk−d+h+2
= 2(p− 1)pk + 2(p− 1)2
∑j
h=0 p
k+h
= 2(p− 1)pk + 2(p− 1)(pk+j+1 − pk)
= 2(p− 1)pk+j+1.
Puisque pour les e´le´ments x′ en degre´ rw,i , Apx
′ contient une lacune (rw,i, n+
l −mi], le lemme 11 montre que 2p
k−d+j+3|rw,i , ∀ w ≥ (j + 1)(p − 1)
2pd−2 .
Rappelons que par hypothe`se, il y a bien (au moins) (d + δ)(p − 1)2pd−2 + 1
valeurs pour l’indice i de ri . On peut donc poser w0 = (d+δ)(p−1)
2pd−2 , alors
2pk+δ+2|rw,i ,∀ w ≥ w0 . Donc en degre´ plus petit que rw0,i , Rmi (i ∈ I ) ne
contient que des lacunes de longueur plus grande que ou e´gale a` 2pk+δ+2 − 1.
Donc on peut choisir un d0 ≤ n tel qu’en degre´ infe´rieur ou e´gal a` d0 , les
ΣmiRmi (i ∈ I ) ne contiennent que des lacunes de longueur plus grande que
ou e´gale a` 2pk+δ+2 − 1, et on suppose de plus qu’il en existe au moins une en
degre´ infe´rieur ou e´gal a` d0 .
On peut donc choisir, comme a` la fin de la de´monstration du the´ore`me 3, une
lacune en degre´ infe´rieur ou e´gal a` d0 , dans l’un des Σ
miRmi (i ∈ I ), telle
qu’elle contient au plus t − 1 degre´s en lesquels M est non-trivial. Donc il
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existe une lacune (n′, n′ + l′], avec n′ ≥ min{mi + n1,i | i ∈ I} et n
′ + l′ ≤ d0
(≤ n), de longueur
l′ ≥ 1t · 2p
k+δ+2 − 1
≥ 2pk+2 − 1
> 2(p − 1)pk+1
> l
≥ max{2(mt + 1)(p − 1)p
d+2, nj+1,i − nj,i | i ∈ I,
j = 1, · · · , 1 + (d+ δ)(p − 1)2pd−2}.
Ceci est contradictoire au choix de (n, n+ l].
Pour finir la de´monstration du the´ore`me, il reste donc a` montrer le
Lemme 12 Pour tout x tel que |x| ≤ n, le module Apx contient la lacune
(|x|, n + l].
De´monstration Comme dans la de´monstration du lemme 8, on raisonne par
l’absurde. A tout e´le´ment x ∈ M , on associe son degre´ de nilpotence, c’est-a`-
dire, l’entier mx tel que x ∈ nilmxM − nilmx+1M .
Soit x un e´le´ment non nul de degre´ maximal tel que Apx n’est pas re´duit a` {0}
dans l’intervalle (|x|, n]. Soit donc y ∈ Apx de degre´ minimal tel que y 6= 0,
|x| < |y| ≤ n, y¯ ∈ ΣmyRmy sa re´duction que l’on note σ
myv , v ∈ Rmy . On a,
a` l’aide du lemme 11, v ∈ Im(P k−d+30 ). On sait donc que |y| −my est divisible
par 2pk−d+2 et on e´crit |y| −my =: 2p
k−d+2ly .
Soit de meˆme la re´duction x¯ ∈ ΣmxRmx . Notons x¯ = σ
mxu, u ∈ Im(P s0 ) −
Im(P s+10 ).
Lemme 13 Pour s ≤ k−d+1, t ≥ 1, 2pk−d+2 ne divise pas le degre´ de Qstu.
De´monstration En effet on a
|Qstu| =
{
|u|+ 2(pt+s − ps−1) s ≥ 1
|u|+ (2pt − 1) s = 0
Conside´rons le module engendre´ par u dans Rmx . Si Apu contient la lacune
(|u|, n+ l−mx], le degre´ de u est divisible par 2p
k−d+2 , et dans ce cas 2pk−d+2
ne divise pas |Qstu| pour s ≤ k − d+ 1.
Supposons que Apu ne contienne pas la lacune (|u|, n + l − mx] et soit t =
Pu l’e´le´ment non nul du plus bas degre´ avec |t| ≤ n − mx . On sait que le
degre´ de l’ope´ration P est 2(p − 1)pγ ou 1. Pour la meˆme raison que dans
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la de´monstration du lemme 5, on a γ ≥ s. Comme Apt contient la lacune
(|t|, n+ l−mx], |t| est divisible par 2p
k−d+2 et peut donc eˆtre e´crit de la forme
|t| = 2pk−d+2q . Alors
|Qstu| =


2pk−d+2q − 2(p − 1)pγ + 2(pt+s − ps−1) s ≥ 1
2pk−d+2q − 2(p − 1)pγ + (2pt − 1) ou
2pk−d+2q − 1 + (2pt − 1) s = 0
et 2pk−d+2 ne divise pas |Qstu|.
Supposons d’abord que s ≤ k− d+1 et que t ≥ 1. Tant que |Qstx| ≤ n+ l , on
a ne´cessairement Qstu = 0 pour des raisons de degre´. Or pour 1 ≤ t ≤ k − s,
|Qstx| =
{
|x|+ 2(pt+s − ps−1) s ≥ 1
|x|+ (2pt − 1) s = 0
≤
{
n+ 2(pk − ps−1) s ≥ 1
n+ (2pk − 1) s = 0
< n+ 2pk
< n+ 2(p − 1)pk
≤ n+ l.
Donc, d’apre`s le lemme 10,
k − s− 1 ≤ d− 2, soit s ≥ k − d+ 1
et donc |x| −mx =: 2p
k−dlx .
Maintenant on peut trouver une contradiction comme dans la de´monstration
du lemme 8. A l’aide du the´ore`me 5 et de la base multiplicative de Ap , on sait
qu’en degre´ supe´rieur ou e´gal a` |x| + 1, l’e´le´ment non nul du plus bas degre´
dans Apx ne peut eˆtre que y = βx ou y = P
1x. On a alors |x| + 1 = |y| ou
|x|+ 2(p − 1) = |y|. Donc
mx + 2p
k−dlx + 1 = my + 2p
k−d+2ly,
ou mx + 2p
k−dlx + 2(p − 1) = my + 2p
k−d+2ly.
Donc, my −mx = 1 ou 2(p − 1) mod 2p
k−d .
Puisque 2(p − 1)pk+1 > l ≥ 2(mt + 1)(p − 1)p
d+2 , donc
2pk−d > 2p(mt + 1)
≥ 6mt + 2p
>
{
my +mx + 2(p − 1)
my +mx + 1
≥
{
|my −mx − 2(p − 1)|
|my −mx − 1|
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Donc my −mx = 1 ou 2(p− 1). Or cette e´galite´ n’a pas de solution a` cause de
la condition 2, l’existence d’un tel x est donc contradictoire. Donc pour tout
e´le´ment x de M de degre´ infe´rieur a` n, Apx contient une lacune (|x|, n + l].
Fin de la de´monstration du Lemme 12
Fin de la de´monstration du The´ore`me 6
Appendice: Notes sur les ope´rations Qst
Dans la base de Milnor de l’alge`bre de Steenrod A2 , on a des ope´rations Qt , t ≥ 0,
de´finies re´cursivement par les relations suivantes:
(1) Q0 = Sq
1 ;
(2) Qt+1 = [Sq
2t+1 , Qt] .
Ces ope´rations ont des bonnes proprie´te´s, plus pre´cise´ment (Milnor, [7], §6),
Proposition 3 Soient M,N deux modules instables, et soient l, r, t ≥ 0 .
(1) ∀ x ∈M , QrQtx = QtQrx et Q2tx = 0 .
(2) ∀ x ∈M et y ∈ N , Qt(x⊗ y) = Qtx⊗ y + x⊗Qty .
(3) Soit u le ge´ne´rateur de H∗(B(Z/2);Z/2) en degre´ 1,
Qtu
2l = 0 et Qtu
2l+1 = u2l+2
t+1
.
Inspire´ par ces proprie´te´s, on a construit dans la section 2 les ope´rations Qst , s, t ≥ 0,
qui posse`dent aussi ces proprie´te´s sur Im(Sqs0). Dans le reste de cet appendice, on
de´crit quelques proprie´te´s e´le´mentaires de ces ope´rations. Puis, on donne a` la fin les
de´monstrations du lemme 2 et du corollaire 2.
D’abord, on compare ces ope´rations avec les ope´rations connues, P s
t+1 , s, t ≥ 0. Voici
deux proprie´te´s e´le´mentaires:
(1) Q0t = Qt = P
0
t+1 , Q
s
0 = Sq
2s = P s1 .
(2) Qs
t
est une ope´ration de degre´ 2s(2t+1 − 1).
D’apre`s ces deux proprie´te´s, plus le fait que P s
t+1 est aussi une ope´ration de degre´
2s(2t+1− 1), une question curieuse est de savoir quand les deux ope´rations Qst et P
s
t+1
coincident. En fait, quand st 6= 0, il semble que le seul cas ou` ces deux ope´rations
coincident est Q11 = P
1
2 .
Pour effectuer le calcul des Qst , on note que l’on a une autre fac¸on de de´finir les
ope´rations Qs
t
, s, t ≥ 0:
(1) Qs0 = P
s
1 ;
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(2) Qst+1 = [P
t+s+1
1 , Q
s
t ] .
Avec cette de´finition, on peut exprimer Qst en terme de la base de Milnor, a` l’aide de
la formule multiplicative de cette base. Voici quelques calculs qui comparent les Qst et
P s
t+1 :
(1) Q11 = P
1
2 , Q
2
1 = P
2
2 + Sq(3, 3), Q
3
1 = P
3
2 + Sq(6, 6) + Sq(3, 7).
(2) Q12 = P
1
3 + Sq(7, 0, 1) + Sq(4, 1, 1).
Pour finir cet appendice, on donne ici les de´monstrations du lemme 2 et du corollaire
2.
De´monstration du Lemme 2 Soient M un module instable et x un e´le´ment de
M .
Quand t = 0,
Qs+r0 Sq
s
0x = Sq
2s+rSqs0x = Sq
s
0Sq
2rx = Sqs0Q
r
0x.
Si on suppose que Qs+rt Sq
s
0x = Sq
s
0Q
r
tx pour t ≤ t0 , alors quand t = t0 + 1, on a
Qs+r
t0+1
Sqs0x = (Sq
2t0+s+r+1Qs+r
t0
−Qs+r
t0
Sq2
t0+s+r+1
)Sqs0x
= Sq2
t0+s+r+1
Qs+rt0 Sq
s
0x−Q
s+r
t0
Sq2
t0+s+r+1
Sqs0x
= Sq2
t0+s+r+1
Sqs0Q
r
t0
x−Qs+r
t0
Sqs0Sq
2t0+r+1x
= Sqs0Sq
2t0+r+1Qr
t0
x− Sqs0Q
r
t0
Sq2
t0+r+1
x
= Sqs0(Sq
2t0+r+1Qrt0 −Q
r
t0
Sq2
t0+r+1
)x
= Sqs0Q
r
t0+1x.
Donc, par re´currence (sur t), on a Qs+rt Sq
s
0x = Sq
s
0Q
r
tx, ∀ r, s, t .
De´monstration du Corollaire 2 Les proprie´te´s de Qt utilise´es ci-dessous sont dans
la proposition 3.
(1) Soit M un module instable. Par le lemme 2, on a ∀ x ∈M ,
Qs
r
Qs
t
Sqs0x = Q
s
r
Sqs0Qtx = Sq
s
0QrQtx
= Sqs0QtQrx = Q
s
t
Sqs0Qrx
= QstQ
s
rSq
s
0x,
et (Qs
t
)2Sqs0x = Q
s
t
Sqs0Qtx = Sq
s
0(Qt)
2x = 0.
(2) Supposons qu’il existe x′ ∈M , y′ ∈ N tels que x = Sqs0(x
′), y = Sqs0(y
′), alors
Qst (x⊗ y) = Q
s
t (Sq
s
0(x
′)⊗ Sqs0(y
′))
= Qs
t
Sqs0(x
′ ⊗ y′)
= Sqs0Qt(x
′ ⊗ y′)
= Sqs0(Qtx
′ ⊗ y′ + x′ ⊗Qty′)
= Sqs0Qtx
′ ⊗ Sqs0y
′ + Sqs0x
′ ⊗ Sqs0Qty
′
= Qstx⊗ y + x⊗Q
s
ty.
(3) On a
QstSq
s
0u
2l = Sqs0Qtu
2l = 0,
Qs
t
Sqs0u
2l+1 = Sqs0Qtu
2l+1 = Sqs0u
2l+2t+1 = u2
s(2l+2t+1).
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