We present an approach to explore news archives by automatically generating semantic aspects for their navigation. Given a keyword query as an input, we utilize semantic annotations present in the pseudo-relevant set of documents for generating the aspects. Our approach to generate the aspects considers the salience of the annotations by modeling their semantics as well as considering their co-occurrence in the pseudo-relevant set of documents. The generated aspects are also beneficial for representing documents in a structured manner. We show preliminary results on two news archives demonstrating the quality of the generated aspects over a testbed of more than 5,000 aspects derived from Wikipedia.
INTRODUCTION
To explore news archives using only keywords offers us limited opportunities for their meaningful exploration. Nowadays, commercial search engines provide features such as knowledge panels [8] for queries regarding popular named entities as effective means of exploring web search results. This functionality, however, is not offered for ad-hoc keyword queries and is limited to those queries that concern popular named entities or selected search terms.
Also, users often struggle to convey their information needs clearly. A web query log analysis showed that ca. 46% of users performed query reformulation to better reflect their information needs [6] . To assist users in finding relevant documents quickly, we propose to provide semantic aspects as means of navigation. We generate these by utilizing semantic annotations present in the form of temporal expressions, disambiguated geographical locations, and other named entities in document contents.
In short, we generate aspects to informational queries as follows. First, we retrieve pseudo-relevant documents that mention the keywords present in the user's query. Second, we analyze semantic annotations in the form of temporal expressions, disambiguated geographical locations, and other named entities by considering their Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s Figure 1 : We generate aspects for a given set of documents by taking into account the salience of the annotations in models that are informed of their inherent semantics. We consider co-occurrence of annotations sharing different semantics. Generated aspects are also useful to provide a structured representation of documents (e.g., d 1 can be modeled as containing a 1 and a 2 ). salience in models informed of their inherent semantics. Third, we analyze the annotations sharing different semantics by considering their co-occurrence in the set of pseudo-relevant documents.
APPROACH
We now describe in brief the approach to generate the semantic aspects. Figure 1 gives an overall schema of our proposed approach.
Consider a news archive with documents D = {d 1 . . . d N }. Given a keyword query q, we use a retrieval method (e.g., Okapi BM25) to obtain a set of pseudo-relevant documents R ⊂ D containing the query terms. Each document d ∈ R is enriched with annotations in the form of temporal expressions, disambiguated locations, and disambiguated persons and organizations. We can therefore represent a document using these annotations and the words it contains as:
In Equation 1, the document d is modeled as a bag-of-words
Generating Semantic Aspects. An aspect represents the salience of the annotations in models that are informed of their semantics as well as the co-occurrence of annotations sharing different semantics. An aspect a consists of factors x that exhibit the aforementioned properties. Concretely, an aspect is represented as:
A generated sample aspect is shown in Figure 2 . In Equation 2, x T represents a time interval of interest. We leverage the work by Gupta and Berberich [5] to generate them. In short, time intervals of interest are obtained by computing overlaps of temporal expressions (i.e., expressions that convey mentions of time that are explicit, implicit, and relative) in a time model informed of temporal uncertainty. Furthermore, each temporal expression is weighted by the score of the document (i.e., the score returned by the retrieval method) containing the temporal expression.
In Equation 2 , the factors x G and x E correspond to interesting locations and other named entities, respectively. These factors are identified by modeling them using their Wikipedia page links. A person, organization, or location is deemed interesting if it is highly related to other named entities present by using the Jaccard similarity. We again weight their relatedness with the document's score. We thereby give more importance to those locations and other entity factors that are present in highly relevant documents.
Finally, we determine whether the various factors having different semantics in Equation 2 co-occur frequently in some subset of the pseudo-relevant document set R. We determine this by checking that each factor in the aspect is salient above a given threshold and is generated from the same subset of R.
EVALUATION
Semantically Annotated News Archives. We consider two news archives for evaluation: (i) the New York Times Annotated Corpus, which contains news articles published during the years 1987-2007 [2] . (ii) STICS, which contains news articles crawled from the Web between the time period 2013-2016 [9] . Semantic annotations for documents were obtained by using two types of natural language processing tools. First, we obtained temporal expressions for the documents using the HeidelTime temporal tagger [12] . It provides us with resolved time intervals for explicit, implicit, and relative temporal expressions. Second, we obtained, disambiguated named entities for the documents by using AIDA as the named entity recognition and disambiguation tool [10] . By using AIDA, we are able to resolve the disambiguated locations and other named entities to their Wikipedia pages. Table 1 shows the statistics regarding the news archives and the annotations for the documents.
Testbed. In order to evaluate the quality of the generated aspects, we turned to Wikipedia. Specifically, we created a testbed of 5,122 aspects by exploiting various event tables present in Wikipedia. We selected the queries and their corresponding pages by using the Wikipedia's page on "List of lists of lists" [1] . We parsed these Wikipedia pages and additionally used external resources, such as [4] , to obtain the ground-truth aspects. The query keywords and their aspects counts are shown in Table 2 . Results. We discuss initial results that measure the precision and recall of our proposed approach against a naïve baseline considering all documents returned by Okapi BM25 with disjunction operator. For the baseline, we assume each document is equivalent to an aspect (i.e., Equation 1 and 2 are identical by disregarding the bagof-words). The preliminary results in Table 3 show that for both the news archives our approach provides both high precision and recall values than the baseline which can only outperform our method in terms of recall as it considers all the documents retrieved for the query. The smaller average size of the aspects generated (|A|) by our method additionally reflects that many documents share similar structure that can be exploited for meaningful navigation. 
RELATED WORK
An important approach in discovering structure within text documents was given by Hearst and Plaunt [7] . Their TextTiling algorithm structures documents with sub-topics identified using only text. Koutrika et al. [11] furthermore investigated how topics contained in documents can be helpful in information consumption by generating reading orders. From the perspective of faceted search, Ben-Ytizhak et al. [3] presented methods to identify facets for document exploration. Our approach in contrast has looked at modeling the semantics underlying the annotations when measuring salience. We also take into account co-occurrence of annotations sharing different semantics when generating aspects for archive exploration.
