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Abstract
The investigations carried out in this thesis concern the ultrafast dynamics of
a fundamental micromagnetic configuration: the vortex. Over the past decade,
a detailed understanding of the dynamic and static properties of such magnetic
nanostructures has been achieved as a result of close interplay between experi-
ments, theory and numeric simulations. Here, micromagnetic simulations were
performed based on the finite-element method.
The vortex structure arises in laterally-confined ferromagnets, in particular
in thin-film elements, and is characterized by an in-plane curling of the magnetic
moments around a very stable and narrow core. In the present study, a novel
process in micromagnetism was found: the ultrafast reversal of the vortex core.
The possibility of easily switching the core orientation by means of short in-plane
field pulses is surprising in view of the very high stability of the core. Moreover,
the simulations presented here showed that this reversal process unfolds on a
time scale of only a few tens of picoseconds, which leads to the prediction of
the fastest and most complex micromagnetic reversal process known to date.
Indeed, the vortex core is not merely switched: it is destroyed and recreated in
the immediate vicinity with an opposite direction. This is mediated by a rapid
sequence of vortex-antivortex pair creation and annihilation subprocesses and
results in a sudden burst-like emission of spin waves.
Equally fascinating is the ultrafast dynamics of an isolated magnetic an-
tivortex, the topological counterpart of the vortex. The simulations performed
here showed that the static complementarity between vortices and antivortices
is equally reflected in their ultrafast dynamics, which leads to the reversal of
the antivortex core.
A promising means for the control of the magnetization on the nanoscale
consists in exploiting the spin-transfer torque effect. The study of the current-
induced dynamics of vortices showed that the core reversal can be triggered via
two distinct routes. The first is the resonant excitation by means of weak in-
plane alternating currents. In this case, the reversal occurs rather slowly, after
several nanoseconds. The simulations demonstrated a second route, namely,
that short unipolar electrical excitations applied in the plane of the sample can
equally lead to the reversal of the core within only a few hundreds of picosec-
onds. Despite this difference in switching times, the simulations showed that
the micromagnetic details of the reversal are the same in both routes.
By comparing these two switching paths, the origin of the core switch, i.e.
the physical parameter responsible for the reversal, was identified. The analy-
sis demonstrated the existence of an energy barrier, which corresponds to the
energy required to create a new vortex-antivortex pair. In the simulations,
such pairs were spontaneously produced once a specific local energy density was
reached. This finding predicts that vortex-antivortex pairs can be created by
applying a strong, localized magnetic field.
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Zusammenfassung
Die Untersuchungen in dieser Dissertation betreffen die ultraschnelle Dynamik
einer grundlegenden mikromagnetischen Konfiguration: den Wirbel. Durch die
enge Zusammenarbeit von Experiment, Theorie und numerischen Simulatio-
nen konnte im letzten Jahrzehnt ein detailliertes Versta¨ndnis der dynamischen
und statischen Eigenschaften solcher magnetischen Nanostrukturen erreicht wer-
den. In dieser Arbeit werden mikromagnetische Simulationen mit der Finiten-
Elemente-Methode durchgefu¨hrt.
Die Wirbelstruktur bildet sich in lateral eingeschra¨nkten Ferromagneten
aus, insbesondere Du¨nnschichtelementen, und ist durch eine ebene, kreisfo¨rmige
Anordnung der magnetischen Momente um einen sehr stabilen und schmalen
Kern charakterisiert. In der vorliegenden Untersuchung wurde ein neuartiger
mikromagnetischer Prozess entdeckt: die ultraschnelle Umkehrung des Wirbel-
kerns. Die Mo¨glichkeit, die Ausrichtung der Kernmagnetisierung durch kurze
ebenen-parallele Feldpulse auf einfache Weise umzuschalten ist in Anbetracht
der hohen Stabilita¨t des Vortexkerns sehr u¨berraschend. Die durchgefu¨hrten
Simulationen zeigen, dass dieser Schaltprozess auf einer Zeitskala von nur we-
nigen zehn Pikosekunden stattfindet, und sagen daher den schnellsten und zu-
gleich komplexesten bisher bekannten mikromagnetischen Schaltprozess voraus.
Tatsa¨chlich wird der Wirbel nicht einfach umgeschaltet, sondern aufgelo¨st und
in unmittelbarer Na¨he mit entgegengesetzter Kernmagnetisierung wiederherge-
stellt. Dies geschieht durch schnellablaufende Teilprozesse, bei denen Wirbel-
und Antiwirbel-Paare entstehen und vernichtet werden. Dieser Prozess ist mit
einer plo¨tzlichen explosionsartigen Aussendung von Spinwellen verbunden.
Ebenso faszinierend ist die ultraschnelle Dynamik eines einzelnen magneti-
schen Anti-Wirbels, dem topologischen Gegenstu¨ck zum Wirbel. Es wird gezeigt,
dass sich die statische Komplementarita¨t zwischen Wirbel und Antiwirbel auch
in ihrer ultraschnellen Dynamik widerspiegelt, na¨mlich im Schalten des Anti-
wirbelkerns.
Eine vielversprechende Methode, mit der die Magnetisierung auf der Na-
noskala kontrolliert werden kann, besteht in der Verwendung des sogenannten
Spin-Transfer-Torque-Effekts. Durch Untersuchungen zur strominduzierten Dy-
namik magnetischer Wirbel wurde festgestellt, dass das Schalten des Kerns auf
zwei verschiedenen Wege bewirkt werden kann: In einem Fall wird der Wirbel
durch einen schwachen Wechselstrom resonant angeregt. In diesem Fall tritt der
Schaltprozess relativ langsam ein, nach einigen Nanosekunden. Die Simulationen
zeigten einen zweiten Weg – kurze, unipolare elektrische Anregungen parallel zur
Probenebene ko¨nnen ebenso ein Schalten des Kerns innerhalb von nur weniger
Hundert Pikosekunden bewirken. Trotz dieser Unterschiede in den Schaltzeiten
zeigten die Simulationen, dass die mikromagnetischen Details der Schaltprozes-
se in beiden Fa¨llen gleich sind. Durch einen Vergleich dieser beiden Wege zum
Schalten von Wirbelkernen konnten die relevanten physikalischen Parameter be-
stimmt werden, die das Schalten des Kerns bewirken. Die Analyse zeigte, dass
eine Energiebarriere u¨berwunden werden muss, die der fu¨r die Bildung eines
Wirbel/Antiwirbel-Paars beno¨tigten Energie entspricht. Es stellt sich heraus,
ii
dass solche Paare spontan entstehen, sobald eine bestimmte lokale Energiedich-
te erreicht wird. Dies ero¨ffnet die Mo¨glichkeit, neue Wirbel/Antiwirbel-Paare
durch ein starkes, lokalisiertes magnetisches Feld zu erzeugen.
Vortex core reversal mediated by the production of a vortex-antivortex
pair.
Schalten eines Wirbelkerns durch die Entstehung eines
Wirbel/Antiwirbel-Paares.
iii
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Introduction
The ability to study and manipulate the magnetic properties of matter on
increasingly smaller scales is a defining feature of modern magnetism. The
research leading to such advances has largely been stimulated by the rapid
progress accomplished in information technology and the need for high-density
non-volatile storage media ever since IBM introduced the first hard disk drive
with the RAMAC project in the 1950s. Scientific curiosity is, however, at the
origin of most advances in our understanding of magnetism. In this context,
one of the striking examples of the impact of fundamental research is the dis-
covery of giant magnetoresistance (GMR) [1, 2], for which the 2007 Nobel Prize
was awarded to Gru¨nberg and Fert. The discovery that the resistance of lay-
ered magnetic thin films separated by a non-magnetic layer strongly depends
on the relative orientation of the magnetization in each layer quickly evolved
from an exciting physical phenomenon into an application [3, 4] that changed
the dynamics of the information technology sector.
As with GMR, modern applications of magnetic materials mostly involve
thin films and laterally confined nanoscale structures. The direct observation of
their unique magnetic properties has been pushed forward over the past decades
by the development of imaging techniques with high spatial and temporal resolu-
tion [5]. For example, the exploitation of soft x-ray magnetodichroic phenomena
using circularly polarized light (XMCD) [6, 7] allows the observation of dynamic
phenomena on time scales below one hundred picoseconds with a spatial reso-
lution down to tens of nanometers. In this technique, the imaged contrast is
produced by the relative orientation between the local magnetization and the
light helicity vector. Another important tool for the investigation of magnetiza-
tion dynamics is Kerr microscopy [8], which measures the change in polarization
of light reflected from the surface of a magnetic sample, due to its interaction
with the magnetization. In addition to such wide field acquisition techniques,
scanning probe techniques like Magnetic Force Microscopy (MFM) [9, 10] or
Scanning Electron Microscopy with Polarization Analysis (SEMPA) [11, 12] al-
low the investigation of magnetic structures with a resolution ranging from a
few tens of nanometers to a few nanometers. Magnetism on the atomic scale
can be accessed experimentally by means of spin-polarized scanning tunnel-
ing microscopy (SP-STM) [13, 14]. In parallel to experimental techniques, the
1
CHAPTER 1. INTRODUCTION
development of powerful computer simulation tools and algorithms achieving
predictive power has revealed further insights into the static and dynamic prop-
erties of nanomagnets.
The resulting interaction between experiments and simulations has led to
the prediction and measurement of novel static magnetic configurations and
unexpected dynamic properties in nanosystems due to lateral confinement and
sharp interfaces. The properties of these systems are largely different from those
of bulk magnets. A remarkable structure arising from magnetic confinement is
the vortex. In ferromagnetic materials with finite geometries, the magnetization
tends to form domain patterns, which close the magnetic flux [8]. In the center
of such flux-closure structures, there is often a region of only a few nanometers
in size forming a magnetic vortex, where the magnetization circulates around a
core. At the core, in order to avoid a singularity of the exchange energy density,
the magnetization lifts out of the plane. While this structure was predicted
over forty years ago [15], it has only recently been confirmed experimentally
using MFM [16], by exploiting the dipolar interaction between the vortex core
and a sharp ferromagnetic tip. The use of SP-STM, which measures the spin-
dependent tunneling current between a magnetic tip and the sample through a
vacuum gap, has allowed to precisely determine the structure and dimensions
of the core [17].
The aim of this thesis is to explore fundamental aspects of the magnetiza-
tion dynamics of vortices, in particular their response to ultrafast excitations
triggered by external fields and spin-polarized currents. The presented results
are based on numeric simulations performed within the framework of micro-
magnetic theory. The theory describes the static and dynamic properties of the
magnetization in mesoscopic and nanoscale laterally-confined ferromagnets1.
Generally, the fast dynamics of magnetic structures such as domain walls
and vortices can be obtained from micromagnetism by integrating the equation
of motion of the magnetization, the Landau-Lifshitz-Gilbert equation. In most
cases this is a tedious task that requires solving coupled differential equations,
which are non-linear and non-local. A great simplification in this direction was
achieved by Thiele [19], who reduced the problem to determining the expression
of the forces acting on the magnetic structure. These results were later applied
to vortices by Huber [20], leading to the analytic description of their dynamics.
The first experimental observation of the dynamics of vortices made use of the
Cotton-Mouton magneto-optical effect and allowed to determine the resonance
frequency associated with the motion of domain walls coupled to a vortex [21].
These measurements established that the lowest excitation mode of the vortex is
its rotation about the equilibrium position, also known as the gyrotropic mode.
This was later also measured using time-resolved Kerr microscopy [22]. While
the lateral resolution did not allow the direct imaging of the vortex motion,
it provided further evidence for the gyrotropic motion. Finally, the motion
of the vortex was imaged in response to short field pulses, a few hundreds of
1In terms of magnetic switching, we define as ultrafast time scales which are between a few
and one hundred picoseconds. Faster excitations on the subpicosecond scale are possible [18];
these are however not described by micromagnetic theory.
2
picoseconds long, using XPEEM [23]. These experiments determined that the
gyrotropic motion typically unfolds on the nanosecond timescale and that it is
surprisingly the vortex core, which in spite of its small size governs this motion.
Despite their remarkable properties, vortices have largely been avoided in
magnetic materials. Indeed, most applications of magnetism in reduced lateral
dimensions involve the reversal of the magnetization. The magnetic switch-
ing in granular thin film media found in hard drives, or the reversal of the
magnetization orientation in nanomagnets, which are part of various MRAM
architectures or in proposed patterned storage media, therefore require reliable
and fast operation. In this context, the nucleation of vortices constitutes an
undesirable feature because it is not easily reproducible. The nanomagnets act-
ing as data storage units are thus generally engineered through their shape and
size to exhibit single-domain behavior, thereby avoiding the vortex state which
would otherwise naturally form. However, even in such cases, the reversal can
be inhomogeneous [24] and strongly dependent on edge imperfections, proceed-
ing from nucleation sites and possibly involving the formation and propagation
of vortices. Only Arrott’s hysteron [25] provided a nucleation-free concept that
used a vortex to drive the reversal of the magnetization in an MRAM memory
cell at low switching fields [26].
This point of view of vortices has however dramatically changed over the
past few years. Experiments performed by Van Waeyenberge et al. [27] using
scanning x-ray transmission microscopy (XTM) on vortex dynamics excited at
resonance have demonstrated that the vortex core could easily be reversed using
bursts of a low in-plane alternating field, which was used to excite the gyrotropic
motion. The strength of these bursts was of the order of one mT. This result
is remarkable in view of the very high stability of the core [28], which is due to
the exchange field. It was indeed found experimentally that about 300 mT are
required to “crush” the core structure [29]. The experiment in Ref. [27] thus
established a means of easily and dynamically switching between two stable core
configurations which could also be promising for technological applications.
In the present work, the mechanism leading to the vortex core reversal is
studied in detail. We find that this reversal is mediated by a series of complex
subprocesses unfolding within only a few tens of picoseconds. In addition, the
switching mechanism appears to be independent of the excitation type (which
can be resonant or non-resonant). These results lead to the prediction of the
fastest, yet most complicated, field-induced reversal mechanism known to date.
It is indeed faster than precessional switching [30, 31], which allows the uniform
reversal of the magnetization within a few hundreds of picoseconds.
The presented simulations are performed within the framework of micromag-
netism. This is a continuum theory in which the magnetization is represented
by a directional vector field of constant magnitude. Locally, the magnetization
vector is an average over hundreds to thousands of atomic magnetic moments.
The micromagnetic description uses quantum mechanical results such as the
values of the gyromagnetic ratio and the Bohr magneton and constitutes a
bridge between the atomistic description of magnetism (Heisenberg model) and
domain theory. The foundations of micromagnetism were laid by Landau and
3
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Lifshitz [32] and notably by Brown [33] who coined the term in the sixties, be-
cause it describes microscopic magnetic structures such as domain walls and
vortices. These structures are determined from the competition between the
exchange and magnetostatic interactions as well as various anisotropies.
Micromagnetic simulations are presently the best tool for investigating the
ultrafast dynamic behavior of the magnetization on the nanoscale. Indeed,
while an analytic description of the magnetization dynamics is often possible, it
usually comes at the cost of a number of simplifying assumptions. For example,
the results derived by Thiele mentioned earlier apply to rigid magnetic systems
at equilibrium. In this framework, the description of ultrafast phenomena is
intractable. In addition, simulations allow to study quantities which cannot
easily be expressed analytically or accessed experimentally, such as the internal
energy of complex three-dimensional systems [34] or their dynamics [35], and
offer the possibility to systematically study the role of different parameters,
which can be turned on or off. Simulations are thus complementary to theory
and experiments and have become an indispensable tool for the fundamental
understanding of magnetization dynamics as well as for the interpretation of
experimental observations. In certain fields, this complementarity has evolved
to the point where simulations have become an integral part of the experiments.
For example, modeling of the experimental apparatus is an essential part of the
measurement process in transmission electron microscopy. This allows to reach
resolutions of the order of the picometer [36]. Recently, Vansteenkiste et al. [37]
combined experimental data with simulated time-resolved XTM measurements
to establish that the core of a gyrating vortex does not behave like a rigid
structure, but is strongly distorted. This distortion occurs on a length scale of
10-20 nanometers, below the lateral resolution of the measurement technique.
In scanning probe microscopy, reconstruction algorithms can compensate for
tip-induced distortions and allow image simulation [38, 39]. Such advances are
the result of tremendous increases in the performance and reliability of numeric
algorithms, which have in effect allowed simulations to evolve into a distinct field
of investigation. Simulations consequently do not only allow the understanding
of, but also the prediction of complex phenomena and novel effects, thereby
motivating experimental investigations.
In this thesis, the predictions made for the ultrafast dynamics of magnetic
vortices are based on micromagnetic simulations using a fully three-dimensional
finite-element algorithm. The finite-element method (FEM) allows an effec-
tive treatment of magnetization processes in samples with arbitrary shapes and
smooth boundaries. At present, only a few FEM-based algorithms exist in mi-
cromagnetics. The algorithm used in this thesis [40] is a powerful simulation tool
for micromagnetic problems [41, 34, 42]: it is flexible [43], fully parallelized and
uses hierarchical matrix compression, which allows the computation of prob-
lems consisting of millions of discretization nodes using workstations. In the
absence of matrix compression, solving such problems would typically require
a supercomputer. It is thus possible to compute the dynamics of samples tens
of micrometers large with a resolution of only a few nanometers, allowing for a
multiscale approach.
4
This thesis is organized as follows. Chapter 2 introduces micromagnetic
theory and its scope. We describe the different energy contributions entering
the computation of the effective field driving the magnetization dynamics. The
static structure of magnetic vortices is also discussed, along with their associated
topological indices. Details of the finite-element method used for the dynamic
calculations are described in chapter 3. Chapter 4 presents the analytic
expression for the dynamics of magnetic vortices. We include a derivation of
the Thiele equation and its application to the particular case of the vortex. In
addition, we discuss fundamental features of vortex dynamics first described by
simulations such as the strong distortion of the moving vortex core [44, 45] and
vortex-antivortex annihilation [46].
Chapters 5 to 9 detail our contributions to the study of vortex dynam-
ics. The micromagnetic investigation of the vortex core reversal in response to
ultrafast in-plane field pulses is presented in chapter 5. We show that this
reversal process unfolds within a few tens of picoseconds and is mediated by a
series of dramatic subprocesses resulting in the annihilation of the original vor-
tex and the creation of a new one. This leads to predict the fastest field-induced
magnetization reversal mechanism known to date [47, 48]. We show that this
mechanism involves not only the production of a new vortex, but also of an
antivortex. Consequently, in chapter 6, we investigate the ultrafast response
of antivortices [49, 50] to in-plane field pulses.
In addition to magnetic fields, the use of spin-polarized currents represents
a promising means of manipulating the magnetization on the nanoscale. At
the origin of the GMR effect is the fact that an electric current becomes spin-
polarized in a ferromagnet. Slonczewski and Berger [51, 52] subsequently pre-
dicted the inverse phenomenon, namely that the spin polarization of the conduc-
tion electrons can influence the magnetization state of the ferromagnet. In this
context, the dynamic behavior of domain walls under the influence of in-plane
spin-polarized currents has been intensively studied both theoretically and ex-
perimentally for example in Refs. [53, 54, 55, 56]. In chapter 7, we investigate
the influence of in-plane spin-polarized currents on the dynamics of vortices.
In contrast to experimental observations which have established that the core
can be excited [45] and reversed [57] through resonant excitation with alternat-
ing currents, we demonstrate that the core can also be reversed in a controlled
manner by means of short and strong single current pulses [58].
The existence of different pathways for reversing the vortex core requires a
fundamental quantity, which determines the reversal. While it has recently been
suggested that the switching is controlled by the velocity of the core [57, 59],
experiments [37] have found discrepancies between the measured and predicted
values of this velocity. In chapter 8, we adopt a different approach by con-
sidering the energy of the vortex. We show that the core reversal occurs once
a well-defined energy threshold is reached. This threshold corresponds to the
energy necessary for the production of a vortex-antivortex pair. In contrast to
the velocity interpretation, our approach allows a full description of the reversal
process.
In chapter 9, we prove the validity of our approach by demonstrating that
5
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vortex-antivortex pairs can be produced in a controlled manner in a ferromagnet
by locally increasing the energy density above the determined threshold. We
show how our approach introduces a new possibility for switching the core with-
out exciting the vortex and may allow to simplify the experimental measurement
of this ultrafast reversal process.
6
2
Fundamental aspects of
micromagnetism
The microscopic structure of ferromagnets is typically characterized by magnetic
domains: regions of uniform magnetization up to hundreds of microns wide. The
existence of domains with different magnetic orientations which minimize the
total stray field was postulated by Weiss [60, 61] and their existence confirmed
by Bitter [62, 63], who used fine magnetic powder to image the domain pat-
terns. The powder concentrates at domain boundaries due to the high stray
field gradient present in those regions, revealing the extent and arrangement
of the domains. Later, Bloch [64] provided a theoretical analysis of the ‘walls’
that form in the regions connecting different domains. Landau and Lifshitz then
showed that the magnetic structure of these walls can be obtained analytically
by minimizing the total energy of the system [32]. Micromagnetic theory [33, 65]
was formulated by Brown and consists in a more general approach than the one
adopted by Landau and Lifshitz. Indeed, it allows not only to calculate the
structure of domain walls but also predicts their existence.
Micromagnetism therefore predicts and describes fundamental magnetiza-
tion structures, which typically only span a few tens to hundreds of nanome-
ters. The domain wall described above is one of these structures. Two main
types of walls are distinguished based on the plane of rotation of the magneti-
zation. In practice however, combinations of these types are observed, giving
rise to new structures. This is for example the case of cross-tie walls. It was
indeed the theoretical analysis of cross-ties that led to predict the existence of
another fundamental structure: the vortex [15]. Magnetic singularities, or Bloch
points, form yet another fundamental configuration predicted by micromagnetic
theory [66]. These equally arise in the dynamic processes investigated in this
thesis.
The dynamic behavior of the magnetization was described by Landau and
Lifshitz [32]. Gilbert [67, 68] later derived an equivalent description using a
different formulation for the damping. The resulting Landau-Lifshitz-Gilbert
equation describes the time evolution of the magnetization, including dynamic
effects such as spin waves, normal oscillatory modes of the magnetization or
magnetization reversal processes. Micromagnetic theory is thus today an in-
7
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valuable tool for the investigation of the structure and dynamic behavior of
nanoscale systems. In this chapter, we present fundamental aspects of micro-
magnetic theory, focusing on the static structure of the vortex. We also describe
the general structure of domain walls, in particular the cross-tie wall, due to
its historic importance. In addition, we present the Landau-Lifshitz-Gilbert
equation as well as its extension for spin-polarized currents.
2.1 Energy terms
In micromagnetism, the magnetization, i.e the density of magnetic moments,
is represented by a continuous vector field M(x). Each vector has a constant
length M = Ms, where Ms is the saturation magnetization of the material,
and only its direction is allowed to vary. Very often, the reduced magnetization
is used, defined as m = M/Ms. The micromagnetic problem thus consists in
determining the direction ofm(x) at each point x. For static configurations this
can be achieved through the minimization of the free energy of the system. The
most important contributions to the free energy are described in this section.
The entropy contribution is neglected in this thesis, which constitutes a good
approximation at temperatures far below the Curie point.
2.1.1 Exchange energy
In quantum mechanics, the exchange interaction between neighboring atomic
spins giving rise to ferromagnetism results from the exclusion principle. This
reduces the electrostatic potential between unpaired 3d electrons in neighboring
atoms whose spins are aligned parallel to each other. In micromagnetism, the
exchange interaction is derived from the Heisenberg Hamiltonian with classical
vectors replacing the spin operators [32]. Assuming only small deviations in the
angle between neighboring magnetization vectors, the exchange energy density
in the continuum limit is of the form
eexc = A
[
(∇mx)2 + (∇my)2 + (∇mz)2
]
, (2.1)
where A is the material-dependent exchange constant expressed in J/m. The
exchange energy thus vanishes when the magnetization is perfectly aligned while
deviations from this alignment are penalized.
The value of the exchange constant can be obtained from ab-initio density
functional theory calculations [69]. Experimentally, it can be determined for
example from spin-wave resonance measurements, based on the dispersion rela-
tion of volume modes [70]. For iron A = 2.1×10−11 J/m whereas for Permalloy
(Ni80Fe20) A = 1.3× 10−11 J/m.
8
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2.1.2 Magnetostatic energy
According to Faraday’s law [71], the induction B is related to the magnetic field
H in the vacuum by
B = µ0H, (2.2)
where B is in units of Tesla (≡Vs/m2), and H is in A/m. Here, µ0 is the
magnetic constant introduced by the SI unit system, also called vacuum per-
meability, which is fixed at µ0 = 4pi × 10−7 V sAm . Inside a magnetic material,
taking into account the magnetization M ,
B = µ0(H +M). (2.3)
where M is in A/m. Maxwell’s equations inside the material then read
∇ ·B = 0 (2.4)
∇×Hext = µ0j (2.5)
∇×Hdem = 0. (2.6)
Two types of fields are distinguished: the applied field Hext produced by an
external current and the internal demagnetizing field Hdem.
The general solution to Ampe`re’s law (2.6) inside the ferromagnet is of the
form [72]:
Hdem = −∇Udem, (2.7)
where Udem is a magnetostatic scalar potential. In conjunction with (2.3)
and (2.4), it results that
∇2Udem =∇ ·M . (2.8)
The solution of the Poisson equation (2.8) has the form
Udem(r) =
1
4piµ0
−∫
V ′
∇ ·M(r′)
|r − r′| d
3r′ +
∫
S′
M(r′) · n
|r − r′| d
2r′
 . (2.9)
The first integration is performed over the magnetic volume while the second
term is a surface integral. The vector n is normal to the surface, directed
outwards.
Equation 2.9 introduces the concept of volume and surface charges as sources
of the demagnetizing field, analogous to electrostatics [71]:
ρ = −µ0(∇ ·M) volume charge density, (2.10a)
σ = µ0(M · n) surface charge density. (2.10b)
Generally, the magnetostatic field outside the ferromagnet is referred to as the
“stray field”, whereas the “demagnetizing field” describes the field inside the
sample, which opposes the direction of the magnetization.
The energy density term arising from the demagnetizing field is
edem = −1
2
µ0(Hdem ·M) (2.11)
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where the factor 12 excludes self-interactions. The total magnetostatic energy∫
edemdV can also be written in terms of an integration over the entire space [33,
65]:
Edem =
µ0
2
∫
all space
H2dem dV. (2.12)
The above equation highlights two essential properties of the magnetostatic
energy:
• The total magnetostatic energy of a ferromagnetic body is always positive;
• The magnetostatic energy can only be minimized by avoiding the forma-
tion of magnetic charges.
The second point expresses the fact that the magnetization will tend to align
with the boundaries such that M · n→ 0 in a way that also minimizes ∇ ·M
as much as possible. This is known as the “pole avoidance principle” [65].
The consequence of this principle is the formation of closure domain config-
urations, or vortex states, in magnetic systems above a critical size [73]. We
describe magnetic vortices in detail in section 2.2.3.
2.1.3 Zeeman energy
The contribution of an external field Hext (2.5) is accounted for by the Zeeman
energy term
ezee = −µ0(Hext ·M), (2.13)
which depends on the relative orientation of the external field with respect to
the local magnetization. The value of ezee is thus a minimum when these are
parallel and have same orientation.
2.1.4 Anisotropy energy
The energy of a ferromagnet also depends on the orientation of the magnetiza-
tion with respect to directions defined by the crystal structure of the material,
which gives rise to preferential directions or easy axes. This effect is mainly
due to the quenching of 3d orbitals resulting from the competition between
spin-orbit coupling and the electrostatic potential of the lattice.
The simplest case is that of uniaxial anisotropy. The anisotropy energy
density can then be expressed as function of the relative orientation of the
magnetization and the anisotropy axis k. To second order, it reads:
eku = −Ku1(m · k)2 +Ku2(m · k)4. (2.14)
The constants Ku1 and Ku2 are expressed in J/m
3. While higher order terms
can be added, they usually do not play a significant role [8]. Considering the
first-order term only, if Ku1 > 0 the anisotropy is axial, while if Ku1 < 0, it is
planar with an anisotropy plane perpendicular to the easy axis.
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For a cubic anisotropy, the energy density is defined by
ekc = Kc1(m
2
xm
2
y +m
2
ym
2
z +m
2
xm
2
z) +Kc2m
2
xm
2
ym
2
z (2.15)
where mx,y,z are the components of m along the cubic axes.
Preferred directions of the magnetization can also be determined due to shape
anisotropy. This type of anisotropy has in fact a magnetostatic origin: it results
from the formation of surface magnetic charges (2.10b) at the ferromagnet’s
boundary. Analytically, this anisotropy is described by demagnetizing factors
for uniformly magnetized bodies [72, 74]. More generally, the term “shape
anisotropy” describes the tendency of the magnetization to align parallel with
the sample edges or in the plane of thin films in order to avoid the formation of
surface charges.
Another anisotropy term describes the behavior of the magnetization at
surfaces. Originally introduced by Ne´el [75], it can play an important role in
ultrathin magnetic films and generally nanostructures with a high surface-to-
volume ratio. In the first order, the energy density is given by
esrf = Ks[1− (m · n)2]. (2.16)
The surface anisotropy coefficient Ks is expressed in J/m
2 and, when it is pos-
itive, favors the perpendicular alignment of the magnetization with respect to
the surface. The effects described by the surface anisotropy are magnetocrys-
talline in nature, due to spin-orbit coupling and the presence of uncompensated
bonds of the surface atoms. A general anisotropy term can be defined, which
takes into account the competition between surface and bulk anisotropies:
K =
Ks
h
+Kd (2.17)
where h is the film thickness. Kd denotes the bulk anisotropy, which includes the
magnetocrystalline and magnetostatic contributions. In thin films, the magne-
tostatic anisotropy is given by 12µ0M
2
s , sometimes called shape anisotropy. There
thus is a particular thickness at which K = 0 and a spin-reorientation transi-
tion occurs, from an in-plane to an out-of-plane magnetization orientation, or
vice-versa.
Other sources of anisotropy can also arise for example from magnetoelastic
interactions which can lead to the deformation of a magnetic body in an external
field or to the change in the magnetic configuration following mechanical strains.
These are however not considered here.
2.1.5 Effective field
From the above, it follows that in the absence of entropy, the the total energy
of the system is given by:
Etot =
∫
V
(eexc + edem + ezee + ean) dV +
∫
S
esrf dS (2.18)
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where ean includes all anisotropy contributions. This energy depends on the
spatial distribution of the magnetization and hence, the minimization of Etot
yields the equilibrium magnetic configuration. This minimization is achieved
through the variational method introduced by Brown [33],
δEtot
δm
= 0, (2.19)
where δEtotδm is the functional derivative of the total energy with respect to the
magnetization m. This leads to the torque equation [33]:
m×Heff = 0. (2.20)
The equilibrium magnetization configuration is thus achieved when the magne-
tization m is aligned with an effective field, resulting from the contributions of
the exchange, magnetostatic and anisotropy terms and the external field:
Heff =
2A
µ0Ms
∇2m+Hdem − 1
µ0Ms
δean
δm
+Hext. (2.21)
More than a single configuration is usually possible and a unique solution exists
only for sufficiently small confined systems.
2.2 Magnetic structures
2.2.1 Characteristic lengths
The continuum description of the magnetization implies that abrupt changes in
the magnetization are not allowed: these are smoothened out over a few nanome-
ters by the exchange interaction. This distance defines the exchange length, i.e.
the smallest distance over which inhomogeneities can occur at equilibrium1.
In bulk materials or extended films, magnetostatic effects are usually negli-
gible compared to anisotropy effects, such that the exchange and anisotropy
energy terms are dominant. Considering for example a first-order uniaxial
anisotropy, the competition between the two energy terms (2.1) and (2.14) yields
the magnetocrystalline exchange length, also called Bloch wall parameter:
lK =
√
A
Ku
. (2.22)
In confined magnets, it is rather the competition between the exchange and
demagnetizing (2.11) energy terms which yields the magnetostatic exchange
length:
lexc =
√
2A
µ0M2s
. (2.23)
1There are however exceptional cases when large inhomogeneities of the magnetization
can occur even on atomic distances. This occurs in the presence of a magnetic singularity,
described in section 2.2.4
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Depending on the situation, lK or lexc defines the smallest relevant micromag-
netic scale. In soft magnetic nanoelements where magnetostatic effects are large
(e.g. shape anisotropy), the exchange length is typically defined by (2.23). In
such cases, the magnetostatic exchange length can also determine the magneti-
zation reversal mode [76].
By analogy, another length can be defined to quantify the perturbation in-
duced by an external field:
lH =
√
2A
µ0MsHext
. (2.24)
This “exchange length of the external field” [77] quantifies the distance over
which it perturbs the orientation of the magnetization.
2.2.2 Domains and walls
The continuous transition of the magnetization between oppositely-oriented fer-
romagnetic domains is ensured by the domain walls [64]. Two main types of
transitions are usually distinguished. The first one is the Bloch wall, which
consists in the rotation of the magnetization parallel to the wall plane [32] and
is schematically represented in Fig. 2.1a. This structure circumvents the forma-
tion of volume charges, albeit at the expense of the formation of surface charges.
The width of the domain wall is of pilK [78]. It typically occurs in thicker films as
well as in bulk materials. In films whose thickness is comparable to the domain
wall width, a lower demagnetizing energy is achieved through the in-plane ro-
tation of the magnetization, despite the formation of volume charges [79]. This
Figure 2.1: Schematic representation of the structure of Bloch and Ne´el walls. a,
Bloch wall in a film of thickness h. The arrow lengths represent the magnitude of
the magnetization component along the thickness. The resulting surface charges
and stray field are schematically indicated. b, The Ne´el wall occurs in thinner films
and is characterized by the formation of volume charges. Arrow lengths represent
the magnetization component along the width of the wall. The stray field gives rise
to the Ne´el caps which are typically visible on MFM images.
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transition characterizes the Ne´el-type wall illustrated in Fig. 2.1b, which in the
simplest analytic model has a width of pilexc. Another type of domain wall
can be found in narrow thin magnetic strips. This is the head-to-head domain
wall [80], where the magnetization direction in the domains is perpendicular
to the domain wall plane, as opposed to the Bloch and Ne´el walls, where the
magnetization is parallel to the wall plane.
Typically, more than a type of transition occurs in ferromagnetic samples of
intermediate thickness, giving rise to domain walls with composite structures.
One such example is the cross-tie wall [81], shown in Fig. 2.2a in a 40 nm
thick Permalloy film. This wall consists of alternating Bloch and Ne´el-type
transitions [82]. The structure of the cross-ties was theoretically studied by
Feldtkeller and Thomas [15] who investigated singular regions called “circular”
and “cross” Bloch lines. The circular Bloch line is characterized by a circulating
in-plane magnetic structure with a perpendicular magnetization in the center.
It is also called a vortex, while the cross Bloch line is known as an antivortex.
Figure 2.2: Simulated cross-tie wall in a micron-sized Permalloy sample. a, The
cross-tie is composed of Bloch and Ne´el-type walls. Brown arrows indicate the cir-
culation of the magnetization in the plane of the sample while full and open circles
respectively indicate the succession of circular and cross Bloch lines. The greyscale
represents the x component of the magnetization, highlighting the domains. The
pale blue regions correspond to the Bitter pattern produced by the volume charges
in the cross-tie structure, as observed in [81]. b, In a micromagnetic view of the
same structure, the succession of vortices and antivortices is highlighted. The green
and red “ribbons” represent the isosurfaces along which mx = 0 and my = 0, re-
spectively. Their intersection marks the location of the core of the structures where
mz is maximal. The blue cylinders represent the surface along which mz = 0.7, giv-
ing a measure of the core diameter. Here, the greyscale represents the z component
of the magnetization. c, Detail of the in-plane magnetization of a vortex and an
antivortex.
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The cross-tie wall can thus be seen as a succession of vortices and antivortices,
as shown in Fig. 2.2b,c where we use an isosurface representation introduced in
Ref. [46]. The emphasis on the smallest fundamental magnetization structures
reflects the transition from domain theory to the theory of micromagnetism, as
suggested in Fig. 2.2b, where the focus is on the vortices and their core, instead
of the surrounding domains.
2.2.3 Magnetic vortices
Vortices result from the tendency of the magnetization to form flux-closure
patterns and are frequently found in confined mesoscopic ferromagnetic bodies.
In thin-films, their structure is characterized by the circulation of the in-plane
magnetization around a nanometer-sized core. At the center, the magnetization
rotates out of the plane as a result of the exchange interaction, forming an
extremely stable structure [28]. The simplest example of a vortex structure
occurs in cylindrical-shaped samples above the single-domain limit [83, 84], as
shown in Fig. 2.3a.
The radius of the vortex core is determined by the competition between the
magnetostatic and exchange energies. Formally, it is defined by the slope of the
in-plane component of the magnetization at the center of the vortex [8, 15] (as
shown in Fig. 2.3c). It takes the same form as the definition of the domain wall
Figure 2.3: a, Simulated in-plane and out-of-plane magnetic structures of a vortex
in a disk-shaped Permalloy sample 100 nm in radius and 20 nm thick. The arrows
indicate the circulation of the in-plane magnetization. The topography of the out-
of-plane component of the magnetization (mz) shows the structure of the core.
The simulation results are based on the minimization of the total energy of the
system. b, Experimental observation of the vortex core in 50 nm thick circular
micron-sized Permalloy dots using MFM. The dark and light spots at the center of
the disks indicate the orientation of the core, where the dark spots are cores oriented
towards the viewer. From T. Shinjo, et al., Science 289, 930 (2000). Reprinted
with permission from AAAS. c, Measurement of the vortex in-plane and out-of-
plane magnetization components in a 10 nm thick Fe nanoisland using SP-STM.
From A. Wachowiak, et al., Science 298, 577 (2002). Reprinted with permission
from AAAS.
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width [78]:
rcore =
(
d(sinϕ)
dr
∣∣∣∣∣
r=0
)−1
(2.25)
where ϕ is the polar angle of the in-plane magnetization. This radius is of the
order of the magnetostatic exchange length of the material in thin films [15], as
confirmed by numerous experimental observations, summarized in Ref. [85]. Ta-
ble 2.1 gives the values of the exchange constant and saturation magnetization,
along with the approximate core radius for vortices in different materials.
Following the variational approach in Ref. [86], the core radius is given as a
function of film thickness h by:
rcore = 0.68 lexc
(
h
lexc
)1/3
. (2.26)
The values obtained from this equation are in very good agreement with the
results of micromagnetic simulations [41, 84]. We note that in ultrathin films,
the core maintains its cylindrical structure throughout the sample thickness.
However, in films which are typically thicker than 10–20 nm the core displays
variations in thickness. This results in a wider structure in the bulk of the film
and a narrower radius at the surfaces which minimizes the formation of surface
charges.
Owing to its small dimensions, the vortex core only became experimentally
accessible with the development of imaging techniques with high spatial resolu-
tion. The first observation was reported by Shinjo et al. [16] using MFM, shown
in Fig. 2.3b. Quantitative measurements of the core radius performed using spin-
polarized STM [17] (Fig 2.3c) and transmission electron microscopy [87, 88, 89]
are in good agreement with the analytic and numeric micromagnetic predictions.
Different parameterizations have been suggested to analytically describe the
distribution of the magnetization within the core. Feldtkeller and Thomas [15]
used an exponential trial function reflecting the decay of the out-of-plane com-
ponent of the magnetization with increasing radius r. Using a variational ap-
proach, Usov and Peschany [86] suggested an expression consisting of two parts,
Material A [J/m] Ms [A/m] rcore [nm]
Fe 2.1× 10−11 1.71× 106 3.4
Co 3.0× 10−11 1.40× 106 5.0
Ni 9.0× 10−12 4.90× 105 7.7
Permalloy 1.3× 10−11 7.96× 105 5.7
Table 2.1: Approximate vortex core radius in different ferromagnetic materials,
based on the magnetostatic exchange length. Contributions from anisotropy terms
are typically negligible. Based on Refs. [85, 90].
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separating the core with an out-of-plane magnetization from the rest of the
vortex where the magnetization lies in the plane. Arrott proposed a parameter-
ization based on hyperbolic functions [91] which are well suited for the descrip-
tion of vector fields, while Hubert and Scha¨fer introduced a generalized trial
function [8]. These parameterizations are given below:
Feldtkeller: mz = e
−2r2/β2 (2.27)
Hubert & Scha¨fer: mz =
∑
cie
−2r2/β2i ,
∑
ci = 1 (2.28)
Arrott: mz = sech(r/λ) (2.29)
Usov: mz =

√
1−
(
2δr
δ2 + r2
)2
, 0 ≤ r ≤ rcore
0, rcore ≤ r ≤ R
(2.30)
where R is the vortex radius. The parameters β, λ and δ are determined from
the minimization of the total energy and are of the order of the exchange length.
The resulting core profile is plotted in Fig 2.4 for each expression, along with
the profile predicted by micromagnetic simulations for a Permalloy disk-shaped
sample with a radius of 100 nm and 20 nm thickness. The simulations re-
veal the existence of a circular region around the core where the magnetization
points in a direction opposite to the core magnetization [41]. This “dip” in
the static magnetization distribution is attributed to the influence of the strong
core demagnetizing field [41], estimated to about 440 mT from the simulations
performed in this thesis. This dip has also been experimentally observed in
Figure 2.4: Distribution of the
out-of-plane component of the
vortex core. The different pa-
rameterizations described in the
text are compared to the core
profile obtained from micro-
magnetic simulations. The cal-
culations and the simulations
are for a Permalloy disk of
radius 100 nm and thickness
20 nm. The dip in the magneti-
zation in the vicinity of the core
is clearly visible in the simulated
profile.
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Ref. [17] and of the analytic parameterizations, only the one suggested by Hu-
bert and Scha¨fer can in principle reproduce this subtle feature [8]. While it
only represents a small correction to the static shape of the vortex, we show
in chapters 4 and 5 that its evolution plays an important role in the ultrafast
dynamics of vortices.
In order to describe the intrinsic symmetries of the vortex, topological indices
can be defined. Thus, the orientation of the core with respect to the plane of the
vortex is described by its polarization, which takes the values p = +1 or p = −1,
corresponding to the “up” and “down” states. The vorticity2 ϕ0 quantifies the
direction of circulation of the in-plane magnetization, such that ϕ0 = +1 for
the counter-clockwise direction. It can be defined as the z component of the
vector ∇×m. This circulation produces a full turn of the magnetization along
the perimeter of the vortex, such that the angle ϕ enclosed by the in-plane
magnetization with an arbitrary reference axis is 2pi. The number of turns of
the magnetization around the core is given by the winding number, which is
formally defined by the contour integral
n =
1
2pi
∮
dϕ
dS
dS (2.31)
around the perimeter S of the vortex. As illustrated in Fig. 2.5a,b, the wind-
ing number for a vortex is n = 1, while n = −1 characterizes the antivortex
structure. This provides a topological basis for the stability of vortices and
antivortices3: if the magnetization winds n times around the perimeter of the
structure, it cannot be smoothly changed to another value [92]. Therefore,
within a magnetic sample, the total winding number is a topological conserva-
tion number [93]. This implies that the formation of a vortex structure within
the sample is necessarily accompanied by the formation of an antivortex, unless
the vortex nucleates at the sample boundary.
Figure 2.5: Winding number of a vortex and an antivortex. a, Schematic illustration
of the winding number n. The angle α is enclosed by the magnetization with the x
axis. b, In-plane structure of an antivortex with n = −1, as compared to the vortex
structure.
2 This quantity is also often referred to as chirality in the literature.
3 We show in chapter 6 that an isolated magnetic antivortex is in fact metastable. This
is however attributable to magnetostatics.
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Antivortices (Fig. 2.5b) equally possess a bistable core (p = ±1) and their
in-plane structure is characterized by regions with strong divergences of the
magnetization, leading to the presence of magnetic volume charges. When im-
aged with MFM, these produce characteristic patterns that allow to distinguish
them from vortices, as shown by Shigeto et al. [94] who imaged antivortices in
cross-ties as well as isolated antivortices.
Following Fig. 2.5, the in-plane distribution of a vortex can be described in
terms of the polar angle φ and the vorticity ϕ0 [95]:
ϕ = nφ+ ϕ0
pi
2
, (2.32)
where n is the winding number. The value of φ can be expressed within the
complex plane x+ iy as:
φ = arg(x+ iy). (2.33)
For antivortices, the magnetization distribution can equally be described
using (2.32). While these strictly do not possess a vorticity, a similar quantity
can be defined [96], which is useful in describing the dynamic behavior of the
structure in response to external fields applied at different angles with respect
to the antivortex structure.
We describe in chapter 4 how the winding number and the polarization play
a decisive role in the dynamics of vortices and antivortices studied in this thesis.
In this context, another topological index can be defined, known as the skyrmion
number q [97] (also called Pontryagin index), which for vortices and antivortices
is given by [98]:
q =
1
2
np. (2.34)
This equally is a topological conservation number and its implications are de-
tailed in section 4.3.2.
2.2.4 Bloch points
Another structure of particular interest in micromagnetism is the Bloch point [66].
It forms in magnetic configurations in which the transition between oppositely
magnetized regions cannot proceed continuously, leading to a point with van-
ishing magnetization. While such a singularity cannot be investigated within
the framework of micromagnetism, it can be shown that the magnetization is
well-behaved on a closed sphere of radius R around the Bloch point and the
exchange energy of the structure is given analytically by [99]:
Eexc(BP) = 8piAR. (2.35)
The typical radius R of such a structure in Permalloy for example has been
found to be of about 10 nm from micromagnetic simulations [28]. The Bloch
point is thus defined by the configuration of the magnetization surrounding
it. Topologically, the simplest configuration of the Bloch point assumes the
form [100]:
M = ±Msrˆ (2.36)
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in which the magnetization radially converges or diverges as illustrated in Fig. 2.6a,
thereby defining “negative” and “positive” Bloch points. In effect, an infinite
number configurations can occur which can be obtained through orthogonal
transformations of (2.36). On of them is shown in Fig. 2.6b. The exchange
energy (2.35) is the same for all the configurations.
Figure 2.6: Two possible mag-
netic configurations around a
Bloch point. The green arrows
represent the orientation of the
magnetization. a, Diverging
structure. b, Circulating struc-
ture described by a 90◦ rotation
of the configuration shown in a
about the z axis.
2.3 Magnetization dynamics
So far, we have only considered static magnetic structures. We introduce here
the Landau-Lifshitz-Gilbert equation, which describes dynamic behavior of the
magnetization. Before doing so, we note that the previously discussed struc-
tures were obtained on the basis of energy minimization. The static magnetic
structure however can also be obtained by determining when the torque exerted
by the effective field (2.21) on the magnetization vanishes4.
2.3.1 Landau-Lifshitz-Gilbert equation of motion
We consider a homogenous effective field Heff exerting a torque τ on the mag-
netization M :
τ =
dL
dt
= M ×Heff, (2.37)
where L is the angular momentum associated with the magnetization by
L = −M
γ0
. (2.38)
The proportionality constant is the gyromagnetic ratio, given by γ0 =
g|e|µ0
2m =
1.1051g × 105 mAs , where e is the electron charge and m the electron mass. The
Lande´ factor g [101] is 2 when the moment is purely due to the electron spin.
In most ferromagnetic materials g ' 2, indicating that the orbital contribution
4 For the determination of the ground state of a magnetic sample, the two approaches lead
to the same results when the initial configuration is not far from equilibrium. However, for
initial configurations, which are far from equilibrium, the dynamic path may differ significantly
from the path of direct energy minimization and the dynamic method is then preferable.
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to the magnetic moment is negligible [8]. For Fe, g = 2.1 in the absence of an
external field [102].
The change of the magnetization in time is then related to the torque by
dM
dt
= −γ0τ = −γ0[M ×Heff ]. (2.39)
The magnetization thus precesses about the effective field with a frequency
ω = γ0Heff , which is of about 17.6 GHz in a one Tesla field.
In addition to this precession, dissipative processes damp the motion of
the magnetization. On the atomic scale, these are for example attributable to
spin diffusion, spin-orbit coupling, interactions with magnons or phonons or to
misaligned atomic spins. To account for these processes within micromagnetic
theory, Gilbert [67, 68] introduced a phenomenological damping term, which is
subtracted from the effective field:
dM
dt
= −γ0
[
M ×
(
Heff − α
Ms
dM
dt
)]
. (2.40)
Typically, α is considered constant. The theoretical determination of its exact
form is a rather complex problem [103], since it encompasses effects from many
different sources.
It can be noted that multiplying the equation above by M , the right hand
side vanishes, i.e. the motion conserves the magnitude of the magnetization
|M | = Ms:
M
dM
dt
= 0. (2.41)
In the form (2.40), the time derivative of the magnetization is present on
both sides of the equation. It can however be transformed by replacing dM/dt
in the right-hand-side of 2.40 by its own expression, such that
dM
dt
= −γ0 [M ×Heff ] + α
Ms
[
M ×
(
−γ0 [M ×Heff ] + α
Ms
[
M × dM
dt
])]
= −γ0 [M ×Heff ]− αγ0
Ms
M × [M ×Heff ] + α
2
Ms
2M ×
[
M × dM
dt
]
= −γ0 [M ×Heff ]− αγ0
Ms
M × [M ×Heff ]− α2 dM
dt
(2.42)
where the term in α2 was obtained by using (2.41) and the vector identity
a× (b× c) = (a · c)b− (a · b) c. (2.43)
Grouping the terms in dM/dt yields the Landau-Lifshitz-Gilbert (LLG) equa-
tion:
dM
dt
= −γ′ [M ×Heff ]− α
′
Ms
M × [M ×Heff ] (2.44)
where γ′ and α′ are defined by:
γ′ =
γ0
1 + α2
, α′ =
αγ0
1 + α2
. (2.45)
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It can be noticed that the damping affects both the precessional and the re-
laxation term, such that the magnitude of the precessional term decreases with
increasing damping while the damping term has a maximum for α = 1 and
exhibits a symmetric behavior on both sides of this maximum. In this context,
damping values above α = 1 should be considered unphysical. It can be noted
that in the limit of infinte damping, dMdt → 0, as expected [104]. The principal
advantage of the LLG form is that it it does not contain any implicit depen-
dence on dMdt and can hence readily be used for the numeric computation of the
magnetization dynamics. For the description of the underlying physics however,
the Gilbert form (2.40) is often preferable and the specified values chosen for
the damping parameter refer to the Gilbert α throughout the recent litterature.
In analytic problems, it is often convenient to express the Gilbert equation
in terms of spherical coordinates (θ, φ):
θ˙ = −γ0 Heff,φ − αφ˙ sin θ (2.46a)
φ˙ sin θ = γ0 Heff,θ + αθ˙ (2.46b)
where
Heff,φ =
1
µ0Ms sin θ
δetot
δφ
(2.47a)
Heff,θ =
1
µ0Ms
δetot
δθ
(2.47b)
and etot is the total energy density. Here, θ is the polar angle (θ = 0 along the
positive z axis) and φ the azimuth angle in the xy plane, with respect to the x
axis.
2.3.2 Current-induced dynamics
Classically, moving charges in a ferromagnet induce a magnetic field (Oersted
field), which can in turn influence the state of the magnetization. Slonczewski
and Berger [51, 52] have predicted that in addition the magnetization can be
directly influenced by a spin-polarized electric current. Indeed, as the electrons
traverse a magnetic material, they become spin polarized; the spin angular
momentum of the conduction electrons is then transferred to the localized mag-
netization. This spin-transfer torque (STT) mechanism provides a promising
new means for the control of the magnetization on the nanoscale.
In this thesis, the effects of spin-polarized currents flowing in the plane of
the sample are investigated. This particular current geometry is intensively
used, in particular in the study of domain wall motion. It has indeed been
demonstrated experimentally that under the influence of a sufficiently high spin-
polarized current, domain walls can be displaced in the direction of the electron
flow, irrespective of the orientation of the domains separating them. This wall
displacement has been imaged for example by Yamaguchi et al. [54], who have
used MFM to measure the position of domain walls in submicron strips follow-
ing the application of microsecond current pulses. In the same manner, scan-
ning electron microscopy with spin polarization analysis (SEMPA) was used in
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Figure 2.7: Schematic illustration of the adiabatic spin transfer torque effect on
a vortex. a, The blue arrows represent the orientation of the out of plane mag-
netization along a cutplane through the vortex core, which has the structure of a
Bloch wall. The electron spins are shown in orange and the torque exerted by the
magnetization is illustrated by the dark green arrows. b, Reaction torque on the
magnetization causing the displacement of the vortex.
Refs. [105, 106] to image the displacement of domain walls in nanowires. Time
resolved magnetoresistive measurements have been performed in Ref. [107].
The influence of an in-plane current on the dynamics of a magnetization
structure such as domain walls [108, 55, 56], can simply be described as follows.
As the current flows through a ferromagnet, the local magnetization exerts a
torque on the the spins of the conduction electrons, which consequently align
with the direction of the magnetization. The spins, in turn, exert a reaction
torque on the magnetization, which is proportional to the current density. This
torque causes the displacement of the magnetic structure in the direction of
the electron flow, as illustrated in Fig. 2.7. Because the dynamics of the elec-
trons is much faster than that of the magnetization, the spins of the conduction
electrons generally align with the local magnetization, leading to an adiabatic
spin torque. Deviations from this process are also possible, which mainly occur
when the electron spins cannot adapt to the local magnetization, for example in
narrow inhomogeneous magnetic structures. The origin and exact form of this
contribution is currently under debate [108, 109, 110].
To account for the STT effect, two additional terms can be added to the
Gilbert equation, which according to Zhang and Li [109], takes the form:
dM
dt
= −γ0 [M ×Heff ]− α
Ms
[
M × dM
dt
]
− 1
M2s
M × [M × (u ·∇)M ] (2.48)
− β
Ms
M× (u ·∇)M (2.49)
The term (2.48) describes the adiabatic spin torque, where u is given by:
u =
JPgµB
2eMs
· je. (2.50)
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Here, J is the current density and je is its direction of the electron flow. P is
the degree of polarization, µB the Bohr magneton, g the Lande´ factor and e
the electron charge. The expression for u has the units of [m/s], such that it
is interpreted as the velocity of the electron spins. The term (2.49) accounts
for the non-adiabatic processes and is quantified by the dimensionless parame-
ter β, also called “degree of non-adiabaticity”. Its value has been determined
experimentally to be of the order of α for current-induced domain wall mo-
tion [107, 111]. Its specific form depends on whether the Gilbert or the LLG
form are used [112]. Indeed, if (2.48)and (2.49) are written in the explicit LLG
form, the factor β is present in both terms [113].
2.4 Range of validity of micromagnetic theory
In summary, micromagnetism is a bridge between the quantum mechanical de-
scription of magnetism and a macroscopic description involving domains and
volume averaged properties of the material. Using micromagnetic theory it is
thus possible to describe structures spanning over three orders of magnitude, be-
tween the micrometer and the nanometer length scales. It is roughly below one
nanometer that concepts such as the magnetization, magnetic charge density
or susceptibility start breaking down and atomistic models like the Heisenberg
model or quantum mechanical calculations must be used. However, this is only
an indicative order of magnitude: whether micromagnetic theory can adequately
be used depends on the details of the problem. For example, structures such as
monolayers of a ferromagnetic material or atomic chains, even when they extend
over a tens of nanometers, cannot be described by micromagnetic theory.
The time scales described by micromagnetic theory extend from a few pi-
coseconds to hundreds of nanoseconds. Indeed using the Landau-Lifshitz-Gilbert
equation, processes can only be resolved, which unfold on scales larger than that
defined by the gyromagnetic ratio. This amounts to about 5 ps in a one Tesla
field. Below this limit, a quantum mechanical description of magnetic processes
is necessary, which takes into account phenomena such as spin-lattice, electron-
spin or electron-lattice interactions.
In comparison, the ultrafast magnetization dynamics of vortices investigated
in this thesis typically occur within tens of picoseconds and their resonant prop-
erties unfold on the nanosecond timescale. The lateral extension of the studied
vortices are typically of a few of hundred nanometers.
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Finite-element simulations
Over the past few decades, computer modeling has become an essential and
well-established tool – on equal footing with experiments and theory – for the
understanding of phenomena in condensed matter physics as well as in a large
number of other scientific domains. In magnetism, micromagnetic simulations
have significantly contributed to the understanding of static magnetic structures
and the dynamics of the magnetization in increasingly complex systems. Until
recently, simulations were mostly employed to complement and contribute to
the interpretation of experimental data. However, micromagnetic simulations
have evolved into an efficient and reliable tool for predicting the behavior of
magnetic systems on the nanoscale. In this context, one of the strengths of the
simulations lies in the possibility of investigating phenomena, which are beyond
the present limits of experimental resolution. In this thesis, they allow accessing
the ultrafast dynamics of the nanometric vortex core which unfolds over only a
few tens of picoseconds. Presently, the simultaneous access to sufficiently high
experimental spatial and temporal resolutions required to image this process
still constitutes an experimental challenge. Simulations can equally be used
to probe the three-dimensional magnetic configuration in thick samples [34]
and its time evolution [35]. In contrast, the experimental observation of static
three-dimensional magnetic structures is restricted to only a few experimen-
tal techniques, such as X-ray transmission microscopy or Lorentz microscopy.
Moreover, simulations provide information on the energy of the studied system,
which can explain the occurence of observed static magnetic configurations [42],
but is not directly accessible experimentally. In chapter 8, we investigate the
core reversal on the basis of the vortex energy, thereby shedding light on the
origin of this new micromagnetic process. The rapid evolution of the predictive
power of simulations is a result of the development of new theoretical concepts
and numeric methods, whose implementation has been made possible by un-
precedented increases in computation power.
In order to model micromagnetic problems, continuous systems are dis-
cretized into a finite number of elements. Two discretization methods are gen-
erally used for solving micromagnetic problems: the finite element and the finite
differences method. In the latter, the structure is discretized making use of a
rectangular mesh. This regular arrangement of the discretization cells allows
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computing the demagnetizing field using the fast Fourier transform method. In
the finite-element method (FEM), the problem is discretized into tetrahedral
elements and the partial differential equations are reformulated in a so-called
weak form [114] in which the unknown and test functions are represented in the
basis of linear shape functions (Galerkin method). The problem of solving the
partial differential equations is thus effectively converted into solving a large
and sparse system of linear equations. While this approach increases the com-
plexity of the algorithm, it allows modeling the boundaries of general sample
geometries with high accuracy1, as illustrated in Fig. 3.1.
We describe in this chapter the formulation of the finite-element micromag-
netic algorithm, which was developed by Hertel [40] and used to perform the
simulations presented in this thesis. The simulations take as input the material
parameters (exchange constant and saturation magnetization), the initial mag-
Figure 3.1: Fnite-element meshes for arbitrarily-shaped magnetic nanostructures,
illustrating the flexibility of this method. a, Sample with curved edges used in
chapter 6 to stabilize an isolated antivortex. b, Mesh used in Ref. [116] to study
the effects of curved surfaces on the magnetic configuration. Figure reprinted with
permission from C. Dietrich at al., Phys. Rev. B 77, 174427 (2008). Copyright
(2008) by the American Physical Society. c, Non-prismatic sample shapes, such as
wedges and the hexagonal nanoisland [34] shown in d can be accurately described.
1Such geometries would be rather awkward to describe using prismatic elements. The
problem of correctly computing the demagnetizing field at the sample boundaries [115] con-
stitutes one of the major drawbacks of the finite differences method in micromagnetics.
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netic configuration and external parameters such as applied magnetic fields or
electric currents. First, we describe the mesh generation, which results in the
subdivision of the magnetic volume into tetrahedral elements of irregular size
and shape. The effective field is computed at the vertices of these elements. Sec-
ond, we detail the computation of the effective fields within the finite-element
framework. Third, we describe the time integration of the Landau-Lifshitz-
Gilbert equation. Finally, we discuss the influence of a Bloch point on the
accuracy of the simulations.
3.1 Mesh generation
The first step in the FEM analysis is the definition of the geometry to be sim-
ulated and its subdivision into a suitable mesh, which fits the shape of the
three-dimensional domain boundaries. The most extensively used scheme for
the generation of meshes is the Delaunay triangulation method [117], due to its
efficiency and robustness. The method yields unstructured tetrahedral meshes.
The starting point for the mesh generation is the discretization into a set of
distinct forming points, which will later become the discretization points [118].
For simplicity, we consider a two-dimensional surface. These points then form
a set P = {pi, i = 1, 2, ..., N} on the R2 plane. A region V (pi) is defined as the
set of points that are closer to pi than any other point pj :
V (pi) = {x ∈ R2 : ||x− pi|| ≤ ||x− pj ||, i 6= j} (3.1)
where ||...|| is the Euclidian distance. This is called the Voronoi region [119],
and is illustrated in Fig. 3.2a. The points belonging to more than one region
form the edges of the regions. As shown in Fig.3.2b, these edges belong to the
perpendicular bisectors separating the segment joining the forming points pi
and pj for contiguous regions V (pi) and V (pj).
The Delaunay triangulation of the Voronoi points P consists in connecting
the forming points of adjacent Voronoi regions which share a common edge with
straight lines. The result is that each Voronoi point is the center of the circum-
circle of the Delaunay triangle within which it is located, as shown in Fig. 3.2c.
The essential feature of this discretization method is the absence of forming
points within any circumcircle. This constitutes the Delaunay criterion used to
build the mesh when new points are introduced during the mesh generation. In
Fig. 3.2d, for example, an new forming point is inserted, within the circumcir-
cles of three Delaunay triangles. Consequently, the corresponding three Voronoi
points are removed along with the triangles as shown in Fig. 3.2e. A new trian-
gulation is then generated based on a newly computed Voronoi diagram.
In practice, the three-dimensional mesh generation starts with the discretiza-
tion of the edges and surfaces, leading to the computation of the surface ele-
ments. Form there, Delaunay triangulation is performed to define the discretiza-
tion points inside the magnetic volume. The distance between these points is
an input parameter, which determines the size of the tetrahedra. As new points
27
CHAPTER 3. FINITE-ELEMENT SIMULATIONS
Figure 3.2: Mesh generation using the Delaunay triangulation. a, Forming (dis-
cretization) points pi and Voronoi regions V(pi). The apexes of these regions are
called Voronoi points. The Voronoi regions for the forming set P constitute the
Voronoi diagram. b, Resulting Delaunay triangulation based on the Voronoi dia-
gram. c, The Voronoi points are the centers of the circumcircles of the generated
triangles. d, A forming point is inserted in the mesh, resulting in the removal of the
Delaunay triangles, as shown in e. A new mesh is constructed following the same
principle, as illustrated in f.
are added, the Delaunay criterion is checked, allowing to define valid combina-
tions of the contiguous points. The final decomposition of the volume into the
tetrahedral mesh must be such that the boundary is represented by the faces of
the mesh. Because the construction of the tetrahedra within the volume does
not necessarily conform to the faces in the boundary, the surface mesh must be
recovered [118].
The meshes used in this thesis are constructed using the TetGen algo-
rithm [120] as implemented in the Gmsh mesh generator [121]. The algorithm
uses the Delaunay method generalized to three dimensions.
3.2 Finite-element formulation
3.2.1 Shape functions
The essence of the finite-element method consists in approximating an unknown
function u(x) through a piecewise linear approximation uˆ(x). Each tetrahedral
element within the mesh defines a finite element: the discretized values of the
unknown function are computed at the vertices (or discretization nodes) i of
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each element e. Within an element, the approximated function can thus be
written as:
u(x) ' uˆ(x) =
4∑
i=1
N ei (x) u˜
e
i (3.2)
= (N e1 (x) N
e
2 (x) N
e
3 (x) N
e
4 (x))

u˜e1
u˜e2
u˜e3
u˜e4

= N e(x) u˜e
The row matrix N e(x) is the element shape function matrix. The shape
functions Nei interpolate the computed function between the nodes of the ele-
ment. A linear interpolation yields functions of the form:
Nei (x) =
1
6Ve
(ai + bix+ ciy + diz) (3.3)
with x the node coordinates and Ve the volume of the tetrahedral element. For
each node i, the coefficients depend on the shape of the finite element and are
normalized such that
Nei (xj) = δij =
{
1 if i = j
0 if i 6= j (i, j = 1, ..., 4).
Examples of shape functions in one and two dimensions are schematically shown
in Fig. 3.3.
For a tetrahedron with apexes i = 1 to 4,
6Ve = det

1 x1 y1 z1
1 x2 y2 z2
1 x3 y3 z3
1 x4 y4 z4
 . (3.4)
The value of the shape functions at a given point x is computed from the
coordinates of each apex and is given within an element e by
Nei (x) =
1
6 Ve
det

1 x y z
1 xi+1 yi+1 zi+1
1 xi+2 yi+2 zi+2
1 xi+3 yi+3 zi+3
 , (3.5)
such that the coefficient bi in (3.3) at a node i for example is:
bi = − 1
6 Ve
det
1 yi+1 zi+11 yi+2 zi+2
1 yi+3 zi+3
 . (3.6)
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Figure 3.3: Shape functions in one (a) and two (b) dimensional elements. The sum
of the shape functions at every point of the element is always 1.
The three other coefficients are obtained through cyclical permutation. This
represents a transformation from Cartesian coordinates to a local coordinate
system (barycentric coordinates) in which, as shown by equation (3.5), a weight
is assigned to each discretization point based on its surrounding volume.
Higher order interpolation functions can equally be used. For example,
quadratic functions were computed in Ref. [122] in order to investigate domain
nucleation problems. While these result in a higher numeric accuracy, generally
higher interpolation functions are not necessary for the accurate calculation of
the magnetization dynamics2.
The linear shape functions thus provide a basis for the piecewise linear rep-
resentation of functions within each discretization element. Using this basis,
the shape functions are the only space-dependent terms, so that operations ap-
plied to the discretized functions, such as differentiation and integration, are
performed on the shape functions only. These operations are then converted by
means of coefficient comparison into linear algebra problems.
3.2.2 Differentiation
Using the shape functions, a partial differentiation e.g. ∂∂y of the function u˜(x)
at a point x within an element e is then simply written as
∂u˜e
∂y
=
4∑
i=1
u˜ei (x)
∂Nei
∂y
=
4∑
i=1
u˜ei (x)c
e
i (3.7)
where ci was defined in (3.3).
Generally, it is the gradient of the function which needs to be computed,
2 Another way of improving the accuracy of a simulation is to adjust the size of the
elements. Smaller elements can be used in regions where the function u˜ changes rapidly. This
is illustrated in Fig. 3.1d.
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such that (3.7) becomes a matrix multiplication. For each element e,
∇u˜e(x) =

be1 c
e
1 d
e
1
be2 c
e
2 d
e
2
be3 c
e
3 d
e
3
be4 c
e
4 d
e
4

uexuey
uez
 = Beu˜e(x). (3.8)
In the micromagnetic code, the matrices Be are initially calculated and stored
during a preprocessing step and are used in the main program every time an
operation is performed.
3.2.3 Integration
Like the differentiation, integration is performed on the shape functions. For a
finite element of volume Ve,∫
Ve
u˜e(x) dV =
∫
Ve
4∑
i=1
u˜e(x)Nei (x) dV =
4∑
i=1
u˜e(x) Ve
∫
Ve
Nei (x)
Ve
dV. (3.9)
The normalized integral
∫
(Nn/Ve)dV =
1
4 within the tetrahedral element inde-
pendent of its shape and represents the fraction of the total volume associated
to each node. The integral (3.9) then takes the form
∫
Ve
u˜(x) dV =
1
4
Ve
4∑
i=1
ui(x), (3.10)
where expression (3.4) for the element volume is used.
A characteristic integral results from the computation of second order deriva-
tives, which yield a 4× 4 stiffness matrix Ke with components
Keij =
∫
Ve
∇Nei∇Nej dV =
x,y,z∑
α
ceiαc
e
jα Ve (3.11)
where i = 1, ..., 4 and j = 1, ..., 4. The terms cniα correspond to the components
of the matrix Be in equation (3.8), with α = x, y, z.
Another often-encountered integral is the mass matrix M e whose compo-
nents can be evaluated analytically [123]:
Meij =
∫
Ve
NiNj dV =
1
5
(a+ δij)Ve. (3.12)
These matrices are also computed during the preprocessing step.
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3.3 Computation of the effective fields
The effective field is computed at each discretization node from the total energy
following equation (2.19):
Heff = − 1
µ0Ms
∂e
∂m
. (3.13)
In the next sections we describe this computation detailed in Ref. [40].
3.3.1 Weak formulation and the exchange field
According to equation (2.21), the exchange field is given by:
Hexc =
2A
µ0Ms
∇2m. (3.14)
In addition, at the surface ∂S of the magnetic body, the exchange field is deter-
mined by the Rado-Wertmann boundary conditions [124]:
∂m
∂n
∣∣∣∣∣
∂S
= 0. (3.15)
The partial differential equation (3.14) is first converted into an equivalent
“weak form” by multiplying each side by an arbitrary test function u and inte-
grating over the magnetic volume:∫
V
uTHexc dV =
∫
V
2A
µ0Ms
uT
(∇2m) dV. (3.16)
The vector u is composed of three arbitrary test functions u(x), u(y) and u(z).
Equation (3.16) is equivalent to (3.14) provided that the equality holds for any
vector u.
Integrating by parts (3.16) yields:∫
V
uTHexc dV = − 2A
µ0Ms
∫
V
(∇u)T ∇m dV + 2A
µ0Ms
∫
∂S
uT∇m dS (3.17)
and given the boundary conditions (3.15),∫
V
uTHexc dV = − 2A
µ0Ms
∫
V
(∇u)T ∇m dV. (3.18)
The weak formulation therefore transformed the second order derivative in (3.14)
into a first-order derivative.
32
3.3. COMPUTATION OF THE EFFECTIVE FIELDS
The volume integration is converted into a sum over the total number N
of finite elements. Considering only the x component of the effective field for
simplicity,
N∑
e=1
∫
Ve
uxHexc,x dV = − 2A
µ0Ms
N∑
e=1
∫
Ve
∇ux∇mx dV (3.19)
where the integration is now preformed over the volume of the individual ele-
ments.
Using (3.3), the quantities ux, mx and Hexc,x can be expanded within the
basis of the shape functions within each element e:
uex(x) '
4∑
i=1
uixN
e
i (x)
mex(x) '
4∑
j=1
mjxN
e
j (x)
Heexc,x(x) '
4∑
l=1
hlN
e
l (x)
(3.20)
Equation (3.19) is then written as:
N∑
e=1
4∑
i=1
4∑
l=1
uixh
l
x
∫
Ve
Nei N
e
l dV = −
2A
µ0Ms
N∑
e=1
4∑
i=1
4∑
j=1
uixm
j
x
∫
Ve
∇Nei∇Nej dV.
(3.21)
Since this equation must hold for any value set ui of the arbitrary test functions,
it can be solved by comparing the coefficients of each test function uix on both
sides of the equation. This comparison converts equation (3.21) into a system
of four linear equations within each element. The stiffness matrix (3.11), which
appears on the right-hand-side however is not diagonal and requires solving
the full system of linear equations. In order to increase the calculation speed, a
mass-lumping technique is used which allows diagonalizing this matrix [40, 118].
This approximation assigns a homogenous exchange field within each element
and yields Ke
ij
= Ve4 for the stiffness matrix. This holds very well for sufficiently
small cell sizes [40].
The expression of the exchange field hl at each node l in equation (3.21) is
thus:
hlx = −
2A
µ0Ms
4∑k
e=1 Ve
k∑
e=1
(
x,y,z∑
α
cniαc
n
jα
)
mjxVe. (3.22)
In the above equation, Ve is the volume of the element e containing the node
i, while
∑k
e=1 Ve/4 is the volume associated to the node i, computed over all k
elements containing this node (which are part of its Voronoi cell). In compact
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form, this can be written as the matrix multiplication:
hiα = Aij ·mjα (3.23)
for each component α = x, y, z with:
A
ij
= − 2A
µ0Ms
4(∑k
e=1 Ve
) k∑
e=1
(
x,y,z∑
α
ceiαc
e
jα
)
Ve. (3.24)
The matrix A is sparse, and can thus be stored in a compact way.
3.3.2 Anisotropy
Considering a second-order uniaxial anisotropy, from equations (2.14) and (3.13):
Hian = −
2Ku
µ0Ms
· kˆiu · (mi · kˆiu) (3.25)
where kˆiu is the unit vector along the easy axis at each node i, whose direction
is provided as an input to the simulations. The dot products are computed at
each node considering the volume associated with the node, such that:
kˆiu =
Ku∑k
e=1 Ve
(xˆ+ yˆ + zˆ) . (3.26)
In the micromagnetic code, uniaxial (up to second order), cubic and surface
anisotropies are computed.
3.3.3 Magnetostatic field
The calculation of the magnetostatic field is performed using potential theory.
Following section 2.1.2, the magnetostatic field is obtained from a scalar poten-
tial U :
Hdem = −∇U. (3.27)
Inside the volume, following equation (2.8),
∇2U = −∇ ·M (3.28)
while outside the volume,
∇2U = 0. (3.29)
At the boundary, the following conditions must be satisfied:
U in = Uout (3.30)(∇U in −∇Uout) · n = M · n. (3.31)
In addition, the magnetic potential must vanish at infinity:
lim
x→∞U(r) = 0 (3.32)
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such that the computation of the demagnetizing field is an open boundary prob-
lem. To this effect, a hybrid finite element/boundary element method was de-
veloped by Fredkin and Koehler [125, 126], which does not require considering
any nodes outside the magnetic volume.
The method consists in splitting the potential in two parts U = U1 + U2.
Inside the volume, U1 is given by
∇2U1 = −∇ ·M . (3.33)
while outside,
U1 = 0. (3.34)
Hence, at the volume boundary the condition (3.30) becomes:
Uout2 − U in2 = U in1 . (3.35)
and the condition (3.31) yields:
∇U in1 · n = M · n. (3.36)
To solve for the demagnetizing potential inside the volume, equation 3.33 is
written in the weak form using a test function v:∫
V
v∇2U1 dV =
∫
V
v∇M dV. (3.37)
Integration by parts yields,∫
V
∇v ·∇U1 dV −
∫
∂S
v(∇U1 −M) dS =
∫
V
∇v ·M dV. (3.38)
Using the Neumann boundary condition (3.36), we obtain∫
V
∇v ·∇U1 dV =
∫
V
∇v ·M dV. (3.39)
This expression is computed by expanding its terms in the local basis defined
by the shape functions, as described in section 3.3.1. The calculation involves
the stiffness matrix on the left-hand side, while the matrix Vn4 B
e is used on the
right-hand side.
Considering the second part of the potential,
∇2U2 = 0 (3.40)
where U2 is generally non-zero over all space. In order to account for the jump
condition (3.31) of the total potential, U2 must obey the boundary conditions
∇U in2 · n =∇Uout2 · n (3.41)
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and it is required that U2 → 0 for x→ ±∞. The behavior of the potentials U1
and U2 at the boundary are shown in Fig. 3.4.
According to potential theory, U2 can be expressed in terms of the values of
U1 at the boundary:
U2(x) =
1
4pi
∫
∂S
U1(x
′)
∂G(x,x′)
∂n(x′)
dS (3.42)
where G(x,x′) = 1/|x− x′| is Green’s function.
The integral (3.42) holds for every point x within the magnetic body. The
integration at each discretization point is however computationally expensive.
Instead, the expression can be evaluated only at the sample boundary, yielding
Dirichlet boundary conditions that allow to solve (3.40) within the magnetic
volume. Approaching the boundary from inside the volume, U2 is expressed
by [125]:
U2(x) =
1
4pi
∫
∂S
U1(x
′)
∂G(x,x′)
∂n(x′)
dS +
(
Ω(x)
4pi
− 1
)
U1(x), (3.43)
where Ω(x) is the solid angle subtended by the surface at the point x.
The values of U2 can thus be obtained form the values of U1, through inte-
gration over the sample surface. The discretization of the potentials U1 and U2
transforms the above integral into a matrix multiplication:
U i2 = DijU
j
1 . (3.44)
The integration of the Green’s function was performed by Lindholm in Ref. [127].
The Laplace equation for U2 is then solved within the sample using the finite-
element method.
The matrix D is dense in the sense that it is mostly populated. An increase
Figure 3.4: Schematic represen-
tation of the splitting of the
demagnetizing potential U =
U1 + U2 and the behavior of
each part at the sample bound-
ary. The gradient of U1 given by
equation (3.36) corresponds to
the angle α. Outside the mag-
netic volume, U1 = 0. The gra-
dient of U2 given by the angle β
is constant along the boundary.
(Adapted from from Ref. [128].)
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in the number of boundary nodes therefore leads to a quadratic increase in the
memory size required to store the matrix. Typically this defines the limiting
size of the micromagnetic problems which can be considered. However, matrix
compression methods have been developed, which allow to reduce the size of
such dense matrices without noticeable loss of accuracy. A very efficient method
involves hierarchical matrices [129]. The boundary matrix D usually does not
have any particular internal structure. The compression is achieved through
the computation and arrangement of this boundary matrix in blocks, which
represent the interaction between clusters of boundary nodes. Between clusters
that are far apart, the interaction is weaker and the matrix D of rank kl can
be decomposed into lower-rank matrices:
D
kl
= P
ks
Q
sl
(3.45)
where s is much smaller than k or l. The memory required for the storage of
these matrices is thus of the order s(k + l), rather then kl [130]. In practice,
this allows reducing problems that would require a few TB of memory to a few
tens of GB. The multiplication of such small matrices equally saves CPU time,
compared to vector-matrix multiplications involving very large, dense matrices.
3.4 Integration of the equation of motion
Based on the effective field obtained at each node, the time evolution of the
magnetization can be computed. The time integration of the Landau-Lifshitz-
Gilbert equation, based on a discretized magnetization distribution at a time
t thus yields the distribution at a later time t + ∆t. The simplest numeric
integration method is the Euler method, where the magnetization at time t+∆t
is computed based on a single previous value. Explicit methods are however
generally not stable and implicit schemes have to be used. Here, the Adams-
Moulton predictor-corrector method provided by the CVODE solver [131] is
used. At each node, the set of linear equations is solved by functional iteration.
In the micromagnetic code, the step size ∆t is chosen as a function of the value
of the torque m×Heff: it is on the femtosecond time scale, ranging between a
few fs to about one hundred fs and decreases for large amplitude precessions of
the magnetization. This step size is passed to the ODE solver, where an internal
time step is defined.
The steps performed by the micromagnetic code to calculate the magnetiza-
tion dynamics are shown in Fig 3.5.
3.5 Effect of a singularity
The discretization into tetrahedral elements is typically performed such that
the distance between neighboring nodes is below the exchange length. However,
when a Bloch point (introduced in the previous chapter, section 2.2.4) is present
in a static configuration or a dynamic process, the magnetization becomes highly
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Figure 3.5: Schematic representation of the computational steps performed by the
finite-element micromagnetic code.
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Figure 3.6: Error on the
computed exchange en-
ergy of the vortex dur-
ing the core reversal in
the presence of a Bloch
point as a function of
the number of discretiza-
tion elements for two dif-
ferent materials. The solid
lines are exponential fits to
the data following expres-
sion (3.47).
inhomogeneous below the exchange length. While the Bloch point itself cannot
be treated within the framework of micromagnetic theory3, it has been shown
that the behavior of the magnetization around the Bloch point can reliably be
described using micromagnetic simulations [28, 46]. Indeed, on a spherical shell
around the singularity, the magnetization behaves smoothly.
The influence of a singularity on the accuracy of finite-element simulations
has been studied mostly in engineering problems [118]. The error in such cases
was found to be an exponential function of the number of discretization nodes
N used in the computation. The error η can be defined as:
η =
||u− uˆ||
||u|| × 100%, (3.46)
where u is an exact analytic function and uˆ its computed approximation. The
rate of convergence for problems with a singularity is then:
O(N )−κ (3.47)
where κ depends on the problem parameters. In chapter 8, we show that the ex-
change energy of the vortex at the moment of the core reversal strongly depends
on the discretization cell size and similarly exhibits an exponential behavior, due
to the presence of a Bloch point. The error on the numerically calculated energy
as a function of the number of discretization cells used in the computation is
shown in Fig. 3.6, based on the results of chapter 8. There, we also show that
the exponent κ is a function of the exchange length of the material.
In the simulations performed in this thesis, we consequently use cell sizes
well below the exchange length in order to accurately resolve the details of the
magnetization dynamics.
3 To accurately describe the Bloch point itself, the micromagnetic simulations should be
combined with electronic structure (ab-initio) calculations or atomistic studies.
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Vortex dynamics
Magnetism on the nanoscale displays rich and complex dynamics. A detailed
understanding of these dynamics has been achieved over the past decades owing
to close interplay between experiments, theory and simulations. In particular,
the switching of the magnetization has been intensely investigated in ferromag-
netic nanoelements [24, 132, 30, 31] along with their excitation modes [133,
22, 134, 135]. In this context, magnetic vortices are particularly interesting ow-
ing to their distinctive dynamics, characterized by the gyration of the vortex
core [23, 22, 136, 137].
In this chapter, we give an overview of vortex dynamics, mainly focusing
on field-induced dynamics. In the most general case, the behavior of a mi-
cromagnetic structure in an external field can be derived by determining an
analytic expression for its energy. From the total energy, the effective field can
be obtained and the Landau-Lifshitz-Gilbert equation integrated to describe the
resulting motion. In practice however, the expression for the different energy
terms has to be derived for each considered case. To simplify such calcula-
tions, Thiele has expressed the Landau-Lifshitz-Gilbert equation in terms of
generalized forces acting on the magnetic structure [19]. Assuming that the
shape of the structure does not change during the displacement, this approach
allows solving dynamic micromagnetic problems without the need to explicitly
compute the energy of the system or to integrate the differential equations to
obtain the time dependence of the magnetization. The approach was applied to
magnetic vortices by Huber [20, 138], thus greatly simplifying the computation
of their dynamics. We therefore start by deriving the Thiele equation and the
predicted vortex dynamics. We then present the most important experimental
observations of the vortex gyrotropic excitation, which have been essential in
confirming the theoretical predictions. These experiments have mostly taken
place within the past decade as a result of dramatic increases in experimental
resolution [5].
Finally, we show that in parallel to theory and experiments, micromagnetic
simulations have equally provided essential insight into vortex dynamics, for
example by revealing processes, which occur on time and length scales below
present experimental resolution. One such example is the strong distortion for
the vortex core during its motion. Very recently, simulations have also predicted
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new, unexpected dynamic processes such as the annihilation of vortex-antivortex
pairs in zero field. These therefore offer insight into magnetization dynamics
occurring below the exchange length.
4.1 Steady state dynamics
4.1.1 The Thiele equation
In contrast to the Landau-Lifshitz-Gilbert equation in which the calculation of
the magnetization dynamics is based on the effective field, the Thiele equation
describes the dynamics in terms of forces acting on an arbitrary spin distribu-
tion [19]. To this effect, the following assumptions are made:
1. The considered system is at equilibrium, i.e. moves with constant velocity;
2. The shape of the magnetic structure remains unchanged during the mo-
tion.
The latter assumption if fact holds well for small amplitude displacements.
In the following, we derive the Thiele equation for a general micromagnetic
structure and apply it to the vortex. The derivation based on Refs. [8, 100].
First, a localized magnetization distribution M(x−X) is considered, where X
is the coordinate of the center of mass of the system and x a position vector.
In spherical coordinates, considering that M is constant, the distribution M is
defined by its angular dependence on θ and φ, the polar and azimuthal angles of
the magnetization, defined like in chapter 2 such that θ = pi/2 is in the sample
plane:
θ(x−X), φ(x−X). (4.1)
Under the influence of an external field, the magnetic distribution is displaced
from its equilibrium position and the force Fext acting on it can be obtained
from the gradient of the total energy E of the system, Fext = −∇E. The total
energy can be expressed as an integral of the local energy density e over the
entire magnetic volume, such that a small variation in energy due to the external
force is
δE =
∫
δe dV, (4.2)
where δe(x−X) is the variation in local energy density. Consequently, varia-
tions in Fext can be expressed in terms of the local force density fext:
δFext =
∫
(−∇Xδe) dV
=
∫
(∇xδe) dV (4.3)
=
∫
fext dV.
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Here, the variation in energy density δe is a function of the position and a
functional of the magnetization M . It therefore also exhibits a dependence on
θ and φ. Thus, from equation (4.3) the expression for fext can be obtained
through chain differentiation:
fext =
δe
δθ
∇xθ + δe
δφ
∇xφ. (4.4)
Thiele interpreted the right-hand-side of the above equation as the expression
of an internal restoring force fint that counters the applied force. This inter-
nal force is a result of the contributions from the exchange, anisotropy and
demagnetizing energies. Equation (4.4) can then be written as:
fext + fint = 0. (4.5)
In the presence of the external force1, the magnetization dynamics is described
by the Landau-Lifshitz-Gilbert equation. In spherical coordinates, its form is
given by (2.46):
θ˙ = − γ0
µ0Ms
(
1
sin θ
δe
δφ
)
− α sin θφ˙ (2.46a)
sin θφ˙ =
γ0
µ0Ms
δe
δθ
+ αθ˙ (2.46b)
The expression for the angular dependence of the energy density is therefore:
δe
δθ
=
µ0Ms
γ0
(
φ˙ sin θ − αθ˙
)
(4.6a)
δe
δφ
= −µ0Ms
γ0
(
θ˙ sin θ + αφ˙ sin2 θ
)
. (4.6b)
From equations (4.4) and (4.6), the expression for the restoring force can now
be written explicitly:
fint =
µ0Ms
γ0
[(
−φ˙ sin θ + αθ˙
)
∇θ +
(
θ˙ sin θ + αφ˙ sin2 θ
)
∇φ
]
, (4.7)
where the gradient is taken with respect to the field position variable: ∇ ≡
∇x. For steady-state motion with velocity v, the position of the magnetic
distribution is given by X = vt. Then, according to (4.1),
θ = θ(x− vt) φ = φ(x− vt), (4.8)
and a Taylor expansion yields
θ˙ = −v ∇θ and φ˙ = −v ∇φ. (4.9)
1 The form of various external forces is detailed in section 4.1.3.
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Equation (4.7) can be thus written in terms of the velocity v:
fint =
µ0Ms
γ0
[
v ∇φ sin θ ∇θ − αv ∇θ ∇θ − v sin θ ∇θ ∇φ− αv sin2 θ ∇φ∇φ]
(4.10)
or alternatively, grouping the terms in α:
fint =
µ0Ms
γ0
[
(v ∇φ sin θ ∇θ − v sin θ ∇θ ∇φ)− v · α (∇θ ∇θ + sin2 θ ∇φ∇φ)]
(4.11)
The first term can be written more succinctly as the cross product v×(sin θ ∇θ ×∇φ)
by making use of the vector identity (a · c)b− (a · b)c = a× (b× c). We now
define
g = −µ0Ms
γ0
(sin θ ∇θ ×∇φ) (4.12)
and
d = −µ0Ms
γ0
(∇θ ∇θ + sin2 θ ∇φ∇φ) , (4.13)
such that equation (4.11) becomes:
fint = g × v + α d · v. (4.14)
The quantity g is the gyrotropic vector density and governs the dynamics of
magnetic structures, while d is the dissipation tensor2. The total gyrotropic and
dissipation terms are obtained by integrating over the volume of the sample:
G =
∫
g dV, (4.15)
and
D =
∫
d dV. (4.16)
This leads to the Thiele equation [19]:
Fext +G× v + α D · v = 0. (4.17)
The gyrotropic and dissipative terms correspond to the precessional and the
damping terms in the Landau-Lifshitz-Gilbert equation, respectively. These
describe the steady-state motion of micromagnetic structures in the presence of
an external force
Fext = −∂E/∂X. (4.18)
In the next section, we discuss the analytic expression of the integrals (4.15)
and (4.16) for the particular case of a vortex.
2 The original definition of d includes the damping constant α. We however prefer to
keep α as a prefactor like in Ref. [56], which will be useful when we describe current-induced
dynamics in chapter 7.
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4.1.2 Internal forces acting on a vortex
The expression for the gyrotropic vector and the dissipation tensor were derived
by Huber for the vortex [20, 138]. In addition to these two terms, we also
describe the restoring force acting on the displaced vortex which is due to the
finite size of the sample.
Force induced by the gyrotropic vector
In thin films the vortex structure does not vary significantly along the thickness
of the sample. The angles of the magnetization θ and φ thus only depend on
the position (x, y) in the plane of the sample, and the gradients ∇θ and ∇φ
are also in the plane of the vortex. The cross product (4.12) thus lies in the z
direction, perpendicular to the sample plane and the gyrotropic vector density
is then given by
gz = −µ0Ms
γ0
cos θ
(
∂θ
∂x
∂φ
∂y
− ∂θ
∂y
∂φ
∂x
)
. (4.19)
From (4.12), the z component of the gyrotropic vector is thus [19]:
Gz = −µ0Ms
γ0
∫∫∫
V
cos θ J(x, y) dx dy dz, (4.20a)
where J (x, y) = ∂(θ, φ)/∂(x, y) is the Jacobian mapping the coordinate trans-
formation form (x, y) to (θ, φ). Placing the origin of the coordinate system at the
core of the vortex, the integration can be performed in cylindrical coordinates
over the limiting values for the angular distribution of the vortex magnetization:{
θ = 0 or pi for r = 0, θ = pi/2 for r =∞
φ = 0→ 2pin, where n is the winding number.
Considering the angles in the counter-clockwise direction, the integral (4.20a)
becomes
Gz = −µ0Ms
γ0
∫ h
0
∫ 2pin
0
∫ 0 or pi/2
pi/2 or pi
cos θ dθ dφ dz (4.20b)
for a sample of thickness h. The resulting gyrocoupling vector G for a vortex
is then [20]:
G = 2pi
µ0Msh
γ0
np zˆ, (4.21)
where p is the core polarization: p = +1 for (θ = 0) at r = 0 and p = −1 for
(θ = pi).
Due to the dependence of G on the winding number, the force
Fgyro = G× v (4.22)
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is opposite on vortices and antivortices, inducing them to precess in opposite di-
rections for identical polarizations3. The frequency of this motion is determined
by the sample aspect ratio, and is described in the following section.
From the definition (4.12), we noted that the magnitude of the gyrovector
effectively reflects the dependence of the magnetization on two spatial coordi-
nates; hence the term “gyrocoupling vector” initially introduced by Thiele [19].
Restoring force
When the vortex is displaced from its equilibrium position, the circular arrange-
ment of the magnetization is distorted, resulting in an internal demagnetizing
field opposing the displacement of the vortex. The vortex is therefore effec-
tively bound within a magnetostatic potential well, which is close to harmonic
for small displacements [140, 141]. The potential energy of the vortex is
Ems =
1
2
κX2, (4.23)
where X gives the position of the vortex and κ is a positive constant. The
resulting force
Fms = −κX (4.24)
tends to restore the vortex to its equilibrium position.
The restoring constant is inversely proportional to the initial susceptibility
χ0 of the sample. For a rigid vortex in submicron samples with small aspect
ratio [141, 142], it is given by:
κ = pi
µ0M
2
s h
χ0
. (4.25)
The initial susceptibility is a function of the sample thickness h and radius
R [141]:
1
χ0
= 2
h
R
[
ln
(
8
h/R
)
− 1
2
] (
h
R
 1
)
. (4.26)
Considering the angular frequency of the motion ω = ωzˆ and the velocity of
the vortex v = ω ×X, where X is in the plane of the vortex, we get:
G× v = G× (ω ×X)
= (G ·X)ω − (G · ω)X
= −GωX. (4.27)
3 The gyrotropic force is formally equivalent to the Lorentz force on a charged parti-
cle [139]. Here, the out-of-plane magnetization creates a self-induced field whose direction is
given by the core polarization, with the vortex skyrmion number np/2 (2.34) acting as the
charge.
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For low damping values, the dissipative term can be neglected and the Thiele
equation (4.17) written as:
− κX +G× v = 0 (4.28)
In this approximation, the oscillation frequency of the vortex [140, 141] is
ω0 =
κ
G
. (4.29)
From (4.21), (4.25) and (4.29), the vortex thus precesses with a frequency:
ω0 =
1
2
γ0Ms
χ0
. (4.30)
This frequency is a function of the aspect ratio of the sample through its depen-
dence on χ0. A comparison with micromagnetic simulations shows however that
this model does not adequately describe the vortex resonance frequency [141],
systematically predicting a significantly higher value. The discrepancy largely
comes from the fact that the (rigid) vortex displacement leads to the formation
of surface magnetic charges at the sample edges. The result in an incorrect
description of the vortex energy dependence on its position. This can be solved
by requiring that the magnetization be parallel to the side surfaces, i.e. by
enforcing the condition m · n = 0, where n is a vector normal to the boundary.
In this model [143, 141], the inverse susceptibility is given by
1
χ0
= 9.98
h
R
, for
h
R
 1. (4.31)
and the frequency of the oscillations is:
ω0 =
2
9
γ0Ms
χ0
. (4.32)
The different numeric factors in equations (4.30) and (4.32) are due to the
differences in the energy calculation in both models. Taking into account the
vanishing side surface charges, equation (4.32) predicts frequencies which are
in good agreement with simulations in the absence of damping (α = 0) [141].
Comparison with experimental data [44, 144] shows that this analytic result also
holds in soft magnetic materials with low damping, such as Ni80Fe20 (Permalloy)
where α ∼ 0.01.
Generally, for submicron samples the resonant frequency of the vortex is
below one GHz, typically in the range of a few hundreds of MHz.
Dissipative force
The dissipation force α D · v introduces a “viscous drag” [20] and is described
by the second rank tensor D: (
Dxx Dxy
Dyx Dyy.
)
(4.33)
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According to (4.13), D can be written as the product S ST [145] where
S =
(
∂θ/∂x ∂θ/∂y
sin θ(∂φ/∂x) sin θ(∂φ/∂y)
)
. (4.34)
Following (4.34), the volume integral (4.16) can explicitly be written [146] as:
Dij = −µ0Ms
γ0
∫∫∫
V
(
∂θ
∂i
∂θ
∂j
+ sin2 θ
∂φ
∂i
∂φ
∂j
)
dx dy dz (i = x, y, j = y, x)
(4.35)
where Dxy = Dyx = 0 [20] and we label Dxx = Dyy = D0.
The largest contribution to this integral comes when the vortex is far from
equilibrium, where sin2 θ ∼ 1 and the divergence of θ is small [20], so that
only the term in φ remains. The integration is straight-forward in cylindrical
coordinates, over
∫ ∇φ∇φ rdrdφdz. Using the expression for φ in a vortex
introduced in section 2.2.3, ϕ = nφ+ ϕ0
pi
2 and it follows that [95]
∇φ = n
r
φˆ. (4.36)
For a vortex of thickness h and radius R, (4.35) becomes
D0 = −µ0Ms
γ0
∫ h
0
∫ 2pi
0
∫ R
rcore
n2
r2
rdrdφdz
= −µ0Ms
γ0
pih ln(R/rcore) (n
2 = 1 for (anti)vortices) (4.37)
where the core radius is taken as the lower bound of the integration over dr
[20, 146].
Having explicitly expressed the internal forces acting on a vortex, in the
following section we consider the expression of two external forces.
4.1.3 External forces acting on a vortex
We consider here the forces due to an external field and resulting from the
interaction of a vortex with other vortices or antivortices. The force due to
spin-polarized currents is discussed in chapter 7.
Force due to magnetic fields
When an external field is applied, the magnetization tends to align with the
field, resulting in an increase in size of the regions where the magnetization is
parallel to the field. The displacement of the vortex therefore depends on its
vorticity. The resulting force FBext is independent of the vortex polarization
and causes its displacement perpendicular to the applied field [146]:
FBext = µ (zˆ ×Hext) . (4.38)
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Taking into account the vanishing side-surface charges (m · n = 0) [143] the
factor µ is [147]:
µ =
2
3
piMsRhϕ0, (4.39)
where ϕ0 = 1 for a counterclockwise circulation of the magnetization. The
resulting motion is investigated in section 4.1.4.
Vortex-vortex interaction
The motion of a vortex can also be influenced by the presence of other nearby
vortices. The vortex-vortex interaction is formally similar to the Coulomb force
and has been derived explicitely for two-dimensional vortices [20, 148, 139]. In
such systems, as long as the cores do not overlap, the force exerted by a vortex
i on a vortex j is:
Fij = 2piS
2Jninj
Xi −Xj
(Xi −Xj)2 i, j = 1, 2, ..., n. (4.40)
This force is proportional to the exchange constant J and the magnitude S of the
magnetization. It is however the winding number which determines whether it
will be attractive or repulsive. For three-dimensional vortices, the explicit form
of this force has not been derived [149], however its dependence on the winding
number and the distance between vortices holds:
Fij ∝ ninjXi −Xj
X2ij
. (4.41)
The interaction is topological, with the winding number acting as an effective
charge. Notably, (4.41) does not depend on the relative orientation of the cores.
This feature will be confirmed for three-dimensional vortices in chapter 5 using
micromagnetic simulations.
4.1.4 Vortex motion
Initial displacement in an external field
In order to illustrate the dynamics in response to an external field, we consider
a vortex in a Permalloy cylindrical sample with radius 100 nm and thickness
20 nm. We simulate its response following a short 60 mT Gaussian pulse applied
in the plane of the sample. The width σ of the pulse is of 100 ps. The vortex
has a polarization p = +1, and the cases when ϕ0 = +1 and when ϕ0 = −1 are
investigated. The dynamic calculations are performed using a typical damping
constant value of α = 0.01 [146, 150].
According to (4.38), the resulting force exerted on the vortex should cause
its displacement away from the equilibrium position perpendicularly to the field,
along a direction determined by the vorticity. In Fig. 4.1a and b, the simula-
tions show that in fact the vortex initially moves along the field direction: in
this case, the direction of the motion is determined by the vorticity as well as
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Figure 4.1: Simulated initial displacement of a vortex as a function of its vorticity
in response to a sub-nanosecond field pulse. The trajectory over the first nanosec-
ond is shown in red. a, A counterclockwise in-plane magnetization produces an
initial displacement of the vortex in the direction of the field. b, The clockwise
magnetization causes the vortex to move in the direction opposite to the field. The
vorticity is indicated by the full circulating orange arrows. The torques exerted by
the external field are shown in green. The blue arrow represents the polarization
of the core. At moment A, the restoring force balances the action of the external
field. At B, the overall displacement of the vortex corresponds to the one expected
from equation (4.38).
by the core polarization. This behavior has been observed experimentally in
Ref. [23]. The discrepancy with equation (4.38) comes from the fact that the
latter describes the behavior of the vortex in a quasi-static field. In contrast,
when a brief field pulse is applied, the torque term −γ0(Ms × Hext) in the
Landau-Lifshitz-Gilbert equation is predominant and determines the dynamics.
Fig. 4.1 also shows the torques generated on different regions of the vortex,
which cause the displacement of the core along the field direction when the
in-plane magnetization rotates counterclockwise and against it when it rotates
clockwise. The sub-nanosecond dynamics of the vortex is thus determined by
the vorticity, as well as the polarization of the vortex.
After about 150 ps (point marked A in Fig. 4.1), the vortex displacement re-
sults in a restoring force which exactly balances the action of the external field.
The vortex then describes a precessional motion as dictated by the gyrotropic
vector (4.22). We note that after about 300 ps (point B), the overall displace-
ment of the vortex is equivalent to the one expected from equation (4.38).
Steady-state dynamics
Once the restoring force balances the action of the Gaussian field pulse, the
vortex reaches an equilibrium radius and we have, neglecting damping:
G× v = κX. (4.42)
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In a symmetric geometry, the general solution of this equation is a circular
trajectory [140]:
X(t) = X(cos ωt, sin ωt) rˆ, (4.43)
where rˆ is the radial unit vector. The radius X of this trajectory depends on
the strength of the excitation.
This motion can be maintained by using an oscillating field tuned to the
resonant frequency of the sample or by periodically supplying energy to the
system in the form of field pulses in phase with the vortex oscillation [23]. For
both cases shown in Fig. 4.1, the direction of the motion at equilibrium is iden-
tical (counter-clockwise) and is governed by the core polarization. Owing to the
dependence of G on the product of the winding number and the polarization,
vortices always rotate counterclockwise when the direction of the core polariza-
tion points towards the observer, while antivortices rotate clockwise [23]. This
motion represents the lowest excitation mode of a vortex, and its frequency lies
in the sub-GHz range, as described earlier.
The first direct measurement of vortex motion was performed by Argyle et
al. [21] using an optical microscope, by exploiting the magnetooptical Cotton-
Mouton effect. The vortex was found at the intersection of two 90◦ Ne´el walls in
an 80 nm thick micron-sized cross-shaped Yttrium iron garnet film. The system
was driven at resonance by a sinusoidal in-plane field and, although the lateral
resolution did not allow to image the core, the gyration of the vortex could
be deduced from the motion of the 90◦ walls coupled to it. The comparison
between the measured resonant frequency and calculations based on the Thiele
equation (4.42) allowed to verify the analytic predictions. Using time-resolved
Kerr microscopy, Park et al. [22], later measured the gyrotropic excitation of
isolated vortices in micron and nanometer-size Permalloy disks. These measure-
ments allowed to determine the resonant frequency of the vortices, but lacked
the lateral resolution to precisely image the gyrotropic motion. Choe et al. used
XMCD-PEEM [23] to directly image the gyrating motion of the vortex with a
spatial resolution below 100 nm, combined with a temporal resolution of about
70 picoseconds. The position of the core was deduced from the evolution of the
in-plane magnetization. Recently, Chou et al. [137] have demonstrated that the
out-of-plane magnetization in the core could be directly imaged using scanning
transmission x-ray microscopy (STXM). This technique uses the XMCD effect
for the generation of the magnetic contrast and achieves a lateral resolution
of about 30 nm. Additionally, because the images are formed by integrating
the magnetic distribution over the thickness of the sample, this allows to take
advantage of the broadening of the vortex core in thicker films mentioned in
chapter 2.2.3. Our simulations show that the diameter of the vortex core in
a 20 nm thick Fe disk is of approximately 7.5 nm, while it broadens to about
15 nm in a 50 nm thick disk. The same doubling of the core radius is observed
in Permalloy.
Beyond the gyrotropic mode, higher frequency excitations can be excited,
which however do not involve the vortex core [151, 152]. These are mainly
magnetostatic standing modes arising from the finite geometry of the sample.
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These have been investigated for example by means of time-resolved Kerr mi-
croscopy [153, 22, 154, 155] and Brillouin light scattering [151].
Relaxation in zero field
Once the field is switched off, the vortex spirals back to its equilibrium posi-
tion. The relaxation time is a function of the value of the damping parame-
ter α [141]. In submicron samples with α ∼ 10−2, this is typically of the order
of ten nanoseconds.
4.2 Vortex core deformations
In chapter 2, we pointed out that while analytic models describing the magne-
tization distribution of the static vortex core are generally in good agreement
with micromagnetic simulations (Fig. 2.4), these however reveal the existence
of a slight deformation of the in-plane magnetization [41]. This is attributed to
the strong dipolar field of the core which affects the magnetic structure on a
ring around it, leading to a negative “halo” of the out-of-plane component of the
magnetization, as shown in Fig. 4.2a. The concentric deformation corresponds
to negative magnetic charges, which compensate for the positive charge of the
core.
In the case of a moving vortex, similarly an out-of-plane component of the
magnetization develops in the vicinity of the core. This results in a localized dip
in the magnetization traveling with the vortex [44, 45], as shown in Fig 4.2b.
The distortion develops perpendicular to the vortex motion [140] and becomes
pronounced for large amplitude displacements, when the radius of the motion
is comparable to the radius of the vortex.
It was recently suggested in Refs. [57, 156] that the formation of this dip is
due to a dynamic field associated with the gyrovector. The expression of this
field is obtained following an approach introduced by Do¨ring [157]. Considering
a steady-state displacement, the damping along with the external driving field
can be neglected and a kinetic potential is added to the total energy to account
for the motion. The effective field (2.47) therefore now includes a kinetic part
which induces the local precession of the magnetization according to (2.39):
dm
dt
= −γ0[m×Hkin] (4.44)
where m = MMs is the reduced magnetization. From equation (4.9), we obtain
that
dm
dt
= −(v ·∇)m, (4.45)
which leads to:
γ0 [m×Hkin] = (v ·∇)m. (4.46)
Multiplying by m× both sides of the above equation and using the vector iden-
tity (2.43) yields, with m ⊥ Hkin, the expression for the kinetic field as a
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Figure 4.2: Simulations of the static and dynamic deformations of the vortex core
structure. a, Topography of the out-of plane component of the magnetization
around the core of a static vortex. The strong demagnetizing field of the core
creates a symmetric deformation in its vicinity. b, The core of a moving vortex is
strongly distorted during its motion as a function of its velocity. This results in the
formation of a localized dip in the opposite direction of the core polarization.
function of the vortex velocity [57]:
Hkin = − 1
γ0
m× [(v ·∇)m] . (4.47)
It was calculated in Ref. [156] that the out-of-plane component of this field is
maximal at the core, in the direction opposite to its polarization. The strength
of the kinetic field increases with the vortex velocity up to about 100-200 mT
and its interaction with the local magnetization in the vicinity of the core is
presently assumed to be responsible for the observed deformation. In this thesis,
we investigate in detail the formation of the dip, its origin as well as its role in
the ultrafast dynamics of vortices in chapters 5 and 8. In contrast however, we
find that the rapid formation of the dip is attributed to the exchange field.
Finally, we note that the dynamics described in section 4.1.4 still hold, even
when the core is strongly deformed. We find that they are in fact applicable
as long as the out-of-plane component of the magnetization in the dip does not
exceed approximately ±0.8 mz.
4.3 Vortex-antivortex interactions
Owing to the attractive nature of the force (4.41) between vortices and antivor-
tices, these can form stable bound pairs in ferromagnets. Such a pair has a
total winding number n = 0, and its motion has mostly been studied in two-
dimensional systems [148, 158, 159, 160]. The coupled vortex and antivortex
can undergo translational or rotational motion, depending on the relative po-
larization of their cores. Micromagnetic simulations have recently shown that
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these pairs can also annihilate [46, 161] and that the annihilation process is
equally governed by the relative core polarizations.
4.3.1 Steady-state dynamics
The motion of the pair in the absence of damping can be written as a function
of the polarization p of the vortex and the antivortex [148]:
pvvv − pavvav = 0. (4.48)
where vv and vav are the respective velocities. This gives rise to two cases:
1. The vortex and antivortex have identical core orientations:
The pair describes a translational motion, also called Kelvin motion [158],
in a direction perpendicular to the axis of the pair. The velocity of the
displacement is inversely proportional to the distance between the vortex
and the antivortex [148].
2. The vortex and antivortex have opposite core orientations:
The pair rotates about a common center with an angular velocity inversely
proportional to the square of the distance between the vortex and the
antivortex [159].
Owing to dissipation, the distance between the vortex and the antivortex
is expected to decrease in time, leading to the dissolution of the pair. The
dynamics of such vortex-antivortex annihilation are described below.
4.3.2 Annihilation
Micromagnetic simulations predict that the dynamics of the annihilation4 pro-
cess depends on the relative polarization of the vortex and antivortex cores.
These were studied in detail in Ref. [46], which is the basis for the present
discussion.
In the simulations, a single cross-tie was artificially isolated in a square thin-
film sample and the structure was left to dynamically relax to a vortex state in
the absence of an external field.
Dynamics for identical polarizations
For parallel core orientations, the vortices were observed to rotate about the
antivortex with decreasing radius. This follows from (4.48), which then reads
for the three-body system:
pv1vv1 + pv2vv2 = pavvav, (4.49)
4 The term vortex annihilation is equally used in the literature to describe the expulsion
of the vortex from a sample [162]. In this thesis, we only use it in connection to the dissolution
of a vortex-antivortex pair.
54
4.3. VORTEX-ANTIVORTEX INTERACTIONS
such that if the antivortex is pinned, the two vortices rotate about it in a
direction defined by their gyrotropic vectors5.
As the radius of the motion decreases, the cores merge and a 180◦ rotation
of the system results in the continuous unwinding of the in-plane magnetic
structure into a single vortex structure.
Dynamics for opposite polarizations
When the vortex and antivortex cores are antiparallel, according to (4.49) one
of the vortices is required to have zero velocity. The other vortex and the an-
tivortex then rotate about each other as the distance between the two structures
decreases.
The pair however does not dissolve smoothly, and the annihilation is medi-
ated by the injection of a Bloch point at one of the surfaces and its propagation
through the film thickness. As the singularity traverses the sample, it dissolves
the vortex-antivortex structure. As a result, the total energy of the system
rapidly decreases as shown in Fig. 4.3, and the exchange energy of the two cores
is released in the form of spin waves. The production of spin waves following
the vortex-antivortex annihilation has also been reported by Lee at al. [163] and
studied in detail in Ref. [164].
It has been pointed out in Ref. [165] that the nature of the annihilation
processes described above has a topological origin. For an identically polarized
vortex-antivortex pair, the total skyrmion number q = np/2, along with the
winding number n are zero. When the pair dissolves, these topological quantities
are conserved and the magnetic structure can unwind continuously. However,
when the vortex and the antivortex are oppositely polarized, the total skyrmion
number changes from q = +1 to q = 0 following the annihilation. Such a
discontinuous transformation can only be mediated by a singularity.
The skyrmion configuration in ferromagnets has been studied in Refs. [166,
167, 168]. Its exchange energy is given according to Refs. [97, 165] by
Eexc(Skyrmion) = 8piAh (4.50)
and only depends on the exchange constant A and the film thickness h. The
energy obtained from (4.50) is in good agreement with the decrease in energy
observed in Fig 4.3, which shows the time evolution of the exchange energy
during the annihilation process6.
5 If the system is assumed to describe a translational motion, then the antivortex velocity
should be double of that of the vortices, which would break the symmetry of the system and
also oppose the attractive force (4.41). Hence, in the absence of an external field the antivortex
remains pinned between the rotating vortices.
6Remarkably, simulations of vortex-antivortex annihilation carried out in Ref. [169] within
the framework of lattice quantum chromodynamics predict a similar energy signature for the
annihilation process, illustrating its topological nature.
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Figure 4.3: Time evolution of the partial and total average energy densities during
the vortex-antivortex annihilation process in a 100×100×10 nm Permalloy thin film
element. The grey area marks the duration of the annihilation process, which causes
a steep decrease in the total exchange energy. The oscillations of the demagnetizing
and exchange energies are consistent with the formation and propagation of spin
waves. The plot is based on the data in Ref. [46].
4.4 Beyond the rigid body approximation
In this chapter, we gave an overview of vortex dynamics based on the analytic
expression given by the Thiele equation and on experiments which have largely
confirmed the theoretical predictions. Most of these investigations focused on
the steady-state dynamics characterized by the precession of the vortex. We
also described dynamic processes predicted by micromagnetic simulations, such
as the distortion of the vortex core. This dynamic feature shows in which way
the rigid body model breaks down for large amplitude displacements of the
vortex – or equivalently, for large velocities. While the vortex behavior in not
considerably affected unless the core is strongly deformed, this leads us to ask:
How is the dynamics affected when this distortion becomes maximal? We answer
this question in the next chapter, where we investigate the ultrafast dynamics
of the vortex.
Another dynamic process discovered by means of simulations is the anni-
hilation of a vortex-antivortex pair. In this context, does this annihilation,
which was studied in an artificial setup, equally occur in measurable dynamic
processes? The next chapter shows that it does, and moreover in a quite unex-
pected manner.
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Ultrafast vortex core reversal1
In the previous chapter, the gyrotropic mode of the vortex was described. This
mode occurs for low-amplitude excitations, when the force generated by an
external field exactly compensates the internal restoring force of the vortex.
The oscillatory motion can therefore be sustained when the vortex is driven at
resonance. The question then arises:
• What happens when the vortex is driven by a strong and short perturba-
tion?
In this chapter, we show that strong and non-resonant perturbations lead to a
novel process in micromagnetism: the reversal of the vortex core. This reversal
was observed experimentally by VanWaeyenberge et al. [27] using time-resolved
scanning transmission x-ray microscopy (STXM). In that experiment however,
the change in core polarization was found to occur in response to short bursts of
a resonant excitation. We demonstrate here that the reversal is not related to
the vortex resonance and that it can easily be triggered by unipolar field pulses
only a few tens of mT strong. Moreover, our simulations elucidate the details of
the complex micromagnetic mechanism leading to the reversal: it is mediated
by a rapid sequence of vortex-antivortex creation and annihilation processes,
which unfold over only a few tens of picoseconds.
The fact that this process can be triggered by a single, low in-plane field
pulse is surprising in view of the high stability of the vortex core. Indeed, in a
study based on micromagnetic simulations, Thiaville et al. [28] found that it is
necessary to overcome an energy barrier of about 500 kBT in zero field to switch
the core. Kikuchi et al. showed experimentally that the core can be reversed by
means of a strong static external field applied antiparallel to its orientation. In
that case, the core structure was effectively crushed by the external static field
and rebuilt in the opposite direction. The required field varied between 300 and
500 mT [29, 170, 171]. Despite suggestions that the vortex core could be used
for binary data storage [29, 171], such high switching fields made vortices rather
impractical.
1The material in this chapter is based on R. Hertel, S. Gliga, M. Fa¨hnle, and C. M.
Schneider, Phys. Rev. Lett 98, 117201 (2007) and S. Gliga, R. Hertel and C.M. Schneider,
Physica B 403, 334 (2008).
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Here, we first present the experimental evidence for the core reversal trig-
gered by means of low resonant in-plane fields, as reported in Ref. [27], together
with the proposed micromagnetic model for the reversal. Second, we detail
the results of our simulations, including the micromagnetic reversal mechanism.
Third, we provide a diagram for the operational range of this reversal in the
studied sample triggered by unipolar field pulses. Fourth, we describe the en-
ergy evolution of the vortex during the reversal. Finally, we conclude with
recent experiments by Weigand et al. [172], confirming that the vortex core can
be switched by means of single unipolar field pulses.
5.1 Experimental observation of the vortex core re-
versal
For a resonantly excited vortex, the radius of the gyrating motion is a function
of the applied field strength, as given by equation (4.42). An increase in the
amplitude of the driving field is thus expected to cause an increase of the gyra-
tion radius, as long as the vortex is not expelled from the sample. In Ref. [27],
the gyrotropic mode of a vortex in a square micron-sized Permalloy sample was
excited via an alternating in-plane field tuned at the resonant frequency of the
sample. This resonant excitation typically requires low fields (0.1 mT in that ex-
periment) applied over tens to hundreds of ns. The subsequent gyrating motion
of the vortex was imaged using time-resolved STXM [173, 174].
In X-ray transmission microscopy, the sample is illuminated by cicularly
polarized light. Owing to the magnetic dichroism effect, as the light traverses the
sample, it is absorbed depending on the orientation of the light helicity vector
relative to the local magnetization, thereby generating the magnetic contrast.
In this manner, the trajectory of the core could be deduced from the changes of
the in-plane magnetization.
Surprisingly, following an increase in the amplitude of the AC field to 1.5 mT
over an oscillation period, the core was observed to gyrate in the opposite di-
rection, unambiguously indicating that its polarization had been reversed. A
model for this reversal process, sketched in Fig. 5.1, was suggested by Her-
tel in Ref. [27], based on the conservation of the winding number. Indeed, in
contrast to the case when it is “crushed” by a strong external field, the core
cannot directly switch its polarization in response to an in-plane field. It was
thus suggested that a new vortex must be created with opposite polarization.
However, the total winding number of a thin film-element is a topological in-
variant (section 2.2.3), so this process must equally result in the production of
an antivortex. This would then naturally trigger the vortex-antivortex annihi-
lation process described in section 4.3, leaving behind a vortex with opposite
polarization.
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Figure 5.1: Proposed mechanism for the vortex core reversal mediated by the pro-
duction of a new vortex-antivortex pair with opposite polarization, followed by the
annihilation of the new antivortex with the original vortex. Reprinted by permis-
sion from Macmillan Publishers Ltd: B. Van Waeyenberge et al., Nature 444, 461
(2006).
5.2 Reversal triggered by unipolar field pulses
In contrast to the experimental study in Ref. [27], our aim was to determine the
vortex behavior under the influence of short and strong unipolar in-plane field
pulses. The simulations demonstrate that the core switch is not connected to
the relatively slow resonant frequency of the vortex: it in fact unfolds over only
a few tens of picoseconds. The reversal is schematically represented in Fig. 5.2.
Figure 5.2: Schematic represen-
tation of the field-pulse driven
vortex core switch. The vortex
core orientation can be reversed
by a short in-plane field pulse
triggering the switching process,
which unfolds over about 40 ps.
The simulations are performed for a 20 nm thick Permalloy disk with a
radius of 100 nm. The sample is discretized into 150 780 tetrahedral elements.
The largest distance between neighboring discretization points is approximately
3 nm. This results in an average (equivalent cubic) cell size2 of about 1.6 nm3.
The material parameters are: A = 13 pJ/m (exchange constant), µ0Ms = 1.0 T
(Ms: saturation magnetization), Ku = 0 (Ku: magnetocrystalline anisotropy)
and Ks = 0.1 mJ/m
2 [175] (Ks: surface anisotropy). The Gilbert damping
2Because all the tetrahedra are not of equal size, the cell size cannot be obtained directly
from the formula for the volume of a tetrahedron.
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constant is α = 0.01 [150].
5.2.1 Core reversal mechanism
A typical example of the core reversal process is presented in Fig. 5.3 for the
case of an 80 mT Gaussian-shaped field pulse of duration 60 ps, applied in the
plane of the sample. The left column of Fig. 5.3 shows the x component of the
magnetization as it would be imaged for example using the XMCD effect. In
order to clearly visualize the microscopic processes leading to the core reversal,
we highlight the mx = 0 and my = 0 isosurfaces as illustrated in Fig. 2.2. The
intersection of these isosurfaces marks the exact position of the vortex core. The
right column of Fig. 5.3 shows a magnification of the region around the vortex.
Before the external field is applied, the isosurfaces appear as straight ribbons,
oriented along the x and y axis, respectively, crossing each other perpendicularly
at the center of the core. When the field pulse is applied, the vortex shifts away
from its original position along the field direction and the formerly circular
arrangement of the magnetization around the core is stretched, resulting in bent
isosurfaces. A few picoseconds after the peak value of the pulse is reached, the
strong distortion of the magnetization leads to the formation of two additional
intersections, marking the creation of a vortex-antivortex pair. We find that
the magnetization direction in the core of the new vortex is opposite to the
polarization of the original core. Once the pair is created, the antivortex quickly
moves towards the original vortex and they rapidly annihilate according to the
process discussed in section 4.3.2. The vortex-antivortex annihilation results in
the sudden generation of spin waves, as reported in Refs. [46, 163]. The final
magnetic structure is a vortex having opposite polarization with respect to the
original vortex. The core switching does not affect the in-plane sense of rotation
of the magnetization and hence results in a change of the vortex handedness.
5.2.2 Evolution of the out-of-plane magnetization
The change in orientation of the perpendicular core magnetization, while not
explicitly shown in Fig. 5.3, can be seen in Fig. 5.4. At equilibrium, the slight
symmetric distortion of the in-plane magnetization in the direction opposite to
the core shown in section 4.2 is visible. The dynamic evolution of this oppositely
magnetized region is then shown at the moment of the pulse maximum (labeled
0 ps on the figure). When the out-of-plane component locally reaches mz = −1,
the structure evolves into a vortex-antivortex pair. The pair nucleation is fol-
lowed by the annihilation of the original vortex with the new antivortex. In this
dynamic process, we interpret the formation of the out-of-plane component as
a result of the tendency of the system to reduce the exchange energy connected
with the strong inhomogeneity of the in-plane magnetic structure. Indeed, the
vortex structure is heavily distorted within a few tens of ps, leading to an asym-
metric distribution of the magnetization around the core. This asymmetry is
characterized by a region where the mx = 0 and the my = 0 isosurfaces ap-
proach each other, such that the distance over which the magnetization changes
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Figure 5.3: Pair-creation mediated vortex core reversal in the Permalloy disk-shaped
sample. A Gaussian field pulse is applied in the sample plane, along the y axis.
The left column shows the evolution of the x component of the magnetization.
The times indicated are relative to the pulse maximum. The blue and red ribbons
represent the mx = 0 and my = 0 isosurfaces, respectively. The right column shows
a magnification of the region where these ribbons intersect, marking the cores of
the original vortex. At 12 ps after the pulse maximum, a new vortex-antivortex
pair is created and finally a single vortex remains at the issue of the reversal. Its
core has opposite polarization with respect to the initial vortex, indicated by the
yellow color on the underlying cutplane, which represents the z component of the
magnetization. The green and orange cylindrical ribbons are the isosurfaces where
mz = 0.8 and mz = −0.8, respectively.
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Figure 5.4: Topography of the out-of-plane component of the magnetization during
the core switch. A small variation in mz outside the core can be seen at equilibrium
(static dip). The formation of a large negative dip of mz is shown at the pulse
maximum (0 ps). At 12 ps following the pulse maximum, this dip evolves into a
pair, with two separate points at mz = −1. About 10 ps later, this leads to the
annihilation of the original vortex with the new antivortex. At 32 ps, the produced
spin waves are visible and the new vortex with opposite polarization is shown at
44 ps.
its in-plane direction by 90◦ is rapidly reduced to only a few nanometers. The
system circumvents the formation of such a strongly inhomogeneous structure
by rotating the magnetization out of the plane. The exchange field is therefore
responsible for the rapid formation of the pronounced out-of-plane component in
the distorted vortex structure in this case, thereby locally reducing the in-plane
component of the magnetization and maintaining a smooth transition, as shown
in Fig. 5.4 at 0 ps. On the other hand, as discussed in section 4.2, the direction
into which this out-of-plane dip develops is determined by the magnetostatic
field of the vortex core.
Gyrofield
We now use the results presented above to probe the possible effect of the gy-
rofield introduced in equation (4.47) on the evolution of the dynamic distortion
of the core. Following Ref. [57], we estimate the strength of the out-of-plane
component of this field to about 170 mT in the direction opposite to the core
polarization. If this field is responsible for the formation of the strong out-of-
plane component of the magnetization, the distortion should not evolve in its
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absence. We thus attempt to counteract the effect of the gyrofield by applying a
static field along the direction of the core polarization, in addition to the 80 mT
in-plane switching pulse. We find that the switch is indeed suppressed, however
only for static fields of about 450 mT – well above the gyrofield strength. This
value is in fact comparable to the demagnetizing field of the (static) vortex core,
rather indicating that it is necessary to dynamically “crush” the magnetization
dip in order to suppress the reversal. Our results therefore do not support the
interpretation according to which the dip formation is driven by the gyrofield.
This can equally be understood by considering the gyrofield strength: a field of
about one hundred mT is expected to influence the magnetization over a few ns.
In this context, the gyrofield may describe the buildup of the dip during the
slower, resonant excitation of the vortex. However, it cannot drive the observed
fast buildup of the dip, within only a few tens of ps. We further investigate this
aspect in chapter 9, where we find that a local field above one Tesla is required
to trigger the formation of a vortex-antivortex pair over a few tens of ps.
Dipolar field
Next, we investigate whether the dipolar field generated by the core plays a role
in the dynamic formation of the dip. To this effect, we computed the magnetic
flux within the vortex structure as well as outside the sample, where the flux
is equal to the stray field. The results are shown in Fig 5.5 at equilibrium
and during the vortex motion, when the dip in magnetization is pronounced
(mz = −0.6). For a static vortex, the core region is the only source of a radial
dipolar field. When the vortex is displaced from equilibrium however, the stray
field configuration is mainly determined by the volume charges arising from the
distortion of the in-plane structure of the magnetization. If the stray field of the
core played an active role in the evolution of the dip, the field lines generated
at the vortex core should close through the dip. This is however not the case,
as seen in Fig. 5.5b.
From these results, we thus conclude that:
1. The dipolar field of the moving core does not play a role in the dynamic
evolution of the out-of-plane distortion of the magnetization;
2. The evolution of the dip is not experimentally observable using techniques
sensitive to the stray field;
3. The absence of dipolar interactions between the vortex core and the dip
illustrates the fact that the vortex-vortex force (4.41) does not depend on
the core polarization.
These findings as well as the discrepancy between the gyrofield model and our
simulations are consistent with our interpretation that the evolution of the dip
is driven by the exchange field.
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Figure 5.5: Evolution of the dipolar field in a moving vortex. a, Vortex at equi-
librium: the flux inside the sample is shown in red and the stray field computed
in an “air cap” above the sample is in blue. b, The flux computed in a displaced
vortex (close to the sample edge) is shown in yellow. The distortion of the in-plane
structure leads to the formation of magnetic charges: the resulting stray field is
indicated by the thin blue lines. Thick blue lines represent the stray fields of the
core and the dip.
Stability under perpendicular fields
Until now, the considered field pulses were perfectly aligned with the plane
of the sample. We therefore verify the stability of the switching mechanism
with respect to deviations from perfect alignment. To this effect, we apply
the 80 mT field pulse used in Fig. 5.4, at angles up to 20◦. We find that
the switching mechanism remains unaffected. When the field pulse is applied
at larger inclination angles, the switching process no longer occurs. This is
however due to the fact that in those cases, the in-plane component of the field
is reduced below 75 mT and is not sufficient to trigger the reversal. The detailed
field parameters required to switch the core are studied below.
5.3 Switching field parameters
We conducted a systematic study of the parameters necessary to trigger the
core reversal and found that it occurs only for well-defined combinations of the
applied pulse duration and strength, as shown in Fig 5.6. The diagram was
obtained for the sample described in section 5.2 by varying the pulse width σ
in steps of 2.5 ps between t = 0 and t = 20 ps, and in steps of 10 ps afterwards.
The pulse strength was varied in increments of 5 mT throughout the studied
range. The precise boundaries in the diagram weakly depend on the size of the
discretization cells: these variations are attributed to the mesh dependence of
the Bloch point nucleation [28] linked to the vortex-antivortex annihilation. To
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Figure 5.6: Diagram for the pulse parameters leading to a toggle switch of the
vortex core in a Permalloy disk, 100 nm in radius and 20 nm thick. The pulse
duration is quantified by its width σ and the strength by its maximum value.
estimate this dependence, the distance between discretization nodes was varied
by ±0.7 nm at the edges of the diagram. For example, for a pulse 20 ps wide
with amplitude 80 mT, the variation in the field required to switch the core
is of +5.0 mT for a mesh with a distance of about 2.3 nm between nodes, as
compared to a mesh with a distance of about 3 nm. The variation is of −5.6 mT
for a node spacing of 3.7 nm, as compared to 3 nm.
We find that the phase space within which the core reversal occurs is rela-
tively narrow, in particular in order to obtain a single, controllable toggle switch
(blue region). Too low fields do not cause the core to switch, while high fields
give rise to sequences of multiple pair creations and annihilations. Notably, by
increasing the pulse duration, the switching can be accomplished using 65 mT
pulses. In contrast, increasing the applied field strength allows triggering of the
switch with pulses only 5 ps long. Ultimately, too strong and too long pulses
lead to a temporary expulsion of the vortex from the sample. Some regions of
the diagram do, however, exhibit particular behaviors:
• Bottom region: 65 mT pulse, σ = 130 ps. With increasing pulse duration,
the vortex is driven close to the sample edge. In this case, the switch
occurs when the vortex core is only a few nm away from the edge. For
longer field pulses, the vortex is expelled from the sample.
• Top region: 110 mT pulse, σ = 140 ps. For pulses between 110 ps and
140 ps, the overall excitation of the sample causes the core to switch twice
in a region where a single switch is expected. In this case, the second
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switch seems to be triggered by the spin waves produced following the
annihilation.
• Expulsion region: In this region, the long field pulses cause the expulsion
of the vortex from the sample, unless they are strong enough to cause
the core reversal in the vicinity of the sample edge. This results in the
step-like shape of the diagram. For a larger sample, the diagram would
presumably extend further, and it would take longer pulses to expel the
vortex.
While the pulse parameters required to reverse the core are sensitive to the
sample geometry, the reversal itself is insensitive to variations in particle shape
or size. Indeed, we find that the reversal process occurs as well in elliptical
and square submicron sized magnetic thin-film elements. The reversal is also
independent of the value of the damping constant α used in the Landau-Lifshitz-
Gilbert equation3. This suggests that the field-pulse induced generation and
subsequent annihilation of magnetic vortex-antivortex pairs is a general property
of magnetic vortices. The switching should therefore equally be triggered by
electric current pulses, which we demonstrate in chapter 7.
5.4 Energy evolution
The results presented so far have described the reversal mechanism and provided
a detailed map of the field parameters required to trigger the switch. Further
understanding of the switching process can be obtained by considering the en-
ergy evolution of the vortex during the reversal. In Fig. 5.7, we show the time
evolution of the partial energies during the core reversal triggered by a 90 mT
Gaussian pulse of width σ = 30 ps. The demagnetizing, exchange and surface
anisotropy energy densities are plotted as well as their sum, the internal energy.
The total energy also includes the Zeeman contribution. Under the influence of
the external field the in-plane magnetic structure is gradually distorted and the
exchange energy increases smoothly, eventually becoming the dominant term at
the moment when the vortex-antivortex pair is formed. The subsequent annihi-
lation is marked by a sudden decrease in the exchange energy. This is associated
with the injection of the Bloch point in the sample and its subsequent expulsion.
The singularity propagates through the 20 nm thick sample, traversing it within
approximately 10-12 ps, independent of the external field parameters.
The propagation of the Bloch point is shown in Fig. 5.8a,b using the isosur-
face representation. In the simulations, the singularity always propagates along
the vortex or the antivortex core, resulting in their merging and dissolution.
Given the difficulties mentioned in section 3.5 in accounting for the Bloch point
in a continuum model, its computed position may be the result of discretiza-
tion artifacts. It is, however, consistent with its topology, as shown earlier in
3 An example of the core reversal in an elliptical sample for a higher value for α performed
in this thesis can be found at ftp://ftp.aip.org/epaps/phys rev lett/E-PRLTAO-98-083710.
Such variations are described in further detail in chapter 8.
66
5.4. ENERGY EVOLUTION
Figure 5.7: Top, Temporal evolution of the space-averaged magnetization com-
ponents, showing the field-induced displacement of the vortex, and its precession
back to equilibrium. Bottom, Average energy densities during the vortex core re-
versal process. The scale on the left refers to the average energy densities; the
one on the right to the applied field pulse. The shaded region indicates the time
elapsed between the pair creation and the end of the annihilation. This duration is
independent of the excitation parameters.
Fig. 2.6 where a circulating Bloch point has the same in-plane structure as
a vortex. A 90◦ rotation of this configuration yields the antivortex structure
(counter-circulating Bloch point) [100]. On the basis of these considerations,
we therefore do not rule out that the Bloch point may indeed have preferred
propagation paths along the vortex or antivortex core.
Following the vortex-antivortex annihilation, spin waves are produced (shown
in Fig. 5.8c), causing the oscillations of the exchange and demagnetizing energy
densities observed in Fig. 5.7. This ringing [24, 176] lasts for a few ns, until
the energy released from the cores is dissipated. At the same time, the vortex
relaxes to its original position. During the entire switching process, the surface
anisotropy energy does not significantly vary (maximum variation of about 2%),
showing that it does not play a role in the core switch.
In the reversal investigated in Fig. 5.7, the core switches approximately 40 ps
after the field maximum, as in the case presented in Fig. 5.3. While the time
of the pulse maximum has been arbitrarily chosen as a point of reference, from
the preceding analysis the switching process is defined by two events: first, the
creation of a new pair, and second (some 10 ps – 20 ps later) the onset of
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Figure 5.8: Simulated Bloch point propagation during the vortex-antivortex annihila-
tion shown in the studied Permalloy disk with a node discretization distance of 1 nm.
This yields an effective cell size of 0.5 nm3. a, Production of the vortex-antivortex
pair. Along the blue and red isosurfaces mx = 0 and my = 0, respectively. Along
the yellow-green isosurface separating the original vortex and the new antivortex,
mz = 0. The background colors represent the z component of the magnetization,
using the same color scale as in Fig. 5.3. b, Snapshot of the Bloch point traversing
the sample. The Bloch point is located at the intersection of the three isosurfaces.
The finite-element mesh is shown along the cutplane containing the Bloch point:
the singularity is located between the discretization points, where the value of the
magnetization is interpolated. In this case, the Bloch point propagates along the
antivortex core, dissolving both cores in its wake. c, Resulting spin wavefronts
following the annihilation highlighted by the mz = 0 isosurface.
the annihilation process, itself lasting about 10 ps – 15 ps. These time scales
are independent of the external field parameters. In contrast, the formation
of the dip strongly depends on the pulse strength and duration. In chapter 9,
we demonstrate that it is possible to bypass the dip formation and to directly
trigger the switching process, resulting in effective switching times of only a few
tens of ps.
5.5 Experimental observation of single-pulse induced
core reversal
Recently, using time-resolved STXM, Weigand et al. [172] have experimentally
confirmed this possibility of triggering the core reversal using single short field
pulses. In their experiment, a vortex in a submicron-sized Permalloy square ele-
ment was excited by means of in-plane non-resonant, unipolar nanosecond field
pulses. Although the imaging technique was stroboscopic, the successive core
reversals could be resolved, thereby also demonstrating the deterministic aspect
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of the core switch. They have equally found that the switch can be triggered by
700 ps long pulses of about 10 mT. Such pulses would have caused the expulsion
of the vortex from our sample (see Fig. 5.6), showing the strong dependence of
the switching field parameters on the sample size. The dependence of the field
parameters on the vortex dimensions was also investigated in Ref. [177].
In another experiment by Vansteenkiste et al. [37], the dynamic deformation
of the vortex core was imaged using STXM, providing experimental proof for
the deformation of the core, which precedes the reversal. Differential images
obtained from micromagnetic simulations and convoluted with the experimen-
tal resolution were used to interpret the data. Neudert et al. [178] also observed
a strong deformation of the vortex core in a micron-sized Permalloy disk in
response to nanosecond field pulses using time-resolved Kerr microscopy. How-
ever, owing to both the limited lateral resolution (ca. 300 nm) and to the
stroboscopic nature of the imaging technique, it was not possible to determine
whether this corresponded to a stretched vortex or to a superposition of two
vortices with switched polarizations. In the same paper, the authors also used
micromagnetic simulations to demonstrate that the applied field pulses could
lead to the core reversal.
5.6 Summary: The fastest field induced switching
process
In this chapter, we have presented a detailed description of the ultrafast mi-
cromagnetic mechanism, which leads to the reversal of the vortex core. This
reversal involves a series of complex processes that unfold on the nanometer
scale, namely the creation of a vortex-antivortex pair followed by an annihilation
process. The new pair results from the evolution of an oppositely magnetized
region in the vicinity of the core. This complex chain of events unfolds on a
time scale of a few tens of picoseconds and only requires a short in-plane field
pulse of suitable shape to be initiated. The ultrafast speed of this process is
as surprising as the finding that the sequence of subprocesses develops almost
automatically.
We have shown that the core reversal is not related to the vortex resonance
and predicted that it can be triggered by means of ultrafast unipolar field pulses.
This has been confirmed experimentally in a recent study [172]. The ultrafast
nature of the core reversal however still remains to be investigated experimen-
tally.
The pair-creation mediated vortex core reversal is comparable in scope with
the precessional switching of the magnetization [30, 31]. Both are ultrafast re-
versals triggered by short field pulses perpendicular to the direction of the mag-
netization and characterized by a toggle switch operational mode. Moreover,
they share common features: the possibility of switching the magnetization back
and forth using suitably shaped unipolar pulses; the existence of a threshold field
above which the switching occurs; and the occurrence of multiple reversals at
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stronger fields. However, while the precessional switching exploits the demagne-
tizing field, leading to switching speeds of the order of 200 ps, the pair creation
and annihilation processes are driven by the exchange field. The magnitude of
this internal field is of the order of 100 T, which is about 100 times larger than
the demagnetizing field, explaining the higher speed (40 ps) of the core reversal.
The ultrafast core reversal therefore represents a further step towards reaching
the fundamental limit of field-induced switching. An additional advantage of
the vortex core reversal lies in the simplicity of the required sample and mag-
netic structure – vortices naturally form in submicron-sized magnetic disks.
In summary,
• We have presented a novel nanomagnetic switching mechanism: the re-
versal of the vortex core. This reversal is mediated by the creation of
a new vortex-antivortex pair in the vicinity of the existing core and the
subsequent annihilation of the new antivortex with the original vortex.
• Unfolding over about 40 ps, the vortex core reversal represents the fastest
field-induced reversal mechanism known to date.
• Our simulations provide detailed predictions, some of which have already
been confirmed experimentally, showing the predictive power of micro-
magnetic simulations.
70
6
Ultrafast antivortex dynamics1
The study of the ultrafast vortex dynamics presented in the preceding chapter
has shown that the antivortex plays a decisive role in the mechanism lead-
ing to the reversal of the vortex core. Experimental studies by Neudert et al.
on cross-tie walls indicate that antivortices play an equally important role as
vortices in magnetization dynamics. The authors investigated the dynamic be-
havior of cross-tie walls in micron-sized Permalloy samples using time-resolved
Kerr microscopy. They reported the creation of new cross-ties, i.e. of vortex-
antivortex pairs in response to high-frequency fields [179] and to nanosecond
field pulses [180] applied in the plane of the samples.
The dynamics of antivortices has however generally been investigated in less
detail, probably because they always occur alongside vortices, forming cross-tie
configurations exhibiting rather complex dynamics. Recently, the dynamics of
a single cross-tie was investigated by Kuepper et al. by means of time resolved
x-ray microscopy (PEEM) [181] in response to sub-nanosecond, low intensity
magnetic field pulses. It was found that the interaction between the two vortices
and the antivortex can lead to a reduction in the amplitude of the antivortex
gyration, and even the inversion of its rotation direction with respect to its
gyrocoupling vector, depending on the relative core orientations.
The next logical step is therefore to investigate the dynamics of a single
antivortex. The static observation of an isolated antivortex was reported by
Shigeto et al. [94] using magnetic force microscopy. Subsequently, micromag-
netic simulations were used in Ref. [182], to investigate the gyrotropic motion of
an isolated antivortex, as well as higher frequency magnetostatic modes, analo-
gous to those found in vortices (see section 4.1.4).
The dynamic studies carried out on antivortices have so far focused on small
perturbations from equilibrium produced by external fields. The question we
investigate in the present chapter is:
• How does an isolated antivortex respond to ultrashort field pulses?
Our simulations show that the dynamics of an isolated antivortex can be char-
1The material in this chapter is based on S. Gliga, M. Yan, R. Hertel, and C. M. Schnei-
der, Phys. Rev. B 77, 060404(R) (2008) and S. Gliga, R. Hertel, and C. M. Schneider, J.
Appl. Phys. 103, 07B115 (2008).
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acterized by the production of a short-lived antivortex-vortex pair, followed by
an annihilation process. These processes are thus complementary to the stud-
ied vortex response and equally lead to the reversal of the magnetization of the
antivortex core. The reversal also results in the production of spin wave bursts.
We show that the antivortex structure can therefore be used for the effective
generation and propagation of spin waves that can drive novel logic circuits,
such as described for example in Ref. [183]. We further investigate the stabil-
ity of the antivortex structure and attempt to experimentally stabilize a single
antivortex.
6.1 Antivortex preparation
Unlike vortices, which automatically form in disks of a certain size [83], it is
rather difficult to isolate an antivortex, i.e. to prepare a nanostructure that
only contains a single antivortex. This was achieved experimentally by Shigeto
et al. using Permalloy thin-film elements consisting of four connected rings
[94]. The antivortex was observed at the ring junction. Here, to stabilize
an isolated antivortex, we use like in Ref. [182] a sample whose shape corre-
sponds to the connecting part of four adjacent rings, as shown in Fig. 6.1.
Figure 6.1: Modeled sample used
to stabilize a single antivortex.
The white arrows indicate the di-
rection of the magnetization along
the boundaries. The color scale
represents the out-of-plane mag-
netization. The white dot is the
antivortex core.
Our sample is constructed from four circu-
lar segments of radius 200 nm. It is dis-
cretized into 197 232 tetrahedral elements,
with an average distance of 4 nm between
discretization points. The four short stretch-
ing strips are 40 nm wide and 20 nm thick.
The antivortex was obtained by saturating
the sample perpendicularly to the plane and
then letting the magnetization relax via min-
imization of the total energy. The in-plane
shape anisotropy of this particular geometry
sustains an antivortex due to the tendency
of the magnetization to align with the sam-
ple boundaries. The antivortex is however
not the only possible magnetization state: by
using dynamic relaxation methods, we also
observe the formation of a metastable vor-
tex state. The lowest-energy configuration
is formed by two domain walls. These are
discussed in section 6.3.
The material parameters used in the sim-
ulations are those of polycrystalline Permal-
loy: A = 13 pJ/m (exchange constant), µ0Ms = 1.0 T (with Ms the satura-
tion magnetization), K=0 (anisotropy constant) and Ks = 0.0001 J/m
2 (sur-
face anisotropy) [175]. The magnetization dynamics was calculated using the
Landau-Lifshitz-Gilbert equation with damping parameter α = 0.01.
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6.2 Field-induced dynamics
In the following section, the dynamics of the antivortex is studied in response
to a short in-plane Gaussian-shaped pulse, as shown in Fig. 6.2. The pulse has
a maximum strength of 60 mT and a duration σ=80 ps. The evolution of the
magnetization in the core region is shown by visualizing the in-plane magneti-
zation (left column of Fig 6.2) and by using the same isosurface representation
as in the previous chapter (Fig 6.2, right column).
After the field pulse is applied, the antivortex is displaced from its equilib-
rium position, resulting in the strong distortion of the in-plane magnetization.
This distortion is shown in Fig. 6.2, 20 ps after the pulse maximum. In the
vicinity of the core the magnetization rotates out of the plane in the direction
opposite to the antivortex core, analogous to the dip formation in a distorted
vortex. Approximately 80 ps after the pulse maximum, a new antivortex is
emitted from the original antivortex. The conservation of the total winding
number requires that a vortex is also produced, which is found between the two
antivortex structures. The newly formed antivortex-vortex pair is visible from
the two additional intersections of the mx = 0 and my = 0 isosurfaces. This
strongly inhomogeneous structure is eventually resolved through the annihila-
tion of the initial antivortex with the newly created vortex, which is oppositely
polarized. The newly formed antivortex is left behind and has its core pointing
in the opposite direction (shown at 140 ps).
The production of an antivortex-vortex pair from an antivortex structure is a
previously unreported micromagnetic process. The resulting transient magnetic
configuration can be considered an anti cross-tie wall – a single vortex enclosed
by two antivortices which is never observed at static equilibrium. It is also
striking that, in spite of their different magnetic in-plane structures, the ultrafast
dynamics of vortices and antivortices are analogous, involving the creation of
new magnetic structures followed by a destruction process. Here, the strength
of the isosurface representation is obvious: it captures the main features of
the processes unfolding in both vortices and antivortices, demonstrating their
complementarity.
6.3 Antivortex stability
In Fig. 6.2, following the excitation, the system relaxes back to an antivortex
structure. However, for stronger pulses, we observe that a vortex can nucleate
at the sample edges. This nucleation process is visualized in Fig. 6.3 for two
field pulse strengths, using the mx = 0 and my = 0 isosurfaces. For a pulse
of 60 mT, only an antivortex-vortex pair is produced (Fig. 6.3a). At 80 mT
however, the isosurfaces additionally cross at the boundary, indicating that a
vortex has nucleated (Fig. 6.3b). The distance between this vortex and the pair
is large enough that the orientation of its core is independent of the polariza-
tion of the pair. Fig. 6.3 also shows that the isosurfaces are perpendicular to
the sample edges, a result of the Rado-Wertmann boundary condition for the
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Figure 6.2: Antivortex dynamics induced by an ultrafast in-plane field pulse. The
frames are snapshots of the region around the core at different times relative to
the applied field’s maximum. In the left column, the arrows represent the in-
plane magnetization and the colors its component along the x axis. The colors in
the right column quantify the out-of-plane component of the magnetization in the
same region, while the green and red ribbons are the mx = 0 and my = 0 isosurfaces.
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Figure 6.3: Vortex nucleation
at the sample edges during the
antivortex core reversal process.
a, For a Gaussian pulse of
60 mT and 80 ps duration, no
edge nucleation occurs. b, For
a stronger pulse (80 mT) of the
same duration, the mx = 0 and
my = 0 isosurfaces cross at the
sample boundary, indicating the
nucleation of a vortex. The
colormap represents the out-of-
plane component of the magne-
tization, as in Fig. 6.2.
exchange energy: dmdn
∣∣
∂S
= 0, where n is the unit vector normal to the surface
∂S [124]. The magnetization gradient is therefore non-vanishing only along a
direction parallel to the sample edges. Since isosurfaces and gradient lines are
perpendicular to each other [184, 185], the mx = 0 and my = 0 isosurfaces are
always perpendicular to the sample edges2.
The introduction of a vortex in the sample affects the dynamics of the an-
tivortex and thus also the final equilibrium of the structure. The different
possible final states are shown in Fig. 6.4 as a function of the applied pulse’s
strength and duration. The diagram indicates that while it is rather difficult
to isolate an antivortex, it is easy to dissolve it. Starting with low and short
field pulses, we find that there is a set of parameters for which the system is
slightly excited, causing the antivortex core to gyrate about its equilibrium po-
sition (white region). This motion was investigated in Ref. [182]. When the
core switch occurs, the system relaxes into an antivortex configuration for a
rather narrow set of field pulse parameters (green area). For stronger or longer
pulses, vortex nucleation occurs at the same time as the antivortex core rever-
sal, as illustrated in Fig. 6.3. The vortex can then migrate through the sample,
leading to the expulsion of the antivortex after a few ns (orange area). In the
blue area, for pulses above 60 mT, the pulse is sufficiently strong to induce the
production of new pairs originating from both the antivortex and the nucleated
vortex. The result is the generation of a transient state containing multiple
cross-ties. This triggers a series of annihilations in which the initial antivortex
and the nucleated vortex are dissolved. The final magnetic configuration is then
a pair of head-to-head and tail-to-tail domain walls.
The strong dependence of the final magnetization state on the excitation
2Here, we do not take into account the Rado-Wertmann boundary condition for surface
anisotropy. The value of surface anisotropy is indeed small (see section 6.1) and does not play
a significant role in the dynamics, as determined in section 5.4.
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Figure 6.4: Final magnetic configuration in the astroid-shaped sample (Fig. 6.1),
as a function of the applied field pulse strength and duration. The pulse duration
is defined as the width σ of the Gaussian. In the diagram, the duration is varied in
increments of 10 ps, while the pulse strength is varied in steps of 10 mT.
parameters underlines the metastable character of the isolated antivortex struc-
ture. In an attempt to avoid vortex nucleation and thus increase the antivortex
stability, notches are added to the sample, as shown in Fig. 6.5a. Such notches
have been shown to repel vortex walls in thin-film elements [186]. In this case
however, the notches seem to facilitate the nucleation of a vortex.
The weak stability of the antivortex can be explained by the presence of
regions in the sample where the magnetization diverges, creating a volume
charge density ρ = −µ0Ms(∇ · m). At the branch extremities, where the
magnetization is perpendicular to the sample boundary, surface charge densi-
ties σ = µ0Ms(n ·m) are also present. The magnetic flux in the sample is
therefore open, giving rise to the stray field shown in Fig. 6.5b. The computa-
tion of the stray field is preformed following section 5.2.2 by defining a region
of air around the sample. It can be noticed that in each one of the loops, the
flux circulates in a different direction, such that these flux closure loops can be
considered as virtual vortices, i.e. vortices whose center is located outside the
sample. Because they are close to the sample boundary, these virtual structures
can easily enter the sample and nucleate a vortex, as in Fig 6.3. In contrast,
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Figure 6.5: Antivortex stability. a, Modified sample with four notches located at the
sites where a vortex tends to nucleate. The thick white arrows indicate the direction
of the in-plane magnetization in the sample. The black and white scale quantifies
the x component of the magnetization. b, Stray field of an antivortex. The flux
does not circulate in the same direction in each loop, giving rise to virtual vortices
around the structure. c, Stray field generated by a vortex: the flux circulates in a
single direction around the structure.
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Fig. 6.5c shows the demagnetizing field of a sample containing a vortex. In
this case, the flux lines loop around the single central vortex structure, lending
greater stability to the configuration.
6.4 Experimental investigation
Based on the above results, a sample is designed to improve the stability of
the antivortex. The idea consists of surrounding the astroid-shaped region in
Fig. 6.1 by magnetic material in order to stabilize the virtual vortices surround-
ing the antivortex, thereby stabilizing the antivortex structure itself. The sam-
ple consists of four circular segments cut out within a square, thus creating
Figure 6.7: Sample fabricated for
the experimental investigation of
an isolated antivortex. The four
circular segments were obtained by
FIB in a 30 nm thick Co sample.
an astroid shape surrounded by four quad-
rants. For this purpose, 30 nm thick
nanocrystalline Cobalt thin-film samples
with very low anisotropy were prepared. The
pattern in Fig. 6.7 was cut out in situ by
means of focused ion beam (FIB) lithogra-
phy using Ga ions. The effective spacing
between the elements is about 50 nm. The
samples were prepared by S. Cherifi from the
Institut NE´EL in Grenoble, who performed
the measurements with J. Mennig using
spin-polarized scanning electron microscopy
(SEMPA) at the Institute of Solid State Re-
search (IFF 9) at the Forschungszentrum
Ju¨lich. In SEMPA, an unpolarized focused
electron beam is used to stimulate the emis-
sion of spin-polarized secondary electrons.
The analysis of the spin-polarization of the
secondary electrons allows the local magne-
tization to be determined. The entire sample is scanned by moving the focused
electron beam over the surface.
One of the experimentally observed structures is shown in Fig. 6.6a, where
the magnetic contrast along both the x and y directions is used to reconstruct
the in-plane magnetization distribution. While vortices are indeed stabilized
around the astroid, the structure present at the center of the sample is not an
antivortex, but rather a vortex. In Fig. 6.6b, we show our simulations of a vortex
state in a similar geometry, which are directly comparable to the measurements.
The contrast generated if an antivortex structure was present are shown in
Fig. 6.6c. Clearly, the vortex and the antivortex states look very similar, hence
the necessity of considering both components of the in-plane magnetization in
determining the imaged structure. In Fig. 6.6d, the contrasts generated by a
magnetization state consisting of a head-to-head and a tail-to-tail domain wall
are displayed.
It therefore appears that other structures must be conceived, in order to
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Figure 6.6: Experimental observation of the magnetic structure in a patterned Co
thin film using SEMPA. a, The measurements reveal that a vortex pattern forms in
the central region of the sample. On the left image, the x component of the mag-
netization is shown. The y component is shown on the right image. b, Simulated
vortex structure. The colormap indicates, like above, the x and y components of
the magnetization. c, Simulated antivortex structure. d, Simulated state contain-
ing a head-to-head and a tail-to-tail domain wall. The tail-to-tail wall is visible in
the upper part of the astroid structure, whereas a head-to-head wall is visible in its
lower part.
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stabilize an antivortex. For example, MFM measurements reported in Ref. [187]
revealed the presence of antivortices in sub-nanometer rings. Also, a “clover
leaf” shape was used by Shigeto et al. [94] as well as in the simulations presented
in Ref. [188].
6.5 Spin wave generation
Spin wave-based logic circuits represent a novel concept for building magnetic
circuits compatible with conventional electronic devices. In this concept, the
information is carried by the spin wave phase and is manipulated through its
interaction with different types of domain walls [46]. Logical functionality is
achieved by exploiting wave superposition. The spin wave bursts produced
following the antivortex core reversal could therefore be used to inject spin
waves into a strip acting as a waveguide, thereby acting as a wave source for
such circuits.
It has been suggested in Ref. [164] that the core reversal of a vortex could be
used for spin wave generation. The proposed geometry consists of connecting to
a nanodisk in a vortex state, a strip along which the spin waves can propagate.
In such a geometry, however, a 90◦ Ne´el wall is inevitably present between
the source and the strip. Such domain walls have been reported to hinder
spin wave propagation, mostly by reflecting them [189]. An antivortex would
therefore be more suitable than a vortex to act as a source of spin waves: in
contrast to the vortex, the spin waves produced in the antivortex can propagate
unhindered into a branch, which naturally extends the magnetic configuration of
the sample, as shown in Fig. 6.8. In principle, all the branches can be extended
in order to connect to neighboring antivortex elements. Such a network could
for example be achieved within an antidot array [190] and provide a regular
array of antivortices.
6.6 Summary
In this chapter we presented the complex modifications undergone by an antivor-
tex in response to ultrashort field pulses. We found that the static topological
complementarity of vortices and antivortices is exhibited equally in their ul-
trafast dynamic behavior. Indeed, short pulses can trigger the reversal of the
antivortex core, which occurs through a rapid sequence of pair creation and
annihilation processes, namely the creation of a new antivortex and the anni-
hilation of the original one with a short-lived vortex. This represents a novel
fundamental process in magnetism on the nanoscale.
Our investigations were carried out by isolating the antivortex structure in a
specially-tailored sample. However, using SEMPA, we showed that experimen-
tally isolating an antivortex is rather difficult. Moreover, while antivortices pos-
sess rich and complex dynamics, the limits of their stability require an excellent
control of the exciting field parameters in order to avoid modifying the in-plane
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Figure 6.8: Spin wave production and propagation using an antivortex structure.
The spin waves are produced following the reversal of the antivortex core and their
propagation is shown at 136 ps and at 226 ps following the pulse maximum (pulse
parameters: 60 mT, 80 ps). These propagate smoothly into the extended branch.
The mz = 0 isosurface is represented in green, allowing visualization of the wave
fronts. The blue spot represents the switched core.
magnetic structure. If the antivortex stability can be increased, however, the
annihilation of transient magnetic structures during the switching process could
be used to generate spin waves for novel logical circuits.
Our results also indicate that antivortices play an equally important role as
vortices in the dynamics of cross-tie domain walls. The pulse-induced dynamic
transformations of cross-ties and the formation of new magnetization patterns
observed in Refs. [180, 179] therefore likely result from pair creation and anni-
hilation processes triggered equally by vortices and antivortices.
In summary,
• The ultrafast dynamics of antivortices in response to short and strong
in-plane field pulses is characterized by the emission of a new antivortex
and the annihilation of the original one with a transient vortex. These
processes lead to the reversal of the antivortex core and are complementary
to the ultrafast response of vortices.
• The antivortex structure is intrinsically metastable and can difficultly be
isolated.
• The ultrafast core reversal of the antivortex could be used for the gener-
ation and propagation of spin waves.
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Current-induced vortex core reversal
Up to now, the investigated magnetization dynamics was triggered by magnetic
fields. The control of the magnetization dynamics on increasingly smaller scales
by means of external fields however presents two important challenges. First,
the required fields for switching the magnetization become larger as the lat-
eral dimensions of the magnetic structures decrease. Second, magnetic fields
are difficult to focus in order to address small individual elements. This is a
problem, notably for magnetic devices in which nanoelements are patterned in
dense arrays. Schemes have therefore been developed which allow to selectively
switch single elements for example in magnetoresistive random access memories
(MRAM) [191, 192]. The long-range nature of the dipolar field however practi-
cally limits the applicability of such implementations. In this context, the spin
transfer torque effect [51, 52] presents a promising alternative for controlling the
magnetization in nanoelements.
In this chapter, we therefore investigate vortex dynamics driven by spin-
polarized electric currents. First, we analytically describe the electric excitation
of vortices. Theoretical and experimental studies [193, 45, 194] have indeed
shown that the gyrotropic mode of the vortex can be excited by spin polarized
currents. Moreover, similar to the field-induced core switch, Yamada et al. [57]
have experimentally demonstrated that the core orientation can be reversed by
exciting the gyrotropic mode of the vortex using a sinusoidal electric current
tuned to the resonant frequency of the vortex. The micromagnetic mechanism
leading to the core reversal in such resonant switching was however not resolved.
Second, we therefore briefly describe the resonant core reversal, focusing on its
switching mechanism. Third, we consider the question:
• Can the vortex polarization be reversed by means of a single, short in-
plane electric pulse?
We demonstrate that it is indeed possible and that this non-resonant electrical
switching pathway leads to considerably faster reversal times. This allows solv-
ing the selectivity problem in dense arrays of vortices and enables in principle
the direct integration of vortex-based nanoelements in electronic circuits.
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7.1 Vortex dynamics induced by a spin-polarized cur-
rent
We start by describing the Thiele equation, extended to take into account the
influence of a spin-polarized current and its implications for vortex motion.
Considering the drift velocity of the electron spins u defined in (2.50), the force
FSTT exerted on the vortex by the spin-polarized current is of the form [195, 193]
FSTT = −G× u, (7.1)
where G is the gyrocoupling vector (4.15). The Thiele equation then reads [56,
193, 196]:
− κX +G× (v − u) +D · (αv − βu) = 0. (7.2)
The dimensionless coefficient β is the degree of non-adiabaticity of the spin-
current introduced in section 2.3.2 and is of the order of 10−2 [56], i.e., compa-
rable in magnitude to α. The expression for the damping term reflects the fact
that the current can enhance or decrease the magnetic damping. We also note
that for small displacements when the potential −κX2/2 can be neglected, we
get v = u when α = β. The vortex displacement then occurs along the direc-
tion of motion of the electrons [196]. Thus, unlike in a magnetic field (4.38), the
current-induced vortex displacement is independent of the vorticity. This rep-
resents an additional advantage of current-induced dynamics over field-induced
dynamics since the sense of circulation of the in-plane magnetization is diffi-
cult to control [197, 198]. For larger displacements, when the restoring force
−κX balances the current-induced force however, the vortex motion becomes
perpendicular to the current direction. The resulting gyrotropic motion is then
determined by the gyrocoupling vector, as described in chapter 4. It has been
noted [193] that in contrast to domain wall dynamics [108], no threshold cur-
rent is required to induce the vortex motion in the absence of extrinsic pinning
and that the maximal displacement velocity of the vortex is proportional to the
current density J .
Experimental evidence for the excitation of the gyrotropic motion of the
vortex by means of direct and alternating spin-polarized currents was given in
Refs. [45, 194, 199]. For example in Ref. [45], Kasai et al. used magnetore-
sistance measurements to determine the resonant frequency of an electrically
excited vortex.
7.2 Core reversal triggered by an alternating current
Similarly, Yamada et al. [57] resonantly excited a vortex in Permalloy submi-
cron disks using increasing current densities. The initial and final polarizations
of the vortex for each current density were measured with MFM, allowing to
experimentally establish the critical current at which the electric switching of
the vortex core occurs. Because MFM is a static imaging method, the reversal
mechanism in this case could not be determined.
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In order to understand this mechanism, we investigate here the vortex re-
sponse to a resonant excitation. The time evolution of the magnetization is ob-
tained from the Landau-Lifshitz-Gilbert equation including the adiabatic (2.48)
and non-adiabatic (2.49) spin torque terms. The dynamics is computed in the
same disk-shaped Permalloy sample used in section 5.2 (200 nm diameter, 20 nm
thickness with a distance of about 3 nm between discretization points). The po-
larization is set to P = 0.7 [200] with the non-adiabatic parameter β = 0.02 [56]
and damping factor α = 0.01.
The resonant frequency ω0 of the vortex in our sample is determined by
first displacing it from its equilibrium position and then following its trajectory
as it relaxes. From Fig. 7.1 we thus find ω0 = 776 MHz, in agreement with
the value predicted by equation (4.32) of 779 MHz. An in-plane alternating
current of the form j(t) = J sin(ω0t) is then applied to excite the vortex. For
this study, a uniform current density distribution is assumed throughout the
sample. Also, the influence of the Oersted field is not considered: indeed, this
field’s contributions at the top and bottom surfaces of our thin sample mostly
cancel out. At the same time, along the edges of the sample we calculate
that the strength of the Oersted field is of only about 20–30 mT, which is not
sufficient to induce significant distortions of the magnetization along the vortex
thickness. Exciting the vortex with increasing current densities, we find that a
minimum current density of J = 4× 1011 A/m2 is necessary in order to reverse
the core. This reversal occurs approximately 14 ns after the current is turned
on. Increasing J causes a steep decrease of the switching time, as shown in
Fig. 7.2.
Our simulations further show that the reversal mechanism is independent
of the current density and that it is in fact identical to the one found in the
field-driven case. Fig. 7.3 shows the steps leading to the reversal of the core
induced by an alternating current with J = 1.2 × 1012 A/m2. Once again the
mx = 0 and my = 0 isosurfaces are used to locate the position of the vortex core.
Initially, the radius of the vortex motion increases until it reaches a stable orbit.
After 2900 ps, the structure of the gyrating core is heavily distorted, causing the
formation of a pronounced dip in its vicinity. At t = 2992 ps, this results in the
Figure 7.1: Oscillation of the
volume-averaged x component
of the magnetization during the
dynamic relaxation of the vor-
tex (α = 0.03). The fit the to
the data yields a resonance fre-
quency of 776 MHz.
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Figure 7.2: Switching time of
the core from the moment an
electric current is applied as a
function of the resonant current
density. The grey shaded re-
gion indicates where the current
density is too low to trigger the
switch.
creation of an oppositely polarized vortex-antivortex pair. The original vortex
is in this case very close to the edge of the sample, leading to the distortion
of its in-plane structure. At the same time, the magnetization at the sample
boundary is not aligned with the edges anymore, resulting in surface charges.
The newly formed vortex and the oppositely polarized antivortex annihilate
within approximately 10 ps, leaving behind a single vortex core with opposite
polarization. The core reversal mechanism thus unfolds over the same ultrashort
timescale found in chapter 5.
Following the switch, the vortex gyrates in the opposite direction. After a
few ns the core reverses again, thereby periodically alternating between opposite
polarizations as long as a current is applied.
Next, we verify the influence of the damping constant α on the current den-
sity J required to switch the core. Fig. 7.4 reveals a power function dependence
of the form Jswitch = 150 [A/m
2
] ×α0.81 (best fit to the data). From the fit, we
deduce that an amplitude of J ' 2 × 1011 A/m2 is necessary for the alternat-
ing current to trigger the core switch when α = 0. We note that the effective
damping of the vortex is determined by the values of u and β according to
equation (7.2).
7.3 Core reversal induced by short current pulses2
We demonstrate here that the core reversal can equally be triggered by short
non-resonant in-plane current pulses, similar to the field-pulse-induced core re-
versal studied in chapter 5. In contrast to resonant switching where the core
orientation periodically reverses as long as the oscillatory current is applied,
reversing the core by means of single pulses allows to precisely control its ori-
entation.
To this effect, we apply short Gaussian pulses of varying strengths and us-
ing a damping of α = 0.03. The pulses have a width σ = 100 ps. To trig-
ger the core reversal, we find that the amplitude of the pulses must exceed
2This section is based on Y. Liu, S. Gliga, R. Hertel, and C. M. Schneider, Appl. Phys.
Lett. 91, 112501 (2007).
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Figure 7.3: Steps leading to the reversal of the vortex core in response to a reso-
nant spin-polarized current with J = 1.2× 1012 A/m2. The blue and red ribbons
respectively represent the mx = 0 and my = 0 isosurfaces. The colors represent the
z-component of the magnetization. In the right column, the vortex trajectory is
highlighted, while the left column shows a zoom on the pair formation. The ar-
rows represent the in-plane magnetization. About 2930 ps following the application
of the current, the dip has a pronouced out-of-plane component: mz = 0.8. At
t = 2992 ps, a new vortex-antivortex pair is formed. At the same time the distor-
tion of the in-plane structure of the initial vortex is apparent in the vicinity of the
sample edge. At t = 3200 ps, the new vortex with reversed polarization gyrates in
the opposite direction.
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Figure 7.4: Evolution of the
resonant current density ampli-
tude required to trigger the core
reversal as a function of the
damping coefficient α. The
data (solid green circles) is fit-
ted to a power function (blue
line).
J = 6.7× 1012 A/m2. This is about an order of magnitude higher than the cur-
rent densities required for the resonant switch. Although such a strong current
might affect the structural stability of the sample if it was applied continuously,
its effects should be small given that short pulses are being used. Following the
application of the current pulse, the vortex is rapidly displaced in the direction
of the electron flow (as expected when α ∼ β). We find that the micromagnetic
reversal process is again the same: the in-plane magnetization of the vortex is
heavily distorted leading to the creation of a pair, followed by a rapid annihila-
tion within about 10–15 ps (Fig. 7.5).
In contrast to the resonant switch however, an increase in the current den-
sity does not only lead to faster switching, but also to multiple switches. These
consist in a repeated series of vortex-antivortex pair creation and annihilation
processes as observed in the case of the field-induced core reversal in section 5.3.
Fig. 7.6a shows the time evolution of the average energy density during succes-
Figure 7.5: Core reversal in response to a Gaussian current pulse of 7.4× 1012 A/m2
and a width σ = 100 ps. The vortex is rapidly shifted away from its equilibrium
position in the direction of the electron flow, as shown in the inset. The evolution
of the magnetization is then only shown for a small region around the core. The
times are given with respect to the moment when the current pulse is applied. The
arrows represent the in-plane magnetization and the isosurfaces are the same as in
Fig. 7.3.
88
7.3. CORE REVERSAL INDUCED BY SHORT CURRENT PULSES
Figure 7.6: a, Aver-
age total internal en-
ergy density as a func-
tion of time for multi-
ple core switches. The
maximum strength of
the current pulse is in-
dicated next to each
curve. b, Number of
vortex core switches as
a function of the ap-
plied current density.
sive reversals. Following each annihilation, the total energy rapidly decreases, as
observed in section 5.4. In addition, it appears that as long as the total energy
density is greater than a threshold value (i.e. the value when the first switch
occurs for J = 8.6 × 1012 A/m2), further switches occur. Here, a double core
switch is obtained with current pulses of about 8.5×1012 A/m2, while triple and
quadruple switches occur with pulses of 10× 1012 and 11× 1012 A/m2, respec-
tively. Ultimately, for very large currents (above 20 × 1012 A/m2), the vortex
core is expelled from the sample. Fig. 7.6b shows the number of core switches as
a function of the applied current’s strength. Interestingly, the switching process
appears to be “quantized”, indicating that a well defined energy is required to
trigger the reversal mechanism. This is explored in detail in chapter 8.
We additionally verify if the value of the non-adiabatic term β or the spin-
polarization of the current affect the reversal. In the case of domain walls for
example, it has been shown [56] that dynamic characteristics such as pinning
and the breakdown velocity (Walker limit) depend on the value of β. It turns
out that neither parameter affects the vortex core switching process. In the
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Figure 7.7: Current density re-
quired to trigger the vortex core re-
versal as a function of the polariza-
tion.
extreme case where β = 0 we find that the reversal is unaffected, suggesting that
non-adiabatic processes do not play a significant role in this case. Concerning
the current spin polarization, we observe that the current density required to
trigger the switch is inversely proportional to the current polarization as shown
in Fig. 7.7. Currents that are not spin-polarized do not trigger the reversal.
In a recent experimental study, Yamada et al. [201] have confirmed the pos-
sibility of switching the vortex core by means of single nanosecond-long current
pulses of densities up to 1.3 × 1012 A/m2. The core polarization was deter-
mined from MFM scans taken before and after the pulses. We already noted in
chapter 5.5 that the stroboscopic experiments of Weigand et al. [172] suggested
how the core reversal is deterministic. The results of Yamada et al. however
indicate that for low current densities close to the switching threshold the rever-
sal probability is of only about 50%, possibly due to vortex pinning at defects.
This suggests that an experimentally reproducible switch is only realizable well
above the threshold current density (or field strength).
7.4 Summary: Resonant versus non-resonant switch-
ing
In this chapter, we have presented the possibility of electrically reversing the
polarization of a magnetic vortex via two distinct pathways: by means of a res-
onant current and with short current pulses. We found that the magnetization
reversal occurs through the same mechanism in both cases: it is mediated by
a sequence of vortex-antivortex pair creation and annihilation events identical
to the field-driven vortex. We found however that the time scales associated
with these two pathways differ by an order of magnitude. Indeed, when the vor-
tex is excited resonantly the core switch is triggered within approximately ten
nanoseconds. In contrast, when the vortex is excited by means of short unipo-
lar pulses the reversal is noticeably faster, occurring within a few hundreds of
picoseconds. In addition, suitably-shaped pulses allow to precisely control of
the core orientation, whereas the core orientation switches repeatedly when the
vortex is excited at resonance. Another distinction between the two investi-
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gated reversal pathways is the response of the vortex when the current density
is increased. At resonance, an increase in the amplitude of the alternating cur-
rent leads to a faster reversal while for non-resonant excitations stronger current
densities lead to multiple switches.
We finally note that other methods for reversing the core have also been
demonstrated in the literature, for example by means of DC currents [202] or
using a single period of a resonant excitation [203]. The possibility of electrically
controlling the polarization has led to novel concepts for magnetic random-access
memories based on the orientation of the vortex core (VRAM) [204, 205].
In summary,
• We have investigated two distinct pathways leading to the vortex core
reversal using spin-polarized electric currents. The first is based on the
resonant excitation of the vortex, while the second is triggered by short
and strong non-resonant pulses.
• While the switching times for these pathways differ by an order of magni-
tude, the underlying micromagnetic mechanism leading to the core switch
is identical.
• The possibility of reversing the core with single current pulses represents
a promising and reliable route to controlling the orientation of the core,
which could be used in magnetic-based random-access memories.
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8
Energetic origin of the core switch
In the previous chapter, we showed that the micromagnetic process leading to
the vortex core reversal is independent whether the triggering excitation is res-
onant or not. This indicates that the reversal has in fact a unique underlying
origin. Thus, the reversal always unfolds over a fixed amount of time spanning
approximately 40 ps. It is the total switching time, considered from the mo-
ment when the perturbation is applied, that strongly depends on the current
parameters used to excite the vortex. This dependence can lead to a difference
of an order of magnitude in the reversal time between the case when the vortex
is excited resonantly, compared to when it is driven by single pulses. Based on
these results, in this chapter we investigate the following questions:
• Which parameter controls the core reversal?
• What determines the time difference between the resonant and non-resonant
reversals?
• How can the energy quantization of the switching process observed in the
previous chapter be explained?
Recent experimental and theoretical studies have found that the core reversal
occurs for a well-defined velocity of the vortex [57, 156, 203]. It has therefore
been suggested that the core reversal is determined by the vortex velocity. In
this case, the reversal should be a purely dynamic process that does not require
overcoming an energy barrier [156]. An analogy was thus made [57] with the
Walker velocity of domain walls at which the wall becomes unstable, leading to
periodic changes in its structure [206, 207]. In the case of a vortex, the dynamic
instability would lead to the reversal of the core. The source of the instability
was assumed to be due to the gyrotropic field described in section 5.2.2.
The simulations presented in this thesis, however, have established that the
dynamic deformation of the core is not driven by the gyrofield in the ultrafast
case, but rather by the exchange field. Also, the core reversal is not the result
of the breakdown of the vortex structure, but rather results from the creation
of a new vortex-antivortex pair. In addition, velocity does not allow explain-
ing the quantization we observed in Fig. 7.6, which seemed to be correlated to
93
CHAPTER 8. ENEREGETIC ORIGIN OF THE CORE SWITCH
specific values of the internal energy of the vortex. Finally, experimental mea-
surements of the vortex core reversal velocity [37] show discrepancies with the
values derived from theoretical calculations [156].
The interpretation in terms of velocity is thus incomplete. We therefore sug-
gest here that rather than velocity, it is energy that determines the core reversal.
Indeed, we previously found that the reversal is triggered by the production of a
new vortex-antivortex pair. The production of pairs however can only described
in the context of field theories [208]. We thus expect that vortex-antivortex pair
production occurs, like charged pair production in quantum mechanics, once a
well-defined energy threshold is reached.
In the following, the evolution of the internal energy of the vortex is studied
during both the resonant and non-resonant switching pathways. Our analysis
reveals that the core reversal is connected to a well-defined critical threshold
value of the exchange energy. Remarkably, we find that this threshold is inde-
pendent of the electric excitation parameters. We equally demonstrate that the
threshold does not depend on intrinsic parameters such as the size of the vortex
or the damping. This establishes the fundamental role played by the exchange
energy in driving the switching process.
8.1 Core switch triggered at resonance
Throughout this chapter, the Permalloy disk-shaped sample described in sec-
tion 7.2 is used. The damping constant is α = 0.01, the surface anisotropy
Ks = 0.1 mJ/m
2, the polarization P = 0.7 and the non-adiabatic factor is set
to β = 0.02, as previously.
8.1.1 Energy evolution
We first consider the case when the vortex is driven by a resonant current
j(t) = J sin(ω0t). Its amplitude is set to J = 1.2×1012 A/m2, like in section 7.2.
The value of ω0 was previously found to be 776 MHz. Fig. 8.1 shows the time
evolution of the exchange, demagnetizing and total volume-averaged energy
densities of the vortex. Each switching event is distinguishable by a sharp
increase in the exchange and total energy densities, followed by a sudden drop
(the first switch occurs at 3 ns). Comparing the energy evolution to the evolution
of the magnetization shown in Fig. 7.3, we notice that these increases correspond
to the production of new vortex-antivortex pairs. In contrast, the increase in the
demagnetizing energy density, which peaks about 100 ps before the exchange and
total energy densities, is related to the formation of the pronounced oppositely
magnetized dip in the vicinity of the core shown in Fig. 7.3 at t = 2930 ps.
Once the pair is produced (yellow-colored area) the demagnetizing energy drops
sharply. The pair annihilation which follows results in a sudden decrease in
energy. The produced spin waves subsequently cause the observed oscillations
of the demagnetizing and exchange energy densities.
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Figure 8.1: Evolution of the total and partial energy densities during the core reversal
triggered by an alternating current of amplitude J = 1.2× 1012 A/m2. The dashed
lines indicate the average energy values at the moment of the core switch and the
color bands their standard deviation. The light shaded region highlights the decrease
of the demagnetizing energy term during the formation of a new vortex-antivortex
pair (only shown for the first switch). The total energy is the sum of the exchange,
demagnetizing and surface terms.
Clearly, the core reversal occurs at specific energy densities. Analyzing the
successive reversals over a period of 25 ns, we determine the threshold value ethr
of each energy density term and the variation in energy density with respect to
the static equilibrium of the vortex ∆ethr:
etotthr = (3.81± 0.03)× 104 J/m3, ∆etotthr = (1.59± 0.03)× 104 J/m3
eexcthr = (1.65± 0.02)× 104 J/m3, ∆eexcthr = (0.70± 0.02)× 104 J/m3 (8.1)
edemthr = (1.27± 0.04)× 104 J/m3, ∆edemthr = (1.18± 0.04)× 104 J/m3.
The indicated errors are the standard deviation of the computed averages. We
mainly attribute these small variations of 1-3% to excitations caused by the spin
waves. Minor variations can also be due to the discretization, as the successive
switches occur at different regions of the irregular finite-element mesh.
On Fig. 8.1, we also show the evolution of the surface anisotropy energy
density (grey line). Like in section 5.4, we find that it only shows a variation of
approximately 2% over the entire 25 ns period. A close examination shows that
this variation occurs during the switching process, certainly due to the dramatic
variations in the magnetization, which take place. We performed simulations
setting Ks = 0 and found that surface anisotropy does indeed not play any role
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in the switching process1.
We now consider the value of the threshold energy for pair formation. Given
that the newly created vortex and antivortex structures are only a few nm
apart, the exchange energy is dominant and the dipolar contribution to the
total energy of the pair can therefore be neglected. The pair energy is then
given by equation 4.50:
Eexcpair = 8piAh = 6.53× 10−18 J. (8.2)
The volume of our sample is of 6.28 × 10−22 m3 (thickness h = 20 nm) and
therefore the corresponding increase in exchange energy density necessary for
pair formation should be
∆eexcpair = 1.04× 104 J/m3. (8.3)
This is in fact larger than the value we find for ∆eexcthr from the simulations. In
first approximation, this can be understood from the significant overlap of the
new vortex and antivortex cores. Indeed, the distance between them (as shown
for example in Fig. 5.4 at t = 12 ps) is of approximately 20 nm, or only two core
radii, so that their energy is effectively lower than the energy of two distinct
cores. In section 8.4 however we show rigorously that the discrepancy is directly
related to the size of the finite-element mesh.
Finally, we note that following the core switch, the average demagnetizing
energy density in Fig. 8.1 does not fall below a fixed value (approximately
8× 103 J/m3), indicating that most of the additional demagnetizing energy in
the sample ∆edemthr is due to finite size effects, such as the distortion of the in-
plane structure of the vortex and the interaction of the vortex with the sample
edge, as observed in Fig. 7.3.
8.1.2 Variations with the applied current
Since the core reversal thresholds only depend on the production of the vortex-
antivortex pair, the switching thresholds are expected to be unaffected when the
current density J is varied. To verify this, the density of the resonant current
is varied between Js = 4 × 1011 A/m2 (minimum current required to trigger
the switch) and Js = 1.5× 1012 A/m2. Like in the previous section, we extract
the energy densities at the moment of the core switch. The results are shown
in Fig. 8.2. Contrary to our expectation, the energy densities however seem to
increase: for example, the total energy density varies by 5% over the studied
current density range. This deviation is larger than the statistical variations
found in (8.1). We suspect here that at increasingly high current densities the
system is in fact driven at a faster rate than the magnetization can react and
the switching threshold is effectively overshot.
1A study of the influence of an axial anisotropy perpendicular to the surface plane on the
core reversal has been conducted in Ref. [209]. It was equally found that such an anisotopy
does not play a significant role unless its value is extremely large.
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Figure 8.2: Evolution of the averaged maximal values of the partial energy densities
during the core switch as a function of the amplitude of a resonant current. The
current amplitude is varied in intervals of 1× 1011 A/m2. The core only switches
for densities above 4× 1011 A/m2. The shaded regions highlight the increase in
energy densities.
To test this hypothesis, we therefore cut the current a few picoseconds before
the core switch occurs in the simulations, allowing the system to relax. If it
already is above the threshold, the core switch should occur even in the absence
of a driving force. This is indeed what we observe: the core switches even when
the energy densities shown in Fig. 8.2 are not reached, indicating that these in
fact exceed the switching threshold. By cutting the current at different moments
back in time, the point when the system exactly reaches the switching energy
can be determined. These obtained total and exchange energy thresholds are
plotted in Fig. 8.3 as a function of current density. From that data, we extract
the correct thresholds for the vortex core switch:
etotthr = (3.57± 0.02)× 104 J/m3, ∆etotthr = (1.35± 0.02)× 104 J/m3
eexcthr = (1.55± 0.01)× 104 J/m3, ∆eexcthr = (0.60± 0.01)× 104 J/m3. (8.4)
The exchange threshold thus corresponds to about 60% of the value required
for the production of a new pair (8.3).
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Figure 8.3: Thresholds for the total (top) and exchange (bottom) energy densities
during the core switch. The blue and orange data are from Fig. 8.2 and result from
overshooting the minimum threshold. The extracted thresholds are shown in dark
blue for both cases; the dark grey line indicates their average value and the grey
area indicates the standard deviation.
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8.2 Energy evolution in response to short current
pulses
The time evolution of the internal energy when a core switch is triggered by
short non-resonant pulses is shown in Fig. 8.4. Two Gaussian pulses of different
strengths and width σ = 100 ps are used. The energy evolution at the moment
of the core reversal is the same as at resonance: a peak in exchange energy
marking the pair production is followed by a sudden drop. For the studied
sample geometry, J = 7.3 × 1012 A/m2 is the minimum current density for
which the switch occurs. At higher currents, the switch occurs a few tens
of picoseconds earlier, and the threshold energy is overshot. This overshoot
can lead to multiple switches for sufficiently strong currents. The switching
thresholds are obtained again as described in section 8.1.2:
etotthr = 3.55× 104 J/m3, ∆etotthr = 1.33× 104 J/m3
eexcthr = 1.52× 104 J/m3, ∆eexcthr = 0.58× 104 J/m3. (8.5)
These are within about 2-3% of the values we found at resonance (8.4). We can
therefore conclude that the thresholds for the vortex core switch are independent
of the type of excitation.
For completeness, we also investigate the influence of the degree of spin
Figure 8.4: Evolution of the partial and total average energy densities for the core
switch triggered by two current pulses of different strengths. The continuous and
dashed lines correspond to the response for pulses with maximal amplitudes of
J = 7.3× 1012 and J = 8.0× 1012 A/m2, respectively. The horizontal dotted lines
indicate the switching threshold energies.
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Figure 8.5: Energy densities at the moment of the core switch as a function of the
degree of spin polarization of the current. The switch is triggered by non-resonant
pulses, with amplitudes given in Fig. 7.7. The shaded regions show the standard
deviation for each set of data which is less than 2%.
polarization of the current on the switching thresholds. The results are given in
Fig. 8.5, which shows that the threshold energy densities do not vary with the
current polarization.
8.3 Energy thresholds as a function of intrinsic pa-
rameters of the vortex
Having established that the switching thresholds are independent of the electric
excitation parameters, we now look at the effect of intrinsic parameters such
as the value of the damping constant and the sample size. In section 7.4, we
found that varying α strongly affects the current densities required to switch
the core. Similar to Fig. 8.1, we show in Fig. 8.6 the temporal evolution of the
energy of a vortex core switched at resonance for α = 0.3, which is thirty times
larger than the damping value used so far. In this case, a driving current with
an amplitude of Js = 6 × 1012 A/m2 is necessary to trigger the core reversal.
At first look, the total and exchange energy densities are about 10% larger than
the ones found in (8.4) for α = 0.01. However, we determine that in this case
the threshold is overshot as well. Extracting the total and exchange thresholds
at α = 0.3 over a period of 15 ns thus gives:
etotthr = (3.58± 0.02)× 104 J/m3, ∆etotthr = (1.35± 0.02)× 104 J/m3
eexcthr = (1.51± 0.01)× 104 J/m3, ∆eexcthr = (0.57± 0.01)× 104 J/m3. (8.6)
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Figure 8.6: Evolution of the vortex energy for α = 0.3 driven by a sinusoidal cur-
rent of amplitude J = 6× 1012 A/m2. The blue and orange full dots indicate the
threshold total and exchange energies each time the core reverses. The grey bands
show the standard deviation on the average threshold energies.
These values turn out again to be within a few percent from those found for
α = 0.01 in (8.4). Further simulations with α = 0, 0.05, 0.1 and 0.2 confirm that
the threshold energies remain unchanged by variations of α.
Now, the radius of the sample is increased to 150 nm, keeping the thickness
at 20 nm and α at 0.01. Fig. 8.7 shows the energy evolution of the vortex in
response to a short electric pulse of strength 9 × 1012 A/m2 and σ = 100 ps.
From expression (8.2), the exchange energy density required for the production
of the vortex-antivortex pair is in this case
eexc,r=150 nmpair = 0.46× 104 J/m3. (8.7)
From the data in Fig. 8.7, we extract the following values for the threshold
energies:
etot,r=150 nmthr = 2.31× 104 J/m3, ∆etotthr = 0.68× 104 J/m3
eexc,r=150 nmthr = 0.74× 104 J/m3, ∆eexcthr = 0.28× 104 J/m3 (8.8)
Thus, despite a 50% increase in the sample radius, the value of ∆eexcthr represents
again about 60% of the energy density required for the formation of a pair, as
found in (8.4). This confirms that the switching threshold is equally independent
of the vortex radius.
Additionally, we note here that the minimum current density for switching
the core in this case is of J = 9.1 × 1012 A/m2, which is higher than for the
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Figure 8.7: Energy evolution and
switching thresholds (dotted lines)
for a vortex in a sample of radius
150 nm and thickness 20 nm. The
excitation is a Gaussian-shaped
electric pulse with an amplitude of
J = 9.1× 1012 J/m2.
smaller disk with a radius of 100 nm for which the minimum current density is of
J = 7.3× 1012 A/m2. This illustrates the fact that the switching current scales
with the size of the nanostructure. In contrast, the switching fields required to
reverse the core are inversely proportional to the sample size.
8.4 Energy thresholds in iron
So far, we confirmed that, as expected from the analytic expression (8.2), the
core reversal threshold is independent of the type of excitation as well as of
intrinsic parameters of the vortex such as the sample radius and the damping
constant value. Indeed, the value of the threshold is only expected to vary with
the material and sample thickness.
We therefore start by investigating the switching threshold in a different
material, namely Fe. For the simulations, we use the following parameters:
A = 2.1×10−11 J/m and µ0Ms = 2.15 T. A cubic anisotropy of Kc1 = 48 kJ/m3
is also included, however we find that this term does not affect the energy
threshold. The same sample is considered as in section 8.1.1 with r = 100 nm,
thickness 20 nm and a discretization distance between nodes of about 3 nm.
Switching the vortex core using current pulses, we obtain the following thresh-
olds:
etot,Fethr = 5.21× 104 J/m3, ∆etot,Fethr = 1.64× 104 J/m3
eexc,Fethr = 2.43× 104 J/m3, ∆eexc,Fethr = 0.73× 104 J/m3. (8.9)
The analytic value for the exchange energy density of a pair is of 1.68 ×
104 J/m3. Interestingly, the computed threshold ∆eexc,Fethr only represents 43%
of this value, which does not correspond to our previous findings where the
threshold was at 60%. In fact, a similar discrepancy was found in Ref. [59]
between the critical velocities in Py and Fe. The reason for this difference was
not explained and was considered as part of the computational error on the value
of the velocity. We however find a different origin for this discrepancy, namely
our choice of cell size. It has indeed been shown that the discretization strongly
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Figure 8.8: Evolution of the exchange energy threshold in Fe and Py as a function
of the average distance ∆x between neighboring discretization points. The best
fit to the data is given by the exponential functions (8.10) and (8.11). A distance
of 1 nm between nodes approximately corresponds to an equivalent cubic cell of
0.5 nm3.
affects the computed value of the exchange energy of a magnetic configuration,
in particular when a Bloch point is involved [28]. In such cases, the correct
energies are obtained through extrapolation to zero cell size. We therefore
vary the average spacing between discretization nodes ∆x from one to four
nanometers: Fig. 8.8 shows the threshold energy as a function of ∆x for Fe and
Py. Fits to the data reveal an exponential behavior of the energy:
EFeswitch = 1.002 (8piAh)× e−0.27·∆x (8.10)
EPyswitch = 1.025 (8piAh)× e−0.17·∆x. (8.11)
Extrapolating to zero cell size thus yields an energy threshold of 8piAh for
the core reversal with an accuracy of 0.2% for Fe and of 2.5% for Py. The
difference in accuracy is due to the fact that our fits are based on only a few
points. Indeed, for discretization distances above 4 nm, the mesh is too coarse
to precisely determine the threshold energy whereas below 1 nm we are limited
by very long computation times.
This result confirms the energetic origin of the core reversal. It also explains
the existence of a critical velocity. Do¨ring [157] indeed showed that for a moving
domain wall, a wall mass can be defined such that the classical expression for the
kinetic energy E = 12mv
2 holds. In this context, the critical velocity would be a
direct consequence of the obtained energy threshold, given that a corresponding
expression holds for the vortex.
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We also note that the numerical values in the exponents of equations 8.10
and 8.11 correspond to 1lexc , where lexc is the exchange length of the material.
The exchange energy at the moment of the reversal is thus generally given as a
function of the material and discretization distance by:
Eexcswitch = 8piAh× e−
∆x
lex . (8.12)
As discussed in section 3.5, this exponential behavior of the exchange energy is
a consequence of the presence of a singularity in the finite-element simulations.
Finally, we also consider the effect of the sample thickness on the exchange
threshold. The simulations were performed for Fe with a fixed discretization
distance between nodes of 3 nm. Fig. 8.9 shows that the switching threshold
remains around 0.46× 8piAh independent of the sample thickness, as expected.
Only a small deviation is visible for the 10 nm-thick sample. Since the dis-
cretization size is the same for all samples, this is attributed to the fact that
there are comparatively fewer discretization nodes along the thickness in this
sample, which leads to a larger error in the computation of the exchange energy.
The higher exchange energy density in this case is attributable to the fact that
at low discretization densities, the mesh acts analogous to defects in the mate-
rial, which can hinder the propagation of the Bloch point and consequently the
switching process. Such “mesh friction” was investigated in Ref. [28].
Figure 8.9: Exchange en-
ergy threshold in Fe sam-
ples of varying thicknesses.
The thin blue line repre-
sents the average value of
the threshold at 20 nm,
35 nm and 45 nm. The
grey band represents the
standard deviation of the
average.
8.5 Summary: A local process driven by the ex-
change field
In this chapter, we demonstrated that the vortex core reversal is associated to a
well-defined exchange energy barrier. This energy barrier corresponds to the en-
ergy required for the production of a new vortex-antivortex pair in the sample.
In the simulations, the value of this energy strongly depends on the discretiza-
tion; however, an extrapolation to zero cell size shows that the switching energy
corresponds to
Ethresholdexc = 8piAh. (8.13)
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This result implies that the material-specific exchange constant and the sample
thickness are the only relevant parameters for the core reversal. We confirmed
this dependence by varying the sample thickness as well as by investigating the
thresholds in different materials. In addition, we showed that the thresholds
are indeed independent of extrinsic as well as other intrinsic parameters of the
vortex. In particular, we found that for both resonant and non-resonant elec-
tric excitations, variations in the current density and polarization do not affect
the switching barrier. We equally established that the variation of intrinsic pa-
rameters such as the vortex radius or the damping do not affect the reversal
thresholds.
Our analysis additionally sheds light on the difference between the resonant
and non-resonant switching routes. Indeed, when the vortex is excited by short
and strong pulses, the energy barrier is quickly overcome. The barrier can
equally be overcome by slowly increasing the vortex energy through resonant
excitation, as schematically illustrated in Fig. 8.10. In addition, the existence of
a reversal threshold explains why multiple reversals occur for sufficiently strong
switching pulses, as well why the observed switching process is ”quantization”
in energy.
These conclusions stand in contrast to the models suggested in Refs. [57, 59],
which consider the vortex velocity as the determining parameter for the core
reversal.
Figure 8.10: Schematic representation of the resonant and non-resonant core rever-
sals based on the vortex energy.
In summary,
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• The core switch occurs for a well-defined energy threshold of the exchange
energy, confirming that the reversal is driven by the exchange field.
• This threshold corresponds to the energy necessary for the formation of a
new vortex-antivortex pair.
• The vortex core reversal is therefore governed by the energy of the vortex,
and not by its velocity.
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Stimulated vortex-antivortex pair
production
In this chapter the consequences of the existence of a threshold energy related
to the core reversal are explored. While we have established that this threshold
corresponds to the energy necessary for the creation of a vortex-antivortex pair,
the following questions however still remain open:
• Is energy a necessary and sufficient criterion for the core reversal?
• Based on the determined energy thresholds, can we find a new route to
switch the core?
We answer these questions here, first by showing that a vortex-antivortex
pair can be produced in a controlled manner within a vortex structure by a static
uniform magnetic field focused on an area roughly corresponding to the radius
of two cores. The pair production indeed occurs once the energy density locally
reaches the thresholds determined in chapter 8. Moreover, we find that vortex-
antivortex pairs can equally be produced in a controlled manner even in single-
domain magnetic samples. Second, we demonstrate that if the pair is created
within an existing vortex structure and has an opposite polarization with respect
to the initial vortex core, the reversal mechanism is automatically triggered,
without requiring the excitation of the gyrotropic motion of the vortex.
At this point, a detour into quantum mechanics can provide, by analogy,
insight into the results presented in this chapter. The vortex pair production
is indeed reminiscent of charged pair production from the vacuum in quantum
electrodynamics via the Schwinger mechanism [210]. Schwinger predicted over
half a century ago that in the presence of a static, uniform electric field the vac-
uum becomes unstable and can “spark” with spontaneous emission of charged
particle pairs. In particular, stimulated vacuum pair production, illustrated
in Fig. 9.1, is expected to occur in the presence of intense focused laser fields
[211, 212, 213, 214]. For production to spontaneously occur above the tunnel-
ing threshold, the electric field strength has to exceed a critical value over an
area of the size of the Compton wavelength of the produced particle. These
requirements are strikingly similar to the ones we find for the production of a
vortex-antivortex pair.
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Figure 9.1: Feynman diagram for the main contribution to the vacuum electron-
positron pair production. The wiggled lines starting on a cross represent the quan-
tization of the electromagnetic field. (After Ref. [211])
9.1 Pair production in a sample enclosing a vortex
In the following, we demonstrate that a pair can be produced within a vortex
structure using a strong, local static external field. The field is applied within a
20 nm3 volume of a vortex in a cylindrical Permalloy sample identical to the one
used in chapters 7 and 8 (radius 100 nm, thickness 20 nm and discretization size
of 3 nm). The damping constant is α = 0.01. The region over which the field is
applied is comparable to the size of the dip, which develops during the reversal
process and roughly corresponds to two core radii. Our simulations show that
depending on the location at which the pair is created, different dynamics are
possible.
9.1.1 Pair production at a distance from the vortex core
First, the external field is applied in a region 50 nm away from the vortex core.
To maximize the Zeeman energy, the direction of the field is opposite to the
direction of the in-plane curling magnetization, as illustrated in Fig. 9.2a. The
induced precession results in the local increase of the out-of-plane component
of the magnetization (Fig. 9.2b). For field strengths above 1.15 T, this leads to
the production of a vortex-antivortex pair, shown in Fig. 9.2c. The polarization
of the pair is independent of the initial vortex polarization. In the case shown
here, it is the same as for the initial vortex. We note that the pair creation
conserves the total winding number as described in chapter 2, section 2.2.3. In
addition, the newly formed vortex has the same vorticity ϕ0 = 1 as the initial
one. Once the pair is nucleated, the initial vortex position remains largely
unchanged. Meanwhile, the vortex and the antivortex describe a translational
motion, or Kelvin motion, following the dynamics presented in section 4.3.1.
This is shown in Fig. 9.2d. It was noted in Ref. [158] that the Kelvin motion
is comparable to the steady translational motion of an electron-positron bound
state in a transverse magnetic field which exactly balances the Coulomb force.
The observed pair dynamics occurs when the pair is created slightly above the
critical energy threshold required for pair production. The additional energy is
converted into kinetic energy [160]. Indeed, locally, the Zeeman energy density
contributed by the applied field is of −µ0(Ms ·Hext) = 9.2× 105 J/m3. This is
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Figure 9.2: Vortex-antivortex pair production in a vortex structure. a, A 1.15 T
static field is applied 50 nm away from the core over a 20 nm2 region. The blue
ribbon represents the mx = 0 isosurface, while the my = 0 isosurface is represented
by the red ribbon. The color scale indicates the z component of the magnetization.
b, During the initial precession of the magnetization, the out-of-plane component
increases in the region where the field is applied. c, This eventually results in the
nucleation of a vortex-antivortex pair indicated by the aditional intersections of the
isosurfaces. d, The new pair describes a linear motion, before ’falling’ (e) into the
attractive potential of the original vortex. f, The pair eventually smoothly dissolves.
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above the analytic value for the energy required to produce a pair, which is of
8.2×105 J/m3 according to equation (8.2) for a 20 nm3 volume1. Fig. 9.3 shows
the evolution of the exchange and total internal energy densities in the sample.
The variation in exchange energy density is here of ∆eexcthr = 1.2 × 104 J/m3,
compared to ∆eexcthr = 0.6 × 104 J/m3 found in section 8.1.2 for the reversal
threshold.
This additional energy is however quickly dissipated, the velocity of the pair
decreases and the interaction between the original vortex and the antivortex
results in the displacement of the original vortex away from its equilibrium
position. The structure eventually behaves like a coupled vortex-antivortex-
vortex system (cross-tie), as shown in Fig. 9.2e. The antivortex moves back and
forth between the two vortices, in search of an equilibrium position. After about
one nanosecond the produced pair smoothly unwinds (Fig. 9.2e), in agreement
with the dynamics described in section 4.3. Following the dissolution of the
pair, the magnetization locally reaches an equilibrium in the external field and
no further pairs are produced.
Figure 9.3: Time evolution of the aver-
aged partial energy densities during the
core reversal induced by a 1.15 T local
static field. The total internal energy in-
cludes the exchange, demagnetizing and
surface anisotropy contributions.
9.1.2 Pair production in the vicinity of the vortex core
Because the core reversal mechanism requires the production of a new vortex-
antivortex pair in the vicinity of the core, we now apply the same 1.15 T field
only some 20 nm away from the core, as illustrated in Fig. 9.4a. In contrast to
the previous case, the magnetization does not precess locally, but immediately
turns out of the plane in the direction opposite to the core orientation. This
behavior is attributed to the strong static demagnetizing field of the nearby
core, which remains immobile. Fig. 9.4b shows that a dip in the magnetization
evolves within only approximately 50 ps. The vortex and the dip subsequently
1For the discretization distance of 3 nm used here, the numeric threshold is in fact of only
4.9× 105 J/m3.
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Figure 9.4: Vortex-antivortex pair production in a vortex structure. a, A static
local 1.15 T field is applied some 20 nm away from the core. b, In this case,
the demagnetizing field of the core determines the direction of the out-of-plane
component of the magnetization in the region where the field is applied. c, This
rapidly results in the production of a pair, followed by the annihilation process. d,
The new core is eventually left behind, close to its original position, which allows
for a fast relaxation.
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rotate about each other. This displacement of the core is likely due to the
existence of a weak torque exerted by the external field applied in its vicinity.
After about 90 ps, (Fig. 9.4c), the pair creation and annihilation processes
unfold as described in section 5.2, leaving behind the new vortex with opposite
polarization shown in Fig. 9.4d. The local creation of a vortex-antivortex pair
therefore defines a new route for switching the core using a static field. As
we found in chapter 5, the switching process itself unfolds over about 40 ps.
However, the total switching time from the moment the field is applied is now
shorter. Moreover, since the gyrotropic motion of the vortex is not excited, it is
not necessary anymore to adjust the field parameters such as its amplitude or
duration as was the case in chapter 5, section 5.3. At stronger static fields, the
pair is produced within even shorter times: for example at 1.5 T, the annihilation
process occurs only 55 ps after the application of the field.
9.2 Pair production in a single-domain structure
Having established the possibility of creating vortex-antivortex pairs within a
vortex structure, we now turn to a single-domain structure. To this effect, we
consider a 200 nm-long rectangular Permalloy prism-shaped sample, 100 nm
wide and 20 nm thick as shown in Fig 9.5a. The structure is discretized into
6,250 tetrahedra, yielding an average cell size of about 4 nm3. We again consider
a typical damping α = 0.01. At the center of the sample, a static external field
is applied in the plane of the sample over an area of 20 × 20 nm2, throughout
the thickness (Fig. 9.5b) in the direction opposite to the magnetization. This
field is applied at 1◦ with respect to the x axis in order to break the symmetry
of the configuration. The subsequent precession of the magnetization and the
increase of its out-of-plane component are shown in Fig. 9.5c,d. We find that an
external field of 1.2 T is required for the pair production to occur. In this case
however, the out-of-plane region of the magnetization evolves into two distinct
vortex-antivortex pairs. The polarization of these pairs is identical, as seen in
Fig. 9.5e,f. Their position is highlighted by the mx = 0 (dark green) and my = 0
(yellow) isosurfaces. The pairs eventually unwind and the magnetic structure
reaches an equilibrium configuration in the local field. In Fig. 9.5g,h the region
where the magnetization is locally aligned with the field, is enclosed by the
mx = 0 isosurface.
We note that the energy brought by the field into the system is of about 60%
of the energy of two pairs, which corresponds to the numeric value of the pair
creation threshold expected for the discretization length used here. However,
while pairs can be created, they do not stabilize in the sample. Using stronger
fields of e.g. 1.3 T, we find that one of the pairs can stabilize and remains
pinned by the field.
While energy is at the origin of the pair formation like in the previously
studied cases, why are two pairs created from the single domain state? The
answer lies in the symmetry of the ground state. Indeed, in addition to conserv-
ing the total winding number, the formation of two pairs equally conserves the
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Figure 9.5: Vortex-antivortex pair production in a single-domain structure. The
left column shows the evolution of the out-of-plane component of the magneti-
zation. The right column shows the in-plane magnetization in the region of the
field. The color map represents the z component of the magnetization. The yellow
and dark green ribbons represent the my = 0 and mx = 0 isosurfaces, respectively.
a, Schematic representation of the magnetization in the sample. b, Central area of
the sample where a static field of 1.2 T (shaded area, 20 nm × 20 nm) is applied.
c-f, Production of two pairs in the sample. The zoom in e shows their z-component
from a different angle. g-h, The pair has unwinded. The light green isosurfaces
represent the regions where mz = 0, showing the nodal surfaces of the resulting
standing spin waves [35].
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inversion symmetry of the original single-domain state. We note that symmetric
configurations often do not represent the lowest energy state, which can only
be obtained by breaking the inversion symmetry. This is the case of the vortex,
allowing the formation of a single pair. Furthermore, inversion symmetry is also
embedded within the Landau-Lifshitz-Gilbert equation [215] and is therefore
conserved during dynamic processes, unless it is broken for example by means
of an external field [216].
Next, to verify if a strong local torque can equally trigger the pair creation2
we apply the same 1.2 T field perpendicular to the direction of the local mag-
netization, i.e. in the y and z directions in Fig. 9.5. The simulations show that
the magnetization rapidly precesses about the applied field, resulting in a region
with a pronounced out-of-plane component after only 12 ps. However, in spite
of the presence of a dip, no pair develops. The magnetization eventually relaxes
in the field and spin waves are produced. These results confirm that the pair
creation is uniquely driven by the local energy.
If we do not require the energy increase to be local, but rather apply a
strong field in the plane of the entire sample, the magnetization dynamics is
very inhomogeneous. While it is known that the magnetization reversal in
single-domain particles can be complex and inhomogeneous [24], involving the
nucleation of vortices at the sample boundaries, Fig. 9.6 shows that for fields
of the order of 4 T, the single-domain state breaks down, like the vacuum, into
numerous pairs.
9.3 Current-induced pair production
So far, we have discussed pair production induced by a magnetic field. While
focusing magnetic fields of strengths comparable to the ones required for the
pair production is currently achieved in hard-drive write heads, this remains a
difficult task to achieve experimentally. It would therefore be more practical
if the pair production could be induced by a local strong, spin-polarized cur-
rent, such as in a point contact geometry [217, 218]. We therefore performed
simulations for such a geometry, considering only the STT effect and neglect-
ing the influence of the Oersted field. We found that a spin-polarized current
alone, even as high as 6×1013 A/m2, does not lead to pair production. It rather
results in the local steady state precession of the magnetization accompanied
by the production of spin waves. This is not surprising in view of our earlier
observation that a torque alone acting on the magnetization does not lead to
pair creation.
We note that if the point contact in our simulations is only a few nanome-
ters away from the core (similar to the case described for the local field in sec-
tion 9.1.2) the core indeed switches for currents above 5×1013A/m2. However,
this reversal process is rather due to the very strong excitation of the magneti-
zation within the entire sample (spin waves) rather than to pair creation.
2An early interpretation of the core reversal mechanism based on torques was indeed
suggested in Ref. [164].
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Figure 9.6: Breakdown of a single-domain structure into vortex-antivortex pairs
650 ps after the application of a static uniform 4 T field. The produced vortices
and antivortices are located at the intersections of the orange (my = 0) and green
(mx = 0) isosurfaces. These are created in paris, unless they nucleate at the
boundaries. The colormap represents the z-component of the magnetization, like
in Fig. 9.5. The structure displays inversion symmetry.
Recently, low frequency modes found in point contact measurements via
magnetoresistance measurements [219, 220], have been attributed to the cre-
ation and oscillation of a vortex-antivortex pair about the contact [221, 222].
The micromagnetic simulations performed in Refs. [222, 223], together with
theoretical calculations [221] indicate however that it is crucial to consider the
action of the Oersted field in order to achieve agreement with the experimen-
tally measured frequencies. Further studies are therefore required to assess the
effect of the Oersted field on the pair production mechanism.
9.4 Summary
In this chapter we demonstrated that vortex-antivortrex pairs can be produced
in a local static magnetic field. The pairs creation occurs once a well-defined
local energy is reached, corresponding to the exchange energy of the core of a
vortex and an antivortex – in analogy to charged pair production in quantum
field theory. While pair creation conserves the topological charge of the sample
(winding number), the number of pairs created is determined by the symmetry
of the system. In magnetic configurations that preserve inversion symmetry,
at least two pairs are produced. When this symmetry is broken, such as in a
vortex ground state, a single pair can be produced.
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In addition, our investigation of the pair production dynamics within a vor-
tex structure established that two distinct cases occur depending on the distance
of the pair from the core. When it is produced far from the core, a transient
cross-tie structure can develop, whose dynamics is determined by the attractive
vortex-antivortex interaction described in section 4.1.3. In contrast, when the
pair is produced only a few nanometers from the core, its polarization is al-
ways opposite to the orientation of the original core, triggering an annihilation
process leading to the reversal of the original vortex core. In contrast to the
process presented in chapter 5, reversing the core through the direct creation of
a pair leads to the reversal of a static core, showing that he gyrotropic motion
of the vortex is not necessary for the core switch to occur. These results there-
fore unambiguously establish that energy is indeed the fundamental quantity
controlling the core reversal. In addition, because only a static field is required,
no pulse shaping or tuning is required like in section 5.3. Instead, the required
static field strength only depends on the energy necessary to create the pair.
While this new switching route requires focusing a strong magnetic field,
there is experimental evidence suggesting that it should equally occur in a point
contact geometry under the influence of the Oersted field of a spin-polarized cur-
rent.
In summary:
• Vortex-antivortex pairs can be locally produced in ferromagnetic samples
by means of a focused static magnetic field. The pair creation is triggered
by the local increase in exchange energy above the production threshold.
• The number of pairs which are created depends on the presence or absence
of inversion symmetry of the original magnetic configuration.
• The localized production of a pair in a vortex can trigger the reversal of
the core polarization, effectively removing the dependence of the reversal
process on the field pulse strength and duration. This new switching route
suggests a method for measuring the reversal of the vortex core, which does
not require the excitation of the vortex.
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Conclusion
In this thesis, we conducted detailed investigations on the ultrafast dynamics of
magnetic vortices using micromagnetic simulations based on the finite-element
method. Our simulations led to the description of a novel process in micromag-
netism: the ultrafast reversal of the vortex core. Five aspects of this reversal
were studied:
1. the micromagnetic mechanism leading to the reversal;
2. the ultrafast dynamics of magnetic antivortices, which occur as a part of
the reversal process;
3. the electric reversal of the vortex core;
4. the origin of the core reversal;
5. the production of vortex-antivortex pairs in a strong static field.
Ultrafast reversal of the vortex core
First, we investigated the response of a magnetic vortex to ultrashort field pulses,
with a duration ranging between a few picoseconds and a few hundreds of pi-
coseconds. We found that the dynamic response is driven by the out-of-plane
magnetization in the region of the core. Indeed, the field pulses can trigger
a dramatic series of events leading to the destruction of the core and to the
formation of a new one, finally resulting in the reversal of the core orientation.
Microscopically, this reversal is mediated by the production of a short-lived
vortex-antivortex pair. The pair formation is followed by an annihilation process
during which the initial vortex and the newly-formed antivortex are dissolved,
resulting in the sudden production of spin waves. The dynamics of this process
is a direct consequence of the topological properties of vortices and antivortices,
in particular of Skyrmion number conservation.
This complex series of processes represents a fundamentally new magnetic
switching mechanism. Because it is driven by the exchange field, we established
that the core reversal unfolds over a duration of only about 40 ps, which makes
it the fastest field-induced reversal known to date. In addition, the core reversal
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can be triggered by field pulses as short as 5 ps. The ultimate field-induced
switching limit had previously been found to be of about 160 ps [31], in the
context of the precessional switching of the magnetization. The difference in
switching times stems from the fact that the precessional switching relies on the
demagnetizing field, which is typically about one hundred times weaker than
the exchange field.
Owing to their perfect bistability, vortex cores have been suggested as promis-
ing candidates for binary data storage. The ultrafast reversal mechanism we
described opens the possibility of a technological application of vortices.
Ultrafast antivortex dynamics
Since the vortex core reversal involves the production of an antivortex, the topo-
logical counterpart of the vortex, such a reversal process could also characterize
the ultrafast dynamics of the antivortex itself. While this would be expected
from a topological point of view, the antivortex possesses a very different in-
plane magnetization distribution. Notably, this distribution gives rise to volume
charges and consequently to a strong stray field, which can influence the dynam-
ics. Moreover, the presence of charges makes the antivortex metastable, such
that it always is enclosed by vortices at static equilibrium. Our simulations
showed that even in an isolated antivortex, the structure is surrounded by vir-
tual vortices.
By exciting an isolated antivortex with ultrashort field pulses, we found that
these pulses can trigger a series of processes, which are complementary to those
found in the vortex, despite their different in-plane structure. In this case, a
new pair is emitted by the antivortex, resulting in the production of a transient
anti cross-tie wall. On such short time scales magnetic structures can indeed
be produced, which are not found in stable configurations. The pair production
is followed by an annihilation process, leaving behind a new antivortex with
opposite polarization. We showed that the spin waves produced by the reversal
process can effectively propagate into a waveguide extending the antivortex
structure. These spin waves can be used to drive novel circuits, in which their
phase can be manipulated to perform logical operations.
Our study also sheds light on recent experiments involving cross-tie walls,
in which a multiplication of the number of cross-ties was observed in response
to short field pulses [180]. This must therefore proceed through the creation
of new vortex-antivortex pairs originating from the vortex as well as from the
antivortex. The new pairs can stabilize in sufficiently large samples.
Current-induced vortex core reversal
Following our study of the field-induced vortex core reversal, we investigated
the vortex dynamics induced by spin-polarized electric currents. We found that
the core reversal can equally be achieved electrically. Moreover, the switching
can occur via two distinct routes. First, the vortex can be excited resonantly,
driven by an AC current tuned to the resonant frequency of the vortex. For
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sufficiently high amplitudes of the driving current, the core reversal occurs after
a few nanoseconds. Second, we showed that the core can be reversed by means
of non-resonant excitations, namely single, short electrical pulses. This method
triggers the reversal process within only hundreds of picoseconds and requires
higher current densities. Interestingly, we found that the core reversal proceeds
via the same pair creation-annihilation mechanism in both cases. Thus, the
switching process unfolds in both cases within about 40 ps – while the total
time required to trigger the switch, counted from the moment the current is
switched on, differs by an order of magnitude.
While our study was fundamental in nature, it bears direct consequences
for the practical implementation of vortices in memory devices. The current-
induced reversal, in particular that induced by means of single electric pulses,
indeed allow precise control of the core orientation. Based on this possibility,
architectures for magnetoresistive random-access memories in which the orien-
tation of the vortex core is exploited (VRAM) have been proposed [204, 205].
Origin of the vortex core reversal
The finding that the switching mechanism is independent of the core reversal
route has motivated our search for the fundamental quantity determining the
core reversal. To this effect, we systematically investigated the evolution of
the vortex energy and found that the reversal occurs once the exchange en-
ergy exceeds a well-defined threshold. This threshold corresponds to the energy
necessary for the creation of a vortex-antivortex pair. Once the new pair is
formed, the annihilation occurs without the need to overcome an additional
energy barrier.
Our study stands in contrast to the present interpretation of the origin of the
core reversal in which the vortex velocity is considered to control the reversal.
This interpretation based on velocity implies the existence of a critical velocity
for the reversal, in analogy to the Walker velocity for domain walls. However,
the velocity interpretation does not account for the observed pair production
dynamics. We also note that while the vortex velocity and energy are certainly
complementary quantities, no functional relationship has yet been derived link-
ing them.
Controlled vortex-antivortex pair production
To explore the consequences of our interpretation based on the vortex energy,
we locally increased the energy to the identified threshold value over a small re-
gion of a vortex sample. This was achieved by applying a static external field in
the direction opposite to the local magnetization. The size of the region corre-
sponded to the area of two vortex cores. Using fields higher than the saturation
magnetization, we proved that the local increase in energy sparks the creation
of vortex-antivortex pairs. We furthermore found that vortex-antivortex pair
formation is a general property of ferromagnetic materials and that it can also
be triggered in single-domain samples. Moreover, the number of pairs created
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depends on the symmetry of the magnetic configuration. Indeed, for initial con-
figurations exhibiting inversion symmetry, an even number of pairs are created,
conserving the symmetry. However, if inversion symmetry is initially broken, a
single pair can be created.
Since the inversion symmetry is broken by the in-plane circulation of the
magnetization in a vortex structure, the application of a strong static localized
magnetic field results in the creation of a single pair. If this pair is produced
in the vicinity of the vortex core, we found that the switching mechanism is
automatically triggered. This effectively results in the dynamic reversal of an
immobile core, proving that the vortex velocity is not decisive in the reversal
process. It is rather the creation of a new vortex-antivortex pair which controls
the reversal.
On the basis of our energy interpretation, we have predicted a new method
for triggering the core reversal using local static magnetic fields. This method
results in a faster total switching time, since it does not require the direct ex-
citation of the vortex. Moreover, unlike the case of the resonant or single-pulse
driven reversals, the field strength is independent of the sample geometry – it
only depends on the exchange constant of the material.
In conclusion, we provided detailed predictions for the ultrafast dynamics of
magnetic vortices. Some of these predictions have already been confirmed ex-
perimentally, such as the possibility of reversing the core using non-resonant
excitations. Other predictions like the ultrafast nature of the reversal process
or the local creation of vortex-antivortex pairs by means of a static magnetic
field still await confirmation. These results highlight the essential role played
by micromagnetic simulations in predicting new phenomena and in motivating
experimental investigations.
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