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ABSTRACT
A technique is described for producing graininess sam
ples using an ordered array binary imaging device with sub
sequent photographic and lithographic steps. Such samples
could be combined to form a visual scale for use in the rapid
assessment of solid area noise of electrophotographic images.
The potential advantages of this process include high volume
production capabilities and the ease of varying image param
eters over a wide range.
Analytical models for mean density and Wiener spectrum
scale value, WS(0), are developed for the ordered array sys
tem and are shown to have general applicability. However,
these models are neither precise nor accurate enough for use
as predictor equations in most practical situations, but con
sidering their simplistic nature, they work quite well in
characterizing the ordered array system.
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I . INTRODUCTION
Noise mechanisms are inherent in all imaging processes
to some extent with the undesirable consequence of a loss of
information. Image noise manifests itself as spatial inhomo-
geneities which are usually random in nature, and these in-
homogeneities are particularly noticeable in uniform image
areas. Television pictures and silver halide photographs of
fer common examples of this phenomenon. In recent years,
noise mechanisms in electrophotography have been of increasing
interest and concern, largely due to the growing use of elec
trophotographic copiers to reproduce continuous tone images.
In its most fundamental form, electrophotographic noise
arises from the statistical properties associated with the
toner particles making up the image. Fluctuations may occur
in particle size, number, position, and opacity, and these
noise mechanisms are similar to those occuring in silver ha
lide photography. The essential difference is that the image -
forming particles in electrophotography are generally much
larger than those in silver halide photography (1).
If the electrophotographic image of a uniform area is
scanned with a microdensitometer, random density fluctuations
will arise from the particle variations due to the statis
tical processes. These fluctuations will form a distribution
_ o
of densities with a mean value, D, and a variance, d^. The
variance of the density distribution can be used as an ob
jective measure of noise, and its square root, o4, is termed
RMS granularity (2).
The visual sensation of these density fluctuations can
also be used to characterize solid area noise; the subjec
tive impression of image noise is termed graininess. Due to
the nature of the human visual system, graininess is a func
tion of the mean density level as well as the density fluc
tuations (3).
Monitoring the noise characteristics of electrophoto
graphic copiers generally requires the use of a microdensi-
tometer to make granularity or similar measurements. How
ever, such equipment may be difficult to obtain and is often
complex and time-consuming to use. These problems could be
overcome by utilizing a visual scale consisting of a matrix
of varying graininess and density patches. In general, the
human visual system works well for matching similar stimuli,
and thus a graininess -density scale could be used to quickly
assess sample graininess without the need for instrumenta
tion.
This thesis discusses a method for producing controlled
graininess samples for use as a standard reference visual
scale. Briefly, this method involves generating images on
an ordered array binary imaging device, photographically re
ducing them, and finally, lithographically printing the
reduced images at various ink densities. The graininess is
controlled by varying the size, number, and reflectance of
the particles forming the images. It is desired that the
range of graininess values produced by this technique should
encompass those typically occuring with electrophotographic
copiers.
The potential advantages of this process include high
volume production capabilities and the ease of varying image
parameters over a wide range. In addition, analytical models
are developed to aid in the control of the image parameters.
II. LITERATURE REVIEW
2.0 Introduction
A great deal of work has been done on objective mea
surements of image noise, particularly for silver halide sys
tems (4). Although the mechanics of silver halide photogra
phy and electrophotography are fundamentally different, their
image formation characteristics are similar, and thus the
noise analysis techniques that have been developed may be
applied to either (56). Both processes utilize image-form
ing particles that are largely spatially independent (albeit
silver in one case and toner particles in the other), and
image density is a function of the mean number of particles.
2.1 Early Noise Models
Fundamental modeling of silver halide noise was begun
in 1935 by Selwyn (7). He showed experimentally that the
quantity
(2AAD^)2 was constant for a given film sample, where
AD? is the mean square fluctuation in density as measured by
a microdensitometer with aperture area A. This result is
often stated as i
S2
=
2AAD2
(1)
where S is the Selwyn granularity coefficient (8). This re
lationship holds only for aperture sizes much larger than the
individual grain size. In 1937, Siedentopf derived an equa
tion relating mean square density fluctuations to the mean
density level, D, based upon the size distribution of indi
vidual grains (9). This relationship can be stated as:
A AD2 = log10e(aD D 1 +
Aa 1 ) (2)
(aD)2
where an is the mean developed grain area and Aa^ is the
mean square fluctuation about the mean, both at an image den
sity level D. For the case of monosized grains whose size is
independent of the mean density, this equation reduces to :
AAD2
= log10e(a D) = 0.434 D (2a)
It is important to note that the area term, a, is gen
erally not the geometric area in the case of electrophoto
graphic images. Due to light scattering within the substrate,
a correction factor is included to give the effective area
rather than the geometric area (10). This correction factor,
generally called a K-factor, will be on the order of two,
meaning the effective area is twice the geometric area. A
simple method for determining the K-factor is to plot D vs.
n for a fixed particle area and determine the slope, where
n is the number of particles/unit area. Through the use of
Nutting's equation (11),
D = 0.434a n (3)
the effective area may be determined, although other factors
may be lumped in with the calculated effective area by this
ad hoc method.
One assumption made in Eqs. (2a) and (3) is that the
particles are completely opaque and the substrate is 100$
reflecting. This is a naive assumption in most practical
situations, and Nutting's equation and the Siedentopf rela
tion may be suitably modified to account for non-zero dot
reflectances and substrate reflectances less than one. An
other important assumption made is that the particles are
distributed randomly and the number of particles/unit area
follows a Poisson distribution. For some imaging systems,
other distributions will be appropriate.
2.2 Wiener Spectrum Analysis
The use of Fourier analysis in image noise evaluation
was developed in the 1950 's and was shown to be an extremely
valuable technique. The earlier work of Wiener became es
pecially important, and although his work was originally de
veloped for one -dimensional time series, the techniques can
be readily extended to include two-dimensional spatial se
ries (12). The Wiener (power) spectrum of an image may be in
terpreted as the total variance (in reflectance or density)
of the image decomposed into the variance at each spatial
frequency (13). The Wiener spectrum is defined as the Fouri
er transform of the space domain autocovariance function (13)
WS(u.v) = SS C(f,^)e-2Tri(uf
+ v;?)d?dfl (4)
oo
where WS(u,v) is the Wiener spectrum and C(f,#) is the auto
covariance function.
Although the Wiener spectrum should correctly be de
fined in terms of reflectance fluctuations (since systems are
generally linear in reflectance), it may be given in terms of
density fluctuations, particularly if the fluctuations are
small as is usually the case for image noise (14). Assuming
small reflectance fluctuations, the density Wiener spectrum
and the reflectance Wiener spectrum are linearly related (15):
(log1ne)
wsD(4 = J WSR(u/) (5)
R2
where ow is the spatial frequency and R is the mean reflec
tance of the sample. The remainder of this paper will use
the density Wiener spectrum unless otherwise stated.
For a Gaussian distribution of densities which is sta
tistically stationary, i.e., the image is spatially homoge
neous, the Wiener spectrum completely describes the relevant
statistics of the random noise process (16). For aperture
sizes which are large compared to the dimensions of a single
8particle, the density distribution will tend to a Gaussian,
regardless of the distribution of individual particles (17).
In determining the Wiener spectrum of an image using
a physical measuring device, the measured and actual Wiener
spectra are related by the transfer function of the measuring
system, T(u,v) :
WS'(u,v) = WS(u,v) T(u,v)j (6)
where WS'(u,v) is the measured spectrum (18). The measured
one -dimensional spectrum can be found by integrating in ei
ther the u or v-direction (19). i.e.,
+00
WS'(u) = / WS(u,v) T(u,v) dv (7)
For example, a measuring slit of length L and width a
has a transfer function (20) :
T(u,v) = sinc(au) sinc(Lv) (8)
(Assume the transfer function of the optics can be neglected.)
+00
WS'(u) = sine (au) f WS(u,v) sine (Lv) dv (9)
If WS(u,v) is essentially constant over the range where
sine (Lv) is non-zero, then:
+O0
WS'(u) = sine (au) WS(u,0) f sine (Lv) dv (10)
The value of the integral is 1/L and thus :
WS'(u) = sinc2(au) WS(u,0) (11)
L
Another result of interest is that the total measured
variance is the volume under the measured two-dimensional
Wiener spectrum (21):
07 = SS WS(u,v) T(u,v) 2 du dv (12)
-00
where T(u,v) is the aperture transfer function. (Again
assume the optics transfer function is flat.) For large
apertures, the transfer function will be narrow in the fre
quency domain, and the Wiener spectrum will be constant over
this range and may be brought outside the integral.
,2 _
+O0
2
erf = WS(0,0) SS T(u,v) '* du dv (13)
a
-oo
'
Assuming T(0,0) = 1, it follows that the integral of |T(u,v)
'
= 1/A.
cf2
= WS(0,0) -|- (14)
WS(0,0) =
Ac?2
(14a)
This result explains the requirement for large apertures if
the Selwyn granularity coefficient is to be constant. For
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isotropic noise patterns, i.e., the statistical properties of
the image are independent of the scanning direction, it fol
lows that :
WS(0) = AcT2 (15)
Combining Eqs. (2a) and (15) yields:
WS(0) = 0.434 a D (16)
This equation predicts that the spectrum amplitude is direct
ly proportional to the image density. Experimental results
have confirmed this relationship for both silver halide pho
tography and electrophotography, particularly at low densi
ties where crowding effects are not serious (3).
2.3 Graininess Model
In attempting to relate the Wiener spectrum amplitude
to graininess, it becomes apparent that a simple linear re
lationship does not exist. Graininess, as scaled by human
observers, rises with density, as does the Wiener spectrum,
but it then drops off rapidly at higher densities (3). A
model for graininess must take into account this nonlinear
subjective response.
In a recent paper by Dooley and Shaw (3), a graininess
model was developed for electrophotographic images and for
other processes governed by the relationships described pre
viously.
11
0
Graininess = e~1,8DS \fws(u) VTF(u) du (17)
0
where WS(u) is the Wiener spectrum as a function of spatial
frequency, D is the mean density of the image, and VTF(u) is
the visual transfer function of the human eye (Fig. 1), de
fined as :
(c nt^--843us. M -0.6lux _ _ Q -1(.505e. ^ )(l-e ) u > 0.8 mm
VTF(u) = (18)
1 u ^ 0.8 mm
The exponential density term in the model is incorpo
rated to account for the sensitivity of the human response
to density fluctuations as a function of the mean density
(22). This model gave a correlation coefficient of 0.97 be
tween the predicted graininess values and the values as
scaled by human observers. A graininess value of zero cor
responds to a completely smooth, homogeneous surface, while
a value of around 30 represents a noisy electrophotographic
patch, although values exceeding 30 may be obtained.
Regarding Eq. (17), one assumption that can be made is
that \/WSTu) is constant over the spatial frequency range for
which the visual transfer function is finite. This assump
tion will generally hold for images composed of small par
ticles (which have a large spatial frequency extent). Since
\J WS(u) is constant, it may be brought outside the integral.
12
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Denote this constant by the scale value of the Wiener spec
trum, WS(0).
GS = e~1,8D\Tws(0) S VTF(u) du (19)
0
The integral becomes simply the area under the visual trans
fer function and is thus independent of the imaging system.
_1
The value of this integral is 2.76 mm .
-1.8D
GS = 2.76e~1'olJv/WS(0) (20)
Graininess is now merely a function of the mean density and
the Wiener spectrum scale value. In the next section, models
for D and WS(0) will be developed for an ordered array imag
ing system.
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III. THEORY
3-0 Introduction
In generating the desired graininess-density samples
using an ordered array binary imaging system, it will be ne
cessary to develop models for the mean density and the Wie
ner spectrum scale value, WS(0), of the samples in terms of
particle statistics, i.e., the number of particles/unit area,
the area of a single particle, etc. From these equations,
the graininess of the samples can then be calculated using
Eq. (20).
3.1 Fractional Area Coverage Model
In developing the equations for mean density and WS(0),
it is first necessary to derive an expression for the frac
tional area covered by particles as a function of the number
of particles laid down. The imaging system under considera
tion is shown in Fig. 2; it utilizes circular monosized dots
of area a on a paper substrate, and the geometric centers of
the dots are located only at discrete locations, i.e., their
centers form an ordered array- The dots have a reflectance
R+, and the paper has a reflectance R . The system is termed
binary in that at each location on the array, either a dot of
15
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fixed reflectance is put down or the location is left empty.
Suppose for a total sample area A, the total number of
possible dot locations is N and the actual number of dots
laid down is n. The fractional number of elements filled
(or equivalently, the probability an element is filled) is
n/N. For a given area c< (a subset of the total area A), the
actual number of dot centers falling within this area will be
a random variable which is assumed to follow a binomial dis
tribution. In other words, there will be an average of
N*
possible dot centers in an area o< , and the probability of
0, l,2,3f n actual dot centers in area CX follows a bi
nomial distribution. For a binomial distribution (23) :
*<* = *>- (21>
/ N* \ N* !
where #
n / n*! (N*- n*)!
It can be shown that the average fractional area left
uncovered by dots is equivalent to the probability that a
photon incident on the sample is reflected (24). (It is
assumed for the moment that the dots are completely absorbing
and the paper is 100$ reflecting, but these assumptions are
not necessary in later equations.) For any point on the sam
ple, a photon can be reflected only if no dots overlap the
point of incidence. Thus imagine a circular region of area a
17
(the area of a single dot) about the point of incidence. Any
dot whose center is inside the circular region will overlap
the point of incidence, but any dot whose center is outside
the region will not overlap the point. Therefore, the prob
ability that a photon will be reflected is equal to the prob
ability of zero dot centers within an area a (24). Utilizing
Eq. (21):
N = Average number of possible dot centers in area a
= 0
/ *\ / \ / \ N
- 0
p(x - > - (5 j (S) I1 - g) <22a>
/
\N
p(x = o) = (i - -) (22b)
Thus, the average fractional area left uncovered by dots
T*
4
area covered by dots, f, is
equals ( 1 - N ) . Equivalently, the average fractional
(-)
N*
f = 1 - 1 - (23)
In using the binomial distribution, it is usually as
sumed that
N*
is an integer, but fortunately this assumption
is not necessary in Eq. (23). For an ordered array system
with equal spacing of dot centers, denoted by Ax, N is
18
given byi
(4)U
N*
= (4i-J /-i_] (24)
where d is the diameter of a single dot. Now that an ex
pression for the average fractional area covered has been de
termined, an equation for the mean density of the sample may
be developed.
32 Density Model
The mean reflectance of a sample with fractional area
f covered by dots of reflectance R, on paper with reflectance
R is given by:
R = fR. + ( 1 - f )R (25)
x p
Utilizing Eq. (23) for f and performing some algebraic manip
ulations yields :
N
R = R+ + ( R - R+ ) ( 1 - ) (26)t p t n
Recall that D = -log1QR, and note that the average density,
D, is determined by the mean number of dots, n.
=
-10Sio[Rt ++(RP "Rt ) ( 1 "I >N1 (27)
An equation for WS(0) will now be developed from Eq. (27).
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3-3 WS(O) Model
It is first necessary to obtain the derivative of
Eq. (27) with respect to n (25). Recall that (26):
d_(lg10y) = log10e 1 dy (28)
dx y dx
Substituting Eq. (27) into this formula and performing the
differentiation yields :
dD =
o.Wiyij
(Rp- Rt)(N*)(i -
^)N " 1
(29)
where R is the mean reflectance of the sample. Assume that
the density fluctuations will be small so that the differen
tials may be replaced by differences, and squaring both sides
AB2
= 0.188 () (l\ (Rp- Rt)2(N*)2(l - I1)2N*~ 2An2 (30)
For a binomial distribution of dot centers (23):
An2
= n (1 - ) (3D
AD2
= 0.188/if^\2(Rp- Rt)2(/)2(1 -
|)2N*" 2n(l- |) (32a)
20
.2
AD2
= 0.188 l^j feA (Rp- Rt)2(N*)2(1 . n}2N - 1 ^
Let a' - area of a square element determined by the array
spacing
= (Ax)2
Multiplying Eq. (32b) by a'/a' :
AD*
- o.!88 i | |4 (V ^(NVU - S>2N " * (33)
Na' is merely the area of the entire sample, A.
Ii*
- 0.188 (ff(%)&-) V V2'"*'2'1 "
|>2N*~ 1
(3>
Recall that A AD2 = WS(0).
WS(0) = 0.188 /ij (Rp- Rt)2(N*)2 a' "(1 - jl)2N*" 1 (35)
3 4 Summary
In summary, the equations for mean density and Wiener
spectrum scale value are :
21
D= -loSio[Rt+ VRt)(1 -S)N*1 <2?>N
WS(O) = 0.188 (L\ (R - Rt)2(N*)2 a' (1 - )2N " 1 (35)
where R = paper reflectance
P
R. = dot reflectance
R = mean reflectance of the sample
n = mean number of dots/unit area
N = total number of picture elements/unit area
a' = area of a- square element determined by the array
spacing
=
(Ax)2
N = average number of possible dot centers in an area
Trd /4 where d is the diameter of a single dot
, A2 \f * \2= f rrd
\* /Uxi
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IV. EXPERIMENTAL METHODOLOGY
4.0 Overview
For the production of graininess samples, a system is
needed to vary the parameters in the density and WS(0) equa
tions, namely, the fractional number of elements filled (n/N),
the area of each dot (a), the dot reflectance (R+) and the
substrate reflectance (R_4 The flowchart for one possible
system is shown in Fig. 3. The starting point in this pro
cess is an ordered array binary imaging device, i.e., a de
vice composed of discrete picture elements, and each element
has only two possible states, on or off. The number of ele
ments turned on may be varied anywhere from zero to the max
imum number of picture elements. Although the number of ele
ments (dots) turned on can be varied at this stage, the size
of each element is fixed. To, obtain various dot sizes, a
photographic reduction step is necessary. The originals are
reduced onto litho film, thus preparing the images for the
next step, the production of a lithographic plate. This
plate can be printed at various ink densities to obtain im
ages with varying values of R^ and R . Lithography was cho
sen as the final reproduction medium due to its relatively
low cost and high volume capabilities.
23
STAGE
GENERATE ORIGINALS ON AN
ORDERED ARRAY BINARY IMAGING
DEVICE
PHOTOGRAPHICALLY COPY THE
ORIGINALS AT VARIOUS REDUCTIONS
TO PRODUCE LITH POSITIVES
CONTACT
ONTO A
PLATE
PRINT THE POSITIVES
POSITIVE LITHOGRAPHIC
PRINT THE LITHOGRAPHIC PLATE
AT VARIOUS INK DENSITIES TO
PRODUCE THE FINAL PATCHES
PARAMETER
CONTROLLED
n
N
Rp . RT
FIG. 3- FLOWCHART FOR THE PRODUCTION
OF GRAININESS SAMPLES
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4.1 Ordered Array Binary Imaging Device
The device used to generate the original stimuli was an
11 inch wide Versatec printer/plotter, Model 1200-A. The
Versatec is an electrostatic printer which uses a linear ar
ray of nibs (points) to print one line at a time. Each nib
can be selectively turned on, and in doing so, a charge is
placed on the paper at the nib location. The charge is de
veloped using a liquid toner (Versatec Type M), and the ex
cess toner is vacuumed off, resulting in a single dot with a
fixed area. A diagram of this setup is shown in Fig. 4. The
diameter of each dot is approximately 200 up, while the spa
cing between dot centers (Ax) is 127 VP> These dimensions
are such that complete coverage of the page is possible when
all nibs are turned on.
To produce graininess samples on the Versatec, it is
first necessary to build a graininess file on the computer.
This file consists of strings of zeroes and ones, where a one
corresponds to a turned-on nib. Since the Versatec prints
one line at a time, the files are built up in the same man
ner. This is accomplished by using a random number generator
to select an X-coordinate for the given line. The nib loca
ted at this coordinate is turned on to produce a single dot,
i.e., a value of one is assigned to the corresponding loca
tion in the file. The process of selecting X-coordinates is
repeated until the desired number of dots/line have been
25
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chosen. The nibs for the next line are chosen in the same
manner, and this process is repeated until the desired num
ber of lines have been built up in the file. The files are
then stored on magnetic tape for transfer and printing on the
plotter.
A total of nine Versatec originals were generated using
this method, ranging from 10$ of the nibs turned on (n/N
.10) to 90$ turned on (n/N = -90) in increments of 10$. A
sample with all nibs turned on (n/N = 1.0) was not produced
since this would merely be a uniform density patch.
A reference target consisting of widely spaced (iso
lated) dots was also produced simultaneously with each Ver
satec original. The purpose of this target was twofold:
first, the widely spaced dots could be quickly measured for
mean density to determine the average effective dot diameter
using Eqs. (24) and (27), and second, the target serves as a
tool for visually checking the consistency of the Versatec
printer. Factors such as toner concentration changes, humid
ity shifts, and paper nonuniformities may lead to changes in
dot size and shape which can greatly alter the density and
Wiener spectrum of an image. In producing the samples used
in the experiment, many Versatec images were generated until
a set was obtained for which the effective dot diameter mea
surements of the reference targets agreed within confidence
limits.
Even if the reference targets are identical, however,
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this does not mean that the dots laid down on the final sam
ples are identical. Since the Vesatec must distribute toner
over the entire page and only a limited supply is available
for development at any one time, there may be shifts in dot
size as the number of dots to be developed increases.
To determine if any obvious dot size shifts were occur-
ing on the originals, the stimuli were measured for fraction
al area coverage using a Quantimet Image Analyzer, Model 720,
manufactured by Metals Research, Inc. One function of the
Quantimet analyzer is that it can threshold an image at a
particular luminance value and measure the fractional area of
the part that has been thresholded to black. From the mea
sured values, a plot of fractional area coverage vs. frac
tional number of elements filled (n/N) can be drawn. The mo
del for fractional area coverage (Eq. 23) predicts a smooth,
continuous curve, and the measured curve can be checked for
any obvious discrepancies. This is definitely not a rigorous
test, but since measurements of isolated dots are impossible
on the originals due to overlap, this check must suffice.
Once a sample set was obtained which satisfied the pre
viously described requirements, the images were measured for
mean density, Wiener spectrum, and graininess. (See appendix
C for a description of Wiener spectrum and graininess mea
surement procedures. ) The mean density can be used in Eq.
(27) to calculate an effective dot diameter. This effective
diameter can then be utilized in Eq. (35) to calculate the
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predicted WS(O) for the sample. Also, one reference target
was chosen as a standard, and this target was measured for
dot size distribution using the Quantimet analyzer.
4.2 Photographic Positives
Since the Versatec printer can only produce a fixed dot
size, photographic reduction is needed to generate a range of
dot sizes in order to obtain the desired range of graininess
values. This step is also necessary to achieve a high con
trast intermediate image which can be used to produce a lith
ographic plate.
In making the reductions, both the reduction and the
exposure must be controlled. The reduction affects the spac
ing between dot centers (as well as dot size), and this fac
tor can be held under tight control for a calibrated system.
Thus, the main concern is determining the appropriate expo
sure. Since Versatec dots do not have "hard" edges, changing
the exposure with litho film shifts the threshold level and
causes the dot size to change. Assume it would be desirable
to reproduce the dots at the same relative size as the orig
inals, i.e., if isolated dots average 200 um in diameter on
the originals, then for a 5X reduction, they should be 40 #m
in diameter.
One method that can be used to assure the dots have the
same relative size is through the use of the reference tar
get described previously. The reference target that was
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chosen as a standard is measured for fractional area coverage
using the Quantimet. The standard is then photographed at
each of the desired reductions using a nominal exposure, and
the resulting positives are measured for fractional area co
verage.
Assuming the reductions are set correctly, the proper
exposures are those that give the same fractional area cover
age on the reduced positives as on the original. If coverage
is held constant, then relative dot size will be maintained.
If the fractional area measurements are too high or low, then
the nominal exposures may be appropriately altered and another
series of reductions can be made. This process may be iter
ated several times until the desired values are obtained.
Each of the nine Versatec originals was photographed at
1.8X, 2.5X, 3.5X, 5X, 7X, and 10X reductions. The 1.8X re
duction will yield a final dot diameter of approximately 110
urn. This was felt to be around the largest dot size that
would still give realistic xerographic type images. At the
other extreme, the 10X reduction corresponds to a final dot
diameter of 20 }\m and is about the limit that lithographic
techniques can produce.
All of these reductions required a two -stage process to
yield the final litho positives. For the 1.8X, 2.5X, and
3.5X reductions, the first stage was the reduction of the
image to the desired size on litho film using a Robertson
Graphic Arts camera, and this negative was then contact
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printed onto litho film to achieve the final positive. For
the 5X, 7X, and 10X reductions, the first stage was a IX re
production of the original onto litho film. The second stage
was the reduction of the litho negative to the desired size
on the litho film to yield the final image. The initial IX
reproduction was necessary because the camera needed for the
larger reductions, a Robertson Minator camera, is set up to
work only with transparency originals. In all cases, the
film type was Kodak Ortho Film, Type 3, and processing was
done with a LOG E automatic processor. Development was two
minutes at 75 F using DuPont Cronalith developer.
The iteration process described previously was used to
calculate the appropriate exposures. The final set of re
duced positives was measured for fractional area coverage to
determine geometric dot diameters using Eq. (23) and for mean
density to determine effective dot diameters using Eq. (27).
*
4.3 Lithographic Plate and Printing
The litho positives were cut into one inch squares and
pasted up to form a single flat from which the printing plate
could be made. The positions of the samples were randomized
to minimize the directional effects of the press. Also in
cluded on the flat were solid density patches, solid density
*A11 lithographic work described in this section was
performed by Monroe Litho Inc. of Rochester, N.Y.
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bars (to check uniformity across the sheet), and reduced li
tho positives of the standard reference target. The refer
ence targets were included to allow isolated dot measurements
to be made. The flat was contact printed onto a positive
offset plate, and this plate was then set up in a sheet fed
offset press. (See appendix D for a listing of materials and
equipment used in printing. )
As discussed earlier, the parameters that can be changed
at the printing stage are the dot reflectance, R. , and the
paper relectance, R . A low gloss, smooth, coated white
stock was selected for the press run, and a decision was made
to keep R fixed at the paper's nominal value. There were
several reasons for this decision. First, changing the paper
reflectance would involve either obtaining a non-white neu
tral stock or laying down a solid ink film with the desired
reflectance on the chosen paper. The latter option has sev
eral technical difficulties associated with it, the most sig
nificant of which is obtaining uniformity across the entire
sheet. Second, the addition of a signal (uniform density) to
the graininess patches may yield samples which are not con
sistent with patches printed on white stock.
To investigate the effect of ink reflectance, three
different inks were tried during the press run; each ink was
used at a variety of ink film thicknesses to produce a range
of R. values. All inks were good visual neutrals, and their
main difference was in the pigment concentration.
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After the press runs had been completed, the samples
were given several days to dry before any measurements were
made to allow any density changes due to drying to occur.
The final patches were measured for mean density, Wiener
spectrum, and graininess. The reference targets were also
measured for fractional area coverage using the Quantimet to
determine dot growth due to printing.
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V. HYPOTHESIS
The hypothesis is that samples of varying graininess
and density values can be produced via computer simulation
techniques with an ordered array binary imaging system, fol
lowed by photographic and lithographic steps. The samples
produced by this method should follow the models given below:
Graininess =
2.76e"1,8D
\J WS(O)
=
-log10
[*t+ VV(1-f)N*]
WS(0) = 0.188 (\ (Rp- Rt)2(N*)2 a' |(1 - |)2N " 1
where D = mean density of the sample
WS(0) = Wiener spectrum scale value of the sample
R = paper reflectance
R. = dot reflectance
R = mean reflectance of the sample
n = mean number of dots/unit area
N = total number of picture elements/unit area
a' = area of square element determined by array spacing
= (Tfd2/4) (1/a' ) = average number of possible dot
o
centers in an area rrd /4 where d is the effective
diameter of a single dot
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VI . RESULTS
6.1 Original Versatec Images
6.1.1 Isolated Dots (Reference Patch)
In developing the Wiener spectrum and density models,
it is assumed that the dots are monosized, uniform density
circles. Visual inspection shows the dots to be approximate
ly circular, although a few dots have nonuniformity problems,
such as deletion of toner from the center. A diameter size
distribution for isolated dots is shown in Fig. 5 as mea
sured on the Quantimet.
The distribution, with a mean of 253 m and a standard
deviation of 5k um, appears to violate the assumption of
monosized dots. Recall from Eq. (2) that the variance in dot
area shows up as a [ 1 + A a /(a) J term in the WS(0) cal-
2 2
culation. For the distribution in Fig. 5, Aa /(a) turns
out to be around 0.15, that is, WS(0) is increased by 15$ due
to the variance in dot size. This is indeed a significant
increase, but actual WS(0) measurements made on Versatec im
ages do not indicate the need for this correction factor.
These measurements will be discussed in more detail later.
The isolated dots were also measured for fractional
area coverage using the Quantimet. These measurements
35
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yielded a calculated average geometric dot diameter of 201
+ 5 wm. This is closer to the mode of the size distribution,
209 + 9 um, than it is to the mean, 253 um. This is proba
bly due to the different algorithms used by the Quantimet in
determining fractional area coverage arid size distributions.
Mean density measurements of the reference patch yield
ed an average effective dot diameter for isolated dots of
346 + 5 um. In amking this calculation, the toner density
was estimated to be 1.5, and the measured paper density was
0.10. Combining this result with the geometric dot diameter
gives a K-factor for isolated dots of 2.97 + .23. This re
sult seems rather high considering the large diameter of the
dots. In an analysis done by Dainty (10), it was shown that
the K-factor will generally not exceed a value of 2. How
ever, his analysis ignored shadowing effects and internal
reflections at the paper/dot and paper/air boundaries which
may lead to larger K-factors.
6.1.2 Stimuli
Figure 6 shows a typical graininess patch generated on
the Versatec. The dot pattern appears random and will thus
be suitable as a xerographic graininess sample.
A plot of fractional area coverage vs. n/N for the nine
Versatec originals is shown in Fig. 7, along with the pre
dicted curve for a 200 um diameter dot. Notice how the mea
sured points fall below the predicted line for high values of
37
Fig. 6 Graininess Patch (n/N = 0.20) - Versatec Original
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n/N. Assume that the model is correct and the dot size is
indeed changing. Using Eqs. (23) and (24), geometric dot
diameters were calculated for each value of n/N, and this
plot is shown in Fig. 8.
For low values of n/N, where the dots are essentially
isolated, the calculated diameters are consistent with the
reference patch measurements. As n/N increases, the geomet
ric diameter drops in a linear fashion. This result seems
reasonable when one considers the development system in the
Versatec. Toner is applied over the width of the page, and
if there are large numbers of charges to be developed, there
will be less toner/unit area. Toner "starvation" may occur,
resulting in a decrease in dot size.
Effective dot diameters, calculated using mean density
measurements of the samples and Eqs. (27) and (24) result in
a plot similar to Fig. 8. As seen in Fig. 9? effective dot
diameter decreases linearly with increasing n/N, and for low
values of n/N, the results are consistent with those from the
reference patch.
The data for geometric and effective dot diameters may
now be combined to calculate K-factors. The relationship is:
(I
Effective Diameter .
' Geometric Diameter
A plot of K vs. n/N is shown in Fig. 10. Again, for low
c 2
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values of n/N, the results are consistent with those from
isolated dots. Since the effective diameter decreases at a
faster rate than does the geometric diameter, the K-factor
drops with increasing n/N. This result is understandable
considering that the effective diameter is dependent upon
light scattering within the substrate. As n/N increases, the
substrate area left uncovered decreases, and thus scattering
becomes less significant.
The effective dot diameters calculated from mean densi
ties were utilized in Eq. (35) to give predicted Wiener spec
trum scale values, WS(0). Using the mean density to calcu
late the effective dot diameter bypasses the need for deter
mining geometric dot diameters and K-factors, although this
information is indeed useful.
In examining the measured Wiener spectra of the origi
nal Versatec images, it became apparent that the use of WS(O)
would lead to problems. In many of the samples, low frequen
cy nonuniformities (below 0.8 cy/mm) led to inflated WS(0)
values. Thus, the WS(.8) estimate was chosen for comparison
between measured and theoretical values. This change neces
sitates a modification of the WS(0) equation of the form:
WSM = WS(0) T2(ou) (37)
where T2(u) is the Fourier transform of the autocorrelation
function of a single dot and u; is the spatial frequency (9).
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If the dots are assumed to be monosized circles, then T(tw)
can be represented by a first-order Bessinc function, i.e.,
J1(2wrw)
T(w) = i (38)
TTrou
where r is the effective radius of a single dot. Figures
11-19 show measured Wiener spectrum plots for the nine Ver
satec images along with the predicted Wiener spectrum based
upon the measured WS(0) and the first-order Bessinc model.
The predicted curves are a good approximation to the measured
spectra, and thus the assumption of monosized circular dots
appears to be reasonable. WS(.8) estimates can now be cal
culated using Eq. (37).
Due to the finite slit length used in measuring the
samples, an additional correction factor will be necessary
for the Wiener spectrum estimates. Recall from Eq. (9) that
the measured one -dimensional Wiener spectrum can be found by
integrating the two-dimensional spectrum in the v-direction:
WS'(u) = sinc2(au) S WS(u,v) sinc2(Lv) dv (9)
OO
In evaluating the integral, WS(u,v) is assumed to be constant
over the range where sine (Lv) is non-zero, i.e., the slit is
very long compared to the dimensions of a single dot. This
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is not the case for the original Versatec dots as is shown
in Fig. 20 for a 350 wm effective dot diameter and a 1 mm
slit length. The Wiener spectrum of the dot has been nor
malized in this figure. Due to the non-flat Wiener spectrum
and the finite slit length, the measured one -dimensional
Wiener spectrum will be less than expected. A correction
factor can be found by numerically evaluating the integral
of Eq. (9) with the normalized WS(u,v) represented by the
Bessinc function described previously.
WS(u,v) =
J1(2rrr[u2+ v2])
rrr[u + v ]
(39)
where again r is the effective radius .
Note that the value of the correction factor is depen
dent upon the frequency at which it will be applied, e.g.,
0.8 cy/mm in this particular case. As an example, for the
350 um dot in Fig. 20 evaluated at 0.8 cy/mm, the value of
the integral is 0.74, meaning the measured one -dimensional
spectrum at 0.8 cy/mm will be 7^$ of the actual one-dimen
sional spectrum value. As the dots become smaller, the in
tegral will approach a value of one, i.e., the measured spec
trum will approach the actual spectrum.
Combining these correction factors yields the final
predicted WS(.8) estimates. Fig. 21 is a plot of the pre
dicted and measured WS(.8) values vs. n/N. Note that the
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predicted values have confidence limits associated with them.
This is because density measurements (which have uncertainty
associated with them) were used in calculating predicted
values. Although the form of the predicted curve, i.e., lo
cation of peak and basic shape, is consistent with the mea
sured curve, the predicted values are too high. Examination
of a residual plot (Measured - Predicted vs. n/N) also in
dicates the high predicted values, but shows no indication
of trends. However, a plot of the predicted/measured ratio,
shown in Fig. 22, is more informative. With the exception
of n/N = .8, the ratio is fairly constant; the average ratio
is 1.29. Using this average as a correction factor to the
predicted values, good agreement is now obtained between the
measured and predicted values with the exception of n/N = .2
and .8, and even these values are not radically different.
It thus appears that the theoretical model for WS(.8) is
fairly adequate with the addition of a constant multiplier.
There are several possible explanations for the pre
dicted values being higher than the measured values. One
group of explanations revolve around the microdensitometer,
e.g., lens flare, non-flat lens MTF, electronics (frequency
response, detector saturation), etc. These possibilities
were eliminated after examining the characteristics of the
microdensitometer. A more likely explanation involves as
sumptions made about the Versatec printer. The dots produced
by the Versatec are assumed to be monosized circles with
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"hard"
edges. Although the assumption of monosized circles
was shown to be reasonable, the dot profile probably does not
have hard edges. Even if the actual dots have very sharp
edges, scattering within the substrate will cause the effec
tive dot profile to show degraded edges. The effect of such
a dot profile will be to reduce the measured density fluc
tuations and hence reduce the measured Wiener spectrum.
Turning now to the predicted graininess values, recall
that graininess is given by:
GS =
e"1,8D
JVwS(u) VTF(u) du (17)
0
Assuming a flat Wiener spectrum, this reduces to :
GS = 2.76
e"1,8D
\TwsToT (20)
Examination of the measured Wiener spectra indicates that the
assumption of a flat spectrum is not very good. Thus, in
order to predict graininess values, Eq. (17) was used with
WS(u) represented by the Bessinc function described previous
ly. Numerical integration was performed from 0.8 to 8 cy/mm
using rectangular approximations. The predicted graininess
values are shown in Fig. 23, along with the measured values.
The measured values are contrast graininess, i.e., graininess
above paper base, since this is the quantity predicted by the
6o
o
CD
O
f-
o
CJ
O
o
at
>
CO
CO
Ul
2
2
<
CH
CD
CO
<
OH
\-
2
O
CJ
ro
CJ
CD
u.
S9 ISVdlNOO
61
model. The relationship between measured and contrast grain
iness is :
Contrast GS = i/GS2
,
-
GS2 (40)V measured paper
with the Versatec paper having a graininess value of 2.3.
The shapes and magnitudes of the two curves are similar in
Fig. 23. A plot of the predicted/measured ratios for the
graininess values is shown in Fig. 24. The ratios vary a-
round the desired value of one with no conclusive trends.
Discrepancies are probably due to the high WS(.8) estimates
and inadequacies of the Bessinc model for the Wiener spectrum
shape. A comparison of Figs. 22 land 24 indicates that the
high WS(.8) estimates are primarily responsible since the
graininess ratios follow the same pattern as the WS(.8) ra
tios.
6.2 Positive Reductions of Versatec Originals
6.2.1 Isolated Dots (Reference Patches)
As explained in the methodology section, the reference
patch was used to, calculate the proper exposure. This was
accomplished by maintaining the fractional area coverage
constant on the positives. From the fractional area coverage
measurements, geometric dot diameters were calculated. The
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reduced reference patches were also measured for mean density,
and effective dot diameters were determined from this data.
The effective and geometric diameters were combined to yield
K-factors for isolated dots. In Table 1, the geometric di
ameter, effective diameter, and K-factor are shown with 95$
confidence limits for each reduced reference patch.
Reduction Geometric Diam(um) Effective Diam(um) K-factor
1.8X 122 _ 4 119 3 .85 .95 1.07
2.5X 86 + 2 85 + 2 .89 .98 1.07
3-5X 58 + 2 61 + 2 .97 l.H 1.27
5X 45+1 47 + 2 .96 1.09 1.24
7X 31+1 31+1 .88 1.00 1.14
10X 22+1 23+1 .91 1.05 1.31
Table 1. Geometric Diameters, Effective Diameters,
and K-factors for Reduced Positives
Note that the K-factors all include a value of 1 within their
confidence limits. This is expected for litho transparencies
since the dots have sharp edges and light scattering within
the substrate is minimal.
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6.2.2 Stimuli
The exposures determined through the use of the refer
ence patch were used for all of the Versatec images. Al
though fairly simple and easy, this method of exposure de
termination has the disadvantage of using only isolated dots
whose response to a given exposure may be quite different
than non-isolated dots. Ideally, an exposure for each patch
should be determined, but this technique is impractical due
to time and cost considerations.
After the positives were generated, they were measured
for fractional area coverage using the Quantimet in the
transmission mode. A plot of fractional area coverage vs.
nominal dot diameter (200 urn/Reduction) is shown in Fig. 25.
Keep in mind that the low reductions (1.8X, 2.5X, 35X) were
produced using a different technique than the higher reduc
tions (5X, 7X, 10X), and the results should be viewed as two
separate sets.
For a given value of n/N, it would be desirable to have
the fractional area coverage constant, regardless of the nom
inal dot size. In Fig. 25, it can be seen that for a given
n/N value, the fractional area coverage (and hence the aver
age geometric dot diameter) tends to increase for smaller
dots, and this increase is more pronounced for high n/N val
ues. These results are probably due to two main factors:
developer adjacency effects and flare. The developer
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adjacency effects are due to infectious lith development
causing additional dot growth, and this growth will be great
est for high n/N values. Flare will show up mainly at the
higher reductions where the production technique involved
the generation of an intermediate litho negative which was
then copied by transmitted light. This method could easily
result in flare, particularly for high n/N values where the
intermediate negative is largely clear with only a few black
areas. This flare would result in additional dot growth.
The positives were also measured for mean transmission
density, and effective dot diameters were calculated from
these densities. Combining the effective and geometric di
ameters yields the K-factors for the positives. It would be
expected that the K-factors should be very close to 1, and
this is indeed the case as shown in Figs. 26 and 27. With
a few exceptions, the calculated K-factors all include a
value of 1 within their confidence limits.
6.3 Lithographic Samples
6.3.I Isolated Dots (reference Patches)
In the lithographic printing of the Versatec images,
three separate inks were tried, with designations of OK-756,
30 pbi, and 50 pbi. These designations refer to the ink
formulations with the OK-756 having the highest pigment con
centration and the 50 pbi having the lowest. Each ink was
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printed over a range of solid ink densities, typically 0.90
to 1.50; solid ink densities were changed by varying ink film
thickness.
The reason for examining several inks was to find the
one that exhibited the least amount of dot growth with growth
determined by measuring the reduced reference patches for
fractional area coverage. The OK-756 ink resulted in the
least dot growth at all reductions and solid ink densities,
and thus patches printed using this ink were chosen for all
remaining analyses. See appendix E for a more complete dis
cussion of the dot growth analysis.
From the fractional area coverage measurements of the
reference patches, geometric dot diameters were calculated.
Mean density measurements of the reference patches allowed
effective diameters to be calculated and were combined with
the geometric diameters to yield K-factors for the isolated
dots. Plots of K-factors vs. solid patch densities are
shown in Figs. 28-30 for reductions of 1.8X, 5X, and 10X.
Due to wide confidence intervals, an adequate fit is obtained
with a linear model, with K-factors decreasing slightly with
increasing ink density. The average K-factors are between
1.6 and 1.8, and almost all are below 2. This result is con
sistent with the work reported by Dainty (10).
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6.3.2 Stimuli
All of the graininess patches at solid patch densities
of 1.01, 1.15, 1.41, and 1.48 were measured for mean density,
and effective diameters were calculated, again bypassing the
need for determining geometric diameters and K-factors for
each patch. Samples which had totally filled in due to dot
growth were not measured and were assumed to have the same
value as the solid patch. These effective diameters were
used to predict WS(.8) estimates, using the WS(0) model with
the Bessinc correction factor and the finite slit length cor
rection factor as described previously. Graininess estimates
were also calculated, using the same algorithm and techniques
as before.
Figure 31 shows a typical WS(.8) vs. n/N plot. This
plot is for a 1.8X reduction with a solid patch density of
1.48. These patches were selected as examples because the
parameters are fairly close to, the original Versatec images.
Notice that both the predicted and measured curves have the
same basic shape; WS(.8) peaks at n/N = .3 to .4 and goes to
zero for n/N = 0 and 1. This is essentially the same form
as the original Versatec images.
A plot of the predicted/measured ratio for the same set
of patches is shown in Fig. 32. The ratios fall around a
value of 1 with no conclusive trends, but for large values
of n/N, the fluctuations around 1 become quite large.
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A similar trend is found for the predicted/measured
graininess ratios as seen in Fig. 33. It thus appears that
the predicted WS(.8) estimate is the main factor in deter
mining predicted graininess.
Since the predicted/measured ratios are so closely re
lated for WS(.8) and graininess, a study of the WS(.8) ratios
should be sufficient to draw conclusions about the process.
Figures 34-45 show the WS(.8) ratios vs. n/N for the six re
ductions and four ink densities. Note that the ratios fluc
tuate around the desired value of 1 with no conclusive trends.
The constant multiplier determined for the original Versatec
WS(.8) estimates does not appear necessary for the lithogra
phic patches, thus supporting the idea that dot profiles may
be responsible for the low measured values of the original
images .
For any given reduction, the trends are similar, but
no trends are found across ink densities. These results do
not appear to be related to either the original patches or
the reductions, since measurements of the original Versatec
images did not show these trends and the exposure for a given
reduction was constant. One explanation is that press non-
uniformities across the plate are responsible. Each data
point at a given reduction represents a single patch, and
this patch will be located in the same location on the plate
regardless of the ink density. A similar explanation is that
nonuniformities arose during the production of the printing
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plate. Additional testing would be necessary to answer this
question.
Finally, Fig. 46 shows several sample lithographic
patches for inspection. The patches are arranged in order
of increasing density from left to right and increasing grain
iness from bottom to top.
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Fig. 46 Lithographic Graininess Samples
92
VII . CONCLUSIONS
7.1 Basic Technique
The production method described in this paper has been
shown to be a viable approach for the generation of grain
iness samples. These samples are satisfactory simulations of
electrophotographic solid area noise, i.e., they are visually
similar to electrophotographic images and encompass a range
of values that is useful for electrophotography. Two regions
of the sample space not obtained were the high density/high
graininess and low density/low graininess areas. These sam
ples are inherently more difficult to produce due to the na
ture of the ordered array imaging system. The Wiener spec
trum peaks in the low density region (D .3 to .4), yielding
high graininess values, and drops off rapidly at higher den
sities, resulting in low graininess values. Samples could be
produced in these areas by going to larger dots for the high
density/high graininess area and lower ink densities for the
low density/low graininess area. However, if these parameters
are set to extreme values, the images may no longer resemble
typical electrophotographic images.
Although the basic technique has proven to be valuable,
the question remains whether the models developed for the
93
process are adequate. To answer this question, let us exam
ine each stage of the production process.
7.2 Adequacy of Models
7.2.1 Original Versatec Images
In utilizing the models for an ordered array system,
the approach was to first calculate an effective dot diam
eter for a given sample using Eq. (27). This effective di
ameter was then used in Eq. (35) to determine a WS(O) esti
mate. This technique lumps together the geometric diameter
and the K-factor, but it has the potential advantage of al
lowing WS(O) to be estimated by knowing only the mean density
of the sample. For the original Versatec images, fractional
area coverage measurements were also made to allow the effec
tive diameters to be divided into the geometric diameters
and K-factors.
Geometric diameters, effective diameters, and K-factors
for low values of n/N were all consistent with isolated dot
measurements. Relatively large K-factors were calculated for
the images, around a value of 3 for low values of n/N. This
could be due to a
"soft" dot profile or a large amount of
light scattering within the substrate. A drop in geometric
diameter with increasing n/N was felt to be an inherent pro
blem with the development system of the Versatec printer, and
not with the fractional area coverage model. Isolated dot
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size distribution measurements were shown to be consistent
with calculated average geometric diameters, and in addition,
the dot size distribution did not appear to invalidate the
assumption of monosized dots.
Due to the presence of low frequency nonuniformities,
it was determined that the WS(0) estimates would be biased.
The WS(0) model was modified through the use of a Bessinc
transfer function to predict WS(.8) estimates instead. This
Bessinc transfer function was shown to be a fairly good ap
proximation to, the actual Wiener spectra, and thus the as
sumption of monosized circular dots appears to be reasonable.
Corrections were also made to the WS(.8) estimates to account
for the finite slit length used in measuring the samples on
the microdensitometer.
A comparison of the predicted and measured WS(.8) esti
mates vs. n/N indicates that the basic forms are similar, but
a constant scaling factor of around 0.8 is necessary for the
predicted WS(.8) values to obtain good agreement. This re
sult is probably due to a degraded dot profile which results
in lowering the measured density fluctuations. Both the pre
dicted and measured values have large confidence limits (ap
proximately 10fo) which restricts the usefulness of the mo
del as a predictor equation, particularly if tight specifi
cations are required.
Predicted graininess values, found by integrating the
VTF with the Wiener spectrum determined by the Bessinc
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function, had a form similar to the measured values when
plotted against n/N. The graininess predicted/measured ra
tios followed the same pattern as the WS(.8) ratios, indica
ting that the WS(.8) estimate is the main factor in deter
mining the graininess estimates.
7.2.2 Intermediate Positives
For these images, it was found that the K-factors for
all samples were around a value of 1 as would be expected
for litho transparencies. This result lends additional sup
port to the models.
7.2.3 Lithographic Samples
K-factors calculated from isolated dots average between
1.6 and 1.8, entirely consistent with previously reported
work. WS(.8) and graininess estimates were predicted using
the same techniques as for the original Versatec images.
Again it was found that the predicted and measured WS(.8)
curves have the same basic form, but for these patches, a
constant multiplier does not appear necessary as was the case
for the original images. The predicted/measured WS(.8) ra
tios fluctuate around a value of 1 with no conclusive trends.
This result indicates that dot profiles may be responsible
for the requirement of a scaling factor. Trends were found
for the predicted/measured ratios for a given reduction a-
cross all ink densities, indicating that press nonuniformities
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may be responsible. As before, large confidence intervals
limit the usefulness of the equations as predictors.
7 3 Summary
The basic procedures used in this work have been shown
to be useful in generating graininess samples for use in
electrophotography. The models developed for mean density
and WS(.8) have shown applicability for ordered array sys
tems, but in general are neither precise nor accurate enough
to be used as predictor equations, particularly where tight
specifications exist. However, considering the simplistic
nature of the models and the many assumptions made in deriv
ing them, they work suprisingly well. Minor refinements of
the techniques and models should result in an extremely val
uable process for the generation of desired graininess sam
ples.
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APPENDIX A
Detailed Derivations of Density and WS(0) Models
A.l Density Model
Recall that the mean reflectance of an image is found
by weighting the toner and paper reflectances by their re
spective fractional areas, i.e.,
R = f R + (1 - f) R (Al)x p
where f is the fractional area covered by toner. Rearranging
Eq. (Al):
R = R^ + f (R. - R ) (A2)P x P
*
Recall that f = 1 - (1 - jj)
r = v (i-0-n]
)(Rt- v (A3)
Expanding the RHS:
.*
#
R = Rp + t
" V1 ' ^ " rp + V1 "
l)N
^
100
R = Rt + (Rp -Rt)(l -%/ (A5)
Density is defined as -log10R.
D=
-loeio[Rt
+ <RP " V^1 ~^*~\ (A6)
The average density, D, is determined by the mean number of
dots, n.
n=
-loSio[Rt
+ <Rp -Rt)(1 ~V] <A?>
A. 2 WS(0) Model
Begin by obtaining the derivative of Eq. (A7) with
respect to n. Recall that:
d_(log1Qy) = log1Qe 1 dy (A8)
dx Y dx
Also recall that :
dy. = dy du (A9)
dx du dx
Combining Eqs. (A8) and (A9) yields:
101
d (log10y) = log e 1 dy_ du
dx xu y du dx (A10;
Setting y = Rt + (r Rt)(1 _ n)N =
-
x = n
u = (1 - }f)
results in:
|= (Rp-Ht)(N*)(l-|4-l (Ml)
du _ 1
^
" "
N (A12)
and thus :
dD
=
-log10e /l\ (R - R )(N*)(1 - g)N " 1 (-) (A13)
dn VR/
*
dD
=
0.434 /i\/l\ (Rp - Rt)(N*)(l -
)N " 1
(A14)
Assume the density fluctuations will be small and the dif
ferentials may be replaced by differences.
A~B = 0.434 fl\ /l\ (Rp - Rt)(N*)(l -
g)N " 1
An (A15)(if) w
102
Squaring both sides :
(ffftf
*
AD2
= 0.188 (l\2(l\2 (Rp - Rt)2(N*)2(l - |)2N ~2 An2 (A16)
For a binomial distribution of dot centers:
An2
= n (1 - ) (A17)
AD2= 0.188
_ #
'lWl\2(Rp- Rt)2(N*)2(l - S,2N -2K(1 . n, (M8)
4 U,
#
AD2
= 0.188 [l^nj (Rp - Rt)2(N*)2(l - g)2N
~ 'J
(A19)
Let a' = area of a square element determined by the array
spacing.
=
(Ax)2
Multiplying the RHS of Eq% (A19) by
a*/a*
:
AD2
= 0.188 (l\2(n\(a>\(Rv - Rt)2(N*)2(l -
|)2N*" 1 (aIS)U) (NJlNa-j
Na' is merely the area of the entire sample, A.
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A D* = 0.188 (i)2(g)(fl) (RP " V^Vd - |)2N
" 1 (A21)
A AD2 = 0.188 /l\2 (Rp -
Rt)2(N*)2
a' g (1 - g)2N*" 1 (A22)
R
^2 _Recall that AAD* = WS(0) for isotropic
R
WS(0) = 0.188 (l\2AR - R+)2(N*)2 a' S (1 - g)2N " 1 (A23)
104
APPENDIX B
Random Dot Generator Program
1.000 C THIS PROGRAM BUILDS A GRAININESS FILE.
2.000 C THE FILE IS BUILT ONE LINE AT A TIME.
3.000 C A HEADER CONSISTING OF ISOLATED DOTS
4.000 C HAS BEEN INCLUDED.
5.000 C
6.000 DIMENSION IBIT ( 32 ) , IBUF ( 256 ) , OUTFIL ( 3 ) , IOBUF ( 66 )
7.000 DIMENSION IHEAD(66)
8.000 DATA IBIT/32*0/,I0BUF/66*0/
9.000 C
10.000 C INITIALIZE BIT MASK
11.000 C
12.000 IONE = 1
13.000 IBIT(1)=1
14.000 DO 100 1=2,32
15.000 IONE = ISC (IONE, 1)
16.000 IBIT(I)=I0NE
17.000 100 CONTINUE
18.000 C
19.000 OUTPUT ' INPUT # OF PARTICLES PER LINE(2112 MAX)'
20.000 INPUT NPART
21.000 OUTPUT ' INPUT THE NUMBER OF
LINES'
22.000 INPUT NLINES
23.000 C
24.000 C INITIALIZE RANDOM NUMBER BUFFERS
25.000 C
26.000 Ml = M2 = 65539
27.000 si = 985873215
28.000 S2 = 87562513
29.000 C
30.000 C FILL THE INITIAL BUFFER
31.000 C
32.000 IX = SI
33.000 DO 10 J= 1,256
34.000 3 IX=IX*M1
35.000 IF(IX) 4,6,6
36.OOO 4 IX=IX+2147483647+1
37.OOO 6 P0SX=(lX*2.0251908E-06)
38.OOO POSX = P0SX/2.
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39.000 IF (POSX .GT. 2112.) GO TO 3
40.000 IF (POSX .LT. 0.) GO TO 3
41.000 10 IBUF(J) = POSX
42.000 C
43.000 C SELECT RANDOM ADDRESS AND FILL IN DOT
44.000 C
45.000 OUTPUT 'ENTER OUTPUT FILE NAME'
46.000 READ (105, 9000 )0UTFIL
47.000 9000 FORMAT (3A4)
48.000 CALL 0PENF(4,0UTFIL,4,0,0,1,1)
49.000 c
50.000 C BUILD THE HEADER
51.000 C
52.000 IHEAD(1)=0
53.000 IHEAD(2)=0
54.000 DO 5 11=3,33
55.000 IHEAD(I1)=IBIT(1)
56.000 5 CONTINUE
57.000 K=0
58.000 ITW0=1
59-000 2 ITW01=I0R(ITW0,ITW01)
60.000 ITW0=ISC(ITW0,4)
61.000 IF(K.LT.9)G0 TO 2
62.000 IHEAD (65 )=0
63.OOO IHEAD (66 )=0
64.000 DO 13 11=34,64
65.000 IHEAD(I1)=ITW01
66.000 13 CONTINUE
67.000 C
68.000 C OUTPUT THE HEADER WITH SPACES BETWEEN LINES
69.000 C
70.000 K=0
71.000 7 CALL BUFF OUT (4, 1, IHEAD, 32)
72.000 CALL BUFF OUT (4, 1,IHEAD(33) , 32)
73.000 CALL BUFF OUT (4, 1, IHEAD (65) , 2)
74.000 K1=0
75.000 8 CALL BUFF OUT (4, 1,I0BUF, 32)
76.000 CALL BUFF 0UT(4, 1, I0BUF(33) , 32 )
77.000 CALL BUFF OUT (4, 1, IOBUF (65) , 2)
78.000 K1=K1+1
79.000 IF(K1.LT.3)G0 TO 8
80.000 K=K+1
81.000 IF(K.LT.50)G0 TO 7
82.000 K2=0
83.000 16 CALL BUFF OUT (4, 1, IOBUF, 32)
84.000 CALL BUFF 0UT(4, l,IOBUF(33) , 32)
85.000 CALL BUFF OUT (4, 1, IOBUF (65) , 2)
86.000 K2=K2+1
87-000 IF(K2.LT.100) GO TO 16
88.000 C
89.000 C
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90.000 IXX = S2
91.000 DO 2010 NLIN
= 1,NLINES
92! 000 C
93.000 C THE X POSITION IN THE INITIAL BUFFER IS CHOSEN
94.ooo c
95.000 J=o
96.000 1 IXX=IXX*M2
97.000 IF (IXX) 9,11,11
98.000 9 IXX=IXX+ 2147483647+1
99.000 11 JX=IXX*.12l75692e-06
100.000 IF(JX.GT.256) GO TO 1
101.000 IF(JX.LT.l) GO TO 1
102.000 IXL=IBUF(JX)
103.000 C
104.000 C THE X POSITION IN THE INITIAL BUFFER IS REFILLED
105.000 C
106.000 17 IX=IX*M1
107.000 IF(IX) 14,15,15
108.000 14 IX=IX+2147483647+1
109.000 15 P0SX=IX*2.0251908e-06
110.000 POSX = POSX/2.
111.000 IF(P0SX.GT.2112.) GO TO 1?
112.000 IF(POSX.LT.O.) GO TO 17
113.000 IBUF(JX) = POSX
114.000 C
115.000 C PLACE DOT IN MATRIX
116.000 C
117.000 IXBIT = M0D(IXL,32) + 1
118.000 IXWRD = IXL/32 +1
119.000 IF(IAND ( IOBUF ( IXWRD ),IBIT (IXBIT) ).EQ.0)J=J+1
120.000 IOBUF(IXWRD) = IOR (IOBUF (IXWRD) ,IBIT (IXBIT ) )
121.000 IF(J.LT.NPART)G0 TO 1
122.000 C
123.000 C
124.000 CALL BUFF OUT (4, 1, IOBUF, 32)
125.000 CALL BUFF OUT (4, 1, IOBUF (33) , 32)
126.000 CALL BUFF 0UT(4, 1, IOBUF (65) , 2)
127.000 DO 2000 1=1,66
128.000 2000 IOBUF (I) = 0
129.000 2010 CONTINUE
130.000 K2=0
131.000 2005 CALL BUFF OUT (4, 1, IOBUF, 32)
132.000 CALL BUFF 0UT(4, 1, IOBUF 33 ,32)
133.000 CALL BUFF OUT (4, 1, IOBUF (65) , 2)
134.000 K2=K2+1
135.000 IF(K2.LT.200) GO TO 2005
I36.OOO CALL CL0SEF(4)
137.000 STOP
I38.OOO END
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APPENDIX C
Wiener Spectrum and Graininess Calculations
For discrete data, the Wiener spectrum may be calcu
lated from:
WS'(u) = g S~AD'(x) e-2Triux
x=0
(CI)
AD' (x) is the density deviation from the mean as a function
of image position as measured by a microdensitometer with
slit length L and width a. N data points are taken at equal
spacing dx, and the measured Wiener spectrum, WS'(u), may be
calculated at any spatial frequency u. The brackets, \ / ,
indicate ensemble averaging where many of these N-valued data
blocks are averaged to yield the final Wiener spectrum value.
A correction must be made for the effect of the micro
densitometer aperture MTF, i.e.,
WS(u) = WS'(u)
2~, \ \L>2)
MTF^(u)
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For the case of a rectangular slit:
MTFA(u) = sinc(au) (C3)
where a = slit width.
The Xerox Macro/Micro densitometer was used in mea
suring all samples; this microdensitometer is configured to
approximate an ANSI standard for reflection densitometers.
The slit dimensions were 1000 x 25.4 um. For each data block,
N = 50 readings were taken at a sampling rate of dx = 25.4 mm.
The resolution of the Wiener spectrum is thus l/Ndx = O.79
cycles/mm. The Nyquist frequency is l/2dx = 20 cycles/mm.
One hundred and sixty (160) data blocks were taken for each
Versatec original to give a standard error in the Wiener
spectrum estimate of \j 1/16 0 or 7-9%- For the final litho
graphic patches, forty (40) blocks were taken for a standard
error of :\/l/40 or 15.8%.
The algorithm for graininess is :
GS = S VTF(u) \j WS(u) du (C4)
0
In practice, a rectangular area approximation is made to the
integral over the limits 0.79 to 20 cy/mm.
25
GS = 0.79 2 VTF(n-0.?9)/wS(n-0.79) (C5)
n=l
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Reference: Roger P. Dooley and Rodney Shaw, "Noise Percep
tion in Electrophotography, " J. Appl. Photo.
Eng. 4. 190-196 (1979)
'
^
110
APPENDIX D
Lithographic Materials and Equipment
Offset Plate : Howson-Algraphy Alympic Gold Positive Plate
(.009 inch thickness)
Exposing Source : Mercury Vapor
Offset Press: American Type Founders (ATF) Chief 126
Paper: Warren's Lustro Offset Enamel (LOE) Dull 100# Cover
(14 inch x 19 inch)
Inks: Braden Sutphin Blue Toner Black, Type OK-756
"
, Type 30 pbi
, Type 50 pbi
Ill
APPENDIX E
Dot Growth Analysis
The problem of dot growth in lithographic printing is
one which can never be completely eliminated due to the na
ture of the process. It is largely caused by the spreading
of ink into the paper fibers, and thus by using a smooth,
coated paper stock and high viscosity ink, dot growth can be
minimized.
In producing the graininess patches, three inks (desig
nated OK-756, 30 pbi, and 50 pbi) were evaluated for dot
growth characteristics with the inks differing in pigment
concentration. The OK-756 had the highest pigment concentra
tion, while the 5 pbi had the lowest. Dot growth was deter
mined by measuring the reduced reference patches for frac
tional area coverage using the Quantimet. Plots of fraction
al area coverage vs. solid patch density are shown in Figs.
E1-E3 for three reductions (1.8X, 5X, 10X). Ideally the
lines would have zero slope, indicating dot size is the same
for all ink densities. Although this is not the case, it can
be seen that the OK-756 ink type exhibits the least amount of
dot growth at all reductions. At low densities (D 0.9),
the fractional area measurements are very close to those of
112
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the positive litho reference patches, indicating liitle dot
growth. Since the OK-756 ink type showed the least dot growth
at all densities and reductions, it was selected as the ink
to be used for all patches. All remaining results will deal
only with the OK-756.
From the reference patch fractional area coverage mea
surements on the OK-756 ink type, geometric dot diameters
were calculated. These diameters were compared to the di
ameters determined for the litho positives in order to cal
culate dot growth due to printing. A plot of % linear dot
growth, i.e., % increase in diameter, vs. solid patch density
is shown in Fig. E4. Although not shown, the confidence
limits are fairly wide, and a linear relationship appears to
be adequate. Dot growth is greatest for small dots (20 um
diameter), up to an 80 or 90$ increase in diameter at high
densities, i.e., very thick ink films. For large dots (110
Mm), the maximum dot growth is only around 25-30$.
Besides dot growth, another area of concern in the
lithographic printing step is the measurement of dot reflec
tance, R+, since this parameter must be known to calculate
effective dot diameters and WS(0) from the models. This was
determined by measuring a uniform density area and assuming
this value was the same for the dots. For high densities,
this assumption is probably valid, since small variations
at high densities are negligible when converted to reflec
tance. It was noted, however, that a discrepancy existed
116
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FIG. E4. % LINEAR DOT GROWTH
SOLID PATCH DENSITY
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between the solid bar and solid patch density measurements.
A plot of solid patch density vs. solid bar density is shown
in Fig. E5.
The slope of the measured data is less than 1, indi
cating the solid patch densities are lower than the solid
bar densities. This could be due to ink film characteristics
for large areas. It is also possible that directional effects
of the press are responsible, since the solid bars were
placed on the edges of the sheet while the solid patch was
located towards the center. It was decided that the solid
patch would be more representative of the actual graininess
samples, and its reflectance was used for the value of R^.
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