ABSTRACT. Earlier the authors have given abstract properties characterizing the fold and cusp maps on Banach spaces, and these results are applied here to the study of specific nonlinear elliptic boundary value problems. Functional analysis methods are used, specifically, weak solutions in Sobolev spaces. One problem studied is the inhomogeneous nonlinear Dirichlet problem A_ + \u -u3 = g on 0, _|dfi = 0, where Q C R" (n < 4) is a bounded domain. Another is a nonlinear elliptic system, the von Karman equations for the buckling of a thin planar elastic plate when compressive forces are applied to its edge.
Introduction.
This paper continues the research described in [BCT-2] by applying the abstract characterizations of Banach space folds and cusps given there to specific nonlinear elliptic boundary value problems. Our functional analysis approach is sufficiently general that it applies to certain nonlinear elliptic equations, both second and higher order, as well as a nonlinear elliptic system (the von Karman equations).
For simplicity we have chosen the Hilbert space, weak solution formulation of elliptic boundary value problems in Sobolev space. Occasionally this imposes artificial restrictions on the problem studied, and we shall mention these as they occur. We begin by considering the weak formulation of a specific inhomogeneous nonlinear Dirichlet problem: and g E H by (g,<p)n --fng<p for all test functions ip E Co°(fi); thus the weak solutions of (0.1) are the solutions u of A\(u) = g, i.e. the point inverses of the map A.
Actually the work is generalized beyond equation (0.1) to certain nonlinear operators A\: H -> H defined on some Hilbert space (1.2), e.g. certain equations (1.4) in the form Am + Xu -f(u) = g with u\dtt = 0, or the operator A\ defined by von Karman equations (4.1). Many of the proofs are given in this more general context. In this paper we investigate the structure of the real analytic map A: A is a diffeomorphism for X < Xy (2.3), where 0 < Ai < X2 < ••■ are the eigenvalues of minus the Laplacian -A on fi with null boundary conditions, and A\x is a homeomorphism (2.10). Thus for A < Ai solutions of equation (0.1) exist and are unique.
For A > A! the situation is considerably more complicated, and we characterize the bifurcation for A near Ai and g near 0 as follows: there are (3.8) a connected open neighborhood V of (0,Xy) E H x R and C°° diffeomorphisms <p and V such that the diagram A~\V) -2-» R2 xE (0.4) A ™xid V -^-► R2 xE t/> commutes, where <p(0,Xy) = (0,0,0) = ^(0,Ai), E is a closed subspace of//, and w: R2 -► R2 is the map w(t,X) = (t3 -Xt,X) defined by Hassler Whitney (cf.
[BCT-2, (1.8)]) and (p(0,Xy) = (0,0,0). (Here E is the orthogonal complement in H of the first eigenspace of A.) Figure 1 represents diagram (0.4) with the (one) vertical dimension corresponding to the infinite dimensional space E. This coordinate change has the disadvantage that it moves A; on the other hand, w x id is a particularly simple and instructive form and we can use it to identify the numbers of solutions.
As a result of (0.4) the map A: A~l(V) -+ V has the following structure: Its singular set SA (2.5) is a real analytic submanifold of codimension one in A~x (V) C // x R, and A maps SA homeomorphically onto A(SA), a topological submanifold of codimensional one in V. Thus A(SA) separates V into two components. If (g, X) E V is in the component of V -A(SA) that contains (0,p) for any p < Xy, then Ax(u) = g has exactly one solution (point inverse) u; if it is in the other component, then A\(u) = g has precisely three solutions u.
Each point (u, X) E A~l(V) of SA is either a fold point ((3.1), (3.2))^.
A at (u,X) is C°° equivalent [BCT-2, (1.2)] to the map F:RxE-^RxE defined by F(t,v) = (t2,v), or a cusp map ((3.1), (3.2)), i.e. A at (u, X) is C°° equivalent to G = w x id. For each (g,X) E A(SA), A\(u) -g has either two solutions or one, according as (g, X) is the image of a fold point or a cusp point. We can characterize the fold and cusp points of A on A~l(V) as follows: For each u E SA\, dim kerDA\(u) = 1; let 0 ^ e € kerDA\(u). Then (u, X) is a fold [resp., cusp] point of A if and only if /n ue3 ^ 0 [resp., = 0] (see (3.4), (3.5) and (3.6)).
Again for A: A~l(V) -* V, the set of cusp points is a real analytic submanifold T of codimension one in SA (thus codimension two in A~l{V)), A(T) is a real analytic submanifold of codimension two in V', and the map T -► A(T) by A is a real analytic diffeomorphism. Also, the homeomorphism SA -► A(SA) by A is a real analytic diffeomorphism of SA -T onto A(SA -V) = A(SA) -A(T).
In the sequels [CT] and [CDT] (which uses [CaC] ) this investigation is extended. In particular, Holder space analogs are discussed in [CDT] .
The equation A" + Xu -u3 -0 is known [B-2, AM] to have precisely three solutions if Xy < A < A2. In this paper we consider Aw + Xu -u3 = g for g more general than 0, and give the structure of the map. Our paper is organized as follows. §1 gives the definition of the map abstract A and examples, and §2 has necessary background results. §3 discusses the local fold and cusp structures for abstract A and thus most of the examples, and it gives the main theorem. §4 shows how the general results can be applied to the von Karman equations governing the combined bending and buckling of a thin elastic plate. This paper, its predecessor , and its sequels [CT] and [CDT] involve both singularity theory and partial differential equations, and they are written to be accessible to those who are expert in only one of the fields. In particular, this paper has somewhat more detail than an expert in partial differential equations would require. Announcements of this work are given in (addressed primarily to researchers in singularity theory) and (addressed to experts in partial differential equations). The reader with limited background in partial differential equations may find it best to start with . The singularity background for the present paper is developed in [BCT-2]; it gives abstract characterizations of the fold and cusp maps used in the present paper (and restated here as (3.1) and (3.2)).
Church and Timourian are grateful to E. N. Dancer and W. Allegretto for furnishing a number of references, and to E. N. Dancer for advice on what in an earlier draft was well known to experts in partial differential equations. Church thanks Syracuse University for research leave during 1986-87, and the University of Alberta for its hospitality and support during that period.
Definition of the map abstract
A and examples. 1.1. Notation. An ordered pair in X x Y is denoted by (x,y), while the inner product of x and y in a Hilbert space H (resp., L2(fi)) is denoted by (x,y)u (resp., (x,y)2). The norm of a; in Lp(fi) is ||a:||p. Real analytic [Z, (8.8) 
where L and N have the following properties:
(1) L is a compact, selfadjoint, positive linear operator ((Lu,u)h > 0 and = 0 only if _ = 0). It follows [De, that H is separable and the eigenvalues Xm (m = 1,2,...) of u = XLu are positive, Am < Am+1, and (if H is infinite dimensional) Am -► oo as m -* oo. Let {um} be an orthonormal basis of H of eigenvectors.
(2) The first eigenvalue Ai is simple. that TV is real analytic, and assuming (3)(c), (3!)TV(u) = D3N(0) (u,u,u) , so that
We refer to a map Ax satisfying (1) and (3) (a) above, and to A defined by A(u, X) = (A\(u),X), as abstract A\ and A. Often a lemma will assume abstract A and some of the above conditions, e.g. Lemma 2.7 requires abstract A with (2), (3)(bi) and (c) in addition.
In (1.3) we note that the map A of (0.1), (0.2) and (0.3) is an example of abstract A satisfying all of the above properties, indeed (1.5) with TV compact if n < 3, and in (1.4) we give a class of examples more general than standard A. for some C = C(fi) > 0, so L is a compact linear operator and (1.2)(1) results. The eigenvalues of u = XLu are those of Aw + Au = 0 with null boundary conditions (u|3fi = 0); thus its first eigenvalue Xy is simple with eigenspace spanned by a C°°f unction positive everywhere on fi [GT, Theorem 8.38, Corollary 8.11, Theorem 8.21, pp. 214, 186, 189] . In fact the eigenfunctions um of -A are real analytic [BJS, pp. 136, [207] [208] [209] [210] so that the zeros of um have measure 0. Thus (1.2)(2) and (3)(b) result, so that the A of (0.3), which we call standard A, is an example of abstract A satisfying k = oj and all the properties of (1.2), if n < 4. 1.4. EXAMPLE (a generalization of (1.3)). Consider A_ + Xu -f(u) = g on a bounded domain fi C Rn (n < 3) with <9fi a C°° manifold and u\dQ = 0. Suppose that /:R-»RisC3 such that In [Sz] Szulkin considers a generalization of Au -I-Xu -f(u) = 0 on bounded fi C Rn with u\3U = 0. (He actually uses a space different from our //.) He assumes that f(t) is convex for t > 0, concave for t < 0, f(0) = f'(0) = 0 and lim f'(t) = k->0, lim f'(t) = k+ > 0.
t->-oo t-»+oo
If we assume that / is C3, then / satisfies (a), (b) and (c') f^(0) > 0.
1.5. LEMMA. /// in (1.4) »'s C4, /(3) and /(4) ore bounded, and n < 4, the (nonlinear) operator TV is compact. In particular, for standard A and n < 3, TV is compact.
We do not need hypotheses (1.4)(a) and (c).
PROOF. By Taylor's formula [Z, pp. 148-149] f(s) = h(s)s3, where h is C1 and h and h! are bounded by some B > 0. For u, v E H with ||u||#, \\v\\h < K and sup over <p E H with \\<p\[h -1
•p Jn p in (1) Lu-Xu + h(x)u2p+1 =g(x),
Here h(x) is a positive smooth function on fi, and L is the formally selfadjoint linear elliptic operator of order 2m defined by
where the functions aa^(x) are smooth on fi (m = 1,2,...). Assume that the smallest eigenvalue py of Lu -pu is simple, and p > 0 is unrestricted if 2m > n and strictly less than 2m(n -2m)_1 otherwise.
In [B-2] the author shows that the solutions of the above boundary value problem are in one-to-one correspondence with the solutions of an operator equation (3) Ax+c2 ( The reader may verify that Ax+C2 is an example of abstract A; indeed it satisfies all of (1.2) except possibly for (1.2)(3)(b), (d), (e), and for p = 1 it satisfies all but (1.2)(3)(b).
Thus our specified example ( (1) and (2)) is an example of abstract A, it satisfies all of (1.2) except for (1.2)(3)(d), (e), and for p = 1 it satisfies all of (1.2).
EXAMPLE (BERGER [B-2, p. 697]). Let fi be the unit disk in the plane,
and consider the nonlinear elliptic boundary value problem
(1) A2u-Xu + u2p+1 =g on |z| < 1 (p = 1,2,...), u = 3u/3n = 0 on |x| = 1.
Since this problem is a special case of (1.7) (1) and (2), it also yields an example of abstract A (the last paragraph of (1.7)).
1.9. EXAMPLE. In §4 we study the von Karman equations for the buckling of a thin planar elastic plate, compressed or stretched at each point of its edge. We use the form derived by the first author [B-3] , and note in (4.6) that the resulting operator Ax satisfies many of the properties of abstract A (1.2). In particular, in the case of compression only it satisfies all of (1.2) except possibly for (1.2)(2), (3) (a) and (b). 
.).
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use PROOF. From [Di, (8.9 ), p. 167] and (1.2)(3a) for <p E H3 with \\tp\\H = 1 and
by the first two lines of the proof of [De, Proposition 27.1, . By the Lax-Milgram Lemma [B-l, p . 34] DAx,2(x,v) has a bounded inverse with norm at most 1/[1 -X/XJ+y], and by Hadamard's theorem [Sc, (1.22) 
is a diffeomorphism of Hj onto Hj.
2.3. COROLLARY. For X < Xy, abstract A is a Ck diffeomorphism.
The proof yields the same conclusion for the A of [B-2] and that of Szulkin (1.4) (n = l,2,...). 2.4. REMARK. For abstract A, each x E Ej, and A < XJ+1 (j = 0,1,...), let Ax,2(x,-): Hj -> Hj be the inverse of Ax,2(x, ■) given in (2.2), let Ax(x,w) = (x,Ax,2(x,w)) where w E Hj, and let A(x,w, X) = (x,Ax,2(x,w),X 
is a Ck diffeomorphism; since A = B"1, A is a Ck diffeomorphism. The map AxAx has the form AxAx(x, w) = (h3(x,w,X),w) and AA(x,w, X) = (hj(x,w,X),w,X) for some Ck map h3(x,w,X) = h2: Ej -» Ej and all A < Ay+j. For simplicity we shall write h for hy. 2.7. LEMMA. In (i) and (ii) consider abstract A and assume (1.2)(2), (3)(bi), (ci).
DEFINITION. For a differentiable
(i) ThenSAx, ={0} and kerDAXl (0) is generated by Uy (1.2)(2).
(ii) If Ax1 is proper or surjective, then A.\j and A for X < Xy are homeomorphisms. Thus, if Ax, (u) = y has a solution u for every y E H, then it has a unique solution for every y E H. B\(X-B-i(x)):X-B-1(x)-X-{x} is a local diffeomorphism, and from the properness hypothesis it is a finite-to-one covering map [P, p. 128] . Since B is a local diffeomorphism except at x, B^1(x) is discrete except possibly for x. Suppose that dim// > 2: then B~1( Thus B~*(x) = x, and B is continuous, injective, and surjective. Now let yk -► x, yk E X -x, and note that B~1(yk) is a single point xk. Since B is proper, \Jk{xk} U {x} is compact, and it follows that xk ->■ x. Thus B~l is continuous at x, and so B is a homeomorphism. Suppose dim// = 2 and AAl is proper. From the covering property AAl is topologically equivalent to the complex analytic function gd(z) - zd (d -1,2,. ..).
If S is the 2-disk of all u E H with [\u\\h < 1, then A^x (5) is proper. Let fx be the map of En (H x {A}) into (intT) x {A} defined by / (i.e. by A). Then each fx is proper. For A < Xy, fx is a proper local homeomorphism with simply connected range, so it is a homeomorphism; thus its degree is ±1. But fx, is topologically equivalent to o<j, which has degree ±d. It follows that d = 1, and thus AAl is a homeomorphism.
If we assume instead that A is proper, the argument of the last three sentences (with fx replaced by Ax) shows that A is a homeomorphism.
If dim// = 1, DAx for A < Ai has the same sign everywhere, so that DAx, has that sign except at its unique singular point 0. Thus, if AAl is proper, it is a homeomorphism of R onto R. If A is proper, then each AA for A < Ai is a homeomorphism of R onto R, so that A is a homeomorphism.
2.8. LEMMA. For n < 3 the standard (1.3) maps A and each Ax are proper.
PROOF. It suffices to prove that standard A is proper. Given A(un,X(n)) -> (g,X), it is enough to prove that {(un,X(n))} has a convergent subsequence. Now A(_",A(n)) = (AA(n)(u"),A(n)), so (1) A(n) -► A and AA(n)(M") = gn -+ g, and (2) it suffices to prove that {un} has a convergent subsequence.
Since Xy > 0 ((1.3) and (1.2)(1)) and A is a diffeomorphism for X < Xy (2.3), we may suppose that A > 0 and each A(n) > 0. Now
./n Let fi+ = {x E fi: A(n) -(un(x))2 > 0}, and note that / (A(n) -ul)ul + ||0"||tf ||u"||"r > \\u"\\2H. Jn+ Thus 1 -I-K2m(Q) + Ky > ||«tj||h for all sufficiently large n; hence (4) the un are bounded in H. Now
where L: H -► H and TV: H -> H are the compact maps of (1.3) and (1.5). (It is here that the assumption n < 3 is required.) From (4) there is a subsequence un(m) such that L(_n(m)) and TV(un(m)) are convergent (in H) and from (1) gn(m) converges; thus from (5) un(m) converges in H so that (2) is true as desired.
REMARK. Suppose that A is as given in (1.4) with (i) f{3)(s) > /<3>(0) > 0 for allsER and
(ii) / is such that TV is compact (e.g. f is C1 and f is bounded (1.6), or n < 3, f is C4, and /<3> and f^ are bounded (1.5)).
Then A and Ax are proper.
PROOF. There exists a continuous function h: R -► R such that f(s) = h(s)s3
and h(0) = fW ( 
DEFINITION. Then A is a fold if and only if
(2) for some (and hence for any) nonzero element e E ker£>A(u) D2A(u)(e,e) £ range DA(u).
DEFINITION. The germ A is a cusp [resp., intrinsic cusp] if and only if k > 3, (2) for some (and hence for any) nonzero element e E ker DA(u), D2A(u)(e,e) E range DA(u), (3) for some oj E Ey, D2A(u)(e,oj) <£ range DA(u), and (4) £>2(A|SA)(u)(e,e) £ range D(A\SA)(u) [resp., (4) D3A(u)(e,e,e) -3D2A(u)(e, (DA(u))-1(D2A(u)(e,e))) $ range DA(u)].
DEFINITION. If the germ A satisfies (3) with oj ^ e [resp., (2) and (3)] for a cusp (with k > 2), then it is called good [resp., a precusp].
These concepts are well defined and invariant under coordinate change [BCT-2, (3.2), (3.5) and (3. PROOF. For all tpEH, 0= {DAx(u)-e,<p)H = (DAx(u)-<p,e)H by (1.2)(1) and (3)(a); thus range £>AA(u) is the orthogonal complement of e. Condition (2) of a fold point u (3.1) is (D2Ax(u)(e, e), e)h i1 0, which yields the conclusion for AA.
For (u,X) E H x R, write A(u,X) as (Ay(u,X), A2(u,X)) E H x R, so that by [Di, (8.91) where x E H is defined by X = D2N(u)(vy,Wy) -W2Lvy -V2Lwy, condition (2) of a fold (3.1) 0 ,* (D2A(u, X)((e, 0), (e, 0)), (e, a))WxR reduces to that for AA. This yields the conclusion for A.
3.5. LEMMA. For X < X2 a singular point (u,X) of abstract A assuming (1.2) (2) is good (3.1). Thus it is a precusp point if and only if it is not a fold point (for standard A if and only if /n ue3 = 0).
More generally, this holds for any (u,X) with dim ker DAx (u) = 1-PROOF. Condition (3) of a good point u (3.1) is that for some oj E H x R {D2A(u,X)((e,0),oj),(e,a))HxR^0.
(See (3.3) and (3.4).) Let oj = (0,1) E H xR; then (3) becomes -(Le,e)H / 0, which holds by (1.2)(1) since e ^ 0 (3.3). The conclusion results from (3.4) (and its proof). More generally, if Xj is a simple eigenvalue (so that dim ker DAAj (0) = 1), then the same conclusion holds for (0, Xj) (j = 1,2,...).
Thus in a sufficiently small neighborhood of (0, Ai) (or such (0, Xj)) in H x R all the singular points of abstract A are either folds or cusps; for standard A this is specified by fQ Tie3 ^ 0 or = 0.
PROOF. Condition (4) for (intrinsic) cusp point (3.1) (u, X) of abstract A states that (D3A(u, X)((e, 0), (e, 0), (e, 0)), (e, a))HxR -3{D2A(u, X)((e, 0), (y, 0)), (e, a))HxR ? 0, where (y,0) E (DA(u,X))~1(D2A(u,X)((e,0),(e,0))); for abstract A this is the same condition with A replaced by TV except that (DA(u, A))-1 remains and for standard A it is /n e4 -3 fQue2y ^ 0. By (1.2)(3)(c2) and (d) condition (4) for abstract A is satisfied at (_,A) = (0,A,), and by (1.2)(2),(3)(c2), (3.4) and (3.5) (0, Ai) is a precusp point, so it is a cusp point (3.1).
Since abstract A is Ck (k > 3) by (1.2)(3)(d), in some neighborhood U of (0, Ai) the number of condition (4) above is also nonzero, so that in U every precusp point is a cusp point. By (3.4) and (3.5) a singular point (u, X) E U of A is a cusp point if and only if (Z?2TV(w)(e, e), e)H = 0. Suppose that A~l(Vr) / Ui Ur,i for all r (r = 1,2,...); then there exist ur E A~l(Vr) -\JiUr<i. From (1) and'(2) ur £ \JtWi, while A(ur) E Vr, so that (3) A(ur) -> y. Since A is proper and {A(ur): r = 1,2,... } U {y} is compact, there is a subsequence {ur^} in X such that ur(.j) -* u f°r some u E X. Because each ur(j) EX-\JtWl,uEX-\JlWl. Now A(u) = y, A'^y) = {x0,... ,xm} clJi^, and a contradiction results. Thus, for r sufficiently large, A~l(Vr) = \JiUi<r, and the desired conclusion results from (2).
3.8. THEOREM. Suppose that abstract A, assuming (1.2)(2), (3)(bi)(c) and PROOF. Since (0, Ax) E H x R is a cusp point of A by (3.6), and AAl is a homeomorphism by (2.7)(ii), the conclusion results from (3.7).
3.9. COROLLARY. Standard A with n < 3 satisfies the C°° conclusion of (3.8).
PROOF. Use (1.3), (2.8) and (3.8).
Thus, for each g near 0 and A near Xy, Ax(u) = g has either one, two, or three solutions and the bifurcation is thus described by (3.9). See the introduction for a more complete discussion.
3.10. REMARK (Corollary of (3.4), (3.6), and (3.8)). For Au + Xu -f(u) = g with / satisfying (1.4), a singular point (u,X) with A < A2 of the resulting map A of (1.4) is a fold point of A (and thus of AA) if and only if /n f"(u)e3 ^ 0, and, for (u,X) sufficiently near (0, Ai), is a cusp point of A if and only if this integral is zero. If A is proper, then it satisfies the hypotheses and thus the conclusion of (3.8).
3.11. REMARK For standard Ax with X < X2 and for 0 ^ u E H, the ray {cu: c > 0} meets the singular set 5AA in at most one point.
PROOF In the sequel [CT] further information in this direction is given. [CaC] have proved that $ is a global cusp, i.e. there are homeomorphisms a and P such that <_ = P~l(w x id)a.
The von Kariricin equations.
Here we consider the bending and buckling of a thin planar elastic plate of arbitrary shape fi C R2, acted on by compressive and stretching forces on its boundary.
These deformations are described by the von Karman equations; for background information see [97] [98] [99] [177] [178] [179] [180] [181] [182] CR, St; An, Specifically, given (gn,X(n)) -> (g, X) and un with Axtn)(un) -9n, we wish to find a subsequence un^) and u with un(fc) -* u.
In the proof of [B-3, Theorem 1, p. 144], replace A by An in displays (4) and (5).
In display (6) replace |A| by |A| + 1, consider n sufficiently large that |A"| < |A| +1, and set e = |A| 4-1. §1.4, p. 690; p. 701, first paragraph] . If one compresses the plate everywhere on its edge dfi, and nowhere stretches it, then all the eigenvalues of L are positive, so L is a positive operator ((Le, e) > 0 for 0 ^ e E H).
4.6. LEMMA. The map Ax of (4.1) satisfies all the properties of abstract Ax (i) u is a fold point (3.1) of Ax; (ii) (u, X) is a fold point of A; (iii) (C(e,e),C(e,u))n ^0; and (iv) (u,Ce)H7tO.
PROOF. By definition (3.1), (i) is equivalent to D2AA(_)(e,e) £ range DAx(u), which by (4.3)(v) is (D2Ax(u)(e,e),e)u ^ 0. The equivalence of (i) and (ii) is given in (3.4) (see the second paragraph of (3.3)). By (4.3)(ii), conclusion (i) is equivalent to 0 # (D2C(u)(e, e), e)H = 4(C(e, C(e, _)), e)H + 2(C(u, C(e, e)), e)", which by (4.2) (iii) is 6(C(e, e), C(e, u))H = 6(u, C(e, C(e, e)))H = 6(u, Ce)H, and the equivalence of (i), (iii) and (iv) results.
4.8.
LEMMA, (i) Let dim ker DAx(u) = 1 with kerZL4A(_) generated by e; then (u, X) is a good point (3.1) of A with oj = (0,1) if and only if (Le, e)# ^ 0.
(ii) // dim ker DAx (0) = 1 with kerDAA(0) generated by e, then A ^ 0 and (0, A) is a cusp point (3.1) of A with oj = (0,1).
In case of compression only (4.5), (Le,e)n > 0, so u in (i) is necessarily a good point.
PROOF. From (4.3)(ii) and from the arguments of (3.5) with a = (e,Lu)n, (D2A(u, X)((e,0), (0,1)), (e, a))HxR = -(Le, e)H, yielding conclusion (i).
For (ii), since 0 = DAA(0) • e = e -ALe + ZX7(0) • e = e -ALe by (4.6) and (1.2)(3)(c), A^0 and e is an eigenvector of v -XLv = 0. Thus (Le, e)jj ^ 0, so 0 is a good point of AA by (i); from (4.7) 0 is not a fold point, so it is (3.1) a precusp point of Ax with oj = (0,1). Now (0, A) is an (intrinsic) cusp point (3.1) (see the proof of (3.6)) if and only if (4) mi-m2^ 0, where my = (D3A(0,X)((e,0),(e,0),(e,0)),(e,a))HxR, m2 = 3{L>2A(0, A)((e, 0), (y,0)), (e, a))HxR, a = (e,L0)H = 0 (proof of (3.4)) and y E (DA(0,X))~1(D2A(0,X)((e,0),(e,0))).
From the proof of (3.4) and from (4.6) and (1.2)(3)(c), L>2A(0, A)((e, 0), (e, 0)) = (L>2C(0)(e, e), 0) = (0,0), so we may take y = 0, and m2 = 0. From (4.3)(iii) and (4.2)(i) and (ii), mi > 0, so that my -m2 =£ 0, and 0 is an intrinsic cusp point (3.1) and thus (3.2) a cusp point with w = (0,1). REMARKS. If Am is a simple eigenvalue, then in a neighborhood of (0, Am) in H x R [BF-1, Theorem 3, p. 1008] the number of solutions for A < Am is one (viz., u = 0) and for Am < A is three (one of which is u = 0). The given form [BF-1, Lemma 1, p. 1008] of the equations can be readily transformed into our form.
From the equivalence (4.9) of w x id and A\U: U -> V, the singular set S(A\U) separates U into two components Uy and U3, A(S(A\U)) separates V into two components Vy and V3, A maps U3 diffeomorphically onto V_, and for each y E Vi, (A\U)~l(y) has i points (i = 1,3). It follows that for (0, A) E V, X < Xm if and only if (0, A) E Vy, and Am < A if and only if (0, A) E V3.
The map w x id in (4.9) maps the singular set S(w x id) homeomorphically onto its image (w x id)(S(w x id)), and each (s, X,v) E (w x id)(S(w x id)) is either the image of a cusp point (if (s, A) = (0,0)) or a fold point (if (s, X) ^ (0,0)). For each s E R and v E E, the line s xRx v meets (w x id)(S(w x id)) in precisely one point p = p(s,v), and (w x id)_1(s x R x v) is (topologically) pictured in Figure  2 (a) if p is a cusp point image, and Figure 2 (b) if p is a fold point image, where the vertical direction is the A direction and the points indicated are (w x id)_1(p). The map A\U: U -► V is C°° equivalent to w x id (4.9), and these diagrams are the bifurcation diagrams for A given in [CR, pp. 140, 150 , respectively], specifically, 2(a) is that for A~1(6g) where 8 = 0 and 2(b) is that for 0 / 8 E R small and g E H. Thus (4.9) provides a single map which unifies these various bifurcation diagrams.
4.11.
REMARKS. If Ai > 0, Ai is simple, and Ai < A < A2, then the von Karman equations have [AM, pp. 640 641] exactly three solutions. In [CHM, pp. 179 181] the authors consider the von Karman equations with an extra parameter p, viz., Axtfi(u, z) -u -XLu + C(u) -pz, for fixed u,z E H. FIGURE 2 They study AAiM(_, z) as a function of (A,p) and obtain a bifurcation curve with a cusp.
