Given a first-kind integral equation
For the reproducing kerneis of these spaces, see [16] and [20] .
To derive a solution to (1.1), we require that for each i£ [ Although integral equations of the first kind are the main application, the results of this paper are not restricted to these. In fact, they will apply to any operator equation fflu = f such that the functionals W -* R, u -» 5?u(x) are bounded.
Let nx be the représenter of the functional u -> J^u(x) so that for all u E W, (rix, u)w = ^u(x). If W = L2[0,1], then clearly r¡x(t) = K(x, t). If W is a RKHS, then substituting u = Rt gives Vx(t) = (rix, Rt) = 3TRt{x) = XKx{t),
where ¿% is the integral operator with kernel R(t, s). Now the regularization problem (1.1) is known (see [21] ) to have the unique solution, called the regularized solution, (1.2) una = t)(Qn + anI)-lá.
Here r¡i(t) = nXi(t) and Qn is the nx n matrix with entries
[Qn]ij = (Vi,Vj)w =^Vj(Xi) = Q(Xi,Xj),
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where Q(x, y) is the symmetric kernel
If / E3f(W), let 3?^ f be the solution to 3tu = f of minimal W norm. Equivalently, 3?^ f is the unique solution to 3tu = f which is orthogonal in W to the null space N(3f). Given any u EW, there exist unique elements uo E N(3?) and u\ E N(3?)± such that u = uq+U\. Substituting u = uo + u\ into the regularization functional (1.1) shows that for a minimum we must have un = 0. Thus, for all n and a, una E N(3f)L. Since N(3i)± is closed in W, if una converges in W to some solution of 3tu = f, then that solution must be 3f^ f.
By considering (1.1), it is intuitively clear that if a is held fixed while n -► oo, then the term allulla will prevent una from converging to 3T^ f. To achieve convergence, the regularization parameter a = a(n) must tend to 0 but, as we will see, it must not go to 0 too quickly. In this paper we show, under certain assumptions, that in any one of a wide class of norms, una converges to 3Í^ f for a specific range of a = a(n) -► 0, and we also determine the convergence rates. We now proceed to define these norms. Henceforth, we will assume that the nonzero eigenvalues A, of S decay like 0 < ali~2v < X% < a2i~2v, i =1,2,...
for some p > 1/2. Since Q(x,y) satisfies (1.4), there exists (see [1] ) a unique RKHS H with RK Q(x,y). Because Q(x,y) is continuous on [0,1] x [0,1], it is not hard to show (see [20] ) that H C C[0,1}. In fact, from [10] , H can be described as Note that when p = 1, 3t^ f is simply the solution to ,%u = / in N(3f)± ç W. as follows: (1.9) minimize ||^Tu -/||2 + «HuH^. It is known (see [8] ) that this has the unique solution ua=m3t*(@ + aY1f
and that 3tua = €(€ + a)"1/ = (<S + a)-l€f.
In Section 3 we derive estimates of the error 11^-^/11^ = 11^^-/11^.
Although of interest on their own, these lead to estimates of the bias (1.6). For, in Section 4, we show that if a tends to 0 in a certain way, then we can bound the bias in terms of this error. In Section 5 we determine the asymptotic behavior of the variance (1.7). These results are combined, using (1.8), in Theorem 2.1, giving an estimate of the expected error (1.5) in regularization. From this, in Corollary 2.1, we determine the optimal rate of convergence for a.
It was shown by Wahba [21] that if / E H2 and a -* 0 as n -► oo in such a way that nal/2p -> oo, then
where lp is a constant. In particular, if a* = cn~2p^4p+1^ for some constant c, then £|Ka--^t/H2v=0(n-2^4"+1)).
However, the proof required the strong assumption that in various expressions the eigenvalues A, and eigenfunctions cpi of S can be used to approximate the eigenvalues A2¿ and eigenvectors <¡>i of the matrix ^Qn-In this paper, we derive the above result rigorously as a special case of Theorem 2.1 with p = 1 and s = 2.
Results similar to those derived here were recently and independently obtained by Cox [6] . However, his results are based on a different spectral decomposition (see p. 15 of [6] ) to the one above and are not specifically applied to integral equations. Moreover, our method of proof is simpler and more direct. In addition, we find lower as well as upper estimates of the bias.
For the special case of convolution integral equations with equally spaced data dk = f(k/n) + ek, Rice and Rosenblatt [13] use Fourier series to derive convergence rates for a regularized solution. In the case of data smoothing, convergence results for the smoothing spline estimate have been obtained by Craven and Wahba [7] , Utreras Diaz [18], [19] , Speckman [15] , Cox [4] , [5] and Rice and Rosenblatt [12] .
2. Main Results.
In this section we state the major results of this paper and draw some conclusions about the optimal regularization parameter.
For easy reference, we list below our main assumptions. Assumptions. 2.1. The errors £¿ satisfy Eeí = 0 and EeíEj = a26ij. 2.2. The nonzero eigenvalues A¿ of € satisfy 0 < a\ï~2p < A¿ < a2i~2p for some constants a\ and a2, and p> \-2.3. There exists v,0 < u <1 -l/4p, and a sequence kn -» 0 such that for all f,geH
In Theorem 2.5 we find sufficient conditions for Assumption 2.3 to hold.
We will use the following notation. Given two positive functions g(x) and h(x), denote g(x) < h(x) if there exists a constant c such that g(x) < ch(x) for all x.
Denote g(x) ss h(x) if h(x) < g(x) < h(x). Note that g(x) w h(x) is equivalent to h(x) sa g(x)
. We will also use the asymptotic relation g( Then, for p < s < p + 2, [6] . However, the latter theorem, when applied to integral equations of the first kind, does not immediately give the above result because it employs a different spectral decomposition. Furthermore, our proof of Theorem 2.1 is simpler and more direct.
For a given /, define A?
It can easily be shown that the set of all / E Hs satisfying (2.2) is dense in Hs. If / satisfies (/, (pi)2 k A¿, then s = r -l/2p and / also satisfies condition (2.2). In fact, for this special case the following estimates can be obtained. It is clear that to make full use of Corollary 2.1, one should take s as large as is allowed by / 6 Hs. This gives both a weaker condition on kn and, if s < p + 2, a better convergence rate for the error. (') If s > p + 2, then a is optimal if and only if / 2\2p/(4p-r2pn-rl) a f» ( -) and then
(ii) Suppose s < p+2 and s < p+2. If a is optimal, then for anyO < £ < s-p,
(b) Suppose s < p + 2 and s < p + 2, and /ei 0 < £ < s -p. Assume that f satisfies condition (2.2) and ínaí as n -► oo, a = a(n) -► 0 as in Theorem 2.3. // a is optimal, then Q(4p+2pii+l)/2plnI^^_5 a n then a is optimal.
Proof. (a)(i) From Theorem 2.1 and Corollary 2.1, it is clear that e"ö ss ena-, so a* is optimal. Now suppose a is optimal and let a = Cna*. Then
This implies C" « 1, so o « a*. < 2, then the rate of convergence of the optimal a is independent of p. Therefore, if one has a good estimate of the optimal a for the L2-norm (p = 0), then the regularized solution should be accurate in all W^-norms, 0 < p < s. This behavior has been observed in practice by Wahba [22] . On the other hand, from Corollary 2.2(a)(i), for arbitrary / with s > 2 the rate of convergence of the optimal a is dependent on p for p satisfying 0 < p < s -2.
Lastly, in this section we find sufficient conditions for Assumption 2.3 to hold. One possible approach to this question is to make a smoothness assumption on the fth root of Q(x, y). However, this approach appears to be impractical.
A practical approach to the verification of Assumption 2.3 is developed by Cox in Section 4 of [6] . In our notation it proceeds as follows. Substituting these bounds into (2.6) yields Assumption 2.3 with kn = c2dn and v = l/l. However, because the assumption requires v < 1 -(l/4p), then for integral / we actually need / > 2.
It is not hard to see that if the points x¿ are uniformly spaced as x¿ = (i -a)/n, 0 < a < 1, then dn = 0(n~l), and this is the best possible order for dn. In this case, with a further assumption on 3?, we show in Theorem 2.5 that it is possible to improve on Cox's estimate. 
Estimates of the Continuous Regularization
Error. In this section we derive upper and lower estimates of the error ||ua -3f^f\[ß, where ua solves the continuous regularization problem (1.9).
We will see that estimates in this and later sections depend on the behavior of the sum A result similar to Theorem 3.1, under different assumptions, can be found in [11] . Next we have the following lower bounds. The second part of the result follows by the linearity of expectation E. D It will be shown that under certain assumptions the bias \\E3Zuna -f\\ß can be bounded in terms of the continuous error \\3fua -f\\ß, which was estimated in Section 3. We will use the fact that 
/). i=i
We need to show that this is small in the p-norm. Intuitively, the difficulty lies in the fact that the parameters a and n have opposing effects. Clearly, for 3fua to converge to /, we require that a -» 0 as n -► oo. Now as n -► oo, S -(Sn in some sense approaches 0. However, as a -* 0, (& + a)-1 becomes unbounded. Thus, in order that (¿f + a)-1 (€ -( §n) approach 0, we can expect that a must tend to 0 at some specific rate. Nevertheless we can prove the following. 
