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ABSTRACT
Advances in material science have resulted in the development of electrically nonlinear
high dielectric thin film ferroelectrics, which have led to new opportunities for the creation of
novel devices. This dissertation investigated one such device: a low voltage nonlinear
transmission line (NLTL). A finite element simulation of ferroelectric transmission lines showed
that NLTLs are capable of creating shockwaves. Additionally, if the losses are kept sufficiently
low, it was shown that voltage gain should be possible. Furthermore, a method of accounting for
material dispersion was developed. Results from simulations including material dispersion
showed that temporal solitons might be possible from a continuous ferroelectric based nonlinear
transmission line.
Fabrication of a thin film ferroelectric NLTL required the growth of a ferroelectric
material on a conductive substrate. Barium titanate (BTO), which has been gaining popularity
due to its high dielectric constant, strong nonlinearity, and lack of lead, was grown. Molecular
beam epitaxy and sol-gel growth were both explored and sol-gel was chosen as the growth
method for the final device, in part due to its ability to grow BTO thin films on highly
conductive nickel substrates. Samples approximately 330 nm thick were grown by this method.
Oxygen vacancies in the as grown BTO films were filled by annealing in low pressure oxygen
environments. X-ray diffraction measurements were used to determine an O 2 pressure for
oxidation that was slightly less than the pressure at which NiO forms to ensure maximum filling
of the vacancies in the BTO. Grown samples were successfully shown to have ferroelectric
properties.

A lumped element transmission line was fabricated using discrete capacitors and
inductors with a sample as described above. Test capacitors were fabricated and used to
determine the dielectric constant of the BTO thin film. This was used to select capacitor pad
sizes and inductor values to create a 50 Ohm line. The substrate was mounted to a chip carrier
which was subsequently soldered to a printed circuit board with the appropriate inductors. The
device was characterized electrically and the results were compared to the simulation results.
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1. Introduction
Previously, nonlinear transmission lines have been fabricated using several techniques.
One type of nonlinear transmission is a linear transmission line loaded with varactors, which are
reverse biased diodes [1, 2], or alternatively varactors connected to inductors [3]. Such lines
suffer from relatively complicated fabrication and also require discrete components which will
ultimately limit the line performance. Another type of line utilizes inductors that vary with
magnetic field [4]. Again, such lines exhibit performance limitations and are also relatively large
due to the use of discrete components. Another line which uses ferroelectric capacitors [5] suffer
the same draw back and also requires tens of kilovolts to operate. Lines which are continuous but
use bulk ferroelectric material [6] sharpens pulses but also requires tens of kilovolts to operate.
Relying on discrete components or bulk material causes these lines to be larger than is
compatible with current electronic technology.
Recent advances in material science have put much focus on the development and
exploration thin films. Such films often have interesting properties that can be exploited to create
novel devices. This dissertation presents a ferroelectric thin film based nonlinear transmission
line. Transmission line theory and modeling, material properties and growth, and device
construction and testing each receive a dedicated chapter. The remainder of this introduction
serves to briefly outline each chapter.
Chapter two begins by defining what is meant by nonlinearity and exploring how it has
impacted several other fields. Then, potential applications of nonlinear transmission lines are
discussed. Next, a lumped element model of a transmission line is developed from Maxwell’s
equations. The lumped element model is shown to be described by the Korteweg-de Vries
1

equation. Then an algorithm is developed for simulating the lumped element transmission line
model. Several results of simulation are presented in order to explore the effect of various
parameters on the behavior of the transmission line. The parameters explored include
propagation distance, maximum voltage, loss tangent, and dispersion. Based on the theory
presented in this chapter it is expected that a ferroelectric thin film transmission line should be
capable of sharpening rising edges, creating voltage gain, and potentially producing a soliton.
Chapter three discusses barium titanate (BTO), the ferroelectric material used for the
research presented in this dissertation, starting with the crystal structure and electrical properties.
Next, the growth of BTO is discussed. After several thin film growth methods are discussed the
analytic techniques used to study the grown material are outlined. Finally, the results of growth
by molecular beam epitaxy and sol-gel, both of which were used during the research are
presented.
The fourth chapter covers the development and testing of a ferroelectric thin film
transmission line. It begins by explaining why a lumped element transmission line was fabricated
in lieu of the original plan to fabricate a continuous monolithic transmission line. Next, specific
design concerns including the printed circuit board layout and component selection are
discussed. Once the design has been covered, the actual fabrication details are provided. Finally,
the results of testing the transmission line are presented and compared to simulation results. A
final chapter provides a conclusion for the dissertation.

2

2. Nonlinear Transmission Line Theory

2.1 Introduction
This chapter introduces the theory of nonlinear transmission lines (NLTL). Before
exploring the implications of nonlinear propagation a definition must be established. Next, a
brief overview of three areas of nonlinear propagation: acoustics, hydrodynamics, and optics,
provides a broader perspective than just nonlinear electronics. A few potential application of
electrical NLTLs precedes an in depth discussion of theory. This discussion begins by
developing a finite element circuit model from Maxwell’s equations. Once the model has been
developed, a second order nonlinear differential equation defining the transmission line behavior
is derived. Next, this equation is shown to have a soliton solution by way of the Korteweg-de
Vries equation. The discussion then moves on to the finite element simulation and brief tutorial
on the algorithm and interpretation of results is presented. Finally, the results of several
simulations which explore the behavior of a pulse propagating along lines with various
parameters are presented.
2.1.1 Mathematical Definition of Nonlinearity
A TL is defined as nonlinear if summing two signals after propagation is not equivalent
to summing two signals and propagating the result. Additionally, a TL is nonlinear if scaling the
amplitude of a wave before propagation is not equivalent to scaling a wave after propagation. In
other words, the rate of propagation depends on the amplitude of the signal. This is
mathematically shown in Equation 1 where 𝑎 is a scalar, 𝐹(𝑑) is a time domain waveform, and
the function 𝒯 represents the process of transmission along an NLTL [7].
3

𝒯�𝑎𝐹(𝑑)� ≠ 𝑎𝒯�𝐹(𝑑)�

(1)

2.1.2 Implications of NL
Nonlinearity is often viewed as a negative property in electronics. Operational amplifiers
and filters are examples of devices where linearity is highly desired. There are some devices,
however, where nonlinearity is exploited. Such devices include voltage regulators, digital
electronics, and diodes. Nonlinear elements may introduce distortion into a signal because they
are not closed under addition or scalar multiplication. On the other hand, three potential benefits
from the use of a nonlinear dielectric in a transmission line are shock waves, solitons, and
voltage gain which result are examined in later sections.
2.1.3 Historical Discussion
In addition to electrically nonlinear transmission lines examples of fields that include the
study of nonlinear propagation include acoustics, hydrodynamics, and optics. This section briefly
introduces each area and provides an example or two from each field.
2.1.3.1 Nonlinear Acoustics
The history of nonlinear acoustics started with Euler who was the first to publish a
nonlinear differential equation for the propagation of sound. Later Poisson derived a solution for
this equation without recognizing the importance of the nonlinearity because he perceived that a
pulse of sound would not change in length [8]. It took Stokes to realize that while the duration of
the pulse remained the same, because the rising foot and the falling foot both travel with the
same small signal velocity, different parts of the pulse could still propagate with different
velocities. Stokes went on to describe the deformation of waves based on the nonlinearity based
on Poisson’s work. Reproductions of Stokes’ sketches are shown in Figure 1 [8]. From this
4

Figure 1: Sketches showing the deformation of a waveform caused by nonlinear
propagation [8]
beginning, nonlinear acoustics have found applications in many areas including material
characterization [9], microscopy [10], and biomedical imaging [11].
2.1.3.2 Nonlinear Effects in Water Waves
Waves on a beach behave in a nonlinear manner as they move up the shoal and the
troughs experience more drag than the peaks. This drag causes an increase in amplitude as the
peak consumes the water in front of it. If there is a sufficient change in amplitude the crest will
move over empty space and the wave will crash. Despite the long history of crashing waves, a
modeling of this nonlinear effect first occurred in the 1940s [12] with interest continuing through
at least the first decade of this century [13-15]. If the beach becomes a shallow canal of the
proper dimensions an interesting effect occurs: the soliton. The well-known story of Scott
Russell’s discovery and study of the soliton can be found in many references (as examples see
[16-20]). By extending the canal to the ocean, solitons can be found in the form of tsunamis with
wavelengths of tens or hundreds of kilometers. Since the ocean is only, at its deepest point
10,938 meters [21], relative to a tsunami wavelegth the ocean is a shallow body of water. For
example, the 26 December 2004 Sumatra tsunami had a satellite measured wavelength of 580

5

kilometers [22]. Theoretical efforts have shown that these powerful waves can be modeled by the
Korteweg-de Vries equation which has a hyperbolic secant squared as soliton solution [23].
2.1.3.3 Nonlinear optical pulse propagation
In optics the polarization, 𝑃�(𝑑), of a material resulting from an applied optical field, 𝐸� (𝑑),

can be written as a power series as shown in Equation 2 where χ(1) is the linear susceptibility,

𝜒 (2) is the second order nonlinear susceptibility, 𝜒 (3) is the third order nonlinear susceptibility,
and so on [24].

𝑃� (𝑑) = χ(1) 𝐸� (𝑑) + 𝜒 (2) 𝐸� 2 (𝑑) + 𝜒 (3) 𝐸� 3 (𝑑) + ⋯

(2)

The field of nonlinear optics is rather large and a full treatment of the subject is beyond the
intended scope of this section. Rather, two examples of nonlinear propagation which are closely
related to the rest of the work in this document are presented. The first example is a self-focusing
pulse while the second is a temporal soliton. Light induced lensing, which can occur because the
refractive index in a material depends on the susceptibility, can under the appropriate conditions
trap a beam of light. This happens when a beam propagating through a nonlinear material
induces a higher refractive index at its center than at its margins thus effectively creating its own
waveguide [25, 26]. The second example the evolution of an optical pulse train into a Jacobi
elliptic soliton pulse-train [27]. In this work the dispersion, resulting from different frequency
components propagate at different velocities, was balanced by the nonlinearity, where different
intensities propagate at different velocities, such that the energy in the pulses are rearranged until
they take the stable unchanging analytic form of he Jacobi elliptic function. Much work has been
done to exploit the properties of solitons in communication networks (see [28-30] as examples).

6

2.2 Potential Applications of NLTLs
Potential applications for nonlinear transmission lines include harmonic generation,
solitons, voltage amplification, and tunable delay lines. Each of these areas is briefly discussed in
this section.
2.2.1 Harmonic Generation
As a pulse or waveform deforms as it propagates along a NLTL, the Fourier components
of that electrical signal will change. In many cases this is a negative effect which must be
mitigated because they cause problems in power distribution networks, communication systems,
and measurement devices and much work has been done to reduce the harmonics or their effects
(see as examples [31-35]). In other cases, however, harmonics are used as a way to generate
higher frequency or even THz signals [36], quasi-optical power sources [37], and radio
frequency communication [38].
2.2.2 Solitons for Communication
Current electrical communications, unlike optical communications, are dispersion
limited. The reason is that nonlinear optical fibers capable of propagating solitons exist while no
such practical electronic line exists. If electrical lines with the same feature were developed they
would not only offer the many of the same benefits as the optical fibers but would also be
capable of being incorporated into integrated circuits [39].
2.2.3 Switching Amplifier
A traditional switching power supply uses an inductor with rapid switching to achieve
voltage gain [40]. Since ferroelectric NLTLs have the potential for voltage gain [41] it might be
possible to replace the inductor in the power supply with an NLTL. This might reduce the size,

7

increase the efficiency, and improve the reliability of switching power supplies because they
could be made monolithically.

2.3 Theory
This section provides the theoretical background for the rest of the document by
establishing some important proofs and presenting simulation results. It will begin with the
geometry of the device and Maxwell’s equations before developing a circuit model. Next, the
differential equation that describes the behavior of the circuit model is derived. Finally,
Korteweg – de Vries equation is also shown to describe the transmission line behavior under
specific circumstances.
2.3.1 NLTL Principles
The following derivations refer to Figure 2 where the metal is yellow and the dielectric is
blue. The metal in Figure 2 is presumed to be so highly conductive that any thickness will have
negligible losses. The insets show how a pulse might look as a function of time at the beginning,

Figure 2: Diagram of NLTL
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the middle, and the end of the line.
2.3.1.1 Maxwell’s Equations to Circuits
Here a basic lossless model based on inductors and capacitors is developed starting from
Maxwell’s equations. Simulations based on this model, with losses included, are presented
below.
�

(3)

�
𝜕𝐷

(4)

𝜕𝐵
∇ × 𝐸� (𝑟⃑, 𝑑) = − 𝜕𝑡

� (𝑟⃑, 𝑑) = 𝐽𝑓 +
∇×𝐻

𝜕𝑡

Since there is no free current, with a little substitution the above equations become
𝜕
� (𝑟⃑, 𝑑)
∇ × 𝐸� (𝑟⃑, 𝑑) = − 𝜕𝑡 𝜇𝐻
𝜕

� (𝑟⃑, 𝑑) = 𝜖(𝐸� )𝐸� (𝑟⃑, 𝑑).
∇×𝐻
𝜕𝑡

(5)
(6)

Next, the curls are reduced to partial derivatives by using the fact that magnetic field and electric
� = 𝑔(𝑧, 𝑑)𝑥� and 𝐸� = 𝑓(𝑧, 𝑑)𝑦� then
field are in the 𝑥 and 𝑦 directions. If 𝐻
𝜕𝑓(𝑧,𝑡)
𝜕𝑧

𝑥� = −

𝜕𝑔(𝑧,𝑡)
𝜕𝑧

𝜕

𝜕𝑡

𝜇𝑔(𝑧, 𝑑)𝑥�

𝜕

𝑦� = 𝜕𝑡 𝜖𝑓(𝑧, 𝑑)𝑦�.

(7)
(8)

Voltage is introduced by integrating the electric field while current is introduced by integrating
the magnetic field, which is Ampere’s law in integral form where the closed loop is around a 𝑧
cut of the top conductor. Using the dimensions from Figure 2
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𝑑
𝑉(𝑧, 𝑑) = ∫0 𝐸� (𝑟⃑, 𝑑) 𝑑𝑦 = 𝑑𝑓(𝑧, 𝑑)

(9)

� (𝑟̂ , 𝑑) ⋅ 𝑑𝑙 ̅ = −𝑤𝑔(𝑧, 𝑑).
𝐼(𝑧, 𝑑) = ∬𝑆 𝐽𝑓̅ ⋅ 𝑑𝑆̅ = ∮𝐶 𝐻

(10)

Therefore, Equations 7 and 8 become

𝜕𝑉(𝑧,𝑡)
𝜕𝑧

𝜕𝐼(𝑧,𝑡)
𝜕𝑧

𝜕 𝜇𝑑

𝑥� = − 𝜕𝑡

𝜕 𝜖𝑤

𝑦� = 𝜕𝑡

𝑑

𝐼(𝑧, 𝑑)𝑥�

(11)

𝑉(𝑧, 𝑑)𝑦�.

(12)

𝑤

If fringing is neglected the inductance and capacitance per unit length are given by 𝐿 =
𝐶=

𝜖𝑤
𝑑

respectively. So,

𝜕𝑉(𝑧,𝑡)

= − 𝜕𝑡 𝐿𝐼(𝑧, 𝑑)

𝜕𝐼(𝑧,𝑡)

= 𝜕𝑡 𝐶𝑉(𝑧, 𝑑).

𝜕𝑧

𝜕𝑧

𝜇𝑑
𝑤

𝜕

𝜕

and

(13)
(14)

Thus, the transmission line can be modeled by a distributed inductance and capacitance with a
voltage across the dielectric and a current along the line. When the distributed circuit elements
are cut up into finite elements the circuit model in Figure 3 is achieved. Two elements not
previously discussed have been included in the model to account for losses. The first, labeled 𝑅,
represents the resistance of the traces while the second, labeled 𝐺, results from the leakage
current through the dielectric [42].
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Figure 3: Circuit Model
2.3.1.2 Equations Derived From Circuit Theory
This section derives a second order differential equation from the circuit model derived
above. These equations are numerically integrated to get the results shown in the simulation
section. The derivation begins with identifying the currents through the voltage dependent
capacitor, 𝐶𝑛 (𝑉𝑛 ), and shunt conductance, 𝐿, at node 𝑛.

𝐼𝐶 𝑛 = 𝐶𝑛 (𝑉𝑛 )𝑉𝑛̇
𝐼𝐺𝑛 = 𝑉𝑛 𝐺𝑛

(15)
(16)

The current through the 𝑛𝑡ℎ capacitor plus the current through the 𝑛𝑡ℎ shunt conductance is the
difference between the current flowing in the 𝑛𝑡ℎ inductor and the 𝑛𝑡ℎ + 1 inductor.
𝐼𝑛 − 𝐼𝑛+1 = 𝐶𝑛 (𝑉𝑛 )𝑉𝑛̇ + 𝑉𝑛 𝐺

(17)

The first derivative of equation 17 with respect to time, which will be needed later, is arrived at
through application of the chain rule.
𝑑
̇
𝐼𝑛̇ − 𝐼𝑛+1
= �𝑑𝑉 𝐶𝑛 (𝑉𝑛 )� 𝑉𝑛̇ 2 + 𝐶𝑛 (𝑉𝑛 )𝑉𝑛̈ + 𝑉𝑛̇ 𝐺
𝑛

(18)

Next, the voltage drop across the inductor and series resistor for both the node 𝑛 and the node

𝑛 + 1 yield the following.
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𝑉𝑛−1 − 𝑉𝑛 − 𝐿𝐼𝑛̇ − 𝑅𝐼𝑛 = 0

(19)

̇
𝑉𝑛 − 𝑉𝑛+1 − 𝐿𝐼𝑛+1
− 𝑅𝐼𝑛+1 = 0

(20)

̇ � + 𝑅[𝐼𝑛 − 𝐼𝑛+1 ] − 𝑉𝑛+1 .
𝑉𝑛−1 = 2𝑉𝑛 + 𝐿�𝐼𝑛̇ − 𝐼𝑛+1

(21)

Equations 19 and 20 are combined to result in

Substituting equations 17 and 18 into 21 reduces the number of variables by representing the
currents in terms of voltages.
𝑑
𝑉𝑛−1 = 2𝑉𝑛 + 𝐿 �𝑑𝑉 �𝐶𝑛 (𝑉𝑛 )�𝑉𝑛̇ 2 + 𝐶𝑛 (𝑉𝑛 )𝑉𝑛̈ + 𝑉𝑛̇ 𝐺� + 𝑅�𝐶𝑛 (𝑉𝑛 )𝑉𝑛̇ + 𝑉𝑛 𝐺� − 𝑉𝑛+1 (22)
𝑛

Finally, algebra yields the second order differential equation which is numerically integrated in
the simulation section below.
1
𝑅𝐺𝑉
𝑉𝑛̈ = 𝐿𝐶 (𝑉 ) (𝑉𝑛+1 − 2𝑉𝑛 + 𝑉𝑛−1 ) − 𝐿𝐶 (𝑉𝑛 ) − 𝐶
𝑛

𝑛

𝑛

1

𝑑

𝑛 (𝑉𝑛 ) 𝑑𝑉𝑛

𝑛

̇

𝑅
𝑉 𝐺
�𝐶𝑛 (𝑉𝑛 )�𝑉𝑛̇ 2 − 𝐿 𝑉𝑛̇ − 𝐶 𝑛(𝑉 ) (23)
𝑛

𝑛

In equation 23 the first term is the nonlinear term, the second term is standard linear term for
transmission lines, and the last two terms represent the losses. This result is in good agreement
with work done on discrete NLTLs [43-45] when resistances are set to zero or infinity where
appropriate.
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2.3.1.3 Circuit Theory to Korteweg–de Vries
Here, the Korteweg-de Vries (KdV) equation, first used to model water waves in a canal
[46], is derived from the nonlinear circuit model which was established above. This derivation,
based on the one by Dauxois and Peyrard [18], enables the leveraging of the large body of work
developed for the KdV equation (see as examples [18, 47-50]). The overall process of this
derivation is shown as a block diagram in Figure XYZ. For this derivation a lossless line, which
is achieved by setting 𝑅 = 0Ω (short circuit) and 𝐺 = 0S (open circuit), will be assumed. Also
the dependence of 𝐶𝑛 on voltage will be assumed to have the form

𝐶𝑛 (𝑉𝑛 ) = 𝐶0 − 𝑎1 𝑉𝑛 − 𝑎2 𝑉𝑛2 − 𝑎3 𝑉𝑛3 − ⋯

(24)

where |𝑎1 𝑉𝑛 | ≫ |𝑎2 𝑉𝑛2 | ≫ |𝑎2 𝑉𝑛3 | ≫ ⋯. The charge on the capacitor is obtained by integrating
with respect to voltage yielding

𝑉

𝑄𝑛 = ∫0 𝑛 𝐶𝑛 (𝑉)𝑑𝑉 = 𝐶(0) �𝑉𝑛 −

𝑎1
2

𝑉𝑛2 �.

(25)

Since one unknown constant is as good as another 𝑎 will be used in place of 𝑎1 /2. Substitution
of 𝑄̇ = 𝐼 and 𝑄̇𝑛 = 𝐼𝑛 − 𝐼𝑛+1 into equation 21 results in

1
𝑄̈𝑛 = 𝐶(0)�𝑉𝑛̈ − 𝑎𝑉𝑛̈ 2 � = [𝑉𝑛+1 − 2𝑉𝑛 + 𝑉𝑛−1 ].
𝐿

Restrict Form
of
Capacitance

Find
Dispersion
Relation

Switch to
Moving
Frame

Simplify to
KdV Equation

Figure 4: Block Diagram of KdV Derivation
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(26)

Show
Solution of
KdV Equation

Note that the linear version of equation 26 has plane wave solutions with the dispersion
relation
𝜔=±

2

𝑞

sin 2,

√𝐿𝐶

(27)

where 𝜔 is the angular frequency and 𝑞 is the wave number. Next the voltages of the continuous
transmission line 𝑉(𝑧 = 𝑛 ± 1) = 𝑉𝑛±1 are expressed as the Taylor series centered around 𝑛.
𝜕

1 𝜕2

1 𝜕3

1 𝜕4

𝑉𝑛±1 = 𝑉𝑛 ± 𝜕𝑧 𝑉𝑛 + 2 𝜕𝑧 2 𝑉𝑛 ± 6 𝜕𝑧 3 𝑉𝑛 + 24 𝜕𝑧 4 𝑉𝑛 ± ⋯

(28)

Equation 26, with the substitution of the Taylor series to 4th order, now becomes
2

4

1
𝜕
1 𝜕
𝑉𝑛̈ − 𝑎𝑉𝑛̈ 2 = 𝐿𝐶(0) �𝜕𝑧 2 𝑉𝑛 + 12 𝜕𝑧 4 𝑉𝑛 �.

(29)

The Taylor series was truncated at 4th order because at this order the dispersion relation
𝑞3
𝜔=
(𝑞 − )
24
√𝐿𝐶
1

(30)

is equivalent to equation 27 for long wavelengths. In other words, as long as our 𝑥 dimension has
sufficient resolution equation 29 is a good model for the transmission line. Next, a substitution is
made to introduce a small parameter 𝜀 such that 𝑉𝑛 = 𝜀𝑈. Although this introduces some

complexity now, it will provide later provide a parameter that will be used to balance the
nonlinearity with the dispersion. Thus, equation 29, with some rearrangement, becomes
𝜕2

𝜕2

𝜀

𝜀

𝜕4

0 = 𝜕𝑡 2 (𝜀𝑈 − 𝑎𝜀 2 𝑈 2 ) − 𝐿𝐶(0) 𝜕𝑧 2 𝑈 − 12𝐿𝐶(0) 𝜕𝑧 4 𝑈 .

(31)

Now, an effort must be made to simplify this equation. This simplification will be
achieved by changing the previously static frame of reference into a frame moving at the velocity
14

of propagation. First, however, 𝜔 from the dispersion relation is substituted into the argument of
the plane wave solution resulting in

𝜔𝑑 − 𝑞𝑥 =

1

�𝐿𝐶(0)

𝑞3

�𝑞 − 24� 𝑑 − 𝑞𝑥.

(32)

Next, a new relationship 𝑞 ≡ 𝐾𝜀 𝛼 is defined where 𝛼 will be used later to balance the
nonlinearity and the dispersion. Equation 32 then turns into
1

𝜔𝑑 − 𝑞𝑥 = 𝐾𝜀 𝛼 �𝐿𝐶(0) 𝑑 − 𝑥� −

𝐾3 𝜀 3𝛼 𝑡
24

.

(33)

In order to massage the right hand side into a form similar to the left hand side three new
variables 𝜉, 𝜏, and Ω are defined. The moving reference from is introduced through 𝜉 while 𝜏 and
Ω will simply clean up the form of the equation.

𝜉 = 𝜀 𝛼 �𝑥 −

𝑡

�𝐿𝐶(0)

�

𝜏 = 𝜀 3𝛼 𝑑

Plugging these into equation 33 results in

𝐾3
Ω=
24

𝜔𝑑 − 𝑞𝑥 = Ω𝜏 − 𝐾𝜉.

(34)
(35)
(36)

(37)

To write equation 31 in terms of the new variables 𝑈, which is a function of 𝑥 and 𝑑 is set equal
to 𝑊 which is a function of 𝜉 and 𝜏; appropriate derivatives are found using the chain rule; and

substitutions are made. The initial definition of 𝑊 and the derivatives are shown in equations 38
through 44.
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𝑈(𝑥, 𝑑) ≡ 𝑊(𝜉, 𝜏) = 𝑊 �𝜀 𝛼 �𝑥 −
𝜕𝑈
𝜕𝑥

𝜕2 𝑈
𝜕𝑥 2

𝜕3 𝑈
𝑑𝑥 3

𝜕4 𝑈
𝜕𝑥 4

𝜕𝑈
𝜕𝑡

𝜕2 𝑈
𝜕𝑡 2

=

𝜕2 𝑊

=−
1

𝜕𝜉 2 𝐿𝐶(0)

=

𝜕𝑊 𝛼
𝜀
𝜕𝜉

=

𝜕2 𝑊 2𝛼
𝜀
𝜕𝜉 2

=

𝜕3 𝑊 3𝛼
𝜀
𝜕𝜉 3

=

𝜕4 𝑊 4𝛼
𝜀
𝜕𝜉 4

𝜕𝑊

1

𝜕𝜉 �𝐿𝐶(0)

𝜕2 𝑊

� , 𝜀 3𝛼𝑡 �

(38)

(39)

𝜀𝛼 +

𝜀 2𝛼 − 𝜕𝜉𝜕𝜏

𝑡

�𝐿𝐶(0)

2

(40)

(41)

(42)
𝜕𝑊 3𝛼
𝜀
𝜕𝜏

�𝐿𝐶(0)

(43)

𝜀 4𝛼 +

𝜕2 𝑊 6𝛼
𝜀
𝜕𝜏2

(44)

When these derivatives are substituted in equation 31, with some algebra equation 45 is
achieved.
𝜀 2𝛼

𝜕2

0 = �𝐿𝐶(0) 𝜕𝜉2 −

2𝜀 4𝛼

�𝐿𝐶(0)

𝜕2

𝜕2

𝜀 2𝛼 𝜕2 𝑊

+ 𝜀 6𝛼 𝜕𝜏2 � (𝑊 − 𝜀𝑎𝑊 2 ) − 𝐿𝐶(0)
𝜕𝜉𝜕𝜏

Now, recalling that 𝑈 ≡ 𝑊 we arrive at equation 46.
𝜀 2𝛼

𝜕2

0 = �𝐿𝐶(0) 𝜕𝜉2 −

2𝜀 4𝛼

�𝐿𝐶(0)

𝜕2

𝜕2

𝜕𝜉 2

𝜀 4𝛼

− 12𝐿𝐶(0)

𝜀 2𝛼 𝜕2 𝑈

𝜀 4𝛼

𝜕4 𝑊
𝜕𝜉 4

𝜕4 𝑈

+ 𝜀 6𝛼 𝜕𝜏2 � (𝑈 − 𝜀𝑎𝑈 2 ) − 𝐿𝐶(0) 𝜕𝜉2 − 12𝐿𝐶(0) 𝜕𝜉4
𝜕𝜉𝜕𝜏

(45)

(46)

At this point, the first term is expanded and the equation is rearranged in terms of the powers of
𝛼.
0=−

𝑎𝜀 2𝛼+1 𝜕2 𝑈 2
𝐿𝐶(0)

𝜕𝜉 2

− 𝜀 4𝛼 �

2

�𝐿𝐶(0)

𝜕2 𝑈

1

𝜕4 𝑈

− 12𝐿𝐶(0) 𝜕𝜉4 � −
𝜕𝜉𝜕𝜏
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2𝑎𝜀 4𝛼+1 𝜕2 𝑈 2
�𝐿𝐶(0)

𝜕2 𝑈

+ 𝜀 6𝛼 𝜕𝜏2 +
𝜕𝜉𝜕𝜏

(47)

𝑎𝜀 6𝛼+1

𝜕2 𝑈 2
𝜕𝜏2

Since 𝜀 was defined to be small we will disregard the higher order terms.
0=−

𝑎𝜀 2𝛼+1 𝜕2 𝑈 2

− 𝜀 4𝛼 �

𝐿𝐶(0) 𝜕𝜉 2

2

�𝐿𝐶(0)

𝜕2 𝑈

𝜕4 𝑈

1

− 12𝐿𝐶(0) 𝜕𝜉4 �
𝜕𝜉𝜕𝜏

(48)

1

If 𝛼 in equation 48 is set to 2, in order to balance the dispersion an the nonlinear terms then
𝑎

0 = 𝜀 2 �𝐿𝐶(0)

𝜕2 𝑈 2

+

𝜕𝜉 2

2

�𝐿𝐶(0)

𝜕2 𝑈

1

𝜕4 𝑈

1

𝜕4 𝑈

+ 12𝐿𝐶(0) 𝜕𝜉4 �.
𝜕𝜉𝜕𝜏

(49)

With some rearrangement this simplifies to
0=
Since

𝜀2

�𝐿𝐶(0)

𝜀2

�𝐿𝐶(0)

𝜕2 𝑈

𝑎

�𝜕𝜉𝜕𝜏 +

2�𝐿𝐶(0)

𝜕2 𝑈 2
𝜕𝜉 2

+

12�𝐿𝐶(0) 𝜕𝜉 4

�.

(50)

is nonzero, the term in parenthesis must be zero so we arrive at
𝜕2 𝑈

0 = 𝜕𝜉𝜕𝜏 +

𝑎

2�𝐿𝐶(0)

Next, integrating with respect to 𝜉 results in
0=

𝜕𝑈
𝜕𝜏

+

𝑎𝑈

𝜕2 𝑈 2
𝜕𝜉 2

𝜕𝑈

�𝐿𝐶(0) 𝜕𝜉

+

+

1

𝜕4 𝑈

12�𝐿𝐶(0) 𝜕𝜉 4

𝜕3 𝑈

1

.

(51)

.

(52)

𝜕3 𝑈

(53)

24�𝐿𝐶(0) 𝜕𝜉 3

Which, with a little algebra, becomes
𝜕𝑈

𝜕𝑈

0 = 24�𝐿𝐶(0) 𝜕𝜏 + 24𝑎𝑈 𝜕𝜉 + 𝜕𝜉3 .
Another change of variable, where 𝜏 = 24�𝐿𝐶(0)𝑇 and 𝜕𝜏 = 24�𝐿𝐶(0)𝜕𝑇, gives
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0=

𝜕𝑈

𝜕3 𝑈

𝜕𝑈

(54)

+ 24𝑎𝑈 𝜕𝜉 + 𝜕𝜉3 .
𝜕𝑇

Finally, if 𝜙 ≡ 4𝑎𝑈, reduces to the KdV equation:
0=

𝜕𝜙

𝜕3 𝜙

𝜕𝜙

(55)

+ 6𝜙 𝜕𝜉 + 𝜕𝜉3 .
𝜕𝑇

Equation 55 can be linearized by removing the middle term. This linearized equation has a
solution

𝜙 = 𝐴𝑒

𝑖(𝑞𝜉−𝜔𝜏)

= 𝐴𝑒

1

𝑖𝑞𝜀 2 �𝑥−

𝑡

�𝐿𝐶(0)

3

�−𝜔𝜀 2 𝑡

(56)

where the dispersion relation is 𝜔 = 𝑞 3 . In order to form a soliton, this dispersion must be

balanced by the nonlinearity. When considering only the first two terms, plane waves are not a
solution. The solution shown in equation 56 would have the dispersion relation
𝜔=

𝑞 2 𝑐0 −6𝐴𝑞𝑐0 𝑡
�

1
36𝐴2 𝑞 3

�𝐿𝐶(0)

� 𝑡

(57)

which depends not only on the wave vector but also on the amplitude, as expected, and on time.
Because plane waves are not a solution to the KdV equation with the linear portion removed, a
different direction will be taken. This approach is used by both Taniuti and Nishihara [51] and
Dauxois and Peyrard [18]. Begin by considering the simpler linear equation which depends on a
parameter 𝑣 shown below.
0=

𝜕𝜙

𝜕𝜙

+ 𝑣 𝜕𝜉
𝜕𝑇

(58)

This equation has a solution 𝜙 = 𝐴𝑒 𝑖(𝑞𝜉−𝑣𝜔𝑇) where there is no dispersion. In other words, a

solution to equation 58 is a plane wave moving, with phase velocity 𝑣 in the 𝜉 direction. The
18

important result is that the coefficient 𝑣 controls the phase velocity so that if 𝑣 becomes a

function of 𝜙 then the phase velocity also becomes a function of 𝜙. Thus, the effect of the

middle term in 55 is to propagate frequencies with higher amplitudes faster. One solution that
balances this nonlinear propagation with the dispersion is that of a hyperbolic secant squared,
which is shown in equation 59.

𝐴
𝜙 = 𝐴 sech2 �� (𝜉 − 2𝐴𝜏)�
2

(59)

To show that this is indeed a solution to the KdV equation the appropriate derivatives with
respect to 𝜉 and 𝜏 are needed. These derivatives are shown in equations 60 through 62 where
𝐴

𝑅 = �2 (𝜉 − 2𝐴𝜏).

𝜕𝜙
𝜕𝜉

𝜕3 𝜙
𝜕𝜉 3

3

= −√2𝐴2 sech2 (𝑅) tanh(𝑅)

3

(60)

3

= 𝐴[4√2𝐴2 sech4 (𝑅) tanh(𝑅) − 2√2𝐴2 sech2 (𝑅) tanh3 (𝑅)]
𝜕𝜙
𝜕𝜏

5

(61)

(62)

= 2√2𝐴2 sech2 (𝑅) tanh(𝑅)

Substituting these in KdV equation results in
5

3

0 = 2√2𝐴2 sech2 (𝑅) tanh(𝑅) + 6𝐴 sech2 (𝑅)[−√2𝐴2 sech2 (𝑅) tanh(𝑅)] +
3
2

4 (𝑅)

𝐴[4√2𝐴 sech

Performing the multiplications yield

3
2

2 (𝑅)

tanh(𝑅) − 2√2𝐴 sech
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3 (𝑅)].

tanh

(63)

5

5

0 = 2√2𝐴2 sech2 (𝑅) tanh(𝑅) − 6√2𝐴3 sech4 (𝑅) tanh(𝑅) +
5
2

5
2

(64)

4√2𝐴 sech4 (𝑅) tanh(𝑅) − 2√2𝐴 sech2 (𝑅) tanh3 (𝑅).

Next, the identity tanh2 𝑥 = 1 − sech2 𝑥 is applied.
5

5

0 = 2√2𝐴2 sech2 (𝑅) tanh(𝑅) − 6√2𝐴3 sech4 (𝑅) tanh(𝑅) +
5

5

4√2𝐴2 sech4 (𝑅) tanh(𝑅) + 2√2𝐴2 sech4 (𝑅) tanh(𝑅) −

(65)

5

2√2 𝐴2 sech2 (𝑅) tanh(𝑅)

Now, the first and last term cancel as do the three middle terms. Therefore, equation 59 has been
shown to be a solution to equation 55. This result is in some ways unfortunate because it shows
that the soliton solution depends on the 𝐿 and 𝐶, which are contained in 𝜉, of the finite element

in the model rather than only on global line parameters. The result is that the smaller the finite

element the sharper the soliton. Therefore, this model is not a valid for a continuous line in the
soliton or near soliton regime unless an additional frequency dependent loss mechanism is
included. Such a loss mechanism will be presented in future sections once simulations based on
the basic model are presented and the consequences of varying different parameters are
discussed.
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2.3.2 Finite Element Simulation of NLTLs
This section presents simulation results based on the model in Figure 3 which
corresponds to Equation 23. A high level flowchart for the simulation is given in Figure 5 while
the C++ code for this simulation is provided in Appendix G. The parameters used in these
simulations were chosen so that the behavior of the line as a function of various parameters could
be established. As a result, these simulations do not correspond to a specific geometry and
material system.

Figure 5: Simulation Flow Chart
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Transmission Line Simulation Results for

Voltage

160 Nodes

Time (seconds)
Figure 6: Example Nonlinear Transmission Line Simulation
Interpretation of the simulation output is done in the same way oscilloscope data would
be interpreted. In Figure 6 each curve represents the voltage, as a function of time, calculated at a
specific location. The bottom curve is the input and the rest are taken at evenly spaced intervals
along the line. The dotted vertical line indicates the time the pulse reaches the end of the
transmission line. Note the reflection pulse in the top most traces. This reflection is the result of
the impedance mismatch at the end of transmission line terminated with an open circuit.
Because these simulations were performed to explore variations in line parameters
multiple simulations must be compared. This was done by plotting the feature of interest as a
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function of simulation parameter. Features of interest included rise time, pulse width, peak
height, pulse energy, and propagation velocity. Simulation parameters were the number of nodes,
the time step, the zero field dielectric constant, the capacitance, the nonlinearity, the series
resistance, the parallel resistance, the line length, the maximum voltage, the DC offset, the pulse
shape, the pulse width, the maximum frequency domain loss, the number of times the frequency
domain filter is applied, and a dispersion factor. The number of nodes were the number of finite
elements in the simulation. The time step was the Δ𝑑 between calculations. In general a

simulation with a larger number of nodes and a smaller time step was better. The zero field
dielectric constant was a material parameter which was used in the calculation of the inductance.
The capacitance was given per meter as if the dielectric as a vacuum. In other words the
capacitance parameter was only a function of line geometry. The actual capacitance was
calculated in the simulation using this parameter, the zero field dielectric constant, and the
nonlinearity. The nonlinearity was the equation or look up table used to calculate the voltage
dependent capacitance at each node. The series resistance, or metal losses, depended on the
device geometry and materials. The parallel resistance represented the losses due to leakage
current. It was desired that the series resistance be low and the parallel resistance be high. The
line length was given in meters and was the physical distance from one end of the line to the
other. The maximum voltage, the DC offset, the pulse shape, and the pulse width were
parameters that control the type and size of the excitation. The pulse shape options were half
sine, rising edge sigmoid, random square pulses, many sine periods, and Gaussian. The next two
parameters, the maximum frequency domain loss and the number of times the frequency domain
filter was applied, were related to the loss tangent of the material. These two parameters will be
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discussed in more detail later. The higher the last parameter, the dispersion factor, the more
dispersion was included in the simulation.
As an example of the procedure consider the process of selecting the time step for a
specific simulation. First, all parameters except for the time step were fixed. These parameters
were shown in Table 1. Next, the simulation was run with various values for the time step.
Finally, the results of the simulation were compared. In this case, if the maximum absolute
difference (MAD) between a simulation with a given time step and a simulation with half that
given time step was below some threshold the time step is presumed to be sufficient.
Table 1: Parameters of Simulation for dt Discussion
Parameter
Number of Nodes
Time Step
Zero Field Dielectric Constant
Capacitance per Meter
Nonlinearity

Value
1000
Varied from 1 × 10−15 to 215 × 10−15
seconds
1000
2 × 10−10 Farads
𝐶(0)
if 𝑉 < 0
0.44019√2𝜋𝑒 1.1651

𝑉2
−
+1.1651
0.44019√2𝜋𝑒 0.440192

𝐶(0)

if

𝑉≥0
Series Resistance per Meter
0 Ohms
Parallel Resistance per Meter
1 × 10200 Ohms
Line Length
1 × 10−1 meters
Maximum Voltage
1 × 10−1 Volt
DC Offset
0 Volts
Pulse Shape
Gaussian
Pulse Width
1 × 10−8 seconds
Frequency Domain Filter Maximum Loss
10
Number of Applications of Frequency Domain 0
Filter
Dispersion Factor
0
Figure 7 shows a simulation with a time step of 4.1 × 10−12 seconds, top panel solid

lines, and a simulation with a time step of 2.0 × 10−12 seconds, top panel dashed line, along
with the absolute difference between the two curves, bottom panel. The dotted vertical lines
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indicate the times the pulse reaches the end of the line. The dashed vertical lines indicate the
times the reflected pulse reaches the beginning of the line again. Both sets of vertical lines are
referenced to the simulation with the 2.0 × 10−12 second time step. The MAD of 0.1175 V
occurs in the top curves at approximately 1.5 × 10−8 seconds.

Figure 8 presents simulations with time steps of 2.0 × 10−12 seconds and 1.0 × 10−12

seconds in the same way. In this case, the MAD is 0.0641 V. Figure 9 shows the MAD for the
set of simulations with the parameters defined in Table 1. Two points obviously did not fit the

pattern of the rest. This resulted from simulations with large time steps being so bad they were
nearly flat lines. If those two data points were eliminated, the rest fit a curve, 𝑀𝐴𝐷 = 2 ×

1010 𝑑𝑑 0.9741 , with an 𝑅 2 = 0.9997. Such a fit allowed for an extension to arbitrary precision.

Well informed decisions about the time step necessary could now be made once the simulation
precision was chosen.
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Voltage (V)

Absolute Difference (V)

Figure 7: Simulations with 𝑑𝑑 = 4.1 × 10−12 seconds (top solid) and 𝑑𝑑 = 2.0 × 10−12 seconds (top
dashed) along with the absolute difference (bottom) between the two simulations

Time (s)

Time (s)
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Voltage (V)

Absolute Difference (V)

Figure 8: Simulations with 𝑑𝑑 = 2.0 × 10−12 seconds (top solid) and 𝑑𝑑 = 1.0 × 10−12 seconds (top
dashed) along with the absolute difference (bottom) between the two simulations

Time (s)

Time (s)

Maximum Absolute Difference (V)

Time Step (s)
Figure 9: MAD versus 𝑑𝑑
Note that if instead of looking at the difference at a single point this discussion could
have equally considered the root mean square difference. Such an analysis, which looks at the
integrated difference, shows a similar trend. MAD was chosen over RMSD since two
simulations might have a low RMSD because they match for most of the results yet still differ at
some point of interest, such as the peak or the rising edge.
Just as the number of time steps affect the quality of a simulation, so do the number of
nodes. When there are insufficient nodes a simulation may try to develop frequencies beyond
what the finite element is capable of supporting which results in ringing or other artifacts. This is
evident from the magnitude component of the Bode plot, shown in Figure 10, of an unloaded
finite element, given the parameters in Table 1 when there are 100, 200, and 300 nodes. Note
that through about 1010 Hz each of the curves was approximately 0dB meaning the element has
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Magnitude (dB)

Bode Plot

Frequency (Hz)
Figure 10: Bode Plot for Simulation with 100, 200, and 300 Nodes
unity gain. As the frequencies approached the resonant frequency of the finite element the circuit
began to ring. This resonance occurred at 4.77 × 1010 Hz for 100 nodes, 9.55 × 1010 Hz for 200
nodes, and 1.43 × 1011 Hz for 300 nodes. At frequencies higher than resonant frequency, the

circuit attenuated the signal. To ensure that the limited frequency response of the finite element
had negligible effect on the simulation results the same process that was used for establishing an
appropriate time step was undertaken for the number of nodes in a simulation. For the parameters
in this simulation, with the time step fixed at 1.6 × 10−14 seconds, the MAD between 1000

nodes and 2000 nodes was 1.2 × 10−3 V. Therefore, the total error was quantified for these

parameters to be no greater than 1.8 × 10−3 V, which was the sum of the MADs. The

simulations in Sections 2.3.2.1 and 2.3.2.2, which explore the effects of various parameters, have
undergone this process in order to quantify the error and ensure the sum of the MADs between a
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given simulation and one with twice the resolution time and one with twice the resolution in
space is less than five percent of the peak input voltage unless otherwise specified.
2.3.2.1 Effect of Propagation Distance
Pulses propagating along a nonlinear transmission line change in shape as a function of
distance. This change in shape is a result of redistribution of energy due to the nonlinear
dielectric material. This section serves to provide some background information concerning
generally expected behavior of a pulse as it propagates along a nonlinear transmission line.
Before examining a specific simulation, a general discussion will provide a background and
explore the expected behavior.
Since the nonlinear elements in the transmission line are modeled with nonlinear
capacitors this analysis will start from that point. The time constant of a resistive, inductive, and
capacitive circuit decreases if the capacitance is decreased. In other words, the smaller the
capacitor the faster it charges or discharges. Therefore, a pulse will travel slower along a
transmission line with a higher capacitance and more quickly along a transmission line with a
lower capacitance. More specifically, the phase velocity of a transmission line is [42]
𝑣𝑝 =

1

𝑅

𝐺

.

√𝐿𝐶 �1−𝑗�𝜔𝐿+𝜔𝐶�

If the losses are negligible then 𝑣𝑝 =

1

√𝐿𝐶

(66)

. In this case, the inductance is a result of the

transmission line geometry and is therefore constant. Finally, since the capacitance of the
dielectric changes with voltage, the phase velocity becomes
𝑣𝑝 =

1

�𝐿𝐶(𝑉)
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.

(67)

The change in capacitance as a function of voltage for the simulation defined by Table 2
and the resulting change in phase velocity are shown in Figure 11. The rise time, fall time,
energy, and root mean square difference for a Gaussian fit for a pulse passing 1cm increments
are shown in Figure 12. The rise time is defined as the Δ𝑑 between the time a pulse passes ten

percent of its maximum potential and the time it passes ninety percent of its maximum potential.
The fall time of a pulse is defined as the Δ𝑑 it takes for the pulse to go from 90% of its maximum

Phase Velocity (m/s)

Capacitance per meter (nF)

to 10% of its maximum.

Voltage (V)
Figure 11: Capacitance and Phase Velocity for Transmission Line Defined by Table 2

31

Energy (J)
RMSD (V)
Rise/Fall Time
(seconds)
Figure 12: Energy, Root Mean Square Difference Versus Gaussian Fit, and Rise and Fall Time
of Pulse Passing 1cm increments
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Table 2: Parameters of Simulation for Propagation Distance Discussion
Parameter
Number of Nodes
Time Step
Zero Field Dielectric Constant
Capacitance per Meter
Nonlinearity

Series Resistance per Meter
Parallel Resistance per Meter
Line Length
Maximum Voltage
DC Offset
Pulse Shape
Pulse Width
Frequency Domain Filter Maximum Loss
Number of Applications of Frequency Domain
Filter
Dispersion Factor
2.3.2.2 Effect of Peak Voltage

Value
24000
4 × 10−15 seconds
1000
2 × 10−10 Farads
𝐶(0)

0.44019√2𝜋𝑒 1.1651

𝑉2
−
+1.1651
0.44019√2𝜋𝑒 0.440192

𝑉≥0
0 Ohms
1 × 10200 Ohms
1 × 10−1 meters
4 × 10−1 Volt
0 Volts
Gaussian
5 × 10−9 seconds
10
0

𝐶(0)

if 𝑉 < 0

if

0

Because the effects of a nonlinear transmission line are voltage dependent it was
important to examine what happens as the peak voltage in the pulse was increased. Propagation
velocity, maximum voltage, and rise time are all affected by a change in the maximum voltage of
the input pulse. The parameters for the voltage dependent simulations in this section are shown
in Table 3.
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Table 3: Parameters of Simulation for Peak Voltage Discussion
Parameter
Number of Nodes
Time Step
Zero Field Dielectric Constant
Capacitance per Meter
Nonlinearity

Series Resistance per Meter
Parallel Resistance per Meter
Line Length
Maximum Voltage
DC Offset
Pulse Shape
Pulse Width
Frequency Domain Filter Maximum Loss
Number of Applications of Frequency Domain
Filter
Dispersion Factor
2.3.2.2.1 Propagation Velocity

Value
24000
4 × 10−15 seconds
1000
2 × 10−10 Farads
𝐶(0)

0.44019√2𝜋𝑒 1.1651

𝑉2
−
+1.1651
0.44019√2𝜋𝑒 0.440192

𝐶(0)

if 𝑉 < 0

if

𝑉≥0
0 Ohms
1 × 10200 Ohms
1 × 10−1 meters
1 × 10−2 to 4.1 × 10−1 Volts
0 Volts
Gaussian
5 × 10−9 seconds
10
0
0

Since higher voltages induce a lower capacitance, it was expected that the peak of a pulse
with a larger maximum potential would travel along the line faster than the peak of a pulse with a
smaller maximum potential. Figure 13 shows the time when the peak of a pulse with a given
maximum input voltage passed the 5 cm mark in the simulation as a function of the peak voltage.
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Peak Time (seconds)

Peak Voltage (V)
Figure 13: Time a Peak Passes 5cm Mark versus Peak Voltage
2.3.2.2.2 Rise Time and Fall Time
Although the rise time as a function of distance has already been discussed, the rise time
as a function of peak voltage was equally important. This section examines the rise time as a
function of peak voltage by fixing the propagation distance at 5 cm. Figure 14 shows the rise and
fall times of a series of pulses, as they pass the 5 cm mark, as a function of the input peak
voltage. As expected, the rise time decreased and the fall time increased with increasing peak
voltage.
2.3.2.2.3 Pulse Shape
If an input pulse has too little amplitude the dielectric constant of the transmission line
will remain nearly constant and the pulse should propagate as if it were on a linear line. For
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Rise Time (seconds)

Rise Time
Fall Time

Peak Voltage (V)
Figure 14: Rise Time and Fall Time versus Peak Voltage
pulses with higher amplitudes, the nonlinearity will dominate and the pulse should sharpen into a
shockwave.
Figure 15 shows the root mean square difference, normalized by peak voltage, between a
pulse measured at a given point along the line and a Gaussian fit of that curve. As expected, the
lower the voltage the more Gaussian like the pulse stayed. Additionally, the pulses evolved away
from Gaussian as they propagated. In other words, increasing the amount of the nonlinearity by
increasing either the pulse amplitude or the distance of interaction increased the deformation of
the pulse.
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RMSD (V)

Input
1cm
2cm
3cm
4cm
5cm

Peak Voltage (V)
Figure 15: Normalized RMSD between Gaussian and pulse measured at 1 cm intervals for a
series of peak voltages
The soliton solution of the KdV equation presented in Equation 57 was not fit for these
simulations for two reasons. First, the assumption that the linear term of the expansion of the
capacitance dominates the behavior was violated. The Taylor series expansion of 𝐶(𝑉), which is
defined in Table 3, about 0𝑉, with the derivatives calculated numerically, is
𝐶(𝑉) = 1 − 3.7007 × 10−8 ⋅ 𝑉 − 1.0485 ⋅ 𝑉 2 ⋯.

(68)

Therefore, the first order term remained at least ten times larger than the second order
term only until about 5 × 10−9 𝑉. With such a small potential, as shown above, the simulated line
behaved in a linear way over the distances examined. However, higher order terms in the

nonlinearity should have still resulted in soliton propagation [52] meaning even a pulse with a
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larger voltage should have formed a soliton. A second, bigger problem lay in the size of the finite
element itself. Since this finite element model was intended to simulate a continuous line, the
smaller the element the better. In fact, the dispersion relations in Equation 27 and Equation 30
have a dependence on the finite element circuit elements 𝐿 and 𝐶. When at or near the limit

where solitons form, the simulation results depend on the element itself. Therefore, because the
soliton solution to the KdV equation depends on the inductance and capacitance of the finite
element rather than the dielectric dispersion and loss all the solitons observed using this
simulation have a bandwidth limited only by the finite element resonance meaning a higher
resolution simulation results in a higher bandwidth soliton.
2.3.2.3 Effect of Loss Tangent
The simulation program was written in such a way as to include a frequency dependent in
order to account for the loss tangent. This section is dedicated to this loss, the inclusion of this
loss in the simulation, and the results of including this loss. The first attempt at including loss
attempted to exploit Equation 69 by simply performing a fast Fourier transform (FFT) on the
state of the line, applying the loss function, and performing an inverse fast Fourier transform
(IFFT). Mathematically, the result of these operations is shown in Equation 70.
2𝜋𝑓 = 𝜔 = 𝑣𝑝 𝑞

𝑉[0: 𝑁] = ℱ −1 �ℎ[𝜔] ⋅ ℱ{𝑉[0: 𝑁]}�
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(69)
(70)

Unfortunately, since the phase velocity in Equation 69 is a function of voltage this
approach was not valid. A different approach which used arrays to buffer the signals in time is
displayed in a modified version of the simulation flow chart already shown (Figure 5), and is
shown in Figure 16. The new flow chart includes the application of a loss function. This loss
function was applied in a three step process. First, the voltage at each node was buffered so that
𝑉𝑁 (𝑑𝑐𝑢𝑟𝑟𝑒𝑛𝑡 : 𝑑𝑐𝑢𝑟𝑟𝑒𝑛𝑡−𝑛 ) ≡ 𝑉𝑁 (𝑑𝑐:𝑐−𝑛 ) was an array that held the currently calculated voltage at

node 𝑁 along with the previous 𝑛 calculations. Next, the FFT of 𝑉(𝑑𝑐:𝑐−𝑛 ) was taken resulting in

𝐻(𝑗𝜔) where 𝑗 is the imaginary number and 𝜔 is related to the frequency 𝑓 by the simulation
time step Δ𝑑 by Equation 71.

Figure 16: Flow Chart of Transmission Line Simulation Including Dielectric Loss
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Voltage

Gain

Linear Fit

Frequency (Hz)
Figure 17: Loss Tangent (top) [44] and Corresponding Loss Function (bottom)
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𝑓=

𝜔
2𝜋Δ𝑑

(71)

Once the frequency spectrum of each node was established, they were each multiplied
ℎ[𝜔] which is a filter that represented the loss tangent. Finally, the inverse fast Fourier transform
(IFFT) was calculated and 𝑉𝑁 (𝑑𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ) was replaced with the first element in buffer array.

The function ℎ[𝜔] was chosen to be linear in order to fit the reported loss tangent of

barium strontium titanate [53]. Figure 17 shows the loss tangent of BST [53] as well as the same
data converted to a function of attenuation. Since applying the loss function was computationally
heavy it was not necessarily applied after every time step calculation. Instead, the simulation was
written such that one of the input parameters adjusted the frequency with which the loss function
was applied.
Because of the way the loss tangent was included in the simulation several difficulties
arose. The primary issue was that of comparability. Specifically, changing the time step changed
the slope of the loss function while changing the number of finite elements changes the number
of times the loss function was applied. Resolution of these issues is left for future work. Here
only two simulations, the parameters of which are in Table 4, are presented and discussed. The
results of these simulations are shown in Figure 18. Because the frequency dependent loss
function, which represents the loss tangent of the material, attenuated higher frequencies it
became possible to simulate a continuous line with the finite element model when the resonant
frequency of the finite element was higher than the maximum frequencies allowed to propagate
on the line.
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Figure 18: Pulse at 10mm increments on transmission line without (top) and with (bottom) frequency dependent loss
function

Table 4: Simulation Parameters for Loss Tangent Analysis
Parameter
Number of Nodes
Time Step
Zero Field Dielectric Constant
Capacitance per Meter
Nonlinearity

Series Resistance per Meter
Parallel Resistance per Meter
Line Length
Maximum Voltage
DC Offset
Pulse Shape
Pulse Width
Frequency Domain Filter Maximum Loss
Number of Applications of Frequency
Domain Filter
Dispersion Factor

Value
1000
1.28 × 10−13 seconds
1000
2 × 10−10 Farads
𝐶(0)
0.44019√2𝜋𝑒 1.1651

𝑉2
−
+1.1651
0.44019√2𝜋𝑒 0.440192

𝐶(0)

if 𝑉 < 0

if

𝑉≥0
0 Ohms
1 × 10200 Ohms
1 × 10−1 meters
0.5 Volts
0 Volts
Gaussian
4 × 10−9 seconds
0.000 (lossless) and 0.001 (lossy)
156250
0

An analysis of the energy in the pulse as it passed probes at 10mm increments, Table 5,
verified that the algorithm was indeed lossy. Additionally, the power spectral density taken at
60mm, Figure 19, shows that the simulation which included losses had reduced high frequency
components. In this case, the peak nearest the DC peak of the simulation including the loss
function was 46% of the magnitude of the same peak for the lossless simulation. Note that the
peaks were not at the same frequency because the losses effectively increased the resistance and
thus the resonant frequency of the finite element.
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Power Spectral Density

Frequency (Hz)
Figure 19: Power Spectral Density of Simulation With (Solid Red) and Without (Dashed
Black) Frequency Dependent Loss
Table 5: Energy Analysis of Lossy TL Simulation
Distance
(mm)
0
10
20
30
40
50
60

Pulse Energy (J)

Percent Energy Compared
to Input Pulse (%)

1.009235 × 10−9

100.00

1.009169 × 10−9

99.99

1.008734 × 10−9

99.85

1.003124 × 10−9

99.59

1.009210 × 10−9

100.00

1.009079 × 10−9

99.97

1.007254 × 10−9

99.80
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Difference in Energy
Compared to 10mm Earlier
(J)

2.44 × 10−14
4.10 × 10−14
9.00 × 10−14
3.45 × 10−13
1.48 × 10−12
4.13 × 10−12

2.3.2.4 Dielectric Dispersion
Since the dielectric constant of BTO is a function of frequency, as shown in Figure 20
[54], different frequency components experience different capacitances and thus propagate at
different rates. To account for this in the simulation a five step process was used. First, an
expanded line state, written as 𝑉[0: 𝑁𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑 ], was created by repeating node voltages to

account for variable finite element time constants due to capacitance changes resulting from the
nonlinearity. Graphically, the process of creating an expanded line state is shown in Figure 21.
Next, the frequency domain signal of the expanded line state was obtained by taking the FFT. At
this point, the Fourier components were advanced to account for the dielectric dispersion with
higher frequencies being advanced more than lower frequencies. Fourth, an IFFT resulted in a

Figure 20: Dielectric constant versus frequency [45]
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new expanded line state. Finally, the expanded line state was reduced to a normal line state by
selecting a representative value and the next time step calculations were performed. Comparison
of dispersive simulations was problematic for the same reasons as comparisons of the lossy
simulations discussed in Section 2.3.2.3 are problematic. Therefore, the results presented in this
section were examined for sever artifacts such as ringing or power gain but were not directly
compared to simulations with twice the number of nodes and time steps.
Results for simulations, with the nonlinearity deactivated, that account for the dispersion
using the strategy outlined above show an opposite behavior to the lines with nonlinearity but no
dispersion. Additionally, these simulations show that, as expected, dispersion lengthens a pulse.
Rise times, fall times, and total pulse duration for simulations, the parameters of which are in
Table 6, of a dispersive linear transmission line are shown in Figure 22. The change in dispersion
factor between data sets is a factor of two. It is hopeful that one effect of dispersion is to sharpen
the falling edge while lengthening the rising edge which might compensate for the sharpening
rising edge and lengthening falling seen in the nonlinear simulations. If these effects are properly
balanced then a soliton should indeed be achievable. Unfortunately, a simulation that balances
these effects without showing artifacts has yet to be found.
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Figure 21: Creation of expanded line state

Table 6: Parameters for Simulations for Dispersion Discussion
Parameter
Number of Nodes
Time Step
Zero Field Dielectric Constant
Capacitance per Meter
Nonlinearity

Value
24000
6.4 × 10−14 seconds
1000
2 × 10−10 Farads
𝐶(0)
0.44019√2𝜋𝑒 1.1651
−

Series Resistance per Meter
Parallel Resistance per Meter
Line Length
Maximum Voltage
DC Offset
Pulse Shape
Pulse Width
Frequency Domain Filter Maximum Loss
Number of Applications of Frequency Domain
Filter
Dispersion Factor
2.4 Theory Conclusion

𝑉2

0.44019√2𝜋𝑒 0.440192

𝑉≥0
0 Ohms
1 × 10200 Ohms
1 × 10−1 meters
2 Volts
0 Volts
Gaussian
5 × 10−9 seconds
10
0

+1.1651

𝐶(0)

if 𝑉 < 0

if

2𝑛 × 10−14

This chapter has shown that, in theory, sharpening should be achievable with an
electrically nonlinear transmission line. Furthermore, the amount of sharpening is a function of
distance, pulse parameters, and transmission line parameters. Additionally, it has been shown
that solitons could be forced through the fabrication of a line with a repeating unit which could
be modeled by KdV equation. There is also some support for solitons resulting from the
dielectric dispersion and nonlinearity balancing, although no conclusive evidence was found.
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Figure 22: (a) rise time (solid) and fall time (open) and (b) total pulse duration for pulse
passing 1 cm increments
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3. Materials

3.1 Introduction
Ferroelectric materials are defined as a material with a spontaneous polarization. This
polarization is reversible with an applied electric field resulting in a hysteresis loop when the
polarization is plotted as a function of electric field [55-59]. Because capacitance is proportional
to the dielectric constant which is given by [60, 61]

𝜀𝑟 =

1 𝜕𝑃
𝜀0 𝜕𝐸

(72)

the shape of the capacitance-voltage (CV) is obtained by plotting the derivative of the hysteresis
loop. A typical hysteresis loop and CV curve is shown in Figure 23.
The study of ferroelectric properties dates back to 1921 when Rochelle salt was
discovered to behave electrically in a manner that is analogous to the way ferromagnetic

Figure 23: Hysteresis loop and CV curve.
materials behave [62]. In 1930 it was shown by Sawyer and Tower that the dielectric constant of
Rochelle salt could be as high as 18,000 when care is taken to ensure quality samples with
appropriate electrodes [63]. From the mid 1930’s through early 1950’s many materials were
discovered to be ferroelectric including KH 2 PO 4 , BaTiO 3 , LiNbO 3 , LiTaO 3 , PbZr x Ti 1-x O 3 , and
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PbNb 2 O 6 [64]. The first ferroelectric thin films appeared in 1970 and the first sol-gel process
developed in 1983 [64]. Since then, ferroelectric thin films have been grown by chemical
solution deposition [60, 64-74], pulsed laser deposition [60, 64, 75-79], sputtering [60, 64, 8085], metal organic chemical vapor deposition [60, 64, 86-89], and molecular beam epitaxy [64,
90-95]. These growth methods will be discussed with respect to the growth of barium titanate
(BTO), the ferroelectric material of interest for the research discussed in this document.
First, however, an introduction to BTO and its properties will be presented. Next, a short
introduction to the characterization techniques of high resolution x-ray diffraction (HR-XRD), xray photospectroscopy (XPS), piezoforce response microscopy (PFM), and measurement of the
hysteresis loop will provide a foundation for understanding and interpreting results in the
analysis sections. Finally, growth results including material quality and performance will be
presented for the various growth methods pursued during the course of this work.

3.2 Basic Barium Titanate Properties
BTO is currently a material of great scientific and industrial interest. This interest is due
to the performance of the material as a nonlinear dielectric as well as environmental and health
concerns that are driving manufacturers to lead free processes [96]. A brief survey of the
literature since 2009 shows a focus on the material properties of BTO including phase change
dynamics [97, 98], domain properties [99-102], thin film growth [96, 103, 104], and lower
dimensional structures [101, 105-109]. Although each of these areas contain interesting
information the work presented in this dissertation depends primarily on the dielectric properties
of BTO. Therefore, after a brief introduction to the crystal structure the rest of this section will
focus on the performance of BTO as a dielectric material.
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3.2.1 Crystal structure
BTO is known as an ABO 3 material and is of the perovskite family. It has four phases as
a function of temperature, three of which are ferroelectric, and although the changes in lattice
spacing are small the effects on the dielectric properties are quite large. Table 7 provides lattice
constants for the different phases of BTO [110, 111]. The room temperature, tetragonal, unit cell
for BTO is shown in Figure 24 [112]. The ferroelectric behavior of BTO, as well as the other
perovskite ferroelectrics, is the result of the Ti4+ sitting off center in the unit cell [64].
Table 7: Lattice Parameters of BTO Phases
Phase
Rhombohedral (<180K)
Orthorhombic (190K-270K)
Tetragonal (280K-350K)
Cubic (>350K)

a lattice parameter
(Angstroms)
4.00
3.98
3.99
4.01

c lattice parameter
(Angstroms)
4.00
4.02
4.04
4.01

Figure 24: Unit Cell of Tetragonal Phase of BTO [58].
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3.2.2 Dielectric Properties
This section presents the dielectric properties of BTO and methods for experimentally
measuring such properties. Then examples from the literature of the polarization versus electric
field hysteresis, capacitance-voltage (CV) relationship, loss tangent, and dielectric dispersion are
all presented. A later section will discuss material grown specifically for this effort.
3.2.2.1 Hysteresis and CV
The typical hysteresis curve shown in Figure 23 is not specific to BTO and can be
generalized to all ferroelectric materials. Parameters of interest on such a curve include the
positive and negative remnant polarization, 𝑃𝑟± ; the positive and negative coercive field, 𝐸𝑐 ± ;
and the positive and negative spontaneous polarization, 𝑃𝑠 ±. Ideally, the hysteresis loop is

symmetric so that 𝑃𝑟 + = −𝑃𝑟− , 𝐸𝑐+ = −𝐸𝑐− , and 𝑃𝑠 + = −𝑃𝑠− [56, 59, 113]. Deviation from such

𝐸𝐶−

𝑃𝑟+
𝐸𝐶+
𝑃𝑟−

Figure 25: Measured Hysteresis Loop [59]
(labels added by author).
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symmetry can be caused by strain, defects, method of growth, and film thickness [59, 113]. An
example of a measured hysteresis loop for BTO is shown in Figure 25 [114].
Four types of hysteresis measurement techniques, shown in Figure 26, are briefly
discussed here. As part of their work Sawyer and Tower developed a circuit, shown in Figure
26(a), which was essentially a capacitor based voltage divider, to plot a hysteresis curve on an
oscilloscope [64]. The circuit operated on the principle that the charge on two capacitors in series
is equal. Therefore, because 𝑄 = 𝐶𝑉, the voltage between the capacitors is a linear function of

the surface charge on the ferroelectric devices. A circuit, Figure 26(b), capable of testing leaky
ferroelectric samples was published in 1956. This circuit used a bridge with a compensating
resistor [115]. Then, in 1968 Tsui, Hinderaker, and McFadden developed a circuit, Figure 26(c),
to eliminate the restrictions on oscilloscope impedance and provided both compensated and
uncompensated measurements at the same time. This scheme used operational amplifiers to
create virtual grounds and a compensation circuit [116]. This device still operated on the
principle of comparing a known capacitor to a device under test. A more recent development,
which exploited impedance matched pickoff tees as shown in Figure 26(d), was capable of
measurements at frequencies as high as several gigahertz [117]. This measurement used the risetime of voltage on the test capacitor to determine the capacitance, from which the hysteresis loop
could be determined.
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Figure 26: Common devices used to measure hysteresis loops. The devices are (a) a Sawyer-Tower circuit [64], (b)
a compensating bridge [115], (c) an operational amplifier based charge converter with compensation [116], and (c) a
high frequency pickoff tee based design [117].

The relationship between the CV curve and the hysteresis loop has already been
established through Equation 72. Figure 27 shows an experimentally generated CV curve for a
sol-gel BTO capacitor with a Ni bottom electrode and Pt top electrodes [71]. Since the
capacitance of a sample is linearly dependent on the dielectric constant, the CV curve can be
interpreted as a measure of the dielectric constant. In addition to frequency dependence, which
will be discussed in the dispersion and loss tangent section, the dielectric constant of a given
ferroelectric material may depend on temperature [56, 59, 118], growth quality [59, 118], and
strain [93]. The ferroelectric measurements reported in this dissertation were made using a
Radient Premier II ferroelectric tester.

Figure 27: Experimentally obtained CV curve and loss tangent for sol-gel BTO
capacitor with Ni bottom electrode and Pt top electrode [71].
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3.2.2.2 Dispersion and Loss Tangent
The dispersion of a material is the tendency of waves of different frequencies to
propagate at different rates. Dispersion is a result of the dielectric constant varying as a function
of frequency. Since the frequency components of a signal can be established using a Fourier
transform, the effect of dispersion on that signal can be predicted. The frequency dependence of
BSTs dielectric constant is shown in Figure 28 [119].
The loss tangent of a material depends on the complex dielectric constant, 𝜀 = 𝜀 ′ − 𝑖𝜀 ′′ ,

of that material. Specifically, it is defined as tan 𝛿 =

𝜀 ′′
𝜀′

[120] which allows the dielectric power

losses in the capacitor to be written as 𝑃𝑙𝑜𝑠𝑠 = 𝑉 2 𝜔𝐶 tan 𝛿. Since the loss tangent is a function of
the complex dielectric constant it is a function of everything the dielectric constant depends on
including temperature, frequency, and bias voltage. The higher the loss tangent the higher the
dielectric loss.

Figure 28: Frequency dependence of dielectric constant for BST [66].
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3.3 Background of Growth of Barium Titanate Thin Films
There are many methods of growing BTO thin films including MBE, PLD, RFmagnetron sputtering and sol-gel. Each method has advantages and disadvantages. Each method
is briefly discussed with the advantages and disadvantages being highlighted. The growth
methods specifically attempted for this research were MBE and sol-gel.
3.3.1 MBE
Early efforts to grow thin films by an MBE process failed due to an inability to control
stoichiometry [121]. Then in 1968 Arthur successfully grew GaAs by MBE as a byproduct of
studying Ga and As lifetimes and sticking coefficients at a GaAs surface [121, 122]. Since then,
MBE has been primarily developed for compound semiconductor material growth [121, 123,
124]. A major advantage of MBE growth is the capability to produce high quality single crystal
thin films over an entire substrate [121]. The control of layer thickness, ability to control
dopants, and purity of material is unsurpassed by other growth methods. Furthermore, because
MBE is an ultra-high vacuum (UHV) system it is compatible with the use of reflective high
energy electron diffraction (RHEED). Unfortunately, MBE growth has many disadvantages.
These disadvantages include the slow growth rate [121], difficulties in growing ternary materials
stoichiometricly [125-127], and expensive ultra-high vacuum (UHV) systems. This section
describes the processes of growth by MBE and provides an overview of three methods used to
grow ternary materials.
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Figure 29: MBE growth flowchart
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3.3.1.1 Basic Process
The general MBE growth process, illustrated by the flow chart in Figure 29, occurs in a
UHV reactor chamber. The MBE reactor chamber contains four main elements [121, 123]: the
entry (exit), the wafer transportation, growth system, and the substrate manipulator. Additional
components include a RHEED for insitu characterization [121, 123, 128, 129], temperature
measurement tools, or flux measurement gauges.
A diagram of the oxide MBE reactor at the University of Arkansas is shown in Figure 30.
This chamber contains barium, strontium, and titanium cells along with an Addon plasma for
oxygen. Furthermore, a RHEED system provides insitu growth characterization and a BandiT
system for band gap measurement system provides capability for measuring the substrate
temperature of a limited selection of substrates using the band edge, and for measuring any
substrate with a metal coating through blackbody radiation. Plans for additional chamber features
include a quartz crystal microbalance for flux calibration, but this feature was not successfully
implemented during these studies.
During the deposition process the effusion cells are heated to increase the vapor pressure
of the source material. When the shutter blocking the effusion cell is opened a molecular beam is
allowed to enter the chamber. When the chamber pressure is sufficiently low the atoms in the
beam typically traverse the distance between the effusion cell and the substrate without collision.
Upon collision with the substrate surface a certain number of atoms in the molecular beam stick.
Those that do not stick to the surface, along with those that desorb, are trapped by cryopanels or
pumped out. The substrate is held at an elevated temperature such that the atoms remaining on
the surface have the energy, and thus the mobility, to migrate to a proper lattice location. Layer
by layer, the crystal is grown. Because of the slow epitaxial growth high quality semiconductor
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Figure 30: Oxide Molecular Beam Epitaxy Reactor

crystals with arbitrary doping profiles, including near delta doping, are achievable [121, 123,
128, 129]. For many materials there is some range of flux ratios that will result in good growth.
For example, the ratio of indium to nitrogen in the growth of InN changes the growth structure
but not the material stoichiometry [130]. Growth of BTO requires sufficient oxygen which is
provided in abundance using an ozone source [131] or plasma [132, 133]. Maintaining the proper
ratio of barium and titanium is critical however. Therefore, careful calibration of the fluxes must
be maintained throughout a growth. Two methods based on RHEED have been used to achieve
growth of ternary materials with proper stoichiometry. After providing a background on RHEED
both the shuttered RHEED growth method and the codeposition using the RHEED
reconstruction [126] signal as feedback will be discussed. Additionally, a method relying on
electron impact emission [125] will be presented.
3.3.1.2 RHEED introduction
Like a transmission electron microscope, a RHEED system uses electrons to probe a
material. Instead of pushing electrons through the material however, a RHEED system bounces
them off the sample at a shallow angle as shown in Figure 31. The electrons diffract off the
surface of the crystal and are collected by a phosphor coated window resulting in a diffraction
pattern that is related to the reciprocal lattice of the material [134], the condition of the surface

Figure 31: RHEED System
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[134], and the atoms that construct that surface [127]. For example, the spacing of the features in
the diffraction pattern are related the reciprocal lattice. Additionally, an atomically rough surface
has a dimmer and more diffuse diffraction pattern than an atomically smooth surface made of the
same material. Finally, some materials reflect better and thus have a brighter diffraction pattern.
Using this information, two techniques, shuttered RHEED and RHEED reconstruction feedback,
have been developed to ensure proper stoichiometry throughout the growth process of BTO.
3.3.1.3 Shuttered RHEED growth
This growth method ensures stoichiometry by growing single monolayers of barium
oxide alternated with single monolayers of titanium dioxide. This is possible because the
diffraction pattern of the barium oxide layer is brighter than the diffraction pattern of the
titanium dioxide layer [127]. So, starting with a titanium dioxide terminated surface, the barium
shutter is opened and a layer of barium oxide begins to grow on the surface. As this layer grows,
the RHEED signal increases in intensity to some maximum. At the maximum intensity a full
monolayer of barium oxide has been deposited and the shutter should be closed. If a second layer
were allowed to form the atomic roughness would increase and the RHEED signal would
diminish. Next, the titanium shutter is opened and the next titanium dioxide layer is grown

Figure 32: RHEED signal intensity for 5 unit cells of
shuttered RHEED growth.
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reducing the RHEED signal to some minimum at which time the titanium shutter is closed. This
two stage process produces a film that is a single unit cell thick but can be repeated to achieve
arbitrary thicknesses [127, 132, 133, 135]. The RHEED signal versus time for a 5 unit cells of
BTO film grown by this method is shown in Figure 32.
3.3.1.4 RHEED reconstruction feedback growth
This method has been successfully used to grow STO on silicon. The key to this method
is that a strontium oxide terminated surface has a different RHEED pattern than a titanium
dioxide surface. Feedback is achieved by observing the deviation of the RHEED signal from an
appropriate balance and compensating by adjusting the flux ratios. Growth by this method is
slow, occurring at approximately 0.2nm/minute [126].
3.3.1.5 Electron Impact Emission feedback growth
A final method of maintaining proper flux ratios for ternary material growth was
developed by Naito, Yamamoto, and Sato who used electron impact emission (EIE) spectroscopy
to control the deposition rates of both strontium and titanium to approximately 100fm/s [125].
First developed by C. Lu to control deposition rates, EIE exposes the atomic beam to an
orthogonal electron beam. The interaction between the atomic beam and the electron beam
imparts some energy to the outer shell electrons of the atomic beam. When these electrons relax
back to their ground state they emit a photon that can be collected and used to characterize the
atomic species [136]. Once the atomic species in the beam are identified a feedback loop can be
created to maintain the proper flux ratios in atomic beam. The RHEED oscillations of STO
grown on STO using this method showed good epitaxial growth for at least 98 monolayers at a
rate of 0.3 monolayers per second [125]. Atomic force microscopy was also used to show that
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when growth was terminated at a partial layer 0.4nm terraces or hollows, which correspond to
the height of a single unit cell, exist on the surface [125].
3.3.1.6 Available Substrates
Because MBE growth requires lattice matched substrates capable of withstanding the
growth temperatures there are a very limited number of possibilities. Several substrates which
are suitable for BTO growth by MBE are identified in Table 8 [93, 137-139] along with their
lattice parameter and the percent mismatch with the BTO lattice. These substrates work because
they have sufficient lattice match, do not react chemically to film being deposited, can be
sufficiently polished, and have similar thermal expansion rates to the thin film [140].
Table 8: Lattice parameters for various substrates used for growth of BTO by MBE
Substrate
BaTiO 3
GdScO 3
DyScO 3
MgO
SrTiO 3
LaAlO 3
(LaAlO 3 ) 0.3 (Sr 2 AlTaO 6 ) 0.7

Lattice Parameter (Å)
3.99
(pseudo) 3.97
(pseudo) 3.94
4.21
3.90
(pseudo) 3.79
(pseudo) 3.87
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Percent Mismatch (%)
0.0
0.5
1.3
-5.2
2.3
5.3
3.1

3.3.2 PLD
Pulsed laser deposition (PLD), sometimes referred to as laser MBE, uses short high
power laser pulses to ablate material from a target in a vacuum system. When the material is
ablated it creates a plume which is directed at a substrate. The material from the plume that
strikes and sticks to the surface forms the new crystal growth [141]. A diagram for a typical PLD
system is shown in Figure 33 [139]. A major advantage of PLD growth is that the material is
being deposited is from a high purity target. Therefore, the stoichiometry of the material may not
be an issue [142]. Difficulties in growing high quality multicomponent thin films by PLD

Figure 33: Typical PLD system [139]
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include growth uniformity, subsurface implantation of high energy species, micron sized
particles resulting from ablation, and nonometer sized particles forming during plume transit
[143]. Since the growths are done at substrate temperatures in approximately the same window
as the growths in MBE the substrates that have been used in MBE for BTO growth are the same
are the same as the substrates that have been used in PLD growth of BTO [93, 140].
3.3.3 RF-Sputtering
RF-sputtering, Figure 34 [139], is similar to PLD in that it uses a stoichiometricly correct
target. Instead of a laser, however, this technique uses ions accelerated towards the target by an
electric field. When the ions strike the target they create a discharge of material from the target.

Figure 34: Schematic of RF sputtering system [139].
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Some of this discharged material collects on the substrate where it grows as a thin film on the
surface [144]. If the materials being grown are insulating, charge will build up, the field will be
compensated, and the sputtering will diminish [144, 145]. An RF signal can be used to discharge
the static build up during a portion of the cycle while bombarding the target with ions during the
other portion of the cycle [146]. Although there are several choices of gas available for
ionization, argon (or argon mixed with another gas) is often used [85, 146, 147]. Again, the
substrate requirements for single crystal thin film growth are similar to the requirements for
MBE so the available substrates are the same [140, 148]. Polycrystalline thin films have been
successfully grown on platinum substrates however [146, 149].
3.3.4 Sol-Gel
The sol-gel process is a wet chemical deposition method during which a solution of small
particles in a liquid is reduced to the point that the individual particles converge to form a gel
[150]. The gel is a mostly liquid material that behaves as a solid because of a cross-linked
network of particles. The solution can be reduced to a gel through a reaction that causes a gel to
condense, by aging the solution in ambient conditions, or by applying heat [151]. The basic solgel process is illustrated in Figure 35.

Figure 35: Basic Sol-gel Process
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3.3.4.1 Available Substrates
Although it is possible to grow material epitaxially with the sol-gel process [72], it is
often used for deposition on metal or other substrates [66, 67, 71, 152-154]. Under such a
condition the grown material is polycrystalline [66, 153]. Metal substrates used for sol-gel
growth include platinum [154] and nickel [66, 67, 71].
3.3.4.2 Previous Sol-Gel BTO Deposition
Many groups have successfully deposited BTO by the sol-gel process. Primarily, the
recipes are similar in that they call for some form of barium and some form of titanium to be
mixed with chemicals to form precursors. Next these precursors are combined, often with the
addition of another chemical, to form the sol. Using this basic form, many variations exist. For
example, one recipe uses barium 2-ethyl hexanoate as a precursor [54]. Another recipe, for
barium strontium titanate, calls for barium acetate and strontium acetate to be dissolved in acetic
acid before the addition of ethylene glycol [72]. In a final example, barium acetate was dissolved
in acetic acid before being diluted with 2-methoxyethanol. Finally, a measured amount of
titanium (IV) isopropoxide was added to form the sol [74].

3.4 Analytical Techniques
In addition to electrical characterization three analytical techniques were used in this
work to analyze BTO thin films. x-ray diffraction (XRD) provided information concerning film
quality and crystalinity, x-ray photoelectron spectroscopy (XPS) provided information
concerning film composition, and atomic force microscopy (AFM) provided information
concerning surface morphology, piezo response, and conductivity.
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3.4.1 X-ray Diffraction
One method of verifying a crystals structure is to use XRD. To do this, a collimated xrays is directed at some angle towards the crystal. The x-rays scatter spectrally off the atoms in
the crystal. At some angles, given by Bragg’s Law, Equation 73, the x-rays interfere
constructively. In Bragg’s law, 𝑑 is the atomic spacing, 𝜆 is the wavelength of the x-ray, 𝜃 is the
angle of incidence/reflection. The variable 𝑛 is the order and indicates if the interfering

reflections are from nearest neighbors (𝑛 = 1), next nearest neighbors (𝑛 = 2), … Figure 36
shows a schematic of this measurement.

𝑛𝜆 = 2𝑑 sin 𝜃

(73)

Table 9 provides the angles and plane spacing for high resolution X-ray diffraction (HRXRD) of
the tetragonal (room temperature) phase of BTO when using a Cu 𝐾𝛼1 source (0.154 nm

wavelength). Factors including strain and defects can change the atomic spacing and thus affect
the position and breadth of the peaks.

Figure 36: Illustration of XRD measurement showing x-ray source, detector, collimated
beams, and crystal lattice.
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Table 9: Peak positions for selected lattice planes
h
0
0
0
0

k
0
0
0
0

l
1
2
3
4

Theta (°)
10.99151
22.41592
34.88917
49.69877

2Theta (°)
21.983029
44.831837
69.778340
99.397542

d(Å)
4.04
2.02
1.35
1.01

3.4.2 X-ray Photoelectron Spectroscopy
The power of X-ray photoelectron spectroscopy (XPS) is the ability to identify the
chemical environment of atomic species in a sample. The technique uses the photoelectric effect
to generate electrons from the sample using X-rays. The energies of the emitted electrons are
determined using a spherical capacitive analyzer which is electrically connected to the sample to
link the Fermi energies. Because the energy of an ejected electron is related to the energy level
the electron started at, by examining the energies of these ejected electrons the atomic species
can be determined. Because the chemical environment shifts the electron level of an atom the
binding energy changes. Thus the chemical environment may be determined by comparing
results with known references. The energy levels in the XPS process are visually depicted in
Figure 37. Note that the work function of the detector must be established in order to correctly

Figure 37: XPS energy level diagram
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quantify the binding energy of the electron in the sample.
By examining the areas under the peaks it is possible to determine relative
concentrations. Determining the correct peak intensity is complicated by the background
subtraction process [155, 156]. Once the peaks have been adjusted for the background the
fractional composition of each element in the sample can be determined by using Equation 74
where 𝐼𝑥 is the intensity of a given peak and 𝑆𝑥 is the sensitivity factor for that peak.
𝐼𝑥
𝑆
𝐶𝑥 = 𝑥
𝐼
∑ 𝑖
𝑆𝑖

(74)

One study which involved several different laboratories examining the same materials found that
the uncertainty of compositional analysis was ±2.43% [156].
3.4.3 Atomic Force Microscopy (AFM)

The tool of choice when it comes to determining surface morphology of insulating
samples is the AFM. The instrument creates a three dimensional image of the surface by
rastering an atomically sharp probe across the surface. The probe is attached to a cantilever
which has a laser reflected off the back surface. When the probe is oscillating so that the probesurface interaction changes the amplitude and phase of the oscillation, the microscope is said to
be in tapping mode. When the probe is not oscillated and the probe-surface interaction changes
the angle of the cantilever with respect to the reflected beam, the microscope is said to be in
contact mode. In both modes, a split optical detector is used to detect changes in the probesurface interaction. A proportional integral controller then provides a voltage to a piezo tube
which adjusts the height of the base of the cantilever to maintain a constant probe-surface
interaction. The voltage applied to the piezo tube is plotted and recorded as the probe is rastered
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by the controller. If the piezo response of the tube is known the voltages may be converted to
units of distance. A block diagram of an AFM is shown in Figure 38.
In addition to topography, an AFM can be used to make many other measurements. Of
specific interest to this work is the the piezoresponse. Characterizing the piezoresponce of a
sample was important in this work because a ferroelectric material must also be piezoelectric. In
piezo force response microscopy (PFM) a conductive probe, in contact mode, is used to apply an
AC signal to the sample. If the material is piezoelectric it will expand and contract at the same
frequency as the applied AC signal. This changes the angle of the cantilever with respect to the
laser beam very slightly. A lock-in amplifier is then used to measure the response of the laser
signal oscillating on the photodector at the frequency of the applied AC signal. Typically, both
the magnitude and the phase of the piezoresponse are collected because the magnitude is related

Figure 38: Block diagram of AFM
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to the strength of the piezorepsonce and the phase is related to the direction. Often, however,
only one image consisting of the magnitude times the phase is shown. A block diagram of this
measurement is shown in Figure 39.

Figure 39: Block diagram of AFM including piezoresponce
measurement.
3.5 Growth Approach in this Dissertation and Results
Two growth methods were used in the course of this research. The first method was MBE
and the second method was sol-gel. Initially MBE was chosen as the growth method, however,
chamber performance and equipment relocation led to a decision to develop sol-gel growth in
parallel with the MBE efforts. The growth plans, growths, and growth results are presented in
this section.

74

3.5.1 MBE
The initial proposal for the research presented in this dissertation called for MBE growth
of BTO on LiF. After a few initial attempts, BTO was successfully grown on freshly cleaved
LiF. The growth was confirmed with both RHEED and XRD. Unfortunately, before additional
growths could be completed the chamber performance degraded. Because much of the effort
during this period was focused on attempting to grow material with properties that could be
improved upon only rapid qualitative measurements were used. These measurements were
primarily film resistance as measured by a standard digital multi-meter using two probes and
film color by naked eye. Occasionally, the films were also tested for their peizoresponce or their
ferroelectric properties.
3.5.1.1 Discolored
Colored films were an indication that sample quality was a problem. When a growth
produced a colored film it was assumed that some dopant had contaminated the sample. Films
produced during this period ranged in hue from blue to blue green with some non-quantified
variation in saturation. The two factors believed to contribute to the film color were undesired
dopants and oxygen vacancies. Potential dopant sources include a screw on one of the plasma
sources that was heating due to a grounding problem and the substrate heater breaking down.
The oxygen vacancy issue appears to be due to non-optimal use of the plasma source. After
dealing with both potential dopant sources and increasing the amount of reactive oxygen the
sample clarity appeared to improve dramatically.
3.5.1.2 Resistance
When sample quality was suspect, the first electrical measurement made was typically a
resistance measurement. Such a measurement consisted of touching the top surface of the sample
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with probes connected to a digital multimeter. Because contact area and probe separation were
not controlled, these measurements did not provide an absolute measurement of the sample’s
resistance. They did, however, indicate whether the sample was insulating or not. All samples
that showed discoloration were not insulating. Again, after removing the potential dopant sources
and improving the oxidation, the resistance of the sample increased dramatically.
3.5.1.3 No piezoresponse
At least one of the earliest samples grown on Nb:STO by MBE showed a strong
piezoresponse as measured by PFM after polling a 1um area in the center of a 5um scan. This
measurement is shown in Figure 40 where the left panel shows the topography and the right

panel shows the piezoresponse. Once the performance of the chamber degraded samples stopped
having a significant piezoresponse. On a couple of occasions the later samples did show some
response that was detectable just above the noise level.

Figure 40: Topography and piezoresponse of early MBE grown BTO showing polled area
in the center of a 5um scan.

3.5.1.4 No Nonlinear Behavior

Regardless of any other observations or measurements made, any sample must
demonstrate nonlinearity in the capacitance versus voltage measurement to be usable in this
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𝑘𝑉

research. Relatively low field (up to 4 𝑐𝑚) measurements were made using interdigital devices
when the samples were grown on insulating substrates. When the samples were grown on
𝑘𝑉

conductive substrates, however, much higher maximum fields (approximately 1000 𝑐𝑚) were

applied. In both cases, smaller fields were used initially to ensure no damage to the sample. The
fields were then incrementally increased with the hope that a sample might appear to be linear at
low fields but show a nonlinearity of at least 10% at higher fields. At the time of writing, no
sample from the Oxide MBE chamber has demonstrated such nonlinearity.

3.5.2 Sol-gel
Since the MBE chamber was not producing viable samples it was decided to pursue
additional growth methods in parallel to continuing the MBE effort. The sol-gel process went
through many incremental improvements throughout the course of this research. At times the
growths produced samples with promising properties. Often the success was intermittent
however. This section presents the recipe as originally implemented and discusses the challenges
discovered in producing viable samples before identifying specific recipe modifications. Finally,
results of both the less successful growths and the more successful growths are presented.
3.5.2.1 Recipe
The recipe used to grow BTO by sol-gel for this research was based on work from a
research group at Pennsylvania State University [66, 67, 71]. The major drawback of this recipe
was that it used a nickel substrate that was susceptible to oxidation. This meant that precise
control of both oxygen partial pressure and temperature was required during annealing to ensure
that the BTO was fully oxidized without oxidizing the nickel substrate. The original recipe used
a reducing furnace system to achieve these strict requirements [66]. To avoid the need for such
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precise control, the substrate was changed. A variety of substrates were used including STO,
Nb:STO, and platinum coated Nb:STO. A flow chart of the initial growth recipe used in this
research is shown in Figure 41. There were two precursors. One consisted of 1.2771𝑔 barium
acetate and 6𝑚𝑙 of acetic acid mixed for two hours in a dry nitrogen atmosphere. The second

was 1.516𝑚𝑙 of titanium isopropoxide mixed with 1𝑚𝑙 acetyl acetone mixed in a dry nitrogen

atmosphere. The two precursors were combined and 3𝑚𝑙 of acetic acid was added to the solution
which was stirred for 12 hours in a dry nitrogen environment. Finally, 1.6𝑚𝑙 of 2-

methoxyethanol was stirred into the solution in order to stabilize it [71]. The solution was spun
onto the substrates at 3,000 rotations per minute and pyrolized on a 220C hotplate for 7 minutes.
Two layers were spun onto the substrate before the film was crystalized at 800C for 60 seconds
using a rapid thermal annealer. The spinning process was then repeated again until a total of 8
layers, or about 330𝑛𝑚, was deposited. Finally, the sample was oxidized at 600C in an oxygen

atmosphere.

3.5.2.2 Recipe Modifications
Unfortunately, the recipe, as presented above, did not consistently produce samples of
sufficient quality. Therefore, several modifications were made to the methods used and the
recipe itself. These modifications were increasing the pyrolization, using a higher crystallization
temperature, improving measurement precision, adjusting the barium acetate mass, and better
oxidation control. The reasons these adjustments were made and the results of implementing
them are discussed in the remainder of this section.
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Figure 41: Original sol-gel process flow
chart
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3.5.2.2.1 Increased Pyrolization
Pyrolization, as it applies to this work, is the process of removing the organic material
from the sol by heating. The result of pyrolization is an increased concentration of the Barium
and Titanium constituents. When a sol has been partial pyrolized it is referred to as a gel. In this
stage, the cross linking between the individual constituents increases. A sol that is completely
pyrolized should consist only of barium, titanium, and oxygen. One of the concerns about the
recipe discussed in Section 3.5.2.1 was the completeness of the pyrolization. The temperature
[157], time [158], and stages of heating [159] all play a role in the amount of pyrolization
achieved. The final samples in this research were created using a multi-stage pyrolysis. This
process used a low temperature hotplate (150°C), a high temperature hotplate (250°C), and a two
stage rapid thermal annealing process. The hotplates were both used for seven minutes after
every time the sol was spun onto the sample. The rapid thermal annealing process first ramped to
350°C for one minute before ramping to 700°C for one minutes once the hotplate step had been
completed after every other spinning of the sol meaning all films were an even number of spins.
3.5.2.2.2 Higher Crystallization Temperature
In addition to increasing the pyrolization, changing the crystallization parameters had
major effects. It is well known that both the temperature and ramp rate make a substantial
difference in the dielectric performance of the film [160]. The crystallization temperature is often
limited by substrate choice. For example, BTO crystalized on platinum coated silicon substrates
with a titanium adhesion layer at 800°C showed diffusion of the silicon through the metal layers
and into thin film [161]. However when attempting to grow epitaxially on Nb:STO substrates
higher temperature crystallization improved the crystallinity, resulted in a higher dielectric
constant, and increased the nonlinearity.
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3.5.2.2.3 Improved Liquid Measurement Precision
Initial sols were created in nitrogen atmospheres using vials with septas, which meant
that syringes with needles were used to measure liquid chemicals. Eventually it was discovered
that mixing the sol in an inert atmosphere made little difference to the end result. Rather, the
inert atmosphere was primarily used to extend the lifetime of one of the constituent chemicals.
The problem chemical, titanium isopropoxide, could be purchased in small sealed quantities.
Therefore, the sols were no longer mixed under flowing nitrogen allowing for the use of
pippetters. Before the migration to pippetters the sol-gel growth resulted in inconsistently poor
quality films that showed enough promise to continue efforts. After the adoption of pipetting the
sol-gel films increased dramatically in quality. It is believed that this improvement in
performance was due to the improved stoichiometry of the sol. One measure of quality of a sol is
the shelf life which is measured as the length of time before the sol becomes opaque. Early sols,
made using syringes lasted for one to two weeks. The first sol made using the pippetters formed
deposits on the side of the glassware but otherwise remained translucent for three months.
3.5.2.2.4 Adjusting Ba Concentration
The original recipe specifies a number of barium acetate molecules to be used in mixing
the sol [71]. This number was converted to a mass using the molecular mass of barium acetate.
However, since acetates are hygroscopic [162, 163], meaning they absorb moisture from the
atmosphere, adjustments must be made to the calculated mass in order to account for the
additional water content. After discovering this phenomena an additional one percent barium
acetate was added to the sol. The result was a sol which remained translucent for over three
weeks without forming deposits on the sides of the glassware.
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3.5.2.2.5 Oxidation Adjustment
As the research progressed, it became clear that use of Nb:STO as a substrate for this
work was unacceptable due to it’s relatively low conductivity. Additionally, deposition of BTO
on platinum was also ruled out since the platinum dewetted from the STO substrates at the
temperatures required for crystallization. Therefore, nickel and nickel coated STO (doped or
undoped) became the substrates of choice. This meant that oxidation of the BTO without
oxidation of the nickel became important. To achieve this, an oxide MBE reactor was used to
provide a controlled background pressure of O 2 and a controlled substrate temperature. Use of an
Ellingham diagram [164-166] with the vertical axis showing Torr of pure O 2 , shown in Figure

Region of TiO2 and NiO Formation

Region of TiO2 Formation

Figure 42: Temperature versus pressure for the formation of TiO2 and NiO
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42, determined the temperature and pressure settings used during the oxidation process. Since it
was suspected that the O 2 pressure was substantially higher at the sample than at the chamber
pressure gauge, some tooling factor adjustments were to be made. Experimentally, it was found
that annealing with an oxygen pressure of 2.0 × 10−6 𝑇𝑜𝑟𝑟 resulted in the formation of nickel
oxide while annealing with an oxygen pressure of 1.0 × 10−6 𝑇𝑜𝑟𝑟 did not result in the

formation of nickel oxide. Therefore, all the material used for devices was annealed at an oxygen
pressure of 1.0 × 10−6 𝑇𝑜𝑟𝑟.
3.5.2.3 XRD

Results of XRD measurements indicated that the grown films had lattice constants
consistent with BTO. Figure 43 shows high resolution theta-2theta measurement for two typical

Figure 43: Typical theta-2theta measurements for a sample with NiO after annealing in O2
atmosphere and a sample without NiO after annealing in ultrahigh vacuum.
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BTO films grown on a nickel coated Nb:STO substrates. The theta-2theta measurements had
peaks that matched the (002) peak of STO and the (002) peak of BTO. Notice that the
measurement from sample 082312-1, the thin red curve, had a peak at 43.34 degrees that was not
present in the measurement from sample 082312-2, which was the thick blue curve. This peak
was consistent with NiO and indicated that the oxygen pressure was too high during the
oxidation process. Sample 082312-2 was also oxidized with sufficient pressure to form NiO but
the oxygen was driven out of the nickel by annealing in a vacuum. This demonstrated the ability
to sufficiently control both temperature and oxygen pressure to oxidize the BTO without
oxidizing the Ni using the MBE reactor.
3.5.2.4 XPS
Analysis by XPS shows the concentrations of barium and titanium to be within the error
of the instrument. Furthermore, a depth profile shows there is no carbon below the surface. This
means that the pyrolization and crystallization process is removing all the carbon from the gel.
Figure 44 shows a survey scan of a typical sample. There is carbon peak which results from
exposure to atmosphere. Other than carbon, the only elements found in the sample are barium,
titanium, and oxygen. Analysis of element specific scans results in the fractional elemental
concentrations of 3.7% carbon, 17.3% barium, 16.9% titanium, and 62.1% oxygen. After
accounting for the carbon over layer and the relative error associated with XPS this measurement
is within the expected range.
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Figure 44: XPS spectrum of typical sol-gel grown BTO.

3.5.2.5 TEM
High resolution TEM, Figure 45, showed that the lattice spacing of the sol-gel grown
BTO was 4 Angstroms which matches the lattice parameters given in Table 8. Also, the TEM

image confirmed the thickness of the deposition to be approximately 40𝑛𝑚 per spin of the sol.

This result was in good agreement with the deposition rates presented in the paper on which the
recipe was based [71].

Figure 45: Cross sectional transmission electron micrograph of sol-gel prepared
BTO made with four spins.
3.5.2.6 Hysteresis and CV
The hysteresis and CV of the samples were examined to determine if there was sufficient
nonlinearity for the proposed device. Early sol-gel films showed little or no nonlinearity.
However, more recent films showed more nonlinearity in the CV curve. For example, Figure 46
shows the CV curve for a thin film from which a device, presented in the next chapter, was
fabricated. Although the leakage current through the film was larger than 0 A the resistance of
2.9 × 1011 Ω ⋅ 𝑐𝑚 was still sufficiently near infinity as to be negligible.
86

Figure 46: Capacitance versus voltage for sol-gel grown BTO on nickel
on Nb:STO.
3.6 Conclusion
In conclusion, several growth methods were investigated for this work and two were
implemented. The results of MBE growth of BTO showed limited success but continued to
improve providing hope for future materials. Growth of films by the sol-gel method showed
more promising results. Film performance was shown to be adequate for the research needs.
Adapting the film growth to metallic substrates was achieved by precisely controlling oxidation
conditions.
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4. Device Design, Fabrication, and Testing

4.1 Introduction
This chapter presents the design, fabrication, and testing of a ferroelectric thin film based
nonlinear transmission line. The original intent of this research was to develop a continuous
transmission line. This mission was altered slightly to develop a discrete transmission line using
ferroelectric thin film material in order to reduce fabrication problems. The next section briefly
discusses the logic behind this decision and presents the finalized device design. A section
concerning device fabrication will then discuss the steps involved in creating the transmission
line. Finally, the results of testing the transmission line will be presented and compared to theory.

4.2 Device Design
As indicated previously, the original intention of the research presented in this
dissertation was to create a continuous nonlinear transmission line using a ferroelectric thin film.
The two options considered for the design of this device were a microstrip transmission line and
a coplanar transmission line. When the microstrip design was investigated the metal resistance
was found to be problematic. Assuming the losses are negligible compared to the inductance and
capacitance, which is the goal of this effort, then the transmission line impedance is given by

𝐿
𝑍=�
𝐶

(75)

where 𝐿 is the inductance of the line per unit length and 𝐶 is the capacitance of the line per unit
𝑤

length which is given by 𝐶 = 𝜀0 𝜀𝑟 𝑑 where 𝜀0 is the permittivity of a vacuum, 𝜀𝑟 is the relative
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permittivity of the dielectric, 𝑤 is the width of the line, and 𝑑 is the thickness of the dielectric.
Because a signal would propagate at the speed of light if the dielectric were vacuum,

𝑐=

1

(76)

�𝐿𝐶0

where 𝑐 is the speed of light and 𝐶0 is the capacitance per unit length when the dielectric is

assumed to be a vacuum. To see how these parameters effect the geometry of the line this system
of equations is solved for 𝑤 yielding
𝑤 = 𝑐𝜀

𝑑

0 𝑍 √ 𝜀𝑟

.

(77)

Since the transmission line must be impedance matched to the cabling connecting it to the
function generator and the oscilloscope, 𝑍 = 50 Ω and 𝑑 = 330 nm were used based on

measurements of the film properties discussed in Chapter 3, then all terms are known. Therefore
𝑤 is calculated as 110 nm. Silver, which has a resistivity of 1.59 × 10−8 Ω ⋅ m, was investigated

as the trace material to maximize conductance. Using the calculated trace width and silver to

calculate resistance led to the curve shown in Figure 47 for a 1 cm long transmission line. Notice

that even at a trace thickness of 1 mm the resistance was still greater than 1 Ω. Therefore, the

trace would require an aspect ratio of approximately ten thousand. By migrating to a discrete line
the impedance matching of the line was maintained at the cost of being able to fabricate a
monolithic device.
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Figure 47: Trace resistance versus trace thickness for 110nm wide silver trace
The size of the thin film capacitors, 3.8 × 10−9 m2 , was chosen such that it was near the

limit for wedge bonding with the available equipment. The capacitance of each pad was designed
to be 4.8 pF. The number of nodes in the device was limited by the chip carrier, JCC8446002
from Global Chip Materials, LLC, which was chosen to maximize density while maintaining

ease of fabrication. Although chip carriers with more pins are available they are in packages such
as a ball grid array which would require soldering to leads under the chip. Also, a higher density
of pins would have required additional layers in the printed circuit board leading to increased
cost of design and manufacturing. The inductance between each node was chosen based on the
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value of the capacitance to be 120 nH to create a line that was 50 Ω. The single layer printed
circuit board (PCB) designed for this project is shown in Figure 48. An error in the printed

circuit board layout was later found and corrected by shorting two pins of the chip carrier. This
had the effect of shortening the transmission line by one unit cell.
The length, width, and weight of the traces were chosen to ensure that the contribution to
the inductance of the system was less than ten percent of the overall inductance. Specifically, the
inductance of parallel lines of 1oz copper was approximately 1.2 nH/mm when the traces were
0.25 mm wide with a spacing of 1 mm [167]. The traces in the discrete transmission line PCB

used 2𝑜𝑧 copper and were slightly wider than the number indicated above. Since the typical trace
length was less than 10mm this means that the typical trace inductance of the PCB was less than
12 nH.

Since many inductors use ferrite cores inductor linearity was a concern for this device.

Examining a single 𝐿𝐶 circuit with a 50Ω load showed that a step input results in a maximum

current of less than 40 mA. The inductors chosen for the transmission line, TDK part number

Figure 48: Layout of discrete element transmission line PCB
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MLZ1608DR22DT, were nearly constant to currents over 100 mA according to both the data
sheet [168] and to tests performed on an a series circuit of 22 inductors using an HP4192

impedance analyzer. The 22 inductors were shown to have an impedance of 3.03 µH with

2.6 mA of current and 3 µH of inductance at 36.3 mA of current. Since this change was only one
percent, the nonlinearity in the circuit was a result of the nonlinear capacitors. To further

alleviate any concerns about the performance of the inductors, a linear artificial transmission line
was constructed using linear off the shelf capacitors. The results from testing the linear device
will be presented in parallel to the results of the nonlinear device. Note that if the inductors were
chosen differently two nonlinear elements that act in the same direction could have been
exploited.

4.3 Device Fabrication
Fabrication of a nonlinear transmission line consisted of seven steps once the ferroelectric
material had been grown and characterized. First, a series of capacitors were created using
electron beam lithography. Next, the size of the capacitors was verified. Third, the sample was
attached to the chip carrier. Then, each pin on the chip carrier was wire bonded to a capacitor.
Fifth, the chip was soldered to a PCB. The PCB was then populated with inductors. Finally,
Bayonet Neill-Concelman (BNC) connectors were soldered to the board. A picture of a final
device is shown in Figure 49.
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Figure 49: Discrete ferroelectric thin film based transmission line.
4.4 Device Testing
The nonlinear transmission line was tested using a Tektronix TDS 2012 oscilloscope and
a Stanford Research Systems DS345 function generator. The line was loaded with a resistance of
56Ω to match the impedance of the transmission line. The function generator was set to produce

1 MHz single period sinusoids with an offset and a phase shift such that the result was a positive
pulse from a 0 V background.

In addition to the nonlinear transmission line two other devices were tested. The first was

simply a female BNC to female BNC adapter, known as a bullet, used to show the effect of the
lines, the connections, and the load. The second was the linear transmission line discussed in
Section 4.2. The full results are shown in Figure 50. The error bars represent the standard
deviation of the bullet measurements. When taken as a whole, the data did not appear to provide
evidence of sharpening. However a piecewise examination, which is indicated on the graph
showed a region of sharpening. The two regions of Figure 50 are plotted separately in Figure 51
and Figure 52 and are described in the following paragraphs.
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Figure 50: Full Measurement Data from the Bullet, the Linear Transmission Line and the
Nonlinear Transmission Line.
Figure 51 displays the results from the measurements from pulses with a peak voltage of
0 V to 600 mV with panel (a) showing the data from the bullet, panel (b) showing the data from

the linear transmission line, and panel (c) showing the data from the nonlinear transmission line.
The error bars are from the standard deviation ten measurements made at a single voltage for
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each device after disconnecting and reconnecting the cables. The slopes of the fit lines are
0.0055 ns/mV for the bullet, −0.0047 ns/mV for the linear transmission line, and −0.0243 ns/
mV for the nonlinear transmission line. These data showed that for voltages of less than 600 mV
there is a trend of sharpening for the nonlinear transmission line.

Figure 52 shows the results for the measurements from pulses with a peak voltage of
greater than 600 mV. Again, panel (a) shows the data from the bullet, panel (b) shows the data

from the linear transmission line, and panel (c) shows the data from the nonlinear transmission
line. The error bars have the same meaning as in the Figure 51. In this case the line of best fit for
all the devices had positive slopes. Specifically, the slopes of the fit lines are 0.0034 ns/mV for
the bullet, 0.0053 ns/mV for the linear transmission line, and 0.0039 ns/mV for the nonlinear
transmission line.

There was no explanation found of why the performance of the line changed slope. The
data was collected three times and all data sets showed the same trend. This indicated that, at
least for the potentials tested, the degradation in performance was not attributable to the material
breaking down from fatigue or overvoltage. One possibility was that there was sufficient current
and loss in the system to be causing a change in temperature that effected the material properties.
In this case, one would expect enough heat to cause a phase change at about 600𝑚𝑉 where the
kink in the data was found.
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Figure 51: Rise Time at Device Output Minus Rise Time at Device Input as a Function of
Voltage for Less Than 600 mV.
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Figure 52: Rise Time at Device Output Minus Rise Time at Device Input as a Function of
Voltage for Greater Than 600 mV.
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5. Conclusion
At the beginning of the research for this dissertation it was proposed that a nonlinear
transmission line be studied and fabricated. It was expected that the line would shape electrical
propagating electrical pulses and generate sharp rising edge transitions. The proposed device
would operate at lower voltages and be smaller in size than the current state of the art.
The state of the art systems were found to have several drawbacks including voltage
required, device size, and performance limitations. It was proposed that these limitations could
be overcome by utilizing advances in material science and exploiting the properties of thin film
ferroelectric material. To the best of the author’s knowledge thin film ferroelectric transmission
lines have not previously been studied.
The objective of the research presented in this dissertation was to simulate, fabricate, and
demonstrate a thin film ferroelectric transmission line. To that end, simulations were developed
and used to predict the behavior of such a transmission line, thin film ferroelectric samples were
grown and characterized, a transmission line was created using the grown material, and behavior
of the transmission line was investigated.
There are several outcomes from the research performed for this dissertation. First, the
theory was advanced to include both frequency dependent losses and dispersion. Second, a
molecular beam epitaxy reactor was used to precisely control both the temperature and the
oxygen pressure during the oxidation process. This allowed for optimal oxidation of the barium
titanate while avoiding the formation of NiO. Third, a thin film ferroelectric transmission line
was constructed using discrete elements. Finally, the thin film ferroelectric transmission line was
shown to sharpen the rising edge of pulses with a peak voltage of 600 mV by 15 ns.
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The next step in the development of the device presented in this dissertation should focus
towards making a continuous and monolithic nonlinear transmission line. Such a device would
not suffer from any of the voltage, size, or performance disadvantages discussed above. Once a
continuous monolithic device has been demonstrated it could be incorporated into existing
electronics. However, to optimize the usability of a ferroelectric based nonlinear transmission
line in electronic devices it must be integrated with other devices. Hopefully current research
trends in oxide materials will lead to opportunities for such integration.
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Appendix A: Description of Research for Popular Publication
A potentially major breakthrough concerning the development ultrafast communications
has been recently been made by a Rob Sleezer, a researcher at the University of Arkansas. His
work involves the reshaping of electrical pulses as they propagate along an artificial transmission
line. Applications of such transmission lines could lead to performance improvements in cellular
phones, laptop computers, wireless networks, and possibly even voltage converters.
The transmission line that was developed by Sleezer is a relatively small line that would
be more likely to connect integrated circuits on a printed circuit board than to deliver power to
houses. The pulse shaping is very similar to the way waves are reshaped as they move along a
beach. Using a water wave as an example, the sharpening is caused by the bottom part of the
wave encountering the sand and slowing down. When this happens, the peak of the wave, which
is now moving faster, stacks up on the front of the wave and the rising edge of the wave
sharpens. The big difference between the water waves on a beach example and the electrical
pulses in the nonlinear transmission line is that instead of slowing down the bottom of the pulse
the nonlinear transmission line speeds up the top of the pulse.
It does this by exploiting a class of materials known as ferroelectrics. You may be
familiar with ferromagnets such as iron or nickel. These are materials which orient themselves to
magnetic fields. If you put them in a magnetic field of sufficient strength they will become
magnetically polarized even when removed from the magnetic field. Likewise if you put a
ferroelectric into an electric field of sufficient strength the ferroelectric will become electrically
polarized even when removed from the electric field. One of the results of this effect is that the
ferroelectric material responds more quickly to higher electric fields.
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Transmission lines made using ferroelectric materials have been previously made and
have shown that the pulse sharpening described above does occur. The lines constructed
previously were built with bricks of ferroelectric material about 1cm thick that required many
kilovolts of potential to create a sufficient electric field to operate. Obviously such voltages are
not found in consumer level devices. Therefore, if a nonlinear line is going to be used in such
devices something must be done to reduce the voltage required for operation. The line
constructed by Sleezer uses ferroelectric thin films that are only a few hundred nanometers thick.
With such a thin material a much smaller voltage is required to exploit the nonlinear behavior of
the transmission line.
Unfortunately, the constructed transmission line is not a continuous line but rather a
series of capacitors and inductors put together in such a way as to create an artificial transmission
line. This means that, while it is not the size of the lines created several years ago it is still
relatively large. As a result it will not be possible to immediately integrate the line into consumer
electronic applications. Additional work must be done to make the line continuous and
monolithic. Despite these issues, this step represents a potentially substantial step forward for
consumer communications technologies.
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Appendix B: Executive Summary of Newly Created Intellectual Property
A concise numbered list of the major new IP created during the research presented in this
dissertation.
1. A Process to Cold Weld Ferroelectric Capacitors
2. Design and Fabrication of a Discrete Thin Film Ferroelectric Transmission Line
3. Lossy transmission line simulation algorithm
4. Dispersive transmission line simulation algorithm
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Appendix C: Potential Patent and Commercialization Aspects of each Numbered Item in
Appendix B
1. The cold welded ferroelectric capacitors can be patented
2. The discrete thin film ferroelectric line can be patented
3. The lossy transmission line simulation algorithm cannot be patented due to
publication
4. The dispersive transmission line simulation algorithm can be patented
Commercialization Possibilities
1. The cold welded ferroelectric capacitor should be patented if an entity can be
found which wants to license the technology. At the time of writing the cold
welded ferroelectric capacitor had been unsuccessfully marketed.
2. The discrete thin film ferroelectric line is likely to be too large and cumbersome
to be of any value. Therefore, it is recommended that no effort be made to pursue
a patent.
3. Discussing the patenting of the lossy transmission line simulation is pointless
because it cannot be patented.
4. The dispersive transmission line simulation algorithm is not likely to have broader
applications so it is not recommended that an effort be made to pursue a patent.
Prior Disclosure
1. There has been no known disclosure of the cold welded ferroelectric capacitors.
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2. There have been other nonlinear transmission lines discussed in the literature. No
publications or patents are known that would cause a problem with the patenting
of this device.
3. The lossy transmission line simulation algorithm was presented at The 2009 Villa
Conference on Complex Oxides Heterostructures.
4. There has been no known disclosure of the dispersive transmission line simulation
algorithm. There are no known patents that would obstruct the progress of this
intellectual property.
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Appendix D: Broader Impact
Applicability of research methods to other problems
This research has applications specific impacts to the ferroelectric effort of Greg
Salamo’s group at the University of Arkansas. Specifically they are to ramp up on technologies
used to test and evaluate ferroelectric materials as well as the development of test both coplanar
and parallel plate test structures. Outside the specific research group, the algorithms created as
part of this effort could be used in other research involving lossy dispersive systems.
Impact of research on the US and global economy
This research is not expected to have any direct impact on the US or the global economy.
It is possible that if the research is extended it could have high end applications including
military and space uses. It is likely that implementation of the technology resulting from this
work would be too costly for consumer applications in the near and midterm time scale.
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Appendix E: Microsoft Project Printout of Research Project Plan
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Appendix F: Identification of All Software Used in Research and Dissertation for Each
Computer Used
Computer #1:
Model Number and Serial Number: T5400, No serial number found
Location: Physics 129
Owner: University of Arkansas
Software #1:

Software #2:

Software #3

Name: M.S. Office

Name: Origin

Name: Matlab

Purchased by: UA

Purchased by: UA

Purchased by: UA

License #: 02260-018-

License #: GF3S4-9489-7603011 License #: 601103

0000106-48978

Software #4:

Software #5:

Name: End Note

Name: M.S. Visual Studio

Purchased by: Student

Purchased by: Student

License #: 5221102063

License #: 01018-573-8075886-70407

Computer #2:
Model Number and Serial Number: E5510, No serial number found
Location: Unknown
Owner: Student
Software #1:

Software #2:

Name: M.S. Office

Name: End Note

Purchased by: UA

Purchased by: Student

License #: 02260-018-

License #: 5221102063
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0000106-48978

Computer #3:
Model Number and Serial Number: Various UA computers I was told not to
worry about during uEP orientation.
Location: Unknown
Owner: UA
Software #1:

Software #2:

Name: M.S. Office

Name: Matlab

Purchased by: UA

Purchased by: UA

License #: Unknown

License #: Unknown
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Appendix G: All Publications Pertaining to Research Published, Submitted, or Planned
R. Sleezer, Z. Zeng, J. Krasinski, and G. Salamo, “Revisiting Oxide Based Nonlinear
Transmission Lines,” The 2009 Villa Conference on Complex Oxides Heterostructures, St.
Thomas, U.S. Virgin Islands, US, 13-18 September, 2009. [Presented by R. Sleezer.]
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Appendix H: C++ Code for Simulations
// RK4test.cpp : Defines the entry point for the console application.
//

#include "stdafx.h"

using namespace std;

double Cdx(double V);
double dCdV(double V);
void propagate(long N_in, double dt_in, double t_in, double ep_in, double Cbase_in,
double Rsbase_in, double Rpbase_in, double Rcbase_in, double L_in, double Vmax_in, int
signal_type_in, double pulse_len_in, long print_frac_in, string o_file, string hdr_file, double
f_factor, double maxLoss, long no_filters, double dispFrac);

void feval(int n, double t, double** y, double* dydt);
void RK4stp(int n, int N, double t, double** yode, double* ak0, double* ak1, double*
ak2, double* ak3, double h, double* dydt, double** ytemp);
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long loc = 0; //global variables used instead of redeclaring in each subroutine
long loc2 = 0;
double C_base = 0; //global variable used instead of redeclaring in each subroutine base
conductance
double Ldx = 0; //global variable used instead of redeclaring in each subroutine,
double dCdV_curr = 0; //global variable used instead of redeclaring in each subroutine
double Cdx_curr = 0; //global variable used instead of redeclaring in each subroutine
double Cdx_prev = 0; //global variable used instead of redeclaring in each subroutine
double Rsdx = 2718; //global variable used instead of redeclaring in each subroutine
double Rpdx = 0; //global variable used instead of redeclaring in each subroutine
double Rcdx = 0; //global variable used instead of redeclaring in each subroutine

double C_nl = 0; //global variable for forcing the nonlinearity to be linear the third input
will be put here

int main(int argc, char* argv[])
{
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long runs;
long N;
double dt;
double t;
double ep;
double Cbase_loc;
double Rsbase;
double L;
double Rpbase;
double Rcbase;
double Vmax;
double f_factor;
double pulse_len;
int signal_type;
long print_frac;
double maxLoss;
long no_filters;
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double dispFrac;
char o_file[64];
char hdr_file[64];

for (int s = 0; s<64; s++)
o_file[s] = 0;
cout<<"Input file 1: "<<o_file<<endl;

cin>>o_file;
cout<<"Input file 2: "<<o_file<<endl;
ifstream fin(o_file,ios::in);
cout<<"Input file 3: "<<o_file<<endl;

fin>>runs;
cout<<"RUNS: "<<runs<<endl;

for (int i = 0; i<runs; i++)
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{
fin>>N;
fin>>dt;
fin>>f_factor;
fin>>t;
fin>>ep;
fin>>Cbase_loc;
fin>>Rsbase;
fin>>Rpbase;
fin>>Rcbase;
fin>>L;
fin>>Vmax;
fin>>signal_type;
fin>>pulse_len;
fin>>print_frac;
fin>>maxLoss;
fin>>no_filters;
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fin>>dispFrac;
fin>>o_file;

strcpy(hdr_file, o_file);
strcat(hdr_file, "_hdr.txt");
strcat(o_file, ".txt");

//==============================================================
=======================================
C_nl = f_factor;

//==============================================================
=======================================

cout<<"hdr:"<<hdr_file<<" o:"<<o_file<<endl;

cout<<N<<'\t'<<dt<<'\t'<<f_factor<<'\t'<<t<<'\t'<<ep<<'\t'<<Cbase_loc<<'\t'<<Rsbase<<
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'\t'<<Rpbase<<'\t'<<Rcbase<<'\t'<<'L'<<L<<'\t'<<Vmax<<'\t'<<"type:"<<signal_type<<'\t'<<pul
se_len<<'\t'<<print_frac<<'\t'<<o_file<<'\t'<<hdr_file<<endl;

propagate(N,dt,t,ep,Cbase_loc,Rsbase,Rpbase,Rcbase,L,Vmax,signal_type,pulse_len,prin
t_frac,o_file,hdr_file,f_factor,maxLoss,no_filters,dispFrac);
}

fin.close();

return 0;
}

void propagate(long N_in, double dt_in, double t_in, double ep_in, double Cbase_in,
double Rsbase_in, double Rpbase_in, double Rcbase_in, double L_in, double Vmax_in, int
signal_type_in, double pulse_len_in, long print_frac_in, string o_file, string hdr_file, double
f_factor, double maxLoss, long no_filters, double dispFrac)
{
char dummy;
bool tmr = true; //enable the output counter
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long percent_done = 0; //The simulation is currently not started

double c = 3.0*pow(double(10),8); //speed of light
double pi = 3.1415926535897932385;

double L = L_in; //length of the line
long N = N_in; //number of nodes
double t = t_in; //time of the simulation

double ep = ep_in; //epsilon of the dielectric material
double Cm_base = Cbase_in; //capactance of 1 meter of the line with ep = 1 in F
double Lm = 1/(pow(c,2)*Cm_base); //inductance of 1 meter of the line in H
double Cdx_base = Cm_base*L/N; //capacitance of the line per unit step in C
Ldx = Lm*L/N; //inductance of the line per unit step in H
Rpdx = Rpbase_in*L/N; //shunt resistance of the line per unit step in ohms
Cdx_curr = 0; //voltage dependent capacitance
dCdV_curr = 0; //derivative of capacitance with respect to voltage at the current
node and time
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Cdx_prev = 0; //voltage dependant capacitance at previous node
double Rsm = Rsbase_in; //series resistance of 1 meter of the line in Ohms (for a
.5mm wide .5um thick line of Au the value is 1e-2)
Rsdx = Rsm*L/double(N); //series Resistance of the line per unit step in Ohms
Rcdx = Rcbase_in*L/N;

double curr_t = 0; //current time in the simulation
long stepOverCnt = 0; //the number of step overs in simulation

double dt = dt_in; //time step in sumplation
long no_t = long(ceil(t/dt)); //number of time steps
cout<<"no_t: "<<no_t<<endl;
double *p_t_arr = new double[no_t]; //set asside the space for the time array
//=========================================================
=======================================================
//=========================================================
===================================================
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//The Ldx below is for a specific test of a discrete transmission line and should be
removed before
//any general simulation are run. Leaving this WILL RESULT IN AN ERROR
//=========================================================
===================================================
//=========================================================
=======================================================
//Ldx = 1.47e-6;
//=========================================================
=======================================================
//=========================================================
===================================================
//The Ldx above is for a specific test of a discrete transmission line and should be
removed before
//any general simulation are run. Leaving this WILL RESULT IN AN ERROR
//=========================================================
===================================================
//=========================================================
=======================================================
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if (p_t_arr == 0)
{
cout<<"memory error"<<endl;
cin>>dummy;
exit(0);
}

C_base = Cdx_base*ep;

double **p_Y = new double* [2];
p_Y[0] = new double[N+2]+1;
p_Y[1] = new double[N+2]+1;

if (p_Y[0] == 0 || p_Y[1] == 0 )

{

cout<<"memory error"<<endl;
cin>>dummy;

133

exit(0);
}

long Nt = 256;
double **p_y_buff = new double* [N];
for (int i = 0; i<N; i++)
{
p_y_buff[i] = new double[Nt];
if (p_y_buff[i] == 0) {
cout<<"memory error"<<endl;
cin>>dummy;
exit(0);
}
}

double *p_t_buff = new double[Nt];
if (p_t_buff == 0) {
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cout<<"memory error"<<endl;
cin>>dummy;
exit(0);
}

for (int i = 0; i<N; i++)
for(int j = 0; j<Nt; j++)
p_y_buff[i][j] = 0;

fftw_complex* t_filter;
fftw_complex* t_signal;
fftw_complex* t_fft;
fftw_complex* t_signal2;
fftw_complex* t_fft2;

t_filter = (fftw_complex*)fftw_malloc(sizeof(fftw_complex)*Nt);
t_signal = (fftw_complex*)fftw_malloc(sizeof(fftw_complex)*Nt);
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t_fft = (fftw_complex*)fftw_malloc(sizeof(fftw_complex)*Nt);
t_signal2 = (fftw_complex*)fftw_malloc(sizeof(fftw_complex)*Nt);
t_fft2 = (fftw_complex*)fftw_malloc(sizeof(fftw_complex)*Nt);

for (int i = 0; i<Nt; i++)
{
t_filter[0][i] = t_filter[1][i] = 0;
t_signal[0][i] = t_signal[1][i] = 0;
t_signal2[0][i] = t_signal2[1][i] = 0;
}
fftw_plan fft_t_forward;
fftw_plan fft_t_backward;

fft_t_forward =
fftw_plan_dft_1d(Nt,t_signal,t_fft,FFTW_FORWARD,FFTW_ESTIMATE);
fft_t_backward =
fftw_plan_dft_1d(Nt,t_fft2,t_signal2,FFTW_BACKWARD,FFTW_ESTIMATE);
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/* The filter represents the dielectric losses in the system (the loss tangent). A
triangular filter is used to approximate the losses
based on several papers. Also, the losses were shown to be fairly linear up to
10GHz in work by Xinen Zhu. This is published in a
Ph.D. dissertation titled "Switchable and Tunable Ferroelectric Thin Film Radio
Frequency Components" written in 2009 at The
University of Michigan. This filter might be fair because it is applied to inverse
time.*/

if (Nt%2==1)
t_filter[Nt/2][0]=t_filter[Nt/2][1]=max(1.0-maxLoss,0.0);
for (int m = 0; m<Nt/2; m++)
if ((1-(double)m*maxLoss/(double)Nt)>0)
t_filter[m][0]=t_filter[Nt-1-m][0]=t_filter[m][1]=t_filter[Nt-1m][1]=1-(double)m*maxLoss/(double)Nt;
else
t_filter[m][0]=t_filter[Nt-1-m][0]=t_filter[m][1]=t_filter[Nt-1m][1]=0;
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double **p_Ytemp = new double* [2];
p_Ytemp[0] = new double[N+2]+1;
p_Ytemp[1] = new double[N+2]+1;

if (p_Ytemp[0] == 0 || p_Ytemp[1] == 0 )
cout<<"memory error"<<endl;
cin>>dummy;
exit(0);
}

long filter_frac;
bool filter_flag = true;
if (no_filters == 0)
{
filter_frac = -99;
filter_flag = false;
}
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{

else
filter_frac = no_t/no_filters;
fftw_complex* filter;
fftw_complex* signal;
fftw_complex* signal_fft;
fftw_complex* phase_shift;

int C_space = 100; //This is used to adjust the electrical distance of a FE so the
FFT is fair
int* C_electrical_dist = new int[N];
double* wave_vect = new double[N*C_space];
double C0 = Cdx(0);
int c_pos_ctr = 0;

signal = (fftw_complex*)fftw_malloc(sizeof(fftw_complex)*(N)*C_space);
signal_fft = (fftw_complex*)fftw_malloc(sizeof(fftw_complex)*(N)*C_space);
filter = (fftw_complex*)fftw_malloc(sizeof(fftw_complex)*(N)*C_space);
phase_shift = (fftw_complex*)fftw_malloc(sizeof(fftw_complex)*(N)*C_space);
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double* dispersion = new double[N*C_space]; //This is the frequency dependant
dispersion

for (int i = 0; i<N*C_space/2; i++)
{
wave_vect[i] = i;
}
for (int i = N*C_space/2; i<N*C_space; i++)
{
wave_vect[i] = N*C_space-i-1;
}

//==========================Move to input
file==================================================================
====================
double dispersion_fraction = dispFrac; //This is the dispersion in the system
should probably be moved to input file. It is not yet tied to anything meaningful but the higher
the value the more the dispersion
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//============================Move to input
file==================================================================
==================

/* The filter represents the dielectric losses in the system (the loss tangent). A
triangular filter is used to approximate the losses
based on several papers. Also, the losses were shown to be fairly linear up to
10GHz in work by Xinen Zhu. This is published in a
Ph.D. dissertation titled "Switchable and Tunable Ferroelectric Thin Film Radio
Frequency Components" written in 2009 at The
University of Michigan. This filter is not fair because it is applied to inverse space
not inverse time.*/

if (N%2==1)
filter[N/2][0]=filter[N/2][1]=max(1.0-maxLoss,0.0);
for (int m = 0; m<N/2; m++)
if ((1-(double)m*maxLoss/(double)N)>0)
filter[m][0]=filter[N-1-m][0]=filter[m][1]=filter[N-1-m][1]=1(double)m*maxLoss/(double)N;
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else
filter[m][0]=filter[N-1-m][0]=filter[m][1]=filter[N-1-m][1]=0;
/*
int cut_off = N/4;
for (int m = 0; m<N/2-cut_off; m++)
filter[m][0]=filter[N-1-m][0]=filter[m][1]=filter[N-1-m][1]=1;
for (int m = N/2-cut_off; m<N/2; m++)
filter[m][0]=filter[N-1-m][0]=filter[m][1]=filter[N-1-m][1]=0;
if(N%2==1)
filter[N/2][0]=filter[N/2][1]=0;

if (N%2==1)
filter[N/2][0]=filter[N/2][1]=0;
for (int m = 0; m<N/2; m++)
filter[m][0]=filter[N-1-m][0]=filter[m][1]=filter[N-1-m][1]=pow(2.718281828,20/(double)(N/2-m));

maxLoss = 0.9;
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cut_off = N/4;
if (N%2==1)
filter[N/2][0]=filter[N/2][1]=1-maxLoss;
for (int m = 0; m<cut_off; m++)
filter[m][0]=filter[N-1-m][0]=filter[m][1]=filter[N-1-m][1]=1;
for (int m = cut_off; m<N/2; m++)
filter[m][0]=filter[N-1-m][0]=filter[m][1]=filter[N-1-m][1]=1-(double)(mcut_off)*maxLoss*2/(double)(N-cut_off*2);

double slope = 0.005;
double position = 800;
if (N%2==1)
filter[N/2][0]=filter[N/2][1]=0;
for (int m = 0; m<N/2; m++)
filter[m][0]=filter[N-1-m][0]=filter[m][1]=filter[N-1-m][1]=11/(1+pow(2.718281828,(slope*(-m+position))));

double sigma = 1000;
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if (N%2==1)
filter[N/2][0]=filter[N/2][1]=0;
for (int m = 0; m<N/2; m++)
filter[m][0]=filter[N-1-m][0]=filter[m][1]=filter[N-1-m][1]=pow(2.718281828,(m*m/(2*sigma*sigma)));
*/
fftw_plan fft_V_forward;
fftw_plan fft_V_backward;

fft_V_forward = fftw_plan_dft_1d(N*C_space, signal, signal_fft,
FFTW_FORWARD, FFTW_ESTIMATE);
fft_V_backward = fftw_plan_dft_1d(N*C_space, signal_fft, signal,
FFTW_BACKWARD, FFTW_ESTIMATE);

if (signal==0 || signal_fft==0 || filter ==0) {
cout<<"memory error"<<endl;
cin>>dummy;
exit(0);
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}

double *p_dydt = new double[2];

double* ak0 = new double[N];
double* ak1 = new double[N];
double* ak2 = new double[N];
double* ak3 = new double[N];

if(ak0 == 0 || ak1 == 0 || ak2 == 0 || ak3 == 0)
{
cout<<"memory error"<<endl;
cin>>dummy;
exit(0);
}

long loc10 = long(floor(N*0.1));

145

long loc20 = long(floor(N*0.2));
long loc30 = long(floor(N*0.3));
long loc40 = long(floor(N*0.4));
long loc50 = long(floor(N*0.5));
long loc60 = long(floor(N*0.6));
long loc70 = long(floor(N*0.7));
long loc80 = long(floor(N*0.8));
long loc90 = long(floor(N*0.9));

double Vmax = Vmax_in;
double pulse_len = pulse_len_in;
cout<<"test 1: "<<no_t<<endl;
double *p_Vs = new double[no_t];
cout<<"test 2"<<endl;
long pulse_end = long(floor(no_t*pulse_len));
cout<<"test 3"<<endl;
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if (p_Vs == 0)
{
cout<<"memory error";
cin>>dummy;
exit(1);
}

const char *p_o_name = o_file.c_str();

ofstream outMain(p_o_name,ios::out|ios::trunc);

if(!outMain.is_open())
{
cout<<"output file error"<<endl;
cin>>dummy;
exit(0);
}
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ofstream outFull("full.txt",ios::out|ios::trunc);

if(!outFull.is_open())
{
cout<<"output file error"<<endl;
cin>>dummy;
exit(0);
}

const char *p_hdr_name = hdr_file.c_str();

ofstream outHdr(p_hdr_name,ios::out|ios::trunc);

if(!outHdr.is_open())
{
cout<<"output file error"<<endl;
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cin>>dummy;
exit(0);
}

ofstream outFFT("fftOut.txt",ios::out|ios::trunc);

if(!outFFT.is_open())
{
cout<<"output file error"<<endl;
cin>>dummy;
exit(0);
}
ofstream outV("VOut.txt",ios::out|ios::trunc);

if(!outV.is_open())
{
cout<<"output file error"<<endl;
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cin>>dummy;
exit(0);
}

for (double Volts = -1; Volts<2; Volts = Volts + 0.1){
outV<<Volts<<'\t'<<Cdx(Volts)<<'\t'<<dCdV(Volts)<<'\n';
}

outV.close();

//for (int j = 0; j<Nt; j++)
//{
//

outFFT<<j<<'\t'<<t_filter[j][0]<<endl;

//}

cout<<p_o_name<<endl;
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cout<<"type="<<signal_type_in<<endl;
outHdr<<"Simulation Parameters:"<<"\n\tVmax = "<<Vmax<<'\n';
outHdr<<"\tSimulation Time = "<<t<<'\n';
outHdr<<"\tSignal Type = "<<signal_type_in<<'\n';
outHdr<<"\tPulse Length = "<<pulse_len<<'\n';
outHdr<<"\tPulse Peak = "<<Vmax<<'\n';
outHdr<<"\tNumber of Nodes = "<<N<<'\n';
outHdr<<"\tdt = "<<dt<<'\n';
outHdr<<"\tep = "<<ep<<'\n';
outHdr<<"\tC/m = "<<Cm_base<<'\n';
outHdr<<"\tRs/m = "<<Rsm<<'\n';
outHdr<<"\tRp/m = "<<Rpbase_in<<'\n';
outHdr<<"\tRc/m = "<<Rcbase_in<<'\n';
outHdr<<"\tL/m = "<<Lm<<'\n';
outHdr<<"\tLine Length = "<<L<<'\n';
outHdr<<"\tFreq Factor ="<<f_factor<<'\n';
outHdr<<"\tMax Loss ="<<maxLoss<<'\n';
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outHdr<<"\tNumber of Filters = "<<no_filters<<'\n';
outHdr<<"\tFilter:"<<'\n';
outHdr<<"\tDispersion Fraction = "<<dispersion_fraction<<'\n';

for (int m = 0; m<N; m++)
outHdr<<filter[m][0]<<'\t';

outHdr<<endl;

outHdr.close();
//outMain<<"t"<<"\t"<<"Vin"<<"\t"<<"p1"<<"\t"<<"p2"<<"\t"<<"p3"<<"\t"<<"p
4"<<"\t"<<"p5"<<"\t"<<"p6"<<"\t"<<"p7"<<"\t"<<"p8"<<"\t"<<"p9"<<"\t"<<"EOL"<<"\n";

long k = 0; //counter variable for time
long n = 0; //counter variable for position
long t_frac = no_t/1000;
long print_frac = print_frac_in;
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long excessive_gain = 100;

for (n=-1;n<N+1;n++)
{
p_Y[0][n] = 0; //derivative of voltage
p_Y[1][n] = 0; //voltage
}

for (k = 0; k < no_t; k++)
{

p_t_arr[k] = k*dt;
p_Vs[k] = 0;

}

if (signal_type_in == 1) //pulse type 1 is half of a sine period
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{
for (k=0; k<floor(no_t*pulse_len); k++)
{
p_Vs[k] = Vmax*sin(pi/p_t_arr[pulse_end]*p_t_arr[k]);
}
} else if (signal_type_in == 2) //type 2 is a rising edge sigmoid
{
for (k=0; k<no_t; k++)
{
p_Vs[k] = Vmax/(1+pow(2.718281828,-(p_t_arr[k]p_t_arr[long(floor(no_t*pulse_len))])*10/p_t_arr[long(floor(no_t*pulse_len))]));
//

if (k/floor(no_t*pulse_len)<1)

//

p_Vs[k] =

Vmax/(no_t*pulse_len)*k;
//

else

//

p_Vs[k] = Vmax;

}
} else if (signal_type_in == 3) //random square pulses
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{
bool pulse_flag = true;
long k_start = 0;
for (k = 0; k<floor(no_t*pulse_len); k++)
{
if (pulse_flag)
{
p_Vs[k] = Vmax;
if (k-k_start >= (no_t*pulse_len)/1000)
pulse_flag = false;
} else if ((double(rand())/double(RAND_MAX)) < .0001) {
pulse_flag = true;
k_start = k;
}
}

} else if (signal_type_in == 4) //many periods of sine wave
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{
for (k=0; k<floor(no_t*pulse_len); k++)
{
p_Vs[k] = Vmax*sin((f_factor)*pi/p_t_arr[pulse_end]*p_t_arr[k]);
}
} else if (signal_type_in == 5) //single gaussian with 1V bias
{
double e = 2.718281828;
double mu = floor(no_t*pulse_len/2.0);
double sigma = floor(mu/5);
double exponent = 0;
for (k=0; k<floor(no_t*pulse_len); k++)
{
exponent = -((k-mu)*(k-mu)/(2*sigma*sigma));
p_Vs[k] = Vmax*pow(e,exponent);
}
for (k = floor(no_t*pulse_len); k<no_t; k++)
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p_Vs[k] = 0;
} else
{
cout<<"pulse type error"<<endl;
}

for(k = 0; k<no_t-1; k++)
{

if (tmr == 1 && k%t_frac == 0)
cout<<k/t_frac<<endl;

p_Y[1][-1] = p_Vs[k];

for (n = 0;n<N-1;n++) {

if (p_Y[1][n]-p_Y[1][n-1] != 0 || p_Y[1][n]-p_Y[1][n+1] != 0)
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{
Cdx_curr = Cdx(p_Y[1][n]);
dCdV_curr = dCdV(p_Y[1][n]);
Cdx_prev = Cdx(p_Y[1][n-1]);
//RK4 call goes here!!!

RK4stp(n,2,p_t_arr[k],p_Y,ak0,ak1,ak2,ak3,dt,p_dydt,p_Ytemp);
}

}

//==============================================================
===================

//==============================================================
===================
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//==============================================================
===================
//THE BELOW SECTION IS FOR DISPERSION UNCOMMENT TO
INCLUDE FREQENCY DOMAIN DISPERSION

//==============================================================
===================

//==============================================================
===================

//==============================================================
===================

for (int i = 0; i<N*C_space/2; i++)
{
phase_shift[i][0] =
cos(wave_vect[i]*wave_vect[i]*dispersion_fraction);
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phase_shift[i][1] = sin(wave_vect[i]*wave_vect[i]*dispersion_fraction);
}
for (int i = N*C_space/2; i<N*C_space; i++)
{
phase_shift[i][0] =
cos(wave_vect[i]*wave_vect[i]*dispersion_fraction);
phase_shift[i][1] =
sin(wave_vect[i]*wave_vect[i]*dispersion_fraction);
}
for (int i = 0; i<N; i++)
{
C_electrical_dist[i] = floor(Cdx(p_Y[1][i])/C0*C_space);
}

c_pos_ctr=0;

for (int i = 0; i<N; i++)
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{
for (int j = 0; j<C_electrical_dist[i]; j++)
{

signal[c_pos_ctr][0] = p_Y[1][i];
signal[c_pos_ctr][1] = 0;
c_pos_ctr++;
}
}

for (int i = c_pos_ctr; i<N*C_space; i++)
{
signal[i][0] = signal[i][1] = 0;
}

/*

outFFT<<"pre1: ";
for (int i = 0; i<N*C_space-1; i++)
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{
outFFT<<signal[i][0]<<'\t';
}
outFFT<<endl;
*/
fftw_execute(fft_V_forward);

for (int i = 0; i<N*C_space; i++)
{
//
outFFT<<i<<'\t'<<signal_fft[i][0]<<'\t'<<signal_fft[i][1]<<'\t'<<phase_shift[i][0]<<'\t'<<
phase_shift[i][1]<<'\t';
signal_fft[i][0] = signal_fft[i][0]*phase_shift[i][0]signal_fft[i][1]*phase_shift[i][1];
signal_fft[i][1] =
signal_fft[i][0]*phase_shift[i][1]+signal_fft[i][1]*phase_shift[i][0];
//

outFFT<<signal_fft[i][0]<<'\t'<<signal_fft[i][1]<<'\n';
}
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//

outFFT<<endl;

//&&&&&&&&&&&&&&&&&&&&&&
//Advance phase here
//&&&&&&&&&&&&&&&&&&&&&&

fftw_execute(fft_V_backward);

/*

outFFT<<"post1: ";
for(int i = 0; i<N*C_space; i++)
{
outFFT<<signal[i][0]/10000.0<<'\t';
}
outFFT<<endl;
*/
c_pos_ctr = 0;
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for (int i = 0; i<N; i++)
{
p_Y[1][i] = signal[c_pos_ctr][0]/(N*C_space); //These will need
to be modified to account for changes in C
c_pos_ctr = c_pos_ctr+C_electrical_dist[i];

}

//==================================Top of
block============================
c_pos_ctr=0;

for (int i = 0; i<N; i++)
{
for (int j = 0; j<C_electrical_dist[i]; j++)
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{

signal[c_pos_ctr][0] = p_Y[0][i]; //These will need to be
modified to account for changes in C
signal[c_pos_ctr][1] = 0;
c_pos_ctr++;
}
}

for (int i = c_pos_ctr; i<N*C_space; i++)
{
signal[i][0] = signal[i][1] = 0;
}

/*

outFFT<<"pre1: ";
for (int i = 0; i<N*C_space-1; i++)
{
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outFFT<<signal[i][0]<<'\t';
}
outFFT<<endl;
*/
fftw_execute(fft_V_forward);

for (int i = 0; i<N*C_space; i++)
{
//
outFFT<<i<<'\t'<<signal_fft[i][0]<<'\t'<<signal_fft[i][1]<<'\t'<<phase_shift[i][0]<<'\t'<<
phase_shift[i][1]<<'\t';
signal_fft[i][0] = signal_fft[i][0]*phase_shift[i][0]signal_fft[i][1]*phase_shift[i][1];
signal_fft[i][1] =
signal_fft[i][0]*phase_shift[i][1]+signal_fft[i][1]*phase_shift[i][0];
//

outFFT<<signal_fft[i][0]<<'\t'<<signal_fft[i][1]<<'\n';
}

//

outFFT<<endl;
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//&&&&&&&&&&&&&&&&&&&&&&
//Advance phase here
//&&&&&&&&&&&&&&&&&&&&&&

fftw_execute(fft_V_backward);
/*
outFFT<<"post1: ";
for(int i = 0; i<N*C_space; i++)
{
outFFT<<signal[i][0]/10000.0<<'\t';
}
outFFT<<endl;
*/
c_pos_ctr = 0;
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for (int i = 0; i<N; i++)
{
p_Y[0][i] = signal[c_pos_ctr][0]/(N*C_space); //These will need
to be modified to account for changes in C
c_pos_ctr = c_pos_ctr+C_electrical_dist[i];

}

//==============================================================
===================

//==============================================================
===================

//==============================================================
===================
//THE ABOVE SECTION IS FOR DISPERSION UNCOMMENT TO
INCLUDE FREQENCY DOMAIN DISPERSION
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//==============================================================
===================

//==============================================================
===================

//==============================================================
===================

//==============================================================
===================

//==============================================================
===================

//==============================================================
===================
//THE BELOW SECTION IS FOR FILTERING UNCOMMENT TO
INCLUDE FREQENCY DOMAIN FILTERING
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//==============================================================
===================

//==============================================================
===================

//==============================================================
===================
/*

if (filter_flag && k%filter_frac==0) {
for (int i = 0; i<N; i++)
{
//outFFT<<1<<'\t'<<i<<'\t'<<p_Y[1][i]<<'\t';
for (int j = Nt-2; j>=0; j--)
{
p_y_buff[i][j+1]=p_y_buff[i][j];
}

p_y_buff[i][0] = p_Y[1][i];
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for (int j = 0; j<Nt; j++)
{
//outFFT<<p_y_buff[i][j]<<'\t';
t_signal[j][0]=p_y_buff[i][j];
t_signal[j][1]=0;
}
//outFFT<<endl;

//outFFT<<t_signal[0][0]<<'\t';

fftw_execute(fft_t_forward);

//outFFT<<1<<'\t';
for (int j = 0; j<Nt; j++)
{
t_fft2[j][0] = t_fft[j][0]*t_filter[j][0];
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t_fft2[j][1] = t_fft[j][1]*t_filter[j][1];
//outFFT<<t_fft2[j][0]+t_fft2[j][1]<<'\t';
}
//outFFT<<endl;
fftw_execute(fft_t_backward);

//outFFT<<2<<'\t'<<i<<'\t'<<p_Y[1][i]<<'\t';

//outFFT<<2<<'\t';
//Remove this loop and apply to only one time to get
maximum speed
for (int j = 0; j<Nt; j++) {
t_signal2[j][0]=t_signal2[j][0]/double(Nt);
//outFFT<<t_signal2[j][0]<<'\t';
}

//outFFT<<endl;
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//outFFT<<p_Y[1][i]<<'\t'<<p_y_buff[i][0]<<'\t'<<t_signal[0][0]<<endl;
p_Y[1][i] = t_signal2[0][0];

}
}*/

//==============================================================
===================

//==============================================================
===================

//==============================================================
===================
//THE ABOVE SECTION IS FOR FILTERING UNCOMMENT TO
INCLUDE FREQENCY DOMAIN FILTERING
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//==============================================================
===================

//==============================================================
===================

//==============================================================
===================

p_Y[1][N-1] = p_Y[1][N-2]; //the voltage at the last node is better
approximated by the voltage at the second to last node than by ground

//for (int i = 0; i<N; i++)
//

p_Y[1][i]=p_Y[1][i]-p_Y[1][N-1]; //Remove error introduced by

discarding rounding error in imaginary part of FT (NOTE: This will screw up any results after
pulse gets to the end of the line)
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if (k%print_frac == 0){

outMain<<p_t_arr[k]<<"\t"<<p_Vs[k]<<"\t"<<p_Y[1][loc10]<<"\t"<<p_Y[1][loc20]<<"
\t"<<p_Y[1][loc30]<<"\t"<<p_Y[1][loc40]<<"\t"<<p_Y[1][loc50]<<"\t"<<p_Y[1][loc60]<<"\t"
<<p_Y[1][loc70]<<"\t"<<p_Y[1][loc80]<<"\t"<<p_Y[1][loc90]<<"\t"<<p_Y[1][N-4]<<"\n";
/*if
(p_Y[1][loc10]>excessive_gain*p_Vs[k]||p_Y[1][loc20]>excessive_gain*p_Vs[k]||p_Y[1][loc30
]>excessive_gain*p_Vs[k]||p_Y[1][loc40]>excessive_gain*p_Vs[k]||p_Y[1][loc50]>excessive_g
ain*p_Vs[k]||p_Y[1][loc60]>excessive_gain*p_Vs[k]||p_Y[1][loc70]>excessive_gain*p_Vs[k]||
p_Y[1][loc80]>excessive_gain*p_Vs[k]||p_Y[1][loc90]>excessive_gain*p_Vs[k]||p_Y[1][N4]>excessive_gain*p_Vs[k]) {
outMain<<"Excessive Gain"<<endl;
exit(0);
}*/
}

}

delete (p_Y[0]-1);
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delete (p_Y[1]-1);
delete p_Y;

delete (p_Ytemp[0]-1);
delete (p_Ytemp[1]-1);
delete p_Ytemp;

fftw_destroy_plan(fft_V_forward);
fftw_destroy_plan(fft_V_backward);
fftw_free(filter);
fftw_free(signal);
fftw_free(signal_fft);

fftw_destroy_plan(fft_t_forward);
fftw_destroy_plan(fft_t_backward);
fftw_free(t_filter);
fftw_free(t_signal);
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fftw_free(t_fft);
fftw_free(t_signal2);
fftw_free(t_fft2);

delete ak0;
delete ak1;
delete ak2;
delete ak3;

delete p_t_arr;

delete p_dydt;

delete p_Vs;

delete C_electrical_dist;
delete wave_vect;
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outMain.close();

return;
}

void feval(int n, double t, double** y, double* dydt)
{
/*
//Differential equations following derivation using model consisting of
inductance, series resistance, shunt resistance, and capacitance with a spreading resistor
double term01 = (y[1][n-1]-2*y[1][n]+y[1][n+1])/(Ldx*Cdx_curr);
double term02 = Rsdx*y[1][n]/(Rpdx*(Ldx*Cdx_curr));
double term03 = dCdV_curr*y[0][n]*y[0][n]/Cdx_curr;
double term04 = Rsdx*y[0][n]/Ldx;
double term05 = y[0][n]/(Cdx_curr*Rpdx);
dydt[0] = term01-term02-term03-term04-term05;
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dydt[1] = y[0][n];

return;*/

//Differential equations following derivation using model consisting of
inductance, series resistance, shunt resistance, and capacitance with a spreading resistor
double term001 = 1/(Ldx*Cdx_curr*(1+Rcdx/Rpdx));
double term002 = y[1][n-1]-2*y[1][n]+y[1][n+1];
double term003 = Ldx*((Rcdx/Rpdx-1)*dCdV_curr*y[0][n]*y[0][n]y[0][n]/Rpdx);
double term004 =
Rsdx/Rpdx*y[1][n]+Rsdx*Rcdx/Rpdx*Cdx_curr*y[0][n]+Rcdx*Cdx_curr*y[0][n];
dydt[0] = term001*(term002+term003+term004);
dydt[1] = y[0][n];

return;
/*
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//Differential equations following
//Tsuboi and Toyama "Computer experiments on solitons in a nonlinear
transmission line I. Formation of stable soliton" Physical Review A, vol. 44, pg 2686, 15 August
1991
double tst01 = 1/Ldx;
double tst02 = y[1][n-1]-2*y[1][n]+y[1][n+1];
double tst03 = Ldx*dCdV_curr*(y[0][n]*y[0][n]);
double tst04 = (Rpdx)*(Cdx_prev*y[0][n-1]2*Cdx_curr*y[0][n]*Cdx_curr*y[0][n+1]);
double tst05 = Rsdx*Cdx_curr*y[0][n];
dydt[0] = (1/Ldx)*(y[1][n-1]-2*y[1][n]+y[1][n+1]Ldx*dCdV_curr*(y[0][n]*y[0][n])+(Rpdx)*(Cdx_prev*y[0][n-1]2*Cdx_curr*y[0][n]*Cdx_curr*y[0][n+1])-Rsdx*Cdx_curr*y[0][n]);
dydt[1] = y[0][n];

return;

//Differential equations following
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//R H Freeman and A E Karbowiak "An Investigation of Nonlinear Transmission
Lines and Shock Waves" J. Phys. D: Appl. Phys., Vol 10, 1977 pg53
//and
//F A Benson, J D Last and V I Zharikov "An Analysis of Lumped-Parameter
Nonlinear Transmission Lines" IEEE International Convention Record 14 (7) 327-339

//equations including resistance (no conductance)
dydt[0] = (y[1][n-1]-2*y[1][n]+y[1][n+1])/(Ldx*Cdx_curr)dCdV_curr*((y[0][n]*y[0][n])/Cdx_curr)-(Rsdx/Ldx)*y[0][n]-(1/(Rpdx*Cdx_curr))*y[0][n](Rsdx/(Rpdx*Ldx*Cdx_curr))*y[1][n];
dydt[1] = y[0][n];

//original equations
dydt[0] = (y[1][n-1]-2*y[1][n]+y[1][n+1])/(Ldx*Cdx(y[1][n]));//dCdV_curr*((y[0][n]*y[0][n])/Cdx_curr);
dydt[1] = y[0][n];

return;
*/
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}

void RK4stp(int n, int N, double t, double** yode, double* ak0, double* ak1, double*
ak2, double* ak3, double h, double* dydt, double** ytemp)
{
int j = 0;

if (yode[1][n-1] == 0 && yode[1][n] == 0 && yode[1][n+1] == 0 && yode[0][n]
== 0) {
yode[1][n] = 0;
} else {

feval(n,t,yode,dydt);

for (j = 0; j<N; j++)
{
ak0[j] = h*dydt[j];
ytemp[j][n] = yode[j][n]+0.5*ak0[j];
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ytemp[j][n-1] = yode[j][n-1];
ytemp[j][n+1] = yode[j][n+1];
}

feval(n, t+0.5*h, ytemp, dydt);

for (j = 0; j<N; j++)
{
ak1[j]=h*dydt[j];
ytemp[j][n] = yode[j][n]+0.5*ak1[j];
ytemp[j][n-1] = yode[j][n-1];
ytemp[j][n+1] = yode[j][n+1];
}

feval(n,t+0.5*h,ytemp,dydt);

for (j = 0; j<N; j++)
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{
ak2[j] = h*dydt[j];
ytemp[j][n] = yode[j][n]+ak2[j];
ytemp[j][n-1] = yode[j][n-1];
ytemp[j][n+1] = yode[j][n+1];
}

feval(n,t+h,ytemp,dydt);

for (j = 0; j<N; j++)
{
ak3[j] = h*dydt[j];
yode[j][n] = yode[j][n]+(ak0[j]+2*ak1[j]+2*ak2[j]+ak3[j])/6;
}

}
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return;
}

double Cdx(double V)
{

return C_base; //use for constant value when testing

double sigma = 0.44019;
double x0 = 1.1651;
double factor = 3.2055;

/*

//The below declarations and the return statement are for a discrete line

and should be removed for general testing.
double a1=.2558;
double a2=.06541;
double a3=.01172;
double a4=.0008678;
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double C_V0=244e-12;
double V0 = 1;

return C_V0*(1-a1*(V-V0)+a2*(V-V0)*(V-V0)-a3*(V-V0)*(V-V0)*(VV0)+a4*(V-V0)*(V-V0)*(V-V0)*(V-V0));
*/
if (V<0)
return C_base;//(1/(sigma*sqrt(2*3.1415926))+x0)*C_base;

//return C_base*(1-C_nl*V);

double tmp =
(1/(sigma*2.5066282532517660904495944488382)*pow(2.718281828,V*V/(2*sigma*sigma))+x0)*C_base/(1/(sigma*2.5066282532517660904495944488382)*pow(
2.718281828,-0/(2*sigma*sigma))+x0);
return tmp;

}
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double dCdV(double V)
{

//return 0; //use for constant value when testing

double val1;
double val2;
double dV = 1e-10;

val1 = Cdx(V);
val2 = Cdx(V+dV);

return (val2-val1)/dV;//*/

}
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