A quorum system is a set system in which any two subsets have nonempty intersection. Quorum systems have been extensively studied as a method of maintaining consistency in distributed systems. Important attributes of a quorum system include the load, balancing ratio, rank (i.e., quorum size) and availability. Many constructions have been presented in the literature for quorum systems in which these attributes take on optimal or otherwise favorable values.
Introduction
Quorum systems have been extensively studied as a method of maintaining consistency in distributed systems, e.g. a distributed database. The idea is to identify certain special subsets, called quorums, where it is required that any two quorums have a non-empty intersection. Any access to the system requires accessing all the elements in one of the quorums, and an updating operation requires updating all the elements in one of the quorums. The intersection property ensures that any quorum contains at least one element that is up-to-date, and therefore consistency of the system is maintained over time.
A set system is a pair (X; A), where X is a nite set of points and A is a set of subsets of X, called blocks. (A set system is also called a hypergraph, in which case the points are referred to as vertices and the blocks are referred to as edges.) The degree of a point x 2 X is the number of blocks containing the point x. (X; A) is regular (of degree d) if all points have the same degree, d. The rank of (X; A) is the size of the largest block. If all blocks have the same size, say r, then (X; A) is said to be uniform (of rank r). A subset of blocks B A is spanning if A2B A = X. We say that B is a spanning set of i blocks if jBj = i.
The following lemma follows immediately by counting point-block incidences. Lemma 1.1 If (X; A) is a set system that is regular of degree d and uniform of rank r, then jXjd = jAjr.
The incidence matrix of a set system (X; A) is the jXj jAj matrix M = (m x;A ), in which the rows are indexed by points, the columns are indexed by blocks, and the entries are de ned as follows: m x;A = 1 if x 2 A 0 if x 6 2 A. If (X; A) is a set system having incidence matrix M, then the dual set system is the set system having incidence matrix M T , where the superscript \T" denotes transpose. The dual set system can be described as (Y; B), where Y = A and B = ffA 2 A : x 2 Ag : x 2 Xg:
A set system is regular of degree d if and only if the dual set system is uniform of rank d.
A quorum system is a set system (X; A) in which A\B 6 = ; for all A; B 2 A. An (n; m)-quorum system is a quorum system (X; A) in which jXj = n and jAj = m. The points in a quorum system are called elements and the blocks are called quorums.
A covering system is a set system (X; A) such that, for every x; y 2 X, there exists a block A 2 A such that fx; yg A. An (n; m)-covering system is a covering system (X; A) in which jXj = n and jAj = m. Theorem 1.2 There exists an (n; m)-quorum system if and only if there exists an (m; n)-covering system. Proof. A set system is a quorum system if and only the dual set system is a covering system.
Quorum systems from BIBDs
There is a considerable literature on covering systems; see 3] and 11], for example. In view of Theorem 1.2, any covering system yields a quorum system, and vice versa. It is perhaps surprising that covering systems have not been extensively investigated for their suitability as quorum systems. The most likely explanation for this is that quorum systems have been studied primarily within hypergraph theory as opposed to design theory (which is the branch of combinatorics that includes covering systems).
In this paper, we concentrate on a special type of covering system, which we de ne now. Suppose v and k are integers such that v > k > 1. A (v; k; )-BIBD (balanced incomplete block design) is a set system that is uniform of rank k, such that every pair of points occurs in exactly blocks. It is not di cult to see that a (v; k; )-BIBD is regular of degree (v ? 1)=(k ? 1) , and the number of blocks is (v 2 ? v)=(k 2 ? k). A (v; k; )-BIBD is a covering system, so the dual system is a quorum system by Theorem 1.2.
We are mainly interested in the quorum systems that result from BIBDs with = 1, as recorded in the following theorem. A (v; k; 1)-BIBD yields an (n; m)-quorum system that is uniform of rank r, where r c p n and c = q k k?1 . A projective plane of order n is an (n 2 +n+1; n+1; 1)-BIBD. Such planes are known to exist only when n is a prime or a power of a prime. Maekawa 10] rst suggested using projective planes as quorum systems. To our knowledge, the only other example in the literature where quorum systems are constructed from BIBDs is Luk and Wong 9], who give a direct construction of a set system that can be seen to be isomorphic to the dual of a (v; 2; 1)-BIBD. (This BIBD is in fact a complete graph K v , which trivially exists for all integers v.) Luk and Wong also suggested the use of \di erence covers" to construct quorum systems. Di erence covers are a generalization of the di erence sets that are used to construct projective planes.
There are many known in nite classes of BIBDs, any of which could be employed as quorum systems (for a summary of results on BIBDs, see 3]). Examples include BIBDs with \small" block size, which have undergone a tremendous amount of study. In fact, existence of (v; k; 1)-BIBDs with k 5 has been completely determined as follows (see 3], for example). 
Attributes of quorum systems
We discuss several gures of merit for quorum systems in this section, including load, balancing ratio, rank and availability.
Load and balancing ratio
Suppose Q = (X; A) is a quorum system and p A is a probability distribution de ned on A. For Q), the load of the system (under the probability distribution p A ), measures the fraction of time that the busiest element in X is used under the probability distribution p A . In general, we choose the probability distribution p A so as to minimize the load. Therefore, Naor and Wool ( 12]) de ned the quantity
where the minimum is computed over all probability distributions p A .
Another desirable property, especially when the elements in the system are all \similar", is to balance the loads. The balancing ratio of the system (under the probability distribution p A ) is de ned by Holzman, Marcus and Peleg ( 5] Theorem 2.4 If (X; A) is an (n; m)-quorum system that is regular of degree d and uniform of rank r, then then n r 2 ? r + 1.
In a uniform quorum system, the rank speci es the number of elements in any quorum. In general, we want the rank to be as small as possible. Theorem 2.4 provides a lower bound on the rank for uniform, regular quorum systems, i.e., r p n.
Failure polynomials
The \availability" of a quorum system is studied in several papers by means of the so-called failure polynomial. We begin by reviewing the probabilistic model and the necessary de nitions.
Let Q = (X; A) be an (n; m)-quorum system. For Y X, de ne fail(Y ) = 1 if Y \ A 6 = ; for all A 2 A, and de ne fail(Y ) = 0 otherwise. Assuming that each element fails independently with probability p, the failure probability of Q is computed as
Then F Q (p) is a polynomial in p of degree n, the failure polynomial of the quorum system Q.
For 0 i n, suppose we de ne F i to be the number of spanning sets of i blocks in the dual set system (i.e., the covering system). Then F Q (p) can be written as follows: Theorem 2.5 13, Lemma 2.21] Let Q be an (n; m)-quorum system, and suppose the values F i are de ned as above. Then
An example
We present a small example. De ne X = f1; 2; 3; 4; 5; 6; 7g and A = ff1; 2; 4g; f2;3;5g;f3; 4; 6g; f4;5;7g;f5;6;1g; f6;7;2g;f7;1;3gg: Then Q = (X; A) is a (7; 3; 1)-BIBD (in fact, a projective plane of order 2, which is unique up to isomorphism). The dual of this BIBD is a (7; 7)-quorum system that is uniform of rank 3 and regular of degree 3. By Theorem 2.2, its load is 3=7, and from Theorem 2.3, its balancing ratio is 1.
To compute the failure polynomial F Q (p) for this quorum system, we begin by computing the coe cients F i , 0 i 7:
No set of two or fewer blocks is spanning, so F 0 = F 1 = F 2 = 0.
A set of three blocks is spanning if and only if it consists of the three blocks through a given point. Hence, F 3 = 7.
A set of four blocks is spanning if and only if it is not the complement of the three blocks through a given point. 2.5 Properties of quorum systems constructed from BIBDs Applying Theorem 1.3 and 2.2, the (n; m)-quorum system Q constructed from a (v; k; 1)-BIBD has load L(Q) = k=v c= p n, where c = q k k?1 . This is a constant factor c above the lower bound of Theorem 2.1. The quorum system also has (Q) = 1, so it is optimally balanced. The rank of the quorum system is approximately c p n, so it is also a constant factor c above the lower bound of Thus a i;j denotes the number of ways to select i points from Y that are hit by exactly j blocks. Using inclusion-exclusion, we obtain the following alternative formula for F Q (p): Theorem 3.1 Let Q be an (n; m)-quorum system, and suppose the values a i;j are de ned as above.
As an example, we return to the (7; 3; 1)-BIBD considered earlier. The non-zero values a i;j are easily computed by hand to be the following: a 0;0 = 1; a 1;3 = 7; a 2;5 = 21; a 3;6 = 28; a 3;7 = 7; a 4;6 = 7; a 4;7 = 28; a 5;7 = 21; a 6;7 = 7; a 7;7 = 1:
Hence, F Q (p) = 1 ? 7(1 ? p) 3 + 21(1 ? p) 5 ? 21(1 ? p) 6 + 6(1 ? p) 7 .
As another illustration of the use of Theorem 3.1, we compute an explicit formula for the failure polynomials for an in nite class of quorum systems. For an integer v 2, de ne Q v to be the quorum system that is the dual of a (v; 2; 1)-BIBD, say (Y; B). ( The value of F Qv (p) is the probability that a random graph is spanning, in the usual random graph model where every edge occurs with probability p. We obtain an explicit formula for F Qv 
As is typical with many properties of random graphs, when p becomes less than ln(v)=v, F Qv (p) approaches 0 very rapidly. The values of F Qv (ln(v)=v) turn out to be close to :4.
A conversion formula
We now show how to convert F Qv (p) from the form given in Theorem 3.1 to that of Theorem 2.5. 4 Algorithms for computing the failure polynomial
In this section, we describe two simple but e ective algorithms that can be used for computing the failure polynomial. These algorithms can be applied to any quorum system. The rst algorithm is a backtracking algorithm and the second is a dynamic programming algorithm. Since both algorithms require exponential time in the worst case, it is natural to establish a complexity result justifying the development of exponential time algorithms. We pursue this next.
The complexity of computing availability
Calculating failure polynomials involves solving an enumeration problem for each coe cient. Thus natural complexity classes to consider involve machines with a capability for counting. Valiant 16] introduced the counting Turing machine, which is a nondeterministic Turing machine with an auxiliary write-only tape. When such a machine accepts its input, it writes the number of accepting computations on the auxiliary tape. Valiant then de nes #P to be the class of enumeration problems that can be solved in polynomial time on a counting Turing machine. He establishes the existence of \most di cult" problems in this class. A problem is #P-hard if every problem in #P can be reduced in polynomial time to it, and a problem is #P-complete if it is a member of #P and also is #P-hard.
Theorem 4.1 Computing the failure polynomial of a quorum system is #P-hard.
Proof. Valiant 16] establishes that computing the number of perfect matchings in a graph is #P-complete. We give a polynomial-time reduction of the problem of computing the number of perfect matchings in a graph to the computation of one of the coe cients in the failure polynomial.
Let G = (V; E) be a graph without isolated vertices, with jV j = 2n and jEj = m. Let be the number of perfect matchings in G; this is the quantity that we wish to calculate. Now let X be a set of n elements disjoint from V . Form a covering on V X, taking as blocks: 1. the set X; 2. the set V ; and 3. the set fxg e for each x 2 X and e 2 E.
We claim that the number of ways to choose precisely n blocks so as to cover all 3n elements is precisely mn n ? 2 + n! To see this, if the blocks X and V are both chosen, we are free to choose any n ? 2 further blocks from the mn triples and the selection then spans all 3n elements (indeed, V and X alone do that). If V is not chosen but X is, n further blocks must be chosen from the triples to cover all elements of V , necessitating the selection of at least n+1 blocks. Symmetrically, if V is chosen but not X, n further blocks must be chosen from the triples to cover all elements of X, again requiring more than n blocks. Finally, if neither V nor X is chosen, we must choose triples which, when restricted to the elements of V , form n edges comprising a perfect matching in G. Every such perfect matching corresponds to precisely n! di erent selections of spanning triples.
Let us examine the consequences of this. If we can calculate F n for the covering, knowing m and n we can solve for and hence determine the number of perfect matchings in G. But since the covering can be constructed in polynomial time from the graph G, this provides a polynomial time reduction from counting perfect matchings in G to computing the failure polynomial of its covering. Thus computing the failure polynomial is #P-hard.
The computation of the failure polynomial fails for technical reasons to fall into the class of #P-complete problems, as it involves a counting problem for each coe cient. Nevertheless, the computation of each coe cient separately can be done in polynomial time by a counting Turing machine. Hence the computation of the failure polynomial is polynomially equivalent to the problem of counting perfect matchings in a graph.
While we do not know from this argument whether the result carries over to regular coverings (and hence uniform quorum systems), we expect that simple variations of this technique can be used to establish similar complexity results. The main consequence, however, is that in the evaluation of failure polynomials, we can expect to need methods requiring exponential time in the worst case if we are to determine precise results. In a practical direction, it suggests that approximations to the failure polynomial are of interest.
A backtracking algorithm
Suppose that Q is an (n; m)-quorum systesm. We describe our algorithm in terms of the dual set system, which is a covering system. This covering system, (Y; B), has m points and n blocks. By An elementary backtracking algorithm can be used to generate all 2 n n-tuples , and compute F Q (p) using the above observation. This algorithm has complexity (2 n ), and thus is not practical for large values of n. However, we can speed up the algorithm signi cantly by reducing the number of n-tuples that need to be considered.
The speedup is based on the observation that, if
then the value of j has no e ect on whether C is a spanning set of blocks. We can thus set j = for this value of j, where means \don't care".
Suppose that = ( 1 ; : : :; n ) 2 f0; 1; g n is an n-tuple where
Such an n-tuple is called reduced. Now, suppose that C is a spanning set of i blocks, where is reduced, and contains j entries equal to 0. Then contributes a term p i (1 ? p) j to F Q (p).
It is a simple matter to construct a backtracking algorithm to generate all the reduced n-tuples . Since each entry replaces two recursive calls, the size of the search tree is reduced considerably. In fact, we do not need to explicitly keep track to the 's that are generated. We just need to record the number of 1's and the number of 0's in , as well as the points spanned by the blocks in C . These correspond to the parameters i; j and U in the algorithm presented in Figure 1 .
In this algorithm, F Q (p) is rst computed in the recursive procedure bktrk the form
(Such a representation of F Q (p) is not unique, of course.) After this is done, F Q (p) is converted to its usual representation, as given in Theorem 2.5, by essentially the same technique used in Section 3.1. There are 2 jB j j terms in the above sum.
We can compute all values f(Z; i; j) by this method. If the covering system has rank`, then the resulting algorithm has complexity (n 2 2 m+`) .
Computational results for small BIBDs
In this section, we compute the failure polynomials for all quorum systems obtained from (v; k; 1)-BIBDs with k 3 and v 15. All nonisomorphic BIBDs with parameters in this range have been enumerated; see 3], for example, where these designs are explicitly presented. The following list provides a summary:
There is a unique (7; 3; 1)-BIBD up to isomorphism. There is a unique (9; 3; 1)-BIBD up to isomorphism. There are two non-isomorphic (13; 3; 1)-BIBDs.
There is a unique (13; 4; 1)-BIBD up to isomorphism. There are 80 non-isomorphic (15; 3; 1)-BIBDs.
We have already presented F Q (p) when Q is the dual of a (7; 3; 1)-BIBD.
For the (9; 3; 1)-BIBD, we illustrate how the F i 's can be computed by hand, using the conversion formula proved in Theorem 3. For the remaining BIBDs, the failure polynomials are best determined using the algorithms we have described. In the case of a (13 Tables   1 and 2 (the numbering used for the designs is as in 3]). Given that we have described two algorithms for computing failure polynomials, it is natural to ask which is faster. This of course can depend on the implementation. For our programs, we found that computing the failure polynomial for (the dual of) a (13; 3; 1)-BIBD was done approximately seven times faster using the backtracking algorithm. On the other hand, computing the failure polynomial for (the dual of) a (15; 3; 1)-BIBD was done approximately two times faster using the dynamic programming algorithm. In general, we expect the dynamic programming algorithm to run faster for \larger" quorum systems. However, it should be recognized that the dynamic programming algorithm also has a much higher memory requirement than the backtracking algorithm.
The observations used in developing these methods hinge on an understanding of small con gurations in BIBDs. In this context, we have seen that the number of Pasch con gurations plays a role. Minimizing the number of Pasch con gurations is explored in 6], while maximizing this number is examined in 15]. Other con gurations also play a role. In the failure polynomial of a (3n; 3; 1)-BIBD, the coe cient F n is the number of parallel classes, i.e., sets of blocks of the design which contain each element exactly once. It is unknown at present whether for all odd n 5 there exists a (3n; 3; 1)-BIBD having no parallel classes 14], nor is the complexity of determining the existence of a parallel class known. That these di cult questions on (3n; 3; 1)-designs remain unsolved suggest the di culty, and perhaps also another importance, of the study of failure polynomials.
Summary
We have pointed out that BIBDs provide many examples of quorum systems that have good values of load, balancing ratio and rank. We also developed several formulas and algorithms that can be used for exact computation of failure polynomials of arbitrary quorum systems. An explicit formula was obtained for the failure polynomial of an easily constructed in nite class of quorum systems, and computational results were presented for quorum systems constructed from \small" BIBDs. 
