Abstract This work deals with the development of a dynamic task assignment strategy for heterogeneous multi-robot teams in typical real world scenarios. The strategy must be efficiently scalable to support problems of increasing complexity with minimum designer intervention. To this end, we have selected a very simple auction-based strategy, which has been implemented and analysed in a multi-robot cleaning problem that requires strong coordination and dynamic complex subtask organization. We will show that the selection of a simple auction strategy provides a linear computational cost increase with the number of robots that make up the team and allows the solving of highly complex assignment problems in dynamic conditions by means of a hierarchical sub-auction policy. To coordinate and control the team, a layered behaviour-based architecture has been applied that allows the reusing of the auction-based strategy to achieve different coordination levels.
Introduction
Facing real-world problems like multi-target observation (surveillance), exploration or collective object transportation with a team of autonomous robots implies taking into consideration two very relevant aspects. Firstly, and in general, these types of missions require a division into non-trivial subtasks to be solved efficiently, and the robots that make up the team must be dynamically assigned to them during real time operation. Secondly, as a consequence of the above, the robots that make up the team might end up having to be heterogeneous, as it may be impractical to have robots with the complete set of hardware capabilities needed to individually solve all the subtasks. This introduces a higher level of complexity in the task assignment structure.
Therefore, the multi-robot control architecture that manages the system must be capable of dealing with robots of different functionalities and coordinating them in real time. Several examples of coordination architectures may be found in the literature, ranging from strongly centralized and strongly coordinated systems to distributed ones with no coordination at all, all of them providing successful application results [1] . However after reviewing this topic in depth, it can be concluded that there exists a clear tendency towards designing decentralized and emergent coordination control architectures in homogeneous multi-robot systems (MRSs) made up of several simple units, as in the case of swarm robotics [2] , being centralized and strongly coordinated MRSs more typical of heterogeneous robot systems usually in the form of small teams. One of the main reasons for this, as commented in [3] , is that when concentrating on real-world applications, system robustness and fault tolerance become mandatory, implying a stronger coordination strategy with direct and explicit communications (as opposed to implicit and indirect ones, known as ʹstigmergyʹ) that can be taken under control.
Here we are interested in this last type of MRS as well and, therefore, we can assume that the robots cooperate explicitly and with a purpose, using communication strategies to achieve this coordination. Thus, the main problem faced here is how to efficiently assign the subtasks that the global mission must be divided into. This is a widely discussed topic in the MRS field that has been formalized by Mataric and Gerkey in [3] and that has been confronted using different techniques, like potential fields [4] , control theory [5] , swarm intelligence [6] , social structures [7] and metaheuristics [8] . However, when dealing with heterogeneous MRS and non-trivial task assignments (the same robot can accomplish different tasks or the number of robots is larger than the number of tasks), auction-based strategies have been shown to be one of the most efficient and robust approaches [9] [10][11] [12] .
One of the main features of auction-based strategies is their simplicity, requiring uncomplicated algorithms to organize complex teams and subtasks in dynamic problems [13] [14] . However, in most approaches presented in the literature a problem of scalability and dynamicity arises that tends to hinder these processes as the number of robots in the team or the complexity of the problem increases, especially when this occurs in realtime. The objective of this paper is to address these issues, proposing a very simple auction strategy that can be very easily scaled to distributed multi-sub-auctions as the problem becomes more complex and distributed. We will show how the computational cost increases linearly with the number of robots in the team in simple cases and how, through a hierarchical sub-auction policy, highly complex assignment problems can be solved while maintaining the linear computational cost increase. This last analysis is the main contribution of this work, as the automatic creation and management of sub-auctions in real cases has rarely been addressed within the field [14] .
To carry out the study, we have set up a collective cleaning problem to be accomplished by a team of heterogeneous robots that are controlled by means of a behaviour-based coordination architecture. Although the architecture is not the objective of this paper, it must be formally defined to better understand the specific auction-based strategy that has been implemented and the overall behaviour of the MRS. Moreover, the architecture allows the reuse of simple behaviours that will be necessary to easily create the hierarchical subauction strategy.
The remainder of the paper is structured as follows: section 2 contains the formal description of the behaviour-based architecture that provides the controllers of the robots that make up the MRS and the description of the specific auction-based task assignment strategy that has been implemented. Section 3 is devoted to the presentation of the collective cleaning experiment and the main results obtained in different setups of increasing complexity. Finally, section 4 contains the main conclusions that can be extracted from this work.
Coordinated control and task assignment

Behaviour-based architecture
When a real-world task is addressed using a MRS, coordination between robots seems to be mandatory (although completely uncoupled missions could be efficiently solved by independent robots). As a consequence, the robots that make up the team must be endowed with some type of coordinated control to accomplish the task properly and in an efficient manner.
To this end, a coordination architecture that supports the definition and implementation of the control system is needed. Here, a set of three basic requirements were imposed on the design of the MRS coordination architecture: an ability to act autonomously and independently, and a capacity for cooperation and social development. This has led to a hierarchical structure for the proposed coordination architecture with three blocks, as shown in the diagram of Fig. 1 . This hierarchical division helps to structure the components of the system into levels, favouring abstraction and providing mechanisms for them to share features. As we go from right to left in the architecture, a higher level of abstraction is achieved. Each level has a different specific purpose, and is made up of modules with independent behaviours. Specifically, we have:
1. Individual behaviours: corresponding to the lower level of the control architecture. They provide the robot with the ability to act autonomously and independently, without requiring help from other robots in the system. There is no communication between robots at this level of the architecture. The inputs to the modules' behaviours come from the robot's sensors, providing information on the state of the environment and also from the communication sensors. Only the modules on this level are connected to the robot's actuators. 2. Collective behaviours: corresponding to the second level of the control architecture, where the degree of abstraction increases. It provides the robot with the ability to cooperate or collaborate with other robots in the system in order to achieve a common objective.
To do this, communications between robotswhether direct or indirect (stigmergy) -are necessary. Accordingly, the behaviour modules belonging to this level receive inputs from the sensors of the robot, as was the case for the previous one. The output of these modules can only modify the individual behaviour modules of the lower level (for instance, through modulation [17] ). 3. Social behaviours: corresponding to the highest abstraction level of the control architecture. These have to do with behaviour changes in the conduct of a robot due to the fact that it belongs to a society with certain customs and rules. The application problems -which we will present later -do not include any module at this level but it is, nonetheless, a core feature of the global architecture and we include it in the diagram for the sake of completeness. As in the previous case, the modules in this level obtain their inputs from the sensors of the robot and modify the behaviours of the level below, i.e., collective behaviours. Thus, cooperation in the MRS is achieved by the collective behaviours level, and this third level can modify such cooperation based on social parameters (for instance, it may introduce preferences as to types of robot with which it is more advisable to collaborate).
Hierarchical architectures are very popular in autonomous robotics [15] and they can also be found in MRSs with a similar organization to the one displayed in Fig. 1 [16] . However, in this case a modular structure is included to simplify the hierarchical interactions. All the behaviour modules in the architecture shown in Fig. 1 have inputs, a control strategy and outputs. The individual control of each robot must be robust and energy efficient, but we do not impose any constraint on the particular strategy (neural control, finite state machine, rule-based system, etc.) used in each module.
The inputs always come from the sensors and the outputs can be directly connected to the actuators of the robot or can control other modules. As shown in the figure, within each level, the behaviour modules are organized as a hierarchy and some of them (decision modules) control the behaviour of others (actuator modules). This philosophy has been extracted from previous work carried out in our group for single robot systems [17] and recently expanded to collective tasks [18] . According to it, once we have a problem to solve, it must be decomposed into subtasks with an associated primitive behavior module. Complex behaviours can be obtained by combining simple ones, either directly by hand or else by using an automatic procedure, for example, a genetic algorithm [18] .
Thus, in using this architecture, a general approach to obtain cooperating behaviours in a MRS is achieved from an organizational point of view. However, the particular modules that implement a particular coordination strategy depend upon the application.
Auction-based task assignment strategy
Auction-based strategies are inspired by the economic techniques of the free market where individuals act to pursue their own interests yet this behaviour results in a productive society. Sometimes, the individuals compete with each other and sometimes they collaborate to try to produce goods or services at the minimum cost to maximize profit.
Within this economic framework, auction-based mechanisms include a public sale in which there is an auctioneer or seller who sells one or more goods and some bidders or buyers who bid against each other, offering to pay a particular price for the goods under auction. From a practical point of view, auctions are efficient and simple techniques for allocating goods or tasks to a group of sellers. In this work, and with the aim of using the simplest algorithm, the assignment of subtasks in the MRS mission is carried out through a single round auction. There is a member of the team that acts as the auctioneer while the other robots are the bidders. Fig. 2 summarizes the operations performed by each type of robot according to this type of strategy and provides an overview of its simplicity.
To deal with complex assignment problems, the single round auction described in Fig. 2 can be hierarchically repeated creating sub-auctions where a bidder robot in a higher-level auction becomes the auctioneer if its individual control system decides to do so. A specific implementation of this hierarchical auction process will be explained in section 3.2. With this setup, many auctions can be carried out in a distributed manner at different coordination levels without any change in the cooperative control system.
Multi-robot cleaning scenario
The main purpose of this work is to analyse the scalability of a simple auction-based task assignment strategy in realistic heterogeneous multi-robot missions.
The problem selected as a testing platform is a collective cleaning task. This type of problem is a typical benchmark [1] in strongly coordinated MRSs because it contains all the elements of a real-world problem suitable for them: due to cost, the robots that make up the team are usually specialized in different aspects of cleaning, it requires strong synchronization to be efficiently performed, the sub-task assignment is highly dynamic because the robots must be reassigned to new areas continuously, the complexity of the task can be very high depending upon the physical features of the zone to be cleaned, and so on. Consequently, the conclusions extracted from this experiment can be easily transferred to other real-world multi-robot problems.
For the sake of clarity, we have divided the experimental analysis into two cases. First, we will describe the experiment, the control system and the auction strategy in detail by means of a simple task assignment problem where the scalability of this approach will be analysed in terms of computational cost. In the second part of the experiment, we will study a realistic case where a more complex assignment is required and where the hierarchical sub-auction policy proposed above will be analysed.
Simple task assignment
To carry out the experiments, we have made use of the Stage 2D robotic simulator [19] to create the simulated cleaning scenario. Thus, a simplified version of a real cleaning task has been created and is displayed in the screenshots of Fig. 5 . We can see an environment made up of 4 rooms with two different types of surfaces that can be distinguished by their colour (red and green). The problem contains two subtasks represented by the two different types of surfaces, which must be cleaned using different tools. These tasks can be accomplished simultaneously. Just to make things simple for the reader, we have called these two tasks vacuuming (green surface) and mopping (red surface), and the specialized robots that carry each one are the vacuum cleaner and the mop. In fact, it does not really matter what the individual tasks are, just that they require a differently tooled robot to carry them out.
Regarding the robots, the MRS is made up of n heterogeneous robots of three different types:
there is just one coordinator (red in Fig.  5 ). It is the only robot equipped with a camera, so that it can detect the type of room surface. In addition, it has sonar sensors to navigate.  Vacuum cleaner: there are several robots of this type (represented in Fig. 5 using blue) and they are equipped with sonar and laser sensors to navigate and follow the coordinator and with a tool that is appropriate for vacuuming (green surface).  Mop: there are several robots of this type too (represented in Fig. 5 using yellow) and they are equipped with sonar and laser sensors to navigate and follow the coordinator and with a tool that allows them to mop (red surface).
Obviously, the final objective of the MRS is to clean the four rooms efficiently -that is, to assign the vacuum cleaner robots to the green rooms and the mop robots to the red ones. To do this, the coordinator must detect the type of room and start a single auction, where the robots can bid according to their preferences, as we will explain later. Regarding the controllers of the robots, they have been designed using the cooperation architecture presented in section 2.1 and executed using the Player/Stage framework. Specifically, the behaviour modules corresponding to the different types of robots considered are as follows:

The coordinator robot has two individual behaviours (look for a room and communicate) and one collective behaviour (auction). Fig. 3 displays these behaviours in the architecture's representation, connected to the corresponding sensors and actuators. According to the architecture's principles, the auction behaviour is a decision module that affects a low-level behaviour -in this case, the communication behaviour. 
The cleaner robots -both vacuum cleaners and mops -only have individual behaviours in this case: look for the coordinator, follow the coordinator, communications and cleaning (the last one uses a different tool for each type of robot due to their heterogeneity). These behaviours are shown in Fig.  4 .
All of the modules are internally represented using a simple finite state machine, but they solve their particular task successfully. In this work, we have used such simple controllers because we want to focus our attention on the coordination parameters rather than on individual task improvement. As we can see from this description, this first experiment is a very simple but common assignment problem. Here we want to analyse the performance of a simple single round auction-based strategy as the number of robots is increased, which implies that the number of bidders increases too, making the assignment problem more dynamic (the robots can be reused). To this end, we have carried out several executions of this setup, increasing the cleaner team size. In every case, we compute the auction time as the sum of the time spent in each room (from the moment the coordinator finds a room until one cleaner is assigned to clean it) and, by performing five executions for each team size, we calculate the average auction time that characterizes the computational cost of this MRS. In each execution, every robot starts in the same room, the coordinator robot starts searching for rooms in the environment and the cleaner team follows it. In the different screenshots of Fig. 5 , we display a typical execution for a cleaner team of four robots. When the coordinator finds a room, it starts the auction (see Fig. 5b , Fig. 5c , Fig. 5d and Fig. 5e ), providing information about the type of room (type of surface) and proposing a reward. In this case, the reward is a numerical value that implies a 50% of battery level increase for the robots, and it is the same for all the rooms. Each component of the team, according to its capabilities, bids to win this subtask (it only bids if it is capable of solving the task). The auction follows the scheme described in section 2.2.
The bid, in this case, is simply proportional to the distance of the robot to the coordinator. This distance depends upon the look for the coordinator and follow the coordinator behaviours that operate using the sonar and laser sensors simulated in player/stage, so they are stochastic. Fig. 5e shows a typical final configuration of the MRS, with all the robots properly spread out over the rooms assigned according to their speciality.
We have repeated this execution with 8, 12, 16, 20 and 24 cleaner robots in the team. Moreover, we have run the experiment in two scenarios, one with three rooms and another with six rooms, to obtain more general conclusions. The results obtained are displayed in Fig. 6 . As shown, when the number of robots increases, the average auction time increases slightly and in a linear manner independently of the number of rooms and robots. This computational scalability is a very important feature in real-world applications. 
More complex task assignment
For the second example, we use the same simulated environment, but the complexity of the task assignment has been greatly increased. In this case, we have three types of rooms with varying degrees of dirt (represented using different shades of green in the screenshots of Fig.  8) and, in addition, we have included box-like objects that the robots have to move in order to be able to clean the rooms (see Fig. 8 ). Now the MRS is made up of the following types of robots:
 Coordinator: this is exactly the same type of robot as in the previous example (represented in Fig. 8 in red).  Sweeper: there are several robots of this type (represented in Fig. 8 in green) , equipped with sonar and laser sensors to navigate and follow the coordinator and with a tool that is appropriate for sweeping the room.  Gripper: several robots again (represented in Fig. 8 in yellow) equipped with sonar, laser sensors and with a gripper to grasp objects.  Camera: several robots (represented in Fig. 8 in blue) equipped with sonar, laser and with a camera.
Again, the basic specs of the real problems we aim to confront in this work are present: specialized heterogeneous robots to solve the specialized tasks of the mission in dynamic conditions (mainly because the robots that finish a sub-task become available for other tasks).
Specifically, three types of rooms are now considered with a minimum number of robots required in each to accomplish the task: The coordinator detects the type of room through the camera and uses this information to ensure that the appropriate number of robots is assigned to each room. The dirt level implies a minimum number of sweeper robots and the presence of boxes defines whether gripper robots must also participate in the team. The gripper robots cannot see the boxes, so each time a room with boxes is found the gripper and camera robots must collaborate to clean it. In this way, we have set up a more complex assignment problem requiring a higher degree of coordination, where a single robot cannot clean most of the rooms, as in the previous case. Moreover, coordination is required between the robots that are in a room to clean it efficiently.
To solve this problem, the hierarchical auction strategy commented upon in section 2.2 has been implemented. Now, the single round auction strategy used by the coordinator in the previous experiment can be performed by any other member of the cleaning team. To do this, once the room is found by the coordinator it informs the others of its characteristics and the proposed reward (as in the previous example, the robots that successfully finish their work receive a reward that increases their battery level by 50%). Now, each robot is able to start a sub-auction in order to form sub-teams to clean up the room. In this way, the individual control of the coordinator has the same complexity as in the previous experiment and only has to deal with the bids of the sub-auctioneers. These are now in charge of "presenting" a reliable sub-team proposal for cleaning the room. The following pseudo-code summarizes the auction algorithm implemented by the robots: Once the sub-teams are created, they all bid to the coordinator adding their average distances and battery levels, as explained in the previous pseudo-code. Other magnitudes could be considered here to make the bid, but we have decided to use an external measurement (distance) and an internal one (battery) so that other robots cannot infer their colleagues' bids simply by their position. In this way, depending upon the specific auction behaviour of each robot, it can adopt a more aggressive or soft policy in the bids while using only partial information, which leads to a more interesting dynamics in the task assignment.
Once the sub-teams make their bid, the coordinator robot processes them and decides which one is assigned to the task. The following pseudo-code summarizes the auction algorithm implemented by the coordinator:
1.
Inform the other robots that a room has been found and sends the room type (dirt level, number of boxes) and the reward 2.
Wait for the sub-auctioneers bids 3.
IF (there is a highest bid) 3. The specific behaviour modules within each robot for this second experiment are as follows:
 The coordinator robot has the same behaviour modules as in the previous experiment: those displayed in Fig. 3 .

The sweeper, camera and gripper robots now share three individual behaviour modules: look for the coordinator, follow the coordinator and communications. These behaviours are displayed in Fig.  7 in grey. In addition, the sweeper robot has a 'clean' individual behaviour (the green module in Fig. 7) , the gripper robot has a 'grip' individual behaviour (the red module in Fig. 7 ) and the camera robot has a 'search for object' individual behaviour (the blue module in Fig. 7) . Furthermore, they all have two collective behaviours. The first one is, in this case, an auction behaviour -the same as that of the coordinator robot -in order to carry out the sub-auction if required (see the module with number 1 in Fig. 7 ) This behaviour module is a decision module that controls the communicationsʹ low-level behaviour. The second collective behaviour is necessary to coordinate cleaning in a room once the sub-auction has finished (for example, when the room is not too dirty and a single sweeper can clean it or when it has boxes). This decision module affects a different individual behaviour module for each type of robot, as displayed in Fig. 7 with arrows of different colours. In summary, in this second example, all the robots except for the coordinator have 4 individual behaviours and two collective ones.
A key point in this experiment is that the auction behaviour implemented for the coordinator robot in the first experiment is exactly the same that the sweeper, camera and gripper robots have now. This decision goes in the line of implementing a complex assignment strategy that is as simple as possible -in this case as a hierarchical replication of auction behaviours. With this approach, one might think that the computational cost would be compromised as the team size increases, and this is what we study from this point forward. Fig. 8 contains five screenshots of a typical simulation in the case of having 3 camera robots, 4 gripper robots and 4 sweepers (Fig. 8a ) in a scenario with four rooms. The first room has a low dirt level and one sweeper won the auction (Fig. 8c) . The second room has a medium dirt level with two boxes. The team that won the auction had 3 robots -one of each type (the minimum to clean the room in this case), as can be seen in Fig. 8d . The third room is the dirtiest and has 4 boxes; therefore, five robots were necessary to clean it properly (see Fig. 8e ). Finally, the last room is like the first one and needs a single sweeper. In this case, the coordinator had to wait until a sweeper robot assigned to the other room finished its work to end the auction. As displayed in Fig. 8e , this was the sweeper of the first room. As in the previous experiment, we have computed the auction time as the average of the time spent on each room (from the moment the coordinator finds a room until one sub-team is assigned to clean it) and we calculate the average auction time in five independent runs. This experiment has been carried out using two scenarios, one with four rooms and another with six, created with two rooms of each type. Fig. 9 displays the results obtained in these two cases. As we can see from these curves, the average auction time is much higher than in the previous experiment, due to the time spent for all the robots that try to create their own sub-auctions in parallel. The time magnitude is not the point we want to highlight from Fig. 9 but rather the fact that time increases linearly with the number of robots in both cases. This is very interesting, if we take into account the high complexity of the task/robot organization, which can lead to situations where the auction has to wait until a specific type of robot is available. The main reason for this is the simplicity of the single auction strategy that has been employed, which has allowed the implementing of a complex task assignment strategy by hierarchically replicating such a simple algorithm in the architecture.
Discussion and conclusions
After presenting the results obtained in the experiments, several conclusions can be extracted. First, the extremely simple auction-based strategy described in section 2.2 has provided successful results in terms of assigning tasks appropriately in simple and complex cases. Second, the computational implementation of the strategy, summarized in Fig. 2 , has been exactly the same in both experiments. That is, we did not have to design a new version to deal with more complex assignments and we simply had to replicate the basic algorithm in a hierarchical way. Third, the computational time increases linearly with the team size in the worst case, both in simple and complex cases. Consequently, and as the main conclusion of this work, we must highlight the scalability of simple auction-based strategies in task assignment problems of increasing complexity. This idea is the opposite of that of developing a more sophisticated and complex task assignment strategy where the scalability in computational cost and designer effort is clearly compromised. This is very relevant for real-world multirobot applications where the types of robots and tasks that must be accomplished are very different.
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