INTRODUCTION

1.1.
Schrodinger operators with magnetic fields have been studied w x by many authors, see, e.g., a review 11 . They are of the form Ž n . Ž . in L R is a self-adjoint operator which is also denoted by H a . 2 If the magnetic field B s da grows regularly at infinity then the spec-Ž Ž .. Ž . trum H a of H a is discrete; the principal term of the asymptotics of Ž Ž .. Ž . the counting function N , H a of the spectrum of H a was calculated w x in 1, 15, 5 . If B grows irregularly at infinity or does not grow in some directions then the spectrum can also be discrete but in this case only w x two-sided estimates were obtained 10 .
Ž .
1.2.
H a describes a spinless particle; the Schrodinger operator for This expression is useful in the even-dimensional case due to its super-Ž w x. symmetric structure see, e.g., 2, 13 .Ž Ž .. If B grows regularly at infinity then H a is discrete except for 0, Ž w x. and 0 is an isolated eigenvalue of infinite multiplicity see, e.g., 13 ; the asymptotics of the spectrum can be easily derived from the asymptotic w x formulas for the Dirac operator which were obtained in 6 .
Ž .
1.3.
In this paper, we consider H a with magnetic fields which dõ Ž Ž .. not grow in some directions, in the case n s 2. We prove that H a is discrete except for 0, and 0 is an isolated eigenvalue of infinite multiplicity. In addition, we compute the principal term of the asymptotics of the discrete spectrum.˜Ž . In Section 2 we state the Main Theorem on H a and give an example, and in Section 3 we prove the Main Theorem. The computation of thẽ Ž Ž .. asymptotics of H a is reduced to a theorem for Schrodinger operadisc Ž . tors H a q V with irregular a and V, which is proved in Section 4. Note w x Ž Ž . . that in 10 , two-sided estimates for the counting function N , H a q V were obtained under additional smoothness conditions on a and Vᎏbut arbitrary polynomials a and V were allowed.
MAIN THEOREM
2.1.
We assume that the magnetic field da s b dx n dx satisfies 
as x ª ϱ and x rx ª 0.
where k s mr2, and for s g I , set
where P is the closure of
Ž . Ž . ϱ Ž . Fix g 1, 2 , g C R such that G 0, s 1 in a neighbourhood of 0 0, and set 
and a 2 satisfies the estimates
␣
We see that the magnetic field b corresponding to a magnetic potential ã satisfies an estimate˜y y2
where -2, C , c ) 0 are independent of x, but it follows from Lemma 1 1 w x Ž . Ž . 3.4 in 13 that condition 14 implies 13 .
Ž . Thus, part b of Theorem 2.1 is proved, and to finish the proof of this theorem, it suffices to apply Theorem 3.1, which will be formulated in the next subsection, with V s b.
Ž . At infinity, b resp., V stabilizes to a positively homogeneous function Ž .
B vanishes on finitely many rays ⌺ , . . . , ⌺ ; 1 6
Ž . 
² :
4 holds, and
as x ª ϱ and x rx ª 0. Ž . Then H a q V is a semi-bounded operator with discrete spectrum, and the following asymptotic formulas are¨alid: 
Before proving this theorem, we finish the proof of Theorem 2. Ž . Ž . Ž . the factor 2 in 9 ᎐ 11 is due to the super-symmetric structure of H a Ž . see the remark at the beginning of the section . 
To study the RHS in 27 , we use the variational technique based on the Ž w x. IMS-localization formula see, e.g., 2 ,
is an appropriate partition of unity. We construct it as follows. Set
Proof. It is a straightforward consequence of the definition. 
Now it suffices to set ⍀ s B , and for j G 2, set
The lemma has been proved.
Under conditions 33 ᎐ 34 , a metric g is also slowly varying, and we
can construct cut-off functions associated with ⍀ , g , 1 see 7 .
They enjoy properties
where the C are independent of M and j. 
, and due to 15 and
. Therefore, it follows from 18 that 
Ž . and 51 has been proved.
Ž .
Ž . LEMMA 4.4. For j g I ⌺ , there exists a gauge transformation 50 such s Ž . that 51 holds with j0
where k s k . 
Due to Lemma 4.1, for x F x these estimates follow from esti-
The lemma has been proved. ² :
Ž . Proof. We apply 52 with a large but fixed which was used in the Ž . Ž . construction of . It follows from 52 , that it suffices to prove 53 with ² :
To treat j g I ⌺ , we note that on ⍀ , ⌿* 7 ⌿ , where
and s , k s k , so that it suffices to prove an estimate
Since H is a differential operator with coefficients independent of x , the j 1 last estimate can easily be proved by means of the Fourier transform with respect to x , which reduces our problem to an estimate for a family of 1 Schrodinger operators on a line: ᭙ g R,
By making substitutions x ¬ x x , ¬ x , we reduce to the 2 j1 2 1 j 1 1 < < case x s 1, which can be treated as follows. The IMS-localization j1 formula allows us to reduce to an estimate 
where c ) 0 is independent of ) 0. It follows that
uniformly in G 0, and the desired estimate follows from an estimate
Note that under additional smoothness conditions, Lemma 4.5 follows w x from a general estimate of 4 .
Ž . Ž . Ž Inequalities 52 , 53 and standard variational theorems see, e.g., w x. Appendix in 7 give 
Ž . Ž .
Ž . Ž . Ž . Ž . where ⑀ ª q0 as ª qϱ. Taking into account 41 , 42 and 37 , 38 , 2 we obtain
Ž . Ž . and 56 , 57 give
Ž . Ž . 4.11. Finally, let I / л. In this case we derive from 19 and 20 
Ž . Hence,
