The goal of this research is to develop and apply the integrational operation method (IOM) for the modeling of the pan evaporation (PE) and the alfalfa reference evapotranspiration (ET r ).
. Jensen et al. (1990) measured the evapotranspirations by lysimeter at the 11 stations located in the different climatic zones of each region over the world and compared the results with 20 different empirical equations and methodologies for the measurements. As a result, the Penman-Monteith (PM) method showed the optimal results over all the climatic zones. However, the accuracy of other equations and methodologies except PM method depended on the regional characteristics and climate conditions. Therefore, if the observed data of evapotranspiration does not exist, PM method can be considered as a reference methodology for comparing other equations (FAO, 1990) .
Recently, the outstanding results using the neural networks model in the fields of the evaporation and evapotranspiration have been obtained (Bruton et al., 2000; Sudheer et al., 2003; Trajkovic et al., 2003; Keskin and Terzi, 2006; Kisi, 2006; Parasuraman et al., 2007) . Sudheer et al. (2002) examined the prediction of Class A pan evaporation by using the neural networks theory and their results were compared with Stephens and Stewart equation. They used the neural networks theory for modeling the evaporation process by using the proper combinations of observed climate variables such as temperature, relative humidity, sunshine duration, and wind speed. Kumar et al. (2002) developed the neural networks model in order to estimate the daily grass reference evapotranspiration (ET r ) and compared the performance capability of neural networks models by the universal empirical equations such as PM method. They used the proper combinations of observed climatic variables such as solar radiation, temperature, relative humidity, and wind speed. However, there was little research for the estimation of the pan evaporation (PE) and the reference evapotranspiration (ET r ) at the same time by using the neural networks model (Kim and Kim, In press ).
In this study, the integrational operation method (IOM) is developed for the simultaneous estimations of the monthly PE and the alfalfa ET r . The IOM represents the application of the periodic autoregressive moving average (PARMA) model and the generalized regression neural networks model (GRNNM). Studies to find the minimum length of the training set should be carried out because a lack of sufficient data may restrict the use of the neural networks model as a modeling tool for certain phenomena (ASCE Task Committee, 2000) . For this research, since we have just few reliable dataset for the training and testing performance, we consider that the results of model evaluation should be not outstanding. First, therefore, the stochastic model, the PARMA, is generated the reliable dataset, which are used to be the training dataset. In this case, the observed data are used to be the testing dataset. Second, the neural networks model, the GRNNM, is used for the modeling of the monthly PE and the alfalfa ET r , South Korea.
STOCHASTIC MODEL
One may extend the periodic autoregressive (PAR) model to include periodic moving average parameters. Such a model is the periodic autoregressive moving average (PARMA) model. Low-order PARMA models are useful for the modeling periodic hydrologic time series.
In this study, PARMA(1,1) is used to generate the training dataset for the monthly PE and the alfalfa ET r including the various climatic variables. In general, PARMA(1,1) model has been applied to the monthly streamflow series (Salas et al., 1980) . There are 12 months for each input node/variable of the GRNNM. And the length of years consist of 100 (Short-term), 500 (Midterm), and 1,000 years (Long-term), respectively. The first 50 dataset of 100, 500, and 1,000 years were abandoned to eliminate the biases while the latter 50, 450, and 950 years were selected to train the GRNNM.
NEURAL NETWORKS MODEL AND TRAINING ALGORITHMS

Concept of Generalized Regression Neural Networks Model
The generalized regression neural networks model (GRNNM), which is applied to this study, is the modified forms of radial basis function neural networks model (RBFNNM). The GRNNM is composed of four layers, that is, input layer, hidden layer, summation layer, and output layer.
And the GRNNM is the neural networks model based on the nonlinear regression theory. Input layer, hidden layer, and summation layer nodes are connected completely, whereas output layer node is connected with only some of summation layer nodes. Summation layer is composed of two kinds of nodes including several summation nodes and one division node. The number of summation nodes is equal to that of output layer nodes. Division nodes do not use transfer function, but equals adding up the weighted transfer values of hidden layer nodes. Each output layer node is connected with the summation node and division node of summation layer, and the connection weight is not composed between summation layer and output layer. The calculation of each output layer node is estimated by dividing the output values calculated from the summation node by the output value calculated from division node of summation layer (Kim and Kim, In press; Specht, 1991; Tsoukalas and Uhrig, 1997; Wasserman, 1993) . Figure 1 shows the developed architecture of the GRNNM in this study. Holland(1975) presented the use of the genetic algorithm (GA) as the searching method in the mixed optimization for the first time. The GA, which is different from many kinds of traditional searching method, is operated as not a single but the population of solutions. Each chromosome of the population is the perfect specification for the selected decision variables of the problem. The GA is used to examine the fitness to determine the objective in population's survival of the fittest and reproduction. In this study, the GA is used to determine not only the respectively. However, for Seoul station, there were no significant differences for the GRNNM-GA and GRNNM-BP testing performances as well as the generated dataset of 100, 500, and 1,000 years, respectively. Therefore, 1,000/PARMA(1,1)/GRNNM-GA was selected the best one among six training patterns in this study. Figure. 3(a)-(d) show comparison of the observed and calculated dataset of the PE for 1,000/PARMA(1,1) /GRNNM-GA and 1,000/PARMA(1,1)/ GRNNM-BP of Gwangju, Daegu, Seoul, and Seongsanpo stations, respectively. For the uncertainty analysis of the input nodes/variables, 1,000/PARMA(1,1)/GRNNM-GA was used in this study.
Genetic Algorithm
THE UNCERTAINTY ANALYSIS FOR THE INPUT LAYER NODES/VARIABLES
1,000/PARMA(1,1)/GRNNM-GA is composed of nine input layer and the two output layer nodes/variables. In addition, the optimal and the overall smoothing factors for each input node/variables are determined during the training performance of 1,000/PARMA(1,1)/GRNNM-GA. The closer the smoothing factor of the input layer node/variable is to zero value, the less the underlying input layer node/variable influences the modeling output, that is, the greater the uncertainty of the input layer node/variable is. Moreover, the larger the smoothing factor of the input layer node/variable is from zero value, the more the underlying input layer node/variable influences the modeling output, that is, the less the uncertainty of the input layer node/variable is (Neuroshell 2, 1993) .
In this study, the uncertainty analysis for input layer nodes/variables was investigated using a simulation-based step-by-step/one-by-one method. First, the underlying input layer node/ variable which represents the lowest smoothing factor was eliminated. This was generated from the training performance of the original 1,000/PARMA(1,1)/GRNNM-GA with nine input layer nodes/variables. In addition, the modified 1,000/PARMA(1,1)/GRNNM-GA was reconstructed with eight input layer nodes/variables, and it was then retrained carefully. After comparing the results of the statistical analysis calculated from this stage/step with those of the statistical analysis calculated from the previous stage/step, if it involved ±1% perturbation of correlation coefficient (CC), it is deemed to be within acceptable error tolerance for the monthly PE and the alfalfa ET r , the input layer node/variable again which represents the lowest smoothing factor was eliminated. Table 2 . Results of the uncertainty analysis for the input layer nodes/variables using a simulation-based step-by- 
