In this paper, we consider the density estimation problem from independent and identically distributed (i.i.d.) biased observations. We develop an adaptive wavelet hard thresholding rule and evaluate its performance by considering L p risk over Sobolev balls. We prove that our estimation attains a sharp rate of convergence and show the optimality. MSC: 49K40; 90C29; 90C31
Introduction
In practice, it usually happens that drawing a direct sample from a random variable X is impossible. In this paper, we consider the problem of estimating the density functions f X (x) without observing directly the i.i.d. sample X  , X  , . . . , X n . We observe the samples Y  , Y  , . . . , Y n from biased data with the following density function:
where g(x) is the so-called weight or bias function, μ = E(g(X)). The purpose of this paper is to estimate the density function f X (x) from the samples Y  , Y  , . . . , Y n .
Several examples of this biased data can be found in the literature. For instance, in paper [] , it is shown that the distribution of the concentration of alcohol in the blood of intoxicated drivers is of interest, since the drunken driver has a larger chance of being arrested, the collected data are size-biased.
The density estimation problem for biased data (.) has been discussed in several papers. In , Vardi 
Preliminaries
In this section, we shall recall some well-known concepts and lemmas.
Wavelets
In this paper, we always assume that the scaling wavelet ϕ is orthonormal, compactly supported and N +  regular.
Definition . The scaling function ϕ(x) is called m regular if ϕ(x)
has continuous derivatives of order m and its corresponding wavelet ψ(x) has vanishing moments of order m,
The following conditions about the scaling function ϕ and the kernel function K(x, y) will be very useful in the third section.
Condition H(N)
There exists an integrable function F(x) such that for any x, y ∈ R, 
where
Sobolev space
The Sobolev space 
Between a Sobolev space and a Besov space, the following embedding conclusions are established. 
Auxiliary lemmas
The following lemmas given by [] will be used in the next section.
Lemma . If the scaling function ϕ satisfies Condition (θ ), then for any sequence
Lemma . For some integer N ≥ , if the kernel function K(x, y) satisfies Conditions M(N) and H(N
where ε j ∈ l q .
Lemma . (Rosenthal inequality) Let X  , . . . , X n be independent random variables such that E(X i ) =  and E(|X
Remark In this paper, we often use the notation A B to indicate that A ≤ cB with a positive constant c, which is independent of A and B. If A B and B A, we write A ∼ B.
Main results
In this paper, our hard thresholding wavelet density estimator is defined as follows:
. http://www.journalofinequalitiesandapplications.com/content/2013/1/308
The hard thresholding wavelet coefficients areβ * jk :=β jk I{|β jk | ≥ λ}, where
Suppose that the parameters j  , j  , λ of the wavelet thresholding estimator (.) satisfy the assumptions:
where c is a suitably chosen positive constant.
Lemma . Suppose that there exist two constants g  and g
Let α jk , β jk be the coefficients in the expansion (.) and letα jk ,β jk be defined
Proof (i) From the definition ofα jk and the triangular inequality, we have
and 
The term T i is estimated as follows. Firstly, let
-α j,k , we can see that they are i.i.d., and E(ξ i ) = . Moreover, for any m ≥ ,
So, we have
Since  j ≤ n, we obtain
By Rosenthal's inequality, we have
To estimate the term T  , let
. We can compute E(η i ) =  easily, and for any
If p ≥ , i.e.,  -p < -p/, using Rosenthal's inequality, we have
If  ≤ p < , we get
By (.), (.) and (.), we obtain
(ii) It is similar to (i), we omit it.
Lemma . If j j ≤ n, then for any ω > , there exists a constant c >  such that
Proof We can easily get
Therefore,
. So, we get
).
Now, we estimate P  . Clearly, Eξ i = , and
Furthermore, we have
By Bernstein's inequality, we obtain
Since j j ≤ n, then
Taking c  >  such that
(  .  ) http://www.journalofinequalitiesandapplications.com/content/2013/1/308
Next, we estimate P  . We compute that Eη i = , i.e.,
and
Taking c  >  such that
≥ ω, we have
Taking c = max{c  , c  }, by (.) and (.), we have
Lemma . Suppose that there exist two constants g  and g  such that
where c  , c  are constants.
Proof By Lemma ., we obtain
Note that
and if |β jk | ≤ λ, |β jk | > λ, we get
(i) Firstly, we estimate
By Lemma ., we have
Using
r and Jensen's inequality, we obtain
By β j· r  -j(N+   - r ) and λ ∼ c ln n n , we have
Note that ξ >  if and only if r > p N+ . When ξ = , i.e., p = r(N + ), we can compute
. Using (.), (.), we obtain
(.) http://www.journalofinequalitiesandapplications.com/content/2013/1/308 (iii) Finally, we estimate
Let  < q , q < ∞, and  q +  q = . Using Jensen's inequality and Hölder's inequality, we have
By Lemma . and Lemma ., we obtain
.
Taking large enough ω such that 
