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Abstract
This thesis is a collection of two essays on open economy macroeconomics.
The first essay is on imperfect asset substitutability and current account dynamics. It
is divided into four chapters. The first chapter in this essay is a preface for the chapters
to follow. The second chapter lays out a model of the current account in which assets are
perfectly substitutable, and investigates the nature of wealth dynamics in the presence of
exogenous shocks. The third chapter extends the model of the second chapter to the case
where assets are imperfectly substitutable and once again investigates the model's response
to exogenous shocks. In particular, the differences that arise from valuation effects, which
were absent in the perfect substitutability case, are highlighted. The fourth chapter applies
the model of the third chapter to the question of what lies behind the U.S. current account
deficit and dollar appreciation for the period 1996-2004. I show that a reasonable explanation
of these phenomena should include a key role for shocks to foreigners' portfolio preferences.
The second essay is contained in a single chapter, and is an empirical investigation of the
linkages between FDI and trade openness for a panel of developing countries over the period
1970-97. Instrumenting for both trade openness and FDI stocks, I show that the correlation
conmlonly observed in the data between FDI and trade openness, is quite possibly due to
causality running from FDI to trade openness rather than from trade openness to FDI.
Thesis Supervisor: Olivier Blanchard
Title: Class of 1941 Professor, Department of Economics
Thesis Supervisor: Roberto Rigobon
Title: Associate Professor with Tenure, Sloan School of Management
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Chapter 1
Imperfect Asset Substitutability
and Current Account Dynamics :
Preface
1.1 Overview
A key question in international macroeconomics is the nature of current account dynamics
in the presence of imperfect substitutability between assets. The question itself is not new.
It was posed first in the 1970s, and important contributions were made by Obstfeld (1980),
Masson (1981), Henderson & Rogoff (1982), Kouri (1983) and Branson & Henderson (1984).
These early contributions used the simple device of relaxing the interest parity condition,
while specifying explicit asset demand functions, and using asset market equilibrium condi-
tions to analyze a variety of questions, from monetary policy (as in the Obstfeld paper) to
current account dynamics (as in the papers by Kouri and Branson & Henderson). Thereafter,
however, little research was done to extend the insights of those early contributions, till very
recently, when a pioneering contribution by Blanchard, Giavazzi & Sa (2005; henceforth,
BGS), returned the spotlight to issues of imperfect substitutability. Since the publication of
BGS, several papers have explored the implications of imperfect substitutability in the con-
text of open economies. Some of these papers have tackled the question of the U.S. current
account deficit, a question which also motivated BGS, but in the context of a microfounded
model which allowed for endogenous wealth and consumption dynamics (unlike BGS) - see
Meredith (2006) for instance. Others have been motivated by alternate concerns - for in-
stance, Kollman (2006) attempts to provide a microfounded justification for the stylized fact
of home bias in asset preferences, which is a symptom of imperfect substitutability between
assets. Some other contributions, like that of Kumhof (2004), predate BGS, and attempt to
answer the question of how central banks should respond to capital inflows in the context of
imperfect substitutability between assets. This spurt of research reflects a growing consensus
among international macroeconomists that imperfect substitutability is central to the policy
issues that open economies face today.
The next three chapters are a contribution to this rapidly expanding literature. In them,
I construct a model to analyze the implications for current account dynamics of imperfect
substitutability between assets, and then apply this model to think about the U.S. current
account deficit. My work is principally motivated by the BGS paper. In that paper, the
authors construct a simple model of the current account, in which assets are not perfectly
substitutable in investors' portfolios. Using this model, they are able to analyze the response
of the current account to exogenous shifts in spending and in investors' portfolio preferences.
However, their model leaves open considerable space for a more detailed analysis. In par-
ticular, in their model, asset prices and asset supplies are exogenous. This implies that the
wealth dynamics arising from shocks in their model, are also, to a certain extent, exogenously
specified. A principal contribution of my work is to enrich the environment of the BGS model
to allow for endogenous asset supplies and asset prices. I take a much more microfounded ap-
proach than BGS, and this allows me to expand not only the variety of endogenous dynamics
I am able to study, but also the variety of shocks that a typical open economy may be subject
to. In particular, I am able to analyze the current account's response to two classes of shocks
not considered by BGS - namely, shocks to productivity and to the discount factor. Along
the way, I am also able to demonstrate the importance of valuation effects, and to relate
the model's qualitative and quantitative behavior to the degree of substitutability between
assets. The endogeneity of asset supply is also the key respect in which my work differs from
that of Meredith (2006) mentioned earlier.
The chapters are organized as follows. In the first chapter, I present the model and de-
scribe the perfect substitutability case. Much of the basic intuitions are developed in this
chapter, and the model's response to three classes of shocks - shocks to spending, shocks to
the discount factor, and shocks to productivity - are analyzed in detail. However, the impor-
tance of valuation effects and exogenous shifts in portfolio preferences cannot be analyzed
in this environment. In the second chapter, therefore, I present the imperfect substituability
version of my model. In it, I show in some detail how some of the insights from the perfect
substitutability case are altered due to the presence of imperfect substitutability and due to
the valuation effects arising therefrom. In the final chapter, I apply the imperfect substi-
tutability version of my model to think about possible explanations for the behavior of the
U.S. current account and the dollar during the period 1996-2004. The analysis presented in
this final chapter is only a first pass at applying the model to thinking about a real world
situation, and I conclude the chapter with some discussion of where I see this research agenda
going in the future.
1.2 Bibliography
1. Blanchard, 0. J., F. Giavazzi, and F. Sa (2005), "International investors, the U.S.
current account, and the dollar," Brookings Papers on Economic Activity, Spring 2005
2. Branson, W. H. and D. Henderson (1984), "The specification and influence of asset
markets," NBER Working Paper No. 1283
3. Henderson, D. and K. Rogoff (1982), "Negative net foreign asset positions and stability
in a world portfolio balance model," Journal of International Economics, Vol. 13, pp.
85-104
4. Kouri, P. (1983), "Balance of payments and the foreign exchange market : a dynamic
partial equilibrium model," in J. Bhandari and B. Putnam eds. Economic Interdepen-
dence and Flexible Exchange Rates, MIT Press, Cambridge, Mass., pp. 116-156
5. Kollman, R. (2006), "International portfolio equilibrium and the current account,"
CEPR Discussion Paper No. 5512
6. Kumhof, M. (2004), "Sterilization of short term capital inflows - through lower interest
rates?," Journal of International Money and Finance, Vol. 23, pp. 1209-1221
7. Masson, P. (1981), "Dynamic stability of portfolio balance models of the exchange
rate," Journal of International Economics, Vol. 11, pp. 467-477
8. Meredith, G. (2006), "Debt dynamics and the unwinding of global imbalances : Some
conventional views reconsidered," unpublished working paper, August 2006
9. Obstfeld, M. (1980), "Imperfect asset substitutability and monetary policy under fixed
exchange rates," Journal of International Economics, Vol. 10, pp. 177-200
Chapter 2
Imperfect Asset Substitutability
and Current Account Dynamics :
The Perfect Substitutability Case
2.1 Model
There are two equal-sized countries, each populated by a representative firm and a repre-
sentative consumer. Time is measured in discrete units. Firms are infinitely lived, employ
citizens in their country, produce output using labor and installed capital, and increase (or
decrease) productive capacity by installing new capital (or uninstalling old capital). Con-
sumers, like firms, are infinitely lived, own all of the capital stock, earn labor and capital
income, and consume. The capital income is potentially derived from consumers' holdings
of capital both at home and abroad. I will assume that in consumers' portfolios, these two
kinds of capital are perfect substitutes, but this assumption necessitates that I place certain
restrictions on asset ownership. The reason is that if residents in each country can own both
assets, then given that the assets are perfectly substitutable, we cannot uniquely pin down
equilibrium allocations, since we cannot know what the asset positions will be. To solve
the model uniquely, therefore, I will make the assumption that only one of these assets is
traded across borders, so that all imbalances on the current account are settled by trades in
that asset. This will allow a unique determination of the world wealth distribution at any
point in time. In general, this distribution will depend on which asset is designated as being
tradeable. For the purposes of exposition, I denote one of the countries as domestic, and the
other as foreign, and I denote domestic capital as the traded asset.
2.1.1 Firms
Firms in each country decide how much to invest in every period. They choose investment
to maximize current and future cash flows, so they solve :
E F(Kgs) - w" - PsI (1 +h(x -6 PsKs.
max Et (2.1)
IKs=it r
L j=t+l
subject to
F(K) = z'(K)' 1 , 0 < 7 < 1 (2.2)
x5 = h(x• ) - Os, 0 > 0 (2.3)
Ks+1 - K -= I- (2.4)
where i indexes country (i E {d, f}), K, is the capital stock in country i at the beginning
of period s, F(K)) is a CRS production function with productivity parameter zi and labor
input normalized to 1 (so that all variables in this paper are in per capita terms), wi is
the wage paid by the firm, I, is net investment, h(xI ) captures installation costs per unit
of investment expenditure in period s and is chosen so that installation costs are linear
homogeneous in I! and K,, 0 is the installation cost parameter, 6 is the depreciation rate,
and rj is the cost of capital (or the required gross rate of return on capital) in period j,
which the firm takes as given. Thus, the term in the numerator of the firm's maximization
problem represents the firm's cash flow in period s after accounting for labor and investment
expenses. As written above, the firm's problem implies that installation costs apply only to
net investment. This assumption simplifies the characterization of the steady state. Finally,
P' is the price of the investment good. It is assumed that each country produces a distinct
good, and the investment good is a CES aggregate of the two goods. Thus,
P = [' f +(1 - f)eC - °]11 0
where e is the real exchange rate, or the price of the domestic good in terms of the foreign
good, 0 is the elasticity of substitution between the two goods in the investment "production
function", and -' is the share of total investment expenditure in country i falling on its own
good. I will assume that like firms, consumers also combine the domestic and foreign good
in their utility function, and in the same way, so I defer a fuller description of where the
equations collected in (2.5) come from, to the next section, where I discuss the consumer's
problem in detail. Also, I will assume that the CES aggregator incorporates home bias, so
that 7. > 1/2, and that a similar CES aggregate of the two goods, is used towards installation
as well. Finally, the share -y7 is allowed to vary across the two countries and over time. Note
that all prices in the above description are in terms of the local good. Thus, P,, w', and r'
are, respectively, the price of the investment good, the price of labor, and the user cost of
capital, in terms of the final good produced in country i.
The firm's problem can be stated recursively as
V(K) == max [F(K) - w_ - P /I(1 + h(x)) - 6PIK + Et{V(Km I )t( 17,Kt t t( t t -
I ,h'+ 1  rt+1
subject to (2.2), (2.3), (2.4) (for s = t). The first order conditions of this problem are
q' = Pt(1 + 20x') (2.6)
and
1- P(Xt+) 2
q, JEtqt+l + 7+z1(K 1 ) (2.7
qt[ = Et q z t3 )9- - 6rPti ptZ P(x)2 (2.7)1 t+1
where qt is defined according to :
qz = Et V'(K)t+l ) (2.8)
rt+1
so that q' is the marginal value of capital. q' is also the market value of capital, or simply,
the asset price. Equation (2.6) is the familiar q-theory equation, and follows from applying
the definition (2.8) to the first order condition for It. It states that investment, given by
xtKJ, is positive (negative) when the asset price q' exceeds (is smaller than) the replacement
cost of capital Pt. Equation (2.7) is an arbitrage equation, which says that the marginal value
of a unit of capital is the present discounted value of returns one period ahead - these future
returns include the price at which one can expect to dispose of the unit of capital next period
plus the marginal product of an extra unit of installed capital, minus the depreciation costs
associated with an extra unit of installed capital, plus the diminution in future installation
costs afforded by an extra unit of installed capital. (2.7) follows from applying the Envelope
Theorem to the first order condition for Kt+1 and using (2.8).
2.1.2 Consumers
Consumers supply labor inelastically to firms and own all capital. Since only domestic capital
is traded, consumers in both countries hold it, while foreign capital is owned exclusively by
foreigners. Thus, denoting by K'ij the capital stock in country i owned by residents of
country j at the end of period t, the budget constraints can be written as :
qt Kt+ = rtqt-tK' +- wt - Pc t (2.9)
for domestic consumers, and
qftK+ +qK let rf q K  d+ d 1 K,'fet +w - P/C{ (2.10)t t+ t let=tt-1 t -- t qt-
for foreign consumers, where wt are the wage earnings in country i, and Pt is the price
index defined in (2.5)1. As described earlier, consumers in each country consume both their
1 It is possible for foreigners to short an asset similar to domestic capital, if the domestic economy is a net
creditor.
own good and the good produced in the other country, combining them using the same
CES aggregator function that firms use for the investment good. The P7C1 term in the
budget constraint describes the consumption expenditure on the aggregate. This consumption
aggregate takes the form :
S 1 / 0  i-1 9-1 0
C- [(Y) W(Ct )0 + (1 - - )1/ l) o 10 (2.11)
in country i (with Ctj' denoting consumption of the good produced in country j by
consumers of country i), and I assume that consumers derive log utility from this aggregate.
In each period, consumers have to solve two problems - how much of the aggregate to
consume, and how to divide up aggregate expenditure between their own good and the other
country's good. These two problems can be separately analyzed, and their solutions are well
known in the literature (see, for instance, Obstfeld and Rogoff, 1998, Ch. 4). First, for a
given aggregate expenditure Z' (= P/C'), the consumer allocates it between the two goods
as
Cf:" = 7t Z (2.12)
eiCj,i (1 - ·):
tt t  - - rt)Zt
where e = ct for i "f", and e' = 1/et otherwise. It is in this sense that 7- is the share
of a country's spending on it's own good. Pt is defined as the expenditure Zt required to buy
1 unit of the aggregate. Thus, using (2.12) in (2.11), and setting the left hand side of the
latter equation to 1, and Z' = Pt, the equations (2.5) follow. It is also worthwhile to note
that (2.12) can be written alternatively as
C -i (P1 ) Ct (2.13)
C/=1 (1 - "7)(Ptie °) oCt
a formulation which will be useful later, for understanding how I write the equilibrium
conditions for the goods markets. (2.13) also illustrates why the parameter 0 is the elasticity
of substitution between the two goods :
8(Cl I /lCi I )AC, I /(  0C
Oet/et
and why 0 is also the price elasticity of imports :
C / Ct
Oet/et
a fact which will be useful for understanding how I calibrate the model.
Next, moving on to the problem of determining aggregate consumption expenditure in
period t, consumers in country i solve :
max Et (is)s-t log(C) (2.14)
{Ci} I=t Ls=t
subject to the budget constraint. In the above formulation, the discount factor f3, is
allowed to vary across countries and over time. The first order conditions for the consumer's
problem yield the familiar Euler equation :
1= Et tRt+l (2.15)
Pt+1Ct+1
for each country, where Rt+, is the rate of return on the portfolio held by consumers in
country i, and based on the description above, is defined as
R df = rd+l (2.16)
r{+1qtKef 1 + +1+ 1qf KS !et+if d •,d-d,fRf+l rt+lqtft+l + r + %--tet+1
t+1 qf Kf+1 + qdK 41 et
Finally, using Vti to denote the financial wealth with which consumers enter period t, the
assumption of log utility implies that the level of consumption expenditure in period t is
P -iCt = (1 - /0) [R Vt + HI] (2.17)
where H' is the present discounted value of lifetime (expected) labor income. This con-
cludes the discussion of the consumption-savings decision on the part of consumers in each
country. I address the issue of portfolio allocation next.
Having decided how much to consume each period, foreign consumers must allocate their
savings between the two assets. The assumption of log preferences allows us to neatly sep-
arate the consumption/savings decision from the portfolio allocation decision. When assets
are perfectly substitutable, however, this ability to separate the two decisions is of no conse-
quence , since no matter how savings are allocated, the returns on the two assets must satisfy
an interest parity condition given by
1 = Et rd+et+l (2.18)
1 t+let
2.1.3 Equilibrium and Balance of Payments
In equilibrium, the goods and asset markets must clear. These equilibrium conditions are
written as :
z(Kt(Pt) [Ct + K I(1 + h(x))] + (2.19)
(1 - </)(PI/et)f [Ct  + K f If(1 + h(xf))]
for the domestic good,
z t' ( K t  = (1- _t)(Pd et0 [Cd + dso + If (1 h(xtd))] + (2.20)
ft(Pf)o[Cf + 6K + If (1 + h(x{))]
for the foreign good, and
K dd + Kdf = Kd (2.21)
ttl ttl tt+
2 This will not be the case when assets are imperfectly substitutable, a case to be discussed in the next
chapter.
for domestic capital. (2.19) is derived as follows. The left hand side is total supply of
the domestic good (equal to firms' output), while the right hand side is total demand for it.
The first term on the right hand side is consumption and investment demand arising from
domestic consumers and domestic firms respectively, while the second term is consumption
and investment demand arising from foreign consumers and foreign firms respectively. (2.20)
has an equivalent interpretation for the case of foreign goods. Finally, (2.21) says that total
demand for domestic capital, arising from both domestic and foreign consumers (the left hand
side), must be equal to the total quantity of domestic capital supplied by investing firms (the
right hand side).
Next, I derive the trade deficit and the balance of payments. Since the trade deficit in
each country is total expenditure minus total output, it can be written as :
TDd = pd[Cd + 6K d + Id(1 + h(xd))] - zd(K )d (2.22)
t t (2.22)
with the "d" superscript indicating that the above definition pertains to the domestic
economy (TD[ = -etTDd). Similarly, the balance of payments equation, from the perspec-
tive of the domestic economy, is :
qdKd+1 = rqt_lKtdf + TD d  (2.23)
It describes how wealth changes hands as a result of trade imbalances. Thus, starting from
a position of zero external debt (qtdKdf' = 0), if the domestic economy runs a trade deficit
in period t, then foreigners come to hold some of the domestic capital at the end of period t
(qKtd 
~l  > 0). Noting that r d+ is the gross rate of return from holding domestic capital, the
domestic economy's indebtedness at the end of period t + 1 (= qd 1K 2) is higher than its
indebtedness at the beginning of period t + 1 by an amount equal to interest payments on its
outstanding debt to foreigners plus its trade deficit in period t + 1. Equivalently, the increase
(qd 1z-Kd, qdKdf) is the domestic economy's current account deficit in period t + 1.t+2 t-
2.1.4 Realized rt
My model is stochastic because I allow stochastic perturbations to the parameters y, z i ,
and /3. a Therefore, in my model, the realized rate of return on capital is a random variable.
It is easily shown that the market equilibrium conditions above, taken together with the
consu(mers' budget constraints, and the first order conditions from the firms' problem, imply
the following expression for realized ri
Sq + rz~(K')• - 6P/ + Pt/(x')2r =z t
4t-1 (2.24)
2.2 Model Solution and dynamics
The steady state is characterized by zero net investment. The equations are :
+1 77  .(K')7 1- - 6Y
-- [ 1-0( -
-qd- dd,
d
qf-Rs + qd-KdS f
d •-dd+ +dd0 _ pdfd
= qf Rf - d-Tdd-d'f-T + wf _ pf-(f
SIn particular, I will analyze the model's response to stochastic variations in /, z", and O.
Zd Rdy7 = ;d(1d),[Cd + 3Kd] + (1 _ -7) 7; /)80 Zf + 6kT]
Kd'd + Kydf = Ed
The above equations are derived from imposing the requirement of steady state on the
dynamic equations derived earlier. Not all of those dynamic equations are independent, so
there are different ways to characterize the steady state, and the above equations represent
one such characterization. Steady state values are denoted with a bar above, while 7,
~, and ý- denote the means of the respective distributions from which these parameter
values are drawn. It is evident that the steady state would be degenerate (with one country
having zero consumption) if $ were to differ across countries, and so even though, when
discussing dynamics, I will allow the /3's to differ across countries, such differences will only
be temporary. In steady state, it must be the case that fOd = f.
From the above description of the steady state, we find that there are 14 equations in 15
unknowns (i, K-, C, 5 d,d, -d,f , f• , and j). The model does not have a unique
steady state, a consequence of the assumption of perfect substitutability between assets, due
to which, steady state asset positions cannot be uniquely pinned down. However, given initial
conditions, it admits a unique rational expectations solution (it satisfies the Blanchard-Kahn
"counting rule") 4 . This solution cannot be computed analytically, and so I apply the Uhlig
technique (Uhlig, 1995) to solve the model numerically after choosing an appropriate set of
parameters. The equations used are linearized versions of (2.4), (2.5), (2.6), (2.9), (2.10),
(2.15), (2.18), (2.19), (2.21) and (2.24).
2.2.1 Model Parameterization
I parameterize the model so that in the initial steady state, the two countries are exactly
identical, and the domestic economy's net external debt position is zero. Time is measured
"See Giavazzi & Wyplosz (1985) for a discussion of the unit root case in the Blanchard-Kahn context
in quarters. I set the quarterly discount factor f' to 0.99 in each country. The quarterly
depreciation rate 6 is set to 0.025, the capital share in production r7 is set to 0.35, and the
productivity parameter zi is normalized to 1 for each country. Following the discussion in
Obstfeld and Rogoff (2000), I set -yi to 0.8 in each country. To calibrate 0, I rely on a
comprehensive survey by Hooper and Marquez (1995), of studies which have estimated long-
run price elasticities of aggregate trade flows for the U.S., Japan, Germany, U.K. and Canada.
The median estimates from those studies for the U.S. in the post-Bretton Woods era is 0.97.
I set 0 equal to this value (the median estimate across all 5 countries is 0.88, and 80% of all
estimates are below 1.2). Finally, I set the installation cost parameter 0 equal to 6. In the
model, 1/20 measures the sensitivity of the Iz/K' ratio to the price of capital, so that for 0
equal to 6, this number would be 0.08, which is roughly in the range of coefficients found in
empirical work such as Abel and Eberly (2001), and Blanchard, Rhee and Summers (1990).
2.2.2 Model Simulations
After finding the rational expectations solution, I simulate the model's response to three
shocks : a permanent positive shock to the domestic share of spending on the foreign good,
a permanent positive shock to domestic productivity, and a temporary positive shock to the
foreign discount factor. I choose these three shocks to be the ones of interest since the debate
surrounding the origins of the U.S. Current Account Deficit has assigned a role to each one of
them, the domestic economy in my model referring to the U.S., and the shock to the foreign
discount factor capturing the idea of a global savings glut (see Bernanke, 2005). Below,
for each of the shocks, I report results for both the domestic and foreign economies. Trade
balance and external debt are reported as shares of domestic GDP.
Shock to yd
I consider a permanent 5% point decrease in yd (from 0.8 to 0.75)." This implies an increase
in the domestic economy's share of spending on the foreign good. The shock produces an
excess supply of the domestic good, and therefore an immediate depreciation. In the long run,
'I choose the shock magnitude to correspond to the simulation exercises described in Blanchard, Giavazzi,
: Sa (2005)
the supply of the domestic good must fall, to reflect the lower world demand for it, but the
exchange rate depreciates in the long run as well, since the supply response is not large enough
to outweigh the negative demand shock6 . Moreover, the immediate depreciation overshoots
the long run depreciation. I defer a discussion of why this happens to the next chapter, where
I will discuss the case of imperfect substitutability - we will see there that whether or not
the exchange rate overshoots the long run value depends on the degree of substitutability
between assets. Figures 2.1 and 2.2 below show the responses for the exchange rate and
GDP.
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Figure 2.2 : GDP
To understand how asset prices and user costs respond to the shock, we start by noting
that since the shock reduces demand for the domestic good, we might expect that it will
reduce the attractiveness of domestic capital to investors, and therefore reduce its price.
H-towever, this intuition does not necessarily deliver an unambiguous prediction in my model
- in fact, the domestic asset price increases in terms of the domestic good. To illustrate, note
that the asset price is the expected present discounted value of the marginal contribution of
installed capital in the future. Recall that in equation (2.8) we defined q' as
V'(!'t+l)
q1- Et
t+1
It is also easily shown, by integrating equation (2.7) forward (and applying a transversality
condition), that q' has the representation :
q F = Et ± +(x+)2 (2.25)
Now the permanent decrease in -y d may reduce the expected cash flows from the domestic
asset, but it is not readily evident how the shock will impact the contribution of installed
capital at the margin (the numerator on the right hand side of (2.25)). Moreover, the numer-
ator is not the only component impacted by the shock; the shock also impacts the sequence of
user costs used to discount the future marginal contributions of installed capital. We will see
that the user cost for domestic capital will fall on impact, and the user cost for foreign capital
will increase. To understand why user costs behave in this manner, and also to understand
the behavior of asset prices, it is better to consider the question of how the shock impacts
asset demands by looking at the interest parity condition, instead of (2.25). Recall that the
interest parity condition takes the form :
1 -= Et rt+ e t
rt+1et
where the user costs are the ri's. Consider now how the term inside the expectation sign
on the right hand side of this equation (which denotes the relative return on domestic capital)
is affected by the exchange rate depreciation in the period of the shock, holding the r"'s and
the future exchange rate constant. Clearly, the partial equilibrium effect of the exchange rate
depreciation is to increase the relative return on the domestic asset. This raises the demand
for domestic capital relative to foreign capital, and this gives us the intuition for how user
costs and asset prices must move, because they have to move in such a way that interest
parity is respected'. Thus the price of domestic capital increases (in terms of the domestic
good) and the price of foreign capital decreases (in terms of the foreign good), while the
expected return on domestic capital (in terms of the domestic good) decreases, while that on
foreign capital (in terms of the foreign good) increases. Figures 2.3 and 2.4 below show these
7That asset demand is the right approach to take while thinking about how asset prices respond, is confirmed
by the simulation results for the imperfect substitutability case which I will present in the next chapter - greater
the substitutability between assets, smaller is the increase (decrease) in the domestic (foreign) asset price.
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Next, I turn to a consideration of asset supplies. To determine how asset supplies will
respond, we need to identify whether there will be investment or disinvestment in each coun-
try. We already know that the domestic economy must disinvest (since demand for its good
has decreased permanently), and that the foreign economy must invest (since demand for its
good has increased permanently) - that this must happen was also evident from figure 2.2.
In turn, as per equation (2.6), whether a country invests or not depends on what happens
to the ratio qi/Pi; for investment to happen, this ratio must increase from its steady state
(pre-shock) value of 1. Equation (2.5) and the dynamics of the exchange rate dictate that
pd, the price of the investment good for the domestic economy (in terms of the domestic
good), must increase, and that PI, the price of the investment good for the foreign economy
(in terms of the foreign good) must decrease. Since the price of the investment good in each
country moves in the same direction as the asset price in that country, for Kd to decrease,
and K f to increase, we require that the change in the price of the investment good be greater
than the change in the asset price, so that qd/pd decreases and qf/Pf increases. Indeed this
is what we find happens. Figures 2.5-2.7 below show the responses of the price indices (where
P' is in terms of the good produced in country i), the ratio of the asset price to the price
index, and the capital stocks.
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The asset price movements ensure that domestic financial wealth increases on impact,
while foreign financial wealth decreases. But with a much lower domestic capital stock in
the long run, domestic financial wealth decreases to below its initial steady state value over
time (recall that domestic consumers only hold domestic capital). The initial increase in
the domestic asset price allows for higher consumption expenditure (via capital gains) by
domestic consumers. Figures 2.8 and 2.9 below show the responses for financial wealth and
consumption expenditure.
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Figure 2.9 : Consumption Expenditure
Finally, let us consider what happens to the domestic economy's trade balance and ex-
ternal indebtedness. Recall that the domestic economy's trade deficit is given by
TD = Pt[Ct + 6K + It (1 + h(xt))]- zt (Kt
The shock to dy" will not have any immediate effect on output, but it will affect expendi-
ture. We have seen earlier that domestic consumption expenditure increases on impact but
domestic investment expenditure decreases. Whether the net impact on domestic expendi-
ture is to increase it or decrease it will depend on which of these two responses is greater.
For the parameters under consideration, it turns out that the investment response dominates,
so that overall expenditure decreases rather than increases, as a result of the shock. Thus
the trade balance goes into surplus (or the trade deficit, which was zero before the shock,
turns negative) 8 . Mirroring the initial trade response, the domestic economy, which started
with zero net external debt, becomes a net creditor. In the long run, the domestic economy
"If the installation cost parameter were to be increased (from 6 to 12, for example), the investment response
would still be negative but not large enough, so that the trade balance would go into deficit.
remains a net creditor, while the trade balance moves into deficit.
below show these responses (as shares of domestic GDP).
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The long--run dynamics of net external debt in this model is explained by the existence
of a unit root in the model's solution. This unit root arises because of the non-uniqueness
of the steady state, and it ensures that if the initial response of net external debt is to go
from being zero to being negative, then it remains negative for all time.9 Also, it must be
the case, from equation (2.23), that in the long run, net external debt and the trade deficit
should have opposite signs.
Shock to z?
Next, consider a permanent 1% point increase in zd (from 1 to 1.01). The shock produces
an excess supply of the domestic good, and therefore an immediate depreciation. In the long
run, the supply of the domestic good increases, as the higher productivity spurs investment
in domestic capital, and so the exchange rate depreciates further in the long run. Figures
2.12 and 2.130 below show the responses of the exchange rate and GDP.
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ý)Thus. if the installation cost parameter were to be increased (from 6 to 12, for example), the long run trade
bIalance would be in surplus, and both the short run and the long run net external debt would be positive.
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To understand the impact on asset prices, we once again look to asset demands. The
productivity shock increases the expected return on domestic capital, and therefore increases
the demand for domestic capital. In turn, the greater demand for domestic capital raises
its price. What happens to the supply of domestic capital? It increases because higher
productivity of domestic capital encourages its accumulation. This accumulation is made
possible by an increase in the qd/pd ratio - i.e., the exchange rate depreciation increases the
price of the investment good pd, but qd increases by more. As new domestic capital begins
to come online, both the domestic asset price and the expected return begin to turn back
down from their initial highs. In the long run, the domestic economy has a permanently
higher capital stock. Figures 2.14-2.18 below show the responses for the asset price, expected
rate of return, price index, the ratio of the asset price to the price index, and capital stocks,
respectively. In the graphs below, qi, P' and expected ri's are once again expressed in terms
of the good produced in country i.
10 20 30 40 50 60 70 80 90 100
Time (in quarters)
Figure 2.14 : Asset Price
0 10 20 30 40 50 60
Time (in quarters)
70 80 90 100
Figure 2.15 : Expected Rate of Return (Gross)
1.007
1.006
1.005
1.004
1.003
1.002
1.001
1
0.999
0.998
(• 007
0
2
1.01(
o70
a)
_ ___
. • ,
10 20 30 40 50 60 70 80 90 100
Time (in quarters)
Figure 2.16 : Price Index
0 10 20 30 40 50 60 70 80 90 100
Time (in quarters)
Figure 2.17 : Ratio of Asset Price to Price Index
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Figure 2.18 : Capital Stock
Domestic financial wealth increases on impact and also in the long run. This is to be
expected, because of the higher domestic asset price in both the short and long runs, and
because of the higher domestic capital stock in the long run. As a consequence of the wealth
windfall, domestic consumption expenditure is higher on impact and in the long run. Figures
2.19 and 2.20 below show the responses for financial wealth and consumption expenditure.
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Turning to the trade balance, given that both consumption and investment expenditure
are up, domestic expenditure is higher immediately after the shock, than before the shock, but
now domestic output is also higher, because of the productivity increase. For an installation
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cost parameter such as the one chosen to calibrate the model, the investment response is
large enough that the expenditure increase outweighs the output increase, so that the trade
balance goes into deficit, and domestic net external debt increases from zero to a positive
number. In the long run, the domestic economy remains a net debtor, but the trade balance
turns to surplus"'. Figures 2.21 and 2.22 below show these responses.
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"'If the installation cost parameter were to be increased (from 6 to 18, for example), the initial investment
response would be much smaller, and the trade balance would go into surplus, and net debt would be negative,
on impact. In the long run, net debt would remain negative, while the trade account would be in deficit.
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Figure 2.22 : Domestic Net External Debt (as a share of GDP)
From Figure 2.21, it appears that the trade balance (as a share of GDP) barely registers
any movement. This could happen for a variety of reasons having to do with both the choice
of parameters in calibrating the model, and the choice of assumptions in constructing the
model. Considering first parameter choices, I find that it is possible to increase the trade
deficit by reducing 0, which is the installation cost parameter, or, alternatively, by increasing
0, which measures the degree of substitutability between domestic and foreign goods. The
reason a higher 0 will deliver a larger trade deficit is obvious - the investment response
for a given increase in qd/pd will be larger. The reason a higher 0 delivers a larger trade
deficit is that it produces a smaller depreciation on impact (the exchange rate needs to
adjust by less to eliminate the excess supply of the domestic good), and therefore a smaller
increase in pd. In turn, this produces a larger increase in qd/pd, and once again, a larger
trade deficit via a larger investment response. Quantitatively, however, the increases I am
able to generate by varying 0 and 9 in this manner are quite small and essentially in the
same range as the increase shown in Figure 2.21. Turning to the underlying assumptions of
the model, I find that relaxing two of the assumptions (one at a time) allows for a larger
trade deficit, this time by increasing the response of domestic consumption expenditure to
the shock. Recall that the assumption of log utility allowed us to compute the level of
domestic consumption expenditure as increasing in the realized rate of return rd (equation
(2.17)). Therefore, greater the initial increase in qd, greater will be the capital gain and
the realized rate of return, and so, greater will be the increase in domestic consumption
expenditure. In turn, it is possible to increase the initial response of qd by varying the degree
of substitutability between assets. This involves relaxing the assumption that lies at the heart
of this chapter, which is that assets are perfectly substitutable in investors' portfolios. In the
next chapter, I will show that when assets are imperfectly substitutable, then lowering the
degree of substitutability produces a larger initial increase in qd, and correspondingly, larger
initial increases in domestic consumption expenditure and in the domestic trade deficit. The
second assumption which, when relaxed, delivers a larger trade deficit than the one seen
in Figure 2.21, is the assumption of log utility". I find that if I assume instead a CRRA
utility function with the coefficient of risk aversion set to 2 (as is standard in the literature),
I am able to generate larger initial increases in domestic consumption expenditure and the
domestic trade deficit. What explains this finding? We know that under certainty, log utility
delivers a consumption function wherein the marginal propensity to spend out of wealth
is unaffected by changes in the return on assets, for a given level of wealth. With CRRA
utility, however, the marginal propensity is not invariant to changes in the return on assets.
In particular, if the elasticity of intertemporal substitution (which is the reciprocal of the
coefficient of risk aversion) is less than 1 (which it is, when the coefficient of risk aversion is
2), then an increase in the return on assets (relative to its steady state value) will increase the
marginal propensity to spend out of wealth (relative to its steady state value), given wealth.
The environment in the variant of my model where I relax the assumption of log utility
is of course much more complex. In particular, a simple expression of the form of equation
(2.17) cannot be derived to describe the domestic consumption expenditure level in any given
period. Given, however, that I am able to generate a larger consumption response with it, I
conjecture that something approaching the mechanism described above for the certainty case
must he at work in this variant of my baseline model. What about magnitudes? While both
11 Technically, the relaxation of this assumption presents no difficulty when assets are perfectly substitutable,
but it would, if assets were imperfectly substitutable, since the asset demand functions would also have to
change.
approaches (relaxing the assumption of perfect substitutability, and relaxing the assumption
of log utility) produce larger trade deficits than the one seen in Figure 2.21, neither approach
produces an increase of significant magnitude.
An interesting feature of the dynamics is how the shock to the domestic economy impacts
the foreign economy. The foreign asset price falls on impact, but the foreign price index falls
as well, as a result of the exchange depreciation, and by more than the asset price, so that
like the domestic capital stock, the foreign capital stock also increases. The increase in the
foreign capital stock is explained by two effects. The first of these is best appreciated by
considering the evolution of financial wealth in both countries. With both countries enjoying
higher financial wealth in the long run, both countries demand more of the foreign good in the
long run, and so the increase in foreign capital is necessitated by this increase in demand for
its output. Secondly, because of the long run depreciation, the price to the foreign economy
of capital goods is also lower in the long run. Thus, in the long run, part of the benefits of
higher productivity in the domestic economy are transmitted to the foreign economy, which
finds itself richer and enjoying a higher consumption expenditure, than it was, before the
shock.
Shock to /f
Finally, consider a temporary 0.1% point increase in the foreign discount factor (from 0.99
to 0.991). The shock is temporary in that the initial increase is slowly reversed according
to an AR(1) process with coefficient 0.9. An increase in the foreign discount factor implies
an increase in foreigners' propensity to save, since they now discount the future by less
(an increase in the discount factor is analogous to a decrease in the discount rate). Since
there is home bias in consumption, the foreign good will be in excess supply relative to the
domestic good, and so the exchange rate appreciates upon impact. Figure 2.23 below shows
the exchange rate response.
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Figure 2.23 : Exchange Rate
To understand the dynamics, it is best to start with a consideration of the trade balance.
Since the foreign consumers save more, the domestic trade balance will go into deficit, and
domestic net debt must increase, on impact. In the long run, the domestic net debt stabilizes
at a positive value, and the trade balance is in surplus. Figures 2.24 and 2.25 below show
these responses.
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Figure 2.24 : Domestic Trade Deficit (as a share of GDP)
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Next, I turn to the price and quantity responses. I first explain the responses, and then
present all the figures.
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The shock, being temporary, has essentially no long run impact on any prices. However,
because of the positive domestic net debt, foreigners enjoy a permanently higher financial
wealth (and correspondingly, domestics, a permanently lower financial wealth) even after the
shock dissipates. To understand the short run dynamics of asset prices and asset supplies,
note that both asset prices increase on impact, but the foreign asset price increase is much
larger. What explains the larger increase in the foreign asset price? Once again, we look to
the interest parity condition and asset demands for the answer. Applying a logic similar to the
case of the y'l shock, we observe that the effect of the short run exchange rate dynamics is to
increase the relative return on the foreign asset, holding constant user costs 12 . Therefore, the
foreign asset price increase must be the larger of the two. Interest parity is then maintained
by a drop in both user costs, with the drop in the foreign user cost being the larger of the two.
That the foreign asset price increase is more pronounced agrees also with what we expect
to happen to foreign capital in the long run. Since foreigners must have higher financial
wealth in the long run (they save more), and since their preferences incorporate home bias,
foreigners' demand for their own good will be higher both relative to domestics' demand for
their own good, and relative to the initial steady state. Thus, the investment response must
be higher for the foreign economy than for the domestic economy, and the larger increase in
the foreign asset price ensures that this happens. Indeed, the foreign economy ends up with
a higher capital stock (and the domestic economy, with a lower capital stock) in the long
run 1' : . Figures 2.26-2.33 show all these responses.
12 Note that this line of argument could not be applied in the case of the productivity shock, since there, the
shock directly affects user cost, and so the device of holding user costs constant while analyzing the impact of
exchange rate dynamics would have been inappropriate.
":The fact that the domestic economy ends up with a lower capital stock in the long run is not evident from
Figure 2.31, since the figure terminates at 100 quarters.
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Before I conclude this chapter, it is important to state that this shock does not produce
quantitatively significant movements in any of the variables. Figure 2.27 indicates that the
asset prices barely change on impact. In an effort to increase the asset price responses, I
try a number of different parameter configurations, especially, as in the case of the shock
to "d, for 0 and 0. Even though I get larger responses relative to those produced by the
baseline calibration, they are not large enough to be quantitatively significant, and moreover,
it is hard to provide a convincing explanation for the kinds of monotonicities I observe. It
is natural, once again, to expect that relaxing the assumption of perfect substitutability and
varying the degree of asset substitutability will deliver different magnitudes of response for
the asset prices. I take up this task in the next chapter.
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Chapter 3
Imperfect Asset Substitutability
and Current Account Dynamics :
The Imperfect Substitutability Case
3.1 Model
The model in this chapter is very similar to the one laid out in the last chapter. The
only difference is that now domestic and foreign capital are not perfectly substitutable in
investors' portfolios. This has several implications. Firstly, it will now become possible to
uniquely identify gross asset positions in each period, so that I do not need to place any
arbitrary restrictions on asset ownership. Secondly, the steady state will be unique, and the
model's solution will not have a unit root. Thirdly, I will now be able to analyze the model's
response to a permanent shock to the foreign discount factor. With imperfect subsitutability,
the steady state is not degenerate even when the two countries have different discount factors.
Fourthly, the valuation channel will now play a role in current account dynamics (more on this
below). Finally, the case of imperfect substitutability will allow us to consider what happens
when foreigners exogenously shift their asset preferences towards domestic assets. This is an
important question because some authors (for e.g., Blanchard, Giavazzi & Sa (2005)) have
advanced this kind of an exogenous shift as an explanation for the recent deterioration of
the U.S. net foreign asset position, and it would therefore be helpful to analyze the effects of
such a shift in the context of my model.
In what follows, I reprise the equations from the last chapter, and modify them to incor-
porate imperfect substitutability between assets, where relevant.
3.1.1 Firms
The representative firm's problem is the same as before. It solves (using the notation devel-
oped in the last chapter) :
max Et{If ,K. }=t
F(K') - w - PsIs(1 + h(x )) - 6PsK,
s=t H
\ j=t+l±
(3.1)
subject to
F(K ) zi(K )', 0 < 7 < 1
= , h(x) > 0
Ks+1 - K s = I
(3.2)
(3.3)
(3.4)
where
f1)e 1-]-YrS)eS 1]
Pd = [7 + (1 -
The first order conditions of this problem are :
q= = Pt'(1 + 2
and
qx))
(3.5)
(3.6)
q = Et q + P (K l)-'- 6 t + Pt+1(x+), 2  (3.7)
rt+1
where qt is defined according to :
q= E l V(K) t+ (3.8)
rt+1
Thus, we find that introducing imperfect substitutability between assets does not alter
the firm's equations relative to the case of perfect substitutability, and the above equations
have the same interpretation as before. Also, as before, all prices (qi, w i , r, Pi , etc.) in the
above description and in the rest of the chapter, are in terms of the corresponding good in
country i.
3.1.2 Consumers
The representative consumer's problem is now slightly different, and it's description requires
some additional notation. Denote by Fti+1 country i's net external liabilities at the end of
period t. Recall from the previous chapter that Vt_ is the financial wealth of consumers in
country i at the end of period t. Thus,
V/t> = qKt+l - Fit+l (3.9)
The above equation says that a country's financial wealth is its total assets (equal to the
value of the stock of capital in that country) minus its external liabilities. Since I will allow
consumers in each country to hold both assets, Vt+l can also be expressed as the value of the
portfolio held by them. Thus Vt•_ has the alternative representation :
V = qK ti,i1 + qKJ'ei (3.10)
where K" 1 is the capital stock in country i owned by residents of country j at the end
of period t, while et = et for i ="f", and 1/et otherwise. It then follows that
F, = qtK/jl - qtKf e-e (3.11)
Thus, a country's net external debt is the value of the other country's holdings of its
capital stock, minus the value of its holdings of the other country's capital stock. Note that
Ft+let -= -F+ 1 . Next, denote by at + l the share of their financial wealth, that consumers in
country i, allocate to their home asset at the end of period t. That is,
qtKt = Vt+ 1  (3.12)qt jrlj i t+1 t+
qt e + t (1 - aiv )t
I defer a discussion about how the a• 's are determined to later in this section. For now,
note that equations (3.12) and (3.10) allow us to write the rate of return on country i's
portfolio in period t in terms of the a"'s as follows. The rate of return on country i's portfolio
is defined as
i qi K, + riq_ Kjrei
R't -rqt I . Ktt-1t Kt (3.13)q ,1K7 + q _ 1K'1 e
so that, using lagged versions of (3.12) and (3.10), (3.13) can be written as
R1 = a- ) + (1 a)re /e _ (3.14)
We are now ready to write down the consumers' budget constraints. For consumers in
country i, the period t budget constraint is
Vt 1 = R•V t -+ w' - P0 Ct  (3.15)
The discussion of the consumption/savings decision now follows along the same lines as
the discussion in the last chapter. Consumers in each country consume both their own good
and the good produced in the other country, combining them using the same CES aggregator
function that firms use for the investment good. The P/Cl term in the budget constraint
describes the consumption expenditure on the aggregate. This consumption aggregate takes
the form
S= t)1/(C t )O +(1- i)1/O(CT1 (3.16)
in country i (with Cj 'i, denoting consumption of the good produced in country j by
consumers of country i), and I assume that consumers derive log utility from this aggregate.
In each period, consumers have to solve two problems - how much of the aggregate to consume,
and how to divide up aggregate expenditure between their own good and the other country's
good. For a given aggregate expenditure Z' (= PtiC), the consumer allocates it between the
two goods as :
Ct" = rZf (3.17)
eltC = (1 -, ,)
or, as
Cti 'i  - (Pl)i 0 Ct (3.18)
C " = (1 - )(Pe) Ct
with 0 measuring the elasticity of substitution between the two goods :
8(Cd /CId / ) (Ct 'd /Ct)
=0
aet/et
and also the price elasticity of imports :
OCfdICf~d
aet/et
To determine aggregate consumption expenditure in period t, consumers in country i
solve :
max E1t [(I )s-t log(C)] (3.19)
subject to the budget constraint, yielding the Euler equations
1 = Et 'tt+1 (3.20)
PIt+1t+1
for each country. Finally, the level of consumption expenditure in period t is
PCt = (1 - 0) [R Vtz + Ht] (3.21)
where H' is the present discounted value of lifetime (expected) labor income.
We now turn to a discussion of how the a"'s are determined. To begin, note that it
was the assumption of log utility over the consumption aggregate that allowed us to analyze
the consumpition/savings decision without any consideration of how the cz's are determined.
By the same measure, a determination of the ai's can be made independently of the above
equations describing consumption choices. This is helpful because in this chapter, I will steer
clear of trying to derive the ci's from microfoundations, and instead simply follow Blanchard,
Giavazzai & Sa (2005), in assuming that
- aiEt [r+1et+1 ± s (3.22)+ Si (3.22)O·t+l r/+lCt
where ai := a > 0 for i = "d" and -a otherwise, while si is an exogenous shock. Equation
(3.22) states that the share of wealth allocated to the local asset by the domestic (foreign)
economy is increasing (decreasing) in the relative return on domestic capital (which is the
term inside the expectation sign on the right hand side of (3.22)). The parameter a measures
the degree of substitutability between assets - higher the a, greater the substitutability - while
the shock s' will allow me to introduce exogenous changes in asset preferences. In writing
the a''s in this manner, I am deferring a fuller description of the phenomenon of imperfect
substitutability to future research. No doubt, it would help us considerably, to know precisely
what kinds of considerations will generate imperfect substitutability between assets, but since
the objective at hand is to work out what the implications for imperfect substitutability are,
rather than to motivate it's existence as a stylized fact', I do not concern myself with the
'See for example, Gourinchas & Rey (2005), for evidence pointing to imperfect substitutability between
assets in the contlext of international financial markets and current account dynamics.
microfoundations of a portfolio allocation problem in this chapter. 2
3.1.3 Equilibrium and Balance of Payments
In equilibrium, the goods and asset markets must clear. The goods market equilibrium
conditions are the same as in the previous chapter :
z4d(Ktd) = 7(P d)o[Cd + 6K d + Itd(1 + h(xd))] +
(1 - #'{)(P1/et) [Cf + 6K1 + If (1 + h(xf))]
(3.23)
for the domestic good, and
(1 -)(P tet) [Ct + 6Kd + I+d(1 + h(xd))] + (3.24)
ýYf (Pi)O [Cf + 6K{ + I/(I + h(x{))]
for the foreign good. The asset market equilibrium conditions, of which there are now
two, can be written as
(3.25)
for domestic capital and
(3.26)
for foreign capital. The interpretation of these last two equations is straightforward - in
writing the asset demands (the left hand side), I have used the representations provided in
equations (3.12) above.
2Indeed, there have been so far very few attempts to model imperfect substitutability from microfounda-
tions. One recent paper by Kollman (2006) succeeds in showing that home bias in asset preferences (a symptom
of imperfect substitutability) may arise from the need to endogenously insure against local endowment shocks.
The insights of his paper are not directly applicable to my model because his modeling environment is very
different from mine.
a+l Vt+ --(I- at+,) Vtf 1/et = qj+K+~lt~ ~
ft t + (1 o )Vtlet = tK-- a : qt Kt
Next, I derive the trade deficit and the balance of payments. Since the trade deficit in
each country is total expenditure minus total output, it can be written as :
TD =d[C + + Id(1 + h(x ))] - zd (Kd ) (3.27)
with the "d" superscript indicating that the above definition pertains to the domestic
economy (TD{ := -etTDd). Equation (3.27) has the same form as its perfect substitutability
counterpart. From the perspective of the domestic economy, the balance of payments equation
is :
qd Ktd+ _- qtK{d ./et = r qt 1 Kdf f K /et + TD d  (3.28)tt t t+l t-1
Note that this looks different from the balance of payments equation we derived under
perfect substitutability. In particular, it reflects the idea that now, both assets are being
traded, and so the left hand side is the domestic economy's net external debt (as defined in
eqn. (3.11)) at the end of period t, while the first two terms on the right hand side indicate
the net debt position inherited from period t - 1, after interest accruals and payments in
period t have been accounted for. Recognizing that the ri's are gross rates of return, and
using (3.11), we can write (3.28) as :
F 1 - Fd  (r - 1)qd 1 K d' (rt( - 1)qt K{ d/et + TD d  (3.29)
which more clearly shows how the balance of payments equation describes the evolution
of net external indebtedness for the domestic economy. The left hand side of (3.29) is the
domestic economy's capital account surplus, while the right hand side is the domestic econ-
omy's current; account deficit (the first two terms measure the "service account" component),
and the two must be equal as an accounting identity. Yet another way to write (3.28) is to
write it so as to make explicit the so-called valuation effects (see Gourinchas & Rey (2005),
and Lane & Milesi-Ferretti (2004)) that contribute to movements in a country's net external
indebtedness. Thus, use equations (3.12) to write(3.28) as :
F = rFd + (1 - )r 1 rd le Vt + TD (3.30)
where the second term on the right hand side is the valuation term, and indicates, among
other things, changes in Fd+1 arising from movements in the exchange rate over time, holding
everything else fixed. Thus, an unexpected decrease in the relative price of the domestic good
(an unexpected increase in ) would decrease Fd+ 1 by increasing the domestic economy's
holdings of the foreign asset (expressed in terms of domestic goods).
3.1.4 Realized rt
Like the model from the previous chapter, the model I have described above is stochastic since
I will allow for stochastic perturbations to the parameters yi, zi  i and si.3 . Therefore, the
realized rate of return on capital is a random variable. It is derived in the same manner as
before, and has the same expression :
Sq~ + qz(K))'- 1 -1 6P- + CPt (xi) 2
r1 = (3.31)
3.2 Model Solution and dynamics
The steady state is characterized by zero net investment. The equations are :
qVP
I[nd + e(1 - wd)-o-1] -0
I = [I~·+(1_7/)•81-0]
3In particular, I will analyze the model's response to stochastic variations in ,Yd, zd, 3f and sf .
V RVw -vf •f C"f
-d(Kd)y 7 "7d(pd)O[Cd + -Kd] + (1 - (7;f / -C) O[o f + 5K f]
Vd + (1 - ) = d
S-+ (1 - d)Vd f
-a + 'Y1 a (1 -9
-d
-d - r +-d
yd
The above equations are derived from imposing the requirement of steady state on the
dynamic equations derived earlier. Not all of those dynamic equations are independent, so
there are different ways to characterize the steady state, and the above equations represent
one such characterization. Steady state values are denoted with a bar above, while 7, 7, S
and 9 denote the means of the respective distributions from which these parameter values are
drawn. From the above description of the steady state, we find that there are 19 equations
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in 19 unknowns (q, ki, , -i , - , T i, , :-, 5, and 1). Unlike the perfect substitutability
case, this model has a unique steady state, and it also satisfies the Blanchard-Kahn "counting
rule", and therefore admits a unique rational expectations solution. This solution cannot be
computed analytically, and so I apply the Uhlig technique (Uhlig, 1995) to solve the model
numerically after choosing an appropriate set of parameters. The equations used are linearized
versions of (3.4), (3.5), (3.6), (3.15), (3.20), (3.23), (3.25), (3.26), (3.14), (3.22) and (3.31).
3.2.1 Model Parameterization
I choose the same parameter values as in the last chapter. Together, they imply that in
the initial steady state, the two economies are identical, and the domestic economy has zero
net external debt. There is one additional detail to be taken care of, for the imperfect
substitutability case. I need to specify the parameters a and 3. Since equation (3.22) is
taken directly from Blanchard, Giavazzi & Sa (2005), I choose the same values that they
do, i.e., I allow a to take 3 values : 0.1, 1 and 10. Then, as in Blanchard, Giavazzi & Sa
(2005), I impose the requirement that ai should be 0.77 in the initial steady state (the value
0.77 corresponds roughly to the share of U.S. wealth in U.S. assets for the year 2003), and
allow the steady state version of (3.22) (with the two rates of return being equal in the initial
steady state) to pin down § for each of the values of a. Note that setting ai to 0.77 in the
initial steady state implies that even though each economy has zero net external debt in the
initial steady state, it holds positive quantities of the other economy's capital, so that initial
gross external positions are not zero as in the perfect substitutability case. This has one
main implication, namely, that the valuation effect will matter for both short and long run
dynamics. As a result, it is now no longer necessary that in response to a shock, net external
debt and the trade deficit move in the same direction or by the same amount, in the period
of the shock, as was the case for perfect substitutability. This point is easily appreciated
by considering equation (3.30) and noting that in the perfect substitutability case, the first
and second terms on the right hand side were set to zero in the initial steady state, so that
any shock would necessarily have to shift the trade deficit and net external debt in the same
direction, and by the same magnitude.
3.2.2 Model Simulations
After finding the rational expectations solution, I simulate the model's response to four shocks
: a permanent positive shock to the share of their wealth that foreigners allocate to holding
domestic capital, a permanent positive shock to the domestic share of spending on the foreign
good, a permanent positive shock to domestic productivity, and a temporary positive shock
to the foreign discount factor. For the last of these shocks, I will assume that a shock to the
foreign discount factor is reversed over time, and therefore I will model the discount factor
as following an AR(1) process with an autoregressive coefficient equal to 0.9. But, in the
presence of imperfect substitutability, it is also possible to allow for permanent differences in
discount factors between the two countries, so I will also present the results for the limit case
where the AR(1) coefficient is 1. Below, for each of the shocks, I report results for both the
d[omestic and foreign economies. Trade balance and external debt are reported as shares of
domestic GDP.
Shock to sf
I consider a 5% point decrease in sf.4 This implies a decrease in the share of their financial
wealth that foreigners hold in their own asset, and therefore an exogenous increase in the
demand for the domestic asset. As a result, the domestic asset price (in terms of the domestic
good) rises, and the foreign asset price (in terms of the foreign good) decreases. Figures 3.1
and 3.2 below, show these responses for the domestic and foreign asset prices. I show the
responses for each of the three values of the parameter a, which may be recalled as measuring
the degree of substitutability between assets ("low", "medium" and "high" in the diagrams
below).
I choose the size of the shock to correspond to the simulation exercises of Blanchard, Giavazzi, & Sa
(2005). In their paper, they allow also for a 5% point increase in s", but in the next chapter, I will focus on
only the shock to sf as a potential determinant of the recent deterioration of the U.S. current account, so I
restrict myself only to sf in this chapter. It turns out that this choice does not affect the qualitative results
at all.
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Figure 3.1 - Domestic Asset Price
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Figure 3.2 - Foreign Asset Price
In the above diagrams, we find that greater the degree of substitutability, smaller are the
initial asset price responses, which conforms to intuition since a high substitutability between
assets should be expected to temper the impact of any excess demand on asset prices. In
addition to the asset price movements, it is also necessary for asset market equilibrium,
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that the expected rate of return (user cost) on domestic capital decrease, and that on foreign
capital increase. That this must happen, follows in a straightforward manner from considering
equation (3.22), which I reproduce here :
a?, =a'Et r et+1 1i let+1
Recall that ai = a > 0 for i = "d" and -a otherwise. Thus, if the demand for the
domestic asset has increased, it is necessary for the term inside the expectations operator to
decrease, and this is achieved partly via the behavior of the exchange rate (which I turn to
shortly), but also partly (and more obviously) via a decrease in the expected rate of return
on domestic capital, and an increase in the expected rate of return on foreign capital. Figures
3.3 and 3.4, below, show these responses. In each case, the expected rate of return is in terms
of the local good. Note, from the figures below, that the adjustment required in these user
costs is greater, the lower is the substitutability between assets - a fact which confirms the
intuition that the reason these adjustments occur is to balance the forces of demand and
supply in asset markets.
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Figure 3.3 - Expected Rate of Return (Gross) on Domestic Capital
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Figure 3.4 - Expected Rate of Return (Gross) on Foreign Capital
The asset price dynamics, in turn, give us some indication of how we should expect the
exchange rate to behave in the short run. The increase in the domestic asset price and
decrease in the foreign asset price imply a capital gain for holders of domestic capital and a
capital loss for holders of foreign capital. Because of home-bias in asset preferences, domestic
consumers will experience a net increase in their wealth, and foreigners, a net decrease. Note
that by "wealth", I am referring to the term RtVtI (the capital gains and losses will enter
through R') in equation (3.21), which determines how much consumers will spend on the
consumption aggregate. I am not referring to financial wealth, which I will return to later.
Thus, domestics will increase their consumption expenditure and foreigners will decrease
theirs. Figures 3.5 and 3.6 below, show these responses. Note that lower the subsitutability
between assets, greater will be the capital gains and losses, and so more pronounced will be
the consumption responses.
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Figure 3.5 - Domestic Consumption Expenditure
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Figure 3.6 - Foreign Consumption Expenditure
Before showing the exchange rate response, let us also note that an increase in the demand
for the domestic asset must call forth investment expenditure on it, and moreover, both the
consumption and investment expenditure increases are manifested in the goods market via
the assumption of home bias in the CES aggregator function, so that the shock will produce
an excess demand for the domestic good relative to the foreign good. Consequently, the
exchange rate must appreciate in the period of the shock. Figure 3.7 below shows this
____
response. Once again, note how the increase in the substitutability between assets requires
a smaller exchange rate appreciation, since by the logic of the arguments provided above,
a higher substitutability between assets reduces the extent of excess demand for domestic
goods.
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Figure 3.7 - Exchange Rate
Note also, from the above diagram, that in the long run, the exchange rate depreciates
(relative to its initial steady state value). To understand why, we must first consider what
happens to asset supplies, financial wealth, and the current account. First, note that since
the exchange rate appreciates in the period of the shock, it follows that by (3.5), the domestic
price index (in terms of the domestic good) must decrease, and the foreign price index (in
terms of the foreign good) must increase. Figures 3.8 and 3.9 below, show these responses.
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Figure 3.8 - Domestic Price Index
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Figure 3.9 - Foreign Price Index
Taken together with the asset price movements, it is unambiguously the case that the
ratio of the asset price to the price index increases in the domestic economy and decreases
in the foreign economy. Since movements in this ratio guide investment, it follows that the
domestic economy invests in its capital stock, while the foreign economy disinvests. In the
long run, however, both economies reverse course, and in fact, the domestic economy ends up
with a lower capital stock, and the foreign economy, with a higher capital stock, relative to
the initial steady state. This happens because the initial expenditure increase in the domestic
economy produces a current account deficit, and over time, this leads to a wealth outflow
from the domestic to the foreign economy. As the foreign (domestic) economy begins to grow
richer (poorer), it also begins to demand more (less) of its own asset and because of home
bias in asset preferences, this long run adjustment dictates that the initial spurts in domestic
investment and foreign disinvestment be reversed over time - indeed, this is also why the asset
prices in Figures 3.1 and 3.2 turn around in the long run. In Figures 3.10 and 3.11 below, I
present the portfolio shares (i.e., for each country, the share of its wealth it holds in its home
asset), and then, in Figures 3.12 and 3.13 below, I present the capital stock responses. For
the latter two figures, instead of restricting the horizontal axis to represent 100 quarters, I
present the responses for a much longer period so that the long run capital stock responses
are more clearly evident.
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Figure 3.13 - Foreign Capital Stock
Mirroring the responses in asset supplies, are the output responses, presented in figures
3.14 and 3.15 below.
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Figure 3.14 - Domestic GDP
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Figure 3.15 - Foreign GDP
Given the long run behavior of asset supplies, it is not surprising that the foreign economy
ends up richer in the long run, and the domestic economy, poorer. Figures 3.16 and 3.17
below, show these responses for 100 quarters.
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Figure 3.17 - Foreign Financial Wealth
We can now answer the question of why the exchange rate depreciates in the long run.
With the foreign economy much richer relative to the domestic economy, in the long run, it
enjoys a much higher consumption expenditure too. This is not evident from Figures 3.5 and
3.6 above, so I reproduce those figures, but now, I extend the horizontal axis to cover a much
longer time horizon.
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Figure 3.5 (extended horizon) - Domestic Consumption Expenditure
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Figure 3.6 (extended horizon) - Foreign Consumption Expenditure
Because there is home bias in consumption, it follows that in the long run, there is
greater demand for the foreign good relative to the domestic good, and although foreign
supply increases in the long run, supply is not fully elastic, so that the exchange rate must
depreciate to balance demand and supply. Returning to the figures 3.16 and 3.17 which depict
the evolution of financial wealth, we find that the domestic financial wealth decreases in the
period of the shock, while foreign financial wealth increases. This may seem counterintuitive,
since we saw earlier that at least in the short run, the domestic economy is better off for the
shock, in terms of being able to afford higher consumption, since its asset is in greater demand.
Why then is it not better off, in terms of financial wealth? In answering this question, it is
worthwhile first to present the results for the current account. The current account is in
balance in the initial steady state, and we have already discussed above, that in the period
of the shock, the current account will go from balance to deficit. I claimed that this was
because of a trade deficit arising from a domestic expenditure increase. But there is another
reason why the current account will deteriorate. Recall the equation (3.29), which describes
the contribution to the current account deficit of the service account :
Fd - F[ = (rd - 1)qd_1 K d  -(r{ - 1)q 1 K/d/et + TD dt+1 t t t t t
This equation tells us that the trade deficit will no doubt contribute to a worsening of the
current account (a worsening would mean an increase of the right hand side of this equation,
and therefore an increase in Fd from its pre-shock value of 0). But because the shock also
produces capital gains on domestic capital (triggering an increase in the first term via an
increase in rtd), and capital losses on foreign capital (triggering a decrease in the second
term via a decrease in rt), as well as an appreciation of the exchange rate (an increase in
et, triggering a decrease in the second term via the valuation effect), it worsens the current
account by even more than just the worsening of the trade balance would warrant. Figures
3.18 and 3.19 below, show the responses for the domestic trade deficit and the domestic net
external debt, respectively. Both of these variables are expressed as shares of domestic GDP.
10 20 30 40 50
Time (in qarters)
60 70 80 90 100
Figures 3.18 - Domestic Trade Deficit (as a share of GDP)
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Figure 3.19 - Domestic Net External Debt (as a share of GDP)
Now, we are ready to understand why domestic financial wealth decreases in the period
of the shock. Recall that domestic financial wealth at the end of period t is :
Vtd+ = q td+l - d+
and we know from the above discussion that both qtKtd and FP+1 will be higher in the
period of the shock. Therefore, we cannot make unambiguous predictions about domestic
financial wealth. It turns out that, for the parameter values in my simulations, the increase
in external debt, overshadows the increase in the value of domestic capital, so that domestic
financial wealth declines. Moreover, greater the substitutability between assets, greater is
the worsening of the current account (because greater are the capital gains and losses and
the domestic expenditure increase), and therefore greater is the initial decline in domestic
financial wealth (see Figure 3.16). What changes in parameter values would be required to
produce an initial increase in domestic financial wealth? I find that a higher 0, i.e., a higher
substitutability between goods, would be required. The reason is as follows. Recall that
the exchange rate appreciates on impact. This appreciation performs two roles. Firstly, it
eliminates excess demand for the domestic good in the goods market. But it also plays a
role in reducing the expected relative return on the domestic asset (see, once again equation
(3.22)), and therefore plays a role in determining the extent by which asset prices must
adjust to eliminate excess demand for the domestic asset. Now, greater the substitutability
between goods, smaller is the initial appreciation, but this means that lesser is the dampening
effect of such appreciation on the expected relative return, and so greater are the asset price
adjustments required. At the same time, the greater asset price adjustments mean a greater
trade deficit and larger capital gains and losses. However, when we turn to indebtedness,
we find that the higher capital gains and losses would mean a higher trade deficit, and
higher rd and rf, but a smaller appreciation also means a smaller valuation effect (recall
that the valuation effect arising from an unexpected appreciation works to worsen external
indebtedness). I find that for a value of 0 equal to 5.5 (close to the kinds of intra-industry
import elasticities reported in Obstfeld and Rogoff (2000)), the qtKt1( and Fft terms in
the expression for Vtd+ are both larger than for 0 equal to 0.97, but now the shock produces
an increase in Vtd on impact. Presumably the smaller appreciation is responsible for this
result. 5
Finally, it remains to discuss why, as indicated by figure 3.19, the domestic economy is
a net debtor in the long run. This is obvious from considering that the domestic economy's
net external debt in steady state can be expressed as
-
d 
= (1 - - ( - d
which follows from using equations (3.11) and (3.12) written for the steady state. Now,
the first term on the right hand side unambiguously is higher in the final steady state than in
the initial steady state (because (1 - -•f)Vf is higher and e is lower) while the second term
-d
is unambiguously lower in the final steady state than in the initial steady state (because V
is lower; Td does not change). Since the domestic economy was a neither a net debtor nor a
net creditor in the initial steady state, it follows that it must be a net debtor in the long run.
This concludes the discussion of the shock to sf.
5Note, however, that the linear approximation is less reliable for values of 0 significantly higher than 1.
Shock to yd
As in the previous chapter, I consider a permanent 5% point decrease in yd (from 0.8 to 0.75).
This implies an increase in the domestic economy's share of spending on the foreign good.
The responses of the model to the shock are largely similar to the responses we observed for
the case of perfect substitutability. However, there are a few differences.
As before, the exchange rate depreciates on impact, since the domestic good is in excess
supply. It also depreciates in the long run. Figure 3.20 shows this response.
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Figure 3.20 - Exchange Rate
We find that unlike the perfect substitutability case, the present model produces no
overshooting. Instead, the exchange rate depreciation in the short run falls short of the
depreciation required in the long run, and moreover, there appears to be a monotonicity with
respect to the degree of subtitutability between assets, and the extent by which the short run
depreciation falls short of the long run depreciation. To understand what lies behind this
monotonicity, we need to first consider what happens to the other variables, and what role
the degree of substitutability plays in their determination.
First, note that asset prices and user costs (or expected rates of return on the assets)
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behave much like they did for the perfect substitutability case, and for the same reasons.
The partial equilibrium effect of the exchange rate depreciation is to raise the relative return
on domestic capital, so that the domestic asset price (in terms of the domestic good) increases,
while the foreign asset price (in terms of the foreign good) falls, and the expected return on
domestic capital (in terms of the domestic good) decreases, while that on foreign capital (in
terms of the foreign good) increases. The general equilibrium effect of these adjustments is
to reduce the expected relative return on the domestic asset on impact (the expected relative
return is Et r+• et+ ), and therefore to reduce the portfolio share of the home asset for the
domestic economy, and increase it for the foreign economy. In the long run, the shock has no
impact on the expected relative return, and therefore, no impact on portfolio shares either.
Also, lower the substitutability between assets, greater is the burden of adjustment on the
expected relative return, and lesser is the burden of adjustment on portfolio shares. Figures
3.21 through 3.27 below, show these responses.
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Figure 3.21 - Domestic Asset Price
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Figure 3.22 - Foreign Asset Price
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Figure 3.23 - Expected Rate of Return on Domestic Capital (Gross)
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Figure 3.24 - Expected Rate of Return on Foreign Capital (Gross)
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Figure 3.25 - Expected Relative Return on Domestic Capital (Gross)
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Figrue 3.27 - Share of Foreign Financial Wealth in Foreign Capital
Note from the above diagrams, that greater the degree of substitutability, smaller are the
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responses in asset prices and expected rates of return. Next, turning to goods prices, we
recall that for the perfect substitutability case, the exchange rate depreciation produces an
increase in the price index for the domestic economy, but a decrease in the price index for
the foreign economy. A similar result is obtained for the imperfect substitutability case, with
more pronounced changes for higher values of a, as is to be expected from Figure 3.20 above.
Figures 3.28 and 3.29 below, show the responses (each price index is in terms of the local
good).
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Figure 3.28 - Domestic Price Index
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Figure 3.29 - Foreign Price Index
The implications for asset supplies follow from combining the results of Figures 3.28 and
3.29 with those of Figures 3.21 and 3.22. For the perfect substitutability case, we had observed
that the ratio q'I/P decreases in the domestic economy, allowing for disinvestment, and
increases in the foreign economy, allowing for investment. For the imperfect substitutability
case, however, this ratio could go in the opposite direction in the short run. We have seen
that lower the degree of substitutability between assets, greater is the initial asset price
response. Thus, we find that for low and medium degrees of substitutability between assets,
the q'/ P' increases for the domestic economy, and decreases for the foreign economy. Thus,
domestic capital increases on impact, and foreign capital decreases, for low and medium
degrees of substitutability between assets. For a = 10, the results are similar to the perfect
substitutability case. In the long run, however, the perfect and imperfect substitutability
cases both provide the same qualitative responses - domestic capital stock is lower, and
foreign capital stock higher, than in the initial steady state - irrespective of the degree of
substitutability between assets. Figures 3.30 through 3.33 show these responses.
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Figure 3.30 - Ratio of Domestic Asset Price to Domestic Price Index
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Figure 3.33 - Foreign Capital Stock
Mirroring the responses
Figures 3.34 and 3.35.
for the capital stock are the responses for G(DP, shown below in
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Figure 3.35 - Foreign GDP
Turning to consumption expenditure, the responses are qualitatively very similar to the
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perfect substitutability case. The degree of substitutability matters in the same way as it
did for the shock to sf - lower the substitutability, greater the capital gains and losses, and
greater the consumption responses. Figures 3.36 and 3.37 below, show these responses.
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Figure 3.36 - Domestic Consumption Expenditure
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Figure 3.37 - Foreign Consumption Expenditure
Finally, we consider financial wealth, and the external accounts. Qualitatively, financial
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wealth responds in the same way in this model as it did for perfect substitutability. In the
short run, domestic financial wealth increases, and foreign financial wealth decreases. In the
long run, the domestic economy is poorer, and the foreign economy richer. Figures 3.38 and
3.39 below, show these responses.
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Figure 3.38 - Domestic Financial Wealth
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Figure 3.39 - Foreign Financial Wealth
In turn, the above long run responses must be understood in the context of what happens
to the external accounts. We saw that in the case of perfect substitutability, the domestic
trade balance went into surplus in the period of the shock. Because in that model, we
had assumed that the domestic economy started with zero net debt, and also that only
the domestic asset could be traded, we obtained the result that in both the short and long
runs, the domestic economy was a net creditor. The imperfect substitutability case produces
different results for both the trade balance and net external debt. Firstly, the trade balance
goes into deficit for all values of a. This happens for low and medium values of a for obvious
reasons - both consumption and investment expenditure are up, and so expenditure is up
relative to output. For high a, we still obtain a trade deficit, because although the investment
response is negative, it is not large enough to outweigh the positive consumption response -
for perfect substitutability (a = oo), the investment response was not only negative but also
very large (since the qd response was much more muted relative to the pd response). Figure
3.40 shows this response.
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Figure 3.40 - Domestic Trade Deficit (as a share of GDP)
Note that the initial trade deficit is more pronounced, lower is the substitutability between
assets, because greater are the asset price responses, and so greater are the expenditure
responses. Before discussing net external debt, let us take a few moments to return to the
question asked in the beginning of this section - why is the initial exchange rate depreciation
lesser for lower degrees of substitutability between assets? The answer can now be given. We
have seen above that the expenditure responses are more pronounced for lower degrees of
substitutability, and because even after the shock, there is still home bias in consumption
preferences, it follows that the excess supply of the domestic good is less pronounced for lower
degrees of substitutability between assets, and so the exchange rate needs to depreciate by less.
What about the fact that under perfect substitutability the initial depreciation overshoots
the long run depreciation required, while for lower values of a, it undershoots? One possible
explanation is that the relative short run depreciation is determined by the combined action
of two forces - the magnitude of the expenditure response, and the trajectory of the capital
stock. The fact that capital can only adjust slowly, and that in the long run, domestic capital
stock must be lower, provides the impetus for the exchange rate to overshoot its long run
level - the exchange rate depreciates by a lot on impact, but then as the domestic capital
_V
stock, and therefore domestic output falls, it appreciates. But the countervailing force is the
expenditure response. If the expenditure response is large enough, then as described above,
the initial depreciation required is smaller.
Turning finally, to net external debt, recall once again equation (3.29)
Fd+ - Fd = (rd - 1)q 1Kd - ( - 1)qtl Kfd/et + TD
Ftd is zero in the period of the shock. We have just seen that the last term on the right
hand side increases as a result of the shock. We also know from our discussions about the
asset price responses that r d is higher, and rt is lower in the period of the shock. These
three responses all contribute to worsening the net debt position. However, note that the
right hand side also has a role for the exchange rate, namely its valuation effect, through
which a depreciation, as happens in the case of this shock, improves the net debt position. So
whether the current account worsens or improves on net, depends on whether the first three
effects outweigh the valuation effect or vice versa. In turn, the relative strengths of these two
classes of effects depends on the degree of substitutability between assets, with a lower degree
of substitutability producing larger asset price responses, and smaller depreciation responses,
and therefore making it more likely that the current account will worsen. This is what I find.
As figure 3.41 below shows, the current account worsens when a = 0.1, and improves for the
other two values of a, with the improvement being larger for the higher value of a.
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Figure 3.41 - Domestic Net External Debt (as a share of GDP)
In the long run, the domestic economy is a net debtor, as is to be expected, since it's
share of expenditure on the foreign good has permanently increased relative to the initial
steady state. With a lower capital stock, but greater external liabilities, it stands to reason
that the the domestic economy should be poorer in the long run.
This concludes the discussion of the shock to 7.
Shock to zd
Next, consider a permanent 1% point increase in zd (from 1 to 1.01). The model's response to
this shock is both qualitatively and quantitatively very similar to the perfect substitutability
case. This is partly because the magnitude of the responses are very small, irrespective
of the degree of substitutability between assets. Especially for variables such as financial
wealth, consumption expenditure, capital stock and output, it will be very hard to discern
from the graphs below, quantitative differences between the responses for different values of
a because of the sheer scale of the values that these variables take, relative to the scale of the
differences between their responses for different values of a. For prices, however, differences
are discernible. I do not provide much intuition in this subsection for the responses, since the
interpretations of what we will see run along exactly the same lines of argument as presented
for the case of perfect substitutability (in the specific context of the shock), and along the
lines of argument presented above for the shocks to sf and yd (in the context of the differences
between the responses for different values of a). I first briefly describe all the responses, then
present the graphs, and finally discuss the current account, which is the only variable which
behaves differently from the perfect substitutability case.
Thus the exchange rate depreciates in the short and long runs, the domestic asset price
(in terms of the domestic good) increases on impact, while the foreign asset price (in terms
of the foreign good) decreases on impact. Even though domestic capital is more productive,
the expected relative return on domestic capital (equal to Et [r )+et+ decreases on impact.
This is because the effect of the exchange rate dynamics (embodied in the e term, which
decreases) outweighs the effect of the user cost dynamics (embodied in the 1 term, which
rt+1
increases) and therefore the portfolio share in the home asset decreases for the domestic
economy and increases for the foreign economy.6 In the long run, however, the shock has no
impact on these shares. The capital gains on the domestic asset and the capital losses on
the foreign asset are associated with an increase in domestic consumption expenditure, and a
decrease in foreign consumption expenditure. In the long run, however, both economies are
better off in terms of consumption, relative to the initial steady state. A similar patten is ob-
served for financial wealth for the two economies. Capital is accumulated in both economies,
just as in the perfect substitutability case. The asset price responses, and correspondingly,
the expenditure responses, are more pronounced, the lower is the substitutability between
assets. Consequently, the trade deficit is also larger for lower values of a. Related to the
strength of the expenditure response is the finding that the exchange rate depreciates less in
the short run for lower values of a (since the excess supply of the domestic good is smaller
for lower values of a). Figures 3.42 through 3.62 below show all these (and some other)
responses.
"The responses of the expected relative return and of the portfolio shares are obviously sensitive, therefore,
to the extent of the initial depreciation relative to the long run depreciation. The __ term decreases since
the exchange rate depreciation is more pronounced in the long run than in the short run. I find that for higher
0 (equal to 5.5), the initial depreciation overshoots the long run depreciation, so that the e term increases,
and the directions of change (on impact) for the expected relative return on domestic capital, and portfolio
shares are accordingly reversed.
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Figure 3.44 - Foreign Asset Price
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Figure 3.45 - Expected Rate of Return on Domestic Capital (Gross)
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Figure 3.46 - Expected Rate of Return on Foreign Capital (Gross)
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Figure 3.47 - Expected Relative Return on Domestic Capital (Gross)
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Figure 3.49 - Share of Foreign Financial Wealth in Foreign Capital
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Figure 3.50 - Domestic Price Index
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Figure 3.51 - Foreign Price Index
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Figure 3.53 - Ratio of Foreign Asset Price to Foreign Price Index
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Figure 3.55 - Foreign Capital Stock
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Figure 3.54 - Domestic Capital Stock
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Figure 3.57 - Foreign GDP
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Figure 3.58 - Domestic Financial Wealth
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Figure 3.59 - Foreign Financial Wealth
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Figure 3.60 - Domestic Consumption Expenditure
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Figure 3.61 - Foreign Consumption Expenditure
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Figure 3.62 - Domestic Trade Deficit (as a share of GDP)
Turning, finally, to the current account, we can expect a different response from the perfect
substitutability case, because of the valuation effect and the service account, neither of which
were operational in the perfect substitutability case for the period of the shock. To analyze
the current account, we rely on the logic developed for the ./d shock - the current account
could go either way depending on whether the valuation effect outweighs the asset price and
expenditure effects. I find that for all the values of a under consideration, the valuation effect
dominates, so that the current account improves. Moreover, the greater the depreciation (the
higher the substitutability between assets), the more the valuation effect dominates, and the
more the current account improves. In the long run, however, the domestic economy is a net
debtor. Figure 3.63 below, shows this result.
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Figure 3.63 - Domestic Net External Debt (as a share of GDP)
This concludes the discussion of the shock to zd.
Shock to of
Finally, consider a 0.1% point increase in the foreign discount factor (from 0.99 to 0.991).
In the perfect; substitutability case, I allowed this shock to be only temporary, since perma-
nent differences in discount factors would have produced degenerate outcomes in the long
run. With imperfect substitutability, however, we can allow the discount factors to differ
permanently. So in this subsection, I will present results for both a temporary increase in
/f (which is reversed according to an AR(1) process with coefficient 0.9) and a permanent
increase (which is equivalent to the case of an AR(1) process with coefficient equal to 1). An
increase in the foreign discount factor implies an increase in foreigners' propensity to save,
since they now discount the future by less (an increase in the discount factor is analogous to
a decrease in the discount rate).
Before we delve into specific responses, three general observations, which will provide some
context for the discussion to follow, can be made. Firstly, the responses of the model to a
temporary shock are very similar to the responses observed in the last chapter for the perfect
substitutability case. In particular, we had found in that chapter, that the temporary shock
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produces responses of negiligible magnitude. The same phenomenon is true of the imperfect
substitutability case, irrespective of the degree of substitutability between assets. Secondly,
relative to the case of a temporary shock, a permanent shock produces more pronounced
responses in both the short and long runs, so that some of the response magnitudes are no
longer negiligible. Thirdly, the monotonicity we have observed for the other shocks, between
the magnitude of the responses and the degree of substitutability between assets, will be
replicated here too, but not in a way which will lend itself to a simple intuitive explanation.
This will be especially clear when we contrast the responses of the model to the temporary
shock with its responses to the permanent shock. Given these observations, I refer the
reader to the discussion in the last chapter, for details on what might explain the qualitative
dynamics.
Turning to the responses in detail, the exchange rate appreciates upon impact since an
increase in foreigners' propensity to save produces an excess supply of the foreign good.
For the temporary shock, the appreciation is gradually reversed in the long run, but for
the permanent shock, the exchange rate remains permanently altered from its pre-shock
value - whether it appreciates or depreciates, however, appears to depend on the degree of
substitutability between assets. I find that for a = 10, the exchange rate depreciates in the
long run, while for the other two values, it appreciates, relative to its pre-shock value. Figures
3.64 and 3.65 below show the exchange rate responses for the two kinds of shocks. In Figure
3.65, I extend the time horizon so that the long run behavior of the exchange rate is clearly
evident.
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Figure 3.64 - Exchange Rate (Temporary shock)
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Figure 3.65 - Exchange Rate (Permanent shock)
The behavior of the exchange rate is mirrored in the price index responses, as shown in
Figures 3.66 through 3.69 below.
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Figure 3.67 - Domestic Price Index (Permanent shock)
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Figure 3.68 - Foreign Price Index (Temporary shock)
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Figure 3.69 - Foreign Price Index (Permanent shock)
Turning to asset prices, the foreign asset price (in terms of the foreign good) increases for
both the temporary (as in the previous chapter) and permanent shocks. There are, however,
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no noticeable differences between the reponses for the different values of a. If anything, the
increase (presented below, in Figures 3.72 and 3.73) seems to be very slightly larger for smaller
values of a in the case of the temporary shock, but very slightly smaller for smaller values
of a in the case of the permanent shock. In the long run, the behavior of the foreign asset
price mimics that of the foreign price index. For the temporary shock, the initial increases
are all reversed. For the permanent shock, the asset price increases in the long run for low
and medium values of a, and decreases for a = 10, just as was the case for the foreign price
index. Noticeable for both the exchange rate response above, and the foreign asset price
response is the fact that the magnitudes are significantly larger for the permanent shock than
they are for the temporary shock. Turning to the domestic asset price, it increases for the
temporary shock on impact, though much less than the foreign asset price (just as in the
perfect substitutability case). In the long run, it returns to its initial steady state value of 1.
For the permanent shock, however, the domestic asset price decreases on impact, and its long
run value must be such that the q'/P' ratio is 1. So, in keeping with the exchange rate and
price index responses that we have seen above, the domestic asset price increases in the long
run for a = 10, and decreases for the other two values of a. There is a monotonicity in the
response of the domestic asset price (as there was for the exchange rate) but I do not yet have
a convincing explanation for where this monotonicity comes from. For the temporary shock,
the expected rate of return on each asset decreases on impact but the decrease is steadily
reversed in the long run. The initial decrease in the expected return on the foreign asset is
the larger of the two - this is to be expected, since the partial equilibrium effect of the initial
appreciation was to increase the demand for the foreign asset, and the user costs must adjust
for asset markets to be in equilibrium (via the mechanism described in the previous chapter
for the shock to .yd). The expected relative return on domestic capital could, however, go
either way, since this quantity depends on the user costs, which tends to increase it, as well
as the exchange rate dynamics, which pull it in the opposite direction. For my choice of
parameters, the effect of the user costs dominate and there is an increase in the expected
relative return on domestic capital. Thus, for the temporary shock, the portfolio share of the
home asset increases in the domestic economy and decreases in the foreign economy. In the
long run, these portfolio shares are unaffected. For the permanent shock, the initial responses
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on user costs and portfolio shares are similar, with one difference - the expected rate of return
on domestic capital increases for a = 10. The long run responses, however, are quite different
from the temporary shock. The rate of return on foreign capital is permanently lower, and the
rate of return on domestic capital permanently higher, so that the relative return on domestic
capital is permanently higher, and therefore portfolio shares are also permanently altered,
relative to the initial steady state. We also observe, as expected, that for both temporary and
permanent shocks, the foreign capital stock is permanently higher in the long run, and the
domestic capital stock permanently lower, but these differences are much more pronounced
for the permanent shock, and this could explain why the permanent shock produces the
observed pattern for the rates of return. Figures 3.70 through 3.87 below, show the responses
for asset prices, user costs, the expected relative return on domestic capital, portfolio shares,
and asset supplies.
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Figure 3.70 - Domestic Asset Price (Temporary shock)
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Figure 3.71 - Domestic Asset Price (Permanent shock)
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Figure 3.72 - Foreign Asset Price (Temporary shock)
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Figure 3.73 - Foreign Asset Price (Permanent shock)
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Figure 3.74 - Expected Return on Domestic Capital (Temporary shock)
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Figure 3.75 - Expected Return on Domestic Capital (Permanent shock)
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Figure 3.76 - Expected Return on Foreign Capital (Temporary shock)
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Figure 3.77 - Expected Return on Foreign Capital (Permanent shock)
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Figure 3.78 - Expected Relative Return on Domestic Capital (Temp)
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Figure 3.79 - Expected Relative Return on Domestic Capital (Perm.)
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Figure 3.84 - Domestic Capital Stock (Temporary shock)
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Figure 3.85 - Domestic Capital Stock (Permanent shock)
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Figure 3.86 - Foreign Capital Stock (Temporary shock)
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Figure 3.87 - Foreign Capital Stock (Permanent shock)
It remains to discuss wealth and expenditure dynamics. Irrespective of whether the shock
is temporary or permanent, the foreign economy ends up richer and with higher consumption
in the long run, and the domestic economy, poorer and with lower consumption, with the
differences being more pronounced for the permanent shock. Figures 3.88 through 3.95 below,
show these responses.
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Figure 3.88 - Domestic Financial Wealth (Temporary shock)
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Figure 3.89 - Domestic Financial Wealth (Permanent shock)
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Figure 3.90 - Foreign Financial Wealth (Temporary shock)
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Figure 3.91 - Foreign Financial Wealth (Permanent shock)
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Figure 3.92 - Domestic Consumption Expenditure (Temporary shock)
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Figure 3.93 - Domestic Consumption Expenditure (Permanent shock)
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Figure 3.94 - Foreign Consumption Expenditure (Temporary shock)
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Figure 3.95 - Foreign Consumption Expenditure (Permanent shock)
Finally, we turn to the external accounts. Since foreigners are spending less on impact,
we should expect the domestic trade balance to go into deficit, just as in the perfect substi-
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tutability case, and also, irrespective of whether the shock is permanent or temporary. In
the long run, the trade account returns to balance for the temporary shock, but is in surplus
for the permanent shock. Figures 3.96 and 3.97 below, show these responses.
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Figure 3.96 - Domestic Trade Deficit, % of GDP (Temporary shock)
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Figure 3.97 - Domestic Trade Deficit, % of GDP (Permanent shock)
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Consistent with how the trade account responds to the shock, the current account worsens
on impact. The exchange rate appreciation also contributes to the worsening by reducing
the domestic economy's holdings of foreign capital in terms of the domestic good. For the
temporary shock, the current account returns to balance in the long run. For the permanent
shock, the domestic economy is a net debtor in the long run. Figures 3.98 and 3.99 below,
show these responses.
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Figure 3.98 - Domestic Net External Debt, % of GDP (Temporary shock)
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Figure 3.99 - Domestic Net External Debt, % of GDP (Permanent shock)
A permanent "savings glut" abroad (which is one of the ways to interpret the increase
in of)7 clearly produces sizeable deteriorations in the domestic economy's net foreign asset
position over the long run, especially when asset substitutability is high.
This concludes the discussion of the shock to of.
3.3 Conclusion
This chapter has laid out in detail the imperfect substitutability counterpart to the model
introduced in the previous chapter. The introduction of imperfect substitutability makes
possible new avenues of analysis. Most importantly, it allows us to understand how exogenous
shifts in asset preferences influence asset price, wealth and current account dynamics. For
other kinds of shocks, it also allows us to understand how the degree of substitutability
between assets matters for both qualitative and quantitative outcomes. Another benefit of
introducing imperfect substitutability was the analysis of the valuation channel, through
7The terminology is inspired by a speech made by Ben Bernanke to the Fed.
7
which exchange rate movements have an independent influence on current account dynamics.
We saw that this channel could sometimes cause the current account to improve even when
the trade and service accounts combined to push the current account towards larger deficits.
We also found that as in the case of perfect substitutability, the productivity shock failed to
produce large responses, while the discount factor shock did so, only when the shock to it
was permanent.
In the next chapter, we will adapt this model to make sense of the recent deterioration
of the U.S. net foreign asset position. The insights of this and the previous chapter can then
be applied to a real situation.
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Chapter 4
Imperfect Asset Substitutability
and Current Account Dynamics :
The U.S. Current Account Deficit
4.1 Introduction
An issue which has attracted considerable attention among policymakers in the last couple
of years, is the question of what forces have contributed to the prolonged deterioration of
the U.S. current account since 1996-97. The central facts are by now well documented. The
U.S. economy's external indebtedness increased from 6% of GDP at the end of 1996 to 23%
at the end of 2004. Alongside this deterioration on the current account, the trade balance
has also worsened - from a deficit of 1.33% of GDP in 1996 to a deficit of 5.21% in 2004 -
while the real exchange rate has appreciated by about 8% during the same period. Figures
4.1 through 4.3 provide a more detailed illustration of these facts using annual data. The
data for external indebtedness were obtained from an extensive panel data set compiled by
Lane and Milesi-Ferrettil, while the data for the trade deficit and real exchange rate were
obtained from online databases maintained by the Bureau Of Economic Analysis, and the
IMF, respectively.
'Available online at http://www.imf.org/cxtcrnal/pubs/ft/wp/2006/data/wp0669.zip
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There have been, in the last year or two, a number of important contributions to answer-
ing the question of what could possibly explain the patterns we see above. The pioneering
contribution is the paper by Blanchard, Giavazzi and Sa (2005), which identifies two primary
driving forces - an increase in foreign demand for U.S. assets, and an increase in U.S. demand
for foreign goods. We have already studied, in the previous chapter, one possible set of mech-
anisms by which these two forces might contribute to a worsening of the trade and current
accounts. In a speech in April 20052, then Fed Governer Ben Bernanke pointed also towards
a global savings glut, referring to the phenomenon of high savings elsewhere in the world,
which according to his argument, found itself routed into U.S. assets, thereby allowing for a
progressive deterioration of the U.S. current account. In another speech in the same month 3 ,
Fed Vice Chairman Roger Ferguson reiterated this view, but also stressed, in the context of
a quantitative model, that the main reason why foreign savings were invested in U.S. assets,
and also the main force behind the worsening deficits, was higher U.S. productivity relative to
the rest of the world, during the period under consideration. That U.S. productivity growth
has indeed been significantly higher relative to the rest of the world since 1995, is also a
2
available at http://www.fedcralrcscrve.gov/boardDocs/speechcs/2005/20050414/dcfault.htm
:
3
availablc at http://www.fedcralrcserve.gov/boardDocs/spccches/2005/20050420/default.htm
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well documented fact.4 To this list of possible explanations, the paper by Caballero, Farhi
& Gourinchas (2006) adds a new perspective, arguing that the reason foreign demand for
U.S. assets has increased during the period under consideration, is that newly industrializing
countries (they have emerging Asian economies in mind) have been unable to generate a sup-
ply of assets commensurate with their supply of savings, and so, in the absence of sufficient
growth in Europe and Japan, which could have been alternative destinations for such savings,
these savings have instead found their way into assets "produced" by the only industrialized
country experiencing significant growth, namely the U.S. In summing up these diverse but
complementary views on "global imbalances", of which the large and persistent U.S. current
account deficit is arguably the primary symptom, Blanchard (2006) concludes that "there is
now a broad consensus" that four proximate factors have been at work : low private saving
in the U.S., high foreign saving (or the "savings glut" hypothesis), low foreign investment in
Europe and Japan, and finally, a strong foreign preference for U.S. assets.
In this chapter, I will attempt to make some sense of the above arguments using the model
I have developed in the previous chapter. We have already seen there that the model can be
analyzed in the context of four different shocks. Each of these four shocks relates to one of
the possible explanations offered above. The goal will be to get a sense for how large these
shocks need to be if they are to explain the patterns we see in the figures above. I would like
to clarify that the computations I will offer in this chapter are only a first-pass at applying
the model of the previous chapter to the question of what lies behind the U.S. current account
performance during the period of 1997-2004. Much more sophisticated analyses are possible,
and I will describe some avenues I hope to explore in future research, in the conclusion of the
chapter.
I will proceed as follows. First, I will calibrate the model to capture certain features of
the data. This calibration will serve me throughout this chapter, and will have a few features
which may be deemed unrealistic. Most obviously, both the domestic and foreign economies
(which are analogs of the U.S. and the rest of the world respectively) will be calibrated so that
they are identical in the initial steady state. Even though this feature of the calibration is
clearly not a good representation of the facts (since the rest of the world is substantially poorer
4See, for instance, the paper by Ho, Jorgenson & Stiroh (2004) available at
http://www.ny.frb.org/research/current_ issues/cil0-13.html
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than the U.S.), it is, I believe, a necessary first step in the quest for magnitudes. Moreover,
the results discussed in the previous chapter also pertain to identically-sized economies, and
so the insights from that chapter would not be directly applicable if the calibration here did
not at least preserve that characteristic. Having calibrated the model, I will first demonstrate
that the qualitative responses of the model to each of the four shocks are very similar to the
responses of the model of the previous chapter. Next, I will turn to a discussion of numbers.
First, I will take each shock in turn, and ask what value it should take if it is to explain the
long term trend evident in each of the above figures. This will involve asking the following
type of question - if the deterioration in the U.S. current account between 1997 and 2004
could be attributed to a sequence of similarly sized annual shocks to one of the parameters,
what would this shock magnitude need to be to generate that impulse response? Next, I will
ask a similar question, but now, instead of considering only one shock and one of the data
series (i.e., the net external debt or the trade deficit or the real exchange rate) at a time, I will
consider all three data series at once, and ask, for each of four possible combinations of three
of the four shocks, what values the three chosen shocks must simultaneously take if they are
to collectively explain the long term trends in the data. The answer to this question must
necessarily be unique for each combination of shocks, since the model solution is linear in the
shocks. As such, it could be asked - why not choose all four shocks and add an extra data
series to be explained? The answer is that it is not immediately obvious what the fourth data
series should be. I choose to restrict myself to the three data series described above, since
these are the three variables around which much of the discussion in the existing literature
has revolved.ý" Indeed, all four shock magnitudes could be simultaneously estimated by fitting
the model to more than four data series using more formal econometric methods, but this is
an exercise I will defer to future research. Finally, for three of the shocks in my model, it is
possible to construct corresponding series from the data, and feed them into the model as if
the change in the variable were news every period. I perform this kind of simulation exercise
to see how close the model's responses come to tracking the data series described in Figures
4.1 through 4.3. The chapter concludes with some thoughts on future research directions.
' Real interest rates in the U.S. and abroad have also featured significantly in the discussion, but the real
interest rate in question has usually been a long rate. My model has no term structure, and there is no
immediate analog for a long rate in my model.
137
4.2 Model Calibration
I calibrate the initial steady state to capture certain features of the U.S. economy at the
end of 1996. Since part of the calibration exercise will involve working with the steady state
equations, I reproduce the relevant equations below (note that even though the equations
below describe the steady state, I have done away with the bar notation of the last chapter,
to avoid clutter, and also that i and j index countries, with "d" referring to the U.S., although
the distinction is only semantic here since the two economies will be identical in the initial
steady state) :
V i = K i - F (4.1)
r
i + 6i - 1 = rj Yi/K i  (4.2)
1//: = siri + (1 - ai)rj (4.3)
yd = C d + Kdjd - TDd (4.4)
TD = (1 - yd)(Cd + Kdjd) - (1 - yf)(C f + Kf8f ) (4.5)
Y = zi(K'i)' (4.6)
&i = ai + si  (4.7)
The above equations fully describe the steady state for our purposes, and incorporate a
normalization assumption which sets the initial real exchange rate to 1. It readily follows
from this normalization and the definitions of the price indices that P' = 1 and, since in
steady state, there is no net investment, q' = 1 as well. This is why these variables (e, Pi,
qi) do not appear in the above equations. (4.1) is the definition of financial wealth (with
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Fd = -Ff). (4.2) is the steady state version of the arbitrage equation with Yi denoting
GDP in country i. (4.3) follows from the definition of R', which is the rate of return on
country i's portfolio, and the fact that in steady state, this rate of return must be equal to
the reciprocal of the discount factor. (4.4) is the IS equation for the U.S, with TDd denoting
the trade deficit. TDd is defined in (4.5). (4.6) describes the production function, while (4.7)
describes the determination of the ai's (and incorporates the assumption that the rates of
return on the two assets are equal in the initial steady state).
From the Flow Of Funds Accounts published by the Federal Reserve Board, we can
identify Vd as $88,737.69, which is per capita wealth, calculated as total household wealth
of $23.91 trillion, obtained from the FOF Accounts, divided by a population size of 269.4
million. VI is also set to $88,737.69. In the simulation exercises, I will be concerned with
percentage point changes in Fd/yd and TDdlyd, rather than the levels of Fd and TDd,
so I allow both these latter variables to take the value 0 in the initial steady state. (4.1)
then implies that K' is 88,737.69. Next, I set r' = r j = 1.053, since the (annualized) Fed
Funds rate for 1996 was 5.3% (the rates on 3-month and 1-year T-bills were, respectively,
5.15% and 5.52%). To calibrate ai , I rely on the data compiled by Lane & Milesi-Ferretti.
According to that database, at the end of 1996, the U.S. economy had total external assets
of $4.55 trillion. Thus, the share of U.S. wealth invested in foreign assets would be 19%
(equal to 4.55/23.91), which pins down the share of U.S. wealth in U.S. assets, and therefore
a i , as 0.81. (4.3) then suggests that f• be set equal to 0.9497. Turning to equation (4.2),
I set rf7 to 0.35, and obtain from the data, Yi as $29,016.33 (equal to per capita GDP;
U.S. GDP in 1996 was $7.82 trillion), so that, taken together with the values for r i and K'
already determined above, this equation delivers a value for 5i equal to 0.0614, implying
a steady state investment/GDP ratio of 19%. In turn, equation (4.4) determines Cd, and
therefore, C., as $23,568. It remains to identify the parameters zi , s i and yi, which represent
the productivity parameter, the constant parameter in portfolio demand functions, and the
domestic spending share on domestic goods, respectively. The first of these is easily obtained
by substituting the values of rfr, Yi and K' described above, into (4.6), which gives a value
of z ' equal to 1.35. si is obtained by combining the value of a' described above with the
information that; ai can take one of three values for each i (0.1, 1 and 10 for the U.S., and
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-0.1, -1 and -10 for the foreign economy). Finally, to calibrate ,yi, I compute a rough measure
of the importance of foreign goods in total U.S. expenditure, as the ratio of U.S. imports to
the sum of U.S. consumption, U.S. investment and U.S. government expenditures. This ratio
was 0.1218 for 1996, suggesting a value for 7i equal to 0.88 approximately. This concludes
the calibration exercise.
4.3 Model Simulations - Comparison With Previous Chapter
In this section, I demonstrate that the qualitative behavior of the model, as calibrated above,
in response to shocks, is virtually the same as that of the calibrated model of the previous
chapter. Thus, I compute the model's impulse responses to a permanent 5% point decrease
in the parameter sf (meaning a permanent decrease in the share of their financial wealth
that foreigners hold in their own asset), a permanent 5% point decrease in the parameter -d
(meaning a permanent decrease in the share of domestic spending on the domestic good),
a permanent 1% increase in zd (meaning a permanent increase in domestic productivity),6
and a permanent 0.1% point increase in o/ (meaning a permanent increase in the foreign
discount factor). 7 I only show the results for the real exchange rate, the domestic economy's
net external debt (as a share of GDP), and the domestic economy's trade deficit (as a share
of GDP), since these are the variables of interest, and also since they will be sufficient to
make the point in question. In what follows, one should bear in mind that the model of the
previous chapter was calibrated to a quarterly frequency, while the present one is calibrated
to an annual frequency.
First, consider the shock to sf. We have seen in the previous chapter that a permanent
decrease in s/ will appreciate the exchange rate on impact, and depreciate it in the long run,
with the initial appreciation being higher the lower is the substitutability between assets.
The trade deficit will increase on impact, with the increase being greater the lower is the
substitutability between assets, and in the long run, the domestic economy will run a trade
"In the previous chapter, since the pre-shock value of zd was 1, a 1% point increase meant the same shock
as a 1% increase. In this chapter, the pre-shock value of zd is 1.35, but I consider a 1% shock, since later in
this chapter, I will allow zd to grow by 1% every year.
71 choose a permanent shock to the foreign discount factor since we saw in the previous chapter that the
impulse reponses to a temporary shock were negligible in magnitude, and I would like to generate as large a
response as possible, for each of these shocks.
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surplus. The domestic economy's external debt position will worsen in both the short and
long runs, and the extent of worsening will decrease in the degree of substitutability between
assets. Figures 4.4 through 4.6 below, show that similar results are obtained for the current
model.
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Figure 4.5 - Domestic Trade Deficit (as a share of GDP)
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Next, consider the shock to yd. We saw in the previous chapter that the shock causes
the exchange rate to first depreciate, and then depreciate some more in the long run, with
the extent of the initial depreciation increasing in the degree of substitutability between
assets. The domestic trade deficit increases on impact, and by more, the lower was the
substitutability between assets. The domestic net external debt worsens for a = 0.1, but
improves for the other two values of a, the extent of improvement increasing in the degree
of substitutability between assets. In the long run, the domestic economy is a net debtor
irrespective of the degree of substitutability between assets. Figures 4.7 through 4.9 below,
show that similar results are obtained for the current model (I extend the time horizon in
the graph for domestic net external debt so that the long run response is clearly evident).
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Figure 4.9 - Domestic Net External Debt (as a share of GDP)
Turning to the shock to zd, we should, going by what we observed in the previous chapter,
expect the exchange rate to behave in much the same manner as it did in response to the yd
shock, i.e., depreciate first (and by more, greater is the substitutability between assets) and
then depreciate even more thereafter. Recall from the discussion in the previous chapter that
the initial and long run depreciation are due to an excess supply of the domestic good that
the shock creates. In both the short and long runs, higher productivity allows for greater
domestic expenditure, but on net, the increase in the supply of the domestic good made
possible by the productivity shock outweighs its demand effects, so that the exchange rate
needs to depreciate. The trade deficit should worsen in the short run, but turn back in the
long run. For net external debt, recall that unambiguous predictions were not possible, but
that the current account was more likely to worsen if the degree of substitutability between
assets was lower (in fact, we found that the current account improved for all values of a).
Figures 4.10 though 4.12 below, show that the current model responds in a way that conforms
to these expectations.
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Figure 4.11 - Domestic Trade Deficit (as a share of GDP)
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Figure 4.12 - Domestic Net External Debt (as a share of GDP)
Finally, we saw in the previous chapter, that a permanent increase in f/ appreciates the
exchange rate on impact, and depreciates it thereafter. The trade deficit responds in a similar
manner - first increasing and then decreasing - while the current account worsens in both
short and long runs. Figures 4.13 through 4.15 below, show similar responses for the current
model.
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Figure 4.13 - Exchange Rate
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What about magnitudes? Since the calibrations differ along several dimensions, a compar-
ison of response magnitudes between the current model and the one in the previous chapter,
is not very meaningful. Instead, we can ask whether the shocks produce response magnitudes
that are large enough to explain the long term trends evident in Figures 4.1 through 4.3. I
take up this question in the next section.
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4.4 A First Pass At Signs And Magnitudes
Since the exchange rate in the initial steady state of my model is calibrated to 1, while
the trade deficit and net external debt are both calibrated to zero, I will focus here on the
percentage change in the exchange rate, and the percentage point changes in the trade deficit
and net external debt, between 1996 and 2004, and try to explain these long-term changes
using the calibrated model. In other words, the initial steady state calibration represents
1996 year end, the shocks arrive during the next year and are one-time permanent shocks.
In this section, I perform two simple exercises to get a sense of the signs and magnitudes
of the shocks discussed in the previous section. First, I consider each shock in turn. I assume
that the change in each of the variables - the exchange rate (which appreciated by 8%), the
trade deficit (which increased by 4 percentage points as a share of GDP) and net external
debt (which increased by 17 percentage points as a share of GDP) - between 1996 and 2004
is entirely due to the chosen shock. Assuming that in each period between 1997 and 2004,
this shock is of the same magnitude, I can use the model's solution to compute what that
shock value needs to be, to explain the observed change in each of the three variables. To
illustrate, the model's solution takes the form :
Xt = PP xt-1 + QQ - t (4.8)
yt = RR xt-1 + SS - t
where x is the endogenous state vector, y is the endogenous jump vector, and E is the
exogenous shock vector, all in terms of deviations from the initial steady state values. Now,
noting that we are interested in a sequence of equal-sized shocks, and calling this common
shock vector E, we can use (4.8) to write :
9
xt+8 = PP 9 - t-1 + (pp 9 -i -QQ) - (4.9)
i=1
Yts = RR PP "xt-• + [ (RR PP s - i .QQ) + SS] .
148
where it is understood that PPO = I, the identity matrix. In my model, the exchange rate
is part of x, while the trade deficit and net external debt are part of y. In the period of the
shock, xt-1 is known to be zero, while the data supplies us with values for the components of
Xt.+8 and Yt+s in which we are interested. Thus, for the exchange rate, the relevant component
of xt+s takes the value 0.08, since this is the difference between 1.08, the value of the exchange
rate in 2004, and 1, the initial steady state value of the exchange rate. Therefore, to calculate
the value of the shock required to generate this appreciation, we need to divide 0.08 by the
9
number in the matrix • (PP9-i. QQ) which captures the effect of the shock in question, on
i=1
the exchange rate. In the case of the parameter sf, for a = 0.1 (low degree of substitutability
between assets), this number is -0.56 approximately, so an apprecation equal to 0.08 in
magnitude would require a shock of -0.14 (= -0.08/0.56) in magnitude, i.e., si would have to
decrease by 0.14 units in each period, which in turn implies that Cf, the proportion of their
financial wealth that foreigners allocate to their own asset, must decline by 14 percentage
points in each period. Proceeding in this manner, I compute the required shocks. Table 4.1
below, shows the results (recall that a, the degree of substitutability between assets, can take
three possible values; e, TD, and F refer, respectively, to the exchange rate, the trade deficit,
and net external debt).
a As A7d AZ d  A0
e TD F e TD F e TD F e TD F
0.1 -0.14 -0.33 -0.05 0.01 -0.08 -0.06 -0.09 8.56 7.22 0.03 0.20 0.02
1 -0.18 -0.43 -0.07 0.01 -0.10 -0.18 -0.09 9.73 50.11 0.02 0.12 0.02
10 -0.50 -1.27 -0.24 0.01 -0.14 0.07 -0.09 13.82 -5.58 0.01 0.05 0.01
Table 4.1: How Large? One Shock At A Time
In discussing the results of Table 4.1, it is important to remember two things. Firstly, we
are looking for a shock which will simultaneously appreciate the exchange rate and worsen
both the trade and current accounts. Secondly, given the public debate about the U.S. current
account deficit, we have a prior about what sign this shock should take - it was this prior
which motivated the simulation exercises shown in the previous section. Thus, for instance,
for the parameter sf, the shock produces all the observed changes (an appreciation, and
worsening trade and current accounts) and also has the expected sign - namely, negative,
indicating a decrease in s/. The only other shock which "succeeds" by this measure is the
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shock to of. The other two shocks give mixed results. For example, in order to produce a
worsening of the trade deficit, the calibrated model requires the shock to ,d to be negative,
in agreement with our prior, but in order to produce an appreciation in the exchange rate,
the calibrated model requires the shock to yd to take the opposite sign. Moreover, for a
high degree of substitutability between assets, we require yd to have increased for the current
account to worsen. Likewise, in case of zd, for the exchange rate to appreciate, the model
requires domestic productivity to decrease rather than increase. The fact that the model
cannot always produce the desired signs on the shocks to 7d, and zd, is not so surprising,
given what we have seen in the previous section. Thus, for example, increases in yd and zd
were seen to produce a depreciation in both short and long runs, so requiring the exchange
rate to now appreciate would require these parameters to decrease, as Table 4.1 indicates.
The conclusion to be drawn from Table 4.1 is then, that in order to simultaneously explain the
long term appreciation as well as the long term deterioration of trade and current accounts,
the shocks to yd and zd alone are most likely inadequate. The shocks to sf and pf must also
have played a role.
Turning to magnitudes, we find that the numbers in Table 4.1 are, for the most part,
too large to be meaningful. Thus, the number for e under Asf indicates that, in order to
produce an exchange rate appreciation of 8%, the model requires that the share of their
wealth that foreigners invest in their own asset, decrease by 14 percentage points each year
(assuming that the expected relative rate of return on U.S. assets is 1). Clearly, this is too
large of a decrease, because cumulated over 8 years, it implies a negative share. Given that
a similar problem arises with most of the numbers reported in Table 4.1, I hesitate to attach
any significance to the magnitudes, and move on to the next preliminary exercise.
In the second exercise I ask - what sign and how large would the shocks need to be if
they were allowed to occur simultaneously, and had to explain at once the changes in all
three variables in question? Given that the model solution represented by (4.8) is linear, we
can only pick three shocks at a time, if we wish to get unique values. Computation of the
required values follows along the same lines as for the single shock, except that now, three
linear equations in three unknowns must be solved for each of the four possible combinations
of three shocks. Table 4.2 overleaf shows the results - Group 1 is the combination (sI, 7y,
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/I), and so on. Once again, a refers to the degree of substitutability between assets.
a Group 1 Group 2 Group 3 Group 4
ASf Ay d  A01 As A As A01 Az Ay d  A Az d
0.1 -3.18 0.25 -1.12 0.03 -0.10 -0.77 -0.87 -0.31 -0.55 -0.09 -0.01 -0.76
1 56.06 -3.05 12.30 -0.04 -0.09 -0.73 -1.82 -0.39 -0.75 -0.10 0.01 -0.73
10 13.54 -0.16 0.57 -0.52 -0.09 -0.68 -17.09 -0.67 -1.47 -0.09 0.02 -0.65
Table 4.2: How Large? Multiple Shocks
From the table, we find that this second exercise, when called upon to identify a set of
shocks that might explain the trends we are interested in, and also have the "right" signs,
does quite poorly. Thus, for example, the shock to the parameter s/ does not always take
the expected negative sign, while the shock to zd never takes the expected positive sign. The
only shock which conforms to expectations is the one to yd, which is negative in all but one
instance. However, there is not a single combination in Table 4.2 which delivers the expected
signs on all three shocks at once. Given this result, it is a moot point whether the magnitudes
reported in Table 4.2 are of any value, but we note in passing that even when a particular
shock takes the expected sign, its magnitude, when cumulated over a 8-year span, implies a
very large change in the parameter under question, and often this change is too large to be
economically meaningful.
To summarize, therefore, we have learned that of the two exercises described in this
section, the second method does not really advance our knowledge very much about the
likely forces behind the trends we observed in Figures 4.1 through 4.3 at the beginning of this
chapter. Considering the shocks one at a time, however, appears to deliver signs on the shocks
which conform to expectations. In particular, and on the basis of the signs on the shocks, we
found that while the shocks to U.S. spending on foreign goods, and U.S. productivity might
be important in understanding the long term trends observed on the U.S. trade and current
accounts, the shocks to portfolio preferences and the foreign discount factor would also have
to be considered if the behavior of the dollar's real value is to be explained. In the next
section, I will attempt to make this last point more forcefully.
4.5 Calibrating The Shocks
In the numerical exercises of the previous section, I did not place any restrictions on the values
which these shocks could take, except to require of them valuations necessary to explain the
trends in the exchange rate, trade deficit and net external debt. Moroever, I forced the shocks
to take the same numerical value in each period. Here, I turn to the data to perform two
simulation exercises based on an explicit calibration of the shocks.
First, I calibrate two of the shocks period by period (i.e., I construct a series for each
of them). I choose the shocks to zd and yd, since trends in U.S. productivity are well doc-
umented, and since it is possible to get an estimate of changes in yd by considering the
evolution of the ratio that I used to calibrate the initial steady state value of Yd (namely,
the ratio of U.S. imports to the sum of U.S consumption, investment and government expen-
ditures). For zd, I rely on the paper by Ho, Jorgenson, and Stiroh (2004), which estimates
U.S. productivity growth between 1995 and 2003 at 3.1% per year. Since there is no growth
in my model, I must consider the growth rate of zd in my model as representing the growth
rate differential between U.S. productivity and world productivity. In a 2004 report, the
Conference Board estimates world labor productivity growth at approximately 2% for the
period 1995-2002. Thus, in the simulations, I will allow zd to grow by 1% each period, and in
each period the increase in zd will be a surprise. For yd, I find that the ratio of U.S. imports
to U.S. expenditure increased from approximately 12.2% in 1996 to approximately 14.5% in
2004, with no sharp reversals in between. I use the value of this ratio in each year for the
period 1996-2004, to construct a series for yd (the first number in the series being 0.88, and
the last 0.75), and I allow the increase in yd to be a surprise in each period. Having computed
in this manner, two series of shocks, one denoting increases in zd, and the other, denoting
changes in yd, I apply them simultaneously to my calibrated model, and simulate the model's
response. Figures 4.16 through 4.18 below, show the responses for the exchange rate, trade
deficit and net external debt, respectively. The figures also demonstrate the actual evolution
of these variables (in terms of percentage changes for the exchange rate, and percentage point
changes for the trade deficit and net external debt)8 , so that the model's response may be
compared to what we are trying to understand. In studying the figures, recall that time is
8Thus, for the exchange rate, the "actual" data series begins at the value 1 and ends at the value 1.08.
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measured in years, and I have 9 years of simulated and observed data.
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Figure 4.17 - Trade Deficit (as a share of GDP)
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Figure 4.18 - Net External Debt (as a share of GDP)
The figures above indicate clearly that the shocks to U.S. productivity and U.S. spending
on foreign goods, taken together, may explain the deterioration of the U.S. trade account
between 1996 and 2004, but fall short of an explanation for the behavior of the current
account, or the path of the dollar's real value during that period. We know that the trade
account is only part of the current account, and we also know (see, for example, Lane &
Milesi-Ferretti (2006)) that a shock which would appreciate the exchange rate might also
worsen the current account due to valuation effects. Therefore, I read this result as yet more
evidence that the other two shocks also played a role, since a decrease in sf and an increase
in of would each have appreciated the real exchange rate, as per the simulation results we
saw earlier. It is possible to demonstrate this point for the sf shock by turning once again
to the data.
I proceed as follows. The aforementioned Lane & Milesi-Ferretti dataset details external
asset positions for more than 130 countries. From this dataset, I compute for each year,
total external assets for all the countries, leaving out the U.S. Separately, I compute GDP
for an ex-US rest of the world, and using a financial wealth/GDP ratio of 2.5, I arrive at
an estimate each year of the rest of the world's financial wealth. Using these two numbers
- the rest of the world's total external assets and its total financial wealth - I am able to
compute a series for the parameter af, which is the share of its wealth that the rest of the
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world holds in non-US assets (this share is equal to 1 minus the share it holds in U.S. assets,
which is the ratio of the two numbers referred to earlier). It turns out that the number for a f
arrived at in this manner is 0.77 for the year 1996. Over the period 1996-2004, this number
declines steadily to 0.39. It would appear that the decrease in af from 0.77 in 1996 to 0.39
in 2004 is overstated, but in the absence of supplementary data, it is hard to know what the
measurement error is. At any rate, the fact that this measure of af registers a decline during
the period under consideration is in accordance with what we believe might have happened
to foreigner's portfolio preferences during this period, and for our purposes, this provides us
a way to approximate the shock to the parameter sf in each period, as the magnitude of the
decrease in measured af for the corresponding year.9
Having calculated a shock series for sf in this manner, we can now simulate the model
with three calibrated shocks in each period (in place of the earlier two), and see if the addition
of this third shock adds to the model's ability to capture the observed behavior in the data.
Figures 4.19 through 4.21 show the results.
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Figure 4.19 - Exchange Rate (Real)
'
1Note that this way of calibrating a series for the shocks to sf depends crucially on the assumption that
in each period the expected relative return on U.S. assets must have been 1. Also, keep in mind that the
shock series for sf is constructed so that it reflects the change in measured al. That is, in the simulations,
the foreign country still starts out with an al equal to 0.81 (so that the two economies may be equal in the
initial steady state), and then sl declines each period by an amount equal to the decline in measured al.
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From the above figures, it is clearly evident that the addition of the s / shock leads to
a significant improvement in the model's ability to match the behavior in the data. The
exchange rate in the model now registers a sizeable appreciation rather than a depreciation
(compare Figures 4.16 and 4.19) for low and medium degrees of substitutability between
assets, while both the trade and current accounts worsen in Figures 4.20 and 4.21, as opposed
to only the trade account worsening in Figures 4.17 and 4.18. One puzzle that remains is
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that for high substitutability between assets, the model's behavior closely captures the long
run behavior of the trade and current accounts, but not the real value of the dollar. In fact,
it would appear, upon comparing Figures 4.16 and 4.19, that adding the s f shock has some
residual impact on the behavior of the exchange rate, since the exchange rate depreciates by
less in Figure 4.19 than in Figure 4.16, but the impact of the sf shock is not large enough
to cause the exchange rate to appreciate on net. This is explained by the observation (see
Figure 4.4) that for a high degree of substitutability between assets, decreases in s f have only
a, limited impact on the exchange rate.
4.6 Conclusion
In this chapter, I have applied the model of the previous chapter to thinking about the
evolution of three key variables during the period 1996-2004 - namely, the real value of the
dollar, the U.S. trade deficit, and the U.S. net external indebtedness. I found that the model,
when calibrated appropriately (to match certain features of the data corresponding to the
end of 1996), behaved largely in a similar fashion as the model of the previous chapter. I
considered four different, but not mutually exclusive, explanations for the long term trends
in the data, and concluded that any reasonable explanation should include a role for an
increase in foreigner's preferences for U.S. assets, and an increase in foreigner's savings, both
of which would have contributed to the U.S. economy's ability to run persistent and growing
current account deficits during the period under consideration. I found that spending and
productivity shocks might be able to explain the deterioration of the trade account, but not
the evolution of the exchange rate or the current account. Taken either alone, or together,
these latter two shocks, in general, performed poorly. Upon adding a calibrated shock series
that would iinply an exogenous increase in foreigners' preference for U.S. assets, I showed
that the model's,,; ability to approximate the data was significantly improved, relative to the
case where this last shock was left out, and only calibrated values for the spending and
productivity shocks were included.
As I have mentioned before, I offer these results only as a preliminary step towards
unraveling the question of what might explain the trends we observed in Figures 4.1 through
4.3. We found that simple methods of fitting the model to the data, and recovering therefrom,
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estimates of shock magnitudes, did not deliver much information. More formal econometric
methods could be applied to fit the model to the data, so that not only the shock magnitudes,
but also some of the model's parameters (such as the degree of substitutability between assets)
could be simultaneously estimated, with some degree of precision. In addition, rather than
try to fit the model to the data on the basis of shock magnitudes, a variance decomposition
might also be useful in understanding the relative contributions of each of the shocks in
explaining the data. This I envision as part of a larger effort to understand the nature of
imperfect substitutability in international asset markets, and a task that I leave to future
research.
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Chapter 5
The Relation Between Trade and
FDI in Developing Countries - A
Panel Data Approach
5.1 Introduction
In this chapter, I document a key empirical relationship between a developing country's trade
openness and its stock of FDI liabilities. Using panel data for the period 1970-97, I show that
the two are positively correlated, even after controlling for things such as GDP per capita,
institutional quality, macroeconomic volatility and capital controls. I then show that the
source of this correlation is causality running from FDI to trade openness.
In the 1996 World Investment Report published by UNCTAD, the authors devote a chap-
ter to the linkages between trade and FDI. They conclude the chapter with the following
outstanding questions - "Does trade lead to FDI or FDI lead to trade? Does FDI substitute
for trade or trade substitute for FDI? Do they complement each other? What does the growth
of FDI mean for trade?" The motivation underlying this chapter is primarily to answer the
first of these questions. Clearly, we can envision a two-way causality between trade and
FDI, especially for developing countries. Trade can be expected to lead FDI since FDI in
developing countries is often trade replacing. For instance, a primary motivation for FDI
in manufacturing is the search for markets. Thus, a transnational corporation (TNC) will
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typically first export to serve the domestic market in a host country, and only thereafter set
up an affiliate to serve that market directly. The resulting FDI then replaces exports from the
home country (the country in which the TNC is headquartered) to the host country. On the
other hand, FDI can also be expected to lead trade. This can happen in two ways. Firstly,
conscious policy choices by host countries can drive FDI into the traded goods sector and
thus directly increase traded goods production, as happened in East and South East Asia in
the 1970s, and then later, in Latin America and the Caribbean in the 1980s. Secondly, quite
apart from policy-induced FDI in the traded goods sector, we might expect more FDI in
the traded goods sector to lead to more traded goods production for domestic firms as well,
through spillover effects (for e.g., information about foreign markets or technical knowhow
passed on from foreign firms to domestic firms through either explicit information sharing
arrangements or through implicit channels such as labor turnover). Consequently, FDI is just
as likely to have increased countries' outward orientation in goods trade as goods trade is
likely to have increased the prospects for more FDI. The results presented in this chapter will
show that the former channel predominates,i.e., FDI will be shown to cause trade openness
rather than vice versa. The ability to demonstrate this is a key contribution of the paper
for it relies on finding a good instrument for FDI. I find such an instrument in the stock of
bilateral investment treaties signed by countries in my sample.
This chapter is a contribution to the growing empirical literature on international capital
flows pioneered by Lane & Milesi-Ferretti (2000). In that paper, the authors show that trade
openness is positively and significantly correlated with a country's stock of FDI liabilities,
in a cross-section of developing countries. My paper puts their result on firmer ground in
two respects. Firstly, by using panel data, I am able to subject the correlation to stronger
tests. And secondly, I also control for additional variables such as institutional quality and
macroeconomic volatility, and find that the correlation survives such additions. A final
contribution of this chapter is that it goes beyond Lane & Milesi-Ferretti in identifying the
source of the correlation, and being able to assign causality.
This chapter is also a contribution to the empirical literature on the relationship between
trade and FDI. Most of the existing literature (where it relates to my paper) considers the
question of whether FDI substitutes for or complements trade, but because these studies work
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with industry or sectoral level data, their focus is almost always on industrialized countries,
for which such disaggregated data is widely available'. Due to data limitations, however,
this kind of micro-level analysis is difficult to replicate for a typical developing country. My
paper takes the view that the lack of such data need not, however, constrain our search for
answers, for we can always begin at the aggregate level and perform a cross-country analysis
of the relationship between trade and FDI. This is the goal I assign myself in this chapter.
The paper is organized as follows. Section 2 sets the stage by discussing the inter-linkages
between trade and FDI, and presenting some preliminary correlations to be found in the data.
In Section 3, I subject the correlations to a range of robustness checks. In Section 4, I take
up the question of causality. Section 5 concludes.
5.2 Trade and FDI
Chapter III in the aforementioned World Investment Report considers the relationship be-
tween FDI and trade in the context of three sectors - manufacturing, services, and natural
resouces - and then goes into detail on how trade and FDI interact in each of these sec-
tors. Most of the evidence provided is anecdotal or based on simple correlations, and points
strongly to a mutually reinforcing relationship between trade and FDI. Thus, for natural re-
sources, the report argues that trade often leads to FDI, but also points out that FDI in this
sector is trade-supporting or trade-creating. As mentioned earlier, in manufacturing, TNCs
will usually trade with a host country before establishing production facilities there. Such
FDI can substitute for final goods that the host country was earlier importing. But it can
also be trade-creating. For one, the host country affiliate of the TNC can generate demand
for intermediate products, which may have to be imported. For another, the host country
affiliate can also export some of its production, as has been seen to happen with many Asian
countries, which have become parts of an interlinked chain of production in the 1990s. In ad-
dition, there are other channels through which FDI may enhance trade. Aitken et al. (1997)
propose a model where the presence of TNCs in the exports sector generates spillover effects
on host country firms in the same sector, which allows the latter firms to expand their own
1Thus, for Sweden, see Swedenborg (1979) or Blomstrom and Kokko (1994), and for the US and France,
see Fontagne and Pajot (2000)
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production and sales. These spillover effects may come in various forms - since TNCs have
a multi-market presence, they are a natural conduit for information about foreign markets,
foreign consumers, and foreign technology, and they may also provide channels through which
domestic firms could distribute their goods abroad. Aitken et al. confirm the presence of
such local externalities from FDI for a panel of Mexican manufacturing plants2
From the preceding description, it would appear that trade openness and FDI should be
positively correlated at the country level. So my first exercise with the data is to confirm
this intuition. I work with a panel data set covering 43 developing countries over the period
1970-97 . The country and time coverage of the data corresponds exactly to the panel
database compiled by Lane & Milesi-Ferretti (1999), which provides the most comprehensive
account of the level and types of external liabilities for developing countries4 . From this
database, I compute a measure of FDI liabilities, namely the ratio of FDI stocks to GDP
(or FDI "intensity"), that I will use throughout the paper. I define trade openness as the
sum of exports and imports as a percentage of GDP, and compute this variable from the
World Bank's World Development Indicators (WDI) database5. Table 5.5 reports the results
from a set of preliminary OLS regressions. I use a linear specification (in logs), with annual
observations on either side of the regression equation. In these (and all other regressions in my
paper), I consider a right hand side variable to be a significant determinant if it is significant
at either the 5% or 10% levels. I always report Newey-West standard errors for each variable,
i.e., standard errors corrected for any possible heteroscedasticity or serial correlation in the
error term6 . In columns 1, 2 and 3, I put FDI on the left hand side and trade openness
on the right hand side. In columns 3, 4 and 5, I reverse the sides. For each specification,
the first column excludes both time and country fixed effects, the second column includes
time fixed effects, and the third column includes both types of fixed effects. In all cases, the
2The channel through which spillovers from FDI occur has been the subject of considerable research. See
Saggi (2002) for a comprehensive survey.
"Tables 5.1 through 5.4 offer a description of the data set
4Since the writing of this chapter, a newer version of this database, the EWN-Mark II cited in chapter 4,
with more extensive country and time coverage, has been published. In future research, I plan to extend the
analysis of this chapter to the larger sample.
5 Note that my sample does not include entities such as Hong Kong, which has very high trade openness
primarily on account of very high levels of re-exports.
"The results reported in this paper allow for serial correlation in the errors of order AR(1). The results,
however, are robust to a higher order AR specification.
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coefficient on the right hand side variable is positive and significant, thereby confirming a
positive correlation between trade openness and FDI in the data.
Next, I subject this correlation to a preliminary robustness check. From the regressions
reported in Table 5.5, I pick the specifications with both time and country fixed effects
(since this imposes the greatest number of restrictions on the relationship between trade
openness and FDI, and also, not surprisingly, delivers the best fit) and add log GDP per
capita and a measure of inflation on the right hand side7 . There is some justification for
including both these variables. It is quite intuitive to expect that GDP per capita will be an
important correlate, if not an important determinant, of both FDI and trade. Additionally,
GDP per capita may also proxy for several country attributes that I cannot account for, due
to lack of data. For instance, it is likely to be highly correlated with a country's stock of
human capital and the size of its market, both of which are important determinants of FDI
flows into the country. However, the only panel measure available for secondary and tertiary
schooling levels in developing countries (from the Barro-Lee dataset) is quinquennial, whereas
my analysis is based on annual frequencies. So among other things, GDP per capita must
stand in for a country's stock of human capital. As for inflation, it is often regarded as a
summary indicator of macroeconomic stability, and several studies have shown that domestic
inflation is negatively associated with capital inflows into developing countries, for example,
Ahn et al. (1998) or Kang et al. (2003). Table 5.6 reports the results, column 1 for FDI
as the dependent variable, and column 2 for trade openness as the dependent variable. In
either case, the positive correlation between FDI and trade openness remains statistically
significant. The coefficient on trade openness in column 1 implies that a 1% increase in
trade openness is associated on average with a 0.53% increase in FDI intensity. The average
FDI intensity for 1997 was 12.31% (Brazil was closest to this average), so a 0.53% increase
would imply a resulting FDI intensity of 12.37%. I do a thorough search for outliers for the
regressions in columns 1 and 2 of Table 5.6, and find none.
In the following section, the objective will be to see if the positive and statistically signifi-
cant correlation between trade openness and FDI survives the inclusion of additional controls.
7 Both are computed from the WB's WDI database. Inflation is calculated as the first difference of logs
of the annual consumer price index, which has significantly better coverage than any other price index. See
Table 5.2 for a complete description of the data and sources.
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5.3 More on robustness
There are several reasons for not stopping with the results of Table 5.6. The most important
is that the correlation I observe could be due to trade openness proxying for omitted variables.
Two examples of empirical work where trade openness has ceased to matter when additional
variables have been included are growth regressions and a paper on the determinants of gov-
ernment spending by Rodrik (1998). In the former, the importance of trade openness often
disappears or at least changes sign once measures of institutional quality are included on the
right hand side. In the latter, Rodrik shows that more open countries also have more govern-
ment spending, but that greater trade openness manifests itself through greater external risk
(with government spending responding to such risk by providing greater insurance), so that
once one accounts for such risk, the importance of trade openness disappears. The question
that arises naturally then is - are the results reported in column 1 of Table 5.6 capturing
similar effects? More generally, does the positive correlation between trade openness and FDI
survive as statistically significant once I have partialled out the effect of other controls? To
answer these questions, I proceed in the following manner. I fix a baseline specification where
the left hand side variable will be either trade openness or the stock of FDI liabilities, and
the right hand side will include country and time fixed effects, GDP per capita and inflation.
I then add to this baseline specification measures of macroeconomic volatility, institutional
quality and financial openness (capital controls). I provide below some justification for using
these variables as additional controls. To uncover partial correlations, I first regress FDI
and trade openness separately on the baseline controls and the additional controls (added
first one at a time and then altogether), and then regress the residuals from one regression
on the residuals from the other. With some abuse of terminology, I call these the first and
second stage regressions respectively (the first stage involving two separate regressions that
treat trade openness and FDI symmetrically throughout). The coefficient from the second
stage will then capture the residual correlation between trade openness and FDI that I am
after, and I will show that this residual (or partial) correlation is positive and statistically
significant.
As a justification for including volatility, it is reasonable to expect that more volatile
economies will prefer greater levels of equity financing, of which FDI is a special case. On
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the other hand, foreign investors may be less willing to finance projects in a country that
exhibits high macroeconomic instability. Whether this kind of risk-aversion manifests itself
differently for FDI than for other types of financing, remains an open question. As for why
volatility should be correlated with trade openness, there is no a priori reason for expecting a
direct correlation. Rather, one would expect that greater uncertainty about the future would
reduce investment in general, and therefore traded goods output, so the correlation to be
expected is negative but indirect. I consider three different measures of volatility. The first is
long run output growth volatility, determined by the 10-year rolling standard deviation of per
capita output growth. The second is a measure of external risk. To compute this measure,
I turn to the aforementioned paper by Rodrik (1998). In it, he shows that the appropriate
theoretical measure of external risk faced by a country is its trade openness multiplied by the
standard deviation of the first (log) differences in its terms of trade. Since terms of trade data
is available from the WB WDI only at an annual frequency, I use a rolling 5-year window
for computing the standard deviation of a country's terms of trade, and then multiply the
resulting number by the country's trade openness to arrive at a measure of external risk.
Data on terms of trade is only available from 1980 on, except for two countries (Israel &
South Africa) for which the series goes back all the way to 1970. Finally, from the IMF IFS,
I construct my third measure of volatility, namely within-year real exchange rate volatility
computed from monthly data on CPI-based real exchange rates8 . I am able to do this only
for 21 of the 43 countries 9 . Table 5.7 reports the regression results, columns 1 through 3 for
FDI as the dependent variable, and columns 4 through 5 for trade openness as the dependent
variable. The final row of Table 5.7 reports the results from the second stage, with columns
1 through 3 reporting the coefficients when the residuals from the first stage regressions with
FDI on the left hand side are regressed on the residuals from the first stage regressions with
trade openness on the left hand side, and columns 4 through 5 reporting the coefficients from
the reverse regressions. For now, I draw the readers' attention to this row, which indicates
that even though sample size drops considerably when external risk or real exchange rate
"I normalize the within-year standard deviation by the within-year mean of the real exchange rate, and so
my volatility measure is the coefficient of variation.
53Thc countries missing data at monthly frequency for real exchange rates for all of the period are : Ar-
gentina, Botswana, Brazil, Egypt, El Salvador, Guatemala, India, Indonesia, Jamaica, Jordan, S. Korea,
Kuwait, Mauritius, Mexico. Oman, Panama, Peru, Sri Lanka, Syria, Thailand, Turkey, and Zimbabwe
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volatility is added, the partial correlation between trade openness and FDI is consistently
positive and significant.
With regard to institutions, there are a priori reasons to expect positive correlations
between institutional quality and both FDI and trade openness. In the case of FDI, theoretical
work by Atkeson (1991) and Lane (1999) has shown that repudiation risk and moral hazard
impart a debt-like character to the optimal financial contract, such that borrowing countries
are obligated to transfer resources to lenders in the event of a bad shock. Thus it would
seem that more creditor-friendly institutions would allow for more optimal risk-sharing and
therefore attract greater levels of equity financing, of which FDI is again a special case. In
addition, better quality of institutions also translates into ease of doing business in the host
country, and given the unique characteristics of FDI, we should expect that institutional
factors such as bureaucratic quality and rule of law will drive the pattern of FDI inflows into
a host country. The empirical research has not always been supportive of this hypothesis. For
instance, Hausman and Fernandez-Arias (2000) are unable to find any relationship between
the share of FDI flows in total flows, and institutional quality. On the other hand, more
recent work by Faria & Mauro (2004) does find a statistically significant positive correlation,
and they are also able to assign causality to institutions by using settler mortality rates
to instrument for institutional quality. In the case of trade openness, empirical research has
identified a positive and statistically significant correlation between it and institutional quality
(although once settler mortality rates are used to instrument for institutional quality, the
coefficient on predicted institutional quality turns negative)' 0 . For measures of institutional
quality, I turn to 5 indices constructed by Stephen Knack and the IRIS Center from monthly
ICRG (International Country Risk Guide) data provided by the PRS Group. These are
CORR (a measure of corruption in the government), ROL (a measure of rule of law), BQ (a
measure of bureaucratic quality), REP (a measure of the risk that contracts will be repudiated
by government, a higher number indicating lower risk), and EXP (a measure of the risk that
private investment will be expropriated by the government, a higher number indicating lower
risk). The data on these indices goes back only till 1982. I also use a summary index, GADP,
which is a simple average of the above 5 indices, whose construction follows Knack and Keefer
"'See, for instance, the paper by Rodrick et al. (2002).
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(1995). Table 5.3 in the Appendix describes in detail these indices. Table 5.8 reports the
results from adding these indices one at a time to the baseline specification for FDI and Table
5.9 reports the same for trade openness. The last row in each table reports the results from
the second stage regressions. Looking at this row in either table, it becomes clear once again
that the correlation between trade openness and FDI survives the additions. Moreover, the
magnitude of the coefficient in the second stage regression is not sensitive to the specific index
added.
While the final rows in Tables 5.7-5.9 show that the correlation between trade openness
and FDI is robust to the inclusion of additional controls, the first stage regressions reported
in these tables also give us some information. In particular, they allow us to confirm whether
either institutional quality or macroeconomic volatility are independent correlates of trade
openness or FDI. Thus, Table 5.7 indicates that both higher output growth volatility and
higher external risk are associated with higher FDI liabilities (although the coefficient on
output growth volatility changes sign and becomes statistically insignificant once country
fixed effects are excluded)1 1 . Table 5.7 also shows that both output growth volatility and
external risk are positively correlated with trade openness, but since the measure of external
risk is constructed from trade openness, the latter result is not very informative. Table 5.8
shows that all the measures of institutional quality, except for REP and BQ, are positively
correlated with FDI. However, here again, the results are sensitive to the inclusion of country
fixed effects. Indeed, one might argue that institutional quality is a slow-changing variable,
and so it may be more appropriate to exclude country fixed effects while adding institutional
quality on the right hand side. When I do this, the coefficients turn negative (except for
ROL which stays positive and statistically significant). In sum, it is difficult to tell from my
results whether institutions matter for FD112 . As for trade openness, the picture that emerges
1'I follow a general procedure in this section of not reporting any results from regressions in which country
fixed effects were excluded. Those results are available upon request but they do not alter the central message
of this paper. I do, however, wish to flag important differences as in this instance.
12This is of course a different conclusion from that reached by Faria & Mauro (2004). To provide context
for it, I point to two differences between their methodology and mine. Firstly, they work with cross-sectional
data for 2001 (covering 55 countries, only 23 of which overlap with mine), and so they are not able to subject
their results to the same kind of robustness check that I am able to do with panel data. More importantly,
they use a different measure of institutional quality, namely the Kaufmann et al. index which aggregates
information from a variety of different sources (including ICRG, BERI, and Freedom House). I was unable to
use this index in my regressions as it is only available from 1996 on. I did a cross-sectional analysis for 1996
using the index, but found no conclusive results.
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is more consistent in finding no explanatory power for institutional quality. Thus, with the
exception of ROL, which is positive and significant in the absence of country fixed effects,
none of the other indices of institutional quality are statistically significant, with or without
country fixed effects.
I do three more robustness checks. First, I add to the baseline specification for each of
FDI and trade openness, a measure of capital controls. This has relevance for two reasons.
Firstly, many developing countries simultaneously liberalized trade and capital flows, and so
the correlation between trade openness and FDI could be a reflection of this fact. Secondly,
countries may have used capital controls to tilt the composition of capital inflows towards FDI
and away from portfolio flows. If this were the case, financial openness would have an effect
on FDI independent of trade openness. Do the data bear out either of these conjectures? To
measure capital controls, I use an index of financial openness constructed by Brune (2004)".
This is an aggregate index that takes values between 0 and 11 with a larger number indicating
greater openness, or fewer controls 14 . Table 5.10 reports the results. The message is clear -
the coefficients on the residuals in the second stage regressions are unaltered (relative to the
baseline specifications of Table 5.6), neither does financial openness have any independent
explanatory power for FDI liabilities. As expected, the financial openness index correlates
positively with trade openness, but once again, this result disappears when country fixed
effects are excluded. Next, I allow for the fact that cyclical factors may drive both trade
openness and FDI by including the unemployment rate as an additional control. Table 5.11,
which reports the results, indicates that the correlation between trade openness and FDI is not
capturing such cyclical fluctuations. Indeed, the magnitude of the correlation does not change
much by the inclusion of the unemployment rate on the right hand side. Finally, I add all the
additional controls together on the right hand side. This means the measures of volatility,
1:'I am very grateful to Nancy Brune for her willingness to share this data with me.
14The index was compiled by translating qualitative descriptions of country-wise capital account restrictions
published in the IMF's Annual Report on Exchange Arrangements and Exchange Restrictions into quantitative
0-1 indices for each of 11 categories of capital flows, with an assignment of 0 if there was any kind of restriction
in that category, and then these 11 dummies were summed up to yield the final index. These 11 categories
of capital flows are inflows and outflows of invisible transactions, proceeds from exports, inflows and outflows
pertaining to capital and money market securities, inflows and outflows pertaining to credit operations, inward
and outward FDI, flows pertaining to real estate transactions, and finally, flows pertaining to commercial bank
deposits. The index is available for all 43 countries, and except in 4 cases (the missing observations are Egypt
(1970-71), Oman (1970-72), Sri Lanka (1970-72), and Zimbabwe (1970-80)), covers the entire period in my
sample.
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the financial openness index, all the indices of institutional quality, and the unemployment
rate. Table 5.12 reports the results - in it, I do not report the coefficients on the additional
controls since many of them are highly collinear, and we are not really interested in their
coefficients anyway. Now, the positive correlation becomes statistically insignificant. One
potential explanation for this is the drastic drop in sample size that occurs when I include all
the variables at once. To see if this might be the case, I drop the unemployment rate and the
measure of real exchange rate volatility (which are the two variables with the most number
of missing observations) from the right hand side, but keep everything else. The results are
reported in Table 5.13, and show that the sample size increases considerably (though it still
is well below the sample size for the baseline specification), and that the positive correlation
becomes statistically significant once again. I conclude that the lack of robustness reported
in Table 5.12 is possibly due to the drop in number of observations involved in including all
the additional controls on the right hand side.
All the regressions presented so far have shared a static specification, with no explicit
allowance for dynamics. In principle, it should be possible with a panel data set to think
about the dynamic relationship between trade and FDI, but a proper consideration of this
question would require a data set of much longer time length than I have15 . As such, I do
not have enough information to estimate a set of dynamic structural equations for trade and
FDI. I did, however, try a number of different dynamic alternatives to the static specification,
all of which included lags of various lengths of the right hand side variable (trade openness
or FDI). The main conclusion of the static regressions remains robust to these alternative
specifications.
5.4 Causality
In this section, I investigate the source of the correlation between trade openness and FDI.
In other words, I answer the question posed in the introduction - does trade cause FDI, or
1•For instance, to begin thinking about a dynamic specification, we may conjecture that both trade openness
and FDI are unit-root processes. I find that panel unit root tests always accept this hypothesis for trade
openness, but not always for FDI. It is well-known that unit root tests have low power for short time series.
The same result carries over to panel data sets such as mine, where the time dimension is small (in my case,
28) compared to the country dimension (in my case, 43) of the data set.
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does FDI cause trade? In what follows, I continue to use GDP per capita and inflation as
fixed controls. I also always include country and time fixed effects 16 . The FDI and trade
openness measures are the same as before. To analyze the question of causality, I use an IV
strategy. In particular, I find instruments for both FDI and trade openness, and then run the
following IV regressions (where "^  denotes predicted values from the first stage, and "
denotes the instrument):
log(FDI/GDP) = const. + P1 log(TradeOpenness) + 02log(FDI/GDP) + P3Inflation +
34 log(GDP per capita) + Fixed Effects + error
log(Trade Openness) = const.+0llog(FDI/GDP)+021og(Trade Openness)+03Inflation+
34 log(GDP per capita) + Fixed Effects + error
To instrument for trade openness, I use a set of trade liberalization dates compiled by
Wacsiarg & Welch (2003, henceforth WW). WW date trade liberalizations building on the
Sachs-Warner (henceforth SW) criteria for openness. In their work for the 1970s and 1980s,
SW (1995) created an openness dummy by classifying a country as closed if it displayed at
least one of the following characteristics :
1. Average tariff rates of 40% or more (TAR)
2. Nontariff barriers covering 40% or more of trade (NTB)
3. A black market exchange rate that is depreciated by 20% or more relative to the official
exchange rate, on average, during the 1970s or 1980s (BMP)
4. A state monopoly on major exports (XMB)
5. A socialist economic system (as defined by Kornai, 1992) (SOC)
WW's contribution is twofold. First they update the data on each of the 5 components
of the SW criteria (both for the 1990s and going back, filling in gaps in the SW data and
making corrections based on revised data). Second, they date trade liberalizations by choosing
the date after which all of the SW openness criteria are continuously met 17 , although data
16The decision to use country fixed effects is partly motivated by the fact that when instrumenting for trade
openness, the random effects specification returned very low first-stage F-statistics (often below 10) in most
cases. More importantly, there is a strong case for including country fixed effects, since it is a convenient way
of accounting for country-specific time-invariant factors which would clearly drive both trade openness and
the stock of FDI liabilities.
'
7So the liberalization dates indicate permanent trade liberalizations, i.e., no reversals.
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limitations also compel them to rely on country case studies of trade policy18 . For a thorough
description of the WW dating procedure, and how it produces results that are sometimes
contradictory to the SW results, the reader is referred to the WW paper. Of the 43 countries
in my sample, only 28 were deemed to have liberalized in the period 1970-97 by WW. Table
5.14 provides the list of 28 countries and the associated liberalization dates. Using this
information, I create a dummy variable TRADELIBWW which takes the value 1 in and after
the year of liberalization, and 0 otherwise. This serves as my instrument for trade openness.
To instrument for FDI, I use information on bilateral investment treaties signed by the
countries in my sample. It turns out that whereas most developing countries liberalized trade
regionally and (following the Kennedy and Tokyo rounds of GATT negotiations) multilat-
erally, they liberalized direct investment either bilaterally or regionally'". Using UNCTAD
publications, I was able to identify the exact number of bilateral investment treaties signed
in each year between 1959 and 1997, by each of the 43 countries in my sample20 . Table 5.15
provides the data on this variable by country and year. Using this information and assuming
that no country signed a bilateral investment treaty before 1959, I construct a stock measure
of the number of bilateral investment treaties signed, namely BITSTOCK, and I use this
variable as an instrument for FDI. Note, however, that even though I have this information
for all 43 countries in my sample, yet, given the specifications described above, I am able to
use it only for the 28 countries which are deemed to have liberalized by WW.
Table 5.16 shows the regression results when I put FDI on the left hand side and instru-
ment for trade openness - the top panel for OLS, and the bottom panel for IV. Even for
this restricted sample of 28 countries, trade openness enters as significant and positive on
the right hand side of the OLS regression. The IV results show that the WW liberalization
dates are associated with a significant positive jump in trade openness (the coefficient implies
that trade liberalization increased trade openness by roughly 5.6 percentage points), but that
"
8SW also dated trade liberalizations but not based on the 5 openness criteria, due to data limitations.
Instead they relied on a comprehensive survey of country case studies of trade liberalizations. Using new data
on the 5 criteria published since the SW study, and also relying on country case studies, WW are able to
provide a more accurate picture of trade liberalization dates.
"Formal initiatives to put investment agreements on the same multilateral stage as trade negotiations did
not begin until the Doha (2001) round.
2
")In some cases, I was able to date these treaties not by the year in which they were signed but by the year
in which they came into force (which sometimes lagged the year of signing by 2-3 years).
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there is no evidence of a causal link from trade openness to FDI liabilities. Moreover, the
coefficient on instrumented trade openness, is smaller than the OLS coefficient suggesting
the presence of endogeneity bias. One might argue that to the extent that trade liberaliza-
tion is accompanied by numerous other reforms that might improve the incentives for foreign
investors to undertake FDI in the liberalizing country, trade liberalization dates may not
be such a good instrument to use in my regressions after all. I address this concern in the
following manner. I rerun the IV regression while allowing for additional controls such as
financial openness and institutional quality. I still find that the first stage regression implies a
statistically significant, positive coefficient for trade liberalization dates, although the second
stage is once again unable to uncover a causal role for predicted trade openness.Table 5.17
shows the regression results when I put trade openness on the left hand side and instrument
for FDI. The top panel shows the OLS results and the bottom panel, the IV results. The
first stage results indicate that a greater number of bilateral investment treaties is associated
with a higher level of FDI liabilities, while the second stage results indicate the presence of a
causal link from FDI to trade openness. The coefficient on instrumented FDI is positive and
significant, and more than twice as large as the OLS coefficient on actual FDI. The magnitude
of the IV coefficient suggests that a 1% increase in FDI intensity causes trade openness to
increase by 0.2% on average.
One possible objection to using the WW liberalization dates relates to its use of the
SW criteria to classify a country as open or closed. In a critique of these criteria, Rodrik &
Rodriguez (1999) show that the SW dummy for the 1970-89 period reflected mostly the BMP
and XMB criteria. Since the same criteria were used by WW to date trade liberalizations,
the WW dates are subject to the same criticism. However, a strategy of re-doing the dating
procedure using only, say, the TAR and NTB criteria, would not buy us very much. In fact,
WW found that the TAR criterion was not a decisive factor in assigning a liberalization date
for any of the 141 countries they considered, and the NTB criterion was the determining factor
only for Panama. To address these concerns with the WW dates, I employ an alternative
set of trade liberalization dates inspired by the work of Santos-Paulino & Thirlwall (2004,
henceforth SPT). In their paper, SPT date liberalization based on a reading of the WTO's
Trade Policy Review publications (henceforth TPR). Not all countries have TPRs, nor does
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every TPR clearly date the beginning of trade liberalization for each country, but SPT are able
to date trade liberalization for 19 of the 43 countries in my sample, based on measures taken
to reduce anti-export bias, import controls and exchange rate distortions. In the interest of
extending the country coverage, I consult the TPRs and am able to date liberalization for 8
of the remaining 24 countries in my sample. Table 5.18 provides the list of 27 countries and
the associated liberalization dates. Note from column 4 of this table that in some cases the
WW dates match the SPT/TPR dates, but in others they dont. Moreover, in some cases,
the WW dating procedure produces no date (these are labeled "n/a" in column 4) whereas
the TPRs do provide a liberalization date between 1970 and 1997. To do the IV regressions,
I construct a dummy variable TRADELIBTPR based on the SPT/TPR dates in Table 5.18,
which takes the value 0 in the years preceding liberalization and 1 in the year of liberalization
and every year thereafter. Table 5.19 reports the results for FDI on the left hand side and
trade openness on the right hand side. As with the WW dates, the SPT/TPR dates have
significant explanatory power for trade openness, but there is no evidence of causality from
trade openness to FDI. Table 5.20 reports the results for trade openness on the left hand
side and FDI on the right hand side. Once again, the message is the same as with the WW
dates - the coefficient on predicted FDI is larger than that on actual FDI, and statistically
significant, indicating a causal link from FDI to trade openness.
In sum, the IV results clarify the source of the positive correlation I observe between
trade openness and FDI liabilities in my OLS regressions. They show that this correlation
emerges more likely due to a causal link from FDI to trade openness. rather than one in
the opposite direction. One way to read this conclusion is to argue that we do not really
have a good instrument for trade openness, and that if we did have one, we might have
been able to uncover two-way causality. I do not agree with this assessment, however. In
my regressions (as in independent work by other researchers), the WW liberalization dates
do have significant explanatory power for trade openness. When I construct an alternative
instrument by combining liberalization dates from different sources, I still find that trade
liberalization increases trade openness, but that predicted trade openness has no explanatory
power for FDI. This can only mean that the instruments we have are good ones, but that the
causality we are searching for does not really exist.
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5.5 Conclusion
This chapter makes several contributions. Using panel data for a sample of 43 developing
countries for the period 1970-97, I find that more open countries also have greater amounts of
FDI liabilities. This empirical regularity has been documented in the cross-section by Lane
& Milesi-Ferretti (2000) and Faria & Mauro (2004). My work puts their results on a much
more rigorous footing. First, I show that this stylized fact is robust to alternative linear
specifications. In particular, it does not depend on the inclusion or exclusion of country fixed
effects, suggesting that it is as much a correlation in the cross-section as it is in the time
series. Secondly, their result could be the outcome of important omitted variables. On the
contrary, I find that including measures of institutional quality, macroeconomic volatility,
and financial openness does not eliminate or weaken the correlation between trade openness
and FDI - it remains positive and statistically significant. Additionally, my paper makes a
methodological contribution. The papers just cited put trade openness on the right hand
side of the regression equation, presumably due to the prior that trade openness has a causal
role to play in attracting specific types of capital inflows. I show that such a prior can be
rejected when the left hand side is FDI liabilities. Indeed, I show that it may be more FDI
that causes more trade, and not the other way around. To demonstrate this, I introduce an
instrument for FDI, namely the number of bilateral investment treaties signed by a country.
This instrument has hitherto not been explored in the empirical literature but seems to hold
considerable promise in examining the determinants and impact of FDI flows. Finally, my
work suggests that the conventional practice of putting trade openness on the right hand
side when the left hand side variable is some measure of FDI liabilities, introduces a possible
source of bias in the regression coefficients.
The results in this chapter raise an important question - why does more FDI cause more
trade? One can think of two different, but complementary, answers to this question. Firstly,
FDI is often directed towards the traded goods sector. This is especially true of exports,
as is evidenced by the experience of East and South East Asian countries since the 1970s,
and of other developing countries in the 1980s and 1990s. FDI in the exports sector would
not only directly increase exports, but may even allow domestic exporters to produce and
sell more, through the mechanism of spillovers, as has been documented by Aitken et al.
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(1997). Secondly, even when FDI is directed towards the non-traded goods sector, it may
increase traded goods output. This is especially likely to be true for FDI in infrastructural
sectors such as construction, telecommunications, and transportation. To what extent do
these different channels explain the causality we observe from FDI stocks to trade openness?
A proper answer to this question requires a detailed analysis of the interactions between
FDI and trade openness at the industry or firm level for a wide cross-section of developing
countries. I leave this to future research.
In terms of other avenues for future research that my paper points to, I must highlight
the role of institutions. The main goal of this chapter was to establish and investigate the
correlations between trade openness and FDI liabilities, and I added measures of institutional
quality essentially as a robustness check on these correlations. I found some evidence that
institutions mattered but not in a consistent, robust manner. Given that other authors have
found different results working with different data from mine, the conclusion to be drawn is,
clearly, that more research is required into the precise role of institutions.
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Algeria Mauritius
Argentina Mexico
Bolivia Morocco
Botswana Oman
Brazil Pakistan
Chile Panama
China Paraguay
Colombia Peru
Costa Rica Philippines
Cote d'Ivoire Saudi Arabia
Dominican Republic South Africa
Ecuador Sri Lanka
Egypt Syria
El Salvador Thailand
Guatemala Trinidad & Tobago
India Tunisia
Indonesia Turkey
Israel Uruguay
Jamaica Venezuela
Jordan Zimbabwe
South Korea
Kuwait
Malaysia
Table 5.2 : Data Description & Sources
Variable Description Source
LFDIGDP log FDI/GDP Lane & Milesi-Ferretti (1999)
LPCY log per capita GDP, US $ current WB WDI
LTO log Trade openness (exports + imports WB WDI
as a share of GDP, %)
PICPI Inflation rate in CPI, % WB WDI
PCYGS)D Volatility of real PCY growth, 10 year WB WDI
rolling standard deviation
External Risk measure (see textEXTRISK WB WDI
for description)
REERCOV Volatility of the real exchange rate, IMF IFS
within year coefficient of variation
GADP
REP
EXP Indices of Institutional Quality PRS Group
CORR (see Table 5.3 for description) Knack & Keefer (1995)
ROL
BQ
FOI Financial Openness Index Brune (2004)
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Table 5.3 : Indices of Institutional Quality
Variable Description
This indicator addresses the possibility that foreign businesses, contractors, and consultants
face the risk of a modification in a contract taking the form of a repudiation, postponement,
REP or scaling down due to an income drop, budget cutbacks, indigenization pressure, a change
in government, or a change in government economic and social priorities. Higher scores mean
a lesser likelihood that a country will modify or repudiate a contract with a foreign business.
This variable evaluates the risk outright confiscation and forced nationalization of property.
EXP Higher ratings are given to countries where expropriation of private foreign investment is a
less likely event.
Higher scores indicate high government officials are less likely to demand special payments
CORR of bribes connected with import and export licenses, exchange controls, tax assessment
police protection, or loans
This variable reflects the degree to which the citizens of a country are willing to accept the
established institutions to make and implement laws and adjudicate disputes. Higher scores
ROL indicate sound political institutions, a strong court system, and provisions for an orderly
succession of power. Lower scores indicate a tradition of depending on physical force or
illegal means to settle claims.
High scores indicate an established mechanism for recruitment and training, autonomy from
BQ political pressure, and strength and expertise to govern without drastic changes in policy or
interruptions in government services when governments change.
Average of all the above : Obtained by converting CORR, ROL, and BQ to 10-point scales
GADP (from 6-point scales), summing them with REP and EXP (which are already on 10-point
scales) and then dividing by 10.
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Table 5.4 : Summary statistics (n/a indicates missing data)
1970* 1997
Variable Mean Std. Dev. Min. Max. Mean Std. Dcv. Min. Max.
LFDIGDP 0.95 0.47 -0.16 2.00 1.09 0.38 0.11 1.99
LPCY 2.60 0.34 1.91 3.59 3.40 0.39 2.63 4.25
LTO 1.57 0.30 0.73 2.16 1.79 0.21 1.25 2.27
PICPI 6.07 5.61 -0.68 28.09 9.08 11.21 -0.52 61.91
PCYGSD 4.63 4.84 0.60 28.13 3.44 2.61 0.59 14.95
EXTRISK 5.14 3.35 1.20 16.19 3.62 2.77 0.64 14.31
REERCOV 0.025 0.013 0.014 0.065 0.030 0.029 0.008 0.111
GADP 0.45 0.16 0.18 0.82 0.70 0.07 0.56 0.87
REP 0.52 0.13 0.25 0.75 0.84 0.10 0.6 1
EXP 0.52 0.16 0.15 0.87 0.94 0.08 0.7 1
CORR 0.46 0.23 0 1 0.52 0.14 0.33 0.83
ROL 0.37 0.21 0.17 0.83 0.67 0.15 0.33 1
BQ 0.41 0.23 0.17 1 0.54 0.13 0.33 0.83
FOI 1.54 2.46 0 10 4 3.42 0 10
except for indices of institutional quality (all 1982 on), REERCOV (1980). EXTRISK (1985)
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Table 5.5 : Preliminary regressions, OLS (p-values in brackets)
1 2 3 4 5 6
Dependent variable Log FDI/GDP Log Trade openness
0.73 0.74 0.61
Log Trade Openness
(0.00) (0.00) (0.00)
0.18 0.18 0.08
Log FDI/GDP
(0.00) (0.00) (0.00)
Time Fixed Effects? No Yes Yes No Yes Yes
Country Fixed Effects? No No Yes No No Yes
Observations 1100 1100 1100 1100 1100 1100
R-squared 0.13 0.14 0.79 0.13 0.16 0.89
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Table 5.6 : Preliminary regressions, OLS (p-values in brackets)
1 2
Dependent variable Log FDI/GDP Log Trade Openness
0.53
Log Trade Openness
(0.00)
0.07
Log FDI/GDP
(0.00)
-0.03 -0.10
Log GD1P per capita
(0.72) (0.00)
-0.00 -0.00
Inflation
(0.53) (0.71)
Time Fixed Effects? Yes Yes
Country Fixed Effects? Yes Yes
Observations 1050 1050
R-squared 0.80 0.89
183
Table 5.7 : Baseline + Macroeconomic Volatility, OLS
(p-values in brackets)
First Stage 1 2 3 4 5 6
Dependent Variable Log FDI/GDP Log Trade Openness
-0.08 -0.01 0.10 -0.10 -0.25 -0.10
Log GDP per capita
(0.35) (0.94) (0.39) (0.00) (0.00) (0.11)
-0.00 0.00 0.001 -0.00 -0.00 0.001
Inflation
(0.47) (0.60) (0.04) (0.57) (0.53) (0.05)
0.02 0.01
Output GrowthVolatility
(0.01) (0.01)
0.01 0.004
External risk (0.07) (0.00)
-0.25 -0.13
REER volatility (0.13) (0.32)
Time Fixed Effects? Yes Yes Yes Yes Yes Yes
Country Fixed Effects? Yes Yes Yes Yes Yes Yes
Observations 1057 491 391 1099 503 392
R-squared 0.79 0.88 0.87 0.88 0.95 0.81
0.48 0.77 0.62 0.06 0.08 0.16
Second Stage (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Notes : The last row is to be read as follows. Consider the following three pairings - Columns 1
and 4, 2 and 5, and 3 and 6. Then, the entry in the last row of Column 1 describes the
coefficient from a regression of the residuals obtained from the Column 1 first stage regression
on the residuals obtained from the Column 4 first stage regression. The entry in the last row of
Column 4 describes the coefficient from a regression of the residuals obtained from the Column 4
first stage regression on the residuals obtained from the Column 1 first stage regression. And so on
for the other two column pairings.
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Table 5.8 : Baseline + Institutional Quality, OLS
Dependent Variable : Log FDI/GDP (p-values in brackets)
First Stage 1 2 3 4 5 6
-0.08 -0.05 -0.06 -0.06 -0.05 -0.07
Log GDP per capita
(0.50) (0.66) (0.61) (0.60) (0.69) (0.60)
0.00 0.00 0.00 0.00 0.00 0.00
Inflation
(0.12) (0.12) (0.26) (0.37) (0.24) (0.29)
0.50
GADP
(0.00)
0.17
EXP
(0.05)
0.05
REP
(0.64)
0.20
COR.R
(0.02)
0.36
ROL
(0.00)
0.15
BQ
(0.15)
Time Fixed Effects? Yes Yes Yes Yes Yes Yes
Country Fixed Effects? Yes Yes Yes Yes Yes Yes
Observations 628 628 628 628 628 628
R-squared 0.87 0.87 0.87 0.87 0.87 0.87
0.81 0.82 0.82 0.86 0.79 0.81
Second Stage
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Note : The last row is to be read as follows. The entry in Column 1 of this table reports the
coefficient from a regression of the residuals obtained from the Column 1 first stage
regression in this Table on the residuals obtained from the Column 1 first stage regression
in Table 5.9. And similarly, for the other columns.
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Table 5.9 : Baseline + Institutional Quality, OLS
Dependent Variable : Log Trade Openness (p-values in brackets)
First Stage 1 2 3 4 5 6
-0.21 -0.21 -0.22 -0.21 -0.21 -0.22
Log GDP per capita
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
-0.00 -0.00 -0.00 -0.00 -0.00 -0.00
Inflation
(0.85) (0.88) (0.96) (0.85) (0.82) (0.83)
0.02
GADP
(0.77)
0.01
EXP
(0.78)
0.03
REP
(0.41)
-0.04
CORR
(0.31)
0.02
ROL
(0.62)
0.03
BQ
(0.54)
Time Fixed Effects? Yes Yes Yes Yes Yes Yes
Country Fixed Effects? Yes Yes Yes Yes Yes Yes
Observations 654 654 654 654 654 654
R-squared 0.92 0.92 0.92 0.92 0.92 0.92
0.10 0.10 0.10 0.10 0.10 0.10
Second Stage
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Note : The last row is to be read as follows. The entry in Column 1 of this table reports the
coefficient from a regression of the residuals obtained from the Column 1 first stage
regression in this Table on the residuals obtained from the Column 1 first stage regression
in Table 5.8. And similarly, for the other columns.
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Table 5.10 : Baseline +
(p-values in brackets)
Financial Openness Index, OLS
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First Stage 1 2
Dependent Variable Log FDI/GDP Log Trade Openness
-0.06 -0.10
Log GDP per capita
(0.50) (0.00)
-0.00 -0.00
Inflation
(0.54) (0.74)
0.00 0.01
Financial Openness
(0.82) (0.01)
Time Fixed Effects? Yes Yes
Country Fixed Effects? Yes Yes
Observations 1058 1091
R-squared 0.79 0.88
0.50 0.07
Second Stage
(0.00) (0.00)
Note : The last row is to be read as follows. The entry in Column 1
is the coefficient from a regression of the residuals obtained from the
Column 1 first stage regression on the residuals obtained from the
Column 2 first stage regression. The entry in Column 2 reports the
coefficient from the reverse regression.
Table 5.11 : Baseline +
(p-values in brackets)
Unemployment rate, OLS
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First Stage 1 2
Dependent Variable Log FDI/GDP Log Trade Openness
0.01 -0.23
Log GDP per capita
(0.92) (0.00)
0.00 -0.00
Inflation
(0.83) (0.83)
0.00 -0.01
Unemployment Rate
(0.37) (0.01)
Time Fixed Effects? Yes Yes
Country Fixed Effects? Yes Yes
Observations 427 433
R-squared 0.89 0.92
0.45 0.09
Second Stage
(0.00) (0.00)
Note : The last row is to be read as follows. The entry in Column 1
is the coefficient from a regression of the residuals obtained from the
Column 1 first stage regression on the residuals obtained from the
Column 2 first stage regression. The entry in Column 2 reports the
coefficient from the reverse regression.
Table 5.12 : Baseline + All - I, OLS
(p-values in brackets)
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First Stage 1 2
Dependent Variable Log FDI/GDP Log Trade Openness
-0.04 -0.18
Log GDP per capita
(0.80) (0.01)
0.002 0.001
Inflation
(0.00) (0.00)
Time Fixed Effects? Yes Yes
Country Fixed Effects? Yes Yes
Observations 180 180
R-squared 0.95 0.93
0.09 0.02
Second Stage
(0.65) (0.65)
Note : The last row is to be read as follows. The entry in Column 1
is the coefficient from a regression of the residuals obtained from the
Column 1 first stage regression on the residuals obtained from the
Column 2 first, stage regression. The entry in Column 2 reports the
coefficient from the reverse regression.
Table 5.13 : Baseline + All -II, OLS
Unemployment and Real Exchange Rate volatility dropped
(p-values in brackets)
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First Stage 1 2
Dependent Variable Log FDI/GDP Log Trade Openness
-0.12 -0.30
Log GDP per capita
(0.37) (0.00)
0.00 0.00
Inflation
(0.77) (0.87)
Time Fixed Effects? Yes Yes
Country Fixed Effects? Yes Yes
Observations 462 474
R-squared 0.88 0.95
0.72 0.07
Second Stage (0.00) (0.00)
Note : The last row is to be read as follows. The entry in Column 1
is the coefficient from a regression of the residuals obtained from the
Column 1 first stage regression on the residuals obtained from the
Column 2 first stage regression. The entry in Column 2 reports the
coefficient from the reverse regression.
Table 5.14 : WW Liberalization Dates
Country Liberalization Date
Argentina 1991
Bolivia 1985
Botswana 1979
Brazil 1991
Chile 1976
Colombia 1986
Costa Rica 1986
Cote d'Ivoire 1994
Dominican Republic 1992
Ecuador 1991
Egypt 1995
El Salvador 1989
Guatemala 1988
Israel 1985
Jamaica 1989
Mexico 1986
Morocco 1984
Panama 1996
Paraguay 1989
Peru 1991
Phillippines 1988
South Africa 1991
Sri Lanka 1991
Trinidad & Tobago 1992
Tunisia 1989
Turkey 1989
Uruguay 1990
Venezuela 1996
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Table 5.15 : Number of Bilateral Investment Treaties signed, Source : UNCTAD (2000)
Algeria 1992 - 1, 1993 - 2, 1995 - 1, 1996 - 4, 1997 - 2
Argentina 1992 - 4, 1993 - 7, 1994 - 5, 1995 - 11, 1996 - 7, 1997- 7
Bolivia 1990- 3, 1991 - 1, 1992 - 4, 1994 - 2, 1995 - 3, 1996 - 1, 1997 - 5
Botswana 1997- 1
Brazil 1994- 4, 1995 - 7, 1997- 1
Chile 1991 - 2, 1992 - 1, 1994 - 5, 1995 - 8, 1996 - 13, 1997 - 8
1982 - 1, 1984 - 1, 1985 - 5, 1986 - 6, 1987 - 4, 1988 - 1,
China 1989/90 - 3 each, 1991 - 1, 1992 - 4, 1993 - 8, 1994 - 11,
1995 - 16, 1996 - 9, 1997- 12
Colombia 1994- 3, 1995 - 1
Costa Rica 1966-1, 1982 - 1, 1984 - 1, 1996 - 1, 1997 - 1
Cote d'Ivoire 1995 - 1, 1997 - 2
Dominican Republic 1996 - 1
Ecuador 1966-1, 1969 - 1, 1985 - 1, 1992 - 1, 1995 - 4, 1996 - 4, 1997- 6
1966/74/75/76 - 1 each, 1978 - 6, 1979- 2, 1982/85/88/90- 1 each,
Egypt
1991 - 2, 1992/93 - 3 each, 1994 - 7, 1995 - 3, 1996 - 5, 1997 - 17
El Salvador 1992 - 1, 1996 - 4, 1997 - 2
Guatemala 1996- 1
India 1995 - 4, 1996 - 5, 1997 - 9
1968 - 1, 1971 - 2, 1972/75/76/77 - 1 each, 1990 - 1, 1992 - 1,
Indonesia
1993 - 3, 1994 - 6, 1995 - 7, 1996 - 4, 1997- 10
Israel 1976 - 1, 1985 - 2, 1992 - 3, 1995 - 3, 1996 - 2, 1997- 8
Jamaica 1987/91/92/94 - 1 each, 1995/96/97 - 2 each
192
Table 5.15 (contd.) : No. of BITs signed, Source : UNCTAD (2000)
Jordan 1977 - 2, 1979/80/92/93 - 1 each, 1995 - 2, 1996 - 3, 1997 - 4
1967- 1, 1971 - 1, 1975 - 2, 1976 - 2, 1979/80/85 - 1 each, 1988 - 2,
S. Korea.
1989/90-93 - 3 each, 1994 - 5, 1995 - 4, 1996 - 8, 1997 - 9
1966 - 3, 1973 - 1, 1980 - 1, 1986 - 2, 1987/90/91 - 1 each,
Kuwait
1992- 2, 1993- 2, 1994- 1, 1996- 3, 1997- 4
Malaysia 1963/72/76/78/79/82/84/86- 1 each, 1987- 2, 1988 - 2, 1989- 1,
1990 -2, 1992 -5, 1993 -1, 1994 -7, 1995 -10, 1996 -7, 1997 -6
Mauritius 1973 - 1, 1974 - 1, 1986 - 1, 1997- 4
Mexico 1996 - 2
Morocco 1967/68/76 - 1 each, 1978 - 2, 1979/80/81/82 - 1 each,
1990 - 4, 1991 - 3, 1992 - 1, 1994/95/96 - 3 each, 1997 - 5
Oman 1985/86/89/91/95 - 1 each, 1996- 3, 1997- 3
Pakistan 1962/79/81/84/86/89 - 1 each, 1990 - 2, 1992 - 1,
1995 - 3, 1996- 7, 1997- 8
Panama 1985 - 3, 1989/91/92/96 - 1 each, 1997 - 5
1976 - 1, 1980 - 1, 1992 - 4,1993 - 3,1994 - 2,
Paraguay
1995 - 2, 1996 - 1, 1997- 2
Peru 1991 - 1, 1993 - 1, 1994 - 5, 1995 - 9, 1996 - 6, 1997- 3
Phillippines 1976/81/87/92 - 1 each, 1993 - 2, 1994- 1,
1995 - 3, 1996 - 6, 1997- 3
Saudi Arabia 1992/96/97 - 1 each
South Africa 1995- 1
1966 -1, 1980 - 3, 1982 - 5, 1984 - 1, 1985 - 3, 1987- 2,Sri Lanka
1990/93/95- 1 each, 1996- 2,1997- 1
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Table 5.15 (contd.) : No. of BITs signed, Source : UNCTAD (2000)
Syria 1978/79/80/93 - 1 each, 1996 - 3, 1997 - 3
Thailand 1965/73/79/85/86/88/89/90 - 1 each, 1991- 
3,
1992/93/94/95 -1 each, 1996 - 4, 1997 - 2
Trinidad & Tobago 1993 - 1, 1996 - 3
1964/66 - 2 each, 1972 - 1, 1973 - 2, 1975/84/85 - 1 each,
Tunisia 1986 - 2, 1987- 1, 1989/90/91/92 
- 2 each,
1993 - 5, 1994 - 3, 1994 - 4, 1996 -2, 1997 - 4
1965 - 1, 1986 - 1, 1990 - 5, 1992/93 - 4 each,
Turkey
1994 - 5, 1995/96 - 7 each, 1997 - 11
1976/85/90 - 1 each, 1991 -4, 1992/93 - 1 each,Uruguay
1994 -2, 1995/96 - 1 each, 1997- 7
Venezuela 1990/93/94 - 1 each, 1995 - 6, 1996 - 5, 1997 - 4
Zimbabwe 1994/95/96/97 - 2 each
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Table 5.16 : Instrument for Trade Openness
Dependent Variable : Log FDI/GDP
(Countrv Fixed Effects included. D-values in
Log GDP per capita
Log Trade Openness
Inflation
Obs.
R-squared
0.16
(0.12)
0.50
(0.00)
-0.00
(0.60)
744
0.73
First Stage
Log GDP per capita
Inflation
TRADELIBWW
BITSTOCK
Obs.
F-statistic
-0.29
(0.00)
-0.00
(0.46)
0.04
(0.00)
0.004
(0.00)
744
82.68
Second Stage
Log GDP per capita
Log Trade Openness
Inflation
BITSTOCK
Obs.
R-squared
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brackets)
OLS
0.02
(0.94)
0.31
(0.72)
0.00
(0.97)
0.02
(0.00)
744
0.77
I
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Table 5.17 : Instrument for FDI
Dependent Variable 
: Log Trade Openness
(Country Fixed Effects 
included p-values 
in brackets)
Log GDP per capita
Log FDI/GDP
Inflation
Obs.
R-squared
-0.27
(0.00)
0.08
(0.00)
-0.00
(0.25)
744
0.86
First Stage
Log GDP per capita
Inflation
BITSTOCK
TRADELIBWW
Obs.
F-statistic
-0.07
(0.35)
-0.00
(0.97)
0.02
(0.00)
0.01
(0.64)
744
42.18
Second Stage
Log GDP per capita
Log FDI/GDP
Inflation
TRADELIBWW
Obs.
R-squared
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OLS
-0.28
(0.00)
0.18
(0.02)
-0.00
(0.60)
0.04
(0.00)
744
0.86
C I
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Table 5.18 : TPR liberalization dates*
Country Liberalization Date Source Match with WW date?
Argentina 1988 TPR No
Brazil 1991 TPR Yes
Chile 1976 SPT Yes
Colombia 1991 SPT No
Costa Rica 1990 SPT No
Cote D'Ivoire 1994 TPR Yes
Dominican Republic 1992 SPT Yes
Ecuador 1991 SPT Yes
El Salvador 1989 TPR Yes
India 1991 SPT n/a
Indonesia 1986 SPT n/a
Jamaica 1985 TPR No
S. Korea 1990 SPT n/a
Malaysia 1988 SPT n/a
Mauritius 1985 TPR n/a
Mexico 1986 SPT Yes
Morocco 1984 SPT Yes
Pakistan 1991 SPT n/a
Paraguay 1989 SPT Yes
Peru 1991 TPR Yes
Phillippines 1986 SPT No
Sri Lanka 1990 SPT No
Thailand 1986 SPT n/a
Trinidad & Tobago 1992 TPR Yes
Tunisia 1989 SPT Yes
Uruguay 1985 SPT No
Vcnezuela 1991 SPT No
* n/a indicates that the WW dates were either before 1970 or after 1997. so they were not in the WW 28
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Table 5.19 : Instrument for Trade Openness
Dependent Variable : Log FDI/GDP
(Country Fixed Effects 
included p-values 
in brackets)
OLS
IV
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0.08
Log GDP per capita
(0.23)
0.27
Log Trade Openness
(0.00)
-0.001
Inflation
(0.23)
Obs. 721
R-squared 0.88
First Stage
-0.11
Log GDP per capita
(0.00)
-0.00
Inflation
(0.18)
0.05
TRADELIBTPR
(0.00)
0.002
BITSTOCK
(0.01)
Obs. 721
F-statistic 129.54
\ ....... S . .. . . . . .. . . . . .. . . . . . . . .
Second Stage
-0.07
Log GDP per capita
(0.53)
-0.32
Log Trade Openness
(0.68)
-0.001
Inflation
(0.18)
0.01
BITSTOCK
(0.01)
Obs. 721
R-squared 0.91
Table 5.20 : Instrument for FDI/GDP
Dependent Variable : Log Trade Openness
(Country Fixed Effects included, p-values in brackets)
OLS
IV
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-0.09
Log GDP per capita
(0.00)
0.07
Log FDI/GDP
(0.00)
-0.00
Inflation
(0.28)
Obs. 721
R-squared 0.91
First Stage
-0.03
Log GDP per capita
(0.55)
-0.001
Inflation
(0.00)
0.01
BITSTOCK
(0.00)
-0.02
TRADELIBTPR
(0.53)
Obs. 721
F-statistic 94.99
Second Stage
-0.10
Log GDP per capita
(0.00)
0.32
Log FDI/GDP
(0.07)
0.00
Inflation
(0.83)
0.05
TRADELIBTPR
(0.00)
Obs. 721
R-squared 0.89
