Abstract. In this paper we present a new tool to measure the efficiency of evolutionary algorithms by storing the whole searched space of a run, a process whereby we gain insight into the number of distinct points in the state space an algorithm has visited as opposed to the number of function evaluations done within the run. This investigation demonstrates a certain inefficiency of the classical mutation operator with mutation-rate 1/l, where l is the dimension of the state space. Furthermore we present a model for predicting this inefficiency and verify it empirically using the new tool on binary constraint satisfaction problems.
Introduction
Genetic operators are often taken for granted: they are used without knowledge of the statistical properties behind the process. For almost every operator it is very difficult to analytically determine its properties. In most cases doing some quick runs with a choice of favourite operators seems sufficient to produce a satisfactory result. Unfortunately this lack of knowledge may result in lower performance in the final algorithm.
As an evolutionary algorithm is developed it grows, and at the same time its complexity increases. When its development has finished, its creator starts a quest for the most efficient parameters. This optimisation problem is in principle unsolvable, but it is also necessary as many (even most) parameter settings are unreasonable or lead to an inefficient algorithm.
In the optimisation process we need to take measurements that somehow reflect the efficiency of the algorithm. Furthermore, due to stochastic differences we need to do multiple runs with each setting of parameters. Measurements on these experiments are often restricted to the accuracy, i.e., the percentage of times a solution is found within a time limit, and to the speed, i.e., the average number of evaluations it takes to find a solution. Although these properties are probably seen as most important by end users, they do not tell the developer much about what is going on inside. In general, we would like to gain insight into what is actually going wrong-especially when a system does not live up to expectations.
Here we propose a tool that provides a developer or a researcher with some insight into the process of an algorithm that is searching for a solution. This tool also aids in the verification of models of simplified evolutionary algorithms, of which we show an example.
In the next section we shall define the searched space (as opposed to the search space) of an evolutionary algorithm. Then, in Section 3, we define a mutation operator. In Section 4 we model the chance that this operator will produce unchanged copies and verify this model empirically in Section 5. Section 6 elaborates on the use of the tool in experiments on binary constraint satisfaction. We finish with conclusions in Section 7.
The Searched Space
When an evolutionary algorithm is performing its search, it generates candidate solutions. In essence, these are points from the whole possible state space 1 . When working with discrete domains we can define this state space in terms of the alphabet D = {d 1 , . . . , d m } and the number of variables l, also known as the chromosome length. Definition 1. State space: The total state space an evolutionary algorithm is able to search in is defined as
Evolutionary algorithms are stochastic optimisation tools, which means that a solution might not be found. The only proof of global convergence to a solution is made under the assumption that we have unlimited time [4] . Thus for practical reasons a limit is always set on the execution time of an evolutionary algorithm, most often in the form of a maximum number of evaluations. This maximum directly provides an upper bound to the number of points of the state space we are able to visit. In reality, however, evolutionary algorithms in discrete domains tend to visit less points than the maximum they are allowed to. Definition 2. Searched space of an algorithm: The searched space S ⊂ M is the set of points taken from the state space that is visited by a particular evolutionary algorithm during a run.
Insight into the searched space of an algorithm might help us in evaluating its performance. For instance, if the size of the searched space is one then the algorithm has only visited one point of the state space. Except if it found the solution in the first guess this is generally not what we want. At the other extreme, if an algorithm's searched space is just as large as the number of evaluated points in the state space, we could argue that it has fully used its potential. Nevertheless, in the case of an evolutionary algorithm, this is most probably not what we would get, as such population-based algorithms tend to lose population diversity: that is, the individuals in a population will become more alike as the number of evaluations increases. To measure this we introduce resampling ratio: Definition 3. Resampling ratio: First we define a revisit as a point in the state space that we have seen before, i.e., it is already present in the searched space. The resampling ratio is defined as the total number of revisits in a run divided by the total number of evaluations in the same run: resampling ratio = revisits/evaluations.
Of course due to its stochastic nature, an evolutionary algorithm has many searched spaces. With a probability extremely close to one, for every run with a different setting of the random number generator, another searched space is produced. It is not the precise content of the searched space we examine here, but its size related to the total number of evaluations performed.
Mutation k/l
A well known way of mutating chromosomes over a discrete alphabet is by changing every gene of the chromosome with some fixed probability p mutation = k/l. This probability is often fixed by k = 1 because of both theoretical and empirical evidence that show this is a near optimal setting for the mutation rate for many problems with m = 2 [2, 7] .
The mutation operator is shown in Algorithm 1. For every gene in the chromosome a dice is thrown with l sides. If it shows a value equal or lower than k we generate a new value for the gene by drawing a value uniform randomly from the alphabet minus the current value. This way we make sure that a different value will be chosen.
Algorithm 1 Mutation operator with probability k/l
To test and analyse the mutation operator we need to embed it in an evolutionary algorithm. Eventually we want to analyse the behaviour of the whole algorithm. As this behaviour is influenced by probabilities we will need to keep things as simple as possible. For this reason we will retain from solving a problem. Consequently no selection is performed as we have no fitness to optimise. As we select nothing we can do without a population, or in other words we use a population size of one and replace its only member in every generation with its offspring generated by the mutation operator. The whole process is written down in Algorithm 2. The lack of a selection procedure makes this algorithm not qualified to be categorised as an evolutionary algorithm. However, we would like to point out here that the resampling ratio will become only higher if a selection process is added. During the run we take two important measurements; the number of evaluations and the number of revisits. The set C symbolises the searched space so far created by the evolutionary algorithm, it contains every unique point that we have generated so far. Using this we can calculate the resampling ratio as revisits/evaluations or, alternatively, as (|C| − evaluations)/evaluations.
A Simple Model
We show how the resampling ratio can be predicted for the algorithm in the previous section by using the conjecture that all of the revisited points are caused by the mutation operator producing unchanged individuals. That is resampling ratio = P (mutate(c) = c).
Examining Algorithm 1 we can calculate the probability that chromosome c is not changed. Every gene c[i] we look at in turn has an independent chance of being changed.
Thus we can multiply every probability of a gene not being changed to get the probability P (chromosome unchanged). We are left with calculating that one gene is unchanged. Whenever the mutation operator decides to change a gene it makes sure the gene gets a different value. Therefore, we need only consider the chance the gene is left unchanged.
If we plot (1) against the length of the chromosome and setting k = 1 and m = 16 we get Figure 1 . It shows that the chance of not changing converges to approximately 0.37 when l increases. We can further show this convergence by looking at the limit when l approaches infinity:
For a mutation rate of 1/l we have k = 1 and that leads to:
which is very high. We propose to use a rate that allows less than 1% of unchanged chromosomes which we can achieve with k = 5 when l is large or a bit lower for smaller values of l.
Verifying the Simple Model
We want to verify our model from Section 4 by simulating the algorithm presented in Section 3. We vary the chromosome length over 2, . . . , 16 and let the algorithm run for 10,000 evaluations, setting k = 1 and m = 16. For every setting we do 25 independent runs with different random seeds. If we plot the measured resampling ratio we get Figure 1 in which we see that indeed the number of revisited points in terms of ratio to the searched space approaches 0.37 when l increases. The error between the model and the measured values is quite low for a chromosome length higher than four.
The general outline of the figure corresponds with our model presented earlier except for small chromosome lengths. This behaviour can easily be explained if we examine the size of the state space in relation to the size of the searched space, as depicted in Figure 2 . When the values for chromosome length become too small the size of the state space will become smaller than the number of generated points, which inevitably leads to more revisited points.
As a second test we fix m and l at 16 and vary the mutation rate p mutation = k/l. We perform tests with k = 1, . . . , 5 where for every setting of k we do 25 independent runs. Figure 2 shows the resampling ratio together with two estimations using our model (almost a perfect fit) and using the limit our model converges to.
Practical Evidence with CSPs
To test our hypothesis of a negative influence of the mutation rate when it is too small, we do a number of experiments on binary constraint satisfaction problems. We shall look at the behaviour of the performance and accuracy of an evolutionary algorithm when trying to solve increasingly difficult problems. We do eight experiments where we test all combinations of crossover on/off, parent selection on/off and survivor selection on/off. Each experiment will be repeated with five different mutation rates to examine the impact of k.
Constraint satisfaction problems (csps) form a class of models representing problems that have as common properties, a set of variables and a set of constraints. The variables should be instantiated from a discrete domain while making sure the constraints that restrict certain combinations of variable instantiations to exist, are satisfied. Examples of csps are k-graph colouring, 3-sat and n-Queens.
In general, a csp has a set of constraints where each constraint can be over any subset of the variables. Here, we focus on binary csps: a model that only allows constraints over a maximum of two variables. At first, this seems a restriction, but Tsang has shown [8] this is not the case proving that any csp can be rewritten to a binary csp. Solving the general csp corresponds then to finding a solution for the binary form.
The last ten years many different approaches have been tried to solve constraint satisfaction problems using evolutionary algorithms. These include heuristics [3] , adaptive schemes [5] and local search operators [6] . Here we fall back on the simplest approach, that is, an integer representation where each gene corresponds to one variable in the csp. The gene can take any value from the variable's domain.
Our experiments consist of running our evolutionary algorithm with the features in Table 1 on a set of randomly created instances of binary csps. The table shows two selection steps, parent selection and survivor selection. The first is used to determine who is to be subjected to the genetic operators, while the second determines who is allowed to go to the next generation. These problem instances are created such that some are more difficult to solve than others. We create the test suite using the RandomCsp library [9] and choose Model E [1] as the process whereby the instances are constructed. The difficulty of the problem instances created by this process is controlled using a parameter p.
To verify the influence of different features of our evolutionary algorithm we perform eight experiments, where in each experiment we test five different mutation rates. Each test consists of many runs on many problem instances. Such a test is performed in a manner that gives insight into the behaviour of the algorithm when we use it to solve increasingly more difficult constraint satisfaction problems.
We use the same number of variables (l = 15) and the same domain size (m = 15) for each problem instance, which provides a state space with a size of 15 15 . The parameter p determines the difficulty of an instance, which gives an overbounded estimate of the ratio of conflicts in an instance. It is varied from 0.10 to 0.38 2 in steps of 0.02, thereby increasing the difficulty of finding solutions. At every step we create 25 instances and we let the evolutionary algorithm do 10 independent runs on each instance. This totals the number of runs for each experiment to 5 mutation-rates * 15 steps * 25 instances * 10 runs = 18, 750 runs. During each run we measure the success rate and the resampling ratio. We present averages of these measures per experiment per setting of the mutation rate. The preceding figures are presented as follows: every row is one experiment, with two graphs, the average success rates and the average resampling ratio. Every figure contains five plots, one for each of the mutation rate settings p mutation = k/l.
In two experiments the success rate drops to zero at p = 0.18, both of these have no selection methods. We leave out the results of these experiments, but we mention a difference between the resampling ratio in both experiments. With crossover the resampling ratio drops to zero for all settings of k, while without crossover we get the values predicted by the simple model.
The four experiments that have survivor selection show good performance in success rate. In all of these the best mutation rates are either k = 3 or k = 4. Using (1) and the fact that l = 15 we know that P (chromosome unchanged) is 0.0352 and 0.0095 for these two settings of k, very close to our hypothesis.
When using parent selection and not using survivor selection, the best mutation rate is k = 1. Furthermore, performance drops significantly when k is increased. The effect of crossover is mainly visible where we only have parent selection. There it considerably boosts performance on success rate. At the same time we witness a very low resampling ratio.
Whenever we see a good performance in success rate, we measure a low resampling ratio. However, when we look at the experiment with crossover and without any selection, we observe a low resampling ratio, but a very poor performance in success rate.
Conclusions
We have presented a simple measuring tool that measures independently of the evolutionary algorithm or any other algorithm that works by a repeated process of generating points in the state space. Using this tool and a theoretical model we have analysed a well known standard mutation strategy, moreover we have found that this strategy might lead to inefficient behaviour in a simplified evolutionary algorithm without selection.
To test our tool's usefulness in practical environments, we have performed a study on solving binary constraint satisfaction problems. Here the outcome is that selection and mutation rate, when wrongly balanced, can have a devastating effect on the performance. If the selection is strong and the mutation rate too weak, we observe a high resampling ratio, which means that only few points in the state space have been generated. This is a good indication of what is causing the low performance.
Although the resampling ratio might be a good way of explaining what goes wrong, it is not suitable for detecting when we may expect good performance. Thus maintaining a healthy resampling ratio is not a guarantee for a successful evolutionary algorithm in itself.
