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We study numerically the onset of chaos and thermalization in the Banks-Fischler-Shenker-
Susskind (BFSS) matrix model with and without fermions, considering Lyapunov exponents, entan-
glement generation, and quasinormal ringing. We approximate the real-time dynamics in terms of
the most general Gaussian density matrices with parameters which obey self-consistent equations of
motion, thus extending the applicability of real-time simulations beyond the classical limit. Initial
values of these Gaussian density matrices are optimized to be as close as possible to the thermal
equilibrium state of the system. Thus attempting to bridge between the low-energy regime with a
calculable holographic description and the classical regime at high energies, we find that quantum
corrections to classical dynamics tend to decrease the Lyapunov exponents, which is essential for
consistency with the Maldacena-Shenker-Stanford (MSS) bound at low temperatures. The entangle-
ment entropy is found to exhibit an expected “scrambling” behavior - rapid initial growth followed
by saturation. At least at high temperatures the entanglement saturation time appears to be gov-
erned by classical Lyapunov exponents. Decay of quasinormal modes is found to be characterized
by the shortest time scale of all. We also find that while the bosonic matrix model becomes non-
chaotic in the low-temperature regime, for the full BFSS model with fermions the leading Lyapunov
exponent, entanglement saturation time, and decay rate of quasinormal modes all remain finite and
non-zero down to the lowest temperatures.
I. INTRODUCTION
Our understanding of quantum chaos has significantly
advanced in recent years due to numerous correspon-
dences between chaotic systems and black holes. In
particular, it was argued that physical systems which
are holographically dual to black holes are maximally
chaotic, with the Sachdev-Ye-Kitaev (SYK) model [1, 2]
and the Banks-Fischler-Shenker-Susskind (BFSS) model
(supersymmetric matrix model) [3–5] being notable ex-
amples on the quantum field theory (QFT) side. More
generally, matrix quantum mechanics provides a rather
generic system for studying quantum chaos [6–8]. De-
spite this progress, many questions remain open. First
of all, except for the SYK model, there is no demonstra-
tion of maximal chaos from the QFT side. The mech-
anism which leads to fast apparent thermalization of
quark-gluon plasma produced in heavy-ion collisions [9–
14], which may be related to maximally chaotic features
of holographic QFT, has not been understood either. Ob-
viously, for real QCD which should describe this pro-
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cess, holographic duality is not directly applicable. These
problems motivate the development of numerical meth-
ods for studying quantum real-time dynamics of gauge
theories [15–17].
Quantum chaos can be described quantitatively in
terms of the exponential growth of the out-of-time-order
correlators (OTOCs)
C (t) =
〈[
Wˆ (t) , Vˆ (0)
]2〉
∼ exp (2λLt) (1)
of suitable operators Wˆ , Vˆ [18–20]. In the semiclas-
sical regime, the growth of OTOCs (1) is governed by
the leading classical Lyapunov exponent λ0L of a system:
C (t) ∼ exp (2λ0Lt), at sufficiently large t.
Exponential growth of OTOCs has to be contrasted
with the time dependence of the conventional time-
ordered correlators G (t) = 〈Tr
(
Wˆ (t) Vˆ (0)
)
〉, which
are related to dissipative transport responses. Such time-
ordered correlators typically exhibit exponentially decay-
ing oscillations characterized by complex-valued quasi-
normal frequencies [21], the so-called quasinormal ringing
[22].
While in classical systems Lyapunov exponents can
be arbitrarily large, a universal Maldacena-Stanford-
2Shenker (MSS) bound1
λL ≤ 2πT (2)
on the coefficient of exponential growth of out-of-time-
order correlators (1) can be derived in quantum theory
under some mild assumptions based on analyticity prop-
erties of the OTOCs [20]. This bound is expected to be
saturated by physical systems which admit holographic
dual description in terms of a black holes in weakly cou-
pled gravity (i.e. large-N , strong coupling limit of holo-
graphic QFT). This could be explicitly demonstrated in
the SYK model [2], which is expected to be holographi-
cally dual to a nearly extremal black hole near zero tem-
perature [1, 2].
The Banks-Fischler-Shenker-Susskind (BFSS) model
[3–5], obtained by reducing the 9 + 1-dimensional super-
symmetric Yang-Mills theory down to 0 + 1 dimensions,
has a significantly richer dynamics than the SYK model
and also admits a well-defined dual holographic descrip-
tion [23] in terms of black zero brane in the type IIA
superstring theory. The BFSS model is also expected
to saturate the MSS bound (2) in the strong-coupling
regime at sufficiently low temperature; actually this is
the first model in the literature which has been con-
jectured to be a “fast scrambler” [8]. While the BFSS
model is known to be classically chaotic and various as-
pects near the classical limit have been studied [24–33],
so far not much is known about its real-time dynamics
in the quantum regime because of the absence of suitable
first-principle methods for real-time evolution of many-
body quantum systems. Note that, for exactly solvable
O (N) vector models at large N , the quantum Lyapunov
exponents are parametrically suppressed as λL ∼ T/N
[34, 35].
Quantum entanglement between different degrees of
freedom offers a complementary language for a quanti-
tative description of quantum chaos. It is expected that
for strongly interacting chaotic systems all degrees of
freedom become highly entangled under quantum evo-
lution [8, 36], even if the initial state is a direct prod-
uct |Ψ〉 = |ΨA〉 ⊗ |ΨB〉 of states |ΨA〉 and |ΨB〉 of
subsystems A and B. The entanglement entropy is ex-
pected to exhibit a rapid growth at early times followed
by saturation at late times, when the system has al-
ready “scrambled” the information contained in subsys-
tem states |ΨA〉 and |ΨB〉 [8, 37]. In the semiclassi-
cal approximation, the growth rate of entanglement en-
tropy at early times is determined by the classical Lya-
punov exponents [38, 39]. However, beyond the semiclas-
sical approximation the relation between Lyapunov expo-
nents and growth of entanglement entropy could only be
demonstrated for quadratic (or approximately quadratic)
Hamiltonians [38–40] and for models with discrete time
evolution [37].
1 We have set ~ = 1 and kB = 1.
In this paper we report on numerical studies of quan-
tum corrections to the real-time dynamics of the thermal
states of the BFSS model and its bosonic sector (bosonic
matrix model), addressing in particular quantum correc-
tions to Lyapunov exponents, the relation between Lya-
punov exponents and entanglement entropy generation,
and quasinormal ringing. We find that quantum correc-
tions from the bosonic sector of the model tend to make
the system less chaotic and less dissipative, whereas the
contribution of Majorana fermions works in the oppo-
site direction. The characteristic Lyapunov time, entan-
glement saturation time and decay time of quasinormal
ringing become very long for the bosonic matrix model at
sufficiently low temperatures, which roughly correspond
to the confinement regime [41, 42]. In contrast, for the
full BFSS model with fermions these characteristic time
scales remain finite even at the lowest energy accessible in
our simulations. While at low temperatures at which the
MSS bound is expected to be saturated our approxima-
tion is most likely too crude to capture the full dynamics
of the model, our results suggest that quantum correc-
tions from bosonic and fermionic sectors work in a way
which is consistent with the MSS bound at lower tem-
peratures, and which evades the naive violation of MSS
bound by classical Lyapunov exponents λ0L ∼ T 1/4 [27]
at sufficiently small T .
We further demonstrate that the characteristic satu-
ration time for the entanglement entropy is in general
shorter than the Lyapunov time τL ≡ λ−1L defined by
the leading Lyapunov exponent λL. It appears to be
governed by the classical, rather than quantum, leading
Lyapunov exponent. The characteristic decay time of
quasinormal ringing is found to be the shortest timescale
of all.
In order to simulate the real-time dynamics of the
BFSS model, we approximate the density matrix of the
system by the most general Gaussian function with time-
dependent parameters which obey self-consistent equa-
tions of motion. Such an approach, which we will refer
to as the Gaussian state approximation, is closely re-
lated to the semiclassical approximation [43, 44], and is
extensively used in the context of quantum chemistry
[43, 45]. For interacting many-body systems which ad-
mit a second-quantized QFT description, such as e.g.
the tight-binding description of electron gas in solids,
time-dependent Gaussian state approximation for QFT is
equivalent to the time-dependent Hartree-Fock approxi-
mation (see e.g. Chapter 12 of [46]) for the first-quantized
many-body Hamiltonian. For fermionic fields interacting
with classical gauge fields, this approximation is equiv-
alent to the classical-statistical field theory (CSFT) ap-
proximation which is by now a standard tool to study
real-time dynamics of fermions interacting with highly
occupied soft modes of gauge fields [17]. An important
property of the Gaussian state approximation is that it
evolves pure states into pure states (see Appendix C for
the proof), which allows to study quantum entanglement
in a consistent way.
3As discussed in [47, 48], for classically chaotic systems
the Gaussian state approximation, surprisingly, works
even better than for systems which exhibit regular clas-
sical motion, and rather accurately describes the quan-
tum evolution at the time scales of order of the classical
Lyapunov time. Only some subtle late-time phenomena
such as the wave-packet revival are not captured [49]. In
[50] we have also compared the Gaussian state approxi-
mation with the numerical solution of Schro¨dinger equa-
tion for a simple classically chaotic Hamiltonian with two
bosonic degrees of freedom [51] which closely resembles
the bosonic matrix model, and found a good agreement
for evolution times t ≤ 2/λ0L less than approximately two
Lyapunov times in both quantum and classical regimes.
These observations suggest that the Gaussian state ap-
proximation should be at least qualitatively accurate for
the description of real-time thermalization at time scales
comparable with the classical Lyapunov time.
In the context of BFSS model, one of the limitations of
the Gaussian state approximation is that the gauge sym-
metry constraints cannot be fully respected. As a con-
sequence, our simulations correspond to the ungauged
version of the BFSS or bosonic matrix models, where
no gauge constraints are imposed on the state vectors.
Fortunately, the differences between the gauged and un-
gauged models appear to be minor at least at low temper-
atures, as conjectured recently in [52] and demonstrated
numerically in [41]. Yet another argument in favor of ac-
curacy of the Gaussian state approximation is that, as
we will demonstrate, it reproduces the numerical results
for the equation of state of the ungauged bosonic matrix
model [41] within a few percent accuracy all the way from
low to high temperatures.
We start our discussion in Section II by briefly review-
ing the BFSS model and setting up the notations to be
used in the rest of the paper. In Section III we explain the
Gaussian state approximation for the real-time dynamics
of the BFSS model. This approximation is rather gen-
eral and can be easily extended to other models which
admit Hamiltonian formulation. In Section IV we dis-
cuss the initial state used in our simulations, which we
require to resemble the thermal equilibrium state as close
as possible. In Section V we present our numerical re-
sults. In Subsection VA we demonstrate that quantum
corrections make Lyapunov exponents smaller than in the
classical system, thus being in agreement with the MSS
bound (2). We also clarify the relation of our results to
out-of-time order correlators of the form (1). In Subsec-
tion VB we study real-time evolution of entanglement
entropy and discuss the relation between entanglement
generation and Lyapunov exponents. In Subsection VC
we consider quasinormal ringing and the temperature de-
pendence of complex-valued quasinormal frequencies. In
the concluding Section VI we summarize our findings and
outline some directions for further work. Technical de-
tails of our simulations are described in several Appen-
dices.
II. A BRIEF REVIEW OF THE BFSS MODEL
In this paper we use the following representation of the
Hamiltonian of the BFSS matrix model [3]:
Hˆ =
λ
2N
Pˆ ai Pˆ
a
i +
N
4λ
CabcCadeXˆ
b
i Xˆ
c
j Xˆ
d
i Xˆ
e
j
+
i
2
Cabcψˆ
a
α σ
αβ
i Xˆ
b
i ψˆ
c
β . (3)
In this expression and throughout the paper we use the
following notations and conventions:
• Xˆai and Pˆ ai are canonically conjugate bosonic co-
ordinate and momentum operators with commuta-
tion relations
[
Xˆai , Pˆ
b
j
]
= iδabδij , which have di-
mensions of (Mass) and (Mass)
−1
, respectively.
This is a natural convention becauseXai correspond
in fact the components of the gauge field vector in
(9 + 1)-dimensional super-Yang-Mills theory.
• The indices i, j, k, . . . = 1 . . . 9 label the d = 9
spatial coordinates.
• The indices a, b, c, . . . = 1 . . .N2 − 1 label the ele-
ments of the su (N) Lie algebra - that is, the alge-
bra of traceless Hermitian N ×N matrices.
• Cabc = −iTr (Ta [Tb, Tc]) are the structure con-
stants of the su (N) Lie algebra, with the gener-
ators Ta normalized as Tr (TaTb) = δab.
• λ is the t’Hooft coupling constant which is kept
fixed when taking the large-N limit. The standard
’t Hooft limit is realized by scaling the energy to
be of order N2 as N → ∞. λ has a dimension of
(Mass)3, and without loss of generality we can set
it to unity by expressing all dimensionful quantities
in units of λ1/3: Xˆai → λ1/3Xˆai , Pˆ ai → λ−1/3Pˆ ai ,
Hˆ → λ1/3Hˆ .
• ψˆaα =
(
ψˆaα
)†
are the dimensionless Majorana
fermionic operators with anti-commutation rela-
tions
{
ψˆaα, ψˆ
b
β
}
= δabδαβ . The indices α, β, . . . run
from 1 to 16. They correspond to the 16 elements of
Weyl-Majorana spinors in D = (9 + 1) dimensions
before dimensional reduction.
• σαβi , i = 1 . . . 9 are the d = 9-dimensional analogues
of the Pauli matrices, which are traceless, real, sym-
metric 16×16matrices with anti-commutation rela-
tions σiσj+σjσi = 2δij (see Appendix E for explicit
construction and useful identities).
A nice summary of formulae for the BFSS model can be
also found e.g. in [53].
Getting rid of explicit Lie algebra indices and treating
Xˆi and ψˆα as N × N Hermitian traceless matrices, we
4can also write the Hamiltonian (3) as
Hˆ =
1
2N
Tr Pˆ 2i −
N
4
Tr
[
Xˆi, Xˆj
]2
+
σαβi
2
Tr
(
ψˆα
[
Xˆi, ψˆβ
])
, (4)
where the commutators and traces are understood as
operations on N × N matrices, rather than quantum-
mechanical traces, and the t’Hooft coupling λ is already
set to unity.
The representation (4) makes it obvious that the
Hamiltonian (3) is invariant under the simultaneous uni-
tary similarity transformations of all the matrices Xi, Pi
and ψaα, which are generated by the operator
Jˆa = CabcXˆ
b
i Pˆ
c
i −
i
2
Cabcψˆ
b
αψˆ
c
α (5)
acting as
[
Jˆa, Oˆb
]
= iCabcOˆc on any operator Oˆ
a which
transforms under the adjoint representation of SU (N),
e.g. Xˆai , Pˆ
a
i , ψˆ
a
α. This symmetry is a remnant of the
gauge symmetry of the (9 + 1) dimensional super-Yang-
Mills theory, from which the BFSS Hamiltonian (3) can
be obtained by dimensional reduction. Correspondingly,
the physical Hilbert space is defined by imposing the con-
straint Jˆa |Ψ〉 = 0 on physical states.
On the space of physical states defined by Jˆa |Ψ〉 = 0
the BFSS Hamiltonian (3) also commutes with N = 16
supersymmetry generators
Qˆα = Pˆ ai σ
αβ
i ψˆ
a
β −
N
4
CabcXˆ
b
i Xˆ
c
j σ
αβ
ij ψˆ
a
β, (6)
where σij ≡ σiσj − σjσi.
III. GAUSSIAN STATE APPROXIMATION FOR
THE REAL-TIME DYNAMICS OF THE BFSS
MODEL
In this section, we explain how the Gaussian state ap-
proximation is obtained by truncating the full equations
of motion (Heisenberg equations) ∂tOˆ = i
[
Hˆ, Oˆ
]
for the
canonical coordinate operators Xˆai , Pˆ
a
i and ψˆ
a
α:
∂tXˆ
a
i =
1
N
Pˆ ai , (7a)
∂tPˆ
a
i = −N CabcCcdeXˆbj Xˆdi Xˆej −
i
2
Cbacσ
αβ
i ψˆ
b
αψˆ
c
β , (7b)
∂tψˆ
a
α = CabcXˆ
b
i σ
αβ
i ψˆ
c
β . (7c)
Averaging these equations of motion over some den-
sity matrix, we can express the time derivatives of the
expectation values 〈 Xˆai 〉 and 〈 Pˆ ai 〉 in terms of equal-
time correlators of up to three operators Xˆ, Pˆ and/or
ψˆ. The equations of motion for these correlators would
include correlators with even larger number of operators,
and we would obtain an infinite hierarchy of equations
similar to the Schwinger-Dyson equations which cannot
be treated neither numerically nor analytically without
further approximations.
In order to obtain a treatable approximation to the
full Heisenberg equations (7) which involves only a
finite number of variables, let us restrict the time-
dependent density matrix 〈X,ψ| ρˆ |X ′, ψ′〉 to be the
most general Gaussian functional of X , X ′, ψ and
ψ′ with time-dependent parameters [43, 45] (where
|X,ψ〉 are the eigenstates of the bosonic and fermionic
operators Xˆai and ψˆ
a
α). In other words, the ma-
trix elements 〈X,ψ| ρˆ |X ′, ψ′〉 can be represented as
N exp (−F (X,ψ,X ′, ψ′)), where F (X,ψ,X ′, ψ′) is the
most general quadratic polynomial of X , X ′, ψ and ψ′
with a time-dependent normalization factor N . Such
Gaussian density matrices can be unambiguously param-
eterized in terms of one- and two-point correlators of
canonical variables due to Wick’s theorem. Therefore,
by using the Gaussian density matrix, all the equal-time
correlators of the canonical variables Xˆai , Pˆ
a
i and ψˆ
a
α are
expressed in terms of one-point and two-point correla-
tors. Let us introduce the following concise notation:
Xai ≡ 〈 Xˆai 〉 ≡ Tr
(
ρˆ Xˆai
)
,
P ai ≡ 〈 Pˆ ai 〉 ≡ Tr
(
ρˆ Pˆ ai
)
,
〈〈 Xˆai Xˆbj 〉〉 ≡ 〈 Xˆai Xˆbj 〉 − 〈 Xˆai 〉〈 Xˆbj 〉
≡ Tr
(
ρˆ Xˆai Xˆ
b
j
)
− Tr
(
ρˆ Xˆai
)
Tr
(
ρˆ Xˆbj
)
,
〈〈 Pˆ ai Pˆ bj 〉〉 ≡ 〈 Pˆ ai Pˆ bj 〉 − 〈 Pˆ ai 〉〈 Pˆ bj 〉
≡ Tr
(
ρˆ Pˆ ai Pˆ
b
j
)
− Tr
(
ρˆ Pˆ ai
)
Tr
(
ρˆ Pˆ bj
)
,
〈〈 Xˆai Pˆ bj 〉〉 ≡ 〈 Xˆai Pˆ bj 〉 − 〈 Xˆai 〉〈 Pˆ bj 〉
≡ 1
2
Tr
(
ρˆ
(
Xˆai Pˆ
b
j + Pˆ
b
j Xˆ
a
i
))
−Tr
(
ρˆ Xˆai
)
Tr
(
ρˆ Pˆ bj
)
. (8)
Symmetrization of the product of Xˆai and Pˆ
b
j operators
in the last definition ensures the real-valuedness of the
equal-time correlator 〈〈Xai P bj 〉〉, and also allows us to
work with Wigner functions in a more straightforward
way (see below). While it is possible to introduce the
mixed bosonic-fermionic correlators of the form 〈 ψˆXˆ 〉,
〈 ψˆPˆ 〉 and fermionic one-point functions 〈 ψˆ 〉 as well,
one can straightforwardly demonstrate that if they van-
ish in the initial state, they remain zero during all the
subsequent evolution. Since states with nonzero expec-
tation values 〈 ψˆXˆ 〉, 〈 ψˆPˆ 〉 and 〈 ψˆ 〉 are rather exotic
excited states, we restrict our analysis to initial states
where only the correlators (8) are nonzero. We note that
these correlators can also be put in one-to-one correspon-
dence with the Green functions G++ ∼ 〈X (t+)X (t+) 〉,
5G+− ∼ 〈X (t+)X (t−) 〉 and G−− ∼ 〈X (t−)X (t−) 〉
on the Keldysh contour parameterized by time variables
t+ and t− on the forward and backward branch, respec-
tively. Throughout the paper we will often refer to Xai
and P ai as the classical coordinates and momenta. This
interpretation is justified when exp(−F (X,ψ,X ′, ψ′)) is
sufficiently localized.
Averaging equations (7) over the Gaussian density ma-
trix characterized by the correlators (8) and applying
Wick’s theorem, we obtain the following equations for
the time evolution of Xai and P
a
i :
∂tX
a
i =
1
N
P ai , (9a)
∂tP
a
i = −NCabcCcdeXbjXdi Xej
−NCabcCcdeXbj 〈〈 Xˆdi Xˆej 〉〉
−NCabcCcde〈〈 Xˆbj Xˆej 〉〉Xdi
−NCabcCcde〈〈 Xˆbj Xˆdi 〉〉Xej
− i
2
Cbacσ
i
αβ〈〈 ψˆbαψˆcβ 〉〉. (9b)
To make our approximation self-consistent, we also need
to describe the time evolution of the two-point correlators
which enter equations (9). To this end let us write down
the Heisenberg equations governing the time evolution
of the composite operators Xˆai Xˆ
b
j ,
1
2
(
Xˆai Pˆ
b
j + Pˆ
b
j Xˆ
a
i
)
,
Pˆ ai Pˆ
b
j and ψˆ
a
αψˆ
b
β :
∂t
(
Xˆai Xˆ
b
j
)
=
(
Pˆ ai Xˆ
b
j + Xˆ
a
i Pˆ
b
j
)
/N, (10a)
∂t
(
Pˆ ai Xˆ
f
k + Xˆ
f
k Pˆ
a
i
)
/2 =
= Pˆ ai Pˆ
f
k /N −NCabcCcdeXˆbj Xˆdi Xˆej Xˆfk −
− i
2
Cbacσ
αβ
i ψˆ
b
αψˆ
c
βXˆ
f
k , (10b)
∂t
(
Pˆ ai Pˆ
f
k
)
= −NCabcCcdeXˆbj Xˆdi Xˆej Pˆ fk −
− i
2
Cbacσ
αβ
i ψˆ
b
αψˆ
c
βPˆ
f
k +
+({a, i} ↔ {f, k}) , (10c)
∂t
(
ψˆaαψˆ
d
γ
)
= CabcXˆ
b
i σ
αβ
i ψˆ
c
βψˆ
d
γ +
+CdbcXˆ
b
i σ
γβ
i ψˆ
a
αψˆ
c
β . (10d)
We can again average these equations over our Gaus-
sian density matrix and apply Wick’s theorem. This
is straightforward for all equations except (10c), where
one has to express the expectation values of the form
〈 Xˆbj Xˆdi Xˆej Pˆ fk 〉 in terms of two-point functions (8). Since
Xˆ and Pˆ do not commute, one cannot treat them as ordi-
nary commuting numbers, and the application of Wick’s
theorem is not straightforward. Indeed, when averaging
all other equations we have implicitly used a representa-
tion of the density matrix ρ in terms of the eigenstates of
either Xˆ or Pˆ operators, which is obviously a Gaussian
functional in both cases. Such a representation cannot
be used for correlators which contain both Xˆ and Pˆ op-
erators. A simple solution to this problem is to use the
Wigner transform
ρ (X,P ) =
∫
dY e−iP ·Y 〈X + Y/2| ρˆ |X − Y/2〉 (11)
of the density matrix ρˆ. If 〈X | ρˆ |X ′〉 is a Gaussian func-
tional of X and X ′, the Wigner transform (11) is also
a Gaussian functional of X and P . Using the definition
(11), one can show that the “classical” phase space inte-
grals of the form
∫
dX dP ρ (X,P ) O (X) P ai are related
to vacuum expectation value of the symmetrized opera-
tor product ∫
dX dP ρ (X,P ) O (X) P ai =
=
1
2
Tr
(
ρˆ
(
O(Xˆ) Pˆ ai + Pˆ
a
i O(Xˆ)
))
, (12)
where O(Xˆ) can be any operator which commutes with
all operators Xˆai . Since the right-hand side of the equa-
tion (12) is a Gaussian integral over ordinary commut-
ing variables, we can apply Wick’s theorem to the sym-
metrized operator products like the ones on the left-hand
side of (12).
Since we have assumed that the only nonzero correla-
tor with fermions is 〈 ψˆaαψˆbβ 〉 and 〈 ψˆ 〉 = 0, 〈 ψˆXˆ 〉 = 0,
〈 ψˆPˆ 〉 = 0, fermionic terms in our Gaussian density ma-
trix completely decouple from the bosonic ones, and can
be safely disregarded in the above considerations. In fact,
we don’t even need Wick’s theorem for fermions, since
correlators with more than two fermionic operators never
appear in our equations of motion.
Symmetrizing the operator products in the expecta-
tion values 〈 Xˆbj Xˆdi Xˆej Pˆ fk 〉 in (10c) and convoluting all
equations (10) with a Gaussian Wigner transform of the
density matrix ρˆ, we obtain the following equations for
the time evolution of the two-point correlators in (8):
∂t〈〈 Xˆai Xˆbj 〉〉 =
〈〈 Xˆai Pˆ bj 〉〉+ 〈〈 Xˆbj Pˆ ai 〉〉
N
, (13a)
∂t〈〈 Xˆfk Pˆ ai 〉〉 = 〈〈 Pˆ ai Pˆ fk 〉〉/N −
−NCabcCcde〈 Xˆdi Xˆej 〉〈〈 Xˆbj Xˆfk 〉〉 −
−NCabcCcde〈 Xˆbj Xˆej 〉〈〈 Xˆdi Xˆfk 〉〉 −
−NCabcCcde〈 Xˆbj Xˆdi 〉〈〈 Xˆej Xˆfk 〉〉, (13b)
∂t〈〈 Pˆ ai Pˆ fk 〉〉 =
= −NCabcCcde〈 Xˆdi Xˆej 〉〈〈 Xˆbj Pˆ fk 〉〉 −
−NCabcCcde〈 Xˆbj Xˆej 〉〈〈 Xˆdi Pˆ fk 〉〉 −
−NCabcCcde〈 Xˆbj Xˆdi 〉〈〈 Xˆej Pˆ fk 〉〉+
+({a, i} ↔ {f, k}) , (13c)
6∂t〈〈 ψˆaαψˆdγ 〉〉 = CabcXbi σαβi 〈〈 ψˆcβ ψˆdγ 〉〉+
+CdbcX
b
i σ
γβ
i 〈〈 ψˆaαψˆcβ 〉〉. (13d)
Note that equations of motion for the bosonic two-
point correlators do not contain fermionic correlators.
Fermions only affect the dynamics due to the coupling
to the expectation values Xai ≡ 〈 Xˆai 〉, which enter the
equations (13a), (13b) and (13c) via the disconnected
correlators 〈 Xˆai Xˆbj 〉 ≡ 〈〈 Xˆai Xˆbj 〉〉+ 〈 Xˆai 〉〈 Xˆbj 〉.
Equations (9) and (13) provide a full and consistent
system of equations for the time evolution of the correla-
tors (8). In particular, one can show that these equations
conserve the expectation values of the Hamiltonian (3)
and the angular momentum (A1), provided these are also
expressed in terms of the correlators (8) using Wick’s the-
orem. Explicit expressions for these conserved quantities
are given in Appendix A. On the other hand, supersym-
metry generators (6) are not conserved, see Appendix A
for a detailed discussion.
The conservation of the generators of the gauge trans-
formations (5) is important for what follows and requires
a special discussion. One can show that, similarly to the
energy and the angular momentum, equations (9) and
(13) conserve the expectation values 〈 Jˆa 〉 = 〈Ψ| Jˆa |Ψ〉
of the gauge constraint, which we require to vanish in
the initial state of our system. The gauge constraint
Jˆa |Ψ〉 = 0 in the full quantum treatment is, how-
ever, much stronger, and is equivalent to the vanishing
of 〈Ψ′| Jˆa |Ψ〉 for an arbitrary state vector |Ψ′〉. It is
straightforward to check that there is no normalizable
Gaussian wave function |Ψ〉 which satisfies the equation
Jˆa |Ψ〉 = 0. The Gaussian state approximation is thus
only able to describe the ungauged versions of the BFSS
model and the bosonic matrix model. Since the BFSS
model is only supersymmetric on the space of gauge-
invariant states, we also conclude that supersymmetry
cannot be preserved within the Gaussian state approxi-
mation (see Appendix A for a more detailed discussion).
Fortunately, as discussed recently in [41, 52], the
physics of the bosonic matrix model and the BFSS model
does not strongly depend on gauging. More precisely,
gauged and ungauged theories are expected to be the
same up to the e−C/T correction at low temperature,
where C is an order one constant. Their behavior in the
high-temperature region is also qualitatively the same; in
particular, the real-time aspects in the gauge singlet sec-
tor are exactly the same in the high temperature limit, if
the energies are taken to be the same. The description of
the ungauged bosonic matrix model within the Gaussian
state approximation appears to be rather good, as sug-
gested by the comparison of the thermodynamic equation
of state with numerical data of [41] in Section IV.
Another important property of equations (9) and (13)
is that they evolve pure states into pure states, and, more
generally, conserve the von Neumann entropy of the den-
sity matrix ρˆ (see Appendix C). This allows to study
quantum entanglement between different degrees of free-
dom in a meaningful way, see Subsection VB. Still, one
has to keep in mind that the Gaussian state approxima-
tion does not describe a unitary evolution. In particular,
scalar products between different Gaussian states and ex-
pectation values like 〈 Hˆ2 〉 should be conserved for uni-
tary evolution described by the operator eiHˆt, but are
not conserved within the Gaussian state approximation.
This is because the energy eigenstates are not necessarily
Gaussian.
Similarly to the full Schro¨dinger equation
∂t |Ψ〉 = iHˆ |Ψ〉, which can be obtained by extrem-
izing the “quantum” action Sq =
∫
dt〈Ψ|
(
∂t − iHˆ
)
|Ψ〉
over all possible time histories of a unit state vector |Ψ〉,
equations (9) and (13) can be obtained by restricting this
extremization to the space of all possible time-dependent
Gaussian states [45]. One can also interpret (9) and (13)
as classical equations of motion which follow from a cer-
tain extension of the classical Hamiltonian [43, 45]. This
property allows one to identify a symplectic structure
of these equations (see Appendix C) and devise stable
leapfrog-type numerical integrators.
In contrast to the full Schro¨dinger equation for the
Hamiltonian (3), equations (9) and (13) contain a fi-
nite number of variables which scales only polynomially
with the number of degrees of freedom, which allows
for an efficient numerical solution even for large phys-
ical systems. In particular, this mild scaling is a mo-
tivation for using the Gaussian state approximation to
study quantum real-time dynamics in quantum chem-
istry [43, 45]. In our case, the most computationally
intensive part of the simulations is the solution of equa-
tions (13b) and (13c). CPU time usage is dominated by
the calculation of the terms CabcCcde〈 Xˆbj Xˆdi 〉〈〈 Xˆej Xˆfk 〉〉
and CabcCcde〈 Xˆbj Xˆdi 〉〈〈 Xˆej Pˆ fk 〉〉 on the right-hand side
of (13b) and (13c). The structure of Wick contractions
in these terms neither allows to use the functions which
calculate a single commutator, nor to save time by con-
tracting some of the spatial indices prior to contracting
the matrix indices. Naively, index contractions in these
terms require O
(
d3N6
)
floating-point operations. By ex-
plicitly taking into account the structure of Cabc tensors
we have achieved an O
(
d3N5
)
scaling, which is still sig-
nificantly more dramatic than the O
(
d2N3
)
scaling for
the simulations of the classical dynamics, and thus sig-
nificantly limits the range of accessible N values.
In this work we consider three different approximations
to the full real-time dynamics of the BFSS model (3), all
of which can be obtained from equations (9) and (13):
1) Classical dynamics of the Hamiltonian (3). The
corresponding equations of motion are obtained
from equations (9) by setting all two-point correla-
tors to zero. Since there is no classical limit for
fermionic dynamics, fermions are completely ne-
glected in this approximation. The classical ap-
proximation becomes quantitatively exact both for
the bosonic matrix model and the full BFSS model
at asymptotically high energies/temperatures.
72) Real-time dynamics of the ungauged bosonic ma-
trix model in the Gaussian state approximation,
which corresponds to the Hamiltonian (3) and
equations (9) and (13) without fermionic terms. In
contrast to the full BFSS model, at low tempera-
tures the bosonic matrix model is expected to be
in the confinement regime [54] with finite ground-
state energy. While in the ungauged bosonic matrix
model there is no strict notion of confinement and
the high- and low-temperature regimes appear to
be smoothly connected, at sufficiently low temper-
atures physical observables in the gauged and in
the ungauged models become exponentially close
[41, 52].
3) Real-time dynamics of the full ungauged BFSS
model in the Gaussian state approximation.
IV. THERMAL INITIAL CONDITIONS AND
EQUATION OF STATE
Equations (9) and (13) which approximately describe
the real-time dynamics of the BFSS model should still
be supplemented with suitable initial conditions. In this
paper, we are mostly interested in the real-time responses
of thermal and nearly thermal states. Hence we take the
initial conditions to reproduce the properties of thermal
equilibrium states of the ungauged bosonic matrix model
and the ungauged BFSS model as close as possible. In
this Section we explicitly construct such initial conditions
within the Gaussian state approximation.
A. Bosonic matrix model
Within the Gaussian state approximation the thermal
density matrix by definition should also be Gaussian (i.e.
correspond to a GaussianWigner function). If the system
is in contact with a thermostat which does not perform
work (e. g. collisions with a hard wall), upon thermal-
ization the von Neumann entropy of a state should reach
its maximal possible value for a given energy. Based on
this very general physical principle, we will approximate
the thermal equilibrium states by those Gaussian density
matrices which have the largest possible von Neumann
entropy at a given energy.
To this end we need to know the von Neumann entropy
of an arbitrary Gaussian density matrix, which can be
expressed in terms of the correlators (8). This relation
has been addressed in detail in [55], and more recently
in [39, 56–58], where it was demonstrated that the von
Neumann entropy of a Gaussian density matrix can be
expressed in terms of the so-called symplectic eigenvalues
of the block matrix
∆ =
(
〈〈 Xˆai Xˆbj 〉〉 〈〈 Xˆai Pˆ bj 〉〉
〈〈 Xˆbj Pˆ ai 〉〉 〈〈 Pˆ ai Pˆ bj 〉〉
)
(14)
of the size 2Ntot× 2Ntot, where Ntot = d
(
N2 − 1) is the
total number of bosonic degrees of freedom in our system.
Symplectic eigenvalues of the matrix (14) are related
to the eigenvalues of the matrix ∆Ω, where Ω is the sym-
plectic form for the canonical coordinates Xai , P
b
j :
Ω =
(
0 δabδij
−δabδij 0
)
. (15)
For any positive-definite correlator matrix of the form
(14) the eigenvalues λ of the matrix ∆Ω come in complex
conjugate pairs of the form λ2k−1 = +ifk, λ2k = −ifk.
The real and positive numbers fk, k = 1 . . .Ntot are
called symplectic eigenvalues of ∆. Quantum uncertainty
relations imply that fk ≥ 1/2. A necessary and sufficient
condition for the correlator matrix (14) to describe a pure
Gaussian state is that fk = 1/2 for all k. It is easy to
check that for a single bosonic coordinate xˆ this identity
implies 〈〈 xˆ2 〉〉〈〈 pˆ2 〉〉 − 〈〈 xˆpˆ 〉〉2 = 1/4. In other words,
the Heisenberg uncertainty relation should be saturated.
In Appendix C we demonstrate that equations (13) con-
serve symplectic eigenvalues fk and thus map pure states
to pure states.
The von Neumann entropy S = −Tr (ρˆ ln ρˆ) of a Gaus-
sian state characterized by the correlator matrix (14) can
be expressed in terms of symplectic eigenvalues fk as [55–
58]
S =
∑
k
(
fk +
1
2
)
ln
(
fk +
1
2
)
−
∑
k
(
fk − 1
2
)
ln
(
fk − 1
2
)
. (16)
As it should be, the von Neumann entropy is equal to
zero for pure states, and positive for mixed states. In
the classical limit, when the fk are large, the von Neu-
mann entropy approaches the classical entropy and can
be expanded as
S =
∑
k
ln (fk) + 1 +O
(
f−2k
)
. (17)
Thermal equilibrium states should be invariant under
spatial and internal SU (N) rotations, as well as under
discrete time-reversal and parity transformations. These
symmetries imply Xai = 0, P
a
i = 0 and the following
form of the correlators (8):
〈〈 ψˆaαψˆbβ 〉〉 ∼ δabδαβ ,
〈〈 Xˆai Pˆ bj 〉〉 = 0,
〈〈 Xˆai Xˆbj 〉〉 = σxx δijδab,
〈〈 Pˆ ai Pˆ bj 〉〉 = σpp δijδab. (18)
The von Neumann entropy (16) for the Gaussian den-
sity matrix characterized by such correlators is given by
S = d
(
N2 − 1)((f + 1
2
)
ln
(
f +
1
2
)
−
(
f − 1
2
)
ln
(
f − 1
2
))
, (19)
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σxxσxp is the d
(
N2 − 1)-fold degener-
ate symplectic eigenvalue of the block matrix (14) con-
structed from correlators (18).
Substituting the correlators (18) into the expression
(A2), we also obtain the corresponding energy
E = d
(
N2 − 1)(σpp
2N
+
N2σ2xx (d− 1)
2
)
. (20)
In order to maximize the entropy (19) at fixed energy
E, we use equation (20) to express σpp in terms of σxx
and E, which yields
f2 = σxxσpp =
2Eσxx
d
N
N2 − 1 −N
3σ3xx (d− 1) . (21)
Since the entropy (19) is a monotonically increasing func-
tion of f , it has a maximum with respect to σxx when
the equation ∂f2/∂σxx = 0 is satisfied, which yields
E =
3d (d− 1)
2
N2
(
N2 − 1)σ2xx,
f2 = 2N3σ3xx (d− 1) . (22)
It is now convenient to express physical observables in
terms of the equilibrium value of f given by (22):
σxx = N
−1f2/3 (2d− 2)−1/3 ,
σpp = Nf
4/3 (2d− 2)1/3 ,
E/N2 =
3
4
d (2d− 2)1/3 f4/3
(
1− 1
N2
)
,〈
1
N
Tr
(
Xˆ2i
)〉
= d
N2 − 1
N
σxx =
= d (2d− 2)−1/3 f2/3
(
1− 1
N2
)
.
(23)
One can immediately check that the correlators (18) with
σxx and σpp given by (23) provide a time-independent
solution of equations (9) and (13), as it should be for
thermal equilibrium states.
Now the only missing ingredient in our analysis of
the equation of state is the temperature, which can be
introduced using the standard thermodynamic relation
T−1 = ∂S∂E . Expressing this derivative in terms of partial
derivatives with respect to f , we obtain
T =
∂E
∂f
·
(
∂S
∂f
)−1
=
(2d− 2)1/3 f1/3
ln
(
f+1/2
f−1/2
) . (24)
This equation, together with (23), provides a parametric
form of the equation of state, and allows to express energy
and other physical quantities such as 1N 〈Tr Xˆ2i 〉 in terms
of the temperature T . Taking the high-temperature limit
which is equivalent to the large-f limit, we reduce equa-
tion (24) to the form
T = (2d− 2)1/3 f4/3. (25)
This immediately leads to the high-temperature asymp-
totics of the equation of state
E =
3
4
d
(
N2 − 1) T, (26)
which is exactly the classical equation of state for the
ungauged bosonic matrix model [41, 52]. It can also be
obtained by replacing the quantum von Neumann en-
tropy (19) with the corresponding classical expression
S = d
(
N2 − 1) ln (f) + const. The relations (23) and
(25) also allow to express the coordinate dispersion at
asymptotically high temperatures as
σxx = N
−1T 1/2 (2d− 2)−1/2 ,
1
N
〈TrX2i 〉 = d ·
N2 − 1
N
· σxx =
= d (2d− 2)−1/2 T 1/2
(
1− 1
N2
)
. (27)
In Fig. 1 (plots on the left) we compare our equa-
tion of state given by equations (23) and (24) with
the numerical results of [41] for the temperature de-
pendence of the energy and the coordinate dispersion
1
N 〈TrX2i 〉 = 1N 〈 Xˆai Xˆai 〉 obtained from first-principle
Monte-Carlo simulations of the ungauged bosonic matrix
model. The normalization of the coordinate dispersion
1
N 〈 Xˆai Xˆai 〉 is such that it remains finite in the t’Hooft
large-N limit.
We indeed observe a rather good agreement within a
few percent accuracy for the temperature dependence of
both the energy and the coordinate dispersion for all
simulation parameters used in [41]. It is also interest-
ing to note that the Gaussian state approximation also
reproduces very precisely the prediction of [52] for the
low-temperature behavior of the energy of the ungauged
model. Expanding the equations (24) and (23) to the
leading order in f − 1/2, it is easy to obtain the low-
temperature asymptotics of the equation of state
E (T )− E (T = 0) =
= d (d− 1)1/3 e− (d−1)
1/3
T (T ≪ 1). (28)
The coefficients d (d− 1)1/3 = 18 and (d− 1)1/3 = 2
in (28) match within statistical errors the numerical
fit of the form E (T ) − E (T = 0) = Be−C/T in [41],
which yields B = 20.0(2.9) and C = 2.043(76). Such
a good agreement can be probably explained by the
fact that in the dual holographic picture the difference
E (T )−E (T = 0) at T ≪ 1 is saturated by rather heavy
open string excitations, for which the mean-field-like ap-
proximation should work rather well. It also suggests
that the Gaussian state approximation is not invalidated
in the large-N limit. In particular, the ground state en-
9ergy
E0/N
2 ≡ E (T = 0) /N2 =
=
3d (d− 1)1/3
8
(
1− 1
N2
)
=
= 6.75
(
1− 1
N2
)
(29)
in the Gaussian state approximation deviates from the
large-N extrapolation of the Monte-Carlo results of [41]
by 1% only. For comparison, applying the Gaussian state
approximation to the one-dimensional anharmonic oscil-
lator with the Hamiltonian Hˆ = pˆ2+ xˆ4, one obtains the
ground state energy with 2% precision [59]. The fact that
the D = 9+ 1-dimensional bosonic matrix model is very
well described by the Gaussian approximation (which is
equivalent to mean-field approximation) has been pre-
viously noticed in [60], and explained in terms of the
leading order of 1/D expansion, which very accurately
describes the case of D = 9 + 1.
There are two possible ways to interpret the Gaussian
state characterized by the correlators (18) with σxp = 0
and σxx and σpp given by (23) as initial conditions for
the real-time dynamics described by equations (9) and
(13).
i) A trivial way is to directly substitute the correlators
(18) into equations (9) and (13) which govern the real-
time evolution. It is straightforward to check that for all
values of f this simply yields a time-independent solution
with no particularly interesting properties. A conven-
tional stability analysis based on linearization of equa-
tions (9) and (13) also shows that this time-independent
solution is stable under small perturbations. Up to cor-
rections proportional to 1/N2, small oscillations of Xai
and P ai around X
a
i = 0, P
a
i = 0 have real-valued fre-
quency
w2X = 2 (d− 1)Nσxx =
2d− 2
d
1
N
〈
Tr Xˆ2i
〉
. (30)
Small oscillations of two-point correlators 〈〈 Xˆai Xˆbj 〉〉,
〈〈 Xˆai Pˆ bj 〉〉 and 〈〈 Pˆ ai Pˆ bj 〉〉 around the values (18) have
the frequency
w2XX = 12 (d− 1)Nσxx = 6w2X . (31)
In particular, with such an interpretation we cannot ex-
tract any nontrivial Lyapunov exponents and also cannot
reproduce the known chaotic behavior of the system in
the classical limit. Also since Xai = 0 for this solution,
the fermions completely decouple and we cannot capture
their influence on real-time dynamics.
ii) In what follows we use another, physically better
motivated option of interpreting mixed Gaussian states
with f2 = σxxσpp−σ2xp > 1/4. Namely, we represent the
coordinate and momentum dispersions
σxx = σ
0
xx + σ
c
xx, σpp = σ
0
pp + σ
c
pp, (32)
as sums of the quantum contributions σ0xx and σ
0
pp which
saturate the uncertainty relation σ0xxσ
0
pp = 1/4, and the
classical contributions σcxx, σ
c
pp which describe classical
thermal fluctuations. For the purely quantum disper-
sions σ0xx and σ
0
pp we use the values (23) with f = 1/2,
which correspond to the Gaussian state |Ψ0〉 with lowest
possible energy (29). As long as only the total disper-
sions σxx = σ
0
xx + σ
c
xx and σpp = σ
0
pp + σ
c
pp enter the
variational analysis of the equation of state, the choice
of σ0xx is ambiguous. While for the sake of simplicity we
choose the value of σ0xx which corresponds to the lowest-
energy Gaussian state, in principle one can also make σ0xx
a temperature-dependent quantity.
We then represent the finite-temperature Gaussian
density matrix characterized by correlators (18) as a mix-
ture of pure Gaussian states
|X,P 〉 = exp
(
iXai Pˆ
a
i + iP
a
i Xˆ
a
i
)
|Ψ0〉 (33)
with random coordinate and momentum displacements
Xai and P
a
i which have Gaussian distributions with dis-
persions 〈Xai Xbj 〉c = σcxxδabδij , 〈P ai P bj 〉c = σcppδabδij :
ρˆ = 〈 |X,P 〉〈X,P | 〉c , (34)
where 〈 〉c denotes averaging over the classical probability
distribution. We then use equations (9) and (13) to indi-
vidually evolve each of the randomly shifted pure states
|X,P 〉 in time. Expectation values of physical observ-
ables are finally averaged over random initial values of
Xai and P
a
i . As one can see from the upper right plot
in Fig. 1, this representation of the initial thermal state
of the system yields the correct temperature dependence
of the energy with rather small statistical errors. In the
lower right plot in Fig. 1 we demonstrate that in this way
we reproduce also the correct temperature dependence of
the coordinate dispersion 1N 〈Tr Xˆ2i 〉, which, unlike en-
ergy, is not conserved and has no reason to stay constant
in time. Nevertheless, we find that both the early-time
expectation value as well as the time-averaged late-time
expectation values of this observable agree very well with
the thermal equation of state. These observations jus-
tify the interpretation of a mixture of nontrivial time-
dependent pure states as a dynamical equilibrium state.
In Fig. 2 in the next Section V we also show the full time
dependence of 1N 〈Tr Xˆ2i 〉.
This interpretation of the classical component of the
dispersions of Xai and P
a
i also allows to make contact
with classically chaotic behavior at high temperatures.
Indeed, at high temperatures the classical dispersions
will strongly dominate over the quantum ones, and the
dynamics described by equations (9) and (13) becomes
very close to the classical one. Due to its chaoticity and
ergodicity, classical matrix mechanics exhibits real-time
thermalization towards a dynamical equilibrium state
in which long-time averages of physical observables ap-
proach their thermal equilibrium values [27]. This ther-
malization process can be also interpreted as quasinormal
ringing characterized by nontrivial complex-valued quasi-
normal frequencies [61, 62], with real parts being quite
close to our estimates (30) and (31), see Subsection VC.
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At the same time, classical matrix mechanics has finite
Lyapunov exponents. Thus interpreting thermal states
as dynamical equilibrium states we can capture quantum
corrections to Lyapunov exponents and imaginary parts
of quasinormal frequencies as well as the time evolution
of quantum entanglement.
Of course, the two interpretations discussed above
would be equivalent for unitary evolution, but yield
drastically different results for the non-unitary evolution
within the Gaussian state approximation.
B. Full BFSS model
To obtain the equation of state of the full BFSS model
we will use the same approach as for the bosonic matrix
model and find mixed Gaussian states of fixed energy
which maximize the von Neumann entropy. To this end
we again split the coordinate and momentum dispersions
into the classical and quantum contributions, as in (32)
and (34). Since according to equation (13d) fermionic
degrees of freedom only interact with the classical expec-
tation value Xai , we assume that the fermions are ini-
tially in the ground state with fixed classical coordinates
Xai . This assumption is in line with our construction
of the thermal initial conditions where the thermal state
was represented by a mixture of ground-state wave func-
tions averaged over random wavepacket shifts. Introduc-
ing some finite initial temperature for fermions will only
increase the energy of our mixed states, which for our
approximation is anyway higher than the exact value for
the full BFSS model (see topmost left plot on Fig. 1),
and thus will not improve our approximation.
Correspondingly, the fermionic contribution EF to the
energy only depends on the dispersion σcxx of the classical
wave-function shifts Xai in (34), and is obtained by av-
eraging the ground-state energy of the fermionic Hamil-
tonian over a Gaussian ensemble of classical coordinates
Xai :
EF =
〈
i
2
Cabc σ
αβ
i X
b
i 〈〈 ψˆaαψˆcβ 〉〉
〉
c
. (35)
A detailed discussion of the spectrum and the ground
state of this Hamiltonian is given in Appendix B. Since
the only energy scale for the fermionic Hamiltonian is
set by the classical X coordinates, dimensional analysis
implies that the mean energy of fermions in (36) should
scale as EF ∼ √σcxx. General scaling arguments from
random matrix theory fix the scaling of EF with N ,
which allows to estimate EF up to an overall universal
coefficient as
EF = −Af
(
N2 − 1)√N σcxx. (36)
While the N - and σcxx-independent coefficient Af can be
calculated exactly using the methods of random matrix
theory, for the purposes of this work we obtain the value
of Af numerically by averaging the fermionic energy over
sufficiently large ensemble of randomly generated Xai co-
ordinates and fitting the dependence on σcxx and N to
equation (36). These fits work perfectly within statisti-
cal errors and yield Af = 15.2661(34).
Since fermions are assumed to be in the ground state at
fixedXai , by virtue of Nernst’s theorem their contribution
to von Neumann entropy is zero. Thus in order to obtain
the equation of state of the full BFSS model within the
Gaussian state approximation, we have to maximize the
von Neumann entropy (19) at fixed energy
E = d
(
N2 − 1)(σpp
2N
+
N2σ2xx (d− 1)
2
)
−
−Af
(
N2 − 1)√N σcxx. (37)
Since the fermionic contribution depends only on the dis-
persion σcxx of classical coordinates, the entropy should
be maximized with respect to both σcxx and σ
0
xx, which
are now considered as independent parameters. In par-
ticular, the separation (32) of the coordinate dispersion
into the quantum and classical contributions is no longer
ambiguous.
In order to maximize the von Neumann entropy (19)
in the space of Gaussian states with fixed energy, we now
use equation (37) to express σpp in terms of σ
c
xx, σ
0
xx and
E, which allows to express f2 = σxxσpp in (19) as
f2 = σxxσpp =
=
(
σ0xx + σ
c
xx
)( 2NE
d (N2 − 1) +
2NAf
d
√
Nσcxx−
−N3 (σ0xx + σcxx)2 (d− 1)) . (38)
This function does not have a local minimum in the space
of σ0xx and σ
c
xx, that is, the equations ∂f
2/∂σ0xx = 0 and
∂f2/∂σcxx = 0 have no physical solutions. We have to re-
member, however, that the classical and quantum disper-
sions have to be all nonnegative and satisfy σ0xxσ
0
pp = 1/4.
This turns the maximization of (38) into a constrained
optimization problem, for which the extremum might lie
on the boundary of a region allowed by constraints. To
describe this region we express σ0pp and σ
c
pp in terms of
f2, σ0xx and σ
c
xx as
σ0pp =
1
4σ0xx
, σcpp =
f2
σ0xx + σ
c
xx
− 1
4σ0xx
. (39)
Inserting the explicit expression (38) for f2 into the above
formula for σcpp, after some algebra we can rewrite the
constraint σcpp > 0 solely in terms of σ
0
xx and σ
c
xx as
d (d− 1)N2
2
(
σ0xx + σ
c
xx
)2
+
d
8σ0xxN
−
−Af
√
Nσcxx ≤
E
N2 − 1 . (40)
The minimal value of the function on the left-hand side of
this inequality sets the lowest value of energy at which the
constraint can still be satisfied. Numerical minimization
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FIG. 1. Equation of state for the ungauged bosonic matrix model and the ungauged BFSS model within the Gaussian state
approximation compared with the results of Monte-Carlo simulations [41] after N → ∞ extrapolation (plots on the left) and
with observables obtained for random initial conditions used in our real-time simulations with N = 5 (plots on the right). At
the top: energy as a function of temperature. At the bottom: coordinate dispersion 1
N
〈Tr Xˆ2i 〉 as a function of temperature.
For this quantity, we present the expectation values in the initial state as well as time-averaged late-time expectation values,
which differ significantly in the case of the full BFSS model.
yields E > E0 = 3.9692
(
N2 − 1). Thus E0 is the ground
state energy of the full BFSS model within the Gaus-
sian state approximation. While it is noticeably lower
than the value (29) for the bosonic matrix model, super-
symmetry of the full BFSS model implies that the true
ground state energy should vanish (see e.g. [41, 54]).
Again we see that supersymmetry cannot be preserved
within the Gaussian state approximation (see also Ap-
pendix A). To get a lower ground state energy, one needs
to include at least the three-point connected correlators
of the form 〈〈 Xˆai ψˆbαψˆcβ 〉〉 in the numerical analysis.
We now obtain the equation of state for the full BFSS
model within the Gaussian state approximation by maxi-
mizing the von Neumann entropy (19) with respect to σ0xx
and σcxx within the region specified by the constraint (40)
and σ0xx > 0 and σ
c
xx > 0. The value of f is now given
by (38). Since f2 given by (38) has no local maxima, its
maximum lies on the boundary of the optimization re-
gion, that is, at σcpp = 0. The corresponding constrained
optimization problem cannot be solved exactly, and we
use numerical maximization. In this way we obtain σ0xx,
σcxx and the von Neumann entropy (19) as functions of
energy E. Using numerical interpolation, differentiation
and functional inversion, we then again use the relation
T−1 = ∂S∂E to introduce the temperature T and express
σ0xx, σ
c
xx and E as functions of T . The resulting equation
of state is illustrated in Fig. 1, where we show the tem-
perature dependence of the energy and the coordinate
dispersion 〈 1NTrX2i 〉. As one can see from the plots
on the left in Fig. 1, the agreement with first-principle
numerical simulations of [41] is not so good as for the
bosonic matrix model. Nevertheless, the Gaussian state
approximation correctly captures the following features
of the thermal states of the full BFSS model:
• The ground-state energy of the BFSS model is
smaller than that of the bosonic matrix model
• The coordinate dispersion 〈 1NTrX2i 〉 is larger than
for the bosonic model
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• At high temperatures both energy and 〈 1NTrX2i 〉
approach their values in the classical matrix model
Let us note that broken supersymmetry and the finite-
ness of the ground-state energy lead to the non-vanishing
classical dispersion σcxx of X
a
i coordinates, so that the
ground state remains disordered and has a finite von Neu-
mann entropy. These features should be absent in the
full quantum-mechanical treatment of the BFSS model
and should be regarded as artifacts of the Gaussian state
approximation.
Having obtained the equation of state and σ0xx, σ
c
xx,
σ0pp and σ
c
pp as functions of temperature, we again in-
terpret the classical dispersion σcxx in terms of a mixture
(34) of pure states with randomly shifted wave functions.
Initial values of the fermionic correlators 〈〈 ψˆaαψˆbβ 〉〉 are
fixed by assuming that the Majorana fermions are in the
ground state at fixed coordinate expectation values Xai ,
see Appendix B for a more detailed discussion. Simulat-
ing the real-time evolution of these pure states, we then
average the result over random shifts in the initial con-
ditions. In the upper right plot in Fig. 1 we demonstrate
that such averaging correctly reproduces the temperature
dependence of the energy. On the other hand, for the co-
ordinate dispersion 1N 〈Tr Xˆ2i 〉 the correct temperature
dependence is only reproduced by early-time averages
and by late-time averages at sufficiently high tempera-
tures. At low temperatures the late-time averages devi-
ate significantly from their thermal values, which might
be related to the conjectured real-time instability of the
BFSS model with respect to spontaneous emission of D0-
branes [28].
As a side remark, let us note that the temperature-
dependent energies, coordinate dispersions and entropies
obtained within the Gaussian state approximation satisfy
the so-called Bekenstein bound S ≤ 2πER [63, 64], with
R defined as R =
√
1
N 〈Tr Xˆ2i 〉. In fact, for all the models
which we consider (classical matrix mechanics, bosonic
matrix model and the full BFSS model) we have S ≪
2πER.
V. NUMERICAL RESULTS
In this work we numerically solve equations (9) and
(13) with initial conditions described in Section IV. We
use a discretization scheme described in Appendix D.
Since the numerical cost of our simulations scales as N5,
we mostly use a moderately large value N = 5. We have
also performed a few simulations with N = 7 to make
sure that our results do not change qualitatively at larger
N and exhibit the proper t’Hooft scaling.
We average simulation results over several (typically,
between five and seven) random initial conditions as pre-
viously discussed in Section IV. Where shown, error bars
on our plots represent the statistical error for such an
averaging. Since the number of degrees of freedom in our
model is sufficiently large, this statistical error is typi-
cally very small due to self-averaging, which works well
even for a single instance of random initial conditions. In
particular, due to high numerical cost we have used only
a single instance of random initial conditions for simula-
tions with N = 7, thus the corresponding data points on
our plots have no error bars.
To have a first look at the real-time dynamics described
by equations (9) and (13), in Fig. 2 we show the time
dependence of the coordinate dispersion 1N 〈Tr Xˆ2i 〉 =
1
N 〈Xˆai Xˆai 〉 for real-time simulations of the bosonic matrix
model and the full BFSS model at different temperatures.
In order to make a meaningful comparison of simula-
tions with characteristic time scales which differ by sev-
eral orders of magnitude, in Fig. 2 and in other plots in
this work we express physical time in units of the classical
Lyapunov time τ0L, which is defined as the inverse of the
leading Lyapunov exponent λ0L for the classical dynam-
ics of the BFSS model (3) at a given temperature. For
classical matrix mechanics, the temperature dependence
of the leading Lyapunov exponent is known to be [27]
λ0L =
(
0.292− 0.42
N2
)
T 1/4. (41)
In Fig. 2 we also separately show the contributions of
the classical dispersion 〈Xai Xbj 〉c and the quantum dis-
persion 〈〈 Xˆai Xˆbj 〉〉. Their sum is the physical observable
1
N 〈Tr Xˆ2i 〉. For the bosonic matrix model at all tempera-
tures as well as for the BFSS model at high temperatures
we observe that within a short time interval t < 2 τ0L the
classical contribution to the coordinate dispersion tends
to decrease by a factor of roughly four. At the same time,
the quantum contribution grows in such a way that the
total coordinate dispersion remains practically constant
in time, up to small short-scale fluctuations with charac-
teristic frequency close to wXX as given by (31).
The decrease of the classical contribution and the cor-
responding increase of the quantum contribution become
particularly large at high temperatures, which indicates
a rapid spread of wave functions in configuration space
driven by the chaotic dynamics of their centers. In this
way the system thus approaches a state of dynamical
equilibrium. However, despite this rearrangement, it
turns out that the overall coordinate and momentum dis-
persions which determine the von Neumann entropy (16)
in our simulations remain practically constant in time
and exhibit only small short-scale fluctuations. Since the
energy is also conserved, we can still assign an approxi-
mate value of temperature to this dynamical equilibrium
state and use the thermal equations of state derived in
the previous Section IV.
Of course, one should keep in mind that the Gaus-
sian state approximation probably becomes invalid at
late times, more precisely, at time of order of several clas-
sical Lyapunov times τ0L. In particular, at such late times
the wave function is already strongly delocalized, and one
can expect that non-Gaussian terms in the Schro¨dinger
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FIG. 2. Time dependence of the coordinate dispersion 1
N
〈Tr Xˆ2i 〉 for N = 5 in the low-temperature (plots on the left) and
high-temperature (plots on the right) regimes of the bosonic matrix model (plots at the top) and the BFSS model (plots at
the bottom). We show the classical and the quantum contributions to this quantity along with their total. Solid horizontal
lines show the thermal expectation value obtained within the Gaussian state approximation and from first-principle Monte-
Carlo simulations of [41]. The gratings show the period 2π/wXX of lowest-frequency quasinormal oscillations of the coordinate
dispersion around the thermal state, with wXX given by (31).
equation become important. E.g. in a simple classically
chaotic model with two bosonic degrees of freedom we
have observed a good quantitative agreement with the
numerical solution of the Schro¨dinger equation only up
to t ≤ 2τ0L [50]. Thus while the values at which the
quantum and the classical contributions saturate at late
times might be not completely accurate, the enhance-
ment of the quantum dispersion at early times should be
a physical feature. For the high-temperature regime of
the full BFSS model and also for larger N = 7 the situ-
ation appears to be very similar, in particular, the time
at which the wave function spreading starts is practically
the same.
The late-time expectation value of the coordinate dis-
persion 1N 〈Tr Xˆ2i 〉 deviates significantly from the ther-
mal equation of state only for the low-temperature regime
of the full BFSS model, where our approximation is most
likely inaccurate due to the violation of supersymmetry.
While we cannot say much about the dynamics of the
BFSS model in this regime, the growth of coordinate dis-
persion might be related to the real-time instability of the
thermal state of the BFSS model with respect to sponta-
neous emission of D0-branes due to repulsive fermionic
forces, similar to Hawking radiation [28].
A. Lyapunov exponents and the MSS bound
In classical mechanics the distance between two in-
finitely close solutions of the equations of motions
can be expressed in terms of the Poisson bracket{
Xai (t) , P
b
j (0)
}
=
∂Xai (t)
∂Xbj (0)
, which is replaced by the com-
mutator
[
Xˆai (t) , Pˆ
b
j (0)
]
in quantum theory. Since for
most parity- and time-reversal-invariant thermal density
matrices the expectation value of this commutator van-
ishes, one typically considers expectation values of the
form (1) which involve squared commutators [18–20]. In
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this work we consider the out-of-time-order correlator
C (t) = Tr
(
ρˆ
[
Xˆai (t) , Pˆ
b
j (0)
]2)
, (42)
where ρˆ is the initial Gaussian density matrix at t = 0.
This definition is a direct generalization of the Lyapunov
distance in X space to quantum theory. A generaliza-
tion of the out-of-time-order correlator (42) can be used
to define the full spectrum of Lyapunov exponents for
quantum systems [61].
In order to treat the out-of-time-order correlator (42)
within the Gaussian state approximation, we interpret
our thermal Gaussian density matrix as a mixture of
pure Gaussian states |X,P 〉 with randomly distributed
classical expectation values Xai and P
a
i , as discussed in
the previous Section IV. We further interleave the two
commutators in (42) with the identity decomposition
Iˆ =
∫
dX ′ dP ′ |X ′, P ′〉〈X ′, P ′| in terms of the Gaus-
sian states |X ′, P ′〉 shifted in coordinate and momentum
space by X ′ and P ′, which leads to
Tr
(
ρˆ
[
Xˆai (t) , Pˆ
b
j (0)
]2)
=
=
∫
dX ′ dP ′
〈
〈X,P |
[
Xˆai (t) , Pˆ
b
j (0)
]
|X ′, P ′〉×
×〈X ′, P ′|
[
Xˆai (t) , Pˆ
b
j (0)
]
|X,P 〉
〉
c
.(43)
We then represent each of the commutators in terms of
the infinitesimal displacement operators at t = 0:
〈X,P |
[
Xˆai (t) , Pˆ
b
j (0)
]
|X ′, P ′〉 =
= −i ∂
∂ǫbj
〈X,P | eiǫPˆ(0)Xˆai (t) e−iǫPˆ (0) |X ′, P ′〉, (44)
and similarly for the second commutator in (43). Cal-
culating the expression for the matrix elements of X be-
tween the two Gaussian states and inserting it into (44)
and (43), one can show that within the Gaussian state
approximation the integral over X ′ and P ′ is saturated
by the saddle point at X ′ = X (0), P ′ = P (0), at which
the integrand is just the square of the expectation value
of the single commutator 〈X,P |
[
Xˆai (t) , Pˆ
b
j (0)
]
|X,P 〉.
Hence we can read off the quantum corrections to Lya-
punov exponents from the X- and P -averaged norm of
the Lyapunov distance vector δXai (45) between the X
a
i
coordinates for the two solutions of equations (9) and
(13) with initial conditions which differ by an infinitely
small coordinate shift ǫ:
δXai = 〈X,P | eiǫ
b
jPˆ
b
j (0)Xˆai (t) e
−iǫbj Pˆ
b
j (0) |X,P 〉 −
−〈X,P | Xˆai (t) |X,P 〉 =
= iǫbj〈X,P |
[
Pˆ bj (0) , Xˆ
a
i (t)
]
|X,P 〉. (45)
Technically this distance is much easier to calculate than
the squared commutator (1).
In order to calculate the Lyapunov distance as a func-
tion of time, we use the first equation in (45) and consider
the distance |δXai |2 between two solutions of equations
(9) and (13) for which the initial values of the classical
expectation values Xai differ by a small random vector ǫ
a
i
with |ǫai | = 10−5. To ensure that the Lyapunov distances
grow isotropically in configuration space, we consider at
least two different vectors ǫai . In all of our simulations,
Lyapunov distances were growing at the same rate in-
dependently of the choice of ǫai . In Fig. 3 we show the
time dependence of the Lyapunov distances at different
temperatures for N = 5, comparing classical dynamics
with the real-time dynamics of both the bosonic matrix
model and the full BFSS model.
While the classical dynamics is always chaotic and ex-
hibits a well-defined exponential growth of the Lyapunov
distance, quantum corrections from the bosonic sector
make the dynamics completely non-chaotic at sufficiently
low temperatures, with Lyapunov distances which do not
exhibit any growth, but rather oscillate with a character-
istic frequency wX given by (30) which can be obtained
by linearizing equations (9) in the vicinity of thermal
time-independent solution (23). This is an expected non-
chaotic behavior in the low-temperature regime of the
ungauged bosonic matrix model, where gauging becomes
unimportant. Correspondingly, all observables approach
their values in the conventional gauged bosonic matrix
model, for which the physics in the low-temperature con-
finement phase does not depend on temperature by virtue
of the large-N volume reduction [42, 65]. Since Lyapunov
exponents vanish at zero temperature, at any temper-
ature in the confinement regime of the bosonic matrix
model Lyapunov exponents should also be zero up to 1/N
corrections. While there is no strict notion of confine-
ment in the ungauged matrix model, one can still expect
an exponential suppression of Lyapunov exponents at low
temperatures, by analogy with the low-temperature scal-
ing of energy in (28).
In contrast, for the BFSS model Lyapunov exponents
remain finite down to the lowest temperature which we
consider, and Lyapunov distances exhibit a clear growth.
At temperatures up to T ∼ 1 they follow very closely
the classical Lyapunov distances in the early evolution
period with t . 2τ0L. At later times the growth becomes
milder but is still noticeable. This behavior is in quali-
tative agreement with the absence of a confinement (or
confinement-like) regime in the full BFSS model [41, 54],
which is thus expected to be chaotic at all temperatures.
For higher temperatures Lyapunov distances for the
bosonic matrix model and the full BFSS model behave
in very similar ways. At early times t . 0.5τ0L they follow
rather precisely the time dependence of the classical Lya-
punov distance. Afterwards they exhibit a rather slow
exponential growth at a rate which is noticeably smaller
than the classical Lyapunov exponent.
We also note that at sufficiently early times, when the
exponential growth of Lyapunov distances has not yet
fully developed, |δXai |2 exhibits signatures of quasinor-
mal ringing, which we will discuss in more details in Sub-
section VC.
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FIG. 3. Time dependence of the Lyapunov distances |δXai |
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To summarize, there are no indications that either in
the bosonic matrix model or the BFSS model quantum
corrections lead to faster growth of Lyapunov distance
than in the classical matrix mechanics. At least at suffi-
ciently short evolution times this observation should be
qualitatively accurate. To quantify all these observations,
we extract the leading quantum Lyapunov exponents λL
by fitting the numerical data for ln (|δXai (t) |) with a
linear function of the form c0 + λLt. In these fits we
disregard the transition regime at early times t/τ0L . 1,
where Lyapunov distances between the centers of two in-
finitesimally close wavepackets are close to the classical
Lyapunov distances but do not yet exhibit a clear ex-
ponential growth. Obviously, the inclusion of the early
evolution period with t < τ0L into the fitting would make
our estimates of Lyapunov exponents closer to, but defi-
nitely not larger than, the results for the classical matrix
mechanics. In particular for the low-temperature regime
of the bosonic matrix model the absence of exponential
growth is obvious independent of the fitting range. We
thus restrict the fitting range to 1 ≤ t/τ0L ≤ 8, when
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the exponential growth has already set in and the fits
have good quality. While the Gaussian approximation
should receive corrections here, especially toward larger
t, qualitative features – e.g., that the Lyapunov exponent
decreases due to the quantum effect – should be correct.
The temperature dependence of the leading Lyapunov ex-
ponents extracted from these fits is illustrated in Fig. 4
for N = 5 and N = 7. A comparison of data points for
N = 5 and N = 7 indicates a proper t’Hooft scaling of
Lyapunov exponents.
The temperature dependence λ0L ∼ T 1/4 of the clas-
sical Lyapunov exponent immediately suggests that its
value becomes incompatible with the MSS bound λL <
2πT at the temperature T ⋆ =
(
0.292−0.42/N2
2π
)4/3
=
0.015, as one can also see from Fig. 4. As discussed
already in the seminal paper [20], this is not a contra-
diction, since at such low temperatures the classical ap-
proximation inevitably breaks down, and quantum effects
become important. Our real-time simulations explicitly
illustrate this transition between the classical and the
quantum regimes. From Fig. 4 we see that at least for
the bosonic matrix model quantum corrections indeed de-
crease the Lyapunov exponents in such a way that they
remain well below the MSS bound at all temperatures.
In the full BFSS model the effect of fermions is to
remove the low-temperature confinement-like regime, so
that the system remains in the deconfinement phase all
the way down to zero temperature independently of gaug-
ing [23, 41, 54]. Correspondingly, the system should re-
main chaotic at all temperatures, and the Lyapunov ex-
ponents should also remain finite. In agreement with
these expectations, for the full BFSS Hamiltonian the
leading Lyapunov exponent is always finite in our real-
time simulations. In particular, in the low-temperature
regime it is significantly larger than the corresponding
value for the bosonic matrix model, and tends to ap-
proach the corresponding classical value. As we have al-
ready discussed, at low temperatures our description of
the full BFSS model is probably not accurate enough
due to explicitly broken supersymmetry, and we can-
not make any strong statements about the validity of
the MSS bound. We can only state that our results are
compatible with the possibility that the full BFSS model
saturates the MSS bound at very low temperatures, sim-
ilarly to the SYK model.
B. Entanglement entropy generation
Quantum entanglement between different degrees of
freedom in an interacting system provides a quantitative
picture of the “scrambling” and spreading of quantum
information. Entanglement can be quantified in terms of
the entanglement entropy
SA = −Tr (ρA ln (ρA)) , ρA = TrB |Ψ〉〈Ψ| , (46)
where |Ψ〉 is some pure state characterizing the en-
tire system and A and B are the two complementary
sets of degrees of freedom which define the decompo-
sition of the Hilbert space H of the system into a di-
rect product H = HA ⊗ HB. Quantum-chaotic sys-
tems are expected to “scramble” the information con-
tained in the two subsystems by rapidly entangling the
states in HA and HB, whereupon the entanglement en-
tropy quickly reaches some maximal saturation value.
For finite-dimensional Hilbert spaces this maximal value
is the “Haar-scrambled” entanglement entropy [8, 36].
Strictly speaking, in gauge theories (of which the BFSS
model is a descendant) the splitting of the physical
Hilbert space into a direct product HA⊗HB is not com-
pletely trivial due to gauge constraints [66, 67]. This
problem, however, is not relevant for us since we work
in the ungauged theory [52] which does not impose the
gauge constraints on its Hilbert space by definition.
Numerical calculation of the entanglement entropy is
typically a rather nontrivial task, especially for real-time
evolution of interacting systems. Since the Gaussian
state approximation which we use in this paper evolves
pure states into pure states (see Appendix C), it also
provides a convenient framework for studying quantum
entanglement. Entanglement entropy for Gaussian states
can be directly calculated in terms of equal-time correla-
tors (8) of canonical variables [39, 55–58]. Here the basic
observation is that tracing out degrees of freedom in sub-
system B from the Gaussian density matrix |Ψ〉〈Ψ| , as
in (46), again yields a Gaussian density matrix which is
characterized by the same correlators (8), but restricted
to canonical variables in subsystem A which describe
Ndof ≤ Ntot degrees of freedom. The correlator block
matrix of the form (14) which corresponds to the re-
duced density matrix ρˆA in (46) is thus obtained from the
full correlator matrix by removing the rows and columns
which correspond to degrees of freedom in subsystem B
which are being traced out in (46) and hence has the
size 2Ndof × 2Ndof . Being restricted to subsystem A,
the correlators (8) in general describe a mixed state with
a nonzero von Neumann entropy (16), which is nothing
but the entanglement entropy (46). Since in our setup
the bosonic and fermionic degrees of freedom communi-
cate only via the classical expectation value Xai , they
cannot be entangled quantum mechanically, and we only
consider the entanglement between the bosonic degrees
of freedom, thus completely tracing out the fermionic
Hilbert space.
We now use the prescription sketched above to calcu-
late entanglement entropy for time-dependent correlators
(8) obtained by solving equations (9) and (13). In order
to make sure that the time dependence of entanglement
entropy exhibits universal features independently of sub-
system size, we consider four different choices of the sub-
system A in (46):
• Single matrix entry with Ndof = 1: the indices
in the correlator matrix (14) take values a = b =
a0, i = j = i0, where a0 belongs to the Cartan
subalgebra of su (N).
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FIG. 5. Time dependence of the entanglement entropy for different partitions of the Hilbert space in the bosonic matrix model
(left) and in the full BFSS model (right) with N = 5 at different temperatures. Solid horizontal cyan lines correspond to the
thermal entropy (19) divided by the total number of degrees of freedom Ntot = d
(
N2 − 1
)
in the system. The deviation of the
von Neumann entropy from zero provides us with the estimate of numerical artifacts due to time discretization.
• Single D0-brane with Ndof = 9: the indices a =
b = a0 in (14) are fixed, while the spatial indices i,
j take all possible values. We choose a0 to belong
to the Cartan subalgebra of su (N), in which case
Xa0i can be interpreted as coordinates of a single
D0-brane.
• Two D0-branes with Ndof = 36, in which case
the indices a, b in (14) take two possible values
each, and the spatial indices i, j take all possi-
ble values. Two values a0, a1 correspond to Cartan
matrices for which the maximal matrix entries are
at positions a0 = (0, 0) and a1 = (1, 1), and two
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FIG. 6. Splitting of the matrix entries of Xµij into the subsys-
tems A and B for the calculation of the entanglement entropy.
other values correspond to matrices with non-zero
elements at off-diagonal positions a2 = (1, 0) and
a3 = (0, 1). X
a0
i and X
a1
i can be interpreted as the
spatial coordinates of two D0-branes, and Xa2i and
Xa3i parameterize the excitations of strings which
join these branes [3, 5].
• Three D0-branes with Ndof = 81: this case is
analogous to the above case of two D0-branes, but
the indices a, b take three values each. This gives
nine values in total, out of which three values be-
long to the Cartan subalgebra, and six values corre-
spond to off-diagonal terms of Xi and Pi matrices.
These ways of separating the bosonic degrees of freedom
of the BFSS model (3) into subsystems A and B are
schematically illustrated on Fig. 6.
The splitting of matrix entries of Xi coordinates into
diagonal entries which are interpreted as D0-brane co-
ordinates and off-diagonal entries which are interpreted
as stringy excitations would be particularly obvious for
a u (N) Lie algebra, for which the simplest basis of the
Cartan subalgebra consists of diagonal matrices with only
one unit element. The center of u (N) algebra, propor-
tional to the unit matrix, corresponds to the center of
mass of the system which we set to zero in order to ex-
clude a trivial flat direction which corresponds to the
overall motion of the center of mass of the system. This
leads to an su (N) algebra, for which this splitting is not
so straightforward at finite N , as orthonormal Cartan
matrices have several non-zero elements and thus corre-
spond to displacements of many D0-branes simultane-
ously. Here we simply rely on the fact that at sufficiently
largeN the difference between su (N) and u (N) becomes
negligible, and all but one elements of Cartan matrices
are suppressed as 1/N . We will also see that the time
dependence of entanglement entropy shows universal fea-
tures which are independent of a particular splitting of
the degrees of freedom between A and B.
We calculate the entanglement entropy separately for
each random initial condition, that is, separately for each
pure Gaussian state |X,P 〉 in the decomposition (34) of
the thermal density matrix. For different typical ran-
dom initial conditions the time dependence of the en-
tanglement entropy appears to be very similar due to
self-averaging at sufficiently large N . Thus if we choose
to calculate entanglement entropy for the mixed density
matrix (34) averaged over various Gaussian states, we
simply obtain a practically time-independent constant
contribution to the entanglement entropy which is pro-
portional to Ndof . We illustrate the time dependence of
the entanglement entropy for N = 5 and three different
temperatures in Fig. 5, normalizing it by the correspond-
ing number of degrees of freedom Ndof . Plots on the
left and on the right correspond to the bosonic matrix
model and the full BFSS model, respectively. We plot
the data for some particular random initial conditions
without any averaging. In order to control numerical er-
rors due to time discretization, in Fig. 5 we also plot the
overall von Neumann entropy of our pure Gaussian state
(also divided by Ndof), which should be zero for continu-
ous time evolution of pure Gaussian states, as discussed
in Appendix C. The deviation of the von Neumann en-
tropy from zero thus reflects numerical artifacts due to
time discretization. It is considerably smaller than the
entanglement entropy for all our simulation parameters.
We observe that the entanglement entropy indeed ex-
hibits an expected universal “scrambling” behavior: a
roughly linear growth at early times and saturation at
late times. Only for the low-temperature regime of the
bosonic matrix model the growth appears to be so slow
that we don’t see the onset of saturation up to t = 8τ0L.
It also turns out that if the number of degrees of freedom
Ndof in the entangled subsystem is much smaller than
the total number of degrees of freedom Ntot, entangle-
ment entropy is approximately proportional to Ndof at
all times, as could be expected for a thermal entropy.
For the bosonic matrix model the saturation value of
the ratio SA/Ndof at Ndof ≪ Ntot turns out to be quite
close to the von Neumann entropy S (T ) /Ntot per degree
of freedom for the thermal Gaussian state given by (16).
For illustration, we show the value of S (T ) /Ntot on the
left plots in Fig. 5 with cyan horizontal line.
The observation that entanglement entropy per degree
of freedom for a single pure state is close to the thermal
von Neumann entropy per degree of freedom illustrates
a nontrivial relation between real-time thermalization of
pure states of a sufficiently large system and the descrip-
tion of thermal states in terms of mixed density matrices,
as discussed in [8]. This relation is a quantum analogue
of the equivalence of micro-canonical and canonical en-
sembles for chaotic systems, and provides yet another
argument in favor of real-time thermalization in our sim-
ulations. In this respect entanglement entropy is a conve-
nient measure of the complexity of a pure state, similarly
to e.g. Husimi-Wehrl entropy [68].
Approximately linear scaling of entanglement entropy
with the number of degrees of freedom Ndof is also in
agreement with the findings of [39], where it was demon-
strated that for periodically driven harmonic oscillators
the entanglement generation rate is proportional to the
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FIG. 7. Inverse entanglement saturation time λE ≡ τ
−1
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a function of temperature for the bosonic matrix model and
the full BFSS model for N = 5 (filled symbols) and N = 7
(empty symbols). For comparison we also show the tempera-
ture dependence of the classical Lyapunov exponent λ0L given
by (41).
sum ofNdof largest Lyapunov exponents. For sufficiently
large system with dense Lyapunov spectrum and for suf-
ficiently small Ndof this sum should also scale linearly
with Ndof .
When the number of degrees of freedom becomes com-
parable with the maximal value Ntot, the ratio SA/Ndof
becomes smaller. This behavior is again expected from
the identification Ndof ↔ Ntot−Ndof which follows from
the equality SA = SB. When Ndof is small, the entangle-
ment entropy exhibits noticeable fluctuations which are
absent at larger Ndof due to self-averaging. For bosonic
matrix model the typical time during which the entan-
glement entropy reaches saturation is between one and
three classical Lyapunov times at T & 1.
In the full BFSS model (plots on the right side of
Fig. 5) fermions completely change the dynamics at low
temperatures and make the time at which the entangle-
ment entropy saturates significantly shorter than for the
bosonic matrix model at the same temperature. For the
full BFSS model the thermal entropy per degree of free-
dom appears to be around 50−100% larger than the sat-
uration value of the entanglement entropy per degree of
freedom, which is probably related to the fact that our
approximation is in general worse for the BFSS model
than for the bosonic matrix model. At higher temper-
atures the effect of fermions gradually becomes smaller,
and at T = 5.0 the time evolution of entanglement en-
tropy is already very similar in both the bosonic matrix
model and the full BFSS model.
In order to quantify the time scale for the satura-
tion of the entanglement entropy more precisely, we de-
fine the entanglement saturation time τE by fitting the
time-dependent entanglement entropy with a function
A tanh (t/τE). The overall normalization constant A in
this fit takes care of the subsystem-dependent late-time
saturation value of the entanglement entropy, and allows
for consistent comparison of τE between simulation re-
sults obtained for different temperatures, Ndof and N .
τE also sets the characteristic scale for the entropy pro-
duction rate:
dS/dt ≈ S (T )
τE
Ndof
Ntot
, (47)
where S (T ) is the thermal entropy (16).
By analogy with Lyapunov exponents, we introduce
the inverse entanglement saturation time λE ≡ τ−1E . In
Fig. 7 we illustrate the temperature dependence of λE for
N = 5 and N = 7 and compare it with the temperature
dependence of the classical Lyapunov exponent. Already
from Fig. 5 one can see that the entanglement saturation
time is practically independent of the number of degrees
of freedom Ndof in subsystem A. For this reason, Fig. 7
only shows the entanglement saturation time for a single
D0-brane in order not to clutter the plot. On the other
hand, interpreting the entanglement saturation time as a
scrambling time in the sense of [20], one could expect a
mild logarithmic growth τE ∼ ln (Ndof) of τE with Ndof .
This observation could either mean that our system is too
small for the scaling to be observed, or that entanglement
saturation time cannot be identified with the scrambling
time. The latter interpretation would make sense at least
near the classical limit, because the growth of the coarse-
grained entropy is characterized by the Kolmogorov-Sinai
entropy, which is roughly proportional to the system size.
We also find that in the high-temperature regime of
both for the bosonic matrix model and the full BFSS
model the entanglement saturation time τE ≡ λ−1E is
very close to the classical Lyapunov time τ0L ≡ λ0L. This
behavior is in sharp contrast to our findings for the quan-
tum Lyapunov exponents, which were extracted from the
exponential growth of Lyapunov distances at relatively
late times t & τ0L. On the other hand, entanglement sat-
uration time probes the early-time dynamics at t . τ0L,
where Lyapunov distances for the quantum system follow
rather closely their classical counterparts. These results
suggest that early-time thermalization at high tempera-
tures takes place before the quantum effect becomes im-
portant, so that the classical treatment is justified.
As we approach the low-temperature regime the en-
tanglement saturation time for the bosonic matrix model
quickly decreases and becomes significantly smaller than
the classical Lyapunov exponent, in agreement with the
non-chaotic nature of the low-temperature regime. On
the other hand, for the full BFSS model the temper-
ature dependence of λE is far less trivial. In partic-
ular, around T ∼ 1 it exhibits a rather pronounced
growth and becomes almost an order of magnitude larger
than the classical Lyapunov exponent, thus indicating
an extremely fast generation of entanglement. This be-
havior is most likely an artifact of our approximation,
as the BFSS model is not expected to undergo any
finite-temperature phase transition [41, 54]. In partic-
ular, in the full supersymmetric BFSS model fermions
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λL < 2πT as well as the classical Lyapunov exponent given
by (41).
prevent the onset of confinement [41, 54] which is ob-
served in the purely bosonic model exactly around T ∼ 1
[42]. Fast entanglement generation which we observe
in our simulation of the BFSS model might be proba-
bly interpreted as a kind of “silver blaze” phenomenon.
Namely, for the full quantum dynamics of the BFSS
model fermions conspire to completely remove the signa-
tures of confinement-deconfinement transition from phys-
ical observables. However, since in our approximation su-
persymmetry is not conserved, the influence of fermions
on the entanglement dynamics is most likely overesti-
mated, which leads to the artificial speed-up of entangle-
ment generation around the to-be deconfinement temper-
ature of the bosonic matrix model. In this respect this
speed-up would be consistent with the general expecta-
tion that the near-critical regime of quantum systems is
more chaotic and exhibits faster scrambling [8, 69]. At
even lower temperatures, λE for the BFSS model again
approaches the classical Lyapunov exponent, but never
decreases below it.
Finally, in Fig. 8 we compare the temperature depen-
dence of the entanglement saturation time τE ≡ λ−1E
with that of the characteristic Lyapunov time τL ≡ λ−1L ,
as well as with the MSS bound. The most notable fea-
ture is that the entanglement saturation time is always
shorter than the characteristic Lyapunov time. These
two characteristic timescales become very close to each
other and also to the classical Lyapunov time only in the
low-temperature regime of the full BFSS model.
C. Quasinormal ringing and quasinormal
frequencies
While Lyapunov exponents and entanglement genera-
tion define the characteristic times for the onset of chaos
and spreading of quantum information, the diffusion-
driven approach to thermal equilibrium is characterized
by another timescale τD set by the decay rate of the
quasinormal ringing and thus related to the imaginary
parts of quasinormal frequencies.
In our numerical study of Lyapunov distances we drive
the system out of dynamical equilibrium state by intro-
ducing a small coordinate shift ǫai , see equation (45).
When the ringing decays, the system again reaches dy-
namical equilibrium, but with a slightly different state
within the micro-canonical ensemble than the initial one.
At later times, these states become exponentially far sep-
arated, and the exponential growth of the Lyapunov dis-
tance sets in. Since the timescale of quasinormal ringing
appears to be shorter than the Lyapunov time, we can
observe a rather clear decay of quasinormal ringing in the
time dependence of Lyapunov distances, as one can see
already from Fig. 3. On Fig. 9 we present a better illus-
tration of the quasinormal ringing by showing the time
dependence of Lyapunov distances at early times t < τ0L
only. The ringing behavior is most clear for the bosonic
matrix model. For the full BFSS model and especially for
the classical dynamics the onset of exponential growth is
sometimes so fast that the ringing cannot be clearly iden-
tified.
Nevertheless, it is interesting to study the temper-
ature behavior of quasinormal frequencies at least at
the qualitative level. To this end we first identify the
duration of the ringing as the period of time during
which each successive maximum of the Lyapunov dis-
tance |δXai |2 (t) is smaller than the previous one. The
mean distance ∆t = t⋆i+1 − t⋆i between successive ex-
trema t⋆i of |δXai |2 (t) within this time interval is then
used to estimate the real part of the quasinormal fre-
quency as Re (w) = π/∆t. We use a simple arithmetic
mean over all the extrema which lie within the time in-
terval where the ringing can be identified. To obtain the
imaginary part of the quasinormal frequency, we consider
the differences ∆yi = |δXai |2
(
t⋆i+1
)− |δXai |2 (t⋆i ), and es-
timate
Im (w) = ln
(
∆yi
∆yi+1
)
/∆t, i = 1, 3, 5, . . . (48)
where the mean is again an arithmetic mean over all
successive extrema for which ∆yi shows the character-
istic decaying behavior. This prescription for estimating
quasinormal frequencies yields exact results for the quasi-
normal ringing of the form
〈 Oˆ 〉 = 〈 Oˆ 〉0 +Ae−Imw t cos (Rew t) , (49)
where Oˆ is some physical observable and 〈 Oˆ 〉0 is its ther-
mal expectation value. On Fig. 9 we also show the fits
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FIG. 9. Signatures of “quasinormal ringing” in the early-time evolution of the Lyapunov distances |δXai |
2 for the classical
matrix mechanics, bosonic matrix model and the full BFSS model with N = 5 at different temperatures. We plot the results
for a single instance of random initial conditions and a single random initial Lyapunov shift ǫai in (45). Where the fits of the
form (49) make sense, we show these fits with dotted lines.
of the form (49) as dotted lines, for those data sets for
which such fits can be obtained using the above prescrip-
tion. In practice this means that we can identify a suffi-
ciently large number of consecutively decaying extrema.
For a reliable identification of quasinormal frequencies
with smallest imaginary parts (which thus correspond
to quasinormal modes with the longest decay time) one
needs to analyze the quasinormal ringing at sufficiently
late times. For our simulation setup such late times can-
not be reached for most data sets due to onset of ex-
ponential Lyapunov growth, thus our estimates (48) of
Im (w) are most likely biased towards somewhat larger
values.
We show our estimates for the real and imaginary parts
of the quasinormal frequency wX associated with the de-
cay of perturbations of Xai in the bosonic matrix model
and in the BFSS model with N = 5 on Fig. 10. For
the bosonic matrix model we show the mean values of
quasinormal frequencies and the corresponding statisti-
cal errors, which can be estimated due to relatively good
quality of fits. For the full BFSS model the fits are less
reliable, and the standard statistical error does not re-
flect the fitting uncertainty well. For this case, we thus
present only scatter plots of our estimates of Re (w) and
Im (w) for different random initial conditions.
The temperature dependence of the real part of wX for
the bosonic matrix model is very well approximated by
our estimate (30) obtained by linearizing equations (9)
in the vicinity of thermal state (solid line in the left plot
in Fig. 10). To be more precise, due to the squaring of
δXai in our definition of Lyapunov distance we observe
oscillations at frequency which is exactly two times larger
than in (30), thus in Fig. 10 we plot 2wX .
For the full BFSS model the temperature dependence
of wX cannot be estimated analytically, as linearization
of equations (9) and 13 in the vicinity of the maximally
symmetric solution (18) with Xai = 0 and P
a
i = 0 would
yield exactly the same result as for the bosonic matrix
model. To see the difference we should switch to the
interpretation of thermal states in terms of dynamical
equilibrium states, where the dynamics cannot be treated
analytically. Nevertheless, from the left plot in Fig. 10 we
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see that the temperature dependence of Re (wX) for the
BFSS model is quite similar to the one for the bosonic
matrix model.
The imaginary part of wX at sufficiently high temper-
atures turns out to be noticeably larger than the classi-
cal Lyapunov exponent. For the bosonic matrix model
Im (wX) quickly approaches zero at low temperatures,
following basically the same trend as for the Lyapunov
exponents and the entanglement generation rate. This
behavior is in agreement with the general expectation
that confining gauge theories are less dissipative, as ex-
emplified, for instance, by the temperature dependence
of electric conductivity in QCD [70].
In contrast, for the full BFSS model imaginary parts
of quasinormal frequencies are much larger and seem to
remain finite even at the lowest temperatures which we
consider, which is again in agreement with the absence
of confinement regime in the BFSS model. While at very
high temperatures we cannot reliably extract wX from
the data, the plot for T = 50.0 on Fig. 9 makes it clear
that at this temperature the quasinormal ringing is very
similar for the classical matrix mechanics, the bosonic
matrix model and the BFSS model, in agreement with
the classicality of the high-temperature limit. The plots
on Fig. 9 also suggest that Im (wX) for the classical the-
ory is still larger than for the BFSS model, except prob-
ably for the lowest temperatures. For the bosonic matrix
model Im (wX) takes smallest values.
Finally, let us note that at high temperatures we can
use equations (30), (31), (25) and (23) to estimate the
real part of the quasinormal frequency of the quasinor-
mal ringing of TrX2i as wXX = 4.89T
1/4, which agrees
well with the dependence wXX = 5.152T
1/4 obtained in
[62, 71] for the bosonic matrix model using more elab-
orate dedicated simulations. At the highest tempera-
tures where Im (wX) can still be estimated in our simu-
lations, we obtain Im (wX) /Re (wX) ∼ 0.1, which also
roughly agrees with the result of [62, 71]. According to
the dual gravity calculation, near zero temperature the
quasinormal frequency is proportional to T and the ratio
Im (wX) /Re (wX) is about 1.7 [72]. While our calcula-
tion is too crude to capture the result near T = 0, the
observed growth of this ratio follows the right trend.
VI. CONCLUSIONS AND OUTLOOK
Until recently the real-time dynamics of the BFSS
model could only be addressed either in the low-energy
regime, which is tractable in terms of the dual holo-
graphic description, or in the high-energy regime in which
the system becomes effectively classical. Our simulations
of the corresponding ungauged models [41, 52] within the
Gaussian state approximation is a step towards bridging
the gap between these two regimes.
The Gaussian state approximation appears to be much
more accurate for the bosonic matrix model than for the
BFSS model, as suggested by the quantitatively good
agreement of our equation of state (23) with the results of
first-principle Monte-Carlo simulations [41]. Our results
for the bosonic model are thus likely to be reliable at
the quantitative level, while for the BFSS model we can
make at most qualitative statements.
We have explicitly studied and confirmed some of
the important features of the real-time dynamics of the
bosonic matrix model and the BFSS model which fit ex-
pectations either based on general grounds [8] or moti-
vated by the dual holographic description [4, 5]:
• Quantum real-time dynamics is characterized by
smaller Lyapunov exponents in comparison with
the classical system at the same energy. This en-
sures the validity of the MSS bound [20] for all en-
ergies.
• Gauged bosonic matrix model becomes confining
and non-chaotic at low temperatures [42, 65], with
Lyapunov exponents being 1/N -suppressed. At
low temperature the gauged and ungauged model
should become exponentially close [41, 52], and
hence the Lyapunov exponent of the ungauged
model should be exponentially small. We indeed
observe such a suppression of Lyapunov exponents
in our simulations. Decay time of quasinormal
modes and the saturation time for entanglement
entropy also become very long.
• When fermionic degrees of freedom are added, the
BFSS model exhibits chaotic behavior and fast de-
cay of quasinormal modes at all temperatures, in
agreement with the absence of confining regime all
the way down to zero temperature [41, 54]. The
Lyapunov exponents, however, still appear to be
smaller than in the classical theory at all tempera-
tures.
• Entanglement entropy shows the expected “scram-
bling” behavior [8]: the initial growth followed by
saturation at later times. For sufficiently small sub-
systems, late-time entanglement entropy per degree
of freedom for a single pure state in the micro-
canonical ensemble is equal to the von Neumann
entropy per degree of freedom for the thermal den-
sity matrix, which illustrates an equivalence be-
tween micro-canonical and canonical ensemble for
quantum-chaotic system [8].
• The characteristic time τE at which the entangle-
ment entropy reaches saturation is shorter than the
quantum Lyapunov time τL ≡ λ−1L (see the dis-
cussion below for a possible loophole), and also
much closer to the classical Lyapunov time at
high temperatures. In the intermediate- and low-
temperature regime of the BFSS model, τE appears
to be close to or even shorter than the classical Lya-
punov time, in agreement with the chaoticity of the
BFSS model at all temperatures. Nevertheless, τE
is still longer than the decay time τD of quasinormal
modes.
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Figs. 8 and 10 provide a compact illustration of these
findings.
Our results for the time dependence of the entangle-
ment entropy are under best theoretical control, as they
are extracted from the early-time behavior for which the
Gaussian state approximation should be quantitatively
accurate. At the same time, the relatively smooth time
dependence allows for rather unambiguous definition of
the entanglement saturation time τE . Quasinormal fre-
quencies are also extracted from early-time behavior,
however, the extraction of the decay rate of quasinor-
mal modes is not so reliable and unambiguous. On the
other hand, Lyapunov distances are extracted from the
behavior of Lyapunov distances at relatively late times,
where the Gaussian state approximation can be accurate
at most qualitatively. Thus while the exponential fits
to the time dependence of Lyapunov distances are quite
good, our estimates of Lyapunov exponents can still be
biased, especially at high temperatures.
Our real-time analysis might be further improved if one
considers correlators with more than two canonical vari-
ables, for example, within the n-particle irreducible effec-
tive action techniques [73]. While for higher-dimensional
gauge theories the application of such methods faces the
difficulty of parameterizing and storing higher-order cor-
relators which depend on many momenta, low dimen-
sionality and numerous (super)symmetries of the BFSS
model (3) should significantly reduce the number of in-
dependent correlation functions which enter the analysis.
In fact, we have already tried to extend equations
(9) and (13) by incorporating the connected correlator
〈〈 ψˆaαψˆbβXˆci 〉〉 and requiring the solution to be SU (N)
and rotationally symmetric. Unfortunately, it turned
out that such an extension is not intrinsically consistent
in that the correlators 〈〈 Xˆai Xˆbj 〉〉 cease to be positive-
definite after a relatively short evolution time. This in-
dicates the necessity to include correlators of even higher
orders into the analysis.
It would be also interesting to understand the ap-
plicability of the Gaussian state approximation to real-
time dynamics of higher-dimensional gauge theories, as
well as its interpretation in the context of the conven-
tional scale separation between soft-momenta and hard-
momenta gauge fields which allows to treat the dynam-
ics of soft gauge fields classically. In principle, Gaussian
state approximation should extend the range of valid-
ity of real-time simulations of Yang-Mills theory beyond
that of the classical dynamics at a numerical cost which
scales quadratically with spatial volume, which is thus
comparable with the numerical cost of real-time simula-
tions with fermions [17, 74]. In particular, in contrast
to purely classical dynamics the Gaussian state approxi-
mation should be able to incorporate transitions between
different topological sectors, and might thus provide an
alternative to real-time evolution equations which include
Langevin noise to account for the contribution of hard
gauge fields [15, 16], in particular for problems like the
estimation of sphaleron rate [75].
ACKNOWLEDGMENTS
P. B. is supported by the Heisenberg Fellowship from
the German Research Foundation, project BU2626/3-1.
M. H. acknowledges JSPS KAKENHI Grants 17K14285.
This work was also partially supported by the Depart-
ment of Energy, award number DE-SC0017905. The cal-
culations were performed on the “iDataCool” cluster at
Regensburg University and on the LRZ cluster in Garch-
ing. We acknowledge valuable discussions with D. Beren-
stein, N. Bodendorfer, D. O’Connor, P. Romatschke and
A. Rothkopf.
24
[1] S. Sachdev, Phys. Rev. Lett. 105, 151602 (2010),
1006.3794.
[2] J. Maldacena and D. Stanford,
Phys. Rev. D 94, 106002 (2016), 1604.07818.
[3] T. Banks, W. Fischler, S. H. Shenker, and L. Susskind,
Phys. Rev. D 55, 5112 (1997), hep-th/9610043.
[4] B. de Wit, J. Hoppe, and H. Nicolai,
Nucl. Phys. B 305, 545 (1988).
[5] E. Witten, Nucl. Phys. B 460, 335 (1996),
hep-th/9510135.
[6] G. K. Savvidy, Nucl. Phys. B 246, 302 (1984).
[7] N. Iizuka and J. Polchinski, JHEP 10, 028 (2008),
0801.3657.
[8] Y. Sekino and L. Susskind, JHEP 0810, 065 (2008),
0808.2096.
[9] H. Nastase, “The RHIC fireball as a dual black hole,”
(2005), hep-th/0501068.
[10] V. Balasubramanian, A. Bernamonti, J. de Boer,
N. Copland, B. Craps, E. Keski-Vakkuri, B. Mu¨ller,
A. Scha¨fer, M. Shigemori, and W. Staessens,
Phys. Rev. Lett. 106, 191601 (2011), 1012.4753.
[11] A. Kurkela and G. D. Moore, JHEP 1112, 044 (2011),
1107.5050.
[12] W. van der Schee, P. Romatschke, and S. Pratt,
Phys. Rev. Lett. 111, 222302 (2013), 1307.2539.
[13] P. M. Chesler and L. G. Yaffe, JHEP 1407, 086 (2014),
1309.1439.
[14] A. Kurkela and Y. Zhu,
Phys. Rev. Lett. 115, 182301 (2015), 1506.06647.
[15] D. Bo¨deker, Phys. Lett. B 426, 351 (1998),
hep-ph/9801430.
[16] P. Arnold, D. T. Son, and L. G. Yaffe,
Phys.Rev.D 59, 105020 (1999), hep-ph/9810216.
[17] V. Kasper, F. Hebenstreit, and J. Berges,
Phys. Rev. D 90, 025016 (2014), 1403.4849.
[18] A. I. Larkin and Y. N. Ovchinnikov,
JETP 28, 1200 (1969).
[19] A. Almheiri, D. Marolf, J. Polchinski, D. Stanford, and
J. Sully, JHEP 1309, 018 (2013), 1304.6483.
[20] J. Maldacena, S. H. Shenker, and D. Stanford,
JHEP 1608, 106 (2016), 1503.01409.
[21] D. T. Son and A. O. Starinets, JHEP 0209, 042 (2002),
hep-th/0205051.
[22] R. A. Konoplya and A. Zhidenko,
Rev. Mod. Phys. 83, 793 (2011), 1102.4014.
[23] N. Itzhaki, J. M. Maldacena, J. Sonnenschein,
and S. Yankielowicz, Phys. Rev. D 58, 046004 (1998),
hep-th/9802042.
[24] C. T. Asplund, D. Berenstein, and D. Trancanelli,
Phys. Rev. Lett. 107, 171602 (2011), 1104.5469.
[25] C. T. Asplund, D. Berenstein, and E. Dzienkowski,
Phys. Rev. D 87, 084044 (2013), 1211.3425.
[26] S. Aoki, M. Hanada, and N. Iizuka,
JHEP 1507, 029 (2015), 1503.05562.
[27] G. Gur-Ari, M. Hanada, and S. H. Shenker,
JHEP 1602, 091 (2016), 1512.00019.
[28] E. Berkowitz, M. Hanada, and J. Maltz,
Phys. Rev. D 94, 126009 (2016), 1602.01473.
[29] I. Y. Aref’eva, P. B. Medvedev, O. A. Rytchkov, and
I. V. Volovich, Chaos Solitons Fractals 10, 213 (1999),
hep-th/9710032.
[30] I. Y. Aref’eva, A. S. Koshelev, and P. B. Medvedev,
Mod. Phys. Lett. A 13, 2481 (1998), hep-th/9804021.
[31] M. Axenides, E. Floratos, and G. Linardopoulos,
Phys. Lett. B 773, 265 (2017), 1707.02878.
[32] M. Axenides, E. Floratos, and G. Linardopoulos,
Phys.Rev. D 97, 126019 (2018), 1712.06544.
[33] D. Viennot and L. Aubourg,
Class. Quant. Grav. 35, 135007 (2018), 1802.08541.
[34] D. Chowdhury and B. Swingle,
Phys. Rev. D 96, 065005 (2017), 1703.02545.
[35] M. J. Klug, M. S. Scheurer, and J. Schmalian,
Phys. Rev. B 98, 045102 (2018), 1712.08813.
[36] D. N. Page, Phys. Rev. Lett. 71, 1291 (1993),
gr-qc/9305007.
[37] D. Berenstein, “A toy model for time evolving QFT on a
lattice with controllable chaos,” (2018), 1803.02396.
[38] W. H. Zurek and J. P. Paz,
Phys. Rev. Lett. 72, 2508 (1994), gr-qc/9402006.
[39] C. T. Asplund and D. Berenstein,
Ann. Phys. 366, 113 (2016), 1503.04857.
[40] E. Bianchi, L. Hackl, and N. Yokomizo,
JHEP 1803, 025 (2018), 1709.00427.
[41] E. Berkowitz, M. Hanada, E. Rinaldi, and P. Vranas,
JHEP 1806, 124 (2018), 1802.02985.
[42] N. Kawahara, J. Nishimura, and S. Takeuchi,
JHEP 0710, 097 (2007), 0706.3517.
[43] E. J. Heller, J. Chem. Phys. 62, 1544 (1975).
[44] J. A. Poulsen, S. Svensson, and G. Nyman,
AIP Advances 7, 115018 (2017).
[45] J. Broeckhove, L. Lathouwers, and P. van Leuven,
J. Mol. Struct.: THEOCHEM 199, 245 (1989).
[46] P. Ring and P. Schuck, The Nuclear Many-Body Problem
(Springer, 2004).
[47] P. W. O’Connor, S. Tomsovic, and E. J. Heller,
Physica D: Nonl. Phen. 55, 340 (1992).
[48] L. Kaplan, Phys. Rev. E 70, 026223 (2004),
nlin/0406054.
[49] H. Hasegawa, Phys. Lett. A 378, 691 (2014), 1301.6423.
[50] P. V. Buividovich, M. Hanada, and A. Scha¨fer,
EPJ Web Conf. 175, 08006 (2018), proceedings of Lat-
tice 2017, 1711.05556.
[51] B. de Wit, M. Luscher, and H. Nicolai,
Nucl. Phys. B 320, 135 (1989).
[52] J. Maldacena and A. Milekhin, JHEP 1804, 084 (2018),
1802.00428.
[53] D. O’Connor and V. G. Filev, “Membrane matrix models
and non-perturbative checks of gauge/gravity duality,”
(2016), 1605.01611.
[54] K. N. Anagnostopoulos, M. Hanada, J. Nishimura,
and S. Takeuchi, Phys. Rev. Lett. 100, 021601 (2008),
0707.4454.
[55] L. Bombelli, R. K. Koul, J. Lee, and R. D. Sorkin,
Phys. Rev. D 34, 373 (1986).
[56] R. D. Sorkin, J. Phys.: Conf. Ser. 484, 012004 (2014),
1205.2953.
[57] M. Saravani, R. D. Sorkin, and Y. K. Yazdi,
Class. Quantum Grav. 31, 214006 (2014), 1311.7146.
[58] J. Berges, S. Floerchinger, and R. Venugopalan,
JHEP 1804, 145 (2018), 1712.09362.
[59] A. V. Turbiner, Lett. Math. Phys. 74, 169 (2005),
math-ph/0506033.
25
[60] V. G. Filev and D. O’Connor, JHEP 1605, 167 (2016),
1506.01366.
[61] H. Gharibyan, M. Hanada, B. Swingle, and M. Tezuka,
“Quantum Lyapunov spectrum,” (2018), 1809.01671.
[62] F. Aprile and F. Sanfilippo, JHEP 1709, 048 (2017),
1611.00786.
[63] J. D. Bekenstein, Phys. Rev. D 23, 287 (1981).
[64] D. N. Page, “The Bekenstein bound,” (2018),
1804.10623.
[65] O. Aharony, J. Marsano, S. Minwalla, and T. Wiseman,
Class. Quant. Grav. 21, 5169 (2004), hep-th/0406210.
[66] P. V. Buividovich and M. I. Polikarpov, Phys. Lett. B
670, 141 (2008), 0806.3376.
[67] W. Donnelly, Phys. Rev. D 85, 085004 (2012),
1109.0036.
[68] T. Kunihiro, B. Mu¨ller, A. Ohnishi, and A. Scha¨fer,
Prog. Theor. Phys. 121, 555 (2009), 0809.4831.
[69] G. Dvali, A. Franca, C. Gomez, and N. Wintergerst,
Phys. Rev. D 92, 125002 (2015), 1507.02948.
[70] G. Aarts, C. Allton, A. Amato, P. Giudice, S. Hands,
and J. Skullerud, JHEP 02, 186 (2015), 1412.6411.
[71] M. Hanada, “Can we study real time dynamics of string theory?” Talk
at post-STRINGS 2018, Kyoto (2018).
[72] N. Iizuka, D. Kabat, G. Lifschytz, and D. A. Lowe,
Phys. Rev. D 68, 084021 (2003), hep-th/0306209.
[73] J. Berges, Phys. Rev. D 70, 105010 (2004),
hep-ph/0401172.
[74] S. Borsanyi and M. Hindmarsh,
Phys. Rev. D 79, 065010 (2009), 0809.4711.
[75] Y. Akamatsu, A. Rothkopf, and N. Yamamoto,
JHEP 03, 210 (2016), 1512.02374.
Appendix A: Conserved quantities and
supersymmetry for BFSS Hamiltonian in the
Gaussian state approximation
Equations of motion (9) and (13) conserve energy and
gauge constraint, which are given by the expectation val-
ues of the operators (3) and (5). Yet another obvious
integral of motion for the Hamiltonian (3) is the total
angular momentum, described by the operator
Jˆij = Xˆ
a
i Pˆ
a
j − Xˆaj Pˆ ai −
i
8
ψˆaα σ
αβ
ij ψˆ
a
β , (A1)
which acts on the vectors and spinors as
[
Jˆkl, Xˆ
a
i
]
=
iδikXˆ
a
l − iδilXˆak and
[
Jˆkl, ψˆ
a
]
= i4σklψˆ
a.
Here we give explicit expressions for these conserved
quantities:
E ≡ 〈 Hˆ 〉 =
=
P ai P
a
i + 〈〈 Pˆ ai Pˆ ai 〉〉
2N
+
+
N
4
CabcCade
(
XbiX
c
jX
d
i X
e
j+
+〈〈 Xˆbi Xˆcj 〉〉〈〈 Xˆdi Xˆej 〉〉+
+〈〈 Xˆbi Xˆdi 〉〉〈〈 Xˆcj Xˆej 〉〉+
+〈〈 Xˆbi Xˆej 〉〉〈〈 Xˆdi Xˆcj 〉〉+ 〈〈 Xˆbi Xˆcj 〉〉Xdi Xej +
+〈〈 Xˆbi Xˆdi 〉〉XcjXej + 〈〈 Xˆbi Xˆej 〉〉Xdi Xcj +
+〈〈 Xˆdi Xˆej 〉〉XbiXcj + 〈〈 Xˆcj Xˆej 〉〉XbiXdi +
+〈〈 Xˆdi Xˆcj 〉〉XbiXej
)
, (A2)
Ja ≡ 〈 Jˆa 〉 =
= CabcX
b
iP
c
i + Cabc〈〈 Xˆbi Pˆ ci 〉〉 −
− i
2
Cabc〈〈 ψˆbαψˆcα 〉〉, (A3)
Jij ≡ 〈 Jˆij 〉 =
= Xai P
a
j −Xaj P ai + 〈〈 Xˆai Pˆ aj 〉〉 −
−〈〈 Xˆaj Pˆ ai 〉〉 −
i
8
σαβij 〈〈 ψˆaαψˆaβ 〉〉. (A4)
An explicit demonstration of the conservation of these
quantities from equations (9) and (13) is a lengthy but
straightforward calculation, which we do not present here
in order to save space.
The conservation of the supersymmetry generators Qˆα
in the Gaussian state approximation is a more subtle
question. On the one hand, the expectation values 〈 Qˆα 〉
are zero for our Gaussian state with 〈 ψˆ 〉 = 0 and vanish-
ing mixed bosonic-fermionic correlators, and are hence
trivially conserved. On the other hand, if the Gaus-
sian state approximation preserved supersymmetry, we
should have obtained a zero ground state energy. Since
this is not the case, supersymmetry should be somehow
violated.
To understand the fate of supersymmetry in more de-
tails, let us first present an outline of the proof of the
conservation of supersymmetry generators (6) from the
full Heisenberg equations (7), which after some algebra
yield
∂tQˆδ = CabcP
b
i X
c
i ψˆ
a − i
2
Cbacψˆ
a
γ ψˆ
b
αψˆ
c
βσ
i
αβσ
i
γδ. (A5)
Taking into account the vanishing of the gauge constraint
(5) on the physical Hilbert space, we can also rewrite
(A5) as
∂tQˆδ =
i
2
Cabcψˆ
a
αψˆ
b
βψˆ
c
γ
(
σiαβσ
i
γδ − δαβδγδ
)
. (A6)
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Now one can use the anti-commutativity of the operators
ψˆaα and the cyclic symmetry of the structure constants
Cabc = Cbca = Ccab to transform this expression into
∂tQˆδ =
i
6
Cabcψˆ
a
αψˆ
b
βψˆ
c
γ
× (σiαβσiγδ + σiβγσiαδ + σiγασiβδ
−δαβδγδ − δβγδαδ − δγαδβδ) . (A7)
In other words, the indices α, β and γ are cyclically per-
muted. But precisely this combination of σ matrices is
equal to zero by virtue of the Fierz identity (E3). Hence
the time derivative ∂tQˆα is equal to zero on the physical
Hilbert space.
Now we turn to the Gaussian state approximation and
take the limit in which the classical expectation values
Xai , P
a
i are so large that their quantum dispersions can
be neglected. In this case the evolution of the system
is described by the classical equations of motion for Xai
and P ai , augmented by the fermionic force, and fermions
evolve in the classical background of Xai variables. This
corresponds to the classical-statistical field theory ap-
proximation (CSFT), which is a standard method for
addressing the real-time dynamics of fermions interacting
with strong gauge fields, see e.g. [17]. Since the fermionic
part of the BFSS Hamiltonian (3) is quadratic in the
fermionic fields, the fermionic wave function is always
Gaussian, and is in one-to-one correspondence with the
fermionic correlators 〈〈 ψˆaαψˆbβ 〉〉. In this case we can sim-
plify calculations by working directly with the operators
ψˆaα which satisfy the Heisenberg equations of motion. In
this limit the supersymmetry generators (6) take the form
Qˆα = P
a
i σ
i
αβψˆ
a
β −
N
4
CadeX
d
i X
e
j σ
ij
αβψˆ
a
β . (A8)
Using equations of motion (9), after some algebra we can
represent the time derivative of Qˆα as
∂tQˆδ =
i
2
Cabc〈〈 ψˆaαψˆbβ 〉〉ψˆcγ
(
σiαβσ
i
γδ − δαβδγδ
)
. (A9)
The only difference with the expression (A5) for the full
quantum evolution is that two out of three ψˆ operators
are now under the vacuum expectation value brackets.
This vacuum expectation value is in fact the expectation
value of the fermionic force term i2Cbacσ
i
αβ〈〈 ψˆbαψˆcβ 〉〉 on
the right-hand side of equation (9b) which governs the
time evolution of P ai .
It is now easy to see that due to these brackets, one
can no longer cyclically permute different ψˆ operators
and use the Fierz identities (E3) as in (A7) to show the
conservation of the SUSY charge. One can construct
a similar proof by considering arbitrary Gaussian states
with 〈 ψˆaα 〉 6= 0 and 〈 ψˆaαXˆbi 〉 6= 0, 〈 ψˆaαPˆ bi 〉 6= 0 which mix
fermionic and bosonic variables. This makes the deriva-
tion significantly more involved, but leads to similar con-
clusions. We thus conclude that supersymmetry is not
preserved in the Gaussian state approximation.
Appendix B: Ground state and real-time evolution
of Majorana fermions
In our approximation the thermodynamics and the
real-time evolution of Majorana fermions ψˆaα are gov-
erned by the fermionic Hamiltonian
HˆF =
1
2
habαβψˆ
a
αψˆ
b
β , (B1)
hαβab = iCacbX
c
i σ
αβ
i , (B2)
where we have introduced a single-particle Hamiltonian
habαβ which defines the energy levels occupied by Majorana
fermions.
In order to describe the ground state of HˆF , we note
that the single-particle Hamiltonian (B2) is a real anti-
symmetric matrix of size NF = 16
(
N2 − 1) multiplied
by the unit imaginary number i. The eigenvalues of real
anti-symmetric matrices with even size are purely imag-
inary and come in conjugate pairs ±iλk, k = 1 . . .NF /2.
Correspondingly, the energy levels of the single-particle
Hamiltonian (B2) come in opposite-sign pairs +ǫk, −ǫk,
which reflects the particle-anti-particle symmetry of Ma-
jorana fermions. In what follows we assume that the in-
dex k = 1 . . .NF/2 enumerates the positive energy levels
ǫk > 0.
It is easy to see that the eigenvectors which corre-
spond to energies +ǫk and −ǫk are complex conjugate
to each other. Splitting these eigenvectors into real and
imaginary parts ψ (+ǫk) = uk (ǫk) + ivk (ǫk), ψ (−ǫk) =
uk (ǫk)− ivk (ǫk), k = 1 . . .NF /2, we write the eigenvalue
equation for the single-particle Hamiltonian (B2) as
hαβab u
b
β (ǫk) = iǫk v
a
α (ǫk) ,
hαβab v
b
β (ǫk) = −iǫk uaα (ǫk) , (B3)
Completeness and orthogonality of the basis of complex-
valued eigenvectors ψ (±ǫk) also imply the following com-
pleteness and orthogonality relations for u and v:
u (ǫk) · u (ǫl) + v (ǫk) · v (ǫl) = δkl,
u (ǫk) · v (ǫl)− v (ǫk) · u (ǫl) = 0, (B4)∑
k
(u (ǫk)⊗ u (ǫk) + v (ǫk)⊗ v (ǫk)) = I/2, (B5)
There are more relations which can be obtained by taking
the scalar products of eigenvectors with opposite signs of
ǫ, but we will not need them here.
Decomposing the operators ψˆaα in the basis of real vec-
tors uaα (ǫk), v
a
α (ǫk) ψˆ
(2)
k as
ψˆaα =
√
2
∑
k
(
uaα (ǫk) ψˆ
(1)
k + v
a
α (ǫk) ψˆ
(2)
k
)
,
{
ψˆ
(A)
k , ψˆ
(B)
l
}
= δABδkl, A,B = 1, 2, (B6)
we can bring our Hamiltonian into the form
HˆF = −2i
∑
k
ǫk ψˆ
(1)
k ψˆ
(2)
k . (B7)
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Upon this decomposition, the many-body fermionic
Hamiltonian completely splits into a sum of independent
Hamiltonians for each positive energy level ǫk > 0. For
each k the algebra of operators ψˆ
(1)
k , ψˆ
(2)
k is isomorphic
to the algebra of 2× 2 Pauli matrices s1, s2, s3:
ψˆ
(1)
k → s1/
√
2,
ψˆ
(2)
k → s2/
√
2,
−2iψˆ(1)k ψˆ(2)k → s3 = diag (+1,−1) . (B8)
This isomorphism allows one to immediately find the
thermal partition function
Z = Tr e−βHˆF =
∏
k
2 cosh (βǫk) (B9)
as well as the fermionic two-point function
Z−1Tr
(
ψˆ
(A)
k ψˆ
(B)
l e
−βHˆF
)
= δkl
(
δAB
2
− i εAB
2
tanh (βǫk)
)
, (B10)
where εAB is the 2×2 antisymmetric matrix with ε12 = 1.
In this work we use the correlator (B10) in the zero-
temperature limit β → ∞ as the initial condition for
〈〈 ψˆaαψˆaβ 〉〉. Using the definition (B6) of the operators
ψˆ
(1)
k and ψˆ
(2)
k and replacing tanh (βǫk) = 1 at β → ∞,
we obtain an explicit expression for 〈〈 ψˆaαψˆaβ 〉〉 in the zero-
temperature limit:
〈〈 ψˆaαψˆbβ 〉〉0 =
δabδαβ
2
− i
∑
k
{
uaα (ǫk) v
b
β (ǫk)
−vaα (ǫk) vbβ (ǫk)
}
. (B11)
As a quick check of the above expressions, we note
that the expectation value of the fermionic Hamiltonian
〈 HˆF 〉 = 12hαβab 〈 ψˆaαψˆbβ 〉 is negative, which can be expected
if only the negative energy levels are filled by fermions.
However, for Majorana fermions which are their own
anti-particles this statement is somewhat subtle.
Having fixed the initial conditions for the fermionic
correlators 〈〈 ψˆaαψˆbβ 〉〉, we have to solve the equation
(13d) which governs the time evolution of this correlator.
This can be done by promoting the basis vectors uaα (ǫ)
and vaα (ǫ) to time-dependent functions which satisfy the
single-particle Schro¨dinger equations
∂tu
a
α (ǫk) = CabcX
b
i σ
i
αβu
c
β (ǫk) ,
∂tv
a
α (ǫk) = CabcX
b
i σ
i
αβv
c
β (ǫk) . (B12)
At t = 0, uaα (ǫk) and v
a
α (ǫk) are defined by (B3). Since
the single-particle Hamiltonian (B2) is time-dependent,
at t > 0 uaα (ǫk) and v
a
α (ǫk) are in general no longer re-
lated to the eigenstates of hαβab . It is easy to check that the
two-point function (B11) with time-dependent functions
uaα (ǫk) and v
a
α (ǫk) which satisfy equations (B12) solves
equation (13d). In the literature on real-time simula-
tions within the classical-statistical field theory (CSFT)
approximation the functions uaα (ǫk) and v
a
α (ǫk) are com-
monly referred to as mode functions [17, 74].
This way of solving equation (13d) requires at least
two times less memory and CPU time than a straightfor-
ward solution. For illustration, we present the equation
of motion for the bosonic momenta P ai in terms of mode
functions:
∂tP
a
i = −CabcCcdeXbjXdi Xej +
+
∑
k
Cabcσ
i
αβu
b
α (ǫk) v
c
β (ǫk) . (B13)
Appendix C: Symplectic structure in the Gaussian
state approximation
As discussed in Subsection VB, a necessary and suf-
ficient condition for a general Gaussian density matrix
to describe a pure state is that the corresponding cor-
relator matrix (14) should have symplectic eigenvalues
all equal to fk = 1/2. In this Appendix we demonstrate
that equations (9) and (13) conserve symplectic eigenval-
ues of the correlator matrix (14) and hence evolve pure
states into pure states. For mixed states this property
obviously implies the conservation of von Neumann and
Re´nyi entropies.
To begin with, we introduce the condensed index no-
tation A = {a, i}, B = {b, j} and rewrite equations (13)
as
∂t〈〈 XˆAXˆB 〉〉 = 〈〈 XˆAPˆB 〉〉+ 〈〈 PˆAXˆB 〉〉,
∂t〈〈 XˆAPˆB 〉〉 = 〈〈 PˆAPˆB 〉〉 −
−3〈〈 XˆAXˆE 〉〉VECDB〈 XˆCXˆD 〉,
∂t〈〈 PˆAPˆB 〉〉 = −3VACDE〈 XˆCXˆD 〉〈〈 XˆE PˆB 〉〉
−3VBCDE〈 XˆCXˆD 〉〈〈 XˆEPˆA 〉〉, (C1)
where VABCD is the short-hand notation for the coeffi-
cients of the quartic term in the Hamiltonian (3), which
thus takes the form Hˆ = Pˆ 2A/2+VABCDXˆAXˆBXˆCXˆD/4.
It is now convenient to introduce the symmetric and
real matrix VAB = 3VABCD〈 XˆCXˆD 〉 and to treat the
correlators 〈〈 XˆAXˆB 〉〉, 〈〈 XˆAPˆB 〉〉 and 〈〈 PˆAPˆB 〉〉 as ma-
trices, omitting their indices. This allows to write equa-
tions (C1) in a particularly simple form:
∂t〈〈 XˆXˆ 〉〉 = 〈〈 XˆPˆ 〉〉+ 〈〈 XˆPˆ 〉〉T ,
∂t〈〈 XˆPˆ 〉〉 = 〈〈 Pˆ Pˆ 〉〉 − 〈〈 XˆXˆ 〉〉V,
∂t〈〈 Pˆ Pˆ 〉〉 = −V 〈〈 XˆPˆ 〉〉 − 〈〈 XˆPˆ 〉〉TV. (C2)
We now combine all the correlators in the block matrix
∆ given by (14), and introduce the block matrix
Υ =
(
0 I
−V 0
)
. (C3)
In terms of the symplectic form Ω defined in (15) and the
matrices ∆ and Υ, equations (C2) can be written as
∂t (∆Ω) = Υ (∆Ω)− (∆Ω)Υ. (C4)
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The commutator structure on the right-hand side implies
that the eigenvalues of the matrix ∆Ω are conserved dur-
ing the evolution described by equations (C1), which are
a compact representation of equations (13). Since the
eigenvalues of ∆Ω are the symplectic eigenvalues of ∆
which determine whether the state is pure or not, we
have thus proven that pure states are evolved into pure
states. While the form of equations (C1) is only valid for
models with quartic interactions, our proof can be eas-
ily generalized for other Hamiltonians. In particular, the
effect of Majorana fermions can be easily incorporated
as a time-dependent linear potential in addition to the
quartic potential.
Appendix D: Numerical discretization of equations
(9) and (13)
In order to solve equations (9) numerically, we em-
ploy the leap-frog discretization [17, 74] with time step
δt, which has the advantage of being numerically stable
and phase space volume preserving. We enumerate the
discrete steps of the numerical evolution by the discrete
variable τ = 0, 1, 2, . . .. In each evolution step we first
update the bosonic momenta:
P τ+1i = P
τ
i + δt
[
Xτj ,
[
Xτi , X
τ
j
]]
−iδt
∑
ǫ>0
σαβi
[
uτα, v
τ
β
]
, (D1)
where we have used the matrix notation as in (4) for
shortness. Next, the fermionic mode functions are up-
dated:
uτ+1α = u
τ−1
α − 2i δt σαβi
[
Xτi , u
τ
β
]
, τ ≥ 1,
u1α = u
0
α − i δt σiαβ
[
X0i , u
0
β
]
. (D2)
Evolution equations for vα take the same form. This
evolution scheme corresponds to using the symmet-
ric discretization of the time derivative on the real
time axis, which admits also the propagation of lat-
tice doubler modes. Since these doubler modes corre-
spond to Majorana-Weyl fermions of opposite helicity,
together with the physical modes they will form (9 + 1)-
dimensional Dirac fermions. This enhancement of the
fermionic Hilbert space could potentially spoil some of
the nice properties of the BFSS model, thus it is very
important to prevent the doubler modes from being ex-
cited. The second equation in (D2) ensures that the dou-
bler modes remain practically unexcited for sufficiently
long evolution time [74].
After that we update the bosonic correlators 〈〈 Xˆai Pˆ bj 〉〉
and 〈〈 Pˆ ai Pˆ bj 〉〉 according to equations (13b):
〈〈 XˆAPˆB 〉〉τ+1 = 〈〈 XˆAPˆB 〉〉τ +
+δt〈〈 PˆAPˆB 〉〉τ +
+3δt〈〈 XˆAXˆE 〉〉τVECDB〈 XˆCXˆD 〉τ ,
〈〈 PˆAPˆB 〉〉τ+1 = 〈〈 PˆAPˆB 〉〉τ +
+3δt VACDE〈 XˆCXˆD 〉τ × 〈〈 XˆEPˆB 〉〉τ+1, (D3)
where we have used the short-hand notations of equation
(C1).
Finally, the variables Xai and 〈〈 Xˆai Xˆbj 〉〉 are updated:
Xτ+1i = X
τ
i + δt P
τ+1
i , (D4)
〈〈 XˆAXˆB 〉〉τ+1 = 〈〈 XˆAXˆB 〉〉τ +
+δt〈〈 XˆAPˆB 〉〉τ+1 + δt〈〈 PˆAXˆB 〉〉τ+1. (D5)
The commutator representation (C4) of the equations
(13) allows to devise a better discretization which would
involve symmetrized time derivatives, similarly to dis-
crete equations (D2) for fermionic mode functions. We
have not yet implemented this option into our simula-
tions, and simply achieve a comparable precision by using
smaller discrete time step δt.
All the data presented in the main text of the paper
were obtained with δt = 2 · 10−5/σxx. Such a rescal-
ing with respect to σxx is necessary, since at different
σxx the dynamics is characterized by very different time
scales which also require different discretization steps to
achieve the same accuracy. In order to check the effect
of discretization artifacts on our simulations, we have
also performed several simulations with two times smaller
time step δt = 10−5/σ and checked that these simulations
yield practically the same results for all parameter sets
which we have used.
Appendix E: Pauli matrices in d = 9 spatial
dimensions
We use the following explicit form of the σi matrices:
σ1 = s3 ⊗ I ⊗ I ⊗ I
σ2 = s2 ⊗ s2 ⊗ s2 ⊗ s2
σ3 = s2 ⊗ s2 ⊗ I ⊗ s1
σ4 = s2 ⊗ s2 ⊗ I ⊗ s3
σ5 = s2 ⊗ s1 ⊗ s2 ⊗ I
σ6 = s2 ⊗ s3 ⊗ s2 ⊗ I
σ7 = s2 ⊗ I ⊗ s1 ⊗ s2
σ8 = s2 ⊗ I ⊗ s3 ⊗ s2
σ9 = s1 ⊗ I ⊗ I ⊗ I, (E1)
where s1, s2 and s3 are the conventional 2 × 2 Pauli
matrices. We note that despite s2 is complex and anti-
symmetric, it always enter the σ matrices twice. Thus,
the σ matrices are manifestly real and symmetric.
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To demonstrate the conservation of the angular mo-
mentum (A1), one also needs the commutation rela-
tions between σ matrices and their commutators σij ≡
σiσj −σjσi (which can be also interpreted as the genera-
tors of rotations in the space of Majorana-Weyl spinors):
σijσk − σkσij = 4σiδjk − 4σjδik (E2)
For the proof of the conservation of supersymmetry
generators (6) outlined in Appendix A one also needs
the Fierz identity
[σi]αβ [σi]γδ + [σi]αγ [σi]βδ + [σi]αδ [σi]γβ
= δαβδγδ + δαγδβδ + δαδδγβ, (E3)
as well as the following identity for the σij matrices:
σijσkl + σjkσli + σklσij + σliσjk
= 8 (δijδkl + δilδjk − 2δikδjl) . (E4)
