An integral scheme for the efficient evaluation of two-center integrals over contracted solid harmonic Gaussian functions is presented. Integral expressions are derived for local operators that depend on the position vector of one of the two Gaussian centers. These expressions are then used to derive the formula for three-index overlap integrals where two of the three Gaussians are located at the same center. The efficient evaluation of the latter is essential for local resolution-of-the-identity techniques that employ an overlap metric. We compare the performance of our integral scheme to the widely used Cartesian Gaussian-based method of Obara and Saika (OS). Non-local interaction potentials such as standard Coulomb, modified Coulomb and Gaussiantype operators, that occur in range-separated hybrid functionals, are also included in the performance tests. The speed-up with respect to the OS scheme is up to three orders of magnitude for both, integrals and their derivatives. In particular, our method is increasingly efficient for large angular momenta and highly contracted basis sets.
I. INTRODUCTION
The rapid analytic evaluation of two-center Gaussian integrals is important for many molecular simulation methods. For example, Gaussian functions are widely used as orbital basis in quantum mechanical (QM) calculations and are implemented in many electronicstructure codes.
1-6 Gaussians are further used at lower level of theory to model charge distributions in molecular mechanics [7] [8] [9] [10] [11] [12] [13] [14] [15] (MM), semi-empirical [16] [17] [18] and hybrid QM/MM methods. [19] [20] [21] The Gaussian-based treatment of the electrostatic interactions requires the evaluation of two-center Coulomb integrals.
The efficient evaluation of two-center integrals is also important at the Kohn-Sham density functional theory (KS-DFT) level, in particular for hybrid density functionals. In order to speed-up the evaluation of the Hartree-Fock exchange term, the exact evaluation of the four-center integrals can be replaced by resolution-of-theidentity (RI) approximations. [22] [23] [24] [25] Especially, when an overlap metric is employed, the efficient evaluation of two-center integrals is required. The interaction potential can take different functional forms dependent on the hybrid functionals. 26 The most popular potential is the standard Coulomb operator employed in well-established functionals such as PBE0 [27] [28] [29] and B3LYP. [30] [31] [32] A shortrange Coulomb potential is, e.g., employed for the HSE06 functional, [33] [34] [35] whereas a combination of long-range Coulomb and Gaussian-type potential is used for the MCY3 functional. 36 Gaussian overlap integrals, in the following denoted by (ab), are computed in semi-empirical methods 16 and QM a) dorothea.golze@chem.uzh.ch approaches such as Hartree-Fock and KS-DFT. The efficient computation of (ab) is not of major importance for QM methods since their contribution to the total computational cost is negligible. However, the efficient evaluation of the three-index overlap integrals (abã), where two functions are located at the same center, is essential for local RI approaches that use an overlap metric.
37-39
Employing local RI in KS-DFT, the atomic pair densities are approximated by an expansion in atom-centered auxiliary functions. In order to solve the RI equations, it is necessary to calculate (abã) for each pair where a, b refers to orbital functions at atoms A and B andã to the auxiliary function at A. The evaluation of (abã) is computationally expensive because the auxiliary basis set is 3-5 times larger than the orbital basis set. A rapid evaluation of (abã) is important to ensure that the computational overhead of the integral calculation is not larger than the speed-up gained by the RI .
Two-center integrals with the local operator r 2n a (n ∈ N), where r a depends on the center of one of the Gaussian functions, are required for special projection and expansion techniques. For example, these integrals are used for projection of the primary orbital basis on smaller, adaptive basis sets. 40 Numerous schemes for the evaluation of Gaussian integrals have been proposed based on Cartesian Gaussian, [41] [42] [43] [44] [45] [46] [47] Hermite Gaussian [48] [49] [50] [51] and solid or spherical harmonic Gaussian functions. [51] [52] [53] [54] [55] [56] [57] [58] For a review of Gaussian integral schemes see Ref. 59 . A very popular approach is the Obara-Saika (OS) scheme, 42 which employs a recursive formalism over primitive Cartesian Gaussian functions. However, electronic-structure codes utilize spherical harmonic Gaussians (SpHGs) since the number of SpHGs is equal or smaller than the number of Cartesian Gaussians, i.e. for fixed angular momentum l, (2l + 1) SpHGs compare to (l + 1)(l + 2)/2 Cartesian Gaussians. Furthermore, Gaussian basis sets are often constituted of contracted functions. Thus, the primitive Cartesian integrals obtained from the OS recursion are subsequently contracted and transformed to SpHGs.
In this work, we further develop an alternative integral scheme [52] [53] [54] 56 that employs contracted solid harmonic Gaussians (SHGs). The latter are closely related to SpHG functions and differ solely by a constant factor. The SHG integral scheme is based on the application of the spherical tensor gradient operator (STGO). 60, 61 The expressions resulting from Hobson's theorem of differentiation 62 contain an angular momentum term that is independent on the exponents and contraction coefficients. This term is obtained by relatively simple recursions. It can be pre-computed and re-used multiple times for all functions in the basis set with the same l and m quantum number. The integral and derivative evaluation requires the contraction of a set of auxiliary integrals over s functions and their scalar derivatives. The same contracted quantity is re-used several times for the evaluation of functions with the same set of exponents and contraction coefficients, but different angular dependency m. Unlike for Cartesian functions, subsequent transformation and contraction steps are not required.
This work is based on Refs. 56 and 63, where the twoindex integral expressions for the overlap operator and general non-local operators are given. We extend the SHG scheme to the local operator r 2n a and derive formulas for the integrals (a|r 2n a |b). The latter are fundamental for the subsequent derivation of the three-index overlap integral (abã). The performance of the SHG method is compared to the OS scheme. We also include integrals with different non-local operators such as standard Coulomb, modified Coulomb or Gaussian-type operators in our comparison.
In the next section, the expressions for the integrals and their Cartesian derivatives are given followed by details on the implementation of the integral schemes. The performance of the SHG scheme is then discussed in terms of number of operations and empirical timings. The derivations of the expressions for (a|r 2n a |b) are given in Appendix A and B.
II. INTEGRAL AND DERIVATIVE EVALUATION
After introducing the relevant definitions and notations, we summarize the work of Giese and York 56 in Section II B. The integral expressions of (a|r 2n a |b) and (abã) are then derived in Sections II C and II D, respectively. Subsequently, the formulas for the Cartesian derivatives are given (Section II E) as well as the details on the computation of the angular-dependent term in the SHG integral expressions (Section II F).
A. Definitions and notations
The notations used herein correspond to Refs. 56, 64, and 65 unless otherwise indicated. An unnormalized, primitive SHG function is defined as
where the complex solid harmonics C l,m (r),
are obtained by rescaling the spherical harmonics Y l,m (θ, φ). Contracted SpHG functions ϕ l,m (r) are constructed as linear combination of the primitive SHG functions
where {c α } are the contraction coefficients for the set of exponents A = {α} and N l is the normalization constant given by
The factor
is included in the normalization constant to convert from SHG to SpHG functions. In the following, the absolute value of the m quantum number is denoted by
Furthermore, we use the notations,
where R a references the position of the Gaussian center A and R b the position of center B. The scalar derivative of X(r 2 ) with respect to r 2 is denoted by
B. Integrals (a|O|b)
In this section, the expression to compute the twocenter integral (a|O|b) is given which is defined as
ϕ la,ma (r a ) and ϕ l b ,m b (r b ) are contracted SpHG functions as defined in Equation (3), which are centered at R a and R b , respectively. O(r) is an operator that is explicitly independent on the position vectors R a or R b . Such operators are, e.g., the non-local Coulomb operator O(r) = 1/r or the local overlap O(r) = δ(r).
The derivation for an efficient expression to compute (a|O|b) follows Ref. 56 . It is based on Hobson's theorem 62 of differentiation, which states that
where the differential operator C l,m (∇) is called STGO. The differential operator is obtained by replacing r in the solid harmonic C l,m (r) by ∇ = (∂/∂x, ∂/∂y, ∂/∂z).
The derivation of the (a|O|b) integrals starts by noting that exp(−αr 2 ) is an eigenfunction of (∂/∂r 2 ) l with the eigenvalue (−α) l . Using Equation (10) and the definition of primitive SHGs from Equation (1), the primitive SHG at center R a can be rewritten as
where C l,m (∇ a ) acts on R a . Inserting Equation (1) for s functions, χ 0,0 (α, r) = exp −αr 2 , yields
Inserting the STGO formulation of χ l,m from Equation (12) in Equation (9) gives
The contracted integral over s functions is denoted by
where c α and c β are the expansion coefficients of ϕ la,ma (r a ) and ϕ l b ,m b (r b ), respectively, with corresponding exponents α and β. The integral (0 a |O|0 b ) over primitive s functions is given by
The analytic expressions of (0 a |O|0 b ) for the overlap and different non-local operators are given in Table S1 , see Supplementary Information (SI). Application of the product and differentiation rules for the STGO [52] [53] [54] 67 finally yields
where the prefactors are
and n!! denotes the double factorial. The superscript on O la,l b (R 2 ab ) in Equation (16) denotes the scalar derivative with respect to R 2 ab , see Equation (8) and (14),
Since s functions contain no angular dependency, (0 a |O|0 b ) is a function of R ab (or equivalently, R 2 ab ), see Table S1 (SI). Therefore, the derivative in Equation (19) is well-defined. The integral O la,l b (R 2 ab ) can be interpreted as the monopole result of the expansion given in Equation (16) .
The expression given in Equation (16) 
Note that we used the abbreviation a, b for the indices (l a , µ a , l b , µ b ) in Equation (20) . Details on the calculation of Q c/s,c/s a,b,j,κ (R ab ) can be found in Section II F.
The integrals (a|r
n ∈ N, are fundamental for the derivation of the overlap matrix elements (abã) with two Gaussians at center R a , which are discussed in the next section. Since the operator r 
The expression of this product in terms of the STGO C l,m (∇ a ) is obtained using Hobson's theorem,
The derivation of Equation (23) is given in Appendix A.
Inserting Equations (12) and (23) in Equation (21) 
where
is again the monopole results for the integral given in Equation (25) . The derivation follows now the same procedure as for the integrals (a|O|b) and yields (a|r
where the scalar derivative of
The integral over primitive s functions is (28) with c = α + β and ρ = αβ/c and
The proof of Equation (28) is similarly elaborate as for Equation (23) and is given in Appendix B. The derivatives of (0 a |r 2m a |0 b ) are obtained by applying the Leibniz rule of differentiation to Equation (28) (0 a |r
The three-index overlap integral (abã) includes two functions at center R a and is defined by
In traditional Cartesian Gaussian-based schemes, the product of the two Cartesian functions at center R a is obtained by adding exponents and angular momenta of both Gaussians, respectively. The result is a new Cartesian Gaussian at R a . The integral evaluation proceeds then as for the two-index overlap integrals (ab). In the SHG scheme on the other hand, the product of two SHG functions at the same center is obtained by a ClebschGordan (CG) expansion of the spherical harmonics. In the following, the expression of this expansion in terms of the STGO is derived and used to obtain the integral formula.
Employing the definitions given in Equations (1) and (2), the product of two primitive SHG functions at R a can be written as (33) where α = α +α and
The product of two spherical harmonics can be expanded in terms of spherical harmonics,
M,m,m are the Gaunt coefficients 68 which are proportional to a product of CG coefficients. 69 The expansion given in Equation (35) is valid since the spherical harmonics form a complete set of orthonormal functions. A similar expansion for solid harmonics C l,m (r) is not possible because the latter are no basis of L 2 (R 3 ). Inserting the CG expansion into Equation (33) [1], re-introducing solid harmonics [2] as defined in Equation (2) and employing the definition given in Equation (1) [3] yields
where K L is defined in Equation (5) . The L quantum numbers of the non-vanishing contributions in the CG expansion proceed in steps of two starting from
in terms of the STGO using Equation (23),
The derivation of the integral expression for (abã) is analogous to the (a|O|b) integrals. Inserting the STGO formulations given in Equation (11) and Equation (39) into Equation (31) yields
where the dependence of P La,la,la,l b on R 2 ab originates from the integrals over primitive s functions,
see Equation (28) . The derivation proceeds as for the (a|O|b) and (a|r 2n a |b) integrals yielding the final formula,
where the coefficients A l,m and B j,κ are given in Equations (17) and (18). See Section II F for the expressions of Q c/s,c/s
The superscript (L a −l b −j) on P La,la,la,l b indicates the derivative as defined in Equation (8) .
The integral (abã) can be considered as a sum of (a|r 2n a |b) integrals, introducing some modifications due to normalization and contraction.
E. Cartesian Derivatives
Cartesian derivatives are required for evaluating forces and stress in molecular simulations. The Cartesian derivatives of the integrals (a|O|b), (a|r 
The derivative of (a|O|b) [Equation (16) ] with respect to
with i = x, y, z and where we have introduced the notation
The derivatives of (a|r 
Note that we abbreviate the indices (l a , µ a , l b , µ b ) with (a, b) in Q a,b,j,κ as in Equation (20). The real translation matrix is a 2×2 matrix with the elements
The expressions for W l,m,j,κ are given by 65 ,
Here, we introduced the regular scaled solid harmonics R l,m (r) which are defined as
where the definition of the complex solid harmonics C l,m (r) from Equation (2) has been employed. The regular scaled solid harmonics are also complex and can be decomposed into a real (cosine) and an imaginary (sine) part as
The cosine and sine parts can be constructed by the following recursion relations
where r = (x, y, z). The usage of c/s in the last recurrence formula indicates that the relation is used for both, R 
Note that the cosine part of the y derivatives are constructed from the sine part and vice versa. Furthermore, the terms in Equations (60)- (62) (60) and (61) . These matrix elements are never calculated since µ is positive by definition, but they can be obtained using the symmetry relations given in Equation (59) . For example if µ a = 0, the following relations are used for the x-derivative (63) and for the y derivative we employ the symmetry relations:
III. IMPLEMENTATION DETAILS
Integrals of the type (a|O|b) have been implemented for the overlap δ(r), Coulomb 1/r, long-range Coulomb erf(ωr)/r, short-range Coulomb erfc(ωr)/r, Gaussiandamped Coulomb exp(−ωr 2 )/r operator and the Gaussian operator exp(−ωr 2 ), where r = |r 1 − r 2 |. The procedure for calculating these integrals differs only by the evaluation of the s-type integrals (0 a |O|0 b ) and their derivatives with respect to R 2 ab . The expressions for the k-th derivatives (0 a |O|0 b ) (k) have been derived from Ref. 47 and are explicitly given in Table S1 , see SI.
The pseudocode for the implementation of the SHG integrals is shown in Figure 1 . Our implementation is optimized for the typical structure of a Gaussian basis set, where Gaussian functions that share the same primitive exponents are organized in so-called sets. Since the For each atomic kind:
Calculate contraction matrix:
For all sets a/b: nmax = la,max set + l b,max set If derivatives required: nmax = nmax + 1 For all exponents in set a/b:
Pseudocode for the calculation of the (a|O|b) integrals for an atom pair using a basis set with several sets of Gaussian functions as input. All functions that belong to one set share the same Gaussian exponents. Each set consists of shells characterized by the l quantum number and a set of contraction coefficients.
matrix elements Q c/s,c/s la,µa,l b ,µ b ,j and their Cartesian derivatives do not depend on the exponents, they are computed only once for all l = 0, ..., l max , where l max is the maximal l quantum number of the basis set. The matrix elements Q c/s,c/s la,µa,l b ,µ b ,j are used multiple times for all functions with the same l and m quantum number. The integral and scalar derivatives (0 a |O|0 b ) (k) are then calculated for each set of exponents and subsequently contracted in one step using matrix-matrix multiplications. The same contracted monopole and its derivatives O (k) la,l b (R 2 ab ) are used for all those functions with the same set of exponents and contraction coefficients, but different angular dependency m.
The only difference for the implementation of the (a|r 2n a |b) and (abã) integrals is the evaluation of the contracted monopole and its scalar derivatives. For the three-index overlap integrals (abã) we have additionally to consider the CG expansion. The expansion coefficients are independent on the position of the Gaussians and are precalculated only once for all (abã) integrals. The Gaunt coefficients G L,l,l M,m,m are obtained by multiplying Equation (35) by Y L,M (θ, φ) and integrating over the angular coordinates φ and θ of the spherical polar system. The allowed values for L range in steps of 2 from |l −l| to l +l. Note that not all terms with −L ≤ M ≤ L in Equation (35) give non-zero contributions. For l,l ≤ 2, the product of two spherical harmonics is expanded in 
no more than four terms. However, the number of terms increases with l +l. A detailed discussion of the properties of the Gaunt coefficients can be found in Ref. 71 and tabulated values for low-order expansions of real-valued spherical harmonics are given in Ref. 63 .
To assess the performance of the SHG integrals, an optimized OS scheme 42 has been implemented. In the OS scheme, we first compute the Cartesian primitive integrals recursively. Subsequently, the Cartesian integrals are contracted and transformed to SpHGs. An efficient sequence of vertical and horizontal recursive steps is used to enhance the performance of the recurrence procedure. For the integrals (a|b), (a|r 2n a |b) and (abã), the recursion can be performed separately for each Cartesian direction, which drastically reduces the computational cost for high angular momenta. The contraction and transformation is performed in one step using efficient matrix-matrix operations. The three-index overlap integrals (abã) are computed as described in Section II D by combining the two Cartesian Gaussian functions at center R a into a new Cartesian function at R a .
IV. COMPUTATIONAL DETAILS
The OS and SHG integral scheme have been implemented in the CP2K 2,72 program suite and are available as separate packages. The measurements of the timings have been performed on an Intel Xeon (Haswell) platform 73 using the Gfortran Version 4.9.2 compiler with highest possible optimization. Matrix-matrix multiplications are efficiently computed using Intel R MKL LAPACK Version 11.2.1.
Empirical timings have been measured for the integrals (a|O|b), (a|r 2n a |b) and (abã) using the basis sets specified in Table I . The basis sets at centers R a and R b are chosen to be identical. The measurements have been performed for a series of test basis sets with angular momenta L = 0, ..., 5 and contraction lengths K = 1, ..., 7.
For example, the specification (TESTBAS-L1, K=7) indicates that we have five contracted p functions at both centers, where each contracted function is a linear combination of seven primitive Gaussians. Furthermore, timings have been measured for basis sets of the MOLOPT type 74 that are widely used for DFT calculations with CP2K, see SI for details. The MOLOPT basis sets contain highly contracted functions with shared exponents, i.e. they are so-called family basis sets. A full contraction over all primitive functions is used for all l quantum numbers. For the (abã) integrals, we use for the second function at center R a , ϕl a,ma , the corresponding LRI-MOLOPT basis sets, see Table I . The latter is an auxiliary basis set and contains uncontracted functions, as typically used for RI approaches.
V. RESULTS AND DISCUSSION
This section compares the efficiency of the SHG scheme in terms of mathematical operations and empirical timings to the widely used OS method.
A. Comparison of the algorithms
Employing the OS scheme for the evaluation of SpHG integrals, the most expensive step is typically the recursive computation of the primitive Cartesian Gaussian integrals. The recurrence procedure is increasingly demanding in terms of computational cost for large angular momenta. The recursion depth is even increased when the gradients of the integrals are required, since the derivatives of Cartesian Gaussian functions are constructed from higher-order angular terms (l + 1). In case of the TESTBAS-L5 basis set, the computational cost for evaluating both, the Coulomb integral (a|1/r|b) and its derivatives, is three times larger than for calculating solely the integral. The integral matrix of primitive Cartesian integrals (and their derivatives) has to be transformed to primitive SpHG integrals, which are then contracted. The contribution of the contraction step to the total computational cost is small for integrals with non-local operators. However, the OS recursion takes a significantly smaller amount of time for local operators, when efficiently implemented, see Section III. Thus, the contraction of the primitive SpHG integrals contributes by up to 50% to the total timings for the integrals (ab), (abã) and (a|r 2n a |b). The contraction step can be even dominant when derivatives of these integrals are required since it has to be performed for each spatial direction, i.e. we have to contract the x, y and z Cartesian derivatives of the primitive integral matrix separately. Details on the contribution of the different steps to the overall computational cost are displayed in Figures S1-S4 (a,b) , SI.
The SHG method requires only recursive operations for the evaluation of R c/s l,m [Equations (54)- (57)], which do not depend on the Gaussian exponents and can be tabulated for all functions of the basis set. Furthermore, a deeper recursion is not required for the derivatives of the integrals because they are constructed from linear combinations of lower-order angular terms, see Equations (60)- (62) . Instead of contracting each primitive SpHG, we contract an auxiliary integral of s functions and its scalar derivatives. The number of scalar derivatives is linearly increasing with l. If the gradients are required, the increase in computational cost for the contraction is marginal. We have to contract only one additional scalar derivative of the auxiliary integral. As shown in Table II , the number of matrix elements, which have to be contracted for the MOLOPT basis sets, is 1-2 orders of magnitude smaller for the SHG scheme. Note that the numbers of SHG matrix elements refer to our implementation, where actually more scalar derivatives of (0 a |O|0 b ) and (0 a |r 2n a |0 b ) are contracted than necessary, in order to enable library-supported matrix multiplications.
For both methods, we have to calculate the same number of fundamental integrals (0 a |O|0 b ) and their scalar derivatives with respect to R 2 ab (SHG) and −ρR 2 ab (OS), 47 where ρ = αβ/(α + β). The time for evaluating these auxiliary integrals is approximately the same for both methods. In the SHG scheme, the evaluation of the latter constitutes the major contribution to the total timings for highly contracted basis sets with different sets of exponents. The remaining operations are orders of magnitudes faster than those in the OS scheme. Details are given in Figures S1-S4 (c,d) . The recursive procedure to obtain regular scaled solid harmonics is negligible in terms of computational cost. The evaluation of Q gained by the SHG method is presented for the basis sets TESTBAS LX for a fixed contraction length. Generally, the ratio of the timings OS/SHG increases with increasing l. For the (a|O|b) integrals, we observe speedups between 40 and 400 for l = 5. For s functions, our method can become up to a factor of two faster. The smallest speed-up is obtained for the overlap integrals since the OS recursion can be spatially separated. The speed-up for the other operators depends on the computational cost for the evaluation of the primitive Gaussian integrals (0 a |O|0 b ). The SHG method outperforms the OS scheme by up to a factor of 1000 (l = 5) when also the derivatives of (a|O|b) are computed.
The computational cost for calculating (a|r 2n a |b) integrals of h functions is up to two orders of magnitude reduced compared to the OS scheme. The speed-up increases with n. The SHG method is beneficial for all l > 0 and also for l = 0 when n ≥ 3. The speed-up factor is generally slightly larger when also the derivatives are required. However, the performance increase is not as pronounced as for the derivatives of (a|O|b) which is again due to the efficient spatial separation of the OS recurrence.
The performance improvement for (abã) is comparable to the (a|r 2n a |b) integrals. For the derivatives of (abã) on the other hand, we get a significantly larger speed-up due to the fact that it increases more than linearly with l and that the OS recurrence has to be performed for larger angular momenta. For instance, the derivatives of the h functions require the recursion up to l a + lã + 1 = 11. Figure 3 shows the performance of the SHG scheme as function of the contraction length K. The speed-up increases with K for all integral types. A saturation is observed around K = 6, 7 for (a|r 2n a |b) and some of the (a|O|b) integrals, for example (a|1/r|b). The reason is that the computation of the fundamental integrals (0 a |1/r|0 b ) (k) increasingly contributes with K to the total computational cost in the SHG scheme, whereas its relative contribution to the total time is approximately constant in the OS scheme, see Figure S3 (SI). For K = 7 and l = 2, the evaluation of (0 a |1/r|0 b ) (k) is with 70% the predominant step in the SHG scheme. Since the absolute time for calculating the fundamental integrals is the same in both schemes, the increase in speed-up levels off. The saturation effect is less pronounced, for example, for the overlap (ab) because the evaluation of (0 a 0 b )
is computationally less expensive than for (0 a |1/r|0 b ) (k) . Its relative contribution to the total time in the SHG scheme is with 50% significantly smaller, see Figure S3 (d) for K = 7. However, the saturation for large K is hardly of practical relevance because the contraction lengths of Gaussian basis sets is typically not larger than K = 7.
The speed-up for separate operations in the integral evaluation can only be assessed for steps such as the contraction, which have an equivalent in the OS scheme. The SHG contraction is increasingly beneficial for large l quantum numbers, large contraction lengths and when also derivatives are computed, see Figure S5 (SI). Table III presents the performance of the SHG method for the MOLOPT basis sets. We find that the SHG scheme is superior to the OS method for all two-center integrals and basis sets. The smallest performance enhancement is obtained for the DZVP basis set of hydrogen, where we get a speed-up by a factor of 1.5-10 because only s and p functions are included in this basis set. A performance improvement of 1-2 orders of magnitude is observed for the basis sets that include also f functions. The largest speed-up is obtained for the (a|r 2n a |b) integrals followed by the Coulomb and modified Coulomb integrals. The SHG scheme is even more beneficial, at least for (a|O|b) integrals, when also the derivatives are computed. For the integrals (ab), (a|r 2n a |b) and (abã) on the contrary, the speed-up for both, integrals and derivatives, is instead a bit smaller than for the calculation of the integrals alone. This behavior has to be related to the fact that the MOLOPT basis sets are family basis sets. The OS recursion is carried out for only one set of exponents. Therefore, this part of the calculation is computationally less expensive than for basis sets constituted of several sets of exponents. Furthermore, the OS recursion is computationally less demanding for integrals with local operators, see Section III, and the computational cost for the recursion is in this case only slightly increased when additionally computing the derivatives. In the SHG scheme, the construction of the derivatives from the contracted quantity given in Equation (19) and Q (60)- (62)] is the dominant step for family basis sets. This construction step cannot be supported by memory-optimized library routines and the relative increase in computational cost upon calculating the derivatives is in this particular case larger than for the OS scheme.
For the computation of molecular integrals in quantum chemical simulations, the relation (a|O|b) = (−1) l b −la (b|O|a) can be employed if we have the same set of functions at centers R a and R b . This relation has not been used for the measurements of the empirical timings, but is in practice useful when the atoms at center R a and R b are of the same elemental type.
VI. CONCLUSIONS
Based on the work of Giese and York 56 , we used Hobson's theorem to derive expressions for the SHG integrals (a|r 2n a |b) and (abã) and their derivatives. We showed that the SHG overlap (abã) is a sum of (a|r 2n a |b) integrals. Additionally, two-center SHG integrals with Coulomb, modified Coulomb and Gaussian operators have been implemented adapting the expressions given in Refs. 47 and 56. In the SHG integral scheme, the angular-dependent part is separated from the exponents of the Gaussian primitives. As a consequence, the contraction is only performed for s-type auxiliary integrals and their scalar derivatives. The angular-dependent term is obtained by a relatively simple recurrence procedure and can be precomputed. In contrast to the Cartesian Gaussian-based OS scheme, the derivatives with respect to the spatial directions are computed from lower-order (l − 1) terms.
We showed that the SHG integral method is superior to the OS scheme by means of empirical timings. Performance improvements have been observed for all integral types, in particular for higher angular momenta and high contraction lengths. Specifically for the (a|r 2n a |b) integrals, the timings ratio OS/SHG grows with increasing n. The speed-up is usually even larger for the computation of the Cartesian derivatives. This is especially true for Coulomb-type integrals. 
SUPPLEMENTARY INFORMATION
Supplementary Material is available for the analytic expressions of (0 a |O|0 b ) (k) employing the standard Coulomb, modified Coulomb and Gaussian-type operators, see Table S1 . Further information on integral timings is presented in Figures S1-S5 . A detailed description of the MOLOPT basis set is given in Tables S2-S8 . In this appendix, we prove that Equation (23) is valid for all n ∈ N. In the following, the label tbs indicates that the identity of the left-hand side (lhs) and the right-hand side (rhs) of the equation remains to be shown. 
where C l,m is the solid harmonic defined in Equation (2) and n ∈ N.
Recall that C l,m (∇ a ) is the spherical tensor gradient operator (STGO) acting on center R a . In the following we generally drop all 'passive' indices, writing e. g. I n instead of I l,m,α,ra n . Theorem 1. Equation (23),
is valid for all n ∈ N .
Proof. Using Hobson's theorem 62 yields
By applying Leibniz's rule of differentiation we get
Inserting the last line of Equation (A4) in Equation (A3) and writing out the term for j = 0 explicitly leads to
Employing Definition 1 and solving for χ l,m (α, r a )r 2n a we obtain
Introducing the notation
and recalling Definition 1, we obtain a recursion relation:
Furthermore, it is easy to see (applying Hobson's theorem as done above for general n) that
From here, the theorem can in principle be obtained by using (A8) and (A9) recursively. This is made mathematically rigorous by an induction proof in Lemma 2 below.
Let us denote the rhs of (A2) by II n ,
(A10) The following Lemma tells us that the recursive representation (A8)-(A9) indeed has its closed form given by II n .
Lemma 2. For all n ∈ N we have
Proof. This is proved by mathematical induction. 1. Basis: Recalling (A9), it obviously holds I 0 = II 0 . 2. Induction Hypothesis: we assume that I i = II i for all natural numbers i < n.
Inductive
Step: We use the recursion relation (A8).
Since we sum over j ≥ 1, we can use the induction hypothesis I n−j = II n−j to get
Inserting the definition of II n−j (i. e. Equation (A10) for n − j) this becomes
In the following, it is shown that Equation (A13) is indeed equal to II n . All terms of I n with j > 0 in Equation (A13) are denoted by
and the contributions with j > 0 to II n in Equation (A10) are in the following referred to as
(A15) To prove that I n = II n , it is sufficient to show that I n = II n . Both sides are reduced to
where we denote the lhs by
In order to sort by the exponents of r 2 a in expression I n , the Kronecker delta δ m,j+k is introduced.
The range of the newly introduced sum is m = 1, ..., n since for the lower bound of summation we find that m = j + k ≥ 1 + 0 = 1 and for the upper bound m = j + k ≤ j + (n − j) = n. For the inner sum over indices j, it must be considered that k = m − j is negative if j > m while the lower bound of the k-sum is in fact k ≥ 0. Thus, the upper range of the summation of the j-sum has to be changed to min(l, n, m), which is equivalent to min(l, m) because m ≤ n. The summation ranges for the innermost sum are not modified since k = m − j ≤ n − j. In the next step, the k-sum is eliminated replacing k by m − j,
Renaming the summation index on the rhs of Equation (A16), we get
We are done if we can show that I n = II n . We do this by comparing summand by summand, i. e. we have to show that for each m = 1, . . . , n,
Expansion of the binomial coefficients and further reduction gives
(A22) The term on the rhs is in fact the negative of the 'missing' summand j = 0 on the lhs and thus we have
The lhs is indeed zero, which is easily rationalized by dividing Equation (A23) by (−1) and assuming that min(l, m) = l,
which is true by Lemma 3. In order to show that the lhs of Equation (A23) is also zero for min(l, m) = m, Equation (A22) is reformulated
The term on the rhs is again the 'missing' summand for j = 0 leading to
which is again true by Lemma 3 for m ≤ l.
It remains to prove the following combinatoric identity, which we used in the proof of Lemma 2.
Proof. For all l ∈ N and x ∈ R we can employ the binomial formula
Multiplication with x l+m−1 on both sides yields
The procedure is as follows: we take the (l −1)-th derivative with respect to x on both sides and then set x = −1. The lhs of Equation (A29) is in the following denoted as
and the rhs is
Applying the Leibniz rule of differentiation to III yields
Each of the terms in this sum contains a factor (1 + 1/x) p where p ≥ 1, p ∈ N since we take no more than l − 1 derivatives. Setting x = −1, the factor (1 + 1/x) p becomes zero, i.e.
Taking the (l − 1)-th derivative of IV yields
(A34) Notice that m−j ≥ 0 since m ≥ l and j ≤ l. By inserting x = −1, we get
(A35) Putting the lhs, Equation (A33), and the rhs, Equation (A35), together and dividing both sides by (−1) m yields Equation (A27). In this appendix, we prove that Equation (28) is valid for all m ∈ N. where ρ = αβ/c, c = α + β, r p = r − R p and
This is clear by inserting Equation (1) and
into Equation (27) and applying the Gaussian product rule exp(−αr . In the remainder of this proof, we explicitly calculate this Gaussian integral.
We start by rewriting the operator r
where R pa = |R pa |. Employing a trinomial expansion yields
where the multinomial coefficient is defined as
Introducing the unit vectorR pa in direction of R pa yields
Because of rotational symmetry, the integral can not depend on the direction of R pa . So without loss of generality we can takeR pa = e z , where e z is the unit vector in z direction. In order to remove parameter c from the integral, we substitute r c := √ cr p ,
V m is non-zero only for even j (since for odd j the integrand is odd with respect to the reflection of r c onto −r c ) and so we can rewrite Equation (B10) as follows,
We introduce spherical coordinates with θ being the angle between r c and the z-axis, i.e. r c · e z = r c cos θ,
The integrals over θ, φ and r c are evaluated explicitly. The integral over θ is obtained by substitution and the integral over r c is tabulated, for example, in Ref 75 .
1 + 2j
Employing that R pa = β(R b − R a )/c yields
In order to sort the sum by powers of R 1 + 2j
where we have also used that m = i + 2j + k and k = l − j to manipulate the exponent of c. In the next step, the k-sum is eliminated by replacing k by l − j
Then the sum over i = 0, ..., m is eliminated due to the constraint i = m − j − l,
To complete the proof, we have to show that (B17) can be simplified as 1 + 2j
It is sufficient to show that each summand l on the lhs is identical to the summand l on the rhs, i.e. after some reduction of both sides we have
This is easily shown employing Lemma 5 and the identity (2n + 1)!! = (2n+1)! 2 n n! .
The following identity was used for the proof of Theorem 4. Proof. The hypergeometric function 2 F 1 is defined as
for a, b, c, z ∈ R, |z| < 1. Note that this series is also convergent for z = 1, if c > 0 and c > max(a, b, (a + b)).
The notation (q) j in Equation (B21) is the Pochhammer symbol which is defined for j ∈ N as
For negative integers q = −n, n ∈ N, the Pochhammer symbol simplifies to
For positive real values x ∈ R >0 , the Pochhammer symbol is given by
where the Gamma function for t ∈ R >0 is defined as
For positive integers n ∈ N >0 , the Gamma function evaluates to
Moreover, a duplication identity 76 holds for t ∈ R >0 ,
We denote the lhs of (B20) by VI m,l ,
and rewrite Equation (B28) recalling l ≤ m:
Rewriting Equation (B29) yields
Since (−l) j = 0 for j > l and (−(m − l)) j = 0 for j > m − l, see Equation (B23), we can replace the upper bound min(l, m − l) by ∞ in Equation (B30). We use Gauss' hypergeometric theorem 77 with a, b ∈ R, c > 0 and c > max (a, b, (a + b) ),
to evaluate 2 F 1 −l, −(m − l); 3 2 ; 1 from Equation (B31):
By inserting Equation (B35) into Equation (B31), we obtain
1 Integrals (0 a |O|0 b )
The expressions for the s-type basic integrals and their scalar derivatives with respect to the square separation R 2 ab are displayed in Table S1 . We use the following abbreviations
and
The Boys function F n (x), which is defined as Figure S3 : Time for single operations t operation relative to the total computational cost t total comparing the (a,b) OS and (c,d) SHG method. Timings are presented for the computation of the (a,c) Coulomb and (b,d) overlap integrals dependent on contraction length K with fixed angular momentum l = 2. Note that for both, the SHG and the OS method, the timing measurements for the contraction step are ambiguous for K = 1 since the contraction routines have been optimized for contracted basis sets calling LAPACK routines for matrix-matrix multiplications. For K = 1, the time measured for this step is due to the initialization of the LAPACK routines and the corresponding arrays. Figure S4 : Time for single operations t operation relative to the total computational cost t total comparing the (a,b) OS and (c,d) SHG method. Timings are presented for the computation of the (a,c) Coulomb and (b,d) overlap integrals and their derivatives dependent on contraction length K with fixed angular momentum l = 2. Note that for both, the SHG and the OS method, the timing measurements for the contraction step are ambiguous for K = 1 since the contraction routines have been optimized for contracted basis sets calling LAPACK routines for matrix-matrix multiplications. For K = 1, the time measured for this step is due to the initialization of the LAPACK routines and the corresponding arrays. Figure S5 : Speed-up of the contraction step dependent on the l quantum number for the (a) two-and (b) three-index integrals at the fixed contraction length K = 7. Speed-up of the contraction step dependent on the contraction length K for the (c) two-and (d) three-index integrals. The l quantum number is fixed and set to l = 2. The speed-up factor is defined as the ratio OS/SHG. The solid line is the speed-up for the integrals and the dashed line is the speed-up for both, integrals + derivatives. Note that the contraction step for the two-index integrals (a|O|b) is independent on the operator O(r). Further note that for the OS method, the transformation to primitive spherical harmonic Gaussians and the contraction of the latter is done in one matrix-matrix multiplication step, i.e. we actually compare the contraction step of the SHG method to the contraction and transformation step of the OS method.
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3 Basis sets Table S2 : H-DZVP-MOLOPT-GTH. Double-ζ valence plus polarization basis set for hydrogen.
Contraction coefficients Exponents s s p 11.478000339908 0.024916243200 -0.012512421400 0.024510918200 3.700758562763 0.079825490000 -0.056449071100 0.058140794100 1.446884268432 0.128862675300 0.011242684700 0.444709498500 0.716814589696 0.379448894600 -0.418587548300 0.646207973100 0.247918564176 0.324552432600 0.590363216700 0.803385018200 0.066918004004 0.037148121400 0.438703133000 0.892971208700 0.021708243634 -0.001125195500 -0.059693171300 0.120101316500 Table S3 : O-DZVP-MOLOPT-GTH. Double-ζ valence plus polarization basis set for oxygen. 
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