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Abstract
Matrix completion(MC), which is to recover a data matrix from a sampling of its entries, arises in many applications. In
this work, we consider ﬁnd the solutions of the MC problems by solving a series of ﬁxed rank problems. For the ﬁxed rank
problems, variables are divided into two parts naturally based on matrix factorization and a simple alternative direction method
framework is proposed. For each ﬁxed rank problem, the solving process of each part of variables can be further converted into
a series of relative small scale independent linear equations systems. Based on these observations, we design a decomposition
alternative direction method for the MC problem. To test the performance of the new method, we implement our method in
Matlab(with a few C/Mex functions) and compare it with several state-of-the-art solvers for the MC problem. Preliminary
experimental results indeed demonstrate the eﬀectiveness and eﬃciency of our method.
Keywords: Matrix Completion; Decomposition; Alternative Direction; Matrix Factorization;
1. Introduction
Matrix completion(MC), which is to recover a data matrix from a sampling of its entries, arises in many
applications. As a motivating example, consider the task of inferring the users’ preference based on their par-
tially known preferences[1, 2] in the recommender system. A well-known instance of this example is the Netﬂix
problem[3]. Users (rows of the data matrix) are given the opportunity to rate movies (columns of the data matrix).
Typically, users rate only very few movies and there are very few scattered observed entries of this data matrix(see
the demo in Figure 1). Since the Netﬂix company wants to provide eﬀective recommendations to the users based
on their preferences. They need to infer the user’s preference for unrated items. So they would like to complete
this matrix. In general, it is impossible to complete the matrix by only given a subset of entries without some
additional information. However, when the matrix and the sample satisfy certain prescribed properties, we may
complete the matrix and recover the entries that we have not seen successfully[4, 5, 6, 7, 8, 9, 8, 10, 11]. In this
paper, the MC problem considered can be written as the following optimization:
min
W∈m×n
rank(W), s.t.Wi, j = Mi, j,∀(i, j) ∈ Ω, (1)
∗Corresponding author.
Email addresses: niulf@lsec.cc.ac.cn (Lingfeng Niu), zhaoxi19850210@163.com (Xi Zhao)
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
150   Lingfeng Niu and Xi Zhao /  Procedia Computer Science  17 ( 2013 )  149 – 157 
Fig. 1. Demo ﬁgure for the Netﬂix prize
where Mij ∈  are given for (i, j) ∈ Ω ⊂ {(i, j)|1 ≤ i ≤ m, 1 ≤ j ≤ n}, and rank(W) denotes the rank of W.
Besides the collaborative ﬁltering example of Netﬂix problem mentioned above, problem (1) can be found in lots
of application scenarios, such as recovering shape and motion from image streams[12, 13], triangulation in the
sensor network location[14], model reduction and system identiﬁcation[15], and various problems in machine
learning, data mining and pattern recognitions[16].
Due to the combinational nature of the function rank(·), problem (1) is generally NP-hand. It has been shown
that[4, 5], under some reasonable conditions, the solution of problem (1) can be found by solving a convex
optimization problem
min
W∈m×n
‖W‖∗, s.t.Wi, j = Mi, j,∀(i, j) ∈ Ω, (2)
where the nuclear norm ‖W‖∗ is the summation of singular values of W. We list the following theorem from [5]
as an example. More theoretical results can be found in [6, 7, 8, 9, 8, 10, 11].
Theorem 1.1 ([5]). For any matrix M ∈ m×n. Denote N = max{m, n}. If rank(M) < N0.2 and the number of
sampled entries which are selected uniformly at random obeys
|Ω| ≥ CN1.2 rank(M) logN,
for some positive constant C. M can be perfectly recovered with high probability by the convex optimization
problem (2).
Various types of algorithms have been proposed to solve the MC problem (1). Generally speaking, the ex-
isting algorithms can be divided into the following three branches. The ﬁrst branch of algorithms are derived
from the dual from of the nuclear norm minimization (2)[17, 8], which can be formulated as a semideﬁnite pro-
gramming(SDP). However, the reformulation requires large auxiliary matrix variables, and is expensive to solve
by general-purpose solvers for SDPs, such as SDPT3[18, 19], SeDumi[20] an et al. In [17], the authors exploit
the structure information in SDP carefully and propose an eﬃcient implementations of interior-point methods.
The second branch of algorithms are based on the matrix shrinkage operator and consider solve the convex op-
timization problem (2) directly. Typical solvers include SVT[21], FPCA[22], APGL[23], and etc. Although the
methods in this type possess good global convergence properties, they bear the computational cost required by
singular value decomposition(SVD), which becomes increasingly costly as the sizes and ranks of the underlying
matrices increase. The third branch of algorithms are based on low-rank matrix factorization[24]. Although the
methods in this type lack the theoretical guarantee for the global optimality until now due to the formulation non-
convexity. Because the computations of solving SDPs and SVDs are avoided, experimental studies show that they
are suitable for solving large-scale problems in practice. In this work, we propose a new algorithm for the MC
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problem (1), which belongs the third branch. In details, in order to ﬁnd the solution of the MC problem (1), a series
of ﬁxed rank matrix factorization problems are solved. For the ﬁxed rank problems, variables are divided into two
parts naturally based on matrix factorization and a simple alternative direction method framework is proposed.
For each ﬁxed rank problem, the solving process of each part of variables can be further converted into a series of
relative small scale independent linear equations systems. In all, a decomposition alternative direction method for
the MC problem is designed.
The remaining part of this paper is organized as follows. In Section 2, we ﬁrst explain our design of the
decomposition alternative direction algorithm for the ﬁxed rank MC problem. On this basis, we then propose
the new method for solving the MC problem (1) with low-rank matrix factorization. Numerical experiments are
carried out in Section 3. To test the eﬀectiveness of the new method, we implement our method in Matlab(with
a few C/Mex functions) and compare it with several state-of-the-art solvers for the MC problem. Experimental
results are reported at the same time. Finally, we draw the conclusion and state some future works in Section 4.
2. Decomposition Alternating Direction Method for Matrix Completion
We start our discussion by considering the following ﬁxed rank MC problem
min
Y∈m×r ,Z∈n×r
‖PΩ(YZT − M)‖2F (3)
where, r ∈ {1 · · · ,min{m, n}} is a pregiven positive integer, and
[PΩ(X)]i j =
{
Xi j (i, j) ∈ Ω
0 (i, j)  Ω (4)
Suppose r¯ is the smallest integer which makes the objective function value of problem (3) equals to zero. Obvi-
ously, the corresponding YZT is the solution of the matrix completion problem (1). Suppose at each iteration the
global optimal solution of (3) can be found. We can start to ﬁnd the low rank factorization from an initial rank
estimation rstart ≤ rank(M) and terminate the iterations when ‖PΩ(YZT − M)‖2F is less then the stop criteria .
Summering the above discussions, we get the following basic algorithm framework for solving the MC problem
(1).
Algorithm 1 The basic algorithm framework for solving the MC problem (1
Require: m, n,Ω and Mi, j ∈  for (i, j) ∈ Ω, rstart ≤ rank(M), positive integer Δr and 
Ensure: Return Y and Z
for r = rstart, rstart + Δr, · · · ,min{m, n} do
solve (3) to obtain Y, Z,
if ‖PΩ(YZT − M)‖2F ≤ ‖M‖2F then
stop
end if
end for
In Algorithm 1, one of the key steps is solving the ﬁxed rank MC problem (3). So we ﬁrst concentrate on how
to solve problem (3) below. Notice that the variables in (3) are divided into two parts Y and Z based on the matrix
factorization YZT . Based on this structural characteristic, we choose to update the value of Y and Z separately
in this paper. Then an alternating direction method framework for solving the ﬁxed rank MC problem (3) in this
paper obtained, which is described in Algorithm 2.
Now we discuss how to implement Algorithm 2 eﬃciently in practice. We notice that most of the computa-
tional cost of Algorithm 2 concentrate on updating the values of Y and Z at each iteration. Therefore, the eﬃciency
of solving problems minY ‖PΩ(YZ(t−1)T − M)‖ and minZ ‖PΩ(Y (t)ZT − M)‖ determines the eﬃciency of Algorithm
2 directly. When the value of Z is ﬁxed, the objective function of (3) becomes the quadratic function of Y , i.e.
φ(Y) = ‖PΩ(YZT − M)‖2F =
m∑
i=1
[
n∑
j=1,(i j)∈Ω
(
r∑
l=1
yilz jl − Mij)2]. (5)
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Algorithm 2 Alternating direction method framework for the ﬁxed rank MC problem (1)
Require: Ω and Mi, j ∈  for (i, j) ∈ Ω, ¯, rank r and initial matrix Z(0) ∈ n×r
Ensure: Return Y ∈ m×r and Z ∈ n×r
for t = 1, 2, · · · do
solve minY ‖PΩ(YZ(t−1)T − M)‖ to obtain Y (t),
if Z‖PΩ(Y (t)Z(t−1)T − M)‖2F ≤  then
Set Y = Y (t), Z = Z(t−1) and stop.
end if
solve minZ ‖PΩ(Y (t)ZT − M)‖ to obtain Z(t),
if Y‖PΩ(Y (t)Z(t)T − M)‖2F ≤  then
Set Y = Y (t), Z = Z(t) and stop.
end if
end for
Deﬁne the following functions for i = 1, · · · ,m,
ψ(i)(Y) =
n∑
j=1,(i j)∈Ω
(
r∑
l=1
yilz jl − Mij)2. (6)
Then we have that φ(Y) =
∑m
i=1 ψ
(i)(Y) and ∀i = 1, · · · ,m, r = 1, · · · , r
∂φ(Y)
∂yiq
=
∂ψ(i)(Y)
∂yiq
= 2
n∑
j=1,(i, j)∈Ω
(
r∑
l=1
yilz jl − Mij)z jq. (7)
The optimal value of matrix Y for the current ﬁxed Z must satisfy the ﬁrst order optimality conditions
∂φ(Y)
∂yiq
= 0 ∀i = 1, · · · ,m, q = 1, · · · , r,
i.e.
r∑
l=1
(
n∑
j=1,(i, j)∈Ω
z jlz jq)yil =
n∑
j=1,(i, j)∈Ω
z jqMi j, ∀i = 1, · · · ,m, q = 1, · · · , r.
For each i ∈ {1, 2, · · · ,m}, denote yi = (yi1, · · · , yir)T ∈ r, Z¯i ∈ n×r with
Z¯i jl =
{
z jl (i, j) ∈ Ω
0 (i, j)  Ω ∀ j = 1, · · · n;∀i = 1, · · · , r. (8)
and M¯i ∈ n with
M¯i j =
{
Mij (i, j) ∈ Ω
0 (i, j)  Ω ∀ j = 1, · · · n. (9)
Then, the above sets of linear equations can be written in a more compact way,
Z¯Ti Z¯iyi = Z¯
T
i M¯i,∀i = 1, · · · ,m. (10)
Similarly, the matrix Z can be updated by solving the following linear equations system when the value of
matrix Y is ﬁxed:
YˆTj Yˆ jz j = Yˆ
T
j Mˆ j,∀ j = 1, · · · , n, (11)
where z j = (z j1, · · · , z jr)T ∈ r, Yˆ j ∈ m×r, for all ∀ j = 1, 2, · · · , n with
Yˆ jil =
{
yil (i, j) ∈ Ω
0 (i, j)  Ω ∀i = 1, · · · ,m;∀l = 1, · · · , r. (12)
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and Mˆ j ∈ m with
Mˆ ji =
{
Mij (i, j) ∈ Ω
0 (i, j)  Ω ∀i = 1, · · · ,m, j = 1, 2, · · · , n. (13)
In all, if we choose to update the values of Y and Z in Algorithm 2 by solving (10) and (11), respectively,
we can get a decomposition alternating direction method for the ﬁxed rank MC problem (1). More details can be
found in Algorithm 3. In this algorithm, at the t-th iteration, for given i = 1, · · · ,m, to update the values of of yti,
from previous discussion we know the linear equations system in (10) need to be solved. However, in the actual
calculation process, if the value of ‖Z¯
(t−1)
i yi−M¯i‖22
‖M¯i‖22
is small enough, the current yi is obviously a good choice for yti.
Therefore, to save the computational resource, for a given small positive value , if ‖Z¯
(t−1)
i yi−M¯i‖22
‖M¯i‖22
< , we can skip
solving the current linear equations system in (10). Similar discussions apply to the update of Z as well.
Algorithm 3 Decomposition alternating direction method for ﬁxed rank problem (1)
Require: Ω and Mi, j ∈  for (i, j) ∈ Ω, , ˆ, r and Z0 ∈ n×r
Ensure: Return Y ∈ m×r and Z ∈ n×r
for t = 1, 2, · · · do
for i = 1, 2, · · · ,m do
if ‖Z¯
(t−1)
i yi−M¯i‖22
‖M¯i‖22
>  then
solve (10) to obtain y(t)i ,
end if
end for
if ‖PΩ(Y
(t)Z(t−1)T−M)‖2F
‖M‖2F
≤  or t > 1& ‖PΩ(Y (t−1)Z(t−1)T−M)‖2F−PΩ‖(Y (t)Z(t−1)T−M)‖2F‖PΩ(Y (t)Z(t−1)T−M)‖2F ≤ ˆ then
Set Y = Y (t), Z = Z(t−1) and stop
end if
for j = 1, 2, · · · , n do
if
‖Yˆ (t)j z j−Mˆ j‖22
‖Mˆ j‖22
>  then
solve (11) to obtain z(t)j ,
end if
end for
if ‖PΩ(Y
(t)Z(t)T−M)‖2F
‖M‖2F
≤  or t > 1& ‖PΩ(Y (t)Z(t−1)T−M)‖2F−‖PΩ(Y (t)Z(t)T−M)‖2F‖PΩ(Y (t)Z(t)T−M)‖2F ≤ ˆ then
Set Y = Y (t), Z = Z(t) and stop
end if
end for
Finally, by calling Algorithm 3 to solve problem (1) in the algorithm framework(Algorithm 1), we obtain
Algorithm 4, which is a speciﬁc decomposition alternating direction method for the MC problem (1).
Algorithm 4 Decomposition alternating direction method for matrix completion (1)
Require: m, n,Ω and Mi, j ∈  for (i, j) ∈ Ω, rstart ≤ rank(M), positive integer Δr,  and ˆ
Ensure: Return Y and Z
for r = rstart, rstart + Δr, · · · ,min{m, n} do
solve ﬁxed rank problem (3) by Algorithm 3 with rank r,  and ˆ
if ‖PΩ(YZT − M)‖2F ≤ ‖M‖2F then
stop
end if
end for
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Table 1. Comparison on type I problem (m = n = 1000)
problem LMaFit DADM APGL FPCA
rank SR rel.res time(s) rel.res time(s) rel.res time(s) rel.res time(s)
10 0.02 0.0077 2.85 0.0000 0.8 0.0852 18.24 0.9989 58.57
10 0.04 0.0026 3.76 0.0089 2.75 0.1503 6.42 0.7233 98.6
20 0.03 0.0001 3.69 0.0077 1.58 0.1417 20.17 0.9973 85.42
20 0.05 0.0481 11.23 0.0000 4.97 0.1796 21.66 0.9789 109.98
30 0.04 0.0009 9.17 0.0089 4.86 0.1992 42.27 0.9964 103.48
30 0.06 0.0044 10.19 0.0000 11.18 0.2462 47.23 0.9689 91.96
40 0.05 0.0029 15.64 0.0100 8.22 0.2581 38.31 0.9936 107.2
40 0.07 0.0176 12.39 0.0084 29.76 0.3162 47.6 0.9715 115.92
3. Experiments
We implement Algorithm 4 in Matlab with a couple of small tasks written in C to avoid ineﬀective memory
usage in Matlab. The implementation is called as ”DADM”(Decomposition Alternative Direction Method) in the
following. To test the performance of our new method, we compare DADM with several state-of-art algorithms
for the MC problem (1). The packages we used for comparison include: APGL[23], LMaFit[24], and FPCA[22].
1The stopping tolerance for all solvers are set to 10−4. All other parameters are set to each solvers’ default
value. Experiments reported in this section were performed on a Compaq 6910p laptop with two Intel 1.17 GHz
processors and 1.0 GB RAM. The operation system is Ubuntu 9.04. The Version of Matlab is R2010b.
Given the matrix size m, n, rank r and the sample ratio SR, generate Y ∈ Rm×r and Z ∈ Rn×r with i.i.d. standard
Gaussian entries. Two types of MC problems are considered for our experiment:
Type I: Sample the entries of matrix YZT uniformly to form the matrix M according to the sample ratio SR. We
call the dataset generated in this way as the synthetic matrix completion problem.
Type II: Orthogonalize Y and Z to U and V respectively; Construct the diagonal matrix Σ = diag(σi) with either
power decreasing function (σi = i−3) or exponential decreasing function(σi = e−0.3i); Sample the entries of matrix
A = UΣVT uniformly to form the matrix M according to the sample ratio SR. For the dataset generated in this
way, we call it as the synthetic low rank approximation problem.
We report the computational results for two type of problems with the matrix size 1000 × 1000 in Table 1 and
2, respectively. The column “rel.res” and “time(s)” represent the relative residual of the solutions and the running
time for the corresponding solver, respectively. In Table 1, “rank” denotes the rank of the underlying data matrix
M, while in Table 2, “rank” records the rank of the low rank matrix W found by the solvers. From the results in
two tables we can see that, for both types of data, our new method DADM is comparable with LMaFit, and is
faster than APGL and FPCA. Especially, for the second type of data, from Table 2 we can ﬁnd that the rank of the
low rank matrix obtained with our method DADM is lower than LMaFit.
Now we further test the behaviors of the algorithms with the variations of the sizes of the matrix, the sample
ratios, and the rank of the matrix. Figure 2 depicts the performance of diﬀerent(solvers APGL, LMaﬁt and DADM)
on the second type of problems. In the left one of Figure 2, we set σ = e−0.3i and ﬁx the sample ratio to 0.02.
From this ﬁgure we can see that when the size of matrix increases from 1000 × 1000 to 4000, the increment of
running time for our solver DADM is the least. In the right one of Figure 2, we set σ = i−3 and increase the sample
ratio from 0.02 to 0.16 with step 0.02. From the results we ﬁnd that that the running time of DADM is almost
unchanged with the variation of sample ration, which indicates that our method is more suitable for the problems
with relatively high sample ratio. Then we ﬁx the the size of the matrix to 1000 × 1000 and the sample ratio to
0.06 for the ﬁrst type of problems, and increase the underlying rank of matrix M from 10 to 40. The running time
for APGL, LMaFit and DADM is recorded in Figure 3. From this ﬁgure we can see that, with the increasing of
rank(M), the running time for APGL grows very fast. On the contrary, the running time for DADM and LMaFit
1APGL is downloaded from http://www.math.nus.edu.sg/\~mattohkc/NNLS.html; LMaFit is is downloaded from http://
lmafit.blogs.rice.edu/; FPCA is downloaded from http://www.columbia.edu/\~sm2756/FPCA.htm.
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Table 2. Comparison on type II problem (m = n = 1000)
σi = i−3
problem LMaFit DADM APGL FPCA
SR rel.res rank time(s) rel.res rank time(s) rel.res rank time(s) rel.res rank time(s)
0.02 0.0001 16 1.3 0.0000 16 0.54 0.0001 75 7.12 0.1414 1 83.95
0.04 0.0001 26 6.82 0.0000 11 1.1 0.0001 74 9.36 0.0448 2 84.42
0.06 0.0001 31 4.42 0.0000 11 0.52 0.0002 11 3.7 0.0433 2 91.88
0.08 0.0001 31 3.34 0.0089 6 0.5 0.0001 73 10.3 0.0426 2 95.1
0.1 0.0001 26 4.56 0.0089 6 0.74 0.0001 5 4.46 0.0424 2 102.66
0.12 0.0001 36 5.58 0.0089 6 1.39 0.0001 5 6.39 0.0192 3 110.84
σi = e−0.3i
problem LMaFit DADM APGL FPCA
SR rel.res rank time(s) rel.res rank time(s) rel.res rank time(s) rel.res rank time(s)
0.02 0.0001 21 1.75 0.0000 21 0.85 0.0005 70 10.31 0.9951 17 77.52
0.04 0.0001 31 3.98 0.0000 31 2.3 0.0001 80 11.74 0.1624 14 76.91
0.06 0.0001 41 5.48 0.0095 21 2.33 0.0001 80 11.27 0.0673 10 84.48
0.08 0.0001 26 3.9 0.0100 16 3.33 0.0002 11 6.03 0.0464 11 87.45
0.1 0.0001 36 2.91 0.0000 21 2.26 0.0003 11 3.71 0.0336 12 100
0.12 0.0001 31 2.59 0.0095 16 2.23 0.0002 12 4.48 0.0323 12 105.81
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Fig. 2. Comparison on diﬀerent sizes of matrix(left) and diﬀerent sample ratio(right) on the second type of problems
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increase much more slowly. This phenomenon is due to the fact that APGL is based SVDs and DADM and LMaFit
are both based on matrix factorization. In all, results in both Figure 2 and 3 demonstrate that the performance of
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Fig. 3. Comparison on diﬀerent ranks of the underlying matrix
our method DADM is stable with the variations of the sizes of the matrix, the sample ratios, and the rank of the
matrix. Based on the experiments, we recommend DADM especially when the ratio of sampled data is relatively
high.
4. Conclusion and future work
In this work, we consider the MC problem (1) by solving a series of ﬁxed rank matrix factorization problems
(3). Given the rank of the matrix, the matrix need to be completed can be naturally written as the multiple of
two matrices and variables are divided into two parts correspondingly. With this structure characteristic of (3),
we propse a simple alternative direction method to ﬁnd the optimal solutions. Then with the ﬁrst order optimality
conditions, the solving process for each part of variables can be further converted into several relative small
scale independent linear equations systems. Based on these observations, we design a decomposition alternative
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direction method for the MC problem (1). To test the performance of the new method, we implement our method
in Matlab(with a few C/Mex functions) and compare it with several state-of-the-art solvers. Preliminary results
indeed demonstrate the eﬀectiveness and eﬃciency of our method.
Based on linear equation systems (10) and (11), we know that the update of yi(z j), for i = 1, · · · ,m( j =
1, · · · , n) are independent with each other. And the new method is very suitable for distributed implementation.
Therefore, one of our ongoing works is developing a parallel version of DADM and apply it on more large scale
practical MC problems. We also plan to analyze the convergence properties of DADM in the future.
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