Abstract. In this paper, to build an efficient intelligent surveillance system, the CNN algorithm, one of the deep learning algorithms, was used for an image analysis bot (bot, the abbreviation of robot, is a software tool for processing data) system to detect and classify pedestrians in a video sequence. To optimize the system, we made some improvements to the CNN algorithm. Additionally, we implement the image analysis bot system based on the above proposed algorithm.
Introduction
With the rapid progress of science and technology and the growing strength of national power, the demands for security and prevention are increasing in fields such as banking, electricity, transportation, security, and military facilities. To meet the needs of various fields, video surveillance systems [1] have been widely used in various aspects of production and life. However, actual video surveillance systems still need to be manually operated by many people. Additionally, the existing video surveillance systems are usually only recorded video images. Because the information is not interpreted in the video images, it can only be used as post-evidence. It could not give full play to the surveillance of real-time and initiative. To implement realtime analysis, tracking, and recognition of objects, it is necessary to increase the intelligence of surveillance systems [2] .
For building an intelligent video surveillance system, some algorithms need to be applied from the fields of the above techniques. In general, object detection, tracking, classification, and recognition algorithms are the most widely used applications [3] . For these, many methods have been proposed and researched by many researchers.
In this paper, we propose the object classifier technique with the Convolutional Neural Networks (CNN) algorithm [4] [5], which is the most widely used in image processing. Additionally, we implement the image analysis bot system based on the above proposed algorithm.
Convolutional Neural Networks
The CNN mainly has three steps. The first step involves the convolution layer or basic feature extraction layer, and the feature maps are obtained in this stage. The second step is an execution of the pooling layer for the subsampling of feature maps. For subsampling, previous methods have been presented by Hinton, such as max pooling, mean pooling, and mini pooling. However, these methods are mandatory for removing some pixels to obtain the features. In our method, to solve these problems, the low-pass reconstruction is used to sample the feature maps. The last step is the full connection layer to connect all the output features from the feature maps. For full connection, the backward neural network is employed to classify the object with output features.
In our proposed network, there are seven layers. Layer 0 is the input of the network. We use the image size 32×32×3 for an input image of pedestrians or cars. The layers 1, 3, and 5 perform convolutions with trainable makes of dimension of 55, respectively. Layer 1 contains four feature maps and therefore performs four convolutions on the input image. Layers 2 and 4 are partially connected to convolution layers. In our network, layers 3 and 5 contain 14 feature maps as pooling layers, respectively. Layers 6 and 7 contain simple sigmoid neurons. The role of these layers is to perform classification after feature extraction and input dimensionality reduction. In layer 6, each neuron is fully connected to every point of one feature map only of layer 5. The unique neuron of layer 7 is fully connected to all the neurons of layer 6. The output of this neuron is used to classify the input image as a pedestrian (or car) or non-pedestrian. For training the network, we used the classic backpropagation algorithm with modified momentum for use in convolutional networks, as described in [6] . The desired responses are set to -1 for non-pedestrians and +1 for pedestrians (or cars). The total iterations of updating parameters are 480,000, and the training ratio is set to 0.01.3
Experimental Results
Some examples are illustrated to show the validity of our proposed method. The pedestrian databases (PETS 2006 (PETS , 2009 were tested by the designed pedestrian detector, as shown in Fig. 1 . The detection rate is 99% for these databases. In addition, these examples include complex objects with multiple highly variable pedestrians of different sizes. False alarms and false dismissals are presented as well.
Fig. 1. Detection results of our method in PETS 2006 and PETS 2009
In Fig. 1 , the solid green box means a detected pedestrian. The average pedestrian detection time for one frame with 640 × 480 resolution is around 67ms using our computer.
Conclusions
In this paper, we present the object detection technique, which is composed of the modified CNN algorithm. In the experiments, four datasets are used for training and four datasets are used for testing. Through the experiments, the proposed method shows similar results in object detection performance to those of the previous method with CNN. For common usage, the CNN needs to improve. The convolution calculation is complicated. Therefore, when we use a CPU for the calculation, the processing speed is slow. To overcome this problem, we use a GPU. However, if we want to use a mobile environment, it is constrained. To use a mobile environment, it needs to make calculations more simply. After we solve this problem, we develop robust image processing.
