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Abstract
Let ϕ be any univalent self-map of the unit disk D whose image Ω ≡ ϕ(D) is compactly contained in D. We provide a method
for approximating the norm of the composition operator Cϕ on the Dirichlet space to any desired degree of accuracy. The approxi-
mation uses a special basis which is orthogonal in both the Bergman space on the disk and the Bergman space on Ω .
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1. Introduction
Let C and D, respectively, denote the complex plane and the open unit disk in the plane. The Dirichlet space is
the space D of all analytic functions on D whose images (counting multiplicities) have finite area; that is, an analytic
function f is in D provided∫
D
∣∣f ′(z)∣∣2 dA(z) < ∞,
where dA(z) is Lebesgue area measure on D normalized so that A(D) = 1.
We define the norm of f ∈D by
‖f ‖2 = ∣∣f (0)∣∣2 + ∫
D
∣∣f ′(z)∣∣2 dA(z).
The inner product of f and g in D is given by
〈f,g〉 = f (0)g(0) +
∫
D
f ′(z)g′(z) dA(z).
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on D, then ‖T ‖ is the usual operator norm.
D is a reproducing kernel Hilbert space. For each ω ∈ D, define kω(z) = 1 − log(1 − ωz). Then for all f ∈ D,
〈f, kω〉 = f (ω).
For ϕ ∈D a self-map of D, define the composition operator Cϕ :D→D by Cϕ(f ) = f ◦ ϕ for all f ∈D. When
ϕ is univalent, a change of variables shows that
〈Cϕf,Cϕg〉 = f
(
ϕ(0)
)
g
(
ϕ(0)
)+ ∫
ϕ(D)
f ′(z)g′(z) dA(z)
for all f and g ∈D, and it therefore follows that Cϕ is bounded on D in this case.
We are concerned only with Cϕ where ϕ ∈D is univalent. Thus, Cϕ will be bounded onD for all symbols ϕ consid-
ered in this paper. Even when ϕ is not univalent, Cϕ bounded on D implies ϕ ∈D because the function f (z) ≡ z ∈D.
However, unlike the situation on the Hardy and Bergman spaces, ϕ ∈ D does not imply Cϕ is bounded on D; for
a counterexample, see [1]. A necessary and sufficient condition for an operator Cϕ to be bounded on D is that the
measure dμ(z) = |ϕ′(z)|2 dA(z) must be a Carleson measure, as shown in [2] and [3].
It is difficult to find closed form representations for the norms of composition operators. On the Dirichlet space,
Martín and Vukotic´ [4] have given a closed formula for the norm of a composition operator Cϕ acting on D for ϕ
univalent with A(D \ ϕ(D)) = 0. They also provide an upper bound for the norm when ϕ is univalent with range
compactly contained in D. In [5], Hammond uses an adjoint formula of Gallardo-Gutiérrez and Montes-Rodríguez [6]
to represent the norm as a root of a power series when the symbol ϕ is linear fractional. He goes on to show that for
affine symbols, the upper bound of Martín and Vukotic´ can be improved. Few other results about composition operator
norms on D are known. For a nice history of norm computation of composition operators on various Hilbert spaces
of analytic functions, see the introduction to [5].
Our main result shows that for any univalent map ϕ ∈ D with ϕ(D) ⊆ D, and for any positive integer N , the
norm of Cϕ is bounded between the spectral radii of two (N + 1) × (N + 1) matrices which differ by a single
diagonal element that tends to zero as N tends to infinity. These two matrices have a simple structure: each is a
rank one perturbation of a diagonal matrix whose entries depend on a special basis of D associated with ϕ(D).
Finding eigenvalues of such structured matrices is a straightforward numerical problem. Furthermore, very good
approximations to ‖Cϕ‖ can generally be obtained using matrices of small size. As such, our results provide a good
method for calculating these composition operator norms on D to any degree of accuracy. In the N = 1 case our
approach yields the Martín and Vukotic´ upper bound. For larger values of N we obtain sharper estimates.
An outline of this paper is as follows: In Section 2, we introduce our notation and some results about matrix norms.
We also state the relevant properties of bases which are simultaneously orthogonal in the Bergman space of the disk
as well as the Bergman space of ϕ(D). Our natural basis for D consists of antiderivatives of the functions in this
Bergman basis. The simplicity of the structured matrices described above depends upon these special bases, which
can be computed explicitly when ϕ is a linear fractional map with ϕ(D) ⊆ D. Section 3 contains the proof of our main
theorem. In our final section, we present formulas for the basis vectors and sample computations approximating ‖Cϕ‖
when ϕ is a linear fractional map with ϕ(D) ⊆ D.
2. Background and notation
Fix a positive integer k. Let Mk(C) denote the collection of k × k matrices with complex entries. For A ∈ Mk(C),
recall that the spectral radius ρ(A) is the maximum eigenvalue modulus of A. When A is hermitian, ρ(A) equals the
operator norm of A with respect to the Euclidean vector norm. If A = [aij ], we define |A| = [|aij |].
For v and w in Ck , the rank one operator v ⊗ w is defined by
(v ⊗ w)z = 〈z,w〉Ck v for all z ∈ Ck.
It is easy to see that for a linear map S on Ck , S(v ⊗ w) = (Sv) ⊗ w and (v ⊗ w)S∗ = v ⊗ (Sw). We will use the
notationM(v⊗w) to denote the matrix of v⊗w with respect to the standard basis for Ck . Observe thatM(v⊗w) =
[viwj ]ki,j=1, soM(v ⊗ v) is hermitian for any v ∈ Ck .
Finally, given d = (d1 . . . , dk) ∈ Rk , we write diag(d) for the diagonal matrix in Mk(C) with ith diagonal entry di
for 1 i  k.
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Proposition 1. Let v = (v1, . . . , vk) ∈ Ck and let d = (d1, . . . , dk) ∈ Rk with di  0 for 1 i  k. If M =M(v⊗v)+
diag(d), then ρ(M) = ρ(|M|).
Proof. For 1 i  k, define the entries of s = (s1, . . . , sk) ∈ Ck by
si =
{
1 if vi = 0, and
vi|vi | if vi = 0.
Let S = diag(s). The matrix S is clearly unitary in Mk(C), so ρ(M) = ρ(SMS∗). But
SMS∗ =M(Sv ⊗ Sv) + S(diag(d))S∗
=M(|v| ⊗ |v|)+ SS∗ diag(d)
=M(|v| ⊗ |v|)+ diag(d)
= |M|.
Therefore ρ(M) = ρ(|M|). 
In addition to Proposition 1, we will use the following inequality about spectral radii of matrices. This theorem
(with related results) appears as Theorem 8.1.18 in [7].
Theorem 1. Let A,B ∈ Mk(C). If |A| B , then ρ(A) ρ(|A|) ρ(B).
The matrix inequality in Theorem 1 is entry-wise; that is, |A| B means |aij | bij for all 1 i, j  k.
We now discuss properties of bases which are simultaneously orthogonal in two Bergman spaces.
For any domain Ω in C, the Bergman space A2(Ω) is the Hilbert space of functions f analytic on Ω such that
‖f ‖2
A2(Ω) ≡
∫
Ω
∣∣f (z)∣∣2 dA(z) < ∞.
The facts in Theorem 2 below are derived in Bergman’s monograph [8].
Theorem 2. Let Ω be a simply connected domain such that Ω ⊆ D. There exist functions {gn}∞n=1 which are simulta-
neously orthogonal bases for A2(D) and A2(Ω). In addition, there exists a decreasing sequence {λn}∞n=1 of positive
real numbers such that limn→∞ λn = 0 and∫
Ω
gn(z)g(z) dA(z) = λn
∫
D
gn(z)g(z) dA(z) (1)
for all positive integers n and all functions g ∈ A2(D).
The sequence {gn}∞n=1 is called a “doubly orthogonal basis for A2(D) and A2(Ω).” The functions in the sequence
are eigenfunctions of R∗R, where R is the restriction operator from A2(D) to A2(Ω). We may always assume that
these functions form an orthonormal basis for A2(D). The values λn are the corresponding eigenvalues of R∗R; they
decay exponentially. We will refer to {λn}∞n=1 as the eigenvalue sequence for the doubly orthogonal basis. Restriction
operators on Bergman spaces are studied in [9]; the introduction includes a thorough discussion of the elementary
properties of doubly orthogonal bases. A property relevant to our result is that for any positive integer n,∫
Ω
∣∣g(z)∣∣2 dA(z) λn
∫
D
∣∣g(z)∣∣2 dA(z) (2)
whenever g is orthogonal to the set {g1, . . . , gn−1}.
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ting, gn(z) = √nzn−1 and λn = r2n for all positive integers n. For this example, a straightforward substitution will
verify (1).
In the definition and corollary below, we will modify the basis in Theorem 2 to construct a basis for D on the disk
which satisfies simple integration identities similar to (1).
Definition. Let Ω be a simply connected domain such that Ω ⊆ D. Set λ0 = 0. We say that an orthonormal basis
{fn}∞n=0 for D is a doubly orthogonal basis for D with respect to D and Ω if there exists a decreasing sequence of
non-negative numbers {λn}∞n=1 such that limn→∞ λn = 0 and∫
Ω
f ′n(z)f ′m(z) dA(z) = λnδnm
for all non-negative integers n and m, where δnm is the Kronecker delta function. The values {λn} will be called the
eigenvalue sequence of the doubly orthogonal basis.
Corollary 1. Let Ω be a simply connected domain such that Ω ⊆ D. If {gn}∞n=1 is a doubly orthogonal basis for A2(D)
and A2(Ω) with eigenvalue sequence {λn}∞n=1, then there exists an associated doubly orthogonal basis {fn}∞n=0 for D
with respect to D and Ω that has the same eigenvalue sequence {λn}∞n=1, along with λ0 = 0.
Proof. With Ω as above, let {gn}∞n=1 and {λn}∞n=1 respectively be the associated doubly orthogonal Bergman basis
and eigenvalue sequence from Theorem 2. Define f0(z) ≡ 1 and λ0 = 0. For z ∈ D and integers n 1 define
fn(z) =
z∫
0
gn(ζ ) dζ.
By construction, fn(0) = 0 and f ′n(z) = gn(z) for all n 1. Therefore, for all n,m 1,
〈fn,fm〉 = 〈gn, gm〉A2(D) = 0
if n = m, and
〈fn,fn〉 = 〈gn, gn〉A2(D) = 1.
Clearly 〈f0, f0〉 = 1 and 〈f0, fn〉A2(D) = 0 if n = 0. Thus {fn}∞n=0 is an orthonormal set in D. Furthermore, for any
f ∈D, f ′ ∈ A2(D) ⇒ f ′ =∑∞n=1 αngn, where the convergence is in A2(D), with ∑∞n=1 |αn|2 < ∞. This implies that
f = c0f0 +∑∞n=1 αnfn for some constant c0, where the convergence is in D. Thus {fn}∞n=0 is an orthonormal basis
for D and∫
Ω
f ′n(z)f ′m(z) dA(z) = λn
∫
D
f ′n(z)f ′m(z) dA(z) = λnδnm,
for all non-negative integers n and m. 
Example 2. If the process from the proof of Corollary 1 is applied to the doubly orthogonal Bergman space basis in
Example 1, we obtain the following doubly orthogonal basis for D with respect to D and rD: f0(z) = 1, λ0 = 0,
fn(z) = z
n
√
n
and λn = r2n for all integers n 1. (3)
For the remainder of this section, assume ϕ ∈D is univalent with ϕ(D) ⊂ D. Let {fn}∞n=0 be a doubly orthogonal
basis for D with respect to D and ϕ(D), and let {λn} be the associated eigenvalue sequence.
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‖Cϕf ‖2 =
∣∣f (ϕ(0))∣∣2 + ∫
ϕ(D)
∣∣f ′(z)∣∣2 dA(z) = ∣∣〈f, kϕ(0)〉∣∣2 +
∫
ϕ(D)
∣∣f ′(z)∣∣2 dA(z). (4)
The term |〈f, kϕ(0)〉|2 in (4) is maximized when f is a multiple of kϕ(0). Property (2) shows that the integral
term in (4) is maximized relative to the integral of |f ′(z)|2 on the entire disk D when f is the function in {fn}∞n=1
corresponding to the largest value in {λn}∞n=1, namely λ1. Thus, in order to find the function f that maximizes the
sum in (4) relative to ‖f ‖, it makes sense to use functions that are linear combinations of kϕ(0) and those vectors
in the doubly orthogonal basis which correspond to the largest values in {λn}∞n=1. In practice, this allows a close
approximation to the norm of Cϕ using matrices of relatively small size.
We conclude this section with some notation and observations that are used to define the matrices whose norms
provide the upper and lower bounds for ‖Cϕ‖2.
First, the reproducing kernel kϕ(0) in D can be written
kϕ(0) =
∞∑
n=0
fn
(
ϕ(0)
)
fn,
so ‖kϕ(0)‖2 =∑∞n=0 |fn(ϕ(0))|2.
The construction of the doubly orthogonal basis for D yields
〈Cϕfn,Cϕfm〉 = fn
(
ϕ(0)
)
fm
(
ϕ(0)
)+ λnδnm for all n,m 0. (5)
Equation (5) shows that the matrix for C∗ϕCϕ with respect to the basis {fn}∞n=0 is a rank one perturbation of a diagonal
matrix[
fn
(
ϕ(0)
)
fm
(
ϕ(0)
)]∞
n,m=0 + diag(λ0, λ1, . . .).
Our estimates of ‖Cϕ‖ are norms of finite matrices that are of this same form.
For any positive integer N , define the positive real numbers 
N and ΔN by

N ≡ ‖kϕ(0)‖2 −
N−1∑
n=0
∣∣fn(ϕ(0))∣∣2 = ∞∑
n=N
∣∣fn(ϕ(0))∣∣2, (6)
and
ΔN ≡
∑∞
n=N λn|fn(ϕ(0))|2

N
. (7)
Since the λn terms are decreasing, ΔN  λN .
Define the vector kN = (1, f1(ϕ(0)), f2(ϕ(0)), . . . , fN−1(ϕ(0))) in CN and the matrix DN = diag(0, λ1, . . . , λN−1)
in MN(C).
Finally, let
vN =
(
1, f1
(
ϕ(0)
)
, . . . , fN−1
(
ϕ(0)
)
,
√

N
) ∈ CN+1,
LN =M(vN ⊗ vN) + diag(0, λ1, . . . , λN−1,ΔN) ∈ MN+1(C), and (8)
UN =M(vN ⊗ vN) + diag(0, λ1, . . . , λN−1, λN) ∈ MN+1(C). (9)
The upper left N × N block of the rank one term in the definitions of both LN and UN is the matrix
AN ≡M(kN ⊗ kN).
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Here is our main result:
Theorem 3. Let ϕ ∈D be a univalent self-map of D such that ϕ(D) is compactly contained in D. Let β = {fn}∞n=0 be
a doubly orthogonal basis for D with respect to D and ϕ(D). Let {λn}∞n=0 be the associated eigenvalue sequence. If N
is any positive integer, then
ρ(LN) ‖Cϕ‖2  ρ(UN),
where LN and UN are defined as in Eqs. (8) and (9).
Remark 1. Since LN and UN are hermitian, we have ‖LN‖ = ρ(LN) and ‖UN‖ = ρ(UN). Clearly
‖UN‖ − ‖LN‖ ‖UN − LN‖ =
∥∥diag(0, . . . ,0, λN − ΔN)∥∥ λN,
where λN → 0 as N → ∞. Therefore Theorem 3 provides a method by which we can estimate ‖Cϕ‖ to any degree
of accuracy. In practice, ‖UN‖ − ‖LN‖ should be much smaller than λN because a small change in a relatively small
diagonal element will not change the maximum eigenvalue very much.
Remark 2. Both LN and UN are rank one perturbations of diagonal matrices. The numerical problem of computing
the eigenvalues of such matrices is well-understood [10]. In particular, the characteristic polynomial for these matrices
has a nice recursive form. All of the eigenvalues of an (N + 1) × (N + 1) rank one perturbation of a diagonal matrix
can be computed in O(N2) operations.
Proof of Theorem 3. Let ϕ, β , and {λn}∞n=0 be as in the statement of the theorem and fix a positive integer N .
Recall that the matrix of C∗ϕCϕ with respect to β isM(k ⊗ k)+D where k is the coordinate column of kϕ(0) with
respect to β and D = diag(0, λ1, λ2, . . .). This follows from Eq. (5) in Section 2. For any subspace Γ of D, PΓ will
denote the orthogonal projection from D onto Γ .
Let ΓN be the subspace of D defined by ΓN = span{f0, . . . , fN−1, kϕ(0)}. If
wN =
kϕ(0) −∑N−1j=0 fj (ϕ(0))fj√

N
=
∑∞
j=N fj (ϕ(0))fj√

N
,
then βN = {f0, . . . , fN−1,wN } is an orthonormal basis for ΓN .
The lower bound for ‖Cϕ‖2 will be obtained by computing the matrix for PΓN C∗ϕCϕPΓN with respect to βN .
Equation (5) and the definition of wN immediately yield
〈Cϕfj ,CϕwN 〉 = fj
(
ϕ(0)
)√

N for all 0 j N − 1, (10)
and
〈CϕwN,CϕwN 〉 = 
N +
∑∞
j=N λj |fj (ϕ(0))|2

N
= 
N + ΔN, (11)
where ΔN is given in (7).
Recall that AN denotes the upper left corner of the rank one matrix in the definitions for both UN and LN . Equa-
tions (5), (10), and (11) show that the matrix for PΓN C∗ϕCϕPΓN with respect to the basis βN , written as a block matrix
acting on CN ⊕ C, is
M(PΓN C∗ϕCϕPΓN )=
[
AN
√

Nk
∗
N√

NkN 
N
]
+
[
DN 0
0 ΔN
]
= LN.
Therefore
‖Cϕ‖2 =
∥∥C∗ϕCϕ∥∥ ∥∥PΓN C∗ϕCϕPΓN ∥∥= ‖LN‖ = ρ(LN),
which concludes the proof of the lower bound in the theorem.
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of D that depends on an arbitrary function g ∈D which is orthogonal to {f0, . . . , fN−1}.
Accordingly, let g ∈D with ‖g‖ = 1 and g ∈ {f0, . . . , fN−1}⊥.
Define
ΓN,g = span{f0, . . . , fN−1, g}.
By construction, βN,g = {f0, . . . , fN−1, g} is an orthonormal basis for ΓN,g .
If UN,g is the (N + 1) × (N + 1) matrix for PΓN,gC∗ϕCϕPΓN,g with respect to βN,g , then the upper left N × N
block of UN,g is AN . For 0 j N − 1, the (N, j) entry of the hermitian matrix UN,g is 〈Cϕfj ,Cϕg〉. The (N,N)
entry of UN,g is 〈Cϕg,Cϕg〉.
Since g ∈ {f0, . . . , fN−1}⊥, there exists a sequence {γj } of complex numbers such that g =∑∞j=N γ jfj . Also, for
0 j N − 1,∫
ϕ(D)
f ′j (z)g′(z) dA(z) = 〈fj , g〉 − fj (0)g(0) = 0 − 0 = 0.
Therefore
〈Cϕfj ,Cϕg〉 = fj
(
ϕ(0)
)
g
(
ϕ(0)
)+ ∫
ϕ(D)
f ′j (z)g′(z) dA(z)
= fj
(
ϕ(0)
)〈
g, kϕ(0)
〉+ 0
= fj
(
ϕ(0)
)〈
g, kϕ(0) −
N−1∑
i=0
fi
(
ϕ(0)
)
fi
〉
.
Since g has unit length, the Cauchy–Schwartz inequality implies∣∣〈Cϕfj ,Cϕg〉∣∣ ∣∣fj (ϕ(0))∣∣‖g‖√
N

∣∣fj (ϕ(0))∣∣√
N for all 0 j N − 1. (12)
The last term in inequality (12) is the (j,N) entry of the matrix |UN |.
Also,
〈Cϕg,Cϕg〉 =
∣∣g(ϕ(0))∣∣2 + ∫
ϕ(D)
∣∣g′(z)∣∣2 dA(z)
= ∣∣〈g, kϕ(0)〉∣∣2 + ∞∑
i,j=N
γiγ j
∫
ϕ(D)
f ′i (z)f ′j (z) dA(z)
= ∣∣〈g, kϕ(0)〉∣∣2 + ∞∑
j=N
λj |γj |2. (13)
So we have∣∣〈Cϕg,Cϕg〉∣∣= 〈Cϕg,Cϕg〉
=
∣∣∣∣∣
〈
g, kϕ(0) −
N−1∑
j=0
fj
(
ϕ(0)
)
fj
〉∣∣∣∣∣
2
+
∞∑
j=N
λj |γj |2
 ‖g‖2
N +
∞∑
j=N
λN |γj |2
 
N + λN . (14)
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inequality. The last term in inequality (14) is the (N,N) element of |UN |.
Inequalities (12) and (14) together with the equality of the upper left blocks of UN,g and UN imply
|UN,g| |UN |, (15)
where the inequality (15) holds entrywise.
Fix f ∈D with ‖f ‖ = 1. The function f can be written as
f = α0f0 + · · · + αN−1fN−1 + αNg
for some fixed g ∈ {f0, . . . , fN−1}⊥ with ‖g‖ = 1 and α = (α0, . . . , αN) ∈ CN+1 with ‖α‖CN+1 = 1. Let βN,g =
{f0, . . . , fN−1, g}. Recall UN,g is the matrix for PΓN,gC∗ϕCϕPΓN,g with respect to βN,g .
‖Cϕf ‖2 =
〈
C∗ϕCϕf,f
〉
= 〈C∗ϕCϕPΓN,gf,PΓN,gf 〉
= 〈PΓN,gC∗ϕCϕPΓN,gf, f 〉
= 〈UN,gα,α〉
 ρ(UN,g)
 ρ
(|UN |) (16)
= ρ(UN). (17)
Equality (17) follows from Proposition 1. Inequality (16) follows from (15) and Theorem 1 with A = UN,g and
B = |UN |.
Since ‖Cϕf ‖2  ρ(UN) for all f ∈ D with ‖f ‖ = 1, the upper bound from Theorem 2 has been established to
complete the proof of Theorem 3. 
4. Example
Theorem 3 states that if ϕ ∈ D is a univalent map with ϕ(D) compactly contained in D, then ‖Cϕ‖2 is between
ρ(LN) and ρ(UN), where
LN =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 f1(ϕ(0)) · · · fN−1(ϕ(0)) √
N
f1(ϕ(0)) |f1(ϕ(0))|2 + λ1 · · · f1(ϕ(0))fN−1(ϕ(0)) f1(ϕ(0))√
N
...
...
...
...
...
fN−1(ϕ(0)) fN−1(ϕ(0))f1(ϕ(0)) · · · |fN−1(ϕ(0))|2 + λN−1 fN−1(ϕ(0))√
N√

N f1(ϕ(0))
√

N · · · fN−1(ϕ(0))√
N 
N + ΔN
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The matrix UN is identical to LN except for the lower right corner entry. In UN this entry is 
N + λN .
Therefore, in principle, Theorem 3 says one can approximate the norm of any composition operator on the Dirichlet
space for which the range of the univalent symbol mapping has compact closure in the disk. However, to compute the
entries of the matrices LN and UN , one must be able to calculate the doubly orthogonal basis for D with respect to
D and ϕ(D). Although this orthogonal basis itself could be approximated for many examples, we will only include
examples for which the range of the univalent symbol map is a disk inside D. These are the subsets of D for which an
exact orthogonal system is known.
Let ϕ ∈ D be a univalent function that maps D onto a Euclidean disk D(c,R) that is compactly contained in D.
Then ϕ composed with a translation and a dilation will yield a disk automorphism, so ϕ must be a linear fractional
mapping of the form ϕ = R b−z1−bz + c for some b ∈ D.
To facilitate computations, we note that given D(c,R), there exist a ∈ D and 0 < r < 1 such that D(c,R) equals a
pseudo-hyperbolic disk
Δ(a, r) = {z ∈ D: ∣∣ϕa(z)∣∣< r},
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c = a
[
1 − r2
1 − r2|a|2
]
and R = r
[
1 − |a|2
1 − r2|a|2
]
. (18)
Accordingly, ϕ(D) = Ω where Ω ≡ {z ∈ C: |ϕa(z)| < r} = D(c,R) with c,R,a, and r related as above.
Proposition 2. A doubly orthogonal basis for A2(D) and A2(Δ(a, r)) consists of the functions
gn(z) = √n
[
ϕa(z)
]n−1
ϕ′a(z) for n 1.
The corresponding eigenvalues are
λn = r2n for n 1.
Proof. Let g be any function in A2(D). To obtain the first identity below, use the change of variables z = ϕa(w).
The second equation holds because {√nwn−1} forms a doubly orthogonal basis with respect to rD and D. The final
equation follows from the change of variables w = ϕa(z). When changing variables, we repeatedly use the fact that
ϕa is an involution.∫
Δ(a,r)
g(z)
√
n
[
ϕa(z)
]n−1
ϕ′a(z) dA(z) =
∫
rD
g
(
ϕa(w)
)√
n [w]n−1ϕ′a(w)dA(w)
= r2n
∫
D
g
(
ϕa(w)
)√
n [w]n−1ϕ′a(w)dA(w)
= r2n
∫
D
g(z)
√
n
[
ϕa(z)
]n−1
ϕ′a(z) dA(z),
which proves (1) in the characterization of doubly orthogonal bases for A2(Δ(a, r)) and A2(D). It is straightforward
to show that {gn} is an orthonormal basis for A2(D). 
We can now apply the procedure from Corollary 1 for constructing a doubly orthogonal basis for D with respect to
D and Δ(a, r) from the doubly orthogonal basis for A2(D) and A2(Δ(a, r)). This doubly orthogonal basis for D with
respect to D and Δ(a, r) consists of f0(z) = 1 and the antiderivatives
fn(z) = [ϕa(z)]
n − an√
n
for n 1.
The corresponding eigenvalue sequence is given by λ0 = 0 and
λn = r2n for n 1.
The antiderivatives fn above were chosen (as required) with fn(0) = 0 so that 〈fn,f0〉 = 0 for all positive integers n.
To connect this construction with a particular symbol ϕ for a composition operator, fix a ∈ D and 0 < r < 1 with
Δ(a, r) ⊂ D, and let
ϕ(z) ≡ R b − z
1 − bz + c, (19)
where R and c are defined in (18) and b ∈ D.
In this case, we have
ϕ(0) = Rb + c = r
[
1 − |a|2
1 − r2|a|2
]
b +
[
1 − r2
1 − r2|a|2
]
a,
ϕa
(
ϕ(0)
)= ar2 − rb ,
1 − rab
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(
ϕ(0)
)= ϕa(ϕ(0))n − an√
n
= 1√
n
[(
ar2 − rb
1 − rab
)n
− an
]
,
λn = r2n,
‖kϕ(0)‖2 = 1 +
∞∑
j=1
1
j
∣∣∣∣
(
ar2 − rb
1 − rab
)j
− aj
∣∣∣∣
2
,

N =
∞∑
j=N
1
j
∣∣∣∣
(
ar2 − rb
1 − rab
)j
− aj
∣∣∣∣
2
,
and
ΔN = 1

N
·
∞∑
j=N
r2j
j
∣∣∣∣
(
ar2 − rb
1 − rab
)j
− aj
∣∣∣∣
2
. (20)
The expressions above include all quantities needed to define UN and LN for any symbol ϕ with ϕ(D) equal to a
disk compactly contained in D.
In Theorem 5 of [4], Martín and Vukotic´ give an upper bound for ‖Cϕ‖2 in the case where ϕ is a univalent self-
map of D and ϕ(D) is compactly contained in D. Such a set ϕ(D) is always contained in some pseudo-hyperbolic disk
Δ(a, r) of pseudo-hyperbolic radius r ∈ (0,1) and pseudo-hyperbolic center a inside D.
With our notation, Martín and Vukotic´’s upper bound for ‖Cϕ‖2 in this case is
‖Cϕ‖2 
‖kϕ(0)‖2 + r2 +
√
(‖kϕ(0)‖2 + r2)2 − 4r2
2
. (21)
When ϕ(z) = R b−z1−bz + c, the value r2 in inequality (21) is actually λ1. In addition, Eq. (6) shows that 
1 + 1 =
‖kϕ(0)‖2. Thus, the right-side of (21) is

1 + 1 + λ1 +
√
(
1 + 1 + λ1)2 − 4λ1
2
,
which is the maximum eigenvalue of
U1 =
(
1 √
1√

1 
1 + λ1
)
.
Therefore, the upper bound in [4] is the N = 1 case of the upper bound in Theorem 3. Larger values of N in Theorem 3
will give better upper and lower bounds.
We include some numerical computations to illustrate Theorem 3 in two tables below. For Table 1, we consider
symbols ϕ with range equal to rD for 0 < r < 1. Clearly ϕ is the product of r and a disk automorphism. We may
assume ϕ(z) = r( b−z1−bz ) since rotation will not change ‖Cϕ‖. We may also assume that b is real in the interval (0,1).
The associated doubly orthogonal basis for D with respect to D and rD was given in Example 2; namely, f0 ≡ 1,
λ0 = 0,
fn(z) = z
n
√
n
, and λn = r2n for n 1.
Also,
fn
(
ϕ(0)
)= rnbn√
n
, λn = r2n, ‖kϕ(0)‖2 = 1 − log
(
1 − |rb|2), 
N = ∞∑
j=N
|rb|2j
j
,
and
ΔN =
∑∞
j=N r2j
|rb|2j
j∑∞ |rb|2j =
∑∞
j=N
|r2b|2j
j∑∞ |rb|2j .
j=N j j=N j
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Norm estimates for specified values of a, r and b
b a r
√
ρ(L5)
√
ρ(U5)
√
ρ(L10)
√
ρ(U10)
√
ρ(U1)
0.9 0 0.1 1.00410 1.00410 1.00410 1.00410 1.00410
0.9 0 0.2 1.01698 1.01698 1.01698 1.01698 1.01698
0.9 0 0.3 1.04035 1.04035 1.04035 1.04035 1.04046
0.9 0 0.4 1.07691 1.07691 1.07691 1.07691 1.07749
0.9 0 0.5 1.12900 1.12900 1.12900 1.12900 1.13187
0.9 0 0.6 1.20246 1.20246 1.20246 1.20246 1.20739
0.9 0 0.7 1.29751 1.29752 1.29751 1.29751 1.30727
0.9 0 0.8 1.41962 1.41967 1.41962 1.41962 1.43525
0.9 0 0.9 1.58126 1.58178 1.58128 1.58129 1.60036
Table 2
Norm estimates for specified values of a, r and b
b a r
√
ρ(L5)
√
ρ(U5)
√
ρ(L10)
√
ρ(U10)
√
ρ(U1)
0.3 + 0.6i 0.4 + 0.9i 0.1 2.15168 2.15168 2.15168 2.15168 2.15294
0.3 + 0.6i 0.4 + 0.9i 0.2 2.17551 2.17551 2.17551 2.17551 2.18037
0.3 + 0.6i 0.4 + 0.9i 0.3 2.19315 2.19315 2.19315 2.19315 2.20372
0.3 + 0.6i 0.4 + 0.9i 0.4 2.20265 2.20265 2.20265 2.20265 2.22095
0.3 + 0.6i 0.4 + 0.9i 0.5 2.20110 2.20110 2.20110 2.20110 2.22923
0.3 + 0.6i 0.4 + 0.9i 0.6 2.18434 2.18471 2.18434 2.18434 2.22469
0.3 + 0.6i 0.4 + 0.9i 0.7 2.14596 2.14770 2.14596 2.14599 2.20136
0.3 + 0.6i 0.4 + 0.9i 0.8 2.07370 2.08059 2.07373 2.07420 2.14723
0.3 + 0.6i 0.4 + 0.9i 0.9 1.93261 1.95725 1.93301 1.93837 2.02485
Since b and r are real these values produce the following matrix LN :
LN =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 rb (rb)
2√
2
· · · (rb)N−1√
N−1
√

N
rb |rb|2 + r2 (rb) (rb)2√
2
· · · rb (rb)N−1√
N−1 rb
√

N
...
...
...
...
...
...
(rb)N−1√
N−1 rb
(rb)N−1√
N−1
(rb)2√
2
(rb)N−1√
N−1 · · ·
|rb|2N−2
N
+ r2N−2 (rb)N−1√
N−1
√

N
√

N rb
√

N
(rb)2√
2
√

N · · · (rb)N−1√
N−1
√

N 
N + ΔN
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The matrix UN is the same as LN except that the lower right entry of UN is 
N + r2N . In Table 1, b = 0.9, and
the values of r range from 0.1 to 0.9 in increments of 0.1. We include some sample values of the square roots of the
maximum eigenvalues of LN and UN for different values of N . The values for
√
ρ(U1) are the upper bounds provided
by Martín and Vukotic´, as explained above. The tables were computed with Mathematica, and the entries are rounded
off to five decimal places.
For Table 2, we consider a symbol ϕ with range equal to Δ(a, r) where a = 0.4+0.9i and r ranges from 0.1 to 0.9.
A formula for ϕ is given in (19). Recall that R and c depend on r and a as in (18). We set the remaining parameter
b = 0.3 + 0.6i. The entries of UN and LN were calculated using the quantities computed in the series of equations
ending with (20).
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