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пользоБатй метод разделения деформации для построения опре- 
леляющих уравнений непрерывных конструкций частного вида.
Теорема 8. Если для непрерывной конструкции выполняют­
ся условия теоремы 7 и множество векторных полей внешних 
воздействий зависит от конечного или счетного набора парам ет­
ров'.
q =  X i t ,  г, а), а = { % ,  а,}
(%—заданная функция; допускается случай г =  оо), то система 
дифференциальных уравнений (15) расщепляется
=  а), 1 =  1 ,  S.
Доказательство 'выполняется аналогично доказательству 
теоремы 2 работы [2].
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УДК '519.2 . ' ,.
В. Б. Илюшин, Ю. В. Солодянников
К ОЦЕНКЕ РЕЗУЛЬТАТА СВЕРТКИ
Устройство наблюдения [1], участвующее в иден­
тификации объекта, можно'представить в виде структуры, изо­
браженной на рис. 1. Н а вход устройства поступает сигнал х. 
Устройство состоит .из отдельных блоков, каждый из которых 
вносит помеху измерений, являющуюся случайной величиной. В 
результате на выходе наблюдается величина z. Помеха измере­
ний Вь i = \ , m  каждого блока определяется своим распределе­
нием вероятностей. Распреде- i
ление вероятностей суммарной, _____________ МФД
помехи измерений P(m)=Pi +  -
+  является сверткой распре­
делений вероятностей слагае­
мых! помех, которые либо из- Рис. 1
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йёСтнй, либо с некоторой точностью оцениваются по выборке, при­
чем элементы выборки измеряются со случайными погрешностями. 
В первом случае для нахождения свертки распределений ее ком­
поненты аппроксимируются некоторыми функциями, и возникает 
задача определения точности’ аппроксимаций истинной свертки 
сверткой аппроксимирующих функций. Во втором случае сверт­
ка истинных распределений оценивается сверткой оценок, полу­
ченных на основе выборок, и возникает задача анализа точнос­
ти статистического оценивания свертки. Задача  второго случая 
нёявно включает задачу первого случая.
Таким образом, приходим к иостаноике следующих математи­
ческих задач, касающихся нахождения распределения' вероят­
ностей суммы независимых случайных величин
P (m )=P i+---  +  Pm- (1)
1. Задача  аппроксимации компонент свертки является более 
удобной функцией, когда свертка аппроксимирующих функций 
дает аппроксимацию свертки истинньщ функций. При этом тре­
буется определить погрешность аппроксимаций результата 
свертки.
2. Задача  оценки, когда по выборке строится статистическая 
оценка распределения вероятностей каждого слагаемого сум­
мы (1) и требуется оценить значение критерия согласия о бли­
зости свертки распределений вероятностей и свертки их оценок.
3. Задача-, оценки при наличии случайных погрешностей и з ­
менений элементов выборки. Если — наблю даемая случайная 
величина, Pt — случайная величина, распределение вероятностей 
которой подлежит оценке, е{ — случайная величина погрешности
л
измерений, то |г=Рг+'е,:. Требуется по оценке Р5(т) (■"̂ ) распреде-
т
ления вероятностей случайной величины |(т) == S ( Р г + е /  по-
t=i
" ,  л.  ' •
строить оценку (х) распределения- случайной величины
m
Р(то) =  2рг и оценить значение критерия согласия о близости
i=l
Л ' '
Р?(т) истинного распределения случайной величины р(т).
Обозначим Рг(х) — плотность вероятностей случайной ве- 
, л - .
личины pi, р г(х )— оценку Р г(х), p"i (х) —■ аППрОКСИМаЦИЮ Pi(x).
, ' ' л  ,
Д л я  р(„г) обозначения аналогичные -~Р(т)(х), ры)(х) ,  ’р' \т){х).  
Рассмотрим сначала сформулированные выше задачи при т  =  2.
Теория иепараметрического оценивания плотности вероят­
ностей, вообще говоря, не предполагает того, что для оценки
Л . '
р (х )  и аппроксимации р " (х )  выполнено условие нормировки 
130
p { x )d x  =  l,  j ' p " ( x ) d x = - l ,
a такж е для любого x, p ( x ) > 0  и p " ( x ) > 0 .  Введем условия, учи­
тывающие это:
Г I р" (х)1 dx  <  А ц  J I рг (х) [dx  <  Вг',
— Я)  ̂ — м
00  00
J 1 р" (X) I dx s s  As, J' j ps (x)j dx s: Bg-
Тогда
p" (xj j dx is: AiAs, J 1 p(2) (x) i dx <ГВг.
Пусть мерой точности статистической оценки является интег­
ральный квадратичный критерий
1 = М \  J [р (х ) - -р  (х)]" dx (2)
а мерой точности аппроксимации 
клонение
среднеквадратическое от-
, ]■ \ p { x ) - f  { x ) fd x .  - (3)
„-ао
в  выражениях (3) ,и (2) р ( х ) —истинная плотность вероят-
ностей, р " (х )  и р(х)  соответственно ее аппроксимация и оцен­
ка, М{  } — означает математическое ожидание. Обозначим:
Al =  ]' tPi (х) — р“ (х)1® dx, /  == М
'
[Pi (х) — Pi (х)]" dx
As =  (ps (х ) --р [  (x )f  dx, h  j [ps (x)— p2 (x)]" dx ;
— OO * {  — CD )
A(2)=- Л Р т ( х ) — р ’к ( х ) ] Ы х ,  /(2) = / и !  J  [P(2)(xb -P (2)(x)]"dx
--30 ' V  (—00
Теорема I
(4)A(2) ^  ( II Pi W IIto A| +11 Pi (x):i|b. Af) (1 +  Al As);
A 2 ) < ( | | P i ( A ^ ) l k / f + ! i p ^ A l | U T / f ) ( l  +  B A ) .  , (5)
Доказательство. Неравенство (4) получим следующим образом:
ГР(2) W  — Р к  W  1 =  1 I  Pi (О p i{x~ - t )d t—  f  р[ (f) р'[ {x— t) dt \ ^
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<  ' P i (t) ! P i (X —  i) —  p" {x-~ t) I dt  -f- I' p"„ {X — t) I P i (if) —
--io' ■ ■■■ ' ■ , -«■ ’
' L ' L  - ’
- P l  (t) I d / k  II Pi (X) l i t .  A| + (! p; (X) ; '
A(2) =  J [p(2) (X) — p;; (x)l" dx  TO (II Pi (x) | ) t .  A /  +
 00 1
L' ОС ■ ' ■ L
’ + l j P 2 ( ^)  1/to A r )  f  I P ( 2) ( k  — p ; 2 ) ' 4 I + a ' < ( { | p i  ( x ) l i t .  A ]  +
7  , + l | p F ( x ) l l t . A f ) ( l  +  A i A g ) .  . . ."
Д окаж ем  (5). Пусть
7 =  I  [Р / (x )— Pi (x)]"dx, /i =  M {/jo}v . i =  l, 2; ,00
Д  =  J [P(2) (x) — P(2) {x) f  dx,  / (2) == M  {/(,). 00
Пространством элементарных событий Д/, на котором опре­
деляется статистика критерия согласия, является множество 
всех возможных реализаций п-мерной выборки б наблюдаемой 
случайной величины. Пусть {/; =  { .о /— пространство элементар­
ных событий; для случайной величины /jo- Тогда декартово про­
изведение Д] X + 2=  (оь  Ог} есть пространство элементарных со­
бытий для случайных величин
7 '  л ' " " "  ' i ' " '
1д И ( II Рх (Х) Ць» /20 +  II Р2 (Х) Нто /д ) (1 +  В1 В2).
При любом элементарном исходе (oi, 02)
. "Д +  л к
. 7о ДО ( II Pi (х) Идо f i g  И Ра (х) 7io) (1 +  BiBi) .  76)
Числовое соотношение- (б) доказывается аналогично соотноше­
нию '(4). Из неравенства (6) получаем
1_ 1 
/ (2)  { / о }  ТО м  {|1 P i  (X) l i t .  4  +  11 P i  (X)  | | l .  / f o )  =
L ■' '.L . ■
=  ( li Pi (X) lit. M { 4 }  +  11^2 (X) lit. M { 4 »  (1 +  Bl Bg). 
Используя неравенство Иенсена, получим , '
Т_ ; ■! 1_,„,
М  { / J  = М  { [ / у  >  [М  4 )  ]", i =  1 , 2 .
Тогда ,'то .
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/(2) ^  ( И P i  (X) 1|l. [Л1 {/ g „ )F  +  II p a  (X) l i t .  [ M  { I g  )  (1 +  B i B a )  =
' ' L  L '
• =  ( II (Pi ( 4  lU* V  +1! P2 (4  Ik. / f ) (1 +  BiBa).
Теорема доказана. '
Кроме 'среднеквадратического отклонения в качестве меры 
точности арпроксимации на практике используется норма про­
странства непрерывных функций
sup {| Р(2) (х) — pJk ( 4  !}• , , (7)
*е.(—®, ®)
Легко видеть, что для нее выполняется следующее соотношение: 
sup { I р(2) (х) — р (X) 1 } <  sup {1 Pi (х) — р" (х) I} +
, О.) »€(-». «) >
+  Ai sup {.|pg(x) — р “ ( 4 |} .
• * е ( — » ,  о»)
Рекуррентно можно получить аналогичные формулы для про­
извольного числа слагаемых (1).
.Рассмотрим задачу учета погрешностей измерения элемен­
тов выборки,' возникающую при оценивании плотности вероят­
ностей суммы двух случайных величин сверткой оценок Чен- 
цова [2], которые строятся следующим образом. Измеряется 
выборка ( |к  I / . . . ,  случайной величины !, принимающей зн а­
чения в ц-измеримом пространстве X. Н а X  задается весовая 
■функция г (х )  и посредством скалярного произведения
(Ф .7) =  .[7 -(х )ф (х )/(х )(» (й /х )
. X ■
вводится гильбертово пространство 'LF  Предполагая, что 
р { х )  у т ,  рассматривается ее проекция ц"(х) на/г-мерное под­
пространство с ортонормированным базисом Wh(x) , k = l ,  п,
> р" (х) =  I  к  (4 ,
. ' А=1
здесь .
«ft =  .M 4 ( 4 p ( x ) f ( .y ) p ( d x ) .
X
Плотность вероятностей р { х )  оценивается функцией
P ( 4  = g ^  Та к  (4 ,
здесь : ’ ■
%  =Л /->  [ q  ( ! ’) +  ... +  q  ( П  с,  (X) =  к  (X) г (х). '
Имеем .
, р : ( 4  = g  « к  п ‘> (4 у  Ре ( 4  т Г  (4 ,  g l ,  2.........
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Оценка p(i){x) характеризуется следующим значением критерия 
согласия , [2]: '
+  D { g ] ,  i =  l, 2.
■ ;е=^-1
Тогда я оценки ^Р\{ж)У.р 2 {х) критерий согласия при­
нимает следующее значение:
/ ( » ~ д „ , + 2  2  д + 7 ’ ! т г г ; и
А=1 /==1 ,
{ *<') (/) ФБ' (x —  t) X
X  'Л /
Х р (dt) !» (dx). , (8)
При наличии случайных погрешностей измерений элементов вы­
борок фактически наблюдаются случайные величины |г  =  Рг +
+  e,:, г= 1 ,  2. Поэтому оценки p i ( x ) 'являются, вообще говоря, сме­
щенными для р"г{х),  1 =  1, 2. В результате значение /  дается вы­
ражением, отличным от выражения (8). Если операторы
АФ ф,(х) =  р, (x — t) б (О 1» (dt), i =  1, 2
осуществляют взаимнооднозначное соответствие почти всюду и 
функции
/ / )  (х) ==,| ps,. (x— t) ДО (/) р (dt), 7 =  1, до
линейно-независимы, то для того, чтобы избавиться от смещения
А ' '
оценки р(2)(х), возьмем, вместо коэффициентов 7 = 1 ,  сле­
дующие величины, определяемые на основе матричных операций 
[ 7 ] ; ,  '
' ■ N,
Здесь
ЬФ = ( Ь Ф ,  ЬФ),  g  ( X ) = ( g  (X), ГФ (X)),
pi— матрица Грамма функций с1‘Цх), 7 = 1 ,  п .̂ 
Оценка. . .
является несмещенной для р " / х ) ,  тог'да оценка p g x ) — несме- 
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щенная для р'ДОГх) . Значение критерия согласия, соответствую­
щее оценке (10), име1т следующий вид:
/ , » = Т О + | | л + 0 ( Ч ' ' + ' ) | > <
x [ g ^ ( i ) ' V ( x ~ t ) i > . ( d t ) ] g d x ) .
X
, Рассмотрим оценку свертки плотностей вероятностей на ос­
нове гистограмм компонент свертки (рис. 2). Пусть плотность 
вероятностей рг(х) случайной величины р, оценивается гисто­
граммой . /
Pi (х) =
l + l - k ,  при до+(7— 1 )/гто х < д о + 7 й ,  k =  1, л
О, при X вне (до, до +  П;й),
полученной путем Ni  независимых наблюдений над случайной 
величиной pj. Здесь (7)—частота попадания элементов вы­
борки случайной величины Pi в интервал (Ц г+ (7— 1) hi тфкН).  
Обозначим к
%i+kh.
g J 3 =  .f. P i ( x } d x ,а+(А-1)Л
тогда ошибка в определении вероятности попадания случайной 
величины в интервал (a ,;-f(7— \ )h ,a i  + kh) равна 8;(7) =  g ’' (7) — 
— g /  (7). Введем следующие обозначения:
ТП  7П
7л =  Х  п{, а =  х
т ___
V m ) ( h =  .[ П *Pi(t )dt,  7 = 1 ,  d m '
'  '  a + ( A - l ) b  i - 1
. g g  ( 4  =  П *gf (7), gn*, (7) =  П * gn (7), 7 =  2. d„,.
В частном случае при m =  2 ,
agkh
s i )  ( 4  =  ' Pi (x) * Pi (x) dx;TO' a+{k~l)h
g(7) ( 7 )=  s  q'( Юё'а ii),i-Kf=c:k
( 4  =  S 7  (0 g r  (/), 7 =  1, dg, t =  1, до, j  =  1, « 3.
i+/4=A
Воспользовавшись' формулой свертки листограмм, приведенной 
в [3], легко установить следующее соотношение:
« к ,  W =  ^ ( И) .
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причем g g  (1) = g g  ((/„,-}- 1) =  0. Вероятности g g ( k )  оценим так;
« = г г + „ ,  (12)
здесь gn^, ( l ) = g J F k d ,„  +  l) =  0. Легко видеть, что
M { g g { m = g g { k ) .  , _
Рассмотрим разности
7 ) ( 4  =  g k ) ( 4 = - E 7 ( ^ ) - ;
Следуя методу наименьших квадратов, примем за меру откло­
нения величин g g  (k) я g g i k ) ,  g g  {k) и g g { k ) :  статистики
ru tfl
2  q[5(m) (7)]", 2  q
k ~ \  k ~ \
(13)
здесь Ck— некоторые коэффициенты. Имеют место следующие 
теоремы, касающиеся распределения статистик вида (13).
Теорема 2. Если Фи—дисперсии случайных величин,
i '  V  
2 ^  { h ( i ) g l i i )  +  h ( i ) g ( ( i ) }  +
4- 2  (/■) +  ^̂2 И) в (  (0)
I +1 .
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А —детерминант корреляционной матрицы случайных величин, 
, Rij — минор детерминанта R, то статистика
к=\
(14)
имеет распределение вероятностей с характеристической функ-, 
ц и ей '
i ~ 2 i t R  R i2 . ■ • Rid, 12
Rii Ri i—2itR . ■ ■ Kid,
Rdsl Rdi'i Rd,d,— 2itR
Доказательство. Имеем
5 ( 2 )  ( 7 )  =  4 -  [  2  ( О  8 !  { / )  +  2  8 [  ( i )  g [  ( / )  -
[ i-k/=fe то
— 2  7 ( 0  4 ‘ ( / 7  2  е Г(1)8?(/)
,г+-/=й i+/=b+i
^  g[  (О 5д (/) -f 2  g? 7) 5i (0 +  2  Y  (О Sg (/) +
1
2 _i+/=fc
+  - 2  (/) 4  (0i+/=k+i
i+l=k i-H=kfl
g [ ( O h ( / ) +  2  8 ! U ) h ( 0  +  
Li+/=A i+/TO
+  2  4 Д 0 к . ^ - ) +  2  + { ' (O S g ( / )+  2  4 ( 0  5g(/)+-
+  2  h i O h ( I )
i+j=k+i
2 h  ( O h  O')-A
i+/=A
TO
+ ■ 2 .  h ( O h W
£4-/=A+1
'Гак как  М ( 7  (i)} =  О, то М {о̂  (I) Sg (/)} =  0.
Как показано в [8]
{5а (О 5 ( /) }  =  при t +  /;
М  {[5ft (i)]"}
Nk
i U n n - g l u ) )
N.
Учитывая это, можно выразить через g j  (О, i== I, tif,, 7 =  1,‘ 2 
дисперсию случайных величин s^, 7 = 1 ,  d„,
1 1 = м 7a g D 2  (5l (О g j  (/) +  Og (/) gT {/))
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+  ; 2  ( к ( 0  g g O  +  h i j )  g' [  (0)
£+/=A+l
2  >0) V  (h) +
i g j g k
+  8. (A) g^ (A)) +  2 (A  (A) g^ (A )+82 (A) ДОДА))
H+ii=k+\ i
7  У  Г^ГУЧ г/-ч ®ГА) доАЛ) , 1... , gf (О g. (ii)
+® 2
т о /. ii,/iS|»2
+ . . 2
i. /. ii> / 1 SR3
+  2£+/=A
gf (/) gf (/1)
■ e j i ) g ! { h ) ^
gf (0 gf (ii)
Fi
Т / - Ч  Т / - Ч  *’ 2 ' " ' ’ 2 ТОУ , T  T  V  ( O g . ^ A i )gTO ( i)g r  .;• + g f  (/) g f  (/1) - 7 7 —
, g; A) g; (A) +
ДОЧО)
лчг А̂  A) (1 -  V  ii)
V, ■ 2 g A A + i)g J ( i)
.. grA) ( i -g [A ))
+
+  {g^ (i +  1)̂
A)(i  - g r A A _ ^ ^ g j ,  gf ii) H ~  gf (/)) ^
N,
+  2gf A + 1 )  g f  A ) i i (/)) g; (/■)
здесь множества индексов суммирования определяются так:
!Ч =  {А /, А. АА +  / = А + А = ^ ,  /  А  А. А+А}' .
P2 =  {t, /, А, / / / + / = / + /  — 1 /  +  т  i Ф  о у ,
v = { A  /, А. А А + /  =  А + А т = ^ +  1, , /  Ф к  i К  А}-
. А?) (^) Sj,
Д ля случайных величин —+ ------ и -ф-  имеем
O'* а/,
/ й,2, (fe). Sk \4> с —  р i 1 ■
\, 0* °к )
—  до 2 °1  (А ®2 (/) д
1+/=А
+  2 А  (О 82 (/)
i+/=A+l
ТО-
D / 2j ®1 (А ®2 (/) +  2  (А 5а (/) I Оi+ ф к _________ i+j=k+l  , /  ^  ___________________
^  » { + ) + « ( + )
Отсюда получабхМ, что для любого е > 0
Тогда
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=  0 .






Таким образом, предельные распределения случайных величин
( 2) (Щ и Sk
ч  ч  
квадратичных форм
V  [ ®(2) (7)' ^  - 
*=1
совпадают, значит, предельные распределения
Sk
L Ik
также совпадают. Случайные величины Sk асимптотически явл я­
ются нормально коррелированными, так как получаются из 
асимптотически нормально коррелированных случайных , вели­





имеет распределение вероятностей, характеристическая функция 
которого такова [9]; '
R i i ~ 2 i t R  Р ц  . . .
Р ц  Р а —-2ПР . . .<1,-1
Ф ( /  =  Д "
Ры,
R i d ,
Р й г\ R d f i Rd,d,— 2itP
Теорема доказана.
Замечание 1. Элементы детерминанта Р  можно выразить 
через вероятности §к(7), 7 = 1 ,  i =  1, 2, аналогично тому, как 
это было сделано .для дисперсий'о+.
Замечание 2. Аналитический вид плотности вероятностей ста­
тистики (14) можно получить, есл1и определить характеристичес­
кие корни детерминанта Р, а затем.примевить результат работы 
[ 10].
Теорема 3. Статистика -
K =  SdV i8(„)(7)]" ,  iV =  minJVi, 
при А->оо мажорируется распределением у \  , то есть .
" т
, Р  (Б Дох) >  Е  (х), ,
где Е ( х ) —функция распределения '/1 
Доказательство. При т  =  2 имеем
3(2) (7) =. 4 !  2  [gf (О 5® ( / ) + ( / )  к  ( 0 1 +
w-+/=fe
+  2  7 ( 0 S 2 ( / ) + g k ( / ) 8 i  (o i) ,
»'+/=*+! J
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откуда при любом элементарном исходе на основе неравенства 
Гельдера имеем
1 '8 ( 2 ) , ( 7 ) ] "  <  4 1 : 2  t (  § ! '  7  ( h O r g [ g l M ) V  ( 8 i ( t + ) ] +
I 1 , /
+  2.
г  I
2 ;  N  g  (k)r  <  ^TO 4
tit •
n.
Ш ! ( 0 ) ^ 2 ( k ( / ) / +<■ 11=1 /=1
+ 2  2  7  (/))"“ 2  (A (A7 U  2  - й г  7̂ ® a r +
4*=1 ' - f e r  /=1
7i
Аналогично ' при любом элементарном исходе
+1 f  1 , ; гп
2  <v (S„„, (ft)i« <  2  v  [S(— « (*))’ +  2  "
ft=l ft=l
Таким образом, на основании принципа математической индук­
ции можно утверждать истинность теоремы.
Пусть случайные величины / =  1, ш распределены одинако­
во, то есть
g]{k) =  g g k ) ,  gp(7) =  gn(7) ,  3 ; ( |)  =  о,, s;(7) =  a ; ,  до =  п.
Д л я  этого случая имеет место следующая теорема.
(/■т
Теорема 4. Случайная величина Vrii) имеет рас- •
пределениб; однородного полинома степени 2 т >  1 *
d ' т—2Tfl' К. / -1 я. со =fe
2 2  п  % ] 2 т о ,
/е=1 / О),а / ал /=1
здесь ci =  « ( m + l ) — m, {©j/j) и q,— совокупность решений следую­
щей системы диофантовых уравнений;





2  iqi ik =  m - V k - - l
i —1
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и определяется в случае нормальной выборки заданием его пер­
вых моментов .
а, =  2 Ф Ф  а {тг  +  п — 1 )2  2  2
{bi} ф ч )  {Чг}
1)П (Р„-1 - 1 ) ! !  • .
X
(Рп Ф Рп~~\) iPn -Г Рп~\ ~  2 ) - - . ( P „ _ , j  +  2) 2^
л—1 X
X [п - -  1)! П  Gij^mnk X
/4=1
X
то Pi т п i 
£=/+1
И (Pi -  1)!!
2  Рфп—С )фр1 
V/=/+i • /
2 2 i  Р + « — i +  P i  —  2 
. \/=/+1
Р/... [Pi +  2] 2 2 ДОН
При эхом 2  +  до — четные. Д ля нечетных значе-
' : /=/+1 ' , ■ ' ■ .
(_
ний а,- =  0. В этом выражении а { т г ф п  — 1) --= g если
( 2 ^ 2  
(2/г — 1)П
тг  +  п — 1 — нечетное, о (тг ф п  — 1) =  —  -----    ̂ если
(2п)^ 2'*+!
т г ф п ~ \  четное, {ю,}, {до}— совокупность решений сле­
дующей системы диофантовых уравнений;
s.v=A, г=1
max
S  u > i= 2 v .
1=1
Доказательство. *
В случае дискретных одинаково распределенных случайных; 
величин число п1означает максимальное значение целочислен­
ного аргумента их распределения. 
Обозначим 5/"*’ =  (7).
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По рекуррентному свойству свертки
к
° к  Ф  ° к  . ° k ~ i + l
имеем
/max
2сг) = 2 2 П. = 1  V  1 = 1fc=i
т\ Ь
ЯГ





S  i g i i r= m  +  k ~ \  
1=1 *
(15)
Здесь {(7i}jft—/-aH совокупность решений системы (15) для фик­
сированного к] {{qi}}jk — совокупность для всех m ax ДО, , со­
вокупностей решений системы (15). Д ля  квадрата суммы имеем








где сумма вычисляется по всем решениям уравнения
max
S  д о - 2, (16)
ФФ./,— одна из совокупностей решений системы (16). 
Отсюда следует, что
т чк _ _
2(8:7=2!/п!2 2  п пJmiк=\
5^ “/
n k
{ о н  {А)д
где#вычисления производятся по всем решениям системы





2 : до- 2 .
1=1
Если расписать построчно, по к, выражения для о*™ при
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конкретном п, то из геометрических и комбинаторных соображ е­
ний устанавливается, что суммирование по k достаточно до
d =  n ( m +  1 ) ~ т ,  . .
Все остальные члены обращаются в нуль. Аналогично
d z  m a x  Tj
= 2  П
3=1. ДО+
max >.
m ax X m ax
П - 4 У  2  П
- I  Yth jk
! 2  2 ' П П П 4 4
{OX
(ml) —7 .  ’ ’ 9i “A
Здесь множества {i»r}, {©/} и являются реше­
ниями следующей системы: -





Учитывая обрагцение в нуль некоторых слагаемых в формулах
П








( 2  Pi -г n  - -  i
\i=t+i 1
~  1 !!
2  \ 2  Pi + n - i
\ T
+ P l 2'(  2  P i + l n —(] +  P/ —2■ 'i=/+i '
..TPrf2]
При 2  {Pi + t i — i)—нечетном этот интеграл обращ ается в, нуль. 
i=M-l
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j  sin”t до dx, =  Psin^ ' Xi d X i = — ^
4  7
при Pi—четном и обращается в нуль при pi—нечетном. Анало­
гично
j cosOx„__, s in '’''‘"*x„,_i dx„_i =  г
■ Ф  ' . • ' i ,
( р „ -  1)!! 2rt
' { P n  +  Pn=\ )  iPn +  Рд- 1  -  2) ... (pH, +  2)
При Pn—четном и обращается в нуль при рп— нечетном. Отсюда 
непосредственно следует утверждение Теоремы, причем a ( m z 4  
_[_/г_1) [5] вычисляется по формулам |[6].
Д оказана  аналогичная теорема б(т)(7).
Рассмотрим применение изложенных выше результатов для 
случая, когда ко.мпоненты свертки аппроксимируются или, соот­
ветственно, статистически оцениваются кусочно-постоянными 
функциями '
7 -  W . М Ч - 2  7 ”  W.  (18)
Здесь
|1 , а, +  (7 — 1) 7 s s  X <  «, +  77,
; = . xO{ai +  {k— \ ) h ,  ai +  kh).
Плотность вероятностей р<,т1.)(х) оценим, соответственно, аппрок­
симируем функциями
t V  / ч " ( ч 'v' (̂m) / ч
ры) {х) -  2d -~ 4 i—  (^0 Р(„) к )  == 2d  -"Н —k g  k g  '
Величины g g  (7) рекуррентно вычисляем', воспользовавшись 
соотношением (1|), ■ ^
gu)‘ =  2  ёа-1) (А g/" (/), gf/) (*) =  .
i+i=k/
' 1 = 1 ,  т.
Величины (7) вычисляются аналогично.
Погрешность данной аппроксимации свертки, в предположе-
' dP(„)(x)





Ж ( = 0О, с о )
P ( m ) ( x ) — p ' g . ( x ) К / г ,
\ 1рш) ( x ) - - p g ( x ) y  dx < К'Ф%„.
 «о , .
Рассмотрим средиеквадратическое отклонение оценки от истиц, 
ной свертки:
1Р(т) (х) г-р(т)(х)У dx +
\ I
' j (Р(т) {x)— pg(x)}^dx  2 +
’ 1  } p g Y } — Pbn)ix) dx  =
fe=i
По заданной доверительной вероятности р  определяем ^ — кван­
тиль X функции распределения Д  Н а основании теоре-
т
мы 3 с заданной довери|гельиой вероятностью // имеем
, - h . - т о  ,д£= , ,
Тогда с вероятностью р
I  [Р(т) {Х) — Р(,П) (х)У dx ! Kh  l 4 hN ,
Рассмотрим оценку и аппроксимацию однократной свертки 
плотностей вероятностей сверткой, соответственно, аппроксими­
рующих или статистически оценйвающих компоненты свертки 
кусочно-постоянных функций. Имеем
Р(2) (х)=ДО(х)* рд(х), руфх)=р ' [ {х )*  р](х),
здесь pi {x) ,  P i i x ) ,  p"r (x) ,  р " 2(х )— кусочно-постоянные функции 
врда (18). Форм.ула однократной свертки кусочно-постоянных 
функций дана в работе [3]. Погрешность аппроксимации сверт­
ки в смысле среднеквадратического отклонения в данном случае 
такова: : , .
dp i  (х)
dx < K i ,  1 =  1, 2.А(2) <  h 4 a { \ \  p l i x )  lit . Rg +  ll Ps (x)llt. Кг),
Это неравенство получается на основе теоремы 1. Д л я  равно­
мерной метрики (7) ,
sup (1 P (2)S (х) ~ р "  (х) 1) <  Л (Кг Ki).
Л!6(—® , ® )
Рассмотрим погрешность оценивания свертки в смысле интег-
■ ' ' ' 1 4 5
рального квадратического критерия согласия (5). Н а основании 
кеоремы 1 имеем ■ .
/ ( 2 ) < | |  л 1 и . Д  +  | | д о к *  4 -
Покажем, как оценить сверху значение /  для гистограммы 
/; =  М  J  [Pi (х) — до (х)]" dxj =  J lpi (x)— p': (х)У dx-y
+  м \  J  [р, (х) — р'; (x) f  dx j ; Л1 { J [до (X) — p. (х)]" d x } =
=  М
п !
: [ = 1 , 2 )
V t g X w - g r w R i до s j  jk) ( \ - g f  т  1
поэтому
г у' /с* ьз и .1.  ___
h N+  i " l .  2-
Окончательно получаем
L
/ ( 2) то/ 11 ДО W  1 к *  ( Е Я :  я* da  +  +  II до ( Ч  1 к '  X
1
N > ‘' “’ + l k f -  <‘9)
Предположим, что гистограммы строились по выборкам, со­
держащим погрешности измерений. Так как гистограммы яв ­
ляются частным случаем оценок Ченцова, то учесть погрешнос­
ти измерений элементов выборок можно по методу, изложенному 
выше. Обозначим, как и ранее, е, и 82—случайные величины 
погрешностей измерений с плотностями вероятностей ре, и рео. 
Легко видеть, что функции
и йуНН
Y  (х) =  J р. (x — t) хи (t) dt ~  J p., (X — t) dt,
' a,+(A-l)ft
k =  I, til
линейно-независимы. По формуле (8) определяем величины ЬФ
Так как
146
g f  {к)
Р т  (X) -  S  2  ЬФ ЬФ  J XU i x - t )  Х2/ (/) d t
. - f t= l  / = 1  '
значения критерия согласия оценивается неравенством (19).
; В работе получены следующие результаты.
Погрешность аппроксимации свертки плотностей вероятнос­
тей сверткой функций, аппроксимирующих ее компоненты, оце­
нена сверху через погрешности аппроксимаций компонент при­
менительно к среднеквадратическому отклонению и равномер­
ной метрщке. i
Значения интегрального квадратичного критерия согласия о 
близости . истинной свертки плотностей вероятностей и свертки 
оценок компонент оценены сверху значениями критерия согла­
сия о близости компонент свертки и их оценок.
Предположена оценка свертки плотностей вероятностей' на ос^ 
нове гистограмм компонент, построенных по равномерному кван- 
гиро'ванию. Близость этой оценки и теоретической гистограммы 
для однократной свертки дается критерием согласия, получен­
ным в теореме 2; для свертки одинаковых плотностей вероят­
ностей—теоремой 4. Критерий согласия, полученный в теореме 
2 и теореме 4, является некоторым подобием критерия согла­
сия 'ф—Пирсона. Н а основе теоремы 3 можно оценить сверху 
вероятность среднеквадратического отклонения предложенной 
оценки свертки плотностей вероятностей.
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