Introduction
Suppose that M ⊆ (0, 1) is an open set, ξ = (∆ 1 , . . . , ∆ r ) is a partition of M into r disjoint intervals (here by interval we mean a connected subset of R), numbered from left to right, and let π = (π 1 , . . . , π r ) be a permutation of (1, . . . , r). Let S : M → M be such a bijection that for every 1 ≤ j ≤ r the map S restricted to ∆ j is a translation of the form t → t + α j . If S ''exchanges'' the intervals according to the permutation π , i.e., the images of these intervals adhere to each other in the order S∆ π 1 , S∆ π 2 , . . . , S∆ π r , then S is said to be the interval exchange transformation corresponding to the partition ξ and the permutation π (see [3, Definition1, p . 122], [1] ). Note that the pair (ξ , π ) determines S uniquely.
Fix 0 < θ < 1 and let T : [0, 1) → [0, 1) be the rotation defined by Tt = t + θ (mod 1). The function k M (t) := min{n 1 : T n t ∈ M}, for t ∈ M, is called the return function on M, and the function T M t := T k M (t) t is said to be the induced automorphism constructed from the rotation T and the set M (see [3, p. 20] ). Let us notice that if ξ = (∆ 1 , . . . , ∆ r ) is a partition of M such that k M is constant on each ∆ j (where k M = (k 1 , . . . , k r ) is defined by k M ∆ j = k j for 1 j r) then T M is an interval exchange transformation corresponding to the partition ξ . The classical three-gap theorem was proved by Slater [8] and independently by Florek [4] : If I ⊆ (0, 1) is an open interval, then the differences (called gaps) between the successive values of n for which the fractional part of nθ lies in I, take at most three distinct values, one being the sum of the other two (see Theorem 2.1). In this paper we prove the following 3g-gap theorem (Theorem 2.2): if M is the union of g disjoint open intervals, then T M is an interval exchange transformation of at most 3g intervals. Moreover, we compute the return time for each exchanged interval which is not closed in M.
Suppose that M = I 0 ∪ I 1 is the union of two disjoint open intervals with the same length. In the case when θ is rational, say θ = u w (in lowest terms) we assume that |I 0 | = |I 1 | > 1 w . In Theorem 3.1 we compute the return function k M , the partition ξ of the set M and the permutation π , such that the automorphism T M is an interval exchange corresponding to ξ and π . If intervals ∆ and T M ∆ are contained in the same interval I i , then ∆ is called of the first kind; if not, then it is called of the second kind. Theorem 3.1 implies the following five-gap theorem (Corollary 3.1): T M is an interval exchange of at most six intervals -at most two of the first kind with the same return time, and exactly four intervals of the second kind. For given 0 t < 1 we define two (θ , t)-billiard sequences F 0 (m), F 1 (m), m ∈ N ∪ {0}, with values in [0, 1), which are uniquely determined by the following conditions (see [5] ) : F i (0) = t and
We consider a billiard table rectangle with the bottom left vertex labeled v 1 , and the others, in a clockwise direction v 2 , v 3 and v 4 . The distance from v 1 to v 2 is θ /2. We describe the position of points on the perimeter by their distance around the perimeter measured in clockwise direction from v 1 , so that v 2 is at position θ /2, v 3 at 1/2 and v 4 at (θ + 1)/2 (see Figs. 1-4) . If a billiard ball is send out from position F i (0) = t at an angle of The five-gap theorem is dual to the five distance theorem proved by Geelen and Simpson [6] : there are at most five lengths when the unite circle is partitioned by the points {jθ} and {jθ + α} for 0 j n, where {jθ} is the fractional part of jθ . It was proved in [5] that the Geelen and Simpson result is equivalent to the following: there are at most five lengths when the perimeter of a billiard rectangle is partitioned by a finite sequence of successive rebounds of a billiard ball. Here ''length'' means the distance around the perimeter between adjacent rebound points. The 3g-gap theorem is dual to the 3d-distance theorem proved by Chung and Graham [2] and Liang [7] . Moreover, it is also dual in another sense to the 3d-3 distance theorem proved by Boshernitzan [1] .
The 3g -gap theorem
Fix 0 < θ < 1 and let T be the rotation of [0, 1) by θ.
Then the classical three-gap theorem (see [4, 9] ) can be formulated in the following way: 
Theorem 2.1. The automorphism T I is an interval exchange transformation corresponding to the partition ((0, P), [P, Q ], (Q , d)) and the permutation (3, 2, 1). The return function k I is equal to (p, p + q, q).

This gives immediately
Proof. If ξ M = (∆ 1 , . . . , ∆ r ), then by (P 1 ), (P 2 )r 3g. Suppose that ∆ ∈ ξ M and let u < v be its left and right end points.
Let k 1 be the smallest number such that T
The return function on the union of two intervals
Fix 0 < θ < 1 and let T be the rotation of [0, 1) by θ . 
Remark 3.2. Notice that by Theorem 2.1 and by the definitions * , * * we have the following inequalities which we shall not refer to further in this paper.
Remark 3.3. For real numbers r, s we denote r ≡ s iff r = s (mod 1).
For example:
and we obtain the contradiction a − q a. If Q A, then (f) The proof is analogous to that of (e). b, p, a + p, a, p, a ), π = (6, 2, 4, 3, 5, 1) and ξ = (x + (0, B) 
Proof. Let ξ = ξ M be the partition introduced in Theorem 2.2. We recall that s(y) = min{n 1 : 
Thus we obtain (i).
Case (β). Because of Lemma 3.1(g) and by Lemma 3.2(e), (c), B Q =
According to Theorem 2.2 it suffices to check 
Hence, by Corollary 2.1 we obtain (ii). 
Hence, by Corollary 2.1 we obtain (iii). Case ( ). The proof is analogous to that of Case (δ). 
Billiard's five-gap theorem
Fix 0 < θ < 1 and let T be the rotation of [0, 1) by θ . Suppose that I ⊆ (0, 1 2 ) is an open interval and M = I ∪ (1 − I) , where 1 − ∆ = {1 − t : t ∈ ∆}. In the case when θ is rational, say θ = u w (in lowest terms), we assume that |I| > (1) If ∆ ⊆ I and ∆ ∈ ξ is of the first kind then
(2) If ∆ ⊆ I and ∆ ∈ ξ is of the second kind then where F i (m), m ∈ N, is the (θ , t) -billiard sequence. It is easy to verify by induction the following conditions:
If t ∈ ∆ ⊆ I, ∆ ∈ ξ then by (i) we have:
Hence follows (1a) and (2a). Similarly we prove (3a) and (4a).
Let x ∈ I and y = B 0 (x). Without loss of generality we can assume that x ≤ y. We will prove the following implications:
then we obtain the following contradiction:
Notice that (iii) and (v) yield (1b) and (2b). Similarly we prove (3b) and (4b). 
Proof. By Theorem 2.2 the automorphism T M is an interval exchange transformation corresponding to the partition ξ M and |ξ M | ≤ 6. By Theorem 4.1(1) and (3) it suffices to prove that there are exactly four intervals of the second time. Suppose ∆ 0 , ∆ 1 ⊆ I, and let ∆ 0 ∈ ξ M , 1 − ∆ 1 ∈ ξ M be of the second kind. By Theorem 4.1(2) and (4) B i ∆ i is a reflection of the interval ∆ i with respect to its midpoint δ i , for each i ∈ {0, 1}. Let F i (m) be the (θ , δ i )-billiard sequence. Since b i (δ i ) is odd then, omitting the index i ∈ {0, 1}, we have
This implies that in ξ M there are exactly four intervals of the second time.
We recall that the interval [0, 1) is considered as a billiard rectangle with vertices There exist an integral number n ≥ 0 and a real number 0 ≤ r < v 2 , such that x − v 2 = nv 2 + r. We denote 1 − y = nv 2 + s. From (i)-(iv) follows that the differences m i+1 − m i take at most one even and three distinct odd values.
Notice that a ball rebounds against the sides of a billiard square cyclically mod 4. Hence by (i), (ii) and (v) the case n > 0 follows from the case n = 0 (see Fig. 4 ). 
