Abstract. This paper addresses a question regarding optimal bounds of the polarization tensors. We prove that the geometry independent optimal bounds for the trace of the polarization tensor can be improved if the domain has a certain thickness.
Introduction
This paper addresses a question regarding optimal bounds of the polarization tensors (PT). We refer readers to a review article [2] in these proceedings for the definition and properties of the PT and its recent applications to inverse problems and effective medium theory.
Based on variational techniques first introduced by Hashin and Shtrikman [5] , and further described in [6] , Lipton [7] and Capdeboscq-Vogelius [3] obtained geometry independent optimal bounds of Hashin-Shtrikman (HS) type for the trace of the PT. Let M denote the PT associated with the bounded domain D ⊂ R d whose volume |D| = 1. We suppose that D has the constant conductivity 0 < γ 1 < +∞ while the background medium R d \ D has γ 0 < γ 1 . Then, for d = 2, 3, HS bounds are as follows 1 :
When d = 2, these bounds are known to be optimal in the sense that every point inside the HS-bounds is realized as eigenvalues of PT associated with a certain domain D with |D| = 1. It is proved in [4] that each point inside the HS bounds is attained as a PT associated with a coated ellipse, or a washer of elliptic shape. In fact, every point on the lower bound (1.2) corresponds to an ellipse, and as ellipses get thinner the corresponding points on the lower bound move to the upper or lower corner. If we start from an ellipse corresponding to a point on the lower bound, and make confocal washers of elliptic shape, then the corresponding points move toward the upper bound following a certain curve as the washers get thinner and larger. These curves make foliations and cover all regions inside the bounds except the upper bound. Note that elliptic washers are not simply connected. In [1] it is shown numerically that all the points inside HS-bounds can be attained by crosses, which are simply connected. It is also proved in two and three dimensions that as crosses get thinner and longer, the PT approaches to the upper HS-bounds. These results naturally raise a question: If the domain D contains certain set of volume and is not thin, does the corresponding PT stay away from the upper HS-bound? This question may have some implications in the detection of inclusions. The purpose of this work is to give a positive answer to this question in a quantitative way. We obtain the following theorem: 
Theorem 1.1 is obtained as a consequence of the following theorem.
Theorem 1.2. Let M be the PT for a domain D of unit volume. Assume that D is contained in a ball B R of radius R, and let U be a subset of
Here ω d is the area of d − 1 dimensional unit sphere.
Remark 1.3. Note that in formula (1.4) D can be replaced by any subset of D. This is how formula (1.3) is obtained. If it is known that D is better approximated by other simple shapes (for example, two ellipses) then an ad-hoc bound can be simply derived.
Proof of Theorems
Theorem 1.2 is a consequence of two lemmas. First we obtain a bound on the PT in terms of a corrector outside the support of the inclusion. The corrector is defined as follows:
Here and throughout this paper 1 D denotes the characteristic function of D. We have the following lemma.
Lemma 2.1. Let D be a bounded domain in R d with |D| = 1, and M be the corresponding PT. Let U be a bounded open set of
where A is the non-positive symmetric matrix given by
Remark 2.2. The trace of A is −|D| = −1. Therefore, without the additional term − U |∇u * | 2 , (2.2) is simply the upper HS-bound.
Proof of Lemma 2.1. Let L := −∇∆ −1 ∇, γ be a constant such that γ > γ 1 , and γ D := γ 0 + 1 D (γ 1 − γ 0 ). It is known that the PT is given by the following minimisation formula
where
See [4] . For the purpose of the computation, we shall use (2.3) in the equivalent form
For any σ ∈ L 2 (R d ), we can write σ as
This yields, since L is a symmetric operator,
where λ is a real parameter, and choose λ so that the quantity
is extremal. This yields
Note that, as γ tends to γ 1 , λ tends to 1. Inserting this value of λ in (2.5) we obtain that
Choose σ U = µ1 U σ * , where µ is a (new) real parameter, and define v σ by
for any function φ ∈ W 1,2 (R n ). It then follows from (2.6) that
We have obtained that
Choosing µ = λ(1 − γ0 γ ) we have obtained
Taking the limit as γ tends to γ 1 , we have
Since L is a non-positive operator, the proof is complete.
Lemma 2.3. Given u * the unique solution of (2.1), let Q be the non-negative quadratic form given by Qζ, ζ = U |∇u * | 2 . Assume that the domain D is included in a ball B R of radius R, and that the domain U is such that dist(U,
where ω d denotes the area of the d − 1 dimensional unit sphere.
Proof. Using the free space Green function, one can see that the solution u * to (2.1) is given by
As a consequence, we get
Expanding out the integrand, we obtain
with the notations θ = (x − y) / |x − y| and θ = (x − y ) / |x − y |. For all x ∈ U , and all (y, y ) ∈ B R × B R , we have
This, in turn yields that A is a non negative quadratic form in ζ. Its trace is
2 . This lower bounds on the trace of A, as a quadratic form in ζ, shows that
This completes the proof.
Proof of Theorem 1.2. Using formula (1.4), we have
Since the function x → B1 dy ω d |x−y| This last expression can be rewritten as
Computing this last expression for d = 2 and d = 3, we obtain the result.
