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With the rapid progress in quantum hardware, there has been an increased interest in new quantum algorithms
to describe complex many-body systems searching for the still-elusive goal of ‘useful quantum advantage’.
Surprisingly, quantum algorithms for the treatment of open quantum systems (OQSs) have remained under-
explored, in part due to the inherent challenges of mapping non-unitary evolution into the framework of unitary
gates. Evolving an open system unitarily necessitates dilation into a new effective system to incorporate critical
environmental degrees of freedom. In this context, we present and validate a new quantum algorithm to treat
non-Markovian dynamics in OQSs built on the Ensemble of Lindblad’s Trajectories approach, invoking the
Sz.-Nagy dilation theorem. Here we demonstrate our algorithm on the Jaynes-Cummings model in the strong
coupling and detuned regimes, relevant in quantum optics and driven quantum systems studies. This algorithm,
a key step towards generalized modeling of non-Markovian dynamics on a noisy-quantum device, captures a
broad class of dynamics and opens up a new direction in OQS problems.
Open quantum systems (OQSs), microscopic quantum co-
herent systems that are coupled to their environment, are
ubiquitous in the physical sciences[1–10] and many classi-
cal techniques exist to describe the dynamics of an OQS
beyond the Markov approximation[11–29]. While the Lind-
blad formalism gives an efficient and accurate depiction of
the dynamics in the weak coupling regime[30, 31], the ap-
proach does not extend to systems that are strongly coupled to
their environments[11, 21]. Strong coupling can lead to non-
Markovian effects such as recurrences of quantum properties
which are both important for a fundamental understanding
of system dynamics and show promise for aiding in sys-
tem control[32–40]. With the advent of quantum devices and
the corresponding search for useful ‘quantum supremacy’
there has been an increased interest in algorithm develop-
ment for physics and chemistry problems. Surprisingly, al-
gorithm development for the treatment of open quantum sys-
tems has been limited to a few theoretical and experimental
studies[3, 41–45]. The lag in the development of this field
is in part due to the challenge of the non-unitary evolution
of OQSs being cast into the framework of unitary quantum
gates. To evolve an OQS unitarily, dilation methods must be
used to incorporate the important environmental degrees of
freedom into a new effective system. Early work faced com-
putational scaling challenges with this dilation[42]; however,
recent advances[46–48] have allowed accurate simulation of
Lindbladian dynamics on a noisy-quantum device[44].
In this Letter, we present a new quantum algorithm to
treat non-Markovian dynamics in open quantum systems by
extending the Ensemble of Lindblad’s Trajectories (ELT)
method and invoking the Sz.-Nagy dilation theorem[44, 46–
48]. We start with introducing the theory behind the ELT-
QC method, followed by benchmarking the algorithm and
demonstrating the impact of this approach on problems in
quantum optics.
Density matrix methods are a natural choice for model-
ing open quantum systems and there have been a plethora of
methods to capture Markovian and non-Markovian dynam-
ics, from perturbative to numerical techniques[11–29, 49–
53]. However, in the non-Markovian regime many of these
methods struggle from the same challenges such as main-
taining the positivity, and therefore physical nature, of the
system density matrix. The Ensemble of Lindbladian Trajec-
tories Method is a recently developed, formally exact method
depicted in Figure 1, where real density matrices and aux-
iliary density matrices at time t are represented as purple
and gray respectively and the variable τ represents the time
lag[23]. The ELTmethod extends the Lindbladian formalism
beyond theMarkovian regime through the use of an ensemble
of trajectories originating from different points in the sys-
tem’s history[23]. Due to the relationship between Lindblad
operators and Kraus maps[54], the density matrix remains
positive semidefinite for all time and due to the ensemble
average, non-Markovian behavior is captured. This method
was also generalized to treat systems of multiple fermions,
as discussed in our recent work[24]. In the simplest discrete
t− τ3 t− τ2 t− τ1 t
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FIG. 1. An ensemble of Lindbladian trajectories whose weighted en-
semble produces the density matrix at time t.
form this is mathematically equivalent to writing the density
matrix as,
D(t) =
T∑
i=1
ω(τi)e
L(τi)D(t− τi), (1)
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2where T is the maximum memory, ω(τi) are the weights
of the τ th trajectories, and eL(τi) are the propagators. Each
trajectory is a Kraus map which we can represent by the
following Lindbladian trajectory,
dD
ds
= −i[H,D] +
N∑
i=1
CiDC
†
i −
1
2
{C†iCi, D}, (2)
where s represents an effective time within the mapping and
the Lindblad terms Ci account for the interaction of the N -
electron system with its environment through different dissi-
pative channels [30]. From the properties of Kraus maps the
trajectories produce positive semidefinite density matrices
whose ensemble is also positive semidefinite[54].
Recentwork byHu et al. has been done tomap theLindblad
equation into a unitary evolution, then perform this unitary
evolution on quantum devices[44]. In this work, the Lindblad
equation is first written in operator sum form,
D(t) =
∑
i
MiDM
†
i , (3)
where theMi are Kraus maps corresponding to the Lindbla-
dian channels represented by each Ci in the original equa-
tion. Since Kraus maps are contraction mappings of a Hilbert
space, the Sz.-Nagy dilation theorem guarantees that there
exists a related unitary operator dilation in a larger Hilbert
space[44]. While different orders of d-dilation exist and cor-
respond to contraction mappings being applied d times to a
Hilbert space, the 1-dilation is sufficient to consider either
populations or coherence of a two-level system. Here, we
focus on the 1-dilation which produces the unitary operator,
UM =
(
M
√
I −M†M√
I −MM† −M†
)
, (4)
where I is the identity matrix.
To perform the unitary evolution, the density matrix is
reformulated in vector form and dilated to account for the
added environmental degrees of freedom. In this work, only
the population elements of the density matrix are considered.
To propagate the entire density matrix of a two-level system
in a unitary manner, the same process is repeated using the
2-dilation[44]. The simplest way of transforming the density
matrix is to unpack it into a vector then write this vector
as a linear combination of basis functions, an easy choice
being the basis of eigenfunctions. These basis vectors are
then dilated by padding with zeroes to match the dimension
of the unitary operator. Given a basis set {vj} and using this
dilation, the population elements of system are calculated as,
nk =
1
2
∑
i,j
|(UMi · vj)[k]|2, (5)
where nk is the occupation number of the kth state and the
summation is over the dilations of all the Kraus operators
Mi acting on all the basis vectors vj . For each unitary 1-
dilation UMi and each dilated basis vector vj representing
the two-level system, the circuit has a gate count of order
n2[44].
Since the ELT method is an ensemble average of Lindbla-
dian trajectories, the recent algorithm used to calculate Lind-
bladian trajectories on quantum devices can be used with the
generalization described next. In previous work when prac-
tically invoking the ELT method, each trajectory is written
as,
D(t, τ) = eLD(t− τ), (6)
where the Lindbladian term L is a constant in terms of time,
and D(t − τ) is the density matrix initialized from τ time
steps in the system’s history. This equation can be directly
cast into the unitary dilation framework; however, it requires
storage of eachD(t− τ) along the way and the production of
a new circuit describing eachD(t− τ), or the production of
an arbitrary state at each time point. While this is possible, it
would be computationally taxing and preclude the possibility
for a quantum speed up.
Alternatively, using a variable change, we can shift the
time dependence from the density matrix to the Lindbladian,
D(t, τ) = eL(t−τ,t)D, (7)
where the Lindbladian term L depends on the time lag while
D is a constant density matrix. Instead of requiring an arbi-
trary state preparation at every step, this formulation requires
only variation in the input to produce the Lindblad matrices
and therefore the unitary dilations. The ELT increases the
computational cost of a single Lindbladian trajectory in Ref.
[44] by a multiplicative factor of T where T is the number of
trajectories in the ensemble average.
The unitary evolution matrices of a singular amplitude
damping Lindbladian channel are given by[44],
UM0 =

1 0 0 0
0
√
e−γt 0
√
1− e−γt
0 0 −1 0
0 −√1− e−γt 0 −√e−γt
 (8)
and
UM1 =

0
√
1− e−γt √e−γt 0
0 0 0 1
1 0 0 0
0
√
e−γt −√1− e−γt 0
 , (9)
where γ is the rate of decay. Since these matrices are unitary
and of size 22, they can be broken down into a series of
two-qubit gates. Working in the basis of vectors[44],
v0 =

1
0
0
0
 (10)
and
v1 =
1√
2

1
1
0
0
 , (11)
3the four necessary terms for each Lindbladian trajectory are
calculated through the circuits shown in Fig. 2.
FIG. 2. The two qubit circuit representations for the terms a)UM0v0,
b) UM0v1, c) UM1v0, and d) UM1v1 where X is the σx gate, Z is
the σz gate, H is the Hadamard gate, Ut is a rotation gate, and
two-qubit gates are CNOT gates.
Using these circuits, we consider a two-level system in an
amplitude damping channel with a system decay rate of γ =
1.52 · 109s−1. Using the exact solution from the Lindblad
equation along with the solution from our quantum simulator
written in QuTIP[55, 56], which includes state preparation
error and two-qubit gate error with a gate fidelity of 0.99,
the ground and excited state populations, in purple and teal
respectively, are shown in Figure 3. The solid lines represent
the classical solution to the Lindblad equation and the dots
represent the result of simulation using 100 samples.
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FIG. 3. Two level system in an amplitude damping channel where
purple represents the ground state population and teal the excited
state. The solid lines are the exact solution of the Lindblad equation
while the dots are from the simulation of a quantum device using
the circuits previously shown, with a gate fidelity of 0.99 using 100
samples.
Having verified the Lindblad equation, we extend these
circuits to treat the damped Jaynes-Cummings model, which
consists of a single excitation in a two-level system coupled to
a reservoir of harmonic oscillators[11, 49, 57, 58]. Due to its
small size, exactly solvable nature, and interesting dynamics,
the Jaynes-Cummings model is a good benchmarking system
for open quantum system methods[11, 23, 57]. In lieu of the
cavity mode treatment, the bath spectral density is used[11],
J(ω) =
1
2pi
γλ2
(ω0 −∆− ω)2 + λ2 , (12)
where ω0 is the system transition frequency, ω the bath fre-
quency, ∆ the detuning, and λ is related to the system-bath
coupling strength.
First we consider the strong coupling case where the bath
relaxation parameter is given by λ = 0.2γ. In this regime,
a single Lindbladian trajectory fails to capture accurate dy-
namics and a more involved method is required.[11, 49] The
populations of the Jaynes-Cummings model in the strong
coupling regime are shown in Figure 4 using the ELT-QC
method with weights numerical optimized using Maple[59].
The solid lines represent the exact solution while the dots are
results from quantum simulation using the circuits shown in
Fig. 2 with a gate fidelity of 0.99 and using 10 samples.
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FIG. 4. Populations of the Jaynes-Cummings model in the strong
coupling regime, λ = 0.2γ, where purple represents the ground
state population and teal the excited state. The solid lines are the
exact solution while the dots are from the simulation of a quantum
device using the circuits previously shown including state prepara-
tion and two-qubit gate errors with a fidelity of 0.99 using 10 samples.
The ELT on a quantum simulator agreeswell with the exact
solution, demonstrating ability of the ELT-QC algorithm to
accurately capture dynamics in the strong coupling regime.
In the detuned case, ∆ = ω − ω0 6= 0, the bath relaxation
parameter is given by λ = 0.3γ and the detuning by ∆ =
2.4γ. The populations are shown in Figure 5 where lines
represent the exact result and dots the ELT-QC solution using
a gate fidelity of 0.99 and 10 samples. The ELT-QC algorithm
captures accurate dynamics in the detuned regime for the
Jaynes-Cummings model. An important observation that can
be seen in both the strong coupling and detuned cases is that
the simulated ELT-QC shows a greater deviation from the
exact solution for early time steps and becomesmore accurate
as time progresses. This is caused by increased sampling on
the quantum device due to the mathematical structure of the
ELT method and has the potential to aid in error mitigation
on real devices.
Few algorithms exist for the treatment of OQSs on quan-
tum devices, and existing algorithms are either restricted to
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FIG. 5. Populations of the Jaynes-Cummings model in the strong
coupling and detuned regime, λ = 0.3γ and ∆ = 2.4γ, where pur-
ple represents the ground state population and teal the excited state.
The solid lines are the exact solution while the dots are from the sim-
ulation of a quantum device using the circuits previously shown in-
cluding state preparation and two-qubit gate errors with a fidelity of
0.99 and using 10 samples.
Markovian systems or inconsistent with complete positivity.
Our work presents an algorithm inspired by the classical
ELT method[23] using an efficient dilation theorem[44]
which allows for the treatment of non-Markovian dynamics
of open quantum systems on a quantum device. The ELT-QC
method is benchmarked on the Jaynes-Cummings model
in the strong coupling and detuned cases on a quantum
simulator, showing excellent agreement with the exact
dynamics. This quantum algorithm retains the significant
advantages of its classical counterpart including an exact
treatment of non-Markovian dynamics and complete pos-
itivity of the density matrices, meaning that the density
matrices remain positive semidefinite with non-negative
probabilities for all time. The ELT-QC algorithm offers
potential for an exponential improvement over the time
and memory requirements of its classical counterpart. An
accurate yet tractable description of open quantum systems
on quantum devices has a myriad of significant applications
from catalytic chemistry and correlated materials physics to
descriptions of hybrid quantum systems and spin systems.
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