Abstract-In a multihop cellular network, the physical layer of mobile terminals is modified so that in addition to being able to transmit to base stations, mobile terminals are also able to transmit directly to other mobile terminals. This allows mobile terminals to lower their maximum transmission power and use other terminals to relay their traffic towards the base station. However, there is still a large amount of interference surrounding the base station because all traffic either emanates or is destined to the base station making it the capacity bottleneck of the network. In order to reduce the interference surrounding the base station, we propose a novel architecture called the autonomous infrastructure multihop cellular network. In this architecture, certain mobile terminals that have a connection to the backbone network will be allowed to act as access points. Access points will receive traffic from other terminals and send it directly onto the backbone network, as would a base station. This will reduce the amount of traffic required to be handled by the base station and increase network capacity. The results of our analysis and simulations show that when mobile terminals can act as access points, the SINR at the base station is higher, the power consumption is lower and the coverage is better than in a normal multihop cellular network.
I. INTRODUCTION
In recent years, research has been performed in the area of multihop cellular networks due to their potential for lower energy consumption, higher capacity and better coverage [1] [2] [3] . The architecture of a CDMA-based multihop cellular network (MCN) is similar to that of a traditional CDMA cellular network but differs in one significant way. In a multihop cellular network, the physical layer of mobile terminals is modified so that they can transmit packets not only to base stations but also to other mobile terminals. A mobile terminal can then reduce its transmission power and use other terminals as relays to allow its traffic to reach a base station. Figure 1 shows the differences between traditional cellular, ad hoc and multihop cellular networks. A problem that exists in MCNs that has yet to be addressed is that the base station and the mobile terminals surrounding it are responsible for handling a large amount of traffic. This is because all traffic either emanates or is destined to the base station causing a large congestion of interference near the base station making it the network capacity bottleneck. Typically, when this congestion becomes large, a new base station would be deployed. However, the cost of additional base stations is very high. In this paper, we will present an alternate solution that is cost-effective, flexible and scalable to help alleviate the amount of traffic that base stations are required to handle.
We propose a novel multihop cellular network architecture where certain mobile terminals that have a connection to the backbone network can act as access points and forward the traffic of other terminals directly onto the backbone. We call this proposed architecture the autonomous infrastructure multihop cellular network. This paper extends our previous work on autonomous infrastructure in traditional cellular networks and applies it to MCNs [4] . In this architecture, we assume that a subset of the mobile terminals in the network are built with an additional interface giving them the potential to transmit directly onto the backbone network. In the future, the cost of manufacturing these mobile terminals may become sufficiently inexpensive that a large percentage of terminals could have this capability. Users can connect their mobile terminal to the backbone network using this interface to improve capacity, coverage and data rates in a certain area. We refer to a mobile terminal as an access point (AP) when the terminal is using this interface to establish a direct connection to the backbone network and is able to handle traffic for other users, as would a base station. Access points can access the backbone network using a DSL, CATV, PLC or LAN connection or possibly through some other form of wireless connection. Depending on their locations, other terminals are able to forward their traffic to a base station or to any AP that will then send the traffic directly onto the backbone network. This will lower the load on base stations and allow further links to the backbone network to be provided autonomously by the user.
Allowing mobile terminals in a MCN to act as access points does not require any major modifications to the physical layer of mobile terminals, apart from the requirement of the additional interface, because terminals already have the capability to transmit directly to one another. For this reason, the MCN architecture lends itself perfectly to having certain mobile terminals act as access points. This is not the case in traditional cellular networks because mobile terminals only have the ability to transmit to base stations and cannot transmit directly to other terminals. Results of our simulations and analysis show that our proposed solution leads to an increase in SINR at the base station, a decrease in overall power consumption and improved coverage.
II. AUTONOMOUS INFRASTRUCTURE MULTIHOP CELLULAR NETWORK
Introduction of autonomous infrastructure is advantageous in many ways. Having more APs connecting terminals to the backbone network reduces interference near the base station which is the network capacity bottleneck. Transmission power consumption is lower because traffic can be forwarded to a nearby AP instead of a far away base station. Coverage improves because terminals that cannot find a path to a base station may be able to forward their traffic to an AP. The scalability of this network is better because as the number of mobile terminals in the network grows there is an increase in the number of potential APs.
A mobile terminal has to meet certain criteria in order to become an AP. Firstly, it has to be connected to the backbone network through a local area network, a wide-area network or a high-capacity wireless local area network. Secondly, a terminal must have significant transmit and processing power capabilities to handle the burden of being an AP and handling the traffic of many users. Thirdly, a terminal chosen to be an AP should be stationary when it is connected to a LAN or semi-stationary enough so that it does not leave the transmission range of the wireless LAN or the other mobile terminals that it is serving. For example, a user walking around his home with his mobile terminal would be considered stationary enough to become an AP if the entire home is within coverage of a wireless LAN. Having as many portals to the backbone network as possible will be preferable in terms of reducing congestion near the base station. Therefore, any mobile terminal that satisfies these criteria will act as an AP.
APs do not disrupt regular base stations because an AP acts very similarly to an additional base station with lesser capability and therefore APs and regular base stations are interoperable. Whereas a base station is able to handle traffic from a large number of users, an AP is only able to handle traffic from a small number of users. The capability of an AP will depend on the processing and transmit power capabilities of the mobile terminal as well as the bandwidth of its link to the backbone network. Figure 2 shows how autonomous infrastructure is advantageous to a MCN. In Figure 2a ) we see that there is one base station and a number of mobile terminals distributed in space. These terminals form a typical MCN using a tree-forming minimum hop routing algorithm where mobile terminals are not used as APs [5] . We can see that the base station has the burden of handling all the traffic from all mobile terminals. There is also a lack of coverage because three mobile terminals are not within range of any other terminal that is connected to the base station. In Figure 2b ) we have the same distribution of terminals in space except that this is an autonomous infrastructure multihop cellular network. In this case, two terminals are within transmission range of a WLAN and become APs. The burden of handling traffic is now being shared by the APs and the base station resulting in less traffic passing through the base station. Furthermore, coverage has now improved because all users are connected to the network. Power consumption is lower because traffic does not have to travel as far to reach the backbone network. A key feature of the proposed architecture is the automatic configuration of the transmission parameters of access points. In a traditional cellular network, RF specialists monitor base station transmissions due to regulatory requirements and interference considerations. However, RF specialists will not be able to adjust AP parameters and therefore APs will have to determine their optimal transmission parameters autonomously. The autonomous optimization of the pilot power levels and transmission ranges of APs and base stations is a problem that is to be addressed in [6] . Furthermore, some type of credit should be issued to the terminal that is being used as an AP to provide an incentive for terminals to act as APs and stimulate cooperation in the network. For example, APs and mobile terminal relays could be issued a number of credits that would entitle them to a certain amount of free access to the network. This issue has been addressed for regular MCNs in [7] and a modification of this scheme could be made so that incentives are also given to APs.
III. SYSTEM MODEL
In the autonomous infrastructure MCN the coverage area is broken up into smaller coverage areas that are approximated using hexagonal cells with a base station located at the center of each cell. Results are obtained from a central reference cell with its 6 neighboring cells being treated solely as sources of interference as seen in Figure 3 . A number of mobile terminals M is randomly distributed in each cell of radius R. We assume that each mobile terminal has an equal probability of having a connection to the backbone network and that these probabilities are independent. We denote p ap as the probability that a mobile terminal has a connection to the backbone network and can act as an AP. The base station and all APs are in charge of forwarding traffic onto the backbone network. The transmission range r of base stations, APs and mobile terminals is lower than their range in a traditional cellular network R by a factor of K which is a parameter called the transmission range factor and r = R K . The minimum hop routing algorithm is used to find paths from each mobile terminal to the base station or an AP as described in [5] [2] . CDMA is used as the multiple access technique. Although it is possible for transmissions on the forward and the reverse link to share the same frequency band, our model assumes the use of two independent frequencies for transmissions in each direction as in [8] . A mechanism called TDD-CDMA is used where mobile terminals in different hops along the routing path share the same channel in code domain using time division duplexing as described in [8] . Using this mechanism, terminals are assigned to transmit on one of two timeslots and receive on the other so that they do not transmit and receive simultaneously on the same frequency band. Mobile terminal i will forward its traffic with power P i to mobile terminal j towards the backbone network. The path loss G ij between terminals i and j is
where d ij is the distance between terminals i and j, and l is the path loss exponent. The lognormal shadowing component γ ij between terminals i and j is γ ij = 10
where ξ (0,σ) is a Gaussian distributed random variable with zero mean and standard deviation σ. The received power P ij at terminal j is
Mobile terminal j is said to be within transmission range of terminal i and can correctly decode its transmissions when
where N 0 is the additive white gaussian noise power, I j is the co-channel interference, N is the processing gain and α is the threshold required to decode the transmission with low bit error probability.
IV. ANALYTICAL RESULTS
We define a base station or an AP's x th layer as all terminals that transmit to that particular base station or AP using x hops. Although APs do not forward traffic towards the base station, we say that an AP would be part of a base station's y th layer if it would require y hops to reach the base station had it been a regular mobile terminal.
In order that traffic being transmitted to APs does not create large amounts of interference for traffic being transmitted to base stations, traffic being handled by APs will also use TDD-CDMA but the allocation of timeslots will differ from those for base stations. For traffic being handled by base stations, even layered terminals transmit on even numbered timeslots and receive on odd numbered timeslots and odd layered terminals transmit on odd numbered timeslots and receive on even numbered timeslots. However, this scheme can not be used for APs because it would result in large amounts of interference being created between terminals transmitting to base stations and those transmitting to APs. For this reason, the autonomous infrastructure MCN is designed so that APs continue transmitting on the same timeslot that they would normally transmit on if they were not APs. If an AP is an even number of hops away from a base station it will transmit on even numbered timeslots and if it is an odd number of hops away from a base station it will transmit on odd numbered timeslots. Terminals forming the AP's layer 1 will receive on the timeslots where the AP is transmitting and transmit on the alternate timeslots. Terminals forming the AP's layer 2 will transmit and receive on the same timeslot as the AP and so on. Figure 4 shows the autonomous infrastructure MCN during an odd numbered timeslot.
Due to the careful design of the routing paths in the minimum hop routing algorithm as well as the use of TDD-CDMA, the majority of the interference at the base station is due to the transmissions of its children where its children are defined as the terminals that transmit directly to the base station on the reverse link. Each of the children's transmissions will have equal SINR at the base station due to the use of power control. The only other terminals that may cause any significant amount of interference at a base station are mobile terminals that are transmitting to an AP that is within two Integration of Access Points into TDD-CDMA mechanism for Autonomous Infrastructure Multihop Cellular Networks hops of the base station. Note that terminals that are in even layers do not create interference for transmissions of terminals in odd numbered layers thanks to the use of TDD-CDMA.
Analysis of the SINR at the base station is now presented because it is the capacity bottleneck of the network. From Figure 4 we can see that the sources of interference at the base station, from largest to smallest, are the interference from the base station's transmitting children, the interference from terminals transmitting directly to an AP that would be in the base station's layer 2, the interference from terminals transmitting (using two hops) to an AP that would be in the base station's layer 1 and the interference from terminals transmitting to the base station that are in its layer 3.
Therefore, the SINR at a base station that has M a terminals transmitting towards the base station in its a th layer is:
where Ψ = 1 for a sinc chip pulse, AP x,y denotes the number of transmitting terminals in the x th layer of any AP which itself would be in the base station's y th layer, E b is the energy received at the base station from its children, E b,i is the energy received at the base station from the i th mobile terminal transmitting directly to an AP which is 2 hops away from the base station, E b,j is the energy received at the base station from the j th terminal that is 2 hops away from an AP which is within direct transmission range of the base station and E b,k is the energy received at the base station from the k th transmitting terminal in the base station's layer 3. Because transmitting terminals that are more than two layers away from a receiver cause minimal interference, transmitting terminals that are in layer 3 will cause a negligible amount of interference at the base station and assuming thermal noise N 0 is small compared to the co-channel interference:
Comparing this with the SINR at the base station of a regular MCN where the base station has C transmitting children [5] .
Because terminals only transmit to an AP or a mobile terminal if the received power of their pilot signal is greater than the base station's received pilot power as is shown in Figure 4 , E b will always be larger than E b,i and E b,j . Furthermore, the number of children M 1 transmitting to a base station in an autonomous infrastructure MCN is much smaller than the number of transmitting children C in a regular MCN. In fact,
, we now show that autonomous infrastructure MCNs have a higher SINR than regular MCNs.
V. SIMULATION RESULTS
In our simulations, the number of randomly distributed mobile terminals M in each cell is 200. Simulations are averaged upon 500 different realizations of positions of the mobile terminals and each realization simulates 1000 timeslots. Terminals are stationary to reduce the complexity of the simulations. The transmission range factor K is set to 4, the processing gain N used is 128 and the noise power N 0 is 10 −2
. Packet arrivals are Poisson distributed with an arrival rate of λ = 0.1 packets per timeslot for each terminal. The path loss exponent l is 4. Shadowing is modeled using lognormal random variables with σ = 8 dB. Each AP is limited to handling all transmissions of 20 mobile terminals to model their limited processing and transmit power capabilities. Figure 5 shows the average SINR at the base station with respect to p ap . From Figure 5 , we observe that the SINR at the base station can be increased by increasing the number of APs in the network. When ten percent of mobile terminals are APs (p ap = 0.1), the average SINR at the base station is 7.1 dB higher than in a MCN without autonomous infrastructure (p ap = 0). Even when p ap = 0.03, the average SINR is increased by 2.8 dB. The reason that we achieve higher SINR is that the interference at the base station decreases as we increase p ap . This is because a smaller amount of traffic is destined to the base station, instead being handled by APs. Figure 6 shows the average total power consumption of all mobile terminals with respect to p ap . From Figure 6 , we observe that the total power consumption decreases as we increase the number of APs in the network. When p ap = 0.1, the average power consumption is 3.3 dB lower than in a regular MCN. Even in a network where only three percent of mobile terminals can act as APs, a power savings of 1.3 dB can be realized. These results are as expected because by allowing mobile terminals to act as APs, a lesser amount of traffic will have to be forwarded to a far away base station. Instead transmissions will be sent to an AP that is close by leading to a decrease in the number of transmissions required for each packet to reach the backbone network, and therefore a lower overall power consumption. Figure 7 shows the change in the coverage of mobile terminals with respect to p ap for a sparsely populated MCN with M = 50 terminals. For this simulation we lower the number of terminals per cell from 200 to 50 to decrease the number of potential paths to the base station, making loss of coverage an issue. A terminal is considered to be uncovered when it is not possible for the terminal to find a path to the backbone network given the transmission range of the mobile terminals. From Figure 7 , we observe that the number of uncovered terminals decreases (or coverage improves) as we increase the number of APs in the network. When p ap = 0.1, the average number of uncovered terminals is 2.4 dB lower than in a normal MCN. These results are as expected because by increasing p ap we are increasing the number of links to the backbone network. Mobile terminals that are not able to find a routing path to the base station may still be able to find a routing path to an AP leading to better coverage.
VI. CONCLUSION
In this paper, we proposed a novel architecture for the multihop cellular network where certain mobile terminals are allowed to act as access points and forward traffic of other terminals directly onto the backbone network. Results of our simulations and analysis showed that by introducing autonomous infrastructure, we obtain higher SINR, lower power consumption and better coverage than in a normal MCN. Simulation results also show that by increasing the number of access points, the capacity of the network will increase. If the capacity of the network is increased, a larger number of users can be supported. With a larger number of mobile terminals, we can envision that more of these terminals will have links to the backbone network and will act as access points. This will lead to a further increase in capacity. Following this reasoning, we can see how this flexible network is in fact scalable and how growth of the network can be done in an organic way. This architecture is advantageous to the network operator because it will not need to invest in the deployment of costly infrastructure. Moreover, the network operator may be provided with more traffic, leading to more revenue due to the network's higher capacity. This proposed networking concept is revolutionary in the sense that it puts the control of infrastructure deployment partly in the hands of the user. This could have the effect of stimulating the deployment of future wireless services.
