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On Natural Variation in Grades in Higher Education,
and Its Implications for Assessing Effectiveness
of Educational Innovations
Anja J. Boevé, University of Groningen and Vrije Universiteit Amsterdam,
Rob R. Meijer, Hans J. A. Beldhuis, Roel J. Bosker, and Casper J. Albers , University
of Groningen
To investigate the effect of innovations in the teaching–learning environment, researchers often
compare study results from different cohorts across years. However, variance in scores can be
attributed to both random fluctuation and systematic changes due to the innovation, complicating
cohort comparisons. In the present study, we illustrate how using information about the variation
in course grades over time can help researchers and practitioners better compare the grades and
pass rates of different cohorts of students. To this end, all 375,093 grades from all 40,087 first-year
students at a Dutch university during a period of six consecutive years were examined. Overall,
about 17% of the variation in grades could be attributed to random variation between years and
courses. With respect to passing courses, this percentage was almost 40%. Nonsignificant
improvements in grades could be flagged as highly significant when this is ignored, thus leading to
an overrepresentation of significant effects in educational literature. As a consequence, too many
educational innovations are claimed to be effective.
Keywords: educational innovations, effectiveness, pass rates, reporting bias, statistical modeling
D ue to increasing performance-based accountability sys-tems in higher education (Alexander, 2000; Liu, 2011),
universities have to keep track of student performance as
one of the many indicators of quality and effectiveness. To
achieve this, teachers need to demonstrate that the results
of student evaluations are taken seriously, and to show how
changes, when necessary, improve the teaching and learning
environment. As a result, courses are evaluated every year
and teachers keep track of how different cohorts of students
perform in subsequent years. At the same time, teachers also
need to evaluate the success of implemented changes or ed-
ucational innovations, where an important criterion is often
the extent to which student performance has improved. This
is difficult to measure in practice, however, because variation
in test scores across different years may be due to different
factors, including differences in exam difficulty, all sorts of
cohort differences, and the effect of educational innovations.
A fully experimental design (or randomized controlled trial
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[RCT]) to study the causal effects of an educational innova-
tion is usually unfeasible in practice, and alternative designs
are needed (Carey & Stiles, 2015; West et al., 2008). Thus,
comparing course results across years is possible, but this is
not an easy task.
To disentangle different sources of variation in this con-
text, the aim of this study was to gain insight into the amount
of variation in course grades and pass rates between years
across different courses. These variations constitute “natu-
rally expected variability”, that is, variability that is not due
to the intervention of interest. It differs per research question
what should be classified as “naturally expected variability.”
For instance, when a lecturer wants to study whether a change
in the literature that has to be studied has an effect on the
course pass rate, she compares the pass rates before and after
the change. The naturally expected variability will consist of
factors such as cohort composition (e.g., percentage of female
students and past performance of the cohort) and the quality
of the exam questions. In case of other changes not due to the
change in literature, for example, a considerable improve-
ment in information and communication technologies (ICT)
facilities in the lecture hall, these circumstances may also
contribute to the naturally expected variation. In larger scale
studies, there might be more variables that contribute to the
natural variation, for example, differences in the quality of
the lecturers.
Another layer of natural variability could occur due to ex-
ternal changes to the system. For example, Albers, Vermue, de
Wolff, and Beldhuis (2018) studied the effect of a change in
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academic dismissal policy on the performance of all first-year
students at the university. Here, the natural variation also
included factors such as discontinuation of certain courses,
changes in lecturers, and educational innovations in other
courses. Another layer of complexity occurs when studying
performance at multiple academic institutions, possibly even
in multiple countries. Then, the grading culture plays a role
as well (Fuller, 2013).
Thus, there is not a single definition of “naturally expected
variation” that is applicable to all cases. It depends on the
context which factors should be included for a particular
research question. Conceptually, this is similar to residual
variance in analysis of variance (ANOVA) studies: Everything
that is not explicitly measured and taken into account by
the model is part of the residual variance. Furthermore, as
we will explain in the next section, the number of factors
that contribute to natural variation is very high, including
many factors that are mostly unmeasured in most educational
innovation efficacy studies. Thus, a full theoretical approach
to taking this naturally expected variation into account is
impossible, and a data-driven approach is indispensable.
Thus, in educational innovation settings, the concept of
“naturally expected variation” is important to take into ac-
count. An important advantage of understanding the extent
of “naturally expected variability” of exam scores is that teach-
ers, management, and researchers can anticipate effect sizes
necessary to evaluate the success of educational changes.
This is especially important in field studies in educational
practice, which are often dependent on quasi-experimental
designs at best. In this study, we will conduct an analysis on
both variation in course grades and pass rates, and we will
provide an example of how this information can be used in a
research setting.
Prior Research
There is a long history of research into grading throughout
all levels of education (Brookhart et al., 2016). In the early
20th century, a lot of research focused on the variability and
reliability of grades, mainly in primary and secondary educa-
tion, but also at college level (Brookhart et al., 2016). Two
early extensive literature reviews (Harris, 1931, 1940) sum-
marized that personal factors of students directly related to
intelligence, personality, and demographics (age, gender, and
family background) have a clear relation to college grades.
Also, for example, the type of teaching method, class size, and
types of incentives for students might play a role. More recent
studies confirm these findings. For instance, college grades
are related to class size (Kokkelenberg, Dillon, & Christy,
2007) and lecture attendance (Silvestri, 2003).
In his overviews, Harris (1931, 1940) also provides numer-
ous smaller and less well-known effects on college grades,
such as blood pressure, whether students smoke or not, and
what proportion of students has liberal political views. More
recently, effects on academic performance have been found
for social media activity (Junco, Heibergen, & Loken, 2010)
and student alcohol consumption (Wolaver, 2007).
Although the focus on college grades, discussed up till now,
in research has been necessary and fruitful, research on the
“variability” of college grades from a course perspective is
lacking. Kostal, Kuncel, and Sackett (2016) found evidence
for student grade point average (GPA) inflation between the
mid-1990s and 2000s, and argued that instructor leniency
must be an important source of the observed grade inflation.
Beatty et al. (2015) found that student grades are highly
reliable and do not vary much between institutions. There has
been some research on grade variability at the primary and
secondary level of education. Hollingshead and Childs (2011)
showed that there was more variation in grades over time for
small schools relative to large schools in Canadian primary
education. Wei and Haertel (2011) showed that ignoring the
clustering of students in classes within schools led to biased
reliability and standard errors of school mean grades. In the
context of secondary education, Luyten (1994) showed that
there was both systematic variation in mean grades across
years for specific subjects as well as systematic variation in
mean grades among courses.
The above-mentioned research findings have important
implications for the context of understanding the variability
of grades in higher education. Given the more limited time,
resources, and expertise of teachers to ensure equal exam
quality every year, pass rates and mean grades may vary more
in higher education as compared to primary and secondary
education. On the other hand, the massification of higher
education may contribute to smaller standard errors given
larger classes compared to primary and secondary education.
The clustering of grades is an important factor to take into ac-
count as demonstrated by Wei and Haertel (2011). Although
research in higher education has often considered student
GPA, the clustering of grades within years within courses
has not been investigated as far as we know. Similar to sec-
ondary education as investigated by Luyten (1994), students
in higher education also take different courses taught by dif-
ferent teaching staff. Thus, grades in higher education are
also expected to vary among courses as well as within courses
across different years.
Although there is little large-scale research on course
grades in higher education, course grades are often used
in small-scale field studies to investigate various changes or
innovations in the learning environment, with sometimes firm
conclusions. Therefore, in the present study, we examined the
variation in course grades and pass rates in higher education
and we illustrate how this information can be used to better
compare course mean grades across different years.
Method
Data
Data were obtained from a large university in the Netherlands.
The university administration provided assessment records
for all first-year courses in bachelor degree programs. The
fully anonymized administrative records contained final as-
sessment results from the academic year 2010–2011 through
2015–2016. During these years, the university consisted of
nine faculties. This research is classifies as documentary re-
search for which no ethical approval was necessary according
to the guidelines of the ethical committee at the university.
Table 1 shows the faculties with the full faculty1 name and
an abridged short description that will be used in the remain-
der of this article. Table 2 shows the mean grade and overall
pass rate per cohort. All courses from the first year of all
bachelor degree programs were included. We only used first-
year courses because these are obligatory and prerequisite
introductory courses for further specializations later in the
bachelor degree programs. Using these courses, a good pic-
ture could be obtained from the results of complete cohorts.
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Table 1. Number of Assessment Observations per Faculty, With Mean Grade (SD) and Overall
Pass Rates











Arts Arts 65,798 1,094 358 9,270 6.74 (.74) .80
Behavioral & Social
Sciences
Social 73,563 427 112 8,155 6.45 (.66) .77
Economics & Business Economy 83,952 354 115 9,879 6.25 (.66) .74
Law Law 36,953 147 43 5,785 6.18 (.74) .72
Medical Sciences Medicine 26,385 221 74 3,945 6.65 (.61) .80
Philosophy Philosophy 6,301 110 36 1,388 6.73 (.62) .83
Science & Engineering Science 68,209 622 139 6,709 6.67 (.79) .80
Spatial Sciences Spatial 11,676 104 30 2,023 6.44 (.65) .71
Theology & Religious
Studies
Theology 2,256 126 33 428 7.10 (.70) .92
Total 375,093 3,205 940 47,582 6.61 (.74) .78
*Mean grade (SD) is computed as the mean (SD) of the mean grades per course.
**Pass rate is computed as the mean of the pass rates per course.
Table 2. Mean Grade and Overall Pass Rate for
Each Cohort
Cohort Mean Grade (SD) Overall Pass Rate
2010 6.66 (.78) .79
2011 6.57 (.74) .78
2012 6.66 (.76) .79
2013 6.57 (.76) .78
2014 6.60 (.70) .78
2015 6.61 (.70) .80
In addition to the full cohorts of enrolled students, second-
and third-year students from other bachelor degree programs
may also take first-year courses in order to complete a minor.
These students were also included in the data. The data we
analyzed had the following structure: an anonymous student
identifier, a course code, a faculty code, date of examination,
and examination result in the form of a grade or pass/fail.
In the data preparation process, after removing empty rows
and duplicate records, we selected main course results (thus
excluding partial assessment records kept by some faculties),
first-attempt results (thus excluding re-sits), and excluded
exemption records, resulting in a total of 375,222 assessment
records. Subsequently, courses were excluded if only one
student participated in the examination, as these courses
have no within-course variation (n = 129). The final data
consisted of a grand total of N = 375,093 assessment records
from 940 unique courses (see Table 1 for further details per
faculty). In the appendix, Table A1 shows the distribution of
assessment records across faculties and cohorts, and Table
A2 shows how many courses per faculty were included and
the distribution by number of cohorts per course in the data,
with Table A3 showing how many of these courses are unique.
The total number of students in the data equaled NS =
40,087, whereas the total number of unique faculty–student
combinations was NFS = 47,582. These numbers imply that
some students took first-year program courses in more than
one faculty, for example, because they were enrolled in
two programs simultaneously. The total number of unique
student–year combinations was NSY = 58,612. This means
that some students took courses from first-year bachelor de-
gree programs within the same faculty in different years
as a result of, for example, delayed study program due to
illness, unforeseen circumstances, double-degree enroll-
ment, and following a minor program from another bachelor
program at the same faculty as the main degree of enrollment.
Note that only a student’s first course enrollment and assess-
ment result were included in the data; thus, there were only
unique student–course combinations, and a student–course
combination cannot occur more than once in the data.
Measures
The variation in student performance was operationalized by
variation in student grades and by whether students passed
or failed an exam. As in most continental European countries,
a number grading system is employed in the Netherlands. For
most courses (specific to each year), 96.8% (n = 3,101) gave
grades on a scale ranging from 1 to 10 where grades of 6 and
higher represent a pass. Most degree programs award grades
in integers, but sometimes grades are given with decimals.
For the present study, all grades were rounded to an integer
value. A small part of the courses (specific to each year) 3.2%
(n = 104) only recorded whether the student passed or failed
an exam, thus providing a dichotomous result.
Analyses
Most research on student grades in higher education has fo-
cused on student GPA as the main outcome of interest. In
order to examine the variation in outcomes across years and
among courses in the present study, we focused on course
grades. This means that a nested structure was assumed,
which is depicted in Figure 1. The illustration of the differ-
ent nesting structures of interest to the present research on
course grades, compared to research on student GPA, illus-
trate that the same data can be assigned to different levels
and that both models are essentially incomplete. In the com-
mon perspective of student GPA (Figure 1, left), the lowest
level observations are not independent, because each stu-
dent does not take a new set of courses, but rather some
students take the same set of courses (Figure 1, right). Sim-
ilarly, in the present study, courses in particular years do
not all have a unique group of students, and some course
years share a common group of students. This observation of
nonnestedness is in line with Sun and Pan (2014), who wrote
“multilevel data collected in many educational settings are
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FIGURE 1. Conceptual visualization of the assumed nesting structure in prior research on student GPA (left), and the nesting structure of
interest to the research question in the present study (right).
often not purely nested.” Meyers and Beretvas (2006) make
similar methodological remarks. This complexity in higher
education assessment data is an important challenge for re-
searchers, but beyond the scope of the present study to solve,
as this would require the programming of new software. In
the discussion section, we return to this issue.
Models
We constructed two models: the first model concerned the
variation in mean grades and, thus, was applicable to 98.6% of
the data. The second model concerned variation in the pass
rate. As, obviously, a grade can always be converted into a
pass/fail statement, this model is applicable to the full data
set.
Model for Mean Grades
The variation in course grade results was examined by esti-
mating an intercept-only multilevel model (Hox, 2010; Sni-
jders & Bosker, 2012) with three levels for student grades as
follows:
Y i j k = γ000 + v00k + u0 j k + ei j k, (1)
where a particular grade Yijk for student i in year j in course
k is modeled by the expected value γ 000, with a random
error component for the course level (v00k), a random error
component for the year level (u0jk), and a residual error
component (eijk). All random components were assumed to
be normally distributed around zero.2 As can be seen from
Figure 1, courses are also nested in faculties. However, the
number of nine faculties was too small to include as a separate
level (Maas & Hox, 2005). In order to explore whether there
were differences in mean student performance per faculty, we
included faculties as fixed effects with the Faculty of Arts as
the reference group. In addition, we examined the proportion
of variance at the year and course-level within each faculty
by separately estimating the model shown in Equation 1 for
each faculty.
The variance decomposition at different levels was inves-
tigated in the following way for student grades. First, we
examined the total proportion of variance between courses
and years as
ρcours e.year =
σ 2u0 j k + σ 2v00k
σ 2ei j k + σ 2u0 j k + σ 2v00k
, (2)
where σ 2ei j k denotes the remaining variance in grades at the
lowest level, σ 2u0 j k denotes the variance between years, and
σ 2v00k represents the variance between courses. The residuals
of each level are assumed to have a normal distribution,
around 0. Next we examined what proportion of the higher
level variation is specific to the year level by
ρyear =
σ 2u0 j k
σ 2u0 j k + σ 2v00k
. (3)
Model for Pass Rates
To model the pass rates, a couple of additional steps were
required. To examine variation in pass rates, we set up a
multilevel logistic regression model that investigates whether
an assessment result was a pass (1) or a fail (0) as
η j k = log
(
π j k
1 − π j k
)
= γ000 + v00k + u0 j k . (4)
Here, π jk is the probability that a student in year j passes
course k. This probability consists of an expected value of
γ000, a random error component across years (u0 j k), and
with a random error component across courses (v00k). After
the logistic transformation, this can be modeled with the
regression model in Equation 4.
After estimating this model, a second model was estimated
to explore whether the mean log-odds of passing differed in
each faculty. As in the analyses of grades, dummy variables
for each faculty were specified with the Faculty of Arts as the
reference faculty. In order to explore whether the amount of
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course- and year-level variance in log-odds of passing varied
across faculties, the intercept only model in Equation 4 was
also repeated for each faculty separately.
Log-odds are not straightforward to interpret, but can be
transformed back to probabilities using the relation π j k =
eη j k /(1 + eη j k ). In each multilevel model with dichotomous
outcomes, the variance of the lowest level is scaled to π 2/3
(Snijders & Bosker, 2012). This means that in each model for
binary outcomes using the logistic link, the residual variance
is the same. To examine the variance in log-odds of passing
at higher levels, the proportion can be decomposed as
ρyear =
σ 2u0 j k + σ 2v00k
π 2
3 + σ 2u0 j k + σ 2v00k
, (5)
ρcours e =
σ 2u0 j k
σ 2u0 j k + σ 2v00k
. (6)
Software
All analyses were conducted in R (R Core team, 2017, version
3.4.1), using the lme4 package (Bates, Mächler, Bolker, &
Walker, 2015, version 1.13). Full maximum likelihood esti-
mation was used to estimate the model deviance in order to
be able to compare the intercept-only model with the model
including fixed-effect dummy variables for the different fac-
ulties.
Results
To depict the variation in mean course grades, Figure 2 shows
the overall mean course grade and the mean course grade for
each year within a course for all faculties included in the
data.
Course Grades
Table 3 shows the model results for the intercept-only model,
and the model with faculty included as a dummy variable in
the analyses. Overall, about 17% of the variation in grades
can be attributed to systematic variation between courses
and years. When adding faculties as a fixed effect by means
of dummy variables to the model, there was a statistically
significant reduction in the model deviance ( deviance =
108, df = 8, p < .001), implying better model fit, with the
proportion of variance being attributed to variation between
courses and years being similar to the model without faculty
effects. Variation in mean grades between faculties explained
about 10% of the variance among courses, which is about 1%
of the total variance.
Running a separate intercept-only model for the different
faculties shows that the amount of total course and year vari-
ation in grades ranged between 11% and 20% (see Table 4).
Furthermore, with respect to the higher level amount of vari-
ance, Table 4 also showed that the proportion of variance at
the year level ranged from 25% to 52%. Because in practice
most studies toward the efficacy of an educational innovation
take place at the faculty level, we used the intercept-only
model for the faculty at which the innovation takes place to
compute the benchmark for the natural variation. Another
reason to pick this model is that individual faculties can have
quite different features (see Table 4), and that the features of
Faculty B might not be optimal to infer about an educational
innovation at Faculty A.
Pass Rates
Based on the model with the full data, Table 5 indicates that
about 40% of the variance in the log-odds of passing was at the
year level and course level. Approximately 23% of the higher-
level variance was due to differences between years within
courses. The inclusion of fixed effects for faculties yielded
a significant better model fit ( deviance = 62, df = 8,
p < .001). Table 6 shows that there is considerable variability
among faculties in the amount of variance in log-odds at the
year level and course level, with estimates ranging from 22%
to 74%. Furthermore, the relative amount of variance at the
year level within a course rather than among courses also
varied considerably, from 5% to 70%. It is important to note
that these percentages of variability at the log-odds level do
not translate easily to percentages at the pass or fail level,
which will be made clear in the following.
Application
Consider the following scenario, with intentionally simplified
numbers. A course instructor is interested in implement-
ing a new teaching method. It is not possible to do a RCT
and the instructor would like to compare the results of the
previous year, that is, the year prior to the implementation
of the new teaching method, with that of the current year,
now that the changes have been implemented. In both years,
n = 50 students participate in the course, and the GPA is
6.00 in the first year and 6.50 in the second (on the 1–10
scale). In both years, the standard deviation of the grades
is 1.00. A standard t-test shows that the increase in GPA is
highly significant (t = 2.50, df = 98, one-sided p = .007).
Concluding that, thus, the new teaching method is beneficial
is misleading, as the regular year-to-year variations are not
taken into account. To infer a significant increase in GPA
after an educational intervention, the increase in GPA should
not just be significantly above zero, but significantly above
regular values obtained from year-to-year variation.
The variance partitioning of grades and year variation in
the present study can be informative. Based on the estimated
proportion of variance across years, a course instructor can
estimate the 95% confidence interval around the difference
between two cohort mean grades as follows:







× (σ 2residual) + σ 2year , (7)
where n1 and n2 are the number of students participating
in the course in each years and t* is the critical t-value
with n1 + n2 – 2 degrees of freedom. The course-level vari-
ance is excluded here because the result in both years is for
the same course. For a random course, the year-level vari-
ance component of the overall model can be used based on
the intercept-only model. It is also possible to use a faculty-
specific variance component if the faculty is known. Figure 3
shows the 95% confidence interval around the mean grade for
different possible numbers of students in each cohort, based
on the estimated variance components of the overall model.
From this figure, it is clear that an increase of .5 in GPA for a
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FIGURE 2. The variation of mean course grades within and between each course in each faculty included in the data with colors indicating
the different number of cohorts for each course (within each faculty, from top [six cohorts] to bottom [one cohort]). Each horizontal line
represents the distance between the lowest mean year grade and highest mean year grade for each course, with triangles representing mean
grade in each year, and closed circles the mean grade over cohorts for each course. [Color figure can be viewed at wileyonlinelibrary.com]
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Table 3. Estimates of the Variance

















Grades σ2ei jk 2.27 2.27
Years σ2u0 jk .15 .14





Table 4. Variance Partition of Grades at the








Arts 1.92 .16 .26 .18 .38
Economy 2.59 .12 .25 .13 .33
Law 2.87 .21 .33 .16 .38
Medicine 1.34 .09 .24 .19 .29
Philosophy 2.31 .14 .13 .11 .52
Science 2.36 .15 .44 .20 .25
Social 2.23 .15 .26 .16 .37
Spatial 1.50 .11 .27 .20 .30
Theology 1.44 .21 .14 .20 .41
course with 50 students per year is nonsignificant. For larger
courses, for example, with 200 students per year, a .5 increase
would be a significant effect.
Similarly, Equation 7 can also be used to estimate the
95% confidence interval around the log-odds of passing. In
contrast to the application of mean grades, this is, however,
dependent on the intercept (i.e., the log-odds of the average
pass grade), while the application for grades is equivalent
regardless of the mean expected grade. Figure 4 shows the
same 95% confidence interval after transforming the log-odds
interval back to the probability of passing. We assume that a
teacher observes that the original cohort had a pass rate of
.86, and observes a pass rate of .90 in the course with the new
lecture method. Then, Figure 4 shows that you need at least
150 students per year for this difference to be significant at
the 5% level.
To illustrate how the confidence interval of the log-odds
varies depending on the expected intercept, Figure 4 shows
the interval for different possible numbers of students given
three different intercepts, based on the quantiles of pass
rates in the present data. This figure shows that whether a
certain increase from year 1 to year 2 in pass rate is significant
depends on the pass rate of year 1. For instance, in a course
Table 5. Results of the Random Intercept















Years σ2u0 jk .5086 .5106
Courses σ2v00k 1.7315 1.6206
Deviance 366,947 366,885
 Deviance 62
ρyear + course .41 .39
ρyear .23 .24
Table 6. Coefficients for the Random
Intercept Models on the Grades and Log-Odds





Variance ρyear + course ρyear
Arts .47 .84 .28 .36
Economy .21 1.36 .32 .13
Law .20 3.45 .53 .05
Medicine .14 2.24 .42 .06
Philosophy .24 .70 .22 .25
Science 1.01 2.91 .54 .26
Social .54 1.95 .43 .22
Spatial 1.40 .60 .38 .70
Theology 2.60 6.94 .74 .27
with 100 students, a 5 percentage point increase from 60% to
65% is not significant, whereas the same increase from 90% to
95% would be. In general, for pass rates closer to 1 (or to 0),
a smaller increase in pass rate can be more significant than
for pass rates closer to 50%.
Example: The Flipped Classroom
To highlight the consequences of not taking natural variation
into account, we considered studies on the flipped classroom.
One of the main intended goals of this now popular interven-
tion is to increase student performance. Five recent papers
(Liebert, Lin, Mazer, Bereknyei, & Lau, 2016; Mason, Shuman,
& Cook, 2013; Pierce & Fox, 2012; Street, Gilliland, McNeil, &
Royal, 2015; Tune, Sturek, & Basile, 2013) studied the effect
of the flipped classroom on, among others, student perfor-
mance using a two-cohort design: the first cohort received
“traditional” instruction for a course and the second cohort
received some form of flipped classroom instruction. Student
performance of both cohorts was then compared using a t-test.
For these studies, we recalculated the p-values, taking
natural cohort variation into account. The paper by Pierce and
Fox (2012) unfortunately provided insufficient information
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FIGURE 3. The 95% confidence interval around the predicted mean grade when n1 = n2. The horizontal line is placed at the observed
mean grade in the data set (left vertical axis), but the width of the confidence interval would be the same when placed around another
mean value. The right vertical axis displays the deviation from this mean value.
Table 7. Comparison of p-Values for Four Studies on the Flipped Classroom
Cohort 1 (Traditional) Cohort 2 (Flipped) p-Value
Study Sample Size Mean (SD) Sample Size Mean (SD) Reported Adjusted (half) Adjusted
Tune et al. (2013) 14 6.76 (1.91) 13 7.98 (1.27) .03 .044 .055
Mason et al. (2013) 20 8.34 (.70) 20 9.09 (.71) .002 .040 .101
Street et al. (2015) 180 8.5 (.70) 180 8.7 (.70) .026 .241 .306
Liebert et al. (2016) 92 7.57 (.82) 89 7.48 (.81) .28 .371 .403
Note: Reported p-values are the ones as reported in the literature: the adjusted ones take natural variation into account, at either half the level or
the full level of natural variation observed at the university studied in this manuscript.
The studies by Tune et al. (2013) and Mason et al. (2013) reported scores on a scale to 10: for the other two studies the values have been rescaled
to this scale for comparison purposes. Note that in the case of Liebert et al. (2016), the effect is in the opposite direction (i.e., traditional instruction
outperforms the flipped instruction). The values from Tune et al. (2013) were obtained by manually reading off figures in that paper. In the study by
Mason et al. (2013), 22 performance tests were conducted without correcting for multiple testing. As this statistical discrepancy lies outside the
scope of this paper, we did not correct for it and simply reported the unadjusted p-value.
(e.g., no information of the sample size of the control cohort)
to be included in the computations. For the other four studies,
Table 7 displays the key characteristics such as sample size
and GPA increase. It also shows the p-value corresponding to
the intervention according to the original authors, as well as
when taking natural variation into account. Other universities
will not have exactly the same level of natural variation as the
Dutch university studied here, but will certainly have more
natural variation than the zero level implicitly assumed by
the original authors. However, it could be that—for some
unknown reason—variability at the Dutch university studied
here is considerably larger than at other institutions. In that
case, the adjusted p-values in Table 7 will be too high. For
this reason, we also computed the adjusted p-values in case
the natural variation is only half the size of that at the Dutch
university studied.
We have no reasons to expect that grade fluctuations
at this Dutch university would differ strongly from other
universities, yet also no evidence that the fluctuations are
very similar. The goal of this example is not to compute the
exact value of the adjusted p-value because then we need
more information on the natural variation at the institutions
studied. Thus, which of the other two columns with adjusted
p-values is more correct is a matter of future research, but
both give the same message: After adjusting for natural vari-
ation between cohorts, the evidence for a beneficial effect of
flipped classrooms on exam performance is much less clear.
Not taking this variation into account leads to too many false
positive findings. It is completely unreasonable to expect zero
natural variation, and thus the important message is that
originally reported p-values in Table 7 will certainly be too
small.
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FIGURE 4. The 95% confidence interval of the probability of passing based on the overall model intercept (mean of .86), and the quantiles
of mean pass rates, when n1 = n2. [Color figure can be viewed at wileyonlinelibrary.com]
Discussion
The aim of the present study was to explore the extent to
which assessment results, both in terms of grades and in
terms of passing, vary between years within courses and the
extent to which they vary across courses within different
faculties. As there are too many factors playing a role in the
natural variation, either by random fluctuation or by some
(unknown) trend over time, it is unfeasible to measure and
model them all, especially when it concerns variation over
years. Therefore, in this study, we used a data-driven approach
for capturing the natural variation.
We discussed that, depending on the research question,
some concepts either are or are not part of the natural vari-
ation. Disregarding the different disciplines of the different
courses, the present study found that about 17% of the vari-
ation in grades was at the year level and course level. Of
this variation, about 30% was due to variation within courses
across different years, while the remaining 70% was due to
systematic variation among courses. Despite the high relia-
bility of student GPA as demonstrated by Beatty et al. (2015),
the present study showed that year-over-year variations in
grades are considerable.
When examining the log-odds of whether an assessment
result was a pass or a fail, we found that approximately 40%
of the variance was at the year level and course level, with
25% of this variation across different years within courses
and 75% among different courses overall. When accounting
for different disciplines (faculties) in the data, the amount of
variation among courses decreased slightly from 17% to 16%
in terms of course grades, and from 41% to 39% in the log-odds
of passing.
In line with the findings of Luyten (1994) in the context
of secondary education, the present study found that the
proportion of course-level variation was larger than the
variation within courses across years. However, exploring
discipline-specific differences in the amount of variation
at the course level and year level revealed substantial
differences among faculties. The overall amount of higher
level variation varied from 11% to 20% concerning grades, and
ranged from 22% to 72% for the log-odds of passing. Regarding
the higher level variance, the proportion of variance across
years ranged from 25% to 52% for grades, and for the log-odds
of passing, the proportion of variance across years relative to
the higher-level variance ranged from 5% to 70%.
Take-Home Messages
There are some important take-home messages from our find-
ings as was illustrated in the application section. In the ed-
ucational literature, innovations are often judged effective
based on a direct comparison of two cohorts, without tak-
ing the “naturally expected variation” into account. That is,
these studies are treated as RCTs, whereas they are, at best,
quasi-experimental field studies. Disregarding the general
fluctuation in course grades over time leads to a severe in-
crease of false positives as innovations may be incorrectly
labeled as effective. Although for a course with 50 students, a
difference in grade mean of half a standard deviation before
and after intervention would be considered highly significant
(p = .07) when disregarding this variation, the difference
actually is nonsignificant at the α = .05 threshold. At least 75
students per year are needed to get the p-value below .05, and
many more to get it at the value .07 that would be reported
by those ignoring the natural variation.
In line with the findings of Hollingshead and Childs
(2011), as the number of students increases the uncertainty
around both the mean course grade and pass rates decreases.
This study demonstrated that, even with large sample sizes,
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conclusions about cohort differences should be taken with
caution. For instance, for a large course, with 300 students
per year, an increase in pass rate from, say, 65% to 70% is
not significant. When ignoring the natural variation, this
difference would be highly significant.
As evaluations of educational innovations ignore this nat-
ural variation, it is to be expected that the number of false
positive findings is very large. A practical recommendation to
avoid this is as follows. Based on the number of students in
a course, one can use Figure 3 to find the value δ, which is
the maximum value of the difference in mean grades in two
consecutive years, m2 – m1, which would be nonsignificant;
for instance, with n = 50, δ = .62. Rather than testing for a
significant difference between both means (H0: μ2 – μ1 =
0, with the standard t-test), one can then test whether the
difference between both means is significantly larger than
δ or not. For this, one can use equivalence tests (Lakens,
2017; Schuirmann, 1987). To claim a successful educational
innovation, the difference between grade means should sig-
nificantly exceed δ, rather than just significantly exceed 0.
When the interest lies in the pass rate rather than the grade
mean, a similar approach can be employed using Figure 4.
Furthermore, it would be interesting to recompute the p-
values for (popular) educational innovations that claimed
to have been significant, but this time taking the natural
variation into account. Alternatively, a replication study of the
innovation can shed new light onto the reliability of certain
innovations.
Limitations
The present study was focused on assessment in higher edu-
cation. As always in data analysis, not all potentially relevant
variables were measured. Some faculties offer multiple bach-
elor degree programs, and there may be systematic variation
among bachelor programs within the same faculty. Because
our data set did not provide information on which bachelor
program a course belonged to, we could not take this level into
account in our analyses. Also, the effect of individual teachers
could not be taken into the model as this information was not
part of the data set.
Another limitation in the present study was that it was
unknown to what extent courses were taught in the same way
or by the same teachers in different years. There were some
major education innovations, but these “partly new” courses
could not be identified in our data set. The variance across
years, however, likely does include teacher experimentation
with new technology or assessment methods. Also, note that
the average grade did not increase significantly over the years
(Table 2).
The main limitation of this study concerns the generaliz-
ability of the results. In the present study, we examined the
grades and pass rates of first-year courses in higher educa-
tion at a single, large university in the Netherlands. Given the
large amount of information, the estimated variance compo-
nents could be informative for other institutions, especially
those using a number grading scale. Although it is unknown
to what extent the numerical findings in this study are repre-
sentative for other universities, it is obvious that also at other
places a considerable part of grade variation can be labeled as
“natural variation.” Thus, the message that many “significant”
findings in assessing educational interventions are actually
false positives holds, but further research is needed to assess
“how” many of these findings are false.
In future studies, higher education institutes can employ
the model introduced by us on their own assessment records.
If they find more natural variation at their institute than we
did in our study, an even larger grade increase is required
for a successful intervention. Reversely, with less natural
variation, smaller increases can be labeled as successful.
The present study demonstrated that assigning observa-
tions to different levels is sometimes not straightforward (see,
e.g., Hox, 2010). For research on student grades in higher ed-
ucation, the focus has often been on the student with the
interest in explaining why individuals differ in their achieve-
ment level; here, the focus was on how courses differed in
achievement across different years. A cross-classified model
would allow for a combination of both types of nesting in the
same model (Hox, 2010), but this approach was currently not
feasible for us. Specialized software such MLWin cannot han-
dle data sets as large as ours, which is why we used R. For R,
currently no packages exist for such cross-classified models.
The design and model used in this paper constituted a
violation of the independence assumption, as the data set
contains multiple records per student. This was unavoidable,
as no software package currently provides better alternatives
for data sets of this size. The development of a completely
new statistical model was beyond the scope of this paper.
Furthermore, as the results were not intended to be used as
error-free benchmark for other studies, some bias was consid-
ered acceptable. In Boevé (2018), an ad hoc approach to this
data set is presented. Here, 25 samples were drawn from the
original data set with only a single measurement per individ-
ual. This removed the independence violation of our model
but introduced a new one: Students with only a few exams
were overrepresented in this data set. Additional pragmatic
steps were taken to minimize this bias. This approach led
to somewhat larger variance estimates than those presented
in Table 3, but it is unknown which approach is better. For
this, future methodological research is needed. That most
multilevel data in educational settings are not fully nested,
and that this is often overlooked by educational researchers,
was already observed by Sun and Pan (2014). Meyers and
Beretvas (2006) argue that this nonnestedness and the re-
sulting violation of the independence assumption could lead
to an inflation of false positives (p. 493). That would imply
that the consequences of natural variation are even larger
than suggested in Tables 3–6, and that the confidence inter-
vals in Figures 3 and 4 should be even wider.
Conclusion
The goal of this study was three fold: (i) introducing a model
for assessing “natural variability” in grades in higher educa-
tion, (ii) estimating the parameters in this model based on a
large (n = 375,093) data set from a single university, and (iii)
illustrating that the consequences of the common practice of
ignoring this natural variation in studying whether an edu-
cational intervention are very severe, yielding highly inflated
results.
The assessment records of higher education institutes
contain valuable information when examined from a course
perspective rather than from a student perspective. Under-
standing the variation in course results across years can help
teachers and institutions to evaluate the impact of innova-
tions at a cohort level, while reducing the risk of false positives
when grades between two subsequent cohorts are compared.
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Notes
1Note that the use of the word faculty does not refer to academic staff,
but to independent organizational units within the university roughly
organized by academic discipline.
2As the scores Yijk are on an integer scale from 1 to 10, this assump-
tion obviously cannot hold exactly. The main focus is to estimate the
variability of the different levels in the model, not individual grades.
Furthermore, the central limit theorem states that with samples this
large, the consequence of violations of this assumption is extremely
small (cf. Ernst & Albers, 2017).
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Appendix
Table A1. Number of Assessment Observations per Faculty in Each Year
Faculty 2010 2011 2012 2013 2014 2015 Total
Theology 394 371 469 358 305 359 2,256
Law 7,683 7,391 7,281 4,703 5,051 4,844 36,953
Medicine 4,993 4,588 4,445 4,831 3,976 3,552 26,385
Science 10,377 10,735 10,991 12,053 11,818 12,235 68,209
Arts 11,923 11,021 10,686 11,325 10,477 10,366 65,798
Economy 15,514 14,461 13,495 14,392 13,954 12,136 83,952
Social 13,758 13,552 13,312 12,808 11,132 9,001 73,563
Philosophy 1,173 1,261 1,311 956 755 845 6,301
Spatial 2,337 2,108 1,935 1,890 2,034 1,372 11,676
Total 68,152 65,488 63,925 63,316 59,502 54,710 375,093
Table A2. Number of Courses per Faculty in
Each Year
2010 2011 2012 2013 2014 2015 Total
Theology 17 20 22 22 23 22 126
Law 28 28 28 26 20 17 147
Medicine 32 36 36 40 40 37 221
Science 101 104 106 101 106 104 622
Arts 208 206 171 168 174 167 1,094
Economy 66 70 67 51 50 50 354
Social 69 73 74 75 69 67 427
Philosophy 21 20 19 24 13 13 110
Spatial 18 18 19 18 18 13 104
Total 560 575 542 525 513 490 3,205
Table A3. Number of Unique Courses per
Faculty, and Distribution of Courses by














Theology 7 4 3 3 6 10
Law 1 0 31 5 3 3
Medicine 22 20 7 5 2 18
Science 10 24 11 13 7 74
Arts 67 105 62 47 19 58
Economy 9 39 16 42 3 6
Social 8 32 6 25 9 32
Philosophy 8 6 8 9 0 5
Spatial 8 4 1 3 11 3
Total 140 234 145 152 60 209
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