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Abstract
In this work, we study data preconditioning, a well-known and long-existing tech-
nique, for boosting the convergence of first-order methods for regularized loss
minimization in machine learning. It is well understood that the condition number
of the problem, i.e., the ratio of the Lipschitz constant to the strong convexity mod-
ulus, has a harsh effect on the convergence of the first-order optimization methods.
Therefore, minimizing a small regularized loss for achieving good generalization
performance, yielding an ill conditioned problem, becomes the bottleneck for big
data problems. We provide a theory on data preconditioning for regularized loss
minimization. In particular, our analysis exhibits an appropriate data precondi-
tioner that is similar to zero component analysis (ZCA) whitening. Exploiting the
concepts of numerical rank and coherence, we characterize the conditions on the
loss function and on the data under which data preconditioning can reduce the con-
dition number and therefore boost the convergence for minimizing the regularized
loss. To make the data preconditioning practically useful, we propose an efficient
preconditioning method through random sampling. The preliminary experiments
on simulated data sets and real data sets validate our theory.
1 Introduction
Many supervised machine learning tasks end up with solving the following regularized loss mini-
mization (RLM) problem:
min
w∈Rd
1
n
n∑
i=1
ℓ(x⊤i w, yi) +
λ
2
‖w‖22, (1)
where xi ∈ X ⊆ Rd denotes the feature representation, yi ∈ Y denotes the supervised information,
w ∈ Rd represents the decision vector and ℓ(z, y) is a convex loss function with respect to z.
Examples can be found in classification (e.g., ℓ(x⊤w, y) = log(1 + exp(−yx⊤w)) for logistic
regression) and regression (e.g., ℓ(x⊤w, y) = (1/2)(x⊤w− y)2 for least square regression).
The first-order methods that base on the first-order information (i.e., gradient) have recently become
the dominant approaches for solving the optimization problem in (1), due to their light computation
compared to the second-order methods (e.g., the Newton method). Because of the explosive growth
of data, recently many stochastic optimization algorithms have emerged to further reduce the running
time of full gradient methods [25], including stochastic gradient descent (SGD) [35, 31], stochastic
average gradient (SAG) [20], stochastic dual coordinate ascent (SDCA) [34, 12], stochastic variance
reduced gradient (SVRG) [16]. One limitation of most first-order methods is that they suffer from
a poor convergence if the condition number is small. For instance, the gradient-based stochastic
optimization algorithm Pegasos [31] for solving Support Vector Machine (SVM) with a Lipschitz
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continuous loss function, has a convergence rate of O
(
L¯2
λT
)
, where L¯ is the Lipschitz constant of
the loss function w.r.t w. The convergence rate reveals that the smaller the condition number (i.e.,
L¯2/λ), the worse the convergence. The same phenomenon occurs in optimizing a smooth loss func-
tion. Without loss of generality, the iteration complexity – the number of iterations required for
achieving an ǫ-optimal solution, of SDCA, SAG and SVRG for a L-smooth loss function (whose
gradient is L¯-Lipschitz continuous) is O((n+ L¯λ ) log(1ǫ )). Although the convergence is linear for a
smooth loss function, however, iteration complexity would be dominated by the condition number
L¯/λ if it is substantially large 1. As supporting evidences, many studies have found that setting λ to
a very small value plays a pivotal role in achieving good generalization performance [32, 36], espe-
cially for data sets with a large number of examples. Moreover, some theoretical analysis indicates
that the value of λ could be as small as 1/n in order to achieve a small generalization error [32, 34].
Therefore, it arises as an interesting question “can we design first-order optimization algorithms that
have less severe and even no dependence on the large condition number”?
While most previous works target on improving the convergence rate by achieving a better depen-
dence on the number of iterations T , few works have revolved around mitigating the dependence
on the condition number. [3] provided a new analysis of the averaged stochastic gradient (ASG)
algorithm for minimizing a smooth objective function with a constant step size. They established
a convergence rate of O(1/T ) without suffering from the small strong convexity modulus (c.f. the
definition given in Definition 2). Two recent works [24, 40] proposed to use importance sampling
instead of random sampling in stochastic gradient methods, leading to a dependence on the averaged
Lipschitz constant of the individual loss functions instead of the worst Lipschitz constant. However,
the convergence rate still badly depends on 1/λ.
In this paper, we explore the data preconditioning for reducing the condition number of the prob-
lem (1). In contrast to many other works, the proposed data preconditioning technique can be po-
tentially applied together with any first-order methods to improve their convergences. Data pre-
conditioning is a long-existing technique that was used to improve the condition number of a data
matrix. In the general form, data preconditioning is to apply P−1 to the data, where P is a non-
singular matrix. It has been employed widely in solving linear systems [1]. In the context of convex
optimization, data preconditioning has been applied to conjugate gradient and Newton methods to
improve their convergence for ill-conditioned problems [19]. However, it remains unclear how data
preconditioning can be used to improve the convergence of first-order methods for minimizing a reg-
ularized empirical loss. In the context of non-convex optimization, the data preconditioning by ZCA
whitening has been widely adopted in learning deep neural networks from image data to speed-up
the optimization [29, 21], though the underlying theory is barely known. Interestingly, our analysis
reveals that the proposed data preconditioner is closely related to ZCA whitening and therefore shed
light on the practice widely deployed in deep learning. However, an inevitable critique on the usage
of data preconditioning is the computational overhead pertaining to computing the preconditioned
data. Thanks to modern cluster of computers, this computational overhead can be made as minimal
as possible with parallel computations (c.f. the discussions in subsection 4.3). We also propose a
random sampling approach to efficiently compute the preconditioned data.
In summary, our contributions include: (i) we present a theory on data preconditioning for the
regularized loss optimization by introducing an appropriate data preconditioner (Section 4); (ii) we
quantify the conditions under which the data preconditioning can reduce the condition number and
therefore boost the convergence of the first-order optimization methods (c.f. equations (8) and (9));
(iii) we present an efficient approach for computing the preconditioned data and validate the theory
by experiments (Section 4.3, 5).
2 Related Work
We review some related work in this section. In particular, we survey some stochastic optimization
algorithms that belong to the category of the first-order methods and discuss the dependence of their
convergence rates on the condition number and the data. To facilitate our analysis, we decouple the
1The condition number of the problem in (1) for the Lipschitz continuous loss function is referred to L¯2/λ,
and for the smooth loss function is referred to L¯/λ, where L¯ is the Lipschitz constant for the function and its
gradient w.r.t w, respectively.
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dependence on the data from the condition number. Henceforth, we denote by R the upper bound
of the data norm, i.e., ‖x‖2 ≤ R, and by L the Lipschitz constant of the scalar loss function ℓ(z, y)
or its gradient ℓ′(z, y) with respect to z depending the smoothness of the loss function. Then the
gradient w.r.t w of the loss function is bounded by ‖∇wℓ(w⊤x, y)‖2 = ‖ℓ′(w⊤x, y)x‖2 ≤ LR if
ℓ(z, y) is a L-Lipschitz continuous non-smooth function. Similarly, the second order gradient can
be bounded by ‖∇2
w
ℓ(w⊤x, y)‖2 = ‖ℓ′′(w⊤x, y)xx⊤‖2 ≤ LR2 assuming ℓ(z, y) is a L-smooth
function. As a result the condition number for a L-Lipschitz continuous scalar loss function is
L2R2/λ and is LR2/λ for a L-smooth loss function. In the sequel, we will refer to R, i.e., the upper
bound of the data norm as the data ingredient of the condition number, and refer to L/λ or L2/λ,
i.e., the ratio of the Lipschitz constant to the strong convexity modulus as the functional ingredient
of the condition number. The analysis in Section 4 and 4.3 will exhibit how the data preconditioning
affects the two ingredients.
Stochastic gradient descent is probably the most popular algorithm in stochastic optimization. Al-
though many variants of SGD have been developed, the simplest SGD for solving the problem (1)
proceeds as:
wt = wt−1 − ηt
(∇ℓ(w⊤t−1xit , yit) + λwt−1) ,
where it is randomly sampled from {1, . . . , n} and ηt is an appropriate step size. The value of
the step size ηt depends on the strong convexity modulus of the objective function. If the loss
function is a Lipschitz continuous function, the value of ηt can be set to 1/(λt) [35] that yields
a convergence rate of O
(
R2L2
λT
)
with a proper averaging scheme. It has been shown that SGD
achieves the minimax optimal convergence rate for a non-smooth loss function [35]; however, it
only yields a sub-optimal convergence for a smooth loss function (i.e., O(1/√T )) in terms of T .
The curse of decreasing step size is the major reason that leads to the slow convergence. On the
other hand, the decreasing step size is necessary due to the large variance of the stochastic gradient
when approaching the optimal solution.
Recently, there are several works dedicated to improving the convergence rate for a smooth loss
function. The motivation is to reduce the variance of the stochastic gradient so as to use a constant
step size like the full gradient method. We briefly mention several pieces of works. [20] proposed
a stochastic average gradient (SAG) method, which maintains an averaged stochastic gradient sum-
ming from gradients on all examples and updates a randomly selected component using the current
solution. [16, 43] proposed accelerated SGDs using predicative variance reduction. The key idea
is to use a mix of stochastic gradients and a full gradient. The two works share a similar idea that
the algorithms compute a full gradient every certain iterations and construct an unbiased stochastic
gradient using the full gradient and the gradients on one example. Stochastic dual coordinate ascent
(SDCA) [34] is another stochastic optimization algorithm that enjoys a fast convergence rate for
smooth loss functions. Unlike SGD types of algorithms, SDCA works on the dual variables and
at each iteration it samples one instance and updates the corresponding dual variable by increasing
the dual objective. It was shown in [16] that SDCA also achieves a variance reduction. Finally, all
these algorithms have a comparable linear convergence for smooth loss functions with the iteration
complexity being characterized by O
((
n+ R
2L
λ
)
log(1ǫ )
)
2
.
While most previous works target on improving the convergence rate for a better dependence on
the number of iterations T , they have innocently ignored the fact of condition number. It has been
observed when the condition number is very large, SGD suffers from a strikingly slow convergence
due to that the step size 1/(λt) is too large at the beginning of the iterations. The condition number is
also an obstacle that prevents the scaling-up of the variance-reduced stochastic algorithms, especially
when exploring the mini-batch technique. For instance, [33] proposed a mini-batch SDCA in which
the iteration complexity can be improved from O( n√
m
) to O( nm ) if the condition number is reduced
from n to n/m, where m is the size of the mini-batch.
Recently, there is a resurge of interest in importance sampling for stochastic optimization methods,
aiming to reduce the condition number. For example, Needell et al. [24] analyzed SGD with impor-
tance sampling for strongly convex objective that is composed of individual smooth functions, where
the sample for computing a stochastic gradient is drawn from a distribution with probabilities pro-
portional to smoothness parameters of individual smooth functions. They showed that importance
2The stochastic algorithm in [43] has a quadratic dependence on the condition number.
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sampling can lead to a speed-up, improving the iteration complexity from a quadratic dependence
on the conditioning (L/λ)2 (whereL is a bound on the smoothness and λ on the strong convexity) to
a linear dependence on L/λ. [44, 40] analyzed the effect of importance sampling for stochastic mir-
ror descent, stochastic dual coordinate ascent and stochastic variance reduced gradient method, and
showed reduction on the condition number in the iteration complexity. However, all of these works
could still suffer from very small strong convexity parameter λ as in (1). Recently [3] provided a
new analysis of the averaged stochastic gradient algorithm for a smooth objective function with a
constant step size. They established a convergence rate of O(1/T ) without suffering from the small
strong convexity modulus. It has been observed by empirical studies that it could outperform SAG
for solving least square regression and logistic regression. However, our experiments demonstrate
that with data preconditioning the convergence of SAG can be substantially improved and better
than that of [3]’s algorithm. More discussions can be found in the end of the subsection 4.2.
In recent years, the idea of data preconditioning has been deployed in lasso [15, 13, 26, 39] via
pre-multiplying the data matrix X and the response vector y by suitable matrices PX and Py , to
improve the support recovery properties. It was also brought to our attention that in [41] the authors
applied data preconditioning to overdetermined ℓp regression problems and exploited SGD for the
preconditioned problem. The big difference between our work and these works is that we place em-
phasis on applying data preconditioning to first-order stochastic optimization algorithms for solving
the RLM problem in (1). Another remarkable difference between the present work and these works
is that in our study data preconditioning only applies to the feature vector x not the response vector
y.
We also note that data preconditioning exploited in this work is different from preconditioning in
some optimization algorithms that transforms the gradient by a preconditioner matrix or an adaptive
matrix [28, 9]. It is also different from the Newton method that multiplies the gradient by the inverse
of the Hessian matrix [6]. As a comparison, the preconditioned data can be computed offline and the
computational overhead can be made as minimal as possible by using a large computer cluster with
parallel computations. Unlike most previous works, we strive to improve the convergence rate from
the angle of reducing the condition number. We present a theory that characterizes the conditions
when the proposed data preconditioning can improve the convergence compared to the one without
using data preconditioning. The contributed theory and technique act as an additional flavoring in
the stochastic optimization that could improve the convergence speed.
3 Preliminaries
In this section, we briefly introduce some key definitions that are useful throughout the paper and
then discuss a naive approach of applying data preconditioning for the RLM problem.
Definition 1. A function f(x) : Rd → R is a L-Lipschitz continuous function w.r.t a norm ‖ · ‖, if
|f(x1)− f(x2)| ≤ L‖x1 − x2‖, ∀x1,x2.
Definition 2. A convex function f(x) : Rd → R is β-strongly convex w.r.t a norm ‖ · ‖, if for any
α ∈ [0, 1]
f(αx1 + (1− α)x2) ≤ αf(x1) + (1− α)f(x2)− 1
2
α(1− α)β‖x1 − x2‖2, ∀x1,x2.
where β is also called the strong convexity modulus of f . When f(x) is differentiable, the strong
convexity is equivalent to
f(x1) ≥ f(x2) + 〈∇f(x2),x1 − x2〉+ β
2
‖x1 − x2‖2, ∀x1,x2.
Definition 3. A function f(x) : Rd → R is L-smooth w.r.t a norm ‖ · ‖, if it is differentiable and its
gradient is L-Lipschitz continuous, i.e.,
‖∇f(x1)−∇f(x2)‖∗ ≤ L‖x1 − x2‖, ∀x1,x2
where ‖ · ‖∗ denotes the dual norm of ‖ · ‖, or equivalently
f(x1) ≤ f(x2) + 〈∇f(x2),x1 − x2〉+ L
2
‖x1 − x2‖2, ∀x1,x2.
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In the sequel, we use the standard Euclidean norm to define Lipschitz and strongly convex functions.
Examples of smooth loss functions include the logistic loss ℓ(w;x, y) = log(1 + exp(−yw⊤x))
and the square loss ℓ(w;x, y) = 12 (w
⊤
x − y)2. The ℓ2 norm regularizer λ2 ‖w‖22 is a λ-strongly
convex function.
Although the proposed data preconditioning can be applied to boost any first-order methods, we will
restrict our attention to the stochastic gradient methods, which share the following updates for (1) :
wt = wt−1 − ηt (gt(wt−1) + λwt−1) , (2)
where gt(wt−1) denotes a stochastic gradient of the loss that depends on the original data rep-
resentation. For example, the vanilla SGD for optimizing non-smooth loss uses gt(wt−1) =
∇ℓ(w⊤t−1xit ; yit)xit , where it is randomly sampled. SAG and SVRG use a particularly designed
stochastic gradient for minimizing a smooth loss.
A straightforward approach by exploring data preconditioning for the solving problem in (1) is by
variable transformation. Let P be a symmetric non-singular matrix under consideration. Then we
can cast the problem in (1) into:
min
u∈Rd
1
n
n∑
i=1
ℓ(x⊤i P
−1
u, yi) +
λ
2
‖P−1u‖22, (3)
which could be implemented by preconditioning the data x̂i = P−1xi. Applying the stochastic
gradient methods to the problem above we have the following update:
ut = ut−1 − ηt
(
gt(ut−1) + λP−2ut−1
)
,
where gt(ut−1) denotes a stochastic gradient of the loss that depends on the transformed data repre-
sentation. However, there are two difficulties limiting the applications of the technique. First, what
is an appropriate data preconditioner P−1? Second, at each step we need to compute P−2ut−1,
which might add a significant cost (O(d2) if P−2 is pre-computed and is a dense matrix) to each
iteration. To address these issues, we present a theory in the next section. In particular, we tackle
three major questions: (i) what is the appropriate data preconditioner for the first-order methods to
minimize the regularized loss as in (1); (ii) under what conditions (w.r.t the data and the loss func-
tion) the data preconditioning can boost the convergence; and (iii) how to efficiently compute the
preconditioned data.
4 Theory
4.1 Data preconditioning for Regularized Loss Minimization
The first question that we are about to address is “what is the condition on the loss function in order
for data preconditioning to take effect”. The question turns out to be related to how we construct
the preconditioner. We are inclined to give the condition first and explain it when we construct the
preconditioner. To facilitate our discussion, we assume that the first argument of the loss function is
bounded by r, i.e., |z| ≤ r. We defer the discussion on the value of r to the end of this section. The
condition for the loss function given below is complimentary to the property of Lipschitz continuity.
Assumption 1. The scalar loss function ℓ(z, y) w.r.t z satisfies ℓ′′(z, y) ≥ β for |z| ≤ r and β > 0.
Below we discuss several important loss functions used in machine learning and statistics that have
such a property.
• Square loss. The square loss ℓ(z, y) = 12 |y − z|2 has been used in ridge regression and
classification. It is clear that the square loss satisfies the assumption for any z and β = 1.
• Logistic loss. The logistic loss ℓ(z, y) = log(1 + exp(−zy)) where y ∈ {1,−1} is used
in logistic regression for classification. We can compute the second order gradient by
ℓ′′(z, y) = σ(yz)(1 − σ(yz)), where σ(z) = 1/(1 + exp(−z)) is the sigmoid function.
Then it is not difficult to show that when |z| ≤ r, we have ℓ′′(z, y) ≥ σ(r)(1 − σ(r)).
Therefore the assumption (1) holds for β(r) = σ(r)(1 − σ(r).
5
• Possion regression loss. In statistics, Poisson regression is a form of regression analysis
used to model count data and contingency tables. The equivalent loss function is given by
ℓ(z, y) = exp(z) − yz. Then ℓ′′(z, y) = exp(z) ≥ exp(−r) for |z| ≤ r. Therefore the
assumption (1) hold for β(r) = exp(−r).
It is notable that the Assumption 1 does not necessarily indicate that the entire loss
(1/n)
∑n
i=1 ℓ(w
⊤
xi, yi) is a strongly convex function w.r.t w since the second order gradient, i.e.,
1
n
∑m
i=1 ℓ
′′(w⊤xi, yi)xix⊤i is not necessarily lower bounded by a positive constant. Therefore the
introduced condition does not change the convergence rates that we have discussed. The construc-
tion of the data preconditioner is motivated by the following observation. Given ℓ′′(z, y) ≥ β for
any |z| ≤ r, we can define a new loss function φ(z, y) by
φ(z, y) = ℓ(z, y)− β
2
z2,
and we can easily show that φ(z, y) is convex for |z| ≤ r. Using φ(z, y), we can transform the
problem in (1) into:
min
w∈Rd
1
n
n∑
i=1
φ(w⊤xi, yi) +
β
2
w
⊤ 1
n
n∑
i=1
xix
⊤
i w +
λ
2
‖w‖22.
Let C = 1n
∑n
i=1 xix
⊤
i denote the sample covariance matrix. We define a smoothed covariance
matrix H as
H = ρI +
1
n
n∑
i=1
xix
⊤
i = ρI + C,
where ρ = λ/β. Thus, the transformed problem becomes
min
w∈Rd
1
n
n∑
i=1
φ(w⊤xi, yi) +
β
2
w
⊤Hw. (4)
Using the variable transformation v ← H1/2w, the above problem is equivalent to
min
v∈Rd
1
n
n∑
i=1
φ(v⊤H−1/2xi, yi) +
β
2
‖v‖22. (5)
It can be shown that the optimal value of the above preconditioned problem is equal to that of the
original problem (1). As a matter of fact, so far we have constructed a data preconditioner as given
by P−1 = H−1/2 that transforms the original feature vector x into a new vector H−1/2x. It is
worth noting that the data preconditioning H−1/2x is similar to the ZCA whitening transforma-
tion, which transforms the data using the covariance matrix, i.e., C−1/2x such that the data has
identity covariance matrix. Whitening transformation has found many applications in image pro-
cessing [27], and it is also employed in independent component analysis [14] and optimizing deep
neural networks [29, 21]. A similar idea has been used decorrelation of the covariate/features in
statistics [22]. Finally, it is notable that when original data is sparse the preconditioned data may
become dense, which may increase the per-iteration cost. It would pose stronger conditions for the
data preconditioning to take effect. In our experiments, we focus on dense data sets.
4.2 Condition Number
Besides the data, there are two additional alterations: (i) the strong convexity modulus is changed
from λ to β and (ii) the loss function becomes φ(z, y) = ℓ(z, y)− β2 z2. Before discussing the con-
vergence rates of the first-order optimization methods for solving the preconditioned problem in (5),
we elaborate on how the two ingredients of the condition number are affected: (i) the functional
ingredient namely the ratio of the Lipschitz constant of the loss function to the strong convexity
modulus and (ii) the data ingredient namely the upper bound of the data norm. We first analyze the
change of the functional ingredient as summarized in the following lemma.
Lemma 1. If ℓ(z, y) is a L-Lipschitz continuous function, then φ(z, y) is (L + βr)-Lipschitz con-
tinuous for |z| ≤ r. If ℓ(z, y) is a L-smooth function, then φ(z, y) is a (L− β)-smooth function.
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Proof. If ℓ(z, y) is a L-Lipschitz continuous function, the new function φ(z, y) is a (L + βr)-
Lipschitz continuous for |z| ≤ r because
|φ(z1, y)− φ(z2, y)| ≤ L|z1 − z2|+ β
2
|z1 − z2|2
≤ (L+ βr)|z1 − z2|
If ℓ(z, y) is a L-smooth function, then the following equality holds [25]
〈ℓ′(z1, y)− ℓ′(z2, y), z1 − z2〉 ≤ L|z1 − z2|2.
By the definition of φ(z, y), we have
〈φ′(z1, y) + βz1 − φ′(z2, y)− βz2, z1 − z2〉 ≤ L|z1 − z2|2
Therefore
〈φ′(z1, y)− φ′(z2, y), z1 − z2〉 ≤ (L− β)|z1 − z2|2
which implies φ(z, y) is a (L − β)-smooth function [25].
Lemma 1 indicates that after the data preconditioning the functional ingredient becomes (L+βr)2/β
for a L-Lipschitz continuous non-smooth loss function and (L− β)/β for a L-smooth function.
Next, we analyze the upper bound of the preconditioned data x̂ = H−1/2x. Noting that ‖x̂‖22 =
x
⊤H−1x, in what follows we will focus on bounding maxi x⊤i H−1xi. We first derive and discuss
the bound of the expectation Ei[x⊤i H−1xi] treating i as a random variable in {1, . . . , n}, which
is useful in proving the convergence bound of the objective in expectation. Many discussions also
carry over to the upper bound for individual data. Let 1√
n
X = 1√
n
(x1, · · · ,xn) = UΣV ⊤ be the
singular value decomposition of X , where U ∈ Rd×d, V ∈ Rn×d and Σ = diag(σ1, . . . , σd), σ1 ≥
. . . ≥ σd, then C = UΣ2U⊤ is the eigen-decomposition of C. Thus, we have
Ei[x
⊤
i H
−1
xi] =
1
n
n∑
i=1
x
⊤
i H
−1
xi = tr(H
−1C) =
d∑
i=1
σ2i
σ2i + ρ
∆
= γ(C, ρ). (6)
where the expectation is taken over the randomness in the index i, which is also the source of
randomness in stochastic gradient descent methods. We refer to γ(C, ρ) as the numerical rank of
C with respect to ρ. The first observation is that γ(C, ρ) is a monotonically decreasing function
in terms of ρ. It is straightforward to show that if X is low rank, e.g., rank(X) = k ≪ d, then
γ(C, ρ) < k. If C is full rank, the value of γ(C, ρ) will be affected by the decay of its eigenvalues.
Bach [2] has derived the order of γ(C, ρ) in ρ under two different decays of the eigenvalues of
C. The following proposition summarizes the order of γ(C, ρ) under two different decays of the
eigenvalues.
Proposition 1. If the eigenvalues of C follow a polynomial decay σ2i = i−2τ , τ ≥ 1/2, then
γ(C, ρ) ≤ O(ρ−1/(2τ)), and if the eigenvalues of C satisfy an exponential decay σ2i = e−τi, then
γ(C, ρ) ≤ O
(
log
(
1
ρ
))
.
For completeness, we include the proof in the Appendix A. In statistics [11], γ(C, ρ) is also referred
to as the effective degree of freedom. In order to prove high probability bounds, we have to derive the
upper bound for individual x⊤i H−1xi. To this end, we introduce the following measure to quantify
the incoherence of V .
Definition 4. The generalized incoherence measure of an orthogonal matrix V ∈ Rn×d w.r.t to
(σ21 , . . . , σ
2
d) and ρ > 0 is
µ(ρ) = max
1≤i≤n
n
γ(C, ρ)
d∑
j=1
σ2j
σ2j + ρ
V 2ij . (7)
Similar to the incoherence measure introduced in the compressive sensing theory [8], the generalized
incoherence also measures the degree to which the rows in V are correlated with the canonical bases.
We can also establish the relationship between the two incoherence measures. The incoherence of
an orthogonal matrix V ∈ Rn×n is defined as µ = maxij √nVij [8]. With simple algebra, we can
show that µ(ρ) ≤ µ2. Since µ ∈ [1,√n], therefore µ(ρ) ∈ [1, n]. Given the definition of µ(ρ), we
have the following lemma on the upper bound of x⊤i H−1xi.
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Lemma 2. x⊤i H−1xi ≤ µ(ρ)γ(C, ρ), i = 1, . . . , n.
Proof. Noting the SVD of X = √nUΣV ⊤, we have xi = √nUΣV ⊤i,∗, where Vi,∗ is the i-th row
of V , we have
x
⊤
i H
−1
xi = nVi,∗ΣU⊤U(Σ + ρI)−1U⊤UΣV ⊤i,∗
= nVi,∗Σ(Σ + ρI)−1ΣV ⊤i,∗ = n
d∑
j=1
σ2j
σ2j + ρ
V 2ij
Following the definition of µ(ρ), we can complete the proof
max
1≤i≤n
x
⊤
i H
−1
xi ≤ µ(ρ)γ(C, ρ)
The theorem below states the condition number of the preconditioned problem (5).
Theorem 5. If ℓ(z, y) is a L-Lipschitz continuous function satisfying the condition in Assumption 1,
then the condition number of the optimization problem in (5) is bounded by (L+βr)2µ(ρ)γ(C,ρ)β , where
ρ = λ/β. If ℓ(z, y) is a L-smooth function satisfying the condition in Assumption 1, then the
condition number of (5) is (L−β)µ(ρ)γ(C,ρ)β .
Following the above theorem and previous discussions on the condition number, we have the fol-
lowing observations about when the data preconditioning can reduce the condition number.
Observation 1. 1. If ℓ(z, y) is a L-Lipschitz continuous function and
λ(L + βr)2
βL2
≤ R
2
µ(ρ)γ(C, ρ)
(8)
where r is the upper bound of predictions z = w⊤t xi during optimization, then the pro-
posed data preconditioning can reduce the condition number.
2. If ℓ(z, y) is L-smooth and
λ
β
− λ
L
≤ R
2
µ(ρ)γ(C, ρ)
(9)
then the proposed data preconditioning can reduce the condition number.
Remark 1: In the above conditions ((8) and (9)), we make explicit the effect from the loss func-
tion and the data. In the right hand side, the quantityR2/µ(ρ)γ(C, ρ) measures the ratio between the
maximum norm of the original data and that of the preconditioned data. The left hand side depends
on the property of the loss function and the value of λ. Due to the unknown value of r for non-
smooth optimization, we first discuss the indications of the condition for the smooth loss function
and comment on the value of r in Remark 2. Let us consider β, L ≈ Θ(1) (e.g. in ridge regression
or regularized least square classification) and λ = Θ(1/n). Therefore ρ = λ/β = Θ(1/n). The
condition in (9) for the smooth loss requires the ratio between the maximum norm of the original
data and that of the preconditioned data is larger than Θ(1/n). If the eigenvalues of the covariance
matrix follow an exponential decay, then γ(C, ρ) = Θ(1) and the condition indicates that
µ(ρ) ≤ Θ(nR2),
which can be satisfied easily if R > 1 due to the fact µ(ρ) ≤ n. If the eigenvalues follow a
polynomial decay i−2τ , τ ≥ 1/2, then γ(C, ρ) ≤ O(ρ−1/(2τ)) = O(n1/(2τ)), then the condition
indicates that
µ(ρ) ≤ O(n1− 12τR2),
which means the faster the decay of the eigenvalues, the easier for the condition to be satisfied.
Actually, several previous works [37, 10, 42] have studied the coherence measure and demonstrated
that it is not rare to have a small coherence measure for real data sets, making the above inequality
easily satisfied.
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If β is a small value (e.g., in logistic regression), then the satisfaction of the condition depends on the
balance between the factors λ, L, β, γ(C, ρ), µ(ρ), R2. In practice, if β, L is known we can always
check the condition by calculating the ratio between the maximum norm of the original data and that
of the preconditioned data and comparing it with λ/β − λ/L. If β is unknown, we can take a trial
and error method by tuning β to achieve the best performance.
Remark 2: Next, we comment on the value of r for non-smooth optimization. It was shown
in [31] the optimal solution w∗ to (1) can be bounded by ‖w∗‖ ≤ O( 1√λ ). Theoretically we
can ensure |z| = |w⊤x| ≤ R/√λ and thus r2 ≤ R2/λ. In the worse case r2 = R2/λ,
the condition number of the preconditioned problem for non-smooth optimization is bounded by
O
((
L2
β +
R2
λβ
)
µ(ρ)γ(C, ρ)
)
. Compared to the original condition number L2R2/λ, there may be
no improvement for convergence. In practice, ‖w∗‖2 could be much less than 1/
√
λ and therefore
r < R/
√
λ, especially when λ is very small. On the other hand, when λ is too small the step sizes
1/(λt) of SGD on the original problem at the beginning of iterations are extremely large, making
the optimization unstable. This issue can be mitigated or eliminated by data preconditioning.
Remark 3: We can also analyze the straightforward approach by solving the preconditioned prob-
lem in (3) using P−1 = H−1/2. Then the problem becomes:
min
u∈Rd
1
n
n∑
i=1
ℓ(u⊤H−1/2xi, yi) +
λ
2
u
⊤H−1u, (10)
The bound of the data ingredient follows the same analysis. The functional ingredient is
O˜
(
L(σ2
1
+ρ)
λ
)
due to that λu⊤H−1u ≥ λ/(σ21 + ρ)‖u‖22. If λ ≪ σ21 , then the condition number
of the preconditioned problem still heavily depends on 1/λ. Therefore, solving the naive precon-
ditioned problem (3) with P−1 = H−1/2 may not boost the convergence, which is also verified in
Section 5 by experiments.
Remark 4: Finally, we use the example of SAG for solving least square regression to demonstrate
the benefit of data preconditioning. Similar analysis carries on to other variance reduced stochastic
optimization algorithms [16, 34]. When λ = 1/n the iteration complexity of SAG would be dom-
inated by O(R2n log(1/ǫ)) [30] – tens of epochs depending on the value of R2. However, after
data preconditioning the iteration complexity becomes O(n log(1/ǫ)) if n ≥ Rˆ2, where Rˆ is the
upper bound of the preconditioned data, which would be just few epochs. In comparison, Bach and
Moulines’ algorithm [3] suffers from an O(d+R2ǫ ) iteration complexity that could be much larger
than O(n log(1/ǫ)), especially when required ǫ is small and R is large. Our empirical studies in
Section 5 indeed verify these results.
4.3 Efficient Data Preconditioning
Now we proceed to address the third question, i.e., how to efficiently compute the preconditioned
data. The data preconditioning using H−1/2 needs to compute the square root inverse of H times
x, which usually costs a time complexity of O(d3). On the other hand, the computation of the
preconditioned data for least square regression is as expensive as computing the closed form solu-
tion, which makes data preconditioning not attractive, especially for high-dimensional data. In this
section, we analyze an efficient data preconditioning by random sampling. As a compromise, we
might lose some gain in convergence. The key idea is to construct the preconditioner by sampling a
subset of m training data, denoted by D̂ = {x̂1, . . . , x̂m}. Then we construct new loss functions for
individual data as,
ψ(w⊤xi, yi) =


ℓ(w⊤xi, yi)− β2 (w⊤xi)2, if xi ∈ D̂
ℓ(w⊤xi, yi), otherwise
We define βˆ and ρˆ as
βˆ =
m
n
β, ρˆ =
n
m
ρ =
nλ
mβ
=
λ
βˆ
(11)
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Then we can show that the original problem is equivalent to
min
v∈Rd
1
n
n∑
i=1
ψ(v⊤Ĥ−1/2xi, yi) +
βˆ
2
‖v‖22. (12)
where Ĥ = ρˆI + 1m
∑m
i=1 x̂ix̂
⊤
i . Thus, Ĥ−1/2xi defines the new preconditioned data. Below we
show how to efficiently compute Ĥ−1x. Let 1√
m
Xˆ = Uˆ ΣˆVˆ ⊤ be the SVD of Xˆ = (x̂1, . . . , x̂m),
where Uˆ ∈ Rd×m, Σˆ = diag(σˆ1, . . . , σˆm). Then with simple algebra Ĥ−1/2 can be written as
Ĥ−1/2 = (ρˆI + Uˆ Σˆ2Uˆ⊤)−1/2 = ρˆ−1/2I − Uˆ SˆUˆ⊤,
where Sˆ = diag(sˆ1, . . . , sˆm) and sˆi = ρˆ−1/2 − (σˆ2i + ρˆ)−1/2. Then the preconditioned data
Ĥ−1/2xi can be calculated by Ĥ−1/2xi = ρˆ−1/2xi− Uˆ(Sˆ(Uˆ⊤xi)), which costs O(md) time com-
plexity. Additionally, the time complexity for computing the SVD of Xˆ is O(m2d). Compared with
the preconditioning with full data, the above procedure of preconditioning is much more efficient.
Moreover, the calculation of the preconditioned data given the SVD of Xˆ can be carried out on
multiple machines to make the computational overhead as minimal as possible.
It is worth noting that the random sampling approach has been used previously to construct the
stochastic Hessian [23, 7]. Here, we analyze its impact on the condition number. The same analysis
about the Lipschitz constant of the loss function carries over to ψ(z, y), except that ψ(z, y) is at
most L-smooth if ℓ(z, y) is L-smooth. The following theorem allows us to bound the norm of the
preconditioned data using Ĥ.
Theorem 6. Let ρˆ be defined in (11). For any δ ≤ 1/2, If
m ≥ 2
δ2
(µ(ρˆ)γ(C, ρˆ) + 1)(t+ log d),
then with a probability 1− e−t, we have
x
⊤
i Ĥ
−1
xi ≤ (1 + 2δ)µ(ρˆ)γ(C, ρˆ), ∀i = 1, . . . , n
The proof of the theorem is presented in Appendix B. The theorem indicates that the upper bound of
the preconditioned data is only scaled up by a small constant factor with an overwhelming probabil-
ity compared to that using all data points to construct the preconditioner under moderate conditions
when the data matrix X has a low coherence. Before ending this section, we present a similar
theorem to Theorem 5 for using the efficient data preconditioning.
Theorem 7. If ℓ(z, y) is a L-Lipschitz continuous function satisfying the condition in Assumption 1,
then the condition number of the optimization problem in (12) is bounded by (L+βr)2µ(ρˆ)γ(C,ρˆ)
βˆ
. If
ℓ(z, y) is a L-smooth function satisfying the condition in Assumption 1, then the condition number
of (12) is Lµ(ρˆ)γ(C,ρˆ)
βˆ
.
Thus, similar conditions can be established for the data preconditioning using Ĥ−1/2 to improve
the convergence rate. Moreover, varying m may exhibit a tradeoff between the two ingredients
understood as follows. Suppose the incoherence measure µ(ρ) is bounded by a constant. Since
γ(C, ρˆ) is a monotonically decreasing function w.r.t ρˆ, therefore γ(C, ρˆ) and the data ingredient
x
⊤
i Ĥ
−1
xi may increase as m increases. On the other hand, the functional ingredient L/βˆ would
decrease as m increases.
5 Experiments
5.1 Synthetic Data
We first present some simulation results to verify our theory. To control the inherent data properties
(i.e, numerical rank and incoherence), we generate synthetic data. We first generate a standard
Gaussian matrix M ∈ Rd×n and then compute its SVD M = USV ⊤. We use U and V as the
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Figure 1: Synthetic data: (a) compares the condition number of the preconditioned problem (solid
lines) with that of the original problem (dashed lines of the same color) by varying the value of
β (a property of the loss function) and varying the decay of the eigenvalues of the sample covari-
ance matrix (a property of the data); (b) compares the condition number by varying the value of λ
(measuring the difficulty of the problem) and varying the decay of the eigenvalues.
left and right singular vectors to construct the data matrix X ∈ Rd×n. In this way, the incoherence
measure of V is a small constant (around 5). We generate eigenvalues of C following a polynomial
decay σ2i = i−2τ (poly-τ ) and an exponential decay σ2i = exp(−τi). Then we construct the data
matrix X =
√
nUΣV ⊤, where Σ = diag(σ1, · · · , σd).
We first plot the condition number for the problem in (1) and its data preconditioned problem in (5)
using H−1/2 by assuming the Lipschitz constant L = 1, varying the decay of the eigenvalues of the
sample covariance matrix, and varying the values of β and λ. To this end, we generate a synthetic
data with n = 105, d = 100. The curves in Figure 1(a) show the condition number vs the values of
β by varying the decay of the eigenvalues. It indicates that the data preconditioning can reduce the
condition number for a broad range of values of β, the strong convexity modulus of the scalar loss
function. The curves in Figure 1(b) show a similar pattern of the condition number vs the values of
λ by varying the decay of the eigenvalues. It also exhibits that the smaller the λ the larger reduction
in the condition number.
Next, we present some experimental results on convergence. In our experiments we focus on
two tasks namely least square regression and logistic regression, and we study two variance re-
duced SGDs namely stochastic average gradient (SAG) [30] and stochastic variance reduced SGD
(SVRG) [16]. For SVRG, we set the step size as 0.1/L˜, where L˜ is the smoothness parameter of
the individual loss function plus the regularization term in terms of w. The number of iterations for
the inner loop in SVRG is set to 2n as suggested by the authors. For SAG, the theorem indicates the
step size is less than 1/(16L˜) while the authors have reported that using large step sizes like 1/L˜
could yield better performances. Therefore we use 1/L˜ as the step size unless otherwise specified.
Note that we are not aiming to optimize the performances by using pre-trained initializations [16]
or by tuning the step sizes. Instead, the initial solution for all algorithms are set to zeros and the
step sizes used in our experiments are either suggested in previous papers or have been observed to
perform well in practice. In all experiments, we compare the convergence vs the number of epochs.
We generate synthetic data as described above. For least square regression, the response variable is
generated by y = w⊤x + ε, where wi ∼ N (0, 100) and ε ∼ N (0, 0.01). For logistic regression,
the label is generated by y = sign(w⊤x+ ε). Figure 2 shows the objective curves for minimizing
the two problems by SVRG, SAG w/ and w/o data preconditioning. The results clearly demonstrate
data preconditioning can significantly boost the convergence.
To further justify the proposed theory of data preconditioning, we also compare with the straightfor-
ward approach that solves the preconditioned problem in (3) with the same data preconditioner. The
results are shown in Figure 3. These results verify that using the straightforward data precondition-
ing may not boost the convergence.
Finally, we validate the performance of the efficient data preconditioning presented in Section 4.3.
We generate a synthetic data as before with d = 5000 features and with eigenvalues following the
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Figure 2: Convergence of two SGD variants w/ and w/o data preconditioning for solving the least
square problem (a,b) and logistic regression problem on the synthetic data with the eigenvalues
following a polynomial decay. The value of λ is set to 10−5. The condition numbers of the two
problems are reduced from = 2727813 and 681953 to c′ = 1.88, and 32506, respectively.
Table 1: the statistics of real data sets
data set n d task
covtype 581012 54 classification
MSD 463715 90 regression
CIFAR-10 10000 1024 classification
E2006-tfidf 19395 150350 regression
poly-0.5 decay, and plot the convergence of SVRG for solving least square regression and logistic
regression with different preconditioners, including H−1/2 and Ĥ−1/2 with different values of m.
The results are shown in Figure 4, which demonstrate that using a small number m (m = 100
for regression and m = 500 for logistic regression) of training samples for constructing the data
preconditioner is sufficient to gain substantial boost in the convergence.
5.2 Real Data
Next, we present some experimental results on real data sets. We choose four data sets, the million
songs data (MSD) [4] and the E2006-tfidf data 3 [17] for regression, and the CIFAR-10 data [18]
and the covtype data [5] for classification. The task on covtype is to predict the forest cover type
from cartographic variables. The task on MSD is to predict the year of a song based on the audio
features. Following the previous work, we map the target variable of year from 1922 ∼ 2011 into
[0, 1]. The task on CIFAR-10 is to predict the object in 32×32 RGB images. Following [18], we use
the mean centered pixel values as the input. We construct a binary classification problem to classify
dogs from cats with a total of 10000 images. . The task on E2006-tfidf is to predict the volatility
of stock returns based on the SEC-mandated financial text report, represented by tf-idf. The size of
3http://www.csie.ntu.edu.tw/
˜
cjlin/libsvmtools/datasets/regression.html
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Figure 3: Comparison of the proposed data preconditioning with the straightforward approach by
solving (3) (simple-precond) on the synthetic regression data generated with different decay of
eigen-values.
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Figure 4: Comparison of convergence of SVRG using full data and sub-sampled data for construct-
ing the preconditioner on the synthetic data with d = 5000 features for regression (left) and logistic
regression (right).
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Figure 5: comparison of convergence on covtype. The value of λ is set to 1/n, and the value of β is
0.01 for classification.
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Figure 6: comparison of convergence on MSD. The value of λ is set to 2×10−6 MSD, and the value
of β is 0.99 for regression.
these data sets are summarized in Table 1. We minimize regularized least square loss and regularized
logistic loss for regression and classification, respectively.
The experiment results and the setup are shown in Figures 5 ∼ 8, in which we also report the con-
vergence of Bach and Moulines’ ASG algorithm [3] on the original problem with a step size c/R2,
where c is tuned in a range from 1 to 10. The step size for both SAG and SVRG is set to 1/L˜.
In all figures, we plot the relative objective values 4 either in log-scale or standard scale versus the
epochs. For obtaining the optimal objective value, we run the fastest algorithm sufficiently long
until the objective value keeps the same or is within 10−8 precision. On MSD and CIFAR-10, the
convergence curves of optimizing the preconditioned data problem using both the full data precon-
ditioning and the sampling based data preconditioning are plotted. On covtype, we only plot the
convergence curve for optimization using the full data preconditioning, which is efficient enough.
On E2006-tfidf, we only conduct optimization using the sampling based data preconditioning be-
cause the dimensionality is very large which renders the full data preconditioning very expensive.
These results again demonstrate that the data preconditioning could yield significant speed-up in
convergence, and the sampling based data preconditioning could be useful for high-dimensional
problems.
Finally, we report some results on the running time. The computational overhead of the data precon-
ditioning on the four data sets 5 running on Intel Xeon 3.30GHZ CPU is shown in Table 2. These
computational overhead is marginal or comparable to running time per-epoch. Since the conver-
gence on the preconditioned problem is faster than that on the original problem by tens of epochs,
therefore the training on the preconditioned problem is more efficient than that on the original prob-
lem. As an example, we plot the relative objective value versus the running time on E2006-tfidf
dataset in Figure 9, where for SAG/SVRG with efficient preconditioning we count the precondition-
ing time at the beginning.
4the distance of the objective values to the optimal value.
5The running time on MSD, CIFAR-10, and E2006-tfidf is for the sampling based data preconditioning and
that on covtype is for the full data preconditioning.
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Figure 7: comparison of convergence on CIFAR-10. The value of λ is set to 10−5 for CIFAR-10,
and the value of β is 0.01 for classification.
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Figure 8: comparison of convergence on E2006-tfidf. The value of λ is set to 1/n, and the value of
β is 0.99 for regression.
6 Conclusions
We have presented a theory of data preconditioning for boosting the convergence of first-order op-
timization methods for the regularized loss minimization. We characterized the conditions on the
loss function and the data under which the condition number of the regularized loss minimization
problem can be reduced and thus the convergence can be improved. We also presented an efficient
sampling based data preconditioning which could be useful for high dimensional data, and analyzed
the condition number. Our experimental results validate our theory and demonstrate the poten-
tial advantage of the data preconditioning for solving ill-conditioned regularized loss minimization
problems.
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Appendix A: Proof of Proposition 1
We first prove for the case of polynomial decay σ2i = i−2τ , τ ≥ 1/2.
d∑
i=1
σ2i
σ2i + ρ
=
d∑
i=1
1
1 + i2τρ
≤
∫ d
0
1
1 + t2τρ
dt
=
∫ ρd2τ
0
1
1 + s
ρ−1/(2τ)s1/(2τ)−1
1
2τ
ds (with the change of variable s = ρt2τ )
≤
∫ ∞
0
1
1 + s
ρ−1/(2τ)s1/(2τ)−1
1
2τ
ds
= O(ρ−1/(2τ)) (since the integral is finite)
For the exponential decay σ2i = e−τi, we have
d∑
i=1
σ2i
σ2i + ρ
=
d∑
i=1
e−τi
e−τi + ρ
≤
∫ d
0
e−τt
e−τt + ρ
dt
=
1
τ
∫ 1
e−τd
s
s+ ρ
ds (with the change of variable s = e−τt)
≤ 1
τ
∫ 1
0
s
s+ ρ
ds ≤ 1
τ
∫ 1
0
1
s+ ρ
ds
=
1
τ
[log(1 + ρ)− log(ρ)] = O
(
log
(
1
ρ
))
Appendix B: Proof of Theorem 6
Proof. Let us re-define H = ρˆI +C. We first show that the upper bound of the preconditioned data
norm using Ĥ−1 is only scaled-up by a constant factor (e.g., 2) compared to that using H−1. We
can first bound x⊤i Ĥ−1xi by x⊤i H−1xi
x
⊤
i Ĥ
−1
xi = x
⊤
i H
−1/2
(
H1/2Ĥ−1H1/2
)
H−1/2xi
≤ λmax
(
H1/2Ĥ−1H1/2
)
x
⊤
i H
−1
xi, i = 1, . . . , n.
So the crux of bounding x⊤i Ĥ−1xi is to bound λmax
(
H1/2Ĥ−1H1/2
)
, i.e., the largest eigenvalue
of H1/2Ĥ−1H1/2. To proceed the proof, we need the following Lemma.
Lemma 3. [38] Let X be a finite set of PSD matrices with dimension k, and suppose that
max
X∈X
λmax(X) ≤ B.
Sample {X1, . . . , Xℓ} uniformly at random from X without replacement. Compute
µmax = ℓλmax(E[X1]), µmin = ℓλmin(E[X1])
Then
Pr
{
λmax
(
X¯
) ≥ (1 + δ)µmax} ≤ k
[
eδ
(1 + δ)1+δ
]µmax
B
Pr
{
λmin
(
X¯
) ≤ (1− δ)µmax} ≤ k
[
e−δ
(1− δ)1−δ
]µmax
B
where X¯ =
∑l
i=1Xi.
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Let us define S = Σ2 + ρˆI and
X =
{
Xi = H
−1/2 (
xix
⊤
i + ρˆI
)
H−1/2, i = 1, . . . , n
}
First we show that
λmax(Xi) ≤ µ(ρˆ)γ(C, ρˆ) + 1.
Since
µmax = mλmax(Ei[Xi]) = m
This can be proved by noting that
λmax(H
−1/2ρˆIH−1/2) = max
i
ρˆ
ρˆ+ σ2i
≤ 1
λmax(H
−1/2
xix
⊤
i H
−1/2) ≤ x⊤i H−1xi ≤ µ(ρˆ)γ(C, ρˆ)
where the second inequality is due to Lemma 2 and the new definition of H . By applying the above
Lemma and noting that X¯ = 1m
∑m
i=1Xi = H
−1/2ĤH−1/2, we have
Pr
{
λmin
(
H−1/2ĤH−1/2
)
≤ 1− δ
}
≤ d exp
(
− m
µ(ρˆ)γ(C, ρˆ) + 1
[(1− δ) log(1− δ) + δ]
)
Using the fact that
(1− δ) log(1− δ) ≥ −δ + δ
2
2
and by setting m = 2(µ(ρˆ)γ(C, ρˆ) + 1)(log d+ t)/δ2, we have with a probability 1− e−t,
λmin
(
H−1/2ĤH−1/2
)
≥ 1− δ
As a result, we have with a probability 1− e−t,
λmax
(
H1/2Ĥ−1H1/2
)
≤ 1
λmin
(
H−1/2ĤH−1/2
)
≤ 1
1− δ ≤ 1 + 2δ, ∀δ ≤ 1/2.
Therefore, we have with a probability 1− e−t for any δ ≤ 1/2,
x
⊤
i Ĥ
−1
xi ≤ (1 + 2δ)µ(ρˆ)γ(C, ρˆ), i = 1, . . . , n
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