We give an overview on applications of interval arithmetic.Among others we discuss veriucation mcthous for linear systCrn..5 üf cquatio!Js, nonlinear systems, the algebruic eigenvalue problem, initial valu<: problems for ODEs and boundary v;Üu<:lor PDEs of scc\)ud order. \Ve also considcr the itcm software in lhis I1dd <lndgive smne historka.! remarks.
Historieal remarks and introduction
First, we try tO give a survey on how ano where interval analysis was deveJoped. Of course, we cannot give areport which covers an single steps of [his deve!opment. We simp!y try 10 list some .Corresponding auilim. import3nt steps and publisbed papers whieh bave contributed to it. This sur'vey influcnced thc gpccial experience ami taste 01'tbc authors. A famous ana very oId example of an intcrval el1closure is given by thc mcthod due to Archimcdcs. He considered inscribed polygons and circumscribing polygons 01' a circle with radius 1 and obtained an sequence of Im,Verboun<!s aud al tbc same a dccreasing sequence of upper bounds for thc aera of the corresponding disco Thus stopping this process \vith a circumscribing and an inscribed polygon, eaeh of n sides, he obtained an interval containing thc number 7f.. By choosing n large enough, an interval of arbitrary small width can be found in this wa)' containing n.
One of thc first referenccs to interval arithmetic as a too] in nmnerical computing can already be found in (35, p. 346 ff] (origina11y published in Russian in 1951) whcrc the mIes for thc arithmctic of intervals (in thc case that both opcrands contain only positive rmmbers) are explicitly stated and applied to what 18 caHed today interval arithmetic evaluation 01' rational expressions (sec Section 2 of thc prescnt paper). For example, the 1'oHow1!igproblem is discussed: What is the range of tue expression of course, strongly a+b x= if the exact values 01' a, band c are known to lie in certain given intervals. By plugging in thc given intcrva!s the expression for x detivers a superset of the range of x.
to Moore P.S. has discussed matrix already in his book [29] in 1951.
Probably thc most important paper for the development of interval arithmetic has been published by the Japanese scientist Teruo Sunaga (88] . In this publication not only the algebraic rules für the basic operations \vith can be hut a of the whieh they ful!11LThe general principk: of bounding the range of a rational function over an interval by using only the endpoints via imerv'al arithmetic evaluation is aIready discussed. Furthennore, interval vectors are introduced (as muJtidimensional intervals ) and tbc corresponding operations are discussed. Tbc idea of an encJosure für the zero of a rea! fU!Jction \vbat is today called interval Newton method is already presentcd in Sunaga's paper (Example 9.1). Finally, bounding the value of a definite integral by bounding thc remainder term using interval arithmetic tools and computing a pointwise enclosure for the solution of an initial value problem by remainder term enclosing have aJready been discussed there. Althoughw-rlttcn in these results did not find much attention until toe first book on intcrvai analysis appeared wilieh was written by Moore [64] .
Moore's book was the outgrmvth of his Ph.D. thesis [63] and thereforewas mainly concentrated on bounding solutions of initial value for equations it eontained also a whole bunch of general ioeas.
After the appearance of Moore's book groups from different countries started to investigatc thc tneory and application of interval arithmetic systematicalIy. One of the first survey artieies following Ivioore's book was \-vritten Kulisch [49] . on the book [12] was wriHen which was translated to English in ]983 as [13] .
Thc interplay between algorithms and thc realization on digital computers was tboroughfully in- properties on existence, uniqueness and enc10sure of a solution when they are performed on a computer. Based on such a machine interval arithmetic, software is available which delivers verified solutions and bounds for them in various fields of mathematics. We will shortly consider this topic in Section 9.
In the last 20.years both the algorithmic components of interval arithmetic and their realization on computers (inc1uding software packages for different problems) were further developed. Today the understanding of the theory and the use of adapted programming languages are indispensible tools for reliable advanced scientific computing.
Definitions, notations and basic facts
Let [a]= [Q,ä] ,b = [Q,b] be real compact intervals and 0 one of the basic operations 'addition', 'subtraction', 'multiplication'and 'division', respective1y, for real numbers,that is 0 E {+, -,', j}. 
consists only of the elementa, then we identifythe real number a with the degenerate interval [a,a] keeping the real notation, i.e., a ==[a,a]. In this way one recovers at once the real numbers IRand the corresponding real arithmetic when restricting I(IR) to the set of degenerate real intervals equipped with the arithmetic defined in (1). Unfortunately, (I(IR),+, .) is neither a field nor a ring. The structures (I(IR),+) and (I(IR)j{O},.) are commutative sernigroups with the neutral elements 0 and 1, respectively, but they are not groups. A nondegenerate interval [a] has no inverse with respect to addition or multiplication. Even the distributive law has to be replaced by the so-called subdistributivity
(2)
The simple example [ -1, 1](1+ (-1)) = 0 c [ 
(4) Apparenlly, they are extensions of the corresponding real functions. These real functions are continuous aud piecewise monotone on any compact subinterval of thcir domain of definition. Therefore, tl1e values <p ([x] ) can be computed direct1yftom the values at thc bounds of [x] and from selected constants such as 0 in the case of ihe square, 01' 1, 1 the case siue and eosine. It is obvious timt the standard iuterval funet!o!)s are inc1usion monotone, i.c., they satisfy
Let f: D~!R1 ..;. R be given by a mathcmatiealexpressionfex) wbkh is composedhy finitelymany eiementary operations +, -, ., I ami standard functions q;E F. lf oue replaces the variable x by an interval [xJ~D and if one can evaluate the resulting interval expression following the ruIes in (I) and (4) then one gets again an interval. It is denoted by f([X)) aud is usual1y caUed (an) interval mithmetic evaluation 01' f over [x). For simplicily and without it separately we asrmme that fUx]) exists whcnever it occurs in thc paper.
From (3) aud (5) tbc intcf\lal arithmetic evaluation turns out to be indusion monotone, i.e., ([yJ) holds. In partienlar, fUx]) exists whenevcr f([y)) does für [yJ2 [xJ. From (6) wo obtain
Here R(f; [x] ) denotcs thc range 01'J over [x) .
Relation (8) is thc fundamental propcrty on wWch nearly a11applications of interval arithmetic are based. It is important to stress what (8) reaHy is de!ivering: Without anyftuther assumptiü!1s is jt possible to compute tower and upper bounds for the range over an interval by using only the bounds of the given interval. From thi$ example it is dear that the quality of the interva1 arithmetic evaluation as an enclosure of thc range of f ovcr an interval [xl i$ strongly dependent on bow the expression for f(x) i$ \-vritten. In order to measure this quality we introduce the so-called Hausdorff distance q(.,.) between intervals with which l( IR) is a compIete metrie space:
Furthcnnore, we use
if 0~[al (10) and An interval matrix [A]E 1(~"X") i3 cal1ednonsingularif it contains no singular realn x n matrix. The Hausdorff distance, the center, the diameter and the absolute value in (9), (10) can be generalized to interval matrices and intervaJ vectors, respectively,by applying iliem entry\vise.Note that the results are real matrices and vectors, respectively,as Cß.nbe seen, e.g., for
. We also use the comparison matrix <[A]}= (ci}) E IR"XI!which i8 defined for
By int([x]) we denote fue interior of an interval vector~,], by p(A) the spectral radius of A E !R"x" and by 11.1 the usual maximum norm for vectors from R" or the row sum nonn for matrices from
Rnxn.In addition,the Euclideannonn 11.11: in R" will be used. Unfbrtunately, not many expressions f(x) can he rearranged such that the assumptions uf Theorem 2 are fulfiiled. In order to propose an alternativewe consider first a simple example.
with ;)=2
in agreement with Theorem 1. If we rewrite fex) as
and plng in the intcrval [x]=[~~r, t+r] on the right-handside then we get the interval n which,of course,includesR(f; [x]) again,and 
and (under same additional assumplions)
where the constant K depends on [xJo but not on [x] and z.
Relation (15) is called 'quadratic approximationproperty' of the centered form. For rational functions it Is not difficult to find a centercd fonn, see for example [77] .
After having introduced the centered form it is natural to ask if there are farms which deliver highcr than quadratic order of approximation cf thc range. Unfortunately,this is not the case as has been showli recently by Hertling [39] ; see also [70] .
Nevertheless, in special cases one can uso the so-caHedgeneralized centered forms to get higherorder approximations 01'thc range; see, e.g., [l8J. Another interesting idea which uses a so-calIed 'remainder form of f' was introduced by Cornelius and Lohner [27] .
FinaHy, we can apply the subdivision principle in order to improve thc eucloSL1re 01'the range. is considered and where various examples for epsiJon inflations are prcsented. Unfortunately, Theorem 8 says nothing On the number of steps which are needed to succeed \vith (22) . Therefbre, other possibilities become intercsting which we are going to prescnt in the second part 01'this section and in Section 6.
Vie consider HO\Vzeros cf a givcn fUHction f. 
where (29) 
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Note that J is a continuoHsmapping x and y which
where f' ([x] ) derlOtesthc intel,la1 arithmetic evaluation oI' thc Jacobian of f. For fixed y E~'"]we fron: (28) and
This leads to thc following definition of the interva! Newton operator N(x) whien we introduce in analogy to (18): suppose that
The interval Ne\vton method is deftned by Table 2 . Thc number in the second line exhibits thc uumber of steps untHthc intersection becorne:;empty. For n = 9 we have a diameter of approximate!y 2.75, which is not smaH,and after only 3 the intersection bccornes empty. The imervals wÜh the numbers 11=1,2,3,6,8 each contain a zero of f. In the sccond 1ine the number of steps are given which have to be perfonned until the lower and tipper bound can be no longer improved on thc computer. These numbers confirm the quadratic convergence 01' the diameters 01'the enclosing inteITals. (For n = 3 thc enclosed zero is x* = 0 and we are in thc underflow range.)
For more details concerning thc speed of divergence see [8] . Thc intcITal Newton method has the big disadvantagcthat cven if the interval arit'luneticevaluation f' ([xt) cf the Jacobian contain$ no singular matrix il,>feasibiEtyis not guarantC\.
o is sumciently s.maJI. Fm this reason Krawczyk (48] had thc idea to introduce a mapping which today is ealled the Krawczyk operator:
Assume again that a mapping (27) with the correspondingproperties is Then analogously to (32) we consider thc so-caHed Krawczyk operator
Tab!e! Thc modified interval Nc\vton method ap-
The interval Newton mcmod applied 10f from Example 3
[ 
It foUows, using (28) and the assumption,
ßy Brouwcr'sfixedpointtheorem 9 hasa fixedpoint E [x] . Ihis fixedpointis a zeroof f. 
) contained a singular matrix Athen 1 -CA wou1d have thc eige:nvalue 1 and we wou!d get thc contradiction (28) aud (30) would imply x' .;;;;ỹ'.
(b) By (28) we have
::::: XIx]. (49) fülJows now from
by using (48) . where C is any upper bound for thc set {jM-! I i111E f' (Lx]tI)}. Therefore 
f(m(x]).~ItÖ=J(,!,m[x])(rn[x)
-~J.
It foJiows that k --!~~dlx) "W. 
=~(I -CJÜ,m[x]»d[x)-Cf,<!)+ O(lld[x]II~)e.
I~C.J(,!,m[x)) = qc-1 -J(~,m[x]))E C(f'((x]) -f'(~\'))) = Cdf'([x)),
Ce) 1f [,1] and [M] are M matrices and (f !i?;O then p«[M1)-!I[NJI) = p(M..1il) < 1 and [x]* fron? (b) i3 the hull of S. (d) Let [x]EI(IR"). lf J([x)) from (68) satisfies (f([X])iC(X,]
Jor i = l'H..n, then p({[MJ).-lj[N]I) < 1.») , ',,'.,\ '''I [ J " L' Ij" J'},'. ..1, 'Li ,v 1 ';.'} , \ m" i ) iI )=, j=! i = 1,...,11,
whence {[M])q(f{[x)),f([y]))~I[N)lq([x),[y]) and q(f([x]),f([y])~Pq([x],[y]).
Henee [ is a P contraction, and Theorem 7 together with Remark 1 proves the convergence. In order to prove the hull property let [xr be thc limit of (68) We now apply the Krawczykoperator(43) to the functionAx -. band repiaceA ERnx", bE
Tnen we get the modifiedKrawczykoperator
an<! proved (71) with some nonsingular matrix CE 1R"x" and any vector ml'C] from~n. For Kn"'''' [x] and for the iteration
with fixed C the fol1owing analogue of Theorem 11 holds.
(12) (50) and by using the representation ;:;::
(h) 15 a:nalogously to part (a) of Theorem 1L
(e) Since the assertion implies p(il -C[AJI) < I aU properties of (a) hold. Let X' ES. Then thcre
where we used the Neumann series for the last inequality. 0
Remark 3. (a) As in Remark 2 it i8 not necessary to know whether C is nonsingular if (73), (75) or (76) .ii + f.j + fi,~minSi~.ii + +-i-+ Ji> :\';-+fi'i+ i~maxSi In order to prove the t\vo remaining inequaHtiesnote that thc interva! [z;] is thc il1tervalarithmetic
Theorem 16. Lel [A]EJ(iR"XJi),[b]E f(i!f'), Si as in (79). Compute KmoJ[x]fram (71) with (my
In f(A,b) each variable occurs only once. Therefore, Theorem 2 implies 
.+drAll) ean he expeercd to be smaH anti from Thc proof 01'this theorem cau be found in [15] , correspondingpropertics on c1assesof matrices witil more general dependendes in [16, 17] . Fm tbc Fourier..Motzkin elimination see, instance, [85] .
We want to enclose S,ymby an interval vector. TriviaHy,each rnethod for enclosing S delivers such a vector. Eut the symmetrie solution set ofteu contains rnueh lesE; elements than S. Therefore, it is usefu! to look tor methods ,"vhiehenelose S'Y11l but not necessarilyS. Such a method is the iuterval Cholesky metl10d which i5 defined by applying formaIIy the formuJas of thc Cholesky mcthod to tbe intervaJ data the algorithmthc squares andthegquare rootsare dennedvia (4). We assumethat no division version of the method was introdnced and stndied in detail. See also [21] .
Another mcthod to endose Ssymwas considered by Jansson in [41] . He starts with a modification of J): Let 
Thc algebraic eigenvaJueproblem ami related topies
In this section we look for iutcrvals
an J: E !R and ccmtains an
x' E !R:" \ {O} a given matrix A E !R;"XJI. We restriet ourselves only to real eigenpairs. CompJex ones have also been studied; cf [56,57], e.g., for an overview. We start with thc mild nonlinear
wnere io is a fixed index from {1,...,n} and a:f.: 0 is a constant. lt is obvious that (x"I.') is a solution of (85) ln [58] it lS shown how (87) can be rec!uced to an n-dimensional problem whkh, originaHy, formed the starting point in [6] . It is also indicated there how (87) has to be modified if the normalization 
i],[i])~([x]o.[Ar~).
A third method is due to H. Behnke and F. Goerisch. It assumes A to be symmetrieand is based on a complementary variational prindple. for details see, c.g., [23, Section 6] , and the references there.
Symmetrie matrices can also be handled by an access due to Lohner [54] . First A is reduccd to nearly diagonal form using Jacobi rotations and a sort of staggered correction. FinalJyGersbgorin's theorem is applied in to bounos the A theorem due to aikrlNs the enclosure of eigenvectors.
There is no problem to generaiize thc ideas above to the generalized eigenvalue problem Ax = One of thc most popular methods for verifying and enciosing solutions of initial value problems is known as Taylor memod. 1t goes back to and was in ways -cf:, for instance, [30, 53] , and overviews in [26, 66, 80) . In order to dcscribe this method we assume that we know the grid point Xk < XKand an enclosure (I] [yO] ). This phenomenon which occurs at each grid point Xk, k > 0, is called wrapping effect 1t8 existence is an intrinsic feature of interval arithmctic and cloes not depend on the particlilar methocl. Hs 15strong!y influenced by the choke of the method. In order to reduce this size the original mean va!ue method often has to be modified. If hk > (} is smaJ1 and pis large ane can expect' that the second summand [S;j(LlJ .-J;k) in (106) contributes most to tIle wrapping etIect It can be infiuenced by preconditÜming wirh a regular matrix Ak E jR"X"which yiclds to the following variant of the mcal1 value methocl: 
Before we consider particu!ar choices of roatrices Al: we prove an analogue of (107). [ Like the theory of partial differential equations the verification methods in this field are ver)' heterogeneous. As in many cases in the previous sections they are mosdy based on fixed point theorcms and on particular function spaces. In order to give a taste of some ideas we outline a method duc to Plmn [74J which applies for seconGorder eUiptic boundary problems thc fonn 
where a~IR", I! E {2,3}, is a bounded domain whose boundmy 0$2 is at least Lipschitz continuous. Thc boundary operator B is de11nedby We stm1 with a function W E H~(Q) which can be thought to bc an approximation 01'a solution u* of (114), (115), a1though -at the moment -wo do not know whether such a solution exists. 
then Schauder's fixed point theorem guarantees thc existence of 50111C fixed point u' E U 01' T which, by virtue of (119), is a solutton of (114), (115). In order to constrnct U we first apply a (1
