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We present a unifying variational calculus derivation of Groverian geodesics for both quantum
state vectors and quantum probability amplitudes. In the first case, we show that horizontal affinely
parametrized geodesic paths on the Hilbert space of normalized vectors emerge from the minimiza-
tion of the length specified by the Fubini-Study metric on the manifold of Hilbert space rays. In the
second case, we demonstrate that geodesic paths for probability amplitudes arise by minimizing the
length expressed in terms of the Fisher information. In both derivations, we find that geodesic equa-
tions are described by simple harmonic oscillators (SHOs). However, while in the first derivation the
frequency of oscillations is proportional to the (constant) energy dispersion ∆E of the Hamiltonian
system, in the second derivation the frequency of oscillations is proportional to the square-root
√
F
of the (constant) Fisher information. Interestingly, by setting these two frequencies equal to each
other, we recover the well-known Anandan-Aharonov relation linking the squared speed of evolu-
tion of an Hamiltonian system with its energy dispersion. Finally, upon transitioning away from
the quantum setting, we discuss the universality of the emergence of geodesic motion of SHO type
in the presence of conserved quantities by analyzing two specific phenomena of gravitational and
thermodynamical origin, respectively.
PACS numbers: Classical General Relativity (04.20.-q), Probability Theory (02.50.Cw), Quantum Algo-
rithms (03.67.Ac), Quantum Mechanics (03.65.-w), Riemannian Geometry (02.40.Ky), Thermodynamics
(05.70.-a).
I.
2II. INTRODUCTION
The concept of Fisher information plays a key role in both physics [1] and information theory [2]. Methods of
Fisher information have been widely employed for both classical and quantum physical systems [3]. The increasing
importance of the concept of Fisher information in both statistical physics and quantum computing was recently
pointed out in [4]. In statistical physics for instance, the application of Fisher information in the kinetic theory
of gases is specified by its decrease along the solutions of the Boltzmann equation for Maxwellian molecules in the
two-dimensional case [5]. In quantum physics, for example, the output state in Grover’s quantum search algorithm
follows a geodesic path emerging from the Fubini-Study metric on the manifold of Hilbert-space rays [6–8].
In Ref. [4], the authors presented an information geometric characterization of the oscillatory or monotonic behavior
of statistically parametrized squared probability amplitudes originating from special functional forms of the Fisher
information function: constant, exponential decay, and power-law decay. Furthermore, for each case, the authors
computed both the computational speed and the availability loss of the corresponding physical processes by exploiting
a convenient Riemannian geometrization of useful thermodynamical concepts. In Ref. [4], the authors also commented
on the possibility of using the proposed methods of information geometry to help identify a suitable trade-off between
speed and thermodynamic efficiency in quantum search algorithms. The authors remarked that a deeper understanding
of the connection between the Fisher information and the schedule of the quantum algorithm remained to be discovered
in order to provide a rigorous mapping between our information geometric analysis and the Hamiltonian formulation of
the quantum search problem. In particular, it remained an open problem to describe in an exact quantitative manner
how the speed at which the search Hamiltonian can drive the system toward the target state is related to both the
functional forms of the schedule and the Fisher information. Fortunately, the comprehension of the connection between
the Fisher information and the schedule of a quantum algorithm has been highly enhanced in Refs. [9–11]. More
specifically, a detailed investigation concerning the physical connection between quantum search Hamiltonians and
exactly solvable time-dependent two-level quantum systems was presented in Ref. [9]. In the work showed in Ref. [9],
the transition probabilities from a source state to a target state in a number of physical scenarios specified by a spin-1/2
particle immersed in an external time-dependent magnetic field were computed in an exact analytical manner. Both
the periodic oscillatory as well as the monotonic temporal behaviors of such transition probabilities were analyzed and
their analogy with characteristic features of Grover-like and fixed-point quantum search algorithms were explored,
respectively. Finally, the connection between the schedule of a search algorithm in both adiabatic and nonadiabatic
quantum mechanical evolutions, and the control fields in a time-dependent driving Hamiltonian was explored. In Ref.
3[12], motivated by the lack of any comparative thermodynamical analysis of quantum search algorithms and building
on the previous works presented in Refs. [4, 9, 10], the authors borrowed the idea of Riemannian geometrization of the
concepts of efficiency and speed within both quantum and thermodynamical settings in order to provide a theoretical
perspective on the trade-off between speed and efficiency in terms of minimum entropy production paths emerging
from quantum mechanical evolutions. Specifically, they presented an information geometric analysis of entropic speeds
and entropy production rates in geodesic evolution on statistical manifolds of parametrized quantum states arising
as outputs of su(2; C) Hamiltonian models mimicking different types of continuous-time quantum search evolutions.
Interestingly, building upon the work presented in Ref. [12], the same authors have recently presented an information
geometric analysis of off-resonance effects on classes of exactly solvable generalized semi-classical Rabi systems in Ref.
[13].
After a serious reconsideration of the underlying geometrical structure of our previously mentioned works in Refs.
[4, 8–13], we have arrived at the conclusion that it is the effective and serious exploitation of the link between quantum
search algorithms and geodesics in the complex projective Hilbert space that serves as the essential ingredient giving
rise to an increasing number of intriguing interdisciplinary investigations in the literature connecting concepts from
information geometry, quantum computing, and thermodynamics. For that reason, we propose to reconsider in this
article the mathematical derivation of such an important mathematical link that provides an ever increasing number
of penetrating physical insights.
In this article, we provide a unifying variational calculus computation of Groverian geodesics for both quantum
state vectors and quantum probability amplitudes. In the first case, following the works in Refs. [14–16], we verify
that horizontal affinely parametrized geodesic paths on the Hilbert space of normalized vectors can be obtained from
the minimization of the length specified by the Fubini-Study metric on the manifold of Hilbert space rays. In the
second case, inspired by the works in Refs. [6, 17, 18] , we show that geodesic paths for probability amplitudes emerge
by minimizing the length specified by means of the classical Fisher information F . For the sake of completeness, we
point out that the fully quantum scenario arises when phase factors are also considered. In such a case, quantum
geodesics show a behavior different from that of geodesics emerging from the classical Fisher information [19]. For both
derivations, we observe that geodesic equations describe simple harmonic oscillators (SHOs) with distinct frequencies.
Specifically, in the first derivation the frequency of oscillations is proportional to the (constant) energy dispersion ∆E
of the Hamiltonian system. In the second derivation, by contrast, the frequency of oscillations is proportional to the
square-root
√
F of the (constant) Fisher information. As a pleasant result, we find that upon equating these two
4frequencies, we retrieve the well-known Anandan-Aharonov relation (for instance, see Ref. [20]) linking the squared
speed v2H of evolution of an Hamiltonian (H) system with its energy dispersion ∆E together with the neat link between
speed of evolution vH and Fisher information F , namely
∆E2
ℏ2
= v2H =
F
4
, (1)
with ℏ
def
= h/ (2π) being the reduced Planck constant. Finally, moving away from the quantum mechanical setting, we
elaborate on the universality of the emergence of geodesic motion of SHO type in the presence of conserved quantities
by discussing two specific phenomena of gravitational and thermodynamical flavor, respectively.
The layout of the remainder of this article is as follows. In Section II, we briefly summarize the essential features
of Grover’s quantum search algorithm [21]. In particular, we focus on its discrete output quantum state after k-
iterations and its continuous version in terms of a parametric quantum state vector. In Section III, we discuss two
distinct variational calculus derivations yielding Grover-like (Groverian) geodesics. In the first computation, we find
the most general parametrization of an horizontal geodesic path in the space of unit rays assuming that the energy
dispersion ∆E of the systems is constant. In the second computation, using the fact that the Fisher information F
for a Groverian probability path is constant, we derive the most general parametrization for the quantum probability
amplitudes specifying the quantum state vector tracing the geodesic path. Both geodesic equations describe a simple
harmonic oscillator (SHO). Moreover, upon equating the frequencies of the two oscillators, we recover (as pointed
out earlier) the Anandan-Aharonov speed-energy relation. In Section IV, upon transitioning away from quantum
physics, we move to general relativity and thermodynamics. We focus on two physical scenarios where the geodesic
motion becomes of SHO type under specific physical conditions. In the gravitational [22] and thermal [23] settings,
the frequencies of the SHOs are expressed in terms of the mass density ρ of an ideal liquid and the adiabatic coefficient
γ of an ideal gas, respectively. Our discussion and final remarks appear in Section V. Finally, some more technical
details can be found in Appendices A, B, and C.
III. GROVER’S QUANTUM SEARCH ALGORITHM
In this Section we present a brief summary of Grover’s quantum search protocol [21]. The searching problem
addressed by Grover’s algorithm may be re-stated as follows: assume we seek to retrieve a specific database entry
subject to some previously specified condition, provided the entry in question belongs to an unsorted database (i.e.
oracle) containing N
def
= 2n elements with N denoting the dimensionality of the complex Hilbert space H with n-qubit
5quantum states. One step is required to determine whether the entry that has been examined is the one satisfying
the given condition. We assume further that finding the selected entry is not aided by sorting of the database. In a
situation such as that described above, the maximally efficient classical algorithm capable of implementing the search
scheme necessarily requires examination of database elements one at a time. Thus, if a classical computer is utilized to
carry out the searching protocol, then the oracle must be queried on averageN/2 times (i.e. O (N) classical steps). By
utilizing the same hardware as in the classical case however, but requiring the input and output be in a superposition
of states, Grover developed a quantum algorithm capable of implementing this searching problem in approximately
pi
4
√
N steps (i.e. O
(√
N
)
quantum mechanical steps) [21].
When considering the case of n-qubits quantum states, the construction of Grover’s search algorithm can be
described as follows [24]. The initialization (i.e. step-0) of Grover’s algorithm commences with an application of
the Hadamard transform for the purpose of constructing an initial state with uniform amplitude. This initial state
is comprised of an equal superposition of all orthonormal computational basis states {|w〉} belonging to the N -
dimensional Hilbert space,
|s〉 def= 1√
N
N∑
w=1
|w〉 = sin
(ϕ
2
)
|w¯〉+ cos
(ϕ
2
)
|w⊥〉 . (2)
The state |w⊥〉 in Eq. (2) is defined as,
|w⊥〉 def=
√
1
N − 1
∑
w 6=w¯
|w〉 (3)
while the angle ϕ quantifies the overlap between the (source) state |s〉 and the (target) state |w¯〉 and is given by
sin
(ϕ
2
)
def
=
1√
N
= 〈w¯|s〉 . (4)
For example, given an initial input, a single iteration of Grover’s algorithm induces a rotation by angle ϕ in the two-
dimensional space spanned by states |w⊥〉 and |w¯〉. After k-iterations, the algorithm arrives at the state |ψGrover (k)〉
written as
|ψGrover (k)〉 def= Gk |s〉 = sin
[(
k +
1
2
)
ϕ
]
|w¯〉+ cos
[(
k +
1
2
)
ϕ
]
|w⊥〉 , (5)
with G denoting the so-called Grover iterate [24]. In the limit where N ≫ 1, the number of iterations k¯ for which∣∣ψGrover (k¯)〉 is identical to the target state |w¯〉 (i.e. when the algorithm achieves success probability equal to one) is
approximated by
k¯
N≫1≃ π
4
√
N . (6)
6Equation (6) is obtained by requiring
(
k¯ + 12
)
ϕ = pi2 and by recognizing that when N ≫ 1, Eq. (3) implies ϕ ≃ 2/
√
N .
We observe that Grover’s search algorithm evolves with discrete k. However, the temporal interval between two
consecutive discrete steps ∆t
def
= tk+1 − tk = ϕ/2 ≈ N−1/2 becomes infinitesimally small when N assumes sufficiently
large values [7]. Thus, in this particular limiting scenario, we can approximately identify (k + 1/2)ϕ with a continuous
parameter θ in such a manner that no skipping occurs along an hypothetical geodesic motion. Specifically, the output
state (5) can be well approximated by a state vector |ψGrover (θ)〉 that depends upon a continuous parameter θ in the
limit where N ≫ 1, namely
|ψGrover (θ)〉 def=
N∑
m=1
√
pm (θ) |m〉 , (7)
where,
〈m|m′〉 = δmm′ , p1 (θ) def= sin2 θ and, pl (θ) def= cos
2 θ
N − 1 with l 6= 1. (8)
Indeed, the N -dimensional vector of probability distributions ~p
def
= (p1 (θ) , p2 (θ) ,..., pN (θ)) with pj (θ) defined in
(8) can be interpreted as a path induced by Grover’s search algorithm on some suitable probability manifold. In
the second part of the following Section, we demonstrate that such a probability path is in fact a geodesic curve for
which the Fisher information action functional S [pm (θ)] def= 12
∫ √F (θ)dθ with the Fisher information function F (θ)
defined as [1],
F (θ) def= 4
N∑
m=1
(
∂
√
pm
∂θ
)2
, (9)
is extremized. For further details on Grover’s quantum search algorithm and Fisher’s information, we refer to Ref.
[24] and Ref. [1], respectively.
IV. GROVERIAN GEODESICS
In this Section, we present two distinct variational calculus derivations yielding Groverian geodesics. In the first
derivation, assuming that the energy dispersion ∆E of the systems is constant, we obtain the most general parametriza-
tion of an horizontal geodesic path in the space of unit rays. In the second derivation, exploiting the fact that the Fisher
information F for a Groverian probability path is constant [6, 17, 18], we obtain the most general parametrization for
the quantum probability amplitudes specifying the quantum state vector tracing the geodesic path.
7A. Geodesic paths for quantum state vectors
Geodesic paths γgeo (s) with s1 ≤ s ≤ s2 in the Hilbert space rays are those for which the length functional L [γgeo]
[14],
L [γgeo] def=
∫ s2
s1
√
ds2FS =
∫ s2
s1
〈u⊥ (s) |u⊥ (s)〉1/2 ds, (10)
is stationary. Note that ds2FS is the Fubini-Study metric on the projective Hilbert space P (H) ≃ CPN−1 with H ≃ CN
defined as [25, 26],
ds2FS
def
= 〈u⊥ (s) |u⊥ (s)〉2 ds2 =
〈
ψ˙⊥ (s) |ψ˙⊥ (s)
〉
ds2, (11)
where |u⊥ (s)〉 def=
∣∣∣ψ˙⊥ (s)〉 with ψ˙⊥ (s) def= ∂sψ⊥ and ∂s def= ∂/s. Furthermore, |dψ⊥〉 def= |dψ〉 − 〈ψ|dψ〉 |ψ〉 is the
projection of |dψ〉 orthogonal to |ψ〉. We remark that |dψ〉 def= |ψ′〉− |ψ〉 is the difference between the two neighboring
normalized pure states |ψ〉 and |ψ′〉. Stationarity of the length functional requires that δL [γgeo] = 0 for arbitrary
variations |δψ〉, subject only to the constraint equation Re [〈δψ|ψ〉] = 0. By carrying out a variational calculation, it
is possible to show that when the uncertainty ∆E (t) in the energy,
∆E (t)
def
=
[〈
ψ (t) |H2 (t) |ψ (t)〉− 〈ψ (t) |H(t) |ψ (t)〉2]1/2 , (12)
does not depend on time, the most general equation in horizontal and affinely parametrized form (|ψh (s)〉) is given
by a simple harmonic oscillator equation,
d2
ds2
|ψh (s)〉+ v2H |ψh (s)〉 = 0. (13)
An explicit computation with all technical details yielding Eq. (13) appears in Appendix A. The generally s-dependent
quantity vH (s) in Eq. (13),
vH (s)
def
=
〈
ψ˙h (s) |ψ˙h (s)
〉1/2
=
∆E (s)
ℏ
, (14)
denotes the speed of transportation of the parallel transported horizontal state vector |ψh (s)〉 in the Hilbert space
of normalized vectors satisfying the parallel transport rule,
〈
ψh (s) |ψ˙h (s)
〉
= 0. For the sake of completeness, we
point out that the state vector |ψh (s)〉 is connected to the dynamical state vector |ψ (s)〉 satisfying the Schro¨dinger
evolution equation by the relation [15, 16],
|ψh (s)〉 = exp
[(
i
ℏ
)∫ s
0
〈ψ (s′) |H(s′) |ψ (s′)〉 ds′
]
|ψ (s)〉 . (15)
8Finally, assuming that 〈ψh (0) |ψh (0)〉 = 1,
〈
ψh (0) |ψ˙h (0)
〉
= 0, and
〈
ψ˙h (0) |ψ˙h (0)
〉
= v2H = constant, the general
solution to Eq. (13) becomes
|ψh (s)〉 = cos (vHs) |ψh (0)〉+ sin (vHs)
vH
∣∣∣ψ˙h (0)〉 , (16)
where vH in Eq. (16) is defined as,
vH
def
=
∆E
ℏ
= constant. (17)
From Eq. (16), we conclude that the horizontal geodesic can be geometrically interpreted as a real two-dimensional
rotation on the plane spanned by the state vectors |ψh (0)〉 and
∣∣∣ψ˙h (0)〉. It therefore follows that we can view the
transition probability P|ψh(0)〉→|ψh(s)〉 (s) from |ψh (0)〉 to |ψh (s)〉,
P|ψh(0)〉→|ψh(s)〉 (s)
def
= |〈ψh (s) |ψh (0)〉|2 , (18)
in terms of the distance s along the geodesic joining |ψh (0)〉 and |ψh (s)〉. The transition from the digital (discrete) to
the analog (continuous time) evolution of Grover’s quantum search algorithm occurs in the limit of N ≫ 1 where the
interval of skip ∆k/k = [(k + 1/2)ϕ− ϕ/2] /k = ϕ ≃ 2/√N between two consecutive steps becomes infinitesimally
small. In such a limit, the Riemannian geometric formulation of quantum mechanics suggests that Grover’s dynamics
yields the shortest paths in CPN−1. Indeed, upon setting vH = 1 (this choice can be explained by identifying vH
in Eq. (16) with vF in Eq. (32) and recalling that the Fisher information function assumes a constant value equal
to four in Grover’s dynamics), Groverian geodesics |ψGrover (s)〉 def= cos (s) |w⊥〉+ sin (s) |w〉 can be formally obtained
from Eq. (16) by taking |ψh (0)〉 = |w⊥〉,
∣∣∣ψ˙h (0)〉 = |w〉, and s = (k + 1/2)ϕ.
In the following subsection, we obtain the most general parametrization for the quantum probability amplitudes
specifying the quantum state vector tracing a quantum Groverian geodesic path.
B. Geodesic paths for quantum probability amplitudes
The natural notion of distance between two neighboring pure physical states, the so-called angle in Hilbert space,
is specified by the Fubini-Study metric. Except for a constant factor, this is the only Riemannian metric on the set
of rays in Hilbert space which is invariant under all unitary transformations. The probabilistic nature of quantum
mechanics in its geometric formulation can be made more transparent by considering the equivalence between the
angle in Hilbert space and the statistical distance introduced by Wootters to statistically distinguish between two
9different rays in the same Hilbert space [27]. Within this statistical geometric framework of quantum mechanics, to
a greater distance between two neighboring pure states |ψ〉+ |dψ〉 and |ψ〉 [26],
∣∣∣ψ˜〉 def= |ψ〉+ |dψ〉= N∑
m=1
√
pm + dpme
i(φm+dφm) |m〉 , and |ψ〉 def=
N∑
m=1
√
pme
iφm |m〉 , (19)
there corresponds a higher degree of distinguishability of the two states. Here {|m〉} m ∈ {1,..., N} is an orthonormal
basis of the N -dimensional complex Hilbert space H. By using Eq. (19) and the Fubini-Study metric ds2FS in Eq.
(11) reads as follows,
ds2FS
def
= 〈dψ⊥|dψ⊥〉 = 1−
∣∣∣〈ψ˜|ψ〉∣∣∣2 , (20)
with |dψ⊥〉 def= |dψ〉 − |ψ〉 〈ψ|dψ〉. Now consider that both,
∣∣∣ψ˜〉 and |ψ〉, are parametrized by a family M = {θ =
(θ1, . . . , θn)} ⊂ Rn, i.e. pm ≡ pm(θ) and φm ≡ φm(θ). Assuming that the parametrization is one-to-one, the
representation given in Eq. (19) provides an embedding of the family M into the Hilbert space of rays. Therefore,
the Fubini-Study metric (11) can be pulled-back to M to obtain the following expression [19]:
Fq(θ) = 1
4

N∑
m=1
(dpm)
2
pm
+ 4
 N∑
m=1
pm(dφm)
2 −
(
N∑
m=1
pmdφm
)2
 , (21)
which is the quantum version of the Fisher information [28]. Obviously, if M ⊂ R the expression above becomes
Fq(θ) = 1
4

N∑
m=1
(p˙m)
2
pm
+ 4
 N∑
m=1
pm(φ˙m)
2 −
(
N∑
m=1
pmφ˙m
)2
 dθ2, (22)
with p˙m
def
= dpm/dθ and φ˙m
def
= dφm/dθ. We emphasize that it is always possible to assume the variance of phase
changes σ2
φ˙
,
σ2
φ˙
def
=
N∑
m=1
pmφ˙
2
m −
(
N∑
m=1
pmφ˙m
)2
, (23)
to be equal to zero upon selecting an appropriate choice of basis {|m〉} [26]. In what follows, we assume to be reasoning
with Eq. (22) under such a working condition (for further details on this particular matter, see Refs. [4, 13]). Then,
geodesic probability paths γgeo (θ) with θ1 ≤ θ ≤ θ2 in the probability space associated with the complex projective
Hilbert space CPN−1 are determined by minimization of the action S [pm (θ)],
S [pm (θ)] =
∫
L (p˙m (θ) , pm (θ) , θ) dθ, (24)
where the Lagrangian-like quantity L (p˙m (θ) , pm (θ) , θ) is given by,
L (p˙m (θ) , pm (θ) , θ) def= 1
2
√
F (θ) = 1
2
[
N∑
m=1
p˙2m (θ)
pm (θ)
] 1
2
, (25)
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subject to the normalization constraint on the parametrized probability distribution functions pm (θ),
N∑
m=1
pm (θ) = 1. (26)
Note that the Fisher information F entering the Eq. (26) is the classical one. This should come as no surprise since
requiring (23) amounts to neglect the phase factor from our analysis. For ease of analysis, we consider the change
of variable pm (θ) → q2m (θ) [27]. Then by making use of the method of Lagrange multipliers with the new variable
qm (θ), we seek to minimize the new action S ′ [qm (θ)]
S ′ [qm (θ)] =
∫
L′ (q˙m (θ) , qm (θ) , θ) dθ =
∫ 
[
N∑
m=1
q˙2m (θ)
] 1
2
− λFS
(
N∑
m=1
q2m (θ)− 1
) dθ. (27)
In Eq. (27), λFS is a Lagrange multiplier and L′ (q˙m (θ) , qm (θ) , θ) acts as a new Lagrangian-like quantity. The path
that serves to minimize the action S ′ [qm (θ)] satisfies the “actuality constraint”,
δS ′ [qm (θ)]
δqm (θ)
= 0, (28)
leading to the following Euler-Lagrange (EL) equation in qm = qm (θ), namely
q¨m − L˙ (θ)L (θ) q˙m + 2λFSL (θ) qm = 0, (29)
where L (θ) def= L (p˙m (θ) , pm (θ) , θ) appears in Eq. (25) while L˙ (θ) def= dL/dθ. Given that F (θ) = 4L2 (θ), Eq. (29)
can be recast as
q¨m − 1
2
F˙ (θ)
F (θ) q˙m + λFSF
1/2 (θ) qm = 0. (30)
Assuming F (θ) = F0 is constant, Eq. (30) reduces q¨m +λFSF1/2 (θ) qm = 0. The Lagrange multiplier λFS is fixed
by satisfying conservation of probability in Grover’s dynamics. Recalling that F0 = 4 in Grover’s dynamics, this
constraint demands that λFS satisfies the condition λFSF1/20 = F0/4. Thus, λFS = F1/20 /4 and Eq. (30) becomes a
simple harmonic oscillator equation,
d2
dθ2
qm (θ) +
F0
4
qm (θ) = 0. (31)
The most general solution qm = qm (θ) of Eq. (31) is,
qm (θ) = cos (vFθ) qm (0) +
sin (vFθ)
vF
q˙m (0) , (32)
with vF in Eq. (32) defined as,
vF
def
= F1/20 /2. (33)
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Finally, the Groverian probability path vector ~p
def
= ~q · ~q with ~q def= (q1,..., qN ) can be obtained by imposing the
constraints qw¯ (0) = 0 and q˙w¯ (0) = 1. These two conditions yield qw¯ (θ) = sin (θ) and qj (θ) = cos (θ) for any j 6= w¯
with 1 ≤ w¯ ≤ N . It therefore follows that the success and failure probabilities for the quantum search become
pw¯ (θ) = sin
2 (θ) and pw⊥ (θ) = cos
2 (θ), respectively.
For the sake of clarity, we emphasize that Groverian geodesic paths are referred to in this article as the continuous-
time analogue of the output quantum state emerging from Grover’s algorithm viewed as the horizontal lift of a geodesic
in the complex projective Hilbert space. However, in the geometric formulation of adiabatic quantum computation
(AQC, [29]), Groverian geodesic paths denote the time-optimal paths on a parameter manifold for time-dependent
control parameters that specify the time-dependent interpolating Hamiltonian H= H [~x (t)] = H [1− x (t) , x (t)] [30],
where
H [1− x (t) , x (t)] def= [1− x (t)] HI + x (t)HP , (34)
with 0 ≤ t ≤ T . In the particular case of quantum search by local adiabatic evolution [31], HI = H(0) def= I − |s〉 〈s| is
the initial Hamiltonian, HP = H(T )
def
= I − |w〉 〈w| is the problem Hamiltonian, and I denotes the identity operator.
In order to adiabatically drive the quantum system from the ground state |s〉 of HI (that is, the source state) to a
final state |w〉 that is close to the ground state of HP (that is, the target state) in the shortest possible time, the
optimal trajectory of the control parameter x (t) is given by a Groverian geodesic path [30, 32],
x (τ)
def
=
1
2
− 1
2
√
N − 1 tan
[
(1− 2τ) cos−1
(
1√
N
)]
. (35)
In Eq. (35), τ denotes a dimensionless natural parameter τ = τ (t) with τ (0) = 1 and τ (T ) = 1, while N is the
dimensionality of the search space.
V. HARMONIC GEODESIC MOTION BEYOND QUANTUM SETTINGS
In this Section, upon transitioning away the quantum setting, we explore the motivations behind the emergence of
SHO geodesic motions arising in general relativistic and thermodynamical settings. In particular, we shall focus on
gravitational and thermal analogues of Eqs. (16) and (32).
12
A. A gravitational example
From a classical Newtonian mechanics perspective, a small mass that vibrates under gravity about the center of a
sphere composed of an ideal fluid will exhibit a simple harmonic motion. For instance, consider an hydrometer of mass
m that consists of a cylindrical stem of diameter d and a spherical bulb of volume V0. Assume that the hydrometer is
immersed in an ideal fluid of constant density ρ and the volume of displaced liquid is V = V0+π
(
d
2
)2
h with h denoting
the height of the portion of the stem immersed in the liquid. At equilibrium, we have mg = ρg
[
V0 + π (d/2)
2
h
]
.
When the hydrometer is displaced by an additional distance ∆h, the system is subject to a net force −πρg (d/2)2∆h.
Then, the system moves out of equilibrium and begins floating/oscillating according to the dynamical equation,
d2∆h/dt2 + v2Newton∆h = 0, where vNewton denotes the frequency of oscillation given by,
vNewton
def
=
(
π (d/2)2
m
ρg
)1/2
. (36)
In what follows, motivated by the Zatzikis analysis in Ref. [22], we show that such a point-like particle undergoes the
same type of motion even when the curvature of the space is considered, provided one assumes two specific working
conditions [22]: i) low velocities; ii) motion limited to be confined near the center of the sphere. The equations of
motion of the small mass m are,
d2xa
ds2
+ Γabc
dxb
ds
dxc
ds
= 0, (37)
with Γabc denoting the Christoffel symbols of the second-kind and s in Eq. (37) being an affine parameter [33]. For
technical details on the possibility of using a non-affine parameter for describing the geodesic motion, we refer to
Appendix B. For the particular physical scenario being analyzed [22], we consider a stationary physical system that
exhibits spherical symmetry. In this case, the line element ds2
def
= gab (x) dx
adxb can be written as
ds2 = g0 (r) dt
2 − g1 (r) dr2 − r2
(
dθ2 + sin2 θdϕ2
)
, (38)
with g0 (r) and g1 (r) being time-independent quantities and x
a def= (t, r, θ, ϕ). The four geodesic relations in Eq.
(37) reduce to two equations since we limit our analysis to linear oscillations and, therefore, set θ =constant and
ϕ =constant. We now focus on the interior of a sphere composed of an ideal fluid (liquid) with constant density ρ.
Then, we assume that g0 (r) and g1 (r) are given by [34],
g0 (r)
def
=
1
4
c2 [3 cos (ξa)− cos (ξ)] , and g1 (r) def= 1
cos2 (ξ)
, (39)
respectively, with c being the speed of light. We remark that the quantities ξ and ξa in Eq. (39) are defined as
ξ
def
= sin−1
( r
R
)
, and ξa
def
= sin−1
( a
R
)
, (40)
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respectively, with R
def
= c [3/ (8πGρ)]
1/2
where ρ is the constant density of the ideal (that is, incompressible) fluid, G
is Newton’s universal gravitational constant, and a is the value of r on the surface of the sphere (thus, it represents
the maximal value of r). By substituting Eqs. (39) and (40) into Eq. (37), recalling that we assumed θ =constant
and ϕ =constant and finally, taking the limit of low velocities (ξ˙2 ≪ 1) together with considering dynamical changes
near the center of the sphere (sin (θ) ≈ θ and cos (θa) ≈ 1), the classical equations of motion for ξ (t) becomes the
familiar simple harmonic oscillator equation
d2ξ
dt2
+ v2GRξ = 0. (41)
The most general solution of Eq. (41) can be written as,
ξ (t) = cos (vGRt) ξ (0) +
sin (vGRt)
vGR
ξ˙ (0) , (42)
where the angular frequency vGR in Eq. (41) is a constant quantity given by,
vGR
def
=
(
4π
3
Gρ
)1/2
. (43)
As a final remark, we point out that the constancy of vGR in Eq. (43) is a consequence of the constancy of ρ. The
latter property arises due to our consideration of an ideal fluid. Finally, the working assumption of “ideality” enabled
us to consider a stationary metric in Eq. (38).
B. A thermal example
In what follows, we consider a famous experiment in thermodynamics where a simple harmonic oscillatory motion
occurs. Specifically, we take into account the Ru¨chhardt experiment used to measure the adiabatic coefficient γ of an
ideal gas [23]. Recall that γ
def
= CP /CV is the ratio between the heat capacity at constant pressure (CP ) and the heat
capacity at constant volume (CV ). The experiment is described by an adiabatic (PV
γ =constant) compression of a
mole of an ideal gas (PV = RT ). The quantities P , V , and T denote pressure, volume, and temperature, respectively.
The quantity R is the universal gas constant. We recall that the relation PV γ =constant is a consequence of the first
principle of thermodynamics (dU = −PdV + dQ) applied to one mole of an ideal gas (dU = CV dT ) in the absence
of any heat exchange with the external environment (dQ = 0) [35]. The quantities U and Q denote energy and heat,
respectively.
We remark at this juncture that the Ru¨chhardt experiment can be explained via the following sequence of steps
[23]. A spherical piston of mass m is allowed to fall under uniform gravity in a cylindrical tube of volume V and of
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cross-section A which is open on one of its end. The piston has a uniform cross-section so as to create an air-tight seal.
The gas trapped within the cylindrical tube is adiabatically compressed by the weight of the spherical piston. During
this compression, the temperature of the gas increases. Furthermore, as the piston falls, the piston experiences bounce
due to the creation of a gas cushion. As a consequence, the piston begins exhibiting simple harmonic oscillations.
At equilibrium, the pressure P0 of the trapped gas within the tube equals the sum of the atmospheric pressure
(Patm) and the pressure (mg/A) exerted by the piston on the gas. As the piston moves away from equilibrium by an
infinitesimal distance x, the pressure changes by dP . Then, the Newtonian equation of motion projected along the
x-axis, Fx = mx¨ = AdP , for the piston becomes
d2x
dt2
+ v2thx = 0, (44)
where x denotes the position of the piston. The most general solution of Eq. (44) can be written as,
x (t) = cos (vtht)x (0) +
sin (vtht)
vth
x˙ (0) , (45)
where the angular frequency of oscillations vth in Eq. (44) is a constant quantity given by,
vth
def
=
(
P0A
2
mV0
γ
)1/2
, (46)
with P0 and V0 being the equilibrium pressure and volume, respectively. The adiabatic coefficient γ can be experimen-
tally determined by measuring the period of oscillations of the piston, T
def
= 2π/vth. We emphasize that vth in Eq. (46)
is constant since γ is assumed to be constant. In general, for all ideal gases, γ > 1 and depends on the temperature
[36]. Moreover, for monotonic gases (for instance, He and Ne), γ is constant over a wide range of temperatures. For
diatomic (for instance, H2 and O2) and polyatomic gases (for instance, CO2 and NH3) however, γ varies with T . In
particular, a very large change in temperature can produce a non negligible change in γ. However, for (quasi-static)
adiabatic thermodynamic processes characterized by a small temperature change, the change in γ can be neglected
and γ can be regarded as a constant quantity. In the (quasi-static) adiabatic compression considered here, although
the temperature of the gas increases, we assume that the overall change in temperature is so small that γ can be
essentially considered to be a constant quantity over this temperature range.
As a final observation, we point out that the method of measuring γ developed by Ru¨chhardt requires only the
use of classical Newtonian mechanics. This in turn, can also be presented in a Riemannian geometric fashion once
we consider the Hamiltonian dynamical formulation of Newton’s construction [37]. Indeed, consider a conservative
Hamiltonian system specified by an Hamiltonian H (p, q)
def
= p2/(2m) + V (q) with p and q being the generalized
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momentum and coordinate, respectively, while the energy E is a conserved quantity. Then, its dynamics can be
recast in terms of geodesic motion on a Riemannian manifold. Such a manifold is specified by the configuration space
of the dynamical system being considered and is equipped with a metric structure defined by a (conformally flat)
Jacobi metric tensor gab defined as [37],
gab (q)
def
= 2 [E − V (q)] δab, (47)
where 1 ≤ a, b ≤ ndof with ndof being equal to the number of degrees of freedom of the dynamical system. The
geodesic equations,
d2qa
ds2
+ Γabc
dqb
ds
dqc
ds
= 0, (48)
can be obtained by minimizing the action functional (that is, the length) S [q],
S [q]
def
=
∫ [
gab (q) dq
adqb
]1/2
, (49)
with q
def
=
(
q1,..., qndof
)
being local coordinates on the curved manifold. For the sake of clarity, we emphasize that s
in Eq. (48) is the arc-length parameter and is related to the physical time t via the relation ds = 2Tdt, with T being
the kinetic energy of the physical system. Finally, the Riemannian geometrization of Ru¨chhardt classical mechanical
description of the measurement yielding the adiabatic coefficient of an ideal gas can be obtained in a straightforward
manner once we observe that ndof = 1, q = x, and the potential V (q) in Eq. (47) reduces to the harmonic potential
(1/2)mv2thx
2 with vth defined in Eq. (46). We refer to Appendix C for an explicit derivation of Newton’s equation
of motion in Eq. (44) starting from Eq. (48). Finally, for further discussions on the role played by conformally flat
Jacobi metrics in physics, we refer to Refs. [38, 39].
We have discussed in this section the emergence of simple harmonic motion in gravitational and thermodynamical
settings. In general, the link between gravity and thermodynamics is a rather fascinating topic [40]. For a specific
perspective on a cosmological model of dark energy using an adiabatic fluid satisfying the relation PV γ = constant
with a constant adiabatic coefficient γ and evolving according to classical laws of thermodynamics, we refer to Ref.
[41].
VI. CONCLUDING REMARKS
In this article, we presented a unifying variational calculus derivation of Groverian geodesics for both the horizontal
lift of quantum state vectors (see Eqs. (16) and (17)) as well as quantum probability amplitudes (see Eqs. (32) and
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Type of Physics Type of Metric Geodesic Equation Frequency of SHO Conserved Quantity
quantum Fubini-Study state vector ∆E/ℏ ∆E, energy dispersion
quantum information Fubini-Study probability amplitude F1/2/2 F , Fisher information
gravitational curved Lorentzian spacetime radial position of particle
(
4piG
3
ρ
)1/2
ρ, ideal liquid mass density
thermal Jacobi position of piston
(
P0A
2
mV0
γ
)1/2
γ, ideal gas adiabatic coefficient
TABLE I: Schematic representation of the emergence of SHO motion from different physics frameworks, diverse metric struc-
tures, distinct variables satisfying the geodesic equation, various frequencies and, finally, distinctive conserved quantities. The
common theme in each and every physical scenario is the presence of a peculiar conserved quantity.
(33)). In the first case, following the Mukunda-Simon work in Ref. [14], we demonstrated that horizontal affinely
parametrized lift of geodesic paths on the manifold of Hilbert space rays arise from the minimization of the length
specified by the Fubini-Study metric (see Eq. (11)). In the second case, inspired by the Alvarez-Gomez work in Ref.
[6], we explicitly illustrated that geodesic paths for probability amplitudes emerge as a consequence of minimizing the
length expressed in terms of the Fisher information (see Eq. (21) with ds2FS
def
= (1/4)F (θ) dθ2). In both derivations,
we note that geodesic equations are described by simple harmonic oscillators (SHOs). While in the first derivation,
the frequency of oscillations vH is proportional to the (constant) energy dispersion ∆E of the Hamiltonian system;
in the second derivation the frequency of oscillations vF is proportional to the square-root
√F of the (constant)
Fisher information. Interestingly, by equating the two frequencies in Eqs. (17) and (33), we are able to recover the
well-known Anandan-Aharonov relation connecting the squared speed v2H of evolution of an Hamiltonian system with
its energy dispersion ∆E, together with the concise link between speed of evolution vH and Fisher information F ,
∆E2
ℏ2
= v2H =
F
4
, (50)
We point out that the emergence of simple harmonic motion in our geometrical investigations of quantum me-
chanical phenomena is not entirely unexpected. For instance, the normalization conditions linked to the probabilistic
nature of quantum mechanics, namely 〈ψ|ψ〉 = 1 and q · q = 1, have played an important role in the derivations of
geodesic trajectories for state vectors and probability amplitudes, respectively. Stated otherwise, in both cases the
trajectories were constrained to be on a spherical surface. In the framework of classical Newtonian mechanics, simple
harmonic motion can be shown to emerge from the study of a (free) point-particle of mass m subject to no external
force but constrained to move an a spherical surface of constant radius R0. The dynamical trajectory x (t) of such a
particle on a sphere defined by the condition x · x = R20 can be obtained from the Euler-Lagrange equations emerging
from the constrained Lagrangian L (x˙, x, t) def= (m/2) (x˙ · x˙)−Λ (t) [1− (x · x) /R20] where x = x (t), x˙ def= dx/dt, with
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Λ (t) being a Lagrange multiplier. We observe that although Lagrange multipliers are generally time-dependent quan-
tities [42], we could have scenarios where one deals with space-time-dependent Lagrange multipliers. This happens,
for instance, in time-dependent information constrained optimization problems such as those tackled with MaxCal
inference algorithms [43, 44]. Having said that, the trajectory x (t) is described by a great circle, that is, a geodesic
on the sphere along which the free particle moves with constant speed (that is, the magnitude of the velocity vector).
Interestingly, in such a classical mechanical scenario, the Lagrange multiplier Λ (t) is determined to be equal to the
time-independent (that is, constant) kinetic energy of the particle, T
def
= (1/2)mv2. We also emphasize that simple
harmonic motion does not arise merely from the condition of constrained motion on a sphere. Instead, it can be shown
that the constancy of some relevant physical quantity must to be satisfied. In particular, in the three examples being
compared in this discussion, the constancy of the kinetic energy T (that is, vgeo-Newton ∝
√
T ) in the classical scenario
replaces the constancy of the energy dispersion ∆E (that is, vgeo-QM ∝
√
∆E2); in the investigation of geodesics in
quantum ray spaces and that of the Fisher information F (that is, vgeo-Grover ∝
√F) in the geometric analysis of
Grover’s algorithm. As a concluding remark in this specific set of remarks, we point out that further enlightening
discussions concerning geodesic motion on spheres of relevance in quantum mechanics can be found in Ref. [45].
Finally, upon transitioning away from the quantum setting, we discuss the universality of the emergence of geodesic
motion of SHO type in the presence of conserved quantities by analyzing two specific phenomena of gravitational (see
Eqs. (42) and (43)) and thermodynamical origin (see Eqs. (45) and (46)), respectively. In the gravitational case, the
harmonic motion emerges from consideration of the geodesic motion on a curved manifold with Lorentzian spacetime
metric (see Eq.(38)). In the thermodynamical case, by contrast, the harmonic motion emerges by considering the
geodesic motion on a configuration manifold equipped with a conformally flat Jacobian metric (see Eq.(47)). A global
summary of the various features concerning the four physical scenarios investigated in the present article appears in
Table I.
Despite the pedagogical nature of our variational calculus reconsideration of Groverian paths for both state vectors
and probability amplitudes, the decision to discuss them in parallel enabled us to clarify the physical connection
among energy dispersion (∆E), speed of evolution (vH) of the system, and the Fisher information (F). For the
sake of transparency, we emphasize that the physical relevance of the pairs (∆E, vH), (F , vH), and (∆E, F) has
been previously described in contexts different from ours in Refs. [20], [46–48], and [49], respectively. Our work
is however, unique in the sense that we provide a unifying physical link for (∆E, vH, F) in the novel context of a
geometric characterization of quantum searching with the underlying physical motivation of finding a good geometric
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measure of thermodynamic efficiency for very fast quantum transfer phenomena [4, 12]. Moreover, by highlighting the
“universality” of harmonic geodesic motion in the presence of conserved quantities associated with physical contexts
other than the quantum one, we believe our work can help characterize realistic deviations from ideal Groverian paths
in quantum searching by mimicking departures from the harmonic condition in more realistic physical settings [4, 12].
While our current degree of rational belief requires further physical and mathematical justification, these types of
theoretical analogies could well serve as the nascent forms that ultimately lead to significant findings such as the
famous link between optimization methods and annealing in solids [50]. We remain, as ever, highly motivated to
further develop these avenues of investigation in future scientific efforts.
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Appendix A: Geodesics in the space of unit rays
In this Appendix, we present technical details on the derivation of horizontal affinely parametrized geodesics
[14]. This derivation was omitted in Section III. We also briefly discuss the notion of non-horizontal, non-affinely
parametrized geodesics in the second part of this Appendix.
1. Horizontal affinely parametrized geodesics
Let H be an N -dimensional Hilbert space endowed with the scalar product 〈· | ·〉. Consider the subset H0 ⊂ H of
unitary vectors in H, i.e. ψ ∈ H0 if 〈ψ |ψ〉 = 1. A one-parameter smooth curve γ˜0 in H0 consists of a family of vectors
ψ(s):
γ˜0
def
= {ψ(s) ∈ H0 | s ∈ [s1, s2] ∈ R} . (A1)
From the assumption that 〈ψ(s) |ψ(s)〉 = 1, it immediately follows that Re〈ψ(s) | ψ˙(s)〉 = 0, with ψ˙(s) = dd sψ(s).
This result is equivalent to
〈ψ(s) | ψ˙(s)〉 = iIm〈ψ(s) | ψ˙(s)〉 . (A2)
A gauge transformation of γ˜0 is typically determined by a real phase factor α(s) by taking the curve γ˜0 into a new
one γ˜′0:
γ˜0 → γ˜′0 , ψ′(s) = ei α(s) ψ(s) , s ∈ [s1, s2] . (A3)
This transformation applies to Eq. (A2) as follows:
Im〈ψ′(s) | ψ˙′(s)〉 = Im〈ψ(s) | ψ˙(s)〉+ α˙(s) . (A4)
This allows us to construct a functional of γ˜0 which is gauge invariant:
arg(ψ′(s1) |ψ′(s2))− Im
∫ s2
s1
〈ψ′(s) | ψ˙′(s)〉 ds = arg(ψ(s1) |ψ(s2))− Im
∫ s2
s1
〈ψ(s) | ψ˙(s)〉 ds , (A5)
where arg(ψ′(s1) |ψ′(s2)) =
∫ s2
s1
α˙(s) ds. This property can be interpreted in the space of unit rays HPN≃ CPN−1,
which is simply the quotient of H0 under the action ψ′ = eiαψ with α ∈ R. If we denote by π the corresponding
projection map:
π : H0 → HPN , π(γ˜) = π(eiαγ˜) , for all α ∈ R and ψ ∈ H0 , (A6)
23
we observe that the curve γ˜0 projects onto a smooth curve γ0 in HPN . Moreover, if γ˜′0 is obtained from γ˜0 by the
transformation (A3) we find that π(γ˜′0) = γ0.
The gauge invariance of (A5) implies that it is actually a functional of γ0. Another important property of the
functional (A5) is that it is reparametrization invariant. Combining these two properties, we can write
ϕ[γ0] = arg〈ψ(s1) |ψ(s2)〉 − Im
∫ s2
s1
〈ψ(s′) | ψ˙(s′)〉 ds′ , (A7)
which is called the geometric phase associated with the smooth curve γ0. Now, given γ0 ∈ HPN , the horizontal lift
γ˜0 of γ0 is specified by requiring that
Im〈ψ(s′) | ψ˙(s′)〉 = 0 ⇔ 〈ψ(s′) | ψ˙(s′)〉 = 0 . (A8)
We can see from Eq. (A7) that this requirement implies that for a given γ0 and a given initial ψ(s1) projecting onto
the initial point of γ0 there is a unique horizontal lift of γ0 starting from ψ(s1). In particular, this allows us to follow
geodesic paths in HPN by studying the behavior of their horizontal lift in the Hilbert space of unit vectors.
We recall that geodesic paths γgeo (s) in HPN , with s1 ≤ s ≤ s2, are those for which the action functional L [γgeo]
(that is, the length),
L [γgeo] def=
∫ s2
s1
√
dl2FS =
∫ s2
s1
〈u⊥ (s) |u⊥ (s)〉1/2 ds, (A9)
is stationary. Recalling that |u⊥〉 def= |u〉 − 〈ψ|u〉 |ψ〉 with |u〉 def=
∣∣∣ψ˙〉 and 〈ψ|ψ〉 = 1, L [γgeo] in Eq. (A9) can be
rewritten as,
L [γgeo] =
∫ s2
s1
[〈u|u〉 − 〈u|ψ〉 〈ψ|u〉]1/2 ds. (A10)
Recalling further that z + z∗ = 2Re (z) for any z ∈ C, the variation δL [γgeo] of L [γgeo] in Eq. (A10) becomes,
δL [γgeo] =
∫ s2
s1
1
‖|u⊥〉‖ Re [〈δu|u⊥〉 − 〈δψ|u〉 〈u|ψ〉] ds. (A11)
At this juncture, we emphasize that the quantity −Re [〈δψ|u〉 〈u|ψ〉] in Eq. (A11) equals Re [〈δψ|u⊥〉 〈ψ|u〉]. This
equality is a consequence of the fact that the inner products 〈δψ|ψ〉 and 〈u|ψ〉 are pure imaginary numbers. These
relations, in turn, are ultimately a consequence of the normalization condition 〈ψ|ψ〉 = 1. More explicitly, observe
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that
Re [〈δψ|u⊥〉 〈ψ|u〉+ 〈δψ|u〉 〈u|ψ〉] = Re
[〈δψ|u⊥〉 〈u|ψ〉∗ + 〈δψ|u〉 〈u|ψ〉]
= Re [−〈δψ|u⊥〉 〈u|ψ〉+ 〈δψ|u〉 〈u|ψ〉]
= Re {〈u|ψ〉 [−〈δψ|u⊥〉+ 〈δψ|u〉]}
= Re [−〈u|ψ〉 〈δψ|ψ〉 〈ψ|u〉]
= Re
[
− |〈u|ψ〉|2 〈δψ|ψ〉
]
. (A12)
Thus, since |〈u|ψ〉|2 is real and 〈δψ|ψ〉 is purely imaginary, we obtain from Eq. (A12) the result that
Re [〈δψ|u⊥〉 〈ψ|u〉] = −Re [〈δψ|u〉 〈u|ψ〉]. Therefore, by exploiting this last relation, δL [γgeo] in Eq. (A11) becomes
δL [γgeo] =
∫ s2
s1
1
‖|u⊥〉‖ Re [〈δu|u⊥〉+ 〈δψ|u⊥〉 〈ψ|u〉] ds, (A13)
that is,
δL [γgeo] =
∫ s2
s1
Re
[〈
d
ds
(δψ) | |u⊥〉‖|u⊥〉‖
〉]
ds+
∫ s2
s1
Re
[〈
δψ| |u⊥〉‖|u⊥〉‖
〉
〈ψ|u〉
]
ds. (A14)
Observe that by eliminating the boundary terms, the first term on the RHS of Eq. (A14) can be written as
∫ s2
s1
Re
[〈
d
ds
(δψ) | |u⊥〉‖|u⊥〉‖
〉]
ds =
∫ s2
s1
Re
{
d
ds
[〈
δψ| |u⊥〉‖|u⊥〉‖
〉]}
ds−
∫ s2
s1
Re
[〈
δψ| d
ds
|u⊥〉
‖|u⊥〉‖
〉]
ds
=
{
Re
[〈
δψ| |u⊥〉‖|u⊥〉‖
〉]}s2
s1
−
∫ s2
s1
Re
[〈
δψ| d
ds
|u⊥〉
‖|u⊥〉‖
〉]
ds
= −
∫ s2
s1
Re
[〈
δψ| d
ds
|u⊥〉
‖|u⊥〉‖
〉]
ds, (A15)
that is,
∫ s2
s1
Re
[〈
d
ds
(δψ) | |u⊥〉‖|u⊥〉‖
〉]
ds = −
∫ s2
s1
Re
[〈
δψ| d
ds
|u⊥〉
‖|u⊥〉‖
〉]
ds. (A16)
By combining Eqs. (A14) and (A16), the variation δL [γgeo] becomes,
δL [γgeo] = −
∫ s2
s1
Re
[〈
δψ| d
ds
|u⊥〉
‖|u⊥〉‖ − 〈ψ|u〉
|u⊥〉
‖|u⊥〉‖
〉]
ds. (A17)
Upon imposing the requirement that δL [γgeo] = 0 for any variation |δψ〉 with 〈δψ|ψ〉 being purely imaginary, Eq.
(A17) reduces to
d
ds
|u⊥〉
‖|u⊥〉‖ − 〈ψ|u〉
|u⊥〉
‖|u⊥〉‖ = f (s) |ψ〉 , (A18)
25
where f (s) is an arbitrary real-valued function. Recalling that 〈u|ψ〉 is purely imaginary, we can set 〈ψ|u〉 def= iAψ (u)
with Aψ (u) ∈ R. In this manner, the geodesic equation in Eq. (A18) becomes[
d
ds
− iAψ (u)
] |u⊥〉
‖|u⊥〉‖ = f (s) |ψ〉 . (A19)
At this point, we remark that geodesic paths can be formally obtained by integrating the geodesic relation in Eq.
(A19). Since the action functional L [γgeo] is invariant under reparametrizations and gauge transformations however,
it follows that geodesic paths are reparametrization and gauge covariant quantities. Specifically, we observe that by
exploiting the gauge freedom, γgeo (s) is a geodesic path traced by a vector state |ψ (s)〉 so that the horizontal lift
γ¯geo (s) of γgeo (s) is traced by the state vector |ψh (s)〉 with 〈ψh (s) |∂sψh (s)〉 = 0. Therefore, by taking advantage of
the gauge freedom, we set Aψh (u)
def
= −i 〈ψh|u〉 = 0 with the consequence being that |u⊥〉 = |u〉. Thus, Eq. (A19)
becomes,
d
ds
|u⊥〉
‖|u⊥〉‖ = f (s) |ψh〉 . (A20)
At this stage, by exploiting the parametrization covariance, we can choose a convenient affine parametrization of
the curve which is unique (modulo linear inhomogeneous changes in s, s → s˜ = as + b with a, b ∈ R\ {0}) such
that ‖u‖ is constant along the curve. Therefore, upon setting
〈
ψ˙h (s) |ψ˙h (s)
〉
= constant, 〈ψh (s) |ψh (s)〉 = 1, and〈
ψh (s) |ψ˙h (s)
〉
= 0 for any s, we find that an horizontal affinely parametrized geodesic in the space of unit rays
satisfies the equation
d2
ds2
|ψh (s)〉+
〈
ψ˙h (s) |ψ˙h (s)
〉
|ψh (s)〉 = 0. (A21)
The differential relation in Eq. (A21) describes a simple harmonic oscillator. Assuming 〈ψh (0) |ψh (0)〉 = 1,〈
ψh (0) |ψ˙h (0)
〉
= 0, and
〈
ψ˙h (0) |ψ˙h (0)
〉
= v2H, the general solution |ψh (s)〉 of Eq. (A21) becomes,
|ψh (s)〉 = cos (vHs) |ψh (0)〉+ sin (vHs)
vH
∣∣∣ψ˙h (0)〉 . (A22)
The emergence of the horizontal, affinely parametrized geodesic path in Eq. (A22) concludes our formal derivation.
As a final remark, we point out that we refer to the third subsection of this Appendix for a brief physical note on
the important concepts of dynamical and geometric phases (see Eq. (A7)) in quantum mechanical evolutions.
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2. Nonhorizontal nonaffinely parametrized geodesics
We recall that any two arbitrary non-orthogonal vectors |ψA〉 and |ψB〉 in the unit ray space can be connected by
a geodesic arc that is generally non-horizontal and non-affinely parametrized [14],
|ψ (s)〉 = eiβ sθ [sin (θ − s) |ψA〉+ e−iβ sin (s) |ψB〉] , (A23)
where 0 ≤ s ≤ θ with 0 < θ < π/2 and 〈ψA|ψB〉 = |〈ψA|ψB〉| eiβ . Note that if 〈ψA|ψB〉 = δAB, it is sufficient to
take β = 0 and θ = π/2 in order to obtain a geodesic arc |ψ (s)〉 connecting the two orthogonal states |ψA〉 and
|ψB〉. The geodesic in Eq. (A23) is generally neither horizontal nor affinely parametrized. The horizontality condition〈
ψ (s) |ψ˙ (s)
〉
= 0 is achieved via gauge freedom, while the affine parametrization condition
〈
ψ˙ (s) |ψ˙ (s)
〉
= constant
is obtained via reparametrization freedom.
For example, let |ψ (t)〉 represent the state vector of a quantum system that evolves according to the Schro¨dinger
equation iℏ∂t |ψ (t)〉 = H |ψ (t)〉. If one exploits only the gauge freedom, then the horizontal vector |ψ (t)〉 satisfies the
equation
d2
dt2
|ψ (t)〉+ [vH (t)]2 |ψ (t)〉 = 0, (A24)
where vH (t)
def
= ∆E (t) /ℏ with ∆E (t) being the uncertainty in the energy of the system and t is the ordinary physical
time parameter. To verify that vH (t) = ∆E (t) /ℏ, recall that |u⊥〉 def= |u〉 − 〈ψ|u〉 |ψ〉 and |u〉 def=
∣∣∣ψ˙〉 = − i
ℏ
H |ψ〉.
Then, we have
[vH (t)]
2 = 〈u⊥|u⊥〉
= 〈u|u〉 − |〈u|ψ〉|2
=
〈
ψ˙|ψ˙
〉
−
∣∣∣〈ψ˙|ψ〉∣∣∣2
=
1
ℏ2
[〈
ψ|H2|ψ〉− 〈ψ|H|ψ〉2]
=
[∆E (t)]
2
ℏ2
, (A25)
that is, vH (t) = ∆E (t) /ℏ. In general, when a non-affine parameter is used to describe the geodesic curve, the
analytical integration of Eq. (A24) can be highly nontrivial.
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3. Dynamical and geometric phases in quantum evolutions
From a physics standpoint, the concept of geometric phase (also known as Berry’s phase, [51]) emerges when
considering the adiabatic evolution of a quantum mechanical system whose Hamiltonian H returns to its original
value and the state vector evolves as an eigenstate of the Hamiltonian. As the Hamiltonian returns to its original
value after a time t, the system will return to its original state, apart from a phase factor eiϕtot(t). Specifically, we
have
|ψ (t)〉 = eiϕtot(t) |ψ (0)〉 . (A26)
The phase factor eiϕtot(t) in Eq. (A26) can be described in terms of a circuit-dependent component eiϕgeo(t) and
an usual dynamical component eiϕdyn(t) = e−
i
ℏ
Et which specifies the evolution of any stationary state. In terms of
phases, we have
ϕgeo (t) = ϕtot (t)− ϕdyn (t) . (A27)
The total phase is defined as,
ϕtot (t)
def
= arg [〈ψ (0) |ψ (t)〉] , (A28)
where arg (z)
def
= tan−1 [Im (z) /Re (z)] and z ∈ C. The dynamical phase is defined for any evolution, cyclic or not,
and can be expressed in terms of the time integral of the expectation value of the Hamiltonian H,
ϕdyn (t)
def
= − 1
ℏ
∫ t
0
〈ψ (t′) |H(t′) |ψ (t′)〉 dt′. (A29)
The quantity ϕdyn (t) in Eq. (A29) encodes information about the duration of the evolution of the physical system.
Substituting Eqs. (A29) and (A28) into Eq. (A27), the geometric phase becomes
ϕgeo (t) = arg [〈ψ (0) |ψ (t)〉] + 1
ℏ
∫ t
0
〈ψ (t′) |H(t′) |ψ (t′)〉 dt′. (A30)
The geometric phase ϕgeo (t) in Eq. (A30) is the so-called Berry phase. It offers relevant information about the
geometry of the path of the quantum evolution viewed in the projective Hilbert space of rays. Observe that using
Schro¨dinger’s evolution equation, we have
Im
∫ t
0
〈
ψ (t′) |ψ˙ (t′)
〉
dt′ = Im
(
− i
ℏ
∫ t
0
〈ψ (t′) |H(t′) |ψ (t′)〉 dt′
)
= − 1
ℏ
∫ t
0
〈ψ (t′) |H(t′) |ψ (t′)〉 dt′
= ϕdyn (t) . (A31)
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Therefore, identifying the corresponding quantities together with employing Eqs. (A31) and (A30), we can recover
Eq. (A7). For further details on phase changes in cyclic and noncyclic quantum evolutions, we refer to Ref. [52] and
Ref. [16], respectively. Finally, for a description of Berry’s phase in terms of natural geometric structures or in terms
of the fiber bundle language, we refer to Ref. [53] and Ref. [54], respectively.
Appendix B: Affinely v.s. nonaffinely parametrized geodesic paths
In this Appendix, we present some technical details on the possibility of using a non-affine parameter for describing
the geodesic motion on a curved spacetime manifold. This technicality was mentioned in Section IV when discussing
our gravitational problem.
In the framework of General Relativity on curved manifolds [33, 55], an affinely parametrized geodesic γ (τ) is a
curve whose tangent vector γ˙ is everywhere non-zero and is parallely propagated. Therefore, the covariant derivative
of the vector field γ˙ along γ is zero, that is Dτ γ˙ = 0. As a consequence, ‖γ˙‖ =constant since
∂τ ‖γ˙‖2 def= 〈Dτ γ˙, γ˙〉+ 〈γ˙, Dτ γ˙〉 = 0. (B1)
In particular, the differential equation for an affine geodesic γ (τ), with τ being the affine parameter along the curve
is given by,
d2γa
dτ2
+ Γabc
dγb
dτ
dγc
dτ
= 0, (B2)
with Γabc being the usual Christoffel connection coefficients of the second kind. The standard form of Eq. (B2) is
preserved if and only if we replace τ with τ˜ = τ˜ (τ)
def
= Aτ +B with A, B being constants. Stated otherwise, an affine
parameter is defined up to a change of scale (A 6= 0) and origin (B 6= 0). More generally, a geodesic curve γ (s) is
a curve whose tangent vector γ˙ is everywhere non-zero and only needs to be proportional to a parallely propagated
vector. In this case, the non-affinely parametrized geodesic equation becomes,
d2γa
ds2
+ Γabc
dγb
ds
dγc
ds
= g (s)
dγa
ds
. (B3)
The quantity g (s) in Eq. (B3) is defined as g (s)
def
= dds ln
[
λ−1 (s)
]
with λ (s) > 0 being a differentiable function such
that [33],
[Γ (0, s; γ)]ba ·
[
dγa
ds
(0)
]
= λ (s)
[
dγb
ds
(s)
]
, (B4)
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with Γ (0, s; γ) denoting the so-called connector map. As a final remark, we point out that it can be shown that Eq.
(B3) reduces to Eq. (B2) by performing a suitable change of variables,
s→ τ : s = σ (τ) , with dσ
dτ
def
= λ (σ (τ)) . (B5)
We leave this simple verification as an exercise for the interested reader.
Appendix C: Geometrization of Newtonian Mechanics
In this Appendix, we present a straightforward derivation of Newton’s equation of motion in Eq. (44) starting from
Eq. (48). This technicality was mentioned in Section IV when discussing our thermodynamical problem.
Recall that in a local coordinate system the equation of an affinely parametrized geodesic is given by
d2qi
ds2
+ Γijk
dqj
ds
dqk
ds
= 0. (C1)
The Christoffel symbols Γijk in Eq. (C1) are defined as,
Γijk
def
=
1
2
gim (∂jgkm + ∂kgmj − ∂mgjk) , (C2)
where gij
def
= 2 [E − V (q)] δij . Using Eq. (C2) together with the expression of the Jacobi metric, Eq. (C1) becomes
0 =
d2qi
ds2
+ Γijk
dqj
ds
dqk
ds
=
d2qi
ds2
+
1
2
gim (∂jgkm + ∂kgmj − ∂mgjk) dq
j
ds
dqk
ds
=
d2qi
ds2
+
1
2
gim∂jgkm
dqj
ds
dqk
ds
+
1
2
gim∂kgmj
dqj
ds
dqk
ds
− 1
2
gim∂mgjk
dqj
ds
dqk
ds
=
d2qi
ds2
+
1
2
1
[E − V (q)]δ
im ∂ {[E − V (q)] δkm}
∂qj
dqj
ds
dqk
ds
+
+
1
2
1
[E − V (q)]δ
im ∂ {[E − V (q)] δmj}
∂qk
dqj
ds
dqk
ds
+
− 1
2
1
[E − V (q)]δ
im ∂ {[E − V (q)] δjk}
∂qm
dqj
ds
dqk
ds
=
d2qi
ds2
+
1
2
1
[E − V (q)]
∂ [E − V (q)]
∂qj
dqj
ds
dqi
ds
+
1
2
1
[E − V (q)]
∂ [E − V (q)]
∂qk
dqi
ds
dqk
ds
+
− 1
2
1
[E − V (q)]
∂ [E − V (q)]
∂qi
(
dqj
ds
)2
=
d2qi
ds2
+
1
2
1
[E − V (q)]
[
2
∂ [E − V (q)]
∂qj
dqj
ds
dqi
ds
− gij ∂ [E − V (q)]
∂qj
gkm
dqk
ds
dqm
ds
]
, (C3)
that is,
d2qi
ds2
+
1
2
1
[E − V (q)]
[
2
∂ [E − V (q)]
∂qj
dqj
ds
dqi
ds
− gij ∂ [E − V (q)]
∂qj
gkm
dqk
ds
dqm
ds
]
= 0. (C4)
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Next, recalling that ds2
def
= gijdq
idqj = 4 [E − V (q)]2 dt2, Eq. (C4) becomes
d2qi
dt2
+
∂V (q)
∂qi
= 0, (C5)
that is,
d2qi
dt2
= −∂V (q)
∂qi
. (C6)
Finally, observing that ndof = 1, q = x, and the potential V (q) in Eq. (47) reduces to the harmonic potential
(1/2)mv2thx
2 with vth defined in Eq. (46), we get Eq. (44). For further details on the Riemannian geometrization of
Newtonian mechanics, we refer to Refs. [37, 56].
