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The expansion of non-ideal copper plasma into vacuum is analyzed for the conditions typical to 
explosive electron emission in vacuum arcs.  The gas-dynamic model solves the Euler equations 
with an equation of state (EoS) for weakly non-ideal plasma taking into account the ionization 
energy correction due to electron-ion Coulomb coupling.  We have obtained that the EoS has 
insignificant influence on the plasma expansion, when the plasma properties and composition 
change drastically.  Based on our simulation results, the validity of the “frozen” state theory often 
used in the vacuum arcs plasma diagnostics is questionable. 
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I. Introduction 
Plasmas expanding into vacuum or a background gas appear in many technological 
applications such as laser ablation,1,2 physical vapor deposition,3,4 electric propulsion,5 inertial 
fusion,6 hypersonic aircraft flow control, plasma assisted combustion,7 etc. 
Vacuum arc is one of the phenomena where plasma expansion appears naturally.8 Today, 
it is argued that the ignition and operation of vacuum arcs occurs through a series of micro-
explosions at the cathode surface.8,9,10,11,12,13 These micro-explosions provide the gaseous media 
for a plasma plume forming the arc channel. The micro-explosion mechanism can be explained as 
follows.9,10,12 Micro-protrusions, which are always present at the metal surface, cause local 
enhancement of the electric field. When the electric field at the micro-protrusion tip exceeds the 
critical value (~2×107 V/cm), the electron field emission from the tip starts. The electric current 
heats the micro-protrusion causing thermo-field emission. If the emission current is large enough 
(>2×108 A/cm2 for copper cathode), a thermal runaway9,14 occurs: the micro-protrusion 
temperature reaches the liquid metal boiling temperature on the nanosecond time scale as a 
continuum phase transition metal-liquid-gas-plasma.8 On such a short time scale, the electrode 
material cannot move, and after a few nanoseconds, a dense plasma cloud appears at the cathode 
surface. Very similar processes take place during the femto-second laser ablation when a solid-to-
plasma phase transition occurs on the sub-nanosecond time scale under the action of a laser pulse.2 
The micro-explosions are accompanied by strong pressure gradients, which result in ion 
acceleration to supersonic velocities.8,15,16,17 In Ref. 18, it was pointed out that measuring ion 
velocity distribution function far from the explosion center can give useful information about the 
plasma state in the explosion center. This method of plasma diagnostics is based on a theory of 
“frozen” state.18 This theory assumes that the transition from dense equilibrium plasma to dilute 
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non-equilibrium plasma occurs in an infinitely thin layer. In this layer, the plasma composition 
remains frozen and does not change during the plasma expansion.  
The expansion of dense plasma from an explosive emission center was studied in numerous 
publications19,20,21,22 using both hydrodynamic and particle-in-cell (PIC) models. Since the plasma 
density in the explosive emission center is close to solid density (~1028 m-3),8 the use of PIC models 
for the description of explosive emission center is questionable because the traditional PIC 
methods fail at high plasma densities, when the number of electrons within the Debye sphere 
exceeds the unity.23 On the other hand, hydrodynamic models using ideal gas law for expanding 
plasmas miss important effects related to non-ideal character of dense plasmas.  In particular, the 
non-ideal gas equation of state (EoS) and the pressure ionization must be taken into consideration.8 
As was pointed out in Ref. 24, vacuum breakdown occurs on the ion time scale, while the 
gaseous breakdown occurs on the electron time scale.25  The disparity of time scales (electron, ion 
and liquid) allows significant simplification of the computational models.  The liquid and electron 
time scales were explored in our previous publication.25  In the present paper, we explore the 
processes that occur on the ion time scale. Here, we analyze the expansion of weakly non-ideal 
plasma into vacuum using a fluid model with a non-ideal plasma EoS.  This EoS takes into account 
the contributions from both neutrals and charged species, and the ionization energy correction due 
to electron-ion Coulomb coupling.  We consider only the gas dynamic model based on Euler 
equations, and assume that the electrons and ions are in the local thermodynamic equilibrium 
(LTE). By varying the gas temperature and pressure in a wide range we analyze how the plasma 
non-ideality influences the plasma expansion dynamics. 
II. Computational model 
There are two regimes of plasma expansion,18,26 which are characterized by the Damköhler 
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number, 𝐷𝐷𝐷𝐷 (see Figure 1), which is the ratio of the characteristic expansion time and the 
characteristic reaction time. At 𝐷𝐷𝐷𝐷 ≪ 1, the plasma is in thermal non-equilibrium, while the 
ionization and recombination processes can be neglected. Then, the charge states are said to be 
frozen and the ion charge distribution function is not changing during the expansion.18  In the 
opposite case, at 𝐷𝐷𝐷𝐷 ≫ 1, the charge state distribution is in the LTE. This means there is a balance 
between the ionization and recombination reactions due to frequent interparticle collisions.  In a 
more convenient form, the necessary condition for LTE is defined by the McWhirter criterion27 
𝑛𝑛𝑒𝑒(𝑚𝑚−3) = 1.6 × 1018𝑇𝑇1/2(∆𝐸𝐸𝑛𝑛𝑛𝑛)3,   (1) 
where 𝑇𝑇 is the plasma temperature (in K) and ∆𝐸𝐸𝑛𝑛𝑛𝑛 is the energy difference between levels 𝑛𝑛 and 
𝑚𝑚 (in eV). 
 
Figure 1. Schematic representation of plasma expansion. 
 
Plasma is quasi-neutral in the LTE regime. As was shown, for instance, in Ref. 26, this 
regime is realized in the vicinity of the explosion center (𝑥𝑥 < 1 mm), where the gas density is close 
to the solid density. As the plasma expands, its density decreases. Then, the balance between 
ionization and recombination breaks, and the plasma comes to the non-thermal equilibrium state.  
In the present paper, only the LTE plasma expansion is considered. The expansion of non-
equilibrium plasma was analyzed, for instance, in Ref. 28 using the kinetic Vlasov equation solver.  
There are also numerous theoretical and hydrodynamic modeling studies devoted to the expansion 
of this plasma (see Refs. 29,30,31 and references therein). 
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The LTE plasma expansion into vacuum can be described by the system of one-
dimensional (1D) Euler equations:1 
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Here, 𝜌𝜌 is the density, 𝑢𝑢 is the velocity, 𝑝𝑝 is the pressure and 𝐸𝐸 is the internal energy. The system 
(2)-(4) is solved for the density 𝜌𝜌, the momentum 𝜌𝜌𝑢𝑢, and the internal energy density 𝜌𝜌𝐸𝐸. A multi-
dimensional, ideal-gas version of this model has been recently developed in Ref. 32. This model 
relies on a different compressible Euler solver and uses two Cu ion species, Cu+ and Cu2+. The 
model is thus applicable mainly to low-density, ideal plasma conditions, when the ionization into 
higher Cu states is not important. The 1D version of this model has been successfully validated 
against laser ablation experiments. 
The system (2)-(4) must be closed by the appropriate EoS. Dense plasma can be 
characterized by the degeneracy parameter, 𝜉𝜉, and the ideality parameter, 𝛾𝛾.33 The parameter 𝜉𝜉 is 
the ratio of the plasma temperature and the Fermi energy, while 𝛾𝛾 is the ratio of the potential and 
kinetic energies of plasma particles. For the explosive emission plasma, one has 𝜉𝜉𝑒𝑒 <1 and 𝜉𝜉𝑖𝑖 <1, 
while 𝛾𝛾 > 1.9 This means that such plasma can be described by the classical statistical theory, 
although there is a strong interaction between the electrons and ions.33 Therefore, in our present 
model we assumed that each plasma species is described by the ideal gas EoS resulting in the total 
pressure 
𝑝𝑝 = (1 + 𝑥𝑥𝑒𝑒)𝜌𝜌𝑘𝑘𝑇𝑇/𝑚𝑚,      (5) 
while the internal energy density is defined by1 
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Here, 𝑚𝑚 is the atom mass, 𝑥𝑥𝑒𝑒 is the electron fraction, 𝑥𝑥𝑧𝑧 is the ion fraction, and 𝑍𝑍𝑛𝑛𝑚𝑚𝜕𝜕 is the total 
number of ions considered in the model.  We also impose the conservation of mass1 
𝑥𝑥0 + ∑ 𝑥𝑥𝑧𝑧𝑍𝑍𝑚𝑚𝑚𝑚𝑚𝑚𝑍𝑍=1 = 1,      (7) 
and the charge conservation 
∑ 𝑍𝑍𝑥𝑥𝑧𝑧
𝑍𝑍𝑚𝑚𝑚𝑚𝑚𝑚
𝑍𝑍=1 = 𝑥𝑥𝑒𝑒.      (8) 
In Eq. (7), 𝑥𝑥0 is the atoms fraction. Within the LTE, the densities of plasma species are calculated 
using the system Saha-Eggert equations:1,18 
𝑛𝑛𝑒𝑒𝑛𝑛𝑄𝑄+1
𝑛𝑛𝑄𝑄
= Λ𝐵𝐵−3 2Σ𝑄𝑄+1Σ𝑄𝑄 exp �− 𝐸𝐸𝑄𝑄−∆𝐸𝐸𝑄𝑄𝑘𝑘𝑘𝑘 �.    (9) 
Here, Λ𝐵𝐵 = ℎ�2𝜋𝜋𝑛𝑛𝑒𝑒𝑘𝑘𝑘𝑘 is the thermal de Broglie wavelength, ℎ is the Planck constant, and Σ𝑄𝑄 are the 
ion partition functions.  Equation (9) takes into account both the thermal and pressure ionization.34 
The latter effect is obtained at high pressures, when the outer shells of atoms become compressed 
and finally disappear.33 The ionization threshold lowering (∆𝐸𝐸𝑄𝑄) due to the electron-ion Coulomb 
coupling is calculated using the Debye-Hückel theory:35 
∆𝐸𝐸𝑄𝑄 = (𝑄𝑄+1)𝑒𝑒24𝜋𝜋𝜀𝜀0(𝜆𝜆𝐷𝐷+Λ𝐵𝐵/8).      (10) 
Here, 𝑒𝑒 is the elementary charge, and𝜆𝜆𝐷𝐷 is the plasma Debye length calculated by35 
𝜆𝜆𝐷𝐷 = � 𝜀𝜀0𝑘𝑘𝑘𝑘𝑒𝑒2�𝑛𝑛𝑒𝑒+∑ 𝑄𝑄2𝑛𝑛𝑄𝑄𝑄𝑄 ��12.     (11) 
Here, 𝜀𝜀0 is the permittivity of a free space, 𝑛𝑛𝑒𝑒 is the electron number density, and 𝑛𝑛𝑄𝑄 are the ion 
number densities.  The Debye-Hückel theory is valid until ∆𝐸𝐸𝑄𝑄 < 𝐸𝐸𝑄𝑄.35 
The numerical solution of Eqs. (1)-(3) requires the calculation of sound speed.36 The latter 
was found from 
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III. Global analysis of plasma composition 
This section presents the global analysis of the plasma composition. In this analysis, only 
the system of equations (7)-(11) was solved. The temperature was considered as the external 
parameter.  The copper (Cu) plasma consisting of 29 ions in the ground states was considered. The 
partition functions and the ionization energies were taken from Refs. 18 and 38, respectively. The 
gas density was varied from the rarefied flow conditions (10-6 kg/m3) (Knudsen number ~1-10) to 
the solid state (104 kg/m3) conditions. 
 
Figure 2. Influence of the gas density on plasma composition for different values of the temperature. Dash 
line shows the results obtained for 3 eV without accounting for the lowering of ionization energy. 
 
Figure 2 shows the influence of the total density and the temperature on the mean ion 
charge state, 𝑥𝑥𝑛𝑛. Similar results for various metals were obtained, for instance, in Refs. 
18,39,40,41.  In our model, 𝑥𝑥𝑛𝑛 = 𝑥𝑥𝑒𝑒 because the total species density is kept constant. 
The pink dash line in Figure 2 shows the mean ion charge state obtained for 3 eV without 
accounting for the lowering of ionization energy. One can see that below 10-2 kg/m3, this curve 
coincides with the one obtained with account for the ionization energy correction. This means that 
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this region on the diagram corresponds to ideal plasma. In the region 10-2 kg/m3< 𝜌𝜌 <101 kg/m3, 
both models predict a decrease of 𝑥𝑥𝑛𝑛 for increasing density. However, the model with the 
ionization energy correction predicts a minimum of 𝑥𝑥𝑛𝑛 at 𝜌𝜌~ 20 kg/m3, while another model 
predicts a monotonically decreasing 𝑥𝑥𝑛𝑛. In this model, only the thermal gas ionization is possible.  
Therefore, at extremely high gas density, there is not enough energy for the gas ionization. In Ref. 
18, the region in the vicinity of the minimum of curve 𝑥𝑥𝑛𝑛 = 𝑥𝑥𝑛𝑛(𝜌𝜌,𝑇𝑇) was called the “valley of 
low ionization”.  In this region, the transition from weakly to strongly non-ideal plasma occurs. 
The increase of total plasma density leads to an increase of the role of the electron-ion 
Coulomb coupling, which results in a sharp increase of the mean ion charge.  In this region, the 
main mechanism of the gas ionization is the pressure ionization.34  Figure 2 shows that at high 
densities, the value of 𝑥𝑥𝑛𝑛 saturates. One can conclude that the lower the temperature the lower the 
saturation value of 𝑥𝑥𝑛𝑛.  In the asymptotic limit of very high pressures (not reachable for the 
conditions of our studies) and high temperatures, the plasma is fully ionized.  It consists only of 
free, bare nuclei and free electrons. 
 
Figure 3. Plasma composition as function of gas density obtained for the temperature of 3 eV. 
 
Figure 3 shows the plasma composition as function of total density for T = 3 eV. These 
results were obtained using the model with accounting for the ionization energy lowering. One can 
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see that there is a wide region where the ion with Z = 2 is the dominant. This region is typical for 
the laser ablation plasma.1  In the region 102 kg/m3< 𝜌𝜌 <103 kg/m3, there are several ions with the 
charge state 5 < Z < 11 present in the plasma. However, there is always one dominant ion, and the 
densities of other ions are much smaller. At 𝜌𝜌 > 2×103 kg/m3, only the ions with Z = 11 are present 
in the plasma.  This result is explained by the big energy gap between the energy levels #11 and 
#12 (~100 eV).38 
IV. Analysis of the plasma expansion  
In this section, we analyze the plasma expansion in the vicinity of the valley of low 
ionization (see Figure 2), where the Debye-Hückel theory is still valid.  The gas stair with the 
initial pressure of 𝑝𝑝0 and density 𝜌𝜌0 was located in the left part of the simulation domain. On the 
right, the “vacuum” conditions were imposed (pressure 10-5 Pa and density 10-3 kg/m3). Below, 
the results of simulations for 𝑝𝑝0 = 5×109 Pa and 𝜌𝜌0 =103 kg/m3 are presented. These initial 
conditions are close to the ones obtained after the micro-protrusion explosion.9 Here, we do not 
consider the fast solid-liquid-gas-plasma continuum phase transition. As was shown in Refs. 9,14, 
this transition occurs at the nanosecond time scale due to the thermal runaway.  This time is too 
short for the liquid motion, and the dynamics of this phase transition can be modeled by solving 
only the thermal heat balance equation.9,14 
In the regime considered here, the pressure ionization is important, and one needs to 
consider the ionization energy correction defined by Eq. (10). For higher densities, plasma 
becomes strongly non-ideal, and the EoS (5)-(6) loses its validity. As it follows from Figure 2, for 
T< 6 eV and for the total density in the range 10-4 – 103 kg/m3, the mean ion charge state does not 
exceed 6. Therefore, in this section we consider the Cu plasma consisting only of 6 ions. 
Figure 4-Figure 6 illustrate the main results of our simulations. These figures show a 
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comparison between the models with and without accounting for the ionization potential lowering.  
One can conclude from Figure 4 that both models predict very similar results.  Both the gas density 
and the velocity profiles look similar. The comparison between Figure 4(b) and Figure 4(d) shows 
that the ideal plasma propagates faster that the non-ideal one. This difference can be explained by 
the small changes in the gas pressure obtained for both plasmas. 
One can conclude from Figure 4 and Figure 5 that both the velocity and temperature 
increase at the leading edge of the expanding plasma. Since the system (2)-(4) is isentropic,42 the 
initial internal energy is gradually transformed into kinetic energy. The velocity increase follows 
from the density continuity equation (2), which shows that the decrease of density leads to the 
increase of the gas velocity.  
 
Figure 4.(a,c) Density and (b,d) velocity without and with the accounting for the ionization 
potential lowering for the plume pressure 5×109 Pa and density 103 kg/m3. 
 
Although the ionization potential lowering does not influence significantly the plasma 
expansion (Figure 4), it does influence the plasma component content. Figure 5 shows the plasma 
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temperature and the relative density of electrons, while Figure 6 shows the densities of main ions. 
One can see that the accounting for the pressure ionization results in the decrease of the 
temperature of the explosive emission center, while the electron relative density increases. Figure 
6(d) shows that 𝑥𝑥𝑒𝑒 ~1 in the plume of weakly non-ideal plasma, while it is ~0.3 in the plume of 
ideal plasma.  This relation between T and 𝑥𝑥𝑒𝑒 is obtained due to the way we set up the initial 
conditions. In our model, we fixed the initial pressure and density in the explosion center. 
Therefore, as it follows from the EoS (5), the value of (1 + 𝑥𝑥𝑒𝑒)𝑇𝑇 does not depend on the model. 
The lowering of the ionization potentials in the Saha-Eggert equations (9) results in the higher 
densities of plasma species. This results in the decrease of the gas temperature calculated by Eq. 
(6). 
 
Figure 5. (a,c) Temperature and (b,d) electron relative density without and with the accounting for 
the ionization potential lowering for the plume pressure 5×109 Pa and density 103 kg/m3. 
Both models give comparable values of both temperature and 𝑥𝑥𝑒𝑒 at the leading edge of the 
expanding plasma (Figure 5). In this region, both the gas pressure and the temperature are smaller 
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than in the explosion center. The pressure drops to such extent that the plasma becomes ideal at 
the leading edge.  
 
Figure 6. Primary ion densities obtained at t = 100 ns (a) without and (b) with the accounting for 
the ionization potential lowering for the plume pressure 5×109 Pa and density 103 kg/m3. 
 
Figure 6 shows that there are only ions Cu+ in the explosion center in the ideal plasma 
model. This is obtained because for the given gas density and temperature there is no enough 
energy for the thermal ionization with the generation of highly charged Cu ions. The accounting 
for the plasma non-ideality results in the appearance of the additional mechanism of the gas 
ionization, pressure ionization. This lowers the ionization energy thresholds in the Saha-Eggert 
equations (10) and results in the production of highly charged ions. Figure 6(b) shows that the non-
ideal plasma of explosion center consists of four ions, Cu+, Cu2+, Cu3+ and Cu4+. Also, there is 
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some small fraction of Cu5+ ions in the explosion center (𝑥𝑥5~ 10-4). One can see that the primary 
ions are Cu+. There is also significant number of Cu2+. 
The simulation results show that outside the explosion center, the gas pressure decreases. 
This reduces the electron-ion Coulomb coupling and the plasma becomes ideal. Since the pressure 
ionization is switched off, only singly charged Cu atoms are obtained between the explosion center 
and the leading edge. The densities of highly charged ions drop almost to zero along the distance 
~40 µm.  Here, it is interesting to check the McWhirter criterion (1).  For the conditions of Figure 
5, one obtains that for 𝑥𝑥 < 2.5 mm, the critical electron density is ~1023 m-3, while for 𝑥𝑥 > 2.5 mm 
it is ~1021 m-3 (see Figure 7). One can then conclude that although the plasma species remain in 
the LTE at the distance ~1 mm from the explosion center, the plasma composition changes 
drastically. This is explained by the switching off of the pressure ionization which is obtained due 
to the plasma expansion. This result does not agree with the theory of a frozen state,18 which 
neglects the transition from the pressure ionization dominant regime to the thermal ionization 
dominant regime along the finite distance. As it follows from our simulations, the plasma remains 
in the LTE during this transition. One possible explanation of this contradiction can be the 
inaccuracy of the McWhirter criterion (1) derived for the steady-state conditions.27 As was 
discussed in Ref. 43, the accounting for the plasma propagation can increase the plasma density in 
Eq. (1) by at least a factor of 10. 
Figure 5 shows that at the leading edge, the gas temperature increases. This leads to the 
generation of doubly charged ions due to the thermal ionization mechanism [see Figure 6(b)]. 
Here, it is important to note that in the vicinity of the leading edge, the McWhirter criterion (1) is 
not satisfied.  Here, the electrostatic effects might be important.29 
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Figure 7. The McWhirter criterion (1) and the electron number density obtained at t = 100 ns. 
 
We also carried out the simulations for the explosion center pressure 5×108 Pa and density 
102 kg/m3. The obtained results were similar with the results shown above. The only difference 
was in the plasma composition. Namely, the decrease of the gas pressure results in the decrease of 
the energy correction factors ∆𝐸𝐸𝑄𝑄. Therefore, the mean ion charge state decreases when both 𝑝𝑝0 
and 𝜌𝜌0 decrease. For further decrease of the gas density, as it follows from Figure 2, the mechanism 
of thermal ionization becomes dominant, while the pressure ionization becomes less important. 
Our simulation results have also shown that the mechanism of plasma expansion qualitatively 
remains similar with the one presented in this section for higher gas pressure and density.  
V. Summary 
The gas dynamic expansion of weakly non-ideal plasma into vacuum was analyzed for the 
conditions typical to explosive electron emission. For our analysis, we have developed the 
computational model which solves the Euler equations for gas dynamics taking into account the 
equation of state for non-ideal plasma with the ionization energy correction due to the electron-
ion Coulomb coupling. 
We have obtained that the Coulomb coupling has insignificant influence on the plasma 
expansion. However, this effect is significant for the plasma composition in the explosive emission 
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center.  We have also obtained that the leading-edge plasma is ideal and the ionization energy 
lowering is not important. 
Our simulation results have shown that the plasma remains in the local thermodynamic 
equilibrium at distances about 1 mm from the explosive emission center. However, the plasma 
expansion at this distance is accompanied by the transition from the pressure-ionization- dominant 
regime to the thermal-ionization-dominant regime, which leads to drastic changes of the ion 
composition within the LTE region. Our results make questionable the validity of the “frozen” 
state theory often used in vacuum arcs plasma diagnostics. 
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