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ABSTRACT 
The recent evolutions in embedded systems have now made the video sensor networks a 
reality. A video sensor network consists of a large number of low cost camera-sensors 
that are deployed in random manner. It pervades both the civilian and military fields with 
huge number of applications in various areas like health-care, environmental monitoring, 
surveillance and tracking. As most of the applications demand the knowledge of the 
sensor-locations and the network topology before proceeding with their tasks, especially 
those based on detecting events and reporting, the problem of localization and calibration 
assumes a significance far greater than most others in video sensor network. The 
literature is replete with many localization and calibration algorithms that basically rely 
on some a-priori chosen nodes, called seeds, with known coordinates to help determine 
the network topology. Some of these algorithms require additional hardware, like arrays 
of antenna, while others require having to regularly reacquire synchronization among the 
seedy so as to calculate the time difference of the received signals. Very few of these 
localization algorithms use vision based technique. 
In this work, a vision based technique is proposed for localizing and configuring 
the camera nodes in video wireless sensor networks. The camera network is assumed 
randomly deployed. One a-priori selected node chooses to act as the core of the network 
and starts to locate some other two reference nodes. These three nodes, in turn, 
participate in locating the entire network using tri-lateration method with some 
appropriate vision characteristics. In this work, the vision characteristics that are used the 
relationship between the height of the image in the image plane and the real distance 
between the sensor node and the camera. Many experiments have been simulated to 
V 
demonstrate the feasibility of the proposed technique. Apart from this work, experiments 
are also carried out to locate any other new object in the video sensor network. 
The experimental results showcase the accuracy of building up one-plane 
network topology in relative coordinate system and also the robustness of the technique 
against the accumulated error in configuring the whole network. 
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AßtiTR: 11: 
Evolusi terkini dalanl sistenl terbenaiii telah nlenjadikan rangkaian penderia video satu 
kenyataan. Rallgkalan penderia video terdiri daripada sehilangan besar penderla-kanlera 
berkos rendah yang digunakan dalanl keadaan rawak. lanya nlenycran`ý kedua-dua 
bidallg keteiltCraan datl orang awan detlgan bllangiln besar apllkasinya dalanl pelbagal 
bidang seperti penjagaatl keslhatan, pengawasan persekltaratl, pengawasatl dan 
penjejakan. Kebanyakan aplikasi tlletltltlltlt pengetahuan tentang lokasi-penderia dan 
topologi rangkaian sebelunl meneruskan tugas-tugas nlereka, terutama yang berkaitan 
dellgall haI-haI llletlgesall dan melapor, niasalah peneinpatan dan penentukuran 
tnetlganggap satt! kelebillatl jauh lebih bagus berbanding dengan kebanyakan rangkaian 
penderia video yang lain. Literatur dipenuhi dengan banyak penenlpatan dan algoritnla 
penentukuran yang pada asasnya bergantung kepada sebilangan priori nod-nod terpilih, 
yang dipanggil hiji-hrji, dengan koordinat yang diketahui llntllk nlenlbantu dalam 
menentukan topologi rangkaian. Sesetengath algoritnla im memerlukan perkakasan 
tainbahan, sc'pertl tatasusunan antena, Illanakala yang, ` lain perlu secara teratur 
inendapatkan setlltlla penyegerakan antara biji-biji agar dapat Illetlghltting perbeZaan 
niasa isyarat yang diteriina. I lanya sebilangan kecil algoritnla penenlpatan Illell`.. ', gtlnakan 
teknik berasaskan penglihatan. 
I)alam kajian im, teknik berasaskan penglihatan dicadangkan untuk menempat 
dan mengatur nod kamera dalam rangkaian penderia wayerless video. Rangkaian kamera 
diandaikan diatur secara rawak. Satu priori nod terpilih memilih untuk bertindak sebagai 
teras rangkaian dan mula mengatur heberapa dua nod rujukan yang lain. Ketiga- tiga nod 
mi, hcrgilir-gilir menyertai dalam menempatkan keseluruhan rangkaian menggunakan 
vii 
kacdah `tri-Iatcration' dengan beberapa cirri-ciri pen-lihatan yang sesuai. Banyak 
eksperinlen tclah disinlulasi untuk menunjukkan kemmngkinan terhadap teknik yang 
dicadangkan. Sebahagian daripada kajian im, eksperinlen juga turut dijalankan bagi 
nlenenlpatkan mana-nlana objek baru yang lain dalanl rangkaian penderia video. 
1-lasil kajian IIII menunjukkan kejituan membangunkan topologi rangkaian satu 
satah dengan merujuk kepada sistem koordinat dan juga keteguhan teknik pada ralat 
terkumpul dalam mengatur keseluruhan ran(ykaian. 
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CHAPTER ONE: INTRODUCTION 
In this chapter, the wireless sensor network (WSN), leading to video wireless sensor 
network (VWSN), interchangeably called camera sensor network is introduced. With the 
background of VWSN and its applications covered will be dealt with challenges of' 
designing and deploying typical VWSN. The node localization and object tracking as the 
two challenges are identified and hence developed in this thesis. 
1.1 Wireless Sensor Network 
A WSN is a network that consists ofa large number of low cost nodes that are randomly 
distributed in an ad-hoc manner as shown in Figure 1-1 and cooperatively perlbrm 
specific functions. Each node has the capability of communicating with other nodes in the 
network (using short-range transceiver devices), sensing the surrounding physical 
phenomena, and carrying out a limited processing on the sensed data with the help of a 
microcontroller and some finite memory. 
ýi11IlNi11' Sensor nalcs 
o 
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Figure 1-1: Architecture of Wireless Sensor Network [1] 
I 
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These characteristics and many other unique features have given rise to WSNs 
being, used in variety of applications from civilian to military and from home to industry. 
The development of WSNs was originally motivated by military applications such as 
battlefield surveillance and enemy monitoring [2]. However, they are now being used in 
many civilian applications. In the following section we will briefly mention a few of 
these applications. 
1.2 Wireless Sensor Network Applications 
As mentioned above, WSNs have come to control many aspects of our life as in the 
healthcare, environmental monitoring, surveillance and security. The following are some 
examples make use of sensor networks: 
Habitat and Area Monitoring [3], is the most common application of WSN that is 
used for monitoring purposes. It represents significant advance over the traditional 
methods of' monitoring where it negates many critical challenges facing 
researchers/designers, like, the potential impacts of human presence in the field 
conditions while monitoring plants and animals. Although choosing WSNs in this type of 
application allows the random deployment of the sensing devices saving on the cost of 
constructing such networks, it still requires a good localizing technique that makes it 
more practical. 
HealthCare applications [4], another area of application of WSNs, are considered 
to be of great supplementary values for both medical and sensor networks fields. These 
kinds of applications require real-time response and accurate data aggregation. Examples 
of such applications are monitoring chronic patients and assisting elderly persons with full 
medical care for long period of time. Indeed the significance of' these applications is in its 
ability to inform the medical professionals the latest condition of the patient and the 
location when emergency occurs. 
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Home automation and security [5], (also known as smart homes) is one of the 
WSN applications that are categorized under the automation techniques. Example of 
these applications are light and climate control, control of doors and window shutters, 
and monitoring and security systems. Nowadays, securing any residential and industry 
complex is also based on WSNs. 
Surveillance and Tracking [6], is considered to be the most widely used type of 
WSNs applications. It has been motivated and adapted from the way the soldiers monitor 
battle-fields. As shown in Figure 1-2 soldiers can collect important data from the battle- 




Figure 1-2: Soldier Collecting Data from the Battle-Field [21 
Currently, there are many other applications of WSNs and there is no doubt that 
many of them involve some kind of event and data reporting. In a typical application, 
these data seem useless without the prior knowledge of the location. This requires that the 
researchers innovate and develop good localization techniques for sensor networks. 
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1.3 Video Wireless Sensor Networks: 
The rapid evolution in the embedded systems technology today has provided the 
opportunity of using video and image data in the sensor networks. From this emerge 
various applications in VWSNs. This is a type of WSN that consists of' low cost camera 
nodes. It affects the underlying infrastructure of' the normal sensor networks and offers 
additional challenges, like: 
" Power Challenges - due to the large computational requirements in the 
internal video processing. 
" Bandwidth Challenges - due to the relatively big size of'the resulting video 
data. 
Configuring Challenges - due to the extra parameters needed to configure 
the sensor nodes (e. g., the orientation angle of the camera node and its 
field of view). 
Unlike the normal sensor networks, video sensor networks provide additional 
visual information comprising of situation awareness, event understanding, and decision 
making. This makes the use of such networks in the surveillance, monitoring, and 
tracking applications more efficient. The next section presents a practical scenario that 
demonstrates these additional advantages ofa VWSN. 
1.4 Fire Rescue Application 
4 
In this section, a brief theoretical study for a practical scenario using video sensor 
networks namely Fire Rescue Application is presented. Recently, much research effort 
has been focused on Fire Rescue applications using sensor networks. One such study 
presented by Keºtei Sha et a! [7] addressed the requirements for Fire Rescue Application 
C11: I PTF, R ONE. INTRODUCTION 
using sensor network. Practically and as shown in Figure 1-3, the fire-fighters can be 
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In some situations the sensing field could be unreachable (e. g., big forests fires, 
fires in exposed areas where the winds keep changing the fires movement and other 
safety factors). Such cases can be handled by random deployment of a numbers of 
camera nodes in the fire fields that can help construct an underlying infrastructure of 
VWSN and help provide a complete view of what's going on in the fire fields. This 
network keeps gathering useful information from the fire fields to the fire department, so 
it can take effective decisions to blaze-out the fires in short time (e. g., start blazing-out 
the fires from such and such direction, send more fire-fighters to certain location etc. ). 
Using VWSNs in such applications promises the improvement in its efficiency in 
handling the on-the-spot tasks. This improvement in its efficiency would not be feasible 
without complementing the visual data with the location data. This shows that, in the 
Fire field 
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practical applications for both normal and video sensor networks, the sensors' location 
and the network topology are critical issues. The following sections, present the 
motivation for this work in developing the vision based localization technique and list the 
thesis contributions. 
1.5 Motivation 
Various tasks that the sensor networks handle in monitoring and tracking pose serious 
research problems, like accurately locating the sensor nodes, minimizing the power 
consumption and efficiently routing the data through the network. As mentioned above, 
localization and calibration are Im of the many important problems in designing and 
using any sensor network. Their importance can be clearly summarized in these 
assumptions [8]: 
" All the nodes of a WSN are location aware, specially, in the applications 
that are based on data or event detection and reporting. 
6 
" Most of these applications use routing protocols that rely on the 
knowledge of the geographical locations ofthe sensor nodes to complete a 
given task successlülly. 
" In a VWSN, location awareness together with camera based parameters 
like its angle of orientation (and, hence its resulting field of view (FOV)) 
are necessary in reconstructing the visual scenes of the sensing areas for 
surveillance and tracking purposes. 
These fundamental requirements of almost all WSN applications and VWSN 
motivate this research to come out with a suitable localization method that is powerful 
and works with more flexibility. The vision based localization method derives its 
importance from the need to utilize the same equipment that the sensor nodes are 
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equipped with for surveillance and tracking applications without having to seek help from 
other external devices that may otherwise increase cost of the sensor nodes and affect the 
underlying infrastructure of the network. 
In addition, the localization technique is lurther enhanced to estimate the angle of 
orientation and therefore the resulting FOV -a process called calibration in this thesis. 
1.6 Objectives 
The objective of this research is to develop a novel vision based localization and 
calibration technique for video sensor networks. This thesis intends to make use of the 
visual data provided from the nodes and design a novel method to localize the entire 
network with good accuracy and construct a combined view ofthe area being sensed. It is 
based on this fundamental knowledge that the network can be made use of in various 
applications. In addition, the localization technique should also he able to localize the 
network with fewer number of reference nodes as compared to other techniques. 
1.7 Work Contributions 
In this thesis, a novel vision based localization and calibration technique has been 
proposed that attempts to localize one-plane camera sensor network with random 
deployment of its nodes. This research on such a technique has made the following 
contributions to the field of localization in video sensor networks. These contributions are 
summarized in develop a novel self-complete procedure that helps localize all the nodes 
and helps construct the scene under observation. The localization technique has following 
novel features: 
" The novel vision based localization technique for static VWSN uses the 
vision characteristic in estimating the coordinates of the nodes ºrithou! 
requiring extra hardware. This research also succeeded in decreasing the 
7 
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necessary number of global reference nodes to just one as compared to 
other traditional techniques which require at least two. Unlike others, this 
technique allowed the three reference nodes to be randomly deployed. 
" Furthermore, a calibration procedure has been developed that 
systematically makes use of' the camera node calibration parameters like 
angle of orientations of the nodes in defining the overlapping areas and 
reconstructing the visual senses for tracking purposes. 
" In addition, a new object has been localized and calibrated and track while 
its movement in this network that. The traditional way of subtracting the 
background in the images used to detect the new object and locate it using 
conventional triangulation method. 
1.8 Thesis Outline 
The rest of this thesis is organized as follows: Chapter 2 introduces an extensive 
background Study in the localization and calibration techniques that have been proposed 
in the WSN field and some of the current state-ol=the-art vision based localization 
techniques. It, also, introduces a background study on the vision characteristic that has 
been used in the vision technique. Chapter 3 formalizes the main steps of the proposed 
vision based localization and calibration technique and the way it estimates the location 
of the camera nodes. Moreover, in the same chapter an application scenario of a 
stationary surveillance network that has been localized and calibrated with the same 
proposed technique has been presented. The surveillance network attempts to detect and 
track any moving object in the sensing area using triangulation method. Chapter 4 
presents the practical experiments that have been carried out in the laboratory 
environment and Some of the assumptions made in deploying the nodes in the network. 
Also presented in this chapter the experiments carried out for the application scenario. In 
chapter 5, the analysis of the results obtained from the previous chapter is elaborated and 
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present statistical study with a comparison against other vision based and wireless signal 
based localization technique to evaluate the accuracy of the proposed technique. In 
chapter 6, a conclusion for this research is presented with some suggestions for future 
work. Finally, 3 appendices are included in this thesis. Appendix-A explains the process 
of the localization and calibration as used in the localization technique with some flow 
charts explaining the node participation. Appendix-B explains the mathematical concept 
behind calculating the coordinates of' one sensor node and derives it in the relative 
coordinate system. This thesis is ended with Appendix-C that lists the MATLAB" codes 
representing a graphical user interface (GUI) for difference phases of the camera nodes. 
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This chapter presents an extensive literature review on various localization and 
calibration techniques used in WSNs. Examples of both normal and vision based 
techniques have been included. Section 2.1 introduces the same Fire Rescue Application 
using VWSN, but from a joint-q1=vigil' that demonstrates the importance of the sensor 
nodes' coordinates to complete the desired task. Section 2.2 and section 2.3 a background 
study in localization and calibration is provided. Ilere, localization implies finding the 
coordinates of the nodes and calibration means determining the node parameters e. g, 
orientation angle, the camera FOV and other parameters. Section 2.4 encloses current 
state-of-11i -aº"t vision based localization and calibration techniques. In section 2.5, the 
background study of the vision characteristics that are helpful in explaining the proposed 
technique is provided. And lastly section 2.6 is the conclusion. 
2.1 Localization in Practical Scenarios 
In this section, a practical scenario of' fire rescue that was mentioned in the previous 
chapter is presented to demonstrate the importance of' localization concept and its 
process. Assume that a forests area catches up lire and an emergency call is sent to the 
fire department to blaze out the fire in that area. The department uses a new sophisticated 
safety system that consists of'camera nodes forming a VWSN and a few other useful and 
recommended sensors, e. g., temperature sensors and wind sensors. The department's 
helicopter flies over the forests area and, randomly, deploys hundreds of camera nodes at 
various places. Alter deployment, the nodes start localizing themselves to construct a 
Firefighter Camera Network as shown in Figure 2-1 and share together sonic useful 
information about the area on fire. 
io 
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Figure 2-1: Firefighter Camera Network Topology 
This type of application requires much care in designing the camera nodes to face 
the environmental challenges like fire in this case. There are many studies on the 
requirements of a typical firefighting network - one such study is reported in [71. 
Another interesting scenario is that of a video surveillance network in military 
camp as shown in Figure 2-2. The random deployment of the camera nodes in VWSN 
helps to discover the area and applying geographical analysis in as short a time as 
possible before deciding the eventual movement of the army. In addition, VWSN can be 
used as a surveillance network for monitoring the areas around the camp for more 
security. This visual information would not be useful with the absence of the location 
information. The information gathered from the camera sensor network helps in taking 
appropriate and immediate decision regarding the emergency cases. 
II 
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Figure 2-2: Video Surrveillance Network Topology 
Recently, many localization techniques have been proposed in the context of 
random deployment of a sensor network, as is detailed in the next section. Typically, the 
localization process is meant to estimate the camera nodes' coordinates relative to some 
a-priori chosen reference nodes - those provided with their global coordinates with the 
help of global positioning system (GPS). 
In both scenarios this information helps the control monitoring department to 
construct a global network topology and explore the nearest areas. Based on the 
information collected by the sensors the monitoring department will be able to make 
significant decisions in controlling the situation. 
2.2 Localization Background 
Localization is a fundamental problem in WSNs. It is considered as a difficult 
issue to be resolved in real practical applications. Localization is an algorithm that helps 
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in determining and discovering the geographical location of' the sensor nodes in a 
network by estimating their coordinates. Localization is important when we consider the 
need to locate the nodes in areas otherwise hazardous, inaccessible or disaster-affected. It 
is also important when some of the nodes fail and the network is required to reconfigure 
itself There are many useful survey-studies on the localization algorithms in WSNs [9]. 
These are classified into either centralized algorithms or distributed algorithms. The 
distributed algorithms are further classified depending on which ranging method they are 
based on - whether they are range-free or range based. One good survey study is 
contained in a handbook [10] written by Bachrach, CiiiCl Tailor, while another handbook 
in [lI] written by Mohammad Bras, and huad 91ahgouh they capture the current state of' 
sensor networks and deals particularly with technical challenges such as sollware 
protocols, data processing, security, and limited power sources for remote sensors. "These 
handbooks cover topics relating to various applications of' sensor network such as 
tracking, and location management which are important topics in this work. The 
centralized and distributed algorithms are presented in the following sections. 
2.2.1 Centralized Algorithms 
The main idea behind these algorithms is to collect some ranging and neighborhood 
information, known as topology information, and send them to the Central Processing 
Unit (CPU) that has the task of calculating and building up the entire coordinate system 
of the network with minimum positioning error. These algorithms do not care about the 
complexity and the computational cost. Instead, they take care to minimize the 
positioning error for the coordinate system. This error can be minimized progressively by 
requiring more and more extensive information from the regular sensor nodes in the 
sensing field participating in the localization task. However, this may, sometime, be 
impractical because the nodes consume energy and have communication constraints 
unlike the central unit which has unlimited power and resources. 
i .; 
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Dohertv, Pisler, and Gllaoui [12] have proposed feasible solutions for the 
localization problem using convex optimization. In their algorithm, they represent the 
connectivity constraints among the nodes as a linear or semi-definite program which is 
solved to produce the region of uncertainty in the node location. 
Shang Yr [13] has proposed MDS-MAP method for solving the localization 
problem. This algorithm Uses a given connectivity information for the network to roughly 
estimate the distance between each pair of nodes and then uses a maximization of 
multidimensional (MDS) a-priori probability technique to drive the location of the nodes. 
2.2.2 Distributed Algorithms 
Ill this class of algorithms, the localization problem is distributed among all the sensor 
nodes to decrease the computational cost of the algorithm with some help from the 
reference nodes. Each node collects some geographical information and uses them to 
calculate its relative coordinate with respect to a-priori known coordinates of reference 
nodes. The next sub-sections classify the distributed algorithm into two categories Rang>e- 
based, and Rcnr,, 'e-T ee, based on the ranging technique used in estimating the distance 
between the nodes. 
2.2.2.1 Range-Based 
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This category of distributed algorithms relies on the fact that each sensor node estimates 
the distance to the reference nodes by means of some specialized hardware, e. g., array of 
antennas, infrared sensors, and/or acoustic transceiver. These estimated distances are then 
Used in calculating the coordinates by tri-angulations, tri-lateration, or multi-lateration 
methods. There are many popular ranging techniques in sensor networks, such as, Time 
of Arrival (ToA), Time Difference of Arrival (TDoA), Angle of Arrival (AoA), and 
Radio Signal Strength Indication (RSSI). 
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" ToA: This ranging technique is based on a sensor node noting the travel 
time of signals (radio, infrared, ultrasonic, etc) from some other chosen 
nodes and by knowing the relation between the signal speed and the travel 
time, the distances between the nodes can be measured. Xing- Yu [ 14] has 
proposed an assisting localization models for WSNs that is based on 
different ranging techniques, one such model based on ToA. 
" TdoA: This technique measures the time difference of arrival between 
different types of signals from the reference node or between the signals 
from some chosen nodes to estimate the distances between the nodes. 
Nissanka [l5] has used the first scenario on his localization method where 
each node is assumed equipped with radio and ultrasonic sources. The 
concept behind his method is to send ultrasonic signal after a constant 
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Figure 2- 3: TDoA technique. The source send radio and sound signals and the 
destination will note the times to calculate the distance [9] 
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Relying on the fact that there is difference between the radio wave speed 
and the sound speed and the delay time, is calculated using equation (2.1) 
d= (Vradio - vsound) X 
(tsound 
- tdelay - tradio) 2.1 
Xing-Yu [14], however, uses the second scenario in his assisted 
localization method to estimate the distances between nodes. In this 
method, each sensor node will note the first received signal from the 
nearest reference node to be considered as the reference point for 
differential time delays. The time difference between the other arriving 
signals and the reference point will represent the difference on distance 
from that node as shown in Figure 2-4. 
Figure 2- 4: TDoA Technique. The Node will Note the First Received Signal to 
be the Reference Signal for the Rest 
The TDoA for the second signal resource will satisfy the following 
equation: 
t21 = t2 - tl = (d2 - dl)/v 2.2 
Here, t1, t2 are the time taken by the signal from the 1 S` and the 2nd 
reference nodes respectively to reach the sensor node, and, dl, d2 are the 
Euclidean distances, t21 is the TDOA, and v is the propagation speed. 
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" AoA: This technique is a method for determining the direction of' 
propagation of an incident wave and its angular offset from some 
reference direction. One common approach in this method is to use an 
antenna array on each sensor node and measure the TDoA and the phase 
difference of arrival at each element of the array. Nasipuri, A. ct a! [16] 
have proposed that the sensor node would note the times when it receives 
the different beacon signals, and then it can use it to evaluate its angular 
bearings and location with respect to the beacon nodes by simple 
l1'I2111g1I1It 1011. 
" RSSI: This ranging technique is built on the knowledge of the transmitter 
power, the path loss model, and the power of the received signal to 
estimate the distance between nodes. In this technique, the path loss model 
is affected by the non-stationary propagation environments. Alippi, C. [17] 
has used RSSI technique to map the network by conveying short packets 
at different power levels through out the network and storing the average 
RSSI values of the received packets in memory tables to create nonlinear 
ranging model to solve the localization problem. 
Despite the fäct that these ranging techniques give fine localization results, range- 
based schemes require the nodes to be equipped with special hardware to produce with 
fine distance estimation. 
17 
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2.2.2.2 Range-Free 
Unlike the range-based techniques, range-free techniques do not rely on special hardware 
to estimate the distance between the nodes and are only based on the geographical 
information from the node's neighborhood to estimate these distances. So, they are 
considered more cost-effective. The idea behind these techniques is that, when certain 
node receives signal from a reference node, it would mean it can place the reference node 
somewhere on a circular area with radius equal to the transmitting range of that reference 
node. When the same node hears again from another reference node in the neighborhood, 
it will reduce the uncertainty region to the dark or light gray areas of intersection between 









Figure 2-5: The Idea of Range-Free Techniques 
When another reference node is added to the previous scenario, the uncertainty 
area will reduce more to the light gray area only as shown in the figure. There are many 
localization algorithms that are based on the range-free techniques to estimate the 
distances. Some of these algorithms are discussed below: 
" Centroid [ 18] is the simplest range-free localization method that assumes 
that each node will listen and collect all beacon signals from the reference 
nodes in the neighborhood. By considering the number of receiving and 
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sending packets, it will calculate the connectivity with that reference node 
and evaluate a chosen threshold to select the set of the rcli rence nodes in 
the nearby region. This method will place the node at the intersection area 
of the selected reference nodes which is defined by the centroic/ of these 
reference nodes. The concept of this method is strongly based on the 
deployment of the reference nodes in the region which, sometime, can 
render it impractical, especially in networks with low reference nodes 
density. 
" Distance Vector Hop propagation method (DV-Hop) [19] is a ranging 
localization technique that employs a classic vector distance exchange 
between the nodes. At the outset, all the reference nodes send a beacon 
message throughout the network including their locations and it hop-count 
parameter initialized to one, so each node after this process can maintain 
the shortest number of hops to all reference nodes. The second step in this 
technique is to convert these counting hop distances to a real distance 
basing on the average distance estimation calculated by the reference 
nodes using this formula: 
( E` I (x, -Xi)' +lYi-Yi 
2 ý 
average distance = Zi  =1 hii 
,i:? -- j 2.3 
where, n is the number of reference nodes in the network, h11 is the 
number of hops between the reference nodes i and j. 
" Amorphous Positioning [20] is a localization algorithm derived directly 
from the DV-Hop technique. It starts with the same concept by spreading 
a beacon message throughout the network in order to know the locations 
of all the reference nodes and the shortest number of hops to reach them. 
19 
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The Amorphous localization algorithm uses a different method from 
DV-I-IOI algorithm to estimate the average distance of' a single hop by 
assuming that the density of sensors in the network, ntocal , 
is known in 
advance, so that it calculates the average distance of the hop-counting 
parameter using the help of Kleinrock unel Slivester formula [21 ]: 
( rýrrr 1 -ýý (Rýýccos r-tJi=rý)dt) 2.4 average distance =r 1+ e-" -jle 
" Approximate Point In Triangle (APIT) [22] is another range free 
localization scheme where the idea is to divide the environment into 
triangular regions between beaconing nodes as shown in Figure 2-6. 
Figure 2-6: Area-based APIT algorithm overview [22] 
The node then performs a perfect theoretical test called Point-In- 
Triangulation (PIT) test by analyzing the signal strength from different 
audible anchors to decide whether it is inside or outside a given triangle. 
The scheme chooses the center of'gravity (COG) of the intersection of all 
the triangles in which the node resides as the location estimation. 
20 
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2.3 Calibration Background 
Calibration is the process that identifies the sensor nodes' parameters, e. g., angles of 
orientation, pan, tilt, zoom, spatial relationships between nearby cameras, and the 
coverage and overlapping areas in video sensor networks, and modify these parameters 
by means of adjustment aided by a control unit to increase and optimize the overall 
effectiveness of the network. The importance of calibration comes from the huge number 
of sensor nodes that would render the manual calibration and management process 
infeasible, similar to the localization process for a huge number of nodes in the network. 
Also, the calibration provides a more precise description to the events sensed. There are 
many important parameters in the calibration process that will he described in detail; 
" Orientation Angle: It is the angle that the camera makes with a reference 
line as shown in Figure 2-7. The camera is said to look in the direction 
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Figure 2-7: Orientation Angle Description. 
" Coverage and Overlapped Areas: The coverage area is defined as the area 
that is seen in the camera's field of view. Conversely, the overlapped area 
is the area covered by two or more sensor nodes at the same time. As 
shown in Figure 2-8, the coverage areas of sensor Sl and sensor S2 are 
Areal and Area 2 respectively, whereas the overlapped area is Area 3. 
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These areas basically rely on the camera field of view angle and its sides' 
length determined by resolvable distance of the camera, the orientation 
angle, and the coordinate of the sensor nodes, also described in more detail 
in chapter 3. 
Figure 2-8: Coverage and Overlapped Areas Description 
One of the most important calibration technique for camera sensor networks is 
proposed by Xiaotao Liu [23]. They propose an automated calibration protocol that 
determines the location and orientation of a camera sensor node with the help of only 
four reference nodes whose real locations are a-priori known. The technique is based on 
optics, geometry, and computer vision principles. 
2.4 Vision Based Localization Method 
The studies on the vision based localization techniques of a camera sensor networks are 
new and limited. One such study is carried out by Huang Lee, and Hamid Aghajan [24]. 
They introduce a technique that localizes the nodes of a surveillance network based on 
observations of a non-cooperative moving target. This technique assumes that both the 
reference nodes and the sensor nodes need to be localized. It is further assumed that the 
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nodes to be localized can observe the moving target simultaneously. The nodes 
participating in joint synchronized observations of the target detine a relative coordinate 
system to the reference nodes. This system is then modeled as a system of equations 
which can he solved by applying the Gauss-Newton method. They also proposed in [25] 
a vision-based localirition technique that finds the coordinates of the camera nodes with 
the assistance of a moving robot controlled by the sensor network. The algorithm detects 
the robot's location in the camera image plane and expresses the relationship between the 
virtual observed coordinates and the global coordinates in a system of equations that can 
he solved to give the camera node's coordinates when three observations are available. 
This technique studies the localization problem where the image planes of the nodes are 
parallel to the robot's motion plane with the assumption ola constant speed. 
The vision based localization methods are dificrent fi-onl the traditional methods 
in the way they estimate the distance between the nodes in the network. This is done by 
creating some relationships between the actual locations of the nodes and the scenes that 
comes from the video streams ofthe camera nodes. This is one ofthe most useful benefit 
of using vision localization methods that, instead of using additional hardware (arrays of 
antenna or special positioning hardware GPSs), it can make use of the collected data to 
help build up the topology of the network. The vision-based technique should be 
designed carefully so as to employ lightweight image processing with minim unl data 
exchange between the nodes because of the complexity and cost limitations. Like the 
normal localization methods, we can classify the vision based techniques, as suggested by 
Huang Lee [24], into two schemes - Decentralized schemes and Cluster-based schemes. 
In the decentralized, the sensor node estimates its own coordinates and calibration 
parameters from its observations and also the broadcasted information by the reference 
nodes. The cluster-based schemes, on the other hand, transfer the job of solving the 
coordinates and the calibration parameters of all the sensor nodes to the reference node 
(cluster-head) after receiving their joint observations. Figure 2-9-(a) and (b) show the 
information data flow in the network for both the schemes [24]. 
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Figure 2-9: Information Data Flow (a) Decentralized (b) Cluster-based [241 
2.5 Vision Characteristics Background 
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This section gives an overview of how the images are taken and the importance of 
resolution on the estimation accuracy. This is important since the optics used in the 
camera and its resolution would determine how good, is the vision based technique in 
estimating the coordinates of the nodes. Accordingly, we present the pinhole camera 
model and the issue of camera resolution in the next two subsections. The following 
section provides analytical description of the pinhole camera model and how it can be 
useful in this work. In chapter 4, the accuracy of this technique in the estimation process, 
particularly, the effect of the object's height variation on the estimation is explained. 
2.5.1 The Pinhole Camera Model 
In this subsection, the pinhole camera model of Figure 2-10 which shows that there is a 
relationship between the real distance (d) of the object from the camera's lens and the 
image's height (h') on the image plane with respect of the focal distance (f), and the real 
object's height (h) is analyzed. 










Figure 2-10: The Pinhole Camera Model 
We can simplify this camera model into two triangles AOB, and DOE as shown 
in Figure 2-11 to explain the relationship more clearly. Using the Euclidean construction 
of parallel lines in the two triangles, equation (2.5) is obtained, 
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Figure 2-11: The Relationship Triangles 
From the above geometry the distances between the lens of the camera and any 
object with known height can be estimated. And if this principle is used, it will produce a 
new vision-based localization technique and this is the main reason behind this work. 
Like the other estimation techniques there are some parameters that may affect the 
process of the estimation (such as the camera resolution and the object's height 
variation). In the next subsection, a background study only in the camera resolution is 
provided. While in chapter 4 both the parameters to prove that it is a useful technique to 
be used for the localization purposes of a camera sensor network will be tested 
experimentally. 
2.5.2 The Camera Resolution 
The resolution of the camera is defined as the number of tiny light-sensitive squares 
(called pixels) on the sensor of the digital camera, and its ability to distinguish separate 
visual information such as details and fine patterns [26]. These pixels are only sensitive 
on a portion on its area called photodiodes as shown in Figure 2-12, which, in turn, are 
sensitive to a certain range of brightness that determines their dynamic range. 
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It is very important to note that not all the pixels on the camera sensor are 
participating in the process of capturing the picture because many of them are not 
illuminated by the image circle produced by the lens. This leads to the definitions that are 
derived from pixels: 
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Figure 2-12: The Sensitive Area ol'the Pixels [26] 
" Total Pixels: Defined as the total number of pixels on the camera's sensor. 
Not all of these pixels are used to capture the image as shown in 
Figure 2-13-a, where the image circle is not covering all the area of the 
total pixels. 
      
     
      
  
      
  
   
ý  
ý,; 
 ' ý ý 'ý   i      
  'i       :     
ý"Iýý"i  i,    i I   i '     
 '   j I     ý   ;   
   ,  I f     j   i  
 T I        
27 
" Picture Pixels: Defined as the number of pixels placed in the picture area 
Which is used to capture the image as shown in Figure 2-13-b. 





Figure 2-13: Types of Pixels count (a) Not All Pixels Used to Capture the Image 
(h) The Picture Pixels More Small than the Picture Area [26] 
" Effective Pixels: Assumed to be the same as the picture pixels by 
including pixels used in calibrating the black. 
" Recorded Pixels: These pixels are not physically located on the sensor and 
they are defined as the number of pixels interpolated and stored to create a 
viewable image. 
" Output Pixels: Defined as the standard number of pixels cropped from the 
recorded pixels to fit the standard dimension such as VGA, SVGA, and 
XGA or to fit aspect ratio such as 3: 2,4: 3, and 16: 9. 
The picture pixels, effective pixels, and output pixels give more indication than 
the total number of pixels on the capabilities and limitations of the camera in use. 
The chart in 1271 as shown in Table 2-1 is used to prove that the standard video 
resolution 640x480 and above is good, since most details are discernable and it enables 
the camera nodes to do some image/vision processing on the data. This is specially useful 
28 
C7r u rrar Tiro: BAcXY: xur; A 0 Sr(., n}. 
today given the progress embedded systems have made lately, where even low cost 
cameras come with such nominal resolution. 
Table 2-1: Digital Camera Resolution Chart [27] 
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Capture Video Print Size 
Resolution Display 
2x3" 4x5"/4x 5x7" 8x 10' 1 1x 14" 16x20" 20x30" 
6" 
320x240 Acceptable Good Accepta Poor Poor Poor Poor Poor 
We 
640x480 - 0.3 Good Excellent Good Poor Poor Poor Poor Poor 
Megapixel 
800x600 Excellent Photo Very Acccpta Poor Poor Poor Poor 
Quality Good hie 
1024x768 Excellent Photo Excelle Good Acceptable Poor Poor Poor 
Quality nt 
1280x960 -I Excellent Photo Photo Very Good Poor 
Poor Poor 
Megapixel Quality Quality Good 
1536x l 180 Excellent Photo Photo Excelle Very Good Acceptable Poor Poor 
Quality Quality nt 
l600x 1200 - Excellent Photo Photo Photo Very Good Acceptable Accepta 
Poor 
2 Megapixel Qualit y Quality Quality hic 
204 8x 1536 - Excellent Photo Photo 
Photo Excellent Good Accepta Accepta 
3 Megapixel Quality Quality Qualit y ble ble 
2240x]680- 









Very Good Good Accepta 
ble 
2560x 1920 - Excellent Photo Photo Photo 
Photo Excellent Very Very 
5 Megapixel Quality Quality Quality Quality Good Good 
3032x2008 - Excellent Photo Photo Photo Photo 
Photo Excelle Very 
6 Megapixel Quality Quality Quality Quality Quality fit Good 
3072x2304 - Excellent Photo Photo Photo Photo 
Photo Exccllc Excelle 
7 Megapixel Quality Quality- Qualit Quality Quality fit lit 
3264x2448 - Excellent Photo Photo Photo Photo Photo 
Photo Excelle 
8 Megapixel Quality Quality Qualit Quality Quality Quality nt 
10 Megapixel Excellent Photo Photo Photo Photo Photo Photo Photo 
+ Quality Quality Quality Quality Quality Quality Qualit 
Moreover, in chapter 4 on Experimental Testing, a practical, study is provided not 
only to demonstrate the effect of the camera resolution on the error of the distance 
estimation process but also as a calibration of the camera used in our experiments later. 
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2.6 Conclusion 
Recently, many algorithms have been proposed to solve the localization problem in 
WSN. Some of these algorithms are based on GPS connected to the whole network, but it 
is not only an expensive suggestion but also not sufficient to provide all the information 
needed. In this chapter, background studies of the literature have been provided on the 
localization and calibration concepts in WSN and VWSN with an explanation of the 
localization problem in real typical scenario. Moreover, the difference between the vision 
based and wireless signal based localization techniques are highlighted. Also, some ofthe 
proposed algorithms of both types are presented with explanation of the main concepts. 
In addition, background study of the vision characteristic is provided with some of the 
parameters that may affect the vision based estimation. 
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CHAPTER THREE: PROPOSED VISION BASED TECHNIQUE 
This chapter presents the proposed localization technique that is based on camera vision. 
In section 3.1 of' this chapter sonic assumptions relating to the system model are 
explained. In section 3.2 the system model and an analytical description of the proposed 
technique that is used to localize the sensor nodes and build-up one-plane topology of the 
network are discussed. Section 3.3 discusses an application scenario of tracking an object 
in a stationary camera network whose nodes have been localized by the above technique. 
And section 3.4 concludes the chapter. 
3.1 Video Sensor Network Model and Assumption 
In this section a VWSN is considered in which all sensor nodes are equipped with 
movable camera hardware that is essential for monitoring and other purposes. In order to 
locate the sensor nodes in terms of global coordinates, one of the nodes (called master 
node) is provided with special hardware, e. g., global positioning system (GPS) receiver 
that will help obtain its worldwide location. The height, h, of the real sensors is 
presumably known. This assumption can be justified for the real practical applications, 
since all the sensor nodes in any given network generally are procured from the same 
manufäcturer. Unlike the traditional localization algorithm, the vision data from the 
network is used to help localize the sensor nodes. Hence some vision based features, like 
shape and chromatic signs, become critical. Each sensor node has a chromatic signs 
(Re(l, Green) that gets turned on/off to distinguish between the phases it is passing 
through. Red sign indicates the completion of the calibration phase and thereby help 
classify the node as a well calibrated node. Similarly, the green sign indicates that the 
node has not been calibrated yet. I laving both signs turned-on in certain node helps the 
other nodes in the same tier to detect that node in their FOV. At first, the master node 
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starts searching for other two nodes having both red cmd green signs turned-on so they 
can be differentiated from the other nodes in the network. Once the master node has 
estimated their coordinates, together they can act as three reference nodes with respect to 
which the coordinates of all other nodes can be obtained. How the master node estimates 
the coordinates of the two reference nodes is explained in section 3.2. These three nodes 
are now called reference nodes in the first tier ofthe network will respectively broadcast 
their coordinates while displaying both red and green signs to be distinguished from the 
rest. All these steps will be clarified in details in the proposed technique section. This 
research assumes that the camera nodes (normal and reference) are randomly distributed 
over the sensing area. 
Nodes that can clearly see the reference nodes in their FOV are considered being 
part ot'the first tier of the network. The second - tier consist of'nodes that can clearly see 
the first-tier on their FOV. After the coordinates are obtained, the camera node Si is 
described by the vector Ci = [(x1, yj), at], i=1,2,..., N, where N is the number of the 
sensor nodes in the network, a; and (x1, y1) are the orientation angle and the coordinate 
ofthe sensor Si respectively. 
3.2 The Proposed Vision Technique 
This section will provide extensive analytical explanation of the procedure that is used to 
localize and calibrate the camera nodes in one-plane relative coordinate system. The 
procedure to localize and calibrate the nodes in one cluster has been explained in 
flow-chart as shown in Figure 3-1. 
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Figure 3-1: The Flow-Chart ol'the Localization and Calibration Procedure in One Cluster 
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Figure 3-1 shows the entire procedure of localizing and calibrating the nodes in 
one cluster with their reference nodes. A clear explanation of how the reference and 
normal camera nodes participate and carry out the search-process in the proposed vision 
localization and calibration technique are discussed in Appendix A. 2 through Appendix 
A. 4. Once the nodes in one cluster localize and calibrate themselves, as will be explained 
in the next few subsections, they will send their coordinates to the control unit which has 
the ability to choose three nodes, already localized, somewhere close to the boundary of 
the present cluster and designate them as reference nodes for the neighboring clusters. 
This procedure is repeated till the entire network topology is constructed and completed 
at the control unit. The time constrain of this procedure is explained in chapter 5. 
Although this procedure consists of many sequences, it can be distributed into 
three main steps as follow: 
3.2.1 Defining the Core of the Network 
In this step, one chosen node (called master node) starts to build the topology of the 
network by considering itself at the origin (0,0) of the coordinate system and its initial 




Figure 3-2: The initial coordinate system 
C11ý1 P7'ER TIIREE: PROPOSED 67S/O: Y ß, 1 SED TECHNIQUE 35 
The master node, then, start searching for the other two reference nodes in its field 
of view from 0' (its initial orientation) to 360. These reference nodes can be recognized 
by their chromatic signs (their red and green stripes are assumed turned- on). When the 
master-node detects a reference node it notes the angle Oi which represents the angle 
between the new orientation and the initial orientation, as shown in Figure 3-3, and 
calculates the distance di between them using equation (2.6) which is derived from the 
vision characteristic and the pinhole camera model. 
Figure 3-3: The final coordinate system 
After one search-cycle (0' - 3600) the master node decides to choose the first 
reference node it detects in its FOV as a secondary master node where the line 
connecting the master and the secondary master nodes is assigned to be the new x axis for 
the final coordinate system. As shown in Figure 3-3 the new coordinates of S2 will be 
(dl, 0) and the orientations of the master node will be 61. 
From the above figure it is shown that the reference nodes Sl, S3 and the new x 
axis of the coordinate system will always perform a right angle triangle which will 
facilitate the computation of the coordinates of the third reference node S3 as: 
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(d2 cos 282,1, - d2 sin 092,1 3.1 
3.2.2 Localizing the Rest of the Nodes in the Network 
In this step, the three reference nodes broadcast their coordinates one-hi-one to the entire 
network. The remaining sensor nodes in the same tier start to search, in their FOV, for 
theses reference nodes also one-hy-one and recognize them by their chromatic red and 
green signs that are assumed turned-on. Each time the node detects one of the reference 
nodes it will note the corresponding coordinates and estimate the distance between them 
using equation (2.6). It will also note the searching angle ß,, l - the angle between the 
initial orientation of' each camera node ai and the orientation when it detects the master 
reference node. 
After estimating the three distances (dl, 1, d2 t, d3,1) to the rcfcrence nodes, the 
tri-lateration technique of the assisting localization method is used as in [ 14] to form a 
system of equation Ay=b, to calculate the sensor node's coordinates. This yields the 
following: 





(xl - xl) 
-xi) 
(Yz - YiI 
(Ys - YJ 
YY 
IIS2 II2 - IIs1 II2 - di, 22 + di, 121 ý 1/2 F IIS3II1 - IIS1 112 - di, 32 + di, 12 
A brief example and the derivation of the equations relating to the localization 
process l or one camera node with the help of the reference nodes coordinates and the 
three estimated distances is presented in Appendix B. 
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3.2.3 Calibrating the Sensor Node 
This step involves calculating the orientation angle of each sensor node relative to the 
network's coordinate system and also the coverage area in the FOV of each sensor node 
in the network to complete the localization and calibration vision technique. The common 
overlapping area is also calculated in percentage between two sensor nodes in the 
network. 
3.2.3.1 Calculating the Orientation Angles 
The goal in this part is to obtain the orientation angle aj of the node relative to the 
coordinate system ofthe whole camera network. Doing so completes the localization and 
calibration for the node. Based on the quadrant of the coordinate system in which the 
camera node lies in and the angle ß,, l that the node discovers the origin to be at, the 
orientation can be determined as 1i>1low: 
9 For the node which lies in the first quadrant of the coordinate system: 
{fli, l_ 
w, if w>0 ß,, l-w+21T, if w<_0 
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where w=ß;, l - [7r - tan-1 (: I: )] 
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(a)cs>0 (b) <0 
Figure 3-4: The Node Orientation Angle in the 1" Quadrant 
0 For the node which lies in the fourth quadrant of the coordinate system: 
ai =W- 
! l, if co ; ý! 7r Ico 
+ 9T, if o) < TC 
where w=ß+ tan-' (Yi_Yi) x; _x1 
fli, 
l 
a) ? 7r (b) cý < 7r 
38 
Figure 3-5: The Node Orientation Angle in the 4"' Quadrant 
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0 For the node which lies in the third quadrant of the coordinate system: 
_ 
fcý - 27r, if co >_ 27r a` co, if w <27r 
where w=ß+ tan-' 
(y`-yl 
ai 
(a) a) > 2tr (b) co < 21r 
Figure 3-6: The Node Orientation Angle in the 3 `a Quadrant 
9 For the node which lies in the second quadrant of the coordinate system: 
ai = 
(LJ, if (J> 0 
w+27r, if a) <_ 0 
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where co =ß+ tan-' 
(xi-XI) 
xi-xl) 
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(a)cs>0 
Figure 3-7: The Node Orientation Angle in the 2"d Quadrant 
Once the camera sensor node calculates its own coordinates and orientation angle, 
it sends an updating message that contains the calibration vector CJ(xi, yi), ai] to the 
CPU to help build-up the whole network topology and calculate the overlapping areas in 
the respective sensing field. The methods to calculate the coverage area and overlapping 
area are discussed in the next section. The CPU can adjust these areas and make some 
modifications by sending an adjustment messages to the camera nodes in order to get a 
good coverage. 
3.2.3.2 Calculating the Coverage Area and the Percentage of the Overlapped Area 
between Two Nodes 
The main idea behind this part is to calculate the area covered by a given sensor node and 
investigate the percentage area overlapping any two nodes in the network. As mentioned 
in chapter 2, these areas are basically determined by nodes s parameters, like coordinates 
and the orientation angle of the sensor node, and network s parameters, such as the 
camera FOV angle and the length of its sides. The former vary from one node to another 
while the latter remain constant for the entire video sensor network. 
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Assuming that there are two sensor nodes Sl and S2 with known coordinates and 
orientation angles that can be clalibrated as Cl [(xl, yl), al ] and C2 [(x2, y2), a2] 
respectively as shown in Figure 3-8. Each sensor node will cover an area of triangle 
ABC, where: 
A=B, and known as the sides of the FOV angle. 
C' = App where V is the angle of the FOV. 
However, for calculating overlapping areas, the arc C' can be replaced by 
straight-line C. Thus. C= 2Asin(z). 
Figure 3-8: Explaination of the Node Coverage Area and the Overlapped Area Between Two 
Sensor Nodes 
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To calculate the coverage area of the sensor node, say, Si, the following equations 
are used: 
C rr, u rr: x Trrrrr: r:: Przorosr: n Visrov B: isra) Tr: crr, ýrýwr: 
Area = 
1/2 CD 
C= 2sin (z) A 
D cos A 






On the other hand, in order to calculate the overlapping area between any two 
sensor nodes, S1 and S29 it is required to lind out the intersection points of the side lines 
of these sensors by solving the intersection of the straight line equations of both SI and 
S2. Knowing that the straight line equation is in the form of 
,v= 
nix + b, for sensor S1, 























/sin (a1+2)-sin(a1-L)1 ýsin(al+2)-sin(aZ- 2)1 1 
Y 
cos (a1+2)-Co5(az z) 
x+ Y2 
cos (a +2)-Cas(az-2) 
xz 3.1 
Solving each equations of (3.7), (3.8) and (3.9) one time with equation (3.10) and 
other times with equation (3.11) and equation (3.12), yields a solution of nine points that 
may have six points or less that comprise the corners of the overlapping area between the 
two sensor nodes. To decide which points participate in constructing this area, the 
Crr: ulTr: k Trrrrr: 'r:: Prrnr, rrsr: n Vrsrv. %'ß: Isr: n Trrcu. ý rQur: 
condition that it should be part of the logical regions of both equations that are used for 
their solution is required. The logical pairs for different regions are: 
[x1 (A cos (at -2+ xl] and 
[x2 (A cos (a2 +2+ x21 for (3.7) with (3.10). 




+ xl] and 
[x2 (A cos 
(a2 
- 2) + x2] for (3.7) with (3.11). 
[xi (A cos (al - 2) + xl] and [(A cos (a2 + 2) 





for (3.7) with (3.12). 
[xi (A cos (al + 2) + xl] and 
[x2 (A cos 
(a2 
+ 2) + x2] for (3.8) with (3.10). 
[xi (A cos (al + 2) + xl ] and [x2 (A cos (a2 - 2)+X2] 
1or (3.8) with (3. l 1). 




and [(A cos (a2 + 
2) 
+ x2 (A cos (a2 -2+ x2] 
for (3.8) with (3.12). 
[(A cos (ai + 2) + xi (A cos (ai --+ xi] and [x2 (A cos (a2 +2+ x2] 





+ xt (A cos (al - 
2) 
+ xl] and 





for (3.9) with (3.11). 








+ x2 (A cos 
(a2 
- 2) + x2] 
for (3.9) with (3.12). 
After the CPU constructs the coverage area for all the nodes, it can calculate the 
percentage of the overlapping area between the two nodes given by: 
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common overlapping area 
x100% 
Area 1+Area 2 
where, Areal and Area 2 are the coverage areas of 'S, and S2 respectively. 
3.13 
3.3 Detecting and Tracking a Moving Object in Stationary Surveillance Camera 
Network 
In this section of the work, a video surveillance network scenario is presented where the 
network detects and tracks a target based on simple vision characteristic. Assuming a 
wireless camera network that has been randomly deployed and its nodes start localizing 
themselves using the recent vision based localization technique. This network starts to 
monitor the area and constructs video surveillance network that detect any other objects 
entering the sensing field. To do so, each sensor node detects the targets in its FOV and 
sends its calibration parameters, consisted of its coordinates (xi, y1) and its orientation 
angle a1, to the CPU which calculates the relative coordinates and the speed ofthe target 
and tracks it using frame to frame position of the target. 
3.3.1 Detecting the Target 
In order to detect a target in the FOV of a few camera nodes, the frame difference 
technique with image filtering operations are used. These filtering operations are used to 
the undesired noise produced in the logical image from the frame difference technique. 
Based on the pinhole camera model in Figure 3-9, the angular offset ip of a target can be 
found from the orientation angle a of the sensor node. This can be done using the 
following formula that can be easily derived from the camera's parameters: 
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= tan-1 
(- tan \z 
)) 33.14 
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Here, D is the horizontal width of the image plane in pixels, cl is the distance in 
pixels between the object and the center of the image plane, and 'p is the FOV angle of 
the camera. 
Figure 3-9: The Pinhole Camera Model 
3.3.2 Localizing the Target 
In this step of the scenario, the sensor node has already detected the target and sent, to the 
CPU, its calibration information (the coordinate, and the orientation angle) as well as the 
angular offset from the previous step. The CPU now starts localizing the target in the 
relative coordinate system aller receiving two or more detection messages from the 
sensing field. By assuming that, at least, two sensor nodes Sl and S2 with calibration 
vectors C1[(xt, Yi), a1] and C2[(x2, Y2), a2] have detected a target located at (x,, yt), 
there are several relative locations possible between the nodes and the target. However, in 
each ofthese cases, a triangle between the two nodes and the target can be constructed as 
shown in Figure 3-10. 
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Figure 3-10: The Possible Cases of Detecting'I'he target (a) (al - q) (az - ý0z) < 7r . (b) (al - 4'1) & (az - ý02) > IT 
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All the above cases shown in Figure 3-10 can be classified into two cases for the 
purpose of calculating the internal angles for Sl, 01, for Sz, 02 and that between S1 and 
C11. U'T1: 7t T1nt1: 1:: PROPOs1a) ! '1s1ox13: is1: 'n T1: c'11s'1C1c '1: 
S2,61,2. These angles can be calculated using the triangulation principle with the known 
orientation angles a1 and the angular offsets cp;, where i=1,2. These angles for the two 
cases are as follow: 
Case l: 
1 01 = (a1 - (p1) - tan-1 
(Y2-Yi) 
xz-zý 
02 = IT - 




01,2 =71-(01 +02) 
when (al - T1)11 (az - ýPz) < rr. 
Case 2: 
01 = 27T - (a1 - ý91) + tan-1 
(Yz-Y1) 
Xz X1 
02 = (a2 - (P2) - 7T - tan-1 
(Yz-Y1) 
X2-xl 
01,2 = 7l - (01 + 02) 
when (al - ý91) & (a2 - V2) ? 7i. 









Also, the relationship between the angles and sides length of the triangle is given 
by: 
sin B1 sin 02 sin 01,2 
3.18 
dz d1 d1,2 
C'11: 11'T1: 1t T111t1i1:: Pxl)PU31i1) V1. S1u. ý t3: ýs1: n T1: c11. %, 1(luli 
Thus, from equation (3.18) the following two equations can be obtained: 
_ 
sin ©2 di -sin o12xdi2 
_ 
sin B, dz =x d1 
sin 0 ,, 2 ,2 
3.19 
Now, the coordinates of the target can be calculated in the same relative 
coordinate system ofthe network as: 
(xi + d; cos(a; - cp, ) , y; + di sin(a, - (pi)) ,i=1 or 2. 
3.3.3 Target speed 
Once the coordinates of the target have been obtained and updated in the relative 
coordinate system at a certain time, the Euclidean distance traveled by the target by the 
next updating time gives the target's average speed as: v=t, where d is the Euclidean 
distance between two updating instances of time, t. 
3.4 Conclusion 
This chapter describes in detail the proposed vision localization and calibration technique 
that attempts to obtain the one-plane coordinates of all the camera nodes in a video sensor 
network whose nodes are randomly deployed. The orientation angles of each camera 
node are also obtained relative to the network reference system. Furthermore, a method to 
allow the network to calculate the coverage and overlapping areas has been developed. 
Following that, an application scenario of a stationary surveillance camera network that 
detects and localizes a moving target is presented. 
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In the Ibilowing chapter the experimental tests that have been carried out to 
investigate the proposed vision based localization and calibration technique are 
explained. 
CHAPTER FOUR: METHODOLOGY - EXPERIMENTAL TESTING 
This chapter describes, in details, the experimental tests that have been carried out to 
evaluate the performance of the proposed vision based localization and calibration 
technique. Section 4.1 introduces the experiment and explains the assumptions made in 
the methodology in the laboratory environment. This is followed by several experiments 
to establish the resolvable range that can be obtained for a camera with given resolution 
and camera sensor node of some fixed height; and also an experiment to establish the 
relationship of actual heights of objects to their image heights for fixed range and 
resolution. In section 4.3, the necessary practical tests are provided for various phases of' 
the proposed localization and calibration technique. They constitute 3 different phases 
namely, defining the core network, localizing the remaining nodes in the network and 
calibrating the camera node. Section 4.4 provides experimental test for the stationary 
surveillance camera network that tracks and localizes an arbitrary moving object. Finally, 
this chapter is ended with a conclusion for the all experiments. 
4.1 Experimental Methodology 
In this section of the chapter, the network model and its assumptions has been provided to 
evolve suitable laboratory experiments that would justify the results in actual network 
deployment. 
The proposed vision based localization and calibration technique described in the 
previous chapter depends mainly upon the representation of the reference nodes in the 
image-plane of the camera node that is trying to configure itself. This step requires that 
all the nodes in the network are parallel to each other in the image-plane of the camera 
node. This is feasible if all the camera nodes stand up so that their optical axes are 
parallel to the ground floor as shown in Figure 4-1. 
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Figure 4-1: Schematic oFthe Model Used in the Proposed Technique 
To achieve this, an innovation in the shape of the camera node is proposed so that 
whenever the camera node is randomly deployed, it will be standing up on the ground 




arc shape '- heavy base 
Figure 4-2: The Camera Node Shape 
For localization purposes, as the real height h of the camera node and its 
representation in the image-plane is relied, it is assumed that both the real height h of the 
camera node and the shape of'the camera nodes are same throughout the network and are 
a-priori known. The assumption of the shape, used, to help the camera node stand up and 
be easily detected in the image-plane is pre-requisite to successful vision-based 
technique. 
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In laboratory experiments, however, known objects of certain shape are used on 
flat table-top as shown in Figure 4-3. The Sony camera of 0.3 Megapixels is used, as the 
real camera nodes are not available in the laboratory. 




Figure 4-3: Object with Chromatic Sign Used in Instead of the Real Camera Node 
4.2 Testing the Physical Constraints 
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Since the camera resolution is implicitly used in estimating the distance of the nodes, it is 
important to establish the relationship of measured heights in the image-plane to estimate 
the distances and illustrate the impact of the camera node resolution on this relationship. 
Another reason behind these experiments is to determine the minimum and the maximum 
resolvable distances (the lower and the upper boundaries of the resolvable distances) 
between an arbitrary object and the camera nodes for given acceptable estimation error. 
In the laboratory experiments, the upper-bound on the estimated distance is obtained 
when the distance variation of 10 cm represents, no change (zero variation) in the image 
height. Even though the value of maximum accepted error, 10 cm, is arbitrary, it 
represents a practical value for the estimated distances of the order of 5m (about 2% 
error) for the given object height and camera node resolution. The following two 
subsections provide a detailed description on how these experiments are conducted and 
the relationship each experiment establishes. 
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4.2.1 Determination of the Upper Bound of the Resolvable Range 
This subsection provides a practical test that illustrates the relationship of the camera 
resolution in resolving the distances between the camera node and an arbitrary object of 
fixed height 6 cm. The purpose of this test is to determine, for a given camera resolution, 
the upper bound of the estimated distance - the largest distance that can be accurately 
estimated by resolving the image height of a chosen object in the image plane. Two 
camera nodes with different resolutions are used to estimate several distances between 
the camera node and the object. Initially, the camera node with 2 Megapixels resolution 
(1632x l 224 pixels) and 621.48 mm focal length is used to obtain the upper bound. 
Similarly, this is repeated for another camera node with 0.5 Megapixels resolution and 
426.21 mm focal length. 
In this work, 33 observations are taken at different distances using the 2 camera 
nodes, mentioned above, the image heights are obtained from the image-plane to estimate 
the distances using equation (2.6). Table 4-1 and Table 4-2 show the results from the 2 
experiments. 




-- ----- ---- 60 
Ima`.: c height (cm) 
--__1 6.279 
I: stimatcd Distances (cm 
- --- ---- --- -- --- 59_3ti 
2 70 5.398 69.09 
3 80 4.657 80.06 
4 90 4.057 91.91 
5 100 3.739 99.72 
6 110 3.422 108.97 
7 120 3.104 120.11 
8 130 2.858 130.49 
9 140 2.681 139.08 
10 150 2.505 148.87 
11 160 2.328 160.15 
12 170 2.223 167.78 
13 180 2.081 179.15 
14 190 1.976 188.75 
15 200 1.870 199.43 
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16 210 1.799 207.25 
17 220 1.693 220.21 
18 230 1.623 229.78 
19 240 1.517 245.81 
20 250 1.517 245.81 
21 260 1.411 264.25 
22 270 1.376 271.03 
23 280 1.341 278.16 
24 290 1.270 293.61 
25 300 1.235 302.00 
26 350 1.058 352.33 
27 400 0.953 391.48 
28 450 0.811 459.57 
29 500 0.741 503.33 
30 550 0.670 556.32 
31 600 0.635 587.22 
32 650 0.564 660.63 
33 700 0.529 704.67 




Kcal Distance(cm) ý 
60 
-I 
Ima. ýc height (cm) 
4.422 
- 
Estimated Distances (ým 
57.83 
2 70 3.780 67.66 
3 80 3.288 77.77 
4 90 2.948 86.74 
5 100 2.608 98.06 
6 110 2.381 107.40 
7 120 2.154 118.70 
8 130 1.965 130.12 
9 140 1.852 138.08 
10 150 1.739 147.09 
11 160 1.663 153.77 
12 170 1.512 169.15 
13 180 1.436 178.05 
14 190 1.361 187.95 
15 200 1.285 199.00 
16 210 1.247 205.03 
17 220 1.134 225.54 
18 230 1.096 233.31 
19 240 1.058 241.65 
20 250 1.020 250.59 
21 260 0.983 260.23 
55 
('7NP77iR FOUR: A? E777(77X)LUG1'- E, CP7: 7r7,1fEAVA7. Trsif, ýr; 
22 270 0.945 270.64 
23 280 0.907 281.92 
24 290 0.869 294.18 
25 300 0.831 307.55 
26 350 0.756 338.30 
27 400 0.643 398.00 
28 450 0.529 483.29 
29 500 0.491 520.47 
30 550 0.452 563.84 
31 600 0.416 615.10 
32 650 0.378 676.61 
33 700 0.340 751.78 
From "Table 4-1 and Table 4-2, it is shown that the image height h' decays with 
respect to the real distance d between the object and the camera node of fixed resolution 
as shown in Figure 4-4. For larger distances, the variation of the image height against 
distance is small. For a chosen estimation error of 10 cm, the distance that shows no 
change in image height is defined as the upper bound of the estimation distance 
boundaries. From Figure 4-4-a and Figure 4-4-b, the distances 320 cm and 480 cm are the 
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Figure 4-4: Variation in the Image Heights and Defining the Upper Distance Boundary (a) Using 
0.5 Megapixels Resolution Camera (b) Using 2 Megapixels Resolution Camera 
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Figure 4-4 illustrates that by increasing the resolution of the camera node the 
resolvability of the image heights can be increased, which in turn, will i6crease the upper 
bound of' the estimation distance boundary and the ability of estimating objects within 
that range with good accuracy. This boundary represents the lengths of the sides in the 
definition of FOV angle, as mentioned in chapter 3. 
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Furthermore, the observations from Table 4-1 and 4-2 are used also to calculate 
the relative error values for all the observations and plot them in Figure 4-5. We obtain an 
average relative error of 0.96 % and 2.22 % and an average error of 2.93 cm and 7.22 cm 
using 2 Megapixels and 0.5 MegaPixels camera resolutions respectively. 
Figure 4-5-a shows that, at the resolution of the camera representing video standard 
output (0.5 Mpixels), we get relative error less than 5% most of the time. 
Moreover, each camera also has a lower bound of the estimation distance that 
determines the minimum distance at which a given object completely fills the image- 
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Figure 4-5: The Relative Error of the Estimated Distance (a) Using 0.5 Megapixels Resolution 
Camera (b) Using 2 Megapixels Resolution Camera 
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4.2.2 Determination of the Lower Bound of the Resolvable Range 
Logically, if the distance between any arbitrary object and the camera node is closed, at 
some distance the image of the object will fill the whole image-plane. This can be 
justified theoretically using the physical laws of the lenses, where the object's image 
keeps increasing in the image-plane until it reaches the largest possible size when the 
distance between the object and the camera is reduced to the focal length. This is due to 
the fact that the refracted rays, from the lens, are parallel to each other as shown in Figure 
4-6 when the object is at its focus. 
Since only the fixed number of pixels occupies the image-plane, practically the 
image of an object. in some cases, will fill the image-plane even before the object reaches 
the focal length point. In these cases, the object is considered as big and giant, which 
means that the range of the resolvable range is decreased and the lower hound is the 
distance where the image of the object fills the image-plane. 
Figure 4-6: Explaination for the Imaging of an Object Stands in the Focal Length 
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In this subsection, a practical test has been implemented that demonstrates the 
variation of the image heights for different objects of varying real heights to determine 
the lower bound of the distance between the object and the camera node with given 
resolution. Many observations have been taken for 3 different objects with heights of 
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350 cm, 81 cm, and 6 cm respectively and the image heights have been extracted from 
the image-plane to determine the lower distance bound between the 3 objects and a 
camera node with resolution of 640x480 Pixels as shown in Figure 4-7. 
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Figure 4-7 shows that the images for the first 2 objects fill the image-plane 
vertically before they reach the focal length of the camera nodes. Lower bounds to be 
equal to 70 cm and 95 cm are obtained for the 2 objects of height 81 cm and 350 cm 
respectively. Figure 4-7 also shows that the lower bound for the 3`d object with height of 
6 cm is equal to the focal length. 
From these 2 tests, in this section, the resolvable distance range is obtained to be 
restricted between the focal length of the camera node as lower distance boundary, which 
is 42.621 cm, and the distance of 350 cm as upper distance boundary. 
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4.3 Testing the Proposed Vision Technique 
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In this section, practical tests are carried out, demonstrating the proposed vision based 
localization and calibration technique, first using the 2 MegaPixels camera network with 
a resolution of 1632x 1224 Pixels and 621.48 mill focal length and later using* a camera 
network with video standard display of 640x480 Pixels (0.3 MegaPixels) with local 
length of'426.2I nlm. In the following subsections, various phases of testeng the proposed 
vision technique will be described in detail for configuring a camera network of 2 
MegaPixels cameras only. The comparison between camera networks with cameras of 
another resolution will be discussed in chapter 5. 
4.3.1 Phase I: Defining the Core of the Network 
This phase is about defining and obtaining the coordinates of the network's core that 
consists of one master node and two reJererrce nodes. One camera node has been chosen 
to he the master no(le and programmed to assume itself at the origin of the coordinate 
system. This chosen node starts searching in its FOV for two objects of 6 cm real height. 
These objects are assumed to represent the other two reference nodes. 
It is assumed that the reference nodes exhibit both green and reel signs (vertical 
patches turned green and reel) so they can be distinguish from the other nodes. Relying on 
the a-priori known chromatic shape (both chromatic signs red and green turned ON and 
also some edge features) of the reference nodes, the master node can detect and 
recognize them from the rest ol'the network in its FOV as shown in Figure 4-8-a., Next, 
the morphological closing operation is performed on the logic image to close the nearby 
pixels in connected groups, so that the object of interest is segmented clearly as in Figure 
4-8-b. Then, the morphological opening operation is performed to open the non-grouped 
pixels and they are shown to disappear as in Figure 4-8-c. To remove the small connected 
components that represent noise in the image and keep only the large component that 
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represents the object of interest (the reference node), filtering is performed and shown in 
Figure 4-8-d. 
(a) Using Color and Edge Detections 
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(b) Morphologically Close Image 
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(c) Morphologically Open Image 
rl 
(d) Remove the Small Connected Components and Extract the Sensor Node 
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Figure 4-8: Sequence of Detecting and Extracting the Reference Node (a) Detect the Node By 
the Mean of Color and Edge Detection (b), (c), and (d) Filtering the Detected Node and Extract it 
From the Image Plane 
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The two reference nodes are extracted in the image plane of the muster node and 
h'land h'2 are obtained at the angles 91 and 92 respectively. By substituting the image's 
height values in the vision characteristic equation (2.6), the distances dl, and d2 are 
estimated as shown in Table 4-3. These measurements are repeated 4 times to investigate 
the performance of this step as is discussed in chapter 5. 
Table 4-3: The Estimated Distances Between the Reference Nodes 
N Hýl ý) 
... _, 
I 50.4 














2 113.4 340.2 16.23 11.64 2.30 3.20 
3 213.3 242.1 10.58 16.58 3.52 2.25 
4 45 332.1 26.81 16.58 1.39 2.25 
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By using the results in Table 4-3 the coordinate systems are obtained and shown 
in Table 4-4 and Table 4-5, where Table 4-5 shows the relative coordinate systems of the 
core network at the time of starting this estimation step (the initial coordinate systems 
assumed by the master node) and Table 4-4 shows the coordinate systems at the end of 
this estimation step (the final coordinate systems as represented in the CPU). 
Table 4-4: The Final Coordinate System 
2 
3 
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Sensor ?i Sensor , 
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Table 4-5: The Initial Coordinate System 
Real Coordinates [stinmated Coordinates 
No Sensor 2 Sensor 3 Sensor 2 
-ensor 3 
1 (2.5,2) (1, -2) (2.61,2.19) (1.09, -1.97) 
2 (2, -1) (-1,3) (2.11, -0.92) (-1.07,3.02) 
3 (-2, -3) (-2, -1) (-1.92, -2.96) (-1.99, -1.06) 
4 (1.1) (-1.2) (0.9K. 0.98) (-1.06.1.99) 
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Both are same representation of the real geographical locations of the nodes but 
from different angle. In other words, the initial coordinate systems can be constructed by 
rotating-back the final coordinate systems by an angle equal to the first searching angle 
ßl as shown in Figure 4-9. 
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Figure 4-9: The Constructed Coordinate Systems 
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4.3.2 Phase I I: Localizing the Rest of the Nodes in the Network 
In these experiments, the coordinates of all the other nodes are obtained by extending this 
vision-based technique to the entire network. 
6ý 
Assuming that, alter the coordinates of the core network have been discovered, 
the master re/crence node will broadcast its coordinates to the entire network. The 
camera nodes that receive this broadcast message store this coordinates and start 
searching in their FOV for the master node. The master node can be recognized by the 
red and green chromatic signs turned ON. When any node detects the master reJereºtcc 
node, it extracts it from the image-plane and gets the corresponding image height h'i at 
the angle ßt, t. 
After that, the other two reference nodes (the ? "`º reference node first then the 3"1 
reference node after that) will repeat broadcasting their coordinates allowing the 
remaining camera nodes to repeat the steps mentioned above and get 11'2, and 11'3 at the 
angles ß; 
f2 
and ß0 respectively. 
The experiment is started by searching for 3 known objects of 6 cm height that are 
assumed to represent the 3 reference nodes with the same detection and extraction 
method as used in Phase 1. The results in Table 4-6 are considered being the information 
from one sensor node only and more results will be shown in chapter 5 to evaluate the 
vision technique as a localization method. From this information the node's coordinates 
can be estimated using equation (3.2). 
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Table 4-6: Information Used to Localize the Node 
Angles (°) 
S, (0,0) 1 S, (4.09,0) li S; (z. 95, -1.0? ) ' 
Inll)rlnalion FT<)nl the Camera Node 
is4,1 194,2 
I Fý4,3 
277.2 148.5 186 
I Ici`ýhis (nutn) 
h'l 
16.58 
Real Coordinate (2,1) 






ý2 ý d3 
2.25 2.3 2.25 
Est. Coordinate (2.02,1.06) 
4.3.3 Phase III: Calibrating the Camera Node 
Since the visual information, provided by the camera nodes, presents partial scene from 
the world-view -a view that is seen in the camera nodes' FOV. it is important to obtain 
the orientation angles ai of the camera nodes in the coordinate system relative to the core 
of the network. This knowledge together with their coordinates can help the remote 
server to construct the overall scene by suitable union of all the partial scenes. 
Calculating the orientation angles is prerequisite to constructing the overall scene and 
helps complete the calibration process. Therefore, the calibration parameters C; is 
defined, for each camera node, consisting of its coordinates and its orientation angle 
C1 [(xi, yi), ad. 
In this phase, the previous information in Table 4-6 is used to complete the 
calibration process of one node using normal calculations. The estimated coordinates 
(2.02,1.06) is used to decide that the camera node is lying in the I" quadrant of the 
relative coordinate system. The coordinates is used, also, to investigate the angle where 
the camera node is lying relative to the origin of the coordinate system. Coupled with the 
knowledge of the angle the camera node used to search for the master node, in this case, 
the searching angle ß4.1 = 277.2`, the relative orientation angle a4 of the camera node 
can be calculated as mentioned in section (3.2.3.1). In the present case, it is estimated to 
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be equal to 124.69 while the actual orientation angle is 125°. In addition, given these 
calibration parameters, the coverage area of this camera node using equation (3.6) is 
calculated to gives an area equal to 3.67 m2. 
4.4 Stationary Case of Tracking Network 
In this experiment, the same camera network that has been configured and calibrated in 
the previous section with the proposed vision based localization technique is used. The 
resolvable distance of this network is in the order of 3m, the core network can monitor an 
area of 8x 8M2 . An arbitrary object is allowed to pass through this sensing area. Two 
different nodes calibrated as C1[(-0.43, -2.21), 70.20], and C2[(3.4,0.0), 1SOYJ locate 
and track the target object as follow: 
4.4.1 Detecting and Locating the Target 
Since the scene viewed by any given camera is stationary, a new target object moving the 
FOV can be detected by the frame difference technique. Figure 4-10 shows that the 


















Figure 4-10: Snapshot of the Sensor Node Monitoring Interface 
C71: 11'l'EH/'(X'! 2: A11i7'llOI))IU(i}' G. 1'l'EHIAIl: A'"! 'i1L7l: Sl'l. S'(i 
This experiment obtains and estimates angular off-sets equal to cal = 18.98% 
cpz = 12.10 from S1 and S2 respectively. 
4.4.2 Localizing the Target 
In order to localize the target, the distance d1,2 = 4.43 m between the two camera nodes 
and the slop ol' the line tan-1 
(Yz_Y1) 
= 0.52 rad = 29.92° are obtained. Using the 
xl xl 
equations in (3.14) the angles that the target makes with the nodes relative to the common 
line through the nodes are calculated. These angles 91,92,81,2 are defined and labeled in 
Figure 4-11. After calculating these angles, equation (3.21) is used to get the relative 
distances d1 = 4.21 m, and d2 = 1.61 m from the two nodes respectively. Finally, the 
target can he localized in the relative coordinate system at the point (2.21,1.07), while 
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Figure 4-11: Localize the Target in the Sensing Field 
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In summa y, the vision-based localization and tracking technique works in 3 
stages. The first stage is where a predetermined node takes the role of' master node and 
helps locate 2 other reference nodes that form the core of the network. In the second 
stage, the core network helps other nodes to self locate and calibrate the entire network in 
terms of the common area they see together. In the last stage, they detect any moving 
target and locate and track it as it moves within the network. 
4.5 Conclusion 
In this chapter, the proposed vision-based method has been described for localizing and 
tracking purposes. The chapter starts by explaining the network model and some of the 
practical assumptions that justify the results in actual network deployment. The upper and 
the lower bounds of the resolvable distance range have been obtained by experimental 
testing. Moreover, an investigation on the impact of the camera resolution on the 
resolvable range has been explained also. This is followed by the description of the vision 
based localisation and calibration technique consisting of 3 stages namely: defining the 
core of the network, localizing the remaining nodes in the network, and calibrating the 
camera nodes by estimating its orientation angle. 
In addition, an appliCaUoll of Using stationary camera nodes that are, typically, 
configured using the proposed vision based localization and calibration technique as a 
surveillance network is presented. This network tracks an arbitrary objects moving 
around the sensing field. The steps of' the detection and localization process have been 
provided also. 
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The next chapter analyzes the results obtained from this chapter and discusses the 
performance of this vision based localization and calibration technique. 
(IIAPTI? R FIVE: ANALYSIS AND DISCUSSION 
In the last chapter, one-plane camera network has been localized and calibrated in order 
to demonstrate the Icasibility of' the proposed vision based localization and calibration 
technique. This chapter provides analysis and discussion for the results obtained in the 
previous chapter. The next section presents the influence of the resolution of camera 
nodes on the accuracy of localizing 1-tier camera network. Section 5.2 discusses the 
robustness of* the proposed technique in multi-tier camera network against the error 
accumulated from one tier to the Iüllowing tiers. Section 5.3 provides analytical study of 
the performance a stationary surveillance camera network that detects and tracks an 
arbitrary moving object. In section 5.4, a comparison with some other vision based and 
wireless signal based localization techniques is presented with a comparative statistical 
studies to amplify the distinctions of the proposed technique. Finally, a brief conclusion 
is provided liar the all experiments that have been carried out. 
5.1 The Issue of Camera Resolution 
In this section, the influence of the camera resolution on the accuracy of estimating the 
coordinates of the camera nodes is studied using the proposed vision based localization 
and calibration technique. To do so, 1-tier camera networks have been deployed, 
consisting of 12 nodes including the reference nodes. First, a deployment of a 
2 Megal'ixcls canicra nodes have been obtained and later a 0.3 MegaPixels (video output 
ofstandard 640 x 480 pixels) camera nodes. By applying the proposed technique in both 
networks, the coordinates of the nodes are estimated as shown in "Table 5-1 and Table 5-2 
respectively. 
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2 (100 , 0.0) (99.72 , 0.0) 0.28 3 (-40 , -80) (-40.11 , -80.06) 0.13 4 (60,60) (59.40,60.38) 0.71 
5 (20,60) (20.30 , 59.38) 0.69 6 (-40,60) (-39.11 , 60.91) 1.27 7 (-60,40) (-60.24 , 40.78) 0.82 8 (-60, -20) (-60.15 , -19.32) 0.70 9 (-80, -60) (-79.91 , -58.91) 1.09 10 (-40, -80) (-39.78 , -81.34) 1.36 11 (60. -80) (60.39 , -78.81) 1.25 12 (100, -60) (101.03 , -59.81) 1.05 







((). 0 . 0.0) 
1-. rrcýr (cm) ; 
0 
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8 (-60, -20) (-57.10 , -22.61) 
3.90 
9 (-80, -60) (-83.18 , -62.11) 
3.82 
10 (-40, -80) (-44.00 , -77.98) 4.80 11 (60, -80) (61.65 , -83.04) 3.46 12 (100, -60) (104.18 , -62.34) 4.79 
Using these results, the network topologies are constructed for both camera 
networks as shown in Figure 5-1. This figure, also, shows that the estimated coordinates 
using the proposed vision based localization and calibration technique are close enough 
to the real ones. 
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Figure 5-1: The Constructed Network Topology (a) Using 2 MegaPixels Camera Resolution 
(b) Using 0.3 MegaPixels Camera Resolution 
C'I L9 P77: H FIVE: A A: -I1. FSYS : Lti7 ) DIS(' 'US: SIUa' 
The average error of the estimation using estimated coordinates for each node in 
the network is calculated and plotted as shown in Figure 5-2. The average errors are 
obtained to he equal to 0.78 cm for 2.0 MegaPixels camera network and 3.23 cm for 0.3 
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Figure 5-2: The Error of Estimating the Coordinates for Each Node (a) Using 2 MegaPixels 
Camera Resolution (b) Using 0.3 MegaPixels Camera Resolution 
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Figure 5-2 shows the absolute error in estimating the camera nodes' coordinates 
for both networks in I -tier only. This figure obtains the upper-bounds for the estimation 
errors to be equal to 1.36 cm and 4.79 cm for 2 MegaPixels and 0.3 Megaf ixels camera 
networks ol'size 200 x 200 cm2 respectively. This underscores the good performance of' 
the proposed technique. Furthermore, the accuracy of the estimation increases by 
Increasing the resolution of the camera nodes. As a suggestion, the camera nodes should 
not only provide standard video output (0.3 MegaPixels), but also they are recommended 
to be able to snapshot images with higher resolutions, as the trend is with most cameras. 
This suggestion will increase the accuracy of the proposed technique besides decreasing 
the costs (memory and processing costs) ofthe camera node itself. 
5.2 The Accumulated Estimation Error In Multi-tier Network 
As explained earlier in chapter 3, the estimated coordinates of' the r-eftrence nodes are 
used to help the nodes of tier-I to estimate their own coordinates. Similarly, the nodes of' 
tier-2 use the estimated coordinates of the tier-I nodes to localize themselves. This causes 
an accumulation of errors in tier-2 estimation. In order to study this, a large enough 
camera network is deployed consisting of 82 simulated camera nodes as shown in 
Fi,, ure 5-3. Not all the camera nodes are real ones due to the lack in the number of the 
real sensor nodes in the lab. Instead, a dummy objects as refereed to Figure 4-3 are used 
to simulate the other nodes and interchangeably with the real camera nodes. 
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Figure 5-3: 'T'iers and Cluster Distribution in the Network Deployment 
Alter the camera nodes in the first tier localize themselves relative to the 
reference nodes, some of them are selected to be reference nodes for the camera nodes in 
the second tier. Each tier in the network is divided into many clusters to decrease the 
time-cost of configuring the whole network. Figure 5-3 shows that all the camera nodes 
in I -tier can he localized at the same time. The accumulated error is calculated for each 
cluster when the estimated coordinates of tier-I is used to localize the rest of the nodes in 
the network. A measurement for the absolute error relative to the cluster cross section 
(200 cm for cluster of size 200 x 200 cm2) has been done and the average percentage 
error lör each cluster is obtained and plotted in Figure 5-4. 
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Figure 5-4: The Percentage Average Error for Each Cluster in the Entier Network 
From figure 5-4, an average percentage error of 3.18 % for the entire network has 
been obtained which shows that the accumulated error in estimating the coordinates, even 
in second or thirds tier, does not grow. In other words, the estimation error does not 
accumulate in reusing the estimated coordinates to estimate new coordinates in 
subsequent tiers. 't'his proves the robustness of the multi-tier approach of the proposed 
vision technique in large networks deployment. Another advantage of the multi-tier 
approach is that, as the eflcctive area increases from tier I to tier 2 and so on, the relative 
error of' estimating the nodes positions (relative to one side of the square area) will 
decrease due to the ihct that the average percentage error remains fixed but the effective 
area increases. Ilowever, this happens at the cost of more time taken to estimate the 
whole network because the estimation process is carried out in stages - from tier I to 
tier 2 and so on. 
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5.3 First Application Scenario: Analysis of Stationary Camera Tracking Network 
This section provides analytical study of the performance of a stationary camera network 
in a typical surveillance application. A 1-tier camera network has been deployed 
consisting of 10 camera nodes with camera resolution of 0.3 MegaPixels. Each camera 
node in the network is localized and calibrated using the proposed vision based 
technique. The results of the localization process are obtained as shown in Table 5-3 and 
Figure 5-5. 
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Figure 5-5: The I stimated Network Topology With the Object's Path Through The Sensing Area 
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All these nodes cooperate and, together, monitor an area of 300 x 300 cm2. An 
arbitrary object is allowed to pass through the sensing area where a typical case is 
depicted in Figure 5-5. The object is detected by 2 camera nodes - those localized by the 
proposed technique and described by C2[(82.97,0.0), 125.1], and 
C41(137.88,91.74), 159.3]. The object coordinates is estimated in Table 5-4 and an 
average error is obtained to be equal to 3.37 cm at 4 locations using 2 camera nodes. 
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Furthermore, the accuracy of estimating the target can be improved by allowing 
more camera nodes to participate in the estimation process. Towards that end, the number 
of the camera nodes is increased. 5-6 shows that this increment, in the number of 
the nodes participating in locating the target, increases the accuracy of the estimation. 
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Figure 5-6: The I . rror of Estimating the Object Coordinate Regarding the Number of Nodes 
Those Participating in the Estimation Process 
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Figure 5-6 shows that the average error of' localizing an arbitrary object passing 
through the sensing area decreases by increasing the number of the camera nodes 
localizing the moving object. Moreover, it shows that there is lower-hound of' the 
estimation error -a value that cannot be improved any more even if 
the number of the 
camera nodes is increased. This boundary depends on the camera resolution. 
5.4 Performance Comparison with other Localization Techniques 
In this section, the proposed technique is compared With some recent localization 
techniques in the sensor networks. In sensor networks, some techniques rely on the 
measurement of the power strength or the time of arrival (TOA), or time-difference of 
arrival (TI)OA) and the angle of arrival (AOA) of the wireless signals. These techniques 
are used for comparison purposes since both categories attempt to localize the sensor 
nodes in relative coordinates systems. In the next two subsections, a comparison with 
other vision based techniques and non-vision (wireless) techniques are presented. The 
relevant practical results, presented in other researches, are captured and made use of' 
those to complete this comparison in both vision and wireless signals localization 
techniques. 
5.4.1 Comparison with Other Vision Based Technique 
In this subsection, our results are compared with that of'Huting Lee [23]. The research in 
[23] proposed a vision based collaborative node localization technique in surveillance 
networks using opportunistic target observations. A method that defines and determines 
the positions and orientations of the nodes is implemented in a relative coordinate system 
in a decentralized and cluster-based way. The technique assumes that both the reference 
nodes and the sensor nodes requiring localization can observe a moving target 
simultaneously. These positions and orientations obtained in the relative coordinate 
system relative to a two reterence nodes with known coordinates. For comparison 
purposes, the experimental results oFa network deployment consisting ol'5 sensor nodes 
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including the relcrence nodes in an area of 12 x 12 foot2 which is equal to 3.66 x 3.66 m2 
are captured as shown in Figure 5-7 and Table 5-5. 
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Figure 5-7: l; xperimcntal Result of the Linear Method in the Decentralized Scheme [24] 
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From the results in 'f'able 5-5 the error of estimating the sensor nodes' coordinates 
is calculated as shown in "Fahle 5-6. 
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By comparing the results obtained from the proposed vision technique in a 
network deployment of 10 nodes in about the same area and localizing the nodes first and 
then a moving target, the average errors in estimating the camera node coordinates using 
the proposed technique and the other technique are found to be equal to 3.23 cm and 
47.67 cm respectively and the average error in estimating the coordinates of the moving 
target is equal to 3.37 cm and 4.242 cm respectively. In addition, the average error in 
estimating the orientation angles is calculated in both technique 0.28° using the proposed 
technique and 0.53° using the other technique. 
These results clearly show that the proposed vision based technique is more 
accurate in localizing the camera nodes and a moving target in the relative coordinate 
system as compared to the other vision technique. For comparison purposes. the 
similarities and the distinctions in both techniques are emphasized. Essentially, both 
techniques attempt to localize a camera sensor network in relative coordinate system 
based on vision characteristics. In the other technique, two reference nodes with known 
separation length between them are used to define the origin-line of the coordinate 
system and in the proposed technique one reference node that assumes itself at the origin- 
point of the coordinate system is used to estimate the coordinates of some other two 
reference nodes assumed to be randomly deployed. However, to achieve localization, the 
camera nodes in the proposed technique should he able to change their orientation angle 
during the localization process by rotating the camera - something that is not necessary in 
the other technique, but simultaneous observations of the moving target is necessary from 
more than one node to be able to localize. This can be considered as an advantage since 
all the nodes can be localized in short amount of time, but as a disadvantage if all the 
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nodes have to see the moving target simultaneously to begin the localization process - 
something that is impractical in a typical random deployment. In the proposed technique, 
the localization and calibration processes are distributed into three stages where. in the 
first stage, the 3 reference nodes are localized after one complete searching-cycle From 
the master node which depends on the movable hardware provided in the camera node. In 
the second stage, all the nodes in one tier are localized at the same time which, in the 
minimum case, can be equal to one complete searching-cycle time from the camera node 
and, in the maximum case, as a three complete cycles' time. This makes the time cost of 
the proposed technique varying between two values as follow: 
time cost E [(n x r) +T (n x 3T) + T] 5.1 
where, n is the number of tiers, T is the time of one searching cycle. 
Furthermore, for statistical study, the experiment results of the localization are 
obtained and carried out 15 times for a4 node-network including the reference nodes. 
These results have been compared with the statistical results of the other technique in a 
network consisting of 3 nodes as shown in Figure 5-8, Figure 5-9. Table 5-7 and 
Table 5-8. 
Table 5-7: Statistical Results for 15 Runs Using the Proposed Technique 
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Figure 5-8: Experimental Results for 15 Runs Using the Proposed Technique 
Table 5-8: Statistical Results for 15 Runs Using Other Vison Technique [24] 
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Figure 5-9: Experimental Result for 15 Runs Using Other Vision Technique [241 
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These statistical studies show that the average errors in estimating the coordinates 
of the camera nodes and their angles of orientation using the proposed technique and the 
other technique are equal to 1.4 cm, 0.9°, and 64.9 cm and 5.37° respectively. The 
variances are obtained from both results to be around 5 cm with 0.32° using the proposed 
technique and 19.23 cm with 1.58° using the other technique. 
5.4.2 Comparison with other Wireless Signal Based Technique 
In this subsection, the vision based localization and calibration technique is compared 
with some wireless signal based localization technique popular in the WSNs. As such, the 
two techniques are very different from each other in the way they estimate the 
coordinates of the sensor nodes, but they have been proposed for the same purpose and 
intent. Basically, these techniques perform the localization process based on the 
estimation of the received signal-power as in [28], or based on the wave signal 
characteristics (e. g. the propagation speed of the waves to perform distances estimation 
using the 'l'I)OA and TOA methods) as in [I4] [29]. These techniques can handle the 
slow moving nodes in the Mobile Ad-I-Ioc Wireless Networks (MANET) with more or 
less same difficulties as the vision based localization techniques even though the vision 
based techniques were essentially proposed for static VWWWSN. 
The idea behind this comparison, without loss of generality, is to define the 
estimation accuracy of both types of localization techniques. 
5.4.2.1 Comparison with Signal Strength Technique 
First, the results obtained from the proposed technique are compared with those 
obtained from a scheme based on estimating the power received from two reference 
nodes placed in known coordinates proposed by P. Bergamo [28]. Bergamo el u1 
construct a simulation of 20 nodes network deployed in rectangular area of dimensions 
\ý 
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100 x 100 nr. The nodes are assumed to be stationary and the position errors are 
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Figure 5-10: Mean lirror as a Function of Window Size (No Mobility) [28] 
Figure 5-I shows that the best performance in estimating the nodes positions can 
be reach by using small window size - window comprising of only those power signals 
that have already been estimated. The lading samples are assumed un-correlated. This 
wireless based technique notes that the mean error never reaches the value of zero and, in 
particular, the lower bound of the mean error is equal to 2.5 m which is equal to 2.5% 
error relative to the area dimensions. This lower bound can be obtained with different 
values of window sizes depending on the fading of the signal in the surrounding 
environment. As shown in Figure 5-10, the size of' the window it, increases when the 
normalized maximum Doppler frequency ci decreases to reach the acceptable position 
error. For statistical study of the wireless based technique, the variance in the estimation 
process is calculated as shown in Figure 5-11. 
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Figure 5-11: Variance of Erorr as a Function of Window Size (No Mobility) [28] 
Fiturc 5-1 I shows that the variance of the estimation error is near to zero which 
implies that this technique is stable when the lading samples are not so correlated. The 
variance of the error will increase when the value ofd decreases. 
5.4.2.2 Comparison with TDOA, TOA and AOA Technique 
Another localization technique for sensor nodes and a target is proposed by 
Xim1 - Yu 11411291, It determines the coordinates of the nodes by placing reference sources 
at known coordinates outside the region of' observation. It relies on calculating the 
TDOA, TOA and AOA of'the signals to localize the sensor nodes and the target. In this 
technique a simulation of'20-nodes network is constructed to show the performance of in 
an area of 100 X 100 m2. Four nodes with known positions are used to localize the rest of 
the network. For validation purposes, the mean squared errors (MSC) are calculated and 
plotted in Figure 5-12-a and Figure 5-12-b for versus nodes for using the AOA method. 
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Figure 5-12: MSI? of Each Node (a) With Clock Bias (b) With Absolute Time Reference 
[141 
From Figure 5-12 the MSE is obtained and averaged over all the nodes to be 
equal to 0.23 in with clock bias and 0.16 m without any bias, also described as absolute 
time relcrcncc. Similarly, the maximum MST? is 0.49 m with clock bias and 0.26 m 
without bias. 'T'hese results arc used to obtain the average percentage errors to be 2.31% 
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Signal disturbance and lading. I lowever, the proposed vision technique in this thesis gives 
about 3.1 h'%, average error li)r given resolution. The wireless based technique, however, 
requires an accurate synchronization method In a typical deployment. 
The disadvantage of the wireless signal based localization technique is that it 
requires a good model of the noise disturbance and the fading arising from multi-paths 
and Doppler, a large window for averaging the estimates, an accurate synchronization 
Method 1111o11g the (lodes and, also, sometimes, extra hardware like array of antennas etc.. 
On the other hand, these techniques are good at localizing large number of nodes in the 
sensing area in a very short time decreasing the time cost of localizing the nodes in large 
network. 
This study notes that the only similarity between the vision based and the wireless 
signal based localization techniques is that both of them attempt to localize the sensor 
nudes, This clarilies the reason why the comparison of' the proposed vision technique 
with the wireless based techniques is handled only in terms ofaccuracy measured and the 
absolute percentage error of'the estimation process. 
5.5 Conclusion 
In this chapter, the vision based localization and calibration technique which has been 
proposed to localize one-plane camera network is analyzed. The camera tracking network 
which has been calibrated using the proposed technique is also analyzed and the 
performance of such network Im surveillance and tracking application has been 
investigated. Moreover, the proposed technique is compared with some other vision 
based and wireless signal based localization techniques to evaluate the performance of 
the proposed technique. Some suggestions to enhance the accuracy of localizing any 
other object passing through the sensing area have been made. 
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I he next chapter concludes the study and emphasize the importance of'this work 
as a vision based localization and calibration technique in the video sensor networks with 
sonic sugf4estions liar Iüture works in the same field. 
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('IIAI''I'FR SIX: CONCLUSIONS AND FUTURE WORKS 
This chapter concludes the presentation of' this research works and summarizes some 
lüturc works that may enhance the performance of'the proposed vision based localization 
and calibration technique. Also, some suggestions are provided that would add extra 
reliability to the surveillance application. 
6.1 Conclusions 
As mentioned hcliºrc, the area of video sensor network and its application has become 
very attrnctive or researchers. The applications of VWSN span both the civilian and 
nºilitcurv lields. This is liºcilitated by the rich visual information provided by the camera 
nodes allowing situation awareness, event understanding, and decision making. This 
property makes the use ol'such networks in surveillance, monitoring, tracking and events 
detecting and reporting applications very efficient. 
In this thesis, a localization technique is presented for video sensor networks 
based on a simple vision concept, the relationship between the image heights in the image 
plane and the real distances between the camera nodes. This technique localizes and 
calibrates cell the camera nodes randomly deployed in one-plane. The proposed vision 
technique attempts to localize the entire network with the help of onlt> three reference 
nodes, also deployed randomly like the other nodes. Most other techniques require that 
these reference nodes are equipped with special hardware like GPS receivers to globally 
locate them. In comparison, the proposed technique requires only one reference node 
with (il's and manages to globally locate all the nodes. The technique consists of three 
main steps namely, localizing the core of the network, localizing the remaining nodes, 
and calibrating all the nodes relative to the coordinate system of the reference nodes, and, 
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thereby, determining the global coordinates. The ability of' the proposed vision based 
technique has been demonstrated in localizing the sensor nodes with average percentage 
error not greater than 3.18'%, -a perlormance better than the other vision based technique. 
I'urthernlorc, a surveillance application of a camera network has been presented 
that is assumed to he localized and calibrated LISiIlL the proposed vision technique. The 
results of localizing and tracking an arbitrary object moving around in the sensing field 
showcase the robustness of' the proposed technique against the accumulated errors of the 
localisation estimation for both the camera nodes and also the target object. 
G.? Extensions and Future Works 
This section provides some ideas to enhance the performance of the proposed vision 
based local ir. atloll and calibration technique. 
As extension to this work, the performance of' the localization technique can be 
enhance by implementing an adaptive searching algorithm so as to decrease the time-cost 
ol, the localization process. This can be done by making a 1ä11 scan in the FOV of' the 
Camera to decide the next step of' scanning the FOV. As mentioned in chapter 3, the main 
idea in this technique is to estimate the distances between the nodes using the relationship 
between the real distance and the height of the images in the image-plane. For 
enhancenicnt purposes, two snap-shots, one with zero zoom and the other with different 
zoom, are suggested to make use of averaging technique to find the best estimate. 
For the surveillance application, object recognition and classification features are 
suggested to be added in the application for more reliability. 
In conclusion, the work in this thesis shows that the vision based localization and 
calibration technique provide visual 111I1)1-Illation suitable for surveillance and tracking 
purposes which open new areas Ir researchers to propose techniques that provide good 
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accuracy beside handling the localization problem in VWSNs. In summary, this thesis 
introduces a novel vision based localization and calibration technique for surveillance 
camera network. 
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AI'I'N. NIºIX A: 1 I. O1V C 11; 11t'I' (º1 "flll'. VISION 13As1? U LOCALIZATION TI: CIINIQUG ANI) 
'1 II1'. PKO('I{SS FOR EACH TYI'E OF 7'II1: CANII: I2A NODES 
In this appendix, we explain, briefly, the process of localization and calibration as 
used in the proposed Vision based technique. 
AI'I'I: NI)IX A. 1 : FLONV ('ILUlT OF 7lIE VISION 13AtiE1) LOCALI7. A'1'ION TECHNIQUE 
Rondom deployment for 
the camera nodes 
The master reference nodes searches 
and locates the other 2 rel rencc nodes 
1 
No 
'I'Iie 3 rclcrence nodes broadcast their 
coordinates to the rest ofthe nodes 
The node to be localized starts searching för 
the reference nodes one by one in the FOV 
I I'three estimated distances are obtained 
lYes 
('alculates the coordinates and 
the orientation angles 
Figure A-1: Flow Chart ot'the Vision Based Localization Technique 
ii l'l'v\ o/ \ 
AI'i'I,: NI)IX A. 2: FLOW ('l1AR'1' F'OR '17IE MASTER REFERENCE NoUr. PARTICIPATION 
Send Ready-MSG to the 2 
rrel rence nodes 
Received Ach 
Sc Iccl new 2 
rcf, crcncc 
nudes 
' lind 2' 
reference 
nodes? 
Broadcast the coordinates and the 
distances for the 2 rcierence nodes 
ý 
Broadcast start-MSG to the entire 
network with its coordinates 
Figure A-2: Flow Chart liar the Master Reference Node Participation 
cif Ready- 
. MSG'? . 
Step the camera motor and scan 
the FOV scene 
dctcct a' 
fclcrcncc 
. node ?, 
Estimate the distance 
and store it 
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102 







5LiU'cI Ii Ilg. j 
received 
signal li-clnl the 
master IlO(le? 
Step the camera motor and scan 







[: stinmate the distance 
and store it 
Decide which reference node is this one 
based on the estimated distance and the 
received distances from the master node 
rd re1CrCllce 
Broadcast the coordinates 
to the rest nodes a tier the 
second retcrence node 
2°° reference 
T 
Broadcast the coordinate 
to the rest nodes aller the 
master node 
Figure A-3: Flow Chart 1m- the Two Reference Nodes Participation 
; Irrrr. ýrus 103 
APPENDIX AA: FLOW C: IIART I'OR Till-. NORMAI. CAMERA NODE PARTICIPATION 
Start 
signal from the 
-etcrence node? 
received 
Step the camera motor and scan 
the FOV scene 
coiiihlete thc 
tic; ifl'hiilg'ý 
Estimate the distance 
and store it 
Are thee estimate 
. 
distances obtained`? 
Calculate the coordinate 
and the orientation angle 
and send them to the 
Control Unit 
higurc A-4: Flow Chart for the Normal Camera Node Participation 
detect the 
retcrenec 
node '? . 
; Irrl: ýnuº 
APPENDIX II: LOCALIZATION CONCEPT AND DERIVATION 
In this appendix of the thesis, the main concept behind calculating the coordinates of one 
sensor node is explained and derived in the relative coordinate system. It has been 
assumed that 3 ree/ rence nodes broadcast their estimated coordinates, so the camera 
nodes can search for them in their FOV and estimate the distances to these reference 
nodes. As shown in Figure ß-1,3 estimated coordinates (Xe, Yl) ,i=1,2,3 
in the relative 
coordinate system representing the reference nodes and 3 estimated distances between 
the camera node to be localized and the rekrence nodes d4, ß ,i=1,2,3. 
Reference Node 














(XI , Y1) 
20 70 120 
d4,3' 
-130 J 
f Reference Node fCamera Node 
.. 
Reference Node 
(X3 p Y3) 
104 
Figure 13-1: A Typical Random Deployment of Nodes and Their Representation in the Relative 
Coordinate System 
: Ilv"1%1r1.1' 
I*Ill'tit' distances arc: 
dý, i = 
V(XI - X4)2 + (Yi - Y4)2 
[j4 Z=1 (XZ - X4)2 + (Yz - Y4)Z 
4)z cl y; = 
L(X3 - X4)? +Y3 -Y 
(X1 _X, 
&' + (Yl - Y, 1)1 = 
[X11 
- 2X1X, 1 +X42] + 
[YlZ 
- 2Y1Y4 + Y, IZ] 
(Xa - X. 1)1 + (Y2 - Y4)1 =f Xll - 2X2X4 + X41] + 
[Y11 
- 2Y2Y4 + Y11] 
1 (cl, 
i{) = (X, -X, 1)1+(Y, -Yj)1= 
[X,; 2 -2X, 3X4 +X411 +[Yil-2Y; Y, +Y, c 1 
ß. l 
The distance of, the reference nodes from the origin can be calculated as follow: 
Ilsell =` (Xi - o)z + (Yý - o)z =V 
(x1)z + (rl)z 
Ilszll =` (xz - o)z + (Yz - o)z =z (Xz)z + (Yz)Z 
IIS: 
i 
II =ý (X3 - o)l + (Y3 - O)2 = 
V(X3)2+ (Y3)Z 
I Jsing (13 2) and (13.: 3), the equations are rewritten as: 
Y, X42 
uI51 112 - 2X1X4 + X4 - 2Y1 Y4 +Y2 4 
(c14.2) 2= Xrl + Y12 - 2X2X4 + X4 
2- 2YlY4 + YqZ 
= IIS2111 - 2X2X4 +X 42 -2 YzY4 + y42 
1(14.3)1 - 
X32 + Y3l - 2X3X4 + X42 - 2Y3Y4 + Y42 




From these 3 equations in (13.4) the following 2 equations are derived: 
: Irri \ rýcý 
ýcta. iýy -ýct l, zýl = Ilsl IIl - IISzIIZ - 2X, 1[X1 - X2] - 2Y, 1[Yl - Yz] 
((l"l. 
l) 
2- ((14,3) 2= 1151 112 - IIS3IIZ - 2X4 IX1 - X31 - 2Y4 [Yl - Y31 
Then, (ß. 5) is expressed in the tbrm Ay-b. 
13.5 
)z Xa(Xi - Xz) + Y1(Y - Yz) = 
1/2 [- 11S2112 - (C1,1,1 )2 + (C14,2 
] 
z( 21 B. 6 
X4(XI - X3) + Y4(Y1 - Y; ) = 
1/2 [IIsi IIL - IIS3IIZ - (d4,1) + 1d4,3) J 
wlirrr, 
A 
[(XI - Xz) (Yi - Yz)l _f 
Xhl 




IISi IIz - IIS2 II2 - dh, 1Z + cih, zZl b 1/2 IISlII2- IIS3 II2-d4,1 2+d4,3 ll 
rl1'1'1.. ý7 ýl 1 
APPENDIX C: MATLAII* IMPLEMENTATION 
APPENDIX C. 1: CRAP111u l1SER INTERFACE OF THE CAMERA NODE SEARCHING PHASE 
In this part, the code to present a GUI of the searching phase of the camera node is 
implemented in MA'I'I. nß'" and provided. This GUI, as shown in Figure C-1, loads the 
video by pressing the browse button and selects the video recorded by the camera node in 
the searching step. The detection inlormation of the sensor in the FOV can be shown in 
Figure ('- 1. 
Figure C-1: Snapshot of the Searching Phase GUI 
tunet ion var, irclc, ut Sea rching Phase(varargin) 
'd :; EARC11 I Nc; 11111:; 1: Ml- tileI or Searching Phase. fig 
+" SV11kc'H [ NG PHASE, by itself, creates a new SEARCHING_PHASE or 
raise:; the exist i nq 
singleton 
11 
'+" !I SEARCHING; PHASE returns the handle to a new SEARCHING_PHASE 
or t her handle to 
If, Ih(! existing singleton*. 
'+" 
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1, '9'r \7, n 
III(.. local 
function named CALLBACK in SEARCH I NG_PHASE. M with the given 
input, arguments. 
4, SEARCHING PIIASE('Property', 'Value',... ) creates a new 
SEARCHING PIIASE or raises the 
P, exi. sting singleton'. Starting from the left, property value 
pairs are 
% applied to the GUI before Searching_Phase_OpeningFunction gets 
caIIed. An 
+, unrecognized property name or invalid value makes property 
a1'1' 1i cat ion 
If. stop. All inputs are passed to Searching_Phase_OpeningFcn via 
varargin. 
$ 'See GUI Options on GUIDE'S Tools menu. Choose "GUI allows only 
one 
It instance to run (singleton)". 
`d See also: GUIDE, GUIDATA, GUIEHANDLES 
'd Edit the above text to modify the response to help Searching_Phase 
% lost. Modified by GUIDE v2.5 17-Nov-2008 17: 55: 04 
'r lieg iriirrit iýr 1 i: at. i on code - DO NOT EDIT 
gui Singleton -= 1; 
gui State struct('qui Nan-', mfilename, ... 
' gui Si n'1 Ifýtr, n' , gui_Singleton, 'qui_Openinyl', "n', @Searching_Phase_OpeningFcn, 
'gui OutputF'cn', @Searching_Phase_OutputFcn, . 
'guiLayout F'(-rr', [] , ... 
'gui Callback' 
if nargin && ischar(varargin{1}) 
gui State. gui Callback = str2func(varargin{1}); 
end - 
i1 na r cjc>ut. 
Iv, rr, iryouL(1: nargout)] = gui_mainfcn(gui_State, varargin{: }); 
(1 : u- 
gui mainfcn(gui State, varargin(: )); 
end 
'f, End initialization code - DO NOT EDIT 
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1. --- Execute:; just before Searchinq Phase is made visible. 
function Sea r. chirrg_Phase_OpeningFcn(hObject, eventdata, handles, 
var. ir(fin) 
'r. Thi:: luny t i()n h. i:; no) output args, see O: i! 
A /Y'/., V/'i. 
iýtýt, jý"ý I_ handle to 1 iyuri: 
't eventdrrta reserved - to be defined in a future version of MATLAB° 
% handles structure with handles and user data (see GUIDATA) 
% v, irargin command line arguments to Searching-Phase (see VARARGIN) 
('hoose del, iult command line output for Searching Phase 
I1drd I es. out put. hObject; 
Ul, d, it (- h, rnd l- :::, 1 ruct urfý 
cqu i da I. a( hObj ect. , handles ); 
set. (h<mdles. pushbutton2, '1": n<ible', '()ff 
set (h arid I es . text 6, ' Eriable' ,' of f'); 
ý, -- Out put:; 1 rani t his tunct. ior lr(` r(, turrn.: 1 to t. he common. i i_rre. 
Iunct. ion varargout = Searching Phase_OutputFcn(hObject, eventdata, 
handles) 
v,, r, irctout cell array tor returning output args (see VARARGOUT); 
hnfý ji ct_ handle to figure 
% eventdat: a reserved - to be defined in a future version of MATLAB° 
% handles structure with handles and user data (see GUIDATA) 
'ý. c; (t d-f, iiitt command line output from handles structure 
varargout: {1} - handles. output; 
', 't I: xýcut i";, on button preps in Browse button. 
function frames=pushbuttonlCallback(hObject, eventdata, handles) 
'i, hObjest handIc to pushbuttonl (see GCRO) 
i-vcontd,, t c r(-:; crved - to be defined in a future version of MATLAB 
11. cnd1c.:; :; t rur. ture with handles and user data (see GUIDATA) 
[tileName, pathName] = uigetfile(('". avi'}, 'Choose the source video'); 
NAME fil eName (l : end-4) ; 
it (;; ize(t i 1eNarne, 2)>3) 
video - mrnread(strcat(pathName, fileName), [], [6 10]); 
frames video. frames; 
nurn frames-length(video. frames); 
icon imr. ead('icon. jpg'); 
set(handles. t: ext7, 'Stripy', [pathName fileName]); 
sot(handles. pushbutton2, 'h; nable', 'on'); 
handles. frames=frames; 
handles. num frames=num frames; 
axes(handles. axesl); 
subimage(handles. frames(1). cdata); 
msgbox(' Thu Video has been loaded Successfully ', 'Search 
Vi deo' ,'c: uutorn' , icon) 
quidata(hObject, handles) 
else 
set(handles. text7, 'Strinq', 'No video selected'); 
end 
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rtI'I'I.. 1'I iL\' 
{; }; (., 'l11 (.: 1 () fl t)U1 i_U[1 E) r c:.;, II O(? t ('('t k) Ui. LC)fl. 
function pushbutton2 Callback(hObject, eventdata, handles) 
Y. hObj(. ("t handle to pushbutton2 (s(., e GCBO) 
'+ 4"vOn040.1 reserved - to be defin<, d in a future version of MATLAB`h. 
ýnýllý :: t ructure with h, iridlc:: and ut: ý: r (Liti (sý_<r C; U11)ATA) 
: set_(handles. text 6, 'F: n. rhle', 'on'); 
. se strc: l ('di. sY, ', 11 ); 
F'OV tand(round (51/2)); 
for i l: handles. num framus 
axe:; (hand I es " axes 1) 
subimage(handles. trames(i). cdata); 
logic imq-=handles. frames(i). cdata(:,:, 1)>-=155 
h., ndles. 1 rames (i) . cdata 2) <=75 
h., ndles. I rames (i) . cdata 3) <=75; 
close imq-imclose(logic_img, se); 
open imq imopen(close_img, se); 
filtered imq bwareaopen(open_img, 500); 
(H, 1,, N] bwhoundaries(f i ltered img); 
test length(It) 
if test. >0 
right- in aix (iý {l, 1}(:. 2)) ; 
left min (lt( 1,11 (:, 2)) ; 
rnidle round((left+right)/2); 




if abs(angular offset)<=0.7 
set (haridles. text4, 'String', 'sensor has been detected with 
dn(juIir offset. of '); 
set(handles. text8, ': St. ring', angular offset); 
botom max(B{1,1}(:, 1)); 
Lop-min (A{1,1)(:, 1)); 
hieghl botom-top; 
set(handles. text9, 'String', 'and hieght of'); 
set(handles. textlO, 'String', hieght); 
distance=((600/hieght)*426.21)/100; 
set(handles. text ll, 'SLrin(3', ',, rrd distarce of'); 
set(handles. textl2, 'String', distance); 
save( 'd. itd. mat', 'hieq ht. ', 'disldnce'); 
else 
set (handles. text 4, 'Str it g', 'sensor has ä-' 
an(Jular ofiaet o1'); 
set(handles. text8, 'String', angular_offset); 
end 
el se 





; il rv:. 17,1. ý 
APPENDIX C. 2: GRAPHIC USER INTERFACE OF TILE CAMERA NODE MONITORING 
I111ASE 
In his part, the code to present a GUI of the monitoring phase of the camera node is 
implemented in MA. I. LAI3Ck and provided. This GUI, as shown in Figure C-2, loads the 
video by pressing the browse button and selects the video recorded by the node while 
monitoring the sensing field. 
Figure C-2: Snapshot of the Monitoring GUI 
func: t. ion varargout Monitoring interface(varargin) 
'+. MONITORING IN'I'E? RE'11CE', M-f ile for MoniLoring interface. fig 
MONITORING INTERFACE, by itself, creates a new 
MONITORING INTERFACE or raises the existing 
't singleton*. 
II = MONITORING INTERFACE returns the handle to a new 
MONITORING INTERFACE or the handle to 
10. the existing singleton*. 
$ 
'A MONITORING_IN'I'ERFACE('CALLBACK', hObject, eventData, handles,... ) 
calls the local 
I11 
; I1'1'1 A'1 i11' 
I unut i ou n. Lmcd CA1, L13ACK i r, MUN I'I'Ui<I I+G i 11'CI": i: i 
input arguments. 
If, MONITORINGIN'I'ERFACE('Property', 'Value',... ) creates a new 
MONITORING INTERFACE or raises the 
'd existing singleton*. Starting from tt:,, ieft, property value 
pairs are 
4, applied to the GUI before Monitoring interface OpeningFunction 
gets called. An 
% unrecognized property name or invalid value makes property 
application 
V, ,; t: op. All inputs are passed to Monitoring_interface_OpeningFcn 
via varargin. 
*See GUI Options on GUIDE's Tools menu. Choose "GUI allows only 
one 
It instance to run (singleton)". 
$ See also: GUIDE, GUIDATA, GUIHANDLES 
% Edit the above text to modify the response to help 
Mori iLori ng interface 
'f. Last. Modified by GUIDE v2.5 17-Nov-2008 17: 55: 04 
! iý"ýIin initinl i: ý, it iýýri ýýý ý1ý ýr 11U'I' }ý'. IýI'P 
qui Singleton 1; 
gui_State = struc-t. ;, rl mfilename, 
gui_Singleton, 
'qui OpeninclI, '(-r', @Monitoring_interface_OpeningFcn, 
'( Ui OutputFcri', @Monitoring_interface_OutputFcn, 
'gui Layout V. r, ' 
'gui Callback', [J); 
if nargin && ischar(varargin(1}) 
gui__State. gui_Callback = str2func(varargin(1}); 
end 
if nargout 
(varargout(]: nargout}) = gui_mainfcn(gui_State, varargin{: }); 
else 
gui_mainfcn(gui_State, varargin(: )); 
end 
r. 1 rid initialization code - DO NOT EDIT 
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't --- Executes just before Monitoring interface is made visible. 
i1 /'/4: A7 i/. 1' 
fun<"1inn Monitoring_interface_OpeningFcn(hObject, evontdata, handles, 
varargin) 
'lii i :: l unc"t inn has no output args, see Output1 can. 
'r, hcrtbjeM handle to figure 
'+. eventdata reserved - to be defined in a future version of MATLAB° 
handles structure with handles and user data (see GUIDATA) 
varargin command line arguments to Monitoring_interface (see 
VARARGIN) 
'r r'hooc; e clet, jult. command line output for Monitoring-interface 
hand l es, out. put =- hObj ect ; 
'i. UIýýL, t '' :, t rur. turc: 
yuidata(hObject, handles); 
set. ( handl es . pushbutton2, 
set(handles. tcxt6, 'Enablc', '()ft'); 
't. --- Out E, ut :, I rc, in t hi:, I unr-t ion irc: root ur rind to the corrjnund line. 
function varargout = Monitoring_interface_OutputFcn(hObject, eventdata, 
handles) 
v, rr, rryout cell array for returning output args (see VARARGOUT); 
hobject handle to figure 
% eventdata reserved - to be defined in a future version of MATLAB" 
% handles structure with handles and user data (see GUIDATA) 
rýýt dcl iu It c<, rnrn'ind I inw out put 1 ron, h'tndles structure 
varargout{1º handles. output; 
'i 'i. i: xe(: ut( !:; on but t on J)russ in Eirowse button. 
function frames-pushbuttonl_Callback(hObject, eventdata, handles) 
A hObject. handle to pushbutton) (see GCBO) 
% everitdata reserved - to be defined in a future version of MATLAB° 
handles structure with handles and user data (see GUIDATA) 
(IIleNarne, pathName] = uigetfile(('". avi'}, 'Choose the source video'); 
NAME Ii leName (1 : end-4) ; 
if(size(fi1eName, 2)>3) 
video = mmread(strcat(pathName, fileName), [], [6 10]); 
frames video. frames; 
; num frames=length(video. frames) 
i (., on unread (' i con. jpq' ); 
set. (handles. text7, 'St-ring', [pathName fileName]); 
set. (handles. pushbutLton2, 'Enable', 'on' 
handles. frames=frames; 
handles. num frames=num frames; 
axe:, (harm. ] es. axesl) ; 
subirnage(handles. frames(1). cdata); 
msgbox(' The Video has been loaded Successfully ', 'Search 
Vi ci(ýo' ,' cu:; t out', icon) 
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; Irl'vA7ux 1 14 
quida ta(hObjecL, handles) 
else 
set. (handles. text. 7, 'Jt r iny', 'NO video seh ct_ed') ; 
end 
I, '. x- ý--i, r - ":; ,ý ii k, iit t,, i, E, rs:; iri Uc, t. r,, - t_ hut t on. 
function pushbut. ton2 Callback(hObject, eventdata, handles) 
t, hObject h, Insile to pushbuttori2 (gee GCBO) 
% eventdata reserved - to be defined in a future version of MATLAB° 
1. h, rn<ile; ;t ru: ture with LtridI-,:; : na Ir; Err ci. 3t__I (r; E, (, (3U1 DA TA) 
set. (harid les . t: (-, xt: 6, 'Fn., bI , 'on'); 
I rarnes -handles f rames; 
.; e st_reI ('dik', 7) 
FOV-tand(round(51/2)); 
background - handles, frames (1) . cdata; 
10 riI: handles. rruin Ir, rrnos 
S- f. rarnes (i) .cdat , r; 
handle s. S S; 
axes(handles . axes l); 
subimage(handles. frames(i). cdata); 
deter background-handles. frames(i). cdata; 
logic img-detec(:,:, l)>40&deter(:,:, 2)>40&detec(:,:, 3)>40; 
double img=double(logicimg); 
close imq-imclose(double img, se); 
filtered img = bwareaopen(close_img, 500); 







set(handles. text4, 'String', 'Th(-, re is a detected object in the 
VOV with the angular offset of '); 
set(handles. text9, 'String', angular offset); 
else 
set(handles. text4, 'St. ring', 'No object in the F'OV'); 
set (handles . text. 9, ' St=ring' ,''); 
end 
axes (hand] es. axes2); 
subimage(fiItered img); 
( rn( 1 
