Abstract-In this work, we investigate and explain the timedependent behavior of shot noise in Silicon quantum dot-based double-tunnel junctions by means of a three-dimensional selfconsistent simulation and a Monte-Carlo algorithm following the time evolution of the system. We demonstrate the strong link between autocorrelation functions and electron waiting time distributions, i.e, the time between two consecutive tunnel events through a given junction. Moreover, we separate and analyze the contribution of each different path -evolution of the number of electrons in the quantum dot between two consecutive tunnel events through the same junction -to understand clearly the behavior of auto-correlations and waiting time distributions in the case of a 3-state system.
I. INTRODUCTION
The recent progresses in the fabrication of Silicon quantum dot (QD)-based single-electron devices (SEDs) allowed the observation of well-defined Coulomb oscillations at roomtemperature in single-electron transistors (SETs), paving the way of future applications [1] - [5] .
Moreover, detection of single-electron events are now performed experimentally, giving access to current fluctuations [6] , and in particular measurements of shot noise (SN), which gives more information on electronic transport than conductance and thus has been intensively studied over the last decades [7] . Most of the theoretical models for SN in SEDs are based on the full counting statistics tool (FCS) [8] , [9] , calculating all zero-frequency current-correlations from probability distributions of number of electrons transferred during a long period of time. The spectral density S(ω) associated to SN is characterized at zero-frequency by its deviation to fully Poissonian SN 2eI, where I is the mean current, and the Fano factor is defined as the ratio F = S(0)/2eI (If F < 1(> 1) then the electronic transport is sub-(super-)Poissonian). However, the frequency-and time-dependent physics of SN is less explored. On this purpose, a new method emerged recently, focusing on the distribution of time delays between two consecutive tunnel events in a barrier, also called waiting time distributions (WTDs) [10] , [11] .
To simulate accurately the electronic structure of a Si QD in an SED, and then their electronic characteristics, we use the homemade 3D self-consistent code SENS (Single-Electron Nanodevices Simulation), initially developed for Si QD-based double-tunnel junctions (DTJs) [12] , then extended to doubledot structures by introducing phonon contribution [13] and SETs by including the effect of a gate [14] . In this work, we simulate a DTJ, schematized in Fig. 1 
II. SENS CODE
The first stage of the simulation relies on the calculation of the electronic structure of the QD according to the bias voltage and the number of electrons inside it by solving the Poisson-Schrödinger coupled equations within the Hartree and effective mass approximations, proven to be correct for Si-QDs of radius greater than 1.5 nm [15] , [16] . Thanks to the Hartree method, the wavefunctions depend on the number of electron N in the QD.
The resulting wavefunctions are then used to compute the tunnel transfer rates source-to-dot Γ in (N ) and dot-to-drain Γ out (N ) by means of the Fermi golden rule and Bardeen formalism. Finally, the transfer rates are introduced in a Monte-Carlo algorithm to follow the time-evolution of the number of electrons in the dot, giving access to all electrical characteristics, such as current, WTDs and AFs. Analytic expressions have been derived for AFs and WTDs for the case of a maximum of 2 electrons in the QD, which reproduce exactly the predictions from MC simulations.
III. RESULTS AND DISCUSSION
The simulated DTJ consists in a 8-nm-diameter Si-QD, with source and drain tunnel barriers of 1.2 nm and 1.8 nm thicknesses, respectively. The current and Fano factor, F , are shown in Fig. 2 . The current shows a positive differential conductance in the first two Coulomb stairs, while a negative differential conductance is observed in subsequent stairs. F decreases on the two first stairs, reaching its minimum just before the third step, and then increases until reaching its maximum value at the beginning of the fourth step. The 978-1-4799-8108-3/151$31.00 ©2015 IEEE behaviour of the current and F are explained in previous articles [12] , [17] .
AFs and WTDs for three particular biases (minimum, maximum and Poissonian Fano factor) are given in Fig. 3 . In the case V = 1.13 V, where F is maximum, the maximum of WTD occurs at the shortest times. The current pulses are thus positively correlated for low times and the AF shows positive values that vanish for times around 10 −6 s, when the correlations are lost. Conversely, the WTDs show a maximum at intermediate times for the two other cases. This means that it is more unlikely to find another current pulse before this time-delay, and thus the AFs shows negative values at lower times. For delay times approaching the maximum of the WTD the probability of having current pulses with such delay times is increased, thus providing positive values of the AF. We have to remark that at long times the time dependence of AF and WTD are slightly different, as the WTDs concern only two consecutive current pulses, while the AFs correlate any tunnel event with another, not only consecutive ones. As a consequence AFs tend to vanish for longer times than WTDs.
To go deeper in the understanding of the origin of shot noise suppression/enhancement, we separate the contributions of the different types of current pulses to the AFs. For simplicity, we limit ourselves to a 3-state case, meaning that the QD can only contain a maximum of 2 electrons. The resulting current and Fano factor are shown in Fig. 2 . The only possible evolution of the number of electrons in the dot which can provide current pulses through source tunnel oxide are then 0 → 1 (01) and 1 → 2 (12). The probabilities of having two consecutive (01) and (12) pulses, (01) followed by (12) pulses, and inversely, are given in TABLE I for two different biases, corresponding to the maximum and the minimum of Fano factor in the 3-state case. We have then plotted in Fig. 4(a) and Fig. 5(a) the auto-and cross-correlations of current pulses originated from (01) and (12) transitions for those biases. The corresponding WTDs are shown in Fig. 4(b) and Fig. 5(b) .
As no other intermediate transition is necessary to have consecutive (01)- (12) In Fig. 4 , corresponding to the minimum of the Fano factor, the major contribution of current comes from (12) transitions (87 % of the total current). Then, the total AF C II essentially follows the behaviour of C 12−12 , i.e. the AF of (12) pulses. C 12−12 is negative for low times and then increases with its corresponding WTD W 12−12 until reaching its maximum and the uncorrelated value for long times. However, C 12−12 is only slightly positive around its maximum, and thus does not compensate the negative contribution of C 01−01 and C 12−01 on the total AF C II , which thus remains negative.
Inversely, in the case of the maximum of Fano factor shown in Fig. 5 , no pulse is really more probable than another. The negative contribution of (12) pulses C 12−12 on the total AF is then weaker than in the previous case. Hence, the positive contribution of C 01−12 is not compensated by the 3 other transitions, and the total AF C II is always positive, which results in a super-Poissonian behaviour.
IV. CONCLUSION
Thanks to the ability of SENS code to simulate accurately the electronic behaviour of a Si QD-based DTJ, we have calculated the current auto-correlations and waiting time distributions in both sub and super-Poissonian regimes, and showed their close relation. Thanks to the Hartree method, giving access to tunnel transfer rates depending on the number of electrons in the dot, we could separate AFs and WTDs in different contributions depending on the type of transition involved in a current pulse; and linked to their probabilities, we have been able to offer a clear understanding of current auto-correlation functions, thus the time-dependent physics governing the device.
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