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Performance tradeoffs of dynamically controlled grid-connected inverters in
low inertia power systems
Yan Jiang, Richard Pates, and Enrique Mallada
Abstract—Implementing frequency response using grid-
connected inverters is one of the popular proposed alterna-
tives to mitigate the dynamic degradation experienced in low
inertia power systems. However, such solution faces several
challenges as inverters do not intrinsically possess the natural
response to power fluctuations that synchronous generators
have. Thus, to synthetically generate this response, inverters
need to take frequency measurements, which are usually noisy,
and subsequently make changes in the output power, which
are therefore delayed. This paper explores the system-wide
performance tradeoffs that arise when measurement noise,
power disturbances, and delayed actions are considered in
the design of dynamic controllers for grid-connected inverters.
Using a recently proposed dynamic droop (iDroop) control
for grid-connected inverters, which is inspired by classical
first order lead-lag compensation, we show that the sets of
parameters that result in highest noise attenuation, power
disturbance mitigation, and delay robustness do not necessarily
have a common intersection. In particular, lead compensation
is desired in systems where power disturbances are the pre-
dominant source of degradation, while lag compensation is a
better alternative when the system is dominated by delays or
frequency noise. Our analysis further shows that iDroop can
outperform the standard droop alternative in both joint noise
and disturbance mitigation, and delay robustness.
I. INTRODUCTION
The composition of the electric gird is in state of flux [1].
Motivated by the need of reducing carbon emissions, conven-
tional synchronous generators, with relatively large inertia,
are being replaced with renewable energy sources with little
(wind) or no inertia (solar) at all [2]. Alongside, neither
the remaining generators, nor the demand, are compensating
this loss. On the synchronous generator side, there are no
incentives to provide additional frequency response beyond
their natural one [3]. On the demand side, the steady increase
of power electronics is gradually diminishing the load sensi-
tivity to frequency variations [4]. As a result, rapid frequency
fluctuations are becoming a major source of concern for
several grid operators [5], [6]. Besides increasing the risk of
frequency instabilities, this dynamic degradation also places
limits on the total amount of renewable generation that can
be sustained by the grid. Ireland, for instance, is already
resourcing to wind curtailment –whenever wind becomes
larger than 50% of existing demand– in order to preserve
the grid stability.
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Among the several efforts under way to mitigate this
dynamic degradation, one prominent alternative is to im-
plement frequency response using (electronically coupled)
inverter-based generation [7]. For example, in the US, the
Federal Energy Regulatory Commission (FERC) has recently
issued a notice of intent of rule making [8] that mandates
frequency response by renewable generation. The goal is
to use inverter-based generators to mimic synchronous gen-
erator behavior, or in other words, to implement virtual
inertia [9]. However, while implementing virtual inertia can
mitigate this degradation, it is unclear whether that particular
choice of control is the most suitable for it. On the one
hand, unlike generator dynamics that set the grid frequency,
virtual inertia controllers estimate the grid frequency and its
derivative using noisy and delayed measurements. On the
other hand, inverter-based control can be significantly faster
than conventional generators. Thus using inverters to mimic
generators does not take advantage of their full potential.
Recently, a novel dynamic droop control (iDroop) [10]
has been proposed as an alternative to virtual inertia. iDroop
uses first order lead-lag compensation –inspired by scalable
control laws in data networks [11]– and seeks to exploit the
added flexibility present in inverters. Unlike virtual inertia
that is sensitive to noisy measurements (it has unbounded
H2 norm [10]), iDroop experimentally improves the dynamic
performance without the undesired unbounded noise ampli-
fication. In this paper we provide a theoretical foundation
to such experimental findings. More precisely, for networks
with homogeneous parameters, we analytically compute the
dynamic performance (H2 norm) of the control law proposed
in [10] in the presence of both frequency measurements and
power disturbances (Theorem 1). We show that iDroop not
only is able to mitigate the noise amplification that virtual
inertia introduces, but it can also outperform the standard
droop control (Theorem 2). Furthermore, we analyze the
robust stability of iDroop in the presence of delay and show
that it can also outperform droop control (Theorem 3).
The analysis also unveils several intrinsic performance
tradeoffs between power disturbances, measurement noise
and delays, and how the lead-lag structure of iDroop is
instrumental on the performance improvements. In particular,
when the system is dominated by power disturbances, lead
compensation provides the best performance. However, when
the system is dominated by frequency noise, lag compensa-
tion is desired. Interestingly, the latter (lag compensation)
matches the requirements for improving delay robustness
with iDroop. However, achieving joint disturbance attenu-
ation and delay robustness can be more challenging.
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Fig. 1. Power Network Model
II. PRELIMINARIES
A. Power Network Model
We use the power network model used in [12]. We con-
sider a network of n buses denoted by i ∈ V := {1, . . . , n}.
The power system dynamics is modeled as the feedback
interconnection of bus dynamics P := diag (pi, i ∈ V ) and
network dynamics N as shown in Figure 1.
Bus Dynamics: Each subsystem pi describes the ith bus
dynamics where the input is the net bus power injection
imbalance up,i and the output is the frequency deviation
from the nominal value ωi. The bus dynamics of this paper
are described in Figure 2 where gi represents the generator
dynamics and ci the inverters dynamics. We assume that both
dynamics are linear time invariant and thus
ωˆi(s) = pi(s)uˆp,i(s), (1)
where ωˆi(s) and uˆp,i(s) are the Laplace transform of ωi(t)
and up,i(t), respectively.
The generator dynamics map the power injection xi(t) +
up,i(t) to the bus frequency ωi(t), and are represented in
Laplace domain by
ωˆi(s) = gi(s) (xˆi(s) + uˆp,i(s)) . (2)
We use the swing dynamics to model gi, i.e.,
gi(s) =
1
Mis+Di
(3)
where Mi is the aggregate generator’s inertia and Di is the
aggregate generator’s droop and frequency dependent load
coefficient.
The inverter dynamics are modeled as
xˆi(s) = −ci(s)ωˆi(s) (4)
where xˆi(s) denotes the Laplace transform of xi(t) (the
power injected by the inverter), and ci(s) represents the
control law. Equation (4) assumes that inverters operate in
frequency synchronized (grid-connected) mode [13], [14]
where each inverter measures the local grid frequency ωi(t)
and statically sets the voltage phase of the inverter so that
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the output power is xi(t). This is a reasonable assumption as
generator dynamics are significantly slower than inverters.
We can use the control law ci(s) to model different algo-
rithms that can be used to map ωi(t) to xi(t). For example,
ci(s) = R
−1
r,i and ci(s) = (νis+R
−1
r,i ), represent the standard
droop and virtual inertia controllers, respectively. Similarly,
the iDroop controller defined in [10] is given by
ci(s) =
νis+ δiR
−1
r,i
s+ δi
(5)
where R−1r,i is the droop constant, and νi and δi are tunable
parameters.
Combining (2) and (4) gives the input-output representa-
tion of the bus dynamics as
pi(s) =
1
Mis+Di
(
1 +
ci(s)
Mis+Di
)−1
. (6)
Network Dynamics: The network dynamics are given by
pˆe(s) = N(s)uˆN (s), where N(s) =
1
s
LB, (7)
LB ∈ Rn×n is the Bij -weighted Laplacian matrix that de-
scribes how the transmission network couples the dynamics
of different buses, i.e. (LB)ij is equal to −Bij , if ij ∈ E,∑
e∈E Be, if i= j, and 0 otherwise, where E is the set of
buses.
State-Space Model: It will be useful to use the state space
representation of the closed loop system of Figure 1. Using
time domain versions of (2), (3), (4), and (7), the power
system dynamics can be represented by
θ˙ = ω (8a)
Mω˙ = −Dω − LBθ + x+ pin (8b)
x˙ = −Kδ(R−1r ω + x)−Kν ω˙ (8c)
where M := diag (Mi, i ∈ V ), Rr := diag (Rr,i, i ∈ V ),
D := diag (Di, i ∈ V ), Kδ := diag (δi, i ∈ V ), Kν :=
diag (νi, i ∈ V ), θ := (θi, i ∈ V ), ω := (ωi, i ∈ V ),
x := (xi, i ∈ V ), and pin := (pini , i ∈ V ); we refer the
reader to [12] for more details connecting the two models.
Equation (8) illustrates one of the potential challenges
of implementing iDroop (or similarly virtual inertia), which
comes from the need to measure ω˙ to implement (8c).
Fortunately, in the case of iDroop this can be avoided by
considering the change of variable
x = z −Kνω. (9)
Thus combining (8) with (9) gives
θ˙ = ω , (10a)
Mω˙ = −Dω − LBθ + (z −Kνω) + pin , (10b)
z˙ = Kδ(Kν −R−1r )ω −Kδz . (10c)
To simplify our analysis we translate the equilibrium point
of (10) to the origin. Since (10) is a linear time invariant
system, this is equivalent to setting pin to zero. Thus in the
rest of this paper, we assume without loss of generality that
pin = 0.
B. Performance Measures
As mentioned before the aim of this paper is to evaluate
how power disturbances, frequency measurement noise and
delay affect overall dynamic behavior, and in particular
the frequency fluctuations, of power network described in
Figure 1. To this end we define specific performance metrics
that will enable us to show that grid-connected inverters
implementing iDroop can improve the performance beyond
existing solutions.
Measurements Noise and Power Disturbances: We assume
that the power system is being perturbed by two differ-
ent signals (see figures 1 and 2): (i) Kpwp ∈ Rn, with
Kp = diag (kp,i, i ∈ V ), that represents the fluctuations
of the power injections at each bus; and (ii) Kωwω ∈
R
n, where Kω = diag (kω,i, i ∈ V ), that represents the
frequency measurements noise that inverters experience at
each bus. The signals wp and wω represent uncorrelated
stochastic white noise with zero mean and unit variance,
i.e., E[wp(t)
Twp(τ)] = δ(t− τ)In and E[wω(t)Twω(τ)] =
δ(t− τ)In.
Substituting ω with ω +Kωwω on the RHS of (10b) and
(10c), pin = 0 with Kpwp in (10b), and defining y = ω as
the output of (10) gives
 θ˙ω˙
z˙

 = A

θω
z

+B [wp
wω
]
, y = C

θω
z

 , (11)
where
A=

 0n×n In 0n×n−M−1LB −M−1(D +Kν) M−1
0n×n Kδ(Kν −R−1r ) −Kδ

 , (12a)
B=

 0n×n 0n×nM−1Kp −M−1KνKω
0n×n Kδ(Kν −R−1r )Kω

, C=[0n×n In 0n×n].
(12b)
Thus if we let GiDroop denote the LTI system (11), we
measure the effect of power disturbances and frequency
measurements noise using the H2 norm of the GiDroop which
is given by
‖GiDroop‖2H2 = limt→∞E[y
T (t)y(t)]. (13)
The computation of the H2 norm has been widely studied
in modern control theory. In particular, one very useful
procedure to compute ‖GiDroop‖H2 (see [15]) is based on
using
‖GiDroop‖2H2 = tr(BTXB) (14)
where X is the observability Grammian, i.e. X solves the
Lyapunov equation
ATX +XA = −CTC. (15)
In the context of power systems this methodology has
been first used in [16], where the authors seek to compute
the power losses incurred by the network in the process of
resynchronizing generators after a disturbance. Since then,
several works have used similar metrics to evaluate effect of
controllers on the power system performance, see e.g. [17],
[18].
Delay Robustness: The frequency measurements available
to the inverters will be subject to delay. When conducting
inverter design, especially when considering inverters with
fast dynamics and large gains, it is important to directly
consider the effect of this delay to maintain the desired
performance and prevent instability.
Delays to the frequency measurements can be easily
accommodated into the models discussed in Section II-A
by multiplying the inverter transfer fuction models ci (s) by
e−sτi . For example, the iDroop contoller in (5) now becomes
ci(s) =
νis+ δiR
−1
r,i
s+ δi
e−sτi .
Here the constant τi > 0 corresponds to the delay to ith
inverters frequency measurment. We then define the delay
robustness τrob of power network model to be the largest
τ > 0 such that if
τi < τ, ∀i ∈ V,
then the model remains stable. The delay robustness therefore
quanitifies how much delay to the frequency measurements
can be tolerated before stability of the network is lost.
This measure is in essence an adaptation of the phase
margin to the our power system network model, and provides
a classical measure of robustness to assess the designed
inverters.
III. EFFECT OF MEASUREMENTS NOISE AND POWER
DISTURBANCES
In this section we evaluate how the relative intensity of the
two type of stochastic disturbances (frequency measurement
noise and power disturbances) affect the overall system per-
formance using the H2 norm metric ||GiDroop||H2 described
in Section II-B. To make the analysis tractable, we assume
homogeneous parameters Mi = m, Di = d, Rr,i = rr,
Kp,i = kp, Kω,i = kω, δi = δ, and νi = ν, ∀i ∈ V .
In [10] it was shown that, if instead of iDroop, the inverters
implement either Droop Control (DC) or virtual inertial (VI)
then the H2 norm is respectively given by
‖GDC‖2H2 =
n[k2p + (r
−1
r kω)
2]
2m(d+ r−1r )
and ‖GVI‖2H2 = +∞,
(16)
where GDC and GVI represent the system (11) when the
inverters implement droop control or virtual inertia respec-
tively. In this section we compare (16) with the correspond-
ing formulae for iDroop that is computed in Section III-A
and show in Section III-B that iDroop can use its additional
flexility to outperform DC and VI.
A. H2-norm Performance of iDroop
We now compute the H2 norm of iDroop. Since we as-
sume homogeneous parameters we can decouple (11) into n
subsystems. More precisely, let U be the orthonormal trans-
formation that diagonalizes LB. That is, U
TU = UUT = In
such that LB = UΓU
T where Γ = diag (λ1, . . . , λn) with λi
being the ith eigenvalue of LB ordered in increasing order
(λ1 = 0 ≤ λ2 ≤ · · · ≤ λn). Then, making the following
change of variables θ = Uθ′, ω = Uω′, z = Uz′, y = Uy′,
wp = Uw
′
p, wω = Uw
′
ω leads to
 θ˙′ω˙′
z˙′

 =

0n×n In 0n×n− 1
m
Γ − d+ν
m
In
1
m
In
0n×n δ(ν − r−1r )In −δIn



θ′ω′
z′


+

0n×n 0n×nkp
m
In − νkωm In
0n×n δ(ν − r−1r )kωIn

[w′p
w′ω
]
, (17a)
y′ =
[
0n×n In 0n×n
] θ′ω′
z′

 . (17b)
Since (17) is composed by diagonal matrices, it is equiv-
alent to n decoupled subsystems of the form
 θ˙′iω˙′i
z˙′i

 = Ai

θ′iω′i
z′i

+Bi
[
w′p,i
w′ω,i
]
, y′i = Ci

θ′iω′i
z′i

 , (18)
where
Ai =

 0 1 0−λi/m −(d+ ν)/m 1/m
0 δ(ν − r−1r ) −δ

 , (19a)
Bi =

 0 0kp/m −νkω/m
0 δ(ν − r−1r )kω

 , Ci = [0 1 0] . (19b)
Therefore, since U is an orthonormal transformation, it
does not affect the H2 norm of (11), and it will allow us
to compute the H2 norm of (11) by making n simpler H2
norm computations using (18).
Theorem 1 (H2 norm of iDroop): The H2 norm of the
system (11), i.e. ||GiDroop||H2 is given by
‖GiDroop‖2H2 =
n(k2p + ν
2k2ω)
2m(d+ ν)
+
n∑
i=1
δ2(ν − r−1r )
[
k2p + ν
2k2ω
d+ ν
− (ν + r−1r )k2ω
]
2
[
(d+ ν +mδ)δ(d+ r−1r ) + (d+ ν)λi
] . (20)
In some cases, it will be convenient to make explicit the
dependence of the H2 norm of iDroop on the parameters ν
and δ. Thus we will also use ‖GiDroop‖2H2(ν, δ) to refer to
(20).
Proof: As mentioned before, we compute ||GiDroop||H2
by computing instead the norm of n orthogonal subsystems
GiDroop,i described by (18). Therefore we need to solve the
Lyapunov equation
ATi Q+QAi = −CTi Ci , (21)
where Ai is given by (19a) and Q must be symmetric, i.e.,
Q =

q11 q12 q13q12 q22 q23
q13 q23 q33

 . (22)
Whenever λi 6= 0 (21) has a unique solution for Q. However,
when λi = 0 the system (18) has a zero pole which could
render infinite H2 norm. However, as we will later see this
mode is unobservable.
We focus first on the case λi 6= 0. Thus we have:
QAi =

q11 q12 q13q12 q22 q23
q13 q23 q33



 0 1 0−λi/m −(d+ ν)/m 1/m
0 δ(ν − r−1r ) −δ


=


−λi
m
q12 q11−a1q12+δa2q13 1
m
q12−δq13
−λi
m
q22 q12−a1q22+δa2q23 1
m
q22−δq23
−λi
m
q23 q13−a1q23 + δa2q33 1
m
q23−δq33

, (23a)
where a1 =
d+ν
m
and a2 = ν − r−1r . Similarly,
ATi Q = A
T
i Q
T = (QAi)
T (23b)
which is the transpose of (23a). Finally,
− CTi Ci = −

01
0

 [0 1 0] =

0 0 00 −1 0
0 0 0

 . (23c)
Substituting (23) into (21) gives
− 2λi
m
q12 = 0 , (24a)
q11 − a1q12 + δa2q13 − λi
m
q22 = 0 , (24b)
1
m
q12 − δq13 − λi
m
q23 = 0 , (24c)
2 (q12 − a1q22 + δa2q23) = −1 , (24d)
1
m
q22 − δq23 + q13 − a1q23 + δa2q33 = 0 , (24e)
2(
1
m
q23 − δq33) = 0 . (24f)
Since λi 6= 0, from (24a) we get
q12 = 0 . (25)
Substituting (25) into (24) gives simplified equations
q11 + δa2q13 − λi
m
q22 = 0 , (26a)
q13 = − λi
mδ
q23 , (26b)
2 (−a1q22 + δa2q23) = −1 , (26c)
1
m
q22 + q13 − (a1 + δ)q23 + δa2q33 = 0 , (26d)
q23 = mδq33 . (26e)
Substituting (26e) into (26b) and (26c), respectively, and
using again a1 =
d+ν
m
and a2 = ν − r−1r leads to
q13 = −λiq33 , (27)
q22 =
m
d+ ν
[
mδ2(ν − r−1r )q33 +
1
2
]
. (28)
Substituting (27) and (28) into (26a) gives
q11 =
λi
d+ ν
[
mδ2(ν − r−1r )q33 +
1
2
]
+ δ(ν − r−1r )λiq33 .
(29)
Substituting (26e), (27), and (28) into (26d), respectively,
we can get
0 =
1
d+ ν
[
mδ2(ν − r−1r )q33 +
1
2
]
− λiq33 (30)
−
(
d+ ν
m
+ δ
)
mδq33 + δ(ν − r−1r )q33 , (31)
from which q33 can be solved as
q33 =
1
2
[
(d+ ν +mδ)δ(d+ r−1r ) + (d+ ν)λi
] . (32)
Now, we can compute ‖GiDroop,i‖2H2 based on
‖GiDroop,i‖2H2 = tr(BTi QBi) . (33)
Substituting (19b) and (22) into (33), we can get
‖GiDroop,i‖2H2 =
k2p + ν
2k2ω
m2
q22
− 2νk
2
ω
m
δ(ν − r−1r )q23 + δ2(ν − r−1r )2k2ωq33 . (34)
Substituting (26e) and (28) into (34) gives
‖GiDroop,i‖2H2 =
k2p + ν
2k2ω
2m(d+ ν)
+ δ2(ν − r−1r )
[
k2p + ν
2k2ω
d+ ν
− (ν + r−1r )k2ω
]
q33 . (35)
Substituting (32) into (35) gives
‖GiDroop,i‖2H2 =
k2p + ν
2k2ω
2m(d+ ν)
+
δ2(ν − r−1r )
[
k2p + ν
2k2ω
d+ ν
− (ν + r−1r )k2ω
]
2
[
(d+ ν +mδ)δ(d + r−1r ) + (d+ ν)λi
] . (36)
We now consider the case λi = 0, i.e. i = 1. Since λ1 = 0,
neither ω˙′1, nor z˙
′
1, nor y
′
1 depend on θ
′
1 in (18). Thus θ
′
i is
not observable and we can simplify the subsystem described
by (18) to[
ω˙′1
z˙′1
]
=A˜1
[
ω′1
z′1
]
+ B˜1
[
w′p,1
w′ω,1
]
, y′1 = C˜1
[
ω′1
z′1
]
, (37)
where, for the simplified subsystem, we have
A˜1 =
[−(d+ ν)/m 1/m
δ(ν − r−1r ) −δ
]
, (38a)
B˜1 =
[
kp/m −νkω/m
0 δ(ν − r−1r )kω
]
, C˜1 =
[
1 0
]
. (38b)
Again, we need to solve the Lyapunov equation shown in
(21), but here we use
Q =
[
q11 q12
q12 q22
]
. (39)
Thus a similar computation as for the case λi 6= 0 gives
‖GiDroop,i‖2H2 =
k2p + ν
2k2ω
2m(d+ ν)
+
δ2(ν − r−1r )
[
k2p + ν
2k2ω
d+ ν
− (ν + r−1r )k2ω
]
2(d+ ν +mδ)δ(d + r−1r )
. (40)
Comparing (36) and (40), it is easy to find that if λi in
(36) equals to zero, (36) becomes (40). So we can conclude
that no matter λi equals to zero or not, ‖GiDroop,i‖2H2 can
be represented by (36). Therefore, we have ‖GiDroop‖2H2 =∑n
i=1 ‖GiDroop,i‖2H2 which gives (20).
B. iDroop Performance Improvement
We now show using Theorem 1 that iDroop can adapt
to different network conditions and improve the system
performance. Since virtual inertia has infinite H2 norm (c.f.
(16)), we compare here the performance of iDroop, i.e.,
‖GiDroop‖H2 , with inverters implementing standard droop
control, i.e., ‖GDC‖H2 . We achieve this goal by finding the
set of parameter values ν and δ that minimizes (20) and
showing that for such values ‖GiDroop‖H2 ≤ ‖GDC‖H2 . The
following auxiliary lemmas help us pave the way to the main
result of this section (Theorem 2).
Lemma 1: If δ → +∞, then ‖GiDroop‖2H2 = ‖GDC‖2H2 .
Proof: When δ → +∞, (36) can be reduced as
lim
δ→+∞
‖GiDroop,i‖2H2
=
k2p + ν
2k2ω
2m(d+ ν)
+
(ν − r−1r ){k2p −
[
νd+ r−1r (d+ ν)
]
k2ω}
2m(d+ ν)(d + r−1r )
=
k2p
2m(d+ r−1r )
+
[
νr−1r (d+ r
−1
r )− (ν − r−1r )r−1r d
]
k2ω
2m(d+ ν)(d+ r−1r )
=
k2p
2m(d+ r−1r )
+
(
νr−2r + r
−2
r d
)
k2ω
2m(d+ ν)(d + r−1r )
=
k2p +
(
r−1r kω
)2
2m(d+ r−1r )
=: ‖GDC,i‖2H2 , (41)
where ‖GDC,i‖H2 denotes the H2 norm of the ith subsystem
(18) when droop control with gain rr is used instead of
iDroop. Thus it follows that ‖GDC‖2H2 =
∑n
i=1 ‖GDC,i‖2H2
which gives (16).
Thus we have shown that as δ → +∞ ‖GiDroop‖H2
asymptotically converges to ‖GDC‖H2 . Our second lemma
will show that this convergence is monotonically from either
above or below depending on the value of ν. For a given ν,
we use f(δ) to denote the dependence of ‖GiDroop‖2H2 with
respect to δ, i.e.
f(δ) =
n∑
i=1
fi(δ) = nα5+
n∑
i=1
α1δ
2
α2δ2 + α3δ + α4(λi)
(42)
with
α1 = (ν − r−1r )
[
k2p + ν
2k2ω
d+ ν
− (ν + r−1r )k2ω
]
, (43a)
α2 = 2m(d+ r
−1
r ) , α3 = 2(d+ ν)(d+ r
−1
r ) , (43b)
α4(λi) = 2(d+ ν)λi , α5 =
k2p + ν
2k2ω
2m(d+ ν)
. (43c)
Lemma 2: For any positive δ, f(δ) is a monotonically
increasing or decreasing function if and only if α1 is positive
or negative, respectively. That is, sign (f ′(δ)) = sign (α1).
Proof: Using (42) we compute the derivative of f(δ)
which gives
f ′(δ) =
n∑
i=1
α1
α3δ
2 + 2α4(λi)δ
(α2δ2 + α3δ + α4(λi))2
From (43), we can easily see that α2 and α3 are positive
since m > 0, d > 0, ν > 0, and rr > 0. Also, given
that all the eigenvalues of the Laplacian matrix LB are
nonnegative, α4(λi) must be nonnegative. Thus, ∀δ > 0,
(α3δ
2+2α4(λi)δ)/(α2δ
2+α3δ+α4(λi))
2 > 0. So the sign
of f ′(δ) is determined by α1 for any δ > 0.
Lemmas 1 and 2 suggest that in order to improve per-
formance one needs to set ν such that α1 > 0 and δ as
small as practically possible. The last lemma characterizes
the optimal ν∗ that minimizes the H2 norm of iDroop when
δ = 0.
Lemma 3: Let
g(ν) := ‖GiDroop‖2H2(ν, 0) =
n(k2p + ν
2k2ω)
2m(d+ ν)
(44)
be the value of the H2 norm of iDroop when δ = 0. Then,
within the domain of interest ν ≥ 0, g(ν) is minimized by
ν∗ = −d+
√
d2 + k2p/k
2
ω. (45)
Proof: We take the derivate of (44) with respect to ν
which gives
g′(ν) =
k2ων
2 + 2k2ωdν − k2p
2m(d+ ν)2
. (46)
By equating (46) to 0, we can solve the corresponding ν as
ν∗± = −d±
√
d2 + k2p/k
2
ω. The only positive root is therefore
ν∗ = −d +
√
d2 + k2p/k
2
ω. Since the denominator of (46)
is always positive and the highest order coefficient of the
numerator is positive, whenever 0 < ν < ν∗, then g′(ν) < 0,
and if ν > ν∗, then g′(ν) > 0. Therefore, ν∗ is actually the
minimizer of g(ν) and g(ν∗) is the minimum.
We are now ready to prove the main result of this section.
Theorem 2: Let ‖GiDroop‖2H2(ν, δ) be the (ν, δ)-dependent
H2 norm of iDroop given in (20). Let ν
∗ be as defined in
(45). Then, whenever (kp/kω)
2 6= 2r−1r d+ r−2r , setting
ν ∈ [ν∗, r−1r ) or ν ∈ (r−1r , ν∗], (47)
gives ‖GiDroop‖2H2(ν, δ) < ‖GDC‖2H2 for all δ ≥ 0. Moreover,‖GiDroop‖2H2(ν∗, 0) provides the global minimum H2 norm.
When (kp/kω)
2
= 2r−1r d + r
−2
r , then ‖GiDroop‖2H2(ν∗ =
r−1r , δ) = ‖GDC‖2H2 .
Proof: By Lemma 2, for a given ν, if α1 < 0, then
f ′(δ) < 0, which follows that ‖GiDroop‖2H2 always decreases
as δ increases. However, according to Lemma 1, even if δ →
∞, we can only obtain ‖GiDroop‖2H2 = ‖GDC‖2H2 . Similarly,
if α1 = 0, then f
′(δ) = 0, which indicates that ‖GiDroop‖2H2
keeps constant as δ increases, so no matter what the value of
δ we use, we will always obtain ‖GiDroop‖2H2 = ‖GDC‖2H2 .
Therefore, iDroop control cannot outperform DC when α1 ≤
0. Thus we constrain to α1 > 0 from now on. In this case,
f ′(δ) > 0, which shows that ‖GiDroop‖2H2 always increases
as δ increases, so choosing δ arbitrarily small is optimal for
fix ν.
We now look at the values of ν that satisfy the requirement
α1 > 0. α1 can be rearranged as follows:
α1 =
β2ν
2 + β1ν + β0
d+ ν
,
where β2 = −k2ω(d + r−1r ), β1 = (k2p + k2ωr−2r ), and β0 =
−r−1r (k2p−k2ωr−1r d). Since the denominator of α1 is always
positive, the sign of α1 is only decided by its numerator. Let
Nα1(ν) be the numerator of α1. Thus, Nα1(ν) is a univariate
quadratic function in ν, whose roots are:
ν1 = r
−1
r , and ν2 =
(kp/kω)
2 − r−1r d
d+ r−1r
.
Since β2 < 0, the graph of Nα1(ν) is a parabola that
opens downwards. Therefore, if ν1 < ν2, then ν ∈ (ν1, ν2)
guarantees α1 > 0; if ν1 > ν2, then ν ∈ (ν2, ν1) ∩ [0,∞)
guarantees α1 > 0. Notably, if ν1 = ν2, there exists no
feasible points of ν to make α1 > 0. This can only happen
if (kp/kω)
2
= 2r−1r d+r
−2
r , and in this case ν1 = ν
∗ = ν2 =
r−1r and therefore iDroop can only match the performance
of DC by setting ν = r−1r and choosing any δ ≥ 0, i.e.,
‖GiDroop‖2H2(ν∗ = r−1r , δ) = ‖GDC‖2H2 . This shows the last
statement of the theorem.
We now focus in the case where the set
S = (ν1, ν2) ∪ {(ν2, ν1) ∩ [0,∞)}
is nonempty. Thus, for any fix ν ∈ S, α1 > 0, and
thus by Lemma 2 setting δ = 0 achieves the minimum
norm, i.e. ‖GiDroop‖2H2(ν, 0) < ‖GiDroop‖2H2(ν, δ) ∀δ >
0. Since by Lemma 3, ν∗ is the minimizer of g(ν) =
‖GiDroop‖2H2(ν, 0), as long as ν∗ ∈ S, (ν∗, 0) globally
minimizes ‖GiDroop‖2H2(ν, δ). In fact, we will show next that
ν∗ is always within S whenever S 6= ∅.
First we consider the situation where ν1 < ν2, which
implies that (kp/kω)
2
> 2r−1r d+ r
−2
r . Then we have
ν∗ = −d+
√
d2 + k2p/k
2
ω>−d+
√
d2 + 2r−1r d+ r
−2
r
= −d+
√
(d+ r−1r )2 = r
−1
r = ν1 .
We also want to show that ν∗ < ν2 which holds iff√
d2 + k2p/k
2
ω <
(kp/kω)
2 − r−1r d
d+ r−1r
+ d =
(kp/kω)
2
+ d2
d+ r−1r
⇐⇒ 1 <
√
d2 + k2p/k
2
ω
d+ r−1r
, which always holds since
(kp/kω)
2
> 2r−1r d+r
−2
r . Thus, ν1 < ν
∗ < ν2. Similarly, we
can prove that in the situation where ν1 > ν2, ν2 < ν
∗ < ν1
holds and thus ν∗ ∈ (ν2, ν1) ∩ [0,∞). Thus, it follows that
(ν∗, 0) is the global minimizer of ‖GiDroop‖2∗H2(ν, δ).
Finally, from (16) and (20), it is easy to see that
‖GDC‖2H2 = ‖GiDroop‖2H2(r−1r , 0). From the proof of Lemma
3 it follows that when ν < ν∗ (resp. ν > ν∗) then
‖GiDroop‖2H2(ν, 0) = g(ν) decreases (resp. increases) mono-
tonically. Therefore, whenever ν satisfies (47) we have
‖GDC‖2H2 = ‖GiDroop‖2H2(r−1r , 0) > ‖GiDroop‖2H2(ν, 0).
Result follows.
Theorem 2 shows that in order to optimally improve the
performance iDroop needs to first set δ arbitrarily close to
zero. Interestingly, this implies that the the transfer function
ci(s) ≃ ν except for ci(0) = r−1r . In other words, iDroop
uses its first order lead/lag property to effectively decouple
the zero-frequency gain ci(0) from all the other frequencies
ci(jω0) =≃ ν. This decouple is particularly easy to under-
stand in two special regimes: (i) If kp ≪ kω , the system is
dominated by frequency measurements and therefore ν∗ ≃ 0.
In this case, we have 0 ≃ ν∗ < r−1r which makes iDroop a
lag compensator. Thus, by using lag compensation (setting
ν < r−1r ) iDroop can attenuate frequency noise; (ii) If
kp ≫ kω, the system is dominated by power disturbances and
ν∗ ≃ kp/kω ≫ 1. Thus, for kp/kω large enough, ν∗ > r−1r
and thus iDroop can use lead compensation (setting ν > r−1r )
to help mitigate power disturbances.
IV. DELAY ROBUSTNESS
A. Stability under Delays
As discussed in Section II-B, calculating the delay ro-
bustness amounts to computing the largest delays τi that
maintain stability of the network model. In the heterogeneous
inverter setting this can be addressed in a decentralized
manner using Theorem 3.2 from [12]. To give simpler and
more interpretable formulae that can be directly compared
with those for H2 performance, here we instead consider the
homogeneous parameter setting. In this case stability criteria
for any inverter design can be obtained directly from the
multivariable Nyquist criterion of [19].
Corollary 1 ([19]): Assuming homogeneous parameters
and that c (s) is stable, the network model is stable if and
only if
n∑
i=1
w.n.o.
sc (s) e−sτ
ms2 + ds+ λi
= 0.
In the above w.n.o. denotes the winding number about the
−1 point of the given transfer functions as evaluated on the
usual Nyquist contour.
Proof: First observe that P (s) =
P¯ (s)
(
In + CP¯ (s)
)−1
, where P¯ = 1
ms+d
I and
C (s) = c (s) I . Therefore the network model is equivalent to
P¯ (s) in negative feedback with 1
s
LB and C (s). By closing
the network feedback loop, it then follows that the model is
stable if and only if the negative feedback interconnection
of P¯ (s)
(
In +
1
s
LBP¯ (s)
)−1
and C (s) is stable. Provided
d > 0, it is easily shown that P¯ (s)
(
In +
1
s
LBP¯ (s)
)−1
is stable (using e.g. a passivity argument), and so by the
multivariable Nyquist criterion, the network model is stable
if and only if
w.n.o. λ
(
C (s) P¯ (s)
(
In +
1
s
LBP¯ (s)
)−1)
= 0.
In the above w.n.o. λ (·) denotes the winding number of
the eigenloci of the given matrix, evaluated on the usual
Nyquist contour; see [19] for details. Since C (s) , P¯ (s) and
LB are all normal, commuting matrices, the eigenvalues of
C (s) P¯ (s)
(
In +
1
s
LBP¯ (s)
)−1
are easily shown to be
sc (s) e−sτ
ms2 + ds+ λi
,
from which the result follows immediately.
B. Delay Robustness of iDroop
Corollary 1 shows that in order to calculate the delay
robustness, we need to calculate the largest τ such that a
winding number condition is satsfied. This is straightforward
to do numerically, however to facilitate comparison with H2
performance analysis, we will explicitly compute the delay
robustness when the iDroop controller is used in the two
extreme regimes δ = 0 and δ →∞.
Theorem 3 (Delay Robustness of iDroop): Define
ωn (x) =
√√
x2 +
2xλn
m
+ x+
λn
m
.
Assuming homogeneous parameters, then:
(i) If δ = 0 and d < ν, iDroop’s delay robustness equals
τrob =
1
ωn
(
1
2m2
(ν2 − d2)) arccos
(
−d
ν
)
.
(ii) If δ →∞ and d < r−1r , then
τrob =
1
ωn
(
1
2m2
(
r−2r − d2
)) arccos(− d
r−1r
)
.
Proof: Observe that in both limiting cases,
c (jω)→ a, ∀ω ∈ R,
where a > 0 (for δ = 0, a = ν, and for δ → ∞, a =
r−1r ). Therefore to prove the result, by Corollary 1, we need
a method to calculate the winding numbers of the transfer
functions
sae−sτ
ms2 + ds+ λi
. (49)
Observe that if τ ≡ 0, then the Nyquist diagrams for all
these transfer functions are circles that cut the real axis at
the origin and a
d
. This implies that the phase margin φ for
all these transfer functions are the same, and the winding
number condition is satsified if and only if
max
i∈V
ωiτ < φ.
In the above, ωi is the largest frequency at which the ith
transfer function has magnitude one (the frequency used to
calculate the phase margin). A simple calculation shows that
cos (pi − φ) = d
a
.
To complete the proof we then only need to find the
frequencies ωi; that is solve the equation
|jωa| = ∣∣−mω2 + djω + λi∣∣ .
This can be done by solving a fourth order polynomial
equation. The general solution is given by
ωi =
√√
x2 +
2xλi
m
+ x+
λi
m
,
where x = 1
2m2
(
a2 − d2). Since the above is monotonically
inreasing in λi, the result follows.
Although the above precisely gives τrob for iDroop in terms
of the network parameters, it is a little hard to interpret.
However if we assume that d = 0, and replace ωn (x) with
the upper bound
ωn (x) ≤
√
2
√
x+
m
λn
,
we get the following much simplified lower bound for τrob:
τrob ≥ mpi
2
√
a2 + 2mλn
.
In the above a = ν when δ = 0, and a = r−1r when δ →
∞. We therefore clearly see that the delay robustness may
be improved using iDroop by setting ν small, though this
should be balanced with the desired objectives in the H2
norm. In particular, in systems where power disturbances
dominates over frequency noise, jointly improving H2 and
delay robustness may be not possible.
Remark 1: In the case that ν ≤ d or r−1r ≤ d (that is
when we are outside the scope of Theorem 3), the delay
robusntess of iDroop is arbitrarily large. In such a regime,
iDroop is stable when subject to delays of any size.
V. CONCLUSIONS AND FUTURE WORKS
This work aims to study the effect of using gird con-
nected inverters to mitigate the dynamic degradation being
experienced by the power grid. Our analysis shows that
using dynamically controlled inverters like iDroop that drift
away from the traditional virtual inertia and droop control
mechanisms can provide a more efficient use of inverters
that can further improve the power system performance in the
presence of power disturbances and frequency noise, while
providing larger robustness margins to delay. Future works
include an extension of our analysis for heterogeneous sys-
tem parameters as well as thorough experimental evaluation
with detailed network models.
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