Aerial imagery and ground-level imagery are two complementary data sources for architectural modeling. How to integrate them is a critical issue in creating complete, photo-realistic and large-scale urban models. We describe a semiautomatic approach of detecting feature correspondences between ground-level images and the building footprint in an orthorectified aerial image. The ground-level images are stitched into panoramas in order to obtain a wide camera field of view. Line segments are extracted from ground-level images. Their corresponding segments on the building footprints are automatically detected through a voting process. Meanwhile the camera pose of the groundlevel images is also obtained. Wrong correspondences are corrected through user interaction. Later, the height values of the building roof corners are computed and a piece-wise planar 3D model with photo-realistic facade and roof texture is then created.
Introduction
There are many existing methods of architectural modeling. Some are based on remote sensing techniques, such as stereoscopic aerial images or airborne LIDAR [10] . Some depend on ground-level imagery including images [6, 5] , videos [2, 9, 14] and laser scans [7, 18] . Aerial imagery can model roof structures that are invisible from ground while ground-level imagery can provide detailed facade texture and 3D structures. Furthermore, remote sensing aerial imagery can model a large area without significant error accumulation whereas in the techniques based on groundlevel imagery GPS/INS units are usually necessary [2, 13] to overcome drifting. Therefore, aerial imagery and groundlevel imagery are two complementary data sources. In order to create large-scale urban models with both roof and facade structure and photo-realistic texture, it is necessary to integrate them and the registration between them is the first step.
In literature, there are researchers trying to register ground-level images with existing 3D models created from stereo aerial images [11] . In [7] , the authors refined their results by matching aerial photos with ground-level laser scans. In [8] , the 3D models constructed from ground-level laser scans and the DSM from airborne LIDAR are merged. In our work, the 3D model is created by combining groundlevel images and orthorectified aerial images that can be downloaded from popular websites 1 . These aerial images can have resolutions as high as one-foot per pixel. Fig.1(a) is an example. Compared to the approaches using stereo aerial images or LIDAR, our system has a lower cost and can be used by people with only a digital camera and the access to Internet. However, since there is no 3D model beforehand, the automatic registration between ground-level views and aerial views becomes more difficult.
The most similar work to ours is [15] in which the 3D model is created by combining ground-level images and a detailed map. However, in [15] the correspondences between the images and the map are selected manually. To model a large area, this makes the approach very timeconsuming. In our work, we focus on automating the correspondence detection. The users only need to correct the automatic output when some errors occur. This greatly reduces the user interaction.
In our system, the users draw building footprints on the orthorectified aerial image. Multiple ground-level images are taken at the same viewpoint and are stitched into a 360-degree panorama to obtain a wide field of view. This is because in many cases the number of constraints contained in a single image is not enough to decide the camera pose. More importantly, panorama stitching gives an accurate camera calibration [17] and helps to combine the constraints from all directions to obtain a more accurate camera pose and hence a more accurate 3D model. The automatic registration is started from detecting line segment in the ground-level images. Their corresponding segments on the building footprints in the aerial image are detected 1 Such as http://terraserver.microsoft.com and http://earth.google.com through a voting process.
The rest of the paper is organized as follows: Section 2 describes the user interaction in aerial images and briefly introduces panorama stitching and line detection. The automatic correspondence detection is presented in section 3 in which section 3.1 is an overview, section 3.2 gives the details of the voting process, section 3.3 explains some additional constraints and section 3.4 describes additional user interaction. 3D model generation and the final optimization are presented in section 4. Some experimental results are shown in section 5 and the paper is concluded in section 6.
Preprocessing
The user interaction in an aerial image can be illustrated with an example in Fig.1 . The green line segments in Fig.  1(b) are selected by the user. The polygons formed by these line segments will be the facets composing the roofs in the 3D model. At the beginning, the corners of these polygons are given the same default height from the ground. The user changes this by selecting the corners that are really at the same height (judged from the user's experience) and dragging them up or down to indicate that they have a relatively higher or lower height. This process is directly displayed in 3D with an interface similar to [1] . The 3D model resulted from this interaction is shown in Fig.1(c) . What is true in this model is the relative spatial relationship between the corners. Their actual height values need to be estimated. To obtain a wide field of view, multiple images (about 16) are taken at each viewpoint by rotating the camera on a tripod (or even hold in hand [16] ), and stitched into a 360-degree panorama. The approach in [4] is taken to stitch the images. In this process, an accurate estimation of the camera calibration and the rotation between the images is obtained [17] .
Line segments are detected from each ground-level image. First, the pixels at local maximum in the gradient (magnitude) map are selected as edge pixels. These pixels are linked into curves. Every time, a new curve is started from the pixel with the highest gradient among the remaining edge pixels. The curve is traced by including the pixel with the highest gradient among the neighboring edge pixels of the curve ends at each step. Finally, the curves are divided into straight line segments. The segments with their saliency value (sum of the gradient of all their edge pixels) below a threshold are removed. Two examples of the line detection are shown in Fig.3(d) and Fig.3(e) . The line segments detected in overlapping images of a panorama are merged according to the homographies between them computed in the panorama stitching step. The final representation of a line segment in a panorama is a pair of endpoints, each of which is associated with an ground-level image.
3. Correspondence detection and camera pose estimation 3.1. Overview
In [15] , the correspondences between the corners in the ground-level images and those on the building footprints are given by the user. The camera pose of each ground-level image is then computed by solving a linear equation. In our approach, both the correspondences and the camera pose are obtained through a voting process.
For a panorama, one of its component images can be selected as the reference image. Once the camera pose of this image is known the camera pose of all the other images in the panorama can be determined based on their rotation to this image. In the rest of the paper, the camera pose(or camera frame) of a panorama refers to the camera pose(or camera frame) of its reference image. We set the world frame in the following way. Its X and Y axes are parallel to the X and Y axes of the aerial image respectively. Its origin is right above the origin of the aerial image with its height from the ground plane equal to the height of the camera center. This is to simplify the following computation.
The approach in [3] is taken to detect the vanishing point of the parallel 3D lines that are vertical to the ground plane. This process is robust since in general there are abundant such 3D lines visible in a panorama. Once this vanishing point is obtained, the direction of the world Z axis in the camera frame can be computed since it equals to the direction of the ray back projected from the vanishing point [9] . Suppose this direction is r = (r 1 , r 2 , r 3 ). The rotation R from the camera frame to the world frame can be decomposed into two parts. The first one is to rectify r back into its canonical form (0, 0, 1). This rotation can be:
where λ = r 2 3 + r 2 3 (if λ = 0, the identity matrix can be chosen as R 0 ). The second one is a rotation around the vector (0, 0, 1) by a certain angle α. R can be expressed as:
Hence, the rotation from the camera frame to the world frame has only one DoF left, the angle α. Denote the location of the camera center in the aerial image as (o x , o y ). The camera pose of the panorama relative to the world frame is fully determined by θ = (α, o x , o y ).
In the next section, we will prove that given a correspondence between the line segments in the panorama and those on the building footprints, the possible θ can be computed analytically. Therefore, the most likely camera pose can be obtained through a voting process in which all possible correspondences vote in the camera pose space. To reduce the searching range, the line segments on the building footprints that may be visible in the panorama need to be determined. For this purpose, the user selects one point in the aerial image as the approximate camera location. The possible camera location is limited within a circular region Γ centered at this point (its radius is 100 pixels in our experiments). By tracing the 2D rays started from the selected point in the aerial image, the buildings that are visible in the panorama can be determined. Those that are too far from the center of Γ will not be considered since their projections in the panorama will be too small (the threshold is determined according to the camera focal length).
Next, the visibility of each line segment on the footprints of the visible buildings will be determined for each location (pixel) in Γ. These line segments are divided into two kinds. The first, hereinafter called exterior segments, are those form the building outlines (like e 1 , e 2 and e 3 in Fig.1(b) ). The second are those inside the building outlines (like i 1 , i 2 and i 3 in Fig.1(b) ) and will be called interior segments. Generally, the interior segments are higher than the exterior segments in 3D space. An endpoint of an exterior segment is visible from a location if the line segment connecting them is not intersected by any line segments on the building footprints. An exterior segment is fully visible from this location if both of its endpoints are visible. If only one is visible, it is called partially visible. The visibility of an interior segment is computed in the same way but the exterior segments on the same building of it will not be used to test intersecting. The segments that can be visible from a location inside Γ will be stored in a list together with their visibility types: fully or partially. In general, a visible exterior segment given by the above approach is really visible in the panorama unless they are occluded by trees or something else while a visible interior segment may not be really visible since they are occluded by the the exterior segments, which is the general case for tall buildings. Therefore, only the visible exterior segments are used in the voting process.
Voting for the camera pose
Suppose a line segment c 1 c 2 (c 1 and c 2 are its endpoints) on the building footprints corresponds to a line segment u 1 u 2 (u 1 and u 2 are its endpoint and they are in image i and image j respectively) in a panorama. Based on this, the possible camera pose of the panorama can be computed. There are five cases as discussed below.
In the first case, c 1 c 2 is fully visible in the panorama, and c 1 and c 2 have the same height from the ground plane in the 3D space (this information comes from the user interaction described in Section 2.1). That means the 3D line connecting c 1 and c 2 is parallel to the ground plane. Its direction in the world frame is d = (c 2 − c 1 , 0). We order the endpoints so that c 1 and c 2 corresponds to u 1 and u 2 respectively (this can be done by assuming that all the buildings in the panorama are right-side-up). The camera frame of the panorama is rectified by rotating it with R 0 (see Eq.1). The new camera frame differs from the world frame only by an α-angle rotation around the world Z axis. Fig.2(a) shows this rectified camera frame with a unit sphere centered at its origin O. v 1 and v 2 are the two rays back projected from u 1 and u 2 . Their directions in the rectified camera frame are denoted as v 
π is the plane spanned by v 1 and v 2 . The intersection of π with the unit sphere is a great circle that meets the the great circle on the XY plane at two points. The one on the side of v 2 is denoted as P . Since the vanishing point of d is on u 1 u 2 , d should be on π in the world frame. In addition, d is also on the XY plane and is from u 1 to u 2 , so the direction − − → OP should coincide with d in the world frame. Denote the angle from the world X axis to d as β. The normal of π
Its projection onto the XY plane is m whose angle from the X axis of the rectified camera frame is denoted as φ. Therefore, the angle from the X axis of the rectified camera frame to − − → OP is φ + π 2 and the angle of the rotation from the rectified camera frame to the world frame is:
After obtaining α, the rotation R from the camera frame to the world frame is determined by Eq.2. The directions of the two rays v 1 and v 2 in the world frame are denoted as v w 1 and v w 2 and they can be computed with:
The orthographic projections of v w 1 and v w 2 onto the XY plane are denoted as v 1 and v 2 . They should pass c 1 and c 2 respectively. This is shown in Fig.2(b) . o c is the camera location. ω 1 and ω 2 are the angles from the X axis to v 1 and v 2 respectively. β is the angle from the X axis to − − → c 1 c 2 . 
where (x 1 , y 1 ) is the coordinates of the corner c 1 in the aerial image.
Therefore, the camera pose θ can be estimated by Eq.4 and Eq.6. However, the coordinates of c 1 and c 2 given by the user may have small drift from their real values. The endpoints of the line segments detected in the ground-level images may not be very accurate. In addition, the camera calibration and the rotation between ground-level images estimated during the panorama stitching may also have errors. All these factors can cause the parameters in Eq.4 and Eq.6 to vary in a small range around their estimated values. Hence, from Eq.4 and Eq.6, we get a range of the possible camera pose in stead of an exact value. Through experiments, we find that the coordinates of c 1 and c 2 usually have up to 2-pixel drift. According to this, the range of β and l can be computed. ω 1 and ω 2 may have 3-degree variation from their estimated values and φ may have 1-degree variation. To simplify the computation, Eq.4 and Eq.6 are assumed to be monotonic with the parameters within their local range. Based on these, the range of the possible camera pose can be easily computed.
In the second case, c 1 c 2 is also fully visible but c 1 and c 2 have different height from the ground plane. Therefore, Eq.4 cannot be used to compute α. Eq.6 still exists but the angles w 1 and w 2 are unknowns. However, the directions v c 1 and v c 2 in the rectified camera frame can still be computed with Eq.1. Denote the angles from the X axis to their orthographic projections in the XY plane of the rectified camera frame as ω 1 and ω 2 . It is easy to see that ω 2 − ω 1 = ω 2 − ω 1 and ω 1 = α + ω 1 . Therefore, Eq.2 can be rewritten as:
and
is invisible. Eq.4 can still be used to compute α. Eq.6 does not hold since v 2 does not pass c 2 now. However, v 1 still passes c 1 and hence the camera location is on the ray c 1 o c whose angle from the X axis of the world frame is w 1 − π. By intersecting this ray with the region Γ, the range of the possible o x can be computed. In addition, since u 1 u 2 is the projection of part of c 1 c 2 , the length from c 1 to the intersection of v 2 with c 1 c 2 should be shorter than the length of c 1 c 2 . This gives the following constraint:
Given a possible value of o x , o y can be computed with:
Again, o y can vary within a local range around the estimated value. The range of the possible camera pose is obtained by scanning all possible o x values. In the fourth case, c 1 c 2 is partially visible, and c 1 and c 2 have different height from the ground. α cannot be computed by Eq.4 and the camera location can be anywhere inside the region Γ as long as c 1 c 2 is partially visible from it. Therefore, we scan all the locations from which c 1 c 2 is partially visible. At each location, denote the angle from the X axis of the world frame to − − → o c c 1 (see Fig.2(b) ) as γ. The rotation angle α can be computed with α = γ − ω 1 where ω 1 is defined in the discussion for the second case. In addition, since c 1 c 2 is partially visible, this provides a similar constraint on the possible camera location based on the length of c 1 c 2 as in the third case. Details are omitted here.
Finally, we consider the situation when the height values of c 1 and c 2 have already be computed from the previous panoramas in the case where multiple panoramas are used to model a large environment. Suppose c 1 c 2 is fully visible. Denote the angles from v 1 and v 2 (the rays back projected from u 1 and u 2 ) to the ground plane as ρ 1 and ρ 2 .
The length of the segments c 1 o c and c 2 o c can be computed: |c 1 o c | = arctan ρ 1 h 1 and |c 1 o c | = arctan ρ 2 h 2 , where h 1 and h 2 are the height value of c 1 and c 2 . Given |c 1 o c |, the camera location is limited to be on the circle centered at c 1 with |c 1 o c | as the radius. Due to errors, the camera location is actually inside a circular band. We assume h 1 and h 2 may have up to 5 − f oot error in their estimated values and ρ 1 may have a 1-degree variation. The width of the circular band can be computed. Similarly, according to c 2 o c the camera location is within another circular band. In addition, as in the second case the angle ∠c 1 o c c 2 = ω 2 − ω 1 constrains the camera location to the neighboring area of another circle. Therefore, the possible camera location is inside the intersecting region of the three areas. At each pixel in this region, the camera rotation angle α can be computed in the same way as in the fourth case: α = γ − ω 1 . In the above discussion, both c 1 and c 2 are assumed to be visible in the panorama. If c 1 c 2 is only partially visible, a similar analysis can be taken. Details are omitted here due to the limited space.
Each exterior segment on the visible segment list can form a possible correspondence with each line segment in the panorama (except those vertical segments found in the vertical vanishing point detection). According to the visibility type of the exterior segment, the appropriate approach will be selected to estimate the range of the possible camera pose. Each camera location in this range will be checked to see if they are consistent with the supposed visibility type. Some exterior segments may have two possible visibility types since they are fully visible from some locations in Γ and partially visible from some other locations. Both possibilities will be considered for them.
The camera pose space is divided into buckets. In our experiments, each bucket represents a 3-pixel by 3-pixel area for camera location (o x , o y ) and an one-degree range for the rotation angle α. Each possible correspondence will vote for the buckets within the estimated range of the compatible camera pose. It is possible that an exterior segment can form multiple possible correspondences with the segments in the panorama to vote multiple times for the same bucket. However, these votes will be counted only once since only one of them is correct. In other words, the most likely camera pose is the one that can give most of the exterior segments a corresponding segment in the panorama.
Additional constraints
As we mentioned above, multiple segments in the panorama can be matched with the same exterior segment to vote for the same bucket. This is either due to the discretization of the camera pose space or because the orthographic projections of their corresponding 3D line segments onto the ground plane almost coincide with each other. An example is shown in Fig.3(f) , in which all the yellow (red) segments matched with the segment L 2 (L 3 ) in Fig.3(b) will vote for the same bucket. If the bucket represents the correct camera pose, all of them may be the corresponding segment of that exterior segment. We call them candidates since only one of them can be selected.
In the voting process, the connection relationship between the exterior segments is not considered. If two segments on the building footprints are connected, their corresponding line segments in the panorama should also be connected. This constraint can be used to select their correct corresponding segments out of all the candidates. The exterior segments that vote for a bucket are divided into groups. In each group, they form a connected sequence. We need to find an optimal solution to assign their corresponding segments so that the connection constraints can be satisfied as well as possible. If the connection constraint is broke between two consecutive segments in a solution, we give a cost to it. The optimal solution is the one that has the minimum total cost. It can be found efficiently with Viterbi algorithm. If the total cost is not zero for the optimal solution, the exterior segments in the longest subsequence satisfying the connection constraints will be kept and all the other segments in the sequence will be discarded. The number of votes received by the bucket will be reduced accordingly.
It is possible that there are multiple optimal solutions with the same total cost. An example is shown in Fig.3(g Fig.3(b) has no difference with regard to the connection constraints. In this case, we make the choice according to the positions of the line segments in the panorama. The upper ones will be selected since they are more likely to be on the building roofs.
To improve speed, not every bucket in the pose space will be checked for connection constraints. We divide the pose space into bigger buckets each of which represents a 10-pixel by 10-pixel area for the camera location and a range of 90 degrees for the rotation angle. After the voting process, only the small buckets that have the maximum number of votes inside each big bucket will be checked for connection constraints. Among them, the one with the maximum number of votes after the checking represents the most likely camera pose and the correspondences selected according to this bucket are kept.
User correction
Since the line detection is not perfect, some correct line segments may not be detected or may be inaccurate. This will cause errors in the detected correspondences. Therefore, the line segments selected by the automatic approach in the panorama as the corresponding segments of those on the building footprints are highlighted in the panorama. If some correct segments are missed or inaccurate, the user can select their accurate endpoints directly in the panorama. In addition, if some of the interior segments on the building footprints are visible, the user can also select them in order to obtain the accurate model of the rooftops. Once a new segment is selected, it triggers a new voting process based on the previous one in which it is matched with every line segment in the visible segment list. This time the visible interior segments will join the voting. Only the buckets that receive new votes are possible to contain the correct camera pose. Hence, the connection constraint checking will only be applied to these buckets and an additional constraint should be satisfied that the segments input by the user must be selected. Among these buckets, the one with the most number of votes represents the most likely camera pose. The correspondences associated with this bucket are kept and the highlighted line segments in the panorama will be updated accordingly. Therefore, the automatic approach can intelligently adjust its prediction according to the user's input. The further user interaction will be based on this new prediction. This process may be repeated several times until all the correct line segments on the building roofs are highlighted in the panorama.
Model construction and optimization
Up to now, the line segment correspondences and an estimation of the camera pose are obtained. Each line segment correspondence gives one or two corner correspondences depending on its visibility type. Assume corner c on the building footprints corresponds to image corner u in the panorama. Their corresponding 3D point is at the intersection of the ray back projected from u with the 3D line that passes c and is vertical to the ground plane (in practice, the point on the vertical 3D line with the minimal distance to the ray is computed).
Bundle adjustment is then taken to optimize all the estimated parameters, including camera calibration, camera rotation between the ground-level images in the panorama, camera pose of the reference image and the 3D coordinates of the roof corners. There are three kinds of errors to minimize. First is the image matching error between groundlevel images in the panorama [4] . Second is the projection error of the 3D roof corners. Third is the difference between the height values of two 3D roof corners that are supposed to have the same height from the ground. The x and y coordinates of the roof corners should be close to the values provided by the user. To ensure this, a soft constraint is added [9] . The sparse bundle adjustment package of Lourakis and Argyros are used to implement the optimization [12] . Note that all the height values of the corners computed so far are relative to the camera center. We can fix the height of a corner that is known to be on the groundplane as 0. Then the height of other corners relative to the ground-plane can be easily computed.
The 3D model is composed of the polygons of the building roofs and the vertical wall planes associated with the exterior segments on the building footprints. The heights of the roof corners that are invisible in the panorama are obtained if they are known to have the same height with some visible corners. The ground-level images are then projected onto the 3D model as the facade texture. To model a large area, multiple panoramas are taken and are processed one by one. In the final step, a bundle adjustment can be taken to optimize the parameters obtained from all the panoramas simultaneously.
Experimental result
We did extensive experiments to test our approach. An example is depicted in Fig.3 . Fig.3(a) is the aerial image in which the green dot indicates the approximate camera location. Fig.3(b) is to shown the detailed structure of a building in Fig.3(a) . Fig.3(c) shows the 360-degree panorama stitched from 16 ground-level images. Line segments are detected from each ground-level image. Fig.3(d) and Fig.3 (e) are two samples. After the voting process, in a bucket an exterior segment may have multiple candidate corresponding segments in the panorama. An example is illustrated in Fig.3(f) , in which all the yellow (red) segments are the candidate corresponding segments of L 2 (L 3 )in Fig.3(b) . After the checking for connection constraints, the optimal correspondences can be found. However, ambiguities may still exist as demonstrated in Fig.3(g) where selecting (E 1 , E 2 , E 3 , E 4 ) or (E 5 , E 6 , E 7 , E 8 ) has no difference with regard to the connection constraints. In this case, (E 1 , E 2 , E 3 , E 4 ) will be selected since they have upper positions in the panorama and hence are more likely to be on the building roof. The line segments selected by the automatic approach in the panorama are shown in Fig.3(h) and Fig.3(i) . All of them are correct but two are inaccurate due to poor image quality (circled in Fig.3(h) ) and occlusion (circled in Fig.3(i) ). The user selected their accurate endpoints in the panorama and added three line segments for the interior segments shown as the green segments in Fig.3(j) and Fig.3(k) . After this, all the correct correspondences are detected. The constructed 3D model is shown in Fig.3(l)-Fig.3(o) .
Another example is shown in Fig.4 . in which two panoramas are used to model a larger area. Fig.4(a) is the aerial image with the two blue dots as the approximate camera locations. Fig.4(b)-Fig.4 (e) are several views of the created 3D model. To test the accuracy of the constructed model, we measured the actual size of these buildings with an accurate laser range finder. After being multiplied by a common scale (1 foot per pixel), the average error in the x and y dimensions of these buildings in the 3D model is around half a meter. This largely depends on the resolution of the aerial image. The average error of the height values of the buildings is around 1 meter.
In the first example, the user only needs to click 10 points (for 5 line segments) in the ground-level panorama in order to register it with the aerial image. If the registration is completely manual, the user has to click 40 points (20 in the ground-level panorama and 20 in the aerial image) to obtain the same result. In the second example, the user only needs to click 12 points in the ground-level panoramas; otherwise he has to click 78 points in the ground-level panoramas and the aerial image. Therefore, the user interaction is greatly reduced with our registration approach. After the user interaction, the running time to create the model in example 1 is about 5 minutes.
Conclusion
We have presented a system that can model a group of buildings from an orthorectified aerial image and multiple ground-level panoramas. The aerial image provides building footprints and the texture for the terrain and building roofs. The ground-level panoramas are used to compute the height of each roof corner and provide the facade texture. The user interaction is mainly in the aerial image to select the line segments on the building roofs. The approach automatically extracts line segments in the ground-level panoramas and detects their correspondences in the aerial image. The user monitors the result from the automatic approach and modifies it by selecting the correct line segments in the panorama. The automatic approach adjusts its prediction based on the input from the user. In most cases, the user just needs to select those line segments that are very hard to be extracted automatically due to poor image quality, complex background or occlusion while the rest line segments are detected by the automatic approach. There is no need for the user to manually indicate the mapping between the line segments in the aerial image and those in the panoramas.
The created 3D model is accurate and has photo-realistic texture for the building roofs and facades. Currently the building facades are simply composed of vertical wall planes. One direction of our future work is to recover more detailed 3D structures, such as windows or balconies, from multiple overlapping panoramas based on the obtained coarse model and the accurately estimated camera poses of the ground-level images. Our future efforts will also include improving the performance of the line detector in order to remove the user correction step. 
