A lossy source coding problem is studied in which a source encoder communicates with two decoders, one with and one without correlated side information with an additional constraint on the privacy of the side information at the uninformed decoder. Two cases of this problem arise depending on the availability of the side information at the encoder. The set of all feasible rate-distortion-equivocation tuples is characterized for each case. The difference between the informed and uninformed cases and the advantages of encoder side information for enhancing privacy are highlighted for a binary symmetric source with erasure side information and Hamming distortion.
I. INTRODUCTION
I NFORMATION sources often need to be made accessible to multiple legitimate users simultaneously, some of whom can have correlated side information obtained from other sources or from prior interactions. A natural question that arises in this context is the following: can the source publish (encode) its data in a discriminatory manner such that the uninformed user does not infer the side information, i.e., it is kept private, while providing utility (fidelity) to both users? Two possible cases can arise in this context depending on whether the encoder is informed or uninformed, i.e., it has or does not have access to the correlated side information, respectively. This question is addressed from strictly a rate-fidelity viewpoint by Heegard and Berger in [1] , henceforth referred to as the Heegard-Berger problem, for the uninformed case and by Kaspi [2] , henceforth referred to as the Kaspi problem, for the informed case wherein the corresponding rate-distortion functions Manuscript received May 26, 2011; revised May 28, 2012; accepted February 18, 2013 . Date of publicationApril 23, 2013; date of current versionAugust 14, 2013. This work was supported in part by the National Science Foundation under Grants CNS-09-05086, CNS-09-05398, and CCF-10-16671, in part by the Air Force Office of Scientific Research under Grant FA9550-09-1-0643, and in part by a fellowship from the Princeton University Council on Science and Technology. This paper was presented at the 2011 IEEE Global Communications Conference.
R. Tandon for a discrete and memoryless source pair were determined. Using equivocation as the privacy metric, we address the question posed above using the source network models in [1] and [2] with an additional constraint on the side information privacy at the decoder without access to it, i.e., decoder 1 (see Fig. 1 ). When additional privacy/security constraints are included, it is not clear a priori that the same coding schemes as for the original Heegard-Berger and Kaspi problems can achieve the set of all rate-distortion-equivocation tuples. We prove here that the encoding scheme for the Heegard-Berger problem achieves the set of all feasible rate-equivocation pairs for the desired fidelity requirements at the two decoders. Informally speaking, the Heegard-Berger coding scheme involves a combination of a rate-distortion code and a conditional quantize-and-bin code which is revealed to both decoders. Our proof exploits the fact that conditioned on what is decodable by decoder 1, i.e., the rate-distortion code, the additional information intended for decoder 2, i.e., the conditional quantize-and-bin bin index, is asymptotically independent of the side information, (see Fig. 1 ). Observing that the generation of the conditional quantize-and-bin bin index is analogous to the Slepian-Wolf binning scheme, we prove this independence property for both the Slepian-Wolf [3] and the Wyner-Ziv [4] encoding. Next, we prove a similar independence property for the Heegard-Berger coding scheme, which in turn allows us to demonstrate the optimality of this scheme for the problem studied in this paper. While this orthogonality has been alluded to in [4] , we present formal proofs here for all the encoding schemes considered in this paper.
On the other hand, for the informed encoder case, we present a modified coding scheme (vis-à-vis the Kaspi scheme) which achieves the set of all feasible rate-equivocation pairs for the desired fidelity requirements at the two decoders. The Kaspi coding scheme exploits the encoder side information (see Fig. 1 ) via a combination of a rate-distortion code, intended for decoder 1, and a conditional rate-distortion code, intended for decoder 2, which is then revealed to both the decoders.
However, for the ease of proving the orthogonality of the encoder index intended for decoder 2 from the side information as well as the equivocation computation, we present a two-step encoding scheme in which the first step is the same as in the Kaspi problem while in the second step we first choose the codeword intended for decoder 2 and then bin it. We prove that the resulting conditional bin index is asymptotically independent of the side information . While we do not prove it here, it is worth noting that the conditional rate-distortion index of the Kaspi encoding scheme should also be orthogonal to the side information.
The last part of our paper focuses on a specific source model, a binary equiprobable source with erased side information (with erasure probability and Hamming distortion constraints. For this source pair, we focus on the rate-distortionequivocation (RDE) tradeoffs for both the uninformed and informed cases.
For the uninformed encoder case, we prove that the maximal equivocation is independent of the fidelity requirement at decoder 2, i.e., the only information leaked about the side information is a direct consequence of the distortion requirement at decoder 1. We also explicitly characterize the RDE tradeoff for this problem over the space of all achievable distortion pairs. Our results clearly demonstrate the optimality of the Heegard-Berger encoding scheme from both rate and equivocation standpoints.
In contrast, for the informed encoder case, we explicitly demonstrate the usefulness of encoder side information. We first prove that the set of distortion pairs for which perfect equivocation is achievable at decoder 1 is strictly larger than that for the uninformed case. We prove this by showing that the informed encoder uses the side information via a single description which satisfies the distortion constraints at both the decoders while simultaneously achieving perfect privacy at decoder 1. Furthermore, we also demonstrate that access to side information leads to a tradeoff between rate and equivocation. To guarantee a desired equivocation, we show that the minimal rate required can be strictly larger than the rate-distortion function for the original Kaspi problem.
It is worth noting that while the Heegard-Berger and the Kaspi rate-distortion functions have been explicitly evaluated in [5] and [6] for the binary source model, our main focus here is on understanding the effect of an additional privacy constraint on the rate-distortion tradeoffs with and without encoder side information. Our approach thus enables us to understand the cases for which (e.g., the Kaspi problem with privacy constraints) the rate-distortion region differs from the original problem (without privacy constraints).
The problem of source coding with equivocation constraints has gained attention recently (e.g., [7] - [19] ) as have problems of generating and sharing secret keys over noisy or noiseless channels (e.g., [16] , [19] , [20] and the references therein) when side information is available at one or more decoders. In contrast to these papers where the focus is on an external eavesdropper, we address the problem of privacy leakage to a legitimate user, i.e., we seek to understand whether the encoding at the source can discriminate between legitimate users with and without access to correlated side information.
The paper is organized as follows. In Section II, we present the system model. In Section III, we first prove the asymptotic independence of the bin index and the decoder side information in the Slepian-Wolf and Wyner-Ziv source coding problems. Subsequently, we establish the rate-equivocation tradeoff regions for both the uninformed and informed cases. In Section V, we characterize the achievable RDE tradeoff for a specific source pair where is binary and results from passing through an erasure channel. We conclude in Section VI.
II. SYSTEM MODEL
We consider a source network with a single encoder which observes and communicates all or a part of a discrete, memoryless bivariate source over a finite rate link to decoders 1 and 2 at distortions and , respectively, in which decoder 2 has access to and an equivocation about is required at decoder 1. The network is shown in Fig. 1 where the two cases with and without side information at the encoder correspond to the switch being in the closed and open positions, respectively. Without the equivocation constraint at decoder 1, the problems with the switch in open and closed positions, are the Heegard-Berger and Kaspi problems for which the set of feasible tuples are characterized by Heegard and Berger [1] and Kaspi [2] , respectively. We seek to characterize the set of all achievable tuples for both problems.
Formally, let denote the bivariate source with random variables and . Furthermore, let and denote the reconstruction alphabets at decoders 1 and 2, respectively, and let and ,
be distortion measures associated with reconstruction of at decoders 1 and 2, respectively. Let take the values 0 and 1 to denote the open and closed switch positions, respectively. An code for this network consists of an encoder (2) and two decoders
The expected distortion at decoder is given by
where , and the equivocation rate is given by (4) where for the case of an uninformed encoder and for the case of an informed encoder. Definition 1: The rate-distortion-equivocation tuple is achievable for the above source network if there exists an code with for all and sufficiently large. Let denote the set of all achievable tuples. We assume that the code is known at both the encoders (source) and the decoders (users).
III. RELATED OBSERVATIONS
In order to develop the main results in our paper, we present some related observations for specific well-known source coding problems. We specifically focus on two such problems, namely the Slepian-Wolf [3] and the Wyner-Ziv [4] problems, in which the decoder has access to side information correlated with the sequence observed at the encoder.
In the context of lossless source coding, Slepian and Wolf [3] studies a problem of losslessly communicating a part of a bivariate source to a single decoder which has access to and proves that a minimal rate of is needed. On the other hand, [4] studies the problem of lossily communicating a part of a bivariate source subject to a fidelity criterion to a single decoder which has access to and proves that a minimum rate of where the minimization is over all distributions and deterministic functions such that and . In both of the aforementioned problems, the coding index communicated is chosen to exploit the side information at the decoder. In the lemmas that follow, we prove that in both cases the optimal encoding is such that the coding index is asymptotically independent of the side information at the decoder.
A. Slepian-Wolf Coding : Independence of Bin Index and Side Information
Consider a pair of independent and identically distributed (i.i.d.) source sequences generated according to . In the Slepian-Wolf problem, the encoder sends an index which is a function of . It is required that be recovered losslessly from at the decoder. This requirement along with Fano's inequality implies that (5) where as . Using this property, we shall prove the following lemma. Lemma 1: For a sequence of Slepian-Wolf codes with rates not exceeding , for any and asymptotically vanishing error probability at the decoder, we have Proof: We have the following sequence of inequalities:
where (10) follows from (5) . Normalizing (10) by , we obtain and taking , we have the proof of the lemma. Remark 1: Lemma 1 captures the intuition that it suffices to encode only that part of that is asymptotically independent of the decoder side-information Furthermore, zero leakage can be approached by choosing to be arbitrary small.
B. Wyner-Ziv Coding: Independence of Bin Index and Side Information
Consider a pair of i.i.d. sources generated according to . In the Wyner-Ziv problem, the encoder sends an output which is a function of . It is required that be recovered in a lossy fashion from . Here, instead of Fano's inequality, we use the exact converse proof of Wyner and Ziv [4] , in which it is shown that (11) We shall now prove the following claim. Lemma 2: For a sequence of Wyner-Ziv codes with rates not exceeding , we have Proof: We have the following inequalities:
where (15) follows from using (11) as in the converse of Wyner-Ziv [4] . Normalizing by , we obtain and taking , we have the proof of the lemma. One can choose arbitrarily small to achieve near-zero leakage of sideinformation.
In the next section, we illustrate these properties for two related encoding schemes, which will act as key ingredients for the equivocation proofs for the problems considered in the paper.
C. Quantize and Bin: Uninformed Encoder Case
We first present an encoding scheme in which a source sequence is quantized to a sequence . The encoder then transmits a bin index so that using the bin index and side information , the quantized sequence can be losslessly reconstructed. For a class of such encoding schemes (described below), we show that the bin index is asymptotically independent of the side information.
More formally, consider an input distribution :
i.e., forms a Markov chain. The encoder generates i.i.d. sequences, enumerated as , where each sequence is generated according to the product distribution governed by the marginal . The encoder partitions the space of typical -sequences into disjoint regions, denoted by and selected as satisfying [21] where as . Note that there is a one-to-one correspondence between and the partitioned set . Next, for ease of notation, denote the following:
The encoder bins the sequences into bins as follows:
Upon observing , encoder finds the partition in which the sequence falls. It transmits the bin-index corresponding to the sequence . This encoding scheme implies the decodability of the sequence as follows: upon receiving the bin index , the uncertainty at the decoder about is reduced. In particular, having the bin index , it knows that there are only possible sequences that could have resulted in the bin index . It then uses joint typical decoding using to decode the correct sequence (the probability of decoding error goes to zero as by standard arguments as in the channel coding theorem [23] ).
The above argument and Fano's inequality imply that for this quantize-and-bin encoding scheme the following holds: (16) where as . We now state our main claim in the following lemma. Lemma 3: For the quantize-and-bin scheme presented above, we have Proof: We prove this lemma by the following sequence of inequalities: where (21) follows from (16) . Normalizing by and taking , we have the proof of the lemma. To complete the proof, we prove (25) in Appendix A.
D. Quantize and Bin: Informed Encoder Case
We now present the informed encoder case, in which both are available at the encoder. The encoder jointly compresses them to a sequence and transmits a bin index to the decoder. It is required that using the bin index and the side information , the sequence can be losslessly reconstructed. For this encoding scheme, we show that the bin index is asymptotically independent of the side information.
More formally, consider an arbitrary input distribution . The encoder generates i.i.d. sequences, enumerated as , where each sequence is generated according to the product distribution governed by . The encoder partitions the space of typical -sequences into disjoint regions, denoted by and selected as satisfying . Note that there is a one-to-one correspondence between and the partitioned set . As in the previous section, denote the following:
Upon observing , the encoder finds the partition in which the pair falls. It transmits the bin-index corresponding to the sequence . This encoding scheme implies the decodability of the sequence as follows: upon receiving the bin index , the decoder's uncertainty about is reduced. In particular, having the bin index , it knows that there are only possible sequences that could have resulted in the bin index . It then uses joint typical decoding using to decode the correct sequence (the probability of decoding error goes to zero as by standard arguments as in the channel coding theorem [23] ).
The above argument and Fano's inequality imply that for this quantize-and-bin encoding scheme the following holds:
where as . We now state the following lemma. Lemma 4: For the quantize-and-bin scheme with encoder side information presented above, we have
The proof of this lemma follows from Lemma 3 by replacing by .
IV. MAIN RESULTS

A. Uninformed Encoder With Side Information Privacy
Theorem 1: For a fixed target distortion pair , the set of achievable tuples is given as
for some distribution such that there exist functions and for which , for and and . We prove Theorem 1 in Appendix B. Here, we present a sketch of the achievability proof. The main idea is to show that the Heegard-Berger encoding scheme achieves the rate-equivocation tradeoff. In particular, the encoding used in the Heegard-Berger scheme is as follows: the source is quantized to at a total rate of . A useful way to interpret this is as follows: the rate of the first quantization is and the rate of the second layer conditioned on the first is . The encoder sends the first quantization uncoded which requires a rate of , and it is received by both decoders. Recall that we are interested in the leakage of at decoder 1. Hence, the uncertainty of given is . To transmit the second quantization layer, the encoder performs binning (as in the quantize-bin scheme with an uninformed encoder) to reduce the rate of transmission to . From Lemma 3, if can be losslessly reconstructed at the decoder, then the bin index is asymptotically independent of the decoder side information. This is the key to the equivocation proof; and the second part of the encoder output does not leak any information at decoder 1. Hence, the uncertainty about given the encoder output is .
B. Informed Encoder With Side Information Privacy
Theorem 2: For a fixed target distortion pair , the set of achievable tuples is given as
for some distribution such that there exist functions and for which , for and and .
The proof for Theorem 2 follows from Theorem 1 by replacing by . Here, we present a sketch of the achievability proof. The main idea is to show that the Kaspi encoding scheme achieves the rate-equivocation tradeoff. In particular, the encoding used in Kaspi scheme is as follows: the source is quantized to at a total rate of . The difference from the previous uninformed case is that the encoder also has access to . A useful way to interpret this is as follows: the rate of the first quantization is and the rate of the second layer conditioned on the first is . The encoder sends the first quantization uncoded which requires a rate of , and it is received by both decoders. Recall that we are interested in the leakage of at decoder 1. Hence, the uncertainty of given is . To transmit the second quantization layer, the encoder performs binning (as in the quantize-bin scheme with an informed encoder) to reduce the rate of transmission to . From Lemma 4, if can be losslessly reconstructed at the decoder, the bin index is asymptotically independent of the decoder side information. Hence, the uncertainty about given the encoder output is .
V. RESULTS FOR A BINARY SOURCE WITH ERASED SIDE INFORMATION
In this section, we illustrate the main results of Theorems 1 and 2. In particular, we consider the following pair of correlated sources: is binary and uniform, and w.p. w.p. , and we consider the Hamming distortion metric, i.e., for both decoders and for both the informed and uninformed cases.
A. Uninformed Case
We are interested in the RDE tradeoff, given as, access to side-information , but rather depends only on the distortion achieved by the uninformed decoder 1. Therefore, the achievable distortion at this decoder is . It is straightforward to check that the rate required by this scheme matches the stated lower bound on , and . This completes the proof of the achievable part. 
B. Informed Encoder
For this case, the RDE tradeoff is given as
where the joint distribution of with can be arbitrary.
As in the previous section, we partition the space of admissible distortion pairs. For simplicity, we denote these partitions as follows: These partitions are illustrated in Fig. 4 .
We provide a partial characterization of the optimal tradeoff as a function of . In particular, we establish the tight characterization of pairs for all values of with the exception of when . This characterization reveals the benefit of the encoder side-information, i.e., for a given rate, to achieve the same distortion pair, the maximum possible equivocation is in general larger for the informed case than the uninformed case.
1) : In this case, the region is trivial since both the decoders can satisfy their distortion constraints which also yields the maximum equivocation, i.e., we have (50) (51)
2)
: In this case, we use the proof as in the uninformed case for the partition to show that (52) (53) Fig. 5 . Illustration of when and .
3)
: The tradeoff for this case is given as follows:
This case differs from the uninformed encoder case in the sense that for the same rate, we can achieve the maximum equivocation and a nontrivial distortion for decoder 1. Since , and , the converse proof is straightforward. The interesting aspect of this regime is the coding scheme, which utilizes the side information at the encoder in a nontrivial manner. To achieve this tradeoff, we set , and send only one description to both the decoders. The conditional distribution that is used to generate the codewords is illustrated in Fig. 5 Therefore, as long as this scheme achieves the optimal tradeoff. We now informally describe the intuition behind this coding scheme: since the encoder has access to side-information , it uses the fact that whenever , no additional rate is required to satisfy the requirement of decoder 2, i.e., for -fraction of time it is guaranteed to exactly recover . However, this yields a distortion of at decoder 1 (since decoder 1 does not have access to ). In the remaining -fraction of time, the encoder describes with a distortion , which contributes to a distortion of at both the decoders. To summarize, the net distortion at decoder 2 is , whereas the distortion at decoder 1 is lowered from to . Furthermore, by construction, is independent of , i.e., , which results in the maximal equivocation at decoder 1. a) : For this case, the tradeoff is given as the set of pairs
where the parameter belongs to the range . We now describe the coding scheme that achieves this region: we set , and send one description at a rate . The conditional distribution that is used to generate the codewords is illustrated in Fig. 6 . The parameters that describe this distribution are chosen such that (70) (71) so that . At decoder 2, the estimate is created as
which yields a distortion of . Since , the worstcase distortion for decoder 2 for a fixed is . Hence, as long as , we can satisfy the fidelity requirements at both decoders. By direct calculations, it can be shown that the resulting tradeoff is as stated above. Compared to all the previous cases, the proof of optimality of the above coding scheme is nontrivial and is relegated to the appendix.
We remark here that in this regime, the tradeoff between rate and privacy can be observed in a precise manner. First, note that the choice yields the operating point as in the uninformed encoder case. Next, when decreases from to 0, the equivocation increases, albeit at the cost of a higher rate. This phenomenon does not occur in the case in which the encoder does not have side information.
Finally, when is in the range , we obtain a lower equivocation by increasing the rate. This phenomenon appears counterintuitive and can be explained as follows: this range of corresponds to a coding scheme in which we give more weight to the side-information when describing to decoder 1. Such a coding scheme can be regarded as the solution to the problem in which the encoder is interested in revealing to decoder 1, while simultaneously satisfying the fidelity requirement for at decoder 1. While it is a feasible solution to the problem, it may not be a desirable coding scheme when the privacy of at the decoder is of primary concern, and thus, there exists a set of rate-equivocation operating points from which one can choose. In Fig. 7 
where is such that . The coding scheme that achieves this tradeoff is similar to the one used when , with the exception that the range of is different. The question of optimality of tradeoff for this regime is still unresolved.
Remark 3:
The RDE tradeoff developed for the binary symmetric channel with erased side information for the two cases in which the encoder is either informed or uninformed is closely related to and inspired by the rate-distortion region (without the additional privacy constraint) developed for these problems by Perron et al. in [5] and [6] . Specifically, for the case in which the encoder is uninformed, the schemes achieving the rate-distortion region suffice to achieve the set of all RDE tuples. In contrast, an informed encoder allows the use of strategies that exploit this to reduce the leakage at the uninformed decoder, i.e., decoder 1 is informed, there are specific differences between the R-D region in [5] and [6] and RDE region developed here. This is because, when the encoder has access to the side-information, it can use it to generate the auxiliary codeword by adapting it to be as orthogonal to as possible so that it leaks minimal information about Y at decoder 1.
VI. CONCLUDING REMARKS
We have determined the rate-distortion-equivocation region for a source coding problem with two decoders, in which only one of the decoders has correlated side information and it is desired to keep this side information private from the uninformed decoder. We have studied two cases of this problem depending on the availability of side information at the encoder. We have proved that the Heegard-Berger and the Kaspi coding schemes are optimal even with an additional privacy constraint for the uninformed and the informed encoder cases, respectively. We have illustrated our results for a binary symmetric source with erasure side information and Hamming distortion which clearly highlight the difference between the informed and uninformed cases and the advantages of encoder side information for enhancing privacy. Future work includes generalization to multiple decoders as well as to continuous-valued sources.
APPENDIX A) Proof of (25): Here, we prove the following inequality:
We have the following sequence of inequalities: It is straightforward to verify that the distortion, rate, and equivocation terms are the same for both and . Next, define a new distribution as follows: w.p. , w.p.
.
We now note that is convex in and is concave in . By Jensen's inequality, this implies that the distribution defined above uses a rate that is at most as large and leads to an equivocation that is at least as large when compared to both the distributions and . Hence, it suffices to consider input distributions of the form , which can be explicitly written as To satisfy the distortion constraint, we also have which leads to . Now, also note that for a fixed , this scheme yields a distortion of at decoder 2. Furthermore, since the range of , we note that the worst-case distortion for decoder 2 (for a fixed ) is . This implies that as long as this region yields the stated tradeoff for the region . Her research interests include information privacy and secrecy in distributed and cyber-physical systems, wireless communications, network information theory and its applications to model and study large data systems. For her doctoral work, she received the 2007-2008 Electrical Engineering Academic Achievement Award from Rutgers University. She received the IEEE Globecom 2011 Best Paper Award for her work on privacy of side-information in multi-user data systems. 
