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Abstract
In this paper, we analyze the cross-correlation properties for Chu sequences, which provide information on the
distribution of the maximum magnitudes of the cross-correlation function. Furthermore, we can obtain the number
of available sequences for a given maximum magnitude of the cross-correlation function and the sequence length.
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I. INTRODUCTION
IN general, it is desired to design a set of sequences with an impulsive autocorrelation function anda zero cross-correlation function for many practical applications. However, according to the Welch
bound, the Sarwate bound, the Sidelnikov bound, the Massey bound and other bounds [1]–[4], it was
shown to be impossible to construct such an ideal set of sequences. Therefore, searching large families of
sequences with good auto-correlation function and cross-correlation function properties has been one of
the most interesting topics in sequence design. For evaluating the correlation properties, one good choice
is to use the maximum sidelobe magnitude of the autocorrelation function and the maximum magnitude
of the cross-correlation function, which are respectively denoted as θˆa and θˆc in this paper. Here, the
following questions arise naturally: how many pairs of sequences are available for a given maximum
values of θˆa and θˆc and what is the distribution of the magnitude of the cross-correlation function?
Among well known good sequences are Kasami [5], Gold [5], Chu [7]–[9] and complex four-phase [10]
sequences. For Kasami and Gold sequences, it was shown that there are
√
N + 1 sequences satisfying
θˆa = 1 and θˆc = 1 +
√
2/N [5][6][11][12], where N is the sequence length. For four-phase sequences,
the number of sequences satisfying θˆa = 1 +
√
N and θˆc = 1 +
√
N is N + 2 [10][13][14]. On the other
hand, the autocorrelation function of Chu sequences is known to be zero except at the lag of an integer
multiple of the sequence length [7]–[9][15]–[17].
A set of Chu sequences with length N is defined as C = {ar | 0 < r < N, gcd(N, r) = 1}, where the
kth element of ar, ar(k), is defined as
ar(k) =


exp
(
jpi
rk2
N
)
, N even,
exp
(
jpi
rk(k + 1)
N
)
, N odd.
(1)
The periodic autocorrelation function with lag τ , θr(τ), of the sequence ar is defined as
θr(τ) =
N−τ−1∑
k=0
ar(k)a
∗
r(k + τ)+
N−τ−1∑
k=N−τ
ar(k)a
∗
r(k + τ −N). (2)
In [8], it was shown that the periodic autocorrelation function of Chu sequences satisfies
θr(τ) =


N, τ mod N = 0,
0, τ mod N 6= 0.
(3)
Let ar and as be any two Chu sequences with length N . Then, the cross-correlation function θr,s(τ) of
ar and as with lag τ is defined as
θr,s(τ) =
N−τ−1∑
k=0
ar(k)a
∗
s(k + τ) +
N−τ−1∑
k=N−τ
ar(k)a
∗
s(k + τ −N)
=
N−1∑
k=0
ar(k)a
∗
s(k + τ),
(4)
where the last equality comes from the fact that ar(k+ d) = ar(k+ d+N) for an arbitrary integer d [8].
In [1] and [18], it was shown that the maximum magnitude of the cross-correlation function θˆc can be
lower-bounded as a function of the sequence length and the maximum magnitude of the autocorrelation
function, θˆa. By using this lower-bound, the optimum correlation properties of a set of sequences can be
defined and it follows that the lower bound of θˆc is equal to
√
N when θˆa equals zero. Certain pairs of
Chu sequences, ar and as, meet this lower-bound when gcd(r − s,N) = 1. However, in order to obtain
more Chu sequences with relatively low cross-correlation values, we need to investigate more general
cross-correlation properties.
In this paper, we derive general properties for cross-correlation function of Chu sequences. Using the
derived properties, we can obtain the magnitude distribution of the cross-correlation function. Here, the
maximum magnitude denotes the maximum magnitude value of the cross-correlation function of two
given Chu sequences among all possible lags and its distribution is taken over all possible pairs of Chu
sequences. In addition, the number of available sequences can be obtained for a given value of θˆc and the
given sequence length.
The remaining of this paper is organized as follows. In Section II, the magnitude of cross-correlation
function of Chu sequences are described. In Section III, the distribution of the maximum magnitude of
the cross-correlation function and the number of available Chu sequences for given maximum cross-
correlation value and the sequence length are investigated. Finally, Section IV concludes this paper.
II. CHARACTERISTIC OF THE CROSS-CORRELATION FUNCTION OF CHU SEQUENCES
In order to investigate the cross-correlation function of Chu sequences in detail, we need to find what
are the possible values that the cross-correlation function of Chu sequences can take, which are given in
the following theorem.
Definition 1: Let r and s be positive integers satisfying 0 < r, s < N , gcd(N, r) = 1 and gcd(N, s) =
1. Also define gr,s = gcd(N, r−s), ur,s = N/gr,s and vr,s = (r−s)/gr,s. Then ur,s is relatively prime with
vr,s. Also, for a given lag τ , we can rewrite it as τ = iτgr,s+ dτ , where iτ = ⌊τ/gr,s⌋ and dτ = τ − iτgr,s.
Theorem 1: The magnitude of the cross-correlation function θr,s(τ), |θr,s(τ)|, is given as
|θr,s(τ)| =


√
Ngr,sδK (dτ ) , N and ur,svr,s even, or N odd,
√
Ngr,sδK
(
dτ − gr,s
2
)
, N even and ur,svr,s odd,
0, otherwise,
where δK (·) is the Kroneker delta function.
To prove Theorem 1, the following lemmas are useful.
Lemma 1 [7][8]: The hth primitive root of unity ξh can be defined as ξh = exp
(
j2pi u
h
)
, where u
is any integer relatively prime to h. Then, for any integer v, 0 < v ≤ h− 1,
h−1∑
k=0
ξ±vkh = 0, ξh 6= 1.
Lemma 2: The squared magnitude of the cross-correlation function is given as
|θr,s(τ)|2 =

ur,sgr,s
gr,s−1∑
m=0
(−1)ur,svr,sm2 exp
(
j2pi
smd
gr,s
)
, N even,
ur,sgr,s
gr,s−1∑
m=0
(−1)vrm(ur,s+1) exp
(
j2pi
smd
gr,s
)
, N odd.
The proof of Lemma 2 is given in Appendix A.
Now, the proof of Theorem 1 is given as follows.
Proof of Theorem 1: First, consider the case when N and ur,svr,s are even. Then, from Lemma 2,
we obtain
|θr,s(τ)|2 = ur,sgr,s
gr,s−1∑
m=0
exp
(
j2pi
smdτ
gr,s
)
. (5)
If dτ = 0, |θr,s(iτur,s)|2 = ur,sg2r,s = Ngr,s. When, dτ 6= 0, since s is relatively prime with gr,s,
|θr,s(iτgr,s + dτ )|2 = 0.
Now, consider the case when N is even and ur,svr,s is odd. When dτ = gr,s/2, we obtain from Lemma
2 that
∣∣∣∣θr,s
(
iτgr,s +
gr,s
2
)∣∣∣∣2 = ur,sgr,s
gr,s−1∑
m=0
exp
{
j2pi
(
−m(ur,svr,sm+ s)
2
)}
. (6)
We know that s is odd because s is relatively prime with N . If m is odd, ur,svr,sm is odd and ur,svr,sm+s
is even. On the other hand, if m is even, ur,svr,sm is also even. Thus, m(ur,svr,sm + s) is always even
and it shows that |θr,s(iτgr,s + gr,s/2)|2 = ur,sg2r,s = Ngr,s. When dτ 6= gr,s/2, from Lemma 2, we can
rewrite |θr,s(τ)|2 as
∣∣∣∣θr,s(iτgr,s + gr,s2 + d′τ )
∣∣∣∣2 = ur,sgr,s
gr,s−1∑
m=0
exp
{
j2pi
(
−m(ur,svr,sm+ s)
2
+
smd′τ
gr,s
)}
= ur,sgr,s
gr,s−1∑
m=0
exp
(
j2pi
smd′τ
gr,s
)
= 0,
(7)
where d′τ = dτ − gr,s/2 and the last equality comes from the fact that s is relatively prime with gr,s.
Finally, consider the case where N is odd. Then gr,s and ur,s should be odd. Then, from Lemma 2, we
obtain
|θr,s(iτgr,s + dτ )|2 = ur,sgr,s
gr,s−1∑
m=0
exp
(
j2pi
smdτ
gr,s
)
=
√
Ngr,sδk (dτ ) ,
(8)
which concludes the proof.
III. DISTRIBUTION OF THE MAXIMUM MAGNITUDES OF THE CROSS-CORRELATION FUNCTION
A. The uniform property
Theorem 1 tells us that the characteristic of the cross-correlation function of two Chu sequences, ar
and as, depends only on gr,s = gcd(r − s,N). For example, when gr,s = 1, θˆc meets the lower bound
of
√
N . On the other hand, when gr,s = N , θˆc becomes the largest value of N . However, it has not yet
been investigated how many sequences are available for a given values of θˆc and the sequence length. To
answer the question, it is required to investigate the distribution of the maximum magnitude values of the
cross-correlation function.
Definition 2: Any given integer N can be represented as N = ∏ki=1 pcii , where pi denotes the ith
smallest prime factor of N . Let us define µN = {n|0 < n < N, gcd(n,N) = 1} as the index set of Chu
sequences of length N . Also, for a given integer c, define the following sets and function as follows.
• UN,c = {n− c | 0 ≤ n < N}
• RN,c = {n− c |n ∈ µN}
• DN,c = {n− c | 0 ≤ n < N and n /∈ µN}
• PmN,c = {npm − c | 0 ≤ n < N/pm }
• GN,x(S) = {n |n ∈ S and gcd(n,N) = x} for a given integer set S.
• |A| : The cardinality of a set |A|.
From Theorem 1, we can see that the maximum magnitude of the cross-correlation function between
ar and as is θˆr,s = max
τ
|θr,s(τ)| =
√
gr,sN . Thus, for given N , s ∈ µN and x, it is easily seen that
GN,x(RN,s) = {r − s | gr,s = gcd(r − s,N) = x and r ∈ µN} is the set of differences between s and
all Chu sequence indices whose maximum squared magnitude of the cross-correlation function with as
is equal to x. Then, |GN,x(RN,s)| is the number of available Chu sequences satisfying θˆ2r,s/N = x. Then,
the main result of this subsection is given in the following theorem.
Theorem 2: Let 1 ≤ s 6= s′ ≤ N be two different integers relatively prime with N . Then, |GN,x(RN,s)| =
|GN,x(RN,s′)|.
Theorem 2 indicates that the distribution of the maximum magnitudes of the cross-correlation function
for a given Chu sequence set can be obtained by fixing one sequence arbitrarily and examining the
cross-correlation functions with the other sequences. The following Lemmas 3–5 are useful the proof of
Theorem 2.
Lemma 3: For any two different integers c and c′, GN,x(UN,c) = GN,x(UN,c′).
Proof: It has been proved that gcd(c + mN,N) = gcd(c, N) [19][20]. Then, it is easily seen that
{ gcd(−c + 1, N), gcd(−c + 2, N), · · · , gcd(−c +N,N) } = { gcd(1, N), gcd(2, N), · · · , gcd(N,N) }
for any integer c. Therefore, GN,x(UN,c) = GN,x(UN,c′).
Lemma 4: Let a and b be positive integers satisfying gcd(a, b) = 1. Also, for an arbitrary positive
integer m, define C = {na− c | k ≤ n < k′}, where k is an arbitrary integer and k′ = k +mb. Then, C
contains exactly m integer multiples of b.
Proof: For the ith element ci = kia − c of C, we can represent it as ci = q(ki)b + e(ki), where
q(ki) = ⌊ci/b⌋ and e(bi) = ci mod b. Note that such a pair of q(k) and e(k) is unique for a given ci [20].
Let dij = ci − cj . Then dij = (ki − kj)a = {q(ki)− q(kj)}b+ e(ki)− e(kj). Thus, e(ki) = e(kj) implies
that (ki−kj) is an integer multiple of b and vice versa because a is relatively prime with b. Now, consider
the partition {Cr, 0 ≤ r < m}, where Cr = {kr,ia + c | k + rb ≤ kr,i < k + (r + 1)b}. Then, each Cr
contain exactly one element that is an integer multiple of b since e(kr,i), k+ rb ≤ kr,i < k+(r+1)b, are
all distinct and 0 ≤ e(kr,i) < b, which concludes the proof.
Lemma 5: Let 1 ≤ s 6= s′ < N be two different integers relatively prime with N . Then, if x is a
divisor of N , |GN,x(DN,s)| = |GN,x(DN,s′)|.
Proof: For a given N = ∏ki=1 pcii , since DN,s = ⋃ki=1 P iN,s from Definition 2, |GN,x (DN,s)| =∣∣∣GN,x (⋃ki=1 P iN,s)∣∣∣. Then, |GN,x (DN,s)| can be rewritten as
|GN,x (DN,s)| =
k∑
i=1
∣∣∣GN,x (P iN,s)∣∣∣−
k−1∑
i1=1
k∑
i2=i1+1
∣∣∣GN,x (P i1N,s ∩ P i2N,s)∣∣∣+ · · ·
+ (−1)k−2
2∑
i1=1
3∑
i2=i1+1
· · ·
k∑
ik−1=ik−2+1
∣∣∣∣∣GN,x
(
k−1⋂
m=1
P imN,s
)∣∣∣∣∣+ (−1)k−1
∣∣∣∣∣GN,x
(
k⋂
i=1
P iN,s
)∣∣∣∣∣ .
(9)
If gcd(x, pm) = 1, it is seen easily that there always exist N/(pmx) integer multiples of x among
the elements in PmN,s from Lemma 4. If gcd(x, pm) 6= 1, pm should be a divisor of x since pm is a
prime number. Thus, there is no integer multiple of x among the elements in PmN,s since x is relatively
prime with s. Thus, GN,x(PmN,s) does not depend on s as long as s is relatively prime with N , i.e.,
GN,x(P
m
N,s) = GN,x
(
PmN,s′
)
. Let M be an arbitrary subset of {1, · · · , k}. Also, let mi denote the ith
element of M . Then, for a given index set M , define LMN,s =
⋂|M |
i=1 P
mi
N,s = {nlm − s | 0 ≤ n < N/lm},
where lm =
∏|M |
i=1 pmi . Similarly, if gcd(x, lm) = 1, there always exist N/ (lmx) integer multiples of x
among elements in LMN,s from Lemma 4. If gcd(x, lm) 6= 1, x should be an integer multiple of pmi for
some mi ∈M . Since s is relatively prime with all pmi , mi ∈M , there is no integer multiple of x among
the elements in LMN,s. Thus, GN,x(LMN,s) does not depend on s as long as s is relatively prime with N .
Thus, from (9), |GN,x(DN,s)| = |GN,x(DN,s′)|.
The proof of Theorem 2 is now given as follows.
Proof of Theorem 2: When x is not a divisor of N , GN,x(RN,s) = ∅ regardless of s. When x is a
divisor of N , from Lemmas 3 and 5, we have already seen that |GN,x(UN,s)| and |GN,x(DN,s)| does not
depend on s as long as s is relatively prime with N and x is a divisor of N . Also, from Definition 2,
since RN,s ∩DN,s = ∅, |GN,x (RN,s)| = |GN,x (UN,s)| − |GN,x (DN,s)|. Thus, GN,x(RN,s) does not depend
on s as long as s is relatively prime with N .
B. The distribution
In this subsection, the distribution of the maximum magnitudes of the cross-correlation function is
investigated. The main result of this subsection is given as follows.
Theorem 3: For N = ∏ki=1 pcii , 0 < x ≤ N , any s relatively prime with N , |GN,x(RN,s)| is given as
|GN,x(RN,s)| =
∏
i∈Mx
φx(i)
∏
j∈Mkx
Φx(j), (10)
where Mx, Mkx , φx(i) and Φx(i) are defined as follows. When x is a divisor of N , Mx denotes the
set of indices of the prime factors of x and Mkx = {1, · · · , k} − Mx. Then, x can be represented as
x =
∏
i∈Mx p
ni(x)
i , where 0 < ni(x) ≤ ci. Also, φx(i) and Φx(i) are defined as
φx(i) , p
ci−ni(x)
i − (1− δK (ci − ni(x))) pci−ni(x)−1i ,
Φx(j) , p
cj
j − 2pcj−1j .
When x is not a divisor of N , Mx , ∅, φx(i) = 0 and Φx(i) = 0, so that |GN,x(RN,s)| = 0.
The following Lemmas 6–10 are useful for the proof of Theorem 3.
Lemma 6 (Euler function [20]): Let ϕ(N) be the number of positive integers that are relatively prime
with N = ∏ki=1 pcii among {n | 0 < n < N}. Then, ϕ(N) is given as
ϕ(N) = N
k∏
i=1
(
1− p−1i
)
. (11)
Lemma 7: If x is not a divisor of N , |GN,x(RN,s)| = 0 since gcd(r − s,N) cannot be equal to x.
Lemma 8: When N is a prime number, for s ∈ µN and 0 < x ≤ N , |GN,x(RN,s)| is given as
|GN,x(RN,s)| =


1, if x = N,
N − 2, if x = 1,
0, otherwise.
(12)
Proof: Since N is a prime number, gcd(r − s,N) = 1 when s 6= r and gcd(r − s,N) = N when
s = r. Thus, |GN,x(RN,s)| = 0 for 1 < x < N . Since |µN | = |RN,s| = N − 1 from Definition 2,
|GN,1 (RN,s)| = N − 2 and |GN,N (RN,s)| = 1 .
Lemma 9: For N = ∏ki=1 pi, its divisor x and gcd(s,N) = 1, we can denote Mx be the set of indices
of the prime factors of x so that x = ∏i∈Mx pi and Mkx = {1, · · · , k} −Mx. Then, |GN,x(RN,s)| is given
as
|GN,x(RN,s)| =


1, if x = N,
∏
i∈Mkx
(pi − 2), if x = ∏
i∈Mx
pi 6= N,
0, otherwise.
(13)
Proof: When k = 1, (13) holds from Lemma 8. Suppose that (13) holds for any divisor x of N
when k = K and let N ′ = NpK+1. Then, the set of all divisors of N ′ is given as {y = x or xpK+1 | x ∈
{all divisors of N}}. Note that µN ′ = {n | 0 < n < N ′, gcd(n,N ′) = 1} = {n + mN |n ∈ µN , 0 ≤
m < pK+1, gcd(n + mN, pK+1) = 1}. Thus, RN ′,s = {n − s |n ∈ µN ′ } = ⋃pK+1−1m=0 RmN,s, where
RmN,s = {n+mN − s |n ∈ µN , gcd(n+mN, pK+1) = 1 }.
When y = x for a divisor x of N , GN ′,y(RmN,s) = {n +mN |n ∈ GN,x(RN,s), gcd(n +mN, pK+1) =
1, gcd(n − s + mN, pK+1) = 1 } since gcd(n − s + mN,N ′) = x implies gcd(n − s,N) = x and
gcd(n − s + mN,N ′) = x if gcd(n − s,N) = x and gcd(n − s + mN, pK+1) = 1. Similarly, when
y=xpK+1 for a divisor x of N , GN ′,y(RmN,s) = {n + mN |n ∈ GN,x(RN,s), gcd(n + mN, pK+1) =
1, gcd(n− s+mN, pK+1) = pK+1 }.
Now, define BN(n) = {n+mN | 0 ≤ m < pK+1 }. Then, it is easily seen that
|GN ′,y(RN ′,s)| =
pK+1−1∑
m=0
|GN ′,y(RmN ′,s)|
=
∑
n∈GN,x(RN,s)
|BN(n)|−|αsN,N ′(x, y)|,
(14)
where αsN,N ′(x, y) = { ζ | ζ ∈
⋃
n∈GN,x(RN,s) BN (n), gcd(ζ + s, pK+1) 6= 1 or gcd(ζ, pK+1) 6= y/x }. From
Lemma 4, it is easily seen that |αsN,N ′(x, y)∩BN(n)| = 2 when y = x since there is exactly one element
in BN(n) for each of the two conditions : gcd(ζ+s, pK+1) 6= 1 and gcd(ζ, pK+1) 6= 1 and the elements are
different due to the fact that gcd(ζ+s, pK+1) 6= 1 and gcd(s,N) = 1 implies gcd(ζ, pK+1) = 1. Similarly,
pK+1 − 1 elements are not integer multiples of pK+1 in BN(n) when y = xpK+1 since the first condition
gcd(ζ + s, pK+1) 6= 1 and gcd(s,N ′) = 1 implies the second condition gcd(ζ, pK+1) = 1 6= pK+1.
Thus, from (14), |GN ′,y(RN ′,s)| = pK+1|GN,x(RN,s)| − 2|GN,x(RN,s)| = (pK+1 − 2)∏i∈MKx (pi − 2) =
∏
i∈MK+1y
(pi − 2) when y = x and |GN ′,y(RN ′,s)| = pK+1|GN,x(RN,s)| − (pK+1 − 1)|GN,x(RN,s)| =
∏
i∈MKx
(pi − 2) = ∏i∈MK+1y (pi − 2) when y = xpK+1, which concludes the proof.
Lemma 10: For N = pc11 , its divisor x = p
n1(x)
1 , 0 < n1(x) ≤ c1 and s ∈ µN , |GN,x(RN,s)| is given as
|GN,x(RN,s)| =


φx(1), if x = pn1(x)1 ,
Φx(1), ifx = 1,
0, otherwise.
(15)
Proof: When n1(x) = c1, GN,N(RN,s) = { r − s | gcd(r − s,N) = N, r ∈ µN } = { 0 }, which
implies |GN,N(RN,s)| = 1. When 0 < n1(x) < c1, GN,pn1(x)1 (RN,s) = { r− s | gcd(r− s,N) = p
n1(x)
1 , r ∈
µN } = { r − s | r = mpn1(x)1 + s, 0 ≤ m < pc1−n1(x)1 , gcd(m, p1) = 1 }. Since there are pc1−n1(x)−11
integer multiples of p1 among {m | 0 ≤ m < pc1−n1(x)1 }, |GN,pn1(x)1 (RN,s)| = p
c1−n1(x)
1 − pc1−n1(x)−11 .
When x = 1, |GN,1(RN,s)| = { r − s | gcd(r − s,N) = 1, r ∈ µN }. Note that |GN,1(RN,s)| =
|RN,s| − ∑Nx=2 |GN,x(RN,s)| = |µN | − ∑c1i=1 |GN,pi1(RN,s)|. Since |µN | = pc1−11 (p1 − 1) from Lemma
6 and |GN,N(RN,s)| = 1, |GN,1(RN,s)| = pc11 − pc1−11 −
∑c1−1
i=1 (p
c1−i
1 − pc1−i−11 )− 1 = pc11 − 2pc1−11 .
Now, the proof of Theorem 3 is given as follows.
Proof of Theorem 3: When k = 1, (10) holds from Lemma 10. Suppose that (10) holds for any
divisor x of N when k = K and let N ′ = NpcK+1K+1 . Then, the set of all divisors of N ′ is given as a
{ xplK+1 | x ∈ {all divisors of N}, 0 ≤ l ≤ cK+1 }. Note that µN ′ = {n | 0 < n < N ′, gcd(n,N ′) = 1} =
{n + mN |n ∈ µN , 0 ≤ m < pcK+1K+1 , gcd(n + mN, pK+1) = 1}. Thus, RN ′,s = {n − s |n ∈ µN ′ } =
⋃
m∈{0,··· ,p
cK+1
K+1 −1}
RmN,s, where RmN,s = {n+mN − s |n ∈ µN , gcd(n +mN, pK+1) = 1 }.
When y = x for a divisor x of N , GN ′,y(RmN,s) = {n +mN |n ∈ GN,x(RN,s), gcd(n +mN, pK+1) =
1, gcd(n − s + mN, pK+1) = 1 } since gcd(n − s + mN,N ′) = x implies gcd(n − s,N) = x and
gcd(n− s+mN,N ′) = x if gcd(n− s,N) = x and gcd(n− s+mN, pK+1) = 1. Also, when y = xplK+1
for a divisor x of N and 1 ≤ l ≤ cK+1, GN ′,y(RmN,s) = {n+mN |n ∈ GN,x(RN,s), gcd(n+mN, pK+1) =
1, gcd(n− s+mN, plK+1) = plK+1 }.
Now, define BN(n) = {n+mN | 0 ≤ m < pcK+1K+1 }. Then, it is easily seen that
|GN ′,y(RN ′,s)| =
p
cK+1
K+1 −1∑
m=0
|GN ′,y(RmN ′,s)|
=
∑
n∈GN,x(RN,s)
|BN(n)|−|αsN,N ′(x, y)|,
(16)
where αsN,N ′(x, y) = { ζ | ζ ∈
⋃
n∈GN,x(RN,s) BN (n), gcd(ζ + s, pK+1) 6= 1 or gcd(ζ, pcK+1K+1 ) 6= y/x }.
Similarly to the proof of Lemma 9, |αsN,N ′(x, y) ∩ BN (n)| = 2pcK+1−1K+1 when y = x and |GN ′,y(RN ′,s)|
then is given as
|GN ′,y(RN ′,s)| =pcK+1K+1
∏
i∈Mx
φx(i)
∏
j∈MKx
Φx(j)− 2pcK+1−1K+1
∏
i∈Mx
φx(i)
∏
j∈MKx
Φx(j)
=
∏
i∈My
φy(i)
∏
j∈MK+1y
Φy(j),
(17)
since My = Mx, MK+1y = MKx ∪ {K + 1}, φy(i) = φx(i) for i ∈ Mx, Φy(j) = Φx(j) for j ∈ MKx and
Φy(K+1) = p
cK+1
K+1 −2pcK+1−1K+1 so that
∏
i∈MK+1y
Φy(j) =
(
p
cK+1
K+1 − 2pcK+1−1K+1
)∏
i∈Mx Φx(i). Also, similarly
to the proof of Lemma 9, |αsN,N ′(x, y)∩BN (n)| = pcK+1K+1 − 1 when y = xpcK+1K+1 and |GN ′,y(RN ′,s)| is then
given as
|GN ′,y(RN ′,s)| = pcK+1K+1
∏
i∈Mx
φx(i)
∏
j∈MKx
Φx(j)−
(
p
cK+1
K+1 − 1
)∏
i∈Mx
φx(i)
∏
j∈MKx
Φx(j)
=
∏
i∈Mx
φx(i)
∏
j∈MKx
Φx(j) =
∏
i∈My
φy(i)
∏
j∈MK+1y
Φy(j),
(18)
since My = Mx ∪ {K + 1}, MK+1y = MKx , φy(i) = φx(i) for i ∈ Mx and φy(K + 1) = 1 so that
∏
i∈My φy(i) =
∏
i∈Mx φx(i) and
∏
i∈MK+1y
Φy(j) =
∏
i∈MKx
Φx(j) for j ∈MKx = MK+1y . When y = xplK+1
for 0 < l < cK+1, GN ′,y(RN ′,s) =
⋃pcK+1−1
K+1
m=0 GN ′,y(R
m
N ′,s) = { ζ | ζ ∈
⋃
n∈GN,x(RN,s)
BN,y(n), ζ = mp
l
K+1 +
s, 0 ≤ m < pcK+1−lK+1 , gcd(m, pK+1) = 1}. Similar to the proof of Lemma 10, |GN ′,y(RN ′,s)| is given as
|GN ′,y(RN ′,s)| =
(
p
cK+1−l
K+1 − pcK+1−l−1K+1
)
|GN,x(RN,s)|
=
(
p
cK+1−l
K+1 − pcK+1−l−1K+1
) ∏
i∈Mx
φx(i)
∏
j∈MKx
Φx(j)
=
∏
i∈My
φy(i)
∏
j∈MK+1y
Φy(j),
(19)
since My = Mx∪{K+1}, MK+1y = MKx , φy(i) = φx(i) for i ∈Mx and φy(K+1) = pcK+1−lK+1 −pcK+1−l−1K+1
so that ∏i∈My φy(i) =
(
p
cK+1−l
K+1 − pcK+1−l−1K+1
)∏
i∈Mx φx(i) and Φy(j) = Φx(j) for j ∈ MKx = MK+1y ,
which concludes the proof.
C. Number of Available Chu sequences
In this section, the number of available Chu sequences satisfying a given maximum magnitude of the
cross-correlation is investigated. The main result of this subsection is given in the following theorems.
Theorem 4: Let a partial Chu sequence set CA be defined as CA = {ar | r ∈ A } for a given partial
index set A ⊂ µN and θˆAc be the maximum magnitude of the cross-correlation among sequences in CA.
Then, θˆAc ≤ |θ| if and only if any two elements in CA, ar and as, satisfy gcd(r − s,N) ≤ |θ|2/N .
Proof: The proof is apparent since θˆr,s =
√
N gcd(r − s,N) from Theorem 1.
Theorem 5: For a given
√
N ≤ |θ| ≤ N , let XN,θ = { all divisors of N = ∏ki=1 pcii greater than
|θ|2/N }, xmin = minXN,θ, Mxmin = {n|1 ≤ n < xmin, gcd(n,N) = 1}, and xϕmin = arg minx∈XN,θ ϕ (x).
Then, the largest cardinality among partial Chu sequence sets satisfying θˆAc ≤ |θ| is lower bounded by
|Mxmin| and upper bounded by ϕ(xϕmin).
Proof: The lower bound is apparent from Theorem 4 since the difference of any two elements in
Mxmin is smaller than xmin. Now, consider the upper bound part. Define
Rxϕmin = ∪n∈NxϕminR
n
xϕmin
, (20)
where Rnxϕmin = {mxϕmin + n|0 ≤ m < N/xϕmin} and Nxϕmin = {n|1 ≤ n < xϕmin , gcd(n, xϕmin) = 1}.
Then, it is apparent that µn ⊂ Rxϕmin and |Nxϕmin | = ϕ(xϕmin). Let A be any partial Chu sequence set
satisfying θˆAc ≤ |θ|. Then, A ∩Rnxϕmin ≤ 1 because the difference of any two distinct elements in Rnxϕmin
is at least xmin. Thus, we can pick at most one element in Rnxϕmin for each n ∈ Nxϕmin , which proves the
upper bound.
Lemma 11: Rnxϕmin ∩ µn 6= ∅ for any n ∈ Nxϕmin .
Proof: Since gcd(n, xϕmin) = 1, gcd(mxϕmin+n,N) = gcd(n, (N/xϕmin−m)xϕmin) = gcd(n,N/xϕmin
−m). If gcd(n,N) = 1, gcd(mxϕmin + n,N) = 1 when m = 0. If gcd(n,N) = g > 1, gcd(mxϕmin +
n,N) = 1 when 1 ≤ m = N(g − 1)/(xϕming) < N/xϕmin , which concludes the proof.
Note that Lemma 11 implies that the upper bound in Theorem 5 is tight. Also, although not shown
explicitly, exhaustive search showed that we can find a partial Chu sequence set with cardinality equal
to the upper bound for the sequence length N up to 105. Thus, although not proved, we may conjecture
that the largest cardinality among partial Chu sequence sets satisfying θˆAc ≤ |θ| is ϕ(xϕmin).
Example 1 (N = 143, |θ| = √1430) : In this example, xmin = xϕmin = 11, Rxϕmin = {11m + n | 0
≤ m < 13 and 1 ≤ n < 11} and ϕ (xϕmin) = 10. It is easily found that CA, A = {1, 2, · · · , 10}, satisfies
θˆAc ≤ |θ| and |A| = ϕ (xϕmin).
Example 2 (N = 154, |θ| = √1540) : In this example, xmin = 11, xϕmin = 14, Rxϕmin = {14m+ n | 0
≤ m < 11, 1 ≤ n < 14, gcd(n, 14) = 1} and ϕ (xϕmin) = 6. Note that {n|1 ≤ n < 14, gcd(n, 14) = 1} =
{1, 3, 5, 9, 11, 13} and 11 is not relatively prime with N so that it cannot be included in a partial Chu
sequence set. Instead of 11, pick 14× 2 + 11 = 39 to construct A = {1, 3, 5, 9, 13, 39}. Then, it is easily
found that CA satisfies θˆAc ≤ |θ| and |A| = ϕ (xϕmin).
The three subfigures in Fig. 1 shows the number of available Chu sequences satisfying |θˆA/N |2 < θ2N
for θ2N = 0.01, 0.05, 0.1, when N is around 512, 1024, and 2048, respectively. Also, Table I gives the
prime factors of N used in Fig. 1. It is well known that N is preferred to be a prime number, which
is confirmed from the results. Also, the results indicate that, in cases we must choose N among non-
prime numbers by some reason, the number of available Chu sequences tends to increase as the smallest
difference between prime factors increases. Thus, it is preferred to choose N composed of two prime
factors with relatively large difference (e.g., 508, 514, 515, 2045, 2049, 2051 as shown in Table I.
IV. CONCLUSIONS
In this paper, we analyzed generalized cross-correlation properties for Chu sequences. From the analysis,
it was obtained that i) the magnitude of the cross-correlation function between any two Chu sequences for
all possible lags, ii) the distribution of the maximum magnitude of the cross-correlation among a given
Chu sequence set and iii) the number of available Chu sequences satisfying a given cross-correlation
constraint.
APPENDIX
A. Proof of Lemma 1
When N is an even number, we can rewrite θr,s(τ) as
θr,s (τ) =
N−1∑
k=0
exp
(
jpi
rk2
N
)
exp
(
−jpis (k + τ )
2
N
)
= exp
(
−pi sτ
2
ur,sgr,s
) ur,sgr,s−1∑
k=0
exp
{
j2pi
(
vr,sk
2
2ur,s
− sk (iτgr,s + dτ )
ur,sgr,s
)}
.
(21)
Then, the squared magnitude, |θr,s(τ)|2, is given as
|θr,s (τ)|2 =
ur,sgr,s−1∑
k=0
ur,sgr,s−1∑
l=0
exp
{
j2pi
(
vr,sk
2
2ur,s
− sk (iτgr,s + dτ )
ur,sgr,s
)}
exp
{
j2pi
(
sl (iτgr,s + dτ )
ur,sgr,s
− vr,sl
2
2ur,s
)}
.
(22)
The last term in (22) is periodic with period ur,sgr,s because
exp
{
j2pi
(
s(l + ur,sgr,s)(iτgr,s + dτ )
ur,sgr,s
− vr,s (l + ur,sgr,s)
2
2ur,s
)}
= exp
{
j2pi
(
sl(iτgr,s + dτ )
ur,sgr,s
− vr,sl
2
2ur,s
)}
exp
(
−jpivr,sur,sg2r,s
)
exp {j2pi(iτgr,s + dτ + lgr,svr,s)}
= exp
{
j2pi
(
sl(iτgr,s + dτ )
ur,sgr,s
− vr,sl
2
2vr,s
)}
,
(23)
where the last equality comes from the fact that gr,s is always even so that exp
(
−jpivr,sur,sg2r,s
)
= 1
because r − s should be even when N is even. For a periodic function f(x) with period N , it is easily
seen that
N−1∑
l=0
f(l) =
N+k−1∑
e=k
f(e). (24)
Then, from (23) and (24), (22) can be rewritten as
|θr,s (τ)|2 =
ur,sgr,s−1∑
k=0
exp
{
j2pi
(
vr,sk
2
2ur,s
− sk (iτgr,s + dτ )
ur,sgr,s
)}
·
ur,sgr,s+k−1∑
e=k
exp
{
j2pi
(
se (iτgr,s + dτ )
ur,sgr,s
− vr,se
2
2ur,s
)}
=
ur,sgr,s−1∑
k=0
exp
{
j2pi
(
vr,sk
2
2ur,s
− sk (iτgr,s + dτ )
ur,sgr,s
)}
·
ur,sgr,s−1∑
e=0
exp
{
j2pi
(
s(e+ k) (iτgr,s + dτ )
ur,sgr,s
− vr,s(e+ k)
2
2ur,s
)}
=
ur,sgr,s−1∑
e=0
exp
{
j2pi
(
vr,se
2
2ur,s
− se (iτgr,s + dτ )
ur,sgr,s
)} ur,sgr,s−1∑
k=0
exp
(
−j2pivr,ske
ur,s
)
.
(25)
The last term can be divided in two terms in (25), when e = mur,s and e 6= mur,s for 0 ≤ m < gr,s.
Therefore, it can be expressed as
|θr,s (τ)|2 =
∑
e=mur,s
exp
{
j2pi
(
vr,se
2
2ur,s
− se (iτgr,s + dτ )
ur,sgr,s
)} ur,sgr,s−1∑
k=0
exp
(
−j2pivr,ske
ur,s
)
+
∑
e 6=mur,s
exp
{
j2pi
(
vr,se
2
2ur,s
− se (iτgr,s + dτ )
ur,sgr,s
)} ur,sgr,s−1∑
k=0
exp
(
−j2pivr,ske
ur,s
)
.
(26)
When e 6= mur,s for 0 ≤ m < gr,s, the last term is equal to 0 from Lemma 1 in (26) because ur,s is
relatively prime with vr,s. Accordingly, we can rewrite (26) as follows
|θr,s (τ)|2 =
∑
e=mur,s
exp
{
j2pi
(
vr,se
2
2ur,s
− se (iτgr,s + dτ )
ur,sgr,s
)} ur,sgr,s−1∑
k=0
exp
(
−j2pivr,ske
ur,s
)
=
gr,s−1∑
m=0
exp
{
j2pi
(
vr,sur,sm
2
2
−sm (iτgr,s + dτ )
gr,s
)} ur,sgr,s−1∑
e=0
exp (−j2pivr,sme)
= ur,sgr,s
gr,s−1∑
m=0
(−1)vr,sur,sm2 exp
(
smdτ
gr,s
)
.
(27)
When N is an odd number, we can derive |θr,s(τ)|2 in similar to case when N is even. Accordingly, we
can rewrite |θr,s(τ)|2 as
θr,s (τ) =
N−1∑
k=0
exp
(
jpi
rk (k + 1)
N
)
exp
(
−jpis (k + τ ) (k + 1 + τ)
N
)
= exp
(
−jpis (τ
2 + τ)
ur,sgr,s
) ur,sgr,s−1∑
k=0
exp
{
j2pi
(
vr,s (k
2 + k)
2ur,s
− sk (iτgr,s + dτ )
ur,sgr,s
)}
.
(28)
Then, the squared magnitude, |θr,s(τ)|2, is given as
|θr,s (τ)|2 =
ur,sgr,s−1∑
k=0
ur,sgr,s−1∑
l=0
exp
{
j2pi
(
vr,s (k
2 + k)
2ur,s
− sk (iτgr,s + dτ)
ur,sgr,s
)}
exp
{
j2pi
(
sl (iτgr,s + dτ )
ur,sgr,s
− vr,s (l
2 + l)
2ur,s
)}
.
(29)
The last term in (29) is periodic with period ur,sgr,s because
exp
{
j2pi
s (l + ur,sgr,s) (iτgr,s + dτ )
ur,sgr,s
}
exp

−jpi
vr,s
(
(l + ur,sgr,s)
2 + (l + ur,sgr,s)
)
ur,s


= exp
{
j2pi
(
sl (iτgr,s + dτ )
ur,sgr,s
− vr,s (l
2 + l)
2ur,s
)}
exp(−jpivr,sgr,sur,s(gr,s+1))exp(j2pi(iτgr,s+dτ+lgr,svr,s))
= exp
{
j2pi
(
sl (iτgr,s + dτ )
ur,sgr,s
− vr,s (l
2 + l)
2ur,s
)}
,
(30)
where the last equality comes from the fact that gr,s+1 is always even so that exp (−jpivr,sgr,s (ur,sgr,s + 1)) =
1 because r − s should be odd when N is odd. Then, from (24) and (30), (29) can be rewritten as
|θr,s (τ)|2 =
ur,sgr,s−1∑
k=0
exp
{
j2pi
(
vr,s (k
2 + k)
2ur,s
− sk (iτgr,s + dτ)
ur,sgr,s
)}
·
ur,sgr,s+k−1∑
e=k
exp
{
j2pi
(
se (iτgr,s + dτ )
ur,sgr,s
− vr,s (e
2 + e)
2ur,s
)}
=
ur,sgr,s−1∑
e=0
exp
{
j2pi
(
vr,s (e
2 + e)
2ur,s
− se (iτgr,s + dτ )
ur,sgr,s
)} ur,sgr,s−1∑
k=0
exp
(
−j2pivr,ske
ur,s
)
.
(31)
The last term can be divided in two terms in (31), when e = mur,s and e 6= mur,s for 0 ≤ m < gr,s.
Therefore, it can be expressed as
|θr,s (τ)|2 =
∑
e=mur,s
exp
{
j2pi
(
vr,s(e
2 + e)
2ur,s
− se (iτgr,s + dτ )
ur,sgr,s
)} ur,sgr,s−1∑
k=0
exp
(
−j2pivr,ske
ur,s
)
+
∑
e 6=mur,s
exp
{
j2pi
(
vr,s(e
2 + e)
2ur,s
− se (iτgr,s + dτ )
ur,sgr,s
)} ur,sgr,s−1∑
k=0
exp
(
−j2pivr,ske
ur,s
)
.
(32)
When e 6= mur,s for 0 ≤ m < gr,s, the last term is equal to 0 from Lemma 1 in (32) because ur,s is
relatively prime with vr,s and we can rewrite (32) as follows
|θr,s (τ)|2 =
∑
e=mur,s
exp
{
j2pi
(
vr,s(e
2 + e)
2ur,s
− se (iτgr,s + dτ )
ur,sgr,s
)} ur,sgr,s−1∑
k=0
exp
(
−j2pivr,ske
ur,s
)
=
gr,s−1∑
m=0
exp
{
j2pi
(
vr,sm(ur,s + 1)
2
− sm (iτgr,s + dτ )
gr,s
)} ur,sgr,s−1∑
e=0
exp (−j2pivr,sme)
= ur,sgr,s
gr,s−1∑
m=0
(−1)vr,sm(ur,s+1) exp
(
smdτ
gr,s
)
.
(33)
On that way we have proved Lemma 1.
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TABLE I
THE PRIME FACTORS OF ADJACENT NUMBERS FOR N = 512, 1024 AND 2048
N 507 508 509 510 511 512 513 514 515 516 517
Prime factors 3, 132 22, 127 509 2, 3, 5, 17 7, 73 29 33, 19 2, 257 5, 103 22, 3, 43 11, 47
N 1019 1020 1021 1022 1023 1024 1025 1026 1027 1028 1029
Prime factors 1019 22, 3, 5, 17 1021 2, 7, 73 3, 11, 31 210 52, 41 2, 33, 19 13, 79 22, 257 3, 73
N 2043 2044 2045 2046 2047 2048 2049 2050 2051 2052 2053
Prime factors 32, 227 22, 7, 73 5, 409 2, 3, 11, 31 23, 89 211 3, 683 2, 52, 41 7, 293 22, 33, 19 2053
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Fig. 1. Number of available sequences for a given maximum magnitude bound of the cross-correlation function
