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Introduction
McKenna and Walter [4] found the physical model of jumping problem from a bridge suspended by cables under a load. The nonlinear suspension bridge equation (with length π) is as follows
u is π − periodic in t and even in x and t, (1.3) where the nonlinearity −(bu + ) crosses an eigenvalue λ 10 . This equation represents a bending beam supported by cables under a load f. The constant b represents the restoring force if the cables stretch. The nonlinearity u + models the fact that cables resist expansion but do not resist compression.
Let L be the differential operator, Lu = u tt + u xxxx . Then the eigenvalue problem for u(x, t)
with (1.2) and (1.3) has infinitely many eigenvalues
and corresponding eigenfunctions ϕ mn (m, n ≥ 0) given by ϕ mn = cos 2mt cos(2n + 1)x.
We note that all eigenvalues in the interval (−19, 45) are given by
] and H the Hilbert space defined by H = {u ∈ L 2 (Q)| u is even in x and t}.
Then the set of eigenfunctions {ϕ mn } is an orthonormal base in H. Hence equation (1.1) with (1.2) and (1.3) is equivalent to
McKenna and Walter [4] showed by degree theory that equation (1.4) with constant load 1 + ϵh ( h is bounded ) has at least two solutions.
Choi, Jung and McKenna [1] showed by a variational reduction method that equation (1.4) with constant load 1 + ϵh ( h is bounded ) has at least three solutions when condition (1.3) is replaced by u is π − periodic in t and even in x.
(
Liu [3] consider the semilinear beam equation where the nonlinear term is a function with different powers.
A typical example is
Nam and Choi [5] considered the following beam equation (1)
, t) = 0, u is π-periodic in t and even in x and t, where f is defined by (2) f (x, t, s) =
where p, q > 2 and p ̸ = q. We denote by (Λ 
We consider an orthonormal system of eigenfunctions {e In this paper we consider the multiplicity of the solutions for a class of a system of critical growth beam equations, with periodic condition on t and Dirichlet boundary condition
where α, β > 1 are real constants, u + = max{u, 0}, ϕ 00 is the eigenfunction corresponding to the positive eigenvalue λ 00 = 1 of the eigenvalue problem u tt + u xxxx = λ mn u with (1.2), (1.3). The system can be rewritten by
where ∇ is the gradient operator,
We assume that
(C) Our main result is the following: In section 2, we show that system (1.5) has a negative solution. In section 3, we approach the variational method and recall the critical point theorem which is the linking theorem for the strongly indefinite functional to find the second solution. In section 4, we prove the existence of the second solution of (1.5).
Linear problem
The eigenvalue problem Lu = λu with (1.2), (1.3) has infinitely many eigenvalues
and corresponding normalized eigenfunctions ϕ mn (m, n ≥ 0) given by
] and H 0 the Hilbert space defined by
The set of functions {ϕ mn } is an orthonormal basis in H 0 . Let us denote an element u in H 0 by
We define a Hilbert space D as follows
Then this space is a Banach space with norm
Let us set E = D × D. We endow the Hilbert space E with the norm
We are looking for the weak solutions of (1.5) in D × D. We have some properties. Since |λ mn | ≥ 1 for all m, n, we have the following lemma (cf. [2] ).
(ii) ∥u∥ = 0 if and only if ∥u∥ L 2 (Q) = 0.
Proof. Let λ mn is an eigenvalue of L. We notice that {λ mn | |λ mn | < |c|} is finite. Let
Hence we have the inequality
for some C, which means that Proof. We note that (u * , v * ) is a solution of system (2.1) and the uniqueness is the consequence of Lemma 2.4 and Lemma 2.5.
Lemma 2.3. Assume that the conditions (A), (B) and (C) hold. Then the system
We need to find a spectral analysis for the linear operator LU − AU . The following lemma need a simple 'Fourier Series' argument(cf. [2] ).
is well defined and continuous;
is well defined and continuous. Notice that if ab < 0, the second alternative can never occur.
Using Lemma 2.4 with the case µ = 0 we can easily derive Lemma 2.5.
Lemma 2.5. Assume that the conditions (A), (B) and (C) hold. Then the system
has only the trivial solution U (x, t) =
) .
Variational approach
In this section we suppose that s > 0, t > 0. Then (1.5) has a positive solution (u 0 , v 0 ) with u 0 > 0, v 0 > 0. To find the second solution of system (1.5) we approach the variational method and recall the linking theorem for the strongly indefinite functional. Now we are looking for the weak solutions of system (1.5). We observe that the weak solutions of (1.5) coincide with the critical points of the corresponding functional
We notice that the solution (u, v) of system (1.5) is of the form (u, v) = (ū,v) + (u 0 , v 0 ), where (ū,v) is a nontrivial solution of the system
Thus it suffices to find the nontrivial solution of system (3.2). We observe that the weak solutions of (3.2) are the critical points of the functional
Thus we shall find the critical points for J. Now we recall the linking theorem for strongly indefinite functional (cf. 
LU · U is positive definite, null, negative definite, respectively and E + , E 0 and E − are mutually orthogonal. Let P + be the projection for E onto E + , P 0 the one from E onto E 0 and P − the one from E onto E − . Let (E n ) n be a sequence of closed subspaces of E with the conditions:
Let P En be the orthogonal projections from E onto E n .
Let us define
Let us prove that the functional J satisfies the linking geometry. 
Proof. (i) By (C) and (3.5), for
Since √ ab < 1 = λ 00 and α + β > 2, there exist a number δ > 0, a small number ρ > 0 and a small ball
We note that
Choosing s 1 > 0 such that
we get, by (3.6) that the last integral in the equality above is positive for s ≥ s 1 since √ ab < 1 = λ 00 and α + β > 2. Hence J(sŨ ) → −∞ as s → ∞. Therefore we can choose a large number R > 0 and a large ball
So the assertion (ii) hold. So the lemma is proved. Jung and Choi [2] proved that the functional J satisfies the (P.S.) * c condition for any c ∈ R. 
Main result
In this section we prove the main result of this paper. We note that τ < +∞. Let (E n ) n be a sequence of subspaces of E satisfying (3.4). Clearly E 0 ⊂ E n for all n, and ∂B ρ and ∂W link. We have, for all n ∈ N ,
Moreover, by Lemma 3.3, J n = J| En satisfies the (P.S.) * c condition for any c ∈ R. Thus by Lemma 3.1 (Linking Theorem), there exists a critical point (u n , v n ) for J n with
