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We deﬁne the notion of minimal density of an n × n binary
matrix, which is the smallest number of non-zero entries a matrix
can have after conjugation by an element of GL(n,2). We give
upper bounds on the minimal density for two important cases.
We discuss how minimal density behaves with respect to block
diagonal matrices and Jordan blocks whose eigenvalues are all one.
We also give an algorithm for computing the minimal density
which is reasonably fast when the density is low. Finally, we
compute the largest minimal density that an n×n matrix can have
when n = 6k + 1 for k 2.
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1. Minimal density of block diagonal matrices
Let d(M) denote the density (the number of non-zero entries) of an n × n non-singular, binary
matrix M . We deﬁne the minimal (conjugate) density of M to be the integer
δ(M) = min{d(LML−1): L ∈ GL(n,2)}.
In the remainder of this chapter, we establish notation and provide basic results pertaining to how
minimal density behaves on block diagonal matrices. In Chapter 2, we introduce a simple algorithm
for computing the minimal density of any non-singular binary matrix. This algorithm is not meant to
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However, it is effective for gaining insight while studying small matrices whose minimal density is
low. In Chapter 3, we consider the case where M is a companion matrix of a polynomial. Here we
compute the minimal density of all such matrices when the degree of the polynomial is at most four,
and completely characterize these cases according to the form of the polynomial. In Chapter 4, we
compute the minimal density of a Jordan block whose eigenvalues are all one, an important special
case also used in the next chapter. Finally, in Chapter 5, we address the question of computing the
largest minimal density that an n×n matrix can have, for both the speciﬁc case of a companion matrix
of a degree n polynomial and the general case. We obtain the surprising result that the minimal
density of an n × n matrix is bounded above by 3n/2 and this bound is usually sharp. When it is not
sharp, it is “almost” sharp, and we can determine what this value is and characterize these exceptions.
Let (M) be the number of matrices LML−1 that have minimal density δ(M). If M is the compan-
ion matrix of a polynomial f ∈ F2[x], then we will write M = C( f ). Let B1 ⊕· · ·⊕ Bk denote the direct
sum of B1, . . . , Bk , i.e. the block diagonal matrix with blocks B1, . . . , Bk . By conjugating B1 ⊕ · · · ⊕ Bk
by L1 ⊕ · · · ⊕ Lk , where d(Li Bi L−1i ) is minimal, we obtain the following lemma:
Lemma 1.1. δ(B1 ⊕ · · · ⊕ Bk) δ(B1) + · · · + δ(Bk).
Corollary 1.2. n δ(M) 2n − k, where k is the number of invariant factors of M.
Proof. M is conjugate to B1 ⊕· · ·⊕ Bk , where B1, . . . , Bk are the companion matrices of the invariant
factors of M . If ri is the size of Bi , then Bi has ri − 1 ones on the super-diagonal and at most ri ones
on the bottom row. Thus ri  δ(Bi) 2ri − 1. Then by Lemma 1.1,
n δ(M)
k∑
i=1
δ(Bi)
k∑
i=1
(2ri − 1) = 2
k∑
i=1
ri − k = 2n − k
since n = r1 + · · · + rk .
The inequality in Lemma 1.1 can be strict. Let B1 = C(x + 1) and B2 = C(x2 + x + 1). Then conju-
gating
B1 ⊕ B2 =
⎛
⎝ 1 0 00 0 1
0 1 1
⎞
⎠ by L =
(1 1 0
1 0 1
1 1 1
)
shows that δ(B1 ⊕ B2) = 3 < 4 = 1+ 3 = δ(B1) + δ(B2).
Even though the preceding example shows that equality in Lemma 1.1 does not hold in general,
one might ask whether it holds generically. The following lemma provides some evidence that equal-
ity does not hold generically.
Lemma 1.3. Let B1 and B2 be the above matrices, and let X1 and X2 be invertible binary matrices. Then one
of the following three conditions holds:
δ(X1 ⊕ B1) < δ(X1) + δ(B1),
δ(X2 ⊕ B2) < δ(X2) + δ(B2),
δ(X1 ⊕ B1 ⊕ X2 ⊕ B2) < δ(X1 ⊕ B1) + δ(X2 ⊕ B2).
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δ(X1) + δ(X2) + 4 = δ(X1) + δ(B1) + δ(X2) + δ(B2)
= δ(X1 ⊕ B1) + δ(X2 ⊕ B2)
= δ(X1 ⊕ B1 ⊕ X2 ⊕ B2)
 δ(X1) + δ(X2) + δ(B1 ⊕ B2)
= δ(X1) + δ(X2) + 3.
Thus 4 3, a contradiction. 
Consider the following algorithm for generating a random invertible matrix. Fix 0 < t < 1 and
choose the dimension N of the matrix according to a geometric distribution, Pr(N = n) = tn(1 − t).
Then select an invertible N × N matrix uniformly at random from GL(N,2). Letting t approach 1 from
below corresponds to taking large matrices.
Theorem 1.4. Suppose X is a random matrix as described above. Then there are ﬁxed matrices A such that
limsupt→1− Pr(δ(X ⊕ A) = δ(X) + δ(A)) < 1.
Proof. We will show that A may be taken to be either B1 = C(x+ 1) or B2 = C(x2 + x+ 1). Suppose
on the contrary that limsupt→1− Pr(δ(X ⊕ Bi) = δ(X) + δ(Bi)) = 1 for i = 1,2. Recall two basic facts
about random matrices, see [2] for proofs. First, if the sizes of the matrices are chosen geometrically
as we assumed, the rational canonical forms corresponding to different irreducible polynomials are
independent. Second, consider the irreducible polynomial x + 1. Since this is a linear polynomial,
the corresponding rational canonical form is just its Jordan form. For any such Jordan form on the
1 eigenspace, the probability of seeing that Jordan form converges to a ﬁxed non-zero constant as
t → 1− .
The fact that the probabilities of seeing a particular Jordan form on the 1 eigenspace are non-
zero means that if we restrict to only matrices X having a ﬁxed Jordan form for their 1 eigenspace
(and use the resulting conditional distribution on them), then the limsup above must still be 1.
The independence of the rational canonical forms for different polynomials means that if X1 is a
random matrix for which 1 is not an eigenvalue, then X1 ⊕ B1 will behave, up to conjugation, like a
random matrix for which 1 is an eigenvalue with multiplicity 1. That is, X1 ⊕ B1 and such a random
matrix will have exactly the same joint distributions on the rational canonical forms of all irreducible
polynomials. Since these rational canonical forms determine the matrix up to conjugation, another
way to say this is that if P is a random invertible matrix, then P (X1 ⊕ B1)P−1 has exactly the same
distribution as a random matrix for which the eigenvalue 1 has multiplicity 1. Since δ depends only
on conjugacy classes, it follows that with probability nearly 1, we will have δ(X1⊕ B1) = δ(X1)+δ(B1)
and δ(X1 ⊕ B1 ⊕ B2) = δ(X1 ⊕ B1)+ δ(B2). However, this contradicts the version of Lemma 1.3 where
X2 is omitted (the same proof holds). 
A few remarks on Theorem 1.4 are in order. First, although we used speciﬁc matrices B1 and B2,
any pair of matrices for which equality fails in Lemma 1.1 would work. Second, one could probably
compute a speciﬁc constant smaller than 1, but with this simple proof, the bound would not be sharp.
The simplicity of the argument here outweighs the desire for specifying a constant more precisely.
Finally, one could get a similar theorem for the usual notion of random matrices, but it would be
substantially weaker because it would use lim inf instead of limsup.
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may still fail when all three are combined. Let M = B1 ⊕ B2 ⊕ B3, where B1 = C(x+ 1), B2 = C(x3 +
x+ 1), and B3 = C(x3 + x2 + 1). Then
M =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 1 0 1 0 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 0 0 0 1 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Then for 1  i < j  3, δ(Bi) = 1,4,4, δ(Bi ⊕ B j) = 5,5,8, but δ(M) = 7. This happens because
x7 + 1 = (x + 1)(x3 + x + 1)(x3 + x2 + 1). Before stating a general result, we remind the reader of
the following lemma (Theorem 3.3.15 in [1]) which we will use repeatedly.
Lemma 1.5. If f is both the minimal and characteristic polynomial of M, then M and C( f ) are conjugate.
Theorem 1.6. Suppose that f (x) ∈ F2[x] is square-free and has k+ 2 terms. Let Bi = C(gi), where g1, . . . , gr
are the distinct irreducible factors of f over F2 . Then δ(B1 ⊕ · · · ⊕ Br) deg( f ) + k.
Proof. The gi are irreducible and relatively prime, so the minimal polynomial of Bi is gi and the
minimal polynomial of B1 ⊕ · · · ⊕ Br , which is the least common multiple of the gi , is f (x). Thus the
characteristic polynomial of B1 ⊕ · · · ⊕ Br is also f (x). By Lemma 1.5, B1 ⊕ · · · ⊕ Br is similar to C( f ),
which has density deg( f ) + k. 
Suppose n > 1 is odd and f (x) = xn + 1. Then f is square-free and the previous theorem applies.
We have δ(C( f )) = δ(B1 ⊕ · · · ⊕ Br) = n. But δ(B1) + · · · + δ(Br) is at least n and can only equal n
if each Bi is a permutation matrix, i.e. each gi is a binomial. This would contradict the square-free
property of f . Thus equality in Lemma 1.1 must fail for the Bi . Theorem 1.6 suggests a general strategy
for ﬁnding block diagonal matrices for which the inequality in Lemma 1.1 is strict. Take polynomials
whose companion matrices do not have an extremely low minimal density, but whose product is
(very) sparse. The block diagonal matrix formed from these companion matrices is a likely candidate
for equality to fail in Lemma 1.1.
Before ending this section, we would like to address a special case of Lemma 1.1, namely disproving
the tempting conjecture:
δ(M ⊕ M) = 2δ(M).
The following lemma illustrates the form a counterexample might take.
Lemma 1.7. Let M = A ⊕ B, where δ(A ⊕ B ⊕ B) < δ(A ⊕ B) + δ(B) and δ(A ⊕ B) = δ(A) + δ(B). Then
δ(M ⊕ M) < 2δ(M).
Proof. δ(M ⊕ M) = δ(A ⊕ B ⊕ A ⊕ B) δ(A) + δ(A ⊕ B ⊕ B) < δ(A) + δ(A ⊕ B) + δ(B) = 2δ(A ⊕ B) =
2δ(M). 
Computer search reveals that the smallest counterexample occurs when n > 4, and that the small-
est example for Lemma 1.7 with B = (1) occurs when n = 9:
M.P. Abramson et al. / Advances in Applied Mathematics 47 (2011) 23–48 27A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 1 1 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 0 0 0 1 1 1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
It turns out that A ⊕ (1) ⊕ (1) is conjugate to C(x2 + 1) ⊕ C(x3 + 1) ⊕ C(x5 + 1). Thus it has minimal
density 10. This is the smallest direct sum of matrices C(xk + 1) which contains the summands of A,
thus δ(A)  9 and δ(A ⊕ (1))  10. Then by Lemma 1.7, A ⊕ (1) is a counterexample. Furthermore,
A ⊕ (1) is a speciﬁc matrix for which Theorem 1.4 holds.
2. A minimal density algorithm
In the algorithms below, n + dmax will be the largest density the user is willing to try in order to
compute the minimal density.
Algorithm 2.1. The following algorithm can be used to compute the minimal density of M and count
the number of minimal density conjugates of M .
Input M ∈ GL(n,2), dmax
count := 0
For ν = 0,1, . . . ,dmax
D := {μ ∈ Mn,n(F2): d(μ) = ν}
For i in Sn
P := permutation matrix of i
For j in {P + k ∈ GL(n,2): k ∈ D, d(P + k) = n + ν}
If M ∼ j, count += 1
End For
If count > 0 Return (n + ν,count)
End For
End For
Proof. Since all of the loops are over ﬁnite sets, Algorithm 2.1 terminates. The algorithm proceeds by
exhaustively testing the similarity of M to progressively denser matrices. If dmax is suﬃciently large,
M will eventually be tested against itself. If it encounters a positive similarity result with a smaller
density matrix, it counts the number of matrices of that density similar to M . Thus the algorithm
correctly computes minimal density. 
As n increases, Algorithm 2.1 becomes impractical very quickly because the outer loop requires n!
steps. Help comes, however, from the following theorem which allows Algorithm 2.1 to be restated
more eﬃciently as Algorithm 2.3.
Theorem 2.2. For ﬁxed ν In Algorithm 2.1, it suﬃces in the outer loop to exhaust over the conjugacy classes of
Sn and in the inner loop to exhaust over the conjugacy classes of {P + k: k ∈ D, d(P + k) = n + ν}.
Proof. For the outer loop, if P ′ is conjugate to P , then there exists a permutation matrix Q such that
P ′ = Q P Q −1. Then P ′ +k = Q P Q −1+k = Q (P + Q −1kQ )Q −1, so P ′ +k is conjugate to P + Q −1kQ .
But d(Q −1kQ ) = d(k), so exhausting over k will exhaust over Q −1kQ . Thus exhausting over P + k
will exhaust over P ′ +k. For the inner loop, the result follows from the transitivity of conjugation. 
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the number of minimal density conjugates of M .
Input M ∈ GL(n,2), dmax
count := 0
For ν = 0,1, . . . ,dmax
D := {μ ∈ Mn,n(F2): d(μ) = ν}
For i in the conjugacy classes of Sn
P := any permutation matrix in i
For S in the conjugacy classes of
{P + k ∈ GL(n,2): k ∈ D, d(P + k) = n + ν}
j := any element of S
If M ∼ j, count += size(i)*size( j)
End For
If count > 0 Return (n + ν,count)
End For
End For
Proof. The termination and correctness of Algorithm 2.3 follow immediately from the proofs of Algo-
rithm 2.1 and Theorem 2.2. 
Algorithm 2.3 works quite well in practice when n is not too large, and dmax  3. As n gets larger,
the likelihood that the minimal density is larger than n + 3 increases. Theoretically, we could allow
dmax > 3, but by the time n is big enough that n+ 4 can occur as a minimal density, the algorithm is
too slow to compute it.
Before leaving this chapter, we will illustrate Algorithm 2.3 with an example. Let n = 3 so that we
are working in GL(3,2), the group of all non-singular 3 × 3 matrices over F2. The order of S3 is 6,
but there are only 3 conjugacy classes, represented by the permutation matrices:
{(1 0 0
0 1 0
0 0 1
)}
,
{(0 1 0
1 0 0
0 0 1
)
,
(0 0 1
0 1 0
1 0 0
)
,
(1 0 0
0 0 1
0 1 0
)}
,
{(0 0 1
1 0 0
0 1 0
)
,
(0 1 0
0 0 1
1 0 0
)}
.
Let us compute the minimal density of
M =
(1 1 1
0 1 1
0 0 1
)
.
Set dmax = 3. For our ﬁrst iteration, ν = 0, so D will contain only the zero matrix. The ﬁrst permu-
tation matrix P will be the identity matrix, and S will be the conjugacy class of the identity matrix
which is just the identity matrix. We then test to see if M is conjugate to the identity matrix; it
is not. We then select a permutation matrix from the second and third conjugacy classes of Sn and
verify that M is not conjugate to any of them.
We now increment ν to 1. Now D contains 9 matrices, each of which has a single non-zero entry.
There are only 6 ways of adding a matrix of D to a permutation matrix, for which the resulting
density is 4. We start with the identity matrix and take all 6 matrices containing an additional 1,
where there had been a 0, and test it to see if it is conjugate to M; again, it is not. We then take a
permutation matrix from the second conjugacy class of Sn:
Q =
(0 1 0
1 0 0
)
.0 0 1
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see if it conjugate to M , and we ﬁnd that M is conjugate to 4 density 4 matrices:
(0 1 1
1 0 0
0 0 1
)
,
(0 1 0
1 0 1
0 0 1
)
,
(0 1 0
1 0 0
0 1 1
)
,
(0 1 0
1 0 0
1 0 1
)
(thus size( j) is 4). Since the size of the second conjugacy class of Sn is 3 (size(i)), Algorithm 2.3
correctly computes the minimal density to be 4 and the number of density 4 matrices conjugate to
M to be 12, and stops.
3. Companion matrices of sparse polynomials
Theorem 3.1. If M = C( f ), then δ(M) = n if and only if f (x) = xn + 1.
Proof. Clearly, if f (x) = xn + 1, d(M) = δ(M) = n. Conversely, suppose δ(M) = n. Then M is conjugate
to a permutation matrix P . The 1 eigenspace of M consists of at most the all ones vector, and the
1 eigenspace of a permutation matrix P consists of all vectors constant on the cycles of P . Thus P
must consist of a single n-cycle. Since f is the characteristic polynomial of M and of P , we must have
f (x) = xn + 1. 
Theorem 3.2. If f is a trinomial and M = C( f ), then δ(M) = n + 1 and furthermore, this density is attained
if and only if a single one is added to a permutation matrix representing an n-cycle.
Proof. A permutation matrix has characteristic polynomial
(
xa + 1)(xb + 1) · · · (xc + 1),
where a,b, . . . , c are the cycle lengths of the underlying permutation π . If d(M) = n + 1, then M
must be a permutation matrix plus a single 1. Reordering rows (and columns), we may assume the
permutation matrix is block diagonal, whose blocks are permutation matrices of cycles, and the ex-
tra 1 is on or above the (block) diagonal. If the extra 1 is above the diagonal, then it does not change
the characteristic polynomial (though it does effect the Jordan form). If the extra 1 is in a diagonal
block, then it only effects the contribution of that block and the characteristic polynomial of M is
(xa + xk + 1)(xb + 1) · · · (xc + 1). Thus, if π has more than one cycle, then 1 is an eigenvalue of M . But
1 is not an eigenvalue of C( f ), so π must have a single cycle. Thus the only way to get a companion
matrix of a trinomial with density n+ 1 is to take a permutation matrix representing a single n-cycle
and add a single 1. Conversely, any trinomial arises in this way since the rational canonical form of a
companion matrix of a trinomial has n + 1 ones. 
Theorem 3.3. If f is a tetranomial of degree n, then n + 1 δ(C( f )) n + 2.
Proof. This follows immediately from d(C( f )) = n + 2 and Theorem 3.1. 
Theorem 3.4. If δ(M) = n + 1 and the characteristic polynomial of M is a tetranomial, then it has one of the
following forms, where n > 2k > 0:
Standard cases:
xn + xn−k + xk + 1 = (xn−k + 1)(xk + 1), (a)
xn + xn−k + x2k + 1 = (xn−k + xk + 1)(xk + 1) (n = 3k), (b)
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xn + xn/2+k + xk + 1 = (xn/2 + xk + 1)(xn/2 + 1) (n even). (c)
Exceptional cases:
x6k + x5k + x3k + 1 = (x3k + xk + 1)(x2k + 1)(xk + 1), (d)
x6k + x3k + xk + 1 = (x3k + x2k + 1)(x2k + 1)(xk + 1), (d′)
x7k + x6k + x5k + 1 = (x4k + xk + 1)(x2k + 1)(xk + 1), (e)
x7k + x2k + xk + 1 = (x4k + x3k + 1)(x2k + 1)(xk + 1). (e′)
Proof. The proof of Theorem 3.2 shows that the only characteristic polynomials possible for an n × n
matrix of density n + 1 are
Type I
(
xa + 1)(xb + 1) · · · (xc + 1),
Type II
(
xa + xk + 1)(xn−a + 1), a > k,
Type III
(
xa + xk + 1)(xb + 1) · · · (xc + 1), a > k.
Note that Type III actually subsumes Type II. We have made a distinction between these cases because
polynomials of Type II admit an easy analysis, but polynomials of Type III require a much more
intricate analysis, which usually reduces to concluding the case was already covered by Type II.
All the characteristic polynomials of Type I are symmetric in that the coeﬃcient of xk is the same
as the coeﬃcient of xn−k . Thus the only tetranomials of Type I are given by (a).
For Type II, (xa + xk + 1)(xn−a + 1) = xn + xn+k−a + xn−a + xa + xk + 1. For this to be a tetranomial,
some pair of the middle four terms must cancel. The cases k = n − a and a = n − a give (b) and (c),
respectively. The case a = n + k − a gives (n + k even and)
(
x
n+k
2 + xk + 1)(xn−k2 + 1)= xn + xn−k2 + xk + 1,
which can be rearranged into (b′) by setting m = (n − k)/2. The other three cases a = k, k = n + k − a
and n − a = n + k − a lead to impossibilities (a = k, n = a and k = 0). Thus Types I and II produce
families (a)–(c).
For Type III, let
q(x) = (xa + xk + 1)(xb + 1) · · · (xc + 1)= xn + xr + xs + 1
be a tetranomial of degree n, where n > r > s > 0. To reduce the number of cases, we will exploit the
ﬂexibility to replace a polynomial q(x) by its reverse polynomial xnq(1/x). Note that the notion of type
is preserved by this operation, the only change being that in Types II and III, the factor xa + xk + 1 is
replaced by xa + xa−k +1. Thus this ﬂexibility lets us assume a−k > k. (If a = 2k, then q is symmetric
leading again to (a).) The one complication is that if we reduce the number of cases in this way, we
will see either a polynomial or its reverse but not necessarily both. The statement of the theorem is
designed to handle this. Cases (a) and (c) are ﬁxed by reversal. Cases (b) and (b′), (d) and (d′), and
(e) and (e′) ﬂip-ﬂop during reversal.
Let
p(x) = (xb + 1) · · · (xc + 1)= xn−a + · · · + 1.
M.P. Abramson et al. / Advances in Applied Mathematics 47 (2011) 23–48 31Note that p is symmetric in that p(x) = xn−a p(1/x). Then
xr + xs + xn−s + xn−r = q(x) + xnq(1/x)
= (xa + xk + 1)p(x) + (xa + xa−k + 1)p(x)
= (xa−k + xk)p(x).
Hence
(
xa−k + xk)(xn + xr + xs + 1)= (xa−k + xk)q(x)
= (xa + xk + 1)(xa−k + xk)p(x)
= (xa + xk + 1)(xr + xs + xn−s + xn−r).
Thus we have the equation
(
xa + xk + 1)(xr + xs + xn−s + xn−r)+ (xa−k + xk)(xn + xr + xs + 1)= 0
which can be rewritten as
(
xa + xk + 1)(xn−s + xn−r)+ (xa + xa−k + 1)(xr + xs)+ (xa−k + xk)(xn + 1)= 0. (†)
Since n > a > 2k > 0 and n > r > s > 0, when (†) is expanded into a sum of monomials, it is easy
to see that the monomial of lowest degree must belong to the set {xs, xk, xn−r}, since every other
monomial that occurs has degree strictly greater than one of these monomials. Because the left side
of (†) is equal to zero, each monomial that is computed must occur an even number of times in
the expansion, including the monomial of lowest degree. It follows that exactly two of the three
monomials xs, xk, xn−r must be equal. If s = n − r, then q(x) = (xr + 1)(xs + 1) which was considered
in Type I above, and contradicts q(x) being of Type III. So we have just two cases to consider: s = k
and k = n − r.
Case 1. s = k. Here (†) expands to
xa + xa−k + xa+k + xn + xn−k + xk+n + xn−r + xa+n−r + xk+n−r + xr + xa+r + xa−k+r = 0.
Since n > a > 2k > 0 and n > r > k > 0, the possible lowest monomials are xr , xn−r and xa−k .
Equating the exponents, Case 1 splits into three subcases: n = a+ r−k, n = 2r and a = k+ r.
Case 1A. s = k and n = a + r − k. Here (†) reduces further to
x2a−k + xa+k + xr + xa−2k+r = (xa−2k + 1)(xa+k + xr)= 0.
Since a > 2k, r = a + k. Then p(x) = x2a+xa+k+xk+1
xa+xk+1 = xa + 1, which is Type II.
Case 1B. s = k and n = 2r. Here (†) reduces further to
xa + xa−k + xa+k + x2r + xa−k+r + xk+r + x2r−k + x2r+k = 0.
Since 2r > a > 2k > 0, the possible lowest monomials are xa−k and xk+r . Thus
a = 2k + r, and (†) reduces further to
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Since r > k > 0, r = 3k, so p(x) = x6k+x3k+xk+1
x5k+xk+1 , which is never a polynomial (thus
a contradiction).
Case 1C. s = k and a = k + r. Here (†) reduces further to
xn + xn−k + xn−r + xk+n−r + x2r + xk+r + x2k+r + xk+2r
= (xk + 1)(xr−k + 1)(xn−r + xr+k)= 0.
Since r > k > 0, n = 2r + k, so p(x) = x2r+k+xr+xk+1
xr+k+xk+1 = xr + 1, which is Type II.
Case 2. k = n − r. Here (†) expands to
xa−k + x2k + xa+k + xr + xa−k+r + x2k+r + xk+r−s
+ xa+k+r−s + x2k+r−s + xs + xa+s + xa−k+s = 0.
Since n = r + k > a > 2k > 0 and r > s > 0, the possible lowest monomials are xa−k , x2k ,
xk+r−s and xs . Equating the exponents, this case splits into six subcases: a = 3k, a = 2k +
r − s, a = k + s, r = s + k, s = 2k and r = 2s − k.
Case 2A. n = k + r and a = 3k. Here (†) reduces further to
x4k + xr + xk+r−s + x2k+r−s + x4k+r−s + xs + x2k+s + x3k+s = 0.
Since r > 2k > 0 and r > s > 0, the possible lowest monomials are x4k , xs and
xk+r−s . Equating the exponents, Case 2A splits into three further subcases: s = 4k,
r = 2s − k and r = s + 3k.
Case 2A′ . n = k + r, a = 3k and s = 4k. Here (†) reduces further to
x6k + x7k + xr−3k + xr−2k = (xk + 1)(x6k + xr−3k)= 0,
so r = 9k. Then p(x) = x10k+x9k+x4k+1
x3k+xk+1 = 1+ xk + x2k + x5k + x6k + x7k . Sup-
pose that p(x) = 1+xk+x2k+x5k+x6k+x7k = (xb1 +1) · · · (xbm +1). If two
factors are the same then we can combine them since (xb +1)2 = x2b +1.
Thus we may assume that b1 < · · · < bm . Expanding the polynomial, we
see that xb1 is the lowest degree monomial. Then b1 = k and cancel-
ing a factor xk + 1 produces (xb2 + 1) · · · (xbm + 1) = p(x)/(xk + 1) =
x6k + x4k + x3k + x2k +1. Then by the same argument, b2 = 2k. But x2k +1
does not divide x6k + x4k + x3k + x2k + 1, so we have a contradiction.
Case 2A′′ . n = k + r, a = 3k and r = 2s − k. Here (†) reduces further to
x4k + xk+s + x2k+s + x2s−k = (x2k + xs)(x3k + xs)x−k = 0,
so s = 2k or 3k. If s = 2k, p(x) = x4k+x3k+x2k+1
x3k+xk+1 = xk + 1, which is Type II.
If s = 3k, p(x) = x6k+x5k+x3k+1
x3k+xk+1 = x3k + x2k + xk + 1, which is (d). By con-
sidering the reverse of the polynomial q(x), we get (d′) as well.
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x5k + x7k + xs + xs+2k = (x5k + xs)(x2k + 1)= 0,
so s = 5k. Then p(x) = x9k+x8k+x5k+1
x3k+xk+1 = 1 + xk + x2k + x4k + x5k + x6k =
(x2k + xk + 1)(x4k + 1). But then x9k + x8k + x5k + 1 = (x3k + xk + 1)(x2k +
xk + 1)(x4k + 1) = (x5k + x4k + 1)(x4k + 1), which is a special case of (b)
when n = 9m and k = 4m. Replacing q(x) by its reverse, we get a special
case of (b′) as well.
Case 2B. n = k + r and a = 2k + r − s. Here (†) reduces further to
x3k+2r−2s + xk+2r−s + x2k+r−s + xr + x3k+r−s + xk+r + x2k + xs
= (x2k + xs)(xr−s + 1)(xk+r−s + 1)= 0,
so s = 2k. Then p(x) = xr+k+xr+x2k+1
xr+xk+1 = xk + 1 which is Type II.
Case 2C. n = k + r and a = k + s. Here (†) reduces further to
x2k + xr + xk+r−s + x2k+r−s + x2s + x2k+s + xr+s + xk+2s = 0.
Since r > s > k > 0, the possible lowest monomials are x2k and xk+r−s . So we must
have r = s + k. Thus (†) reduces further to
x2s + xk+s + xs+2k + x3k = (xs + xk)(xs + x2k)= 0.
If s = 2k, then p(x) = x4k+x3k+x2k+1
x3k+xk+1 = xk + 1, which is Type II. If s = k, then n =
r + s, so q(x) is a symmetric tetranomial covered by (a), contradicting q(x) being
of Type III.
Case 2D. n = k + r and r = s + k. Here (†) reduces further to
xa−k + x3k + xa+k + xa+2k + xs + xa+s−k + xk+s + x3k+s = 0.
Since a > 2k > 0, the possible lowest monomials are xa−k , x3k and xs . Equating
exponents produces three cases: a = s + k, s = 3k or a = 4k. The case a = s + k
reduces to Case 2C. If s = 3k, (†) reduces further to
x6k + x4k + xa+k + xa−k = (x2k + 1)(xa−k + x4k)= 0,
so a = 5k = (3k + k) + k = (s + k) + k = r + k = n, contradicting n > a. If a = 4k,
(†) reduces further to
x6k + x5k + xk+s + xs = (xk + 1)(xs + x5k)= 0,
so s = 5k. Then p(x) = x7k+x6k+x5k+1
x4k+xk+1 = x3k + x2k + xk + 1, which is (e). Replacing
q(x) by its reverse, we get (e′) as well.
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x2k+a + x2k+r + xa−k + xr−k = (x3k + 1)(xa−k + xr−k)= 0,
so a = r, and we have reduced to Case 2B.
Case 2F. n = k + r and r = 2s − k. Here (†) reduces further to
xa−k + x2k + xa+k + xa−k+s + xk+s + xa−2k+2s + x2s−k + x2s+k = 0.
Since 2s > a > 2k > 0, the possible lowest monomials are xa−k and x2k . Hence
a = 3k, and we have reduced to Case 2A′′ .
Thus the equations above account for all tetranomials that can be characteristic polynomials of den-
sity n + 1 matrices. We conclude by showing that the exceptional cases are not special cases of the
standard cases. Since (a) is symmetric and the exceptional cases are not, none of the exceptional cases
can be special cases of (a). Notice that (b′), (d′) and (e′) are the reverse polynomials of (b), (d) and (e),
respectively, and vice versa. It is easily seen then that an exceptional case is a special case of (b) or
(b′) if and only if the reverse of that exceptional is a special case of (b′) or (b), respectively. Thus
we need only consider the exceptional cases (d) and (e) as special cases of the standard cases (b),
(b′) and (c). To prove they are never equal, we assume they are, equate the three non-trivial expo-
nents and exhibit a contradiction. The degrees must match, so in each case there are two subcases
depending on which of the other two terms are the same.
(d) = (b). Suppose (d) had the form xn + xn−m + x2m + 1. Then n = 6k, and either n − m = 5k and
2m = 3k, or n −m = 3k and 2m = 5k. The ﬁrst case leads to 12k − 3k = 10k and the second
to 12k − 5k = 6k, both contradictions.
(d) = (b′). Suppose (d) had the form xn + xn−2m + xm + 1. Then n = 6k, and either n − 2m = 5k and
m = 3k, or n − 2m = 3k and m = 5k. The ﬁrst case leads to 6k − 6k = 5k and the second to
6k − 10k = 3k, both contradictions.
(d) = (c). Suppose (d) has the form xn + xn/2+m + xm + 1. Then n = 6k and either n/2 +m = 5k and
m = 3k, or n/2+m = 3k and m = 5k. The ﬁrst case leads to 3k + 3k = 5k and the second to
3k + 5k = 3k, both contradictions.
(e) = (b). Suppose (e) had the form xn + xn−m + x2m + 1. Then n = 7k, and either n − m = 6k and
2m = 5k, or n −m = 5k and 2m = 6k. The ﬁrst case leads to 14k − 5k = 6k and the second
to 7k − 3k = 5k, both contradictions.
(e) = (b′). Suppose (e) had the form xn + xn−2m + xm + 1. Then n = 7k, and either n − 2m = 6k and
m = 5k, or n − 2m = 5k and m = 6k. The ﬁrst case leads to 7k − 10k = 6k and the second to
7k − 12k = 5k, both contradictions.
(e) = (c). Suppose (e) has the form xn + xn/2+m + xm + 1. Then n = 7k, and either n/2+m = 6k and
m = 5k, or n/2+m = 5k and m = 6k. The ﬁrst case leads to 7k/2+ 5k = 6k and the second
to 7k/2+ 6k = 5k, both contradictions.
Thus the exceptional cases are not special cases of the standard ones. 
Corollary 3.5. If f is one of the standard case tetranomials listed in Theorem 3.4, then δ(C( f )) = n+ 1. If f is
one of the exceptional cases, then the direct sum of companion matrices of the factors listed on the right-hand
side has minimal density n + 1.
Proof. In cases (b)–(e′) it is obvious that the direct sum of the companion matrices of the factors
listed on the right-hand side has minimal density n + 1. In cases (b)–(c), the factors on the right
are relatively prime. Thus the minimal polynomial of this direct sum is the product of the minimal
polynomials of the factors. Thus in cases (b)–(c), the minimal and characteristic polynomials of the
direct sum are both f , so by Lemma 1.5, the direct sum is conjugate to C( f ). In case (a), consider
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Deﬁne Bv j = v j+1 for 0  j < n − k, Bwi = wi+1 for 0  i < k − 1, and Bwk−1 = w0 + v0. Then
B consists of two diagonal blocks and a single 1 off the block diagonal, where the two blocks are
permutation matrices representing an (n − k)-cycle and a k-cycle. Clearly B has density n + 1 and
characteristic polynomial (xn−k + 1)(xk + 1). A polynomial in B annihilates v0 if and only if it is a
multiple of xn−k + 1. On the other hand, if a polynomial annihilates w0 then it must be a multiple of
xk + 1. Since (Bk + I)w0 = v0, it follows that the minimal polynomial of B is also (xn−k + 1)(xk + 1).
Hence B is conjugate to C( f ). 
The examples of Corollary 3.5 are not the only matrices with tetranomial characteristic polynomial
and density n + 1; other Jordan forms can arise. A full list of possibilities can be extracted from the
proof of Theorem 3.4.
4. Jordan blocks with eigenvalue 1
Theorem 4.1. Let n = 2m1 + 2m2 + · · · + 2ms , where the mi are distinct. Suppose M has characteristic poly-
nomial (x + 1)n and has a single Jordan block of size n. Then δ(M) = n + s − 1, and the number of minimal
density conjugates LML−1 is given by
(M) =
{
(n − 1)! if s = 1,
n!(s − 2)!2m1+···+ms+1 ∑
1i< js
2−mi−mj if s > 1.
Proof. Let B be the block matrix with diagonal blocks of size 2m1,2m2, . . . ,2ms whose diagonal blocks
are upward cyclic shifts by one place, whose blocks one above the diagonal have a single 1 in the
lower left corner and all other blocks zero. Equivalently, consider vectors vi, j with 1  i  s and
0 j < 2mi , where the j index is read cyclically mod 2mi . Following the same strategy as in the proof
of Corollary 3.5, deﬁne Bvi, j = vi, j+1 except for Bvi,2mi−1 = vi,0 + vi+1,0 for 1  i < s. Then B has
n+ s− 1 non-zero entries (n in its diagonal blocks and s− 1 off-diagonal). The off-diagonal entries do
not effect the characteristic polynomial since they are all above the diagonal, hence the characteristic
polynomial of B is
(
x2
m1 + 1) · · · (x2ms + 1)= (x+ 1)n
and one easily computes that (B + I)n is the least power of B + I which annihilates v1,0. Thus B is
conjugate to M , so δ(M) d(B) = n + s − 1.
Conversely, suppose B is any matrix conjugate to M . Since det(B) = 1, B must contain a permuta-
tion matrix. Say this permutation has cycles of lengths c1, . . . , ck . Mentally draw a multigraph whose
vertices are these cycles and we draw an edge between cycle i and cycle j if there is a non-zero entry
of B which shares a row with a vertex of cycle i and a column with a vertex of cycle j, or vice versa.
Since M has a single Jordan block, this graph must be connected. Choose a spanning subtree and con-
sider the matrix C formed by the cycles and the entries corresponding to the spanning subtree. Then
C will have n + k − 1 non-zero entries and characteristic polynomial (xc1 + 1)(xc2 + 1) · · · (xck + 1).
If k  s, then we already have d(B)  d(C)  n + s − 1 so imagine k < s. View D = xI + C as the
incidence matrix of a bipartite labeled graph, that is build a graph G whose vertices are the rows and
columns of D = xI + C and join row i to column j by an edge labeled di, j if di, j = 0. Then G consists
of k cycles, alternating labels 1 and x and k − 1 edges joining the cycles. A minor of D corresponds
to deleting some vertices of G , hence consists of at most k− 1 disjoint cycles and some paths joining
them. Thus the determinant of any minor of D is a polynomial in x with at most 2k−1 non-zero en-
tries. If B has m more non-zero entries than C , then using multilinearity of det(xI+ B) in these entries
we see the characteristic polynomial of B is the characteristic polynomial of C plus 2m − 1 determi-
nants of minors of D . Thus the characteristic polynomial of B has at most 2k + (2m −1)2k−1 non-zero
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hence B has at least n +m + k − 1 n + s non-zero entries. Thus in this case d(B) > n + s − 1.
We have now shown that any matrix B has density at least n + s − 1 and we have exhibited a
B that attains that bound, thus we conclude that δ(M) = n + s − 1. Furthermore, d(B) = n + s − 1 if
and only if B = C consists of cycles of lengths 2m1 ,2m2 , . . . ,2ms joined together in a tree. We can be
more precise about this tree and direct it. Again build the multigraph (now directed) whose vertices
are these cycles and there is an edge from cycle i to cycle j if there is a non-zero entry which shares
a column with cycle i and a row with cycle j. Applying B + I repeatedly pushes vectors forward in
this graph, thus B will have a single Jordan block if and only if this directed graph is a directed path.
This enables us to calculate the number of such matrices. The set of permutations which commute
with a product of disjoint cycles of lengths 2m1 , 2m2 , . . . , 2ms is of size 2m1+···+ms , being just products
of powers of these cycles. Thus there are n!2−m1−···−ms permutation matrices with these cycles. To
join them up we must choose an order for the cycles and for each pair of consecutive cycles, say
of size 2ma , 2mb , one of the 2ma+mb entries which would join them. For a particular order beginning
with ma and ending with mb these multiply to 2−ma−mb22m1+2m2+···+2ms . Thus the number is (n− 1)!
if s = 1 and
n!(s − 2)!2m1+···+ms+1
∑
1i< js
2−mi−mj
for s > 1. 
The following table shows δ(M) and (M) for these matrices when n is small:
n δ(M) (M) n δ(M) (M)
3 4 2 · 3! 10 11 2 · 10!
4 4 3! 11 13 22 · 11!
5 6 2 · 5! 12 13 2 · 12!
6 7 2 · 6! 13 15 26 · 13!
7 9 14 · 7! 14 16 28 · 14!
8 8 7! 15 18 280 · 15!
9 10 2 · 9! 16 16 15!
Theorem 4.2. Let M be a (2n +2m)× (2n +2m) matrix, withm,n 2, all of whose eigenvalues are 1. Suppose
further that M = B1 ⊕ B2 where B1 and B2 are Jordan blocks of size 2 j and 2n + 2m − 2 j , respectively, where
0 j min(m,n) − 2. Then δ(M) = 2n + 2m + 2 and
(M)
{
22m−2− j(2m+1)! n =m,
2m+n−1− j(2n + 2m)! n >m.
Proof. We ﬁrst prove the lower bound on δ(M). The proof of Theorem 3.1 shows that δ(M) > 2n +2m
since M is not conjugate to a permutation matrix representing a (2n + 2m)-cycle. (For example, be-
cause M has a 2-dimensional 1-eigenspace.) If δ(M) = 2n+2m+1, then as in the proof of Theorem 3.2,
M is conjugate to a permutation matrix with a single 1 added. Further, we may assume this permu-
tation matrix is block diagonal with blocks representing cycles and the extra 1 lies on or just above
the block diagonal. If the extra 1 lies on the block diagonal, then the characteristic polynomial of M
would have a trinomial factor. However, the characteristic polynomial of M is (x+ 1)2n+2m which has
no trinomial factors. Thus the extra 1 would have to lie just above the (block) diagonal. In this case,
the characteristic polynomial of M is the product of xci + 1, where the ci are the cycle lengths of the
permutation. Since these must divide (x+ 1)2n+2m , we see that all the ci are powers of 2. Thus M is
conjugate to a direct sum of matrices of the sort occurring in the proof of Theorem 4.1. With only
a single off-diagonal entry, the resulting Jordan form would have one block of size 2ci + 2c j and the
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have a contradiction. Thus δ(M) 2n + 2m + 2.
For the upper bound, choose vectors v0, . . . , v2m−1 and w0, . . . ,w2n−1 with indices interpreted
cyclically mod 2m and 2n , respectively. Choose two indices s, mod 2m , and t , mod 2n , with s + t ≡
2 j mod 2 j+1. Deﬁne B = Bs,t by
Bvi = vi+1 for i = 2m − s − 1,2m − 1,
Bv2m−s−1 = v2m−s + wt,
Bv2m−1 = v0 + w0,
Bwi = wi+1 for all i.
(If s = 0, deﬁne Bv2m−1 = v0 + w0 + wt .) The associated matrix, which we will also denote by B ,
has 2n + 2m + 2 ones, so we need only show B has the correct Jordan form. Since B consists of
two diagonal blocks which are a 2n-cycle and a 2m-cycle and two entries above the diagonal, its
characteristic polynomial is (x+1)2n+2m . Since w0 and v0 generate a B-module, B consists of at most
two Jordan blocks. One easily sees that a polynomial in B annihilates w0 if and only if it is a multiple
of (B + I)2n . If a polynomial in B annihilates v0, then it is a multiple of B2m + I . We compute
B2
m
v0 = B · Bs−1 · B · B2m−s−1v0
= B · Bs−1 · Bv2m−s−1
= B · Bs−1(v2m−s + wt)
= B(v2m−1 + ws+t−1)
= v0 + w0 + ws+t .
So (B2
m + I)v0 = w0 + ws+t = (Bs+t + I)w0. Since s+ t ≡ 2 j (mod 2 j+1), the g.c.d. of the polynomials
xs+t + 1 and x2n + 1 = (x + 1)2n is (x + 1)2 j . Thus a polynomial in B annihilates v0 if and only if it
is a multiple of (x + 1)2n+2m−2 j . Thus one of the Jordan blocks has dimension 2n + 2m − 2 j and the
other must have dimension 2 j . Thus δ(M) 2n + 2m − 2. Therefore, δ(M) = 2n + 2m − 2.
Finally, we turn to the lower bound on (M), that is we count the number of matrices we can
build as above. There are 2n+m−1− j choices for the indices s and t which will give our basic examples
Bs,t . Any conjugate of a Bs,t by a permutation matrix is still density 2n +2m +2. We will show that for
each s and t , there are exactly two permutation matrices (the identity and one non-trivial example)
which conjugate us to another basic example. It will follow that there are 2n+m−2− j · (2n + 2m)!
conjugates in total. If m = n we get an extra factor of two by interchanging the roles of m and n.
To see this, note that any permutation matrix which conjugates Bs,t to Bs′,t′ must preserve the two
cycles. Thus, viewed as an element of the permutation group, it must lie in the centralizer of the
product of the cycles. If n = m, this is just the subgroup generated by the two cycles. If n = m, this
is a subgroup of order 22m+1 generated by the two cycles and the map Lvi = wi , Lwi = vi , which
swaps the cycles. Since all the Bs,t preserve span({wi}) but not span({vi}), the map L cannot occur
and in either case we are reduced to the subgroup generated by the two cycles. (In the case where
n = m, this last argument shows that interchanging the roles of m and n cannot give a conjugate
matrix.) Conjugating by the w-cycle has the effect of adding a constant to all indices of w ’s and
similarly for the v-cycle. The only (non-trivial) conjugation of Bs,t which preserves the condition
Bv2m−1−1 = v0 + w0 (which is shared by all the Bs,t ) is the one which adds s to the v index and
subtracts t from the w index, which conjugates Bs,t to B2m−s,2n−t . This completes the proof of the
lower bound on (M). 
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the amount of extra work needed to do this does not seem to merit the small gains in generality.
5. Maximal minimal density
For small n, it is possible to examine each conjugacy class of GL(n,2) and exhaust over the matrices
in a given conjugacy class to determine the minimal density attained in that class, which is thus the
common value of δ(M) for all members of that class. By combining the conjugacy classes with equal
values of δ(M), we can determine the total number of invertible n × n matrices with a given value
of δ(M). In the table below, the entry in row n and column d is the number of invertible n × n
matrices M with δ(M) = n + d:
0 1 2 3 4
2 2 4 0 0 0
3 78 90 0 0 0
4 3956 14748 1456 0 0
5 220.44 222.80 220.30 0 0
6 230.19 233.31 282.88 228.25 0
7 242.91 246.04 246.05 243.23 0
8 256.34 260.44 261.31 259.55 246.31
Let Dn and Dcn be the largest minimal density that can occur for M and C( f ), respectively (where
f (0) = 1 so that C( f ) is invertible). That is,
Dn = max
{
δ(M): M ∈ GL(n,2)},
Dcn = max
{
δ
(
C( f )
)
: f ∈ F[x], deg( f ) = n}.
We now compute bounds for Dn , beginning with the lower bound.
Theorem 5.1. Let f ∈ F2[x] such that f (1) = 1, f (M) = 0, and deg( f ) n. Then δ(M) n + ndeg( f ) .
Proof. Since any conjugate of M satisﬁes the same polynomial, it suﬃces to ﬁnd a lower bound
for d(M). Write M = P + D , where P is a permutation matrix corresponding to the permutation π
and D is a matrix of additional ones. Let the non-zero entry in row i of P be the (i,π(i))-entry of P .
Since each monomial Ms of f (M) can be expressed as
(P + D)s = D(P + D)s−1 + P D(P + D)s−2 + · · · + P s−1D + P s,
for s 1, the equation f (M) = 0 can be rewritten as
f (P ) = DQ 0 + P DQ 1 + · · · + Pk−2DQk−2 + Pk−1D, (†)
for some matrices Q 0, . . . , Qk−2, where k = deg( f ). Let v be the vector of all ones. Since P v = v ,
P has eigenvalue 1 and eigenvector v , so f (P )v = f (1)v = v . Hence the left-hand side of (†) has a
non-zero entry in every row. For the right-hand side (†) to have a non-zero entry in row i, one of
D, P D, . . . , Pk−1D must have a non-zero entry in row i. Equivalently, D has a non-zero entry in one
of rows i,π(i), . . . ,πk−1(i). Thus D has non-zero entries in at least n/k rows and d(M) n+n/k. 
Corollary 5.2. Suppose M is a direct sum of m copies of C( f ), where f (x) is a trinomial of degree k. Then
δ(M) =m(k + 1) =mδ(C( f )). In particular, if f (x) = x2 + x+ 1, then δ(M) = 3m.
M.P. Abramson et al. / Advances in Applied Mathematics 47 (2011) 23–48 39Corollary 5.3. For n even, Dn  3n2 .
The theorem above says nothing about Dn for n odd, but the proof can be adapted. Suppose
M2 + M + I = R has rank one. Then as above we get
P2 + P + I + R = D(I + P + D) + P D.
As R varies over rank one matrices, the maximum number of zero rows on the left-hand side is
the maximum number of identical rows in P2 + P + I , which is easily checked to be 3. Hence the
argument above gives δ(M) 3(n − 1)/2. Hence we get two more corollaries.
Corollary 5.4. Suppose M is a direct sum of m copies of C(x2 + x + 1) and one copy of the 1 × 1 matrix (1).
Then δ(M) = 3m.
Corollary 5.5. Dn  3
 n2 .
Before proceeding with the upper bound, we need some preliminary results. Recall that an unre-
duced lower Hessenberg (ULH) matrix over F2 is a matrix with ones in the super-diagonal and zeroes
above the super-diagonal.
Lemma 5.6. If M is a ULH matrix with characteristic polynomial f , then M is conjugate to C( f ).
Proof. Let v = (1,0, . . . ,0) be the row vector with a single one in the ﬁrst entry. Then vMk has a
one in the (k + 1)-st entry and zeroes to the right of that entry. Thus v, vM, . . . , vMn−1 are linearly
independent. Hence the minimal polynomial of M has degree at least n. Thus the minimal polynomial
of M is f . Since f is also the characteristic polynomial, M is conjugate to C( f ) by Lemma 1.5. 
Thus ULH matrices provide a convenient place to look for sparse matrices conjugate to companion
matrices. Next, we will need the following lemma.
Lemma 5.7. Suppose h(x) ∈ F2[x] and deg(h) =m. Then for any r  1, there are polynomials a(x) and b(x) (of
degree at most m) having Na and Nb terms, respectively, such that (xr + 1)a(x) + b(x) = h(x) and Na + Nb 
(m + r + 1)/2.
Proof. It suﬃces to prove the case r = 1, since for larger r, we may treat the different congruence
classes of exponents mod r separately. For r = 1, we proceed by induction on m. The cases m = 0 and
m = 1 are trivial. If h(x) has an xm−1 term, i.e. h(x) = xm + xm−1 + · · · , then we put an xm−1 term in
a(x) and reduce the degree of h by 2 at a cost of one term. If h(x) has no xm−1 term, then we put an
xm term in b(x) and again reduce the degree by 2 at a cost of one term. 
Theorem 5.8. If f (x) ∈ F2[x] has degree n and f (1) = 1, then
δ
(
C( f )
)
 3n
2
.
Proof. If n = 1, then the density of any 1 × 1 matrix is at most 1 < 3/2. If f (x) = xn + 1, then
δ(C( f )) = n < 3n/2, so we may assume that n 2 and f has at least three terms.
We ﬁrst prove the special case where f (x) has an xn−1 term. Consider the n × n ULH matrix of
the form
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⎛
⎜⎜⎜⎜⎜⎜⎝
0 1 0 . . . 0 0
0 0 1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 1 0
a0 a1 a2 . . . an−2 1
b0 b1 b2 . . . bn−2 1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Expanding along the last column shows that the characteristic polynomial is
det(xI + M) = (x+ 1)(xn−1 + an−2xn−2 + · · · + a0)+ (bn−2xn−2 + · · · + b0).
Let v be the row vector (1,0, . . . ,0). Then v, vM, . . . , vMn−1 are clearly linearly independent, hence
the minimal polynomial is the characteristic polynomial, and by Lemma 1.5, M is conjugate to the
companion matrix of this polynomial.
This reduces the problem to ﬁnding polynomials a(x) and b(x) of degree at most n − 2 with
(x+1)a(x)+b(x) = f (x)+ xn + xn−1 with Na +Nb minimal. Since we assumed f (x) has an xn−1 term,
the right-hand side has degree at most n − 2 and the lemma says we can ﬁnd a(x) and b(x) with at
most n/2 terms total. Thus d(M) n + n/2 = 3n/2.
Now suppose f (x) = xn + xn−r + · · · , with n > r > 1. Consider ULH matrices of the form
M =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 . . . 0 0 0 . . . 0
0 0 1 . . . 0 0 0 . . . 0
...
...
...
. . .
...
...
...
...
0 0 0 . . . 1 0 0 . . . 0
a0 a1 a2 . . . an−r−1 1 0 . . . 0
0 0 0 . . . 0 0 1 . . . 0
...
...
...
...
...
...
. . .
...
0 0 0 . . . 0 0 0 . . . 1
b0 b1 b2 . . . bn−r−1 1 0 . . . 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Here rows n− r and n both have n− r unknowns followed by a single one and r − 1 zeros. Expanding
along the (n − r + 1)-st column, we calculate
det(xI + M) = xn + xn−r + (xr + 1)a(x) + b(x)
and, as above, this is the minimal polynomial of M . Since f (x)+xn+xn−r has degree at most n−r−1,
we can ﬁnd a(x) and b(x) with at most n/2 terms which make this polynomial equal to f (x). Hence
d(M) 3n/2. 
Corollary 5.9. Dn  3n2 .
Proof. Rational canonical form shows that any M ∈ GL(n.2) is conjugate to the direct sum of com-
panion matrices of powers of irreducible polynomials, say f1, . . . , fk . Then δ(M) 
∑k
i=1 δ(C( f i)) ∑k
i=1 3deg( f i)/2 = 3n/2 by Theorem 5.8 and Lemma 1.1. 
The construction of the theorem can be generalized in a number of ways. A very powerful gen-
eralization will be exploited below. A second generalization which is less convenient for theoretical
purposes but very convenient computationally is as follows. Suppose
M =
(
C(g) E
v M
)
,r q
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elsewhere, vr has non-zero entries only in the bottom row, and Mq is a ULH matrix with characteristic
polynomial q(x). Note that this makes M a ULH matrix as well. Let the bottom row of vr be (r0, r1, . . .)
and deﬁne r(x) = r0 + r1x+ · · · . Then the characteristic polynomial of M is
f (x) = q(x)g(x) + r(x).
This gives an algorithm for bounding δ(C( f )), or in other words computing Dcn . Loop over polynomials
g(x) of lower degree. For each, divide with remainder to get q(x) and r(x). A quick program using
Mq = C(q) veriﬁed that the only polynomials f with degree at most 29 and δ(C( f ))  (3n − 1)/2
have degree at most 17. A slower recursive program, using for Mq the minimal density ULH matrix for
q found with this construction, shows that any such f has degree at most 9. Analyzing the remaining
examples shows that the only polynomials of degree n 29 with δ(C( f )) = 3n/2 are
x2 + x+ 1, x4 + x3 + x2 + x+ 1, x6 + x5 + x4 + x2 + 1 (∗)
and the only polynomials of degree n 29 with δ(C( f )) = (3n − 1)/2 are
x+ 1, (x+ 1)(x6 + x5 + x4 + x2 + 1),
x3 + x+ 1, x7 + x5 + x4 + x3 + x2 + x+ 1,
x3 + x2 + 1, x7 + x6 + x4 + x2 + 1,
(x+ 1)3, x7 + x6 + x5 + x2 + 1,
x5 + x3 + x2 + x+ 1, x7 + x6 + x5 + x3 + x2 + x+ 1,
x5 + x4 + x2 + x+ 1, x7 + x6 + x5 + x4 + x2 + x+ 1,
x5 + x4 + x3 + x2 + 1, x7 + x6 + x5 + x4 + x3 + x2 + 1,
x5 + x4 + x3 + x+ 1, x9 + x8 + x7 + x5 + x4 + x2 + 1,
x9 + x8 + x7 + x6 + x5 + x4 + x3 + x+ 1.
(∗∗)
In fact, these are the only examples. To show this, we need the following theorem which bounds Dcn .
Theorem 5.10.
(a) Dcn  n + nlog2 n [1+ o(1)].
(b) Dcn  4n+123 .
Proof. Let f (x) ∈ F2[x] be a polynomial of degree n. Consider matrices M of the form
M =
(
A 0
C D
)
,
where A is (n− k) × (n− k + 1) and has ones on the super-diagonal and zeroes elsewhere, 0 denotes
a (n − k) × (k − 1) zero matrix, C is k × (n − k + 1), and D is k × (k − 1) with ones on the diagonal
and zeroes above it. Note that this description makes M a ULH matrix. Index rows of C by k − 1,
k − 2, . . . ,1,0 (so row 0 is the bottom row) and columns by 0,1, . . . ,n − k and deﬁne polynomials
ci(x) = ci,0 + ci,1x+ · · · + ci,n−kxn−k.
For 0 i  k − 1, let pi(x) be the characteristic polynomial of the bottom right i × i minor of D . (By
convention p0(x) = 1.) Note that pi(x) is a polynomial of degree i. Then we compute the characteristic
polynomial of M to be
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k−1∑
i=0
ci(x)pi(x).
Also note that d(M) = n − k + d(C) + d(D) and d(C) is just the total number of terms in c0, . . . , ck−1.
We will assume 2k < n throughout the argument below.
For a Laurent polynomial q(x), let q(x)+ denote the terms in q with positive exponents, so, for
example, (x7 + x3 + x+ 1+ x−2 + x−3)+ = x7 + x3 + x. Now take k = 2m−1 for some m and choose D
so that the quantities
(
xm−i pi(x)
)
+
are distinct. These are the m most signiﬁcant terms of pi , and we are looking at terms of most
signiﬁcant, next most signiﬁcant, and so forth, i.e. ignoring the degree of pi . Since any such expression
always starts with xm , there are 2m−1 of these quantities and we are asking that every one occur
exactly once for some pi . This is easy to arrange, and in fact much more is true. For any sequence of
polynomials 0, p1, . . . , pk−1 such that deg(pi) = i we can ﬁnd a (k − 1) × (k − 1) ULH matrix whose
lower right i × i minor has characteristic polynomial i. This follows easily by induction on k since
varying only the ﬁrst column of a ULH matrix, we can always arrange to have any characteristic
polynomial of the correct degree. In a ULH matrix, an entry t steps below the diagonal contributes
only to coeﬃcients of the characteristic polynomial which are down by a factor of xt+1. Therefore we
may further assume D is supported in m diagonals. Hence d(D)m2m−1.
For these choices of pi we have the problem of writing
h(x) = f (x) + pk−1(x)xn−k+1 =
k−1∑
i=0
ci(x)pi(x)
with ci(x) of degree at most n − k and a minimal number of terms in the ci . Since the leading terms
cancel, h(x) is a polynomial of degree at most n−1. Adding xn−k terms to some subset of c1, . . . , ck−1,
we may cancel off all terms in h(x) of degree higher than n − k. Thus for a cost of increasing d(C)
by at most k − 1, we may suppose that h(x) is a polynomial of degree at most n − k (hence the
bound on the degrees of the ci is irrelevant). We ﬁnd the most signiﬁcant term of h(x) and look at
the m terms beginning with that one. (In formulas, we look at (xm−deg(h)h(x))+ .) This must match the
leading terms of one of the pi(x). Place an xdeg(h)−i-term in the corresponding ci(x). The result is to
reduce the degree of h by at least m at a cost of 1. Proceeding in this way, we can reduce until h(x)
has degree at most k − 2. Since there are n − 2k + 2 terms between xn−k and xk−1, the cost for this
reduction is (n − 2k + 2 + r)/m if there are r terms to reduce. At this point, we can always put the
remaining ones in c0 (for cost at most k − 1− r). Notice that
n − 2k + 2+ r
m
+ (k − 1− r) = n − 2k + 2
m
+ (k − 1) − r
(
1− 1
m
)
 n − 2k + 2
m
+ (k − 1).
Thus we can always choose ci with total cost at most
(k − 1) + n − 2k + 2
m
+ (k − 1).
Combining this with the bound on d(D) above gives
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(
2k − 2+ n − 2k + 2
m
)
+m2m−1
 n + n
m
+ (m + 1)2m−1.
Recall that we assumed 2k = 2m < n. In fact, take m = log2 n − 3 log2 logn + O (1), hence k =
O (n(logn)−3), and we get
δ
(
C( f )
)
 d(M) n + n
log2 n
+ O
(
n log logn
[logn]2
)
.
For (b), Corollary 5.9 implies that δ(C( f )) (4n + 12)/3 for n 24. For n > 24, take k = 4, m = 3.
In this case we may choose D to be the density 6 matrix
⎛
⎜⎝
1 0 0
1 1 0
0 1 1
0 0 1
⎞
⎟⎠ .
This gives p0 = 1, p1 = x+ 1, p2 = x2 + 1, and p3 = x3 + x2 + x+ 1 which represent the four different
types of (xm−i pi(x))+: x3, x3 + x2, x3 + x, and x3 + x2 + x, respectively. One can also check that the
terms of h(x) above degree n − k can be dealt with using at most two terms in the ci , and that
the last three terms can be dealt with using at most two terms. Hence we may assume d(C) 
2+ (n − 6)/3+ 2 = (n + 6)/3. Combining these we get δ(C( f )) d(M) (4n + 12)/3. 
Theorem 5.11. Dcn = n + nlog2 n + O (
n log logn
[logn]2 ).
Proof. The upper bound is just Theorem 5.10(a). For the lower bound, consider degree n polynomials
over F2 with non-zero constant term. There are 2n−1 such polynomials since we have n − 1 coeﬃ-
cients to choose. Of course any of these is realized by some n × n matrix. We wish to count how
many of these that can be realized by matrices with at most n + k ones
Since the constant term is non-zero, a matrix realizing one of these polynomials has non-zero
determinant and hence contains a permutation matrix. Choose standard representatives for the con-
jugacy classes of permutations. The number of representatives (i.e., the number of conjugacy classes)
is p(n) the number of partitions of n. Recall that
p(n) ∼ 1
4n
√
3
eπ
√
2n/3.
Since conjugating by a permutation matrix changes neither the number of ones nor the character-
istic polynomial, we may assume the matrix contains one of the standard representatives. From the
remaining n2 − n entries we must choose locations for the remaining k ones. Hence the number of
polynomials represented is at most
p(n)
(
n2 − n
k
)
= p(n)
k!
(
n2 − n) · · · (n2 − n − k + 1) p(n)n2k
k! .
If k is large enough to get all the polynomials, then
2n−1k! p(n)n2k.
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k log2
(
n2e
k
)
 n − log2
(
2p(n)
)= n − O (√n).
Taking logs again gives log2 k log2 n − O (log logn), so
log2
(
n2e
k
)
 2 log2 n + log2 e −
[
log2 n − O (log logn)
]= log2 n + O (log logn).
Thus
k n − O (
√
n)
log2 n + O (log logn)
.
Splitting the fraction into a sum and applying the ﬁrst order Taylor approximation c/(a + b) =
c/a + O (bc/a2), we obtain
k n
log2 n
+ O
(
n log logn
[logn]2
)
− O
( √
n
logn
)
− O
(√
n log logn
[logn]2
)
= n
log2 n
+ O
(
n log logn
[logn]2
)
because the second summand dominates the third and fourth. 
Recall that the number of irreducible polynomials of degree n over F2 is 2n/n− O (2n/2). Hence the
proof of Theorem 5.11 also shows that we would get the same asymptotics if we took the maximum
δ(C( f )) over irreducible polynomials of degree n.
Corollary 5.12.
(a) The only polynomials f of degree n satisfying δ(C( f )) = 3n/2 are the examples given in (∗) above.
(b) The only polynomials f of degree n with δ(C( f )) = (3n − 1)/2 are the examples given in (∗∗) above.
Proof. If n > 24, then Theorem 5.10(b) shows that δ(C( f )) (4n + 12)/3 < 3n/2. Similarly, if n > 27,
then Theorem 5.10(b) shows that δ(C( f )) (4n + 12)/3 < (3n − 1)/2. Since we already checked that
the lists (∗) and (∗∗) were the only examples up to degree 29, we are done. 
Corollary 5.13. If δ(M) = 3n/2, then M is conjugate to a direct sum of copies of C(x2 + x + 1), or of C(x4 +
x3 + x2 + x+ 1), or of C(x6 + x5 + x4 + x2 + 1).
Proof. By the proof of Corollary 5.9, any M with δ(M) = 3n/2 is conjugate to a direct sum of
companion matrices of powers of irreducible polynomials f i which attain δ(C( f i)) = 3deg( f i)/2. By
Corollary 5.12(a), these direct summands must each be one of C(x2 + x + 1), C(x4 + x3 + x2 + x + 1)
and/or C(x6 + x5 + x4 + x2 + 1). For relatively prime f and g , C( f ) ⊕ C(g) is similar to C( f g). Since
the products of these irreducible polynomials do not occur in Corollary 5.12(a), M must use a single
one of these. 
Note, we have not proved that these examples all achieve 3n/2, except for the case of C(x2 + x+1)
which was Corollary 5.2. Theorem 5.16 below takes care of the C(x4 + x3 + x2 + x+ 1) case.
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direct sum of some number of copies of C(x6 + x5 + x4 + x2 + 1) and a single C(x+ 1).
Proof. By our earlier proof, any M with δ(3n−1)/2 is conjugate to a direct sum of companion matri-
ces of powers of irreducible polynomials f i , all but one of which satisﬁes δ(C( f i)) = 3deg( f i)/2 and
the exception satisﬁes δ(C( f i)) = (3deg( f i) − 1)/2. Since we can replace C( f ) ⊕ C(g) with C( f g) for
relatively prime f and g , the only direct sum allowed is of C(x + 1) with C(x6 + x5 + x4 + x2 + 1).
Thus we get only the examples stated. 
The examples from Corollary 5.12(b) of course attain (3n−1)/2, but again we have not proved the
direct sum example attains (3n − 1)/2 for larger cases.
Corollary 5.15. If n 11 is odd and n ≡ 1 mod 6, then Dn = 3(n−1)2 .
Proof. Since n is odd, Dn = (3n − 1)/2 or 3(n − 1)/2 by Corollaries 5.5 and 5.9. Suppose Dn = (3n −
1)/2. Then since n > 9, Corollary 5.14 implies that M is the direct sum of copies of 6 × 6 matrices
and a single 1× 1 matrix. Thus n ≡ 1 mod 6, a contradiction. Thus Dn = 3(n − 1)/2. 
Theorem 5.16. Suppose f (M) = 0 where f (x) = x4 + x3 + x2 + x+ 1. Then d(M) 3n2 .
Proof. We will use graph theoretic terminology for M . Speciﬁcally, build a directed graph whose
vertices are the n coordinate vectors with an edge from v to w if the w-coordinate of Mv is 1. Thus
M is the incidence matrix of this directed graph. We will use the dual interpretation of a coordinate
vector as a vertex of the graph throughout. In graph theoretic terms, the condition M4 + M3 + M2 +
M + I says that for any vertices v and w , the number of directed walks of length at most 4 from v
to w is even (including the trivial walk of length 0 from v to itself).
Note that replacing M by its transpose amounts to reversing the direction of every edge of the
graph. Since the transpose satisﬁes the same polynomial, this gives a symmetry we will occasionally
exploit.
Write M = P + D , where P is a permutation matrix and D is a matrix of extra ones. In graph
theoretic terms, P corresponds to a union of cycles and D to some extra edges. For each cycle C in P ,
let e(C) denote the number of edges of D incident on that cycle (where a loop or an edge joining
two different vertices of C counts as two). Then
d(M) = n + d(D) = n + 1
2
∑
C∈P
e(C).
We will prove that every cycle of C satisﬁes e(C)  length(C) except for certain 3-cycles. Such an
exceptional 3-cycle will only occur if M is a direct sum with one of the standard 4 × 4 matrices
conjugate to C(x4 + x3 + x2 + x + 1) with density 6. This will prove the theorem. More generally,
for any set of vertices S , let e(S) denote the number of edges of D incident on S counted with
multiplicity 2 for loops or edges joining two vertices for S . For brevity, we refer to edges of D as
D-edges.
Since no cycle satisﬁes M4 + M3 + M2 + M + I = 0, each cycle must have at least one D-edge out
of it and one D-edge in. Thus e(C) 2. Hence cycles of length 3 are the ﬁrst case we must examine.
Suppose C is a 3-cycle. If e(C) = 2, then C has exactly one D-edge out of it. Suppose C is t → u →
v → t and the D-edge out is v → w . Then
Mt = u, M2t = v, M3t = t + w, M4t = u + Mw,
so 0 = (M4 + M3 + M2 + M + I)t = v + w + Mw , or
Mw = v + w.
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has density 6. Thus we can delete these four vertices and continue.
Suppose C is a 4-cycle with e(C) 3. Then C has either one D-edge out or one D-edge in. Revers-
ing directions (transposing), we may assume C has one D-edge out. Since δ(C(x4+x3+x2+x+1))= 6,
this D-edge cannot join two vertices of C . Suppose C is t → u → v → w → t and the D-edge out is
w → x. Then
0 = (M4 + M3 + M2 + M + I)t = t + u + v + w + (t + x) = u + v + w + x,
a contradiction.
Finally, suppose C is a cycle of length at least 5. We will show that every pair of consecutive
vertices {t,u} has e({t,u})  1. Further, we will show that if e({t,u}) = 1, {r, s} is the pair before
{t,u}, and {v,w} is the pair after {t,u}, then e({r, s})+ e({v,w}) 6. It follows that e(C) length(C).
To see this make each pair with e > 2 pass half its excess (e − 2)/2 to each neighboring pair. Then
every pair will have at least two. Summing these values over all pairs of consecutive vertices will give
2e(C) 2 length(C).
Suppose s → t → u → v is part of the cycle C and e({t,u}) = 0. Since no other D-edge goes in or
out of t or u, any walk from t to u (other than the single edge t → u) must begin t → u → v and end
s → t → u. Hence the length is at least 5, contradicting the translation of the polynomial equation.
Thus e({t,u}) 1.
Suppose s → t → u → v → w → x (possibly with s = x) is part of C and that e({t,u}) =
e({v,w}) = 1 and that the one D-edge for {t,u} is out of {t,u}. Since there must be a second path
t → w of length at most 4, the one D-edge for {v,w} must be into {v,w}. Since no pair of consecu-
tive vertices with e = 0 is possible, a D-edge must be incident on u or v . Transposing/reversing, we
may assume a D-edge is incident on u, say u → y. The second shortest walk from t to u must contain
t → u → v or t → u → y and s → t → u. Since this has length 4, we must have y = s. The second
shortest walks from t to either v or w must go through s (since starting t → u → v → w → x is too
slow). Thus there must be paths of length at most 2 from s to both v and w . Since s cannot have an
edge to u, we must have a D-edge s to v . Since the second shortest path from u to v has length at
most 4, we must also have s = x, that is C is a 5-cycle. At this point, we have completely determined
all edges into or out of t,u, v,w . Suppose that in addition to t and v , we also have edges from s to
other vertices, whose sum we denote by α. Then
Mt = u, Mu = s + v, Mv = w, Mw = s, Ms = t + v + α.
Hence 0 = (M4 +M3 +M2 +M+ I)t = t+u+ (s+ v)+ (t+ v+w+α)+ (s+u+w+Mα), or Mα = α.
Then we compute
0 = (M4 + M3 + M2 + M + I)v
= v + w + s + (t + v + α) + (u + w + α)
= s + t + u,
a contradiction.
Suppose r → s → t → u → v → w → x (possibly with r = x or s = x) is part of C and that
e({t,u}) = 1. Reversing orientation if necessary, we may assume the D-edge for {t,u} is into
{t,u}. The previous argument (applied to the reversed graph) shows that e({r, s})  2. Suppose
e({r, s}) + e({v,w})  5, hence that e({v,w})  3. Since the second shortest walk from t to any of
t,u, v,w must start with t → u → v , there must be a path of length at most 2 from v to each of
t,u, v,w (other than the obvious for w). Since we cannot have D-edges into both t and u, there must
be a D-edge out of v to one of {s, t}.
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two steps via {s,w}, a new vertex, or a D-edge v → u.
Case 1a. v → u. v must also reach w in two steps. This cannot be from u (no D-edge out)
or from a new vertex or loop at w (would bring e({v,w}) up to 4). Hence it must
be from s. Hence we get:
Mt = u, Mu = v, Mv = s + u + w, Mw = x, Ms = t + w + α.
Then
0 = (M4 + M3 + M2 + M + I)t
= t + u + v + (s + u + w) + (t + w + α + v + x)
= s + x+ α.
Now either x = s and α = s + x or x = s and α = 0. If x = s and α = s + x, then
Ms = s + t + w + x. This gives s at least ﬁve D-edges and e({r, s}) + e({v,w}) 8.
If x = s and α = 0, then
Mt = u, Mu = v, Mv = s + u + w, Mw = s, Ms = t + w,
which implies
0 = (M4 + M3 + M2 + M + I)s
= s + (t + w) + (u + s) + (v + t + w) + (s + u + w + u + s)
= u + v + w = 0,
a contradiction.
Case 1b. v → s → u. v must also reach v in two steps. This cannot be from a D-edge
w → v or via a new vertex (both add 2 to e({v,w}) but do not give the second
path v → w , so we would still need one more). Thus it must be a loop at v . But
this gives
Mt = u, Mu = v, Mv = s + v + w, Mw = x, Ms = t + u + α,
so
0 = (M4 + M3 + M2 + M + I)t
= t + u + v + (s + v + w) + (t + u + α + s + v + w + x)
= v + x+ α.
But α = v + x gives another D-edge into {v,w} and we have again e({v,w}) 4.
Case 1c. v → w → u. v must still reach v and w in two steps. This cannot be with a loop
at v , a D-edge w → v , or a new vertex, since we have only one {v,w} D-edge
left. One of the two can be reached via s, but not both.
Case 1d. v → y → u. Same argument as Case 1c.
48 M.P. Abramson et al. / Advances in Applied Mathematics 47 (2011) 23–48Case 2. v → t . This provides a path to t or u of length 2, but not to v or w . v cannot reach v in two
steps via t or via w (this would require a D-edge w → v which would give 3 for e({v,w})
and nothing left to get the other path to w) or a new vertex (same argument). This leaves
only the case of a loop at v . But this gives
Mt = u, Mu = v, Mv = t + v + w, Mw = x.
Hence
0 = (M4 + M3 + M2 + M + I)t
= t + u + v + (t + v + w) + (u + t + v + w + x)
= t + v + x,
a contradiction.
This completes the cases and the proof. 
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