We analyse the scaling limit of the sizes of the largest components of the Random Intersection Graph G(n, m, p) close to the critical point p = 1 √ nm , when the numbers n of individuals and m of communities have different orders of magnitude. We find out that if m ≫ n, then the scaling limit is identical to the one of the Erdős-Rényi Random Graph (ERRG), while if n ≫ m the critical exponent is similar to that of Inhomogeneous Random Graphs with heavy-tailed degree distributions, yet the rescaled component sizes have the same limit in distribution as in the ERRG. This suggests the existence of a wide universality class of inhomogeneous random graph models such that in the critical window the largest components have sizes of order n ρ for some ρ ∈ (1/2, 2/3], which depends on some parameter of the graph.
Introduction
1.1. The model. In this paper, we study the phase transition of the Random Intersection Graph (RIG) G(n, m, p), that is, the intersection graph of the random bipartite graph K p (n, m) obtained by uniform edge percolation on the complete bipartite graph. The most common use of Random Intersection Graphs is to model networks that have a community structure, that is, networks in which there exist some sets of vertices (communities) that have many more connections among themselves than with the rest of the graph. This is often the case in social networks, as people tend to form many kinds of communities in real life, for example, people working at the same place, sports clubs, political associations, etc., and usually two people meet each other when they both belong together to some of these social groups. To reflect this structure, the RIG is built from a random bipartite graph, defining the vertices on one side as individuals, and the vertices on the other as communities. When the edge between an individual and a community is present, it means that the individual belongs to that community. The RIG has as vertex set the set of individuals and every edge between two individuals is present if and only if there exists at least one community that contains both.
The RIG has been very popular as one of the simplest procedures to produce a random graph with clustering, i.e., a model in which vertices that share common neighbours are more likely to be directly connected (see [10, 11, 13] for a discussion on the clustering coefficient of different RIGs), without resorting to complicated geometric models, which are typically much harder to analyse. Clustering is a feature that appears in many real-world networks [22] and that is completely absent in the classical models, such as the Erdős-Rényi random graph G(n, p) (ERRG), where all edges are present independently. In recent years there has been great emphasis on the creation of new models that can describe clustered graphs. Many are based on geometric constructions (see e.g. [14, 31] ) and researchers are investigating whether all graphs with clustering can be expressed in terms of an underlying geometric structure [30] . In other cases the community structure is assigned explicitly (see e.g. [17, 26] ). Still, the RIG in its different versions remains a crucial tool to model clustering and community structure in graphs (see [24, 28] ).
We now give a formal definition of the Intersection Graph of a bipartite graph G: Definition 1.1 (Intersection graph). Given a bipartite graph G over the sets of vertices U, W, we define the vertex and edge sets of the intersection graph G ′ associated to G as follows:
Note that every bipartite graph has a corresponding intersection graph and every graph can be built as the intersection graph of some bipartite graph, which is typically not unique [18] . We define the RIG G(n, m, p), as in [29] , as the intersection graph over the graph K p (n, m): Definition 1.2 (Construction of the random bipartite K p (n, m)). We define the random bipartite graph K p (n, m), for any n, m ∈ N, p ∈ [0, 1], as the graph obtained as follows:
• Build the complete bipartite graph K(n, m) over the sets U = [n], W = [m].
• Remove each edge with probability 1 − p independent of each other.
Note that in the construction of G(n, m, p) all the randomness is related to the realisation of K p (n, m), and the construction of the intersection graph from a given bipartite graph is a deterministic procedure.
In the literature there exist many more versions of the RIG, built starting from different bipartite random graphs, such as the uniform random intersection graph G(n, m, d), in which all communities have size d and the RIG built from the bipartite configuration model (see [33] and [24] , respectively, for more details). Moreover, also RIGs in which the communities are not represented by cliques but other, random or deterministic, graphs have been studied, for example in [24, 25] and [28] . We will stick to the study of G(n, m, p), but we have reasons to believe that our results and proof techniques might be valid in many different settings as long as the sizes of the communities are not too inhomogeneous and they are all internally connected.
1.2. The phase transition in the Random Intersection Graph. Behrisch proved in [3] that G(n, m, p) undergoes a phase transition at the critical point p c := 1 √ nm , in the limit as n, m → ∞. The phase transition for the size of the largest component C 1 has a different shape depending on the relative scaling of n and m: Theorem 1.3 (Phase transition in the RIG [3] ). Fix α > 0. Consider the graph G(n, m, p). Then in the limit as n → ∞, m = n α , and p = µ √ nm , • for α ≥ 1,
• for α < 1,
Fill et al. [21] identified the connectivity threshold and the threshold above which G(n, m, p) is a complete graph with high probability (w.h.p.).
We study the scaling limit of the sequence of component sizes, (|C i |) i≥1 arranged in decreasing order, when α < 1, we prove it together with the limit of the sequence of edge-size of the largest components (|E(C i )|) i≥1 . We prove these limits in terms of the ℓ 2 -topology and ℓ 2 ց -topology. We define the ℓ 2 ց -topology as the topology induced over the set
by the ℓ 2 -distance. We follow a similar approach and aim for similar results as in the work of Aldous [2] about the ERRG. Aldous, defining σ i as the number of surplus edges of the i-th largest component, i.e., the number of edges that have to be removed from it to make it a tree, proved the following theorem: Theorem 1.4 (Scaling limit for critical ERRG [2] ). For the graph G(n, p), when n → ∞, for every λ ∈ R, p = n −1 (1 + λn −1/3 ), the following limit holds, for suitable limiting sequences of non-degenerate random variables C λ i , σ λ i i≥1 ,
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in the ℓ 2 ց × N ∞ -topology. In this paper we analyse the critical behaviour of the RIG, summarized in the following theorem, which is our main result: Theorem 1.5 (Scaling limit for critical RIG). For the graph G(n, m, p), the following limits hold when n → ∞, with m = n α , :
in the ℓ 2 ց × ℓ 2 -topology. The limiting variables C λ i i≥1 are the same as the ones for the component sizes of a critical ERRG, with p = 1+2λn −1/3 n given in [2] .
Similarly, we also obtain the critical scaling limit of the random bipartite graph K p (n, m), which is interesting in its own right. In this case, each component contains vertices belonging to both sides of K p (n, m), not only to the side labelled as individuals, but the leading contribution always comes from the number vertices on the larger side. Theorem 1.6 (Scaling limit for critical random bipartite graph). Consider K p (n, m), with p = p c (1 + λn −1/3 ). Define for every i ≥ 1, C i as the ith largest component, then in the limit as n → ∞, m = n α , α > 1,
in the ℓ 2 ց -topology, where the limiting variables C λ i i≥1 are the same as the ones for the critical ERRG with p = 1+2λn −1/3 n given in [2] .
We discuss the case α < 1 only for the RIG and not for the random bipartite graph, because in the graph G(n, m, p) the sets of individuals and communities play very different roles, while in K p (n, m) the roles of n and m are exchangeable, since K(n, m) is isomorphic to K(m, n) and thus we can always without loss of generality assume that n ≤ m. It is worth noting that the critical exponent for component sizes in the RIG may be different from the one for the ERRG, but the limiting variables are the same, with just a rescaling by a factor 2 in the parametrization of the critical window. This factor 2 comes from the binomial expansion
since the critical point, is determined by the average number of vertices that are at distance 2 from a randomly chosen vertex in K p (n, m). We show this in more detail in Chapter 2, when we design an exploration algorithm that inspects at every step the 2-neighbourhood of a given vertex and use it as a key tool to prove our main theorems. It is also relevant to note that in Theorem 1.5 (2) we talk about total number of edges instead of surplus edges (as it is common in most of the literature about scaling limits of critical random graphs, see, e.g [2, 16, 7] ) as in this case the number of edges is of higher order of magnitude compared to the number of vertices in a typical large critical component, and consequently, the number of surplus edges is very close to the total number of edges. Also, here we obtain ℓ 2 -convergence for the (rescaled) number of surplus edges, which does not hold for any of the already studied cases.
The results about component sizes in Theorems 1.5 and 1.6 are strongly linked, since the connected components of G(n, m, p) are just the restrictions of the components of K p (n, m) to the set U.
Moreover, Fill et al. [21] have proved that if α > 6, then G(n, m, p) converges in total variation distance to an ERRG.
Notation. All limits in this paper are taken as n → ∞ unless stated otherwise. Since most of them are joint limits in n and m, m will be specified as a function of n when the precise relation is relevant. For asymptotic statements we use the following notation:
• Given a sequence of events (A n ) n≥1 we say that A n happens with high probability (w.h.p.) if P(A n ) → 1.
• Given the random variables (X n ) n≥1 , X, we write X n d → X and X n P → X to denote convergence in distribution and in probability, respectively. • For sequences of (possibly degenerate) random variables (X n ) n≥1 , (Y n ) n≥1 , we write
We write Ber(p) for a Bernoulli random variable with success probability p and Bin(n, p) for a binomial random variable with n independent trials and success probability p. Given two random variables A and B we write that A B if, for all x ∈ R, P(A ≥ x) ≥ P(B ≥ x),
. We use calligraphic letters to denote sets and capital letters to denote their cardinalities (for example D is the cardinality of D).
For any, deterministic or random, graph G we write E(G) to denote its edge set, V(G) to denote its vertex set and C G (v) for the connected component of the vertex v in G. Often we will use the convention that |G| = |V(G)|.
We will use the standard abbreviation i.i.d. for independent identically distributed and a.s. for almost surely.
Given a real-valued random variable X and a σ-algebra F , we define (X | F ) as the conditional distribution of X with respect to F . Note that (X | F ) is a random variable which takes values in the space of real-valued random variables and that it is measurable with respect to F .
1.3.
Comparison with other models. The main result that emerges from this paper is that the size of the largest clusters of the RIG at criticality is in the universality class of the critical ERRG [2] if α > 1, while it is in a different one if α < 1. We can compare the behaviour of the RIG with many other inhomogeneous random graph models, whose critical phase has been studied in detail, starting with the work of Aldous and Limic [?] We notice a strong analogy with the behaviour of the rank-1 inhomogeneous random graphs (IRG) [5, 7, 8, 12 ] and the configuration model (CM) [15, 16] with power-law degree distributions. These models show a critical behaviour that depends on the precise choice of the exponent τ of the power-law in a similar way as the critical behaviour of the RIG depends on the exponent α.
We define the critical exponent ρ as the limit in probability of log |C 1 |/ log n. Both for the IRG and the RIG there exists a region for the parameters (τ > 4 and α > 1 respectively) in which the phase transition has the same critical exponent ρ = 2/3 as the ERRG, which is considered the mean-field model for random graphs, as it is the one with the highest symmetry and homogeneity. Instead for τ ∈ (3, 4) and α ∈ (0, 1) we have a non-mean-field critical exponent ρ ∈ (1/2, 2/3), and, finally, we see that for τ < 3 and α = 0, respectively, there is no phase transition.
It is important to notice that the structure of the IRG and the RIG are very different, since in the IRG a few hubs (the vertices with the largest degrees, of order n 1 τ −1 ) are the ones that determine the structure of the random graph, with the other vertices playing a minor role, while in the RIG all the communities have size Θ P (n 1−α 2 ) and the source of inhomogeneity is the existence of two different kinds of vertices in K p (n, m). This difference is seen in the variables to which critical component sizes converge after rescaling. The results in [12] by Broutin et al. about the IRG do not require the assumption that the degree distribution converges to a power law. Their result imply that it would be possible to generate versions of the IRG (and maybe the CM) with non-mean-field critical exponent but the same limit variables as in the ERRG and the RIG. This could be achieved imposing the existence of very few vertices of very high degree and a vast majority of vertices of very low degree, with no middle ground, as it happens in K p (n, m). These observations suggest the existence of a bigger class of inhomogeneous random graph models such that ρ = 2/3 when the inhomogeneity is not too strong, and ρ ∈ (1/2, 2/3) when the graph is highly inhomogeneous, and it would be interesting to analyse even more inhomogeneous models to investigate whether this phenomenon is indeed universal.
Another analogy we see with IRG and CM is that as the inhomogeneity of the graph increases (i.e., as τ and α get smaller) the largest subcritical components get bigger, compare for example the results of Janson about the CM [27] and of Behrisch about the RIG [3] . This has a clear interpretation as a consequence of the increase in the maximal degree, which is Θ P (n 1 τ −1 ) in the IRG and CM and Θ P (n 1−α 2 ) in the RIG, and corresponds, up to respectively a constant and a logarithmic term, to the size of the largest subcritical component. On the other hand, in the supercritical phase we see that in the IRG and CM the largest supercritical component has size Θ P (n) for all τ , while in the RIG it depends on the choice of α, as we have seen in (1.3).
For the IRG and the CM also the scaling limit of the large critical components seen as metric spaces have been investigated (see [1, 9, 6] ), and in particular, it is known that the typical distances between vertices inside a large critical connected component scale as n η , with η = (τ − 3)/(τ − 1), which means that they get smaller as the inhomogeneity increases. It is reasonable to expect a similar behaviour in the RIG as α → 0, since when α = 0 (i.e. when m = 1 for all n), the largest component is a clique, which has diameter 1.
Note that if we choose α = 1, i.e. m = n, K p (n, n) is a special case of the stochastic block model, whose critical scaling limit has been studied by Bhamidi et al. [5] in quite broad generality. Unfortunately, due to the requirement that edges between vertices on the same side of K p (n, n) are not present deterministically, the results from [5] do not apply directly to K p (n, n) as, for technical reasons, Bhamidi et al. required that all the edge probabilities were non-zero. We think that the problem of the stochastic block model with some deterministically vacant edges can be solved in much broader generality than just the special case K p (n.n) with techniques from [5] .
1.4.
Outline of the proof. The proof of the main theorems of this paper is carried out using the graph exploration argument invented originally by Aldous in [2] to study the critical ERRG.
In Section 2 we design a two-step exploration process on the graph K p (n, m) which is taylored to the analysis of the corresponding RIG. In particular, in Section 2.1 we describe the exploration process and all the sets related to it, in Section 2.2 we define the stochastic process (S λ n (k)) k≥1 that keeps track of the number of active vertices in the exploration, and explain how we use the symmetry of K(n, m) to run the exploration starting always from the smaller side, even when it is the community side. This approach might seem counterintuitive, as the vertex set of G(n, m, p) contains only the individuals, but makes the analysis of the process much smoother. In Section 2.3, we prove the main theorems assuming the convergence of a rescaled version of this process to a Brownian motion with parabolic drift, which is proved later in Section 3.
At the beginning of Section 3 we state the Martingale Functional Central Limit Theorem (MFCLT), closely adapting its formulation given in [20] , and then we prove that (S λ n (k)) k≥1 satisfies the conditions required to apply this MFCLT (Sections 3.1, 3.2 and 3.3) and thus (S λ n (k)) k≥1 converges to a Brownian motion after appropriate rescaling and recentering.
In Section 4 we study the process that counts the number of edges explored, which is necessary to prove the joint scaling limit in (1.7).
Exploration of the graph and related objects
In this paper, as in many other works whose goal is to prove a scaling limit for critical random graphs, we will follow the approach invented by Aldous in [2] to study the critical ERRG. We define an appropriate exploration algorithm on K p (n, m) in which the vertices of a component are explored sequentially, starting from a random vertex, and then we analyse the process that counts the number of active vertices (i.e., vertices that have been found by the process but whose neighbourhoods have not been inspected yet). We prove that an appropriately rescaled version of such process converges in distribution to a Brownian motion. In the rest of this section, we will make this precise.
2.1. The exploration process. In this section we define a process that explores the graph K p (n, m) keeping track of the information that is relevant to compute the number of vertices and edges in each connected component. This is a standard tool in most proofs of critical scaling limits of random graphs, and we will follow a similar approach to the one used in [20] . Since the important object of interest is the RIG associated to K p (n, m), this will be a two-step exploration, in the sense that at each step we look for the vertices that are at distance 2 in K p (n, m) from the vertex v that we are exploring from, which correspond to the direct neighbours of v in the RIG G(n, m, p). Given two vertices v, w in a graph G, we define d G (v, w) as the graph distance between v and w, with the convention that d G (v, w) = ∞ if they are in different connected components. For any r ∈ N we define the sphere centered in v of radius r as
Note that if r is odd, then all the vertices in ∂B r (v) belong to the opposite side of K p (n, m) with respect to v, while if r is even, then they are on the same side. Moreover, given a set
where K p (n, m)\H is the subgraph of K p (n, m) induced by (U∪W)\H. We can now properly define the exploration process on K p (n, m):
Definition 2.1 (Two-step exploration process). Consider the graph K p (n, m) and pick a vertex v 0 ∈ U ∪ W according to any arbitrary rule. We define the two-step exploration process starting from the vertex v 0 as the process A(k), D(k), Q(k) k≥0 , with update rules as follows:
Initialize: Define the active, dead and opposite vertex sets at time k = 0 as
if v 0 ∈ W and update as follows:
Note that, by construction, all the vertices in A(k) and D(k) are on the same side as v 0 , while those in Q(k) are on the opposite side. The exploration is constructed in such a way that every time k for which A(k) = ∅ we have completed the exploration of a connected component of K p (n, m). For brevity we define the set of all vertices found by time k by the exploration process D + (k) := D(k) ∪ A(k), since it will be used frequently in the rest of the paper.
Moreover we define the edge set related to the exploration as follows:
Definition 2.2 (Edge-set process related to the two-step exploration process). Consider the two-step exploration process of the graph K p (n, m) from Definition 2.1. We define the edgeset process (E(k)) k≥0 such that for every k ≥ 0, E(k) the set of edges of the RIG over the subgraph of K p (n, m) induced by D(k) ∪ Q(k).
This edge-set process will be useful in Section 4 to count the edges in the RIG as the exploration process goes on, and thus to derive the scaling limit for the number of edges in large critical components.
2.2. The adapted process. In order to derive relevant informations about the size of the connected components from our exploration, we define the stochastic process S λ n (k) k≥0 , adapted to the filtration F n (k) k≥0 generated by the exploration itself, as follows:
(2.5)
Moreover we define the process R λ n (k) k≥0 as the reflected version of S λ n (k) k≥0 , i.e.,
The majority of the rest of this paper will be devoted to the study of these processes, from which we will be able to recover important information about the structure of the critical RIG. This is possible since, from the definitions we gave, R λ n (k) = A(k), that is, this process keeps track exactly of the number of active vertices. From this we obtain that if we define T N := min{k : S λ n (k) = 1 − N }, then T N is the time at which the process has exhausted the exploration of the N th connected component (by order of exploration) C (N ) of K p (n, m). It follows that
and vice versa if v 0 ∈ W. These equalities allow us to reconstruct the scaling limit of the size of the largest components of K p (n, m) and of G(n, m, p) from the process S λ n (k) k≥0 as, in particular, by Definition 1.1 we see that for every v ∈ U,
Considering how the RIG is defined, it would be reasonable to expect that the best approach would be to always start the exploration from U, since, doing so, the vertices explored in step k are the actual neighbours of v k in G(n, m, p). However, it turns out the the most effective proof strategy is to always start the exploration process from the smaller side, even when it is the side which represents communities. This is the case because if the exploration starts from the smaller side all moments of |∂B 2 (v k )| are bounded and, consequently, the sequence of processes (S λ n (k)) k≥0 satisfies a central limit theorem as n → ∞. If the exploration starts instead from the larger side, then Var(|∂B 2 (v k )|) → ∞ and thus the exploration process is harder to study, since ∂B 1 (v k ) is typically empty, but if it is not, it is very large. We will prove most of the theorems first under the assumption that α > 1, so that exploration that is easier to study is also the more natural one, i.e., the one that starts from U. In the regime in which α < 1, in order to study the adapted process, we have to start the exploration from W instead, and adapt all the results keeping in mind the following remark: Remark 2.3 (Symmetry properties of K p (n, m)). Note that since K(n, m) is isomorphic to K(m, n), all the statements proved using the exploration described in Definition 2.1 and assuming v 0 ∈ U also hold for the same exploration starting from v 0 ∈ W, with the roles of n and m and of U and W reversed.
2.3.
Proof of the main theorems, subject to the convergence of the adapted process to a Brownian motion. In this section we prove that the scaling limits in Theorems 1.5 and 1.6 hold, assuming the convergence of the rescaled adapted process to a Brownian motion in the J 1 -topology (see e.g. [?, Chapter 6] for a detailed discussion about the properties of the J 1 topology).
The main tool for the proof of the scaling limit for component sizes expressed in Theorems 1.5 and 1.6 is a scaling limit for the process S λ n (k) k≥0 . Define the rescaled process S λ n (s) = n −1/3 S λ n ⌊sn 2/3 ⌋ .
(2.10)
The following theorem establishes its limit in distribution:
Theorem 2.4 (Brownian limit of the adapted process). Consider the two-step exploration process on K p (n, m) from Definition 2.1, starting from v 0 ∈ U, with p = p c (1 + λn −1/3 ) and m = n α , for some λ ∈ R, α > 1. Then, as n → ∞,
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where W (s) s≥0 is a standard Brownian motion and the convergence in distribution is in the J 1 -topology.
We next analyse the process R λ n (k) k≥0 , which is non-negative and whose excursions identify the explorations of the different connected components. We deduce from Theorem 2.4 that we obtain convergence in the product topology by (2.13) . Over finite dimensional spaces the product topology and the ℓ 2 ց -topology are equivalent, so we know that for every fixed J ∈ N, the sequence
in the ℓ 2 ց -topology. Moreover, by (2.12), we know that the sequence n −2/3 |C i | i≥1 is tight in ℓ 2 (see [2] ), so that for every ε ≥ 0 15) and the claim follows.
In order to prove Theorem 1.5 (ii), a more complicated argument is needed, using Remark 2.3. Indeed we see that if α < 1, then for any vertex v ∈ U,
This means that the majority of the vertices on U are isolated and thus S λ n (k) = S λ n (k − 1) − 1 w.h.p., and the process is thus driven by the rare events that happen when v k is not isolated, as in this case its degree is very large, of order n/m. This makes the proof of a convergence analogous to that in Theorem 2.4 much more difficult. To deal with this issue, we invert the perspective, running the exploration starting from a vertex v 0 ∈ W, so that we can apply again Theorem 2.4, since n = m 1/α , with 1/α > 1. We recall that, if v 0 ∈ W,
Consequently, to prove Theorem 1.5 (ii), we need the following lemma, which we will prove in Section 3:
Lemma 2.5 (Concentration of size of the opposite set). Consider the two-step exploration process on K p (n, m) from Definition 2.1, starting from v 0 ∈ U, with p = p c (1 + λn −1/3 ) and m = n α for some λ ∈ R, α > 1. Then as n → ∞, for every T ∈ (0, ∞),
We also need, in order to count the number of edges in large components and to prove convergence in the ℓ 2 ց -topology, a uniform upper bound on the degree of vertices in K p (n, m).
Lemma 2.6. Consider the graph K p (n, m). Then, as n → ∞, with m = n α for a fixed α ∈ (0, 1), max
Further, in order to prove the scaling limit of the number of edges in the largest critical components, we need the following proposition, which we will prove in Section 4: We can now give a proof of Theorem 1.5 (ii), assuming that the results we stated about the processes related to the exploration hold, which completes the proof of the main theorem. Consequently, the number of vertices found in U during the N th excursion is given by
and, equivalently, the number of edges discovered during the exploration on the N th component is given by
Again, by the same reasoning used to prove Theorem 1.5 (i), from the convergence in the J 1 -topology follows that the j longest excursions of R λ n (s) s≥0 converge in distribution to the j longest excursions of R λ (s) s≥0 , and so, the convergence holds in the product topology.
Again, over finite dimensional spaces the product topology is equivalent to the ℓ 2 -topology, so
in the ℓ 2 ց × ℓ 2 -topology. Consequently, to prove the convergence in the ℓ 2 ց × ℓ 2 we need to prove that for every ε > 0,
We define the sequence (T i ) i≥1 as the sequence of exploration times of connected components, arranged in decreasing order. By (2.12), we know that the sequence (
We know that for every i,
since all the new vertices and edges explored in the kth step must belong to the community formed by all the neighbours of w k in K p (n, m) . We can thus write
(2.31)
The claim follows from Lemma 2.6 and (2.28)
We next analyse the critical behaviour of K p (n, m), and prove Theorem 1.6: We know that the number of vertices in the N th component by exploration order is given by
in particular, the vast majority of the vertices in a large critical component comes from the larger side of K p (n, m), i.e. from the set Q(T N ) \ Q(T N −1 ). Again, by the same reasoning used to prove Theorem 1.5, from the convergence in the J 1 -topology follows that the j longest excursions of R λ n (s) s≥0 converge in distribution to the j longest excursions of R λ (s) s≥0 , (see [2] ), and so, the claim follows. The proof of the ℓ 2 ց in (1.8) is very similar to the one we just presented for (1.7), minus the argument for the ℓ 2 convergence of the number of edges. As before, the convergence in the product topology is enough to obtain, for every J ∈ N,
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in the ℓ 2 ց -topology. Again, by (2.12), we know that the sequence (m
At every step k of the exploration, the vertices whose exploration is completed are v k and all its neighbours, so that
Consequently, we can write and thus the claimed convergence in the ℓ 2 ց -topology follows.
The martingale central limit theorem
In this section we proceed to prove Theorem 2.4. We follow the approach proposed in [2] which has already inspired many other papers (e.g., [8, 15, 20, 32] ), based on the Martingale Functional Central Limit Theorem (MFCLT). This is a well-established proof technique, we next recall its main elements to make the paper self contained. We will closely follow the formulation of the MFCLT given in [20] , with the necessary modifications required to adapt it to the exploration of the graph K p (n, m), whose geometry is quite different from the one studied in [20] . The MFCLT can be applied to a discrete-time process S n (k) k≥0 which admits a Doob's decomposition as follows (see [34] for example). We define the process M n (k) k≥0 as a martingale, L n (k) k≥0 as its quadratic variation process, and F n (k) k≥0 as a filtration with respect to which S n (k) k≥0 is measurable. We then decompose S n (k) k≥0 as
Var(S n (j) − S n (j − 1) | F n (j − 1)).
(3.2)
We can now state the conditions on S n (k) k≥0 required to apply the MFCLT, in a way that is easy to apply to our process:
. Consider a sequence of processes (S n (k)) k≥0 , adapted to a sequence of increasing filtrations F n = F n (k) k≥0 . Suppose that M n (k) k≥0 , Y n (k) k≥0 , and L n (k) k≥0 , defined as in the Doob decomposition above, satisfy the following four conditions, for a fixed τ ∈ R and every t ∈ (0, ∞):
(1) Continuity of the limit of the process:
(2) Continuity of the limit of the variance:
(3) Parabolic drift condition:
(4) Limiting linear variance condition:
Then
in the Skorokhod J 1 -topology, where W (s) s≥0 is a standard Brownian motion.
The main goal of the rest of this section will be to prove that conditions (1) − (4) apply for (S n (k)) k≥0 = (S λ n (k)) k≥0 as defined in (2.5) . The application of the MFCLT will yield the proof of Theorem 2.4.
Continuity conditions for the MFCLT.
In the following lemma we prove that the first two conditions hold for the sequence of processes S λ n (k) k≥0 , as defined in (2.5):
Lemma 3.2 (Continuity of the limit process). Consider the Doob's decomposition of the process S λ n (k) k≥0 adapted to the two-step exploration process from Definition 2.1, starting from v 0 ∈ U, with p = p c (1 + λn −1/3 ) and m = n α for some λ ∈ R, α > 1. Then, as n → ∞, for every t ∈ (0, ∞),
Proof. We separately consider the two cases in which the supremum of |M n (k) − M n (k − 1)| is achieved in the positive or negative part:
We thus obtain E sup
We define the random variables Z 1 := Bin(m, p), Z 2 := Bin(nZ 1 , p). (3.12) We note that, for every v ∈ U, (3.13) since every element in ∂B 1 (v) has at most n − 1 other potential neighbours in U. Moreover, 1) ), since 2 is the minimal distance between vertices in U, so that, for every k, X n (k) Z 2 − 1. By definition, X n (k) ≥ −1 deterministically for all k. We write (3.15) so that E sup
14) we obtain thus that almost surely
M n (k) − M n (k − 1) ≥ −1 − E[Z 2 − 1] = −E[Z 2 ],k≤tn 2/3 (M n (k) − M n (k − 1) − ) 2 ≤ E[Z 2 ] 2 . (3.16) We compute E[Z 2 ] = pnE[Z 1 ] = p 2 nm = 1 + o(1),(3.
17) and thus
E sup
On the other hand, we see that, since
we obtain, by (3.14) (3.20) and consequently, since Z 2 is a.s. non-negative,
Note that here and in the rest of the paper we treat the conditional distributions as random variables which take values in the space of real-valued random variables, which is naturally equipped with the partial order given by stochastic domination. Thus, we can stochastically dominate the sequence (M n (k)−M n (k−1)) + k≥1 with a sequence (Z 2 (k)) k≥1 of i.i.d. random variables with the same distribution as Z 2 . We thus obtain from (3.11) and (3.18 ) that E sup
For (3.8), we thus need to prove that E sup
We define for any ε, k > 0, the events
We write E sup
(3.25)
(3.26)
To bound the second term, we write,
where the last term actually does not depend on k due to the i.i.d. nature of the variables Z 2 (k). Thus, we compute, for every k,
so that
(3.29)
Thus, we need an upper bound on the fourth moment of Z 2 . We recall that Z 2 can be written as 30) or, equivalently, since Z 1 d = Bin(m, p),
where the sequences (Y i ) m i=1 and (W i ) m i=1 are independent of each other. Thus, we can write,
We divide the sum in five different terms, based on how many of the indices coincide. We analyse case by case:
(3.33)
We use that mnp 2 = 1 + o(1) and that, when np → 0, E[Bin(n, p) j ] = np(1 + o(1)) for all j ≥ 1, to obtain E[Z 4 2 ] = (mnp 2 ) 4 + 6(mnp 2 ) 3 + 7(mnp 2 ) 2 + mnp 2 (1 + o(1)) = 15 + o(1).
(3.34)
We can now substitute (3.34) into (3.29) and then into (3.27) to obtain E sup To prove (3.9) we use that
Since, for all k, 0 ≤ (X n (k) + 1 | F n (k − 1))) Z 2 almost surely, we obtain that
(3.37) and consequently
39) using (3.34), so that (3.9) follows.
3.2.
Parabolic drift condition. Before proving the parabolic drift condition and the linear variance condition we now prove Lemma 2.5, which, other than being necessary to derive from Theorem 2.4 results relative to the case α < 1, is also relevant to the proof of the last two conditions required for the application of the MFCLT.
Proof of Lemma 2.5. We start the proof with an upper bound on Q(k). By Definition 2.1,
(3.40) Consequently, for each k, almost surely
where (Z 1 (j)) j≥1 are i.i.d. random variables with the same distribution as Z 1 . We thus obtain From (3.44) we know that for every t, ε > 0, there is n large enough that
Consequently, lim sup
Thus, by the second moment method, we obtain from (3.43) that
Now we prove the matching lower bound. We define the random variable Z 1 d = Bin(m − (t + ε)m 1/2 n 1/6 , p)) and note that, by (3.40), for all k ≤ tn 2/3 ,
when Q(tn 2/3 − 1) ≤ (t + ε)m 1/2 n 1/6 . (3.50) By (3.48), we obtain that (3.50) is satisfied w.h.p.. Consequently, there exists a coupling between (Q(j)) j≥1 and a sequence of i.i.d. random variables ( Z 1 (j)) j≥1 with the same distribution as Z 1 such that, lim n→∞ P(∃j < tn 2/3 : Q(j) − Q(j − 1) < Z 1 (j)) = 0.
(3.51)
We thus deduce that lim sup
We compute This proves pointwise convergence of the process Q(tn 2/3 ) m 1/2 n 1/6 t≥0 , to the identity function.
The uniform convergence follows in a standard way from the fact that (Q(tn 2/3 )) t≥0 is nondecreasing in t and that the identity function is continuous.
We also prove an upper bound on the size of A(k), which will be used in the proofs of the last two conditions to control the effect of the depletion of points on the distribution of X n (k): Lemma 3.3 (Upper bound on the size of the active set). Consider the two-step exploration process on K p (n, m), from Definition 2.1, starting from v 0 ∈ U, with p = p c (1 + λn −1/3 ) and m = n α for some λ ∈ R, α > 1. Then, as n → ∞, for every t ∈ (0, ∞),
Proof. We recall that
From this we obtain sup
For the upper bound, we already argued from (3.13) that (S λ n (k) − S λ n (k − 1) | F n (k − 1)) Z 2 − 1 for all k a.s., and consequently,
where (Z 2 (j)) j≥1 are i.i.d. random variables with distribution identical to Z 2 . We now bound, uniformly for all k ≤ tn 2/3 , 
For the matching lower bound, we note that
since v k has m−Q(k −1) potential neighbours available to be explored in W and each of them in turn has n−D + (k−1) potential neighbours in U and all edges are present with probability p independently of each other. We proved in Lemma 2.5 that max k≤tn 2/3 Q(k) = Θ P (m 1/2 n 1/6 ). Moreover, by Definition 2.1,
Therefore, 
→ 0., Now we can prove the two lemmas that establish the last two conditions for the application of the MFCLT, starting with the parabolic drift condition: Proposition 3.4 (Parabolic drift condition). Consider the Doob's decomposition of the process S λ n (k) k≥0 adapted to the two-step exploration process from Definition 2.1, starting from v 0 ∈ U, with p = p c (1 + λn −1/3 ) and m = n α , for some λ ∈ R, α > 1. Then as n → ∞, for every t ∈ (0, ∞),
Proof. Recall from the Doob's decomposition of (S λ n (k)) k≥0 given in (3.2) that
Consequently, to obtain the claim, we need to prove uniform convergence of the drift in the process at every time, i.e. that max
First, we recall that (|∂B 1 (v k ) \ Q(k − 1)| | F n (k − 1)) has distribution Bin(m − Q(k − 1), p), and that every element in
(3.79)
We compute 1) ).
We know that, independently of k,
Next, from Lemma 2.5, we obtain max k≤tn 2/3
= p 2 ntm 1/2 n 1/6 (1 + o P (1)) = Θ P (n 1/6 m −1/2 ) = o P (n −1/3 ).
(3.82)
What remains to prove, since sn −1/3 = k/n, is that max k≤tn 2/3
For the lower bound on p 2 D + (k − 1)m we note that
84) so that, almost surely, for all k ≤ tn 2/3 , 
3.3. Linear variance condition. The only condition left to prove is the linear variance condition. We do it in the following lemma:
Lemma 3.5 (Linear variance condition). Consider the Doob's decomposition of the process S λ n (k) k≥0 adapted to the two-step exploration process from Definition 2.1, starting from v 0 ∈ U, with p = p c (1 + λn −1/3 ) and m = n α for some λ ∈ R, α > 1. Then as n → ∞, for every t ∈ (0, ∞),
(3.89)
Proof. From the Doob's decomposition of (S λ n (k)) k≥0 given in (3.2) we recall that
Var(X n (j) | F n (j − 1)).
(3.90)
We recall from Definition 2.1 that we can write X n (j) + 1 as a binomial random variable with random parameter. Indeed,
We can thus use the variance decomposition formula on the conditioning on Q(j), to obtain
We can thus bound max j≤tn 2/3
Var(X n (j) | F n (j − 1)) − 1 ≤ max
Var(E[X n (j) | Q(j), F n (j − 1)] | F n (j − 1)]) + max
(3.93)
We next compute that
so that, since Q(j − 1) and D + (j − 1) are both measurable with respect to F n (j − 1), and
For the second term on the right hand side of (3.93) we compute
so we write, recalling again that D + (j − 1) is measurable with respect to F n (j − 1),
.
As a result, for an upper bound,
To derive the matching lower bound, we recall from Lemma 2.5 that max j≤tn 2/3 Q(j) = Θ P (m 1/2 n 1/6 ) and from Lemma 3.3 that max j≤tn 2/3 D + (j) = Θ P (n 2/3 ), so that min Var(X n (j) | F n (j − 1)) − 1
Summing over j ≤ tn 2/3 the claim follows, by uniformity of the convergence.
We can now finally complete the proof of Theorem 2.4:
Proof of Theorem 2.4. We apply Theorem 3.1 with (S n (k)) k≥0 = (S λ n (k)) k≥0 and τ = λ. Conditions (1) and (2) (3.102)
Scaling limit of number of edges in large critical components
In this section we prove that in the largest connected components of the critical RIG G(n, m, p), when α < 1, the total number of edges is of higher order of magnitude than the number of vertices, i.e., for every j, |C j | = o P (|E(C j )|).
(4.1)
The reason is that if we assume that α < 1, G(n, m, p) is built by planting cliques whose sizes are close to n/m, each of which contains around n/(2m) edges.
We now prove Proposition 2.7. Because the edges in the RIG are generated on the base of how individuals are assigned to communities, we first prove that w.h.p. G(n, m, p) does not contain unusually large communities. We recall that for each community w ∈ W, the number of its elements is given by To prove that there are no exceptionally large communities we use results from standard concentration inequalities for binomial random variables: We next prove Lemma 2.6, i.e., that the graph does not contain communities that are significantly larger than the average: Proof of Lemma 2.6. We only prove (2.19) , the proof of (2.20) is identical with the roles of m and n switched. We know that ∂B 1 (w) d = Bin(n, p). We use (4.3) with t = εnp for some ε > 0 small enough, This result is important since when we run the two-steps exploration on K p (n, m) starting from v 0 ∈ W, as we do to study G(n, m, p) when α < 1, the process explores one community at every step, so from the sizes of the communities explored in the first k steps we can bound the number of edges explored.
Proof of Proposition 2.7. We start noting that for every community v ∈ W, ∂B 1 (v) induces a clique in the RIG, and that every edge of G(n, m, p) must belong to at least one such clique. From this we can deduce that
Indeed, in this upper bound, we are ignoring the fact that the exploration might have already found some of the edges in the j-th community in the previous steps. By Lemma 2.6, j≤k ∂B 1 (v j )(∂B 1 (v j ) − 1) 2 ≤ k np(np − 1) 2 (1 + o P (1)) = kn 2m (1 + o P (1)). (4.7)
We thus obtain that E(tm 2/3 ) ≤ tn 2m 1/3 (1 + o P (1)).
(4.8)
For a lower bound instead, we note that all the edges added in the community corresponding to v k among vertices in U \ Q(k − 1), are in E(k) \ E(k − 1), since such vertices have not been found yet by the exploration process, so that none of the edges incident to them has been explored. Thus we write, recalling the definition of ∂B 1 (v j , Q(j − 1)) from (2.2),
and we note that (∂B 1 (v j , Q(j − 1)) | F n (j − 1)) d = Bin(n − Q(j − 1), p). Note that under the assumption that Q(tm 2/3 − 1) ≤ 2tn 1/2 m 1/6 , (4.12) it holds, for every given t ∈ (0, ∞), (∂B 1 (v j , Q(j − 1)) | F n (j − 1)) B, ∀j ≤ tm 2/3 . (4.13)
We then obtain that, by (4.9), if (4.12) is satisfied, which happens w.h.p. by Lemma 2.5, then (E(j) − E(j − 1) | F n (j − 1)) B(B − 1) 2 , ∀j ≤ tm 2/3 . Thus, there exists a coupling between (E(j)) j≥1 and a sequence of i.i.d. random variables (B(j)) j≥1 , each with distribution identical to B, such that P ∃j ≤ tm 2/3 : E(j) − E(j − 1) < B(j)(B(j) − 1) 2 ≤ P(Q(tm 2/3 − 1) > 2tn 1/2 m 1/6 ) → 0. Var(B(j)(B(j) − 1)) = 6(np) 2 (1 + o(1)) = 6n/m(1 + o(1)), (4.18) so that, by the second moment method, for every t ∈ (0, ∞), We obtain the claimed uniform convergence from the fact that (E(k)) k≥0 is a non-decreasing process and the function t → t/2 is continuous.
