Towards Democratizing Data Science with Natural Language Interfaces by Su, Yu
UC Santa Barbara
UC Santa Barbara Electronic Theses and Dissertations
Title
Towards Democratizing Data Science with Natural Language Interfaces
Permalink
https://escholarship.org/uc/item/9jm7s302
Author
Su, Yu
Publication Date
2018
 
Peer reviewed|Thesis/dissertation
eScholarship.org Powered by the California Digital Library
University of California
University of California
Santa Barbara
Towards Democratizing Data Science with Natural Language
Interfaces
A dissertation submitted in partial satisfaction
of the requirements for the degree
Doctor of Philosophy
in
Computer Science
by
Yu Su
Committee in charge:
Professor Xifeng Yan, Chair
Professor Ambuj Singh
Professor Amr El Abbadi
December 2018
The Dissertation of Yu Su is approved.
Professor Ambuj Singh
Professor Amr El Abbadi
Professor Xifeng Yan, Committee Chair
May 2018
Towards Democratizing Data Science with Natural Language Interfaces
Copyright c© 2018
by
Yu Su
iii
To Huan,
For the company in the dark, at the dawn, and ever after.
iv
Acknowledgements
I would like to thank my advisor, Xifeng Yan, without whom nothing in this dissertation
is possible. He did not give up on me in the early days when nothing seemed going in the
right direction. He guided me into the fantastic field of machine learning and natural language
processing. His advice, encouragement, and criticism over my whole PhD life have largely
shaped the way I do research and beyond, and the things I have learned from him will continue
to be invaluable in my future academic career.
I am also in great debt to my committee members, Ambuj Singh and Amr El Abbadi. They
provided me invaluable feedback at every stage of my graduate study. Although not officially
on my PhD committee, I would also like to give special acknowledgements to Brian Sadler,
whose advice over the years has greatly helped me shape my research path and become a better
researcher.
I would like to thank my mentors and collaborators: Mudhakar Srivatsa, Sue Kase, Michelle
Vanni, Wen-Tau Yih, Ahmed Hassan Awadallah, Patrick Pantel, Ryen White, Michael Ga-
mon, Mark Encarnacion, Madian Khabsa, Miaosen Wang, William Yang Wang, Shengqi Yang,
Fangqiu Han, Semih Yavuz, Izzeddin Gur, Keqian Li, Hanwen Zha, Wenhu Chen, and Xin
Wang.
I would like to express my deepest gratitude to my wife, Huan Sun, for her company and
encouragement. I also thank my parents, my sister and my brother for their love and support.
The research in this dissertation is funded in part by the Army Research Laboratory under
cooperative agreements W911NF09-2-0053, NSF IIS 0954125, and NSF IIS 1528175, and
Microsoft Research.
v
Curriculum Vitæ
Yu Su
Education
2012 - 2018 Ph.D. in Computer Science, University of California, Santa Barbara.
2008 - 2012 B.E. in Computer Science and Technology, Tsinghua University.
Experience
10/2018 - Researcher, Microsoft Semantic Machines
08/2018 - Visiting Assistant Professor, Dept. of CSE@The Ohio State University
06/2017 - 09/2017 Research Intern, Microsoft Research, Redmond
06/2016 - 09/2016 Research Intern, Microsoft Research, Redmond
09/2015 - 11/2015 Visiting Researcher, U.S. Army Research Laboratory
06/2015 - 09/2015 Research Intern, IBM T.J. Watson Research Center
06/2013 - 06/2018 Research Assistant, University of California, Santa Barbara
09/2012 - 06/2013 Teaching Assistant, University of California, Santa Barbara
07/2011 - 09/2011 Undergraduate Research Assistant, University of Notre Dame
Selected Publications
AAAI 2019 Xin Wang, Jiawei Wu, Da Zhang, Yu Su, William Yang Wang. Learn-
ing to Compose Topic-Aware Mixture of Experts for Zero-Shot Video
Captioning.
ICDM 2018 Keqian Li, Hanwen Zha, Yu Su, Xifeng Yan. Concept Mining via Em-
bedding.
EMNLP 2018 Wenhu Chen, Jianshu Chen, Yu Su, Xin Wang, Dong Yu, Xifeng Yan
and William Yang Wang. XL-NBT: A Cross-lingual Neural Belief Track-
ing Framework.
EMNLP 2018 Semih Yavuz, Izzeddin Gur, Yu Su and Xifeng Yan. What It Takes to
Achieve 100% Condition Accuracy on WikiSQL.
ACL 2018 Izzeddin Gur, Semih Yavuz, Yu Su, Xifeng Yan. DialSQL: Dialogue
Based Structured Query Generation.
SIGIR 2018 Yu Su, Ahmed Hassan Awadallah, Miaosen Wang, Ryen White. Natural
Language Interfaces with Fine-Grained User Interaction: A Case Study
on Web APIs.
NAACL 2018 Yu Su*, Honglei Liu*, Semih Yavuz, Izzeddin Gur, Huan Sun, Xifeng
Yan. Global Relation Embedding for Relation Extraction. (∗: equal
contribution)
vi
SDM 2018 Keqian Li, Hanwen Zha, Yu Su, Xifeng Yan. Unsupervised Neural Cat-
egorization for Scientific Publications.
CIKM 2017 Yu Su, Ahmed Hassan Awadallah, Madian Khabsa, Patrick Pantel, Michael
Gamon, Mark Encarnacion. Building Natural Language Interfaces to
Web APIs.
EMNLP 2017 Yu Su, Xifeng Yan. Cross-domain Semantic Parsing via Paraphrasing.
EMNLP 2017 Jie Zhao, Yu Su, Ziyu Guan, Huan Sun. An End-to-End Deep Frame-
work for Answer Triggering with a Novel Group-Level Objective.
EMNLP 2017 Semih Yavuz, Izzeddin Gur, Yu Su, Xifeng Yan. Recovering Question
Answering Errors via Query Revision.
EMNLP 2016 Yu Su, Huan Sun, Brian Sadler, Mudhakar Srivatsa, Izzeddin Gur, Zenghui
Yan, Xifeng Yan. On Generating Characteristic-rich Question Sets for
QA Evaluation.
EMNLP 2016 Semih Yavuz, Izzeddin Gur, Yu Su, Mudhakar Srivatsa, Xifeng Yan.
Improving Semantic Parsing via Answer Type Inference.
SDM 2016 Yu Su, Fangqiu Han, Richard E. Harang, Xifeng Yan. A Fast Kernel for
Attributed Graphs.
WWW 2016 Huan Sun, Hao Ma, Xiaodong He, Wen-Tau Yih, Yu Su, Xifeng Yan.
Table Cell Search for Question Answering.
KDD 2015 Yu Su, Shengqi Yang, Huan Sun, Mudhakar Srivatsa, Sue Kase, Michelle
Vanni, Xifeng Yan. Exploiting Relevance Feedback in Knowledge Graph
Search.
Awards and Honors
2018 Best Distinguished Graduate Student Lecture, UCSB
2016 SDM Travel Award, SIAM
2012 LINK Lab Fellowship, UCSB
2012 Outstanding Graduate Award, Tsinghua University
2009 - 2011 Metrit-based Fellowships, Tsinghua University
2008 Outstanding Freshman Fellowship, Tsinghua University
vii
Abstract
Towards Democratizing Data Science with Natural Language Interfaces
by
Yu Su
Data science has the potential to reshape many sectors of the modern society. This potential
can be realized to its maximum only when data science becomes democratized, instead of cen-
tralized in a small group of expert data scientists. However, with data becoming more massive
and heterogeneous, standing in stark contrast to the spreading demand of data science is the
growing gap between human users and data: Every type of data requires extensive specialized
training, either to learn a specific query language or a data analytics software. Towards the
democratization of data science, in this dissertation we systematically investigate a promising
research direction, natural language interface, to bridge the gap between users and data, and
make it easier for users who are less technically proficient to access the data analytics power
needed for on-demand problem solving and decision making.
One of the largest obstacles for general users to access data is the proficiency requirement
on formal languages (e.g., SQL) that machines use. Automatically parsing natural language
commands from users into formal languages, natural language interfaces can thus play a critical
role in democratizing data science. However, a pressing question that is largely left unanswered
so far is, how to bootstrap a natural language interface for a new domain? The high cost
of data collection and the data-hungry nature of the mainstream neural network models are
significantly limiting the wide application of natural language interfaces.
The main technical contribution of this dissertation is a systematic framework for boot-
strapping natural language interfaces for new domains. Specifically, the proposed framework
consists of three complimentary methods: (1) Collecting data at a low cost via crowdsourcing,
viii
(2) leveraging existing NLI data from other domains via transfer learning, and (3) letting a
bootstrapped model to interact with real users so that it can refine itself over time. Combining
the three methods forms a closed data loop for bootstrapping and refining natural language
interfaces for any domain.
The developed methodologies and frameworks in this dissertation hence pave the path for
building data science platforms that everyone can use to process, query, and analyze their
data without extensive specialized training. With such AI-powered platforms, users can stay
focused on high-level thinking and decision making, instead of overwhelmed by low-level
implementation and programming details — “Let machines understand human thinking. Don’t
let humans think like machines.”
ix
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Chapter 1
Introduction
The past decades have been witnessing the revolution of global digitalization, and subse-
quently, the meteoric growth of digital data. Take the health domain as an example. The cov-
erage of electronic health record has reached 86.9% as of 2015 [1], the cost of whole genome
sequencing has remarkably decreased to less than 1,000 dollars [2], and mobile health moni-
toring via devices like Fitbit is generating a huge amount of multi-dimentional personal health
data. Such data explosion is happening in almost every sector of the modern society, and has
a great potential to enable answering many questions that can not be possibly answered be-
fore. For example, a doctor may quickly find similar patients under different criteria based on
electronic medical records. With the growth of data comes the great need of capabilities to get
insights from data, which has led to the new field of data science.
Data science has the potential to reshape many sectors of the modern society, but this po-
tential can be realized to its maximum only when data science becomes democratized, instead
of centralized in a small group of expert data scientists. However, with data becoming more
massive and heterogeneous, standing in stark contrast to the spreading demand is the growing
gap between end users and data: Every type of data requires extensive specialized training,
either to learn a specific query language or a data analytics software. How can we democratize
1
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data science, i.e., bridge the gap between users and data, and make it easier for users who are
less technically proficient to access the data analytics power needed for on-demand decision
making? This is the main theme of this dissertation.
One main obstacle for general users to access data and data analytics power is the gap be-
tween the natural language used for communication between humans and the formal languages
used by machines. On-demand decision making requires the agility to interact with data in a
process of dynamically generating questions (hypotheses), as and when needed, and quickly
getting answers. However, non-expert users can hardly enjoy such agility. Learning formal
languages like SQL (Structured Query Language) takes a large amount of time. On the other
hand, whereas canned forms (e.g., pre-defined templates on graphical user interfaces (GUIs))
shield users from programming, they lack the necessary expressive flexibility for ad-hoc data
querying and analytics. The gap between user and data is growing further with the rapidly
increasing data volume and heterogeneity. For example, modern knowledge bases like Google
Knowledge Graph contains thousands of entity and relation types, tens of millions of entities,
and hundreds of billions of relational facts about entities; writing a formal query for such com-
plex data is a challenge even for programming-proficient users, let alone users who are novice
in programming. It may also not be economical to write ad-hoc, one-off formal queries to meet
every dynamically generated information need.
In this dissertation, we study natural language interfaces (NLIs), a type of intelligent sys-
tems that can understand natural language requests from users and automatically transduce
into the corresponding formal languages that machines can understand. NLIs serve as a uni-
fied and easy-to-use interface between human users and machines, and are not constrained to
a pre-defined set of functionalities like GUIs. With NLIs, users can simply express their re-
quests, either querying some data or calling some data analytics services, in natural language
and directly get the results back, which significantly lowers the bar for data science.
Research on natural language interfaces has spanned several decades. Early rule-based
2
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Figure 1.1: A systematic framework for bootstrapping natural language interfaces.
NLIs [3, 4, 5] employ carefully designed rules to map natural language questions to formal
meaning representations like SQL queries. While having a high precision, rule-based systems
are brittle when facing with language variations, and usually only admit inputs from a restricted
vocabulary. The rise of statistical models [6, 7, 8], especially the ongoing wave of neural
network models [9, 10], has enabled NLIs to be more robust to language variations. Such
systems, under the re-branded name of semantic parsing or question answering, allow users to
formulate commands with greater flexibility and have shown a wide success. Throughout this
dissertation we will use natural language interface, semantic parsing, and question answering
interchangeably.
However, most of existing studies on natural language interfaces have focused on better
modeling with the goal to improve the parsing accuracy, and usually assume the data needed
to train the parsing model is readily available. This is the largest challenge faced by practi-
tioners of NLI technology, and is significantly limiting its wide application. For example, if
3
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someone wants to build an NLI to electronic medical records to support ad-hoc search requests
from doctors, how can she get the annotated data needed to train an NLI model? While data
collection and annotation is a widely-faced challenge in machine learning, it is particularly
challenging for NLI because it requires annotators to be familiar with formal languages. This
becomes even more challenging for the mainstream neural network models because they are
much more data-hungry than traditional machine learning models.
The main technical contribution of this dissertation is to propose a systematic framework
for NLI bootstrapping in new domains (Figure 1.1). Specifically, the proposed framework
consists of three complimentary methods: (1) Collecting data at a low cost via crowdsourcing,
(2) leveraging existing NLI data from other domains via transfer learning, and (3) letting a
bootstrapped model to interact with real users so that it can refine itself over time. Next we
introduce each step in more details.
1.1 NLI Data Collection via Crowdsourcing
Crowdsourcing is a scalable way for data collection for machine learning models. How-
ever, it is challenging to collect data for NLI, which consists of natural language utterance and
logical form pairs, via crowdsourcing because most crowd workers do not understand logical
forms/formal languages. In Chapter 2 we present a semi-automated framework to enable NLI
data collection via crowdsourcing. Specifically, we first automatically generate logical forms,
and have domain experts to convert these logical forms into canonical utterances in natural
language, which are a little clumsy but understandable by crowd workers. The job of crowd
workers is then just to paraphrase the canonical utterances into a more natural way. We also
propose novel techniques to improve the data quality from this framework. We apply to frame-
work to generate a large dataset for knowledge-based question answering (KBQA), which has
been widely used to train and evaluate KBQA systems.
4
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1.2 Cross-domain NLIs
Considering that there already exists many domains with NLI training data, a natural idea
for bootstrapping an NLI for a new domain to leverge the existing data to learn for the new do-
main, a typical transfer learning setting. However, this is challenging for NLI because different
domains involve different entities and predicates, and can even be defined by different formal
languages. In Chapter 3 we present the first study on cross-domain NLI, and we propose a
novel method based on paraphrasing to make it possible to do transfer learning for NLI.
1.3 Interactive NLIs
So far we have introduced how to boostrap an NLI via crowdsourcing and transfer learning.
An NLI bootstrapped this way may deliver reasonable performance, but it can still be limited
in various ways because the data distribution it has seen so far is inevitably different from the
true data distribution it will get from real users. Therefore, it is critical for enabling NLIs to
interact with real users so that it can continue improving itself over time. In Chapter 4 we
discuss innovative interaction mechanisms for NLIs.
In summary, in this dissertation we present a systematic framework to bootstrap NLIs for
new domains, which is of both theoretical and practical interests. Along the way we have
also successfully developed NLIs for a wide range of data types such as relational databases
[11, 12], knowledge bases [13, 14, 15, 16], semi-structured web tables [17], and web APIs
[18, 19]. It paves the way for wide application of NLI technologies.
5
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NLI Data Collection via Crowdsourcing
2.1 Introduction
Factoid question answering (QA) has gained great attention recently, owing to the fast
growth of large knowledge bases (KBs) such as DBpedia [20] and Freebase [21], which avail
QA systems of comprehensive and precise knowledge of encyclopedic scope [22, 8, 23, 24,
25, 26, 27, 28, 29, 30, 9, 31, 32, 33, 34]. With the blossoming of QA systems, evaluation is
becoming an increasingly important problem. QA datasets, consisting of a set of questions with
ground-truth answers, are critical for both comparing existing systems and gaining insights to
develop new systems.
Questions have rich characteristics, constituting dimensions along which question diffi-
culty varies. Some questions are difficult due to their complex semantic structure (“Who was
the coach when Michael Jordan stopped playing for the Chicago Bulls?”), while some oth-
ers may be difficult because they require a precise quantitative analysis over the answer space
(“What is the best-selling smartphone in 2015?”). Many other characteristics shall be consid-
ered too, e.g., what topic a question is about (questions about common topics may be easier
to answer) and how many answers there are (it is harder to achieve a high recall in case of
6
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Figure 2.1: Running example of our framework. Graph queries are first generated from a
knowledge base. After refinement (not shown), graph queries are sent to human annotators
and converted into natural language questions. Answers are collected from the knowledge
base.
multiple answers). Worse still, due to the flexibility of natural language, different people often
describe the same question in different ways, i.e., paraphrasing. It is important for a QA system
to be robust to paraphrasing.
A QA dataset explicitly specifying such question characteristics allows for fine-grained
inspection of system performance. However, to the best of our knowledge, none of the existing
QA datasets [35, 8, 23, 36, 37, 38] provides question characteristics. In this work, we make
the first attempt to generate questions with explicitly specified characteristics, and examine the
impact of various question characteristics in QA.
We present a semi-automated framework (Figure 2.1) to construct QA datasets with charac-
teristic specification from a knowledge base. The framework revolves around an intermediate
graph query representation, which helps to formalize question characteristics and collect an-
swers. We first automatically generate graph queries from a knowledge base, and then employ
human annotators to convert graph queries into questions.
Automating graph query generation brings with it the challenge of assessing the quality of
graph queries and filtering out bad ones. Our framework tackles the challenge by combining
7
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structured information in the knowledge base and statistical information from the Web. First,
we identify redundant components in a graph query and develop techniques to remove them.
Furthermore, based on the frequency of entities, classes, and relations mined from the Web, we
quantify the commonness of a graph query and filter out too rare ones.
We employ a semi-automated approach for the conversion from graph query to natural
language question, which provides two levels of paraphrasing: Common lexical forms of an
entity (e.g., “Queen Elizabeth” and “Her Majesty the Queen” for ElizabethII) mined from
the Web are used as entity paraphrases, and the remaining parts of a question are paraphrased
by annotators. As a result, dozens of paraphrased questions can be produced for a single graph
query.
To demonstrate the usefulness of question characteristics in QA evaluation, we construct
a new dataset with over 5,000 questions based on Freebase using the proposed framework,
and extensively evaluate several QA systems. A couple of new findings about system perfor-
mance and question difficulty are discussed. For example, different from the results based on
previous QA datasets [39], we find that semantic parsing in general works better than informa-
tion extraction on our dataset. Information extraction based QA systems have trouble dealing
with questions requiring aggregation or with multiple answers. A holistic understanding of the
whole question is often needed for hard questions. The experiments point out an array of issues
that future QA systems may need to solve.
2.2 Related Work
Early QA research has extensively studied problems like question taxonomy, answer type,
and knowledge sources [40, 41, 35]. This work mainly targets at factoid questions with one or
more answers that are guaranteed to exist in a KB.
A few KB-based QA datasets have been proposed recently. QALD [36] and FREE917 [23]
8
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contain hundreds of hand-crafted questions. QALD also indicates whether a question requires
aggregation. Both based on single Freebase triples, SIMPLEQUESTIONS [37] employ human
annotators to formulate questions, while Serban et al. [38] use a recurrent neural network to
automatically formulate questions. They are featured by a large size, but the questions only
concern single triples, while our framework can generate questions involving multiple triples
and various functions. Wang et al. [42] generate question-answer pairs for closed domains like
basketball. They also first generate logical forms (λ-DCS formulae [43] in their case), and then
convert logical forms into questions via crowdsourcing. Logical forms are first converted into
canonical questions to help crowdsourcing workers. Different from previous works, we put a
particular focus on generating questions with diversified characteristics in a systematic way,
and examining the impact of different question characteristics in QA.
Another attractive way for QA dataset construction is to collect questions from search en-
gine logs [44]. For example, WEBQUESTIONS [8] contains thousands of popular questions
from Google search, and Yih et al. [45] have manually annotated these questions with logical
forms. However, automatic characterization of questions is hard, while manual characteriza-
tion is costly and requires expertise. Moreover, users’ search behavior is shaped by search
engines [46]. Due to the inadequacy of current search engines to answer advanced questions,
users may adapt themselves accordingly and mostly ask simple questions. Thus questions
collected in this way, to some extent, may still not well reflect the true distribution of user in-
formation needs, nor does it fully exploit the potential of KB-based QA. Collecting answers is
yet another challenge for this approach. Yih et al. [45] show that only 66% of the WEBQUES-
TIONS answers, which were collected via crowdsourcing, are completely correct. On the other
hand, although questions generated from a KB may not follow the distribution of user informa-
tion needs, it has the advantage of explicit question characteristics, and enables programmatic
configuration of question generation. Also, answer collecting is automated without involving
human labor and errors.
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2.3 Background
2.3.1 Knowledge Base
In this work, we mainly concern knowledge bases storing knowledge about entities and
relations in the form of triples (simply knowledge bases hereafter). Suppose E is a set of
entities, L a set of literals (I = E ∪L is also called individuals), C a set of classes, andR a set
of directed relations, a knowledge baseK consists of two parts: an ontologyO ⊆ C×R×C and
a modelM⊆ E ×R× (C ∪E ∪L). In other words, an ontology specifies classes and relations
between classes, and a model consists of facts about individuals. Such knowledge bases can be
naturally represented as a directed graph, e.g., Figure 2.1(a). Literal classes such as Datetime
are represented as diamonds, and other classes are rounded rectangles. Individuals are shaded.
We assume relations are typed, i.e., each relation is associated with a set of domain and range
classes. Facts of a relation must be compatible with its domain and range constraints. Without
loss of generality, we use Freebase (June 2013 version) in this work for compatibility with the
to-be-tested QA systems. It has 24K classes, 65K relations, 41M entities, and 596M facts.
2.3.2 Graph Query
Motivated by the graph-structured nature of knowledge bases, we adopt a graph-centric
approach. We hinge on a formal representation named graph query (e.g., Figure 2.1(c)), devel-
oped on the basis of Yih et al. [9] and influenced by λ-DCS [43].
Syntax. A graph query q is a connected directed graph built on a given knowledge base K. It
comprises three kinds of nodes: (1) Question node (double rounded rectangle), a free variable.
(2) Ungrounded node (rounded rectangle or diamond), an existentially quantified variable. (3)
Grounded node (shaded rounded rectangle or diamond), an individual. In addition, there are
functions (shaded circle) such as < and count applied on a node. Nodes are typed, each
10
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associated with a class. Nodes are connected by directed edges representing relations. Entities
on the grounded nodes are called topic entities.
Semantics. Graph query is a strict subset of λ-calculus. For example, the graph query in
Figure 2.1(c) can be written in λ-calculus (an existentially quantified variable is imposed by
<):
λx.∃y.∃z.type(x, DeceasedPerson)
∧ type(y, DeceasedPerson)
∧ type(z, Datetime) ∧ parents(x, y)
∧ causeOfDeath(x, LungCancer)
∧ causeOfDeath(y, LungCancer)
∧ dateOfDeath(x, z)∧ < (z, 1960).
The answer of a graph query q, denoted as JqKK, can be easily obtained from K. For
example, if K is stored in a RDF triplestore, then q can be automatically converted into a
SPARQL query and run against K to get the answer. Compared with Yih et al. [9], graph
queries are not constrained to be tree-structured, which grants us a higher expressivity. For
example, linguistic phenomena like anaphora (e.g., Figure 2.1(d)) become easier to model.
2.4 Automatic Graph Query Generation
Our framework proceeds as follows: (1) Generate query templates from a knowledge base,
ground the templates to generate graph queries, and collect answers (this section). (2) Refine
graph queries to retain high-quality ones (Section 2.5). (3) Convert graph queries into questions
via crowdsourcing (Section 2.6).
We now describe an algorithm to generate the query template shown in Figure 2.1(b) (ex-
cluding the function for now). For simplicity, we will focus on the case of a single question
11
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node. Nevertheless, the proposed framework can be extended to generate graph queries with
multiple question nodes. The algorithm takes as input an ontology (Figure 2.1(a)) and the
desired number of edges. All the operations are conducted in a random manner to avoid sys-
tematic biases in query generation. The DeceasedPerson class is first selected as the question
node. We then iteratively grow it by adding neighboring nodes and edges in the ontology. In
each iteration, an existing node is selected, and a new edge, which might introduce a new
node, is appended to it. For example, the relation causeOfDeath, whose domain includes
DeceasedPerson, is first appended to the question node, and then one of its range classes,
CauseOfDeath, is added as a new node. When a node with the class CauseOfDeath already
exists, it is possible to add an edge without introducing a new node. The same relation or class
can be added multiple times, e.g., “parent of parent”.
Topic entities like LungCancer play an important role in a question. A query template
contains some template nodes that can be grounded with different topic entities to generate
different graph queries. We randomly choose a few nodes as template. It may cause problems.
For example, grounding one node may make some others redundant. We conduct a formal
study on this in Section 2.5.1.
Functions such as counting and comparatives are pervasive in real-life questions, e.g., “how
many”, “the most recent”, and “people older than”, but are scarce in existing QA datasets.
We incorporate functions as an important question characteristic, and consider nine common
functions, grouped into three categories: counting (count), superlative (max, min, argmax,
argmin), and comparative (>, ≥, <, ≤). More functions can be incorporated in the future.
We randomly add functions to compatible nodes in query templates. In the running example,
the < function imposes the constraint that only people who passed away before a certain date
should be considered. Each query will have at most one function.
We then ground the template nodes with individuals to generate graph queries. A grounding
is valid if the individuals conform with the class of the corresponding template nodes, and the
12
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Figure 2.2: Mutual exclusivity example. Entities on different nodes should be different.
Figure 2.3: Query minimization example: (a) Graph query with redundant components. (b)
Graph query after minimization.
resulted answer is not empty. For example, by grounding CauseOfDeath with LungCancer
and Datetime with 1960, we get the graph query in Figure 2.1(c). A query template can
render multiple groundings.
Finally, we convert a graph query into a SPARQL query and execute it using Virtuoso
Open-Source 7 to collect answers. We further impose mutual exclusivity in SPARQL queries,
that is, the entities on any two nodes in a graph query should be different. Consider the example
in Figure 2.2, which is asking for the siblings of Natasha Obama. Wihout mutual exclusivity,
however, Natash Obama herself will also be included as an answer, which is not desired.
2.5 Query Refinement
Since graph queries are randomly generated, some of them may not correspond to an inter-
esting question. Next we study two query characteristics, redundancy and commonness, based
on which we provide mechanisms for automatic query refinement.
13
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Figure 2.4: Uncommon query example. It is uncommon to ask for somebody’s great-great–
grandparents.
2.5.1 Query Redundancy and Minimization
Some components (nodes and edges) in a graph query may not effectively impose any
constraint on the answer. The query in Figure 2.3(a) is to “find the US president whose child is
Natasha Obama, and Natasha Obama was born on 2001-06-10”. Intuitively, the bold-faced
clause does not change the answer of the question. Correspondingly, the dateOfBirth edge
and the date node are redundant. As a comparison, removing any component from the query in
Figures 2.3(b) will change the answer. Formally, given a knowledge base K, a component in a
graph query q is redundant iff. removing it does not change the answer JqKK.
Redundancy can be desired or not. In a question, redundant information may be inserted
to reduce ambiguity. In Figure 2.3(a), if one uses “Natasha” to refer to NatashaObama, there
comes ambiguity since it may be matched with many other entities. The additional informa-
tion “who was born on 2001-06-10” then helps. Next we describe an algorithm to remove
redundancy from queries. One can choose to either only generate queries with no redundant
component, or intentionally generate redundant queries and test QA systems in presence of
redundancy.
We manage to generate minimal queries, for which there exists no sub-query having the
same answer. An important theorem, as we prove in [13], is the equivalency of minimality
and non-redundancy: A query is minimal iff. it has no redundant component. This renders a
simple algorithm for query minimization, which directly detects and removes the redundant
components in a query. We first examine every edge (in an arbitrary order), and remove an
edge if it is redundant. Redundant nodes will then become disconnected to the question node
and are thus eliminated. It is easy to prove that the produced query (e.g., Figure 2.3(b)) is
14
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minimal, and has the same answer as the original query.
2.5.2 Commonness Checking
We now quantify the commonness of graph queries. The benefits of this study are two-fold.
First, it provides a refinement mechanism to reduce too rare queries. Second, commonness is
itself an important question characteristic. It is interesting to examine its impact on question
difficulty. Consider the example in Figure 2.4, which asks for “the great-great-grandparents of
Ernest Solvay”. It is minimal and logically plausible. Few users, however, are likely to come
up with it. Ernest Solvay is famous for the Solvay Conferences, but few people outside the
science community may know him. Although Person and parents are common, asking for
the great-great-grandparents is quite uncommon.
A query is more common if users would more likely come up with it. We define the
commonness of a query q as its probability p(q) of being picked among all possible queries
from a knowledge base. The problem then boils down to estimating p(q). It is hard, if not
impossible, to exhaust the whole query space. We thus make the following simplification.
We break down query commonness by components, assuming mutual independence between
components, and omit functions:
p(q) =
∏
i∈Iq
p(i)× ∏
c∈Cq
p(c)× ∏
r∈Rq
p(r), (2.1)
where Iq, Cq, Rq are the multi-set of the individuals, classes, and relations in q, respectively.
Repeating components are thus accumulated (c.f. Figure 2.4).
We propose a data-driven method, using statistical information from the Web, to estimate
p(i), p(c), and p(r). Other methods like domain-knowledge based estimation are also appli-
cable if available. We start with entity probability p(e) (excluding literals for now). If users
mention an entity more frequently, its probability of being observed in a question should be
15
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Figure 2.5: Question generation and paraphrasing.
higher. We use a large entity linking dataset, FACC1 [47], which identifies around 10 billion
mentions of Freebase entities in over 1 billion web documents. The estimated linking preci-
sion and recall are 80-85% and 70-85%, respectively. Suppose entity e has n(e) mentions, then
p(e) = n(e)∑
e′∈E n(e′)
. For a class c, probability p(c) is higher if it has more frequently mentioned
entities. If we use e ∈ c to indicate e is an instance of c, then p(c) =
∑
e∈c n(e)∑
c′∈C
∑
e∈c′ n(e)
. Estimating
p(r) requires relation extraction from texts, which is hard. We make the following simplifica-
tion: If (e1, r, e2) is a fact in the knowledge base, we increase n(r) by 1 if e1 and e2 co-occur
in a document. This suffices to distinguish common relations from uncommon ones. We then
define p(r) = n(r)∑
r′∈R n(r′)
. Finally, we use frequency information from the knowledge base to
smooth the probabilities, e.g., to avoid zero probabilities. The probability of literals are solely
determined by the frequency information from the knowledge base.
2.6 Natural Language Conversion
In order to ensure naturalness and diversity, we employ human annotators to manually con-
vert graph queries into natural language questions. We manage to provide two levels of para-
phrasing (Figure 2.5). Each query is sent to multiple annotators for sentence-level paraphras-
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# of edges Function log10(p(q)) |A|
1 2 3 none count super. comp. [−40, 30) [−30, 20) [−20, 10) [−10, 0) 1 > 1
# of graph queries 321 144 35 350 61 42 47 60 135 283 22 332 168
# of questions 3094 1648 424 3855 710 332 269 653 1477 2766 270 3487 1679
Table 2.1: Characteristic statistics. |A| is answer cardinality.
ing. In addition, we use different lexical forms of an entity mined from FACC1 for entity-level
paraphrasing. We provide a ranked list of common lexical forms and the corresponding fre-
quency for each topic entity. For example, the lexical form list for UnitedStatesOfAmerica
is “us” (108M), “united states” (44M), “usa” (22M), etc. Finally, graph queries are automati-
cally translated into SPARQL queries to collect answers.
Natural language generation (NLG) [48, 38, 49] would be a good complement to our frame-
work, the combination of which can lead to a fully-automated pipeline to generate QA datasets.
For example, Serban et al. [38] automatically convert Freebase triples into questions with a
neural network. More sophisticated NLG techniques able to handle graph queries involving
multiple relations and various functions are an interesting future direction.
2.7 Experiments
We have constructed a new QA dataset, named GRAPHQUESTIONS, using the proposed
framework, and tested several QA systems to show that it enables fine-grained inspection of
QA systems.
2.7.1 Dataset Construction
We first randomly generated a set of minimal graph queries, and removed the ones whose
commonness is below a certain threshold. The remaining graph queries were then screened
by graduate students, and a canonical question was generated for each query, with each be-
17
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Question Domain Answer # ofedges Function log10(p(q)) |A|
Find terrorist organizations involved in
September 11 attacks.
The September 11 attacks were carried out
with the involvement of what terrorist
organizations?
Terrorism alQaeda 1 none -16.67 1
Who did nine eleven?
How many children of Eddard Stark were
born in Winterfell?
Winterfell is the home of how many of
Eddard Stark’s children?
Fictional
Universe
3 2 count -23.34 1
What’s the number of Ned Stark’s children
whose birthplace is Winterfell?
In which month does the average rainfall of
New York City exceed 86 mm?
Rainfall averages more than 86 mm in New
York City during which months? Travel
March, August
. . .
3 comp. -37.84 7
List the calendar months when NYC
averages in excess of 86 millimeters of rain?
Table 2.2: Example questions and characteristics. Three sentence-level paraphrases are shown
for each graph query, with the last one also involving entity-level paraphrasing. Topic entities
are bold-faced.
ing verified by at least two students. We recruited 160 crowdsourcing workers from Amazon
MTurk to generate sentence-level paraphrases of the canonical questions. Trivial paraphrases
(e.g., “which city” vs. “what city”) were manually removed to retain a high diversity in para-
phrasing. At most 3 entity-level paraphrases were used for each sentence-level paraphrase.
2.7.2 Dataset Analysis
GRAPHQUESTIONS contains 500 graph queries, 2,460 sentence-level paraphrases, and
5,166 questions2. The dataset presents a high diversity and covers a wide range of domains
including People, Astronomy, Medicine, etc. Specifically, it contains 148, 506, 596, 376
2For each query template, we only generate one graph query, but one can also generate multiple graph queries,
and easily get the corresponding questions by replacing the topic entities. This will significantly increase the total
number of questions, and can be helpful in training.
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Dataset # of Questions # of Multi-relation Function (count/super./comp.) Commonness Paraphrase Multi-answer
GRAPHQUESTIONS (this work) 5166 2072 710 / 332 / 269 + + +
WEBQUESTIONSSP [45]1 4737 2075 2 / 168 / 334 - - +
FREE917 [23] 917 229 185 / 0 / 0 - - +
Serban et al. [38] 30M 0 0 / 0 / 0 - - -
SIMPLEQUESTIONS [37] 108K 0 0 / 0 / 0 - - -
Table 2.3: Comparison of QA datasets constructed from Freebase. GRAPHQUESTIONS is the
richest in question characteristics.
and 3,026 distinct domains, classes, relations, topic entities, and words, respectively. We evenly
split GRAPHQUESTIONS into a training set and a testing set. All the paraphrases of the same
graph query are in the same set.
While there are other question characteristics derivable from graph query, we will focus
on the following ones: structure complexity, function, commonness, paraphrasing, and answer
cardinality. We use the number of edges to quantify structure complexity, and limit it to at most
3. Commonness is limited to log10(p(q)) ≥ −40 (c.f. Eq. 2.1). As shown in Section 2.7.4,
such questions are already very hard for existing QA systems. Nevertheless, the proposed
framework can be used to generate questions with different characteristic distributions. Some
statistics are shown in Table 2.1.
Several example questions are shown in Table 2.2. Sentence-level paraphrasing requires
to handle both commands (the first example) and “Wh” questions, light verbs (“Who did
nine eleven?”), and changes of syntactic structure (“The September 11 attacks were carried
out with the involvement of what terrorist organizations?”). Entity-level paraphrasing tests
the capability of QA systems on abbreviation (“NYC” for New York City), world knowl-
edge (“Her Majesty the Queen” for ElizabethII), or even common typos (“Shakspeare”
for WilliamShakespeare). Numbers and dates are also common, e.g., “Which computer
operating system was released on Sept. the 20th, 2008?”
We compare several QA datasets constructed from Freebase, shown in Table 2.3. Datasets
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focusing on single-relation questions are of a larger scale, but are also of a significant lack in
question characteristics. Overall GRAPHQUESTIONS presents the highest diversity in question
characteristics.
2.7.3 Setup
We evaluate three QA systems whose source code is publicly available: SEMPRE [8],
PARASEMPRE [25], and JACANA [30]. SEMPRE and PARASEMPRE follow the semantic pars-
ing paradigm. SEMPRE conducts a bottom-up beam-based parsing on questions to find the best
logical form. PARASEMPRE, in a reverse manner, enumerates a set of logical forms, generates
a canonical utterance for each logical form, and ranks logical forms according to how well the
canonical utterance paraphrases the input question. In contrast, JACANA follows the informa-
tion extraction paradigm, and builds a classifier to directly predict whether an individual is the
answer. They all use Freebase.
The main metric for answer quality is the average F1 score, following Berant and Liang [25].
Because a question can have more than one answer, individual precision, recall, and F1 scores
are first computed on each question and then averaged. When a system generates no response
for a question, precision is 1, recall is 0, and F1 is 0. Average runtime is used for efficiency.
Results are shown in percentage. Systems are trained on the training set using the suggested
configurations. We use student’s t test at p = 0.05 for significance test.
2.7.4 Results
Overall Evaluation
Compared with the scores on WEBQUESTIONS (30%-40%), the scores on GRAPHQUES-
TIONS are lower (Table 2.4). This is because GRAPHQUESTIONS contains questions over a
broader range of difficulty levels. For example, it is more diverse in topics; also the scores
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System F1 Time/s
SEMPRE 10.80 56.19
PARASEMPRE 12.79 18.43
JACANA 5.08 2.01
Table 2.4: Overall performance on GRAPHQUESTIONS.
become much closer when excluding paraphrasing (Section 2.7.4).
JACANA achieves a comparable F1 score with SEMPRE and PARASEMPRE on WEBQUES-
TIONS [39]. On GRAPHQUESTIONS, however, SEMPRE and PARASEMPRE significantly out-
perform JACANA (both p < 0.0001). The following experiments will give more insights about
where the performance difference comes from. On the other hand, JACANA is much faster,
showing an advantage of information extraction. The semantic parsing systems spend a lot of
time on executing SPARQL queries. Bypassing SPARQL and directly working on the knowl-
edge base may be a promising way to speed up semantic parsing on large knowledge bases [9].
Fine-grained Evaluation
With explicitly specified question characteristics, we are able to further inspect QA sys-
tems.
Structure Complexity. We first break down system performance by structure. Answer qual-
ity is in general sensitive to the complexity of question structure: As the number of edges
increases, F1 score decreases (Figure 2.6(a)). The tested systems often fail to take into account
auxiliary constraints in a question. For example, for “How many children of Ned Stark were
born in Winterfell?” SEMPRE fails to identify the constraint “born in Winterfell”, so it also
considers Ned Stark’s bastard son, Jon Snow, as an answer, who was not born in Winterfell.
Answering questions involving multiple relations using large knowledge bases remain an open
2WEBQUESTIONSSP is WEBQUESTIONS with manually annotated logical forms. Only those with a full
logical form are included (4737 / 5810).
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Figure 2.6: Performance breakdown. Note that in (c) x = −5 indicates the commonness
range −10 ≤ log10(p(q)) < 0.
problem. The large size of knowledge bases prohibits exhaustive search, so smarter algorithms
are needed to efficiently prune the answer space. Berant and Liang [34] point out an interest-
ing direction, leveraging agenda-based parsing with imitation learning for efficient search in
the answer space.
Function. In terms of functions, while SEMPRE and PARASEMPRE perform well on count
questions, all the tested systems perform poorly on questions with superlatives or comparatives
(Figure 2.6(b)). JACANA has trouble dealing with functions because it does not conduct quan-
titative analysis over the answer space. SEMPRE and PARASEMPRE do not generate logical
forms with superlatives and comparatives, so they cannot answer such questions well.
Commonness. Not surprisingly, more common questions are in general easier to answer (Fig-
ure 2.6(c)). An interesting observation is that SEMPRE’s performance gets worse on the most
common questions. The cause is likely rooted in how the QA systems construct their candidate
answer sets. PARASEMPRE and JACANA exhaustively construct candidate sets, while SEMPRE
employs a bottom-up beam search, making it more sensitive to the size of the candidate answer
space. Common entities like UnitedStatesOfAmerica are often featured by a high degree
in knowledge bases (e.g., 1 million neighboring entities), which dramatically increases the size
of the candidate answer space. During SEMPRE’s iterative beam search, many correct logical
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forms may have fallen off beam before getting into the final candidate set. We checked the per-
centage of questions for which the correct logical form is in the final candidate set, and found
that it decreased from 19.8% to 16.7% when commonness increased from -15 to -5, providing
an evidence for the intuition.
Paraphrasing. It is critical for a system to tolerate the wording varieties of users. We make
the first effort to evaluate QA systems on paraphrasing. For each system, we rank, in descend-
ing order, all the paraphrases derived from the same graph query by their F1 score achieved
by the system, and then compute the average F1 score of each rank. In Figure 2.6(d), the de-
creasing rate of a curve thus describes a system’s robustness to paraphrasing; the higher, the
less robust. All the systems achieve a reasonable score on the top-1 paraphrases, i.e., when a
system can choose the paraphrase it can best answer. The F1 scores drop quickly in general.
On the fourth-ranked paraphrases, the F1 score of SEMPRE, PARASEMPRE, and JACANA are
respectively only 37.65%, 53.2%, and 36.2% of their score on the top-1 paraphrases. Leverag-
ing paraphrasing in its model, PARASEMPRE does seem to be more robust. The results show
that how to handle paraphrased questions is still a challenging problem.
Answer Cardinality. SEMPRE and JACANA get a significantly lower F1 score (both p <
0.0001) on multi-answer questions (Table 2.5), mainly coming from a decrease on recall. The
decrease of PARASEMPRE is not significant (p=0.29). The particularly significant decrease
of JACANA demonstrates the difficulty of training a classifier that can predict all of the an-
swers correctly; semantic parsing is more robust in this case. The precision of SEMPRE is
high because it generates no response for many questions. Note that under the current defini-
tion, the average F1 score is not the harmonic mean of the average precision and recall (c.f.
Section 2.7.3).
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System |A| Prec. Rec. F1
SEMPRE
1 59.81 16.11 12.68
> 1 62.38 9.17 6.78
PARASEMPRE
1 17.42 17.58 13.25
> 1 19.65 17.23 11.82
JACANA
1 14.77 6.56 6.56
> 1 11.80 1.43 1.98
Table 2.5: Performance breakdown by answer cardinality |A|.
2.8 Conclusion
We proposed a framework to generate characteristic-rich questions for question answering
(QA) evaluation. Using the proposed framework, we constructed a new and challenging QA
dataset, and extensively evaluated several QA systems. The findings point out an array of issues
that future QA research may need to solve.
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Chapter 3
Cross-domain Semantic Parsing
3.1 Introduction
Semantic parsing, which maps natural language utterances into computer-understandable
logical forms, has drawn substantial attention recently as a promising direction for developing
natural language interfaces to computers. Semantic parsing has been applied in many domains,
including querying data/knowledge bases [3, 50, 8], controlling Internet-of-Things (IoT) de-
vices [51], and communicating with robots [52, 53, 54, 55].
Despite the wide applications, studies on semantic parsing have mainly focused on the in-
domain setting, where both training and testing data are drawn from the same domain. How to
build semantic parsers that can learn across domains remains an under-addressed problem. In
this work, we study cross-domain semantic parsing. We model it as a domain adaptation prob-
lem [56], where we are given some source domains and a target domain, and the core task is to
adapt a semantic parser trained on the source domains to the target domain (Figure 3.1). The
benefits are two-fold: (1) by training on the source domains, the cost of collecting training data
for the target domain can be reduced, and (2) the data of source domains may provide informa-
tion complementary to the data collected for the target domain, leading to better performance
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When did Alice start working 
for Mckinsey?
Start date of employee Alice 
whose employer is Mckinsey
Target
Domain
In which seasons did Kobe Bryant 
play for the Lakers?
Season of player Kobe Bryant 
whose team is Los Angeles Lakers
R[season].(player.KobeBryant 
            team.Lakers)
Source 
Domains
Input Utterance Canonical Utterance Logical Form
Paraphrase
Model
External Language Resources 
pre-trained word embeddings, 
monolingual parallel corpora, 
   
R[start].(employee.Alice 
          employer.Mckinsey)
Figure 3.1: Cross-domain semantic parsing via paraphrasing framework. In a deterministic
way, logical forms are first converted into canonical utterances in natural language. A para-
phrase model then learns from the source domains and adapts to the target domain. External
language resources can be incorporated in a consistent way across domains.
on the target domain.
This is a very challenging task. Traditional domain adaptation [56, 57] only concerns nat-
ural languages, while semantic parsing concerns both natural and formal languages. Different
domains often involve different predicates. In Figure 3.1, from the source BASKETBALL do-
main a semantic parser can learn the semantic mapping from natural language to predicates
like team and season, but in the target SOCIAL domain it needs to handle predicates like
employer instead. Worse still, even for the same predicate, it is legitimate to use arbitrarily
different predicate symbols, e.g., other symbols like hired by or even predicate1 can also
be used for the employer predicate. Therefore, directly transferring the mapping from natural
language to predicate symbols learned from source domains to the target domain may not be
much beneficial.
Inspired by the recent success of paraphrasing based semantic parsing [25, 58], we propose
to use natural language as an intermediate representation for cross-domain semantic parsing.
As shown in Figure 3.1, logical forms are converted into canonical utterances in natural lan-
guage, and semantic parsing is reduced to paraphrasing. It is the knowledge of paraphrasing,
at lexical, syntactic, and semantic levels, that will be transferred across domains.
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Still, adapting a paraphrase model to a new domain is a challenging and under-addressed
problem. To give some idea of the difficulty, for each of the eight domains in the popular
OVERNIGHT [58] dataset, 30% to 55% of the words never occur in any of the other domains, a
similar problem observed in domain adaptation for machine translation [59]. The paraphrase
model therefore can get little knowledge for a substantial portion of the target domain from
the source domains. We introduce pre-trained word embeddings such as WORD2VEC [60] to
combat the vocabulary variety across domains. Based on recent studies on neural network ini-
tialization, we conduct a statistical analysis of pre-trained word embeddings and discover two
problems that may hurdle their direct use in neural networks: small micro variance, which hurts
optimization, and large macro variance, which hurts generalization. We propose to standardize
pre-trained word embeddings, and show its advantages both analytically and experimentally.
On the OVERNIGHT dataset, we show that cross-domain training under the proposed frame-
work can significantly improve model performance. We also show that, compared with directly
using pre-trained word embeddings or normalization as in previous work, the proposed stan-
dardization technique can lead to about 10% absolute improvement in accuracy.
3.2 Cross-domain Semantic Parsing
3.2.1 Problem Definition
Unless otherwise stated, we will use u to denote input utterance, c for canonical utterance,
and z for logical form. We denote U as the set of all possible utterances. For a domain, suppose
Z is the set of logical forms, a semantic parser is a mapping f : U → Z that maps every input
utterance to a logical form (a null logical form can be included in Z to reject out-of-domain
utterances).
In cross-domain semantic parsing, we assume there are a set ofK source domains {Zi}Ki=1,
27
Cross-domain Semantic Parsing Chapter 3
each with a set of training examples {(uij, zij)}Nij=1. It is in principle advantageous to model the
source domains separately [56], which retrains the possibility of separating domain-general
information from domain-specific information, and only transferring the former to the target
domain. For simplicity, here we merge the source domains into a single domain Zs with
training data {(ui, zi)}Nsi=1. The task is to learn a semantic parser f : U → Zt for a target
domain Zt, for which we have a set of training examples {(ui, zi)}Nti=1. Some characteristics
can be summarized as follows:
• Zt and Zs can be totally disjoint.
• The input utterance distribution of the source and the target domain can be independent
and differ remarkably.
• Typically Nt  Ns.
In the most general and challenging case, Zt and Zs can be defined using different formal
languages. Because of the lack of relevant datasets, here we restrain ourselves to the case where
Zt and Zs are defined using the same formal language, e.g., λ-DCS [43] as in the OVERNIGHT
dataset.
3.2.2 Framework
Our framework follows the research line of semantic parsing via paraphrasing [25, 58].
While previous work focuses on the in-domain setting, we discuss its applicability and advan-
tages in the cross-domain setting, and develop techniques to address the emerging challenges
in the new setting.
Canonical utterance. We assume a one-to-one mapping g : Z → C, where C ⊂ U is the set
of canonical utterances. In other words, every logical form will be converted into a unique
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canonical utterance deterministically (Figure 3.1). Previous work [58] has demonstrated how
to design such a mapping, where a domain-general grammar and a domain-specific lexicon
are constructed to automatically convert every logical form to a canonical utterance. In this
work, we assume the mapping is given1, and focus on the subsequent paraphrasing and domain
adaptation problems.
This design choice worths some discussion. The grammar, or at least the lexicon for map-
ping predicates to natural language, needs to be provided by domain administrators. This
indeed brings an additional cost, but we believe it is reasonable and even necessary for three
reasons: (1) Only domain administrators know the predicate semantics the best, so it has to be
them to reveal that by grounding the predicates to natural language. (2) Otherwise, predicate
semantics can only be learned from supervised training data of each domain, bringing a sig-
nificant cost on data collection. (3) Canonical utterances are understandable by average users,
and thus can also be used for training data collection via crowdsourcing [58, 13], which can
amortize the cost.
Take comparatives as an example. In logical forms, comparatives can be legitimately de-
fined using arbitrarily different predicates in different domains, e.g., <, smallerInSize, or
even predicates with an ambiguous surface form, like lt. When converting logical form to
canonical utterance, however, domain administrators have to choose common natural language
expressions like “less than” and ”smaller”, providing a shared ground for cross-domain seman-
tic parsing.
Paraphrase model. In the previous work based on paraphrasing [25, 58], semantic parsers
are implemented as log-linear models with hand-engineered domain-specific features (includ-
ing paraphrase features). Considering the recent success of representation learning for do-
main adaptation [61, 62], we propose a paraphrase model based on the sequence-to-sequence
(Seq2Seq) model [63], which can be trained end to end without feature engineering. We show
1In the experiments we use the provided canonical utterances of the OVERNIGHT dataset.
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that it outperforms the previous log-linear models by a large margin in the in-domain setting,
and can easily adapt to new domains.
Pre-trained word embeddings. An advantage of reducing semantic parsing to paraphrasing
is that external language resources become easier to incorporate. Observing the vocabulary
variety across domains, we introduce pre-trained word embeddings to facilitate domain adap-
tation. For the example in Figure 3.1, the paraphrase model may have learned the mapping
from “play for” to “whose team is” in a source domain. By acquiring word similarities (“play”-
“work” and “team”-“employer”) from pre-trained word embeddings, it can establish the map-
ping from “work for” to “whose employer is” in the target domain, even without in-domain
training data. We analyze statistical characteristics of the pre-trained word embeddings, and
propose standardization techniques to remedy some undesired characteristics, which hurdle
their direct use in neural networks.
Domain adaptation protocol. We will use the following protocol: (1) train a paraphrase
model using the data of the source domain, (2) use the learned parameters to initialize a model
in the target domain, and (3) fine-tune the model using the training data of the target domain.
3.2.3 Prior Work
While most studies on semantic parsing so far have focused on the in-domain setting, there
are a number of studies of particular relevance to this work. In the recent efforts of scaling
semantic parsing to large knowledge bases like Freebase [21], researchers have explored sev-
eral ways to infer the semantics of knowledge base relations unseen in training, which are
often based on at least one (often both) of the following assumptions: (1) Distant supervi-
sion. Freebase entities can be linked to external text corpora, and serve as anchors for seeking
semantics of Freebase relations from text. For example, Cai and Alexander [64], among oth-
ers [8, 65], use sentences from Wikipedia that contain any entity pair of a Freebase relation
30
Cross-domain Semantic Parsing Chapter 3
as the support set of the relation. (2) Self-explaining predicate symbols. Most Freebase re-
lations are described using a carefully chosen symbol (surface form), e.g., place of birth,
which provides strong cues for their semantics. For example, Yih et al. [9] directly compute
the similarity of input utterance and the surface form of Freebase relations via a convolutional
neural network. Kwiatkowski et al. [24] also extract lexical features from input utterance and
the surface form of entities and relations. They have actually evaluated their model on Free-
base sub-domains not covered in training, and have shown impressive results. However, in the
more general setting of cross-domain semantic parsing, we may have neither of these luxuries.
Distant supervision may not be available (e.g., IoT devices involving no entities but actions),
and predicate symbols may not provide enough cues (e.g., predicate1). In this case, seeking
additional inputs from domain administrators is probably necessary.
In parallel of this work, Herzig and Berant [66] have explored another direction of semantic
parsing with multiple domains, where they use all the domains to train a single semantic parser,
and attach a domain-specific encoding to the training data of each domain to help the semantic
parser differentiate between domains. We pursue a different direction: we train a semantic
parser on some source domains and adapt it to the target domain. Another difference is that
their work directly maps utterances to logical forms, while ours is based on paraphrasing.
Cross-domain semantic parsing can be seen as a way to reduce the cost of training data
collection, which resonates with the recent trend in semantic parsing. Berant et al. [8] propose
to learn from utterance-denotation pairs instead of utterance-logical form pairs, while Wang et
al. [58] and Su et al. [13] manage to employ crowd workers with no linguistic expertise for
data collection. Jia and Liang [67] propose an interesting form of data augmentation. They
learn a grammar from existing training data, and generate new examples from the grammar by
recombining segments from different examples.
We use natural language as an intermediate representation to transfer knowledge across
domains, and assume the mapping from the intermediate representation (canonical utterance)
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to logical form can be done deterministically. Several other intermediate representations have
also been used, such as Combinatory Categorial Grammars [24, 27], dependency tree [68, 69],
and semantic role structure [70]. But their main aim is to better represent input utterances
with a richer structure. A separate ontology matching step is needed to map the intermediate
representation to logical form, which requires domain-dependent training.
A number of other related studies have also used paraphrasing. For example, Fader et
al. [71] leverage question paraphrases to for question answering, while Narayan et al. [72]
generate paraphrases as a way of data augmentation.
Cross-domain semantic parsing can greatly benefit from the rich literature of domain adap-
tation and transfer learning [56, 57, 73, 61]. For example, Chelba and Acero [74] use pa-
rameters trained in the source domain as prior to regularize parameters in the target domain.
The feature augmentation technique from Daume´ III [75] can be very helpful when there are
multiple source domains. We expect to see many of these ideas to be applied in the future.
3.3 Paraphrase Model
In this section we propose a paraphrase model based on the Seq2Seq model [63]. Similar
models have been used in semantic parsing [67, 10] but for directly mapping utterances to
logical forms. We demonstrate that it can also be used as a paraphrase model for semantic
parsing. Several other neural models have been proposed for paraphrasing [76, 77, 78], but it
is not the focus of this work to compare all the alternatives.
For an input utterance u = (u1, u2, . . . , um) and an output canonical utterance c = (c1, c2, . . . , cn),
the model estimates the conditional probability p(c|u) = ∏nj=1 p(cj|u, c1:j−1). The tokens are
first converted into vectors via a word embedding layer φ. The initialization of the word em-
bedding layer is critical for domain adaptation, which we will further discuss in Section 3.4.
The encoder, which is implemented as a bi-directional recurrent neural network (RNN),
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first encodes u into a sequence of state vectors (h1, h2, . . . , hm). The state vectors of the for-
ward RNN and the backward RNN are respectively computed as:
−→
h i = GRUfw(φ(ui),
−→
h i−1)
←−
h i = GRUbw(φ(ui),
←−
h i+1)
where gated recurrent unit (GRU) as defined in [79] is used as the recurrence. We then con-
catenate the forward and backward state vectors, hi = [
−→
h i,
←−
h i], i = 1, . . . ,m.
We use an attentive RNN as the decoder, which will generate the output tokens one at a
time. We denote the state vectors of the decoder RNN as (d1, d2, . . . , dn). The attention takes
a form similar to [80]. For the decoding step j, the decoder is defined as follows:
d0 = tanh(W0[
−→
h m,
←−
h 1])
uji = v
T tanh(W1hi +W2dj)
αji =
uji∑m
i′=1 uji′
h′j =
m∑
i=1
αjihi
dj+1 = GRU([φ(cj), h
′
j], dj)
p(cj|u, c1:j−1) ∝ exp(U [dj, h′j])
where W0,W1,W2, v and U are model parameters. The decoder first calculate normalized
attention weights αji over encoder states, and get a summary state h′j . The summary state
is then used to calculate the next decoder state dj+1 and the output probability distribution
p(cj|u, c1:j−1).
Training. Given a set of training examples {(ui, ci)}Ni=1, we minimize the cross-entropy loss
− 1
N
∑N
i=1 log p(ci|ui),which maximizes the log probability of the correct canonical utterances.
We apply dropout [81] on both input and output of the GRU cells to prevent overfitting.
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Testing. Given a domain {Z, C}, there are two ways to use a trained model. One is to use it to
generate the most likely output utterance u′ given an input utterance u [63],
u′ = arg max
u′ ∈U
p(u′|u).
In this case u′ can be any utterance permissable by the output vocabulary, and may not neces-
sarily be a legitimate canonical utterance in C. This is more suitable for large domains with a
lot of logical forms, like Freebase. An alternative way is to use the model to rank the legitimate
canonical utterances [82]:
c = arg max
c∈C
p(c|u),
which is more suitable for small domains having a limited number of logical forms, like the
ones in the OVERNIGHT dataset. We will adopt the second strategy. It is also very challenging;
random guessing will give almost zero accuracy. It is also possible to first find a smaller set of
candidates to rank via beam search [8, 58].
3.4 Pre-trained Word Embeddings for Domain Adaptation
Pre-trained word embeddings like WORD2VEC have a great potential to combat the vocab-
ulary variety across domains. For example, we can use WORD2VEC embeddings to initialize
the word embedding layer of the source domain, with the hope that the other parameters in the
model will co-adapt with the word embeddings during training in the source domain, and gen-
eralize better to the out-of-vocabulary words (but covered by WORD2VEC) in the target domain.
However, a statistical analysis of the WORD2VEC embeddings shows that it might not be
a good idea to directly use them in a deep neural network, and proper standardization is
needed. Our analysis will be based on the 300-dimensional WORD2VEC embeddings trained
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Initialization L2 norm Micro Variance Cosine Sim.
Random 17.3± 0.45 1.00± 0.05 0.00± 0.06
WORD2VEC 2.04± 1.08 0.02± 0.02 0.13± 0.11
WORD2VEC + ES 17.3± 0.05 1.00± 0.00 0.13± 0.11
WORD2VEC + FS 16.0± 8.47 1.09± 1.31 0.12± 0.10
WORD2VEC + EN 1.00± 0.00 0.01± 0.00 0.13± 0.11
Table 3.1: Word embedding initializations. Random: random sampling from U(−√3,√3),
thus unit variance. WORD2VEC: raw WORD2VEC embeddings. ES: per-example standard-
ization. FS: per-feature standardization. EN: per-example normalization. Cosine similarity is
computed on a random (but fixed) set of 1M word pairs.
on the 100B-word Google News corpus2. It contains 3 million words, leading to a 3M-by-300
word embedding matrix.
Neural networks are very sensitive to initialization [83]. The “rule of thumb” to randomly
initialize word embeddings in neural networks is to sample from a uniform or Gaussian dis-
tribution with unit variance, which works well for a wide range of neural network models
in general. We therefore use it as a reference to compare different word embedding initializa-
tions. We report the L2 norm and the per-example (per-row) variance of different initializations
in Table 3.1. The statistics show why using the raw WORD2VEC embeddings may hurt model
performance. Compared with random initialization, both the L2 norm and the per-example
variance (denoted as micro variance) of the WORD2VEC embeddings are much smaller, while
the variance of the embedding of different words (denoted as macro variance) is much larger
(the maximum and the minimum L2 norm are 21.1 and 0.015, respectively). Small micro vari-
ance can make the variance of neuron activations starts off too small3, implying a poor starting
point in the parameter space. On the other hand, large macro variance may make a model hard
to generalize to words unseen in training.
2https://code.google.com/archive/p/word2vec/
3Under some conditions, including using Xavier initialization (also introduced in that paper and now widely
used) for weights, Glorot and Bengio [84] have shown that the activation variances in a feedforward neural net-
work will be roughly the same as the input variances (word embeddings here) at the beginning of training.
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Based on the above analysis, we propose to do unit variance standardization (standardiza-
tion for short) on the pre-trained word embeddings. There are two possible ways, per-example
standardization, which standardizes each row of the embedding matrix to unit variance, and
per-feature standardization, which standardizes each column instead. We do not make the
rows or columns zero mean. Per-example standardization enjoys the goodness of both random
initialization and pre-trained word embeddings: it fixes the small micro variance problem as
well as the large macro variance problem of pre-trained word embeddings, while still preserv-
ing cosine similarity, i.e., word similarity. Per-feature standardization does not preserve cosine
similarity, nor does it fix the large macro variance problem. However, it enjoys the benefit of
global statistics, in contrast to the local statistics of each word embedding used in per-example
standardization. Therefore, in problems where the testing and training vocabularies are simi-
lar, per-feature standardization may be more advantageous. Both standardizations lose vector
length information. Levy et al. [85] have suggested per-example normalization4 of pre-trained
word embeddings for lexical tasks like word similarity and analogy, which do no involve neu-
ral networks. Making the word embeddings unit length alleviates the large macro variance
problem, but the small micro variance problem remains.
This is indeed a pretty simple trick, and per-feature standardization (with zero mean) is
also a standard data preprocessing method. However, it is not self-evident that this kind of
standardization shall be applied on pre-trained word embeddings before using them in neural
networks, especially with the obvious downside of rendering the word embedding algorithm’s
loss function sub-optimal.
We expect this to be less of a issue for large-scale problems with a large vocabulary and
abundant training examples. For example, Vinyals et al. [80] have found that directly using raw
WORD2VEC embeddings for initialization can bring a consistent, though small, improvement in
4It can also be found in the implementation of Glove [86]: https://github.com/stanfordnlp/
GloVe
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Metric CALENDAR BLOCKS HOUSING RESTAURANTS PUBLICATIONS RECIPES SOCIAL BASKETBALL
# of example (N ) 837 1995 941 1657 801 1080 4419 1952
# of logical form (|Z| , |C|) 196 469 231 339 149 124 624 252
vocab. size (|V|) 228 227 318 342 203 256 533 360
% ∈ other domains 71.1 61.7 60.7 55.8 65.6 71.9 46.0 45.6
% ∈ WORD2VEC 91.2 91.6 88.4 88.6 91.1 93.8 86.9 86.9
% ∈ other domains + WORD2VEC 93.9 93.8 90.9 90.4 95.6 97.3 89.3 89.4
Table 3.2: Statistics of the domains in the OVERNIGHT dataset. Pre-trained word embeddings
cover most of the words in each domain, paving a way for domain adaptation.
Method CALENDAR BLOCKS HOUSING RESTAURANTS PUBLICATIONS RECIPES SOCIAL BASKETBALL Avg.
Previous Methods
Wang et al. [58] 74.4 41.9 54.0 75.9 59.0 70.8 48.2 46.3 58.8
Xiao et al. [87] 75.0 55.6 61.9 80.1 75.8 – 80.0 80.5 72.7
Jia and Liang [67] 78.0 58.1 71.4 76.2 76.4 79.6 81.4 85.2 75.8
Herzig and Berant [66] 82.1 62.7 78.3 82.2 80.7 82.9 81.7 86.2 79.6
Our Methods
Random + I 75.6 60.2 67.2 77.7 77.6 80.1 80.7 86.5 75.7
Random + X 79.2 54.9 74.1 76.2 78.5 82.4 82.5 86.7 76.9
WORD2VEC + I 67.9 59.4 52.4 75.0 64.0 73.2 77.0 87.5 69.5
WORD2VEC + X 78.0 54.4 63.0 81.3 74.5 83.3 81.5 83.1 74.9
WORD2VEC + EN + I 63.1 56.1 60.3 75.3 65.2 69.0 76.4 81.8 68.4
WORD2VEC + EN + X 78.0 52.6 63.5 74.7 65.2 80.6 79.9 80.8 71.2
WORD2VEC + FS + I 78.6 62.2 67.7 78.6 75.8 85.7 81.3 86.7 77.1
WORD2VEC + FS + X 82.7 59.4 75.1 80.4 78.9 85.2 81.8 87.2 78.9
WORD2VEC + ES + I 79.8 60.2 71.4 81.6 78.9 84.7 82.9 86.2 78.2
WORD2VEC + ES + X 82.1 62.2 78.8 83.7 80.1 86.1 83.1 88.2 80.6
Table 3.3: Main experiment results. I: in-domain, X: cross-domain, EN: per-example normal-
ization, FS: per-feature standardization, ES: per-example standardization.
neural constituency parsing. However, for smaller-scale problems (e.g., an application domain
of semantic parsing can have a vocabulary size of only a few hundreds), this issue becomes
more critical. Initialized with the raw pre-trained embeddings, a model may quickly fall into
a poor local optimum and may not have enough signal to escape. Because of the large macro
variance of the raw word embeddings, standardization is critical for domain adaptation, which
needs to generalize to many words unseen in training.
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3.5 Evaluation
3.5.1 Data Analysis
The OVERNIGHT dataset [58] contains 8 different domains. Each domain is based on a sep-
arate knowledge base, with logical forms written in λ-DCS [43]. Logical forms are converted
into canonical utterances via a simple grammar, and the input utterances are collected by ask-
ing crowd workers to paraphrase the canonical utterances. Different domains are designed to
stress different types of linguistic phenomena. For example, the CALENDAR domain requires a
semantic parser to handle temporal language like “meetings that start after 10 am”, while the
BLOCKS domain features spatial language like “which block is above block 1”.
Vocabularies vary remarkably across domains (Table 3.2). For each domain, only 45% to
70% of the words are covered by any of the other 7 domains. A model has to learn the out-of-
vocabulary words from scratch using in-domain training data. Pre-trained word embeddings
cover most of the words of each domain, and thus can connect the domains to facilitate domain
adaptation. Words that are still missing are mainly stop words and typos, e.g., “ealiest”.
3.5.2 Experiment Setup
We compare our model with all the previous methods evaluated on the OVERNIGHT dataset.
In the original OVERNIGHT paper, Wang et al. [58] use a log-linear model with a rich set of
features, including paraphrase features derived from PPDB [88], to rank logical forms. Xiao et
al. [87] use a multi-layer perceptron to encode the unigrams and bigrams of the input utterance,
and then use a RNN to predict the derivation sequence of a logical form under a grammar.
Jia and Liang [67] also use a Seq2Seq model with bi-directional RNN encoder and attentive
decoder, but are to predict linearized logical forms. They also propose a data augmentation
technique, which further improves the average accuracy to 77.5%. But it is orthogonal to this
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work and can be incorporated in any model including ours, therefore not included.
The above methods are all based on the in-domain setting, where a separate parser is trained
for each domain. In parallel of this work, Herzig and Berant [66] have explored another direc-
tion of cross-domain training: they use all of the domains to train a single parser, with a special
domain encoding to help differentiate between domains. We instead model it as a domain
adaptation problem, where the source and the target domain training are separate. Their model
is the same as Jia and Liang [67]. It is the current best-performing method on the OVERNIGHT
dataset.
We use the standard 80%/20% split of training and testing, and randomly hold out 20% of
training for validation. Hyper-parameters are selected based on the validation set. State size of
both the encoder and the decoder are set to 100, and word embedding size is set to 300. Input
dropout rate of the GRU cells is 0.7, and output dropout rate is 0.5. Mini-batch size is 512.
We use Adam for optimization, which we find works slightly but consistently better than other
popular optimizers like RMSprop and Adadelta. We use the default parameters for Adam as
suggested in the paper. We use gradient clipping with a cap for global norm at 5.0 to alleviate
the exploding gradients problem of recurrent neural networks. Early stopping based on the
validation set is used to decide when to stop training. For each experiment, we do the training
for 3 times and then test the model with the best validation performance. In cross-domain
experiments, for each target domain, all the other domains are combined as the source domain.
The evaluation metric is accuracy, i.e., the proportion of testing examples for which the top
prediction yields the correct denotation. Our model is implemented in Tensorflow [89], and the
code is available at https://github.com/ysu1989/CrossSemparse.
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3.5.3 Experiment Results
Comparison with Previous Methods
The main experiment results are shown in Table 3.3. Our base model (Random + I) achieves
an accuracy comparable to the previous best in-domain model [67]. With our main novelties,
cross-domain training and word embedding standardization, our full model is able to outper-
form the previous best model, and achieve the best accuracy on 6 out of the 8 domains. Next
we examine the novelties separately.
Word Embedding Initialization
The in-domain results clearly show the sensitivity of model performance to word embed-
ding initialization. Directly using the raw WORD2VEC embeddings or with per-example nor-
malization, the performance is significantly worse than random initialization (6.2% and 7.3%,
respectively). Based on the previous analyses, however, one should not be too surprised. The
small micro variance problem hurts optimization. In sharp contrast, both of the proposed stan-
dardization techniques lead to better in-domain performance than random initialization (1.4%
and 2.5%, respectively), setting a new best in-domain accuracy on OVERNIGHT.
Cross-domain Training
A consistent improvement from cross-domain training is observed across all word embed-
ding initialization strategies. Even for raw WORD2VEC embeddings or per-example normaliza-
tion, cross-domain training is able to alleviate the poor initialization. The best results are again
obtained with standardization. As we have discussed before, per-feature standardization does
not resolve the large macro variance problem, which may make a model harder to generalize
to words unseen in training. The results provide an empirical evidence for this hypothesis.
The gain of cross-domain training is more significant with per-example standardization (2.4%)
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Figure 3.2: Results with downsampled in-domain training data. The experiment with each
downsampling rate is repeated for 3 times and average results are reported. For simplicity,
we only report the average accuracy over all domains. Pre-trained word embeddings with
per-example standardization is used for both methods.
than with per-feature standardization (1.8%). The seemingly radical per-example standardiza-
tion works best for domain adaptation.
Using Downsampled Training Data
Considering the number of logical forms, the in-domain training data in the OVERNIGHT
dataset is indeed abundant. In cross-domain semantic parsing, we are more interested in the
scenario where there is insufficient training data for the target domain. To emulate this scenario,
we downsample the in-domain training data of each target domain, but still use all training data
from the source domain (thus Nt  Ns). The results are shown in Figure 3.2. The gain of
cross-domain training is most significant when in-domain training data is scarce. As we collect
more in-domain training data, the gain becomes smaller, which is expected.
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3.6 Conclusion
We proposed a paraphrasing based framework for cross-domain semantic parsing. With
a sequence-to-sequence paraphrase model, we showed that cross-domain training of semantic
parsing can be quite effective. We also studied how to properly standardize pre-trained word
embeddings in neural networks, especially for domain adaptation.
This work opens up a number of future directions. As discussed in Section 3.2.3, many
conventional domain adaptation and representation learning ideas can find application in cross-
domain semantic parsing. In addition to pre-trained word embeddings, other language re-
sources like paraphrase corpora [88] can be incorporated into the paraphrase model to further
facilitate domain adaptation. We have restrained ourselves to the case where domains are de-
fined using the same formal language, and we look forward to evaluating the framework on
domains of different formal languages when such datasets with canonical utterances become
available.
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Interactive Natural Language Interfaces
4.1 Introduction
With the meteoric growth of the digital world and the popularization of computing devices
like smartphones and Internet-of-Things (IoT) devices among less technically proficient peo-
ple, new ways of human-computer interfacing are in great demand. Natural language (NL) is
the most common communication method used by humans. Not surprisingly, natural language
interfaces (NLIs) have been an aspirational goal in human-computer interaction since the very
early days of digital computers [3]. They bear the promise of providing a unified interface for
even technically non-proficient users to access a wide range of heterogeneous data, services,
and devices.
The core challenge of natural language interfaces is to map natural language utterances
(commands) from users to some formal meaning representation, be it SQL for relational databases,
SPARQL for knowledge bases, or API (application program interface) for software applica-
tions, that is understandable by computers. Recent advances in deep learning make it possible
to develop generic natural language interfaces that are free of feature engineering and can more
easily generalize to different domains. As a result, we have recently witnessed a growth in
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GET-Messages{
FILTER(isRead = FALSE),
SEARCH( PhD study   
ORDERBY(receivedDateTime, asc)}
Show me unread emails about PhD study, early ones first
Unread PhD study emails reverse ordered by time
Find those emails containing PhD study that I have not read, starting with the oldest ones
  
GET https://graph.microsoft.com/v1.0/<user-id>/messages?
$filter=isRead%20eq%20false&
$search= PhD%20study  
$orderby=receivedDateTime%20asc
Figure 4.1: Example of natural language interface to web API. Top: Natural language utter-
ances (commands). Middle: API frame. An abstract representation that can be converted into
the real API call deterministically. Bottom: Real API call to the Microsoft email search API.
neural network based natural language interfaces to a wide range of data types such as knowl-
edge bases [9, 90], relational database-like tables [91, 17, 92], and APIs to web services and
Internet-of-Things devices [93, 18].
One of the main challenges facing natural language interfaces is that natural language is
inherently ambiguous. Hence, it is unrealistic to expect a natural language interface to perfectly
understand all natural language commands. Additionally, it is difficult for a user to assess the
results and decide whether or not the model was able to correctly interpret their commands.
Even when they can do that, in case of erroneous results their only resort is to reformulate their
command and try again. This is especially true with mainstream neural network models, which
provide little insights to help users interpret the predictions made by the model.
In this paper, we study interactive natural language interfaces, which allow users to interact
with the system and correct possible errors. In particular, we hypothesize that the support of
fine-grained user interaction can greatly improve the usability of natural language interfaces.
To test this hypothesis, we conduct a case study in the context of natural language interfaces to
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web APIs (NL2API). An example of NL2API can be found in Figure 4.1.
The mainstream neural network model for natural language interfaces is the sequence-to-
sequence model [63]. However, it is difficult to create interactive natural language interfaces
with the vanilla sequence-to-sequence model. To facilitate our case study on interactive natural
language interfaces, we propose a novel modular sequence-to-sequence model. The main idea
is to decompose the complex prediction process of a typical sequence-to-sequence model into
small prediction units called modules. Each module is highly specialized at predicting a pre-
defined kind of sequence output, and their prediction can therefore be easily explained to the
user. The user can then verify the correctness of the prediction of each module, and give
feedback to correct possible errors in the module predictions. For every specific command
only a few modules will be triggered, and a specifically designed controller will read the input
command to decide which modules to trigger. Both the controller and the modules are neural
networks. We further propose an interaction mechanism based on the proposed model.
To test the hypothesis on interactive natural language interfaces, we design both simulation
and human subject experiments with two deployed Microsoft APIs, which are used for search-
ing emails and calendar events, respectively. In the simulation experiment, we show that the
interactive NLI can greatly improve the prediction accuracy via only a small amount of extra
user effort: with only one round of user interaction, testing accuracy can be improved from
around 0.5 to over 0.9. In the human-subject experiment, we conduct a comparative study. We
compare the interactive NLI with its non-interactive counterpart, which is similar to a tradi-
tional search engine: If the model prediction is incorrect, a user will reformulate the command
and try again. Through log-based analysis and user survey, we find that the interactive NLI
outperforms the non-interactive NLI on a variety of measures: The interactive NLI leads to
higher task success rate, shorter task completion time (less user effort), and remarkably higher
user satisfaction. 85% of the participants indicate that they prefer the interactive NLI over the
non-interactive NLI.
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In summary, this work makes major contributions in problem formulation, model, and
experimentation:
• We conduct a systematic study on fine-grained user interaction in natural language inter-
faces with a focus on web APIs.
• We propose a novel modular sequence-to-sequence model to facilitate the creation of
interactive natural language interfaces.
• We design both simulation and human subject experiments with real-world APIs to
demonstrate the benefits of interactive natural language interface along several dimen-
sions including task completion, user effort, and user satisfaction.
4.2 Natural Language Interface to Web API
A web API is a set of operations, associated data definitions, and the semantics of the oper-
ations for accessing a Web-based software application. Web APIs provide the foundations for
interacting with applications such as email and calendar, customer relation management [94],
photo sharing services, social media platforms, online shopping, and the Internet-of-Things
[95]. NL2API enables users to access a wide range of applications in a unified, natural way,
while staying agnostic to the heterogeneity of data and services that they must handle when
using traditional graphical user interfaces (e.g., learn and adapt to different graphical user in-
terfaces to use different applications). As a result, NL2APIs have attracted increased attention
in recent times [96, 93, 18].
The core task of NL2API is to map natural language utterances given by users into API
calls. More specifically, we will follow the setting defined by Su et al.[18] and focus on web
APIs that follow the REST architectural style [97], i.e., RESTful APIs. RESTful APIs are
widely used for web services [98], IoT devices [95], as well as smartphone apps [99]. An
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Parameter Type Description
SEARCH(String) Search for resources containing specific keywords
FILTER(BoolExpr) Filter resources by some criteria, e.g., isRead=False
ORDERBY(Property,Order) Sort resources on a property in ’asc’ or ’desc’ order
SELECT(Property) Instead of full resources, only return a certain property
COUNT() Count the number of matched resources
Top(Integer) Only return the first certain number of results
Table 4.1: API parameter types.
example from [18] based on the Microsoft email search API1 is shown in Figure 4.1. The
top portion of the figure shows multiple natural language utterances. The same user intent
can be expressed in syntactically-divergent ways in natural language, i.e., paraphrases, which
should all be mapped to the same API call. The middle portion shows an API frame; which
represents a more compact representation of RESTful API calls defined in [18], and can be
mapped to the real API calls in a deterministic way. The bottom portion shows a real API call.
It contains many irrelevant constituents such as URL conventions that could be distracting in
natural language interfaces. We will use API frame in the following, and will use API frame
and API call interchangeably.
A RESTful API (e.g., GET-Messages) consists of an HTTP verb (e.g., GET, PUT, and
POST) and a set of resources (e.g., a user’s emails). In addition, one can call an API with
different parameters to specify advanced search requests, for example, filter by some properties
of the resource (e.g., subject, isRead, receivedDateTime of an email) or search for some
keywords. The full list of parameter types can be found in Table 4.1. An API call is an API
with a list of parameters. It can be linearized into a sequence (Figure 4.1 middle).
Natural language interface to Web API Given an input utterance x = {x1, x2, . . . , xm}, the
task of a natural language interface to web API is to map x to the corresponding linearized API
1https://developer.microsoft.com/en-us/graph/
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call y = {y1, y2, . . . , yn}.
4.3 Interactive Natural Language Interface
In this section, we discuss the different levels of user interaction that a natural language
interface may support, and propose a modular sequence-to-sequence model which naturally
supports user interaction at the fine-grained parameter level.
4.3.1 User Interaction
NL2API maps a command to an API call, which can be executed and return the results to
the user. Correspondingly, it is possible to enable interaction and solicit feedback from users at
three levels: (1) Result level, by asking users to verify result correctness; (2) API call level, by
asking users to verify API call correctness, and; (3) Parameter level, by asking users to interact
with each parameter in the predicted API call.
The most straightforward way to interact is to execute the command and ask users to judge
the correctness of the returned results. However, this approach has two problems. First, it is
not always possible for a user to easily verify result correctness. If a user asked “how many
provinces are there in China?” and a system said “23”, how could the user know that the
system’s understanding is not “the 9th prime number” or “the atomic number of vanadium?”
Second, the information provided by result correctness may be limited. If a user indicates that
the provided results are incorrect, how much help does this new information provide to the
system to select the correct API call from possibly thousands of candidates?
Alternatively, we can ask users to verify the correctness of the predicted API call. Such
information is more definitive than result correctness. Although it may be difficult for general
users to directly understand API calls, it is possible to design some rules to automatically
convert API calls into natural language utterances (e.g., [18]), which can be easily understood.
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Unread   emails    about   PhD    study
Encoder Decoder
GET Messages { FILTER ( isRead = FALSE ) ...
Figure 4.2: Vanilla sequence-to-sequence model for NL2API. In practice, constructs like
bi-directional RNN encoder and attention mechanisms (see definitions below) are usually
added to the vanilla model for better performance.
However, similar to result-level interaction, there is still the challenge of how to use this new
information and how much help it can bring. It is not efficient if a user needs to decline tens of
incorrect API calls before obtaining the correct one.
We believe it is more helpful if users can interact with the natural language interface at
a finer-grained parameter level. For the example in Figure 4.1, if the natural language inter-
face incorrectly predicts a parameter FILTER(isRead = TRUE), the user may interact with
the system and indicate that the parameter value should be changed to FALSE. Next, we will
first review the mainstream sequence-to-sequence model for natural language interfaces. We
then propose a modular sequence-to-sequence model, which naturally supports parameter-level
interaction.
4.3.2 Sequence-to-Sequence Model
The core task of natural language interfaces, including NL2APIs, can often be cast into a
sequence to sequence prediction problem: utterance sequence as input, and formal meaning
representation sequence as output. The sequence-to-sequence (Seq2Seq) neural model [63]
is a natural choice for this task, and has been widely used for natural language interfaces to
knowledge bases [67, 100], relational databases [92], and web APIs [18]. Since we will use
the Seq2Seq model as a building block in the modular Seq2Seq model, we first give its formal
definition.
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For an input sequence x = (x1, x2, . . . , xm), the Seq2Seq model estimates the conditional
probability distribution p(y|x) for all possible output sequences y = (y1, y2, . . . , yn). The
lengths m and n can be different, and both of them can be varied. An illustrative example is
shown in Figure 4.2.
The encoder, which is implemented as a bi-directional recurrent neural network (RNN),
first encodes x into a sequence of state vectors (h1, h2, . . . , hm). Suppose φ is a randomly
initialized word embedding layer that embeds every word into a low-dimensional vector, the
state vectors of the forward RNN and the backward RNN are respectively computed as:
−→
h i = GRUfw(φ(xi),
−→
h i−1)
←−
h i = GRUbw(φ(xi),
←−
h i+1)
(4.1)
where gated recurrent unit (GRU) as defined in [79] is used as the recurrence. We then con-
catenate the forward and backward state vectors, hi = [
−→
h i,
←−
h i], i = 1, . . . ,m.
We use an attentive RNN as the decoder, which will generate the output tokens one at a
time. We denote the state vectors of the decoder RNN as (d1, d2, . . . , dn). The attention takes
a form similar to [80] (also known as additive attention). For the decoding step j, the decoder
is defined as follows:
d0 = tanh(W0[
−→
h m,
←−
h 1])
uji = v
T tanh(W1hi +W2dj)
αji =
uji∑m
i′=1 uji′
h′j =
m∑
i=1
αjihi
dj+1 = GRU([φ(yj), h
′
j], dj)
p(yj|x, y1:j−1) ∝ exp(U [dj, h′j])
(4.2)
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Unread   emails    about   PhD    study
Encoder Controller 
API FILTER(isRead)
GET Messages FILTER isRead = FALSE
SEARCH
SEARCH PhD study
Figure 4.3: Modular sequence-to-sequence model. The controller triggers a few modules,
each of which instantiates a parameter.
where W0,W1,W2, v and U are model parameters. The decoder first calculates normalized
attention weights αji over encoder states, and get a summary state h′j . The summary state
is then used to calculate the next decoder state dj+1 and the output probability distribution
p(yj|x, y1:j−1). During training, the sequence y1:j−1 is supplied using the gold output sequence;
during testing, it is generated by the decoder.
4.3.3 Modular Sequence-to-Sequence Model
We propose a novel modular sequence-to-sequence model (Figure 4.3) to enable fine-
grained interaction of natural language interfaces. To achieve that, we decompose the decoder
in the original Seq2Seq model into multiple interpretable components called modules. Each
module is specialized at predicting a pre-defined kind of output, e.g., instantiating a specific
parameter by reading the input utterance in NL2API. After some simple mapping, users can
easily understand the prediction of any module, and interact with the system at the module
level. It is similar in spirit to modular neural networks [101, 102, 103]. But to the best of our
knowledge, this is the first work to study interactive natural language interfaces with modular
neural networks. Also, different from previous modular neural networks, each module in our
model generates a sequential output instead of a continuous state.
Module. We first define modules. A module is a specialized neural network, which is de-
signed to fulfill a specific sequence prediction task. In NL2API, different modules corre-
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spond to different parameters. For example, for the GET-Messages API the modules are
FILTER(sender), FILTER(isRead), SELECT(attachments),
ORDERBY(receivedDateTime), SEARCH, etc. The task of a module, if triggered, is to read
the input utterance and instantiate a full parameter. To do that, a module needs to determine its
parameter values based on the input utterance. For example, given an input utterance “unread
emails about PhD study”, the SEARCH module needs to predict that the value of the SEARCH
parameter is “PhD study”, and generate the full parameter, “SEARCH PhD study”, as its out-
put sequence. Similarly, the FILTER(isRead) module needs to learn that phrases such as
“unread emails”, “emails that have not been read”, and “emails not read yet” all indicate its
parameter value is False.
It is natural to implement the modules as attentive decoders, similar to the original Seq2Seq
model. However, instead of a single decoder for everything, now we have multiple decoders
each of which is specialized in predicting a single parameter. Moreover, as we will show in
Section 4.4, because each module has clearly defined semantics, it becomes straightforward to
enable user interaction at the module level. Formally, a module Mk is an attentive decoder as
defined in Eq (4.2), with the goal to estimate the conditional probability distribution pk(y|x),
where y is from the set of API frame symbols.
Controller. For any input utterance, only a few modules will be triggered. It is the job of
the controller to determine which modules to trigger. Specifically, the controller is also im-
plemented as an attentive decoder. Using the encoding of the utterance as input, it generates a
sequence of modules, called the layout. The modules then generate their respective parameters,
and finally the parameters are composed to form the final API call. Formally, the controller is
an attentive decoder as defined in Eq (4.2), with the goal to estimate the conditional probability
distribution pc(l|x), where the layout l is from the set of modules.
Example. Take Figure 4.3 as example. The controller first reads the input utterance and
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generates a sequence of modules, API, FILTER(isRead), and SEARCH. Each module then
reads the input utterance again to generate their respective parameter, where the main work is
to determine the correct parameter values based on the utterance.
Training Objective. Given a set of training examples {(xi, li,yi)}Ni=1, the loss function of the
whole modular Seq2Seq model consists of three kinds of losses:
Θ =
1
N
N∑
i=1
(Θc,i + Θm,i) + λΘL2. (4.3)
For the i-th example, the controller loss is a cross-entropy loss on the layout prediction:
Θc,i = − log pc(li|xi). (4.4)
Suppose the gold layout of the i-th example li = {M1,M2, . . . ,Mt} with respective gold pa-
rameters {yi,1,yi,2, . . . ,yi,t}, the module loss is the average cross-entropy loss on the module
predictions:
Θm,i = −1
t
t∑
j=1
log pj(yi,j|xi). (4.5)
Finally, we add an L2 regularization term ΘL2 with balance parameter λ to alleviate overfit-
ting. We also apply dropout [81] on both the input and the output of GRU cells to alleviate
overfitting.
4.4 Interaction Mechanism
In this section we present our interaction mechanism based on the proposed modular Seq2Seq
model.
Interpretable module output. The output of each module can be easily explained to the user.
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Parameter Syntax Natural Language Explanation
FILTER isRead = BOOLEAN is (not) read
SEARCH KEYWORDS contains keyword KEYWORDS
SELECT receivedDateTime return the receive time
Table 4.2: Example mapping of module output to natural language explanation. A few rules
suffice for the mapping.
Because each module is highly specialized at predicting one pre-defined parameter, its output
highly conforms to the syntax of that parameter. For example, for the FILTER(isRead) mod-
ule, the parameter syntax is “FILTER isRead = BOOLEAN”, where BOOLEAN is either TRUE
or FALSE. Similarly, for the SEARCH module, the parameter syntax is “SEARCH KEYWORDS”,
where KEYWORDS is a sequence of keywords. Therefore, it is easy to use a simple rule to map
the output of a module to a natural language phrase that is understandable by general users.
Several examples are shown in Table 4.2.
Parameter value suggestion. Since the modules are neural decoders, each of them can gen-
erate a ranked list of outputs. For example, for the input utterance “unread emails about PhD
study”, the SEARCH module may generate the following list:
1. SEARCH PhD
2. SEARCH PhD Study
3. SEARCH PhD study emails
Therefore, in addition to the top-ranked output, we can present to the user several plausible
suggestions (mapped to natural language explanations as in Table 4.2). If the top-ranked output
is incorrect, the user may find the correct one in the suggestion list2.
2The output space of a module is much smaller than the whole API call space, which makes the suggestion
task easier.
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Find all unread emails about PhD Study
is not read
Parameters:
Remove
Search
contains keyword phd study Remove Edit
None Add
Figure 4.4: Interactive natural language interface. Once the user types in the command
and clicks “Search,” the system will generate the most probable API call from the modu-
lar Seq2Seq model, convert the output of each module into natural language, and show the
results to the user. The user can then interact with the system using a number of operations
such as adding or removing modules, selecting alternative parameter values from drop-down
menus, or editing parameter values.
Module suggestion. Sometimes the controller makes a mistake when predicting the layout
and misses some module. We also provide a list of module suggestions and allow the user
to add modules from the list. Currently we run all the modules of an API and include the
top-ranked output in the suggestion list. One can also only keep a few most probable ones to
reduce the number of suggestions.
Module removal. Similarly, the controller may make a mistake when predicting the layout
and adds an unnecessary module. To address this, we allow the user to remove modules from
the list. Currently, we allow the user to remove any module from the list returned by the model.
We design a graphical user interface (Figure 4.4) to accommodate all the above interac-
tion components. The user is initially shown a query box where she can type her query
and click search. Given an utterance, our model will come up with the most likely inter-
pretation of the utterance and show it to the user. Additionally, a drop-down menu is shown
corresponding to each module in the interpretation. For example, the utterance “find all un-
read emails about PhD study” shown in Figure 4.4 will result in the following API call:
GET-Messages{FILTER(isRead = FALSE), SEARCH(‘‘PhD study’’)}. Hence, the
interface will show the two modules for filtering based on isRead and searching. If any
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of the module output is incorrect, the user can click on the module output to select from a list
of suggestions in a drop-down menu. In rare cases, the user can also click the “edit” button to
input the desired parameter value. Finally, the user can also remove a module completely, or
add a module from a drop-down list if some desired modules are missing.
It is worth noting that the interaction mechanism can also be implemented based on natural
language communication instead of display and click in a graphical user interface. We have
opted for a graphical user interface mainly because it naturally leads to a compact interface to
accommodate all interaction components as in Figure 4.4, and allows for more efficient user
interaction.
4.5 Evaluation
In this section we experimentally evaluate the proposed modular Seq2Seq model and the
interaction mechanism. The main goal is to test the hypothesis that fine-grained user interac-
tion can greatly improve the usability of natural language interfaces. We carry out the study
in two experimental settings: (1) Using a simulated user on a standard NL2API dataset, we
show that the interaction mechanism can significantly improve the accuracy of NL2API, with
only a small number of interactions. (2) Through a human user experiment, we show that an
interactive natural language interface, compared with its non-interactive counterpart, leads to
higher success rate, less user effort, and higher user satisfaction.
While the main goal is to study fine-grained user interaction, We also compare several
models in a non-interactive experiment that performs a traditional evaluation over held-out test
data. The goal is to show that modular Seq2Seq model can achieve competitive performance
in comparison with other models, to support its use as the base model for the subsequent study
on interactive natural language interfaces.
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API Training Validation Testing
GET-Messages 3670 917 157
GET-Events 5036 1259 190
Table 4.3: Dataset statistics.
4.5.1 Experimental Setup
Dataset. We use the NL2API dataset released in [18] to train our model. It contains utterance-
API call pairs for two deployed Microsoft APIs respectively for searching a user’s emails
(GET-Messages) and calendar events (GET-Events). The dataset was collected via crowd-
sourcing, and is split into a training set and a testing set. The training set contains some noise
from crowdsourcing, while the testing set is smaller but each example is manually checked for
quality. For model selection purpose we further hold out 20% of the training data to form a
validation set, and use the rest for training. The statistics can be found in Table 4.3. For the
modular Seq2Seq model, there are 19 modules for each API.
This is a challenging dataset. A good portion of the testing set (close to 40%) involves API
calls that are more complex than those covered by the training set (larger number of parameters
than ever seen in the training set). It is designed to test model generalizability on more complex
and unseen API calls. Also, because of the flexibility of natural language, the same API call
can be represented using different natural language utterances, i.e., paraphrases. So even if an
API call is covered by the training set with several utterances, the utterances in the testing set
are still unseen in training. A good natural language interface therefore needs to be able to
generalize to both unseen API calls and unseen utterances for covered API calls.
Measures. For the non-interactive experiment (Section 4.5.2) and the simulation experiment
(Section 4.5.3), following the literature [18, 67], we use accuracy as the evaluation measure.
It is the proportion of testing examples for which the top API call generated by the model
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Model/API GET-Messages GET-Events
Su et al. [18] 0.573 0.453
Seq2Seq 0.586 0.453
Modular Seq2Seq 0.599 0.453
Table 4.4: Model accuracy in the non-interactive experiment. Su et al. [18] use a vanilla
Seq2Seq model for ranking API calls. The Seq2Seq model (second row) is the one with bi-di-
rectional RNN encoder and attentive decoder as defined in Section 4.3.2. Modular Seq2Seq
model is the proposed model as defined in Section 4.3.3. Both of these models directly gen-
erate an API call as output. For GET-Events, the three models happen to make the same
number of errors on the second test set, but on different examples.
exactly matches the correct API call. For the human subject experiment (Section 4.5.4), we
use a variety of measure such as task success rate, completion time, and user satisfaction (more
details later).
Implementation details. We implement the proposed modular Seq2Seq model in Tensorflow
[89]. The Tensorflow Fold [104] library is employed to dynamically build the computation
graph according to the layout prediction from the controller. We use Adam [105] as the opti-
mizer. Hyper-parameters of the model are selected based on the validation set. State size of
the encoder is 100, and state size of all the decoders, including the controller and the mod-
ules, are 200. The word embedding size is 300 for the encoder, and 50 for the decoders since
their vocabulary is smaller. Input and output dropout rate of the GRU cells are 0.3 and 0.5,
respectively. The balance parameter for L2 regularization is 0.001. We use a large mini-batch
size. 2048, to fully take advantage of the dynamic batching [104], which significantly improves
training speed. Early stopping based on the validation set is used.
4.5.2 Non-interactive Experiment
We first evaluate the modular Seq2Seq model in a non-interactive setting, where there is
no user interaction involved. The goals are two-fold. First, through error analysis we can get
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additional insights into the challenge of NL2API. Second, we show that the modular Seq2Seq
can achieve competitive performance compared with other alternatives, which supports its use
as the basis for an interactive natural language interface.
The testing accuracies on the NL2API dataset are shown in Table 4.4. Each model is trained
on the training set and evaluated on the testing set. As can be seen, the modular Seq2Seq model
achieves comparable performance with other models.
We present an error analysis of the modular Seq2Seq model. The prediction of the model
can have three types of errors, two from the controller, i.e., having extra modules or missing
required modules in the predicted layout, and one from the modules, i.e., having incorrect
prediction of parameter values (e.g., return read emails while the user wants to find unread
emails). For GET-Messages, 87.3% of the error cases have missing modules, 25.4% have ex-
tra modules, and 9.5% have erroneous parameter values. For GET-Events, 77.9% of the error
cases have missing modules, 23.1% have extra modules, and 8.6% have erroneous parameter
value. Note that some error cases involve more than one type of errors. Therefore, most of
the errors come from the controller. A promising future direction is to develop more advanced
models for the controller. One possible way is to allow the controller to access the module
states in addition to the input utterance, so that it knows which parts in the input utterance have
been processed by which modules, and which parts are left unprocessed that may need some
additional modules.
The current best accuracy is not sufficient for a practical natural language interface in real
use: it will fail on roughly one half of the user commands. However, it should be noted that
accuracy is a strict binary measure: A model is correct on a testing example only if the predicted
API call exactly matches the correct one; otherwise, it gets zero score. But most of the time
the predicted API calls are very close to the correct API calls, only missing one module or
getting a parameter value slightly wrong. If users can interact with the model to correct such
errors, the model accuracy can be greatly improved. With the original Seq2Seq model, it is
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difficult for users to correct possible errors. The modular Seq2Seq model makes it easier for
users to understand model prediction, and interact with the model at the fine-grained module
level to correct errors. In the next two experiments, we show the effectiveness of the interaction
mechanism with both simulated users and real human subjects.
4.5.3 Simulation Experiment
Because the dataset contains the correct API call for each testing example, we can use it to
simulate a human user to interact with the UI in Figure 4.4. Given a testing example, it first
issues the utterance as input to the model. After obtaining the model prediction, the simulated
user will use the interaction actions introduced in Section 4.4 to correct possible errors until
the prediction matches the correct API call. We record the number of actions taken in this
procedure. More specifically,
Behavior. At the beginning of a task, the simulated user has an utterance and the correct
API call. It issues the utterance to the search box in Figure 4.4. After getting the initial
model prediction, it will try to match the prediction with the correct API call, and if there
are mismatches, it will carry out necessary actions to correct the mismatches in the following
order: (1) If there are modules missing from the correct API call, add from the module list.
(2) If there are extra modules not in the correct API call, remove the modules. (3) If there are
modules with erroneous parameter value, first try to select from the drop-down suggestion list.
If the correct parameter value is absent from the suggestion list, click the “edit” button and type
in the correct parameter value.
Example. Suppose the utterance is “unread emails about PhD study” and the correct API
call consists of two parameters, “FILTER isRead = FALSE” and “SEARCH PhD study”,
and the initial model prediction has three parameters, “FILTER isRead = FALSE”, “SEARCH
PhD”, and “SELECT attachments”. The simulated user will first remove the SELECT param-
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eter because it knows this one is not in the correct API call. Then the simulated user will change
the value of the SEARCH parameter from “PhD” to “PhD study” by selecting from the drop-
down suggestion list. In total it takes two actions to convert the initial model prediction to the
correct API call.
The experiment results are shown in Figure 4.5. When no interaction is involved (# of ac-
tions = 0), the model achieves the same accuracy as in the non-interactive experiment (Table
4.4). A small amount of user interaction can greatly improve the accuracy. Most remarkably,
with only one action from the simulated user, the accuracy can be improved to around 0.92
for both APIs. This shows that most of the time the initial model prediction is quite reason-
able, only one step away from the correct API call. However, this does not necessarily mean
that one can easily develop a better model to do this last step without user interaction. One
difficulty is that some utterances are inherently ambiguous and the correct interpretation de-
pends on the specific user or context. For example, with the same utterance “find the first
unread email”, some users may mean the earliest one, while some other users may mean the
last one. User interaction may be necessary to resolve such ambiguities and improve person-
alization and context awareness. In summary, the simulation experiment results show that the
designed interactive NLI can lead to remarkably better accuracy with only a small amount of
user interaction.
4.5.4 Human Subject Experiment
Study Methodology: To better understand the impact of the interactive and the standard ap-
proaches for NL2API on the user experience, we conducted a lab study using the web-based
interface described earlier for both the standard and interactive modes. Both modes are based
on the same trained modular Seq2Seq model. The only difference is that the standard mode
does not allow user interaction. The study used within-subject design with the interaction mode
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Figure 4.5: Simulation experiment results.
as the factor.
For the standard interaction mode, the user issues a query and gets the results back. The
user examines the results and then decides if they satisfy her need or not. If they do, she
stops. Otherwise, she may decide to try again by reformulating the query or give up. For
the interactive mode, the user gets to interact with the results using the UX controls shown
in Figure 4.4. For example, if the user decides that the keyword in the keyword filter should
be changed, she may simply edit the filter. Similarly if she decides that the results should be
ordered by the received time, she may select to add such a filter. The suggestions for adding,
removing or editing the filters are provided by the model using the hypothesis space it builds
as it interprets the natural language command.
Participants: Twenty people participated in the study. Participants were recruited via email
advertising to a group of people affiliated with a large university in the US. Most participants
were students from various backgrounds with ages ranging between 20 and 30 years old. All
participants were experienced with using search engines and intelligent assistants such as Siri,
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Task Description Difficulty
List unread messages Easy
Find emails with high priority about ’PhD Study’ Medium
Find unread emails from John Smith with early ones first Hard
Find the attachment of the most recent email in the Red category Very Hard
Table 4.5: Task examples.
Cortana or Alexa.
Protocol: Upon starting, participants were given an overview of the study. To familiarize
themselves with the system, they were given 6 experimental trail tasks (3 for each interaction
mode). Data from the trial tasks were not used for the results of this study. After completing
the experimental trails, participants were given 10 tasks (5 for each mode), resulting a total of
200 tasks. The order of the tasks and which interaction mode they belong to was randomized
for each participant. Examples of the task are shown in Table 4.5. Each task was assigned
a difficulty level (based on the number of parameters in the target API call). Tasks across the
two interaction modes had balanced difficulty level. To encourage participants to come up with
their own formulation of the query text, we showed them the task description in another lan-
guage (we used Chinese and recruited participants that are fluent in both English and Chinese).
Previous work has used similar techniques such as giving participants task descriptions in a
different language [106] or in a recorded voice message [107].
After completing all the tasks, participants were asked to complete a questionnaire about
the system they preferred and they were also asked to provide general feedback about the
system. Participants also answered questions about their background and familiarity with the
use of search and intelligent assistants.
Measures: Our overarching research question is: what are the costs and benefits of the interac-
tive NL2API compared to the standard search engine-like approach? To answer this question,
we used a combination of log-based analysis and survey questions. We implemented a rich
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instrumentation that records all interactions between the participants and the system. For ex-
ample, all queries, clicks, query reformulation, etc. were logged using an event-based schema
that also recorded the time stamp of the event, a task id and an anonymized study id. We also
collected answers to survey questions after the experiment and linked it to the same study id.
We describe more details of our measures as follows:
Task Completion: To study the effect of the interaction mode on the task completion rate,
we measured the outcome of the completion of each task. Since the target result was known
a priori, participants get feedback about whether the system was able to retrieve the correct
answer or not. A task is considered successfully completed, only when the system is able to
generate the interpretation that would retrieve the correct answer. Note that the participants
were given feedback about whether the model got a task correct or not. In a real scenario, the
users would be retrieving their own emails, appointments, etc. and they can decide whether the
current answer satisfied their need or not. If the user gives up without getting the correct result,
the task is considered as not successfully completed.
Effort: We also wanted to study the effort needed to achieve success in each interaction mode.
We do that by measuring the total number of actions (e.g. queries, clicks, etc.) and the time to
completion from the start to the end of each task.
User Satisfaction: Finally, we assessed the overall user satisfaction with the two interaction
modes. We asked users to assess their satisfaction with both systems and to assess their relative
preference between the two modes using a 5-point Likert scale.
Results:
Task Completion: The top portion of Figure 4.6 compares the success rate for the standard and
interactive modes. Interactive mode helped participants complete tasks successfully at a higher
rate than the standard mode. It was particularly helpful with harder tasks where the model is
more likely to make mistakes in translating the natural language command to the correct API
call.
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Figure 4.6: Success Rate (Top), Number of Actions (Middle) and Time to Completion (Bot-
tom) for the Standard and Interactive Modes.
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Mode Successful #Action Time to Completion
Standard No 6.39 119.08
Standard Yes 4.67 84.08
Standard All 5.10 92.83
Interactive No 4.30 47.40
Interactive Yes 3.45 29.81
Interactive All 3.73 35.54
Table 4.6: Average Number of Actions and Time to Completion for successful and abandoned
tasks for the Standard and Interactive Modes.
Effort: A 2 (interaction modes) by 4 (difficulty levels) ANOVA was performed for the the
number of actions and time to completion for the standard and the interactive modes across
different task difficulty levels. The result is also shown at middle and bottom portions of
Figure 4.6. The interactive mode resulted in a smaller number of actions for all task difficulty
levels (p  0.001). The difference is smaller though for very hard tasks. This suggests that
with harder tasks, participants had to either reformulate with the query or interact with the
results to get to complete their tasks. Note that the actions are not equal though in terms of
cost to the user. For example, reformulating the query is likely more expensive than editing the
parameter of a filter module. To capture this, we use time to completion as a proxy to effort
and compare the two modes as shown in the bottom portion of Figure 4.6. We see here that
the interactive model resulted in faster task completion than the standard one (p  0.0001),
but unlike the number of actions, the gap was consistently large even for harder tasks. Since
not all tasks have been completed successfully, we break down the different measure of effort
(number of actions and time to completion) by whether the task was successfully completed or
not in Table 4.6. A 2 (interaction modes) by 2 (successful or not) ANOVA was performed. As
expected, we see that the participants had to perform a higher number of actions (p  0.001)
and longer time to completion (p 0.0001) when the task was not completed successfully and
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the interactive mode resulted in less effort across the board.
User Satisfaction: Overall the interactive mode was overwhelmingly preferred over the stan-
dard mode for the scenario we studied, with 17 participants preferring the interactive mode to
the standard mode. Participants also reported higher overall satisfaction level with the inter-
active mode (60% were satisfied or strongly satisfied with the mode) compared to only 35%
reporting they were satisfied or strongly satisfied with the standard mode. Participants also in-
dicated that they had to put in extra effort to complete tasks with the standard system, with only
25% of them reporting that they only needed little effort to complete the tasks. This number
increases to 70% for the interactive system.
In summary, the user study showed that interactive mode provides several benefits over
the standard mode and results in higher task completion rate, lower effort and higher overall
user satisfaction. This can be more evident if we examine the utterances submitted by a user
using the standard mode (see Table 4.7). In this example, the standard model interpreted the
utterance mostly correctly except for missing the “is not read” filter. The user reformulated
the query and this time the model got the missing filter right but missed the order by received
time operator. After a third reformulation, the model was able to get the correct interpretation.
Alternatively, if the user had used the interactive mode, she could have simply added the “is
not read” filter which was ranked among the top 3 in the module suggestions. This would have
resulted in much faster task completion and hence higher user satisfaction.
4.6 Related Work
Natural language interface (also called semantic parsing in the computational linguistics
community) research has spanned several decades [3]. Early NLIs are mostly rule-based. A
set of rules are carefully designed to map natural language utterances in a domain to the cor-
responding meaning representation [3, 4]. Rule-based systems are characterized by a high
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Standard Mode
Action Type Task Description
Query show me unseen emails about PhD study
Query show me emails about PhD study that I did not read
Query show me the latest emails about PhD study that I did not read
Interactive Mode
Action Type Task Description
Query show me unseen emails about PhD study
Add Module New filter:“is not read”
Table 4.7: Examples of tasks using the standard and the interactive mode. Each example is
the sequence of actions taken by a user to solve a task. The examples are representative of
user behaviors with different modes.
precision on their admissible inputs. However, also salient is the brittleness of the systems
when facing inputs not covered by the pre-defined rules. Over the past decade, statistical
learning-based methods have gained momentum as they can naturally handle the uncertainty
and ambiguity of natural language in a well-established statistical framework. Early learning-
based methods were based on manually-defined features [6, 8]. With recent advances in deep
learning, neural network based methods have become the mainstream for natural language in-
terfaces [9, 10, 17, 92, 90], which are free of feature engineering and can more easily generalize
to different domains. Our work follows this trend toward neural-network-based methods.
With the growth of web services, IoT devices, and mobile apps, natural language interfaces
to API (NL2API) have attracted significant attention [96, 18, 93]. For example, Quirk et al.
[96] study how to enable users to issue If-This-Then-That commands over a rich set of APIs
including social media, mobile apps, and web services. Campagna et al. [93] present a virtual
assistant system, at the core of which is a natural language interface to map user commands
into APIs to IoT devices and mobile apps. Su et al. [18] study how to train an NL2API model
by collecting training data from crowdsourcing, and propose a sequence-to-sequence model
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for NL2API. While the main goal of this paper is to study user interaction in natural language
interfaces, we conduct our study in the context of NL2API, and benefit from the insights from
previous studies.
Natural language interfaces that can seek feedback from users to improve prediction ac-
curacy have also received significant recent attention [106, 108, 14, 109]. For example, Li
and Jagadish [106] develop an interactive natural language interface to relational databases
(NLIDB). The mapping from natural language commands to SQL queries is mainly done using
a rule-based mechanism, and user feedback is solicited to resolve ambiguities in the rule-based
mapping. In contrast, we focus on neural-network-based natural language interfaces targeting
web APIs. Iyer et al. [109] and Su et al. [14] study NLIDB and knowledge base search, re-
spectively, and ask users to verify the correctness of the final results generated by the systems,
and employ user feedback to improve system accuracy. However, none of the previous studies
allows for fine-grained (e.g., module level) user interaction with neural network models.
Also related is a line of research on crowd-powered dialog systems [110, 111]. Different
from out approach of semantic parsing with user feedback, these approaches leverage crowd
workers to address user commands, which reduces workload on users possibly at the expense
of response latency. Our work also resembles mixed-initiative approaches [112], leveraging
human-machine collaboration.
The idea of modular neural networks are also explored in related problems such as visual
question answering [102, 101] and program synthesis [103]. For example, Rabinovich et al.
[103] propose a novel abstract syntax network to generate the abstract syntax tree of programs.
In abstract syntax network, different modules are composed together to generate a full abstract
syntax tree. Each module usually only fulfills a simple task, like choosing a value from a pre-
defined list. In our model, each module is itself an attentive decoder, and needs to generate a full
parameter sequence by reading the input utterance. Moreover, the main goal of the proposed
modular Seq2Seq model is to help create interactive natural language interfaces, which has not
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been explored previously.
4.7 Conclusion
We conducted a systematic study on fine-grained user interaction in natural language inter-
faces, focused on web APIs. To facilitate the creation of interactive natural language interfaces,
we proposed a novel modular sequence-to-sequence model. By decomposing the prediction of
a neural network into small, interpretable units called modules, the proposed model allows
users to easily interpret predictions and correct possible errors. Through extensive simulation
and human subject experiments with real-world APIs, we demonstrated that fine-grained user
interaction can greatly improve the usability of natural language interfaces. Specifically, in the
human subject experiment, we found that with the interactive natural language interface, users
achieve a higher task success rate and a lower task completion time, greatly improving user
satisfaction.
In this work, we focused on soliciting user feedback to improve prediction accuracy in
a single session. Going forward, we are interested in the following question: Given a new
API, can we first cold-start an NL2API model with a reasonable prediction accuracy, and then
improve it through user interaction? In this vision, the interactivity of the NL2API helps form
a closed data loop: It improves usability and thus attracts more users to use the system, which
in turn accumulates more training data to improve the system.
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Conclusion
In this dissertation, we discussed the growing gap between human users and data, a pressing
issue faced by the entire society. We then argued that natural language interfaces, which can
bridge human users to data by parsing natural language commands from users into computer
languages, are a promising way to bridge this gap. The main technical contribution of this
dissertation is a systematic framework to bootstrap natural language interfaces in new domains,
which leverages crowdsourcing, transfer learning, and user interaction to form a closed data
loop for developing natural language interfaces.
Moving forward, the ultimate goal of research in this area is to create virtual assistants
for data analytics that serve as a unified natural language interface to query, manipulate, and
analyze massive and heterogeneous data. With such virtual assistants, users can stay focused
on high-level thinking and decision making, instead of overwhelmed by low-level program-
ming and software-specific implementation details. Several important research frontiers are as
follows:
1. Natural Language Interface to Analytics Functions. Many successful data analytics soft-
ware and platforms have been developed to meet the pervasive need of data science, which
provide analytics functions to view, edit, visualize, and even create advanced predictions on
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data. However, understanding the large amount of analytics functions and choosing proper
ones for the task at hand is still a challenge for non-expert users, especially for complex
tasks that require assembling a program of multiple functions. A typical example is as fol-
lows. In order to use nocturnal luminosity observed by satellites to study development in
China, MIT economist Matt Lowe attempted to use a mainstream geographic information
system to analyze geospatial data. The specific analysis he needed is to “calculate the aver-
age luminosity along roads in 1994.” However, he found himself repeatedly puzzling over
understanding software-specific geospatial data formats, choosing proper functions among
hundreds, and chaining their inputs and outputs. Eventually a complex program with 9
steps was assembled for this seemingly simple and one-off analysis. An NLI that can au-
tomatically transduce user needs into proper analytics function calls will largely bridge this
gap. Investigation on this problem can be divided into two steps: (1) Transducing simple
user needs into individual function calls. (2) Transducing complex user needs into a pro-
gram of function calls. With the popularity of machine learning toolkits like Tensorflow and
scikit-learn, such NLI may even enable on-demand creation of machine learning models to
support user needs like “tell me the sentiment of these tweets.”
2. Theoretical Foundations of Natural Language Interface. (1) What is the inherent struc-
ture of the NLI problem space? The inherent structure in a problem can provide strong
priors for learning. For example, the manifold assumption, that probability mass mostly
lies in a low-dimensional subspace of the original high-dimensional feature space, has been
widely used in many computer vision and speech recognition problems to make the learning
more efficient. Both natural and formal languages are characterized by compositionality, the
algebraic capacity to understand and produce a potentially infinite number of novel combi-
nations from known components. If a person understands the meaning of integer “three”
and “four” and operator “plus”, she can immediately understand and compose phrases like
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“three plus four plus four plus three”. The lack of compositionality is one main reason for
the data inefficiency of neural networks. (2) How to integrate symbolic and neural compu-
tation. While early NLI models are purely symbolic, now we are shifting towards the other
extreme of the spectrum, and study the NLI problem almost exclusively in the realm of neu-
ral computing, largely ignoring the symbolic nature of languages. For integrating symbolic
and neural computation in NLI, one promising direction is to borrow ideas from cognitive
science, e.g., Tensor Product Representation from Paul Smolensky that can encode symbolic
structures losslessly with numerical tensors.
3. Human-Computer Conversational Interaction. Decision making is a dynamic process
involving multi-round interactions with data for hypothesis generation and verification.
Such a process can be naturally accommodated in a conversation between human and com-
puter. Traditional research on dialog and conversational interface, e.g., on tasks like restau-
rant or flight booking, often assumes fixed “slots” for user needs. For example, the task of
restaurant booking has slots like time, party size, etc. The main goal of dialog management
is then to interact with the user and fill these slots. However, for the virtual assistant for data
analytics, user needs come in unrestricted forms and have no fixed slots.
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