A review of the published literature has demonstrated a large variability and discrepancies in the measured and predicted values of piston-ring lubricating film thickness in internal combustion engines. Only two papers have been found that compare experiments in firing engines directly with outputs from sophisticated ring-pack lubrication models. The agreement between theory and experiment in these comparisons was limited, possibly because of inadequacies in the models and/ or inaccuracies of measurement. This paper seeks to contribute to the literature by comparing accurately calibrated experimental measurements of piston-ring film thickness in a firing engine with predictions from an advanced, commercial software package alongside details of the systematic analysis of the measurement errors in this process. Suggestions on how measurement accuracy could be further improved are also given. Measurements of oil-film thickness with an error (standard deviation) of AE15% have been achieved. It is shown that this error can be reduced further, by changes in the design and installation of the sensors. Detailed experimental measurements of film thickness under the top compression ring in a firing petrol engine have been made and compared with the predictions from a commercial, state-of-the art modelling package. The agreement between theory and experiment is excellent throughout the stroke in most cases, but some significant differences are observed at the lower load conditions. These differences are as yet unexplained, but may be due to the sensor topography influencing the hydrodynamic lubrication, lubricant availability, out-of-roundness in the cylinder or squeeze effects. This is a topic that requires further study.
Introduction
The prediction and measurement of piston-ring film thickness in internal combustion engines have received attention from researchers for almost 60 years. The authors have examined 27 papers describing oil-film thickness (OFT) measurements in firing engines and found a wide variation in the magnitudes of the minimum and maximum film thicknesses recorded. (Minimum and maximum film thicknesses are important because the former will occur around the dead-centre positions and indicate the likelihood of wear, whereas the latter generally occurs around mid-stroke where the hydrodynamic power loss will be greatest.) The techniques employed for measuring film thickness in these papers range from measuring changes in the ring gap 1, 2 to direct measurements of the lubricating film using capacitance sensors, laser-induced fluorescence (LIF) and ultrasonic methods. Sherrington 3, 4 provides a detailed critique of all measurement approaches. A summary of the measurements in the range of publications is presented in Figure 1 , where the minimum (around TDC) and maximum (around mid-stroke) recorded film thicknesses under the compression ring are plotted against cylinder capacity. Further details are included in the Appendix 1. Almost 90% of the minimum film thickness data (Figure 1(a) ) lies within the range 0-2 mm, and there is no obvious correlation between film thickness and cylinder capacity or measurement approach. The maximum recorded film thicknesses, as presented in Figure 1 (b), show a much wider spread, and again the measurement technique or the cylinder size has no effect. It might be thought that more recent research may show a reduced spread because of improvements in measuring techniques and a perceived reduction in the thickness of operating film thickness as manufacturing and design techniques develop. However, examination of the year of publication revealed this not to be the case.
Turning to theoretical models, these have progressed from single-ring, fully flooded approaches 1 to full ring-pack simulations considering oil availability, ring-twist, secondary piston motion and surface roughness. The authors have examined results from 32 papers, and Figure 2 shows that all minimum film thicknesses were predicted to be in the region of 0-2 mm. This compares favourably with measured values. Virtually all predicted maxima lay within the range 1-11 mm, with the smaller values tending to be for starved-inlet models. Overall, therefore, it would appear that theoretical models generally predict minimum film thicknesses of the same magnitude as those measured. When maximum film thicknesses are considered, predicted and actual mid-stroke values differ greatly. It is not clear whether this is due to limitations in modelling or inaccuracies in measuring, or a combination of the two.
To test the validity of a ring-pack model, its predictions should be compared with detailed and accurate experimental measurements. Only two of the papers reviewed sought to do this for a firing engine. One of these 5 included the effects of starvation and bore distortion and predicted a maximum compression-ring film thickness of 4 mm, but reported a measured value of 1.8 mm. The second 6 employed a commercial ring pack lubrication modelling package (which we believe considers starvation and ring-twist) and predicted minimum and maximum compressionring film thicknesses of 0 and 6 mm, in contrast to measurements of 6 and 19 mm.
The major factors thought to influence piston-ring OFT are ring velocity (axial and radial), ring shape, the angle subtended by the ring to the cylinder wall, the load applied, and the viscosity and availability of the lubricant. There is also a view that bore distortion can have an effect if the rings cannot conform to the bore shape. All these effects are discussed below.
The axial velocity of the ring is very important because this is the means by which lubricant is entrained. For most of the engine cycle, the ring will move at the velocity of the piston because of its contact with one of the faces of the groove in which it sits. If the ring moves axially in its groove, then its velocity will differ from the piston's velocity. Measurements of ring motion 7 show that the top ring sits on the bottom face of the groove during all of the compression and power strokes, and part of the exhaust stroke, and only moves to the top face during the second half of the exhaust stroke. It stays on the top of the groove during most of the intake stroke, returning to the bottom face near bottom dead centre (BDC). It would appear, therefore, that the axial velocity of the ring can be assumed to be the same as that of the piston. The radial velocity of the ring is influenced most by the secondary motion of the piston. This movement can produce squeeze-film effects that could have significant effects on the load-carrying capacity of the ring around top dead centre (TDC). 8 Evidence of ring lateral movement was obtained by Garcia-Atance Fatjo et al. 9 The shape of the ring remains fixed, but the angle it subtends to the cylinder wall can change during operation. Firstly, the piston can rotate about the piston pin; secondly, the ring can tilt in its groove, so that part of its circumference touches the top face of the groove with the remainder resting on the lower face; and thirdly, the forces on the ring can produce a twist about the cross-sectional axis. Taylor and Evans   7 have measured the first two effects, and GarciaAtance Fatjo et al. 9 have observed the overall result. If the ring shape is not uniform, then ring rotation can also have an influence.
The load on the ring comes from two sources: the ring tension and the gas pressure on its rear face. The former remains constant throughout the engine's life, but the latter varies throughout each cycle. If all or part of the ring sits on the lower face of the groove, its rear face is exposed to the pressure in the combustion chamber. In the light of the ring's positioning in its groove, it will be pushed outwards during the highpressure periods of the compression and power strokes. Whilst one would expect higher loads to produce smaller film thicknesses, Moore, 10 Mattson, 31 Tamminen 6 and Sochting and Sherrington 11 demonstrated that the opposite could occur sometimes. This may be due to the higher temperatures at the higher loads reducing the effective viscosity of the lubricant and thus increasing the oil availability.
One would expect lubricants with higher viscosities to generate higher film thicknesses. However, the amount of oil available to the ring will also have an influence. The oil that lubricates the ring lies on the cylinder wall ahead of it, and its thickness will play a part in determining the degree of starvation in the inlet region of the contact. The depth of the film ahead of the ring will depend on the amount left behind either by the ring itself (after a downstroke) or by the scraper ring which precedes the top ring on a downstroke, and/or the amount of supplementary lubricant that gets on to the liner via other routes.
Considering the latter, it is generally accepted that some lubricant must make its way to the top ring via this path, either in mist or liquid form. Gamble et al. 12 suggest that the amount of oil transported as a mist is small and can be neglected. If the lubricant travels through the ring gap as a liquid, then one would expect more lubricant to reach the ring if its viscosity was lowered by the higher groove temperatures pertaining at higher loads. It is, as yet, unclear how much oil reaches the contact in this manner, and by how much the hotter lubricant reduces the effective viscosity in the conjunction.
Given the wide range of factors influencing film thickness, and the findings of our review of theoretical and experimental work, the authors set out to assess the performance of a widely used commercial modelling package -AVL Excite: Piston and Rings -in terms of how well its predictions compared with one specific set of experimental measurements made in our laboratory.
The experimental apparatus
Experimental data were collected using a Ford Duratec 1.6 L gasoline engine which was configured in Formula Ford mode, with a competition camshaft and exhaust, but no dry sump. The engine was modified to take 10 capacitance transducers to measure OFT, four thermocouples to measure cylinder temperatures, and a pressure transducer to record cylinder pressure. An outline drawing of the arrangement is presented in Figure 3 , and the specification of the engine is listed in Table 1 . One thermocouple was attached to the outside wall of the cylinder within the water jacket, with the remaining three devices mounted in the cylinder wall, 1.5 mm below the liner surface at the following locations -just above sensor 1 ('top'), between sensors 5 and 6 ('middle'), and just below sensor 10 ('bottom').
The capacitance transducers were mounted to be nominally flush with the surface of the cylinder wall on the thrust side. The transducers were designed and manufactured by one of the authors; the associated frequency-modulated (FM) system was manufactured by Fylde Electronics Ltd. Details of the calibration system, and a rigorous study of the uncertainty in the measurements is presented below.
Calibration and measurement accuracy
In previous work, 9,13,14 the authors have measured film thicknesses in a range of engines with a capacitance technique. The technology employed limited most studies to relatively low piston velocities. Recent developments have enabled us to measure film thicknesses with a FM system that can be used at high passing speeds. A detailed investigation has revealed uncertainty in the measurements from the following factors:
1. The calibration of the transducer. 2. Smearing of the face of the electrode during honing in the cylinder. 3. The waviness of the electrodes' surfaces. 4. The depth by which the electrode sits below the liner surface.
We examine each of these effects in turn below.
Calibration errors
Calibration of the sensors in situ was found to be not possible because the FM system only responds to a moving target. Therefore, calibration in a laboratorybased test apparatus was necessary. It was assumed that all the transducers manufactured would have the same characteristics, and therefore only one of them was calibrated. A single transducer was mounted on a flat plate, which was then ground to a high finish so that the transducer was flush with the plate. A metal sphere target, representing the piston-ring, was oscillated in a triangular waveform close to the sensor by a piezo-electric actuation system, and the output voltage from the FM system was recorded. Before this could be accomplished, it was necessary to accurately position the target at its nearest point to the sensor, and this was achieved by energising the transducer in amplitude-modulated (AM) mode (which can operate with a stationary target). The AM mode was calibrated by placing thin polymer films over the sensor, as shown in Figure 4 . The thin aluminium foil was placed on top of the polymer to act as the target, and the two films were pressed against the central electrode by a rubber body. The polymer films varied in thickness from 2.5 to 13 mm and were made from polyethylene terephthalate (PET) or polyimide (PI), their thicknesses being confirmed in a white light interferometer. The relative permittivity of lubricating oil is 2.2, whereas the relative permittivities of PET and PI are 3 and 3.4, respectively. The voltage output from the calibration could be corrected for the differing permittivities, so that a calibration curve of voltage versus OFT could be constructed. This was achieved as follows.
The capacitance, C, of a sensor is given by equation (1)
where " r is the relative permittivity, " 0 is the vacuum permittivity, A is the area of the sensor and d is the distance between the face of the sensor and the ring. Figure 5 presents the calibration curve for the transducer energised by the AM system. It is interesting to note that the voltage/oil-film-thickness curve of Figure 5 is non-linear, particularly below 15 mm, this feature improves measurement resolution at small film thickness in contrast to the AM system in which resolution remains roughly constant over the measurement range.
With the transducer energised in AM mode, the target surface of the steel sphere was positioned at a known distance from the sensor (using the data of Figure 5 ). The target was then oscillated by an amplitude determined by the electro-mechanical properties of the piezo-electric actuation system. The peak-to-peak displacement of the target, as measured by the transducer, was then compared with that predicted from the piezo-electric transducer's characteristics. It was assumed that the piezo system was considerably more accurate than the capacitance system, and thus the latter's precision could be measured against the former. This showed that the AM system had a standard error, AM , of 0.21 mm, which confirmed the accuracy of the polymer-based calibration approach. Finally, the transducer was excited in FM mode, the target oscillated as before, and a final calibration curve produced, as shown in Figure 6 . Note the abscissa in Figure 6 is the reciprocal of the square-root of OFT. Thus, the calibration line in Figure 6 could be expressed as
where v is the output voltage, d is the distance between sensor and target, and k and c are calibration constants.
The process was repeated for the other three channels of the FM system (using the same transducer) and the calibration produced is given in Table 2 .
In order to assess the quality of the calibration, the propagation of uncertainty theory has been used to evaluate the standard deviation of the FM system. From the experimental values in Figure 6 , it is possible to estimate the standard deviation, k , of the slope of the line and the standard deviation, c of the intersection with the axis. In addition, the uncertainty from the AM calibration propagates into the FM calibration. Combining these effects, we can arrive at an estimate of the standard deviation for the OFT measurements. This standard deviation value depends on the actual value of the measurement, and this is shown in Table 3 where the channel with greater standard deviation is presented.
As shown in Table 3 , the standard deviation for a measurement of 2 mm is around 0.32 mm, while for a measurement of 10 mm the standard deviation is around 1.69 mm. The standard deviation is around 15% of the actual distance to the electrode for most measurements.
Smearing
Once the sensors were installed in the engine, they were aligned with the liner surface by a final honing process. Microscope observation revealed this process could cause the material of the electrode to be smeared, thus increasing the area of the electrode and the subsequent capacitance measured at a fixed film thickness. Figure 7 compares the surface of sensor 1 in the engine (on the left) with the sensor in the calibration block (on the right). It can be seen that both the electrode (in the centre) and the outer shielding are smeared after honing. The increased area of the shielding would not alter the output voltage from the transducer, but the smearing of the electrode does. The areas of all the sensors in the liner, were, therefore, measured individually by counting the number of pixels in the images of electrode photographs, and it was found that their areas had increased by between 31% and 89%. The effect of this increment in the area was taken into account according to
where d was the distance of the electrode to the target, k i and c i were the calibration constants for channel i, v was the voltage output of the 'FM' system, A j liner was the actual electrode area of sensor j in the liner, and A block was the electrode area in the calibration block. The ratio of areas in equation (3) is added because the capacitance is a function of sensing area over distance, as illustrated in equation (1). the breakage of a ceramic insulator during honing.
Roughness of the electrode
The cross-sectional profiles show the degree to which the insulator was fractured, and the electrode was roughened. If the distance between the electrode and the ring was the same order as this roughness, then the electrode could no longer be assumed flat, and a suitable correction would have to be applied. Other researchers 15 did a general analysis of this effect for a dimensionless parameter of the waviness respect to the OFT. A simplification to this study was to assume that one of the electrodes forming the capacitance, either the sensor or the target, was flat and the other one had a sinusoidal waviness. Because the capacitance is proportional to the inverse of the distance, the contribution of the peaks close to the surface is more significant than the valleys away from the surface, and this effect is more important the closer the two surfaces are. Using a simplified version of the model presented in Ducu et al. 15 Figure 10 shows the scale of the effect for four different roughnesses of the sensor. The figure can be interpreted as follows: if the mean surface distance between the ring and the electrode is (say) 5 mm, and the roughness of the electrode is (say) R a ¼ 2.54, R p ¼ 4, then the transducer will detect that the ring is 3 mm away from the electrode, that is it will underestimate the OFT by 2 mm. 
Recess depth
As can be seen in Figures 8 and 9 , the electrode can be recessed below the liner surface by several micrometres due to the effects of honing. The depth of the recess was estimated by determining the distance between mean lines drawn through both the liner and electrode surfaces. This value was then subtracted from the measured OFT values as an 'offset'.
Summary
A number of effects and sources of error have been considered to obtain accurate measurements. The magnitudes of these effects are illustrated in Table 4 , where data from six transducers (S1-S4, S7 and S9) are presented during the Power stroke of the engine. Row 2 presents the distances measured between the electrodes and the ring based on the output voltages and the calibration data in Table 2 . The next two rows contain adjustments to be made to the data in row 2 because of the amount by which the electrodes were recessed below the surface and the roughness of the electrodes' surfaces. The final corrected film thicknesses are listed in row 5 along with the 95% confidence intervals in the last row. It can be seen that the sensors with the deepest recesses (S1, S3 and S4) have the largest confidence intervals, and this issue will be discussed further later in the paper.
Results and discussion
The engine was operated at 2000 and 3000 r/min, with loads of 40, 70 and 100 Nm applied (i.e. 27%, 47% and 67% full load), using the SAE 15 W/40 oil. Tests with the SAE 20 W/50 oil were conducted at 2000 r/min and 70 Nm, while at 3000 r/min the loads were 40, 70 and 100 Nm. Liner temperatures were based on linear extrapolation of the readings from the thermocouples, and the estimated values are shown in Table 5 . Details of the lubricants' viscosities are listed in Table 6 . Figure 11 shows measurements from these six transducers as the compression ring passed over them, for two successive engine cycles. The signals recorded during the passage of each ring are substantially noise-free, and thus no averaging is necessary, a factor which has already been noted in an earlier paper. 9 The numbered labels in the first two strokes indicate the transducer from which the measurements were obtained. In this figure, the engine was operated at 3000 r/min, using the 15 W/40 lubricant. When data from comparable strokes is examined, good repeatability was observed, with variances of around no more than 1 mm being exhibited. Figure 11 compares the measurements with predictions from AVL's EXCITE software for a single engine cycle when the 15 W/40 lubricant was employed.
Included in the figure are the confidence intervals (one standard deviation) calculated by the method discussed earlier. As discussed, the confidence interval will be large if the distance from the surface of the electrode to the ring is large, which will occur if the actual film thickness is large, or if the electrode is recessed below the liner surface by a large amount. The former effect was apparent with transducer 4, and the latter effect was evident with 1 and 3, where the recess depths were 9 and 5.3 mm, respectively. The agreement between the measurements and predictions for sensors 2, 3, 6 and 7 is excellent. There are, however, larger differences between experiment and theory for sensors 1, and 4 at the lower loads. It would appear, at first glance, that there must be some significant error in the readings from these last two sensors. However, if one examines the data in the last chart (where the load was 100 Nm), it can be seen that the outputs from sensor 1 are very close to the predicted values in all four strokes, suggesting that the sensor was reliable. The discrepancies between predictions and measurements at sensor 4 are reduced in this loading condition, but not by as much as that exhibited by sensor 1. Given this situation, therefore, there is a strong suggestion that at the 40 and 70 Nm load conditions, the ring does not behave in the manner predicted at all locations. In particular, it would appear that near TDC in the compression and induction strokes, the film thicknesses are much greater than predicted. This may be due to the sensor's topography influencing the hydrodynamic lubrication, lubricant availability, out-of-roundness in the cylinder or squeeze effects. This is a topic that requires more understanding.
Data obtained at the lower engine speed of 2000 r/ min are presented in Figure 12 . A similar pattern of behaviour is evident in these experiments, suggesting again that ring behaviour follows theory very well on occasions, but departs from predictions on occasions.
In order to examine trends near TDC, the readings obtained in three successive cycles have been averaged for sensors 1 and 2, and the results plotted in Figures 13 and 14 for three different loads and two speeds. In all cases, the film thicknesses measured by sensor 1 dropped as the combustion pressure acted on the back of the ring, the decrease varying between 23% and 83%. With the lighter oil (Figure 14) , the film thicknesses at sensor 1 on the power stroke were higher at the lower speed. Some of this difference could be explained by the slightly higher viscosities pertaining at the lower speed (Table 6 ) but it is unlikely that this fully explains the differences in film thickness. Perhaps oil availability and/or ring lateral motion was also having an effect? Figure 14 also shows that increased power results in reduced film thicknesses at sensor 1 during the power stroke. This is what would be expected given the higher combustion pressures which pertain as the load is increased. Film thicknesses at sensor 2 were little influenced by load or speed, suggesting that differences in combustion pressures were less significant at this crank angle. The effects of oil viscosity on the film thicknesses at sensor 1 are illustrated in Figure 14 . The film thicknesses before and after top dead centre firing (TDCF) show an expected decrease due to the combustion pressure. The film thicknesses in the power stroke varied little with load when the heavier oil was employed, the overall level being higher than the values measured with the less viscous lubricant. It was discussed in the introduction that considerable variations in mid-stroke film thicknesses have been recorded by different research groups. An examination of the data in Figures 11 and 12 indicates that these values are around 3.5 mm in all strokes in this engine, and these data agree closely with those predicted.
Conclusions
A review of the published literature has demonstrated that models of piston-ring lubrication appear to predict minimum film thicknesses which are around the same as those measured. However, predicted and measured maximum film thicknesses are considerably different and may contribute to inaccurate estimates of hydrodynamic power loss. The review identified only two papers that compare OFT measurements in firing engines with outputs from sophisticated ring-pack packages, and the agreement between theory and measurement in these cases was not conclusive.
The calibration of a new design of capacitancebased measurement system has been presented, and a systematic analysis of measurement errors has been reported along with suggestions as to how measurement accuracy could be further improved. Measurements of OFT with standard deviations of 15% are possible. This can be further improved, by changes in the design and installation of the sensors.
Detailed experimental measurements of film thickness under the top compression ring in a firing petrol engine have been made and are compared with the predictions from a commercial, state-of-the-art, modelling package. The agreement between theory and experiment was excellent in most cases, but some significant differences were observed at the lower load conditions. These differences are as yet unexplained, but may be due to the sensors' topographies influencing the hydrodynamic lubrication, lubricant availability, out-of-roundness in the cylinder or squeeze effects. This is a topic that requires more understanding. Appendix 1. Review of experimental and theoretical published data. Fully flooded, *Distortion *(ory) Corresponds to test condition preceded by *(or y).
