We report phase-resolved temporal measurements of picosecond pulse propagation in silicon chipscale nanowire waveguides. The nonlinear ultrafast phenomena are examined experimentally with frequency-resolved optical gating and numerically with nonlinear Schr€ odinger pulse modeling. Pulse broadening and higher-order pulse splitting were observed experimentally and matched remarkably with numerical predictions. The contributions of self-phase modulation and group velocity dispersion, as well as two-photon absorption, free-carrier dispersion, and absorption, are described and discussed, in support of chip-scale nonlinear signal processing and ultrafast processes.
Recently, ultrafast optical soliton dynamics 1 have been advanced in semiconductor chip-scale optoelectronics, such as in silicon [2] [3] [4] [5] [6] or in Gallium Indium Phosphide (GaInP) waveguides with temporal autocorrelation measurements and nonlinear pulse compression to 580-fs at low pulse energies in the range of 10-pJ. 1 In addition to intensity-based correlation measurements, these optical solitons have also been examined on-chip with spectral measurements [7] [8] [9] [10] with rigorously engineered dispersion, [11] [12] [13] including slow-light Cerenkov-like radiation with self-frequency shift and soliton-radiation locking. 14 Here we report phase-resolved measurements of optical pulse propagation in silicon on-chip waveguides, enabled by frequency-resolved optical gating (FROG). FROG has the advantage when studying ultrafast pulses to retrieve both the temporal pulse amplitude and the temporal phase of the output of an optical waveguide; 15 this is in contrast with traditional autocorrelation that only gives an approximation of the pulse temporal duration. The relative contributions of group velocity dispersion (GVD) and third-order nonlinear processes such as self-phase modulation (SPM), two-photon absorption (TPA), free-carrier dispersion and absorption (FCA) are examined through FROG and nonlinear Schr€ odinger modeling, with aggregate behavior matching well with the experimental observations. Figure 1 illustrates the scanning electron micrograph (SEM) of the 4-mm silicon channel (nanowire) waveguides examined in this study. The waveguides are fabricated by deep-ultraviolet lithography on SOITEC Unibond wafers, with 450-nm by 250-nm cross-section. Input-output coupling for the low-energy pulses is enhanced by oxide-cladded inverse taper couplers on the silicon microchip fabricated at the Institute of Microelectronics in Singapore. Free-space coupling with objective lens (numerical aperture of 0.3) is performed, with typical total input-chip-output coupling losses between 10 and 13-dB. A half-wave plate and linear polarizer pair controls the pulse energy and ensures transverse-electric polarization is coupled onto the semiconductor chip.
To measure the phase of the ultrafast optical pulses, we build a FROG apparatus 3, [16] [17] [18] as illustrated in Figure 1 (b), with a sensitivity of 0.18 mW 2 that could measure pulse energies down to 80 fJ. A second-harmonic-based optical gating was built, coupled to a high-resolution Horiba spectrometer (1000 M-Series II) with cryogenic back-illumination deepdepletion CCD detector in a 1024 Â 256 silicon array. With this sensitivity, the FROG was able to directly detect the second-harmonic of the short pulses after the chip without requiring erbium fiber amplifiers, which could distort the pulse characteristics. The input source is a tunable modelocked fiber laser (PolarOnyx Saturn series), with near-transform-limited 2.3 ps pulses, averaged pulse energies at 600-pJ, 39.11-MHz repetition rates, and tunable wavelength range from 1536 to 1560-nm. The input linear polarization is mapped with a polarization controller at the input, to ensure consistent polarization in the series of measurements.
Figure 1(c) shows an example 2D frequency-time FROG spectrogram of the input pulse centered at 1560-nm, with the retrieved phase (solid green) and temporal intensity pulse-width (dashed blue) illustrated in the inset. The spectral width of this pulse is near-transform-limited at 1-nm and confirmed with an optical spectrum analyzer for consistency. The blue-side of the pulse shows a dual side-lobe temporal character from the pulse central region (also illustrated in inset), due to noise inherent to the mode-locked laser. In this particular instance, the retrieved phase shows a standard deviation of 0.1p within the temporal pulse central region. Figure 2 illustrates example 2D FROG spectrograms of the output pulses from the chip-scale waveguide with an estimated input pulse energy of 40 pJ, for tuned center wavelengths from 1536 to 1560 nm. In this case, each measurement is performed at 600-pJ input pulse energies, output from the fiber laser. In addition, the retrieved FROG error, in the 2D phase-retrieval solution and convergence, is determined to be 2% or less for each of the datasets reported here, and confirming the alignment of the setup. More involved techniques 19 can also provide clarification on the uncertainty in the measured pulse intensity and phase in the presence of noise and ambiguity.
We highlight the retrieved pulse character for two example wavelengths (1542-nm and 1544-nm) with increasing pulse energies in Figure 3 . Coupled input pulse energies from 200-fJ to 40-pJ are examined (estimated at the waveguide input, with 12-dB loss between laser output and waveguide input). With increasing pulse energy, pulse broadening from TPA was observed with a broadening factor (v b ¼ T FWHM , out /T FWHM,in ) of 2.5 for 1542-nm at 40-pJ. For 1538-nm, v b is almost 3 at 40-pJ. At larger pulse energies, the SPM 20 is observed to be limited by TPA in the silicon 21 waveguides. Because of the relative time and direction-of-time ambiguity in the FROG setup, in Figures 3(a) and 3(b), the pulses are each centered at zero relative time and the time-reversed solution plots chosen for reasonable continuity in temporal features for increasing pulse energies.
In Figure 3 (c), we next illustrate the reconstructed phase (green solid line) for different pulses energies at 1544-nm. The relative phases are all fairly uniform with a phase standard deviation ranging from 0.05p (low energy pulses) to 0.18p (high energy pulses) in the full-width half-maximum (FWHM) of the pulsewidth (T FWHM ). Compared to the 1-pJ scenario, the intensity pulsewidth (blue solid line) is broadened at 5-pJ (v b of 1.2), and at 40-pJ (v b of 2-3), and some minor pulse splitting is observed. It should be noted that at these energies and the predicted chip dispersion, higher-order soliton numbers N (where N 2 is the ratio of the coupled soliton energy W to the fundamental soliton energy W o ) are calculated at 8, 19, and 54 for 1-pJ, 5-pJ, and 40-pJ pulse energies, respectively. Because of these high soliton numbers, pulse splitting could be expected, but also pulse compression. The broadening observed is evidence of other nonlinear phenomena at play.
To further understand the measurements, we concurrently perform nonlinear Schr€ odinger (NLSE) modeling of the optical pulse dynamics as illustrated in Figure 3(c) . A split-step Fourier code was implemented to model the short pulse propagation 22, 23 in the semiconductor waveguide, along with Kerr, free-carrier absorption and dynamics, and two-photon absorption. 24, 25 The waveguide GVD b 2 was obtained numerically 26 and a consistent second order GVD of À4.15 ps 2 /m used for our channel waveguide samples. 27 In addition, a third-order GVD of þ0.01 ps 3 /m. 26 These values for the second and third order GVD were numerically modeled for comparable silicon nanowire waveguides and are used consistently to model pulses of all the wavelengths measured. While in reality, there is always some change in GVD with change in wavelength, this was found to be negligible with these nanowire waveguides, especially when compared to the differences in TPA and free-carrier dynamics. Figures 3(c)-3(e) show a remarkable match between theory and experiment for the pulse intensities; the blue line represents the FROG measured pulse intensity, to compare with the red line representing the NLSE numerical results. For accuracy, the input pulse for the NLSE was the FROG measured pulse shape instead of a theoretical hyperbolic secant. The discrepancies with the temporal oscillations at the pulse trailing edge (positive delay) in the numerical simulations is due to the inherent fluctuations from the laser input, as each FROG measurement is averaged over many individual pulses.
Before we investigate our chip-scale measurements, we examine ideal soliton pulse compression within theoretical silicon waveguides. The fundamental soliton energy W o , for FIG. 3 . FROG-retrieved parameters. (a) and (b) Pulse intensities with 1542 nm and 1544 nm pulse center wavelengths, respectively. The labels denote pulse energies at the waveguide input, with the waveguide output pulse energies and into the FROG at 10 to 15-dB lower. Retrieved pulse temporal phase (green line), retrieved pulse temporal intensity (blue line), and the numerically predicted NLSE pulse intensity (red line) after propagation in chip-scale waveguide at 1544-nm wavelength, for (c) 1 pJ, (d) 5 pJ, and (e) 40 pJ. a hyperbolic-secant solitary wave, is defined as 3.53b 2 / (c eff T FWHM ), where c eff is the third-order susceptibility Kerrbased parameter described by (n 2 x o /cA eff ) Á (n g /n o ) 2 , with n 2 the Kerr coefficient, x o the optical frequency, A eff the effective waveguide area, and n g and n o the group and effective indices, respectively. For a 10-pJ and $2.3-ps pulses, this corresponds to an input soliton number N of 27, a dispersive length L d (¼T (Figure 4(a) inset) show possible pulse compression for 10-pJ 2.3-ps pulses, even in the presence of linear losses, two-photon and free-carrier absorption, with 7Â compression factor, albeit requiring 10-cm long waveguides based on the soliton period z o . (Figure 4(a) inset is intensity normalized in the presence of linear and nonlinear losses.)
This numerical effort was conducted to verify the feasibility of soliton pulse compression in silicon nanowires, although with long waveguides. As a result, both linear and nonlinear (TPA and FCA) losses are substantial, and the overall pulse attenuation is higher than can be practically observed in measurements. Second, with the longer lengths, lower energies are needed for the evolution of a soliton wave. Finally, this study utilized a consistent ideal pulse; in practice, this would not be achieved due to inherent minor variations in mode-locked lasers.
We also examine the pulse splitting with NLSE simulations. In periodic recurrence of higher-order solitons in the absence of TPA, pulse compression is often observed initially and followed by pulse splitting. SPM dominates initially, generating a frequency chirp for a red-shifted leading edge and a blue-shift trailing edge, with an accompanying spectral broadening. With the positively chirped pulse, anomalous dispersion then compresses the pulse and typically only in the pulse central region due to its linear chirp in this region. The compression in the central region changes the spectral character of the central lobe and results in, for example, a split-doublet spectrally. In our silicon medium, however, NLSE computations with only SPM and GVD as described above, and without TPA and free carrier dynamics, do not capture the temporal splitting shown in the FROG measurements [ Figure 3(c) right-most panel] . Instead, when including the TPA and induced free-carrier dispersion and absorption, we observed a remarkable match between the FROG measurements and NLSE predictions. Figure 4 (a) summarizes the pulse broadening on-chip for the six example series of wavelengths and varying pulse energies. Dispersion across wavelengths is not large and typical pulse broadening up to twice the original pulse FWHM is observed both in the NLSE (solid lines) and measurements (data points). Though general pulse broadening is observed, we note that the broadening is not monotonic across the wavelengths due to slight changes in the input pulse between different center pulse wavelengths. In the NLSE modeling, the temporal widths were obtained by convolution and deconvolution of the pulse shape, a mathematical representation of the experimental temporal trace. We note there is good fit between theory and measurements, with the remaining discrepancies from numerical and group velocity dispersion imprecision.
Interestingly, we also observed an intensity-dependent blue-shift of the pulse central frequency as illustrated in Figure 4 (b). Across the wavelengths, a blue-shift ranging between 0.74-nm to 4.13-nm was observed. This blue shift arises from the Drude plasma dispersion of two-photon excited free carriers, 3,9,10,21 also captured in our full NLSE model with carrier dynamics. Figures 4(c) and 4(d) show the computed temporal pulsewidth change and relative contributions from TPA, free-carrier absorption and dispersion, SPM, and GVD. We examined this numerically for two example wavelengths, 1538-nm and 1542-nm. In both cases, the dominant process is TPA (in silicon) wherein the peak power is attenuated by the nonlinear absorption, leading to an attenuation of temporal pulse central region. We note that differences in the simulated free-carrier contribution is small and could be due to fluctuations in the input pulse character, taken from a single snapshot of the FROG measurement data. In both wavelengths, the percentage of ultrafast soliton compression on-chip from SPM and GVD is estimated to be small, mainly dominated by TPA.
In conclusion, we examined ultrafast pulse propagation and nonlinear dynamics in silicon waveguides, in both amplitude and phase. FROG measurements show temporal pulse broadening in our 4-mm waveguides and the onset of pulse splitting, with our 200-fJ to 40-pJ pulse energies. The numerical NLSE model illustrated the nonlinear pulse dynamics in our operating regimes, including two-photon and carrier effects, and matched remarkably the experimental measurements without any fitting. It was observed that at high energies, the TPA overcame the SPM, preventing soliton pulse compression and resulting in pulse broadening. This study supports the understanding of ultrafast nonlinear switching and optical processes in chip-scale information processing elements.
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