Abstract. We report the results of an in-depth analysis of the parameter estimation capabilities of BayesWave, an algorithm for the reconstruction of gravitational-wave signals without reference to a specific signal model. Using binary black hole signals, we compare BayesWave's performance to the theoretical best achievable performance in three key areas: sky localisation accuracy, signal/noise discrimination, and waveform reconstruction accuracy. BayesWave is most effective for signals that have very compact time-frequency representations. For binaries, where the signal time-frequency volume decreases with mass, we find that BayesWave's performance reaches or approaches theoretical optimal limits for system masses above approximately 50 M . For such systems BayesWave is able to localise the source on the sky as well as templated Bayesian analyses that rely on a precise signal model, and it is better than timingonly triangulation in all cases. We also show that the discrimination of signals against glitches and noise closely follow analytical predictions, and that only a small fraction of signals are discarded as glitches at a false alarm rate of 1/100 y. Finally, the match between BayesWave-reconstructed signals and injected signals is broadly consistent with first-principles estimates of the maximum possible accuracy, peaking at about 0.95 for high mass systems and decreasing for lower-mass systems. These results demonstrate the potential of unmodelled signal reconstruction techniques for gravitational-wave astronomy.
Introduction
The recent direct detection of gravitational waves by Advanced LIGO and Advanced Virgo has opened a new window in observational astronomy. On 14 September 2015, LIGO made the first ever observation of a binary black hole (BBH) merger [1] . The signal, denoted GW150914, has been followed by other detections of BBH mergers -GW151226 [2], GW170104 [3] , GW170608 [4] , and GW170814 [5] -and by the detection of a binary neutron star inspiral, GW170817 [6] . The BBH observations have revealed the existence of a previously unknown population of high-mass (> 20 M ) black holes (BHs), with implications for our understanding of stellar evolution [7, 8, 9, 10] , and have allowed the first tests of general relativity in the dynamical, strong-field regime [11, 2, 3] .
The interpretation of these signals has relied upon precise signal models ("templates") [12] that can be compared to the data. However, there are many possible emission mechanisms beyond BBHs for which the gravitational wave (GW) radiation cannot be easily modelled, such as core-collapse supernovae [13, 14, 15, 16, 17] , postmerger emission by hypermassive neutron stars in binary neutron star mergers [18, 19, 20, 21, 22, 23, 24, 25] , and magnetar flares [26, 27, 28] , for which matched filtering is not applicable. This has spurred the development of tools for the detection and characterisation of generic GW transients (a.k.a., "bursts") [29, 30, 31, 32, 33, 34] . Among them is BayesWave [35] , a Bayesian parameter estimation algorithm for the reconstruction of generic GW transients. Instead of relying on a precise signal model, BayesWave fits linear combinations of basis functions to the data in a manner consistent with either a GW or background noise artifacts ("glitches"). Given a potential GW trigger, BayesWave performs a Bayesian analysis under the signal and the glitch hypotheses, reconstructs the gravitational waveform, and provides estimates of modelindependent parameters, such as the signal duration, bandwidth, and sky location. This tool was used successfully, for example, in the follow-up of GW150914 and GW170104 [1, 36, 3] .
In this paper, we subject BayesWave to a series of tests in order to validate it and assess its performance against first-principles estimates. While there have been some studies of the performance of such algorithms for various kinds of burst signals (see for example [37, 38, 39, 40] ), very little has been done to compare their performance to firstprinciples expectations; i.e., we do not know if presently available tools are performing close to optimally, or if there is significant room for improvement. We address this by assessing BayesWave in three critical areas:
(i) Sky localisation: How accurately can BayesWave determine the direction to the GW source, compared to ideal matched-filtering algorithms?
(ii) Signal-glitch discrimination: How robustly can BayesWave distinguish true GW signals from non-Gaussian background noise artifacts?
(iii) Waveform reconstruction: How does the accuracy of BayesWave's reconstructed gravitational waveforms compare to first principles estimates of the possible accuracy of unmodelled reconstructions?
We answer these questions by applying BayesWave to a set of simulated BBH signals added to simulated Advanced LIGO and Advanced Virgo data [41] . While accurate templates are available for BBH signals, BayesWave does not use this information. Using BBH templated signals for our tests allows us to compare the performance of BayesWave to the case of ideal matched-filtering, which does rely on a precise signal model. Despite not using a signal model, we find that the performance of BayesWave is remarkably close to optimal in most cases, and we note the conditions under which performance is less than optimal. The paper is organised as follows. In Sec. 2, we briefly discuss the BayesWave algorithm. In Sec. 3 we describe the test performed to assess the performance of BayesWave and discuss our results. Finally, our conclusions are summarized in Sec. 4.
BayesWave
BayesWave is a Bayesian follow-up pipeline for GW triggers. It is designed to distinguish GW signals from non-stationary, non-Gaussian noise transients (i.e., glitches) in interferometric GW detector data, and to characterize the signals themselves [35, 42] . BayesWave uses a multi-component, parametric noise model of variable dimension that accounts for instrument glitches. These are modeled using a linear combination of Morlet-Gabor continuous wavelets. A trans-dimensional reversible jump Markov chain Monte Carlo algorithm allows for the number of wavelets to vary and to explore the parameters of each wavelet. GW transients of astrophysical origin are (independently) modelled with the same technique: a single GW signal model is built at the center of the Earth and projected onto each detector in the network, taking into account the response of the instrument and the source sky-location, which feeds two parameters (i.e., right ascension and declination) into the reconstruction effort. A linear combination of wavelets constituting a glitch model is instead built for each individual detector. In other words, there is a requirement for signals to appear coherently in the data, but not for glitches.
The BayesWave algorithm compares the following hypotheses: (1) the data contain only Gaussian noise, (2) the data contain Gaussian noise and glitches, and (3) the data contain Gaussian noise and a GW signal. The comparison is performed in terms of the marginalized posterior (evidence) for each hypothesis. When testing the signal hypothesis, BayesWave provides a waveform reconstruction, and posterior distributions for the source sky location parameters and signal characteristics, such as duration, bandwidth, energy, central frequency. These may be used to compare the data to theoretical models and to assess the performance of the pipeline.
BayesWave has been used in a number of studies so far. Notably, it was used as a follow-up analysis to candidate and background events found by the coherent WaveBurst (cWB) pipeline [29, 30] and matched-filter searches during the first two Advanced LIGO observing runs [36, 43, 44] . BayesWave localized the source of the GW150914 event in a 101 square degree region with 50% confidence and set a false alarm rate (FAR) of 1 in 67400 years. Further, [36] tested the ability of BayesWave in recovering simulated BBH signals for sources similar to GW150914. The match between the reconstructed and injected waveforms was found to be vary between 90% and 95% for systems with total mass between ∼ 60 M and ∼ 100 M , and an injected network signal-to-noise ratio (SNR) of 20. The sensitivity range, which is tightly correlated to the total mass and the effective spin of the system, was found to be in the 400-800 Mpc interval. In general, the combined cWB-BayesWave data analysis pipeline was shown to allow for detections across a range of waveform morphologies [45, 46] , with confidence increasing with the waveform complexity (at a fixed SNR). This is the case because glitches can be confused more easily with simple, short GW transients, rather than with complex waveforms in coherent data. Finally, a recent study [40] shows that the twodetector Advanced LIGO network will be able to achieve an 85% and 95% match for GW signals with network SNR below ∼ 20 and ∼ 50, respectively. In the same study, the median searched area and the median angular offset for BBH sources with total mass between 30 M and 50 M were found to be 99.2 square degrees and 25.1 degrees, respectively.
Procedure and Results

Simulated Signal Population
The source population we choose for our study consists of non-spinning merging (i) The majority of GW signals detected by LIGO to date were emitted by BBH sources [1, 2, 3, 4, 5] , and BBH mergers are expected to dominate the population of GWs that we detect with second-generation instruments [47] . The BH masses of the sources detected so far (both the binary constituents and the merger remnants) are all encompassed by our choice of parameter space.
(ii) Accurate and computationally tractable waveform models exist for these signals, allowing us to compare the BayesWave performance to that of optimal (templatebased) algorithms as reported in the literature. Specifically, we use the so-called IMRPhenomB approximant [48] .
(iii) BayesWave may be able to resolve aspects of the waveform that are not included in current templated analyses, such as precessing spins or eccentricity. Ultimately it will be useful to characterise BayesWave for the entire family of BBH signals: in this sense, our non-spinning study is a first step in this direction.
(iv) The SNR of signals from high-mass systems is concentrated in a small timefrequency volume, while the SNR of signals from low-mass systems, e.g., binary neutron stars [6] , is spread over a much larger time-frequency volume. This allows us to probe the performance of BayesWave relative to templated algorithms as a function of the signal time-frequency volume, which along with the SNR is the key characteristic of a signal for burst detection algorithms [49] .
For each of the 10 mass pairs we generate 20 signals, for a total of 200 simulations, with random sky position, inclination, and polarisation angle. The distances are selected randomly such that the coherent network SNR is in the range 10-35; i.e., we use realistic amplitudes for detectable signals. The signals are added to simulated data for the LIGO-Virgo network H1-L1-V1, which consists of Gaussian noise following the power spectral density model of [41] . As the BHs inspiral, the frequency of the GW signal increases until the two bodies merge and the GW emission cuts off. The merger frequency scales inversely with system mass, so signals from low-mass systems span the full LIGO/Virgo sensitive band and therefore have large effective bandwidth and timefrequency volume. For high-mass systems the effective bandwidth is much smaller and the signal is concentrated in a relatively small time-frequency volume. These will have implications for localisation accuracy and waveform reconstruction that are discussed later in the text.
For each simulation we analyse 4 s of data centred on the binary coalescence time, generated at a sampling rate of 1024 Hz. This data is fed into BayesWave for analysis. BayesWave reports the log evidence for signal vs. glitch and for signal vs. noise hypotheses, a sky map, reconstructed time-domain waveforms, spectrograms, and estimates of other properties such as duration, bandwidth, and the SNR recovered in each detector. In the following subsections we focus on BayesWave's performance on spectrograms, signal vs. glitch discrimination, and the accuracy of sky localisation and waveform reconstruction.
Time-Frequency Signal Content
As shown in [46] , the number of wavelets used by BayesWave to reconstruct a GW signal increases approximately linearly with SNR, at a rate that depends on the signal morphology (higher for more complex waveforms). This is consistent with the behaviour seen in our simulations. For the SNRs considered in our study, the average reconstructed SNR per wavelet is typically 5-10.
For inspiralling BBHs, the frequency increases until the two bodies merge and the gravitational-wave emission cuts off, as the remnant BH rings down. The merger frequency scales inversely with system mass: low-mass systems produce GW signals that have larger effective bandwidth and time-frequency volume than high-mass systems. Furthermore, the rate of frequency increase in the signal ("chirping") increases with the system mass, so that high-mass systems have a much shorter duration in the detector sensitive band. Together these have an important consequence for burst algorithms such as BayesWave that rely on time-frequency decompositions: signals from lowmass systems are spread over a larger time-frequency area than signals from high-mass systems. Figure 1 shows example spectrograms of the simulated and recovered signals for the lowest-and highest-mass systems tested. The low-mass, (5, 5) M , simulated signal shown on the top left panel occupies a time-frequency area greater than the high-mass, (100, 100) M , simulated signal shown in the bottom left panel. As a result, BayesWave is able to recover all of the SNR of the high-mass signal (bottom right panel), but not all of the SNR of the low-mass signal (top right panel). Figure 2 confirms that the SNR is spread across a larger number of pixels as the system mass decreases. Generally, diluting a given total SNR among a larger number of pixels makes it more difficult for BayesWave to reconstruct the low-SNR portions of the signal. This typically results in a lower reconstructed SNR, duration, and bandwidth, which in turn lowers the accuracy of the sky localisation, signal classification and waveform reconstruction. Whitened spectrograms for simulated and recovered signals. Top: (5,5) M simulated (left) and recovered (right) signal. The SNR per time-frequency pixel is lowest at early times and low frequencies; BayesWave only recovers fragments of this portion of the signal. Bottom: (100,100) M simulated (left) and recovered (right) signal. The SNR is concentrated into a small number of time-frequency pixels which are easily recovered by BayesWave.
Sky Localisation
There are numerous empirical studies of the sky localisation capabilities of existing GW transient detection algorithms, particularly in the context of second-generation GW Figure 2 . Left: Mean number of wavelets per unit injected network SNR vs. system total mass. As the system mass increases, the signal SNR in concentrated into a smaller time-frequency volume, and can be reconstructed with fewer wavelets. Right: Recovered network SNR vs. injected network SNR. BayesWave is able to recover the full SNR of high-mass systems, which occupy a small time-frequency volume. It systematically underestimates the SNR of low-mass systems, which occupy a larger time-frequency volume at a given SNR.
detector networks (see e.g. [37, 38, 39, 40] ). The theoretical basis for sky localisation accuracy is best established for matched-filter searches for binary coalescences. As shown by Fairhurst [50, 51, 52, 53] , the localisation is based primarily on triangulation via the time-of-arrival differences between the detector sites. The one-sigma measurement uncertainty in the time of arrival is given by
where ρ is the matched-filter SNR in the detector and σ f is the effective bandwidth of the signal; see [51] for definitions. Ignoring the phase and amplitude measured in each detector, Fairhurst shows that one can construct a localisation matrix that defines the contours of fixed probability,
where d i is the position vector of detector i and σ i is the timing uncertainty in that detector. The expected sky localisation accuracy with containment probability p is given by
where σ 1 , σ 2 are the inverse square roots of the eigenvalues of the matrix M after it has been projected onto the sky in the direction r,
where I is the identity matrix. Since the approximation (3) ignores the phase and amplitude information, it can be considered as a worse-case estimate of the localisation capability. As shown in [54] and [53] , requiring a consistent signal phase and polarisation between the detectors improves the localisation accuracy by an amount which can be approximated by using a timing uncertainty of
where f 2 is the second frequency moment of the signal. Since f 2 > σ 2 f , Eq. (5) will yield smaller localisation areas. In their study of binary inspiral signals of total mass up to 20 M , Grover et al. demonstrated that this phase and polarisation correction reduces the predicted localisation areas by a factor of 2-3 relative to timing alone. Finally, Grover et al. also demonstrated that a full Bayesian analysis using signal templates achieves sky localisation accuracies that are still better by a median factor of 1.6; we take this Bayesian analysis to represent the "best possible" performance in the case where the signal waveform is known. [55] found a similar result for binary neutron star sources, with a median factor of ∼ 1.3 for the 50% localisation area. Table 1 and Figs. 3 and 4 compare the 50% and 90% localisation areas reported by BayesWave to the predictions of timing-only and phase-corrected triangulation. We see that BayesWave easily outperforms the timing-only predictions. It also outperforms the predictions of phase-and polarisation-corrected triangulation for all but the lowest-mass systems, despite not using a signal template. Indeed, for system masses above 50 M the BayesWave performance is approximately equal to that of the optimal templated Bayesian analysis reported in Grover et al. [54] .
We conclude that BayesWave is able to localise a gravitational-wave source on the sky as well as a templated analysis despite not using signal templates, provided the signal SNR is concentrated in a sufficiently small time-frequency volume ( 10 wavelets). Furthermore BayesWave still performs reasonably well -within a factor of 2 in area -for higher time-frequency volume signals even for large containment regions.
Signal Classification
The confident detection of unmodelled transients depends on the ability to distinguish robustly true signals from the transient noise fluctuations ("glitches") that are common features of the detector noise backgrounds [56] . Searches for generic GW transients typically rely on comparisons of weighted measures of the cross-correlation between detectors to the total energy in the data for signal-glitch discrimination (see, e.g., [57, 33, 30, 36] ). BayesWave does this by calculating the log Bayes factors for the signal and glitch hypotheses ‡. Under each hypothesis, the transient (either the result of the two ‡ The oLIB pipeline [31] performs a similar analysis, but restricted to a single wavelet. For Bayesian signal-glitch discrimination that relies on the compact binary coalescences model, see e.g. [58, 59] ). Table 1 . Median ratio of 50% and 90% sky localisation areas reported by BayesWave to those predicted by triangulation. BayesWave typically outperforms the predictions of incoherent (timing-only) triangulation in almost all cases, and outperforms the predictions of coherent (phase-and polarisation-corrected) triangulation for systems of total mass above 50 M . For comparison, [54] report that the 50% localisations from an optimal templated Bayesian analysis are typically ∼0.6-0.7 of those of coherent triangulation [see also [55] ]; we see that BayesWave performs comparably for system masses around 100 M or more.
Median BayesWave/triangulation ratio
50% area 90% area incoherent coherent incoherent coherent GW polarizations, or the glitch time-series in each detector) is fit by a linear combination of Morlet-Gabor wavelets. The Bayes factor depends on both the quality of the fit and the priors; generally, signals which have high SNR-per-pixel throughout a large timefrequency volume are most easily distinguished from glitches. Littenberg et al. [46] argue that the signal-vs.-glitch log Bayes factor log B S,G can be approximated by Figure 3 . 50% containment localisation areas measured by BayesWave versus those predicted by timing-only "incoherent" triangulation (left) and phase-and polarisation-corrected "coherent" triangulation (right). The dashed line indicates the approximate median performance of a templated Bayesian analysis as reported in [54] . BayesWave systematically outperforms the timing-only predictions for all mass pairs. It also systematically outperforms the predictions of phase-and polarisation-corrected triangulation for all but the lowest-mass systems, despite not using a signal template. For system masses above 50 M the BayesWave performance is approximately equal to that of the templated Bayesian analysis. In both cases smaller-bandwidth signals tend to have larger localisation areas, as expected. The small number of outliers are signals from low-mass systems that BayesWave was unable to reconstruct accurately. Figure 4 . 90% containment localisation areas measured by BayesWave versus those predicted by timing-only "incoherent" triangulation (left) and phase-and polarisationcorrected "coherent" triangulation (right). BayesWave systematically outperforms the timing-only predictions for all mass pairs. It also systematically outperforms the predictions of phase-and polarisation-corrected triangulation for all but the lowestmass systems, despite not using a signal template. In both cases smaller-bandwidth signals tend to have larger localisation areas, as expected. The small number of outliers are signals from low-mass systems that BayesWave was unable to reconstruct accurately.
where N is the number of wavelets, ρ is the matched-filter SNR, V λ is the volume of the intrinsic parameter space, C Q is the signal parameter covariance matrix, and Q n is the quality factor of the n th wavelet. Equation (6) is our approximation, made by keeping only the leading order terms. We compare the analytical approximation of B S,G in Eq. (6) with the measured BayesWave output for a range of BBH masses. As discussed in [46] , signal-glitch discrimination improves with the number of detectors that see the transient. § We find that the best predictions for B S,G come from using the minimum injected SNR for ρ in Eq. (6); i.e., the lowest of the SNRs in H1, L1 or V1. The results are shown in the left panel of Fig. 5 , where the correlation between measured and predicted log B S,G is evident. The measured log Bayes factors are lower than predicted for the lowest-mass systems, because BayesWave is unable to recover the full SNR of these signals. Lowmass systems require higher SNR per time-frequency pixel, which in turn limits their reconstruction compared to high-mass systems. The predictive power of Eq. (6) can be improved further by using the minimum recovered SNR instead of the minimum injected SNR.
We can compare these results to the typical log Bayes factor for background noise to establish what real astrophysical signals could be recovered with high confidence. Using real LIGO noise from the 2009-10 run, Littenberg et al. [46] computed log Bayes factors for coincident events found by the cWB pipeline [29, 30] and showed that a threshold of log B S,G = 14.4 corresponds to a FAR of 1/100 yr. In the first Advanced LIGO run, around the time of GW150914, the same FAR value corresponds to log B S,G ∼ 2-3 (see Fig. 4 in [36] ). For illustration, we use the higher of these (14.4) as an indicative threshold; this is represented by the red dashed line in the right panel of Fig. 5 . We see that low time-frequency volume signals are distinguishable from glitches at this FAR provided the SNR is greater than 5-6 in all three detectors, while high time-frequency volume signals are distinguishable for SNRs greater than 7-8 in all three detectors.
Finally, we note that BayesWave also provides a log Bayes factor for the signal vs. Gaussian noise hypotheses. Cornish and Littenberg [35] show that this log Bayes factor can be approximated by
where M is the match (discussed below) and ρ net is the coherent network SNR. O is the Occam factor, which we ignore for our comparisons. Figure 6 shows that the predicted log B S,N 's closely follow the measured log B S,N 's. As for log B S,G , we see that the measured log Bayes factors are (slightly) lower than the predicted ones for the lowest-mass systems, because BayesWave is unable to recover the full SNR of these signals.
Waveform Reconstruction
Many potential sources of GW transients, such as core-collapse supernovae and hypermassive neutron stars formed in binary neutron star mergers, are too complicated to model accurately. In some cases even parts of the underlying physics are unknown (e.g., the neutron star equation of state). The ability to reconstruct the received h(t) signal without reliance on accurate "templates" will therefore be crucial for the exploitation of GWs to probe new and unexpected systems.
First-principles estimation of the match between the true GW signal with SNR ρ inj and a maximum-likelihood reconstruction of the signal based on a time-frequency pixel analysis can be estimated using only the recovered SNR ρ rec and number of pixels
with a one-sigma fractional uncertainty of
The ρ rec /ρ inj factor in Eq. (8) is due to portions of the signal that are not included in the reconstruction, such as the low-frequency early-time portions of the low-mass signals.
The factor in parentheses is due to the noise contamination of those pixels that are included in the reconstructed waveform. These expressions should be most accurate in the limit of high SNR per pixel, ρ 2 rec /N 1.
Note that there is an error in Eq. (36) of [35] : (1-FF 2 ) should be FF 2 . We use the symbol M (or match) instead of FF (fitting factor). [46] and [35] based on the total injected network SNR and the time-frequency volume of the signal. The measured log Bayes factors are systematically lower than the predicted ones for the lightest-mass (highest timefrequency volume) systems, for which BayesWave is unable to recover the full SNR. Figure 7 compares the mismatch, 1 − M , of the waveform reconstructed by BayesWave to the first-principles estimate from Eq. (8) . We see that there is broad agreement between the two, with the measured mismatches typically about 50% higher than the first-principles estimate of the lowest achievable mismatch. Not surprisingly, the lowest mismatches are achieved for the signal with smallest time-frequency volume (high masses), where the entire signal in the sensitive band of the detectors is reconstructed. The highest mismatches are for the largest time-frequency volume signals (low masses), where BayesWave is unable to reconstruct the full signal. In these cases, the mismatch is dominated by the BayesWave reconstruction not including the full signal, as opposed to noise contamination of the reconstruction. Measured mismatches between the true injected signal and that reconstructed by BayesWave, compared to a first-principles estimate of the lowest achievable mismatch. The measured mismatches are in broad agreement with the first-principles estimate, but are typically 50% higher. The mismatches are smallest for the smallest time-frequency volume signals (high-mass systems), and largest for the largest time-frequency volume signals (low-mass systems) for which BayesWave is unable to reconstruct the full signal. [For visual clarity, we do not show the error bars on the measured mismatches.]
Summary and conclusions
We have performed an in-depth analysis of the parameter estimation capabilities of BayesWave, an algorithm for the reconstruction of GW signals without reference to a specific signal model. Using simulated BBH signals added to simulated Advanced LIGO and Advanced Virgo data, we evaluated BayesWave in three key areas: sky position estimation, signal/glitch discrimination, and waveform reconstruction, comparing its performance to first-principles estimates. We found that BayesWave's effectiveness depends mainly on the time-frequency content of the signal: the fewer wavelets needed to reconstruct a signal, the better the performance. Specifically, higher mass BBH systems tend to have shorter waveforms which can be accurately reconstructed with a small number (< 10) wavelets.
BayesWave localises the source on the sky better than timing-only triangulation in all scenarios, and is outperformed by optimal Bayesian matched-filter analyses only for low-mass systems (≤ 50M ). The measured log Bayes factor for signal-glitch classification closely follows analytic predictions based on the waveform match accuracy and the coherent network SNR. As a result, low time-frequency volume signals are distinguishable from noise glitches provided SNR> 5-6 in all detectors, and high timefrequency volume signals at SNR> 7-8, at a false-alarm rate of 1/100y. Finally, the match between reconstructed and injected waveforms depends on the SNR and the time-frequency volume over which it is spread. Low time-frequency volume signals can achieve matches above 0.9, while high time-frequency volume signals are more typically around a match of 0.6-0.8. The main limitation for waveform reconstruction is the inability to reconstruct the full signal when its SNR is spread over a large number of pixels, rather than noise contamination of the reconstructed signal.
While our study used BBH signals, a key strength of the BayesWave pipeline is that its performance does not depend on signal morphology, so we expect to achieve similar results for generic unmodelled GW transients. For example, it would be very interesting to assess the performance of waveform reconstruction for signals from the post-merger remnant from binary neutron star systems [61] , given the recent detection of GW170817 [6] . Also, the waveforms used in our study [48] do not include spin, eccentricity, or higher-mode contributions for BBH signals. While these effects require substantial changes to waveform modelling and matched-filter analyses, BayesWave should be able to account for all of these effects automatically without modification.
