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STUDIES ON THE CHAZY EQUATIONS
YUSUKE SASANO
Abstract. In this paper, we study the Chazy III,IX and X equations. For the Chazy III
equation, by making the birational transformations the Chazy III equation is transformed
into a third-order ordinary differential equation of rational type. For this equation,
we find its meromorphic solutions, whose free parameters are essentially two. We also
show that the system associated with this equation admits new special solutions solved
by tanh(t). For the Chazy IX equation, we transform the Chazy IX equation to a
system of the first-order ordinary differential equations by birational transformations.
For this system, we give two new birational Ba¨cklund transformations. We also give the
holomorphy condition of this system. Thanks to this holomorphy condition, we obtain
a new partial differential system in two variables involving the Chazy IX equation, This
system satisfies the compatibility condition, and admits a travelling wave solution. For
the Chazy X equation, we transform the Chazy X equation to a system of the first-
order ordinary differential equations by birational transformations. For this system, we
give two birational Ba¨cklund transformations. One of them is new. We also give the
holomorphy condition of this system. Thanks to this holomorphy condition, we can
recover this system.
1. Introduction
In 1910, Chazy studied Painleve´ type equation with third order (see [6, 8]) explicitly
given by
(1)
d3u
dt3
= 2u
d2u
dt2
− 3
(
du
dt
)2
.
Here u denotes unknown complex variable. It is known that this equation fails some
Painleve´ test [1, 6, 8]. Nevertheless, Chazy gave this special attention [1, 2, 7].
This equation has a solution [1]
(2) u(t) = 4
d
dt
logθ1
′(0, t),
and special solutions
(3)


u1(t) =
a
(t− t0)2 −
6
t− t0 (a, t0 ∈ C),
u2(t) = − 1
t− t0 (t0 ∈ C).
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u := X
v := Y
u1(t)
u2(t)
v1(t)
v2(t)
v3(t)
P3
Classical equation (1) New equation (4)
Figure 1. Each figure denotes 3-dimensional projective space (X, Y, Z) ∈
C3 ⊂ P3. The solutions u1, u2 and v3 are rational solutions which pass
through an accessible singular point (see Section 3) in the boundary divisor
H, respectively. The solutions v1, v2 are new meromorphic solutions which
pass through an accessible singular point in the boundary divisor H, respec-
tively. The equation (1) can be written by the variable u and new equation
(4) can be written by the variable v := − dudt
u
. For the equation (1) we can
not find the solutions with initial conditions in the part surrounding the
dotted line. The solutions u2(t), v3(t) are common in each equation.
In this paper, by making a change of variables
X =
u
6
, Y = −
du
dt
u
, Z = −
d2u
dt2
du
dt
+
u
3
,
the system (1) is transformed as follows:
dX
dt
= −XY, dY
dt
= (2X + Y − Z)Y, dZ
dt
= Z2 + 8XZ − 20XY − 20X2.
By elimination of X,Z and setting v := Y , we obtain
(4)
d3v
dt3
= −3
(
v2 − dv
dt
)(
dv
dt
)
+
3
2
v4 −
(
v3 − 2d2v
dt2
)(
5v3 + 2d
2v
dt2
)
2
(
v2 + 2dv
dt
) .
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We find its meromorphic solutions given by
(5)


v1(t) =
−1
t− t0 + a1 + a2(t− t0) +
a1(a
2
1 + a2)
2
(t− t0)2 + · · · ,
v2(t) =
−2
t− t0 + a1(t− t0)
2 +
2
21
a21(t− t0)5 + · · · ,
v3(t) =
1
t− t0 ,
where a1, a2 are free parameters and t0 is an initial position. The solutions v1(t), v2(t) are
new (see Figure 1). The solutions u2(t), v3(t) are common in each system.
We also show that this system admits new special solutions (see Section 5):
(6) (X, Y, Z) = (c1, 0,−6c1tanh(6(c1t− c1c2))− 4c1) (c1, c2 ∈ C).
We remark that the classical Darboux-Halphen system (see [16])
(7)


dx
dt
= yz − x(y + z),
dy
dt
= xz − y(x+ z),
dz
dt
= xy − z(x + y)
is equivalent to the equation (1) if one sets
(8) u = −2(x+ y + z), du
dt
= 2(xz + yz + xy),
d2u
dt2
= −12xyz.
This system is invariant under the transformation:
pi : (x, y, z)→ (y, z, x) (pi3 = 1).
It is well-known that this system has the following rational solutions:

x1(t) =
1
(t− t0) ,
y1(t) =
1
(t− t0) ,
z1(t) =
1
(t− t0) (t0 ∈ C),
and 

x2(t) =
1
(t− t0) ,
y2(t) =
1
(t− t0) ,
z2(t) =
a
(t− t0)2 +
b
(t− t0) (a, b, t0 ∈ C).
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Reviews of Chazy’s work on III and results of further research can be found in [1, 2, 7].
Chazy-III, or an equivalent system of first-order equations, appears in several physics
contexts, for example, self-dual Yang-Mills equations [3]. Clarkson and Olver [7] obtained
III among the group-invariant reductions of the partial differential equation,
wxxx = wywxx − wxwyy,
which has applications in boundary-layer theory. These authors and C. M. Cosgrove also
gave a theory of higher-order equations having properties similar to III.
We also study the Chazy IX equation:
(9)
d3u
dt3
= 54u4 + 72u2
du
dt
+ 12
(
du
dt
)2
+ δ (δ ∈ C),
where u denotes unknown complex variable and δ is its constant parameter.
In 2000, C. M. Cosgrove constructed the general solution of the Chazy IX equation in
terms of hyperelliptic functions (see [8]).
For this equation, we give two birational Ba¨cklund transformations:
g0(u; δ)→(
(
√
5− 3){108u4 + 18(5 +√5)u2u′ + 6(3 +√5)(u′)2 + 3(√5− 1)uu′′ + 2δ
6(
√
5− 1){3(√5− 1)uu′ + u′′} ;
7 + 3
√
5
2
δ
)
,
g1(u; δ)→(
(−√5− 3){108u4 + 18(5−√5)u2u′ + 6(3−√5)(u′)2 + 3(−√5− 1)uu′′ + 2δ
6(−√5− 1){3(−√5− 1)uu′ + u′′} ;
7− 3√5
2
δ
)
,
(10)
where u′ = du
dt
, u′′ = d
2u
dt2
. These Ba¨cklund transformations are new.
We show that the birational transformation
(11)


x = u,
y =
du
dt
+
3
2
(
√
5− 1)u2,
z =
d2u
dt2
+ 3(
√
5− 1)udu
dt
takes the Chazy IX equation to the system of the first-order ordinary differential equations:
(12)


dx
dt
= −3
2
(
√
5− 1)x2 + y,
dy
dt
= z,
dz
dt
= 3(
√
5 + 3)y2 + 3(
√
5− 1)xz + δ.
We make this system in the polynomial class from the viewpoint of accessible singularity
and local index.
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For this system, we give the holomorphy condition of this system. Thanks to this
holomorphy condition, we obtain a new partial differential system in two variables (t, s)
involving the Chazy IX equation:
(13)


dx =
{
−3
2
(
√
5− 1)x2 + y
}
dt
+
{
−12(
√
5 + 2)x2y + (
√
5 + 1)
(
3xz − 2y2 − 2
3
δ
)}
ds,
dy =zdt
+ {−6(2
√
5− 5)x2z + 12
√
5xy2 − (
√
5 + 1)yz + (3
√
5− 5)δx}ds,
dz ={3(
√
5 + 3)y2 + 3(
√
5− 1)xz + δ}dt
+ {48xyz − 24y3 − (
√
5 + 1)z2 + 2(
√
5− 3)δy}ds.
We remark that when s = 0, we can obtain the Chazy IX system.
We will show that this system satisfies the compatibility condition, and admits a trav-
elling wave solution.
Moreover,we find the relation between the system (13) and soliton equations (see Section
11). In this paper, we can make the birational transformations between the system (13)
and the partial differential system:
(14)


∂3u
∂t3
=54u4 + 72u2
∂u
∂t
+ 12
(
∂u
∂t
)2
+ δ,
∂u
∂S
=54u4 + 18u2
∂u
∂t
+ 3
(
∂u
∂t
)2
− 9
2
u
∂2u
∂t2
+ δ,
where u := x. The first equation in (14) coincides with Chazy IX equation.
Adding each system in (14), we can obtain
(15)
∂3u
∂t3
= 54u2
∂u
∂t
+ 9
(
∂u
∂t
)2
+
9
2
u
∂2u
∂t2
+
∂u
∂S
.
Question 1.1. It is still an open question whether the second equation in (14) and the
system (15) coincide with which of the soliton equations.
We also study the Chazy X equation (see [8]):
X.a :
d3u
dt3
=6u2
du
dt
+
3
11
(9 + 7
√
3)
(
du
dt
+ u2
)2
− 1
22
(4− 3
√
3)α
du
dt
+
1
44
(3− 5
√
3)αu2 − 1
352
(9 + 7
√
3)α2,
X.b :
d3u
dt3
=6u2
du
dt
+
3
11
(9− 7
√
3)
(
du
dt
+ u2
)2
− 1
22
(4 + 3
√
3)α
du
dt
+
1
44
(3 + 5
√
3)αu2 − 1
352
(9− 7
√
3)α2,
(16)
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where u denotes unknown complex variable and α is its constant parameter.
The full version of Class X with α 6= 0 was found by C. M. Cosgrove (see [8]), the
parameter α being overlooked in Chazy’s original work. Chazy looked for recessive terms
in his Class X but missed them because of some minor calculation error. Bureau (see
[20]), having derived the 13 reduced Chazy classes from first principles, did not attempt
to attach recessive terms to this class. Exton (see [21]), who incorrectly concluded that
Chazy Classes IX and X were unstable equations, also apparantly did not look for resessive
terms.
The splitting of Chazy Class X deserves a comment. Because its coefficients contain the
irrationality
√
3 in an essential way, changing the sign of
√
3 yields a distinct equation.
The two versions, which we denote Chazy-X.a and Chazy-X.b, are related by a Ba¨cklund
transformation, which was also found by C. M. Cosgrove (see [8]).
In 2000, C. M. Cosgrove constructed the general solution of the Chazy X equation in
terms of hyperelliptic functions (see [8]).
For these equations, we give two birational Ba¨cklund transformations from Chazy-X.a
to Chazy-X.b:
g0(u;α)→
(
3 +
√
3
1056{(3 +√3)uu′ − u′′}{288(6 +
√
3)u2u′ − 176(3 +
√
3)uu′′ + 96(9 + 7
√
3)u4
+ 64(−3 + 5
√
3)(u′)2 − 8(−3 + 5
√
3)αu2 + 16(−4 + 3
√
3)αu′ − (9 + 7
√
3)α2};α),
g1(u;α)→(
(4 +
√
3){8(−4 +√3)u3 − 8(−4 +√3)uu′ − 8(−4 +√3)u′′ − (−7 + 5√3)αu}
13{8u2 + 8u′ + (√3− 1)α} ; (−2 +
√
3)α
)
,
(17)
where u′ = du
dt
, u′′ = d
2u
dt2
. The transformation g1 is new. Thanks to these Ba¨cklund
transformations, in this paper we discuss the case of Chazy-X.a equation.
We show that the birational transformation
(18)


x = u,
y =
du
dt
− 3 +
√
3
2
u2,
z =
d2u
dt2
− (3 +
√
3)u
du
dt
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takes the Chazy X.a equation to the system of the first-order ordinary differential equa-
tions:
(19)


dx
dt
=
3 +
√
3
2
x2 + y,
dy
dt
= z,
dz
dt
=
2
11
(−3 + 5
√
3)y2 − (3 +
√
3)xz +
1
22
(−4 + 3
√
3)αy − 1
352
(9 + 7
√
3)α2.
We make this system in the polynomial class from the viewpoint of accessible singularity
and local index.
For this system, we give the holomorphy condition of this system. Thanks to this
holomorphy condition, we can recover the Chazy X.a equation.
2. The Chazy polynomial class
In [6], Chazy attempted the complete classification of all third-order differential equa-
tions of the form:
(20)
d3u
dt3
= F
(
t, u,
du
dt
,
d2u
dt2
)
,
where F is a polynomial in u, du
dt
and d
2u
dt2
and locally analytic in t, having the Painleve´
property.
Chazy proved that Painleve´-type differential equations of the third-order in the poly-
nomial class must take the form:
d3u
dt3
=Qu
d2u
dt2
+R
(
du
dt
)2
+ Su2
du
dt
+ Tu4 + A(t)
d2u
dt2
+B(t)u
du
dt
+ C(t)
du
dt
+D(t)u3 + E(t)u2 + F (t)u+G(t),
(21)
where, after a suitable normalization, Q,R, S and T are certain rational or algebraic
numbers, and the remaining coefficients are locally analytic functions of the complex
variable t to be determined.
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The canonical reduced equations defining each of the Chazy classes is as follows:
I :
d3u
dt3
= −6
(
du
dt
)2
;
II :
d3u
dt3
= −2ud
2u
dt2
− 2
(
du
dt
)2
;
III :
d3u
dt3
= 2u
d2u
dt2
− 3
(
du
dt
)2
;
IV :
d3u
dt3
= −3ud
2u
dt2
− 3
(
du
dt
)2
− 3u2du
dt
;
V :
d3u
dt3
= −2ud
2u
dt2
− 4
(
du
dt
)2
− 2u2du
dt
;
V I :
d3u
dt3
= −ud
2u
dt2
− 5
(
du
dt
)2
− u2du
dt
;
V II :
d3u
dt3
= −ud
2u
dt2
− 2
(
du
dt
)2
+ 2u2
du
dt
;
V III :
d3u
dt3
= 6u2
du
dt
;
IX :
d3u
dt3
= 12
(
du
dt
)2
+ 72u2
du
dt
+ 54u4;
X.a :
d3u
dt3
= 6u2
du
dt
+
3
11
(9 + 7
√
3)
(
du
dt
+ u2
)2
;
X.b :
d3u
dt3
= 6u2
du
dt
+
3
11
(9− 7
√
3)
(
du
dt
+ u2
)2
;
(22)
XI :
d3u
dt3
= −2ud
2u
dt2
− 2
(
du
dt
)2
+
24
N2 − 1
(
du
dt
+ u2
)2
;
XII :
d3u
dt3
= 2u
d2u
dt2
− 3
(
du
dt
)2
− 4
N2 − 36
(
6
du
dt
− u2
)2
;
XIII :
d3u
dt3
= 12u
du
dt
.
In Chazy-XI, N is a positive integer not equal to 1 or a multiple of 6. In Chazy-XII, N
is a positive integer not equal to 1 or 6.
It is well-known that the KdV equation belongs to Chazy Class XIII, the modified KdV
equation belongs to Class VIII, and the potential KdV equation (as well as the soliton
equation uxxt = −6uxut + α) belongs to Class I.
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3. Accessible singularity and local index
Let us review the notion of accessible singularity. Let B be a connected open domain
in C and pi :W −→ B a smooth proper holomorphic map. We assume that H ⊂ W is a
normal crossing divisor which is flat over B. Let us consider a rational vector field v˜ on
W satisfying the condition
v˜ ∈ H0(W,ΘW(− logH)(H)).
Fixing t0 ∈ B and P ∈ Wt0 , we can take a local coordinate system (x1, . . . , xn) of Wt0
centered at P such that Hsmooth can be defined by the local equation x1 = 0. Since
v˜ ∈ H0(W,ΘW(− logH)(H)), we can write down the vector field v˜ near P = (0, . . . , 0, t0)
as follows:
v˜ =
∂
∂t
+ g1
∂
∂x1
+
g2
x1
∂
∂x2
+ · · ·+ gn
x1
∂
∂xn
.
This vector field defines the following system of differential equations
(23)
dx1
dt
= g1(x1, . . . , xn, t),
dx2
dt
=
g2(x1, . . . , xn, t)
x1
, · · · , dxn
dt
=
gn(x1, . . . , xn, t)
x1
.
Here gi(x1, . . . , xn, t), i = 1, 2, . . . , n, are holomorphic functions defined near P = (0, . . . , 0, t0).
Definition 3.1. With the above notation, assume that the rational vector field v˜ on
W satisfies the condition
(A) v˜ ∈ H0(W,ΘW(− logH)(H)).
We say that v˜ has an accessible singularity at P = (0, . . . , 0, t0) if
x1 = 0 and gi(0, . . . , 0, t0) = 0 for every i, 2 ≤ i ≤ n.
If P ∈ Hsmooth is not an accessible singularity, all solutions of the ordinary differential
equation passing through P are vertical solutions, that is, the solutions are contained in
the fiber Wt0 over t = t0. If P ∈ Hsmooth is an accessible singularity, there may be a
solution of (23) which passes through P and goes into the interior W −H of W.
Here we review the notion of local index. Let v be an algebraic vector field with an
accessible singular point −→p = (0, . . . , 0) and (x1, . . . , xn) be a coordinate system in a
neighborhood centered at −→p . Assume that the system associated with v near −→p can be
written as
d
dt


x1
x2
...
xn−1
xn


=
1
x1




a11 0 0 . . . 0
a21 a22 0 . . . 0
...
...
. . . 0 0
a(n−1)1 a(n−1)2 . . . a(n−1)(n−1) 0
an1 an2 . . . an(n−1) ann




x1
x2
...
xn−1
xn


+


x1h1(x1, . . . , xn, t)
h2(x1, . . . , xn, t)
...
hn−1(x1, . . . , xn, t)
hn(x1, . . . , xn, t)




,
(hi ∈ C(t)[x1, . . . , xn], aij ∈ C(t))
(24)
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where h1 is a polynomial which vanishes at
−→p and hi, i = 2, 3, . . . , n are polynomials of
order at least 2 in x1, x2, . . . , xn, We call ordered set of the eigenvalues (a11, a22, · · · , ann)
local index at −→p .
We are interested in the case with local index
(25) (1, a22/a11, . . . , ann/a11) ∈ Zn.
These properties suggest the possibilities that a1 is the residue of the formal Laurent
series:
(26) y1(t) =
a11
(t− t0) + b1 + b2(t− t0) + · · ·+ bn(t− t0)
n−1 + · · · (bi ∈ C),
and the ratio (1, a22/a11, . . . , ann/a11) is resonance data of the formal Laurent series
of each yi(t) (i = 2, . . . , n), where (y1, . . . , yn) is original coordinate system satisfying
(x1, . . . , xn) = (f1(y1, . . . , yn), . . . , fn(y1, . . . , yn)), fi(y1, . . . , yn) ∈ C(t)(y1, . . . , yn).
If each component of (1, a22/a11, . . . , ann/a11) has the same sign, we may resolve the
accessible singularity by blowing-up finitely many times. However, when different signs
appear, we may need to both blow up and blow down.
The α-test,
(27) t = t0 + αT, xi = αXi, α→ 0,
yields the following reduced system:
d
dT


X1
X2
...
Xn−1
Xn


=
1
X1


a11(t0) 0 0 . . . 0
a21(t0) a22(t0) 0 . . . 0
...
...
. . . 0 0
a(n−1)1(t0) a(n−1)2(t0) . . . a(n−1)(n−1)(t0) 0
an1(t0) an2(t0) . . . an(n−1)(t0) ann(t0)




X1
X2
...
Xn−1
Xn


,
(28)
where aij(t0) ∈ C. Fixing t = t0, this system is the system of the first order ordinary
differential equation with constant coefficient. Let us solve this system. At first, we solve
the first equation:
(29) X1(T ) = a11(t0)T + C1 (C1 ∈ C).
Substituting this into the second equation in (28), we can obtain the first order linear
ordinary differential equation:
(30)
dX2
dT
=
a22(t0)X2
a11(t0)T + C1
+ a21(t0).
By variation of constant, in the case of a11(t0) 6= a22(t0) we can solve explicitly:
(31) X2(T ) = C2(a11(t0)T + C1)
a22(t0)
a11(t0) +
a21(t0)(a11(t0)T + C1)
a11(t0)− a22(t0) (C2 ∈ C).
STUDIES ON THE CHAZY EQUATIONS 11
This solution is a single-valued solution if and only if
a22(t0)
a11(t0)
∈ Z.
In the case of a11(t0) = a22(t0) we can solve explicitly:
(32) X2(T ) = C2(a11(t0)T +C1)+
a21(t0)(a11(t0)T + C1)Log(a11(t0)T + C1)
a11(t0)
(C2 ∈ C).
This solution is a single-valued solution if and only if
a21(t0) = 0.
Of course, a22(t0)
a11(t0)
= 1 ∈ Z. In the same way, we can obtain the solutions for each variables
(X3, . . . , Xn). The conditions
ajj(t)
a11(t)
∈ Z, (j = 2, 3, . . . , n) are necessary condition in order
to have the Painleve´ property.
Example 3.2. For an example of the condition (25), let us consider
(33)
d3u
dt3
= u
d2u
dt2
− 2
(
du
dt
)2
+ 6u2
du
dt
.
Here u denotes unknown complex variable. We will show that this equation is the inte-
grable non-Painleve´ equation.
Proposition 3.3. The birational transformation
(34)


x = u,
y = −
du
dt
u
+ u,
z = −
d2u
dt2
du
dt
+ 2u
takes the equation (33) to the system
(35)


dx
dt
= x2 − xy,
dy
dt
= y2 − xy + xz − yz,
dz
dt
= z2 − 3xz − 4xy.
Here x, y, z denote unknown complex variables.
We will show that this system violates the condition (25).
Let us take the coordinate system (p, q, r) centered at the point (p, q, r) = (0, 0, 0):
p =
1
x
, q =
y
x
, r =
z
x
.
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The system (35) is rewritten as follows:
d
dt

pq
r

 = 1
p



−1 0 00 −2 1
0 −4 −4



pq
r

+ · · ·


satisfying (24). To the above system, we make the linear transformation
XY
Z

 =

1 0 00 2√−33 3+√−36
0 −2
√−3
3
3−√−3
6



pq
r


to arrive at
d
dt

XY
Z

 = 1
X



−1 0 00 −3 +√−3 0
0 0 −3−√−3



XY
Z

+ · · ·

 .
In this case, the ratio (−3+
√−3
−1 ,
−3−√−3
−1 ) = (3−
√−3, 3 +√−3) is not in Z2.
Example 3.4. For an application of the condition (25), let us consider
(36)
d3u
dt3
= 2u
d2u
dt2
− 3
(
du
dt
)2
+ a
(
6
du
dt
− u2
)2
(a ∈ C).
Here u denotes unknown complex variable.
Proposition 3.5. The birational transformation
(37)


x =
u2
du
dt
,
y =
du
dt
u
,
z =
d2u
dt2
du
dt
takes the equation (36) to the system
(38)


dx
dt
= 2xy − xz,
dy
dt
= −y2 + yz,
dz
dt
= −3xy2 + 36axy2 − 12ax2y2 + ax3y2 + 2xyz − z2.
Here x, y, z denote unknown complex variables.
We will consider when this system satisfies the condition (25).
Let us take the coordinate system (p, q, r) centered at the point (p, q, r) = (0, 0, 0):
p = x− 3a−
√
9a2 − a
a
, q =
y
z
− 1
2
, r =
1
z
.
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The system (38) is rewritten as follows:
d
dt

pq
r

 = 1
p



 0 −
2(−3a+
√
9a2−a)
a
0
1−9a−3
√
9a2−a
4
−a+2
√
9a2−a
2a
0
0 0 −1
2



pq
r

+ · · ·


satisfying (24). To the above system, we make the linear transformation

XY
Z

 =


−
√
a(9a−1)
4−42a+14
√
a(9a−1)
a
a−2
√
a(9a−1)
0
√
a(9a−1)
4−42a+14
√
a(9a−1)
2−18a
2−18a+
√
a(9a−1)
0
0 0 1



pq
r


to arrive at
d
dt

XY
Z

 = 1
Z




−1
2
0 0
0 −
√
a(9a−1)
a
0
0 0 −1
2



XY
Z

+ · · ·

 .
In this case, the ratio
(
− 1
2
− 1
2
,
−
√
a(9a−1)
a
− 1
2
)
is in Z2 if and only if
(39) 4a(9a− 1) = N2a2 (N ∈ Z).
This equation can be solved as follows:
(40) a = − 4
N2 − 36 (N ∈ N).
This case coincides with Chazy-XII equation.
In the next section, in order to consider the phase spaces for each system, let us take
the compactification [z0 : z1 : z2 : z3] ∈ P3 of (x, y, z) ∈ C3 with the natural embedding
(x, y, z) = (z1/z0, z2/z0, z3/z0).
Moreover, we denote the boundary divisor in P3 by H. Extend the regular vector field on
C3 to a rational vector field v˜ on P3. It is easy to see that P3 is covered by four copies of
C3:
U0 = C
3 ∋ (x, y, z),
Uj = C
3 ∋ (Xj, Yj, Zi) (j = 1, 2, 3),
via the following rational transformations
X1 = 1/x, Y1 = y/x, Z1 = z/x,
X2 = x/y, Y2 = 1/y, Z2 = z/y,
X3 = x/z, Y3 = y/z, Z3 = 1/z.
(41)
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4. Chazy-III equation
Chazy-III equation is given by
d3u
dt3
= 2u
d2u
dt2
− 3
(
du
dt
)2
.
Here u denotes unknown complex variable.
Proposition 4.1. The birational transformation
(42)


x =
u
6
,
y = −
du
dt
u
+
u
6
,
z = −
d2u
dt2
du
dt
+
u
3
takes the equation (1) to the system
(43)


dx
dt
= x2 − xy,
dy
dt
= y2 − xy + xz − yz,
dz
dt
= z2 + 8xz − 20xy.
Here x, y, z denote unknown complex variables.
Let us do the Painleve´ test. To find the leading order behaviour of a singularity at
t = t0 one sets 

x ∝ a0
(t− t0) ,
y ∝ b0
(t− t0) ,
z ∝ c0
(t− t0) ,
from which it is easily deduced that
(1) (a0, b0, c0) = (−1, 0, 0),
(2) (a0, b0, c0) = (0,−1, 0),
(3) (a0, b0, c0) = (0, 0,−1),
(4) (a0, b0, c0) = (0,−2,−1).
Case (a0, b0, c0) = (−1, 0, 0)
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In this case, we find 

x(t) =
−1
(t− t0) (t0 ∈ C),
y(t) = 0,
z(t) = 0.
Case (a0, b0, c0) = (0,−1, 0)
In this case, we find


x(t) = a2(t− t0)− a2c1
2
(t− t0)2 + · · · ,
y(t) =
−1
(t− t0) +
c1
2
+
(28a2 + c
2
1)
4
(t− t0) + (8a2 + c
2
1)c1
8
(t− t0)2 + · · · ,
z(t) = c1 + (20a2 + c
2
1)(t− t0) + (14a2 + c21)c1(t− t0)2 + · · · ,
where (a2, c1) are free parameters.
Case (a0, b0, c0) = (0, 0,−1)
In this case, we find


x(t) = a1 − a1b2
2
(t− t0)2 + · · · ,
y(t) = a1 + b2(t− t0) + 11a1b2
2
(t− t0)2 + · · · ,
z(t) =
−1
(t− t0) − 4a1 − 12a
2
1(t− t0)− 4a1b2(t− t0)2 + · · · ,
where (a1, b2) are free parameters.
Case (a0, b0, c0) = (0,−2,−1)
In this case, we find


x(t) = a3(t− t0)2 − 4a
2
3
5
(t− t0)5 + · · · ,
y(t) =
−2
(t− t0) +
17a3
5
(t− t0)2 − 44a
2
3
175
(t− t0)5 + · · · ,
z(t) =
−1
(t− t0) + 8a3(t− t0)
2 +
172a23
35
(t− t0)5 + · · · ,
where a3 is a free parameter.
Proposition 4.2. The system (43) becomes again a system in the polynomial class in
each coordinate system:
Uj = C
3 ∋ {(xj , yj, zj)}, j = 0, 1, . . . , 4
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via the following birational transformations:
0) x0 = x, y0 = y, z0 = z,
1) x1 = −x− y
2x
, y1 = x, z1 =
(x− y)(x+ 3y − 2z)
4x
,
2) x2 = xy, y2 =
1
y
, z2 = z,
3) x3 = x, y3 = (y − x)z, z3 = 1
z
,
4) x4 = −(x− y)xz, y4 = − 1
(x− y)z , z4 =
1
z
.
(44)
Corollary 4.3. The system (43) is equivalent to the following systems:
(45)


dx1
dt
= x21y1 − z1,
dy1
dt
= −2x1y21,
dz1
dt
= 2y1(6x
3
1y1 + 5x1z1 + 6z1),
and
(46)


dx2
dt
= (x2y
2
2 − 1)x2z2,
dy2
dt
= −(x2y22 − 1)(y2z2 − 1),
dz2
dt
= z22 + 8x2y2z2 − 20x2,
and
(47)


dx3
dt
= −x3y3z3,
dy3
dt
= y3(−20x3y3z23 − 20x23z3 + y3z3 + 10x3),
dz3
dt
= −1 − 8x3z3 + 20x23z23 + 20x3y3z33 ,
and
(48)


dx4
dt
= −10x24(2x4y24z4 + 2z24 − y4),
dy4
dt
= 20x24y
3
4z4 + 20x4y4z
2
4 − 10x4y24 − z4,
dz4
dt
= −1− 8x4y4z4 + 20x24y24z24 + 20x4z34 .
The following Lemma shows that the rational vector field v˜ associated with the system
(43) has six accessible singular points on the boundary divisor H ⊂ P3.
STUDIES ON THE CHAZY EQUATIONS 17
Lemma 4.4. The rational vector field v˜ has six accessible singular points:
(49)


P1 = {(X1, Y1, Z1)|X1 = Y1 = Z1 = 0},
P2 = {(X2, Y2, Z2)|X2 = Y2 = Z2 = 0},
P3 = {(X3, Y3, Z3)|X3 = Y3 = Z3 = 0},
P4 = {(X1, Y1, Z1)|X1 = 0, Y1 = 1, Z1 = 2},
P5 = {(X1, Y1, Z1)|X1 = 0, Y1 = 1, Z1 = −10},
P6 = {(X2, Y2, Z2)|X2 = Y2 = 0, Z2 = 1
2
},
where P4 is multiple point of order 2.
This lemma can be proven by a direct calculation. 
Next let us calculate its local index at each point.
Singular point Type of local index
P1 (−1, 3, 2)
P2 (2, 1, 1)
P3 (1, 2, 1)
P5 (0, 12,−12)
P6 (3, 1,−2)
Example 4.5. Let us take the coordinate system (p, q, r) centered at the point P1:
p = X1 =
1
x
, q = Y1 =
y
x
, r = Z1 =
z
x
.
The system (43) is rewritten as follows:
d
dt

pq
r

 = 1
p



−1 0 00 −2 1
0 −20 7



pq
r

+ · · ·


satisfying (24). To the above system, we make the linear transformation
XY
Z

 =

1 0 00 −4 1
0 5 −1



pq
r


to arrive at
d
dt

XY
Z

 = 1
X



−1 0 00 3 0
0 0 2



XY
Z

 + · · ·

 .
In this case, the local index is (−1, 3, 2). This suggests the possibilities that −1 is the
residue of the formal Laurent series:
(50) x(t) =
−1
(t− t0) + a1 + a2(t− t0) + · · ·+ an(t− t0)
n−1 + · · · (ai ∈ C),
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and the ratio ( 3−1 ,
2
−1) = (−3,−2) is resonance data of the formal Laurent series of
(y(t), z(t)), respectively. We see that the formal Laurent series which passes through
P1 have no free parameters. There is only one solution which passes through P1 explicitly
given by
(51) x(t) = − 1
(t− t0) , y(t) = 0, z(t) = 0 (t0 ∈ C).
This is a rational solution.
Example 4.6. Let us take the coordinate system (p, q, r) centered at the point P5:
p = X1 =
1
x
, q = Y1 − 1 = y
x
− 1, r = Z1 + 10 = z
x
+ 10.
The system (43) is rewritten as follows:
d
dt

pq
r

 = 1
p



0 0 00 12 0
0 −30 −12



pq
r

+ · · ·


satisfying (24). To the above system, we make the linear transformation
XY
Z

 =

1 0 00 −14 0
0 5
4
1



pq
r


to arrive at
d
dt

XY
Z

 = 1
X



0 0 00 12 0
0 0 −12



XY
Z

+ · · ·

 .
In this case, the local index is (0, 12,−12). We see that the residue of the formal Laurent
series:
(52) x(t) =
a0
(t− t0) + a1 + a2(t− t0) + · · ·+ an(t− t0)
n−1 + · · · (ai ∈ C)
is equal to a0 = 0. By a direct calculation, we see that there are no solutions which pass
through P5.
Example 4.7. Let us take the coordinate system (p, q, r) centered at the point P3:
p = X3 =
x
z
, q = Y3 =
y
z
, r = Z3 =
1
z
.
The system (43) is rewritten as follows:
d
dt

pq
r

 = 1
r



−1 0 01 −2 0
0 0 −1



pq
r

+ · · ·


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satisfying (24). To the above system, we make the linear transformation
XY
Z

 =

1 0 01 1 0
0 0 1



pq
r


to arrive at
d
dt

XY
Z

 = 1
Z



−1 0 00 −2 0
0 0 −1



XY
Z

 + · · ·

 .
In this case, the local index is (−1,−2,−1). This suggests the possibilities that −1 is the
residue of the formal Laurent series:
(53) z(t) =
−1
(t− t0) + c1 + c2(t− t0) + · · ·+ cn(t− t0)
n−1 + · · · (ci ∈ C),
and the ratio (−1−1 ,
−2
−1) = (1, 2) is resonance data of the formal Laurent series of (x(t), y(t)),
respectively. There exist meromorphic solutions with three free parameters which passes
through P3.
Example 4.8. Let us take the coordinate system (p, q, r) centered at the point P6:
p = X2 =
x
y
, q = Y2 =
1
y
, r = Z2 − 1
2
=
z
y
− 1
2
.
The system (43) is rewritten as follows:
d
dt

pq
r

 = 1
q



−
3
2
0 0
0 −1
2
0
−63
4
0 1



pq
r

+ · · ·


satisfying (24). To the above system, we make the linear transformation
XY
Z

 =


63
10
0 0
0 1 0
−63
10
0 1



pq
r


to arrive at
d
dt

XY
Z

 = 1
Y



−
3
2
0 0
0 −1
2
0
0 0 1



XY
Z

 + · · ·

 .
In this case, the local index is (−3
2
,−1
2
, 1). This suggests the possibilities that −1
2
is the
residue of the formal Laurent series:
(54) y(t) =
−1
2
(t− t0) + b1 + b2(t− t0) + · · ·+ bn(t− t0)
n−1 + · · · (bi ∈ C),
and the ratio (
− 3
2
− 1
2
, 1− 1
2
) = (3,−2) is resonance data of the formal Laurent series of
(x(t), z(t)), respectively. There exist meromorphic solutions with two free parameters
which passes through P6.
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5. Particular solutions of the system (43)
We see that the system (43) admits a particular solution x = 0. Moreover (y, z) satisfy
(55)


dy
dt
= y2 − yz,
dz
dt
= z2.
The equation dz
dt
= z2 can be solved as follows:
(56) z(t) = − 1
t + c1
(c1 ∈ C).
By substituting this solution to the equation dy
dt
= y2 − yz, we obtain
(57)
dy
dt
= y2 +
y
t+ c1
.
This equation can be solved by
(58) y(t) = − 2(t+ c1)
t2 + 2c1t− 2c2 (c1, c2 ∈ C).
We also see that by making a change of variables
X := x, Y := y − x, Z := z
the system (43) is transformed as follows:
(59)


dX
dt
= −XY,
dY
dt
= (2X + Y − Z)Y,
dZ
dt
= Z2 + 8XZ − 20XY − 20X2.
By elimination of X,Z and setting v := Y , we obtain
d3v
dt3
= −3
(
v2 − dv
dt
)(
dv
dt
)
+
3
2
v4 −
(
v3 − 2d2v
dt2
)(
5v3 + 2d
2v
dt2
)
2
(
v2 + 2dv
dt
) .
This system admits a particular solution Y = 0. Moreover (X,Z) satisfy
(60)


dX
dt
= 0,
dZ
dt
= Z2 + 8XZ − 20X2.
By substituting X = c1 (c1 ∈ C) to the equation dZdt = Z2 + 8XZ − 20X2, we obtain
(61)
dZ
dt
= Z2 + 8c1Z − 20c21.
This system can be solved by
(62) Z(t) = −6c1tanh(6(c1t− c1c2))− 4c1 (c2 ∈ C).
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6. The Chazy-IX equation
Chazy-IX equation is given by
(63)
d3u
dt3
= 54u4 + 72u2
du
dt
+ 12
(
du
dt
)2
+ δ (δ ∈ C).
In this paper, at first we transform the equation (63) to a system of differential equations
by birational transformations. For this system, we give two new Ba¨cklund transforma-
tions. We also give the holomorphy condition of this system. Thanks to this condition,
we obtain a new partial differential system in two variables (t, s) involving this system,
This system satisfies the compatibility condition, and admits a travelling wave solution.
Theorem 6.1. The birational transformation ϕ0
(64)


x = u,
y =
du
dt
+
3
2
(
√
5− 1)u2,
z =
d2u
dt2
+ 3(
√
5− 1)udu
dt
takes the equation (63) to the system
(65)


dx
dt
= −3
2
(
√
5− 1)x2 + y,
dy
dt
= z,
dz
dt
= 3(
√
5 + 3)y2 + 3(
√
5− 1)xz + δ.
Before we will prove Theorem 6.1, we review the case of the second Painleve´ equation.
7. The case of the second Painleve´ system
In this section, we review the case of the second Painleve´ system:
(66)
d2u
dt2
= 2u3 + tu+ α (α ∈ C).
Let us make its polynomial Hamiltonian from the viewpoint of accessible singularity
and local index.
Step 0: We make a change of variables.
(67) x = u, y =
du
dt
.
Step 1: We make a change of variables.
(68) x1 =
1
x
, y1 =
y
x2
.
In this coordinate system, we see that this system has two accessible singular points:
(69) (x1, y1) = {(0, 1), (0,−1)} .
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Around the point (x1, y1) = (0, 1), we can rewrite the system as follows.
Step 2: We make a change of variables.
(70) x2 = x1, y2 = y1 − 1.
In this coordinate system, we can rewrite the system satisfying the condition (24):
d
dt
(
x2
y2
)
=
1
x2
{(
−1 0
0 −4
)(
x2
y2
)
+ · · ·
}
,
and we can obtain the local index (−1,−4) at the point {(x2, y2) = (0, 0)}. The ratio of
the local index at the point {(x2, y2) = (0, 0)} is a positive integer.
We aim to obtain the local index (−1,−2) by successive blowing-up procedures.
Step 3: We blow up at the point {(x2, y2) = (0, 0)}.
(71) x3 = x2, y3 =
y2
x2
.
Step 4: We blow up at the point {(x3, y3) = (0, 0)}.
(72) x4 = x3, y4 =
y3
x3
.
In this coordinate system, we see that this system has the following accessible singular
point:
(73) (x4, y4) = (0, t/2).
Step 5: We make a change of variables.
(74) x5 = x4, y5 = y4 − t/2.
In this coordinate system, we can rewrite the system as follows:
d
dt
(
x5
y5
)
=
1
x5
{(
−1 0
α− 1/2 −2
)(
x5
y5
)
+ · · ·
}
,
and we can obtain the local index (−1,−2). Here, the relation between (x5, y5) and (x, y)
is given by 

x5 =
1
x
,
y5 = y − x2 − t
2
.
Finally, we can choose canonical variables (q, p).
Step 9: We make a change of variables.
(75) q =
1
x5
, p = y5,
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and we can obtain the system 

dq
dt
= q2 + p +
t
2
,
dp
dt
= −2qp+ α− 1
2
with the polynomial Hamiltonian HII :
(76) HII = q
2p+
1
2
p2 +
t
2
p−
(
α− 1
2
)
q.
We remark that we can discuss the case of the accessible singular point (x1, y1) = (0,−1)
in the same way as in the case of (x1, y1) = (0, 1).
8. Proof of Theorem 6.1
By the same way of the second Painleve´ system, we can prove Theorem 6.1.
Proof. At first, we rewrite the equation (63) to the system of the first-order ordinary
differential equations.
Step 0: We make a change of variables.
(77) x = u, y =
du
dt
, z =
d2u
dt2
.
Step 1: We make a change of variables.
(78) x1 =
1
x
, y1 =
y
x2
, z1 =
z
x3
.
In this coordinate system, we see that this system has three accessible singular points:
(79)
(x1, y1, z1) =
{
(0,−1, 2),
(
0,
3
2
(1−
√
5), 9(3−
√
5)
)
,
(
0,
3
2
(1 +
√
5), 9(3 +
√
5)
)}
.
Around the point (x1, y1, z1) =
(
0, 3
2
(1−√5), 9(3−√5)), we can rewrite the system as
follows.
Step 2: We make a change of variables.
(80) x2 = x1, y2 = y1 − 3
2
(1−
√
5), z2 = z1 − 9(3−
√
5).
In this coordinate system, we can rewrite the system satisfying the condition (24):
d
dt

x2y2
z2

 = 1
x2




3
2
(
√
5− 1) 0 0
0 6(
√
5− 1) 1
0 −9(√5− 3) 9
2
(
√
5− 1)



x2y2
z2

+ · · ·

 .
and we can obtain the local index
(
3
2
(
√
5− 1), 3(√5− 1), 15
2
(
√
5− 1)) at the point {(x2, y2, z2) =
(0, 0, 0)}. The continued ratio of the local index at the point {(x2, y2, z2) = (0, 0, 0)} are
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all positive integers
(81)
(
3(
√
5− 1)
3
2
(
√
5− 1) ,
15
2
(
√
5− 1)
3
2
(
√
5− 1)
)
= (2, 5).
This is the reason why we choose this accessible singular point.
We aim to obtain the local index (1, 0, 2) by successive blowing-up procedures.
Step 3: We blow up at the point {(x2, y2, z2) = (0, 0, 0)}.
(82) x3 = x2, y3 =
y2
x2
, z3 =
z2
x2
.
Step 4: We blow up at the point {(x3, y3, z3) = (0, 0, 0)}.
(83) x4 = x3, y4 =
y3
x3
, z4 =
z3
x3
.
In this coordinate system, we see that this system has the following accessible singular
locus:
(84) (x4, y4, z4) = (0, y4,−3(
√
5− 1)y4).
Step 5: We blow up along the curve {(x4, y4, z4) = (0, y4,−3(
√
5− 1)y4)}.
(85) x5 = x4, y5 = y4, z5 =
z4 + 3(
√
5− 1)y4
x4
.
Step 6: We make a change of variables..
(86) x6 =
1
x5
, y6 = y5, z6 = z5,
and we can obtain the system (65).
Thus, we have completed the proof of Theorem 6.1. 
We note on the remaining accessible singular points.
Around the point (x1, y1, z1) =
(
0, 3
2
(1 +
√
5), 9(3 +
√
5)
)
, we can rewrite the system as
follows.
Step 2: We make a change of variables.
(87) x2 = x1, y2 = y1 − 3
2
(1 +
√
5), z2 = z1 − 9(3 +
√
5).
In this coordinate system, we can rewrite the system satisfying the condition (24):
d
dt

x2y2
z2

 = 1
x2



−
3
2
(
√
5 + 1) 0 0
0 −6(√5 + 1) 1
0 9(
√
5 + 3) −9
2
(
√
5 + 1)



x2y2
z2

 + · · ·

 .
and we can obtain the local index
(−3
2
(
√
5 + 1),−3(√5 + 1),−15
2
(
√
5 + 1)
)
at the point
{(x2, y2, z2) = (0, 0, 0)}. The continued ratio of the local index at the point {(x2, y2, z2) =
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(0, 0, 0)} are all positive integers
(88)
(
−3(√5 + 1)
−3
2
(
√
5 + 1)
,
−15
2
(
√
5 + 1)
−3
2
(
√
5 + 1)
)
= (2, 5).
We remark that we can discuss this case in the same way as in the case of (x1, y1, z1) =(
0, 3
2
(1−√5), 9(3−√5)).
Around the point (x1, y1, z1) = (0,−1, 2), we can rewrite the system as follows.
Step 2: We make a change of variables.
(89) x2 = x1, y2 = y1 + 1, z2 = z1 − 2.
In this coordinate system, we can rewrite the system satisfying the condition (24):
d
dt

x2y2
z2

 = 1
x2



1 0 00 4 1
0 42 3



x2y2
z2

+ · · ·

 .
and we can obtain the local index (1,−3, 10) at the point {(x2, y2, z2) = (0, 0, 0)}. The
continued ratio of the local index at the point {(x2, y2, z2) = (0, 0, 0)} are given by
(90)
(−3
1
,
10
1
)
= (−3, 10).
In this case, the local index involves a negative integer. So, we need to blow down.
9. Birational symmetry of Chazy-IX equation
In this section, let us consider the birational Ba¨cklund transformations of the Chazy
IX equation. Two birational Ba¨cklund transformations are new.
(u, u′, u′′)
(x, y, z)
(p, q, r) = (p, p′, p′′)
(X, Y, Z)
g0
ϕ0 ϕ1
s0
Figure 2.
Proposition 9.1. The birational transformation s0
(91)


X = x+
2{3(√5 + 3)y2 + δ}
3(
√
5− 1)z ,
Y = −y,
Z = −z
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takes the system (65) to the system
(92)


dX
dt
= −3
2
(
√
5− 1)X2 − (9 + 4
√
5)Y,
dY
dt
= Z,
dZ
dt
= 3(
√
5 + 3)Y 2 + 3(
√
5− 1)XZ + δ.
Proposition 9.2. The birational transformation ϕ1
(93)


p =
1
2
(
√
5− 3)X,
q = 3(
√
5− 2)X2 + 1
2
(7 + 3
√
5)Y,
r = 9(3
√
5− 7)X3 − 6(
√
5 + 2)XY +
1
2
(3
√
5 + 7)Z
takes the system (92) to the system
(94)


dp
dt
= q,
dq
dt
= r,
dr
dt
= 54p4 + 72p2q + 12q2 +
7 + 3
√
5
2
δ.
Then, we can obtain the Chazy IX equation:
(95)
d3p
dt3
= 54p4 + 72p2
dp
dt
+ 12
(
dp
dt
)2
+
7 + 3
√
5
2
δ (δ ∈ C).
The compositions of the transformations (91) and (93) are a Ba¨cklund transformation of
the Chazy IX equation (see Figure 2).
Theorem 9.3. The Chazy IX equation (63) is invariant under the biratioral transformation:
g0(u; δ)→(
(
√
5− 3){108u4 + 18(5 +√5)u2u′ + 6(3 +√5)(u′)2 + 3(√5− 1)uu′′ + 2δ
6(
√
5− 1){3(√5− 1)uu′ + u′′} ;
7 + 3
√
5
2
δ
)
,
(96)
where u′ = du
dt
, u′′ = d
2u
dt2
.
This Ba¨cklund transformation is new.
Proposition 9.4. The birational transformation pi
(97)


X = x,
Y = y − 3
√
5x2,
Z = z − 6
√
5xy − 9(
√
5− 5)x3
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(u, u′, u′′)
(x, y, z) (X, Y, Z)
g1
ϕ0
pi
(p, q, r)
(u, v, w)
ϕ2
s1
= (p, p′, p′′)
Figure 3.
takes the system (65) to the system
(98)


dX
dt
= −3
2
(−
√
5− 1)X2 + Y,
dY
dt
= Z,
dZ
dt
= 3(−
√
5 + 3)Y 2 + 3(−
√
5− 1)XZ + δ.
This transformation changes the sign of
√
5 in the system (65) (cf. [8]).
Proposition 9.5. The birational transformation s1
(99)


u = X − 2{3(−
√
5 + 3)Y 2 + δ}
3(
√
5 + 1)Z
,
v = −Y,
w = −Z
takes the system (98) to the system
(100)


du
dt
= −3
2
(−
√
5− 1)u2 + (−9 + 4
√
5)v,
dv
dt
= w,
dw
dt
= 3(−
√
5 + 3)v2 + 3(−
√
5− 1)uw + δ.
Proposition 9.6. The birational transformation ϕ2
(101)


p =
1
2
(−
√
5− 3)u,
q = 3(−
√
5− 2)u2 + 1
2
(7− 3
√
5)v,
r = 9(−3
√
5− 7)u3 − 6(−
√
5 + 2)uv +
1
2
(−3
√
5 + 7)w
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takes the system (100) to the system
(102)


dp
dt
= q,
dq
dt
= r,
dr
dt
= 54p4 + 72p2q + 12q2 +
7− 3√5
2
δ.
Then, we can obtain the Chazy IX equation:
(103)
d3p
dt3
= 54p4 + 72p2
dp
dt
+ 12
(
dp
dt
)2
+
7− 3√5
2
δ (δ ∈ C).
The compositions of the transformations (97), (99) and (101) are a Ba¨cklund transforma-
tion of the Chazy IX equation (see Figure 3).
Theorem 9.7. The Chazy IX equation (63) is invariant under the biratioral transformation:
g1(u; δ)→(
(−√5− 3){108u4 + 18(5−√5)u2u′ + 6(3−√5)(u′)2 + 3(−√5− 1)uu′′ + 2δ
6(−√5− 1){3(−√5− 1)uu′ + u′′} ;
7− 3√5
2
δ
)
,
(104)
where u′ = du
dt
, u′′ = d
2u
dt2
.
This Ba¨cklund transformation is new.
10. Holomorphy conditions of Chazy-IX equation
In this section, we give the holomorphy condition of the system (65). Thanks to this
holomorphy condition, we obtain a new partial differential system in two variables involv-
ing the Chazy IX equation, This system satisfies the compatibility condition, and admits
a travelling wave solution.
Theorem 10.1. Let us consider the following differential system in the polynomial
class: 

dx = f1(x, y, z)dt+ g1(x, y, z)ds,
dy = f2(x, y, z)dt+ g2(x, y, z)ds,
dz = f3(x, y, z)dt+ g3(x, y, z)ds.
We assume that
(A1) deg(fi) = 3 and deg(gi) = 3 with respect to x, y, z.
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(A2) The right-hand side of this system becomes again a polynomial in each coordinate
system (xi, yi, zi) (i = 1, 2).
1) x1 =
1
x
, y1 = y, z1 = −
(
zx+
2{3(√5 + 3)y2 + δ}
3(
√
5− 1)
)
x,
2) x2 =
1
x
, y2 = y − 3
√
5x2, z2 = −((z − 6
√
5xy − 9(
√
5− 5)x3)x
− 2{−(
√
5− 3)(135x4 + 3y2) + (90− 54√5)x2y + δ}
3(
√
5 + 1)
)x.
(105)
Then such a system coincides with
(106)


dx =
{
−3
2
(
√
5− 1)x2 + y
}
dt
+
{
−12(
√
5 + 2)x2y + (
√
5 + 1)
(
3xz − 2y2 − 2
3
δ
)}
ds,
dy =zdt
+ {−6(2
√
5− 5)x2z + 12
√
5xy2 − (
√
5 + 1)yz + (3
√
5− 5)δx}ds,
dz ={3(
√
5 + 3)y2 + 3(
√
5− 1)xz + δ}dt
+ {48xyz − 24y3 − (
√
5 + 1)z2 + 2(
√
5− 3)δy}ds.
These transition functions satisfy the condition:
dxi ∧ dyi ∧ dzi = dx ∧ dy ∧ dz (i = 1, 2).
We remark that when s = 0, we can obtain the system (65).
Proposition 10.2. The system (106) satisfies the compatibility condition:
(107)
∂
∂s
∂x
∂t
=
∂
∂t
∂x
∂s
,
∂
∂s
∂y
∂t
=
∂
∂t
∂y
∂s
,
∂
∂s
∂z
∂t
=
∂
∂t
∂z
∂s
.
Proposition 10.3. The system (106) admits the travelling wave solution:
(x, y, z; δ) =(
c2√
3(
√
5 + 1)
Tanh
(√
3
2
(
√
5− 2)c2t+
√
3(
√
5 + 1)c32s+ c1
)
,
− 1
4
(
√
5− 3)c22, 0;−
3
8
(
√
5− 3)c42) (ci ∈ C).
(108)
11. Chazy IX equation and soliton equations
In this section, we consider the relation between the system (106) and soliton equations.
In this paper, we can make the birational transformations between the system (106) and
soliton equations.
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Theorem 11.1. The birational transformations
(109)


X =x,
Y =y +
3(1−√5)
2
x2,
Z =z + 3(1−
√
5)xy + 9(3−
√
5)x3,
S =
8
3(1−√5)s
take the system (106) to the system
(110)


dX =Y dt+
(
54X4 + 18X2Y + 3Y 2 − 9
2
XZ + δ
)
dS,
dY =Zdt+
(
−243X5 − 108X3Y − 18XY 2 + 18X2Z + 3
2
Y Z − 9
2
δX
)
dS,
dZ =(54X4 + 72X2Y + 12Y 2 + δ)dt
+
(
972X6 + 162X4Y − 108X3Z + 3
2
Z2 + 18δX2 − 3δY
)
dS.
Setting u := X , we see that
(111)
∂u
∂t
= Y,
∂2u
∂t2
= Z,
and
(112)


∂3u
∂t3
=54u4 + 72u2
∂u
∂t
+ 12
(
∂u
∂t
)2
+ δ,
∂u
∂S
=54u4 + 18u2
∂u
∂t
+ 3
(
∂u
∂t
)2
− 9
2
u
∂2u
∂t2
+ δ.
The first equation in (112) coincides with Chazy IX equation.
Adding each system in (112), we can obtain
(113)
∂3u
∂t3
= 54u2
∂u
∂t
+ 9
(
∂u
∂t
)2
+
9
2
u
∂2u
∂t2
+
∂u
∂S
.
Question 11.2. It is still an open question whether the second equation in (112) and
the system (113) coincide with which of the soliton equations.
12. The Chazy X equation
The Chazy-X.a equation is given by
d3u
dt3
=6u2
du
dt
+
3
11
(9 + 7
√
3)
(
du
dt
+ u2
)2
− 1
22
(4− 3
√
3)α
du
dt
+
1
44
(3− 5
√
3)αu2 − 1
352
(9 + 7
√
3)α2.
(114)
STUDIES ON THE CHAZY EQUATIONS 31
In this section, at first we transform the equation (114) to a system of differential equa-
tions by birational transformations. For this system, we give two Ba¨cklund transforma-
tions from Chazy-X.a to Chazy-X.b. One of them is new. We also give the holomorphy
condition of this system. Thanks to this condition, we can recover the Chazy-X.a system.
Theorem 12.1. The birational transformation ϕ0
(115)


x = u,
y =
du
dt
− 3 +
√
3
2
u2,
z =
d2u
dt2
− (3 +
√
3)u
du
dt
takes the Chazy X.a equation to the system of the first-order ordinary differential equa-
tions:
(116)


dx
dt
=
3 +
√
3
2
x2 + y,
dy
dt
= z,
dz
dt
=
2
11
(−3 + 5
√
3)y2 − (3 +
√
3)xz +
1
22
(−4 + 3
√
3)αy − 1
352
(9 + 7
√
3)α2.
By the same way of the second Painleve´ system, we can prove Theorem 12.1.
Proof. At first, we rewrite the equation (114) to the system of the first-order ordinary
differential equations.
Step 0: We make a change of variables.
(117) x = u, y =
du
dt
, z =
d2u
dt2
.
Step 1: We make a change of variables.
(118) x1 =
1
x
, y1 =
y
x2
, z1 =
z
x3
.
In this coordinate system, we see that this system has three accessible singular points:
(119)
(x1, y1, z1) =
{
(0,−1, 2),
(
0,
3 +
√
3
2
, 3(2 +
√
3)
)
,
(
0,
−1− 2√3
11
,
2
121
(13 + 4
√
3)
)}
.
Around the point (x1, y1, z1) =
(
0, 3+
√
3
2
, 3(2 +
√
3)
)
, we can rewrite the system as
follows.
Step 2: We make a change of variables.
(120) x2 = x1, y2 = y1 − 3 +
√
3
2
, z2 = z1 − 3(2 +
√
3).
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In this coordinate system, we can rewrite the system satisfying the condition (24):
d
dt

x2y2
z2

 = 1
x2




−3+
√
3
2
0 0
0 −2(3 +√3) 1
0 3(2 +
√
3) −3(3+
√
3)
2



x2y2
z2

+ · · ·

 .
and we can obtain the local index
(
−3+
√
3
2
,−(3 +√3),−5
2
(3 +
√
3)
)
at the point {(x2, y2, z2) =
(0, 0, 0)}. The continued ratio of the local index at the point {(x2, y2, z2) = (0, 0, 0)} are
all positive integers
(121)
(
−(3 +√3)
−3+
√
3
2
,
−5
2
(3 +
√
3)
−3+
√
3
2
)
= (2, 5).
This is the reason why we choose this accessible singular point.
We aim to obtain the local index (1, 0, 2) by successive blowing-up procedures.
Step 3: We blow up at the point {(x2, y2, z2) = (0, 0, 0)}.
(122) x3 = x2, y3 =
y2
x2
, z3 =
z2
x2
.
Step 4: We blow up at the point {(x3, y3, z3) = (0, 0, 0)}.
(123) x4 = x3, y4 =
y3
x3
, z4 =
z3
x3
.
In this coordinate system, we see that this system has the following accessible singular
locus:
(124) (x4, y4, z4) = (0, y4, (3 +
√
3)y4).
Step 5: We blow up along the curve {(x4, y4, z4) = (0, y4, (3 +
√
3)y4)}.
(125) x5 = x4, y5 = y4, z5 =
z4 − (3 +
√
3)y4
x4
.
Step 6: We make a change of variables..
(126) x6 =
1
x5
, y6 = y5, z6 = z5,
and we can obtain the system (116).
Thus, we have completed the proof of Theorem 12.1. 
We note on the remaining accessible singular points.
Around the point (x1, y1, z1) = (0,−1, 2), we can rewrite the system as follows.
Step 2: We make a change of variables.
(127) x2 = x1, y2 = y1 + 1, z2 = z1 − 2.
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In this coordinate system, we can rewrite the system satisfying the condition (24):
d
dt

x2y2
z2

 = 1
x2



1 0 00 4 1
0 0 3



x2y2
z2

+ · · ·

 .
and we can obtain the local index (1, 4, 3) at the point {(x2, y2, z2) = (0, 0, 0)}. The
continued ratio of the local index at the point {(x2, y2, z2) = (0, 0, 0)} are all positive
integers
(128)
(
4
1
,
3
1
)
= (4, 3).
We remark that we can discuss this case in the same way as in the case of (x1, y1, z1) =(
0, 3+
√
3
2
, 3(2 +
√
3)
)
.
Around the point (x1, y1, z1) =
(
0, −1−2
√
3
11
, 2
121
(13 + 4
√
3)
)
, we can rewrite the system
as follows.
Step 2: We make a change of variables.
(129) x2 = x1, y2 = y1 +
1 + 2
√
3
11
, z2 = z1 − 2
121
(13 + 4
√
3).
In this coordinate system, we can rewrite the system satisfying the condition (24):
d
dt

x2y2
z2

 = 1
x2




1+2
√
3
11
0 0
0 4(1+2
√
3)
11
1
0 72(13+4
√
3)
121
3(1+2
√
3)
11



x2y2
z2

+ · · ·

 .
and we can obtain the local index
(
1+2
√
3
11
, 12(1+2
√
3)
11
, −5(1+2
√
3)
11
)
at the point {(x2, y2, z2) =
(0, 0, 0)}. The continued ratio of the local index at the point {(x2, y2, z2) = (0, 0, 0)} are
given by
(130)
(
12(1+2
√
3)
11
1+2
√
3
11
,
−5(1+2
√
3)
11
1+2
√
3
11
)
= (12,−5).
In this case, the local index involves a negative integer. So, we need to blow down.
13. Birational symmetry of Chazy X equation
In this section, let us consider the birational Ba¨cklund transformations from Chazy-X.a
to Chazy-X.b. One of them is new.
Proposition 13.1. The birational transformation s0
(131)


X = x− 64(−3 + 5
√
3)y2 + 16(−4 + 3√3)αy − (9 + 7√3)α2
176(3 +
√
3)z
,
Y = −y,
Z = −z
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takes the system (116) to the system
(132)

dX
dt
=
3 +
√
3
2
X2 +
1
11
(−43 + 24
√
3)Y +
21− 13√3
66
α,
dY
dt
= Z,
dZ
dt
=
2
11
(−3 + 5
√
3)Y 2 − (3 +
√
3)XZ − 1
22
(−4 + 3
√
3)αY − 1
352
(9 + 7
√
3)α2.
Proposition 13.2. The birational transformation ϕ1
(133)

p = (2 +
√
3)X,
q =
2 +
√
3
11(3 +
√
3)
{33(2 +
√
3)X2 + (−57 + 29
√
3)Y − (−4 + 3
√
3)α},
r =
6(2 +
√
3)
11(3 +
√
3)3
{33(33 + 19
√
3)X3 − 6(13 + 4
√
3)XY + (−27 +
√
3)Z − (9 + 7
√
3)αX}
takes the system (132) to the system
(134)


dp
dt
= q,
dq
dt
= r,
dr
dt
= 6p2q +
3
11
(9− 7
√
3)
(
q + p2
)2
− 1
22
(4 + 3
√
3)αq +
1
44
(3 + 5
√
3)αp2 − 1
352
(9− 7
√
3)α2.
Then, we can obtain the Chazy X.b equation:
d3u
dt3
=6u2
du
dt
+
3
11
(9− 7
√
3)
(
du
dt
+ u2
)2
− 1
22
(4 + 3
√
3)α
du
dt
+
1
44
(3 + 5
√
3)αu2 − 1
352
(9− 7
√
3)α2,
(135)
The compositions of the transformations (131) and (133) are a Ba¨cklund transformation
from Chazy-X.a to Chazy-X.b (see Figure 1).
Theorem 13.3. The Chazy X.a equation (114) can be transformed into the Chazy X.b
equation by the birational transformation:
g0(u;α)→
(
3 +
√
3
1056{(3 +√3)uu′ − u′′}{288(6 +
√
3)u2u′ − 176(3 +
√
3)uu′′ + 96(9 + 7
√
3)u4
+ 64(−3 + 5
√
3)(u′)2 − 8(−3 + 5
√
3)αu2 + 16(−4 + 3
√
3)αu′ − (9 + 7
√
3)α2};α),
(136)
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where u′ = du
dt
, u′′ = d
2u
dt2
.
Proposition 13.4. The birational transformation pi
(137)


X = x,
Y = y +
1
2
(5 +
√
3)x2 +
1
8
(
√
3− 1)α,
Z = z − (5 +
√
3)x3 − 1
4
(2
√
3− 1)αx
takes the system (116) to the system
(138)


dX
dt
= −X2 + Y − 1
8
(
√
3− 1)α,
dY
dt
= (5 +
√
3)XY + Z,
dZ
dt
= −(15 + 7
√
3)X2Y +
2
11
(−3 + 5
√
3)Y 2 − (3 +
√
3)XZ − 3
4
αY.
Proposition 13.5. The birational transformation s1
(139)


u = X − (
√
3− 4)Z
13Y
,
v = Y,
w = −Z
takes the system (138) to the system
(140)


du
dt
= −(4 +
√
3)u2 +
8(89 + 46
√
3)v − 11(11 + 7√3)α
1144
,
dv
dt
= (5 +
√
3)uv − 1
13
(−4 +
√
3)w,
dw
dt
= (15 + 7
√
3)u2v + (3 +
√
3)uw +
1
44
v{8(3− 5
√
3)v + 33α}.
Proposition 13.6. The birational transformation ϕ2
(141)

p = (4 +
√
3)u,
q = −(19 + 8
√
3)u2 +
1
11
(38 + 21
√
3)v − 1
8
(5 + 3
√
3)α,
r = 2(100 + 51
√
3)u3 +
1
143
(89 + 46
√
3)w +
u
44
{−4(177 + 101
√
3)v + 11(29 + 17
√
3)α}
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takes the system (140) to the system
(142)


dp
dt
= q,
dq
dt
= r,
dr
dt
= 6p2q +
3
11
(9− 7
√
3)
(
q + p2
)2
− 1
22
(4 + 3
√
3)βq +
1
44
(3 + 5
√
3)βp2 − 1
352
(9− 7
√
3)β2,
where β = (−2 +√3)α.
Then, we can obtain the Chazy X.b equation:
d3u
dt3
=6u2
du
dt
+
3
11
(9− 7
√
3)
(
du
dt
+ u2
)2
− 1
22
(4 + 3
√
3)β
du
dt
+
1
44
(3 + 5
√
3)βu2 − 1
352
(9− 7
√
3)β2, β = (−2 +
√
3)α.
The compositions of the transformations (137), (139) and (141) are a Ba¨cklund transfor-
mation from Chazy-X.a to Chazy-X.b (see Figure 2).
Theorem 13.7. The Chazy X.a equation (114) can be transformed into the Chazy X.b
equation by the birational transformation:
g1(u;α)→(
(4 +
√
3){8(−4 +√3)u3 − 8(−4 +√3)uu′ − 8(−4 +√3)u′′ − (−7 + 5√3)αu}
13{8u2 + 8u′ + (√3− 1)α} ; (−2 +
√
3)α
)
,
(143)
where u′ = du
dt
, u′′ = d
2u
dt2
.
This Ba¨cklund transformation from Chazy-X.a to Chazy-X.b is new.
14. Holomorphy conditions of Chazy X equation
In this section, we give the holomorphy condition of the system (116). Thanks to this
holomorphy condition, we can recover the system (116).
Theorem 14.1. Let us consider the following ordinary differential system in the poly-
nomial class: 

dx
dt
= f1(x, y, z),
dy
dt
= f2(x, y, z),
dz
dt
= f3(x, y, z).
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We assume that
(A1) deg(fi) = 3 with respect to x, y, z.
(A2) The right-hand side of this system becomes again a polynomial in each coordinate
system (xi, yi, zi) (i = 1, 2).
1) x1 =
1
x
, y1 = y,
z1 = −
(
zx−
(
4
11
(−4 + 3
√
3)y2 +
1
66
(−21 + 13
√
3)αy − 1 + 2
√
3
176
α2
))
x,
2) x2 =
1
x
,
y2 = −
((
y +
5 +
√
3
2
x2 +
√
3− 1
8
α
)
x+
−17 +√3
13
x3 − −4 +
√
3
13
z − −10 + 9
√
3
52
αx
)
x,
z2 = z − (5 +
√
3)x3 − 1
4
(2
√
3− 1)αx.
(144)
Then such a system coincides with
(145)

dx
dt
= − a(t)
3 +
√
3
(
3 +
√
3
2
x2 + y
)
,
dy
dt
= − a(t)
3 +
√
3
z,
dz
dt
= − a(t)
3 +
√
3
(
2
11
(−3 + 5
√
3)y2 − (3 +
√
3)xz +
1
22
(−4 + 3
√
3)αy − 1
352
(9 + 7
√
3)α2
)
,
where a(t) ∈ C(t). Setting a(t) = −(3 +√3), we obtain the system (116).
These transition functions satisfy the condition:
dxi ∧ dyi ∧ dzi = dx ∧ dy ∧ dz (i = 1, 2).
15. Particular solutions of Chazy X equation
In this section, we study a solution of the system (116) which is written by the use of
known functions.
Proposition 15.1. The system (116) admits two rational solutions:
(x, y, z;α) = (0, 0, 0; 0)
(x, y, z;α) =
(
− 2
(3 +
√
3)t+ 2c
, 0, 0; 0
)
,
(146)
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and admits two special solutions:
(x, y, z;α) =

−(−3 +
√
3)
√
3 +
√
3
√
αTan
{
3
1
4
4
√
3 +
√
3
√
α(t+ 8c)
}
4× 3 34 ,
√
3
8
α, 0;α

 ,
(x, y, z;α) =

−(3 +
√
3)
3
2
√
αTanh
{
1
4
√
5 + 3
√
3
√
α(t+ 24c)
}
12
√
3 + 2
√
3
,−3 + 2
√
3
24
α, 0;α

 ,
(147)
where c ∈ C is an integral constant.
16. Appendix A
In this section, we study the Chazy I equation (see [8]):
I :
d3u
dt3
=6
{
−
(
du
dt
)2
+ A(t)
(
du
dt
+ u2
)
+B(t)u+ C(t)
}
,(148)
where u denotes unknown complex variable, and the coefficient functions A(t), B(t) and
C(t) satisfy the relations:
(149)


d2A
dt2
= 6A2,
d2B
dt2
= 6AB,
d2C
dt2
= B2 + 2AC.
At first, making a change of variables
(150) x = u, y =
du
dt
, z =
d2u
dt2
,
we obtain the system of the first-order ordinary differential equations:
(151)


dx
dt
= y,
dy
dt
= z,
dz
dt
= 6
{−y2 + A(t) (y + x2)+B(t)x+ C(t)} .
Let us make its phase space by gluing two copies of C3 × C via the birational transfor-
mations.
The following Lemma shows that this rational vector field v˜ associated with the system
(151) has seven accessible singular points on the boundary divisor H ⊂ P3.
STUDIES ON THE CHAZY EQUATIONS 39
Lemma 16.1. The rational vector field v˜ associated with the system (151) has three
accessible singular points:
(152)


P1 = {(X1, Y1, Z1)|X1 = Z1 = 0, Y1 =
√
A(t)},
P2 = {(X1, Y1, Z1)|X1 = Z1 = 0, Y1 = −
√
A(t)},
P3 = {(X3, Y3, Z3)|X3 = Y3 = Z3 = 0},
where the point P3 has multiplicity of order 5 and (Xi, Yi, Zi) are given by (41).
This lemma can be proven by a direct calculation. 
Next let us calculate its local index at each point.
Singular point Type of local index
P1 (0, 0, 0)
P2 (0, 0, 0)
Example 16.2. Let us take the coordinate system (p, q, r) centered at the point P1:
p = X1 =
1
x
, q = Y1 −
√
A(t) =
y
x
−
√
A(t), r = Z1 =
z
x
.
The system (151) is rewritten as follows:
d
dt

pq
r

 = 1
p




0 0 0
−A(t)− A′(t)
2
√
A(t)
0 0
6(A(t)
√
A(t) +B(t)) −12√A(t) 0



pq
r

+ · · ·


satisfying (24). In this case, the local index is (0, 0, 0). We see that the residue of the
formal Laurent series:
(153) x(t) =
a0
(t− t0) + a1 + a2(t− t0) + · · ·+ an(t− t0)
n−1 + · · · (ai ∈ C)
is equal to a0 = 0. By a direct calculation, we see that there are no solutions which pass
through P1.
In the case of P2, we also discuss the same way.
In order to do analysis for the accessible singular point P3, we need to replace a suitable
coordinate system because this point has multiplicity of order 5.
At first, let us do the Painleve´ test. To find the leading order behaviour of a singularity
at t = t0 one sets 

x ∝ a
(t− t0)m ,
y ∝ b
(t− t0)n ,
z ∝ c
(t− t0)p ,
from which it is easily deduced that
m = 1, n = 2, p = 3.
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Each order of pole (m,n, p) suggests a suitable coordinate system to do analysis for the
accessible singular point P3, which is explicitly given by
(X, Y, Z) =
(
1
x
,
y
x2
,
z
x3
)
.
In this coordinate, the singular points are given as follows:
P
(1)
3 = {(X, Y, Z) = (0,−1, 2)} .
Next let us calculate its local index at the point P
(1)
3 .
Singular point Type of local index
P
(1)
3 (1, 1, 6)
Now, we try to resolve the accessible singular point P
(1)
3 .
Step 0: We take the coordinate system centered at P
(1)
3 :
p = X, q = Y + 1, r = Z − 2.
In this coordinate, the system (151) is rewritten as follows:
d
dt

pq
r

 = 1
p



1 0 00 4 1
0 6 3



pq
r

+ . . .


satisfying (24). To the above system, we make the linear transformation
XY
Z

 =

1 0 00 −25 15
0 3
5
1
5



pq
r


to arrive at
d
dt

XY
Z

 = 1
X



1 0 00 1 0
0 0 6



XY
Z

+ · · ·

 .
By considering the ratio of the local index (1, 1, 6), we obtain the resonances
(
1
1
, 6
1
)
=
(1, 6). This property suggests that we will blow up one time to the direction q and six
times to the direction r.
Step 1: We blow up at the point P
(1)
3 :
p(1) = p, q(1) =
q
p
, r(1) =
r
p
.
Step 2: We blow up along the curve {(p(1), q(1), r(1)) = (p(1), q(1),−3q(1))}:
p(2) = p(1), q(2) = q(1), r(2) =
r(1) + 3q(1)
p(1)
.
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Step 3: We blow up along the curve
{
(p(2), q(2), r(2)) = (p(2), q(2), 3
4
(q(2))2)
}
:
p(3) = p(2), q(3) = q(2), r(3) =
r(2) − 3
4
(q(2))2
p(2)
.
Step 4: We blow up along the curve{(p(3), q(3), r(3)) = (p(3), q(3),
1
8
((q(3))3 − 16A(t)q(3) − 16B(t))}:
p(4) = p(3), q(4) = q(3), r(4) =
r(3) − 1
8
((q(3))3 − 16A(t)q(3) − 16B(t))
p(3)
.
Step 5: We blow up along the curve {(p(4), q(4), r(4)) = (p(4), q(4),
1
64
(3(q(4))4 − 80A(t)(q(4))2 − 32(2A′(t) + 3B(t))q(4) − 64B′(t)− 192C(t))}:
p(5) = p(4), q(5) = q(4),
r(5) =
r(4) − 1
64
(3(q(4))4 − 80A(t)(q(4))2 − 32(2A′(t) + 3B(t))q(4) − 64B′(t)− 192C(t))
p(4)
.
Step 6: We blow up along the curve {(p(5), q(5), r(5)) = (p(5), q(5), r(5) − g(q(5))):
p(6) = p(5), q(6) = q(5), r(6) =
r(5) − g(q(5))
p(5)
,
where the symbol g(q(5)) is given by
g(q(5)) =
1
128
(3(q(5))5 − 128A(t)(q(4))3 − 48(3B(t) + 4)(q(4))2 + 64(8A(t)2
− 3C(t)A′(t)− 4B′(t)− 2A′′(t))q(5) − 384C ′(t)− 128B′′(t) + 512A(t)B(t)).
Now, we have blowed up one time to the direction q and six times to the direction r. In
this coordinate, the system (151) is rewritten as follows:
(154)


dp(6)
dt
= g1(p
(6), q(6), r(6)),
dq(6)
dt
= g2(p
(6), q(6), r(6)),
dr(6)
dt
=
h1(t)(q
(6))2 + h2(t)q
(6) + h3(t)
p(6)
+ g3(p
(6), q(6), r(6)),
where gi(p
(6), q(6), r(6)) ∈ C(t)[p(6), q(6), r(6)] (i = 1, 2, 3) and h1(t)(q(6))2+h2(t)q(6)+h3(t) ∈
C(t)[q(6)].
Each right-hand side of the system (154) is a polynomial if and only if
(155)


d2A
dt2
= 6A2,
d2B
dt2
=
2
3
(9A(t)B(t) + 12A′(t)A(t)− A′′′(t)),
d2C
dt2
=
1
3
(3B(t)2 + 6A(t)C(t) + 6A′(t)B(t) + 6A(t)B′(t)−B′′′(t)).
By solving these equations, we can obtain the relations (149).
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Thus, we have completed the proof of the following theorem.
Theorem 16.3. The phase space X for the system (151) is obtained by gluing two
copies of C3 × C:
Uj × C = C3 × C ∋ {(xj , yj, zj, t)}, j = 0, 1
via the following birational transformations:
0) x0 = x, y0 = y, z0 = z,
1) x1 =
1
x
, y1 =
y + x2
x
,
z1 = −(((
((( z
x3
− 2
)
x+ 3
y + x2
x
)
x− 3
4
(
y + x2
x
)2)
x
− 1
8
((
y + x2
x
)3
− 16A(t)y + x
2
x
− 16B(t)
)
)x
− 1
64
(
3
(
y + x2
x
)4
− 80A(t)
(
y + x2
x
)2
− 32(2A′(t) + 3B(t))y + x
2
x
− 64B′(t)− 192C(t)
)
)x
− 1
128
{3
(
y + x2
x
)5
− 128A(t)
(
y + x2
x
)3
− 48(3B(t) + 4)
(
y + x2
x
)2
+ 64(8A(t)2 − 3C(t)A′(t)− 4B′(t)− 2A′′(t))y + x
2
x
− 384C ′(t)− 128B′′(t) + 512A(t)B(t)})x.
(156)
We remark that these transition functions satisfy the condition:
dx1 ∧ dy1 ∧ dz1 = dx ∧ dy ∧ dz.
17. Appendix B
The Chazy-VIII equation is given by
d3u
dt3
=6u2
du
dt
+ (−2α2t2 + βt+ γ)
(
du
dt
+ α
)
+ 2αu2 + (−4α2t + β)u,(157)
where u denotes unknown complex variable and α, β and γ are its constant parameters.
In [8], we distinguish two canonical subcases. If α 6= 0, we may set β = 0 by a
translation in t. This gives equation VIII.a, whose solution is
(158) u = w(t)− αt,
where w(t) satisfies the Painleve´ IV equation
(159) w′′ =
1
2w
(w′)2 +
3
2
w3 − 4αtw2 + 1
2
(4α2t2 + γ)w +
K
w
(
′ :=
d
dt
)
,
K being a constant of integration.
STUDIES ON THE CHAZY EQUATIONS 43
If α = 0, we call the equation Chazy-VIII.b. A first integral of VIII.b is the Painleve´
II equation:
(160) u′′ = 2u3 + (βt+ γ)u+K
(
′ :=
d
dt
)
,
K being a constant of integration.
Theorem 17.1. The birational transformation ϕ0
(161)


x = u,
y =
du
dt
− u2 − 1
2
{(−2α2t+ β)t+ 2α + γ},
z =
d2u
dt2
− 2u3 − {(−2α2t + β)t+ 2α+ γ}u
takes the Chazy VIII equation to the system of the first-order ordinary differential equa-
tions:
(162)


dx
dt
= x2 + y +
β
2
t− α2t2 + α + γ
2
,
dy
dt
= −2xy + z + 2α2t− β
2
,
dz
dt
= −2αy − 2α2.
By the same way of the second Painleve´ system, we can prove Theorem 17.1.
Proof. At first, we rewrite the equation (157) to the system of the first-order ordinary
differential equations.
Step 0: We make a change of variables.
(163) x = u, y =
du
dt
, z =
d2u
dt2
.
Step 1: We make a change of variables.
(164) x1 =
1
x
, y1 =
y
x2
, z1 =
z
x3
.
In this coordinate system, we see that this system has two accessible singular points:
(165) (x1, y1, z1) = {(0, 1, 2), (0,−1, 2)} .
Around the point (x1, y1, z1) = (0, 1, 2), we can rewrite the system as follows.
Step 2: We make a change of variables.
(166) x2 = x1, y2 = y1 − 1, z2 = z1 − 2.
In this coordinate system, we can rewrite the system satisfying the condition (24):
d
dt

x2y2
z2

 = 1
x2



−1 0 00 −4 1
0 0 −3



x2y2
z2

+ · · ·

 .
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and we can obtain the local index (−1,−4,−3) at the point {(x2, y2, z2) = (0, 0, 0)}. The
continued ratio of the local index at the point {(x2, y2, z2) = (0, 0, 0)} are all positive
integers
(167)
(−4
−1 ,
−3
−1
)
= (4, 3).
This is the reason why we choose this accessible singular point.
We aim to obtain the local index (−1,−2, 0) by successive blowing-up procedures.
Step 3: We blow up at the point {(x2, y2, z2) = (0, 0, 0)}.
(168) x3 = x2, y3 =
y2
x2
, z3 =
z2
x2
.
Step 4: We blow up at the point {(x3, y3, z3) = (0, 0, 0)}.
(169) x4 = x3, y4 =
y3
x3
, z4 =
z3
x3
.
In this coordinate system, we see that this system has the following accessible singular
point:
(170) (x4, y4, z4) =
(
0,
1
2
(2α− 2α2t2 + βt+ γ), 2α− 2α2t2 + βt+ γ
)
.
Step 5: We blow up along the curve {(x4, y4, z4) = (0, 12(2α− 2α2t2 + βt+ γ),
2α− 2α2t2 + βt+ γ)}.
(171) x5 = x4, y5 = y4 − 1
2
(2α− 2α2t2 + βt+ γ), z5 = z4 − (2α− 2α
2t2 + βt+ γ)
x4
.
Step 6: We make a change of variables.
(172) x6 =
1
x5
, y6 = y5, z6 = z5,
and we can obtain the system (162).
Thus, we have completed the proof of Theorem 17.1. 
We note on the remaining accessible singular points.
Around the point (x1, y1, z1) = (0,−1, 2), we can rewrite the system as follows.
Step 2: We make a change of variables.
(173) x2 = x1, y2 = y1 + 1, z2 = z1 − 2.
d
dt

x2y2
z2

 = 1
x2



1 0 00 4 1
0 0 3



x2y2
z2

+ · · ·

 .
and we can obtain the local index (1, 4, 3) at the point {(x2, y2, z2) = (0, 0, 0)}. The
continued ratio of the local index at the point {(x2, y2, z2) = (0, 0, 0)} are all positive
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integers
(174)
(
4
1
,
3
1
)
= (4, 3).
We remark that we can discuss this case in the same way as in the case of (x1, y1, z1) =
(0, 1, 2).
Now, let us consider the birational Ba¨cklund transformations of the Chazy-VIII system.
These Ba¨cklund transformations are new.
Proposition 17.2. The birational transformation s0
(175)


X = x− 2z + 4α
2t− β
2y
,
Y = y,
Z = −z
takes the system (162) to the system
(176)


dX
dt
= X2 + Y − α2t2 + β
2
t+ 3α +
γ
2
,
dY
dt
= Z − 2XY − 2α2t + β
2
,
dZ
dt
= 2αY + 2α2.
Proposition 17.3. The birational transformation s1
(177)


X = −
(
x+
z + 4αx− 2α2t + β
2
y + 2x2 − 2α2t2 + βt+ γ
)
,
Y = −(y + 2x2 − 2α2t2 + βt+ γ),
Z = −(−z − 4αx)
takes the system (162) to the system
(178)


dX
dt
= X2 + Y − α2t2 + β
2
t− 3α + γ
2
,
dY
dt
= Z − 2XY − 2α2t + β
2
,
dZ
dt
= −2αY + 2α2.
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(x, y, z)
(X, Y, Z)
(x, y, z)
(X, Y, Z)
pi
s0 s1
−1
ϕ
Figure 4. The transformation pi can be obtained by the compositions of
the transformations (175), (180) and (179).
Here, its inverse transformation s1
−1 is given by
(179)


x =−X + 2Z − 4α
2t + β
2Y
,
y =− Y − 2X2 + 2α2t2 − βt− γ + 4X(Z − 2α
2t)
Y
+
4βXY − 4Z2 + 4Z(4α2t− β)− 16α4t2 + 8α2βt− β2
2Y 2
,
z =Z + 4αX − 2α(2Z − 4α
2t + β)
Y
.
Proposition 17.4. The transformation
(180) ϕ : (X, Y, Z;α, β, γ)→ (X, Y, Z;−α, β, γ)
is a Ba¨cklund transformation from the system (176) to the system (178).
Theorem 17.5. The system (162) is invariant under the following birational transformations:
s0 : (x, y, z; 0, 0, γ)→
(
x− z
y
, y,−z; 0, 0, γ
)
,
s1 : (x, y, z; 0, 0, γ)→
{
−
(
x+
z
y + 2x2 + γ
)
,−(y + 2x2 + γ), z; 0, 0, γ
}
,
pi : (x, y, z;α, β, γ)→ (−x,−y − 2x2 + 2α2t2 − βt− γ,−z − 4αx;−α, β, γ).
(181)
These transformations are new. It should be clear from the form of s0 and s1 that the
transformations become auto-Ba¨cklund transformations for the system (162) only if α =
β = 0. The transformation pi can be obtained by the compositions of the transformations
(175), (180) and (179).
Next, we give the holomorphy condition of the system (162). Thanks to this holomorphy
condition, we can recover the system (162).
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Theorem 17.6. Let us consider the following ordinary differential system in the poly-
nomial class: 

dx
dt
= f1(x, y, z),
dy
dt
= f2(x, y, z),
dz
dt
= f3(x, y, z).
We assume that
(A1) deg(fi) = 3 with respect to x, y, z.
(A2) The right-hand side of this system becomes again a polynomial in each coordinate
system (xi, yi, zi) (i = 1, 2).
1) x1 =
1
x
, y1 = −
(
yx− 1
2
(2z + 4α2t− β)
)
x, z1 = z,
2) x2 =
1
x
, y2 = −
(
(y + 2x2 − 2α2t2 + βt+ 4α+ γ)x+ z − 2α2t + β
2
)
x,
z2 = z + 4αx.
(182)
Then such a system coincides with the system (162).
These transition functions satisfy the condition:
dxi ∧ dyi ∧ dzi = dx ∧ dy ∧ dz (i = 1, 2).
Finally, we study a solution of the system (162) which is written by the use of known
functions.
Proposition 17.7. The system (162) admits a rational solution:
(x, y, z;α, β, γ) =
(
0,−β
2
t− γ
2
, 0; 0, β, γ
)
,(183)
and admits a special solution:
(x, y, z;α, β, γ) =
(
x, 0,
1
2
(β − 4α2t);α, β, γ
)
,(184)
where the equation in x satisfies as follows:
(185)
dx
dt
= x2 +
β
2
t− α2t2 + α + γ
2
.
Setting x := − d
dt
logX = −X′
X
, this equation can be transformed into the second-order
linear differential equation:
(186)
d2X
dt2
=
1
2
(2α2t2 − βt− 2α− γ)X.
This equation can be solved by the ParabolicCylinder functions.
We remark that the solution (184) also can be obtained as the fixed point of the
Ba¨cklund transformation pi (see Proposition 17.5).
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18. Appendix C
In this section, we present a 6-parameter family of ordinary differential systems in
dimension three explicitly given by
(187)

dx
dt
= x2 − xy − xz + (−α3 + α4 − α5 + α6)x+ α3y + α5z + α3α5 − α4α5 − α3α6,
dy
dt
= y2 − xy − yz + α1x+ (−α1 + α2 + α5 − α6)y + α6z − α1α5 + α1α6 − α2α6,
dz
dt
= z2 − xz − yz + α2x+ α4y + (α1 − α2 + α3 − α4)z − α2α3 − α1α4 + α2α4.
Here x, y, z denote unknown complex variables and αi (i = 1, 2, . . . , 6) are complex pa-
rameters.
Proposition 18.1. This system is invariant under the following transformations:
s0(x, y, z;α1, . . . , α6)→(y, x, z;α3, α4, α1, α2, α6, α5),
s1(x, y, z;α1, . . . , α6)→(z, y, x;α6, α5, α4, α3, α2, α1),
s2(x, y, z;α1, . . . , α6)→(x, z, y;α2, α1, α5, α6, α3, α4),
pi(x, y, z;α1, . . . , α6)→(y, z, x;α4, α3, α6, α5, α1, α2).
(188)
Theorem 18.2. After a series of explicit blowing-ups at eight points including four in-
finitely near points on the boundary divisor H ∼= P2 in P3, we obtain the smooth projective
3-fold X˜ and a morphism ϕ : X˜ → P3. Its canonical divisor KX˜ is given by
KX˜ = −4E0 − 2
4∑
i=1
Ei,(189)
where the symbol E0 denotes the proper transform of boundary divisor H of P3 by ϕ and
Ei denote the exceptional divisors, which are isomorphic to F1. Moreover, X˜ − (−KX˜ )red
satisfies
(190) X˜ − (−KX˜ )red = X .
Theorem 18.3. The phase space X for the system (187) is obtained by gluing five
copies of C3:
Uj ∼= C3 ∋ {(xj , yj, zj)}, j = 0, 1, . . . , 4
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via the following birational transformations:
0) x0 = x, y0 = y, z0 = z,
1) x1 =
1
x
, y1 = −(y − α1)x, z1 = (z − α2)x,
2) x2 = (x− α3)y, y2 = 1
y
, z2 = −(z − α4)y,
3) x3 = −(x− α5)z, y3 = (y − α6)z, z3 = 1
z
,
4) x4 =
1
x
, y4 = −(y − x+ α2 − α4 + α5 − α6)x,
z4 = (z − x+ α1 + α3 − α4 − α6)x.
(191)
These transition functions satisfy the condition:
dxi ∧ dyi ∧ dzi = dx ∧ dy ∧ dz (i = 1, 2, 3, 4).
Proposition 18.4. This system has
(192) I := xz − yz − α2x+ α4y − (α5 − α6)z
as its first integral.
By using (192), elimination of x from the system (187) gives the second-order ordinary
differential system in the variables (y, z);
(193)


dy
dt
=y2 − yz + (−α1 + α2 + α5 − α6)y + α6z − α1α5 + α1α6 − α2α6
− (y − α1)(I + yz − α4y + (α5 − α6)z)
z − α2 ,
dz
dt
=z2 − 2yz + 2α4y + (α1 − α2 + α3 − α4 − α5 + α6)z
− α1α4 + α2α4 − α2α3 − I.
Proposition 18.5. The canonical transformation
(194)


X =
y − α1
z − α2 ,
Y = z − α2
takes the system (193) to the Hamiltonian system
(195)

dX
dt
=
∂H
∂Y
=2X2Y + (α2 − α4)X2 − 2XY + (α1 − α2 − α3 + α4 + α5 − α6)X
+ α6 − α1,
dY
dt
= −∂H
∂X
=− 2XY 2 + Y 2 − 2(α2 − α4)XY − (α1 − α2 − α3 + α4 + α5 − α6)Y
− I − α1α2 + α1α4 − α2α5 + α2α6
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with the polynomial Hamiltonian
H :=X2Y 2 + (α2 − α4)X2Y −XY 2 + (α1 − α2 − α3 + α4 + α5 − α6)XY
− (−I − α1α2 + α1α4 − α2α5 + α2α6)X + (α6 − α1)Y.
This system is an autonomous version of the fifth Painleve´ system.
19. Appendix D
In this section, we present a 3-parameter family of ordinary differential systems in
dimension three explicitly given by
(196)


dx
dt
= x2 − xy − (α1 − 2α3)x+ (α1 − α3)y − (α1 − α3)α3,
dy
dt
= y2 − xy + xz − yz + (α1 − α2)x− (α1 − α2 + α3)y + α3z + (α1 − α2)α3,
dz
dt
= z2 − 3xz + 3α2x+ (3α1 − 2α2 − 3α3)z − α2(3α1 − α2 − 3α3).
Here x, y, z denote unknown complex variables and αi (i = 1, 2, 3) are complex parameters.
Proposition 19.1. This system has
I =2x3(z − α2) + x2{y2 − 2y(z + α1 − α2)− 2(2α1 − 3α3)z − 6α2α3 + α21 + 4α1α2}
− 2x(α1 − α3){y2 − 2y(z + α1 − α2)− (α1 − 3α3)z + α21 + α1α2 − 3α2α3}
+ (α1 − α3)2{y2 − 2y(z + α1 − α2) + 2α3z}
(197)
as its first integral.
The following Lemma shows that the rational vector field v˜ associated with the system
(196) has seven accessible singular points on the boundary divisor H ⊂ P3.
Lemma 19.2. The rational vector field v˜ associated with the system (196) has seven
accessible singular points:
(198)


P1 = {(X1, Y1, Z1)|X1 = Y1 = Z1 = 0},
P2 = {(X2, Y2, Z2)|X2 = Y2 = Z2 = 0},
P3 = {(X3, Y3, Z3)|X3 = Y3 = Z3 = 0},
P4 =
{
(X1, Y1, Z1)|X1 = 0, Y1 = 4
3
, Z1 =
8
3
}
,
P5 =
{
(X2, Y2, Z2)|X2 = Y2 = 0, Z2 = 1
2
}
,
P6 = {(X1, Y1, Z1)|X1 = 0, Y1 = 1, Z1 = 3},
P7 = {(X1, Y1, Z1)|Y1 = 1, X1 = Z1 = 0},
where (Xi, Yi, Zi) are given by (41).
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This lemma can be proven by a direct calculation. 
Next let us calculate its local index at each point.
Singular point Type of local index
P1 (1, 2, 4)
P2 (2, 1, 1)
P3 (1, 2, 1)
P4 (1, 6, 4)
P5 (3, 1,−2)
P6 (0, 2,−3)
P7 (0,−1, 2)
By resolving the accessible singular points, we can obtain the phase space X for the
system (196).
Theorem 19.3. The phase space X for the system (196) is obtained by gluing six copies
of C3:
Uj = C
3 ∋ {(xj , yj, zj)}, j = 0, 1, . . . , 5
via the following birational transformations:
0) x0 = x, y0 = y, z0 = z,
1) x1 =
1
x
, y1 = (y − α1)x, z1 = x3(z − α2),
2) x2 = (x− (α1 − α3))y, y2 = 1
y
, z2 = z,
3) x3 = x, y3 = (y − x− α3)z, z3 = 1
z
,
4) x4 =
1
x
, y4 = −2
3
x5(16x− 6y − 3z − 10α1 + 3α2 + 16α3),
z4 = x
3(8x− 4y − z − 4α1 + α2 + 8α3),
5) x5 = −(x− y + α3)(x− α1 + α3)z, y5 = − 1
(x− y + α3)z , z5 =
1
z
.
(199)
Theorem 19.4. Let us consider a system of the first-order ordinary differential equa-
tions in the polynomial class:
dx
dt
= f1(x, y, z),
dy
dt
= f2(x, y, z),
dz
dt
= f3(x, y, z).
We assume that
(A1) deg(fi) = 2 with respect to x, y, z.
(A2) The right-hand side of this system becomes again a polynomial in each coordinate
system (xi, yi, zi) (i = 1, 2, 3, 4).
Then such a system coincides with the system (196).
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20. Appendix E
The Chazy-XI equation with N = 3 is explicitly given by
(200)
d3u
dt3
= 3u4 + 6u2
du
dt
+
(
du
dt
)2
− 2ud
2u
dt2
.
Here u denotes unknown complex variable.
Proposition 20.1. The equation (200) is equivalent to the system of the first-order
ordinary differential equations:
(201)


dx
dt
= x2 − 2xy − 2yz,
dy
dt
= y2 − 2xy,
dz
dt
= xz.
Here x, y, z denote unknown complex variables.
Proposition 20.2. This system admits rational solutions:
(202)


x(t) = − 1
t + c1
,
y(t) =
3(t2 + 2c1t + c
2
1)
t3 + 3c1t2 + 3c21t + 3c2
,
z(t) =
1
t + c1
(c1, c2 ∈ C),
and
(203)


x(t) = − c2
c2t− c1 ,
y(t) = 0,
z(t) = − 1
c2t− c1 (c1, c2 ∈ C).
Proposition 20.3. This system has
(204) I = (x+ z)y2z3
as its first integral.
By using this, elimination of x from the system (201) gives the second-order ordinary
differential system for (y, z); namely,
(205)


dy
dt
= y2 − 2(I − y
2z4)
yz3
,
dz
dt
=
I − y2z4
y2z2
.
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By making a change of the variables
(206)


X = − 1
yz2
,
Y =
1
z
,
we obtain an autonomous version of Painleve´ IV system:
(207)


dX
dt
= Y 2,
dY
dt
= −IX2 + 1.
Now, we give a generalization of the system (207) in addition to constant complex pa-
rameters:
(208)


ds
dt
= c2 − as + α1,
dc
dt
= −s2 + ac+ α2.
Here s, c denote unknown complex variables, and αi, a are constant complex parameters.
Theorem 20.4. The system (208) has extended affine Weyl group symmetry of type
A
(1)
2 , whose generators wi, pi are given by
w0(∗)→
(
s− α1 + α2
s+ c+ a
, c+
α1 + α2
s + c+ a
;−α2,−α1
)
,
w1(∗)→
(
s− (−1)
1
3 ((−1) 13α1 − α2)
c− (−1) 13 s+ (−1) 23a , c+
α1 + (−1) 23α2
c− (−1) 13 s+ (−1) 23a ;−(−1)
2
3α2, (−1) 13α1
)
,
w2(∗)→
(
s− (−1)
1
3 ((−1) 13α2 − α1)
c+ (−1) 23s− (−1) 13a
, c− (−1)
1
3α2 − α1
c+ (−1) 23 s− (−1) 13a
; (−1) 13α2,−(−1) 23α1
)
,
pi(∗)→
(
− s
(−1) 13 ,−(−1)
1
3 c;−(−1) 23α1,−(−1) 13α2
)
.
Here the symbol (∗) denotes (s, c;α1, α2).
Theorem 20.5. The phase space S for the system (208) is a rational surface of type
E
(1)
6 , which is obtained by gluing four copies of C
2:
(xj, yj) ∈ Uj ∼= C2 (j = 0, 1, 2, 3),
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via the following birational and symplectic transformations:
0) x0 = s, y0 = c,
1) x1 =
1
s
, y1 = −((c+ s+ a)s− α1 − α2)s,
2) x2 =
1
s
, y2 = −{(c− (−1) 13s+ (−1) 23a)s− (−1) 13 ((−1) 13α1 − α2)}s,
3) x3 =
1
s
, y3 = −{(c+ (−1) 23 s− (−1) 13a)s− (−1) 23 ((−1) 23α1 + α2)}s.
The following Lemma shows that this rational vector field v˜ associated with the system
(201) has four accessible singular loci on the boundary divisor H ⊂ P3.
Lemma 20.6. The rational vector field v˜ associated with the system (201) has four
accessible singular loci:
(209)


C1 ∪ C3 = {(X1, Y1, Z1)|X1 = Y1 = 0} ∪ {(X3, Y3, Z3)|Y3 = Z3 = 0} ∼= P1,
P2 = {(X2, Y2, Z2)|X2 = Y2 = Z2 = 0},
P4 = {(X1, Y1, Z1)|X1 = Z1 = 0, Y1 = 1},
P5 = {(X1, Y1, Z1)|X1 = 0, Y1 = 3, Z1 = −1},
where (Xi, Yi, Zi) are given by (41).
This lemma can be proven by a direct calculation. 
Next let us calculate its local index at each point.
Singular point Type of local index
P1 (−1,−3, 0)
P2 (−3,−1,−1)
P4 (1, 3, 2)
P5 (−1, 3,−6)
P6 (0,−3c,−c)
Here, the notations P1, P3 and P6 are given by
(210)


P1 = {(X1, Y1, Z1)|X1 = Y1 = Z1 = 0} ∈ C1,
P3 = {(X3, Y3, Z3)|X3 = Y3 = Z3 = 0} ∈ C3,
P6 = {(X3, Y3, Z3)|Y3 = Z3 = 0, X3 = c} ∈ C3.
Theorem 20.7. The phase space X for the system (201) is obtained by gluing six copies
of C3:
Uj = C
3 ∋ {(xj , yj, zj)}, j = 0, 1, . . . , 5
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via the following birational transformations:
0) x0 = x, y0 = y, z0 = z,
1) x1 =
1
x
, y1 = x
2y, z1 =
z
x
,
2) x2 = (x+ z)y
2, y2 =
1
y
, z2 = z,
3) x3 =
x
z
, y3 = yz
2, z3 =
1
z
,
4) x4 =
1
x
, y4 = (y − x+ 2z)x2, z4 = xz,
5) x5 =
1
x
, y5 =
1
x2y
, z5 = (x+ z)x
3y2.
(211)
21. Appendix F
In 1881, Halphen studied an integrable third-order ordinary differential system [17, 18]:
(212)


dx
dt
= x2 + γ(x− y)2 + β(z − x)2 + α(y − z)2,
dy
dt
= y2 + γ(x− y)2 + β(z − x)2 + α(y − z)2,
dz
dt
= z2 + γ(x− y)2 + β(z − x)2 + α(y − z)2,
where x, y, z denote unknown complex variables and α, β, γ are complex parameters.
It is known that this system can be solved by hypergeometric functions (see [17, 18]).
Proposition 21.1. This system is invariant under the following transformations:
s0(x, y, z;α, β, γ)→(y, x, z; β, α, γ),
s1(x, y, z;α, β, γ)→(z, y, x; γ, β, α),
s2(x, y, z;α, β, γ)→(x, z, y;α, γ, β),
pi(x, y, z;α, β, γ)→(y, z, x; β, γ, α).
(213)
In [16], it is shown that when the three parameters α, β, γ are equal or when two of
the parameters are 1/3 this system reduced to the generalized Chazy equation which is a
classically known third-order scalar polynomial ordinary differential equation:
XII :
d3u
dt3
= 2u
d2u
dt2
− 3
(
du
dt
)2
− 4
N2 − 36
(
6
du
dt
− u2
)2
,(214)
where N is a positive integer not equal to 1 or 6.
The general solution of the system (92) is densely branched for generic α, β, γ and so
does not pass the Painleve´ property.
In this section, we study the system (212) from the viewpoint of its accessible singular-
ities and local index.
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The following Lemma shows that this rational vector field v˜ associated with the system
(212) has seven accessible singular points on the boundary divisor H ⊂ P3.
Lemma 21.2. The rational vector field v˜ associated with the system (212) has seven
accessible singular points:
(215)


P1 ={(X1, Y1, Z1)|X1 = 0, Y1 = 1, Z1 = 1},
P2 =
{
(X1, Y1, Z1)|X1 = 0, Y1 = 1, Z1 = 2α + 2β + 1−
√
4α+ 4β + 1
2(α + β)
}
,
P3 =
{
(X1, Y1, Z1)|X1 = 0, Y1 = 1, Z1 = 2α + 2β + 1 +
√
4α + 4β + 1
2(α+ β)
}
,
P4 =
{
(X1, Y1, Z1)|X1 = 0, Y1 = 2α + 2γ + 1−
√
4α + 4γ + 1
2(α + γ)
, Z1 = 1
}
,
P5 =
{
(X1, Y1, Z1)|X1 = 0, Y1 = 2α + 2γ + 1 +
√
4α+ 4γ + 1
2(α+ γ)
, Z1 = 1
}
,
P6 ={(X1, Y1, Z1)|X1 = 0, Y1 = 2β + 2γ + 1−
√
4β + 4γ + 1
2(β + γ)
,
Z1 =
2β + 2γ + 1−√4β + 4γ + 1
2(β + γ)
},
P7 ={(X1, Y1, Z1)|X1 = 0, Y1 = 2β + 2γ + 1 +
√
4β + 4γ + 1
2(β + γ)
,
Z1 =
2β + 2γ + 1 +
√
4β + 4γ + 1
2(β + γ)
},
where (Xi, Yi, Zi) are given by (41).
This lemma can be proven by a direct calculation. 
Next let us calculate its local index at each point.
Singular point Local index (a
(i)
1 , a
(i)
2 , a
(i)
3 )
P1 (−1, 1, 1)
P2 (−4α+4β+1−
√
4α+4β+1
2(α+β)
, 2
1+
√
4α+4β+1
,−4α+4β+1−
√
4α+4β+1
2(α+β)
)
P3 (−4α+4β+1+
√
4α+4β+1
2(α+β)
,− 2−1+√4α+4β+1 ,−4α+4β+1+
√
4α+4β+1
2(α+β)
)
P4 (−4α+4γ+1−
√
4α+4γ+1
2(α+γ)
,−4α+4γ+1−
√
4α+4γ+1
2(α+γ)
, 2
1+
√
4α+4γ+1
)
P5 (−4α+4γ+1+
√
4α+4γ+1
2(α+γ)
,−4α+4γ+1+
√
4α+4γ+1
2(α+γ)
,− 2−1+√4α+4γ+1)
P6 (−4β+4γ+1−
√
4β+4γ+1
2(β+γ)
,−4β+4γ+1−
√
4β+4γ+1
2(β+γ)
,− 2
1+
√
4β+4γ+1
)
P7 (−4β+4γ+1+
√
4β+4γ+1
2(β+γ)
, 1+
√
4β+4γ+1
2(β+γ)
,−4β+4γ+1+
√
4β+4γ+1
2(β+γ)
)
It is easy to see that the system (212) admits a rational solution:
(216) x(t) = − 1
t− t0 , y(t) = −
1
t− t0 , z(t) = −
1
t− t0 (t0 ∈ C),
which passes through P1.
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Let us take the coordinate system (p, q, r) centered at the point P6:
p =
1
x
, q =
y
x
− 2β + 2γ + 1−
√
4β + 4γ + 1
2(β + γ)
,
r =
z
x
− 2β + 2γ + 1−
√
4β + 4γ + 1
2(β + γ)
.
(217)
Making a linear transformation to arrive at

dX
dt
dY
dt
dZ
dt

 = 1
X




−4β+4γ+1−
√
4β+4γ+1
2(β+γ)
0 0
0 −4β+4γ+1−
√
4β+4γ+1
2(β+γ)
K1
0 0 − 2
1+
√
4β+4γ+1



XY
Z

+ · · ·

 ,
where K1 is given by
K1 :=− 2β + 2γ + 1−
√
4β + 4γ + 1
2(β + γ)
−
√
2(β + γ)√
1 + 4(β + γ) + 2(β + γ)2 + (2β + 2γ + 1)
√
4β + 4γ + 1
.
(218)
Let us take the coordinate system (p, q, r) centered at the point P7:
p =
1
x
, q =
y
x
− 2β + 2γ + 1 +
√
4β + 4γ + 1
2(β + γ)
,
r =
z
x
− 2β + 2γ + 1 +
√
4β + 4γ + 1
2(β + γ)
.
(219)
Making a linear transformation to arrive at

dX
dt
dY
dt
dZ
dt

 = 1
X




−4β+4γ+1+
√
4β+4γ+1
2(β+γ)
0 0
0 1+
√
4β+4γ+1
2(β+γ)
0
0 K2 −4β+4γ+1+
√
4β+4γ+1
2(β+γ)



XY
Z

 + · · ·

 ,
where K2 is given by
K2 :=− 2β + 2γ + 1 +
√
4β + 4γ + 1
2(β + γ)
−
√
2(β + γ)√
1 + 4(β + γ) + 2(β + γ)2 − (2β + 2γ + 1)√4β + 4γ + 1
.
(220)
Proposition 21.3. Each local index at each accessible singular point Pi, (i = 1, 2, . . . , 7)
satisfies the condition:
(221)
(
a
(i)
2
a
(i)
1
,
a
(i)
3
a
(i)
1
)
∈ Z2
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if and only if the parameters α, β and γ satisfy the conditions:
(222)


1√
4α + 4β + 1
= l,
1√
4α + 4γ + 1
= m,
1√
4β + 4γ + 1
= n,
where (l, m, n) ∈ Z3.
This equation can be solved by
(223)


α =
1
8
(
1
l2
+
1
m2
− 1
n2
− 1
)
,
β =
1
8
(
1
l2
− 1
m2
+
1
n2
− 1
)
,
γ =
1
8
(
− 1
l2
+
1
m2
+
1
n2
− 1
)
,
where (l, m, n) ∈ N3. Under the condition (223), we see that
K1 = 0, K2 = 0.
Next, we give a generalization in dimension four of the second Halphen equation given
by
(224)

dx
dt
= x2 + α(x− y)2 + β(x− z)2 + χ(x− w)2 + δ(y − z)2 + ε(y − w)2 + γ(z − w)2,
dy
dt
= y2 + α(x− y)2 + β(x− z)2 + χ(x− w)2 + δ(y − z)2 + ε(y − w)2 + γ(z − w)2,
dz
dt
= z2 + α(x− y)2 + β(x− z)2 + χ(x− w)2 + δ(y − z)2 + ε(y − w)2 + γ(z − w)2,
dw
dt
= w2 + α(x− y)2 + β(x− z)2 + χ(x− w)2 + δ(y − z)2 + ε(y − w)2 + γ(z − w)2,
where x, y, z, w denote unknown complex variables and α, β, χ, δ, ε, γ are complex param-
eters.
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Proposition 21.4. This system is invariant under the following transformations:
s1(∗)→(y, x, z, w;α, δ, ε, β, χ, γ),
s2(∗)→(z, y, x, w; δ, β, γ, α, ε, χ),
s3(∗)→(w, y, z, x; ε, γ, χ, δ, α, β),
s4(∗)→(x, z, y, w; β, α, χ, δ, γ, ε),
s5(∗)→(x, w, z, y;χ, β, α, γ, ε, δ),
s6(∗)→(x, y, w, z;α, χ, β, ε, δ, γ),
pi(∗)→(y, z, w, x; δ, ε, α, γ, β, χ),
(225)
where the symbol (∗) denotes (x, y, z, w;α, β, χ, δ, ε, γ), and s2i = 1, pi4 = 1.
Lemma 21.5. The system (224) has fifteen accessible singular points on the boundary
divisor H ⊂ P4.
It is easy to see that the system (224) admits a rational solution:
(226) x(t) = − 1
t− t0 , y(t) = −
1
t− t0 , z(t) = −
1
t− t0 , w(t) = −
1
t− t0 (t0 ∈ C).
For the system (224), each local index at each accessible singular point Pi, (i =
1, 2, . . . , 15) satisfies the condition:
(227)
(
a
(i)
2
a
(i)
1
,
a
(i)
3
a
(i)
1
,
a
(i)
4
a
(i)
1
)
∈ Z3
if and only if the parameters α, β, χ, δ, ε and γ satisfy the conditions:
(228)


4β + 4δ + 4γ + 1 =
1
m21
,
4χ+ 4ε+ 4γ + 1 =
1
m22
,
4α + 4δ + 4ε+ 1 =
1
m23
,
4β + 4χ+ 4δ + 4ε+ 1 =
1
m24
,
4α+ 4β + 4χ+ 1 =
1
m25
,
4α + 4β + 4ε+ 4γ + 1 =
1
m26
,
4α+ 4χ+ 4δ + 4γ + 1 =
1
m27
,
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where mi ∈ Z (i = 1, 2, . . . , 7). This equation can be solved by
(229)


α =
1
8
(
1
m23
− 1
m24
+
1
m25
− 1
)
,
β =
1
8
(
1
m21
+
1
m25
− 1
m27
− 1
)
,
χ =
1
8
(
− 1
m21
− 1
m23
+
1
m24
+
1
m27
)
,
δ =
1
8
(
− 1
m22
+
1
m24
− 1
m25
+
1
m27
)
,
ε =
1
8
(
1
m21
+
1
m22
− 1
m24
− 1
)
,
γ =
1
8
(
1
m22
+
1
m23
− 1
m27
− 1
)
with the condition
(230) − 1
m27
− 1
m26
+
1
m25
− 1
m24
+
1
m23
+
1
m22
+
1
m21
= 1 (mi ∈ N).
It is still an open question whether the system (224) can be solved by known functions.
References
[1] M. J. Ablowitz and P. A. Clarkson, Solitons, Nonlinear Evolution Equations and Inverse Scattering,
L. M. S. Lect. Notes Math. 149, C. U. P., Cambridge, (1991).
[2] F. Bureau, Integration of some nonlinear systems of ordinary differential equations, Annali di Matem-
atica. 94 (1972), 345–359.
[3] S. Chakravarty, M. J. Ablowitz and P. A. Clarkson, Reductions of self-dual Yang-Mills fields and
classical systems, Phys. Rev. Lett. 65 (1990), 1085–1087.
[4] J. Chazy, Sur les e´quations diffe´rentielles dont l’inte´grale ge´ne´rale est uniforme et admet des singu-
larite´s essentielles mobiles, Comptes Rendus de l’Acade´mie des Sciences, Paris. 149 (1909), 563–565.
[5] J. Chazy, Sur les e´quations diffe´rentielles dont l’inte´grale ge´ne´rale posse´de une coupure essentielle
mobile , Comptes Rendus de l’Acade´mie des Sciences, Paris. 150 (1910), 456–458.
[6] J. Chazy, Sur les e´quations diffe´rentielles du trousie´me ordre et d’ordre supe´rieur dont l’inte´grale a
ses points critiques fixes, Acta Math. 34 (1911), 317–385.
[7] P. A. Clarkson and P. J. Olver, Symmetry and the Chazy equation, J. Diff. Eqns. 124, (1996),
225–246.
[8] C. M. Cosgrove, Chazy classes IX-XI of third-order differential equations, Stud. Appl. Math. 104,
(2000), 171–228.
[9] C. M. Cosgrove, Higher-order Painleve´ equations in the polynomial class I. Bureau symbol P2, Stud.
Appl. Math. 104, (2000), 1–65.
[10] E. L. Ince, Ordinary differential equations, Dover Publications, New York, (1956).
[11] A. Latifi, M. Musette and R. Conte, The Bianchi IX (mixmaster) cosmological model is not inte-
grable, Phys. Lett. A 194 (1994), 83–92.
[12] P. D. Lax, Integrals of nonlinear equations of evolution and solitary waves, Commun. Pure Appl.
Math. 21 (1968), 467–490.
STUDIES ON THE CHAZY EQUATIONS 61
[13] P. Painleve´, Me´moire sur les e´quations diffe´rentielles dont l’inte´grale ge´ne´rale est uniforme, Bull.
Socie´te´ Mathe´matique de France. 28 (1900), 201–261.
[14] P. Painleve´, Sur les e´quations diffe´rentielles du second ordre et d’ordre supe´rieur dont l’inte´grale est
uniforme, Acta Math. 25 (1902), 1–85.
[15] Y. Sasano, Resolution of singularities for a family of third-order differential systems with small
meromorphic solution spaces, Kyushu J. Math. 59 (2005), 307–320.
[16] M. J. Ablowitz, S. Chakravarty and R. Halburd, The generalized Chazy equation from the self-duality
equations, Stud. Appl. Math. 103 (1999), 75–88.
[17] G. Halphen, Sur un syste´me d’e´quations diffe´rentielles, C. R. Acad. Sci. Paris. 92, (1881), 1101–1103.
[18] G. Halphen, Sur certains syste´mes d’e´quations diffe´rentielles, C. R. Acad. Sci. Paris. 92, (1881),
1404–1406.
[19] L.A. Takhtajan, Modular forms as τ-functions for certain integrable reductions of the Yang-Mills
equations, In O. Babelon and et al, editors, The Verdier Memorial Coference on Integrable Systems,
Boston, MA, (1993), Birkha¨user.
[20] F. Bureau, Differential equations with fixed critical points, Anna Matemat. 66 (1964), 1–116.
[21] H. Exton, On nonlinear ordinary differential equations with fixed critical points, Rendiconti di
Matematica. 4 (1971), 385–448.
