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CONCENTRATION OF BOUND STATES FOR FRACTIONAL
SCHRO¨DINGER-POISSON SYSTEM VIA PENALIZATION
METHODS
KAIMIN TENG
Abstract. In this paper, we study the following fractional Schro¨dinger-Poisson
system {
ε2s(−∆)su+ V (x)u+ φu = g(u) in R3,
ε2t(−∆)tφ = u2, u > 0 in R3,
where s, t ∈ (0, 1), ε > 0 is a small parameter. Under some local assumptions
on V (x) and suitable assumptions on the nonlinearity g, we construct a family
of positive solutions uε ∈ Hε which concentrates around the global minima of
V (x) as ε→ 0.
1. Introduction
In this paper, we study the following fractional Schro¨dinger-Poisson system{
ε2s(−∆)su+ V (x)u + φu = g(u) in R3,
ε2t(−∆)tφ = u2, u > 0 in R3,
(1.1)
where s, t ∈ (0, 1), ε > 0 is a small parameter. The potential V : R3 → R is a
bounded continuous function satisfying
(V0) inf
x∈R3
V (x) = V0 > 0;
(V1) There is a bounded domain Λ ⊂ R3 such that
V0 < min
∂Λ
V (x), M = {x ∈ Λ | V (x) = V0} 6= Ø.
Without of loss of generality, we may assume that 0 ∈ M. The nonlinearity g :
R→ R is of C1-class function satisfying
(g0) lim
τ→0+
g(τ)
τ = 0;
(g1) lim
τ→+∞
g′(τ)
τ2
∗
s−2
= 0, where 2∗s =
6
3−2s ;
(g2) there exists λ > 0 such that g(τ) ≥ λτq−1 for some
4s+2t
s+t < q < 2
∗
s and all
τ ≥ 0;
(g3)
g(τ)
τq−1 is non-decreasing in τ ∈ (0,+∞).
Since we are looking for positive solutions, we may assume that g(τ) = 0 for τ < 0.
The non-local operator (−∆)s (s ∈ (0, 1)), which is called fractional Laplacian
operator, can be defined by
(−∆)su(x) = Cs P.V.
∫
R3
u(x)− u(y)
|x− y|3+2s
dy = Cs lim
ε→0
∫
R3\Bε(x)
u(x)− u(y)
|x− y|3+2s
dy
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for u ∈ S(R3), where S(R3) is the Schwartz space of rapidly decaying C∞ function,
Bε(x) denote an open ball of radius r centered at x and the normalization constant
Cs =
( ∫
R3
1−cos(ζ1)
|ζ|3+2s dζ
)−1
. For u ∈ S(R3), the fractional Laplace operator (−∆)s
can be expressed as an inverse Fourier transform
(−∆)su = F−1
(
(2π|ξ|)2sFu(ξ)
)
,
where F and F−1 denote the Fourier transform and inverse transform, respectively.
If u is sufficiently smooth, it is known that (see [30]) it is equivalent to
(−∆)su(x) = −
Cs
2
∫
R3
u(x+ y) + u(x− y)− 2u(x)
|x− y|3+2s
dy.
By a classical solution of (1.1), we mean two continuous functions u and φ that
(−∆)su and (−∆)tφ are well defined for all x ∈ R3 and satisfy (1.1) in a pointwise
sense.
In recent years, much attention has been given to nonlocal problems driven by
the fractional Laplace operator. This operator naturally arises in many physical
phenomena, such as: fractional quantum mechanics [24, 25], anomalous diffusion
[27], financial [11], obstacle problems [34], conformal geometry and minimal surfaces
[9]. It also provides a simple model to describe certain jump Le´vy processes in
probability theory [7]. One powerful approach is to use the harmonic extension
method developed by Caffarelli and Silvestre [10], and this extension method can
transform a given nonlocal equation into a degenerate elliptic problem in the half-
space with a nonlinear Neumann boundary condition, we refer to interesting readers
to see the related works [1, 4, 7, 12, 13, 17, 38] and so on. Another approach is
that directly investigating the problems in the space Hs(R3), the related works can
be referred to see [7, 12, 14, 35, 36, 37, 39, 40, 41, 42] and so on. If one chooses
the second line, since the fractional Laplacian (−∆)s is a nonlocal operator, more
accurate estimates are needed usually.
Formally, system (1.1) is regarded as the associated fractional version of the
following classical Schro¨dinger-Poisson system{
−ε2∆u+ V (x)u + φu = g(x, u) in R3,
−ε2∆φ = u2 in R3.
(1.2)
It is well known that system (1.2) has a strong physical meaning because it appears
in semiconductor theory [28]. In particular, systems like (1.2) have been intro-
duced in [5] as a model to describe solitary waves. In (1.2), the first equation is a
nonlinear stationary equation (where the nonlinear term simulates the interaction
between many particles) that is coupled with a Poisson equation, to be satisfied by
φ, meaning that the potential is determined by the charge of the wave function.
For this reason, (1.2) is referred to as a nonlinear Schro¨dinger-Poisson system.
In recent years, there has been increasing attention to systems like (1.2) when
0 < ε ≤ 1 on the existence of positive solutions, ground state solutions, multiple so-
lutions and semiclassical states; see for examples [3, 5, 31, 32, 44] and the references
therein. Regarding the concentration phenomenon of solutions for Schro¨dinger-
Poisson systems like (1.2), there has been the object of interest for many authors.
Ruiz and Vaira [33] proved the existence of multi-bump solutions of system{
−ε2∆u + V (x)u + φu = up in R3,
−∆φ = u2 in R3
(1.3)
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for p ∈ (1, 5) and these bumps concentrate around a local minimum of the potential
V , through using the singular perturbed methods based on a Lyapunov-Schmidt
reduction. We refer the interesting readers to see [23, 22, 34] and the references
therein. When V (x) satisfies
0 < V0 = inf
RN
V (x) < V∞ := lim inf
|x|→∞
V ∈ (0,+∞] (1.4)
and g(x, u) = f(u) ∈ C1(R3) verifying

(i) f(t) = o(t3), f ′(s)s2 − 3f(s)s ≥ Csσ, C > 0,
(ii) f(t)t3 is increasing on (0,+∞),
(iii) 0 < µF (t) = µ
∫ t
0
f(s) ds ≤ f(t)t for µ > 4,
(1.5)
He [19] considered the existence and concentration behavior of ground state so-
lutions for a class of Schro¨dinger-Poisson system (1.2) and proved its solutions
concentrating around the global minimum of V as ε→ 0. Wang et al. [44] studied
the following system{
−ε2∆u + V (x)u + λφu = b(x)f(u) in R3,
−ε2∆φ = u2 in R3,
(1.6)
where λ 6= 0 is a real parameter, V (x) and b(x) satisfy some global assumptions,
f ∈ C(R3) is such that

(i) f(t) = o(t3),
(ii) f(t)t3 is increasing on (0,+∞),
(iii) |f(t)| ≤ c(1 + |t|p−1) with p ∈ (4, 6), lim
|t|→∞
F (t)
t4 = +∞,
(1.7)
the authors proved that problem (1.6) exists the least energy solution uε ∈ H1(R3)
for ε > 0 sufficiently small, and uε converges to the least energy solution of the
associated limit problem and concentrates to some sets.
In the very recent years, there are much attention to be paid on a similar system
like (1.1). For example, when ε = 1 in (1.1), in [39], we established the existence of
positive ground state solution for the system (1.1) with g(u) = µ|u|p−1u+ |u|2
∗
s−2u
for some p ∈ (1, 2∗s − 1) by using the Nehari-Pohozaev manifold combing monotone
trick with global compactness Lemma. Using the similar methods, in [40], positive
ground state solutions for the system (1.1) with g(u) = |u|p−1u with p ∈ (2, 2∗s−1),
were established when s = t. In [45], the authors studied the existence of radial
solutions for the system (1.1) with the nonlinearity g(u) satisfying the subcritical or
critical assumptions of Berestycki-Lions type. Regarding the semiclassical state of
problem (1.1), there are some results on the existence and multiplicity of solutions.
Such as, in [29], the authors studied the semiclassical state of the following system{
ε2s(−∆)su+ V (x)u + φu = f(u) in RN ,
εθ(−∆)
α
2 φ = γαu
2 in RN ,
where s ∈ (0, 1), α ∈ (0, N), θ ∈ (0, α), N ∈ (2s, 2s + α), γα is a positive con-
stant, V (x) satisfies (1.4) and f(u) satisfies the assumptions like (1.5). By us-
ing the Ljusternick-Schnirelmann theory of critical point theory, the authors ob-
tained the multiplicity of positive solutions which concentrate on the minima of
V (x) as ε → 0. In [26], by using the methods mentioned before, Liu and Zhang
proved the existence and concentration of positive ground state solution for prob-
lem (1.1). In [41], we studied the system (1.1) with competing potential, i.e.,
4 K. M. TENG
g(u) = K(x)f(u)+Q(x)|u|2
∗
s−2u, where f is a function of C1 class, superlinear and
subcritical nonlinearity, V (x), K(x) and Q(x) are positive continuous functions.
Under some suitable assumptions on V , K and Q, we prove that there is a family
of positive ground state solutions which concentrate on the set of minimal points
of V (x) and the sets of maximal points of K(x) and Q(x).
In the above mentioned works, the assumptions made on potential V (x) are all
global, but for the local assumption like (V1), there are few works to deal with
the fractional Schro¨dinger-Poisson system (1.1), even for the Schro¨dinger-Poisson
system (1.2). It is well known that the penalization methods developed by del
Pino and Felmer [15] is a powerful trick to solve this class of problems, but it re-
quires the arguments of Nehari manifold. Recently this powerful tools have been
applied to fractional Schro¨dinger equations, see [1, 2, 21]. When using the Ne-
hari manifold for the system (1.2), the nonlinearity g(x, u) has to be suplinear-4
growth, i.e., lim
t→+∞
G(x,t)
t4 = +∞. The purpose of this paper is to extand the thresh-
old of superliear-4 growth. Another penalization which was developed by Byeon
and Jeanjean [6] is another effective methods, but this method is not available for
the nonlinear problems involving fractional Laplacian since the fractional operator
(−∆)s is nonlocal, this makes the function u with u = 0 on R3\BR(0), satisfies the
equation (−∆)su = f(u) in BR(0), it will not hold on R3\BR(0) if f(0) = 0. But
for the local Laplace operator −∆, it possesses this properties which u satisfies the
equation −∆u = f(u) with f(0) = 0 in the whole R3. This property is vital to
use the penalization method of Byeon and Jeanjean [6]. The penalization used by
Byeon and Jeanjean [6] is defined by
χε(x) =
{
0 x ∈ Λ/ε,
1/ε x 6∈ Λ/ε,
Qε(u) =
( ∫
R3
χεu
2 dx− 1
)2
+
.
To obtain the L∞-estimates and uniformly decay estimate at infinity, this penal-
ization can not applicable directly because there is no local estimates like Theorem
8.17 in [18]. For tackling these difficulties, we combine the two penalizations men-
tioned above which has been introduced in Byeon and Wang [8], but a change of
second penalization is of the following form
Qε(u) =
(∫
R3\Λ/ε
u2 dx− ε
)2
+
.
In this way, we can achieve the main result as follows.
Theorem 1.1. Let 2s+2t > 3, s, t ∈ (0, 1). Suppose that V satisfies (V0), (V1) and
g ∈ C1(R+,R) satisfies (g0)–(g3). Then there exists an ε0 > 0 such that system
(1.1) possesses a positive solution (uε, φε) ∈ Hε × Dt,2(R3) for all ε ∈ (0, ε0).
Moreover, there exists a maximum point xε of uε such that lim
ε→0
dist(xε,M) = 0
and
uε(x) ≤
Cε3+2s
C0ε3+2s + |x− xε|3+2s
x ∈ R3, and ε ∈ (0, ε0)
for some constants C > 0 and C0 ∈ R.
We give some remarks on the above Theorem.
Remark 1.2. Observe that if s = t = 1, 4s+2ts+t = 3, so from (g2) and (g3), we
see that our assumptions are very weaker than (1.5) and (1.7) in [19] and [44],
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respectively. On the other hand, we consider the local assumption (V1) comparing
the present works appearing in the literature.
Remark 1.3. If a local L∞-estimate like Theorem 8.17 in [18] will be established,
the assumption (V1) can be improved as follows
inf
Λ
V (x) < inf
∂Λ
V (x).
The paper is organized as follows, in Section 2, we give some preliminary results.
In Section 3, we prove the existence of positive ground state solutions for ”limit
problem”. In Section 4, we prove the main result Theorem 1.1.
2. Variational Setting
In this section, we outline the variational framework for studying problem (1.1)
and list some preliminary Lemma which used later. In the sequel, we denote by
‖ · ‖p the usual norm of the space L
p(R3), the letter ci (i = 1, 2, . . .) or C denote
by some positive constants.
2.1. Work space stuff. We define the homogeneous fractional Sobolev space
Dα,2(R3) as follows
Ds,2(R3) =
{
u ∈ L2
∗
s (R3)
∣∣∣ |ξ|s(Fu)(ξ) ∈ L2(R3)}
which is the completion of C∞0 (R
3) under the norm
‖u‖Ds,2 =
(∫
R3
|(−∆)
s
2 u|2 dx
) 1
2
=
( ∫
R3
|ξ|2s|(Fu)(ξ)|2 dξ
) 1
2
The fractional Sobolev space Hs(R3) can be described by means of the Fourier
transform, i.e.
Hs(R3) =
{
u ∈ L2(R3)
∣∣∣ ∫
R3
(|ξ|2s|(Fu)(ξ)|2 + |(Fu)(ξ)|2) dξ < +∞
}
.
In this case, the inner product and the norm are defined as
(u, v) =
∫
R3
(|ξ|2s(Fu)(ξ)(Fv)(ξ) + (Fu)(ξ)(Fv)(ξ)) dξ
and
‖u‖Hs =
(∫
R3
(|ξ|2s|(Fu)(ξ)|2 + |(Fu)(ξ)|2) dξ
) 1
2
.
From Plancherel’s theorem we have ‖u‖2 = ‖Fu‖2 and ‖|ξ|sFu‖2 = ‖(−∆)
s
2u‖2.
Hence, the norm of Hs(R3) is equivalent to the following
‖u‖Hs =
(∫
R3
(|(−∆)
s
2 u(x)|2 + |u(x)|2) dx
) 1
2
, ∀u ∈ Hs(R3).
We denote ‖ · ‖ by ‖ · ‖Hs in the sequel for convenience.
In terms of finite differences, the fractional Sobolev space Hs(R3) also can be
defined as follows
Hs(R3) =
{
u ∈ L2(R3)
∣∣∣ Dsu ∈ L2(R3)}, |Dsu|2 = ∫
R3
|u(x)− u(y)|2
|x− y|3+2s
dy
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endowed with the natural norm
‖u‖Hs =
(∫
R3
|u|2 dx+
∫
R3
|Dsu|
2 dx
) 1
2
.
Also, in view of Proposition 3.4 and Proposition 3.6 in [30], we have
‖(−∆)
s
2u‖22 =
∫
R3
|ξ|2s|(Fu)(ξ)|2 dξ =
Cs
2
∫
R3
|Dαu|
2 dx. (2.1)
We define the Sobolev spaceHε = {u ∈ Hs(R3) |
∫
R3
V (εx)u2 dx <∞} endowed
with the norm
‖u‖Hε =
(∫
R3
(|Dsu|
2 + V (εx)u2) dx
) 1
2
,
where we have omitted the constant Cs2 in the front of |Dsu|
2.
It is well known that Hs(R3) is continuously embedded into Lr(R3) for 2 ≤ r ≤
2∗s (2
∗
s =
6
3−2s ). Obviously, this conclusion also holds true for Hε.
2.2. Formulation of Problem (1.1). It is easily seen that, just performing the
change of variables u(x)→ u(x/ε) and φ(x)→ φ(x/ε), and taking z = x/ε, problem
(1.1) can be rewritten as the following equivalent form{
(−∆)su+ V (εz)u+ φu = g(u) in R3,
(−∆)tφ = u2, u > 0 in R3.
(2.2)
Observe that if 4s+2t ≥ 3, there holds 2 ≤ 123+2t ≤
6
3−2s and thus Hε →֒ L
12
3+2t (R3).
Considering u ∈ Hε, the linear functional L˜u : Dt,2(R3)→ R is defined by L˜u(v) =∫
R3
u2v dx. Similarly, using the Lax-Milgram theorem, there exists a unique φtu ∈
Dt,2(R3) such that
Ct
2
∫
R3×R3
(φtu(z)− φ
t
u(y))(v(z)− v(y))
|z − y|3+2s
dy dz =
∫
R3
(−∆)
t
2φtu(−∆)
t
2 v dz
=
∫
R3
u2v dz, ∀v ∈ Dt,2(R3),
that is φtu is a weak solution of (−∆)
tφtu = u
2 and so the representation formula
holds
φtu(x) = ct
∫
R3
u2(y)
|x− y|3−2t
dy, x ∈ R3, ct = π
− 3
2 2−2t
Γ(3−2t2 )
Γ(t)
.
Substituting φtu in (2.2), it reduces to a single fractional Schro¨dinger equation
(−∆)su+ V (εz)u+ φtuu = g(u) z ∈ R
3. (2.3)
The solvation of (2.3) can be found by the critical points of the associated energy
functional Jε : Hε → R defined by
Jε(u) =
1
2
∫
R3
|Dsu|
2 dz +
1
2
∫
R3
V (εz)u2 dz +
1
4
∫
R3
φtuu
2 dz −
∫
R3
G(u) dz.
Let us summarize some properties of the function φtu.
Lemma 2.1. ([39, 42]) For every u ∈ Hε with 4s + 2t ≥ 3, define Φ(u) = φtu ∈
Dt,2(R3), where φtu is the unique solution of equation (−∆)
tφ = u2. Then there
hold:
(i) If un ⇀ u in Hε, then Φ(un)⇀ Φ(u) in D
t,2(R3);
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(ii) Φ(tu) = t2Φ(u) for any t ∈ R;
(iii) For u ∈ Hε, one has
‖Φ(u)‖Dt,2 ≤ C‖u‖
2
12
3+2t
≤ C‖u‖2Hε ,
∫
R3
Φ(u)u2 dx ≤ C‖u‖4 12
3+2t
≤ C‖u‖4Hε ,
where constant C is independent of u;
(iv) Let 2s+2t > 3, if un ⇀ u in Hε and un → u a.e. in R3, then for any v ∈ Hε,∫
R3
φtununv dz →
∫
R3
φtuuv dz and
∫
R3
g(un)v dz →
∫
R3
g(u)v dz
and thus u is a solution for problem (2.3).
In the end, we recall some regularity results which will be used in the sequel.
Lemma 2.2. ([42]) Assume that un are nonnegative weak solution of{
(−∆)su+ Vn(x)u + φu = fn(x, u) in R3,
(−∆)tφ = u2 in R3,
where {Vn} satisfies Vn(x) ≥ α0 > 0 for all x ∈ R3 and fn(x, τ) is a Carathedory
function satisfying that for any δ > 0, there exists Cδ > 0 such that
|fn(x, τ)| ≤ δ|τ |+ Cδ|τ |
2∗s−1, ∀(x, τ) ∈ R3 × R.
Suppose that un convergence strongly in H
s(R3). Then there exists C > 0 such that
‖un‖L∞ ≤ C for all n.
Lemma 2.3. ([34]) Let w = (−∆)su. Assume w ∈ L∞(Rn) and u ∈ L∞(Rn) for
s > 0.
If 2s ≤ 1, then u ∈ C0,α(Rn) for any α ≤ 2s. Moreover
‖u‖C0,α(Rn) ≤ C
(
‖u‖L∞(Rn) + ‖w‖L∞(Rn)
)
for some constant C depending only on n, α and s.
If 2s > 1, then u ∈ C1,α(Rn) for any α < 2s− 1. Moreover
‖u‖C1,α(Rn) ≤ C
(
‖u‖L∞(Rn) + ‖w‖L∞(Rn)
)
for some constant C depending only on n, α and s.
Lemma 2.4. ([35]) Assume that {un} is bounded in Hs(RN ) and it satisfies
lim
n→+∞
sup
y∈RN
∫
BR(y)
|un(x)|
2 dx = 0
where R > 0. Then un → 0 in Lr(RN ) for every 2 < r < 2∗s.
3. Limiting problem
In this section, we consider the ”limiting problem” associated with problem (2.2){
(−∆)su+ µu+ φu = g(u) in R3,
(−∆)tφ = u2, u > 0 in R3
(3.1)
for µ > 0. We define the energy functional for the limiting problem (3.1) by
Iµ(u) =
1
2
∫
R3
|Dsu|
2 dx+
µ
2
∫
R3
|u|2 dx+
1
4
∫
R3
φtuu
2 dx−
∫
R3
G(u) dx u ∈ Hs(R3).
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Let
Pµ(u) =
3− 2s
2
∫
R3
|Dsu|
2 dx+
3
2
∫
R3
µ|u|2 dx+
3 + 2t
4
∫
R3
φtuu
2 dx− 3
∫
R3
G(u) dx
and
Gµ(u) = (s+ t)〈I
′
µ(u), u〉 − Pµ(u) =
4s+ 2t− 3
2
∫
R3
|Dsu|
2 dx+
2s+ 2t− 3
2
µ
∫
R3
|u|2 dx
+
4s+ 2t− 3
4
∫
R3
φtuu
2 dx+
∫
R3
(
3G(u)− (s+ t)g(u)u
)
dx.
We define the Nehari-Pohozaev manifold
Mµ = {u ∈ H
s(R3)\{0}
∣∣∣ Gµ(u) = 0}
and set bµ = inf
u∈Mµ
Iµ(u). We list some properties of the manifold Mµ.
Proposition 3.1. The set Mµ possesses the following properties:
(i) 0 6∈ ∂Mµ;
(ii) for any u ∈ Hs(R3)\{0}, there exists a unique τ0 := τ(u) > 0 such that
uτ0 ∈ Mµ, where uτ = τ
s+tu(τx). Moreover,
Iµ(uτ0) = max
τ≥0
Iµ(uτ );
Proof. The proof of (i) and (ii) is standard, it is only to prove the uniqueness of τ
of (ii). Indeed, if there exist τ1 > τ > 0 such that uτ1, uτ ∈ Mµ, then
Gµ(uτ1) = 0, Gµ(uτ ) = 0.
By simple computation, we have
2s+ 2t− 3
2
(
1
τ2s1
−
1
τ2s
)
∫
R3
µ|u|2 dx
=
∫
R3
((s+ t)g(uτ1)uτ1 − 3G(uτ1)
τ4s+2t−31
−
(s+ t)g(uτ )uτ − 3G(uτ )
τ4s+2t−3
)
dx
+
2∗s(s+ t)− 3
2∗s
(τ
(2∗s−4)s+(2
∗
s−2)t
1 − τ
(2∗s−4)s+(2
∗
s−2)t)
∫
R3
(u+)2
∗
s dx
=
∫
R3
((s+ t)g(τs+t1 u)τs+t1 u− 3G(τs+t1 u)
τ4s+2t1
−
(s+ t)g(τs+tu)τs+tu− 3G(τs+tu)
τ4s+2t
)
dx.
If we show that the function τ ∈ R+ → (s+t)g(τ
s+tu)τs+tu−3G(τs+tu)
τ4s+2t is non-decreasing,
then we get a contradiction and the uniqueness is proved. In fact, by computation
and using (g3), we deduce that((s+ t)g(τs+tu)τs+tu− 3G(τs+tu)
τ4s+2t
)′
=
1
τ4s+2t+1
(
3(4s+ 2t)G(τs+tu)
− (s+ t)(3s+ t+ 3)g(τs+tu)τs+tu+ (s+ t)2g′(τs+tu)τ2(s+t)u2
)
≥
1
τ4s+2t+1
[(
(s+ t)2(q − 1)− (s+ t)(3s+ t+ 3)
)
g(τs+tu)τs+tu+ 3(4s+ 2t)G(τs+tu)
]
> 0.

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Lemma 3.2. Iµ possesses the mountain pass geometry:
(i) there exist ρ0, β0 > 0 such that Iµ(u) ≥ β0 for all u ∈ Hs(R3) with ‖u‖ = ρ0;
(ii) there exists u0 ∈ Hs(R3) such that Iµ(u0) < 0.
Proof. By (g0) and (g1), for any η > 0, there exists Cη > 0 such that
g(t) ≤ η|t|+ Cη|t|
2∗s−1 and G(t) ≤
η
2
|t|2 + Cη|t|
2∗s for any t ∈ R. (3.2)
Hence, choosing η = µ2 and by Sobolev inequality, we have that
Iµ(u) ≥
1
2
∫
R3
|Dsu|
2 dx+
µ
2
∫
R3
|u|2 dx−
η
2
∫
R3
|u|2 dx− Cη
∫
R3
|u|2
∗
s dx
≥
1
4
‖u‖2 − Cµ‖u‖
2∗s ,
thus, there exists ρ0, β0 > 0 small enough such that Iµ(u) ≥ β0 for ‖u‖ = ρ0.
(ii) For any u ∈ Hs(R3) with u ≥ 0, set uτ (x) = τ (s+t)u(τx) with τ > 0. Thus,
by (f3), we deduce that
Iµ(uτ ) ≤
τ (4s+2t−3)
2
∫
R3
|Dsu|
2 dx+
τ (2s+2t−3)
2
∫
R3
µ|u|2 dx
+
τ (4s+2t−3)
4
∫
R3
φtuu
2 dx− Cτq(s+t)−3
∫
R3
|u|q dx.
Since 4s+ 2t > 3 and so 4s+ 2t− 3 < q(s + t)− 3, we obtain that Iµ(uτ )→ −∞
as τ → +∞. Hence, there exists τ0 > 0 large enough such that Iµ(u0) < 0, where
u0 = uτ0 . 
From Lemma 3.2, we can define the mountain-pass level of Iµ as follows
cµ = inf
γ∈Γµ
sup
t∈[0,1]
Iµ(γ(t))
where
Γµ =
{
γ ∈ C([0, 1], Hs(R3))
∣∣∣ γ(0) = 0, Iµ(γ(1)) < 0}
and cµ > 0. By the condition (f3) and using Lemma 3.2, we can show the equivalent
characterization of mountain-pass level cµ.
Lemma 3.3.
cµ = bµ.
Proof. We only need to verify that γ([0, 1]) ∩Mµ 6= ∅. Indeed, by Lemma 3.2, we
see that if u ∈ Hs(R3)\{0}, is interior to or on Mµ, then
4s+ 2t− 3
2
∫
R3
|Dsu|
2 dx+
2s+ 2t− 3
2
∫
R3
µ|u|2 dx+
4s+ 2t− 3
4
∫
R3
φtuu
2 dx
≥
∫
R3
(
(s+ t)g(u)u− 3G(u)
)
dx
and
(4s+ 2t− 3)Iµ(u) = Gµ(u) + s
∫
R3
µ|u|2 dx+
∫
R3
(
(s+ t)g(u)u− (4s+ 2t)G(u)
)
dx > 0.
Hence γ crossesMµ since γ(0) = 0, Iµ(γ(1)) < 0 which implies that Gµ(γ(1)) < 0,
combining with Gµ(γ(t)) ≥ 0. Therefore,
max
t∈[0,1]
Iµ(γ(t)) ≥ inf
Mµ
Iµ(w) = bµ
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and then cµ ≥ bµ. 
In order to obtain the boundedness of (PS) sequence, we will construct a (PS)
sequence {un} for Iµ at the level cµ that satisfies Gµ(un)→ 0 as n→ +∞ i.e.,
Lemma 3.4. There exists a sequence {un} in Hs(R3) such that as n→ +∞,
Iµ(un)→ cµ, I
′
µ(un)→ 0, Gµ(un)→ 0. (3.3)
Proof. Define the map Φ : R × Hs(R3) → Hs(R3) for θ ∈ R, v ∈ Hs(R3) by
Φ(θ, v)(x) = e(s+t)θv(eθx). By computation, for every θ ∈ R, v ∈ Hs(R3), we see
that the functional Iµ ◦ Φ writes as
(Iµ ◦ Φ)(θ, v) =
e(4s+2t−3)θ
2
∫
R3
|Dsv|
2 dx+
e(2s+2t−3)θ
2
∫
R3
|v|2 dx
+
e(4s+2t−3)θ
4
∫
R3
φtuu
2 dx− e3θ
∫
R3
G(e(s+t)v) dx.
Similarly as the proof of (i) of Lemma 3.2, we have that
(Iµ ◦ Φ)(θ, v) ≥
1
4
‖Φ(θ, v)‖2 − C‖Φ(θ, v)‖2
∗
s .
Thus, there exists ρ1, α1 > 0 small such that (Iµ ◦Φ)(θ, v) ≥ α1 for every θ ∈ R and
v ∈ Hs(R3) with ‖Φ(θ, v)‖ = ρ1. Moreover, we have that (Iµ ◦Φ)(0, u0) < 0, where
w0 is given in Lemma 3.2. Hence, Iµ ◦ Φ possesses the mountain-pass geometry in
R×Hs(R3). We define the mountain-pass level of Iµ ◦ Φ
c˜µ = inf
γ˜∈Γ˜µ
max
t∈[0,1]
(Iµ ◦ Φ)(γ˜(t)),
where Γ˜µ = {γ˜ ∈ C([0, 1],R × Hs(R3)) | γ˜(0) = 0, (Iµ ◦ Φ)(γ˜(1)) < 0}. Observe
that Γµ = {Φ ◦ γ˜ | γ˜ ∈ Γ˜µ}, the mountain-pass level of Iµ coincides with Iµ ◦ Φ,
i.e., cµ = c˜µ.
By the general minimax principle ([43], Theorem 2.8), there exists a sequence
{(θn, vn)} ⊂ R×Hs(R3) such that
(Iµ ◦ Φ)(θn, vn)→ cµ, (Iµ ◦ Φ)
′(θn, vn)→ 0, θn → 0. (3.4)
The detailed proof refer the readers to see Proposition 3.4 in [20]. For every (h, φ) ∈
R×Hs(R3), we deduce that
(Iµ ◦ Φ(θn, vn))
′(h, φ) = 〈I ′µ(Φ(θn, vn)),Φ(θn, φ)〉+ Gµ(Φ(θn, vn))h. (3.5)
Taking h = 1, φ = 0 in (3.5), we get
Gµ(Φ(θn, vn))→ 0.
For every φ ∈ Hs(R3), set ϕ(x) = e−(s+t)θnφ(e−θnx), h = 0 in (3.5), by (3.4), we
get
〈I ′µ(Φ(θn, vn)), φ〉 = on(1)‖e
−(s+t)θnφ(e−θnx)‖ = on(1)‖φ‖.
Denoting un = Φ(θn, vn), combining with (3.4), the conclusion follows. 
Lemma 3.5. Every sequence {un} ⊂ H
s(R3) satisfying (3.3) is bounded in Hs(R3).
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Proof. By (3.3), we deduce that
cµ + on(1) = Iµ(un)−
1
q(s+ t)− 3
Gµ(un)
=
(q − 4)s+ (q − 2)t
2(q(s+ t)− 3)
∫
R3
|Dsun|
2 dx+
(q − 2)(s+ t)
2(q(s+ t)− 3)
µ
∫
R3
|un|
2 dx
+
(q − 4)s+ (q − 2)t
4(q(s+ t)− 3)
∫
R3
φtunu
2
n dx+
s+ t
q(s+ t)− 3
∫
R3
(
g(un)un − qG(un)
)
dx
which implies the boundedness of the sequence {un} in H
s(R3) due to q > 4s+2ts+t .

By using the Vanishing Lemma 2.4, it is not difficult to deduce that the bounded
sequence {un} ⊂ Hs(R3) given in (3.3) is non-vanishing. That is,
Lemma 3.6. There exists a sequence {xn} ⊂ R3 and R > 0, β > 0 such that∫
BR(xn)
|un|2 dx ≥ β.
Combining Lemma 3.5 with Lemma 3.4 and Lemma 3.6, we can show the exis-
tence of positive ground state solution for the limiting problem (3.1).
Proposition 3.7. Problem (3.1) possesses a positive ground state solution u ∈
Hs(R3).
Proof. Let {un} be the sequence given in (3.3). Set u˜n(x) = un(x + xn), where
{xn} is the sequence obtained in Lemma 3.6. Thus {u˜n} is still bounded in Hs(R3)
and so up to a subsequence, still denoted by {u˜n}, we may assume that there exists
u˜ ∈ Hs(R3) such that

u˜n ⇀ u˜ in H
s(R3),
u˜n → u˜ in L
p
loc(R
3) for all 1 ≤ p < 2∗s,
u˜n → u˜ a.e. R3.
It follows from Lemma 3.6 that u˜ is nontrivial. Moreover, u˜ is a nontrivial solution
of problem (3.1), and so Gµ(u˜) = 0. By Fatou’s Lemma and (3.3), we have
cµ = bµ ≤ Iµ(u˜) = Iµ(u˜)−
1
4s+ 2t− 3
Gµ(u˜) =
s
4s+ 2t− 3
∫
R3
µ|u˜|2 dx
+
s+ t
4s+ 2t− 3
∫
R3
(
f(u˜)u˜−
4s+ 2t
s+ t
F (u˜)
)
dx
≤ lim inf
n→∞
[ s+ t
4s+ 2t− 3
∫
R3
(
g(u˜n)u˜n −
4s+ 2t
s+ t
G(u˜n)
)
dx+
s
4s+ 2t− 3
∫
R3
µ|u˜n|
2 dx
]
= lim inf
n→∞
[
Iµ(u˜n)−
1
4s+ 2t− 3
Gµ(u˜n)
]
= lim inf
n→∞
[
Iµ(un)−
1
4s+ 2t− 3
Gµ(un)
]
= cµ
which implies that u˜n → u˜ in H
s(R3). Indeed, from the above inequality, we get
that ∫
R3
u˜2n dx→
∫
R3
u˜2 dx.
By virtue of the Brezis-Lieb Lemma and interpolation argument, we conclude that
u˜n → u˜ in L
r(R3) for all 2 ≤ r < 2∗s.
Hence, from the standard arguments, it follows that u˜n → u˜ in Hs(R3). Therefore,
by Lemma 3.3, we conclude that Iµ(u˜) = cµ and I
′
µ(u˜) = 0.
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Next, we show that the ground state solution of (3.1) is positive. Indeed, by
standard argument to the proof Proposition 4.4 in [41], using Lemma 2.3 two times
and the hypothesis (g1), we have that u˜ ∈ C2,α(R3) for some α ∈ (0, 1) for s >
1
2 .
Using −u˜− as a testing function, it is easy to see that u˜ ≥ 0. Since u˜ ∈ C2,α(R3),
by Lemma 3.2 in [30], we have that
(−∆)su˜(x) = −
Cs
2
∫
R3
u˜(x+ y) + u˜(x− y)− 2u˜(x)
|x− y|3+2s
dxdy, ∀ x ∈ R3.
Assume that there exists x0 ∈ R3 such that u˜(x0) = 0, then from u˜ ≥ 0 and u˜ 6≡ 0,
we get
(−∆)su˜(x0) = −
Cs
2
∫
R3
u˜(x0 + y) + u˜(x0 − y)
|x0 − y|3+2s
dxdy < 0.
However, observe that (−∆)su˜(x0) = −µu˜(x0)−(φtu˜u˜)(x0)+f(u˜(x0))+u˜(x0)
2∗s−1 =
0, a contradiction. Hence, u˜(x) > 0, for every x ∈ R3. The proof is completed.

Let Lµ be the set of ground state solutions W of (3.1) satisfying W (0) =
max
R3
W (x). Then we obtain the following compactness of Lµ.
Proposition 3.8. (i) For each µ > 0, Lµ is compact in H
s(R3).
(ii) 0 < W (x) ≤ C1+|x|3+2s for any x ∈ R
3.
Proof. (i) For any W ∈ Hs(R3), we have
cµ = Iµ(W )−
1
q(s+ t)− 3
Gµ(W )
=
(q − 4)s+ (q − 2)t
2(q(s+ t)− 3)
∫
R3
|DsW |
2 dx+
(q − 2)(s+ t)
2(q(s+ t)− 3)
µ
∫
R3
W 2 dx
+
(q − 4)s+ (q − 2)t
4(q(s+ t)− 3)
∫
R3
φtWW
2 dx+
s+ t
q(s+ t)− 3
∫
R3
(
g(W )W − qG(W )
)
dx
which yields the boundedness of Lµ in Hs(R3).
Similar to the proof of Lemma 3.6 and Proposition 3.7, we verify that for any
bounded {Wn} ⊂ Lµ, up to a subsequence, there exist {xn} ⊂ R3 andW 0 ∈ Hs(R3)
such that Wn(x) :=Wn(x+ xn)→ W 0 in Hs(R3). By Lemma 2.2, we see that
‖Wn‖∞ = ‖Wn‖∞ ≤ C, (3.6)
where C is independent on n.
On the other hand, from the boundedness of {Wn} in Hs(R3), up to a sub-
sequence, we may assume that there exists W0 ∈ Hs(R3) such that Wn ⇀ W0 in
Hs(R3) andWn →W0 in Lrloc(R
3) for 1 ≤ r < 2∗s andWn → W0 a.e. R
3. SinceWn
is a solution of (3.1), in view of Lemma 2.3 and (3.6), we see that ‖Wn‖C1,α(R3) ≤ C
for some α ∈ (0, 1), where C depending only on α and s. The Arzela-Ascoli’s The-
orem shows that Wn(0)→W0(0) as n→∞. Since Wn(0) is a global maximum for
Wn(x), then we have that
0 ≤ (−∆)sWn(0) = −µWn(0)− φ
t
Wn(0)Wn(0) + g(Wn(0))
which leads to Wn(0) ≥ C0 > 0. Hence, W0(0) ≥ C0 > 0, this means that W0 is
nontrivial.
Finally, similar arguments as in the proof of Proposition 3.7, we can show that
Wn →W0 in H
s(R3). This completes the proof that Lµ is compact in H
s(R3).
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(ii) By Lemma 4.2 and Lemma 4.3 in [16], by scaling, there exists a continuous
function U such that
0 < U(x) ≤
C
1 + |x|3+2s
and
(−∆)sU +
µ
2
U = 0 on R3\BR(0).
for some suitable R > 0. By standard argument, using the fact that W ∈ Lp(R3)∩
C1,α(R3) for all 2 ≤ p ≤ ∞, we infer that lim
|x|→∞
W (x) = 0. Thus there exists
R1 > 0 (we can choose R1 > R) large enough such that
(−∆)sW +
µ
2
W = (−∆)sW + µW −
µ
2
W = g(W )− φtWW −
µ
2
W
≤ g(W )−
µ
2
W ≤ 0
for any x ∈ R3\BR1(0). Therefore, we have obtained that
(−∆)sU +
µ
2
U ≥ (−∆)sW +
µ
2
W on R3\BR1(0). (3.7)
Let A = inf
BR1(0)
U > 0, Z(x) = (B + 1)U − AW , where B = ‖W‖∞ ≤ C < ∞.
We claim that Z(x) ≥ 0 for all x ∈ R3. If the claim is true, we have that
0 < W (x) ≤
B+ 1
A
U(x) ≤
C
1 + |x|3+2s
for all x ∈ R3
and the conclusion is proved.
Suppose by contradiction that there exists {xn} ⊂ R3 such that
inf
x∈R3
Z(x) = lim
n→∞
Z(xn) < 0. (3.8)
Since lim
|x|→∞
U(x) = lim
|x|→∞
W (x) = 0 by virtue of (3.7), then lim
|x|→∞
Z(x) = 0.
Hence, sequence {xn} must be bounded and then up to a subsequence, we may
assume that xn → x0 ∈ R3. From (3.8) and the continuity of Z(x), we have that
inf
x∈R3
Z(x) = Z(x0) < 0
which yields
(−∆)sZ(x0) +
µ
2
Z(x0) =
µ
2
Z(x0)−
Cs
2
∫
R3
Z(x0 + y) + Z(x0 − y)− 2Z(x0)
|x− y|3+2s
dy
< 0.
Note that Z(x) ≥ AB + U − AB > 0 on BR1(0), this leads to x0 ∈ R
3\BR1(0) ⊂
R
3\BR(0). From (3.7), we have that
(−∆)sZ(x0) +
µ
2
Z(x0) =
[
(B+ 1)
(
(−∆)sU +
µ
2
U
)
− A
(
(−∆)sW +
µ
2
W
)]∣∣∣
x=x0
≥ 0
which is a contradiction. Thus, the claim holds true and the proof is completed.

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4. The penalization scheme
For the bounded domain Λ given in (V1), k > 2, a > 0 such that g(a) =
V0
k a
where V0 is defined in (V0), we consider a new problem
(−∆)su+ V (εz)u+ φtuu = f(εz, u) in R
3, (4.1)
where f(εz, τ) = χΛε(εz)g(τ) + (1− χΛε(εz))g˜(τ) with
g˜(τ) =
{
f(τ) if τ ≤ a,
V0
k τ if τ > a
and χΛε(εz) = 1 if z ∈ Λε, χ(z) = 0 if z 6∈ Λε, where Λε = Λ/ε. It is easy to
see that under the assumptions (g0)-(g3), f(z, τ) is a Caratheodory function and
satisfies the following assumptions:
(f1) f(z, τ) = o(τ) as τ → 0 uniformly on z ∈ R3;
(f2) f(z, τ) ≤ g(τ) for all τ ∈ R+ and z ∈ R3, f(z, τ) = 0 for all z ∈ R3 and τ < 0,
f(z, τ) = G(τ) for z ∈ R3, τ ∈ [0, a];
(f3) 0 < 2G˜(τ) ≤ g˜(τ)τ ≤
V0
k τ
2 ≤ V (x)k τ
2 for all s ≥ 0 with the number k > 2,
where G˜(τ) is a prime function of g˜;
(f4)
f(z,sτ)
τ is nondecreasing in τ ∈ R
+ uniformly for z ∈ R3, f(z,sτ)τq−1 is nondecreasing
in τ ∈ R+ and z ∈ Λ, f(z,sτ)τq−1 is nondecreasing in τ ∈ (0, a) and z ∈ R
3\Λ.
Obviously, if uε is a solution of (4.1) satisfying uε(z) ≤ a for z ∈ R3, then uε is
indeed a solution of the original problem (2.3).
For u ∈ Hε, let
Pε(u) =
1
2
∫
R3
(|Dsu|
2 + V (εz)u2) dz +
1
4
∫
R3
φtuu
2 dz −
∫
R3
F (εz, u) dz.
We define
Qε(v) =
(∫
R3\Λε
v2 dz − ε
)2
+
.
This type of penalization was firstly introduced in [8], which will act as a penal-
ization to force the concentration phenomena to occur inside Λ. Let us define the
functional Jε : Hε → R as follows
Jε(u) = Pε(u) +Qε(u).
Clearly, Jε ∈ C1(Hε,R). To find solutions of (4.1) which concentrates in Λ as
ε→ 0, we shall search critical points of Jε such that Qε is zero.
Now, we construct a set of approximate solutions of (4.1). Set
δ0 =
1
10
dist(M,R3\Λ), β ∈ (0, δ0).
We fix a cut-off function ϕ ∈ C∞0 (R
3) such that 0 ≤ ϕ ≤ 1, ϕ = 1 for |z| ≤ β,
ϕ = 0 for |z| ≥ 2β and |∇ϕ| ≤ C/β. Set ϕε(z) = ϕ(εz), for any W ∈ LV0 and any
point y ∈ Mβ = {y ∈ R3 | inf
z∈M
|y − z| ≤ β}, we define
W yε (z) = ϕε(z −
y
ε
)W (z −
y
ε
).
Similarly, for A ⊂ Hε, we use the notation
Aa = {u ∈ Hε
∣∣∣ inf
v∈A
‖u− v‖Hε ≤ a}.
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We want to find a solution near the set
Nε = {W
y
ε (z)
∣∣∣ y ∈ Mβ, W ∈ LV0}
for ε > 0 sufficiently small.
Lemma 4.1. Nε is uniformly bounded in Hε and it is compact in Hε for any ε > 0.
Proof. For any W yε ∈ Nε, by Ho¨lder’s inequality, we have
‖W yε ‖
2
Hε =
∫
R3
|Ds(ϕεW )|
2 dz +
∫
R3
V (εz + y)ϕ2ε(z)W
2(z) dz
≤ 2
∫
R3
ϕ2ε|DsW |
2 dz + 2
∫
R3
W 2|Dsϕε|
2 dz
+ sup
y∈Mβ,z∈B2β/ε(0)
V (εz + y)
∫
B2β/ε(0)
ϕ2ε(z)W
2(z) dz
≤ 2
∫
R3
|DsW |
2 dz + C
∫
R3
W 2 dz + 2
(∫
R3
W 2
∗
s dz
) 2
2∗s
(∫
R3
|Dsϕε|
3
s dz
) 2s
3
and directly computations, we get∫
R3
∣∣∣ ∫
R3
|ϕε(z)− ϕε(y)|
2
|z − y|3+2s
dy
∣∣∣ 32s dz = ∫
R3
∣∣∣ ∫
R3
|ϕ(z)− ϕ(y)|2
|z − y|3+2s
dy
∣∣∣ 32s dz
=
∫
R3\B2β(0)
∣∣∣ ∫
R3
|ϕ(z)− ϕ(y)|2
|z − y|3+2s
dy
∣∣∣ 32s dz + ∫
B2β(0)
∣∣∣ ∫
R3
|ϕ(z)− ϕ(y)|2
|z − y|3+2s
dy
∣∣∣ 32s dz
=
∫
R3\B2β(0)
∣∣∣ ∫
B2β(0)
|ϕ(z)− ϕ(y)|2
|z − y|3+2s
dy
∣∣∣ 32s dz + ∫
B2β(0)
∣∣∣ ∫
R3
|ϕ(z)− ϕ(y)|2
|z − y|3+2s
dy
∣∣∣ 32s dz
≤ C
[ 1
β
3
s
∫
B3β(0)
∣∣∣ ∫
|z−y|≤β
1
|z − y|1+2s
dy
∣∣∣ 32s dz + ∫
R3\B2β(0)
∣∣∣ ∫
|z−y|>β,y∈B2β(0)
|ϕ(z)− ϕ(y)|2
|z − y|3+2s
dy
∣∣∣ 32s dz
+
∫
B2β(0)
∣∣∣ 1
β2
∫
|z−y|≤β
1
|z − y|1+2s
dy +
∫
|z−y|>1
1
|z − y|3+2s
dy
∣∣∣ 32s dz]
≤ C
(
1 +
∫
R3\B2β(0)
∣∣∣ ∫
|z−y|>β,y∈B2β(0)
|ϕ(z)− ϕ(y)|2
|z − y|3+2s
dy
∣∣∣ 32s dz)
= C
(
1 +
∫
R3\B2β(0)
∣∣∣ ∫
|z−y|> |z|
2
,y∈B2β(0)
1
|z − y|3+2s
dy
∣∣∣ 32s dz
+
1
β
3
s
∫
R3\B2β(0)
∣∣∣ ∫
β<|z−y|≤ |z|
2
,y∈B2β(0)
1
|z − y|1+2s
dy
∣∣∣ 32s dz)
= C
(
1 +
∫
R3\B2β(0)
∣∣∣ ∫
|z−y|> |z|
2
,y∈B2β(0)
1
|z − y|3+2s
dy
∣∣∣ 32s dz
+
1
β
3
s
∫
B4β(0)
∣∣∣ ∫
β<|z−y|≤ |z|
2
1
|z − y|1+2s
dy
∣∣∣ 32s dz)
≤ C
(
1 +
∫
R3\B2β(0)
1
|z|(3+2s)
3
2s
dz
)
≤ C.
Thus, we obtain
‖W yε ‖
2
Hε ≤ C‖W‖
2 (4.2)
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for all y ∈ Mβ, W ∈ LV0 and ε. From the boundedness of LV0 , we see that Nε is
uniformly bounded in Hε.
Now let {Wn} be a sequence inNε, then there exists {Un} ⊂ LV0 and {xn} ⊂ M
β
satisfying Wn(z) = ϕε(z−
xn
ε )Un(z−
xn
ε ). The compactness of LV0 andM
β imply
that the existence of U0 ∈ LV0 and x0 ∈ M
β such that Un → U in Hs(R3) and
xn → x0 in R3, up to subsequences.
Define W0(z) = ϕε(z −
x0
ε )U0(z −
x0
ε ), we have W0 ∈ Nε. From (4.2), it is easy
to show that Wn →W0 in Hε. 
For W ∗ ∈ LV0 arbitrary but fixed, we define
Wε,τ (z) := ϕ(εz)W
∗
τ (z) = τ
s+tϕ(εz)W ∗(τz),
we will show that Jε possesses the mountain-pass geometry.
Similar to the proof of Lemma 3.2, we can conclude that Jε(u) > 0 for ‖u‖Hε
small and there exists τ0 > 0 such that IV0(W
∗
τ0) < −3, whereW
∗
τ0(z) = τ
s+t
0 W
∗(τ0z).
Lemma 4.2.
sup
τ∈[0,τ0]
∣∣∣Jε(Wε,τ )− IV0(W ∗τ (z))∣∣∣→ 0 as ε→ 0.
Proof. Since supp(Wε,τ ) ⊂ Λε, we have Qε(Wε,τ ) ≡ 0 and so Jε(Wε,τ ) = Pε(Wε,τ ).
Then for any τ ∈ [0, τ0], we get∣∣∣Pε(Wε,τ )− IV0(W ∗τ (z))∣∣∣ ≤ 12
∣∣∣ ∫
R3
(|DsWε,τ |
2 − |DsW
∗
τ |
2) dz
∣∣∣+ 1
2
∣∣∣ ∫
R3
(V (εz)W 2ε,τ − V0(W
∗
τ )
2) dz
∣∣∣
+
1
4
∫
R3
(φtWε,τW
2
ε,τ − φ
t
W∗τ
(W ∗τ )
2) dz +
∣∣∣ ∫
R3
(G(W ∗τ )− F (εz,Wε,τ )) dz
∣∣∣
:=
1
2
I1 +
1
2
I2 +
1
4
I3 + I4.
In order to estimate Ii(i = 1, 2, 3, 4), we set h(τ) =
τs+t
1+τ3+2s|z|3+2s for τ ∈ [0,+∞)
and |z| > 0. Directly computations, we see that h(τ) attains its maximum at
τmax =
(
s+t
(3+t−s)|z|3+2s
) 1
3+2s
and
sup
τ∈[0,+∞)
h(τ) = h(τmax) =
(3 + t− s)
3 + 2s
( s+ t
3 + t− s
) s+t
3+2s 1
|z|s+t
.
Observe that |z| ≥
(
s+t
3+t−s
) 1
3+2s 1
τ0
, i.e., τmax ≤ τ0, we have that
sup
τ∈[0,τ0]
h(τ) = h(τmax).
If |z| <
(
s+t
3+t−s
) 1
3+2s 1
τ0
, i.e., τmax > τ0, we have that
sup
τ∈[0,τ0]
h(τ) = h(τ0).
Now, by (ii) of Proposition 3.5, Fubini’s Theorem andW ∈ C1,α(R3), we have that
A1 = τ
2(s+t)
∣∣∣ ∫
R3
∫
R3
1
|z − y|3+2s
(
(ϕ2ε(z)− 1)|W (τz)−W (τy)|
2 + |ϕε(z)− ϕε(y)|
2W 2(τy)
+ 2ϕε(z)(ϕε(z)− ϕε(y))(W (τz) −W (τy))W (τy)
)
dy dz
∣∣∣
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≤ τ2(s+t)
(∫
R3
∫
R3
|ϕ2ε(z)− 1|
|W (τz)−W (τy)|2
|z − y|3+2s
dy dz + 2(1 +
∫
R3
ϕ2ε|DsW (τz)|
2 dz)∫
R3
∫
R3
W 2(τz)
|ϕε(z)− ϕε(y)|2
|z − y|3+2s
dy dz
)
≤
∫
R3
∫
R3
|ϕ2ε(z)− 1|(χ{|z−y|<1}
τ
2(s+t+1)
0
|z − y|1+2s
+ χ{|z−y|>1}
τ
2(s+t)
0
|z − y|3+2s
) dy dz
+ C(τ20 + 1)
∫
R3
∫
R3
max{h2(τmax), h
2(τ0)}
|ϕε(z)− ϕε(y)|2
|z − y|3+2s
dy dz.
Thus, the Lebesgue Dominated Convergence Theorem implies that sup
τ∈[0,τ0]
A1 → 0
as ε→ 0.
For A2. Since
A2 = τ
2(s+t)
∣∣∣ ∫
R3
(V (εz)− V0)ϕ
2
ε(z)W
2(τz) dz + V0
∫
R3
(ϕ2ε(z)− 1)W
2(τz) dz
∣∣∣
≤
∫
R3
(V (εz)− V0)ϕ
2
ε(z)max{h
2(τmax), h
2(τ0)} dz
+ V0
∫
R3
|ϕ2ε(z)− 1|max{h
2(τmax), h
2(τ0)} dz,
by the Lebesgue Dominated Convergence Theorem, we obtain that sup
τ∈[0,τ0]
A2 → 0
as ε→ 0.
For A3. Similarly arguments as above proof of A2, we have that
A3 ≤ τ
4(s+t)
∫
R3
∫
R3
|ϕ2ε(z)ϕ
2
ε(y)− 1|W
2(τy)W 2(τz)
|z − y|3−2t
dy dz
≤
∫
R3
∫
R3
|ϕ2ε(z)ϕ
2
ε(y)− 1|
max{h2(τmax), h2(τ0)}ymax{h2(τmax), h2(τ0)}z
|z − y|3−2t
dy dz.
Using the Lebesgue Dominated Convergence Theorem, we get that sup
τ∈[0,τ0]
A3 → 0
as ε→ 0.
For A4. From W ∈ L∞(R3) and (3.2), we deduce that
A4 ≤
∫
R3
∣∣∣G(τs+tϕεW (τz))−G(τs+tW (τz))∣∣∣ dz ≤ Cτ2(s+t) ∫
R3
(W 2(τz) +W 2
∗
s (τz))|ϕε(z)− 1| dz
≤ C
∫
R3
τ2(s+t)W 2(τz)|ϕε(z)− 1| dz ≤ C
∫
R3
max{h2(τmax), h
2(τ0)}|ϕε(z)− 1| dz.
Thus, sup
τ∈[0,τ0]
A4 → 0 as ε → 0. Therefore, Jε(Wε,τ ) → IV0(W
∗
τ ) as ε → 0,
uniformly on τ ∈ [0, τ0]. 
Since 0 ∈M and Λ is an open set, there exists R > 0 such that BR(0) ⊂ Λ, and
by Proposition 3.8 (ii), we have∫
R3\Λε
W 2ε,τ0 dz ≤ τ
2(s+t)
0
∫
R3\BR/ε(0)
(W ∗(τ0z))
2 dz ≤ C
ε4s+3
R4s+3
≤ Cε4s+3
which implies that Qε(Wε,τ0) ≡ 0 for ε > 0 small. Thus, by Lemma 4.2, we have
Jε(Wε,τ0) = Pε(Wε,τ0) = IV0(W
∗
τ0) + o(1) < −2 for ε > 0 small.
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Therefore, we can define the Mountain-Pass level of Jε given by
Cε := inf
γ∈Aε
max
τ≥0
Jε(γ(τ)),
where Aε = {γ ∈ C([0, 1], Hε) | γ(0) = 0, γ(1) = Wε,τ0}. Furthermore, by well-
known arguments (see for instance [6, 20] for a proof in a local setting that extends
smoothly to our case) it is possible to prove the following Lemma.
Lemma 4.3.
lim
ε→0
Cε = lim
ε→0
Dε := lim
ε→0
max
τ∈[0,1]
Jε(γε(τ)) = cV0 (4.3)
where γε(τ) =Wε,ττ0 for τ ∈ [0, 1] and cV0 = IV0(W
∗) for W ∗ ∈ LV0 .
Proof. First we will prove that lim sup
ε→0
Cε ≤ cV0 . Setting γε(τ) = Wε,ττ0 for τ ∈
[0, 1], we get γε ∈ Γε and from Lemma 4.2, we have
lim sup
ε→0
Cε ≤ lim sup
ε→0
max
τ∈[0,1]
Jε(γε(τ)) ≤ lim sup
ε→0
max
τ∈[0,τ0]
Jε(Wε,τ ) ≤ max
τ∈[0,τ0]
IV0(W
∗
τ )
≤ max
τ∈[0,+∞)
IV0(W
∗
τ ) = IV0(W ) = cV0 .
which we conclude the first part of the proof. Next we shall prove that lim inf
ε→0
Cε ≥
cV0 . Assume the contrary that lim inf
ε→0
Cε < cV0 . Then there exist δ0 > 0, εn → 0 and
γn := γεn ∈ Aεn satisfying Jε(γn(τ)) < cV0 − δ0 for τ ∈ [0, 1]. Since Pεn(γn(0)) = 0
and Pεn(γn(1)) ≤ Jεn(γn(1)) = Jεn(Wεn,τ0) < −2, we can find τn ∈ (0, 1) such
that Pεn(γn(τ)) ≥ −1 for τ ∈ [0, τn] and Pεn(γn(τn)) = −1. Since
Pεn(γn(τ)) = IV0(γn(τ)) +
1
2
∫
R3
(V (εnz)− V0)γ
2
n(τ) dz +
∫
R3
[G(γn(τ)) − F (εnz, γn(τ))) dz
≥ IV0(γn(τ)) +
1
2
∫
R3
(V (εnz)− V0)γ
2
n(τ) dz ≥ IV0(γn(τ)), ∀τ ∈ [0, τn],
then
IV0(γn(τn)) ≤ Pεn(γn(τn)) = −1 < 0.
Recalling that the mountain pass level for IV0 corresponds to the least energy level,
we have max
τ∈[0,τn]
IV0(γn(τ)) ≥ cV0 . Since Qεn(γn(τ)) ≥ 0, by the estimates above we
obtain
cV0 − δ0 > max
τ∈[0,1]
Jεn(γn(τ)) ≥ max
τ∈[0,1]
Pεn(γn(τ)) ≥ max
τ∈[0,τn]
Pεn(γn(τ))
≥ max
τ∈[0,τn]
IV0(γn(τ)) ≥ cV0 .
This contradiction completes the proof. 
Lemma 4.4. There exists a small d0 > 0 such that for any {εi}, {uεi} satisfying
lim
i→∞
εi → 0, uεi ∈ N
d0
εi and
lim
i→∞
Jεi(uεi) ≤ cV0 and lim
i→∞
J ′εi(uεi) = 0,
there exist, up to a subsequence, {xi} ⊂ R3, x0 ∈ M, W ∈ LV0 such that
lim
i→∞
|εixi − x0| = 0 and lim
i→∞
‖uεi − ϕε(· − xi)W (· − xi)‖Hεi = 0.
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Proof. In the proof we will drop the index i and write ε instead of εi for simplicity,
and we still use ε after taking a subsequence. By the definition of N d0ε , there exist
{Wε} ⊂ LV0 and {xε} ⊂ M
β such that for ε small,
‖uε − ϕε(· −
xε
ε
)Wε(· −
xε
ε
)‖Hε ≤
3
2
d0.
Since LV0 and M
β are compact, there exist W0 ∈ LV0 , x0 ∈ M
β such that Wε →
W0 in H
s(R3) and xε → x0 as ε→ 0. Thus, for ε > 0 small,
‖uε − ϕε(· −
xε
ε
)W0(· −
xε
ε
)‖Hε ≤ 2d0. (4.4)
Step 1. We claim that
lim
ε→0
sup
y∈Aε
∫
B1(y)
|uε|
2 dz = 0, (4.5)
where Aε = B3β/ε(xε/ε)\Bβ/2ε(xε/ε). Suppose by contradiction that
lim inf
ε→0
sup
y∈Aε
∫
B1(y)
|uε|
2 dz > 0.
Thus, there exists yε ∈ Aε such that
∫
B1(yε)
|uε|
2 dz > 0 for ε > 0 small. Since
yε ∈ Aε, there exists y∗ ∈ M4β ⊂ Λ such that εyε → y∗ as ε → 0. Set vε(z) =
uε(z + yε), then for ε > 0 small,∫
B1(0)
|vε|
2 dz > 0. (4.6)
Thus, up to a subsequence, we may assume that there exists v ∈ Hs(R3) such that
vε ⇀ v in H
s(R3), vε → v in L
p
loc(R
3) for 1 ≤ p < 2∗s and vε → v a.e. in R
3. By
(4.6), we see that v 6= 0 and v satisfies
(−∆)sv + V (y∗)v + φtvv = g(v) z ∈ R
3. (4.7)
Indeed, by the definition of weakly convergence, we have
Cs
2
∫
R3
∫
R3
(vε(z)− vε(y))(ϕ(z) − ϕ(y)
|z − y|3+2s
dy dz +
∫
R3
V (y∗)vεϕdz →
Cs
2
∫
R3
∫
R3
(v(z)− v(y))(ϕ(z) − ϕ(y)
|z − y|3+2s
dy dz +
∫
R3
V (y∗)vϕdz
for any ϕ ∈ C∞0 (R
3). Now given ϕ ∈ C∞0 (R
3), we have ‖ϕ(· − yε)‖Hε ≤ C and
so 〈J ′ε(uε), ϕ(· − yε)〉 → 0 as ε → 0. Using the fact that vε → v in L
p
loc(R
3) for
1 ≤ p < 2∗s, the Lebesgue dominated convergence Theorem, the boundedness of
supp(ϕ) and (g0)–(g1), it follows that∫
R3
(V (εz + εyε)− V (y
∗))vεϕdz → 0,
∫
R3
(φtvεvε − φ
t
vv)ϕdz → 0,
∫
R3\Λε
uε(z)ϕ(z − yε) dz =
∫
R3\Λε+yε
vε(z)ϕ(z) dz → 0
and ∫
R3
(f(εz + εyε, vε)− g(v))ϕdz → 0
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for any ϕ ∈ C∞0 (R
3). Therefore, we get that
Cs
2
∫
R3
∫
R3
(v(z)− v(y))(ϕ(z) − ϕ(y))
|z − y|3+2s
dy dz +
∫
R3
V (y∗)vϕdz +
∫
R3
φtvvϕdz −
∫
R3
g(v)ϕdz = 0
for any ϕ ∈ C∞0 (R
3). Since ϕ is arbitrary and C∞0 (R
3) is dense in Hε, it follows
that v satisfies (4.7).
Thus, we have
cV (y∗) ≤ IV (y∗)(v) = IV (y∗)(v)−
1
4s+ 2t− 3
GV (y∗)(v)
= s
∫
R3
V (y∗)|v|2 dz +
s+ t
4s+ 2t− 3
∫
R3
[g(v)v −
4s+ 2t
s+ t
G(v)] dz
≤ s‖V ‖L∞(Λ)
∫
R3
|v|2 dz +
s+ t
4s+ 2t− 3
∫
R3
[g(v)v −
4s+ 2t
s+ t
G(v)] dz.
Hence, for sufficiently large r > 0, by Fatou’s Lemma, we have that
lim inf
ε→0
[
s‖V ‖L∞(Λ)
∫
BR(yε)
|uε|
2 dz +
s+ t
4s+ 2t− 3
∫
Br(yε)
[g(uε)uε −
4s+ 2t
s+ t
G(uε)] dz
= lim inf
ε→0
[
s‖V ‖L∞(Λ)
∫
Br(0)
|vε|
2 dz +
s+ t
4s+ 2t− 3
∫
Br(0)
[g(vε)vε −
4s+ 2t
s+ t
G(vε)] dz
≥
[
s‖V ‖L∞(Λ)
∫
Br(0)
|v|2 dz +
s+ t
4s+ 2t− 3
∫
Br(0)
[g(v)v −
4s+ 2t
s+ t
G(v)] dz
≥
1
2
[
s‖V ‖L∞(Λ)
∫
R3
|v|2 dz +
s+ t
4s+ 2t− 3
∫
R3
[g(v)v −
4s+ 2t
s+ t
G(v)] dz
]
≥
1
2
cV (x∗) > 0.
On the other hand, by the Sobolev embedding theorem, (3.2) and (4.4), one has
s‖V ‖L∞(Λ)
∫
Br(yε)
|uε|
2 dz +
s+ t
4s+ 2t− 3
∫
Br(yε)
[g(uε)uε −
4s+ 2t
s+ t
G(uε)] dz
≤ Cd0 + C
∫
Br(yε)
∣∣∣ϕ(εz − xε)W0(z − xε
ε
)
∣∣∣2 dz ≤ Cd0 + C ∫
Br(yε−
xε
ε )
|W0|
2 dz
Observing that yε ∈ Aε, implies that |yε −
xε
ε | ≥
β
2ε , then for ε > 0 small enough,
there hold ∫
Br(yε−
xε
ε )
|W0|
2 dz = o(1),
where o(1)→ 0 as ε→ 0. Thus, we have proved that
1
2
cV (y∗) ≤ s‖V ‖L∞(Λ)
∫
Br(yε)
|uε|
2 dz +
s+ t
4s+ 2t− 3
∫
Br(yε)
[g(uε)uε −
4s+ 2t
s+ t
G(uε)] dz
≤ Cd0 + o(1).
This leads to a contradiction if d0 is small enough.
From (4.5) and the Vanishing Lemma 2.4, we conclude that
lim
ε→0
∫
A1ε
|uε|
p dz = 0 p ∈ (2, 2∗s), (4.8)
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where A1ε = B2β/ε(
xε
ε )\Bβ/ε(
xε
ε ). Indeed, taking a smooth cut-off function ψε ∈
C∞0 (R
3) such that ψε = 1 onB2β/ε(
xε
ε )\Bβ/ε(
xε
ε ), ψε = 0 onA
2
ε = B3β/ε−1(
xε
ε )\Bβ/2ε+1(
xε
ε ).
Since uε ∈ Hε and using (V0), it is easy to check that uεψε ∈ Hs(R3). Moreover,
sup
y∈Aε
∫
B1(y)
|uε|
2 dz ≥ sup
y∈R3
∫
B1(y)
|uεψε|
2 dz.
By Vanishing Lemma 2.4, we have that for p ∈ (2, 2∗s),∫
R3
|uεψε|
p dz → 0 as ε→ 0.
Since A1ε ⊂ A
2
ε for ε > 0 small, so (4.8) holds.
Step 2. Set uε,1(z) = ϕ(εz − xε)uε(z), uε,2(z) = (1− ϕ(εz − xε))uε(z). Direct
computation, we have∫
R3
|Dsuε|
2 dz =
∫
R3
|Dsuε,1|
2 dz +
∫
R3
|Dsuε,2|
2 dz
+ 2
∫
R3
∫
R3
(uε,1(x)− uε,1(y))(uε,2(x)− uε,2(y))
|x− y|3+2s
dy dz
≥
∫
R3
|Dsuε,1|
2 dz +
∫
R3
|Dsuε,2|
2 dz + o(1). (4.9)
Indeed,
(uε,1(z)− uε,1(y))(uε,2(z)− uε,2(y))
= ϕ(εz − xε)(1 − ϕ(εz − xε))|Dsuε|
2 + ϕ(εz − xε)(ϕ(εz − xε)− ϕ(εy − xε))
(uε(z)− uε(y))uε(y) + (1− ϕ(εz − xε))(ϕ(εz − xε)− ϕ(εy − xε))(uε(z)− uε(y))uε(y)
− (ϕ(εz − xε)− ϕ(εy − xε))|uε(y)|
2
:= ϕ(εz − xε)(1 − ϕ(εz − xε))|Dsuε|
2 +B1 +B2 −B3.
Next we show that lim
ε→0
∫
R3
Bi dz = 0, i = 1, 2, 3. If these are proved, we get∫
R3
∫
R3
(uε,1(x)− uε,1(y))(uε,2(x)− uε,2(y))
|x− y|3+2s
dy dz ≥
∫
R3
ϕ(εz−xε)(1−ϕ(εz−xε))|Dsuε|
2+o(1)
(4.10)
and so (4.9) follows. Here o(1)→ 0 as ε→ 0.
Observe that∫
R3
B1 dz ≤
(∫
R3
(ϕ(εz − xε))
2|Dsuε|
2 dz
) 1
2
(∫
R3
|Dsϕ(ε · −xε)|
2u2ε dz
) 1
2
≤ C
(∫
R3
|Dsϕ(ε · −xε)|
2u2ε dz
) 1
2
= C(
∫
R3
B3 dz)
1
2
and similarly, we have∫
R3
B2 dz ≤
(∫
R3
|Dsϕ(ε · −xε)|
2u2ε dz
) 1
2
= C(
∫
R3
B3 dz)
1
2 .
Hence, it is sufficient to prove that
lim
ε→0
∫
R3
B3 dz = 0. (4.11)
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In fact, direct computations, we deduce that∫
R3
B3 dz =
∫
R3
u2ε
∫
R3
|ϕ(εz − xε)− ϕ(εy − xε)|2
|z − y|3+2s
dy dz
= ε2s−3
∫
R3
u2ε(
z + xε
ε
)
∫
R3
|ϕ(z)− ϕ(y)|2
|z − y|3+2s
dy dz
≤ ε2s−3
∫
R3
u2ε(
z + xε
ε
)
C
β2
∫
|z−y|≤β
1
|z − y|1+2s
dy +
∫
|z−y|>β
1
|z − y|3+2s
dy dz
≤
Cε2s−3
β2s
∫
R3
u2ε(
z + xε
ε
) dz =
Cε2s
β2s
∫
R3
u2ε dz ≤
C
β2s
ε2s.
From the estimate above, we conclude that (4.11) follows. Thus (4.9) holds.
By (4.8), we deduce that∫
R3
V (εz)|uε|
2 dz ≥
∫
R3
V (εz)|uε,1|
2 dz +
∫
R3
V (εz)|uε,2|
2 dz
∫
R3
φtuε |uε|
2 dz ≥
∫
R3
φtuε,1 |uε,1|
2 dz +
∫
R3
φtuε,2 |uε,2|
2 dz
∫
R3
F (εz, uε) dz =
∫
R3
F (εz, uε,1) dz +
∫
R3
F (εz, uε,2) dz + o(1) as ε→ 0
and
Qε(uε,1) = 0, Qε(uε,2) = Qε(uε) ≥ 0.
Hence, we get
Jε(uε) ≥ Pε(uε,1) + Pε(uε,2) + o(1), (4.12)
where o(1)→ 0 as ε→ 0.
We now estimate Pε(uε,2). It follows from (4.4) that
‖uε,2‖Hε ≤ 6d0 + o(1),
where o(1)→ 0 as ε→ 0 and the above inequality implies that
lim sup
ε→0
‖uε,2‖Hε ≤ 6d0. (4.13)
Then, by (3.2), we get
Pε(uε,2) ≥
1
2
‖uε,2‖
2
Hε −
∫
R3
F (εz, uε,2) dz ≥
1
4
‖uε,2‖
2
Hε − C‖uε,2‖
2∗s
Hε
= ‖uε,2‖
2
Hε(
1
4
− C‖uε,2‖
2∗s−2
Hε
) ≥ ‖uε,2‖
2
Hε(
1
4
− C(6d0)
2∗s−2). (4.14)
In particular, taking d0 > 0 small enough, we can assume that Pε(uε,2) ≥ 0. Hence,
from (4.12), it holds
Jε(uε) ≥ Pε(uε,1) + o(1). (4.15)
Furthermore, by (4.8) and (4.10), it is easy to check that∫
R3
φtuεuε,1uε,2 dz ≤
∫
A1ε
φtuε |uε|
2 dz ≤ ‖φtuε‖2∗t ‖uε‖
2
L
12
3+2t (A1ε)
→ 0
and ∫
R3
∫
R3
(uε,1(z)− uε,1(y))(uε,2(z)− uε,2(y))
|z − y|3+2s
dy dz ≥ o(1).
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Hence, using the facts that 〈J ′ε(uε), uε,2〉 → 0 as ε → 0, 〈Q
′
ε(uε), uε,2〉 ≥ 0 and
(3.2), we have that
‖uε,2‖
2
Hε + o(1)
≤ ‖uε,2‖
2
Hε +
∫
R3
∫
R3
(uε,1(z)− uε,1(y))(uε,2(z)− uε,2(y))
|z − y|3+2s
dy dz +
∫
R3
V (εz)uε,1uε,2 dz
+
∫
R3
φtuεuε,1uε,2 dz
≤
∫
R3
∫
R3
(uε(z)− uε(y))(uε,2(z)− uε,2(y))
|z − y|3+2s
dy dz +
∫
R3
V (εx)uεuε,2 dz + 〈Qε(uε), uε,2〉
+
∫
R3
φtuεuεuε,2 dz + o(1) =
∫
R3
f(εz, uε)uε,2 dz + o(1)
≤ η
∫
R3
|uεuε,2| dz + C
∫
R3
|uε|
2∗s−1|uε,2| dz + o(1)
≤ η‖uε,2‖
2
L2 + C
∫
R3
(
|uε,2|
2∗s + |uε,1|
2∗s−1|uε,2|
)
dx+ o(1) ≤ η‖uε,2‖
2
Hε + C‖uε,2‖
2∗s
Hε
+ o(1).
Combining with (4.13), we get that
(
1
2
− Cd
2∗s−2
0 )‖uε,2‖
2
Hε ≤ (
1
2
− C‖uε,2‖
2∗s−2
Hε
)‖uε,2‖
2
Hε + o(1) ≤ o(1).
Thus, taking d0 > 0 sufficiently small, we have
lim
ε→0
‖uε,2‖Hε = 0. (4.16)
We next estimate Pε(uε,1). Denote ûε(z) = uε,1(z+
xε
ε ) = ϕ(εz)uε(z+
xε
ε ), then
{ûε} is bounded in Hs(R3) by virtue of (V0). Thus, up to a subsequence, we may
assume that there exists a û ∈ Hs(R3) such that ûε ⇀ û in Hs(R3), ûε → û in
Lploc(R
3) for 1 ≤ p < 2∗s, ûε → û a.e. in R
3 and û satisfies
(−∆)sv + V (x0)v + φ
t
vv = g(v) z ∈ R
3. (4.17)
We now claim that
lim
ε→0
sup
y∈R3
∫
B1(y)
|ûε − û|
2 dz = 0. (4.18)
Suppose the contrary that there exists ŷε ∈ R3 such that
lim
ε→0
∫
B1(ŷε)
|ûε − û|
2 dz > 0. (4.19)
Since ûε → û in L
p
loc(R
3) for 1 ≤ p < 2∗s, we have {ŷε} ⊂ R
3 must be unbounded.
Thus, up to a subsequence, still denoted by {ŷε}, we may assume that |ŷε| → +∞
as ε→ 0. Therefore,
lim
ε→0
∫
B1(ŷε)
|û|2 dz = 0, lim
ε→0
∫
B1(ŷε)
|ûε|
2 dz > 0. (4.20)
Since ϕ(z) = 0 for |z| ≥ 2β, so |ŷε| ≤
3β
ε for ε small. If |ŷε| ≥
β
2ε , then
ŷε ∈ B3β/ε(0)\Bβ/2ε(0), and by (4.5), we get
lim inf
ε→0
∫
B1(ŷε)
|ûε|
2 dz ≤ lim inf
ε→0
sup
y∈B3β/ε(0)\Bβ/2ε(0)
∫
B1(y)
|uε(z +
xε
ε
)|2 dz
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≤ lim inf
ε→0
sup
y∈Aε
∫
B1(y)
|ûε|
2 dz = 0
which contradicts with (4.20). Thus |ŷε| ≤
β
2ε for ε > 0 small. Without loss of
generality, we may assume that εŷε → z0 ∈ Bβ/2(0) and u˜ε ⇀ u˜ in H
s(R3), where
u˜ε(z) := ûε(z + ŷε). Obviously, u˜ 6= 0. It is easy to check that u˜ satisfies that
(−∆)sv + V (x0 + z0)v + φ
t
vv = g(v) in R
3.
Similarly as in the proof of the case v 6= 0 of the claim (4.5), we can get a con-
tradiction for d0 sufficient small. Hence, the claim (4.18) holds and so using the
Vanishing Lemma 2.4, we see that
ûε → û in L
p(R3), p ∈ (2, 2∗s). (4.21)
By (4.15), recalling that ûε(z) = uε,1(z +
xε
ε ), we have
Pε(ûε) ≤ cV0 + o(1).
Letting ε→ 0, and using (4.21), (V0), we get
IV (x0)(û) ≤ cV0 .
On the other hand, in view of 〈J ′ε(uε), uε,1〉 → 0 and (4.16), and 〈Q
′
ε(uε), uε,1〉 = 0,
we deduce that∫
R3
|Dsûε|
2 dz +
∫
R3
V (εz + xε)|ûε|
2 dz +
∫
R3
φtûε |ûε|
2 dz =
∫
R3
f(εz, ûε)ûε dz + o(1),
then by Fatou’s Lemma, (4.21) and (4.17), we have that∫
R3
|Dsû|
2 dz +
∫
R3
V (x0)|û|
2 dz +
∫
R3
φtû|û|
2 dz
≤ lim inf
ε→0
(∫
R3
|Dsûε|
2 dz +
∫
R3
V (εz + xε)|ûε|
2 dz +
∫
R3
φtûε |ûε|
2 dz
)
= lim inf
ε→0
∫
R3
f(εz, ûε)ûε dz =
∫
R3
g(û)û dz
=
∫
R3
|Dsû|
2 dz +
∫
R3
V (x0)|û|
2 dz +
∫
R3
φtû|û|
2 dz,
which implies that ∫
R3
|Dsûε|
2 dz →
∫
R3
|Dsû|
2 dz,
and ∫
R3
V (εz + xε)|ûε|
2 dz →
∫
R3
V (x0)|û|
2 dz.
Hence, by (V0), we can deduce that
ûε → û in H
s(R3). (4.22)
By (4.4), (4.21), it is easy to check that û 6= 0. By (4.17), we have IV (x0)(û) ≥
cV (x0). Hence, IV (x0)(û) = cV (x0) is proved. In view of x0 ∈ M
β ⊂ Λ, we have
that V (x0) = V0 and x0 ∈ M. As a consequence, û is, up to a translation in the
x−variable, an element of LV0 , namely there existsW ∈ LV0 and z0 ∈ R
3 such that
û(z) =W (z − z0). Consequently, from (4.4), (4.16) and (4.22), we have that
‖uε − ϕε(· −
xε
ε
− z0)W (· −
xε
ε
− z0)‖Hε → 0 as ε→ 0.
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Observing that ε(xεε + z0)→ x0 ∈M as ε→ 0, so the proof is completed. 
For a ∈ R we define the sublevel set of Jε as follows
J aε = {u ∈ Hε
∣∣∣ Jε(u) ≤ a}.
We observe that the result of Lemma 4.4 holds for d0 > 0 sufficiently small
independently of the sequences satisfying the assumptions.
Lemma 4.5. Let d0 be the number given in Lemma 4.4. Then for any d ∈ (0, d0),
there exist positive constants εd > 0, ρd > 0 and αd > 0 such that
‖J ′ε(u)‖(Hε)′ ≥ αd > 0 for every u ∈ J
cV0+ρd
ε ∩ (N
d0
ε \N
d
ε ) and ε ∈ (0, εd).
Proof. By contradiction we suppose that for some d ∈ (0, d0), there exists {εi},
{ρi} and ui ∈ J
cV0+ρi
εi ∩ (N
d0
εi \N
d
εi) such that
‖J ′εi(ui)‖(Hεi )′ → 0 as i→∞.
By Lemma 4.4, we can find {yi} ⊂ R3, x0 ∈ M, W ∈ LV0 such that
lim
i→∞
|εiyi − x0| → 0 lim
i→∞
‖ui − ϕεi(· − yi)W (· − yi)‖Hεi = 0.
Thus, εiyi ∈Mβ for sufficiently large i and then by the definition of Nεi and N
d
εi ,
we obtain that ϕεi (·− yi)W (·− yi) ∈ Nεi and ui ∈ N
d
εi for sufficiently large i. This
contradicts with ui 6∈ N dεi and completes the proof. 
We recall the definition (4.3) of γε(τ). The following Lemma holds.
Lemma 4.6. There existsM0 > 0 such that for any δ > 0 small, there exists αδ > 0
and εδ > 0 such that if Jε(γε(τ)) ≥ cV0 − αδ and ε ∈ (0, εδ), then γε(τ) ∈ N
M0δ
ε .
Proof. First, for any u ∈ Hs(R3), we have that∫
R3
|Ds(ϕεu)|
2 dz ≤ 2
∫
R3
ϕ2ε|Dsu|
2 dz + 2
∫
R3
u2|Dsϕε|
2 dz
≤ 2
∫
R3
|Dsu|
2 dz +
(∫
R3
|u|2
∗
s dz
) 2
2∗s
(∫
R3
|Dsϕε|
3
s
) 2s
3
≤ 2
∫
R3
|Dsu|
2 dz + C
(∫
R3
|u|2
∗
s dz
) 2
2∗s .
Thus, there exists M0 > 0 such that
‖ϕεu‖Hε ≤M0‖u‖. (4.23)
The remain proof is similar to the proof of Lemma 4.5 in [20], we omit its proof. 
We are now ready to show that the penalized functional Jε possesses a critical
point for every ε > 0 sufficiently small. Choose δ1 > 0 such that M0δ1 <
d0
4 in
Lemma 4.6, and fixing d = d04 := d1 in Lemma 4.5. Similar to the proof of Lemma
4.6 in [20], we can prove the following result.
Lemma 4.7. There exists ε > 0 such that for each ε ∈ (0, ε), there exists a sequence
{uε,n} ⊂ J C˜ε+εε ∩ N
d0
ε such that J
′
ε(uε,n)→ 0 in (Hε)
′ as n→∞.
Lemma 4.8. Jε possesses a nontrivial critical point uε ∈ N d0ε ∩ J
Dε+ε
ε for ε ∈
(0, ε¯].
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Proof. By Lemma 4.7, there exists ε¯ > 0 such that for each ε ∈ (0, ε¯], there exists a
sequence {uε,n} ⊂ JDε+εε ∩N
d0
ε such that J
′
εn(uε,n)→ 0 as n→∞ in (Hε)
′. Since
N d0ε is bounded, then {uε,n} is bounded in Hε and up to a subsequence, we may
assume that there exists uε ∈ Hε such that uε,n ⇀ uε in Hε, uε,n → uε in L
p
loc(R
3)
for 1 ≤ p < 2∗s and uε,n → uε a.e. in R
3.
We claim that
lim
R→∞
sup
n≥1
∫
|x|≥R
(|Dsuε,n|
2 + V (εz)|uε,n|
2) dz = 0. (4.24)
Indeed, Choosing a cutoff function ψρ ∈ C∞(R3) such that ψρ(z) = 1 on
R3\B2ρ(0), ψρ(z) = 0 on Bρ(0), 0 ≤ ψρ ≤ 1 and |∇ψρ| ≤
C
ρ . Since ψρuε,n ∈ Hε,
then 〈J ′εn(uε,n), ψρuε,n〉 → 0 as n → ∞. Thus, for sufficiently large ρ such that
Λε ⊂ Bρ(0), we have∫
R3
(|Dsuε,n|
2 + V (εz)|uε,n|
2)ψρ dz +
∫
R3
∫
R3
(uε,n(z)− uε,n(y))(ψρ(z)− ψρ(y))uε,n(y)
|z − y|3+2s
dy dz
=
∫
R3
f(εz, uε,n)uε,nψρ dz −
∫
R3
φtuε,n |uε,n|
2ψρ dz − 4
(∫
R3\Λε
|uε,n|
2 dz − ε
)
+
∫
R3\Λε
|uε,n|
2ψρ dz
≤
∫
R3
f(εz, uε,n)uε,nψρ dz ≤
V0
k
∫
R3
|uε,n|
2ψρ dz.
In view of the fact that |Dsψρ|2 ≤
C
ρ2s for any z ∈ R
3 and Ho¨lder’s inequality, we
deduce that∫
R3
∫
R3
(uε,n(z)− uε,n(y))(ψρ(z)− ψρ(y))uε,n(y)
|z − y|3+2s
dy dz
≤
( ∫
R3
|Dsuε,n|
2 dz
)1
2
(∫
R3
|DsψR|
2|uε,n|
2 dz
) 1
2
≤
C
ρs
‖uε,n‖2 ≤
C
ρs
.
Therefore, from the estimates above, we obtain∫
R3\B2ρ(0)
(|Dsuε,n|
2 + V (εz)|uε,n|
2) dz ≤
C
ρs
.
Thus, the claim follows. From (4.24), we see that uε,n → uε in L2(R3). By use of
interpolation inequality, we conclude that uε,n → uε in Lp(R3) for 2 ≤ p < 2∗s. It
follows from standard arguments that uε,n → uε in Hε. Since 0 6∈ N d0ε , uε 6= 0 and
uε ∈ N d0ε ∩ J
Dε+ε
ε . The proof is completed. 
5. Proof of Theorem 1.1.
From Lemma 4.8, we see that there exists ε¯ > 0 and d0 > 0 such that for each
ε ∈ (0, ε¯], uε ∈ N d0ε ∩ J
Dε+ε
ε is a nontrivial solution of problem
(−∆)su+ V (εz)u+ φtuu+ 4
(∫
R3\Λε
u2 dz − ε
)
+
χR3\Λεu = f(εz, u) in R
3, (5.1)
where χR3\Λε is the characterization function of the set R
3\Λε. Taking −u−ε as a
test function in (5.1), we can deduce that uε ≥ 0. Since uε ∈ N d0ε ∩ J
Dε+ε
ε , by
Lemma 4.1, we get that {uε} is uniformly bounded in ε ∈ (0, ε¯] and {Jε(uε)} is
uniformly bounded from above for all ε > 0 small. Thus, it is easy to check that
{Qε(uε)} uniformly bounded for all ε > 0 small.
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Step 1. We claim that there exists C > 0 such that for any ε ∈ (0, ε¯]
‖uε‖L∞(R3) ≤ C. (5.2)
It suffices to prove that for any {εi} satisfying εi → 0, there holds ‖uεi‖L∞(R3) ≤ C,
where C > 0 is a positive constant. For a sequence εi → 0, there is a corresponding
sequence {uεi} satisfying uεi ∈ N
d0
εi ∩J
Dεi+εi
εi and J
′
εi(uεi) = 0. In view of Lemma
4.3, we see that {uεi} satisfies the condition of Lemma 4.4. Hence there exist
x0 ∈ M and W0 ∈ LV0 satisfying
εixεi → x0 and ‖uεi − ϕεi(· − xεi)W0(· − xεi)‖Hεi → 0
as i→∞. Thus
lim
i→∞
‖uεi(·+xεi)−W0‖ ≤ lim
i→∞
‖uεi−ϕεi(·−xεi )W0(·−xεi )‖Hεi+ limi→∞
‖(1−ϕεi)W0‖ = 0.
By Lemma 2.2, we conclude that ‖uεi(· + xεi)‖L∞(R3) ≤ C and the claim holds
true.
Step 2. For any sequence {εi} with εi → 0, by Lemma 4.4, there exist, up to a
subsequence, {xεi} ⊂ R
3, x0 ∈ M, W0 ∈ LV0 such that
εixεi → x0 and ‖uεi − ϕεi(· − xεi)W0(· − xεi)‖Hεi → 0
which implies that
wεi(z) := uεi(z + xεi )→W0 in H
s(R3). (5.3)
By (5.2), we see that wεi →W0 in L
p(R3) for 1 ≤ p <∞.
Now, setting
hεi(z) = wεi(z) + f(εiz + εixεi , wεi(z))−
[
V (εiz + εixεi)wεi (z) + φ
t
wεi
(z)wεi(z)
+ 4
(∫
R3\Λεi−xεi
w2εi dz − εi
)
+
χR3\Λεi−xεi (z)wεi (z)
]
.
Clearly, in view of the uniformly boundedness of Qεi(wεi ) and (5.2), thus there
exists C > 0 such that |hεi(z)| ≤ C for any z ∈ R
3 and i ∈ N. By (5.2) and (5.3),
we have that∫
R3
χR3\Λεi−xεi (z)wεi(z) dz ≤
∫
R3
|wεi −W0| dz +
∫
R3
χR3\Λεi−xεi (z)W0(z) dz
=
∫
R3\(Λεi−xεi )
W0(z) dz + o(1)
≤
∫
R3\Bβ/εi (0)
W0(z) dz + o(1)
→ 0 as i→∞.
Therefore, hεi → h in L
q(R3) for 1 ≤ q < ∞, where h(z) = W0(z) + g(W0) −
V (x0)W0 − φ
t
W0
W0. We rewrite the equation (5.1) as
(−∆)swεi + wεi = hεi z ∈ R
3.
According to the arguments in [16], we see that
wεi(z) =
∫
R3
K(z − y)hεi(y) dy z ∈ R
3,
where K is a Bessel potential, which possesses the following properties:
(K1) K is positive, radially symmetric and smooth in R
3\{0};
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(K2) there exists a constant C > 0 such that K(x) ≤
C
|x|3+2s for all x ∈ R
3\{0};
(K3) K ∈ Lτ (R3) for τ ∈ [1,
3
3−2s ).
We define two sets Aδ = {y ∈ R3 | |z− y| ≥
1
δ } and Bδ = {y ∈ R
3 | |z− y| < 1δ }.
Hence,
0 ≤ wεi(z) ≤
∫
R3
K(z−y)|hεi(y)| dy =
∫
Aδ
K(z−y)|hεi(y)| dy+
∫
Bδ
K(z−y)|hεi(y)| dy.
From the definition of Aδ and (K2), we have that for all n ∈ N,∫
Aδ
K(z−y)|hεi(y)| dy ≤ Cδ
s‖hεi‖∞
∫
Aδ
1
|z − y|3+s
dy ≤ Cδs
∫
Aδ
1
|z − y|3+s
dy := Cδ2s.
On the other hand, by Ho¨lder’s inequality and (K3), we deduce that∫
Bδ
K(z − y)|hεi(y)| dy ≤
∫
Bδ
K(z − y)|hεi − h| dy +
∫
Bδ
K(z − y)|h| dy
≤
( ∫
Bδ
K
6
3+2s dy
) 3+2s
6
( ∫
Bδ
|hεi − h|
6
3−2s dy
) 3−2s
6
+
( ∫
Bδ
K
6
3+2s dy
) 3+2s
6
( ∫
Bδ
|h|
6
3−2s dy
) 3−2s
6
≤
( ∫
R3
K
6
3+2s dy
) 3+2s
6
(∫
R3
|hεi − h|
6
3−2s dy
) 3−2s
6
+
( ∫
R3
K
6
3+2s dy
) 3+2s
6
( ∫
Bδ
|h|
6
3−2s dy
) 3−2s
6
,
where we have used the fact that 63+2s <
3
3−2s .
Since
( ∫
Bδ
|h|
6
3−2s dy
) 3−2s
6
→ 0 as |z| → +∞, thus, we deduce that there exist
i0 ∈ N and R0 > 0 independence of δ > 0 such that∫
Bδ
K(z − y)|hεi(y)| dy ≤ δ, ∀i ≥ i0 and |z| ≥ R0.
Hence, ∫
R3
K(z − y)|hεi(y)| dy ≤ Cδ
2s + δ, ∀i ≥ i0 and |z| ≥ R0.
For each i ∈ {1, 2, · · · , i0−1}, there existsRi > 0 such that
( ∫
Bδ
|hεi |
6
3−2s dy
) 3−2s
6
<
δ as |z| ≥ Ri. Thus, for |z| ≥ Ri, we have that∫
R3
K(z − y)|hεi(y)| dy ≤ Cδ
2s +
∫
Bδ
K(z − y)|hεi(y)| dy
≤ Cδ2s + ‖K‖ 6
3+2s
( ∫
Bδ
|hεi |
6
3−2s dy
) 3−2s
6
≤ C(δ2s + δ)
for each i ∈ {1, 2, · · · , i0 − 1}. Therefore, taking R = max{R0, R1, · · · , Ri0−1}, we
infer that for any i ∈ N, there holds
0 ≤ wεi (z) ≤
∫
R3
K(z − y)|hεi(y)| dy ≤ Cδ
2s + δ, for all |z| ≥ R
which implies that lim
|z|→∞
wεi(z) = 0 uniformly in i ∈ N.
Similar arguments to the proof of (ii) of Proposition 3.8, we see that for any
i ∈ N but fixed, there exists C > 0 independent of εi > 0 such that
0 ≤ wεi (z) ≤
C
1 + |z|3+2s
for any z ∈ R3.
FRACTIONAL SCHRO¨DINGER-POISSON SYSTEM 29
Therefore, ∫
R3\Λεi
w2εi dz ≤ C
∫
R3\BR/εi (0)
1
(1 + |z|3+2s)2
dz ≤ Cε4s+3i
which implies that Qεi(z) = 0 for εi > 0 small. Hence wεi is a solution of the
following problem
(−∆)su+ V (εz)u+ φtuu = f(εz, u) in R
3.
Step 3. For the wε above in Step 2, uε(z) = wε(z − xε) < a, for all z ∈ R3\Λε.
Noting that εxε → x0 and x0 ∈ Λ. Thus, there exists R
′ > 0 such that
BR′(εxε) ⊂ Λ for ε > 0 small. Hence, BR′/ε(xε) ⊂ Λε for ε > 0 small. More-
over, by Step 2, there is R1 > 0 such that wε(z) < a for |z| ≥ R1. Thus,
uε(z) = wε(z − xε) < a, for all z ∈ R
3\BR1(xε) and ε > 0 small.
Since
R
3\Λε ⊂ R
3\BR′/ε(xε) ⊂ R
3\BR1(xε) and ε > 0 small
and then
uε(z) = wε(z − xε) < a ∀z ∈ R
3\Λε and ε > 0 small.
Step 4. By Lemma 4.8, we see that problem (5.1) has a nonnegative solution
vε for all ε ∈ (0, ε¯]. From Step 3, there exists ε0 > 0 such that
vε(z) < a ∀z ∈ R
3\Λε and ε ∈ (0, ε0)
which implies that f(εz, vε) = g(vε). Thus, vε is a solution of problem
(−∆)sv + V (εz)v + φtvv = g(v) z ∈ R
3. (5.4)
for all ε ∈ (0, ε0). Let uε(x) = vε(x/ε) for every ε ∈ (0, ε0), it follows that uε must
be a solution to original problem (1.1) for ε ∈ (0, ε0).
If yε denotes a global maximum point of vε, then
vε(yε) ≥ a ∀ ε ∈ (0, ε0). (5.5)
Suppose that vε(yε) < a, taking vε as a text function for (5.4), we get
V0
∫
R3
v2ε dz ≤
∫
R3
V (εz)v2ε dz ≤
∫
R3
g(vε)vε dz
=
∫
R3
v2ε
g(vε)
vq−1ε
vq−2ε dz
≤
∫
R3
v2ε
g(a)
a
dz =
V0
k
∫
R3
v2ε dz
which we have used the hypothesis (g3) and q−2 > 0. Hence we get a contradiction
owing to the choosing k > 2. In view of Step 3, we see that {yε} is bounded for
ε ∈ (0, ε0).
In what follows, setting zε = εyε + εxε, where {xε} is given in Step 2. Since
uε(x) = vε(
x
ε − xε), then zε is a global maximum point of uε and uε(zε) ≥ a for all
ε ∈ (0, ε0).
Now, we claim that lim
ε→0+
V (zε) = V0. Indeed, if the above limit does not hold,
there is εn → 0+ and γ0 > 0 such that
V (zεn) ≥ V0 + γ0 ∀n ∈ N. (5.6)
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By Step 2, we know that lim
|z|→∞
vεn(z) = 0 uniformly in n ∈ N. From (5.5), thus
{zεn} is a bounded sequence. Using Lemma 4.4, we know that there is x0 ∈ M
such that V (x0) = V0 and εnxεn → x0. Hence, zεn = εnxεn + εnyεn → x0 which
implies that V (zεn)→ V (x0) = V0 contradicting with (5.6).
To complete the proof, we only need to prove the decay properties of uε. Similar
argument to the proof of Proposition 3.8, we can obtain that
0 < vε(z) ≤
C
1 + |z|3+2s
.
Thus, by the boundedness of {yε}, i.e., there exists C0 > 0 such that |yε| ≤ C0, we
have
uε(x) = vε(
x
ε
− xε) ≤
C
1 + |x−zε+εyεε |
3+2s
≤
Cε3+2s
ε3+2s(1− C3+2s0 ) + |x− zε|
3+2s
:=
Cε3+2s
ε3+2sC1 + |x− zε|3+2s
.
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