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CHAPTER 1 
 
INTRODUCTION 
 
 
          The  application  of  nanotechnology  in  various  areas,  such  as  sensors,  energy 
storage,  electronics,  catalysis  etc.  demands  the  ability  to  manipulate  nanoscale 
objects into functional materials and devices. In recent years advances in synthesis 
techniques  have  produced  nanoparticles  with  various  geometries,  sizes  and 
compositions  [1,  2].  The  ability  to  assemble  these  nanoparticles  into  specific 
structures for creating novel functional materials and devices is one of the current 
challenges  in  the  evolving  field of nanotechnology. Top‐down approaches,  such as 
casting, have been widely used for manufacturing materials.  Other processes, such 
as  X‐ray  and  electron  beam  lithography  [3],  have  been widely  used  to  alter  bulk 
materials on nanometer scales. But  it  is an overwhelming  task to modify  the  large 
number  of  these  building  blocks  into  specific  arrangements  using  the  traditional 
top‐down  approaches.  Instead  self‐assembly,  a  bottom‐up  approach,  is  generally 
considered as a promising technique [4‐7] to arrange nanoscale building blocks into 
desired  structures  by  using  the  interactions  between  the  nano‐building  blocks 
(NBBs) as  the driving mechanism  for  the assembly process. There are several key 
advantages of the bottom‐up approach over the top‐down approaches: (1) bottom‐
up assembly allows potentially smaller geometries than photolithography, (2) it is in 
principle  more  economical  than  top‐down  approaches,  in  that  it  does  not  waste 
material  to  etching  and  does  not  require  the  high  technology  equipment  used  in 
2 
 
today’s multi‐billion dollar  fabs,  (3)  large numbers of nano‐building blocks can be 
arranged  simultaneously,  and  (4)  highly  complex  structure  formation  may  be 
possible with this approach [6, 8]. 
There exist many natural building blocks that self‐assemble into complex structures. 
For  example,  viruses  can  be  assembled  into  a  variety  of  uniquely  shape  capsides 
such as icosahedra, tubes, helices, sheets, etc [9]. But there are very few approaches 
in the literature which offer a comprehensive and generic scheme for nanoparticle 
assembly. Recent advances in synthesis techniques provide an impressive variety of 
NBBs  of  different  shapes  [1,  2]  with  many  studies  demonstrating  the 
functionalization  of  NBBs  with  flexible  oligomeric,  polymeric  and  biomolecular 
tethers with  specific  and non‐specific  interactions  to direct  their  assembly  [6,  10‐
12].  These  functionalized  materials,  often  referred  to  as  tethered  NBBs,  can  be 
considered as a new class of macromolecule, with the ability to control nanoparticle 
assembly  [11].  Certain  classes  of  tethered NBBs  possess  characteristics  similar  to 
block  copolymers  (BCPs)  and  surfactants;  as  such,  ordered  microphases  often 
appear  that  are  governed  by  similar  physics,  where  two  or  more  incompatible 
species seek to minimize their free energy by aggregating with species of their own 
kind [12‐14].  Other classes of tethered NBBs may behave closer to dipolar or patchy 
systems  [15‐17],  where  strong  directional  interactions  exist,  creating  strings  and 
other  related  phases.    Understanding  how  to  control  and  predict  the  behavior  of 
these  systems  is  of  the  utmost  importance  to  the  creation  of  next  generation 
functional nanomaterials with specific, desirable properties. 
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This  thesis work  presents  a  novel  efficient  technique  to  evaluate  the  vapor‐liquid 
equilibrium  behavior  of  polymer  tethered  nanoparticle  systems  under  various 
anisotropic  conditions  using molecular  dynamics  simulations  and  volume‐quench 
dynamics  technique.  Additionally,  our  simulation  results  are  also  compared  with 
SAFT‐VR,  demonstrating  good  qualitative  agreement  between  simulation  and 
theory. SAFT‐VR calculations are used to extrapolate trends to state points difficult 
to study via simulation alone (e.g., long chains). 
 
This  thesis  is  organized  as  follows.  Chapter  2  provides  a  brief  background  of 
Molecular Dynamics (MD) and its components, applications of MD simulations. Also 
in  this  chapter  a  brief  overview  of  vapor‐liquid  equilibrium  (VLE)  and  its 
applications  is  given.  Chapter  3  talks  about  tethered  nanoparticles  (TNP),  some 
related experimental and simulation studies of TNPs and the applications of TNPs. 
Chapter  4  describes  the  objective  of  the  thesis.  Chapter  5  provides  detailed 
simulation model  and methodology  used  for  this work.  Chapter  6  talks  about  the 
results obtained from the simulations and their interpretations. Finally we conclude 
this thesis with a summary in Chapter 7. 
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CHAPTER 2 
 
BACKGROUND 
 
 
2.1 Molecular Dynamics (MD) Overview 
 
       Molecular dynamics (MD) is a molecular simulation method based on computing 
the  motions  of  individual  atoms  and/or  molecules  [18‐20].  Coupled  Newton’s 
equation  of  motion,  which  describe  the  positions  and momenta,  are  solved  for  a 
large number of particles in an isolated cluster or effectively in bulk using periodic 
boundary  conditions.  The  equations  of  motion  for  these  particles  which  interact 
with  each other via  intra‐  and  inter‐molecular potentials  can be  solved accurately 
using  various  numerical  integration  methods  such  as  the  common  predictor‐
corrector  or  Verlet  methods.  Molecular  dynamics  efficiently  evaluates 
configurational  and  dynamic  properties  the  latter  of  which  cannot  generally  be 
obtained by Monte Carlo simulation. 
(a)  Main principle 
      The main principle of MD  simulation  [18]  is  as  follows:  given  the  system  state 
S(t0), that is, the position r and velocity v of every particle in the system at time t0, 
subsequent states S(t0+Δt), S(t0+2 Δt),……., are calculated by using Newton’s law F = 
ma. For accurate results small timesteps Δt have to be used. To calculate S(t0+(n+1) 
Δt) from S(t0+n Δt), first for every particle i, the force on each particle, Fi(t0+n Δt) is 
calculated. Fi(t0+n Δt) is the sum of the forces on i as exerted by the other particles 
of  the  system  at  time  t0+n  Δt.  For  every  particle  i  the  force  Fi(t0+n  Δt)  is  then 
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integrated to get the new velocity vi(t0+n Δt). Using this velocity, for every particle i 
the new position ri(t0+(n+1) Δt) can be calculated. 
(b)  Integration 
      A widely used, simple and numerically stable, integration algorithm is the Verlet 
leapfrog algorithm [21].  In this algorithm particle positions are calculated at times 
(t0 + n Δt) and velocities at midpoints, i.e. at t0 + (n+ ଵଶ) Δt. With tn = t0 + n Δt.  
The equations for leap‐frog integration are shown in equation 2.1.1 and 2.1.2. 
vi tn +Dt/2^ h =vi tn -Dt2b l+m-1Fi(tn)Dt             (2.1.1) 
                           ri (tn+Dt) = ri(tn) + vi tn -Dt2b lDt                 (2.1.2) 
(c)  Interaction Forces 
       Generally,  in  an  MD  simulation  the  forces  between  particles  only  depend  on 
particle positions, not on velocities. Usually,  interactions are specified by giving an 
expression for the potential energy of the interaction, hence the force can be written 
as gradient of the potential. 
Two  classes  of  interactions  may  be  distinguished:  non‐bonded  interactions  and 
bonded interactions. 
(d)  Non­Bonded Interactions 
       Non‐bonded interactions model flexible interactions between particle pairs. Two 
well  known non‐bonded  interaction  potentials  are  the  Coulomb  potential  and  the 
Lennard‐Jones potential [19, 22, 23].  
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The non‐bonded interactions are described by using the following expressions: 
 Electrostatic Terms (Coulomb potential) 
The electrostatic interactions between two atoms i and j is given by equation 2.1.3.  
               VCoul =  ଵସగఌ0 
௤i௤j
௥ij                                  (2.1.3) 
where qi and qj are the charges of particle i and j respectively, rij is the distance 
between the particles i and j respectively. The Coulomb force on particle i, due to 
particle j is given by equation 2.1.4. 
                                             Fij Coul =  ௤i௤jସగఌ0 
௥ij
௥ij3                               (2.1.4) 
 Van der Waals Terms (12‐6 Lennard‐Jones potential) 
                                                  
VLJ = 4f rij
v` j12 - rijv` j6: D                          (2.1.5)                        
where  ε  is  a  constant  determining  the  depth  of  the  potential  well,  and  where  σ 
determines  the diameter of  the particle. The  term (ఙ௥ijሻ12
 models a strong repulsive 
force at very short distances, and the term ( ఙ௥௜௝ሻ6 models  an  attractive  force with  a 
longer range interaction. Adding these two terms gives a potential well. The force of 
the Lennard‐Jones interaction exerted on particle i by particle j is given by  
 
Fij=4f 12 rij
v` j12 - 6 rijv` j6: D rij2
rijb l
                           
(2.1.6) 
Due to the  ‘action = ‐reaction’ principle (Newton’s  third  law of motion),  the forces 
between two interacting particles are related by 
Fji = ‐ Fij 
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So, the force between every particle pair i, j has to be evaluated only once instead of 
twice.  The  usual  way  to  evaluate  every  interaction  only  once  is  to  use  the  j  >  i 
criterion, i.e., to calculate explicitly the force on the particle with the highest particle 
number. 
(e)  Bonded Interactions 
        Bonded  interactions  [19]  model  rather  strong  chemical  bonds,  and  are  not 
created or broken during  a  simulation.  For  this  reason,  these  interactions may be 
evaluated by running through a fixed list of groups of particle numbers, where each 
group  represents  a  bonded  interaction  between  two  or more  particles.  The  three 
most widely used bonded  interactions  are  the bond  stretch  interaction,  the bond‐
angle interaction and the dihedral interaction. 
The bond stretch  interaction is a bonded  interaction between two particles  i and  j 
with interaction potential. It is frequently modeled as a harmonic spring viz. 
        
V = 2
1 K b r ij - r 0^ h2
                                 (2.1.7) 
The spring has an equilibrium length r0 and a spring constant Kb. 
The bond‐angle interaction is a three particle interaction between i, j, k, with 
interaction potential is frequently modeled as 
                                 
V = 2
1 K i i - i 0^ h 2
                                              (2.1.8) 
where, θ  is the angle between two bonds to a common atom, θ0  is the equilibrium 
length, and Kθ is the force constant. 
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The  dihedral  angle  interaction V(φ)  is  a  four  particle  interaction  between  i,  j,  k,  l 
with an interaction potential V = V(φ), and is frequently modeled as 
V =K z (1 + c o s(n z-zd))                                              (2.1.9) 
where,  φ is the dihedral torsional angle and δ is a constant. 
The schematic representation of bond angle interaction and dihedral angle 
interaction is shown in figure 2.1. 
 
 
 
 
 
 
 
 
 
(f) Cut­Off Radius and Neighbor Searching 
      In  principle,  a  non‐bonded  interaction  exists  between  every  particle  pair. 
Because most  of  the  CPU  time  of  an MD  simulation  is  spent  in  non‐bonded  force 
calculations,  the  greatest  gain  in  performance  can  be  achieved  by  efficiency 
improvements in this part. Two optimizations are widely applied: the use of a cut‐
off radius, and the use of neighbor lists [18, 19]. 
The main contribution to the total force on a particle is from neighboring particles. 
Therefore, only a small error is introduced when interactions are evaluated between 
Fig 2.1. (a) Bond‐angle interaction. Q is the angle between the lines i, j and 
k, j, (b) Dihedral interaction with negative φ. m is normal to the i, j, k plane, 
n is normal to the j, k, l plane.  
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particles with a distance less than a specified cut‐off radius rcut. Choosing rcut so that 
for  each particle 100  to 300 other particles are within  cut‐off  radius  gives a good 
balance  between  correct  physics  and  efficiency.  For  a  system of  104  particles  this 
makes the non‐bonded force computation a factor 104/100 to 104/300 faster.  
Still  when  using  a  cut‐off  radius,  all  pairs  have  to  be  inspected  to  see  if  their 
separation is less than rcut. This is called neighbor searching. However, the timesteps 
made  are  so  small  that  particles  travel  only  a  very  small  distance  during  one 
timestep.  In  other words,  the  set  of  particles within  rcut  of  a  given particle  hardly 
changes during one timestep. Therefore, only a small error is made when only every 
10  or  20  timesteps  all  pairs  are  inspected  to  see  if  their  distance  is  less  than  rcut. 
Pairs with a distance less than rcut are stored in so called neighbor lists which are 
used the next 10 or 20 timesteps. In this way the all‐pairs inspection every timestep 
is replaced by an all‐pairs  inspection every 10 or 20 timesteps at the cost of some 
memory space to store the neighbor list of every particle. Using rcut and a neighbor 
list, non‐bonded force calculations still take about 70% of the total CPU time. 
 
(g)  Periodic Boundary Conditions 
       Molecular dynamics  is  typically applied  to small  systems containing  thousands 
of particles. Unless the behaviors near the walls (surface effects) are of interest, they 
can be eliminated and periodic boundary conditions are employed to simulate  the 
bulk material [19]. Particles are generated in a volume V which is called the primary 
cell. The bulk is assumed to be composed of the primary cell surrounded by its exact 
replicas to model a macroscopic sample. The image cells not only have the same size 
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and  shape  as  the  primary  one  but  also  contain  particles  that  are  images  of  the 
particles in the primary cell. Cells are separated by open boundaries so particles can 
freely  enter  or  leave  any  cell.  When  particles  leave  the  cell,  their  images 
simultaneously enter the cell through the opposite face. Therefore the shape of the 
cells must be space filling. The number of image cells needed depends on the range 
of  intermolecular  forces.  When  the  forces  are  sufficiently  short  ranged  (e.g.  in 
truncated Lennard‐Jones model),  only  image  cells  that  adjoin  the primary  cell  are 
needed  (minimum  image  convention).  For  squares  in  two  dimensions,  there  are 
eight  adjacent  image  cells whereas  for  cubes  in  three  dimensions,  the  number  of 
adjacent images is 26. Figure 2.2 illustrates the periodic boundary condition in two 
dimensions with the primary cell surrounded by eight of its image cells. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 2.2.  Periodic boundary condition in two dimensions with 
the primary cell surrounded by its image cells. Molecules that 
leave the cell will be replaced by their images entering the cell 
from the opposite side. 
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2.2 Applications of Molecular Dynamics 
 
       MD simulations are used to complement and to replace experiments in physics 
and chemistry. As such, MD has been used to study simple gases, liquids, polymers, 
crystals,  liquid  crystals,  proteins,  proteins  in  liquids,  membranes,  DNA‐protein 
interactions [24, 25], etc. For example, the equation of state (the p; T; V diagram) or 
transport  phenomena,  such  as  thermal  conductivity,  diffusivity  of  a  gas,  may  be 
calculated by an MD simulation  [26]. For polymers MD has been used  to calculate 
mechanical properties  like compressibility and tensile strength [27].  In the area of 
drug  design,  MD  is  used  to  calculate  the  free  energy  of  binding  [28].  Nuclear 
Magnetic  Resonance  experiments  give  incomplete  information  about  inter‐atom 
distances;  MD  is  used  to  refine  these  data.  Many  of  the  physical  properties 
mentioned are not derived from one system state but as a time average over a long 
sequence of consecutive states.  
 
2.3 Vapor­Liquid Equilibrium (VLE) 
 
       Separation and purification processes account for a large portion of the design, 
equipment,  and  operating  costs  of  a  chemical  plant.  Equilibrium  between 
mechanically  separable  phases  is  a  part  of  the  basis  for  most  of  the  operations 
involved  in  chemical  engineering.  Most  of  the  separation  processes  are  contact 
operations and they require a favorable relationship between the equilibrium states 
of  two  phases  for  their  success.  In  distillation  [29],  a  difference  in  composition 
between a liquid and a gas phase in equilibrium is essential. The same is true for gas 
absorption  [30].  Liquid  extraction  [31]  requires  a  difference  in  composition 
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between  two  liquid  phases.  Other  examples  are  also  possible.  This  design  of  this 
processes  involve  the  use  of  accurate  vapor‐liquid  equilibrium  (VLE)  data  and 
correlating models  or,  in  the  absence  of  experimental  data,  of  accurate  predictive 
methods. Phase behavior, especially vapor‐liquid equilibria [32‐36], is important in 
the  design,  development,  and  operation  of  chemical  processes.  Because  the 
modeling  of  vapor‐liquid  equilibria  is  a  mature  subject,  one might  think  that  the 
available  activity  coefficient models  for  low‐pressure‐phase equilibria and various 
equations of state [37, 38] with the simple van der Waals one‐fluid mixing rules for 
high‐pressure  applications  provide  sufficient  tools  for  its  treatment.  But  this 
perception  is not actually  correct. For example,  activity  coefficient models  [39‐41] 
for highly non‐ideal mixtures are applicable only to the liquid phase but even then, 
with temperature‐dependent parameters. Cubic equations of state [37, 42] with the 
classical mixing  rules  can  be  used  over wide  range  of  temperature  and  pressure, 
although  only  for  hydrocarbons  and  inorganic  gases.  Also,  the  use  of  an  activity 
coefficient model for the liquid phase and an equation of state for the vapor phase 
are very inaccurate near and above the critical conditions. Therefore, until recently 
it was  very  difficult  to model  non‐ideal mixtures  of  organic  chemicals  adequately 
over large ranges of temperature and pressure. 
This  limitation was a significant problem,  for example,  in  the chemical  industry as 
tons  of  finished  products  are  produced,  and  they  are  obtained  from  basic  or 
commodity chemicals such as acetone, methanol, water, and so forth [88]. The end 
products  are  usually  complex  molecules  for  which  the  conventional  modeling 
methods are not always adequate. The phase behavior of the molecules in the basic 
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chemicals  category  is  simpler  to model; however  these  chemicals  are produced  in 
large quantities with significant global market competition, and thus more accurate 
modeling of them can have a significant economic impact. Recently it has also been 
recognized  that  emissions  and  waste  products  of  any  sort  can  pose  severe 
environmental  problems  and  must  be  minimized.  Consequently,  the  design 
requirements  for  the manufacture of chemicals are becoming ever more stringent, 
and  any  improvements  through  better  modeling  that  can  be  made  in  processes 
involving even the basic chemicals are important [88].  
As a result, throughout the chemical manufacturing spectrum, there is the need for 
vapor‐liquid equilibrium models of good accuracy. This is one of the reasons for the 
considerable recent activity devoted to the development of more accurate models to 
describe the vapor‐liquid equilibrium of more complex mixtures. 
 
2.4 Thermodynamics of Phase Equilibrium 
 
       The  starting  point  for  a  phase  equilibrium  calculation  is  the  thermodynamic 
requirement that the temperature, pressure, and partial molar Gibbs free energy of 
each species be the same in all phases in which that species is present [88]. That is, 
GiI (xiI, T, P) = GiII (xiII, T, P) = GiIII (xiIII, T, P) = ………..                 (2.4.1) 
where the partial molar Gibbs free energy of species i in phase J, GiJ (xiJ, T, P), is 
 GiJ (xiJ, T, P) = ቂడሺேJ GJሻడNiJ ቃ  = μiJ (xiJ, T, P)                                    (2.4.2) 
Here T and P are temperature and pressure, respectively, xi, represents all the mole 
fractions in phase J, GJ is the molar Gibbs free energy of the phase. The derivative is 
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to be taken with respect to the number of moles of species i in phase j with all other 
mole  numbers  held  constant.  The  partial  molar  Gibbs  of  a  species  is  equal  to  its 
chemical potential μi. 
Eqn.  (2.4.1)  is  an  exact  relation  from  thermodynamics.  However,  in  chemical 
engineering  design  and  process  simulation,  what  are  needed  are  interrelations 
between  the  compositions  of  the  phases  in  equilibrium  rather  than  among  the 
chemical  potentials  [88].  Consequently,  considerable  effort  in  applied 
thermodynamics is devoted to converting the relation of eqn. (2.4.1), together with 
the definition of  the chemical potential  in eqn.  (2.4.2),  into  interrelations between 
the compositions of the equilibrium phases. 
In an ideal homogeneous mixture 
            GiIM (T, P, xi) = Gi (T, P) + RT ln xi                                                                  (2.4.3) 
where Gi is the pure component molar Gibbs free energy of species i, the superscript 
IM indicates an ideal mixture, and Gi is partial molar Gibbs free energy of species i. 
Few mixtures  are  ideal mixtures,  and  real mixture  behavior may  be  described  in 
terms of departures  from eqn.  (2.4.3).  For  liquid mixtures,  this  is usually done by 
introducing the activity coefficient, γi, of component i in a solution where 
  Gi (T, P, xi) =  GiIM + RT ln γi = Gi (T, P) + RT ln xi  + RT ln γi                     (2.4.4) 
For the ideal solution the activity coefficients of the constituents are unity, and for 
the real solutions they are defined with respect to a suitable reference state with the 
limitation that the temperature of the reference state must be that of the solution. 
With equations of state, real mixture behavior is described by introducing the  
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fugacity, f.  
The fugacity of a species in a real mixture is 
                fi (T, P, xi) = xi fi (T,P) exp ቂGi ሺT, P, xiሻ‐ GiIM ሺT, P, xiሻRT ቃ                       (2.4.5) 
where fi (T, P) is the pure component fugacity of the species at the temperature and 
pressure of the mixture. A fugacity coefficient is defined as  
                        фi (T, P, xi) = ୤i ሺT,P,୶iሻ୶i P                                                               (2.4.6) 
Using the fugacity, the equilibrium relation of eqn. (2.4.1) becomes 
                      fiI (xiI, T, P) = fiII (xiII, T, P) = fiIII (xiIII, T, P) = ………..                          (2.4.7)                        
 
2.5  Applications of Vapor­Liquid Equilibrium  
 
       Processes  taking  advantage  of  favorable  vapor‐liquid  distributions  of 
components  form  by  far  the  most  extensive  list  of  processes  in  which  phase 
equilibrium  is  important.  Distillation  [29],  the  most  important  process  of  the 
chemical and petroleum industries,  is  the classical example of an operation whose 
success is determined by a favorable distribution between vapor and liquid phases. 
There  are,  however,  other  operations  of  importance  involving  vapor‐liquid 
equilibrium.  Gas  absorption  [30,  43],  azeotropic  distillation  [44],  extractive 
distillation, humidification and dehumidification, evaporation and flashing of liquid 
mixtures are all operations based on vapor‐liquid equilibrium. Because there are so 
many  applications  of  vapor‐liquid  equilibrium,  techniques  for  calculation  and 
experimental  determination  of  this  particular  type  of  phase  equilibrium  are 
extremely important and are more highly developed than for any other. 
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CHAPTER 3 
TETHERED NANOPARTICLE (TNP) 
 
          It  is well  known  that  the  aggregation/dispersion of  nanoparticles  can have  a 
significant  impact  on  the  properties  of  the  system.  One  approach  to  control  the 
aggregation is to create tethered nanoparticle building blocks, where polymers are 
grafted  to  the  nanoparticles.  The  resulting  behavior  of  the  tethered  system  is 
dictated by  the  contributions  from both  the nanoparticles  and polymers,  and  it  is 
possible  to  alter  the  structure  and  properties  of  these  systems  by  tuning  these 
interactions [45‐47]. In some cases, these tethered nanoparticles behave like BCP or 
surfactants,  where  their  assembly  is  driven  by  the  immiscibility  between 
nanoparticles  and  tethers.  Such  systems  are  also  commonly  referred  to  as  “shape 
amphiphiles”  [11].  For  example,  if  tethers  and  nanoparticles  dislike  each  other, 
these building blocks  can phase‐separate  into various  structures  such as  lamellae, 
cylinders,  gyroids,  etc. More  complex  structures  can  be  obtained  by  changing  the 
shape of  the nanoparticle,  such as adding additional  liquid crystalline ordering  for 
rod‐like nanoparticles [48‐52].  It  is also possible  to alter  the properties of a nano‐
building  block  system  by  tuning  the  interactions  between  the  nanoparticle  and 
polymer, as well as adjusting the conformational freedom of the polymer grafts [53]. 
The basic design concept behind tethered nanoparticles is to create building blocks 
with  anisotropic  interactions  [6],  and  this  functionalization  of  the  nanoparticles 
with tethers in an anisotropic manner causes the building blocks to act as their own 
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“templates” for self assembly where the size, shape and architecture of the tethering 
dictate  the  structure  and  properties  of  the  system.  The  resulting  assemblies  have 
broad utility in the area of nanotechnology, physical sciences and biology [10, 54]. 
 
3.1 Tethered nanoparticle anisotropy 
 
       It is also important to explore the various possible anisotropies associated with 
the tethered nanoparticles to understand the formation of the vast array of possible 
self‐assembled  structures  [22].  For  example,  tethered  nanorods  may  adapt  local 
packings different  from tethered nanospheres as a  result of asphericity associated 
with  the  rod.  While  less  obvious  than  shape,  some  other  possible  ways  to 
manipulate the anisotropy of tethered nanoparticles is to adjust (1) the number of 
tethers,  (2)  the  length  of  tethers,  (3)  the  relative  placement  of  tethers  on  the 
nanoparticle surface, and (4) tether interaction specifity. Each of these anisotropies 
can have significant impact on the self‐assembled structures. For example, attaching 
tethers  to  the  nanoparticle  may  shield  the  strong  nanoparticle‐nanoparticle 
interactions  and  as more  tethers  are  attached, more  shielding  of  interactions will 
occur.  As  such,  the  structures  formed  by  the  mono‐tethered  nanosphere  can  be 
significantly different than the di‐, quad‐, or hexa‐ tethered nanosphere [10, 12, 22, 
55]. The  length of  the  tethers  can also  change  the balance of  the  interactions  that 
drive the assembly. The relative location of tethers may impart strong directionality 
of  tether‐tether  interactions,  or  even  result  in  patchy  colloids  [56],  which  could 
exhibit  behavior  similar  to  a  permanent  dipole  moment.  Previous  simulations  of 
dipolar hard sphere [57] and also of Stockmayer fluids [58]  have revealed that the 
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anisotropy  of  the  dipolar  potential  promotes  the  formation  of  self‐assembled 
aggregates  like  chains,  rings  and  more  complex  clusters.  As  such,  to  develop  a 
theoretical framework for the rational design of functional materials and devices for 
various  applications,  it  is  extremely  important  to  understand  how  each  of  these 
anisotropies influences tethered nanoparticle assembly and properties [55, 56, 59] . 
In figure 3.1 key axes of anisotropy for tethered nanoparticles are shown. In fig axes 
A classifies number of tethers attached to the nanoparticle.  
 
 
 
 
 
 
 
 
Fig 3.1.  Classification  of  tethered nanoparticle  anisotropy.  (A) Number  of  tethers, 
(B)  Relative  length  of  tethers/relative  size  of  nanoparticle,  (C)  Number  of 
nanoparticle  vertices,  (D)  Relative  location  of  tethers,  (E)  Tether  interaction 
specifity (adapted from [22]). 
 
Axis B  classifies  the  relative  length of  the  tether. Axis C  refers  to  the nanoaprticle 
shape.  Axis  D  classifies  the  placement  of  the  tethers  on  the  nanoparticle.  Axis  E 
classifies the specificity of the tether‐tether interactions. 
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3.2 Experimental Studies of Tethered Nanoparticles 
 
       Many  examples  of  experimentally  synthesized  tethered  nanoparticles  have 
recently been reported in literature. Figure 3.2 shows the schematic representation 
of some experimentally synthesized building blocks.  
 
 
 
 
 
 
 
 
 
 
 
Fig  3.2.  Schematic  representation  of  some  experimentally  synthesized  tethered 
nanoparticles.  (a)  Poly  ethylene  glycol  (PEG)  tethered  SiO2  nanoparticle  [60],  (b) 
Polystyrene  (PS)  grafted  Fe3O4  nanoparticle  [61],  (c)  tethered  buckyball  [8]  ,  (d) 
telechelic POSS buckyball [62]. 
  
Song  et  al.  [8]  synthesized  buckyballs  with  poly  ethylene  oxide  (PEO)  tethers 
attached (schematic shown in fig 3.2 (c)). In this work they investigated the effect of 
miscibility and C60  concentration on  the aggregation behavior of  the PEO  tethered 
buckyball. They found the formation of spherical and wormy micellar aggregates as 
a result of the strong hydrophobicity of buckyball. They also found that changing the 
solvent  from  tetrahydrofuran  to  water  could  be  used  to  change  the  aggregation 
(a)  (b) 
(c)  (d) 
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behavior  of  the  telechelics  from  spherical  to  wormy  micellar  aggregates.  The 
Transmission  electron  microscopy  (TEM)  micrographs  of  tethered  buckyballs  in 
tetrahydrofuran (THF) and water are shown in figure 3.3.  
 
 
 
 
 
Fig 3.3. Experimental  results of  tethered buckyballs  (a) Spherical micelles  formed 
by mono‐tethered buckyballs  in  tetrahydrofuran,  (b)  spherical micelles  formed by 
telechelic  buckyballs  in  tetrahydrofuran  and  (c)  wormy  micelles  formed  by 
telechelic buckyballs in water (adapted from [8]). 
 
The  TEM  images  in  figure  3.3  (a)  and  3.3  (b)  show  the  formation  of  spherical 
micelles by  the mono‐tethered and  telechelic buckyballs  in THF. Fig 3.3  (c)  shows 
the  wormy  micellar  aggregate  formation  by  telechelic  buckyballs  in  water.  The 
mechanical properties of telechelic buckyball were demonstrated to be substantially 
enhanced  as  compared  to  the  polymer  tethers  alone.  For  example,  fracture 
toughness  of  the  telechelic  system  was  increased  by  2700  times  compare  to  the 
polymer alone and the telechelics could also sustain large plastic deformations of > 
640% before fracture; in both cases, the enhanced behavior was associated with the 
network‐like  structures  that  form  for  tethered  buckyballs  [63].    Westenhoff  and 
Kotov  developed CdTe quantum dots tethered to a polyelectrolyte film via anionic 
poly ethylene glycol (PEG) tethers [64]. They demonstrated that this PEG‐tethered 
CdTe  quantum dots  is  an  example  of  organized  nanoparticle  system with  tunable 
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optical  coupling.  Akcora  and  coworkers  created  polymer‐grafted  silica  particles, 
finding that aggregate structure can be controlled via the grafting density and length 
of the grafts [10]. Huang et al. made Polyimide (PI)/POSS nanocomposites and they 
observed the improvement in the thermal stability and mechanical property such as 
high  glass  transition  temperature  (Tg)  and  low  coefficient  of  thermal  expansion 
(CTE) of  the nanocomposites  resulted  from the  strong covalent bonds between PI 
and  POSS  molecules  [65].  Figure  3.4  shows  plot  of  the  coefficient  of  thermal 
expansion (CTE) vs the amine group ratio.  
 
 
 
 
 
 
 
 
           Fig 3.4. The coefficients of thermal expansion (CTE) of the PI‐POSS  
           nanocomposites vs amine group ratio (adapted from [65]). 
 
The CTEs of the PI‐POSS nanocomposites decrease dramatically with the increase in 
the amine group ratio as can be seen from fig. The CTEs of the pure PI and the PI–
POSS  nanocomposites  of  0.1  amine  group  ratio  are  65.8  and  46.6  ppm/K, 
respectively. When the amine group ratio  increases to 0.4,  the CTE of  the PI–POSS 
nanocomposite decreases to 37.4 ppm/K, which is less than 60% of the CTE of pure 
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PI.  Lu  et  al.  prepared  ZnS/  polyimide  (PI)  nanocomposite  and  found  the 
improvement  in  mechanical  properties  and  the  glass  transition  temperature  of 
nanocomposites [66]. Wang et al.   synthesized epoxy/clay nanocomposites using a 
“slurry‐compounding”  process  [67].  They  found  the  improvement  in  Young’s 
modulus  and  fracture  toughness  of  the  nanocomposite  with  the  incorporation  of 
clay shown in figure 3.5.  
 
 
 
 
 
 
 
 
 
                                Fig 3.5. Mechanical property (Young’s modulus)  
                                epoxy/S‐clays vs clay concentration (adapted from [67]). 
 
Lee et al.   reported that HDPE/filler nanocomposites were prepared using a mixer 
and  fillers  were  used  such  as  Wollastonite,  SiC,  and  BN  [68].  The  thermal 
conductivity of HDPE nanocomposites was  increased with  increasing  filler content 
which is shown in figure 3.6.  
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                      Fig 3.6. Thermal conductivity of composites containing  
                      hybrid filler (adapted from [68]). 
 
Zhang  et  al.    synthesized polypyrrole  (PPy)/nano‐SrFe12O19 nanocomposites by  in 
situ polymerization [69]. They observed the increase in conductivity for the polymer 
nanocomposites  compared  to  that  of  the  pure  PPy.  Figure  3.7  shows  the 
conductivity variation curve of PPy/SrFe12O19 nanocomposite.  
 
 
 
 
 
 
 
 
             
               Fig 3.7. The conductivity variation curve of PPy/SrFe12O19  
               nanocomposite (adapted from [69]). 
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It can be seen from figure 3.7 when the mass ratio of SrFe12O19 to pyrrole was less 
than  1:15,  the  conductivity  (5.65  S/cm)  of  the  PPy/SrFe12O19  nanocomposite was 
found to be higher than that of the pure PPy (3.29 S/cm) despite the insertion of the 
insulating SrFe12O19 particles.  
The above examples signify  that by varying nanoparticle and  tether geometry and 
chemistry tunable properties of the composite system can be achieved. 
 
3.3 Simulation Studies of Tethered Nanoparticles 
 
       Molecular  simulation  is  a  very  useful  technique  for  the  study  of  tethered 
nanoparticles  and  it  can  provide  insight  into  the  conditions  under  which  various 
structures may be formed. It is also very trivial in simulation to vary many of the key 
building block parameters in order establish trends and readily test hypotheses that 
otherwise might be very difficult to achieve in experiment. Simulation methods have 
been widely  used  to  gain  insight  of  the  structures  and  properties  of  the  tethered 
nanoparticles.  
Zhang et al. [22] first proposed a simulation framework for modeling and predicting 
the  self‐assembly  of  tethered  nanoparticles  into  bulk  ordered  structures. 
Simulations were performed using coarse‐grained models of tethered nanoparticles. 
Briefly,  those models used bead‐spring representations of  the polymers and rigid‐
body  dynamics  of  collections  of  point  particles  to  model  the  geometry  of  non‐
spherical nanoparticles.  In their work,  they demonstrated that the thermodynamic 
immiscibility  of  tethers  and  rigid  nanoparticles,  arising  from  condition where  the 
solvent  is  preferential  for  either  one  of  those  components,  can  lead  to  highly 
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ordered nanostructures which closely resemble the self‐assembled phases observed 
in  conventional  BCPs,  surfactants  and  liquid  crystalline  systems.  This  study 
highlighted several key parameters that could be used to control the global and local 
structure  of  tethered nanoparticle  assemblies.  Figure  3.8  shows  the different  self‐
assembled  structures  formation  by  tethered  nanoparticles  at  various  anisotropies 
and at different solvent conditions.  
 
 
 
 
 
 
 
 
 
 
Fig  3.8.  Self‐assembled  tethered‐nanoparticle  structures  (a)  Crystalline  bilayers 
formed  from  mono‐tethered  nanospheres  where  the  solvent  is  poor  for  the 
nanosphere,  (b)  Spherical  micelles  formed  by mono‐tethered  nanospheres  where 
the solvent is poor for the tether, (c) Hexagonally packed cylindrical shells formed 
by  di‐tethered  nanospheres  where  solvent  is  poor  for  the  cyan  tether  and 
nanosphere,  (d)  Lamellar  monolayer  structure  formed  from  di‐tethered 
nanospheres at a higher volume fraction than in (c), (e) Smectic C lamellar structure 
formed by tethered nanorods where solvent  is poor for the nanorods, (f) Lamellar 
Monolayers formed by face‐tethered hexagonal nanoplates where nanoplates are in 
poor  solvent,    (g)  Hexagonally  packed  cylinders  formed  by  equatorially  tethered 
nanoplates where nanoplates are in poor solvent. (h) Hexagonally ordered cylinders 
formed  by  triangular  tethered  nanoplates  where  nanoplates  are  in  poor  solvent 
(adapted from [22]). 
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Molecular simulations are also used to predict the phases formed by self‐assembly  
of  nanorods  functionalized  by  a  polymer  tether  [51].  A  coarse‐grained,  particle‐
based model with Brownian dynamics (BD) was used to study the phase behavior of 
a  solution  of  tethered  rods  in  three  dimensions.  Microphase  separation  of  the 
immiscible  tethers  and  rods  coupled  with  the  liquid  crystal  ordering  of  the  rods 
induced  the  formation  of  different  self‐assembled  phases.  The  detailed 
morphologies  of  tethered  nanorods  obtained  from  this  study  are  shown  in  figure 
3.9. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig  3.9.  Predicted  morphologies  of  model  tethered  nanorods.  (C)  Cubic  micelle 
phase. (L) Smectic C phase. (HC) Single sheet extracted from the honeycomb phase 
‘‘HC.’’ (TPL) Single sheet extracted from the tetragonally perforated lamellar phase 
‘‘TPL.’’  (HI)  Hexagonal  chiral  cylinder  phase.  (HII)  Individual  chiral  cylinder  from 
hexagonal cylinder phase without  tethers  (left) with  tethers  (right)  (adapted  from 
[51]). 
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A Cubic micelle phase (C) for volume fractions between ф = 0.1 and 0.17 has been 
observed. The  formation of a 3D tetragonally perforated  lamellar (TPL) phase and 
honeycomb (HC) phase was predicted for ф = 0.31‐ 0.36. At higher volume fraction 
ф = 0.36‐0.44, a layered smectic C (lamellar) phase was also found. The TPL and HC 
phases have been observed in experiments also.  
 
The  formations  of  bulk‐phase microstructures  formed by  single  polymer‐tethered 
nanospheres  were  also  examined  with  attractive  particles  and  repulsive  tethers 
using molecular dynamics simulation in ref. [70]. Here a generic model of tethered 
nanoparticles  were  considered,  where  nanospheres  were  modeled  as  beads  of 
diameter 2.0σ connected  to  tethers via  finitely extensible nonlinear elastic  (FENE) 
springs.  Tethers  were  modeled  as  bead‐spring  chains  containing  eight  beads  of 
diameter σ  connected via  FENE  springs. The Lennard‐Jones potential was used  to 
model  the  attractive  interaction  between  nanoparticles  and  Weeks‐Chandler‐
Anderson  (WCA)  soft‐sphere  potential was  used  for  the  interaction  of  solvophilic 
tethers and species of different  types. The plot of T* vs volume  fraction (ф) phase 
behavior  of  the  tethered  nanoparticle  system  from  this  study  is  shown  in  figure 
3.10.   
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Fig 3.10. T* vs φ phase behavior of polymer tethered nanosphere, where solid lines 
represent  approximate  phase  boundaries  determined  by  ~250  state  points.  Stars 
indicate simulated disordered phases. The shaded region  indicates the range of T* 
and φ  over which  crystalline  ordering  of  the NPs  is  observed.  A  schematic  of  the 
model tethered nanosphere is shown at right (adapted from [70]). 
 
As  can be  seen  from  figure 3.10.  at higher ф,  two phases were observed,  lamellar 
bilayers  (L),  where  hexagonal  ordering  of  nanospheres  were  found  within  the 
lamellar  sheets,  and  the  perforated  lamellar  structure  (PLH)  where  nanospheres 
demonstrated  icosahedral  local  ordering.  The  lamellar  bilayer  phase  occurred  at 
lower  temperature  than  the  perforated  phase.  The  formation  of  a  double  gyroid 
(DG) phase, where also nanospheres demonstrated icosahedral local ordering, was 
also found at lower ф than perforated lamella. The formation of icosahedra resulted 
in the reduction of packing frustration within the nodes of double gyroid structure. 
For  low values of ф, hexagonally ordered  cylindrical micelles  (H) were  found. For 
these  systems,  a  stable  spherical  micelle  phase  was  not  observed,  instead, 
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disordered wormy micellar aggregates (DWM) were observed at low ф. The images 
of the self‐assembled phases are shown in figure 3.11. 
 
 
 
 
 
 
 
 
 
Fig 3.11.  Images of self‐assembled structures of polymer tethered nanosphere with 
tethers removed for clarity. (a) DG phase; the minimal unit cell was duplicated and 
found to be stable over ~ 10 million time steps, (b) Individual sheet of PLH, (c) Node 
of  the  DG,  showing  icosahedral  rings;  perfect  icosahedron  inset,  (d)  Crystalline 
packing of L (adapted from [70]). 
 
The  self‐assembled  structures  formation  by  the mono‐tethered  nanosphere  shape 
amphiphiles are explored in ref.  [12] and compared with the structures and phase 
behavior  of  standard  surfactants.  The  investigations  were  performed  for  a  wide 
range of concentration and nanoparticle diameters to understand the range of self‐
assembled structures, demonstrating under what conditions tethered nanoparticles 
phase behavior  can be approximated by previously established  surfactant models. 
The  temperature  vs  concentration  phase  diagram  of  the  tethered  nanosphere 
system is shown in figure 3.12.  
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Fig  3.12.  Temperature  vs  concentration  phase  diagrams  for  mono‐tethered 
nanosphere  systems.  Data  points  indicate  performed  runs.  Phases  are  defined  as 
lamellae (L), perforated lamellae through the headgroup (PLH), hexagonally packed 
cylinders  (H),  perforated  lamellae  through  tethers  (PLT),  cubic  ordered  spherical 
micelles (C). (a) Phase diagram for TNS with particle diameter d = 1.5σ, (b) particle 
diameter d = 2.0σ, (c) particle diameter d = 2.5σ (adapted from [12]). 
 
The  formation of  cubic micelles,  hexagonal  cylinders,  lamellar bilayers, perforated 
lamellar  sheets  were  observed  for  certain  nanoparticle  diameters,  concentration 
and temperature. Those phases strongly resemble the phases observed in surfactant 
systems. It was also observed from this study that for small nanoparticles relative to 
tether  size  the  equilibrium  structures  favor  sheet  like  morphologies  and  for 
nanoparticles  that  are as  large as or  larger  than  the  tethers,  curved morphologies 
are favored.  
There are many other experimental and simulation studies related to the synthesis, 
assembly and properties of  tethered nanoparticles  [17, 60, 61, 71‐73]  . The above 
examples  demonstrate  the  significance  of  functionalization  of  nanoparticles  with 
polymer  tether  to  control  the  assembly  of  nanoparticles  towards  the  goal  of  self‐
assembling  target  structures  with  desired  properties.  Many  experimental, 
simulation  and  theoretical  studies  demonstrated  that  the  alteration  of  structures 
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and properties of these systems can be done by controlling various parameters such 
as  nanoparticle  shape,  size,  tether  location,  tether  architecture,  solvent  selectivity 
etc.  The future of self‐assembled polymer nanocomposites will rely on the ability to 
both predict the optimal building blocks for specific functional materials, but also in 
the ability to purposefully create such building blocks experimentally. 
 
3.4 Applications of Tethered Nanoparticle 
 
       Tethered  nanoparticles  can  be widely  used  for  various  industrial  applications. 
The applications of some nanocomposite materials are shown below in table 3.1. 
 
Nanocomposites  Applications 
Polycarprolactone/SiO2 
Bone‐bioerodible for skeletal  
tissue repair 
Polyimdie/SiO2  Microelectronics 
PMMA/SiO2  Dental applications, optical devices 
PLA/LS  Lithium battery development 
Nylon‐6/LS  Automotive timing‐belt 
Nylon‐6/clay  Barrier films 
Polypropylene/clay  Packaging 
PET/clay  Food packaging applications 
Epoxy/MMT  Materials for electronics 
SPEEK/laponite  Direct methanol fuel cells 
 
Table 3.1. Applications of polymer tethered nanoparticles 
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CHAPTER 4 
OBJECTIVE OF THE THESIS 
 
 
        The  experimental  and  simulation  studies  of  tethered  nanoparticles  (TNP) 
shown in the previous section signify the potential of TNPs to alter the structure and 
properties  of  the  composite  system.  In  this  regard;  properties  such  as  the  vapor‐
liquid equilibrium (VLE) behavior of TNPs is of interest for the future utilization of 
nanoparticles in functional devices and processing applications. Understanding and 
tuning  the  coexistence  envelope  of  TNPs  may  be  of  particular  significance  for 
improved separations.  Many previous studies can be found in the literature which 
demonstrates  the  use  of  molecular  dynamics  (MD)  simulation  to  study  the  VLE 
behavior of different systems at variety of conditions. For example, Holocomb et al. 
investigated  the VLE behavior  of  Lennard‐Jones  (LJ)  fluid by using MD  simulation 
[34].  The  formation  of  very  smooth  density  profiles  were  found  from  this  study 
compared to the previous works.   Gelb and Muller introduced temperature‐quench 
MD  simulation  to  investigate  the  VLE  behavior  of  LJ  fluid  [23].  In  this  method 
simulations  were  performed  using  NVT  ensemble  and  the  temperature  of  the 
system was  abruptly  lowered  during  the  simulation  to  create  a mechanically  and 
thermodynamically  unstable  condition,  which  resulted  in  the  formation  of  liquid 
and vapor phases. Density histograms  for  two phases were  calculated by  ignoring 
the effect of interfaces. The authors found excellent agreement of the VLE results of 
pure LJ  fluid  compared  to  the  equation of  state of  Johnson et  al.  In  a more  recent 
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study, In’t Veld et al. performed MD simulations to investigate the VLE behavior for 
pure nanoparticles of various sizes [36]. In their work, three different nanoparticle 
interactions models were  used  to  calculate  the  coexistence  behavior.  The  authors 
found  that  the  coexistence  behavior  is  strongly  dependent  on  the  form  of  the 
interaction  potential  between  nanoparticles.  Significant  changes  in  the  trend  in 
critical  temperatures  were  observed  from  one  model  to  another  model.  All  the 
above examples provide calculations of VLE behavior of either the pure LJ  fluid or 
the pure nanoparticle system, but till date no comprehensive simulation studies of 
the  VLE  behavior  of  TNP  systems  has  been  published.  In  this  work,  we  have 
performed  a  novel  calculation  of  the  VLE  behavior  of  n‐alkane  tethered  generic 
nanosphere system and alkane tethered amorphous silica nanoparticle system using 
molecular  dynamics  simulations  and  volume‐quench  dynamics  technique.  The 
initial purpose  is  to understand how tuning  the  interactions between nanoparticle 
and tether can impact the properties of TNPs. In this study, we treat polymer tethers 
as  n‐alkanes,  as  they  are  conceptually  simple  with  well‐defined  interactions,  and 
well  established  phase  coexistence.  The  coexistence  behavior  is  investigated  as  a 
function of  the  length of  the  alkane  tether, nanoparticle  interaction  strength,  total 
number of  tethers  attached  to  the nanoparticle,  nanoparticle diameter  and planar 
angle  (θ)  between  tethers  at  the  surface  of  the  nanoparticles.  Additionally,  our 
simulation results are also compared with SAFT‐VR equation of state to understand 
the qualitative agreement between simulation and theory. 
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CHAPTER 5 
SIMULATION MODEL & METHODOLOGY 
 
 
   In order  to predict  the behavior of  tethered nanoparticles  (TNP) accurately,  it  is 
important  to  utilize  a  model  that  can  accurately  and  efficiently  capture  the 
important  physics  and  chemistry  at  hand.    In  this  work,  we  focus  on  a  coarse‐
grained  (CG)  model  of  TNP,  generic  enough  to  be  applicable  to  a  wide  range  of 
systems, but with parameters easily relatable to realistic systems. The advantage of 
using CG model is that it greatly reduces the overall number of forces that must be 
computed for each time step. 
 
5.1 Coarse­Grained (CG) Model Overview 
 
        The  first  computer  simulation  of  liquids  was  carried  out  by Metropolis  et  al. 
[38]. The model was an  idealized  two‐dimensional  representation of molecules as 
rigid  disks.  Only  few  years  later,  the  simulation  was  carried  out  on  the  three 
dimensional  Lennard‐Jones  fluids  [74]  which  made  it  possible  to  compare  data 
obtained  from  experiments  with  computer‐generated  data.  In  the  late  1950s,  the 
molecular dynamics method was  first  introduced to study the  interactions of hard 
spheres  [75].  Nowadays  simulation  of  materials  can  be  performed  at  different 
scales, from a coarse grained approach to a fully atomistic model. Although the fully 
atomistic method  is more  accurate,  it  is  computationally  expensive  due  to  a  large 
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number  of  degrees  of  freedom  and  provides  a  large  amount  of  data  that  is 
sometimes  irrelevant  to  the  properties  studied.  For macromolecular  systems,  the 
coarse‐grained approach is widely used as the modeling process is simplified, hence 
becomes more efficient, and the characteristic  topological  features of  the molecule 
can  still  be maintained.    The  level  of  detail  for  a  coarse‐grained model  varies  for 
different  cases.  The  whole  molecule  can  be  represented  by  a  single  particle  in  a 
simulation and interactions between particles incorporate average properties of the 
whole molecule. With  this  approach,  the  number  of  degrees  of  freedom  is  greatly 
reduced. Different polymers have been modeled using this method [76, 77]. On the 
other hand, a segment of a polymer molecule can also be represented by a particle 
(bead). Using this method, branched polymers of different architectures have been 
successfully  simulated  [78].  The  first  coarse‐grained  model  was  called  the 
‘dumbbell’ model.  In this model molecules are treated as a pair of beads interacting 
via  a  harmonic  potential.  However  by  using  this  model,  it  is  possible  to  perform 
kinetic theory derivations and calculations for nonlinear rheological properties and 
solve some flow problems. The analytical results for the dumbbell models can also 
be  used  to  check  computer  simulation  procedures  in  molecular  dynamics  and 
Brownian  dynamics  [79].    After  that,  the  bead‐rod  and  bead‐spring  model  were 
introduced to model chainlike macromolecules. Beads in the bead‐rod model do not 
represent the atoms of the polymer chain backbone, but some portion of the chain. 
These beads are connected by rigid and massless rods. In the bead‐spring model, a 
portion of the chain containing several hundreds of backbone atoms are replaced by 
a “spring” and the masses of the atoms are concentrated in the mass of beads.  
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If the springs are taken to be Hookean springs, the bead‐spring chain is referred to 
as a Rouse chain or a Rouse‐Zimm chain. This approach has been applied widely as 
it has a large number of internal degrees of freedom and exhibits orientability and 
stretchability.  However  the  disadvantage  of  this model  is  that  it  does  not  have  a 
constant contour length and can be stretched out to any length. Therefore in many 
cases  finitely extensible  springs with  two parameters,  the spring constant and  the 
maximum extensibility of an individual spring, can be included so the contour length 
of the chain model cannot exceed a certain limit. 
 
In  this  study,  we  used  a  CG model  of  TNPs  in  which  atoms  within  an  individual 
nanoparticle  are  represented  by  a  single  coarse‐grained  particle.  CG models  have 
been  proposed  for  several  nanoparticles,  most  notably  the  Girifalco  potential  for 
buckyballs [80]; in this case, the number of force calculations required per timestep 
is reduced by a factor of 602 in absence of cutoff, with minimal impact on many of 
the observable properties . For polymer systems, calculations can also be simplified 
by using a united atom approach, where, for example, hydrogen atoms attached to a 
given  carbon  are  lumped  into  a  single  bead.    Martin  and  Siepmann  developed  a 
united  atom  model  within  the  TRAPPe  framework  [81]  for  n‐alkanes  which  can 
successfully  reproduce  the  vapor‐liquid  coexistence  behavior  of  these  systems  at 
significantly reduced cost over fully atomistic models.   
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5.2 United Atom (UA) Model 
 
       Normally  all  atoms  are  treated  explicitly  in  molecular  dynamics  simulations. 
However,  for problems  in which  chain  torsions  and  interchain  contacts dominate, 
use of implicit or United Atoms (UA)  may be useful [81]. For example, the concept 
of  United  atom model  for  n‐butane  is  shown  in  figure  5.1,  where  each  ‐CH2‐  and         
‐ CH3‐ group is replaced by a single atom, in such a way that the polymer properties 
are not  changed significantly. The use of UA's  can greatly decrease  the calculation 
time. Thus, 
 the number of atoms needed in simulation is smaller by a factor of 3, 
 the number of non‐bonded interactions per atom is also reduced by a factor of 3; 
 the  time  steps  can  be  decreased  by  a  factor  of  3  (3  fs  for  UA  simulations 
compared with 1 fs for all atom simulation). 
This leads to a factor of 27 net savings. 
 
 
 
 
 
 
Fig  5.1. Concept of United atoms
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5.3 Bead Spring Model 
 
       For  this  work,  we  considered  a  bead  spring  representation  [12,  55]  of  the 
tethered nano‐building blocks that only includes bonds. In this model nanospheres 
are  modeled  as  spheres  of  diameters  d,  permanently  connected  to  tethers  via 
finitely extensible non‐linear elastic (FENE) springs. The governing equation for this 
model is shown in eqn 5.3.1 
UijFENE (r) = ‐1/2 kRo2 ln[1‐(rij/Ro)2]                         (5.3.1) 
where  Ro  is  the maximum  allowable  separation  and  k  is  the  spring  constant.  The 
FENE model is very useful to model long‐chain polymers. It simplifies the polymers 
by connecting a sequence of beads with nonlinear springs. Figure 5.2 illustrates the 
schematic representation of the bead‐spring chain model. 
 
 
 
 
 
 
 
 
 
 
 
Fig  5.2.  Bead‐spring  chain  model  with  spring 
configurations given by connector vectors Qi. 
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5.4 Simulation Setup 
 
       For this work, we consider two different systems (1) a generic model of alkane 
tethered nanosphere system (i.e., generic Lennard‐Jones potential), and (2) alkane 
tethered  amorphous  silica  nanosphere  system.  In  this  study,  we  treat  polymer 
tethers as n‐alkanes, as they are conceptually simple with well‐defined interactions, 
and  well‐established  phase  coexistence.  In  this  chapter,  the  detailed  simulation 
model and methodology of these two systems are presented. 
 
5.4.1 Alkane­Tethered Nanosphere System 
 
Simulation Model  
We use a simple model of mono‐tethered nanospheres, which is generic enough to 
be applicable over a wide range of system, but with parameters directly relatable to 
the physical systems. Our initial studies focus on a CG model of a 1nm nanosphere, 
with  well  depth  parameters  matching  that  of  a  buckyball,  and  nanosphere 
interactions  are modeled with  standard  12‐6  Lennard‐Jones  (LJ)  potential.  The  LJ 
potential is described by  
U (r) = 4f rij
v` j12 - rijv` j6: D                      (5.4.1) 
where ε is the depth of the potential well, σ is the finite distance at which the inter‐
particle potential is zero, and r is the center‐center distance between the particles. 
Nanospheres  are modeled  as  a  single  site with  a  spherically  symmetric  potential. 
For the results presented in this document, nanospheres are modeled as a Lennard‐
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Jones  sphere  with  characteristic  diameter  of  nanosphere  σ  =  9.6  A,  and  the  well 
depth  parameter  ε  =  25.3  kJ/mol.  This  σ  parameter  was  chosen  to  match  the 
diameter  of  a  C60  buckyball,  and  the  effective  interaction  strength  between  two 
buckyballs  has  ε  =  25.3  kJ/mol,  as  calculated  from  the  Girifalco  potential  [80]. 
Nanosphere  interactions are modeled with “cut and shifted” (CS) LJ potential [23]. 
In MD simulations, the potential is truncated at the cut‐off distance and then shifted 
with  the purpose  of  eliminating  an  impulse  force  at  the  truncation  radius.  The  so 
called “cut and shifted” potential takes the form that is shown by  
U cs(r) = U(r) -U(rcut), for r# rcut
0, for r2 rcut
)
                           
(5.4.2)  
However,  we  note  that  the  LJ  potential  is  longer  ranged  than  the  Girifalco  (GF) 
potential, which  is  used  to  describe  interactions  between buckyballs,  as  shown  in 
figure 5.3 (a). Generally,  shorter ranged interactions tend to be more characteristic 
of common silica‐based nanoparticles, such as POSS [82]. The formation of coarse‐
grained nanosphere is also shown in figure 5.3 (b). 
 
 
 
 
 
 
  Fig 5.3. (a) Comparison between Lennard‐Jones and Girifalco potential, 
(b) formation of a coarse‐grained nanosphere. 
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5.4.2 Alkane­Tethered Amorphous Silica Nanosphere System 
 
Simulation model  
We further extend our work to investigate the phase coexistence behavior of alkane‐ 
tethered  silica  particle  system  using  a  CG  model  of  silica.  For  this  system,  we 
perform calculations following the procedure of Lee and Hua [83] to derive effective 
interaction potentials for amorphous silica nanospheres. 
In  Lee  and  Hua’s  work,  a  multiscale  computational  approach  to  pair  potential 
derivation was proposed, relying on the notion that amorphous silica can be roughly 
approximated  by  Si6O12  subunits  [83].  They  performed  atomistic  simulations  of 
Si6O12 molecules  and used  a  simplex optimization procedure  to derive  interaction 
parameters for CG Si6O12 child particles. The interactions between child particles are 
approximated  by  a  12‐6  LJ  potential.  This  interaction  potential  of  the  CG  child 
particle  is  used  to  construct  the  pair  interaction  potentials  of  arbitrary  sized  and 
shaped nanoparticles  (i.e.,  larger composite particles were created  from the CG’ed 
child particles). For spherically symmetric nanoparticles, pair potentials were fitted 
to a 2α‐α LJ like form, to ultimately arrive at an effective pair potential for arbitrarily 
sized  spherical  silica  nanoparticles.  However,  the  results  presented  in  this  work 
appear  inconsistent with previous studies of silica nanoparticles  [82] with respect 
to nanoparticle well depth. Specifically, there appears to be a mischaracterization of 
the strength of epsilon calculated for Si6O12 child particle of diameter 6.2 Å, where 
the value is off by a factor ~ 4, as shown in figure 5.4.  
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We  determined  this was  likely  a  “units”  issue,  as  kJ/mol  and  Kcal/mol  vary  by  a 
factor  of  ~4.2,  as  other  calculations  appeared  to  be  correct  in  a  self‐consistent 
manner.  Moreover,  the  fitting  equations  given  in  the  paper  for  calculating 
interaction parameters at different nanoparticle diameters fail to produce accurate 
results,  especially  for  small  nanoparticle  sizes,  and  also  fail  to  reproduce  limiting 
behavior  (i.e.,  the  interaction  between  0.62  nm  particles  represented  by  a  single 
child particle). Because of these shortcomings of Lee and Hua’s work, it is necessary 
to  rederive  the  pair  interaction  potentials  for  the  amorphous  silica  nanosphere 
systems for small nanosphere diameters of interest.  
To rederive parameters, interactions between child particles are given by a 12‐6 LJ 
potential as shown in eqn 5.4.1 and 5.4.2 with ε = 12.97 kJ/mol, and σ = 0.62 nm. We 
generated  nanoparticles  by  first  initializing  a  bulk  system  of  child  particles  at 
density 2.2 gm/cm3.   
 
Fig    5.4.  Interaction  strength  comparison  between  Lee 
and Hua’s model and explicit Si6O12 system 
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Then nanoparticles of various sizes are cut from this bulk solution shown in figure 
5.5.  
 
 
 
 
 
 
 
 
 
 
 
To  calculate  the  nanoparticle‐nanoparticle  interactions  accurately,  the  potential 
energy  (U) between  two nanoparticles  cut  from  the bulk  system  is  evaluated as  a 
function of separation.   This potential  is  then fitted to the 2α‐α LJ  functional  form. 
The functional form of the potential is given by 
U(r) =4f rij
v` j2a - rijv` ja: D                            (5.4.3) 
This  procedure  is  performed  for  different  size  nanoparticles  to  create  a  plot  of 
interaction parameters of ε and α as function of nanoparticle diameter. For example, 
interaction between 1.2  nm particles  is  shown  in  figure  5.6.  Figure 5.7  shows  the 
plot of interaction parameters ε and α as a function of nanoparticle diameter.  
1.2 nm
nanoparticle 
3 nm nanoparticle 
5 nm nanoparticle
Fig 5.5. Various size spherical nanosphere 
formation from the bulk system 
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Interactions between single‐site nanoparticles and polymer beads are calculated by 
fitting  to  the  potential  energy  vs  separation  curve,  generated  for  the  interaction 
between  a  pseudo‐atom  and  Si6O12  child  particle;  this  fitting  is  done  for  each 
nanoparticle we investigate. 
The above mentioned procedure can also be described by using a simple workflow 
which is shown in figure 5.8. 
 
 
 
 
 
 
 
 
 
 
 
 
For both of  these systems, alkane tethers are modeled using a united‐atom model, 
with  interactions  taken  from  the TraPPE  forcefields  for  alkyl  chains developed by 
Martin  and  Siepmann  [81].  CH2  pseudoatoms  in  the  alkyl  chain  of  tether  are 
modeled  as  Lennard‐Jones  sphere  with  σ  =  3.95  Å  and  ε  =  0.38  KJ/mol.  CH3 
pseudoatom  that  terminate  the  tether  are  also modeled  as  Lennard‐Jones  sphere 
Creating bulk 
system 
Cut out  spherical 
nanoparticles  of 
different sizes 
Calculate potential energy 
between nanoparticles as a 
function of separation 
Fitted to a reasonable 
form of potential to 
derive forcefields 
Fig 5.8. Workflow for calculating the interaction potential for the 
amorphous silica nanoparticle system  
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with  σ  =  3.75  Å  and  ε  =  0.81  KJ/mol.  Cross  interactions  are  calculated  using  the 
standard  Lorentz‐Bertholet  mixing  rules.  The  governing  equations  of  Lorentz‐
Bertholet mixing rule are given by 
εij = √εi εj                    (5.4.4) 
σij = σi ൅ σj2                (5.4.5) 
The  bond  distance  between  beads  has  an  equilibrium  separation  of  1.54  Å  and 
controlled via  a harmonic potential. Note,  for  simplicity,  angle  and dihedral  terms 
are neglected and only bead‐spring models are considered. 
 
5.5 Simulation Methodology 
 
        For both of these models, simulations are performed in the NVT ensemble using 
the  Brownian  dynamics  thermostat  in  the  GPU  enabled  HOOMD‐Blue  [84] 
simulation  package.  Simulations  are  performed  with  a  timestep  Δt  =  0.235 
femtoseconds.  The  quench  molecular  dynamics    technique  [36]  is  used  for 
calculating the VLE of these two models. In all cases, potentials are cutoff and shifted 
to zero at 3.0 σij, where σij  is  the characteristic  length  for  the  interaction between 
particles of type i and j. 
5.6 Brownian dynamics 
 
        Brownian dynamics (BD) [6, 12, 22], a variant of molecular dynamics, is utilized 
for these simulations. The reason for choosing Brownian dynamics is that it is well 
known  for  studying  the  topological  effects  of  nano‐building  block  geometries. 
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Furthermore, BD is capable of capturing the appropriate details of  the simulations 
for  surfactants, while making  the  simulations  less  computationally  expensive. The 
Brownian  dynamics  (BD)  technique  is  a  mesoscopic  method  in  which  explicit 
solvent molecules  are  replaced  instead by a  stochastic  force. This  technique  takes 
advantage  of  the  fact  that  there  is  a  large  separation  in  time  scales  between  the 
rapid  motion  of  solvent  molecules  and  the  more  sluggish  motion  of  polymer  or 
colloids. The ability to coarse‐grain out of these fast modes of solvent allows one to 
simulate  much  larger  time  scales  than  in  a  standard  MD  simulation.  The  BD 
technique  is  used  to  simulate  the  dynamics  of  particles  that  undergo  brownian 
motion. The total force on a particle is composed of a drag force Fid from the particle 
moving through the viscous solvent, a Brownian force FiB due to random collision of 
the solvent with the particle, and all non‐hydrodynamic forces Finh 
Fitot = Fid + FiB + Finh ~0                              (5.6.1) 
This  total  non‐hydrodynamic  force  includes  any  external  body  forces,  any  spring 
forces  and  excluded  volume  interactions.  Hydrodynamic  drag,  including  size  and 
shape effects is included through the frictional force, which is given by  
‐γi vi = ‐6 πaηvi                                             (5.6.2) 
where γi  is  the  friction  coefficient, a  is  the  diameter  of  the  atom,  η  is  the  solvent 
viscosity,  vi  is  the  atom’s  velocity.  Having  developed  the  governing  stochastic 
differential  equation,  one  performs  a  BD  simulation  by  integrating  this  equation 
forward in time. It  is necessary to produce many independent trajectories that are 
averaged together, producing the time evolution of an ensemble‐averaged property. 
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The  repetition  of many  independent  trajectories  is  time  consuming but  necessary 
part to follow the time evolution of an averaged property. 
 
5.7 Quench Molecular Dynamics 
 
        Vapor‐liquid phase coexistence is calculated using the volume‐quench dynamics 
technique [36]. In the quench dynamics method, the system is initialized as a single‐
phase  fluid  system with  periodic  boundary  conditions.    During  the  course  of  the 
simulation,  one  dimension  of  the  box  is  instantaneously  expanded  and  system  is 
equilibrated.    The  rapid  change  in  density  into  this  unstable  region  results  in  the 
formation of a two‐phase system, composed of a well defined liquid region and well 
defined  vapor  region.  Since  the  free  energy  minimization  is  done  by  the  system 
through  the  reduction of  the  interfacial  area,  the  interfacial  region will  tend  to be 
planar,  allowing  us  to  clearly  define  the  two  regions  and  calculate  the  density 
histogram of each of the phases.  This procedure is performed several times over a 
range  of  temperatures  until  the  vapor  and  liquid  densities  of  the  system  become 
identical or the system attains its critical region. Then a set of VLE data is generated 
by aggregating the final results. The relationships used to fit the set of VLE data are  
1
2 (ρl + ρv) = ρc + C1(T ‐ Tc)                         (5.7.1) 
ρl ‐ ρv = C2(Tc – T)β                                       (5.7.2) 
Here, ρl and ρv are the liquid and vapor densities respectively, C1, C2 and β are fitting 
parameters,  and  ρc  and  Tc  are  the  critical  density  and  critical  temperature  of  the 
system  respectively.  By  ignoring  the  interfacial  regions  between  the  vapor‐liquid 
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regions, we can calculate the phase coexistence for these complex building blocks in 
a relatively trivial manner. We found that this methodology is able to reproduce the 
coexistence  behavior  of  pure  LJ  fluid  with  good  accuracy.  Previous  use  of  this 
method  can  also  be  found  in  literature  where  it  was  used  to  investigate  the 
saturated  liquid densities of  the Gaussian  charge polarizable water model  and  the 
results  were  found  to  be  matched  very  closely  to  those  calculated  using  Gibbs 
ensemble Monte Carlo simulations and reported in experiment [85]. The schematic 
representation of the quench dynamics technique is illustrated in figure 5.9.  
 
 
 
 
Fig  3.  Schematic representation of quench dynamics method 
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CHAPTER 6 
RESULTS & DISCUSSIONS 
 
 
6.1 Alkane­Tethered Nanosphere System 
 
       For  this  system  vapor‐liquid  equilibrium  (VLE)  is  calculated  as  a  function  of 
tether length, and interaction strength between nanospheres. The simulation results 
are  then  compared  with  SAFT‐VR  equation  of  state  [86]  results.  For  all  of  the 
simulation calculations performed for this system, alkane‐ tethers are considered to be 
freely moving on the surface of the nanoparticles. 
6.1.1 VLE As a Function of Chain Length 
 
           First, we investigated VLE as a function of tether length. Figure 6.2 shows the 
VLE  of  mono‐tethered  nanosphere  system  (nchain=1)  at  varying  tether  lengths, 
starting from bare nanoparticle system and then increasing the length of the tether 
with ntotalbeads =4  , ntotalbeads =8 and ntotalbeads =12.   The schematic representations of 
these systems are shown in figure 6.1.  
 
 
 
 
 
 
Fig  6.1. Schematic representation of different systems considered 
for  VLE  calculation.  (a)  bare  nanoparticle,  (b)  mono‐tethered 
nanosphere  (ntotalbeads  =4),  (c)  mono‐tethered  nanosphere 
(ntotalbeads =8), (d) mono‐tethered nanosphere (ntotalbeads =12) 
(a) 
(b) 
(c)  (d) 
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6.1.2 VLE As a Function of Interaction Strength 
 
            For this system, VLE is also calculated as a function of nanoparticle interaction 
strength. The interaction strength is varied with ε = 2.76 and 25.3 kJ/mol. Figure 6.4 
shows  the  phase  behavior  of  mono‐tethered  nanosphere  (nchain=1,  ntotalbeads  =12) 
system as a  function nanoparticle  interaction strength. The critical  temperature of 
the system is directly proportional to the interaction strength, i.e. with the increase 
in  the  strength  of  interaction  the  critical  temperature  of  the  system  will  always 
increase as nanoparticle‐nanoparticle interaction is the strongest interaction in the 
system. 
Fig 6.3. Plot of critical temperature as a function of tether length for 
alkane‐tethered nanosphere  system. Plot of  critical  temperature  for 
normal alkanes is shown in the inset.  
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6.5 shows comparison of the vapor‐liquid VLE behavior of a 12 bead mono‐tethered 
nanosphere system with simulation and SAFT‐VR equation of state.  
 
 
 
 
 
 
 
 
 
 
 
Although SAFT‐VR  is  able  to  capture  the  similar  coexistence envelope  compare  to 
simulation in terms of density,  the critical  temperature of the system predicted by 
SAFT‐VR  is  higher  than  the  simulation  calculation. This  is  expected because  SAFT 
exhibits  classical  behavior  in  the  critical  region  rather  than  the  nonanalytical, 
singular behavior seen in real systems [87]. As a result, accurate agreement over the 
whole  phase  diagram  cannot  be  obtained.  Figure  6.6  shows  the  pressure‐density 
isotherm  comparison  between  simulation  and  SAFT‐VR,  used  to  fit  these 
parameters, where it can be seen from this figure that our simulation results fitted 
reasonably well with the theoretical prediction.  
 
Fig  6.5.  VLE  of  mono‐tethered  nanosphere 
system with simulation ( ) and SAFT‐VR ( )  
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Figure  6.7  shows  the  VLE  of  tethered  nanosphere  system  as  a  function  of  tether 
length  using  SAFT‐VR,  where  we  observed  obvious  similar  trends  to  those 
previously  observed  trend  in  figure  6.2  and  6.3,  namely  a  decrease  in  critical 
temperature with increasing tether length. 
 
 
 
 
 
 
 
 
 
Fig  6.6.  Pressure  density  isotherms  of  mono‐
tethered  nanosphere  system using  SAFT‐VR  (solid 
lines) and simulation (symbols)
Fig 6.7.  VLE  of mono‐tethered nanosphere  system using 
SAFT‐VR theory at different tether lengths 
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6.2 Alkane­Tethered Amorphous Silica Nanosphere System 
 
       For this system, vapor‐liquid equilibrium (VLE) behavior is investigated for two 
different cases‐ (1) tethers are free to move on the surface of the nanoparticles, and 
(2)  tethers are fixed at  the surface of  the nanoparticles at specific angles. For case 
(1),  the VLE  is  calculated  as  a  function  of  system  size,  as  a  function  of  number  of 
chains, as a function of chain length and as a function of nanoparticle diameter. The 
schematic  representation  of  the  tethered  silica  nanosphere  system  at  different 
anisotropic conditions in shown in figure 6.8.  
 
 
 
 
 
 
 
 
For case (2), VLE is calculated for di‐tethered system with nanoparticle diameter of 
D  =  0.62  nm,  where,  the  lengths  of  the  two  tethers  are  fixed  at  6  beads  each.  A 
harmonic  spring  is  used  to  control  the  planar  angle,  θ,  between  tethers  at  the 
nanoparticle surface. Here, VLE is investigated as a function of planar angle, θ, which 
is fixed at 60, 90, 120 and 180. 
 
 
Fig  6.8.  Schematic  representation  of  tethered  silica  nanoparticle  system  at 
different  anisotropic  conditions,  (a)  mono‐tethered,  (b)  di‐tethered,  (c)  quad 
tethered, (d) hexa‐tethered, (e), (f), and (g) variation of the tether lengths 
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While all phase tend to produce similar results, system composed of 1000 and 1500 
BBs  are  nearly  identical  and  both  provide  clearly  identifiable  vapor,  liquid,  and 
interfacial regions. For systems composed of 500 BBs, the interfacial region tends to 
dominate, obscuring a clear picture of the liquid phase. As such, calculations of 1000 
BBs are utilized through the rest of this work.  
 
6.2.2 VLE As a Function of Number of Chains (Tethers are free to move) 
 
           We investigate the effect of the number of chains (nchain) on the VLE, where the 
total  number  of  chain  beads  are  kept  fixed  at  ntotalbeads  =  12  for  nanoparticle 
diameter  D  =  0.62  nm.  As  such,  nchain  =  1  has  a  single  12‐bead  polymer  chain 
attached to  it, and nchain = 2, 4, 6 have 6, 3, 2‐bead polymer chains attached to  the 
surface  respectively. Note,  in  these simulations,  chains are  free  to move about  the 
surface.  From  figure  6.10  we  found  that  the  critical  temperature  of  the  system 
decreases as the number of chains increases, but the critical density of the systems 
remains  almost unaffected.   We also  calculated  the potential  of mean  force  (PMF) 
between nanoparticles in vapor phase to understand this behavior and to reinforce 
our observations. The plot of potential of mean force as a function of no. of chains is 
shown in figure 6.11.  
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~ 670 K) , further indicating that the phase behavior is increasingly dictated by the 
polymer‐polymer  interactions  rather  than  strong  nanoparticle‐nanoparticle 
interactions. 
 
 
 
 
 
 
 
 
 
 
 
 
6.2.3 VLE As a Function of Chain Length (Tethers are free to move) 
 
          We then investigated the VLE of the alkane‐tethered silica nanoparticle system 
as a function of tether length with nanoparticle diameter D = 0.62 nm. Figure 6.12, 
6.13, and 6.14 represent  the VLE of di‐tethered (nchain=2), quad‐tethered (nchain=4) 
and hexa‐tethered (nchain=6) systems at various tether lengths. For example, for di‐
tethered system (nchain=2), ntotalbeads = 12 corresponds to a system where the lengths 
of the two tethers are fixed at 6 beads each whereas, ntotalbeads = 24 corresponds to a 
system where the  lengths of  the two tethers are fixed at 12 beads each. For quad‐
Fig   6.11. Potential of mean force (PMF) between nanoparticle 
centers as a function of number of chains. 
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tethered system (nchain=4), ntotalbeads = 12 corresponds to a system where the lengths 
of  the  four  tethers  are  fixed  at  3  beads  each  but  ntotalbeads  =  32  corresponds  to  a 
system  where  the  lengths  of  the  four  tethers  are  fixed  at  8  beads  each.  Similar 
analogy can be applied for the hexa‐tethered (nchain=6) system also, where ntotalbeads 
=  30  corresponds  to  a  system where  the  lengths  of  the  six  tethers  are  fixed  at  5 
beads each. From figure 6.12, 6.13 and 6.14 it can be seen that as the length of the 
tether increases, the overall critical temperature decreases for each systems and as 
also the critical density. The tethers sterically restrict the structural aggregation of 
the  nanoparticles,  effectively  shielding  the  strong  interactions,  resulting  in  a 
decrease in overall critical temperature of the system. Peng and McCabe calculated 
the  VLE  of  tethered  polyhedral  oligomeric  silsesquioxane  (POSS)  nanocubes  as  a 
function of tether chain lengths using the hetero‐SAFT‐VR approach [86] and found 
similar behavior to that observed in our study, where there is a decrease in critical 
temperature with the increase in grafting length. This behavior of decreasing critical 
temperature  is  the  inverse  of  what  is  typically  seen  in  pure  alkane  fluids,  where 
critical temperature increases with the increase in chain length [35, 81] . 
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with the critical temperature of 0.62 nm system. The increase in the total number of 
tethers  attached  to  the  nanoparticle  (nchain  =24)  for  1.2  nm  tethered  nanosphere 
system  actually  resulted  in  the  decrease  in  the  accessible  surface  area  of  the 
nanoparticle. Thus the tethers prohibit  the nanoparticles  from strongly  interacting 
which causes in the overall decrease of critical temperature for 1.2 nm system. 
 
6.2.5 VLE As a Function of Planar Angle (θ) Between Tethers (Fixed Tethers) 
 
          We  also  determined  VLE  of  this  system  as  a  function  of  planar  angle  (θ) 
between  tethers  at  the nanoparticle  surface. A harmonic  spring  is used  to  control 
the  planar  angle,  θ,  between  tethers  at  the  nanoparticle  surface.  For  this 
investigation, VLE is calculated for di‐tethered (nchain= 2) system with nanoparticle 
diameter of D = 0.62 nm, where, the lengths of the two tethers are fixed at 6 beads 
each. The schematic representation of the model di‐tethered system is shown below 
in figure 6.17.  
 
 
 
 
 
 
 
 
 
θ 
harmonic 
spring 
FENE 
spring 
Fig  6.17.  Schematic  representation  of  the  model  di‐
tethered silica nanoparticle system with fixed tethers 
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For this case, VLE is explored as a function of planar angle, θ, which is fixed at 60, 
90, 120 and 180. The histogram of the distribution of the angle (for 60) is shown 
in  figure  6.18.  The  histogram  represents  a  Gaussian  distribution with  an  average 
angle  of  60  and  a  standard  deviation  of ~3.  So,  it  can  be  said  that  the  harmonic 
spring can be used effectively to fix the position of the tethers at the surface of the 
nanoparticle. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig  6.18.  Histogram  of  the  distribution  of  the  planar  angle  (θ)  between 
tethers at the nanoparticle surface. In this case, the tethers are fixed at 60 
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6.2.6 Accuracy Test of the Estimated Critical Temperatures (Tc)  
 
          For  all  the  VLE  calculations  shown  in  this work,  the  critical  temperatures  of 
different systems are calculated using  the  fitting equations given  in equation 5.7.1 
and  5.7.2.  But  there  could  be  some  approximations  of  the  calculated  critical 
temperatures of the systems as the fitting provided by these equations might not be 
exactly accurate.   We came up with  a procedure  to  check  the  consistency and  the 
accuracy  of  these  fitting  equations  for  better  approximation  of  the  critical 
temperatures  of  tethered  nanoparticle  systems.  To  do  this  check,  simulations  are 
performed  for  the  0.62  nm  hexa‐tethered  silica  nanoparticle  system.  First,  the 
system is initialized with a single gas phase system at a temperature T > Tc + 150 K 
(The calculated value of the Tc is obtained from the fitting equations). Then during 
the course of the simulation, the temperature of the system is cooled gradually until 
T > Tc + 10 K and  the system  is equilibrated. The potential energy profile and the 
simulation  snapshots  are  then  analyzed  to  explore  the  coexistence  behavior  in  a 
more detailed manner. Fig 6.20 (a) shows the simulation snapshot of the single gas 
phase system which has a temperature of T > Tc + 150 K. Figure 6.20 (b), 6.20 (c), 
and  6.20  (d)  shows  the  simulation  snapshots  after  gradual  cooling  of  the  system 
temperature from the initial state (i.e. T > Tc + 150 K). Both from figure 6.20 (b) and 
6.20  (c),  it  can  be  seen  that  at  T  >  Tc  +  50  K  and  T  >  Tc  +40  K,  the  system  still 
maintained a single gas phase with no vapor‐liquid coexistence. But at T > Tc + 10 K, 
a small degree of vapor‐liquid coexistence has occurred in the system which can be 
seen from fig 6.20 (d).  
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Figure 6.21 shows the plot of the potential energy (PE) of the system as a function of 
temperature  during  the  gradual  cooling  procedure.  A  change  in  the  slope  of  the 
curve  has  been  observed  at  a  temperature  which  is  25  K  above  the  critical 
temperature  (T > Tc  +  25 K)  of  the  system predicted by  the  fitting  equations. We 
assumed  that  this  temperature  i.e.  T  >  Tc  +  25  K  from  where  the  slope  of  the 
potential  energy  curve  has  been  changed  is  probably  the  point  from  where  the 
Fig 6.20. Simulation  snapshots  of  hexa‐tethered  silica nanoparticle  system at 
different  temperatures  above  the  estimated  critical  temperature.  (a) T = Tc  + 
150 K (single gas phase), (b) T = Tc + 50 K (single gas phase), (c) T = Tc + 40 K 
(single gas phase), (d) T = Tc + 10 K (little vapor‐liquid coexistence). For (b), (c) 
and (d) tethers are removed for the ease of visualization 
(a) 
(b) 
(c) 
(d) 
T=Tc+150 K
T=Tc+50 K
T=Tc+40 K
T=Tc+10 K
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phase  coexistence  started  and  that  temperature  might  be  the  actual  critical 
temperature of the hexa‐tethered system.  
 
 
 
 
 
 
 
 
 
 
 
 
So, our observation is that the fitting equations might under predict the Tc by ~ 25 K 
for  the  hexa‐tethered  silica  nanoparticle  system  and  we  think  that  this  under 
prediction  is  reasonable  as  it  is  only  a  4%  variation  from  the  calculated  critical 
temperature  by  the  fitting  equations.  This  procedure  along  with  the  quench 
molecular  dynamics  technique  can  provide  a  better  approximation  of  the  critical 
temperature of the tethered nanoparticle systems. 
 
 
 
Fig  6.21.  Potential  energy  profile  of  the  hexa‐tethered  silica 
nanoparticle  system  as  a  function  of  temperature  during  the 
gradual cooling procedure 
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CHAPTER 7 
 CONCLUSIONS 
 
         Volume‐quench molecular dynamics approach has been applied to  investigate 
the  vapor‐liquid  coexistence  behavior  of  alkane‐tethered  generic  nanosphere 
system  and  alkane‐tethered  amorphous  silica  nanoparticle  system. We  have  used 
coarse‐grained model of tethered nanoparticle system which is meant to be generic 
enough to be applicable over a wide range of systems, yet specific enough such that 
there  is  a  clear,  direct  relation  to  physical  systems.  The  primary  purpose  of  this 
study is to understand the balance between nanoparticle‐polymer interactions and 
to explore  the various  trends  in vapor‐liquid equilibrium behavior of  the  tethered 
nanoparticle  systems  at  various  anisotropic  conditions. We  found  that  the  critical 
temperatures of these systems decrease with the increase in the number of grafted 
chains on the nanoparticle surface. This observation can be explained by the steric 
effect the polymers have as the grafting density is increased. We observed that the 
critical  temperature decreases with  the  increase  in  tether  lengths, which  is due  to 
the tethers sterically hindering the structural aggregation of nanoparticles, resulting 
in the effective screening of strong nanoparticle interactions. This behavior matched 
with trends obtained from a previously published vapor‐liquid equilibrium study of 
tethered nanoparticle  systems  [86] and also  this observation  is  inverse of what  is 
typically seen in pure alkane fluids [81]. Also we found that the critical temperature 
of the system with higher grafting density (for hexa‐tethered system with ntotalbeads = 
30) more closely matches pure dodecane than pure nanoparticle.  
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We  have  also  investigated  the  phase  behavior  of  the  hexa‐tethered  silica 
nanoparticle  system  as  a  function  of  nanoparticle  diameter.  We  found  that  the 
critical  temperature  significantly  increases  with  the  increase  in  nanoparticle 
diameter. The primary reason behind the increase in critical temperature is due to 
the significant increase in nanoparticle‐nanoparticle interaction combined with the 
increased  nanoaparticle  surface  area.  The  vapor‐liquid  equilibrium  behavior  as  a 
function  of  planar  angle  (θ)  between  tethers  is  also  investigated  for  di‐tethered 
system.  It  has  been  found  that  with  the  increase  in  the  planar  angle,  the  critical 
temperature of the tethered nanoparticle system decreases because of the effective 
screening  of  the  nanoparticle  interactions  associated  with  the  increasing  angle. 
Overall,  from  our  calculations  of  the  vapor‐liquid  phase  coexistence  of  the  alkane 
tethered nanoparticle systems some very interesting trends can be predicted, which 
may  be  very  useful  for  the  future  utilization  of  these  nano‐building  blocks  in 
processing  applications. Also  from  this  work  it  is  found  that  attaching  polymer 
grafts to the nanoparticle can alter the properties of the resulting system, which can 
be significantly different than each individual system. 
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