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Abstract
In this paper, high-resolution ﬁnite volume schemes are combined with an adaptive mesh technique inspired by multiresolution
analysis to improve the computational efﬁciency for two-dimensional hyperbolic conservation laws. The method is conservative.
Moreover, it is stable which is proven numerically in this paper. The computational grid is dynamically adapted so that higher spatial
resolution is automatically allocated to regions where strong gradients are observed. Using this proposed scheme, we compute
several two-dimensional model problems and a compressive rate ranging from about 5–10 is observed in all simulations.
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1. Introduction
Solution of hyperbolic conservation laws is a key ingredient in many problems of ﬂuid dynamics and so it is a subject
of active research in numerical analysis. Based on a previous work by our group [12], we will introduce an efﬁcient
multiresolution algorithm for solving the initial value problem of two-dimensional (2D) hyperbolic conservation laws:⎧⎨
⎩
u
t
+ f (u)
x
+ g(u)
y
= 0,
u(x, y, 0) = u0(x, y).
(1)
Here u(x, t) = (u1, u2, . . . , uN)T is a vector of N components, f (u) and g(u) are the nonlinear ﬂux functions. The
main difﬁculty of numerically solving such an equation is that, its solution may develop singularities in fairly localized
regions, such as shocks, boundary layers, detonation waves etc., even when the initial condition is smooth. In order
to ensure the quality of numerical solution, very ﬁne computational grids and nonlinear PDE solver must be used.
However, these lead to large overhead of the grid and solution in much of the domain.
In this context, we combined high-resolution ﬁnite volume schemes with an adaptive mesh technique inspired by
multiresolution analysis to improve the computational efﬁciency. The rough idea is to use a hierarchy of ﬁxed nested
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grids at different resolutions, which offers the possibility of locally selecting an appropriate level of discretization. By
choosing suitable threshold, our approach can reduce the memory and CPU requirements of the solver, while keeping
almost the same level of accuracy with respect to the equivalent uniform mesh approach.
Since an introduction to the proposed multiresolution methodology was already given in our previous paper [12]
we may condense here the background points. The use of adaptive multiresolution methods for conservation laws was
initially proposed in the pioneering work of Harten [6–8], in which speedup is obtained through replacing the costly
numerical ﬂux calculation by an inexpensive interpolation from a coarser grid in smooth regions. Since then, this
basic principle of MRA was proﬁtably explored and developed in many directions [1–5,10]. However, the efﬁciency of
Harten’s method is limited because, for each time step, the iterative still takes place on the ﬁnest grid. The motivation
of the present work mainly comes from [10] in which the adaptive scheme operates directly on the compressed
representation of the numerical solution. Using the scale coefﬁcients to decide the computational mesh distribution, we
execute the unstructured ﬁnite volume scheme on the corresponding meshes directly. In fact the meshes we get is not a
real ‘unstructured’ one, it is a ‘hybrid’ discretization composed by cells at different levels of nested grids and each of
it is a subset of the ﬁnest discretization of the whole space. We can view the new method as an alternative strategy to
the moving mesh method. However, it is much simpler and easier programming than the later.
Compared with the methodology in [10], the main respect of the proposed method is to keep mass-conservation
of the underlying numerical solution in multiresolution setting. It is noted that conservation is very important for
hyperbolic conservation laws. In our approach,we introduced a conservation–interpolation formula and a ﬂux correction
technique in the ﬁnite volume framework to ensure that the scheme preserves the total mass of the numerical solutions.
By the well-known Lax–Wendroff theory the numerical solutions converge to the weak solution of the underlying
hyperbolic system.
The rest of this paper is organized as follows: in Section 2, the ﬁnite volume scheme on unstructured meshes without
the multiresolution analysis is outlined. In Section 3 the multiresolution representation for cell averages in 2D together
with interpolation procedures is explained, which is followed by a description of the grid adaptation strategy. Then,
we combine the numerical scheme of Section 2 and the multiresolution analysis of Section 3 into one scheme, a
multiresolution algorithm. In Section 4 we describe the algorithm in detail. Several numerical tests are presented in
Section 5. Finally, a summary of the main conclusions is given in Section 6.
2. The 2D ﬁnite volume scheme
2.1. General framework: the 2D setting
Assume we have a set of nested 2D grids:
GL ⊂ GL−1 ⊂ · · · ⊂ G1 ⊂ G0,
Gk = {I ki,j = [xki−1, xki ] × [ykj−1, ykj ]|xki = i · hkx, ykj = j · hky},
where k identiﬁes the resolution level, hkx the grid spacing for the x-direction and hky the grid spacing for the y-direction.
In this case GL is a coarse partition of the whole domain, and the following relationship holds by construction:
{(xki , ykj )} = {(xk−12i−1, yk−12j−1)}.
In this paper the adaptive computational grids {I ki,j }(i,j,k)∈ is a “hybrid” discretization by cells of various levels
{Gk}Lk=0 which will be discussed in Section 3.
We use the ﬁnite volume formulation to solve Eq. (1). Computational control volumes are simple rectangles.
Taking the rectangle I ki,j as our control volume, we formulate the semi-discrete ﬁnite volume scheme as
d
dt
u¯ki,j (t) = −
1
hkx
(f¯ ki+1,j − f¯ ki,j ) −
1
hky
(g¯ki,j+1 − g¯ki,j ), (2)
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where u¯ki,j is cell average of u(x, y) over cell I
k
i,j , f¯
k
i−1,j (f¯ ki,j ) is the numerical ﬂuxes across the left(right) face of
I ki,j . Likewise, g¯
k
i,j−1(g¯ki,j ) is the numerical ﬂuxes across the bottom(top) face of the cell with index (i, j, k). In our
numerical experiments values on both sides of each cell interface are computed using a piecewise polynomial ENO
reconstruction procedure. The time evolution of (2) is performed by the high order nonlinearly stable Runge–Kutta
method of Osher and Shu [11].
2.2. ENO reconstruction
We turn now to describe the second-order ENO reconstruction procedure in our numerical experiments, which is
also used in [1].
Suppose that the ENO polynomial in cell I ki,j is given by
P ki,j (x, y) = 1i,j,kx + 2i,j,ky + 3i,j,k .
Let N(Iki,j ) denote the set of cells which have one edge (respectively, one point. In our numerical tests, we use cells
which have one edge meeting with the speciﬁc cell for scalar equations and cells which have one point meeting with
the speciﬁc cell for systems.) meeting with I ki,j . Then the coefﬁcients li,j,k, l = 1, 2, 3 are determined as follows.
(I) For each cell I ki,j , we compute a least squares ﬁt based on information of the set N(Iki,j ) and compute the
smoothness indicator
SIki,j = |1i,j,k| + |2i,j,k|.
(II) For each of the cells I k0i0,j0 ∈ N(Iki,j ), we select the cell that I
kb
ib,jb
for which
SI
kb
ib,jb
= min
I
kb
ib,jb
∈N(Iki,j )
SI
k0
i0,j0
and deﬁne
li,j,k = lib,jb,kb , l = 1, 2.
This procedure of selection will reduce the possibility of introducing new oscillations, and it will yield a second-
order accuracy.
(III) The remaining coefﬁcient 3i,j,k is computed in accordance to the conservative property:
3i,j,k = u¯ki,j − 1i,j,kxCi,j,k − 2i,j,kyCi,j,k ,
where (xCi,j,k, y
C
i,j,k) is the barycenter of I
k
i,j .
3. Multiresolution representation and grid adaptation
3.1. A conservation–interpolation formula
Consider the nested grids {Gk}Lk=0 and cell averages {u¯ki,j }Lk=0 over it. By the additivity of integrals, we have the
following relationship between cell averages on adjacent levels:
u¯ki,j = 14 (u¯k−12i−1,2j−1 + u¯k−12i−1,2j + u¯k−12i,2j−1 + u¯k−12i,2j ). (3)
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Conversely, to predict u¯k−1 from u¯k (approximately), we use the interpolate formulas in [1]:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u˜k−12i,2j  I¯ (2i, 2j ; u¯k) = u¯ki,j + Qsx(i, j ; u¯k) + Qsy(i, j ; u¯k) + Qsxy(i, j ; u¯k),
u˜k−12i,2j−1  I¯ (2i, 2j − 1; u¯k) = u¯ki,j + Qsx(i, j ; u¯k) − Qsy(i, j ; u¯k) − Qsxy(i, j ; u¯k),
u˜k−12i−1,2j  I¯ (2i − 1, 2j ; u¯k) = u¯ki,j − Qsx(i, j ; u¯k) + Qsy(i, j ; u¯k) − Qsxy(i, j ; u¯k),
u˜k−12i−1,2j−1  I¯ (2i − 1, 2j − 1; u¯k) = 4u¯ki,j − u˜k−12i,2j−1 − u˜k−12i−1,2j − u˜k−12i,2j ,
(4)
where
Qsx(i, j ; u¯k) =
s−1∑
m=1
m(u¯
k
i+m,j − u¯ki−m,j ),
Qsy(i, j ; u¯k) =
s−1∑
n=1
m(u¯
k
i,j+n − u¯ki,j−n),
Qsxy(i, j ; u¯k) =
s−1∑
m=1
m
s−1∑
n=1
n(u¯
k
i+m,j+n − u¯ki+m,j−n − u¯ki−m,j+n − u¯ki−m,j−n).
In this paper, we use the interpolation results for r¯ = 3 from one dimension in which 1 = 18 , and here r¯ = 2s − 1 is the
order of approximation.
Note that the last formula of (4) is different from that presented in [1]. It is derived using (3). This subtle change
can preserve conservation of mass during the decoding procedure, which, by the Lax–Wendroff theory, is an essential
requirement for a good numerical scheme for hyperbolic conservation laws.
3.2. The 2D cell-averaged multiresolution framework
Deﬁne the wavelet coefﬁcient at level k as the differences between the exact and predicted values:
dki,j,1 = u¯k−12i,2j − u˜k−12i,2j ,
dki,j,2 = u¯k−12i,2j−1 − u˜k−12i,2j−1,
dki,j,3 = u¯k−12i−1,2j − u˜k−12i−1,2j .
Using (3), we can also deﬁne an dki,j,4 =−dki,j,1 −dki,j,2 −dki,j,3 whose magnitude will simply be the sum of the dki,j,l’s,
l = 1, 2, 3. Then the multiresolution procedure can be written as
u¯M = Mu¯0 = (d1, d2, . . . , dL, u¯L), u¯0 = M−1u¯M . (5)
As in the case of one dimension, the multiresolution analysis (5) can be done without requiring any additional storage.
Because of (3), each (four times) coarser array of independent d’s can be recursively ﬁt into one-fourth of the ﬁner
array. Finally, on the coarsest level, the array u¯L will take the place of the redundant dL.
Analysis in [8] indicates, themultiresolution decomposition of numerical solution can be viewed as ameasurement of
its local regularity. In smooth regions the coefﬁcients d diminish in size asmeshes are reﬁned; while in the neighborhood
of a discontinuity the coefﬁcient d remains of the same size independent of the level of reﬁnement.
Consider data compression process of u¯0,
uˆ0 = M−1tr(uM) = M−1(dˆ1, dˆ2, . . . , dˆL, u¯L),
dˆki,j,l = tr(dki,j,l) =
{
0 if max
m=1,2,3 |d
k
i,j,m|< k,
dki,j,l otherwise,
l = 1, 2, 3. (6)
We have the following result about threshold.
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Theorem 1. If taking in (6)
k = /2k, k = 0, 1, . . . , L.
Then we have
‖u¯0 − uˆ0‖∞C ·  here C is a constant.
3.3. Grid adaptation
During the solution of conservation laws the grid should be adapted in each time step to improve resolution of shocks
and contact discontinuities. In this context we use the multiresolution representation presented in the previous two
subsections to decide the spatial partition.
For each cell I ki,j , we deﬁne a Boolean ﬂag variable iˆ
k
i,j . The resulting ﬂagged set  = {I ki,j ; iˆki,j = 1} corresponds
to an adaptive partition of the space domain. We turn now to outline the algorithmic description of the grid adaptive
procedure:
(I) Encoding: u¯M = Mu¯0 = (d1, d2, . . . , dL, u¯L)
Do for k = 1, . . . , L
Do for i = 1, . . . ,Mk; j = 1, . . . , Nk
u¯ki,j = 14 (u¯k−12i−1,2j + u¯k−12i,2j−1 + u¯k−12i,2j + u¯k−12i−1,2j−1)
End do
Do for i = 1, . . . ,Mk; j = 1, . . . , Nk
dki,j,1 = u¯k−12i,2j − u˜k−12i,2j = u¯k−12i,2j − I¯ (2i, 2j ; u¯k)
dki,j,2 = u¯k−12i,2j−1 − u˜k−12i,2j−1 = u¯k−12i,2j−1 − I¯ (2i, 2j − 1; u¯k)
dki,j,3 = u¯k−12i−1,2j − u˜k−12i−1,2j = u¯k−12i−1,2j − I¯ (2i − 1, 2j ; u¯k)
End do
End do
(II) Initialize the ﬂag:
Do for k = 0, 1, . . . , L
Do for i = 1, . . . ,Mk; j = 1, . . . , Nk
iˆki,j = 0
End do
End do
(III) Truncation and mesh distribution
0 = 
Do for k = 1, 2, . . . , L
Do for i = 1, . . . ,Mk; j = 1, . . . , Nk
If (max(|dki,j,1|, |dki,j,2|, |dki.j,3|)k) then
Do for m = −1, 0, 1; n = −1, 0, 1
Call Split_Cell(I ki+m,j+n)
End do
If (max(|dki,j,1|, |dki,j,2|, |dki.j,3|)2p+1k .and.k > 1) then
Call Split_Cell(I k−12i,2j )
Call Split_Cell(I k−12i−1,2j )
Call Split_Cell(I k−12i,2j−1)
Call Split_Cell(I k−12i−1,2j−1)
End if
End if
End do
End do
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where the subroutine Split_Cell(I ki,j ) is given by
iˆk−12i,2j = iˆk−12i−1,2j = iˆk−12i,2j−1 = iˆk−12i−1.2j−1 = 1
Remark 1. The grid selecting conditions in (III) reﬂect two main characters of hyperbolic systems: ﬁnite-speed
propagation and creation of new singularities. Due to the locality of the wavelet coefﬁcients, our grid size will be very
small in areas where solution varies or singularity produces, but large in smoother parts.
Remark 2. Since the density of Euler equations retains all possible nonsmooth structures of the ﬂow. In that case, we
encode the cell averages of density in (I) and use it to determine the adaptive meshes.
4. The multiresolution scheme
4.1. Description
As presented in [12], the multiresolution scheme is based on two independent parts: a PDE solver and a mesh-
redistribution, which we proposed in Sections 2 and 3, respectively. In this section we will discuss how they can work
in one setting, the multiresolution setting.
Takingn as the adaptive grid set at time step nt and U¯nM the cell averages of the numerical solution on it. Our goal
is to derive the discretizationn+1 and calculate the corresponding numerical approximation U¯n+1M within a prescribed
tolerance in an efﬁcient manner. This is done by the following steps:
First the adaptive numerical approximation U¯nM is interpolated onto the ﬁnest resolution level G0. Then, on the
Cartesian grid G0, we can encode and identify the discretization n+1 using the algorithms introduced in Section 3.At
the same time, the compressed numerical solution U˜nM on n+1 at time step nt is obtained by thresholding. Finally,
U¯n+1M is achieved by operating the ﬁnite volume scheme in Section 2 on U˜
n
M .
4.2. Details in implementation
For further enhancing efﬁciency and preserving mass-conservation, we shall discuss some details on implementation
here.
The ﬁrst one is about the time evolution. As aforementioned we use the multi-stages Runge–Kutta method of Osher
and Shu [11] to evolve in time. To save CPU time, we adjust the grids only once at one time step, through it contains
many substeps. The similar strategy can be seen in [2] and our experiments show that no signiﬁcant differences are
noted about the quality of numerical results.
The second one concerns computation of numerical ﬂux. Interpolating the solutions to the ﬁnest grid level and
calculating ﬂuxes there, as performed in [5], can preserve accuracy, but they lead to a tremendous slow down of
computational speed. In this paper, we compute numerical ﬂux directly on the adaptive grid which was obtained in
Section 3. On the other hand, there may be more than one cells that meet with a cell at the same edge in our scheme. It
is noted that direct use of conventional ﬂux computation is unsatisfactory, since it may destroy boundary ﬂux balance
at the grid interfaces. Here we propose a ﬂux correction technique to deal with the difﬁculty. The idea is to make the
sum of ﬂux into one interface equal to the sum of ﬂux out of the same interface. That is to say, at the interface between
two different resolutions, we only compute ﬂuxes of the higher resolution while ﬂuxes of the lower resolution can be
obtained using the ﬂux balance property.
5. Numerical tests
This subsection is devoted to the presentation and analysis of results which is obtained with the adaptive multireso-
lution ﬁnite volume scheme. All simulations are performed using a Visual Fortran 5.0 code. In order to save memory,
the adaptive grids and corresponding cell-averages values are stored in structured link. For convenience of statement,
we deﬁne Nuse as the total number of adaptive grids and the compression rate as
 = N0 × 2
L
Nuse
.
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Fig. 1. 2D wave equation, IC(8), t = 1.0. Left: adaptive grid; right: numerical solution.
5.1. Tests for scalar equation
In this subsection, all simulations are performed on a hierarchy of ﬁve nested uniform grids, i.e., L = 4 and the
coarsest level G4 already includes N4 =10×10 cells. According to the previous choosing N0 =N4 ×24 =25600 here.
Example 1. Consider linear wave equation on the domain [−1, 1] × [−1, 1]:
u
t
+ u
x
+ u
y
= 0. (7)
The initial conditions (IC) are
u(x, y, 0) = sin(x) sin(y) (8)
and
u(x, y, 0) =
{−0.5, −1x, y0,
0.5, 0x, y1,
0.25 elsewhere.
(9)
We take = 40 min(hx, hy) for the periodic initial data (8). The adaptive grid at time t = 1.0 together with the solution
are shown in Fig. 1. Since the solution is smooth and varies slowly in the whole domain, there exist only two medium
resolution levels and the ﬁnest resolution has never appeared. For the initial data (9), the solution starts with four
discontinuities along x-axis and y-axis, and they will be moving with a unit speed. We take  = 6.6 min(hx, hy). The
results at time t = 0.6 are given in Fig. 2. We observed that the grid retains the same shape throughout the evolution
and the ﬁnest grids are created corresponding to the irregularities of the solution. The grid numbers we used are given
in Table 1.
Example 2. Consider Burgers equation:
u
t
+ 
x
(
u2
2
)
+ 
y
(
u2
2
)
= 0 (10)
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Fig. 2. 2D wave equation, IC(9), t = 0.6. Left: adaptive grid; right: numerical solution.
Table 1
Compression rate of linear equation (7)
Truncation error  Adaptive mesh Nuse Compressive rate 
IC(8) = 40 min(hx, hy) 4672 5.4795
IC(9) = 6.6min(hx, hy) 4927 5.1959
with IC
u(x, y, 0) = sin(x) sin(y) on [−1, 1] × [−1, 1] (11)
and
u(x, y, 0) =
{−1, (x − 0.5)2 + (y − 0.5)20.42,
1, (x + 0.5)2 + (y + 0.5)20.42 on [−1.5, 1.5] × [−1.5, 1.5],
0 elsewhere.
(12)
When Burgers equation evolves with smooth IC(11), the solution propagates and compresses to form a shock after
a ﬁnite time step. In this context = 20min(hx, hy), the adaptive grid distribution and the solution at the beginning of
calculation are given in Fig. 1. Along with the solution changing we can see ﬁne grids created with the singularity, and
small grids combine in the smooth areas. We run up to t = 0.5, at the end of which we obtained the adaptive grid and
contour plot illustrated in Fig. 3.
For the special IC(12) there will be two cylindrical fronts which move with velocities equal to the mean of the
solutions just before and after the shock front, while the trailing edges do not move at all. After a certain time gap
(about 0.307 time unit) the fronts will touch each other and will form a discontinuity in the solution, since they move
in the opposite directions. We take  = 7min(hx, hy) in this test. The grid distribution at t = 0, 0.5 and 2.0 together
with the corresponding numerical solutions are shown in Figs. 4–6, respectively. The grid numbers we used are shown
in Table 2.
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Fig. 3. 2D Burgers equation, IC(11), t = 0.5. Left: adaptive grid; right: numerical solution.
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Fig. 4. 2D Burgers equation, IC(12), t = 0.0. Left: adaptive grid; right: numerical solution.
5.2. Tests for system
In this subsection, we compute three kinds of 2D Riemann problems which are computed in [9] using a 400 × 400
grid. Our solutions are obtained on a hierarchy of ﬁve nested uniform grids with the coarsest level G4 already includes
N4 = 25 × 25 cells. Note that N0 = N4 × 24 = 160 000 and this is effectively equivalent to a 400 × 400 mesh in the
nonsmooth areas.
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Fig. 5. 2D Burgers equation, IC(12), t = 0.5. Left: adaptive grid; right: numerical solution.
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Fig. 6. 2D Burgers equation, IC(12), t = 2.0. Left: adaptive grid; right: numerical solution.
Example 3. Shock waves: 2D Euler equations of gas dynamics can be written as

t
⎛
⎜⎝

u
v
E
⎞
⎟⎠+ 
x
⎛
⎜⎝
u
u2 + p
uv
u(E + p)
⎞
⎟⎠+ 
y
⎛
⎜⎝
v
uv
v2 + p
v(E + p)
⎞
⎟⎠= 0, (13)
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Table 2
Compression rate of Burgers equation (10)
Truncation error  Adaptive mesh Nuse Compressive rate 
IC(11) = 20min(hx, hy) 4612 5.5507
IC(12), t = 0.0 = 7min(hx, hy) 3787 6.760
IC(12), t = 0.5 5308 4.8229
IC(12), t = 2.0 2620 9.7710
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Fig. 7. Conﬁguration 4, t = 0.25. Left: adaptive grid; right: numerical density.
where , (u, v), p,E are the density, velocity, pressure, energy, respectively. For an ideal gas, the equation of state,
E = p/( − 1) + (/2)(u2 + v2), is provided. The initial conditions are chosen as
(, u, v, p) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(1.1, 0.0, 0.0, 1.1) if x > 0.5, y > 0.5,
(0.5065, 0.8939, 0.0, 0.35) if x < 0.5, y > 0.5,
(1.1, 0.8939, 0.8939, 1.1) if x < 0.5, y < 0.5,
(0.5065, 0.0, 0.8939, 0.35) if x > 0.5, y < 0.5.
(14)
This problemcorresponds toConﬁguration4discussed in [9].Weuseourmultiresolution schemewith =20 min(hx, hy)
and display the adaptive mesh and density at t = 0.25 in Fig. 7. The propagation of several fronts is seen to be well
represented, with very sharp resolution.
Example 4. Contact discontinuities. We reconsider Conﬁgurations 6 and 7 in [9], whose solutions contain contact
discontinuities. The ﬁrst conﬁguration has initial data
(, u, v, p) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(1.0, 0.75,−0.5, 1.0) if x > 0.5, y > 0.5,
(2.0, 0.75, 0.5, 1.0) if x < 0.5, y > 0.5,
(1.0,−0.75, 0.5, 1.0) if x < 0.5, y < 0.5,
(3.0,−0.75,−0.5, 1.0) if x > 0.5, y < 0.5
(15)
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Fig. 8. Conﬁguration 6, t = 0.3. Left: adaptive mesh; right: numerical density.
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Fig. 9. Conﬁguration 7, t = 0.25. Left: adaptive mesh; right: numerical density.
and the second conﬁguration has initial data
(, u, v, p) =
⎧⎪⎨
⎪⎩
(1.0, 0.1, 0.1, 1.0) if x > 0.5, y > 0.5,
(0.5197,−0.6259, 0.1, 0.4) if x < 0.5, y > 0.5,
(0.8, 0.1, 0.1, 0.4) if x < 0.5, y < 0.5,
(0.5197, 0.1,−0.6259, 0.4) if x > 0.5, y < 0.5.
(16)
We take  = 40 min(hx, hy) for Conﬁguration 6 and  = 15 min(hx, hy) for Conﬁguration 7. The adaptive mesh
distribution as well as the density contour lines are presented in Figs. 8 and 9. Although the total grid number we used
in the practice, as shown in Table 3, is much less than the ﬁnest mesh 400× 400, it is quite clear from this computation
that the treatment of Conﬁguration 6 is less effective than the treatment of Conﬁguration 7. This is mainly because our
mesh distribute algorithm is very sensitive for details.
As can be seen from the numerical experiments, the stability of our scheme depends on the magnitude of toler-
ance . During the mesh redistribution procedure, the interpolation of numerical approximation from ﬁne to coarse
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Table 3
Compression rate of 2D Riemann problems
Truncation error  Adaptive mesh Nuse Compressive rate 
Conﬁguration 4 = 20 min(hx, hy) 20734 7.7168
Conﬁguration 6 = 40 min(hx, hy) 28330 5.6477
Conﬁguration 7 = 15 min(hx, hy) 15388 10.3977
grids inevitably results in a loss of accuracy. For small , this loss is acceptable in comparison with the improve-
ment of efﬁciency. However, as  increases in size, it becomes more signiﬁcant and may result in numerical insta-
bility. Therefore,  should not be too large. In our computation, we have taken  less than 50 as a good threshold
after extensive numerical experiments. Notice that the proposed scheme is stable and convergent as expected (see
Example 1–4).
6. Summary
A multiresolution ﬁnite volume scheme for solving hyperbolic conservation laws has been described and applied to
a number of 2D test cases. Key features of this approach are the mesh adaptation strategy, whereby high density of
grid is allocated only where it is needed. We execute nonlinear PDE solver directly on the adaptive grids, which leads
to a loss of accuracy in smooth region. However, it is acceptable in comparison with the improvement of efﬁciency.
Numerical simulations show that the new scheme is good at saving computational cost and is stable. It can be viewed
as a good substitution of the moving mesh method.
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