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Franka Grünewald 
Extraktion semantischer Informationen aus 
Web 2.0-Daten im Kontext von E-Lectures 
Zusammenfassung 
In diesem Beitrag wird das für das E-Learning und insbesondere das Tele-
Teaching wesentliche Thema Wie können Studierende online aktiviert werden? 
Untersucht, um daraufhin technische Lösungen dafür vorzuschlagen. Die kolla-
borative Annotation von Vorlesungsaufzeichnungen ist eine Möglichkeit, die 
Aktivität von Studierenden in E-Lecture-Portalen zu verbessern. Der Nutzen 
für die Studierenden kann durch die zusätzliche Bereitstellung von semanti-
schen Informationen zu diesen digitalen Mitschriften erhöht werden. Es wird 
gezeigt, wie Schlüsselwörter aus nutzergenerierten Annotationen mit Entitäten 
des Semantic Web verknüpft werden. Die Darstellung der Verbindungen mit 
verwandten Schlüsselwörtern in einer semantischen Topic Map wird anschlie-
ßend erklärt. Evaluationsergebnisse, sowohl des User Interfaces als auch der 
extrahierten Daten, werden vorgestellt. 
1  Handlungsperspektiven beim Lernen mit 
Vorlesungsaufzeichnungen 
E-Lectures, Videoaufzeichnungen von Vorlesungen, entweder als Livestream 
oder über ein Portal im Internet abrufbar, sind heutzutage an den Universitäten 
sehr verbreitet. Zunächst wurden diese fast zwei Jahrzehnte in Tele-Teaching-
Szenarien eingesetzt und gewannen durch den Trend der Massive Open Online 
Courses (MOOCs), insbesondere der an das klassische Vorlesungsszenario 
angelehnten xMOOCs, neuen Aufwind. Der Erfolg von Vorlesungsaufzeich-
nungen beruht darauf, dass sie in der Basisausführung preiswert und einfach zu 
produzieren sind, sich die Anzahl ihrer Rezipientinnen und Rezipienten sehr 
gut skalieren lässt und die Nutzung orts- sowie zeitunabhängig stattfinden kann. 
Trotz der vielen Vorteile entstehen besonders aus Sicht der Lernenden ei-
nige Nachteile durch Vorlesungsaufzeichnungen. Da es vorwiegend um Wis-
sensvermittlung geht und die Studierenden die Vorlesungen oft allein anschau-
en, entsteht schnell ein passives Konsumentenverhalten, das die soziale Interak-
tion mit anderen Studierenden und die aktive Beteiligung am Lernhandeln 
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sowie die Auseinandersetzung mit dem Lerninhalt nicht fördert. Dabei wurde 
gerade die Partizipation der Lernenden im Unterricht als besonders hilfreich für 
deren Lernerfolg eingestuft (vgl. Siemens, 2005; Fischer, 2011; Dick & Zietz, 
2011). 
Das einfachste Verfahren zur Produktion von Vorlesungsaufzeichnungen 
mit Hilfe des externen Screengrabbing-Verfahrens (vgl. Hermann, 2011 sowie 
Schillings & Meinel, 2002) liefert ausschließlich unstrukturierte Videodaten. 
Dies erschwert nicht nur die Suche innerhalb der Videos, sondern stellt auch 
weitere Herausforderungen an die Durchsuchbarkeit großer Vorlesungsauf-
zeichnungsarchive.  
Dieser Beitrag beschreibt ausgewählte Ergebnisse des Dissertationspro-
jekts der Autorin am Hasso-Plattner-Institut der Universität Potsdam, in dem 
Technologien und Konzepte untersucht wurden, um diese Hindernisse zu 
überwinden. Web 2.0-Technologien gelten als Möglichkeit, das Engagement 
der Studierenden in E-Learning-Umgebungen zu fördern (vgl. Kerres, 2006). 
Daher wurden zunächst verschiedene Web 2.0-Tools (Bewerten, Taggen, Play-
listen) in einer Tele-Teaching-Umgebung umgesetzt und evaluiert (vgl. Grüne-
wald, Siebert & Meinel, 2011) und die Resultate anderer Forschungen (z.B. 
Cha, Kwak, Rodriguez, Ahn & Moon, 2007) bestätigt, nach denen diese Werk-
zeuge, in diesem Fall ebenfalls in Szenarien mit Vorlesungsaufzeichnungen, 
nicht umfassend angenommen werden. Als Gründe für die Nichtnutzung konn-
ten mangelnder initialer Nutzen für die Studierenden durch die Verwendung 
der Werkzeuge und fehlende Anreize zur Beteiligung extrahiert werden.  
Als eine Lösungsmöglichkeit wurde eine kollaborative Annotationsum-
gebung implementiert und evaluiert (vgl. Grünewald & Meinel, 2012), die 
Elemente der Design Guidelines für eine Culture of Participation (vgl. Fischer, 
2011) enthält. Damit konnte das Interesse der Studierenden an der Zusammen-
arbeit in der Gruppe geweckt und die Effizienz des Lernens mit Vorlesungsauf-
zeichnungen tendenziell gesteigert werden (vgl. Grünewald, Yang & Meinel, 
2013). Bei der Evaluation des Annotationswerkzeugs in einem MOOC-Sze-
nario wurde als weiterer Wunsch der Studierenden die Möglichkeit identifi-
ziert, die Themen in einen Kontext setzen zu können (vgl. Grünewald, Meinel, 
Totschnig & Willems, 2013).  
Mangels Metadaten ist die Darstellung des Kontexts oft schwierig, da die 
nutzergenerierten Daten mangels Beteiligung für Tag Clouds oft nicht ausrei-
chen. Der Einsatz von Optical Character (OCR) und Automatic Speech Recog-
nition (ASR) ist neben nutzergenerierten Daten eine Möglichkeit, Metadaten 
automatisch zu gewinnen. Jedoch ist bei beiden Lösungen keine strukturierte 
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Darstellung impliziert. Als Lösung wird eine Verknüpfung der nutzer-
generierten Daten, die mittels aktivierender Methoden gewonnen werden, mit 
dem Semantic Web vorgeschlagen, um eine Einordnung in einen strukturierten 
Datenkontext zu ermöglichen.  
Bisherige Ansätze versuchten, Studierende sowie Lehrende in die Ver-
knüpfung nutzergenerierter Daten und semantischer Netze mit einzubeziehen 
(vgl. Torniai, Jovanovic, Bateman, Gasevic & Hatala, 2008; Yu, Pedrinaci, 
Dietze & Domingue, 2012), was einen erhöhten Aufwand mit nur geringem 
initialen Nutzen für die Beteiligten beinhaltete. Deshalb wird in dieser Arbeit 
die automatische Generierung und Visualisierung des semantischen Kontexts 
aus nutzergenerierten Annotationen untersucht. 
2  Semantische Kontextualisierung von Schlüsselwörtern in 
nutzergenerierten Video-Annotationen 
Der Kontext zu einer Vorlesungsaufzeichnung kann durch die Extraktion von 
verwandten Begriffen aus einer Linked Data Cloud im Semantic Web heraus-
gefiltert werden. Startpunkt dafür sind Schlüsselwörter, die aus nutzer-
generierten Daten zur jeweiligen Aufzeichnung extrahiert werden. Die Vorle-
sungsannotationen werden als Basis für die Extraktion von Schlüsselwörtern 
herangezogen, da die Erstellung von Annotationen mit zusätzlichem didakti-
schem Nutzen für die Studierenden verbunden ist. Als Wissensbasis in der 
Linked Data Cloud wird DBpedia verwendet, weil diese eine sehr breite The-
menfächerung aufweist sowie eine Schnittstellenfunktion auf viele andere Da-
tenbanken besitzt (vgl. Bizer, Heath, & Berners-Lee, 2009). Darüber hinaus 
sind für DBpedia weitere Dienste verfügbar, die für den in diesem Kapitel be-
schriebenen Extraktionsprozess benötigt werden. In dem DBpedia-Projekt wird 
der Inhalt der Online-Enzyklopädie Wikipedia in eine strukturierte maschinen-
lesbare Form überführt und zugänglich gemacht.  
2.1 Zuordnung von Schlüsselwörtern zu semantischen Entitäten 
Mit der Annotation als Eingangswert müssen zunächst relevante Schlüsselwör-
ter identifiziert und mit dem Semantic Web verknüpft werden. Dafür gibt es 
passend zu der Datenbasis DBpedia den WebService DBpedia Spotlight (vgl. 
Mendes, Jakob, García-Silva & Bizer, 2011), welcher aufgrund seiner guten 
Evaluationsergebnisse (vgl. Rizzo & Troncy, 2011) auch in dem in dieser Ar-
beit beschriebenen Algorithmus eingesetzt wird.  
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Im Einzelnen müssen die in Abb. 1 in der Box DBpedia Spotlight genann-
ten Prozessschritte durchlaufen werden, die jedoch vollständig von dem Service 
abgedeckt sind. Als Ausgangswert wird eine DBpedia-Entität zurückgeliefert. 




Abb. 1:  Ablauf der Extraktion von Schlüsselwörtern aus nutzergenerierten 
Annotationen und der Zuordnung eines semantischen Kontexts zu 
diesen 
2.2 Bestimmung des semantischen Kontexts zu einem Schlüsselwort 
Entitäten sind potenziell miteinander verwandt, wenn sie derselben Kategorie 
im semantischen Netz angehören, vom selben semantischen Typ sind, eine 
direkte semantische Verbindung zwischen ihnen besteht, sie dieselbe Bezie-
hung wie andere Entitäten aufweisen (vgl. Di Noia, Mirizzi, Ostuni, Romito & 
Zanker, 2012) oder im gleichen textuellen Kontext verwendet werden. Anhand 
dieser Kriterien wird zunächst eine Liste verwandter Entitäten erstellt und an-
schließend nach dem Grad der Verwandtschaft sortiert.  
Für diese Bewertung gibt es zwei Verfahren, das Kookkurenzverfahren 
und die Bestimmung der Distanz zwischen zwei Wörtern in einem Graphen 
mittels Ontologien (vgl. Leal, Rodrigues & Queirós, 2012). Das Vector-Space-
Model (vgl. Salton, Wong & Yang, 1975) ist ein Kookkurenzverfahren. Da es 
schon in vielen Algorithmen, die die Verwandtschaft zwischen semantischen 
Entitäten ermitteln, verwendet wurde, ist es für das Dissertationsprojekt als 
erster Algorithmus zum Bewerten von Beziehungen eingesetzt worden. Ver-
gleichend wurde das Verfahren von Moore, Steinke und Tresp (2011) umge-
setzt, das nach dem zweiten Verfahren arbeitet und den kürzesten Weg zwi-
schen zwei Entitäten zum Vergleich heranzieht. Dieser Algorithmus generiert 
teilweise unvermutete Ergebnisse. Diese unerwarteten Resultate stellen sich als 
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Anreiz für weitere Such- und Lernaktivitäten heraus, da neue und unbekannte 
Zusammenhänge und Themen erschlossen werden können. Weiterhin erzielt 
der Algorithmus gute Resultate in Bezug auf die Rechenleistung. Beide Algo-
rithmen wurden prototypisch implementiert und ihre Ergebnisse in semanti-
schen Topic Maps, die mit Schlüsselwörtern in den Nutzerannotationen ver-
knüpft sind, visualisiert (vgl. Abb. 2).  
Die Topic Map bietet neben der Darstellung von gewichteten Beziehungen 
zwischen Themen die Möglichkeit, das Vorlesungsarchiv nach diesen Themen 
zu durchsuchen, das beste Suchergebnis direkt abzuspielen, zum passenden 
Wikipediaeintrag zu springen oder zwischen Topic Maps verschiedener The-
men zu navigieren.  
Abb. 2:  Semantische Topic-Map-Interfaces zu den Themen SQL und HTTP 
2.3 Evaluation semantischer Topic Maps 
Im Anschluss erfolgte eine Evaluation mit Expertinnen und Experten und (po-
tenziellen) Nutzerinnen und Nutzern. Zunächst zeigte die Evaluation mit sechs 
Promovierenden und Graduierten der Informatik, dass beide Algorithmen mi-
nimal bis keine falschen Ergebnisse lieferten. Der Log Neighbour Discovery-
Algorithmus (1) erzeugte in 63,3% aller Testfälle die richtige Anzahl an Ergeb-
nissen, während der Vector Space Model-Algorithmus (2) in 50% der Fälle zu 
viele oder zu wenige Werte als Resultat lieferte. Beide liefern laut Einschät-
zung der Expertinnen und Experten eher eine sinnvolle Auswahl. Während 
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Algorithmus 1 allerdings eher einen Überblick über das Thema selbst gibt, liegt 
die Stärke von Algorithmus 2 eher darin, verwandte Gebiete aufzuzeigen. Die 
Datenbasis liefert somit gute bis sehr gute Voraussetzungen, so dass als nächs-
tes das Interesse der Nutzerinnen und Nutzer an einer solchen Lösung eruiert 
wurde. Eine Umfrage in einem MOOC (n=558 Rückantworten erfolgten, insge-
samt wurde die Einladung an alle 62.000 eingeschriebenen Nutzerinnen und 
Nutzer geschickt, von denen allerdings nur 9.506 am laufenden Kurs teilnah-
men) ergab, dass, obwohl das Interesse unabhängig vom Kurslayout zu arbeiten 
eher mäßig ist, der Bedarf für die Visualisierung von Themen und deren Bezie-
hungen hingegen sehr groß ist. Auch gab ein Großteil der Studierenden an, das 
Werkzeug Topic Map häufiger nutzen zu wollen.  
Nutzertests mit einem Prototypen wurden im Folgenden dazu eingesetzt, 
die Akzeptanz der Nutzerinnen und Nutzer, sowie deren Interesse und die 
Nutzbarkeit der konkreten Umsetzung zu überprüfen.  
Abb. 3:  Nutzerbewertungen der semantischen Topic Map in den Punkten 
Nützlichkeit, Intuitivität und Verbindung mit persönlichen 
E-Lecture-Annotationen (wobei in der Vorstudie mit einem Click-
Prototyp und in der Hauptstudie mit der tatsächlichen Implementie-
rung gearbeitet wurde) 
Die Maps wurden als sinnvoll und hilfreich bewertet, um eine Übersicht über 
die Details und verwandte Themen zu einem Schlüsselwort zu bekommen. 
Auch wurde die Intuitivität im Mittel als gut bewertet. Die Verknüpfung der 
semantischen Topic Maps mit nutzergenerierten Annotationen ist ebenfalls als 
eher sinnvoll bis sinnvoll eingestuft worden (vgl. Abb. 3). 
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3 Diskussion und Ausblick 
Aus der Evaluation kann entnommen werden, dass die Topic Maps im direkten 
Nutzertest gut bis sehr gut abgeschnitten haben und auch die Verbindung mit 
den Nutzerannotationen als sinnvoll eingestuft wurden. Dies zeigt, dass die 
Verbindung von nutzergenerierten Inhalten mit Semantic Web-Technologien 
als gewinnbringend eingeschätzt wird. E-Lectures sind bisher ein Werkzeug 
vorwiegend geeignet für das reflektierende Beobachten. Reichert man nun 
Vorlesungsaufzeichnungen mit einem Annotationstool sowie semantischen 
Topic Maps an, können diese zu einem Lernsetting auch für Lernende im Stil 
der abstrakten Konzeptualisierung und der konkreten Erfahrung (vgl. Lernstil-
Modell nach Kolb, Boyatzis, & Mainemelis, 2011) werden. Das ist gewinn-
bringend, da somit Nutzerinnen und Nutzer verschiedener Lerntypen angespro-
chen und somit potenziell ein größeres Publikum erreicht werden kann.  
Dennoch wird auch hier deutlich, dass nicht alle Werkzeuge für alle Ler-
nenden gleichermaßen geeignet sind. Das zeigen insbesondere die Umfrageer-
gebnisse aus dem MOOC-Szenario, laut derer lediglich knapp über die Hälfte 
der Probandinnen und Probanden angibt, es häufiger nutzen zu wollen. Nichts-
destotrotz ist die Anzahl an interessierten Studierenden groß genug, um die 
Funktion im Tele-Teaching zu etablieren. 
Diese Arbeit hat weiterhin den Ansatz automatisch aus nutzererzeugten 
Annotationen generierter Topic Maps vorgestellt. Zwei Algorithmen zur Be-
wertung von Nachbarbeziehungen wurden dafür gegenübergestellt. Beide wur-
den durch Expertinnen und Experten als gut bewertet. Durch diese Ergebnisse 
kann die These, dass automatisch generierte Inhalte für Topic Maps für die 
Nutzerinnen und Nutzer hilfreich sind, mit ja beantwortet werden. Welche 
Kombination beider Algorithmen optimal ist, bleibt zu erforschen.  
Durch die Automatisierung kann im Vergleich zu der in anderen Arbeiten 
vorgeschlagenen manuellen Erstellung von Topic Maps ein deutlich größeres 
Spektrum an Vorlesungsaufzeichnungen bedient und die Bereitstellung be-
schleunigt werden. Neben der Verknüpfung mit Nutzerannotationen wäre auch 
die Markierung von Schlüsselwörtern in Audiotranskripten oder im Folientext 
denkbar.  
Die Topic Maps sind aktuell statisch umgesetzt, ohne die Möglichkeit für 
die Nutzerin bzw. den Nutzer, selbst Filter darin zu setzen. Eine Navigation 
zwischen verschiedenen Topic Maps wird derzeit unterstützt. Aus Nutzersicht 
könnte es sich jedoch als sinnvoll erweisen, weitere Parameter wie die Anzahl 
der Beziehungen, den Schwellwert für sinnvolle Beziehungen und die Anzahl 
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der Beziehungsebenen adaptierbar zu gestalten und Zweige der Map einzeln 
bedienen zu können. Der Nutzen von Adaptierbarkeit der Topic Maps sollte in 
einer weiteren Studie untersucht werden. 
In detaillierten Studien sollte außerdem erforscht werden, ob die Topic 
Maps als Metadatenbasis tatsächlich auch zielführender in puncto Durchsuch-
barkeit Vorlesungsaufzeichnungsarchiven und Finden eigener Lernpfade sind, 
oder ob herkömmliche, unter Umständen semantisch angereicherte Suchfunkti-
onen nach wie vor die Lernobjekteauswahl der Studierenden hinreichend unter-
stützen. Auch ein Vergleich mit manuell erstellten Topic Maps kann die Quali-
tät automatisch generierter Maps erneut beleuchten. Bei dieser Untersuchung 
sollten die Durchsuchbarkeit des erweiterten Kontexts eines Lerninhalts sowie 
die Möglichkeit der Serendipität bei der Inhaltsauswahl mit berücksichtigt 
werden, um selbstständigeres Lernen in breiteren Themenspektren zu fördern. 
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