The last decade has seen the development of complex IT systems to support city management, i.e., the creation of so-called intelligent cities. These systems include modules dedicated to particular branches of municipal economy, such as urban transport, heating systems, energy systems, telecommunications, and finally water and sewage management. In turn, with regard to the latter branch, IT systems supporting the management of water supply and sewage networks and sewage treatment plants are being developed. This paper deals with the system concerning the urban water supply network, and in particular, with the subsystem for detecting and locating leakages on the water supply network, including so-called hidden leakages. These leaks cause the greatest water losses in networks, especially in old ones, with a very diverse age and material structure. In the proposed concept of the subsystem consisting of a GIS (Geographical Information System), SCADA (Supervisory Control and Data Acquisition) system and hydraulic model of the water supply network, an algorithm of leak detection and location based on the neural networks' MLP (multi-layer perceptron) and Kohonen was developed. The algorithm has been tested on the hydraulic models of several municipal water supply networks.
Introduction
In the context of the implementation of modern technologies (including ICT-Information and Communication Technology) the adjective "Smart" is becoming increasingly popular. There is more and more spoken and written about SmartCit, SmartHome, SmartGrid, and SmartMaintenance [1] . When we hear about "smart grids", we most often talk about energy grids, but this term appears more and more often in relation to other industrial networks like water, sewage, or heating networks. The use of artificial intelligence methods allows us to direct the operation of the water supply system towards the development of intelligent cities.
Management of the municipal water supply network is a complex task, in which three main objectives are fulfilled: ensuring proper water quality, ensuring proper pressure in the network user nodes, and elimination of water losses. In this paper, we focus on the elimination of water losses, which in old water supply networks generate the highest operating costs. Water losses are caused by network failures caused by too high water pressure, and in the case of old networks, by the material usage of water pipes. In order to reduce the network failure rate it is necessary to properly control the operation of pumps in source and zone pumping stations and to revitalize the network, the former being computationally demanding due to the need to apply complex optimization algorithms, and the latter is very expensive. Therefore, the third solution is quick detection and location of failures, including above all the so-called hidden leaks, which, when they occur, are not visible, because they rely on the leakage of water into the ground through the gaps created in impaired pipelines. The reduction of losses in water distribution networks represents a challenge for water utilities worldwide. In the world as well as in Poland there is a lot of research on how to solve this problem. Interesting research on leakage detection in water supply networks is presented in papers [2] [3] [4] [5] . In [2] three main objectives have been achieved: Firstly, the effectiveness of so-called vibration monitoring for leak detection purposes was assessed providing a positive response; then, a prototypal detection procedure was studied, implemented, and tested on experimental data; finally, the specifications for a prototypal acquisition equipment were also determined. References [3, 4] show further studies on leak detection using vibration monitoring and in Reference [5] the suitability of a non-intrusive pipeline surface vibration-based leak detection technique is either confirmed.
Since this problem is also very topical in Poland, many of the emerging works concern its solution [6] [7] [8] [9] [10] [11] [12] . The easiest way to solve this problem is to install a sufficiently dense monitoring system on the water supply system, to determine hourly flow and pressure characteristics for each measuring point and to compare the current values of these parameters with the values determined on the relevant characteristics. The observed deviation between the measured value and the determined value signals the occurrence of an abnormal state, including a possible leakage in the environment of a given measuring point. This is a costly way because of the need to install multiple measuring devices in the monitoring system in order to achieve satisfactory detection of emergency conditions. Moreover, in this way, only the area of the network where an unusual event takes place is identified, not a specific point on the network. Another possible way of solving the problem of failure detection is to use a hydraulic model of the water supply system to perform many simulations of leaks in all nodes and pipes of the network, in order to determine and archive the distributions of flows and pressures at monitoring system measurement points corresponding to these leaks and also to the standard network operation state [9] . If the observation of network operation indicates a deviation from standard state, the current distribution of flows and pressures is compared with the distributions from the archive in order to find similar distribution, which will indicate the points of the network where the leakage occurred [7, 8, 10] . This method of identifying leaks is very time-consuming as it requires calculations of leakage simulations for many different states of network load in order to obtain a set of distributions representing the fullest possible set of potential leaks. The paper presents the third method of leakage location using the monitoring system, hydraulic model of the network, and neural classifier. This way, thanks to the use of neural networks to identify emergencies, is much faster and more accurate than the methods previously mentioned. Numerical algorithms, developed on the basis of the presented concepts of leakage location on the water supply network, have been implemented in an IT system developed by the Institute of System Research of the Polish Academy of Sciences in Warsaw (IBS PAN), as a tool supporting the comprehensive management of the municipal water supply system. The whole system and its individual algorithms have been tested on exemplary models of water supply networks from several Polish water supply companies [10] [11] [12] [13] [14] [15] [16] .
The research carried out on the detection and location of leakages using artificial intelligence methods is part of the idea of SmartCity, developed worldwide, which undertakes research on the global inclusion in operation of various areas of the functioning of urban infrastructure, including the infrastructure of the water supply system-SmartWater. This philosophy is in line with the improvement of the operation of water supply system operation facilities, which also translates into the quality of decision-making processes [5, [17] [18] [19] [20] . The SmartWater concept is an innovative approach to supporting the process of managing the operation of the water supply system with the possibility of using the cooperation of variable factors. Cooperation of these factors, taking into account technical and non-technical aspects, significantly broadens the issues of information resources and is an added value in supporting decisions on managing the operation of the water supply system. Inclusion of SmartWater in the processes of managing the operation of facilities in addition to the ability to support the decision of the water supply system with a focus on the use of technical and non-technical information resources of the enterprise enables the use of modern technological solutions (e.g., remote data transmission, remote control of the operation of facilities, or on-line interaction with customers). The algorithm of detection and location of leakages in the water supply network presented in the article is an element of a complex ICT system developed in IBS PAN to support Smart City management, the concept of which was presented at the ICT4S conference in Stockholm in 2014 [21] .
Water Management and Its Impact on Sustainable Development of a City
Sustainable development is development that meets the basic needs of people today without threatening the ability to meet future needs through integrated economic, environmental, and social activities. The concept of sustainable development has been developed and promoted since the 1990s and is based on the concept of needs to be met and constraints to be taken into account, which are determined by environmental and technical capabilities. In sustainable development, the environment is its foundation, technology is a tool, and the well-being of society an objective. Basic human needs are related to the provision of conditions for a healthy life, which requires healthy food, clean air, and a sufficient amount of clean drinking water. Therefore, sustainable development is achieved primarily by reducing the use of renewable resources, including water, eliminating hazardous and toxic substances from economic processes, and reducing emissions of pollutants into the atmosphere. In this way, the aim is to provide people with a sense of security and prosperity, understood as the creation of conditions conducive to their physical, mental, and social health.
The above shows that clean water, in sufficient quantity, is a key condition and element of sustainable development. The Institute of System Research of the Polish Academy of Sciences in Warsaw has been developing ICT systems supporting the management of water and sewage systems, the aim of which is precisely to provide clean water for urban dwellers and to protect the natural environment by improving sewage treatment. In the case of water, the computational algorithms developed primarily concern the improvement of its quality and economical management of its resources, including, among other things, by reducing water losses.
The problem discussed in the paper focuses on the last aspect of ensuring sustainable development related to the urban area, i.e., limiting water losses in the water supply system through early detection and location of leaks. This is, of course, a small element of a larger whole, but it is very important in the case of old or poorly managed urban networks and very important from the point of view of meeting basic social needs, because water losses leading in extreme cases to a reduction in water supply and an increase in water acquisition costs have a negative impact on calm and social satisfaction.
Solution of the Water Leaks Problem
The approach presented below is an extension of the simpler, previously discussed algorithms, one of which was based on the use of a monitoring system installed on a water supply system only, while the other used an additional hydraulic network model. The development of these algorithms consists in the use of neural networks to create a classifier locating leakage sites. Therefore, part of the steps of the new algorithm ( Figure 1 ) is a repetition of the steps of the previous algorithms. All steps of the new algorithm are as follows:
Step 1 of the new algorithm is the same as in the first algorithm and concerns the planning of the SCADA (Supervisory Control and Data Acquisition) monitoring system for the tested water supply network. In this system measuring points should be located in the so-called characteristic points of the network, where the installed measuring probes react to changes in pressure or flow that occur even in distant areas of the network.
Steps 2, 3, and 4 of the algorithm are identical to the steps of the second algorithm and concern the formulation of the hydraulic model of the network, its calibration on the basis of measurements from the monitoring system, and performing multiple calculations of the hydraulic model for leaks simulated in all nodes and pipes of the network and for network operation without leaks. All determined pressure and flow distributions shall be archived in a special distributions database, with the distributions obtained for standard network operation without leaks being later the reference point for all unusual situations occurring on the network.
Step 5 of the algorithm is new and concerns the determination of the neural classifier of leak location based on the data archived in the distributions database.
Step 6 of the algorithm is similar, although not identical, to the next step of the second algorithm. It consists in registering current pressure and flow distributions on the network and comparing them with the distributions of standard network operation. If differences between current and standard values are found at any measuring point, exceeding a preset tolerance threshold, a classifier is activated to select a place on the network, where an emergency condition could have occurred.
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Supervisory Control and Data Acquisition systems (SCADA) are used commonly in waterworks to measure the pressures and flows on the water net and to control network objects like pump stations or reservoirs based on these data. In the research presented, SCADA means only a data acquisition system collecting the flow and pressure measurements from the selected nodes of the water net which are then used to model the failures classifier.
To select the measuring nodes in the water net, a monitoring system for the investigated network has to be planned. As mentioned earlier, proper planning of a monitoring system is one of the three key actions of the developed algorithm. This problem is a typical task of multi-criteria optimization, because a good monitoring system should cover as many measuring points on the network as possible and at the same time the multiplication of these points increases the costs of the system. The task of optimization would then be to minimize the costs, and thus the number of measurement points of the system, and to maximize the information about the network supplied from these points. In the presented algorithm, the task of planning a monitoring system is solved in a different way, by determining a ranking list of characteristic points of a water supply network, i.e., such points which provide information on changes in the state of network operation taking place even in distant places [23] . The specified point of the network is higher on the ranking list if the area of pressure and flow changes recorded in it are larger. For the purpose of the leak location algorithm, 20 characteristic points, where flow sensors were located, were determined for the tested exemplary water network. The operating experience shows that the observation of flow changes is of decisive importance when detecting leaks, as the associated pressure drops are quickly compensated for by the more intensive operation of the pumps and can be assumed to be negligible.
To elaborate the failures classifier, the calibrated water net hydraulic model is needed, and its calibration is possible after the monitoring system has already been planned. The model calibration has been executed by means of a heuristic algorithm of multi-criteria optimization. In the algorithm two criteria regarding the differences between the calculated values of water flows and pressures and the measured ones in the monitoring points have been used. To calibrate the model, one set of data gained by the monitoring system installed in the waterworks in Rzeszow has been used and another data set was applied to validate the model.
The hydraulic model of water net used in the calculations is a model applied by Straubel in his decisions making system REH (Rechnerunterstuetze EntscheidungsHilfe) and broadly converted by him into practice [24] .
Acquisition and Processing of Calculation Data
All the calculations testing the algorithm have been done for an exemplary water network shown in Figure 2 . The surveyed network concerns the city of Rzeszów in south-eastern Poland. The network is 514.7 km long and consists of mains (49.5 km), distribution network (260.1 km), and home connections (205.1 km). The network was established in 1934 and nowadays almost half of the network is built of 20-and 30-year-old pipes and almost 1/4 of the network consists of pipes whose age exceeds 40 years, which qualifies them for modernization or replacement. Similarly, the material structure of the network is unfavourable and heterogeneous, while approximately 44% of it consists of galvanized steel pipes, 33% consists of cast iron pipes, 14% of steel pipes, and the remaining 9% of asbestos cement, polyethylene, and PVC pipes. The diversified age structure and materials of the network is the reason for its high failure rate, with about 65% of failures related to cast iron pipes and about 30% of failures related to steel and galvanized steel pipes. The main cause of network failures are corrosion of the material and seals at pipe sections connections, in both cases they occur mainly in cast iron pipes. The failure of the network results in high water losses, reaching up to 30% of production. The tested network model consists of 280 nodes and 398 pipes and on the network three storage tanks are installed and the water is extracted from two deep water intakes; 175 nodes on the network are distribution nodes to which the end users of the network are connected.
Before starting to determine the neuronal classifiers, the network model was calibrated on the basis of measurements from the tested water supply system. Hydraulic calculations of the model showed that among 175 distribution nodes in 154 nodes the pressures are witin the desired range of 2.5-4.0 atm. In 10 nodes they were within the permissible range of 2.0-2.5 atm. and only in 11 nodes (6% of distribution nodes) the pressures were lower than 2 atm.
Simulation of leaks in selected network nodes was performed for leakage values: 15 l/s and 35 l/s. The results of calculations presented in the article concern leaks at the level of 35 l/s.
For development the neuronal classifiers the MLP (multi-layer perceptron) and Kohonen neuronal nets were used. Neural networks, including the relatively simplest and therefore the most popular MLP networks, are used more and more frequently in recent years to solve several technical problems. Also popular and often used are Kohonen networks belonging to the so-called selforganizing networks (SOM, Self Organizing Maps) [25, 26] . Comparison of MLP networks with Kohonen networks allowed us to check how these networks behave when solving a real, rather unusual technical problem.A fragment of the data file prepared to designate the classifier on the basis of the data archived in the distributions database is shown in Table 1 The failure of the network results in high water losses, reaching up to 30% of production. The tested network model consists of 280 nodes and 398 pipes and on the network three storage tanks are installed and the water is extracted from two deep water intakes; 175 nodes on the network are distribution nodes to which the end users of the network are connected.
For development the neuronal classifiers the MLP (multi-layer perceptron) and Kohonen neuronal nets were used. Neural networks, including the relatively simplest and therefore the most popular MLP networks, are used more and more frequently in recent years to solve several technical problems. Also popular and often used are Kohonen networks belonging to the so-called self-organizing networks (SOM, Self Organizing Maps) [25, 26] . Comparison of MLP networks with Kohonen networks allowed us to check how these networks behave when solving a real, rather unusual technical problem. A fragment of the data file prepared to designate the classifier on the basis of the data archived in the distributions database is shown in Table 1 . The last column of the file, with the exception of its first element, contains the numbers of network nodes in which water leaks were simulated (w0103, w0130, etc.). The first element of this column, symbolically marked with w0, indicates the standard operating state of the network. The first line of the file contains numbers of measurement points of the monitoring system, where flow values were recorded (pp1, pp2, etc.). The second line contains flow values registered in the measurement points for standard network operation and in the following lines the flow values at the same monitoring points are recorded for subsequent leakage simulations at the respective network nodes. Algorithm testing was performed for two cases: for a monitoring system consisting of 10 measurement points and 37 randomly selected network nodes where leakages were simulated (Table 1) , and for a monitoring system consisting of 20 measurement points and for 44 network nodes with simulated leakages. Data from leakage simulations concerning flow distributions for 10 and 20 measurement points were multiplied in order to obtain data files (cases) for classifiers development, consisting of 368 and 736 records, respectively. In order to teach the neural network correctly, it is necessary to determine the size of the teaching set, i.e., the appropriate number of cases required to teach the neural network. In the case of smaller datasets, it is important to be aware of the fact that such a network will be insufficiently taught due to the lack of the sufficient amount of information in the teaching set required to teach the network satisfactorily. Therefore, the number of cases in the learning set has been multiplied by duplicating them. This gave a sufficient number of cases and the neural network could be sufficiently trained. The obtained data sets were then divided into learning, testing and validation subsets at the ratio of 70:15:15%.
In each of the algorithm testing cases, classifiers were determined using MLP and Kohonen networks. The investigated MLP networks were three-layer, parameterized by selecting the number of neurons on the hidden layer and the number of learning calculation runs (epochs). The number of neurons on the hidden layer was experimentally selected from the range (5-30), while the numbers of epochs in the calculations were set at 200, 500, and 1000. The number of neurons on the input layer of the network corresponded to the number of measurement points, so it was 10 or 20, respectively, depending on the case under study, while the number of neurons on the output layer corresponded to the number of nodes with simulated leaks plus a symbolic node w0, so it was 38 or 45, respectively.
The network output corresponding to the node where the leakage was simulated and a record with the corresponding flow distribution was given to the network input at that moment, assumed the value of 1, while all other outputs assumed the value of 0. Already during the calculations, it turned out that the MLP network with such a large number of output neurons counts for a long time, and therefore its structure was changed and 1 neuron was placed on the output layer, assuming at subsequent moments of calculation values corresponding to the node numbers in which the leakage was simulated at that moment. In this way, the network inputs corresponded to the measurement points on the water net and the network output indicated the water net node where the failure was simulated.
Parameterization of the Kohonen network was done by changing the number of neurons on the topological layer and also by changing the teaching epochs. The number of neurons on the topological layer assumed values of 2 × 8, 5 × 5, and 10 × 10, while the number of epochs assumed values from the range (100-20,000).
Using MLP networks, different activation functions were selected for neurons on the hidden layer from the hyperbolic tangent, linear, logistic or exponential functions, and for neurons on the input layer from the hyperbolic tangent, linear and Softmax functions, where the Softmax function is of the form:
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The network was taught using the BFGS algorithm (Broyden-Fletcher-Goldfarb-Shanno), in which the criteria of stopping calculations were optionally the sum of square function (SOM) and the following cross-entropy function:
where: N-number of records in the used data file, y i -calculated values of outputs in the network model, t i -actual values of outputs recorded in the data file.
Calculation Results
The exemplary results of calculations carried out with the use of MLP networks are shown in Table 2 and Figure 3 . Results are shown for the tests carried out for the monitoring system with 10 measurement points and for 38 network nodes where leakages were simulated. For the monitoring system with 20 measurement points and for 45 nodes with simulated leakages, the results were largely similar, although the networks obtained were generally more accurate. The calculations carried out for 10 monitoring points show that network MLP 10-23-1 proved to be the best classifier for MLPs, for which the average quality value (Av-Q) was 85.80% (average of the quality of teaching (Teach), testing (Test), and validation (Valid) runs). The quality, or rather the accuracy of the network depends on the number of neurons placed on the hidden layer and on the choice of activation functions between the layers. In the best classifier, the number of hidden neurons was 23, and in general, the network is more accurate as the number of these neurons increases, although exceeding a certain limit, the number of neurons aggravates the modelling results. In turn, the best combination of activation functions selected for the hidden layer and the output layer was the combination of hyperbolic tangent-Softmax, and also good results were obtained for the combination of hyperbolic tangent-exponential function. All other The quality, or rather the accuracy of the network depends on the number of neurons placed on the hidden layer and on the choice of activation functions between the layers. In the best classifier, the number of hidden neurons was 23, and in general, the network is more accurate as the number of these neurons increases, although exceeding a certain limit, the number of neurons aggravates the modelling results. In turn, the best combination of activation functions selected for the hidden layer and the output layer was the combination of hyperbolic tangent-Softmax, and also good results were obtained for the combination of hyperbolic tangent-exponential function. All other combinations of activation functions were not very effective. In the calculations of the best classifier, the criterion of stopping calculations (error function) was the cross-entropy function.
Examples of results obtained using Kohonen networks also for a monitoring system with 10 measurement points and 38 network nodes where leakages were simulated are shown in Table 3 and Figure 4 . The quality, or rather the accuracy of the network depends on the number of neurons placed on the hidden layer and on the choice of activation functions between the layers. In the best classifier, the number of hidden neurons was 23, and in general, the network is more accurate as the number of these neurons increases, although exceeding a certain limit, the number of neurons aggravates the modelling results. In turn, the best combination of activation functions selected for the hidden layer and the output layer was the combination of hyperbolic tangent-Softmax, and also good results were obtained for the combination of hyperbolic tangent-exponential function. All other combinations of activation functions were not very effective. In the calculations of the best classifier, the criterion of stopping calculations (error function) was the cross-entropy function.
Examples of results obtained using Kohonen networks also for a monitoring system with 10 measurement points and 38 network nodes where leakages were simulated are shown in Table 3 and Figure 4 . The accuracy of the model determined depends on the number of neurons on the topological layer of the network, which is similar to the case of MLP networks, whose accuracy depended on the number of neurons on the hidden layer. However, Kohonen models generally gave worse results than MLP models. The best Kohonen classifier was obtained for SOFM 11-100 with 100 neurons on the topological layer (10 × 10) and for an epochs number of 1000; the average quality of this model is 77.68%, 8% worse than the best MLP model.
Comparison of the results for the best MLP and Kohonen classifiers for the case of 10 measurement points of the monitoring system is shown in Table 4 and Figure 5 . At the same time, Table 5 shows the results of modelling for the best MLP and Kohonen classifiers for both calculation cases, i.e., for 10 and 20 measurement points and 38 and 44 network nodes with simulated leaks. The table shows that the MLP network with an increased number of measurement points shows 100% accuracy. The classifier algorithm checks for leakage accurately, i.e., the correct identification of leakage is accepted if the classifier indicates precisely the point at which the leak was simulated. Indication of another point, even close to the simulated leakage point, means an incorrect solution which is not taken into account in the assessment of the percentage of the quality of the classifier at each phase of the calculation: learning, testing, and validation. This means that MLP 20-29-1 network has correctly identified all simulated leaks, i.e., it locates exactly all network nodes where the simulated leakage occurred.
Kohonen's network gives much worse results and increasing the number of measuring points not only does not improve, but even worsens the model. It is interesting that the Kohonenan network, as more sophisticated, seemed to be more accurate than the simpler MLP network.
An exemplary graph of the learning rate for MLP network (MLP 20-29-1) is shown in Figure 6 . identified all simulated leaks, i.e., it locates exactly all network nodes where the simulated leakage occurred. Kohonen's network gives much worse results and increasing the number of measuring points not only does not improve, but even worsens the model. It is interesting that the Kohonenan network, as more sophisticated, seemed to be more accurate than the simpler MLP network.
An exemplary graph of the learning rate for MLP network (MLP 20-29-1) is shown in Figure 6 . Neural network models were calculated using the StatSoft STATISTICA Data mining package.
Discussion and Conclusions
The calculations performed show that neural networks can be a useful and convenient tool for solving the task of detecting and locating hidden leakages in the water supply network, as one of the most important problems related to the complex management of an urban water supply company. The developed algorithm is an element of a complex IT system developed and tested in IBS PAN.
The article examines in detail the different types and structures of neural networks used, which has not been done so far. Simpler mentioned algorithms of failure detection using only SCADA system or additionally hydraulic models of water supply systems were also studied by the authors and the results obtained were worse than those obtained with the use of the MLP 20-29-1 classifier designated in the article.
An interesting observation found during the research is that the MLP networks are more useful for solving this type of task, and simpler in design and calculations than the Kohonen networks. This means that in the problem of location of leaks, a simpler network gives better results than a more complex network. It is possible that if the structure of the Kohonen network had become more complex and the number of epochs had increased, the results would have been better, but there was no point in complicating the Kohonen network if satisfactory results had been obtained through the MLP network. Neural network models were calculated using the StatSoft STATISTICA Data mining package.
An interesting observation found during the research is that the MLP networks are more useful for solving this type of task, and simpler in design and calculations than the Kohonen networks. This means that in the problem of location of leaks, a simpler network gives better results than a more complex network. It is possible that if the structure of the Kohonen network had become more complex and the number of epochs had increased, the results would have been better, but there was no point in complicating the Kohonen network if satisfactory results had been obtained through the MLP network.
To solve the problem of detection and localization of water leaks in water nets three components of such the IT system must be disposable: an appropriate designed monitoring system, an exactly calibrated water net model, and a neuronal failures classifier. Using the data from the monitoring system, the hydraulic model of the network can be calibrated and with this model the failures classifier can be erected. By means of the monitoring system the detection of possible water leaks can be then noted and the following use of the neuronal classifier shall lead to recognition of the leaks localization.
The calculation results presented here have been conducted with the use of the real data concerning the water net but the programs used for calculations were not tested in the real operational conditions of the waterworks. Such an approach shall be done in the future in the frame of a research project realized with a waterworks in Poland.
The aim of this paper was to check whether the neuronal nets could be at all useful tools for solving the problems of finding out the water leaks. The results received testify the supposition and the next investigation planned could focus on the development of better algorithms to identify leakage points in the water supply networks where monitoring systems are poor in measurement points, as was the case in the calculation carried out for 10 points.
The innovativeness of the presented research consists mainly in the fact that the presented algorithm of detection and location of leaks is not a single program, but an element of a complex IT system, and its launching requires cooperation of several elements of this system: GIS program, SCADA monitoring system and water meter monitoring system, hydraulic model of water supply network, automatic calibration algorithm of the hydraulic model, SCADA system planning algorithm, and finally neural networks. Previous attempts to solve the leakage detection task were limited to using only the SCADA system or SCADA system and the hydraulic model calibrated only manually and not automatically, which is made possible by the IT system developed by IBS PAN.
Author Contributions: I.R.: Selection of calculation methods for the location of leakages, calculation of neural classifiers, evaluation of results. J.S.: Concept of research, development of programs for planning a monitoring system, modelling a water supply network and calibration of a network model.
