We consider a problem of identifying a Multiple-Input Multiple-Output (MIMO) finite impulse response system excited by colored inputs with known statistics. We propose a new, nonlinear optimization based method that involves the power spectra and cross-spectra of the system output. The proposed algorithm is tested for the case of cyclostationary inputs (CDMA scenario) and stationary inputs (SDMA scenario). Simulation results indicate that the proposed scheme works well, even for large order systems, and is robust to noise and channel length mismatch.
I. Introduction
We consider the problem of identifying a P -input M -output linear time-invariant Finite Impulse Response (FIR) system, P > 1, based on the system output. This problem is referred to as blind system identification and appears in many contexts, such as speech restoration in the presence of competing speakers, bioengineering, and multi-user multi-access communications.
Identification in the case of spatially independent and temporally white inputs has been approached mainly using higher-order statistics of the system output [3] , [10] , [14] , [4] . Identification for inputs that are stationary non-white but can be modeled as linear processes has been approached using either second ([8] , [15] , [6] ) or higher-order statistics ( [12] , [20] ). In those cases, if the input statistics are unknown the inputs can be decoupled but there is a remaining shaping filter ambiguity in each input. Under certain conditions the shaping filter ambiguity can be removed [12] , [6] , [2] .
The identification problem can be simplified if some information about the input is available, or if the inputs can be manipulated. Assuming that the input signals have the same known period, and under certain channel conditions, a method for separation of finite alphabet signals has been proposed in [16] . In [5] , by inducing cyclostationarity in the input signals a closed form solution was obtained based on exclusively second-order statistics. Second-order cyclostationary statistics has also been used in [1] for blind MIMO identification in OFDM-based multiantenna systems. In [7] a special structure was imposed on each input and the resulting MIMO problem with colored inputs was solved using second-order statistics.
In this paper we consider the problem of identifying the impulse response of a FIR MIMO system based on the system output. The system inputs are stationary or cyclostationary, non-white with known correlations. There are several practical cases of MIMO problems where the statistics of the inputs are known, such as CDMA systems [11] , [17] , [19] , or spatial division multiple access (SDMA) systems. In the latter case, the information bearing signals are filtered through correlative filters as means of introducing redundancy for the purpose of better signal recovery at the receiver [18] . We propose a novel criterion that involves correlations of discrete Fourier transforms (DFT) of the system output, minimization of which yields the system impulse response within a scalar ambiguity. Minimization of the proposed criterion is performed with respect to each system impulse response sample. This approach works for any number of outputs, M , as long as M ≥ P , in contrast to [18] where the number of outputs must be greater than the number of inputs. Due to the way the channel length enters the estimation process, the proposed approach is not very sensitive to length mismatch.
The paper is organized as follows. Section II provides the frequency domain problem formulation and establishes system identifiability. An algorithm for estimating the system impulse response is proposed in Section III. Some implementation issues have been discussed in Section IV. Simulation results in a CDMA and also in a SDMA scenario are given in Section V. Finally, some concluding remarks are provided in Section VI.
II. Problem Formulation
Let us consider an P −input M −output linear time invariant FIR MIMO system with a (M ×P ) impulse response matrix h(l) = {h ij (l)}, where h ij (l) denotes impulse response between the i−th output and the
T be a vector containing all P inputs at discrete time k, and
T be the vector of all M observations at the same time instant. The system output vector equals:
where L denotes the length of the longest element of h(l). The inputs are linear processes, i.e.,
where s i (k) is a white process, c i (k), k = 0, .., L c − 1 is the corresponding input color, and L c represents the maximum color length in case the colors have different lengths.
For the quantities shown in the above two equations we will make the following assumptions.
(A1) The inputs {s j (k)} are unknown, temporally white, pairwise uncorrelated, and for simplicity, we will assume that they have equal variances. Two different cases will be considered, i.e., {s j (k)} will be assumed to be an up-sampled version of a stationary signal, or stationary; (A2) The input colors are known and pairwise non-identical; (A3) The mixing channels h ij (k) are in general complex; (A4) Let H(k) be a M × P matrix whose ij-th element is the N -point DFT of the unknown filter
We will assume that H(k) is full column rank for all k's.
Assumptions (A1) and (A3) are quite general. The inherent source scaling ambiguity in the problem allows us to assume that the inputs have equal variances. Assumptions (A2) and (A4) are needed to guarantee identifiability as it will become evident later. Assumption (A4) implies that the number of outputs must be greater or equal than the number of inputs. Note that this condition is less restrictive that those of time-domain methods which do not allow M to be equal to P .
Our goal is to estimate the system matrix, and use the estimate to subsequently recover the inputs
where E(k) is the N -point DFT of the corresponding segment of e(n).
For the covariance of the stochastic process X(k) it holds:
where
where For an appropriate selection of α, the approximation in (4) It is shown in Appendix A that, for such inputs, if N = QL c (Q: some integer), and α an integer multiple of Q, the covariance matrix of the complex stochastic N -pt DFT process X(k) satisfies (4) for ρ = Q with an equality. Moreover, following similar steps as in Appendix A, it can be shown that quantity R e (k 1 , k 2 ) that appears in (4) corresponds to the covariance of the N −pt DFT of e(n), n = 0, ..., N − 1.
III. Proposed Approach for System Estimation
Let us consider the equation:
evaluated at two different values of α, i.e., α = 0 and some α = 0. In [6] it was shown that, in the case of unknown R e (k, k + α), the resulting two equations suffice for the recovery of matrix H(k) within an unknown multiplicative frequency dependent diagonal matrix and an unknown frequency dependent permutation matrix. The diagonal matrix ambiguity by itself implies that the inputs are recoverable up to a filtering ambiguity. However, the frequency dependent permutation ambiguity is more severe and prevents the recovery of inputs.
Since in our case R e (k, k + α) can be expressed in terms of the input colors (see (5)) which are assumed known, both ambiguities can be resolved.
Proposition 1:
Under the assumptions (A1)-(A4), the channel matrix H(k) can be reconstructed up to a complex diagonal matrix based on R x (k, k) and R x (k, k + α), α = 0.
Proof: The Proof is given in Appendix B.
In fact, the equation resulting from (6) corresponding to two different α values, admits closed form solution. Following the idea of [13] and [1] , one can solve the equations corresponding to α = 0 and some α = 0 with respect to H(k). Equating the right-hand sides of these equations leads to:
Evaluating (7) for different k s, one can set up a system of equations with the unknown elements of
T and the matrix F i consists of block of rows, with the p-th block given as:
Thus, the unknown vector h i can be found by solving the following optimization problem:
whereF i is an estimate of F i . The solution of the above minimization problem is the eigenvector of the matrixF H iF i associated with its smallest eigenvalue. It is important to note that the above described closed form solution is unique (up to scaling ambiguity) if and only if the null space of matrix F i has dimension 1. This is not the case if there is a channel order mismatch. In particular, let L i be the greatest integer such that h i (L i ) = 0. In order for the null space
The above closed form solution is very sensitive to estimation errors. As a more robust approach, that will improve upon the closed form solution, we propose the following.
Let us define the error:
where ||.|| F denotes the Frobenius norm, α is an integer in [1, · · · , N − 1] and Θ is the set of all possible α s that can be used. In the case of cyclostationary inputs Θ can contain any of all values j(N/L c ),
The more values it contains the better the estimation will be, at the expense of course of computational complexity. On the other hand, for stationary inputs the spectral correlations R x (k, k + α) drop very fast with α. As weak spectral correlations will result in bad estimates, one should set Θ to contain small numbers for frequency offsets, i.e., (α = 0, 1, 2).
We should note that not all N frequencies are needed in (11) for successful channel reconstruction. The reconstruction can be based on as few as 2L DFT samples for complex channels. Using more frequencies improves estimation but also increases complexity.
Using the basics of derivatives with respect to vectors (see [9] ), we get:
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whereh(i) k denotes the updated estimate of h(i) at k-th iteration and µ k is the step size.
Noise has not been considered in our problem formulation. If (1) included an additive stationary, zeromean noise that was independent of e(k), then R x (k, k + α) would also contain an additive component corresponding to the frequency domain correlation of the noise. The spectral correlations of stationary sequences die out very fast with the frequency offset α. Thus, in the the cyclostationary input case, using large frequency offsets in Θ (see (11)) will render the noise spectral correlation almost zero (assuming that noise is stationary). In the stationary input case, however, the spectral correlations of interest also drop with α, thus, there is no simple way to combat noise.
IV. Implementation Issues
Initialization: As in all nonlinear optimization problems, convergence depends on initialization. A good initialization can minimize the problem of local minima. The closed form solution of (10) can be used for initialization.
Step size: The step size is initially set to some value (in our simulations it was set to µ 0 = 10 −7 ) and then updated using the following procedure. Let Λ(k + 1) represents the relative difference between two consecutive updates, i.e.:
As long as Λ(k) < Λ(k + 1) the step size is halved, otherwise it stays the same.
Usually, it takes only a few iterations before step size stabilizes to a fixed value.
Estimation of R x (k, k) and R x (k, k + α): Let T be the total data length. The data are segmented into U segments of length N each. Let x (u) (l) denote the u-th such segment, i.e.,
where w(l) = [w 1 (l), ..., w M (l)] T , and w i (l) denotes a data window, e.g., Hamming (the windowing is performed over the l index). The use of data window is important as it improves the approximation.
The estimates of R x (k, k + α), a ∈ Θ are obtained as:
For the case of cyclostationary inputs, as
Thus, in the case of inputs being cyclostationary, the error Γ will become zero at the correct solution within some diagonal scalar ambiguity.
On the other hand, in the case of stationary inputs, Γ will not become zero at the correct solution.
As will be demonstrated in the simulation part, the approximation given by (4) is sufficient for obtaining good algorithm performance.
V. Simulation Results
To demonstrate the feasibility of the proposed approach, we present simulation results for the CDMA and SDMA scenarios. The metric used here to quantify system estimation errors is the overall normalized mean-square error (ONMSE), which is obtained as follows. The system estimation is repeated for K independent input realizations. The normalized mean-square error, N M SE ij of cross-channel
] is defined as:
ij denotes the estimate of the ij cross-channel for the lth Monte Carlo run. The ON M SE is obtained by averaging over all cross-channels:
To account for the scalar ambiguity, both the true channels and the estimated channels are normalized so that h 1j (0) = 1 andĥ 1j (0) = 1, j = 1, · · · , P .
A. CDMA scenario
We first consider an 5 element antenna-array CDMA system, resulting in a 5 × 5 MIMO system. The inputs are 4-level QAM inputs, and each channel is generated as a complex Gaussian random process of length L and unit variance.
The channel length was selected to be L = 5 (5 chip intervals long). The user codes were taken to be random sequences of length L c = 16. The DFT size was N = 128 but only F = 32 equally spaced frequencies were used for the optimization in order to reduce the complexity.
The experiment was repeated for 20 different channels, and for each channel, 50 Monte Carlo runs, corresponding to independent input and noise realizations were performed. Thus, the ONMSE results presented here are averages over the 20 different channel realizations.
The iteration of (15) was initialized with the closed form solution of (8) . The ONMSE at SN R = 10dB 1 as a function of number of gradient descent iterations, is shown in Figure 2 . The minimization is performed over Θ 1 = {0, 8, 16, 24} and Θ 2 = {0, 8}, for two different data lengths, e.g., T 1 = 2048 data samples (dashed lines) and T 2 = 4096 data samples (solid lines). To illustrate the robustness of the proposed scheme to the large signal constellations, we also presented the result that corresponds to the 64-level QAM inputs for Θ 1 and T 2 (the dotted line). Based on this figure, one can clearly see how poor the closed form solution is (first iteration), and how significantly it is improved by the proposed iteration.
It is also evident that the more frequency offsets are used in Θ, the better the performance is.
where x(k) is the system output vector defined in (1) and w(k) is the noise vector added to
To illustrate the effectiveness of the obtained channel estimates in recovering the user signals, we used the obtained estimates in a blind joint suppression of both MAI and ISI scheme as follows. Let us denote with s the combined data symbol vector:
T is the symbol vector that corresponds to the i-th user, and let
be the data vector at the i-th receiver. It holds:
where n i is the noise vector at the i-th receiver and
with
Assuming R ni = E{n i n H i } = σ n I, a zero-forcing block linear equalizer is given as:
In the absence of noise it is easy to verify that s ZF = s. This equalizer exploits the spatial diversity at the receiver in order to improve signal-to-noise characteristics of the received signal. 
B. SDMA scenario
The main idea of SDMA is to allow reuse of bandwidth by multiplexing multiple users in the same time slot. It separates the different users based on their unique channel transfer function as observed through an antenna array. The transmitter assigns distinct spectral patterns to the information bearing signals.
At the transmitter, an antenna array is used, and the output of each antenna element is sampled at symbol rate. The MIMO system equivalent of this case has stationary inputs, thus, the proposed approach will yield an approximate solution.
The XMB algorithm [18] provides an elegant closed form solution to the resulting MIMO problem by matching theoretical and observed time-domain second-order statistics of the observations. We next show that when the proposed approach is combined with the XMB algorithm results in improved channel estimates. We consider a system with P = 3 users that employ binary phase shift keyed (BPSK) modulation.
The input colors are taken to be of length L c = 3. At first, an antenna array of M = 6 elements was assumed, and the signal-to-noise ratio was set to SN R = 10dB. We used two spectral correlations for the minimization of Γ with Θ = {0, 2}. This time the iteration of (15) was initialized with the closed form solution provided by the XBM algorithm and executed 100 times. Figure 5 shows the performances of both algorithms as function of data length T for L = 4 and SN R = 10dB. The solid lines represent averages corresponding to 100 different channel realization.
We next demonstrate the performance of the proposed approach when the number of antennas changes.
We considered a system with P = 3 users, channel lengths L = 4, and varied the number of receive antennae between M min = 3 and M max = 6. It is important to note that XBM algorithm cannot handle the situation when M = P . In addition, as number of receive antennae decreases, the complexity of the XBM algorithm increases. For example, in the case of 4 receive antennae the complexity of the XBM algorithm is higher than that of the proposed approach executed for 250 iterations. Because of the above mentioned reasons, in this set of simulations instead using the XBM solution each time-domain channel was initialized as a unit impulse centered at the origin of the time axis. The ONMSE versus the data length is presented in Figure 6 (averages over 10 different channel realizations each tested over 50 Monte Carlo runs). As expected, the performance improves as the number of receive antenna elements increases.
Finally, we illustrate the robustness of the proposed algorithm to channel order mismatch. We again consider a system with P = 3 users and M = 6 receive antennae with SN R = 10dB. The true channel length was taken to be L = 3, while during the optimization part the length was varied between L a = 3
and L a = 5. All results were obtained based on the 50 Monte Carlo runs, additionally averaged over 10 different channel realizations, and shown in Figure 7 . Again, each time-domain channel was initialized as a unit impulse centered at the origin and the maximum number of iterations was set to be 250. As it can be seen, although there is some degradation in the case of length mismatch, the obtained result is still good. This is in contrast to time domain-methods that tend to fail in case of length mismatch.
VI. Conclusions
In this paper we considered a problem of blind identification of a MIMO FIR system driven by colored inputs with known statistics. We proposed a new, nonlinear optimization based method that involves the power spectra and cross-spectra of the system output. The proposed algorithm was tested for the case of cyclostationary inputs (CDMA scenario) and stationary inputs (SDMA scenario), was shown to perform well as compared to existing methods and it was not very sensitive to channel length mismatch.
Appendix A
The covariance v i (k, l) of e i (see Fig. 1 ) is periodic, i.e.,
We can write:
According to (25), assuming σ 2 i = 1, i = 1, · · · , P , we have:
Also note that for
Thus, it follows:
Focusing on the summations with respect to τ 1 , τ 2 in (26), and using (28) we get:
becomes:
Substituting (30) into (26), and taking α to be an integer multiple of Q, we finally obtain:
for all N discrete frequencies.
It is obvious that the last expression can hold only if θ i (k) is independent of k, i.e., ∆(k) = ∆, where ∆ is complex diagonal matrix. 
