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О БО БЩ ЕН Н О Е У РА В Н Е Н И Е  В Е Л Л М А Н А  
В ЗА Д А Ч Е  О П ТИ М А Л ЬН О ГО  У П Р А В Л Е Н И Я  
С Л О К А Л Ь Н О  Л И П Ш И Ц Е В Ы М И  В Х О Д Н Ы М И  ДА Н Н Ы М И *  
1. Постановка задачи оптимального управления
Рассмотрим задачу оптимального управления системой, динамика кото­
рой описывается уравнением
х  = и € Р, аДо) =  ж0, (1.1)
где 1 -  время, 4 £  [0 ,Т]; ж 6 1 " -  фазовый вектор системы; значения управ- 
ляющего параметра и выбираются из заданного компактного множества 
Р  С К.ш ; начальное состояние системы ж(£о) — С [0, Т], жо Е Кп .
Фиксирован момент окончания процесса управления Т  и задан функционал 
платы £^0,ж0 (#(•)) типа Майера:
1г0 ,х0 Ы -) )  =  а(ж(Т; *о,ж0, г/(-))) пип, (1.2)
и(-)
где х(-) -  траектория динамической системы (1.1), стартующая из начальной 
точки (£о,жо) П0Д воздействием измеримого управления и(-) : [^о,Т] -А Р .
Задача оптимального управления  (далее ЗОУ) [1-8] состоит в управле­
нии системой (1.1) таким образом, чтобы обеспечить оптимальный результат 
(цену) У(£о,жо)5 который определяется следующим соотношением:
У(*о,жо) =  т £  Д0,Жо(ж(-До,ж0^ ( - ) ) )  (1.3)«(•)еи
для начальной точки (1о?жо) Е [0,Т] х К.п . Символом 17 обозначается множе­
ство всех измеримых управлений и(-) : [0, Т] -А Р . Задача рассматривается в 
полосе Гг  =  [0,Т] х К.п , где Гг  =  (0,Т ) х Мп .
Отображение
(*о,яо) У(^о,жо) : Г т ^  М
называется функцией цены (функцией оптимального результата или ф унк­
цией Веллмана) в рассматриваемой ЗОУ.
* Работа выполнена при поддержке грантов РФ Ф И №00-15-96057, 00-01-00753.
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1.1. Основные предполож ения
Предположим, что исходные данные рассматриваемой З О У  удовлетворя­
ют следующим условиям.
А1. Функция f ( t , x , u )  в (1.1) непрерывна при ( t , x ,u )  Е Гф х Р и  равно­
мерно липшицева относительно (£,ж), т. е.
\ \ f ( f , x ' , u )  -  f ( t " , x " , u ) II < L f ( \ t '  -  t "I +  \\x' -  ж"||)
для любых Е [О, Т], ж',ж" Е 1 п , и Е Р  с константой Ly > 0.
А2. Выполнены следующие условия продолжимости:
||/(*,ж,и)|| < Kf (  1 +  ||ж||)
при всех ( t , x ,u )  Е Гф х где Р /  > 0 -  константа.
A3. Терминальная функция платы сг(ж) в (1.2) удовлетворяет условию 
Липшица
\а(х') -  а(х")\  < L a | |ж '-  ж"||
при любых ж', ж" Е Кф где > 0 -  константа.
Известно, что оптимальный результат (1.3) в З О У  может быть недости­
жим на множестве U программных управлений. Он достигается [2,4,9,10] на 
расширении 17 -  на множестве М  всех обобщенных программных управле­
ний, т. е. измеримых функций ц(- | du) : [0, Т] —>► rpm (P ) со значениями во 
множестве регулярных вероятностных мер, определенных на Р  [4]. При этом 
траектория ж(-) =  ж(-, рц жо, ц(- | du)) системы (1.1), порожденная обобщен­
ным управлением ц  :=  ц(- | du ), является решением уравнения
x{t) = J f ( t ,x( t ) ,u) fj , ( t \du) ,  x ( t 0) = XQ, t e [ t o , T ] ,  (1.4)
а соответствующее значение функционала платы подсчитывается следующим 
образом:
^о,жо(ж(-;^ьж 0,д(- | du))) =  сг(ж(Т;£0,Ж(ьд(- | du))). (1.5)
Известно [4], что множества М^0, ф Е [0,Т], состоящие из всех измеримых 
функций ц(- | du) : [£о,Т] —^ rpm (P ), являю тся метрическими компактами. 
Таким образом, при программной постановке задачи (1.1)—(1.2) справедливы
1.2. Основные утверж дения
У тверж дение 1. Если выполненены условия А 1 - А З , то для всех (£о,жо) из 
Гт выполняются соотношения
inf I to,xo(x(-;t0 ,X 0 ,u(-))) = m in I tOtXo(x(-;t0 , x 0, ß ( - \ du))), 
u ( - ) e u  ß ( - \ d u ) e M to
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га. е. задача всегда имеет решение д°(- | ди) в классе обобщенных программ­
ных управлений д(- \ ди) Е М^0.
Рассмотрим дифференциальное включение
х(г) е  Ё(г ,х(г)) ,  г е [ £ 0,т]>
х(Ц) = ж0; (£о,ж0) е В с Г т ,  (1.6)
где
£/(£, ж) :=  со{(/(£, ж, и) : и 6 Р }  =  соЕ(Ь,х),  (1-7)
а символ соЕ  обозначает выпуклую замкнутую оболочку множества Р  Е К.п .
Множество всех решений х(-) : [£о,Т] —^ дифференциального вклю­
чения (1.6), удовлетворяющих начальному условию ж(£о) — обозначим 
символом 8о1(^о,жо). В теории дифференциальных включений известно (см. 
[9, 10]), что при выполнении предположений А 1 - А 2  для любой начальной 
точки (£о,жо) ^ ^  существует решение этого дифференциального включе­
ния ж(-), продолжимое на [^о,Т]. Более того, для любой компактной обла­
сти В  С Г т начальных значений (£о?жо) ^ ^  существует такой компакт 
фп-ыСО) С Гт, который содержит все точки (£, ж(£)), £ Е [£оД] всех реше­
ний дифференциального включения (1.6).
Замечание 1 . При выполнении условий А 1 - А 2  непрерывная функция  /(•)  
ограничена некоторой константой К 0 =  К 0 (Р ) > 0 на компакте С^ 0 (В)  х Р , 
гае (Э°(В) := (Эп+1 (Р) .
Очевидно, что Р  С (^®(В) С Гт- Из замечания 1 вытекает также, что 
функция /(•)  равностепенно непрерывна на компакте С^)0 (В)  х Р . 
У тверж дение 2 . [9] При выполнении условий А 1 - А 2  множество  8о1(£о,жо) 
всех решений дифференциального включения  (1.6) совпадает при всех (£о5#о) 
из Г т с множеством всех траекторий ж(£) =  ж(£; £о, Ж(),/л(- I ^ ) )  обобщен­
ного дифференциального уравнения (1.4), где ц(- | с£гл) : [£оД] —^ г р т (Р )  -  
обобщенное программное управление.
2 . Свойства гладкости функции цены
Функция цены V (£, ж) играет ключевую роль в исследовании и решении 
ЗО У  и связанной с ней задачи Коши для уравнения Веллмана -  уравнения в 
частных производных первого порядка типа Гамильтона-Якоби (см. [1-3, 5, 
8,11-19] и т. д.).
2.1. Д иф ф еренцируем ость по направлению негладких ф ункций
Приведем некоторые понятия негладкого анализа [7,13,15,20-22], которые 
будут использоваться далее в статье.
150
H. H. Субботина. Обобщенное уравнение Беллмана
О пределение 1. Нижней полупроизводной Д и н и  функции са(£,ж) : Г т —^ ^  
в точке (£,ж) Е по направлению (г/, /г) Е R х Rn называется величина
d~uj(t ,x) / (rph)  =  lim inf £_ 1[са(£ +  Srj^x  +  £/i7) — са(£,ж)], (2.1)
ПО, (rf ,h')->(ri,h)
соответственно верхней полупроизводной Д и н и  функции са(£,ж) : Гу Ч  I  в 
точке (£,ж) Е по направлению (г/, /г) Е Й х Р  называется величина
d+üü(t,x)/(r],h) =  lim sup 8 ~l [uj(t +  П /,ж  +  £/г/) — са(£,ж)]. (2.2)
^ 0 ,  (r]f,hf)^(ri,h)
О п р е д е л е н и е  2 . Субдифференциалом (регулярным ) функции ca(£, ж) : Г т —xM 
в точке (£,ж) Е Г т называется множество д _ са(£,ж) всех таких пар (р,р) из 
R x l n , что для всех (г/, /г) Е R х Rn
((/0,р), О , /г)) -  еГЦ £, х) / (р ,р )  < 0; (2.3)
соответственно супердифференциалом (регулярным ) функции са(£,ж) : fY —xR 
в точке (£,ж) Е Гт называется множество <9+са(£, ж) всех таких пар (р,р) из 
R х Rn , что для всех (г/, h) Е R х Rn
((/0,р), о , /г)) -  d+uj(t, х ) /0 , /г) > 0, (2.4)
символ (•,•) означает скалярное произведение.
2.2. Репрезентативная ф ормула для функции цены  
в задаче оптимального управления
Опишем структуру функции цены V ( t , x )  в З О У  (1.1)-(1.3).
Теорема 1 . Функция цены V ( t , x )  в З О У  имеет следующее представление:
V (£, ж) =  minca(£, ж, а) (2.5)
для всех (£,ж) Е Г т ; где параметр а  принимает значения из метрического  
компакта А. Функция  са(-) непрерывна на множестве  Гт х А. При фикси­
рованном значении параметра а  функции  (£,ж) —X са(£,ж,ск) удовлетворяют 
условию Липшица на любом компакте Q С Г т с константой L  =  L(Q)  > 0, 
равномерной относительно а  Е А.
Доказательство. Сконструируем функции (£,ж) —X са(£,ж,ск) следующим 
образом (см. [16,19]). Пусть а  : г  —х а(т \ du) -  измеримая функция, опре­
деленная на интервале [0, 1], значениями которой являю тся регулярные ве­
роятностные меры на множестве Р  Э и , т. е. функция а  =  а(- \ du) является
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обобщенным программным управлением в З О У  (см. [4]). Известно [4], что 
множество А  всех таких обобщенных управлений а  является метрическим 
компактом. Определим
Щ  ж, а )  =  а ( у (  1; 0 ,  х,  а ;  £ ))  =  с т ( у ( 1 ) ) ,  ( 2 .6 )
где абсолютно непрерывные функции у(-; 0, ж, а ; £) : [0, 1] —>► К.п -  траектории 
системы
У =  ~ ( т  -  1) !  / ( Щ  т ) , у { т ) , и ) а { т \ й и )  (2.7)
с начальным условием у(0) =  ж. Здесь £ играет роль параметра, а £(£, т) -  
линейное преобразование [0,1] —>► [£, Т] вида
Z ( t , т ) = t + ( T - t ) т .  (2.8)
Свойства функций са(£,ж,<т), заявленные в теореме 1, являю тся следстви­
ем предположений А 1 - А З  и свойств решений обыкновенных дифференциаль­
ных уравнений (2.7),(2.8) (см., например, [4]).
Из того, что функция цены является нижней огибающей (см. (2.5)) се­
мейства функций (£,ж) са(£,ж,<т), равномерно (по параметру а )  локально
липшицевых, а также из компактности множества А  Э а  следует
Т е о р е м а  2 [7]. Функция цены в З О У  является локально липшицевой, т. е. 
удовлетворяет условию Липшица на любом компакте  (3 С Гт с константой  
Ь = Ь{ 0 ) > 0 .
Согласно теореме Радемахера локально липшицева функция дифферен­
цируема почти всюду. Следовательно, почти всюду в полосе Гт при выборе 
любого вектора /  Е К.п для функции цены справедливы следующие соотно­
шения:
дУ{ Ь , х ) / { \ Л)  =  Л Щ ,ж ) / ( 1 , / )  =  ( д У & х ) / д & х ) ,  ( 1 ,/ )  ). (2.9)
3. Функция цены и минимаксное реш ение уравнения Беллмана
3.1. Предварительные сведения
Хорошо известно [1], что функция цены У (С ж) в ЗО У  удовлетворяет в 
точках дифференцируемости (£, х ) (в регулярных точках) следующему урав­
нению Беллмана:
<9У(£,ж)/<9£ +  тт(<9У (£, ж)/<9ж,/(£ , ж, ?/)) = 0 ,  (3.1)
иеР
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а также краевому условию
У (Т ,ж )= а (ж ), У ж Е К п . (3.2)
Здесь 8 V (£, х ) / д х  =  (8 V (£, х ) / д х \ , . . . ,  <9У(£, х ) / д х п ) 1
З О У  рассматривается в предположении выполнения условий А1-АЗ,  при 
которых функция цены, как показано выше, локально липшицева. Следова­
тельно, эта функция почти всюду дифференцируема в области (0,Т ) х W 1 
и почти всюду удовлетворяет уравнению Беллмана (3.1), а значит, является 
обобщенным решением задачи Коши (3.1)—(3.2).
З О У  можно также трактовать как дифференциальную игру [11,23,24] с 
фиктивным вторым игроком ж, т. е. можно формально заменить уравнения 
движения (1.1) на уравнение
x(t)  =  /(£ , ж, и) +  ж, и Е Р, v Е Q =  {0} Е К.п , (3.3)
где множество Q состоит из единственного нулевого вектора, и рассматривать 
в качестве функционала платы снова (1.2).
Д ля любой начальной точки (£о? жо) С [0, Т] x R n цена позиционной диф ф е­
ренциальной игры (3.3), (1.2), согласно классической формализации [3,18,24], 
существует и совпадает с оптимальным результатом V(to,xo)  в З О У  [3]. Ис­
пользуя эти свойства, привлекаем из теории позиционных дифференциаль­
ных игр [16,18] следующий ф акт о функции цены У(£,ж) в ЗОУ. 
У тверж дение 3. Локально липшицева функция V ' ( t , x )  : Г т —^ К совпадает 
с функцией цены в З О У  тогда и только тогда, когда во всех точках  (£,ж) 
из Е выполнены условия
шшс!+ С ( Д ) / ( 1 , / ( Д д ) )  > 0 >  min d~V'( t ,  ж)/(1, / ) ,  (3-4)
wGP (f,g)eE(t,x)
где
E ( t , x )  :=  со{ /(£ ,ж ,Д  : и Е Р } , (3.5)
ж краевое условие
У'(Т,ж ) = а (ж ) , У ж Е К п . (3.6)
Напомним определения обобщенных (минимаксных и вязкостных) реше­
ний задачи Коши (3.1)—(3.2) (см. [15,18]).
О п р е д е л е н и е  3. Непрерывная функция У'(£,ж) : IV  —^ К называется м и н и ­
максным  решением задачи Коши (3.1)—(3.2), если при всех (£,ж) Е IV  спра­
ведливы дифференциальные неравенства
т т с £ + ТР(£, ж )/(1 ,/(£ , ж, ж)) > 0 >  min d ~ V f(t, ж)/(1, / ) ,  (3.7)
wGP (f,g)eE(t,x)
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где
Р(£,ж) :=  со{ /(£ ,ж ,Д  : и Е Р }, (3.8)
и выполняется краевое условие
К '(Т ,ж ) = а (ж ) , У ж Е К п . (3.9)
О п р е д е л е н и е  4. Непрерывная функция К'(£,ж) :  ^ К называется вяз­
костным  решением задачи Коши (3.1)—(3.2), если во всех тех точках (£,ж) из 
Гт, где существуют субдифференциал d ~ V ' ( t , x )  и /или  супердифференциал 
<9+ К ;(£,ж), справедливы дифференциальные неравенства
р +  min(p, /(£, ж, г/)) < 0, У(р,р) Е d ~ V \ t , ж); (3.10)
и£Р
р +  m in <Р, /> > 0, V(p,p) € д+ Т Д ,ж ), (3.11)
feE(t,x)
Где
Р(£,ж) :=  со{ /(£ ,ж ,Д  : Е Р}, (3.12)
и выполняется краевое условие
К '(Т ,ж ) =  а(ж), Уж Е Г Г  (3.13)
Следующий известный ф акт теории обобщенных решений уравнений 
Гамильтона-Якоби [6,15,18] связывает функцию цены К(£,ж) (1.3) в З О У  
и обобщенное (минимаксное и /или  вязкостное) решение К ;(£,ж) задачи Коши
(3.2) для уравнения Гамильтона-Якоби-Беллмана (3.1).
У тверж дение 4. Если в З О У  выполнены условия А 1 - А З , то существует  
и единственно минимаксное (и /и ли  вязкостное) решение V f( t ,x) : Тт —^ К 
в соответствующей задаче Коши  (3.2) для уравнения Гамильтона-Якоби-  
Беллмана  (3.1), и оно совпадает с функцией цены К(£,ж) в исходной ЗОУ.
3.2. Обобщ енное уравнение Беллмана
Докажем справедливость следующего утверждения (см. аналогичное ут­
верждение в [16,19]).
Теорема 3. Локально липшицева функция  К'(£,ж) : К совпадает с
функцией цены К(£,ж) в З О У  тогда и только тогда, когда во всех точках  
(£,ж) Е Тт выполнены равенства
min d± V f(t, ж)/(1, / )  =  0, (3.14)
feE(t,x)
где Р(£,ж) :=  со{/(£,ж, Д  : и Е Р } ; и краевое условие
К'(Т ,ж ) =  а(ж), Уж Е Г Г  (3.15)
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Д о к а з а т е л ь с т в о . Необходимость условий (3.14)—(3.15). Согласно постанов­
ке ЗО У  для любой точки (^,ж о) ^ и любого обобщенного управления 
/i(- | du) £ М  в паре с порождаемой им траекторией х(-) =  x(-; tо,жо,/л(- | ой/)) 
справедливо
V ( t 0 + ö ,x ( t 0 + S)) > V ( t 0 , x 0), S >  0, (3.16)
причем
/Ло+  ^ Г
аДо +  £) =  +  /  / /(т ,ж (т ),и )//(г |й и )й г . (3-17)
J  to J Р
Используя (3.16) и определения d ^ V ( t ,  ж)/(1, / ) ,  получим, что в точке
(^о,жо) для произвольного вектора /  £ Е (^ ,ж о ) выполняются неравенства
Л т Д о ,  ж0) / ( 1 , / )  > 0. (3.18)
Согласно принципу оптимальности и утверждениям 1 и 2 вдоль любой 
оптимальной траектории ж°(-) =  ж(-; to, жо, Ц°) £ So l(to^o) верны равенства
V( t , x ° ( t ) )  = V ( t 0 , x 0), V t e [ t 0 ,T]. (3.19)
Условия (3.18) и (3.19) влекут за собой выполнение равенства
m in d± V ( t 0 , x 0 ) / ( l , f )  = 0  (3.20)
f eE ( to , xo )
в произвольной точке (to, ж о) £ ГУ. Тем самым необходимость выполнения 
условия (3.14) доказана. Справедливость выполнения для функции цены кра­
евого условия (3.15) следует из ее определения.
Достаточность условий  (3.14)—(3.15). Если для локально липшицевой 
функции V f(t ,x)  выполняются условия (3.14)—(3.15), то при всех (t, ж) £ ГУ, 
согласно определениям E (t, ж), d+V'(t ,  ж )/(1, / )  и d~V'{t ,  ж )/(1, / ) ,  выполня­
ются также условия (3.4)
m in d + y ^ t, ж )/(1, / ( t ,  ж, ?/)) > 0 =
и £ Р
=  min d+ y 7(t, ж )/(1 ,/ )  =  min d ~ V , (t1 ж)/(1, / ) .  (3.21)
f e E ( t , x )  f e E ( t , x )
Согласно утверждению 3, эти условия достаточны для совпадения функции 
y '( t ,  ж) с функцией V ( t , x )  цены в ЗОУ. Теорема 3 доказана.
З а м е ч а н и е  2 . Равенства  (3.14), в силу  (2.9), обращаются в уравнение Белл­
мана  (3.1) в тех точках  (t, ж), где функция цены дифференцируема, так что 
эти равенства можно рассматривать как обобщение уравнения Беллмана.  
З а м е ч а н и е  3. В силу теоремы 3 и утверждения  4 минимаксное (и /или  
вязкостное) решение V f( t ,x)  : ГУ —>► М задачи Коши  (3.2) для уравнения 
Беллмана  (3.1) во всех точках  (t, ж) £ удовлетворяет обобщенному урав­
нению Беллмана  (3.14).
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4. Заклю чение
В работе приведено обоснование метода динамического программирова­
ния в задаче оптимального управления (1.1)—(1.3) с локально липшицевой 
динамикой (1.1) и локально липшицевой функцией цены V ( t , x )  (1.3).
Получено обобщение уравнения Веллмана
m in d± V ( t , x ) / ( l , f ) = 0 ,  (4.1)
f e  E(t,x)
где E ( t , x )  :=  со{ f ( t , x , u )  : и E P } , в терминах полупроизводных Дини 
d ^ V ( t ,  ж)/(1, / )  по направлениям (1 ,/ )  Е K.n+1, причем (4.1) выполняется 
во всех точках ( t ,x)  Е Гт- Последнее обстоятельство позволяет использовать 
соотношения (4.1) для построения в З О У  оптимального синтеза, т. е. опти­
мального управления по принципу обратной связи (см. [19]).
Здесь не предполагаются ни существование непрерывных частных про­
изводных по (£,ж) функции /(£ ,ж ,Д , использовавшееся в [16], ни свойство 
«полувыпуклости» функции f ( t , x , u )  в (1.1), использующееся в [17]. Эти 
предположения обеспечивали свойство дифференцируемости по направлени­
ям функции цены V (£, х ). Результаты, полученные в данной работе, обоснова­
ны для более общего случая локально липшицевых исходных данных задачи 
оптимального управления и, как следствие, для более «негладкой» локально 
липшицевой функции цены, не обладающей, вообще говоря, свойством диф ­
ференцируемости по любому  направлению (1 ,/ )  Е Rn+1.
Аналогичные результаты справедливы и в ЗО У  с функционалом платы 
типа Вольца, а также для задачи быстродействия.
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