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Abstract
Robustness analysis techniques are applied to the study of experimental flutter data.
The necessary theories and methodologies are outlined and tested in order to prove the
applicability of robustness analysis to experimentally obtained transfer functions, and
the ability of the analysis to correctly model a physical system subject to parametric
perturbations. For this purpose. an analysis of the NASA Langley Research Center's
Benchmark Active Controls Technology (BACT) model is conducted. The results
of the analysis give a prediction of the model's flutter boundary parameterized by
Mach number and dynamic pressure. The predicted flutter boundary is compared
to that derived during actual wind tunnel testing to yield a measure of the accuracy
of the robustness analysis. The analysis conducted on the analytical state space
representation of the BACT model confirmed the ability of the robustness analysis to
correctly predict the flutter boundary over a range of flight conditions. The analysis
of experimental frequency domain data showed a more limited range of accuracy.
The reasons for loss of accuracy will be described and related to shortcomings in
the experimental data and theoretical model. and the subsequent modifications of
the robustness analysis. The errors are specific to the BACT model application and,
therefore, the application of robustness analysis is believed to have promising potential
as a tool for studying the effects of parametric perturbations on physical systems.
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Title: Assistant Professor
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Chapter 1
Introduction
1.1 Motivation
In a world of rapidly evolving aircraft technology, designers are becoming increasingly
concerned with the robustness of systems to parametric uncertainties. The ability to
predict a system's response to parametric or operating condition perturbations, as well
as determine what variations will lead to an instability is an extremely useful tool
when analyzing or designing complex aeronautical systems. However, the techniques
necessary for determining the destabilizing perturbations were not available until
the advent of modern robustness analysis. Algorithms based on structured singular
value analysis began to evolve in the 1980's. Since then, the methods for calculating
structured singular values, specifically purely real structured singular values have
continually been improved to achieve a tighter bound on the solution while being less
computationally intensive. New developments have also been made which allow a
robustness analysis to be undertaken on experimentally obtained frequency dependent
plant transfer functions. This thesis shows the application of such techniques on a
specific concern facing aircraft designers, the instability of flutter.
Flutter can be defined as a self-excited, unstable oscillation resulting from the
combination of elastic, inertial, and aerodynamic forces on a mass which, in this study,
is a wing. As aircraft designs tend toward higher speeds and more flexible structures,
the instability of flutter becomes more important. Also, as aircraft designs become
more complicated, the standard methods of modeling systems and predicting flutter
may not be adequate [4]. The application of new robustness analysis techniques to
classical flutter prediction provides one method of modernizing an old problem and
analysis. Robustness analysis can not only be used to predict the flutter boundaries
of analytical systems, but can be applied to experimental frequency domain transfer
functions in order to determine the stability boundaries of complex physical systems.
In flutter studies, the parameters of most concern are the varying flight condi-
tions under which the system operates. For systems operating near the edge of their
performance boundaries, the effects of perturbations in flight conditions such as dy-
namic pressure and Mach number on the system's stability are of utmost concern
and an accurate prediction of this performance boundary can be crucial. One spe-
cific performance boundary, a system's flutter boundary, is often characterized by the
combination of Mach numbers and dynamic pressures above which flutter will occur.
This bound is typically obtained from an aerodynamic study and is confirmed exper-
imentally though extensive wind tunnel testing. Robustness analysis offers another
method for predicting this flutter boundary. The object is to characterize the effects
of perturbations in Mach number and dynamic pressure on the system being studied.
The robustness analysis then utilizes these characterizations, along with experimen-
tally measured frequency domain plant transfer functions, to predict destabilizing
perturbations in Mach number and dynamic pressure. The remainder of this the-
sis will detail the steps necessary to perform such an analysis and show the results
when applied to the NASA Langley Research Center's Benchmark Active Controls
Technology (BACT) model [8].
The techniques involved in performing a robustness analysis are as follows:
1. Defining the real parametric perturbations of concern in the analysis.
(Section 1.1)
2. Characterizing the effects of the parametric perturbations on the elements
of the analytical state space model of the system being studied.
(Sections 2.2.1 and 2.3.1)
3. Using the characterizations of step 2 to create a set of augmentation matri-
ces which will be used to transform frequency domain input/output trans-
fer functions into a transfer function which can be used for the robustness
analysis.
(Sections 2.1.2, 2.2.2 and 2.3.2)
4. Transforming the experimental frequency domain data into a form com-
patible with the augmentation matrices of step 3.
(Sections 2.1.3, 3.1 and 3.2)
5. Combining the results of step 3 and step 4 to obtain the final transfer
function for the robustness analysis.
(Sections 2.1.3 and 3.2.3)
6. Performing the final analysis on the transfer function from step 5.
(Sections 2.1.4 and 4.3)
The reader is encouraged to refer back to this procedure while reading the detailed
derivation of each step.
_ ^^  _
1.2 Outline
Step one, the definition of the upcoming robustness analysis, was stated earlier as the
prediction of flutter boundaries in Mach number and dynamic pressure space. The
procedures outlined above will be explained and tested through examples related to
the effects of perturbations in Mach number and dynamic pressure on the Langley
BACT model. Each of the following chapters will address a set of the robustness
analysis steps, culminating with the results of the analysis applied to the BACT.
Chapter 2 describes the basic formulation of the robustness analysis problem for
the study of flutter. A brief description of the basis of the analysis, taken from a
previous study by Blaise G. Morton and Robert M. McAfoos, will be given [5, 6].
The second step of the analysis requires an accurate characterization of the effects
of perturbations on the plant of interest. Chapter 2 will describe methodologies for
characterizing these effects for two types of systems. First, methods for plants which
are modeled analytically in state space form with no further insight into the internal
dynamics of the system will be outlined. Second, plants for which a description of the
internal dynamics is known will be detailed. Chapter 2 will describe not only how to
characterize the effects of perturbations on the two types of systems, but show how
to generate the augmentation matrices from step 3 above.
Chapter 3 utilizes the characterizations obtained from Chapter 2 to achieve the
final robustness analysis transfer function. The methodologies for transforming ex-
perimental frequency domain transfer functions into a form which is compatible with
the augmentation matrices defined in Chapter 2 will be shown. Depending on the
dimensions of the original plant, different methods are available to accomplish the
transformation. First, the standard setup for systems with an equal number of states,
inputs, and outputs will be shown. For more complicated systems with an unequal
number of states, inputs, and outputs, an observer based method for transforming
the system will be described. The observer based method implements a reduced order
observer and a system identification process which together manipulate experimental
frequency domain transfer functions into a format compatible with the augmenta-
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tion matrices. The resulting function and the augmentation matrices will, finally, be
combined into the robustness analysis transfer function.
Chapter 4 outlines the results of the robustness analysis performed on the Langley
BACT model. A description of the BACT model along with the experimental methods
currently used by Langley to predict its flutter boundary will be discussed. The results
of the analysis on both analytical and experimental frequency domain BACT transfer
functions will be shown, and a comparison will be drawn between the flutter boundary
obtained by Langley via their methods and the boundary derived by the robustness
analysis. These results will be used to show the efficiency and limitations of the
robustness analysis applied to flutter studies.
Chapter 5 will summarize the results of the study and present conclusions on
the usefulness of robustness analysis for predicting flutter boundaries. Although this
chapter completes the work for this thesis, it also suggests the future studies which
should be conducted. These studies will continue to refine and utilize the robustness
analysis for predicting flutter boundaries.
Chapter 2
Formulating a Robustness
Analysis Problem
The procedure for transforming experimental data into a system suitable for a ro-
bustness analysis was adapted from a study performed by Blaise G. Morton and
Robert M. McAfoos which applied a robustness analysis to a state space realization
of the space shuttle in order to determine the system's stability under varying flight
conditions. An overview of their procedure and its applicability to the analysis of ex-
perimentally derived frequency domain transfer functions will be outlined in Section
2.1. The remainder of Chapter 2 will detail the method for achieving the second and
third steps of the robustness analysis. In these steps, an examination of the effects
of perturbations on the original analytical system is undertaken and a method for
creating augmentation matrices which will model the effects of further perturbations
is derived. Section 2.2 generalizes this step for systems with an analytical model
already in state space form. Section 2.3 describes how systems not yet in state space
form, but with known physical parameter such as mass and damping, can be formed
into a robustness analysis problem. A system in this form will be referred to as a
parameterized model in the remainder of the analysis. In each section, the description
of the methodology will be followed by an example performed on the Langley BACT
model.
2.1 Standard Problem Statement
The methods described in the Morton and McAfoos study will be used to complete the
steps of the robustness analysis detailed in Chapter 1. An overview of these steps for
a general system will first be presented. The specific modifications and applications
of the methodologies for systems in state space and parameterized will be given in
Sections 2.2 and 2.3, respectively.
2.1.1 Characterizing Perturbation Effects
The standard form of the state space equations of motion is shown in equation 2.1.
A B
The matrix will be referred to throughout this thesis as the state space
C D
quadruple or simply the SSQ.
= (2.1)
The second step in the robustness analysis study characterizes the effects of per-
turbations on the system of interest. For systems with an analytical model in state
space form, it is assumed that the connection between changes in each parameter and
changes in the elements of the state space quadruple can be approximated by a linear
function of the form given in equation 2.2,
A B n A, BzE6 (2.2)
C D z=1 Ci Di
where
is a matrix representing the changes in the SSQ due to -the sum of the effects of
n different perturbation parameters. Each specific perturbation is denoted by 6,,
Ai Bi
therefore C, Di represents a matrix of proportionality constants between the ith
perturbations and the change in each element of the SSQ. The matrix
Az B,
Ci D
will be referred to as the proportionality matrix of the ith parameter or simply the pro-
portionality matrix. There are exactly n proportionality matrices, each corresponding
to one particular perturbation parameter.
The system under any known perturbation can then be represented as the sum of
equation 2.1 and 2.2 as shown by equation 2.3.
= + ei (2.3)
y CD z=1 Ci Di Lu
2.1.2 Creating Augmentation Matrices
The third step of the analysis requires a set of augmentation matrices be developed
which can transform the original system into the form necessary for robustness anal-
ysis. In the case of analytical systems described in a state space format, each of the
n proportionality matrices is decomposed into the augmentations matrices shown in
equation 2.4.
Ai 2 = Bi [ e: ] [ i2 ] i (2.4)
Ci Di Ce2i
A procedure for accomplishing this will be shown in Section 2.2. Once augmentation
matrices for each perturbation are created, they are combined by methods also shown
in Section 2.2 to create the set of matrices ultimately used for augmentation, denoted
as a,, a2, 01,7 2-
Alternatively, if the analytical system is described by a set of physical parameters,
a more explicit study of the effects of perturbations on the dynamics of the system is
possible. In order to characterize the effects of perturbations on systems in this form,
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an analysis of the differential equations of motion is done. The nominal values of
the perturbation parameters can be found explicitly in the equations of motion and
represent the locations where perturbations enter the system. The perturbations,
which represent 6, in equation 2.3, can be entered directly into the equations of
motion and a study of their effects can be done.
To calculate the augmentation matrices for parameterized models, the equations
of motion including the perturbations parameters are used to create a block diagram
model of the system. The equations of motion and block diagrams are rearranged
so that the perturbation parameters act as the inputs and outputs of the system.
The state space characterization of the new model, including the effect of parametric
variation, directly yields the ac and 01 augmentation matrices described previously.
This process will be described more thoroughly in Section 2.3.
2.1.3 Obtaining the Robustness Analysis Transfer Function
Irrespective of the format of the original system, the calculation of augmentation
matrices allows the system to be transformed from the original plant transfer function
from the known input (u) to the measured output (y) of Figure 2-la to the form of
Figure 2-1b which is suitable for performing a robustness analysis.
-A
u G (s) 
- Y
nom
I I
(a) Original Plant Transfer (b)
Function
Figure 2-1: Experimental Transfer Functior
Upert Ypert
- - I(s)-I L
M(s)
Robustness Analysis Form
n Block Diagrams
In Figure 2-1, and throughout the remainder of the study, Gno,(s) is the nominal
plant input to output transfer function of the form shown in equation 2.5.
Gnom(s) = C(s)B + D (2.5)
where
S1(s) = [sI - A] -
H(s) is an optional controller transfer function. In the following robustness analysis,
only open loop systems will be considered and, therefore, the effects of the controller
transfer function will not be addressed. The A-block in Figure 2-1b is a diagonal
matrix whose elements are real values representing the parameters in the perturbation
study. The function P(s) is the new input to output transfer function matrix obtained
when Gnom(s) is properly combined with the augmentation matrices. P(s) consists
of the four independent transfer functions shown in equation 2.6.
_[P(s) P12 (s)" Ypert = P11(S)Upert + P1 2 (S)U
P(s) = P21(s) P22 (s) Y - P21(S)Upert + P 22(s)u (2.6)
The P 1l(s) and P21(s) components of the P(s) matrix show the effects of the
input perturbations upert on the output perturbations Ypert and the.original output y,
respectively. The P 12(s) component relates the original plant input u to the output
perturbations Ypert. The final transfer function P22 (s) is the original input to output
transfer function Gnom(s) as shown in equation 2.7.
P 2 2 () = Gnom(s) (2.7)
The last function in the robustness analysis diagram is M(s) which is the total
transfer function from the input perturbation upert to the output perturbation Ypert.
For systems with an implemented controller transfer function H(s) in the feedback
path of the robustness analysis diagram, M(s) is calculated by equation 2.8.
M(s) = P 12(s)H(s) [sI - P22 (s)H(s)]j ' P21(s) + P11(s) (2.8)
If the feedback loop from the nominal output y to the input u is open, M(s) reduces
to the equality of equation 2.9.
M(s) = Pu (s) (2.9)
In the study by Morton and McAfoos, the P matrix is represented by the aug-
mented plant in state space form shown in equation 2.10. The system represents a
set of three linear dependent matrix equations.
A " ax B
Ypert Upert (2.10)
y U
C 2 D
The frequency domain augmented system, P(s), can be derived by taking the
Laplace transform of the first rows of equation 2.10 corresponding to the states and
substituting the result into the remaining two matrix equations for the perturbed
and nominal outputs. The Laplace transform is shown in equation 2.11 and the final
augmented system after the substitution is given in equation 2.12.
X = (P(8) [al upert + Bu] (2.11)
01 D(s)aj O:(D(s)B + 02
Ypert ] .. Upert = P() Upert (2.12)
C(s)al + 2  CD(s)B + D
Each component of the P(s) matrix can be individually calculated. The matrix
element located in the lower right corner of the P(s) matrix of equation 2.12 con-
tains the original transfer function Gnom(s) as stated previously in equation 2.7. The
other matrix elements of P(s) contain portions of the original transfer function which
are combined with the augmentation matrices qualitatively described previously. A
formal method of calculating the augmentation matrices will be given in Section 2.2.
Methods for incorporating the experimentally obtained transfer functions into equa-
tion 2.12 will be described in Chapter 3.
Once the P(s) matrix is calculated, an estimate of the perturbed transfer func-
tion when the values in the A-block are known can be determined directly from
an examination of the closed loop robustness analysis diagram and a combination
of the transfer functions in equation 2.6. The result, denoted Gpert(s), is shown in
equation 2.13. If some insight into the effects of perturbations on the systems is
available, and calculations of Gpert(s) will show if the augmented system responds to
perturbations in the expected manner.
Gpert(S) = P21 (s)A [I - P 1 (s)A]- 1 P 12 (s) + P 22 (s) (2.13)
The study by Morton and McAfoos showed that the setup of Figure 2-1b does,
in fact, exactly model the system in equation 2.3. In their study, the real structured
singular value analysis results for a baseline plant and flight controller predicted an in-
stability at low frequencies. Subsequent test confirmed that a set of real perturbations
did exist which caused the low frequency instability to occur [6].
2.1.4 Solving the Robustness Analysis
After the perturbation characterization has been completed and and the robustness
analysis transfer function has been formed, the final analysis can be performed. The
result of the analysis is a quantification of the smallest destabilizing perturbation of
the parameters existing in the A-block. A solution exists only at frequencies where a
real parametric variation will cause the system to go unstable. This solution, shown
analytically in equation 2.14, is defined as the maximum singular value of the A-block
with the minimum norm which causes the determinant of [I - M(s)A] to be equal
to zero.
1
- = min{((A)I det(I - M(s)A) = 0} (2.14)
Algorithms for solving a
Algorithms for solving a robustness analysis problem when the number of param-
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eters is large or the parameters appear as blocks of repeated real values are com-
putationally intensive and produce upper and lower bounds on the solution. In the
case of flutter studies, however, computations can be simplified by introducing a re-
lation between the Mach number and dynamic pressure to the total pressure (H) of
the system, reducing the A-block to an identity matrix multiplied by a real scalar
6. A method of obtaining a A-block in this form from one which originally contains
multiple parameters will be explored further in Chapter 4 during the application of
the robustness analysis to experimental flutter. The solution to the simplified prob-
lem can be found by looking only at the eigenvalues of the M(s) matrix shown in
Figure 2-lb. The minimum destabilizing perturbation is given by the inverse of the
maximum eigenvalue, as shown in equation 2.15.
1
6 - (2.15)A(M(jw*))
A derivation of equation 2.15 is presented in Appendix A.
2.2 State Space Model Based Methods
The first type of system to be considered is one which exists analytically in state
space model form. No significant knowledge of the physical dynamics of the system
is assumed and, therefore, the characterization of the effects of perturbations on the
physical system can be done quantitatively only on the separate elements of the
state space quadruple. Very little physical insight can be drawn as to the effect
of perturbations on the individual physical parameters of the system. However, a
robustness analysis of the state space quadruple will still yield the perturbation which
destabilizes the overall system.
2.2.1 Characterizing Perturbation Effects
The first step for constructing any realistic robustness analysis problem is accurately
defining a complete set of parameters to appear in the A-block. Although limiting
the number of parameters in the study simplifies the subsequent computations, care
must be taken not to exclude parameters which may be vital in accurately describing
the process being studied. Once this set of parameters is established, their effects on
the state space quadruple must be quantified in order to derive the proportionality
matrices of Section 2.1.
Describing the changes in the state space quadruple due to parametric variation
requires a reasonable bank of analytical models. One of the models must be defined
as the nominal model and be created with each perturbation parameter set at their
respective nominal values. The state space quadruple associated with the nominal
value of all the parameters of interest is designated as:
C D
- nom
In order to characterize the effect of each parameter individually, several additional
models must be created by varying one parameter at a time while holding all other
parameters at their nominal values. For the ith parameter, this leads to a set of state
space quadruples, each created at a particular perturbation value. These can each be
represented as:
C I pert,z
The proportionality matrix of the ith parameter is calculated by finding a linear
relationship between the nominal and perturbed state space quadruple which satisfies
equation 2.16.
= + i Di 6i (2.16)
Spert,i C D nom i
To determine the elements of the proportionality matrix, consider the linear equa-
tion for each element separately. If the element in the jth row and Ith column is desig-
nated as el(,3 )1, the independent linear relation is represented by equation 2.17. The
_I _C~ _ UNIUMMYIYY N
solution of this equation for el(2 ,)2 is trivial and can be recognized as the slope (m) of
the line, y = b+mx, where the y-axis represents the value of the particular perturbed
matrix element, el(3,l)pert, , and the x-axis is the perturbation of the parameter under
consideration, 6,.
el(3,1)pert,z = e1(,).o..... + el(3,1)1, (2.17)
If the perturbation parameter has a linear effect on changes in the state space
quadruple, each element of the proportionality matrix, el(J,)pert
, 
, will be independent
of the amplitude of 6,. If, instead, some variation occurs for different amplitudes of
6, then a least squares fit is used to obtain el(,Il)2. The slope of the least squares
fit represents the value of the specific element of the proportionality matrix, el(3,l) .
To complete the derivation of the proportionality matrix, this process is repeated
for every element of the SSQ and for perturbations for each parameter of interest,
separately. Section 2.2.4 presents a numerical example of this procedure.
2.2.2 Creating Augmentation Matrices
Once proportionality matrices have been formed, the next step is to create the aug-
mentation matrices necessary to correctly transform the experimental plant into the
robustness analysis form. As shown previously by equation 2.4, a pair of augmenta-
tion matrices must be formed from each proportionality matrix. The augmentation
matrices are not unique and their values depend on the method used for decomposing
the proportionality matrix. Although there are several valid methods of decomposing
the proportionality matrices, the desired method will result in the smallest possible
dimensions of the columns and rows of a, and 3, respectively. The reason for reduc-
ing the dimensions of the augmentation matrices can be traced back to the derivation
of the augmented plant in equation 2.12. If the number of columns and rows in ca
and 0, is small, the resulting dimensions of the augmented plant is small, as well.
Reducing the order of the augmented plant, in turn, simplifies the solution of the
robustness analysis. One possible method of generating these matrices which allows
the dimensions of a, and 0, to be reduced, and the one used subsequently in this
analysis, is to perform a singular value decomposition (SVD) on the proportionality
matrix. The standard form of an SVD is given by equation 2.18.
, Bi [U , U2 Si i  (2.18)
The matrices U, and VIH are the orthonormal left and right singular vectors, respec-
tively, and Si is a diagonal matrix of singular values which may or may not be full
rank. To calculate the augmentation matrices, retain all of the non-zero singular
values of S, and their corresponding columns and rows of U and ViH . Combining
the relations of equations 2.4 and 2.18 results in the final equation for creating the
augmentation matrices shown in equation 2.19.
UljS 2VH = aii (2.19)
The simplest solution to equation 2.19 is shown in equation 2.20
3i = SV H  (2.20)
The process is repeated for the proportionality matrix resulting from every parametric
perturbation.The resulting ai and O3 are partitioned into the two matrices shown
in equation 2.4 and the final augmenting matrices are constructed by stacking the
matrices of each perturbation in the manner shown in equation 2.21.
P11 012
S2 212 22 (2.21)
(Y2 2122 I ( 2 ]
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The dimension of the augmentation matrices can be gleaned by an inspection of
their derivation. One dimension of each of the augmentation matrices will be equal
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to that of one of the various state space matrices; a, has the same number of rows
as does the A matrix, whereas 1 has the same number of columns as the A matrix.
The other dimension is determined during the singular value decomposition and is
equal to the number of singular values retained during the calculation of equation 2.20.
The maximum size of this dimension is constrained by the rank of the proportionality
matrix being decomposed. The minimum dimension, however, can be specified during
the calculation of the augmentation matrices in equation 2.20.
The number of non-zero singular values retained in the calculation, and their
relative magnitudes, is a function of the rank of the proportionality matrix. If a
perturbation affects several elements of the SSQ, the proportionality matrix may be
full rank, or nearly so, and few or none of the singular values will be zero. Typically,
however, some elements of the SSQ are more influenced by perturbations than others
and the result is a range of singular values in equation 2.18 spanning several orders
of magnitude. Low order singular values can be treated as consequences of computa-
tional errors or as results of insignificant perturbation effects and concluded to offer
little to enhancing the accuracy of the augmented model.
Therefore, to decrease the second dimension of the augmentation matrix and
thereby speed subsequent computations, some of the smaller singular values can be
truncated along with those that are truly zero. The key is not to truncate an exces-
sive number of singular values, as the accuracy of the analysis will be sacrificed for
speed. A guide to determining if and which singular value can be excluded can be
ascertained by reversing the augmentation matrix computations and attempting to
reconstruct the original perturbed plant of equation 2.16.
First, several augmentation matrices are created for one perturbed plant by re-
taining different numbers of singular values in the calculation of equation 2.20. The
steps for creating a and 3 are then reversed by applying equation 2.4 to recreate an
approximate proportionality matrix.
- approx
C, DZ
Next, equation 2.16 is applied, using the approximate proportionality matrix, to
obtain a perturbed state space quadruple.
I approx
Spert,z
To compare the two systems, a frequency response of the actual perturbed plant used
in equation 2.16 and the approximated perturbed plant derived above can be obtained
and the error between the resulting transfer functions examined. An example of this
procedure will be given in Section 2.2.4.
2.2.3 Example of State Space Models
A state space representation of the NASA Langley Research Center's BACT model
is used to illustrate the methods shown in this section. A basic description of the
dimensions and states of the model is presented in the following paragraph as well as
in Appendix B. A more detailed account of the BACT program, physical model and
the algorithms used to derive the state space model is given in Chapter 4.
The BACT model is a NACA 0012 airfoil model used for flutter studies and control
law analysis. The initial analytical state space model includes two elastic modes,
plunge and pitch, and one control mode due to a second order model of a trailing
edge actuator. Each mode is represented by two generalized states. In addition,
the aerodynamic forces are modeled by three aerodynamic lags each contributing two
states to the model. Finally, the full order system contains two states for modeling the
gust spectra dynamic characteristics resulting from white noise passed through a gust
filter. The gusts states are removed prior to the robustness analysis, leaving a final
analytical model with twelve states. The input to the model can be a command to
the actuator or gust input. Again, the influence of the gust input is removed, leaving
one input into the BACT model. The outputs of the analytical model relevant in the
robustness analysis are the measurements of the four accelerometers located about
the perimeter of the model. The final dimensions of the reduced order state space
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model contain twelve states, one input, and four outputs.
2.2.4 Application to Example Case
The characterization of the effects of perturbations on the Langley BACT model will
now be performed. As stated previously, the dynamic process of main concern is
flutter, therefore, the effects of perturbations in dynamic pressure and Mach number,
the parameters which describe typical flutter boundaries, will be studied. The first
step is to create the proportionality matrices; one for dynamic pressure perturbations
and one for Mach number perturbations. To do this, 56 analytical state space mod-
els were created at combinations of different nominal Mach numbers and dynamic
pressures. The Mach numbers included: 0.3, 0.5, 0.65, 0.75, 0.77, 0.82, and 0.9. The
dynamic pressures ranged from 75psf to 250psf at intervals of 25psf. An example of
a state space quadruples of the BACT model can be found in Appendix B. When
generating the elements of the proportionality matrices, plots of the least square fits
described by equation 2.17 were generated. The results showed that dynamic pressure
has a linear effect on most changes in the SSQ whereas Mach number has a highly
non-linear effect.
To demonstrate this, first a plot of the A(3, 4) state space element, representing
the influence of the pitch rate state on the derivative of the plunge rate state, ver-
sus perturbed values in dynamic pressure is presented in Figure 2-2. The nominal
dynamic pressure was set at 150psf and the nominal Mach number was held at 0.5.
The nominal plant is represented by the point at the origin of the plot in Figure 2-2.
Plants at seven perturbed values of dynamic pressure with a nominal Mach number of
0.5 were used in the linear fit. The plot indicates that changes in dynamic pressure do
have a linear effect on changes in the state space elements as each point, representing
el(3,4)q for a plant at a different perturbed value of dynamic pressure, coincide on a
line of constant slope. The slope of the line through the points is the value of the
proportionality matrix for the element Ai(3, 4). Note that perturbations as large as
67% of the nominal dynamic pressure remain along a line of constant slope. There-
fore, the proportionality matrix provides an accurate measure of how changes in the
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Figure 2-2: Linear Relation Between Perturbations in Dynamic Pressure and in the
SSQ
state space quadruple occur in response to perturbations implying that a robustness
analysis performed using dynamic pressure should be accurate.
To demonstrate the changes in elements of the state space quadruple when the
perturbation parameter has a non-linear effect, the results of perturbations in Mach
number on changes in the A(3, 4) element of the BACT model are shown in Figure 2-
3. Plants derived at six perturbed Mach numbers around a nominal value of 0.75
independently produced the values of el(3,4)M shown by the points on Figure 2-3.
The slope of the line representing the least squares fit through the points becomes
the approximate value of the Ai(3, 4) element of the proportionality matrix. Here,
perturbations of more than 10% from the nominal Mach number cause a non-linear
change in the element. To reduce the error induced by this nonlinearity, only narrow
ranges of Mach numbers can be considered when performing the linear fit.
The Mach numbers were, therefore, broken into three ranges: low, medium, and
high. The low range consisted of Mach numbers between 0.3 and 0.65. The medium
range ran between 0.65 and 0.77 and, finally, the high range included Mach numbers
between 0.77 and 0.9. Proportionality matrices were created for each of these ranges.
The results of the linear fit, again for the A(3, 4) element, are shown in Figures 2-4a to
2-4c. Within each range, the maximum errors of the calculated A(3, 4) point from the
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Figure 2-3: Non-linear Relation Between Perturbations in Mach Number and in the
SSQ
linear fit are 11.6%, 2.2%, and 27.6%, low to high range, respectively. Compared to the
maximum error of 84.3% when the whole range of Mach numbers was analyzed, the
method of segmenting the ranges of non-linear parameters shows a large improvement.
A listing of the nominal conditions of all the proportionality matrices used in the
study, and an example matrix, can be found in Appendix B.
After the proportionality matrices have been derived, the next, step is calculating
the augmentation matrices. In order to speed subsequent calculations, the order of
the augmentation matrices was systematically reduced to achieve the smallest possi-
ble dimensions while maintaining accuracy in predicting the effects of perturbations
on the system. The accuracy of the reduced order augmentation matrices can be
tested by the method described in Section 2.2.2. In the case of the BACT model,
full order augmentation matrices contained thirteen perturbations due to dynamic
pressure and thirteen due to Mach number. Reduced order augmentation matrices
were obtained by truncating the number of singular values retained during the com-
putation of the augmentation matrices in equation 2.20. The reductions were done for
each perturbation parameter separately and the resulting augmentation matrices were
used to reconstruct the perturbed system. Each transfer functions from the input to
the four accelerometer outputs of the original and reconstructed perturbed system
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Figure 2-4: Linear Fits to Perturbations in the SSQ due to Reduced
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_111_. -_ .- IYlb
can be compared. The error resulting between the two transfer functions provides
a measure of the accuracy of the reduced order augmentation matrices in predicting
the effects of perturbations on the plant SSQ. Placing a bound on the maximum al-
lowable error constrains the number of singular values which can be truncated during
the calculations.
The tabulated results of the average error of the reconstructed perturbed system
are shown in Tables 2.1 and 2.2. The errors were calculated by taking the difference
of the actual and reconstructed perturbed transfer functions and normalizing by the
nominal transfer function. The magnitude and phase plots of the transfer functions
used to obtain the tabulated data are located in Appendix B. The errors in the
tables show that some of the singular values associated with each perturbation can
be truncated without any loss of accuracy in the system reconstruction. However,
after a point, the remaining singular values are critical to assure accurate results from
the robustness analysis.
Table 2.1 shows that the order of the augmentation matrices associated with dy-
namic pressure can be greatly reduced without significant loss of accuracy. Retaining
only two of the thirteen original singular values when creating the augmentation ma-
trices yields the same accuracy as when recreating the perturbed system using a full
order augmentation. The dimensions due to the Mach number perturbations can not
be reduced as extensively before losing accuracy. In this case, Table 2.2 shows that re-
taining eight of the original thirteen singular values allows for an accurate description
of the perturbed system. Removing two additional singular values, leaving six, yields
a slightly less accurate result. Decreasing the number of singular values any further
yields an augmented system which does not emulate the actual perturbed system.
The final dimension of the A-block was established at ten: two perturbations
corresponding to dynamic pressure and eight to Mach number. The dimensions were
chosen as the lowest size which still represented the perturbed system with the same
accuracy as the full order augmentation. The resulting A-block has the form shown
Table 2.1: Errors in Reconstructed System for Dynamic Pressure Perturbations.
Nominal Dynamic Pressure = 100psf. Nominal Mach Number = 0.75.
Values Represent Percent Errors
% 1 # a iOutput 1/Input Output 2/Inputj Output 3/Input Output 4/Input
Mag. Phase Mag. Phase Mag. Phase Mag. Phase
13 0.004 0.001 0.001 0.001 0.004 0.001 0.001 0.001
2 0.004 0.001 0.001 0.001 0.004 0.001 0.001 0.001
25 1 14.9 1.88 14.2 3.08 14.6 1.88 14.2 3.08
13 0.005 0.001 0.005 0.001 0.005 0.001 0.005 0.001
2 0.005 0.001 0.005 0.001 0.005 0.001 0.005 0.001
50 1 31.0 3.51 27.3 4.07 30.9 3.48 27.3 4.08
13 0.015 0.001 0.002 0.001 0.014 0.001 0.002 0.001
2 0.015 0.001 0.002 0.001 0.014 0.001 0.002 0.001
75 1 50.2 4.83 39.4 4.46 49.3 4.80 39.4 4.46
Table 2.2: Errors in Reconstructed System for Mach Number Perturbations.
Nominal Mach Number = 0.65. Nominal Dynamic Pressure = 125psf.
Values Represent Percent Errors.
Yc 'm # a Output 1/InputllOutput 2/InputllOutput 3/Input Output 4/Input
Mag. Phase Mag. Phase Mag. Phase Mag. Phase
13 0.321 0.045 0.067 0.247 0.317 0.046 0.066 0.247
8 0.321 0.045 0.067 0.247 0.317 0.046 0.066 0.247
6 0.246 0.042 0.79 0.178 0.243 0.043 0.079 0.178
15.4 5 7.62 0.119 7.40 1.02 7.51 0.103 7.40 1.02
13 4.01 0.534 0.880 2.83 3.96 0.544 0.879 2.83
8 4.01 0.534 0.880 2.83 3.96 0.544 0.879 2.83
6 4.16 0.524 0.823 2.97 4.11 0.536 0.822 2.97
26.2 5 17.4 0.482 11.8 5..10 17.0 0.449 11.8 5.10
13 20.9 3.00 4.50 13.7 20.6 3.03 4.50 13.7
8 20.9 3.00 4.50 13.7 20.6 3.03 4.50 13.7
6 21.2 2.95 4.35 13.9 20.9 3.00 4.35 13.9
38.5 5 40.4 2.65 16.7 17.2 39.7 2.96 16.7 17.2
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in equation 2.22.
Iq 6q  0
0 I6M (2.22)
The variable 6 represents a real perturbation of the parameter indicated by the sub-
script. Each identity matrix has a dimension equal to the number of singular values
retained in the augmentation matrix calculations for the parameter indicated by the
subscript. The final augmentation matrices have the dimensions shown in equa-
tion 2.23.
a1 = 12x10
a2 = 4x10
1 = 10x12
32 = 10xi (2.23)
2.3 Parameterized Model Based Methods
An alternate method for characterizing the effects of parametric perturbations can
be conducted on systems which have known physical parameters. In this case, the
parameters such as the system mass, stiffness, damping, and physical dimensions, are
known and are used to assemble an analytical expression for the dynamics of interest in
the robustness analysis. From the location and relation of the perturbing parameters
to the other physical constants of the system, a more explicit understanding of the
effects of parameter variation can be gleaned.
2.3.1 Characterizing Perturbation Effects
In order to begin characterizing the perturbation effects, the location of all the per-
turbation parameters in the dynamic expression must be noted. For systems where
several different perturbations parameters are being considered, each must occur lin-
early and independently throughout the equation, otherwise steps must be taken to
place the equations in this form. The first step for creating the relation characterizing
the effects of multiple perturbations is to ensure that every perturbation is decoupled.
Methods for decoupling multiple perturbations depend on the structure of the orig-
inal dynamics and, therefore, will be discussed later in Section 2.3.4 in conjunction
with the BACT model example.
Once the perturbations are decoupled, the nominal parameters are replaced with
an expression which takes into consideration the effects of perturbations on the sys-
tem. Perturbations can be entered into the system by defining the perturbed param-
eter as the sum of a nominal and varying value, as shown for a random variable X in
equation 2.24.
X = Xnom -+ 6X (2.24)
If any of the perturbed values resulting after equation 2.24 is inserted into the ex-
pression for the dynamics have an order greater that one, the equation must be
linearized. As an example, if the variable X occurs as a squared term, the perturbed
system would be linearized by the approximation of equation 2.25.
X2= (Xnom +6X) = X2om + 2Xnom6X + (6X)2
Xnom + 2Xnom6X (2.25)
Other methods of linearizing the perturbations are possible and must be employed
per the specific structure of the plant under consideration.
2.3.2 Creating Augmentation Matrices
In order to derive the augmentation matrices, first the dynamic equation containing
the parametric perturbations are transformed into a state space representation. The
inputs and outputs of the state space system are exactly the perturbations entered
into the dynamic expression through equation 2.24. In transfer function form, this
represents the Pul(s) portion of the augmented P(s) matrix and is shown in equa-
tion 2.26. As previously stated, if the robustness study is being conducted on an open
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loop system, only the Pl I(s) component contributes to the overall robustness analysis
M(s) matrix. Thus, only ca and 31 need to be calculated.
ypert =- (P1((S)a1)Upert (2.26)
One method of creating the transfer function of equation 2.26 and, more impor-
tantly, the matrices which comprise it, is to set up a block diagram description of the
perturbed dynamic equation. The new block diagram has one input and one output
corresponding to each location of a perturbation in the dynamic equation. An analy-
sis of the diagram will produce a state space representation of the system in the form
shown in equation 2.27.
S= AbdX + BbdUpert
Ypert CbdUpert (2.27)
P- analogy to the transfer function in equation 2.26, ca is equal to the Bbd matrix
of equation 2.27, and /3 is equal to the Cbd matrix.
2.3.3 Example of Parameterized Models
As an example, the physical parameters of the BACT model used to derive the state
space models described in Section 2.2.3 are represented in a dynamical expression for
flutter studies. In addition to the physical mass, spring, damping, and dimensions of
the BACT model, a description of the frequency dependent unsteady aerodynamic
forces effecting the system is available. In order to incorporate the aerodynamic
force data into a state space formulation of the dynamics, the generalized aerody-
namic forces, denoted Q, are converted to the rational function approximations in
the Laplace domain shown by equation 2.28 in what is referred to as the Roger's
form [1].
sb sb2 (2.28)
Q = Ao + AV + A2 A2+ V (2.28)
=1 b
The variable b is the model reference chord and V is the free stream velocity. Each
L, term is a constant denominator coefficient for the 11 aerodynamic lags. Finally, s
is the Laplace operator.
The aerodynamic coefficients, A2, are least square best fits to tabular aerodynamic
force data at a specific Mach number and range of frequencies. The aerodynamic co-
efficients are partitioned matrices with elements which independently effect the gen-
eralized plant, actuator, and gust states. The partitioning is shown in equation 2.29.
A, AI A] (2.29)
The aerodynamic coefficients, A,, constant denominator coefficients, L,, and the
remaining physical parameters of the system are combined into a dynamic expression
for the BACT model states defined in Section 2.2.3. If the states are restricted
to the generalized physical states (i), aerodynamic states (xa), and the actuator
states, including positions (6), rates (6), and accelerations (6), the resulting dynamic
equations governing flutter are shown in equation 2.30.
d2( b d(
- 4 d- = (Kg - qA + (D E - qA) - qA ax
6 b .d6 b 2 d 2
-qA 6 - q-Ai + (M - q() ) dt2A
dx A = A + A d V 3 (2.30)
dt j+2 dt j + 2 dt b
The dynamic pressure appears explicitly in the equation as q. The matrices K
and D E are the generalized stiffness and damping terms, respectively. M 6 is a mass
coupling matrix between the actuators and generalized states. The coefficient Aia
is a matrix of ones and zeros, as defined in reference [1], relating the effects of the
aerodynamic lags on the individual generalized states. The M matrix, shown in
equation 2.31, is a mass matrix formed from the combination of the generalized mass
matrix, Mg, and the aerodynamic coefficient, A 2, as follows:
M = - q( )2A (2.31)A M
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Figure 2-5: Block Diagram Implementation of BACT Model Dynamics
The remaining aerodynamic coefficients, as well all the constant denominator terms
in the lags, govern the behavior of the aerodynamic states in equation 2.30.
The final dynamics of the system include the actuator states defined by the second
order differential equation shown in equation 2.32.
d2 d6
dt2 = AAl6 + AA2- (2.32)dt2 dt
The matrices AA1 and AA2 are constant coefficients chosen so that equation 2.32
accurately represent the actuator dynamics.
A block diagram representation of the dynamics of the physical states in equa-
tion 2.30 is shown in Figure 2-5. The Actuators block contains the second order
dynamics of equation 2.32 and the Aerodynamics blocks contains the aerodynamic
state dynamics from equation 2.30. A detailed description of these blocks is located
in Appendix C. The numbered blocks on the right side of the diagram represent a
feedback of the plant state positions, rates, and accelerations to the corresponding
numbered box on the left side of the diagram.
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Once a dynamic expression for the system is established, the remainder of the
robustness analysis development can be done.
2.3.4 Application to Example Case
To complete the robustness analysis on parameters causing flutter, the BACT param-
eterized model dynamics will be analyzed for perturbations in the dynamic pressure
and the scaling factor -, which is used to set all the aerodynamic coefficients in the
rational function approximation to the same dimension in time. An inspection of
equation 2.30 shows, first of all, a recurring coupling between the two parameters.
Also, dynamic pressure is noted as entering linearly at every instance in equation 2.30
whereas L occurs non-linearly.
The initial step of decoupling the scaling factor and dynamic pressure can be
accomplished by introducing non-dimensionalized time derivatives into the dynamic
equations. For all incidences, let the derivatives in time be replaced by the expressions
in equations 2.33 and 2.34
d Vdd-t = (2.33)dt b dq
d2 d2= ( )2 (2.34)
dt2 b d772
The factor L has the dimension of inverse time and, therefore, when multiplied by the
derivative with respect to the non-dimensional time i7, results in the correct dimension
of the original time derivative. By substituting the relations of equations 2.33 and
2.34 into equation 2.30, the two perturbation parameters are no longer coupled. The
resulting equation for the physical states is shown in equation 2.35.
V/ d2( V d(
-() 2 Md 2 = (Kg - qAo)( + (D ( V ) -qA) d- qAAxa,
d V d2S
-qAo6 - qA + (M 6  )2 - qA ) d2 (2.35)
Next, the two parameters are replaced by their perturbed values shown by equa-
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tion 2.24 and the second order terms containing - are linearized by the method of
equation 2.25. The final dynamic expression of the physical states, including the
effects of all perturbation parameters, is shown in equation 2.36.
) 2 2 M - (D [() + - ( Aq)A)b b b d'2 b b d
+(K g - (q + Aq)A ) - 1(q + Aq)Ax,
-(q + Aq)A'6 - (q + Aq)A d
+(M 3 ( b)2 + 2 A - (q + q,)A) (2.36)b b b dr2
Although equation 2.36 is specific to the current flutter study, the process used
to obtain it can be generalized to any system. First, given a physical description
of a system, generate the dynamic equations which govern its motion and stability.
Determine which parameters are to be used in the robustness analysis. Locate and
decouple each parameter and replace it with an expression for its perturbed value. Fi-
nally, linearize all terms which have perturbations entering in higher orders. The final
expression can be used to generate the augmentation matrices described in Section
2.1.
To generate the augmentation matrices, a SimulinkTM implementation of the per-
turbed BACT model dynamic of equation 2.36 is done. The basic structure is shown
in Figure 2-6. A detailed look at the structure of the individual blocks in the diagram
is given in Appendix C. Each numbered pair of inputs and outputs represents one
location where a perturbation in dynamic pressure or the scaling factor enter into the
nominal block diagram shown in Figure 2-5. The blocks containing the plant struc-
tural terms and the plant aerodynamic lag terms correspond to the right and left
segments of Figure 2-5, respectively. The structural terms include the mass, stiffness,
and damping, while the aerodynamic lag terms include the parameters associated
with the aerodynamic coefficients. SimulinkTM functions facilitate the creation of a
state space model of this system and the augmentation matrices can be obtained
directly from the new model as described in Section 2.3.2. The final A-block con-
tains twenty perturbations; six associated with the scaling factor and fourteen with
dynamic pressure. The resulting format of the A-block is shown in equation 2.37.
A = 6q (2.37)
The resulting augmentations matrices have the dimensions shown in equation 2.38
al = 12x20
01 = 20x12 (2.38)
2.4 Advantages of Parameterized Method
Although the accuracy of a robustness analysis using either set of augmentation
matrices should be comparable, the parameterized method offers substantial other
advantages. First, parameterized models offer greater insight into the actual physi-
cal consequences of inflicting perturbations on the model. Whereas the state space
method relates perturbations to elements of the SSQ, each of which is comprised of
a complex relation of several physical parameters, the parameterized model method
explicitly shows the coupling between the physical and the perturbation parameters.
The result is a set of augmentation matrices from the parameterized method with
a simpler structure than that of the state space method and whose elements can be
associated directly to the various plant physical parameters.
In addition, the block diagram structure of the parameterized method provides an
easy and useful graphical representation of how and where perturbations enter into
the model. This facilitates an examination of the system's stability when the plant is
afflicted with actual values for the perturbations. Perturbations can be entered into
the state space method, however, it is a more complicated procedure and does not
allow the effects on particular physical parameters to be isolated.
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Figure 2-6: Block Diagram of Perturbed Parametric Model
To support the claims of the advantages of the parameterized method, the effects of
dynamic pressure perturbations on the BACT model in both forms will be compared.
The analytical BACT model description in the following analysis is identical to that
described in Sections 2.2.3 and 2.3.3 with the exception that only two aerodynamic
lags appear in the model and so only four, instead of six, aerodynamic states are
present.
2.4.1 Format of Augmentation Matrices
In order to prove the parameterized method does, in fact, produce simpler versions of
the augmentation matrices when compared to the state space method, first it must
be established that both sets of matrices are equally competent at reconstructing the
effects of perturbations on the plant. To do this, a test on the BACT parameterized
and state space models was performed in which the two sets of augmentation matrices
were created and then used to derived perturbed plant models. If both methods do
predict the effects of perturbation accurately, then an examination of the structure
of the two sets of augmentation matrices can be done without consideration of the
benefits in accuracy one method may provide over the other.
The tests on the BACT parameterized and state space models were conducted
open loop which requires only the calculation of the al and P1 augmentation ma-
trices. In the state space method, four models at a nominal Mach number of 0.77
and at four different values of dynamic pressure about a nominal of 75psf were used
to create the augmentation matrices. All of the eleven singular values were retained
during the calculations and the resulting matrices are defined as al,ss and /1,ss. The
parameterized augmentation matrices were generated by closing the L perturbations
inputs and outputs in the block diagram of Figure 2-6 with perturbations of zero value
and determining the state space model of the plant with the remaining dynamic pres-
sure perturbations as the inputs and outputs of the system. The physical parameters
in the block diagram corresponded to a model at a nominal Mach number of 0.77
and dynamic pressure of 75psf. The Bbd and Cbd matrix of the resulting state space
quadruple become the a1,bd and 01,bd, respectively. The two pairs of augmentation
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Table 2.3: Eigenvalues of Perturbed BACT Models - Nominal q = 75psf
6q (psf) Analytical Model ] Parameterized Model State Space Model
25 -0.60662 ± 21.267i -0.60657 ± 21.167i -0.6071 ± 2.1.67i
-0.34648 ± 29.069i -0.34650 ± 29.070i -0.34644 ± 29.068i
50 -0.8574 ± 21.1658i -0.8571 ± 21.1658i -0.8576 ± 21.1658i
-0.2979 ± 28.0929i -0.2981 ± 28.0949i -0.2978 ± 28.0911i
75 -1.2033 ± 21.1413i -1.2024 ± 21.1414i -1.2036 ± 21.1412i
-0.1550 ± 27.1010i -0.1557 ± 27.1055i -0.1547 ± 27.0996i
100 -1.6837 ± 21.0376i -1.6812 ± 21.0387i -1.6837 ± 21.0376i
0.1217 ± 26.1444i 0.1195 ± 26.1518i 0.1217 ± 26.1444i
matrices are shown in Appendix B.
First, show that both sets of matrices, irregardless of their structure, accurately
describe the effects of perturbations on the system by performing a test similar to
that described in Section 2.2.2 to determine the accuracy of the reduced order aug-
mentation matrices. Using al and /31, changes in the original state space A matrix
due to perturbations can be studied. The efficiency of the augmentation matrices
can be demonstrated by analyzing the eigenvalues of the perturbed A matrix. The
perturbed A matrix can be derived by equation 2.39.
Apert = Anom + (a!16,q) (2.39)
The eigenvalues resulting from using the different sets of augmentation matrices can
be compared with those obtained from the analytical models derived at the corre-
sponding condition. All models remained at a nominal Mach number of 0.77 and
dynamic pressure of 75psf. Perturbed plants were calculated to dynamic pressures
of 100psf, 125psf, 150psf, and 175psf. The resulting eigenvalues for the two elastic
modes are shown in Table 2.3. The error in predicting the eigenvalues is shown in
Table 2.4. The results show that both models track the effects of perturbations on
changes in the A matrix to a high precision, up to and through flutter.
Since both methods accurately describe the perturbed system, the advantages of
the parameterized model must be gleaned by an inspection of the actual structure of
Table 2.4: Error in Predicted Eigenvalues of Perturbed BACT Models.
6, Parameterized Method State Space Method
25 -6.7641e - 08 ± 2.3602e - 06i 1.2175e - 07 ± 4.2484e - 06i
-3.4403e - 05 ± 2.7793e - 07i -3.4412e - 05 + 9.6587e - 07i
50 -4.9678e - 07 ± 1.2264e - 05i 4.3946e - 07 ± 1.0849e - 05i
7.1244e - 05 ± 4.9399e - 06i -7.1237e - 05 ± 4.2280e - 06i
75 -2.4152e - 06 ± 4.2434e - 05i 8.0508e - 07 ± 1.4145e - 05i
1.4775e - 04 ± 2.6091e - 05i -3.6946e - 05 + 8.2755e - 06i
100 3.7781e - 05 ± 1.2186e - 04i 0
3.0560e - 04 ± 8.4807e - 05i 0
the augmentation matrices in Appendix B. The inspection immediately reveals the
simpler structure of the matrices associated with the parameterized model. Physical
parameters in the dynamic expressions which are not explicitly affected by pertur-
bations result in zero-valued entries in these augmentation matrices. The non-zero
elements can each be traced, not only to the state they effect, but to the other phys-
ical parameters that are coupled with the perturbation to drive the system unstable.
On the other hand, the state space method augmentation matrices will typically have
some small value associated with each element of the SSQ. The small elements may
be introduced either during the computation of the augmentation matrices or by the
complex interconnections of the physical parameters in the state space model.
If there is no previous knowledge of the dynamics of the system, the process of
removing the small elements of the state space method augmentation matrices is
done with limited insight into what aspects of the physical plant are being affected.
Removing the small elements is akin to reducing the order of the A-block by removing
a range of singular values in the augmentation matrix calculations. Alternatively,
with parameterized models, the size of the A-block can be reduced by closing one of
the input/output pairs with a perturbation of zero value. This is useful for seeing
how perturbations in specific physical parameters alone can effect the stability of
the system and permits states which are known to have little effect to be explicitly
removed from the study.
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2.4.2 Visualization of Perturbations Effects
Models set up in block diagram form also provide an easy method of entering actual
perturbations into the model and observing how the stability is affected without
having to calculate the frequency domain M(s) matrix of the system. Perturbed
values of dynamic pressure can be used to close the input/output loops in Figure 2-6
prior to the formulation of the state space representation. The eigenvalues of the
perturbed system can be used for a stability analysis. A plot of the eigenvalues of the
physical plant poles resulting from increasing the dynamic pressure perturbation used
in the loop closure is shown in Figure 2-7. The locus of the eigenvalues associated
with the plant states, each of which begins at the point marked with a circle, shows
the paths of the poles as dynamic pressure increases and depicts at what perturbation
the plant goes unstable. The locus is typical of those obtained from a flutter analysis
of damped airfoils and includes one pair of complex poles moving away from the real
axis and a second pair curving toward the real axis until finally crossing into the right
half plane and becoming unstable.
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Chapter 3
Incorporating Spectral Transfer
Functions into the Robustness
Analysis
Chapter 2 detailed the procedure for characterizing the effects of parametric pertur-
bations on an analytical state space model. From these characterizations, a set of
augmentation matrices was created which, when combined with the nominal plant
subject to a known perturbation, could be used to determine the stability of the
perturbed system. An example demonstrating the effects of perturbations in Mach
number and dynamic pressure on the NASA Langley Research Center's BACT model
was performed. The example was presented as the initial step in conducting a robust-
ness analysis which will predict the BACT model's flutter boundary. The remainder
of the study necessitates the development of a method for incorporating experimental
frequency domain transfer functions into the robustness analysis.
An examination of the analytical system's stability to parametric perturbation
provides useful insight into the behavior of the physical plant prior to the actual test-
ing of the system. However, since the actual system tends to differ from its analytical
counterpart, a measure of the stability of the physical system during experimentation
is more valuable. In particular, a knowledge of the range of operating conditions over
which the system is stable is crucial when the system is being tested near its stability
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boundary. A robustness analysis of the experimental system can characterize the sta-
ble operating region by determining parametric perturbations which will destabilize
the system.
Often, experimental data is available as a frequency domain transfer function. In
Chapter 3, the goal is to show how these transfer functions can be initiated into a
robustness analysis. The first step, creating a set of augmentation matrices which
characterize the effects of perturbations on the system, must be done with the an-
alytical state space model as described in Chapter 2. The next step requires the
experimental transfer function be decomposed into its components: 1(s), C1(s) and
1(s)B in order to form the augmented plant in equation 2.12. As explained in Chap-
ter 2, for open loop systems, only a knowledge of D(s) is necessary to complete
the robustness analysis if the a and 3 augmentation matrices have been previously
generated. The extraction of 1(s) from the experimental plant, rather then from
analytical data, places the frequency dependent portion of the robustness analysis
transfer function in the same state space as the physical plant. The analysis will,
therefore, produce a solution which represents the destabilizing perturbation of the
actual experimental system.
Several methods are available for extracting 1(s) from the frequency domain trans-
fer function, each more or less effective depending on the dimensions of the states,
inputs, and outputs of the original system. In Section 3.1, the process for obtaining
b(s) from a system with an equal number of input, outputs, and states will be shown.
A plant in this form will be referred to as square in the remainder of the analysis. A
more general method for systems which are not square will be shown in Section 3.2.
3.1 Standard Methods for Square Systems
First, consider a plant that contains no direct feedthrough matrix D and has an equal,
or nearly equal, number of inputs, outputs and states. The B and C matrices of the
state space representation will be square when the inputs and outputs have the same
dimensions as the states or "slightly rectangular" if the dimensions are not exactly
the same. In order for the following method to give consistent results, a constraint
is imposed on the B and C matrices stating that they may not lose appreciable rank
with respect to a full A matrix. The purpose of this constraint will be discussed
shortly.
To incorporate frequency domain transfer functions into the augmented plant
given by equation 2.12, the experimental transfer function, Gnom(S) = C'((s)B, must
be decomposed into the three segments necessary to accommodate the augmenta-
tion: (D(s), CtD(s), and (D(s)B. In light of the constraint placed on C and B, the
decomposition can be accomplished by the relations shown in equations 3.1.
Pu1(s) = CbGnom(s)Ba P2 1(s) = CbGnom(S) + 02
P 12 (s) = Gnom(s)Ba+Ca2  P22 (s) = Gnom(S) (3.1)
Cb and Ba are defined by equation 3.2.
Cb - 1C-1
Ba= B-'al (3.2)
The al, a2, 31, and /2 are the augmentation matrices defined by the decomposition
of the proportionality matrices given by equation 2.4 in Chapter 2. The matrices B
and C are the state space matrices obtained from the analytical SSQ which models
Gnom. The necessity of the condition imposed on the number of states, inputs, and
outputs is apparent from equation 3.2. The derivation of Cb and Ba requires an
inversion of the original plant state space B and C matrices. If either or both of these
matrices are rectangular, the operation becomes a pseudoinverse and vital information
about the plant may be lost during the calculation.
This method also exemplifies an additional constraint which holds for all methods
used in this analysis. The decomposition of Gnom(s) combines an experimentally
derived transfer function with analytically obtained matrices, B and C. Therefore,
an attempt must be made to develop an analytical model which accurately describes
the dynamics of the physical system. Should the experimental model not behave in
accordance with the analytical model, the robustness analysis may not be accurate.
3.2 Observer Based Methods for Non-Square Sys-
tems
Generally, C and B are not square and the direct feedthrough matrix D is not zero.
In these cases, incorporating spectral transfer functions by the method described
in Section 3.1 is not feasible due to the errors introduced by the pseudoinverse in
equation 3.2. Also, the method described previously does not take into account a
non-zero D matrix. An alternate method of incorporating the experimental plant
which will alleviate these problems is accomplished by using a reduced order observer
and system identification methods to decompose Gnom(s) and obtain 1(s).
The first step in decomposing Gnom(s) is accomplished using a reduced order
observer. The purpose of the observer is to provide an estimate of the experimental
states characterized by Gnom(s). In order to recreate the states from a frequency
domain transfer function, the observer must function in the frequency domain, itself.
First, Section 3.2.1 will outline the derivation of the frequency domain observer. The
calculation of the individual elements in the observer, shown graphically in Figure 3-1
will be explained and the method of extracting 1(s)B from the nominal experimental
transfer function using the observer will be described.
u y
Experimental Observer
Transfer Matrix Sum
Function
ObserverObserver Matrix 2Transfer
Function
G*D
Observer Feed
Through Matrix
Figure 3-1: Block Diagram of Observer Implementation
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Unfortunately, further implementation of the observer does not facilitate the re-
trieval of the 1(s) characteristic matrix. To recover this matrix, a system identifi-
cation must be performed on the estimated #(s)B matrix in order to form a state
space representation of the system. The input to the system is the original input,
u. However, the outputs are no longer y, but rather they consist of all the physical
states. Thus, the system is in the form shown in equation 3.3.
±i = Ax + Bu
y = Ix (3.3)
The intent of the system identification is to recover the plant described by equa-
tion 3.3. In general, system identification of frequency domain transfer functions will
create a state space description which accurately models the input-output dynamics
of the system. However, the identified states of the system are not the physically re-
alizable states represented by equation 3.3. Methods for recovering the actual states
from an identify model are potentially complicated. In the case where the outputs are
defined as the states, however, the process of recreating the actual states is simplified
and will be explained in Section 3.2.2.
3.2.1 Initial Transfer Function Decomposition by Observer
Implementation
The purpose of the observer is to provide an estimate of the actual plant states
and thus extract the necessary experimental transfer functions without performing a
pseudoinverse. A typical reduced order observer for a plant with a direct feedthrough
matrix D has its states defined as in equation 3.4.
S= [ x+ [ = (3.4)
Note that the states x2 are defined as the measured plant outputs y. The additional
states x, are determined by choosing the matrix T under the constraint that [T] be
invertible.
Solving equation 3.4 for the actual plant states leads to equation 3.5.
x1= { - [ (3.5)
By defining as [F G], a second version of equation 3.5, and a format more
useful for future calculations, can be derived as in equation 3.6.
x = Fxl + Gy - GDu (3.6)
Since u is the known excitation and y is the measured output, the final calculation of
the plant states in equation 3.6 requires an estimation of the x observer states.
The first step in obtaining the estimated xl states is to substitute equation 3.5
and its derivative into the nominal state space equation of motion, i = Ax + Bu.
This substitution yields equation 3.7.
[I 7} = A ]{[ - [ Iu} + Bu (3.7)C y D C y D
Solving equation 3.7 for the derivative of the observer state vector ] yields equa-
tion 3.8.
[4] -- A[[]7{[x] I ] u}+[]Bu+[ (3.8)
y C C Y D C Dri-
Replacing [-1 ith its definition as [F G] and performing the matrix multiplications
in equation 3.8 leads to the final system shown in equation 3.9.
S TAF TAG TB - TAGD (3.9)
Y = CAF CAG [y + CB - CAGDJ D
The rows of equation 3.9 corresponding to the outputs (y) are irrelevant since y
is available as a measurement of the actual plant output. The remaining rows of the
observer state space equation shown in equation 3.10, however, represent the final
transfer function necessary for calculating the xl observer states.
1 = TAFYI% + TAGy + (TB - TAGD)u (3.10)
The matrices T, G, and F will be defined as the observer matrices. These matrices
are not unique, however, a guideline for deriving suitable values for them can be
obtained by examining the error between the states estimated by the observer and the
actual plant states. A method employing this constraint for calculating the observer
matrices is presented in Appendix D.
The next step necessary to complete the estimation of the actual states requires
a Laplace transform of equation 3.10. The resulting equation, solved for the observer
states x1, yields the frequency dependent observer transfer function denoted as Go(s)
shown in equation 3.11. The input of the observer is a vector containing the original
plant outputs in addition to the original inputs. A frequency domain solution is
necessary, in this case, to obtain the desired 1(s)B from the experimental frequency
domain transfer function Gnom(s).
i = [sI - (TAF)]- [(TAG) (TB - TAGD)] [] G0 (s) [] (3.11)
In order to simplify future calculations, Go(s) can be divided into the two compo-
nents shown in equation 3.12. Each component isolates the contribution of the two
observer inputs, the original plant output and input, on the final observer states.
Yi = [Goy(s) G ou(s)] [y
GC(s) = [sI - (TAF)]-' [ TAG i (TB - TAGD) = [Goy() Gou(s)] (3.12)
The final estimated plant states can be calculated by substituting equation 3.12
into equation 3.6 and, in turn, replacing the plant output y with the frequency de-
pendent experimental transfer function defined in Chapter 2 as y = P 22 (s)u. When
recreating 1(s)B, each frequency dependent term in the observer is evaluated at
the frequencies used to obtain the experimental P22(s). The final frequency domain
transfer function for the estimated states resulting from the above substitutions in
the frequency domain is shown in equation 3.13 .
i = {[FGoy(s)P22(s) + GP22 (s)] + [FGou(s) - GD]}u (3.13)
The estimated #(s)B transfer function follows directly from equation 3.13 and
the definition of the original frequency domain transfer functions, x = [o(s)B] u.
Therefore, the objective of the observer is met by reconstructing 1(s)B as shown in
equation 3.14.
(s)B = FGoy(s)P22 (s) + GP22(s) + FGou(s) - GD (3.14)
In order to verify that the observer is accurately estimating the plant states, an
estimate of the plant output can be calculated. The resulting Yest can be compared
to the actual output of the plant to show how well the observer is estimating 4Q(s)B.
The estimated output is obtained by equation 3.15.
Yest- [C B + D] u (3.15)
Once 4b(s)B has been calculated and the results verified by a comparison of the
actual and estimated outputs, the P12 (s) and P22(s) components of the augmented
system can be derived without using a pseudoinverse. However, as stated previously,
for open loop tests, the important component of the augmentation matrix is Pu(ls),
which can only be calculated when D(s) is explicitly known. Extracting 1(s) from
1(s)B is facilitated by a system identification algorithm.
3.2.2 Final Transfer Function Decomposition Through Sys-
tem Identification
A system identification of frequency domain transfer functions produces a system of
the form shown in equation 3.16. For simplicity, it is assumed that the feedthrough
matrix can be set to zero during the identification.
id = Aidid + BidUid
Yid = CidXid (3.16)
In the system of equation 3.16, £Zd are the identified states and Aid, Bid, and Cd
comprise the identified state space model of the system. These parameters hold no
physical resemblance to the original states or SSQ. A relation between the identified
and actual system can be derived by recognizing that, due to the use of 1(s)B in the
identification, the identified outputs Yid are, in fact, estimates of the actual states, x.
Therefore, the relation of equation 3.17 is valid:
x = CidXid (3.17)
If the number of states used during the system identification (zid) is specified as
the number of actual states, the Cid matrix is square and invertible. Thus the relation
for the identified states is simply:
Xid = Ci i x  (3.18)
Equation 3.18 can be substituted into the identified state space equation of motion
in equation 3.16 giving the final relation for the actual states:
' = CidAidC l'x + CidBidu (3.19)
By analogy of equation 3.19 to the original system in equation 3.3, the identified A
matrix necessary for calculating ((s) of the experimental plant is:
A = CidAidCi~1  (3.20)
The use of an observer and system identification to reconstruct the original plant
A matrix constrains the system under analysis. Initially, the 1(s)B matrix can be
reconstructed only for states which are observable. If unobservable states are forced
through the observer, erroneous elements will result in the predicted 1(s)B. The
system identification will attempt to fit these incorrect states, resulting in a state
space equation which does not model the physical states even after the transformation
of equation 3.19.
3.2.3 Final Augmentation of Decomposed Transfer Func-
tion
Once an accurate identification of the original plant A matrix has been accomplished,
all the tools necessary for deriving a robustness analysis are available. In the case
of a plant with no controller in the feedback loop, the robustness analysis transfer
function M(s) can be calculated directly from A, ctl, and P1. A frequency response
of the identified A matrix produces the characteristic matrix, 4)(s). The combination
of ((s) and the augmentation matrices shown in equation 3.21 yields the final M(s)
transfer function. A robustness analysis of the form described in Chapter 2 can then
be done using the new transfer function M(s).
M(s) = al(s)1 (3.21)
Chapter 4
Application to Experimental
Flutter Data
The application of the processes described in Chapter 2 and Chapter 3 to experimen-
tally obtained frequency domain models will now be shown. Section 4.1 will describe
the system being studied, the NASA Langley Research Center's Benchmark Active
Controls Technology (BACT) model. The specializations of the steps necessary to
accommodate the augmentation of the BACT model will be given in Section 4.2.
Finally, in Section 4.3, the results of the robustness analysis used to calculate the
flutter boundary will be given for both analytical and experimental BACT models
and compared to the results obtained at Langley Research Center.
4.1 Description of Langley BACT
The primary goal of the BACT program is to validate the current active control
analytical design and modeling tools. Testing was divided into two phases performed
approximately one year apart. The purpose of the first phase was twofold, to measure
the control surface aerodynamic characteristics and to determine the flutter boundary
of the model without active control. The second phase was designed to evaluate the
effectiveness of control laws designed to improve the flutter boundary derived during
the first test.
4.1.1 The Langley Testing Facility
The tests were conducted in the NASA Langley Research Center Transonic Dynamics
Tunnel (TDT). The TDT is a single-return variable-density transonic wind tunnel,
capable of Mach numbers between 0 and 1.2. The test section is 16 feet by 16 feet with
cropped corners. To vary testing conditions, the tunnel is equipped with independent
control of both the fan speed and the total test section pressure (H). Although the
TDT is designed to use either air or Freon-12 as the test medium, all BACT tests were
conducted in Freon-12. As a safety precaution, the TDT contains a quick opening
bypass valve which can be opened in the event of flutter. The bypass valve rapidly
decreases the pressure in the tunnel, thus moving from an unstable condition to a
stable condition.
4.1.2 The BACT Model
A schematic of the BACT modei taken from reference [8] is shown in Figure 4-1.
The cross-sectional geometry of the BACT model is a standard NACA 0012 airfoil.
The model is a rigid rectangular wing with a chord of 16 inches and and span of
32 inches, resulting in a model aspect ratio of two. For active control, the model is
equipped with three independent actuating surfaces; a trailing edge, upper spoiler,
and lower spoiler. The span of each of the three controlling surfaces is 30% of the total
model span and they are centered about 60% of the model span. The trailing edge
controller is 25% of the model chord whereas both spoilers are 15% and are hinged at
60% of the model chord. The control surfaces are activated with miniature hydraulic
actuators which provide static displacements or dynamic oscillations about a mean
angle. The trailing edge has a displacement limit of 15 degrees up or down. Both
spoilers can be deployed 45 degrees from their stowed positions in their respective
operational direction. Four accelerometers are positioned about the BACT as shown
in Figure 4-1. These four accelerometers, one each near the inner leading edge (LEI),
outer leading edge (LEO), inner trailing edge (TEI), and outer trailing edge (TEO)
are calibrated to provide a measurement of accelerations in g's which can be used as
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Figure 4-1: The Benchmark Active Controls Technology (BACT) Model
controller inputs and for calculating frequency responses.
The model was mounted in the TDT on a system known as the Pitch And Plunge
Apparatus (PAPA). The PAPA provides the two flexible degrees of freedom, pitch
and plunge. which coalesce to obtain flutter as dynamic pressure is increased during
testing. A diagram of the PAPA. taken from reference [7], is shown in Figure 4-2.
The system consists of a fixed plate attached to the tunnel sidewall turntable, a set
of four fixed-end rods. and a rectangular shaped drag strut. The rods are attached to
a moving plate onto which masses can be attached allowing the mount system to be
dynamically tuned. During mounting. the model center of gravity is made coincident
with the PAPA elastic axis. decoupling the pitch and plunge degrees of freedom when
the wind is off. The PAPA is mounted within an aerodynamic fairing in the tunnel
test section behind a pressure instrumented splitter plate. The PAPA mount provides
some tunnel blockage, restricting the .Mach number to a maximum of 0.97 with the
PAPA present [8].
4.1.3 BACT Control Laws
The BACT model was designed as a testbed to verify active control design tech-
niques applied to flutter suppression systems. Therefore. numerous control laws were
developed which would increase the closed loop BACT model flutter boundary. The
Figure 4-2: Top View Sketch of the PAPA Assembly (Fairing Not Shown)
control laws use the LEI and TEI accelerometer measurements as inputs and produce
output commands to either the trailing edge. upper spoiler, or both spoilers, depend-
ing on the specific control law implemented. However. since all analytical state space
representations of the BACT model assumed trailing edge actuation, only the closed
loop tests which used trailing edge control were available for the robustness analysis.
4.1.4 BACT Analytical Model Derivation
The analytical models used to calculate the necessary augmentation matrices were
obtained using the Interaction of Structures. Aerodynamics, and Controls (ISAC)
package created at NASA Langley Research Center [2. 11].
ISAC is an aeroelastic analysis tool comprised of six independent pro-
grams. each performing a separate aspect of modeling, analyzing, or man-
aging aeroelastic data. The first step for creating aeroelastic models uti-
lizes the Doublet Lattice INput preprocessor or DLIN. DLIN uses vibra-
tional mode shapes and user-defined aerodynamic paneling to interpolate
for deflections and slopes along the model. This data is then used by the
Doublet LATtice (DLAT) module of ISAC to compute rigid body, control,
and gust modeshapes as well as to determine the generalized aerodynamic
forces at specific values of reduced frequencies. The remainder of the pro-
grams perform various stability analyses and create physical models of
the system. First order stability analyses and state space models can be
generated with the DYNAmic RESponse (DYNARES) program. In addi-
tion, DYNARES is capable of calculating the coefficients of the rational
function approximations, used in the parameterized model described in
Chapter 2, by performing a least squares fit to the generalized aerody-
namic forces. A more sophisticated procedure to obtain the rational func-
tion approximations using optimization is included in the S-Plane FIT-
ting (SPLFIT) program. More extensive second order stability analyses,
including obtaining flutter boundaries, are performed by the STABility
ChARacteristics (STABCAR) program. Finally, the Data Complex Man-
ager (DCM) is used for storing, retrieving and inventorying data which
has either been generated internally or loaded externally into the DCM
from an outside source. Data on the DCM is available to the user or any
of the other ISAC modules during the session [2].
A more detailed description of each ISAC program and examples can be found in
references [2] and [11]. In the case of the BACT model, there were no flexible modes
and built in modeshapes were utilized for the rigid modes in the DLAT program.
This reduced the purpose of DLIN to verifying the aerodynamic layout.
4.1.5 BACT Experimental Model Derivation
Experimental data is acquired from two distinct modes of operation: a static sys-
tem identification mode, and a flutter suppression system (FSS) mode during which
control laws are tested. During the static mode, time histories of the excitation and
accelerometer measurements are taken. Open loop frequency responses are calculated
as the ratio of the cross spectra of the output to the auto spectra of the input using
Fast Fourier Transforms (FFT) of the signals. During the FSS mode, time histories
of the control law outputs, in addition to the accelerometers, are saved. From these,
closed loop frequency responses of both the accelerometers and control law outputs
with respect to the excitation can be calculated. Open loop responses can be ex-
tracted from the closed loop response using the Controller Performance Evaluation
(CPE) algorithm [9].
The main purpose of the CPE is to determine the stability of an open loop system
from closed loop frequency responses. The plant stability is determined by observing
the encirclements of a determinant plot of (I + GH) which, for a single-input/single-
output system, resembles a Nyquist plot. Singular value plots of the return difference
transfer functions are also generated to provide a measure of the robustness of the
system. The product of the CPE useful in the current robustness analysis is the
extracted open loop plant from the closed loop data.
4.2 Incorporating Frequency Domain BACT Model
Transfer Functions into the Robustness Anal-
ysis
In order to test the state space model methodology presented in Chapter 2, both
analytical and experimental frequency domain transfer functions of the BACT model
were subjected to a robustness analysis to perturbations in Mach number and dy-
namic pressure. The destabilizing perturbations of these two parameters define a
flutter boundary for the BACT model which was then compared to those generated
at Langley Research Center for the analytical and experimental system.
4.2.1 Augmentation Matrix Calculation
The first step for incorporating the spectral BACT model transfer functions is creating
the proportionality matrices described in Chapter 2. The analytical models generated
by ISAC were used to characterized the effects of perturbations in Mach number and
dynamic pressure on the BACT model. A description of the states, inputs, and
outputs, of the BACT model was given in Chapter 2. To recapitulate briefly, each
model consisted of four elastic states, two for each mode, and two controller states
from the second order model of the trailing edge actuator, two gust states due to a
Dryden gust spectrum input, and six aerodynamic states due to the three aerodynamic
lags. These states are described in Appendix B. As stated in Chapter 2, the first four
outputs represent the measurements of the accelerometers, in g's, in the following
order: inner trailing edge, inner leading edge, outer trailing edge, and outer leading
edge. Additional outputs available in the analytical model but not used in this study
include a direct feed through output of the command to the actuator, three outputs
corresponding to the actuator position, rate, and acceleration, respectively, and one
output following the gust velocity. As mentioned previously, the number of inputs is
supplied by the number of pilot commands to the actuator and the number of gust
inputs. The BACT models are limited to only one of each input. The result is a set
of state space matrices with the dimensions shown by equation 4.1
A =14 x 14 B = 14 x 2
C=9x 14 D=9x2 (4.1)
An example set of these matrices generated for a Mach number of 0.75 and a
dynamic pressure of 125psf is located in Appendix B.
Prior to the analysis, a simplified version of the BACT model was derived by
removing all states, inputs, and outputs associated with the gusts in the state space
models under the rationalization that gusts were not being injected during testing.
Also, only the accelerometer outputs were available as actual measurements and so
the remainder of the outputs were discarded. Upon this reduction, the state space
quadruple contained ten states, one input, and four outputs and consisted of the ele-
ments of the original state space quadruples in the new format shown in equation 4.2.
The notation of equation 4.2 is standard for partitioning matrices in MATLABTM.
The first entry in the parenthesis represents the rows of the matrix which are be-
ing extracted from the full order SSQ and the second entry represents the columns.
A colon between two numbers indicates all rows or columns between the adjoining
numbers are used in the reduced order matrix.
Ap = A(I : 12, 1: 12) Bp = B(I : 12, 1)
Cp = C(1 : 4, 1: 12) D = D(1 : 4, 1) (4.2)
The proportionality matrices of Chapter 2 were generated for perturbations in
Mach number and dynamic pressure. Several proportionality matrices were calcu-
lated, each at a unique nominal Mach number or dynamic pressure, depending on the
perturbation parameter being characterized. A list and description of these matri-
ces is included in Appendix B. In order to calculate the augmentation matrices two
proportionality matrices were chosen, one created from varying Mach number at the
nominal dynamic pressure closest to the test conditions and a similar one for changes
in dynamic pressure at a nominal Mach number. The singular value decomposition
described in Section 2.2, performed on each proportionality matrix produces two sets
of augmentation matrices which are stacked in the form shown by equation 2.21. The
dimensions of the matrices generated by the SVD were specified to the size deter-
mined in Chapter 2 to retained the full order augmentation accuracy while allowing
some reduction in the size of the final A-block.
4.2.2 Simplification of the A-Block
Once the augmentation matrices have been established, including reducing their order
by truncating the smaller singular values, the structure and dimension of the resulting
A-block is defined. In the case of the BACT model, the A-block is a diagonal matrix
with ten elements, eight corresponding to Mach number and two to dynamic pressure.
For open loop tests, the system can now be set up in the robustness analysis form of
Figure 2-1b where the A-block has the form shown in equation 4.3 and AM(s) is the
P (s) component of the augmented system presented in Chapter 2.
A -- 6= (4.3)0 Ia(.
Here, 6q and 6M represent perturbations in dynamic pressure and Mach number,
respectively. The matrices Iq and IM are identity matrices whose dimension is consis-
tent with the number of elements in the A-block corresponding to the perturbation
indicated by the subscript. A robustness analysis solution to this problem is found
from equation 2.14. To simplify the solution of equation 2.14, the A-block must be
reduced to a single repeated real along the diagonal. This can be accomplished by
examining the structure of the determinant calculation, shown in equation 4.4.
det(I - M(s)A) = 0 (4.4)
In the current analysis, the M(s)A matrix of equation 4.4 has the form shown in
equation 4.5.
M(s)A = [Mq(s)MM(S)] I q 6I 0(45)0 IMM (4.5)
The A-block contains two repeated real blocks. As stated previously, this complicates
the analytical solutions.
In order to simplify the analytical solution of the robustness analysis problem, a
relationship can be drawn between Mach number and dynamic pressure by utilizing
the constraint of a constant total tunnel pressure (H). A relation between the total
pressure, dynamic pressure, and Mach number can be established by combining the
equations given in equation 4.6. The first equation of 4.6 relates the total tunnel
pressure (H) to the sum of the static pressure (P) and dynamic pressure (q). The
second equation is the definition of Mach number where the speed of sound in the
denominator has been replaced by one of its definitions. Finally, the last equation of
4.6 is the ideal gas law.
H=P +q
M = (4.6)
P = pRT
The variable -y is the ratio of specific heats of the test medium and p is the density of
the test medium, T is the ambient temperature and R is the gas constant. Manipu-
lation of the equations in 4.6 result in the relationship between total pressure, Mach
number, and dynamic pressure shown in equation 4.7.
H =q [12 (4.7)
In order to determine the connection between the perturbations of the two param-
eters, let the Mach number and dynamic pressure in equation 4.7 become the sum of
their respective nominals (M and q) and perturbations (6M and 6 q). Since the total
pressure is held constant, subsequent manipulations result in the final perturbation
relation given by equation 4.8.
b 2M = + yM 3 6 q ,= Wq (4.8)
For any given test, the Mach number (M) and dynamic pressure (q) in equation 4.8
represent the nominal testing condition and the expression multiplying 6q is reduced
to a scale factor relating the effects of the the perturbation of the two variable.
In order to simplify the A-block, a weighting matrix can be implanted in the ro-
bustness analysis diagram of Figure 2-1b which has the same structure as the A-block
but contains the scale factor of equation 4.8 along the diagonal elements associated
with perturbations in Mach number. This implementation is shown in Figure 4-3.
The transformation of the A-block to a single repeated real block is described in
equations 4.9 to 4.14.
Equation 4.9 shows the modified matrix which now appears in the determinant
I
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Figure 4-3: Robustness Analysis Diagram with Weighting Matrix
calculation for an analysis of Figure 4-3.
det(I - M(s)WAnew) = 0 (4.9)
In equation 4.9, M(s) is identical to the frequency domain transfer function described
previously, Anew is a single repeated real diagonal in dynamic pressure, and W is a
weighting matrix of the form in equation 4.10.
W 0=[ lg] (4.10)
To prove the solution of equation 4.9 is analogous to that of the original robustness
analysis, examine the M(s)WAnew matrix in equation 4.9. This matrix, broken into
its components, is shown in equation 4.11.
M(S)WAnew = [Mq(s)iMM(S)] I l [hiI6q (4.11)
0 | I 0 1 IM6q
Combining the weighting matrix and the A-block yields equation 4.12.
M(s)WAnew= [~q(S)MM(S)] q  0  (4.12)
0 IM 6 qW
However, as defined in equation 4.8, the perturbation in dynamic pressure multiplied
by the scaling factor w in the lower right component of the matrix in equation 4.12 is
equal to the perturbation in Mach number. Therefore, WAnew is exactly the original
A-block. The conclusion is the equality of equation 4.13.
M(s)WAnew = M(s)A (4.13)
The blocks in Figure 4-3 are then defined by equation 4.14.
M4(s) = M(s)W
Anew = Iq+M6 q (4.14)
The solution to this robustness analysis problem is simplified, as described in
Section 2.1 and Appendix A, by looking strictly at the ordinary eigenvalues of the
transfer function represented by the total transfer function M4(jw) outside of the A-
block. An example of a plot of the maximum singular value of M(jw) is shown in
Figure 4-4. The robustness analysis transfer function M (s) was created by augment-
ing an analytical state space model with a nominal Mach number of 0.5 and dynamic
pressure of 125psf. The plot shows a locus of the maximum eigenvalue over a range of
frequencies from 25-35 radians per second. The solution to the robustness analysis,
defined by equation 2.15, is found by looking at the maximum real axis crossing,
shown by the circle on the plot.
4.2.3 Incorporating the Final BACT Model Spectral Trans-
fer Function
The last step of the augmentation is the calculation of the MA(s) matrix in the new
robustness analysis diagram of Figure 4-3. This was done both for the analytical
frequency domain transfer functions created from the ISAC state space equations and
for the experimental frequency domain transfer functions generated by CPE during
wind tunnel testing. All robustness analyses were performed on open loop systems
and, therefore, incorporating spectral transfer functions into the analysis reduced
to constructing or extracting the 1(s) component of the frequency domain transfer
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Figure 4-4: Example Plot of the Maximum Eigenvalue of the Robustness Analysis
Transfer Function
function. From 4(s), the Pl1(s) portion of the augmented system in equation 3.21
can be constructed.
For analytical studies, the A matrix of the reduced order ISAC state space equa-
tions of motion is used to calculate the frequency dependent 'I(s) matrix defined in
equation 2.5. The observer is not necessary since A is available for 4b(s) calculations.
The frequencies used to generate NI(s) spanned a range typical during CPE testing.
After ((s) is calculated, it is augmented at each frequency with the ac and /3 matri-
ces created for the nominal conditions of the state space model under analysis. The
final augmented system, representing Pul(s), is multiplied by the weighting matrix
described in the previous section to create the final M (s) transfer function. A plot of
the frequency by frequency maximum eigenvalue of M(jw) is used to determine the
solution of the robustness analysis. Assuming the plant is initially stable, the destabi-
lizing perturbation of dynamic pressure is calculated as shown in equation 2.15 as the
inverse of the maximum positive real axis crossing of the maximum frequency depen-
dent eigenvalue. The perturbation in Mach number was extracted by multiplying the
perturbation in dynamic pressure by the inverse of the scaling factor in equation 4.8.
The analysis of the experimental frequency domain transfer functions is more
complicated. To begin the analysis, the open loop plant transfer functions generated
by CPE are defined as the P22(s) component of the augmented system or, in other
words, as the nominal plant, Gnom(s). In order to make the inputs and outputs of this
P22 (s) consistent with the state space representation, two modifications must be done.
The first modification was done on P22 (s) which, originally, used the actuator position
as an input. An additional transfer function between command and actual actuator
position was multiplied with P22(s) at every frequency to produce an overall transfer
function from actuator commands to accelerometer measurements. In addition, since
only the two inboard accelerometer measurements were available as outputs of P22 (s),
the two outboard accelerometer outputs were truncated from the state space model
used to generate the augmentation matrices and provide the state space matrices
needed in the observer. The Mach number and dynamic pressure of the wind tunnel
tests which generated Gnom(s) are used in the weighting matrix and as guidelines
for determining which analytical state space model and proportionality matrices will
most accurately describe the experimental system.
In order to extract the (D(s) component of the nominal transfer function, first the
observer must be implemented and an estimate of 1(s)B obtained. After a suitable
14(s)B transfer function has been extracted, it is subjected to a system identification
algorithm. The algorithm used in the BACT study was created by Robert N. Jacques
at MIT for the Space Engineering Research Center (SERC) [3]. The algorithm uses
various methods, including FORSE, log least squares, balancing and truncation in
order to obtain a high quality state space model of the frequency domain transfer
function. The algorithm includes options which allow the feedthrough D matrix to
be set to zero and also allows the location of known poles to be approximated or fixed
before the final model is calculated. An initial value for the identified SSQ can also
be input to the identification algorithm. When identifying the 41(s)B of the BACT
model, the initial value consisted of the A and B matrices from the analytical model
used to describe the experimental system, a C matrix set to an identity matrix of
the same size as A, and a D matrix of zeros. In the BACT model analysis, the lo-
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cation of the poles associated with the aerodynamic lag states were fixed during the
identification. An accurate state space representation was derived by changing the
physical and actuator pole locations and residues until the (s)B entered into the
identification was accurately described. The A matrix derived from the system iden-
tification can. finally, be used to generate the plant ((s) matrix which is augmented
in the same manner as done for the analytical model.
4.3 Results of Robustness Analysis
The results for the analysis of both purely analytical models and experimental models
augmented with analytical matrices are now shown. Flutter boundaries obtained
using the robustness analysis are compared with the boundaries predicted by Langley
both from analytical and experimental data. A typical flutter boundary is a graphical
representation of the limiting combinations of flight conditions, in this case Mach
number and dynamic pressure, which cause flutter.
4.3.1 Analytical Data
The results presented in this section were obtained by analyzing the original ana-
lytical models created by ISAC. A total of seventeen different initial conditions were
tested with nominal Mach numbers ranging between 0.5 and 0.9 and nominal dynamic
pressures ranging between 100psf and 150psf. The results, summarized in Table 4.1,
showed that the degree of accuracy to which the robustness analysis could predict
the actual flutter Mach number and dynamic pressure varied with the magnitude of
the perturbation necessary to achieve flutter. The larger the perturbation must be
before causing the system to go unstable, the less accurate was the predicted flutter
boundary. To show this, the seventeen test points were grouped into three categories
based on the ratio of the model's nominal dynamic pressure to the flutter dynamic
pressure predicted by Langley along the total pressure line for the tested point. The
three classifications grouped the systems by ratios that were either between 1.0 and
0.85, 0.85 and 0.70, or 0.70 and 0.55, respectively.
A plot of the flutter dynamic pressure computed by the robustness analysis nor-
malized by the flutter dynamic pressure predicted by Langley versus the classification
ratio described previously is shown in Figure 4-5. In the figure, the points represented
by o's correspond to ratios greater than 0.85, the x's to ratios between 0.85 and 0.70,
and the *'s to ratios between 0.70 and 0.55. The shaded region represents the area
in which all predicted points are desireded to lie. The boundary places a stronger
constraint on points with nominal dynamic pressures near the actual flutter bound-
ary but allows more error when the nominal is far from the boundary. An accurate
flutter boundary prediction results in a point near or on the unity normalized flutter
dynamic pressure line. Conservative estimations of the flutter boundary will lie be-
low the unity line while overestimating the boundary will result in points above the
unity line. Points in this region are still considered satisfactory since, during exper-
imental tests, points which are known to be far from the instability boundary and,
therefore, produce inaccurate results in the robustness analysis, would be retested as
they approached the boundary. The distribution of points shows that, as the ratio
of the nominal test dynamic pressure to flutter dynamic pressure decreases, the mea-
sure of the predicted flutter dynamic pressure becomes more conservative. In other
words, the robustness analysis is not projecting the nominal plant completely up to
the flutter boundary before predicting the plant goes unstable.
Figure 4-6 shows how the results of the robustness analysis compare to the flutter
boundary predicted by Langley. The solid diagonal lines are lines of constant total
tunnel pressure, along which the perturbed plants are constrained to travel along
due to the implementation of the weighting matrix in equation 4.10. The almost
horizontal line near the top of the plot shows the analytical flutter boundary predicted
by Langley. The remainder of the points are the result of the robustness analysis
and are represented by the fonts described previously for the ranges of normalized
nominal plant dynamic pressure. Again, the points conservatively predicting the
flutter boundary are those whose nominal dynamic pressures are farthest away from
the actual flutter dynamic pressure and, therefore, only become unstable under large
perturbations. The points which accurately predict the boundary have nominals near
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Table 4.1: Summary of Robustness Analysis of Analytical Data
Test Nominal Nominal Nominal Flutter Flutter
Number Mach Dynamic Total Mach Dynamic
Number Pressure (psf) Pressure (psf) Number Pressure (psf)
1 0.50 100 799 0.61 138
2 0.50 125 1006 0.57 156
3 0.50 150 1210 0.51 155
4 0.65 100 519 0.78 133
5 0.65 125 674 0.77 161
6 0.65 150 774 0.69 164
7 0.75 100 416 0.91 133
8 0.75 125 523 0.89 162
9 0.75 150 622 0.81 167
10 0.77 100 399 0.94 133
11 0.77 125 501 0.92 162
12 0.77 150 595 0.83 167
13 0.82 125 458 0.98 161
14 0.82 150 545 0.88 166
15 0.90 150 480 0.95 162
the flutter dynamic pressure and, therefore, require smaller perturbations.
Figure 4-7 is an expansion of the portion of the flutter boundary in Figure 4-6 en-
closed in the dashed box. Here, all lines of total pressure have been removed with the
exception of those the test points are constrained travel along. The nominal systems
in each of the analyses have a dynamic pressure located at the base of their respective
total pressure line. The culminating points on each total pressure line are the point at
which the projected system becomes unstable. The length of the line between these
two points represents the magnitude of the destabilizing perturbation. The points
associated with the smaller total pressure lines and destabilizing perturbations are,
again, the tests which provided the most accurate results. As the length of the total
pressure line between the nominal and unstable plant increases, the ability of the
robustness analysis to predict the actual destabilizing perturbation decreases.
The reasons for the loss of accuracy in the robustness analysis can be traced back,
in part, to the linearizations which were performed when calculating the augmentation
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Figure 4-7: Enlargement of Portion of the Analytical Flutter Boundary
matrices. As shown in Chapter 2, the effects of perturbations of Mach number were
drastically linearized before the augmentation matrices could be calculated. These
linearizations cause the robustness analysis to break down as the size of the actual
destabilizing perturbation increases.
The analytical data can be used to demonstrate another constraint imposed on
the formulation of the final augmented P 1 (s) transfer function: the careful selection
of the proportionality matrices used to create the augmentation matrices. As stated
previously, the at and 31 matrices are generated by choosing one proportionality
matrix corresponding to each perturbation variable. During the calculation of the
augmentation matrices, the proportionality matrices created at the nominal values
closest to the model flight conditions were used. For analytical models, the nominal
flight conditions can be matched exactly. For example, if the system under anal-
ysis was derived at a Mach number of 0.65 and a dynamic pressure of 125psf, the
Mach number proportionality matrix used would have been created by examining the
relation between variations in Mach number and changes in the SSQ at a nominal
dynamic pressure held at 125psf and similarly for the proportionality matrix asso-
ciated with dynamic pressure. However, when analyzing experimental data, often
the exact conditions of the tests can not be matched and the set of proportionality
matrices closest to these conditions must be used. In some cases, especially when the
perturbation effects are nonlinear, the changes in the SSQ due to perturbations are
not characterized by the same proportionality constant at all nominal values. There-
fore, errors will occur in the robustness analysis when implementing implementing
augmentation matrices created at the incorrect nominal values.
To demonstrate the error induced by choosing proportionality matrices which
do not describe the nominal conditions of the tested point, the flutter boundary
was recalculated. In these calculations, the proportionality matrices associated with
dynamic pressure were chosen for a nominal Mach number a step above the actual
Mach number of the SSQ being analyzed. For example, if the tested point had a Mach
number of 0.77, the next available state space model has a Mach number of 0.82 and
this would be used as the nominal value for determining which proportionality matrix
to chose. The matrices associated with Mach number were held at the correct nominal
value, isolating the error induced by the dynamic pressure matrix. The results of
this analysis are summarized in Table 4.2. The test number corresponds to the test
numbers used in the previous analysis and the nominal conditions for each test can
be seen in Table 4.1.
A normalized flutter dynamic pressure plot with the characteristics described in
the previous analysis is shown in Figure 4-8. The three ranges of the normalized dy-
namic pressure are shown by the fonts described earlier. The plot shows that the test
points which lie in the top two ranges of normalized dynamic pressure have lost a sig-
nificant measure of accuracy, and become considerably conservative in predicting the
flutter boundary. A number of the points lie below the shaded boundary, indicating
points which are not satisfactorily predicting the destabilizing perturbation. Oddly,
in some cases, points in the lowest range of normalized dynamic pressure predicted
the flutter boundary more accurately. However one of the tested points in the lowest
normalized dynamic pressure range actually predicted flutter above the analytical
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Table 4.2: Predicted Analytical Transfer Functions Flutter Points Resulting from the
Use of Proportionality Matrices at Incorrect Nominal Values
Test Flutter Mach Flutter Dynamic
Number Number Pressure (psf)
1 0.62 143
2 0.55 149
3 0.52 162
4 0.83 144
5 0.75 155
6 0.68 160
7 0.98 146
8 0.87 156
9 0.80 163
10 0.99 143
11 0.87 150
12 0.81 162
13 0.95 123
14 0.94 151
flutter boundary and lies above the unity line on Figure 4-8.
Further analysis, not included, produced similar anomalies when the proportion-
ality matrices associated with Mach number were varied or the dynamic pressure
matrices were chosen for a nominal Mach number less than the actual nominal value.
In general, the results show that caution must be exercised when choosing the pro-
portionality matrices in order to accurately describe the effects of perturbations on a
plant at a particular flight condition. The consequences of violating this constraint
will be seen during the analysis of the experimental data. Note that throughout this
example 1(s) is assumed to be accurately known, in keeping with the notion that
experimental data will be used to supply an accurate representation of (s).
4.3.2 Experimental Data
The analysis of experimental data was hindered by common testing anomalies. A ma-
jor concern was introduced by two alterations of the physical model characteristics
which occurred during the testing. These alterations, possibly due to temperature
1.1
X
t5 0.8
0.7
0.6
0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
Nominal test q / Actual flutter q
Figure 4-8: Measure of the Accuracy of the Predicted Flutter dynamic Pressure (q)
for Systems Augmented with Proportionality Matrices at Incorrect Nominal Values
fluctuations or changes in the PAPA mount characteristics, produced three apparent
models of the same physical system each with a corresponding unique flutter bound-
ary. The different models will be labeled in time-wise occurrence as model 1, model 2,
and model 3. Analvtical models discussed up to and beyond this point all correspond
to model 1. Analyzing models with characteristics different than the analytical model
is analogous to choosing proportionality matrices at the incorrect nominal values. Er-
rors will be introduced by these inconsistencies which, due to a lack of knowledge of
the analytical model of the two altered plants, can not be accommodated for. As
a result, the experimental data provides an additional test of the robustness of the
robustness analysis, itself, to errors in the data it is given to analyze.
The three models had distinctly different information available from their respec-
tive wind tunnel tests. The majority of the model 1 data was the result of low
Mach number testing. The disadvantages of low Mach number data will be described
shortly. Model 2 data was only available above the open loop flutter boundary and,
therefore, is not useful for this analysis. However, a sufficient bank of model 3 data
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was available below the open loop flutter boundary and a detailed robustness analysis
could be performed on this system.
The flutter boundaries predicted by Langley are shown in Figure 4-9. The highest
boundary depicted with a dark solid line corresponds to model 2 and will not be
addressed in the remainder of this study. The center boundary, shown as a thin
solid line, as well as the points running vertically along the right side of the plot,
represent the boundary for model 1. The two portions of the flutter boundary form an
inverted bowl shape which contains a stable inner region surrounded on three sides by
the unstable flutter boundary. This boundary, although shaped drastically different,
corresponds to the analytical flutter boundary described previously. A comparison of
the experimental and analytical boundaries will be presented with the description of
the model 1 analysis results. It is hypothesized that the flutter boundaries of the other
models would have the same bowl-like structure as model 1 had sufficient testing been
done at the conditions necessary to derive those portions of the boundary. Therefore,
the lowest boundary, drawn with a dashed line and corresponding to model 3, would
have an additional segment running along the right side of the plot.
The experimental boundaries were obtained during closed loop BACT model tests.
The scope of the BACT model tests included Mach numbers between 0.6 and 1.0 and
dynamic pressures of 100psf to 200psf. Each point on Figure 4-9 was obtained from
a single run conducted along a constant total tunnel pressure line. Several runs at
numerous total pressure lines were conducted in order to characterize the final flutter
boundaries shown in Figure 4-9. Each run began below the open loop flutter boundary
and was carried through the boundary while the CPE analysis was used to predict
when the open loop system became unstable. The points taken below the open loop
flutter boundary will result in a stable open loop transfer function and, therefore, are
useful points for the upcoming analysis. The nominal conditions of these points are
shown in Table 4.3.
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Figure 4-9: BACT Active Controls Testing Open Loop Flutter Boundary
Table 4.3: Nominal Conditions of Experimental Transfer Functions for Robustness
Analysis
Model Test Nominal Nominal Dynamic Total
Number Number Mach Number Pressure (psf) Pressure (psf)
1 1 0.65 71 368.4
1 2 0.86 115 390.2
1 3 0.27 99 2503
1 4 0.32 140 2388
1 5 0.27 102 2578
1 6 0.27 102 2578
1 7 0.80 145 546
3 8 0.76 140 569
3 9 0.71 141 636.1
3 10 0.82 134 486.7
3 11 0.86 149 505.6
3 12 0.80 141 530.9
3 13 0.82 151 548.5
3 14 0.71 105 473.7
BACT Model 1 Analysis
An analysis of the model 1 data provides a basis for sorting out potentially useful from
less useful data. First, several of the points were available along high total pressure
lines which did not intersect the known experimental flutter boundary. If the flutter
boundary can be accurately extrapolated, this will not cause a problem. In the case
of the model 1 data, however, the points lie along high total pressure lines due to the
relatively low nominal Mach numbers of the wind tunnel tests which generated the
data. This leads to additional complications when implementing the observer for this
particular plant.
The first step in analyzing the model 1 data was to use the reduced order observer
to estimate (s)B. Figure 4-10 shows the plots of the 1(s)B transfer functions of
the physical states (1-4) and actuator states (11-12) which result from the observer
implementation when all twelve states are retained . The dashed line corresponds
to the 4(s)B of the experimental data after the implementation of the observer.
The solid line is an approximation of o(s)B obtained from the analytical state space
representation assumed to most accurately describe the system. A comparison of the
two functions shows that the observer is unable to reconstruct 1(s)B at low and high
frequencies. In addition, some of the aerodynamic states which are not shown here
were not accurately predicted by the observer at any frequency.
In an attempt to reconstruct additional frequencies of the '1(s)B function, the
order of the state space model was further reduced by truncating the six aerodynamic
states. The observed experimental 4(s)B transfer functions, shown in Figure 4-11 as
the dashed line, along with the analytical 1(s)B functions shown by the solid line, are
much more accurate at low and intermediate frequencies for almost all of the plant
states (1-4) and actuator states (5-6). From these characteristics it is deduced that
the aerodynamic forces are not large enough to influence the experimental transfer
functions at low Mach numbers and, therefore, an attempt to observe them results in
inaccurate estimates of D(s)B.
The reduced order J(s)B does retain the high frequency errors. This trend is
seen in almost all the reconstructed (s)B transfer functions whether full or reduced
order. In order to accommodate this, the high frequency points are truncated before
performing the identification. This does not sacrifice the accuracy of the identification
since, as stated previously, the aero lag poles, including those modeled in the high
frequency range, are held fixed during the identification.
As a result of the difficulties in reconstructing b(s)B for low Mach number data,
reduced order models were used in these ranges. The additional model 1 points at
higher Mach numbers are done with both a full and reduced order model, in order
to compare the analysis of the two systems. A plot of the flutter points resulting
from the model 1 analysis is shown in Figure 4-12. The diagonal solid lines show the
contours of constant total tunnel pressure. The horizontal dashed curve represents
the predicted analytical boundary described in the previous section and the solid lines
are the model 1 experimental flutter boundary from Figure 4-10. Each point on the
plot is accompanied by it's corresponding number from Table 4.3. The low Mach
number points are not included as they lie along total pressure lines far to the left
of those spanned by the flutter boundary. The remaining two points, taken at higher
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Figure 4-12: BACT Model 1 Flutter Boundaries
* = Full Order Analysis; x = Reduced Order Analysis
Mach numbers, show the full order model (the *'s on the plot) predicted the vertical
flutter boundary while the reduced order points (the x's on the plot) traversed the
boundary. The line trailing the two full order analysis points shows the length of the
total pressure line which the perturbation must move across in order to destabilize
the plant. The reduced order flutter point of transfer function 7 begins at the base of
the full order transfer function 7 total pressure line, however, it continues traveling
along the dashed line past the full order flutter point and through the experimentally
predicted flutter boundary. The reduced order analysis of transfer function 2 yielded
a system that went unstable at a Mach number greater than one. Since no transonic
characteristics were entered into the derivation of the robustness analysis, this point
is not considered accurate and is not shown. The inaccuracy of the reduced order
analysis points implies that higher Mach numbers do require the aerodynamic states
in order to accurately project the perturbed system. Unfortunately, the limited model
1 data prohibits a more detailed analysis of this system.
Table 4.4: Summary of Results of Model 3 Analysis for Perturbation in Mach number
and Dynamic Pressure
Test Flutter Mach Flutter Dynamic
Number Number Pressure (psf)
8 0.79 147
9 0.77 159
10 0.85 140
11 0.94 168
12 0.83 149
13 0.82 151.2
14 0.71 105.3
BACT Model 3 Analysis
The analysis of model 3 data proves the method can, in some cases, give reasonable
results when the experimental and analytical model are known to represent slightly
different systems. All model 3 data was available at higher Mach numbers and, there-
fore, all analyses were conducted using a full order system in the observer calculations.
The first model 3 analysis attempted to predict the flutter boundary by projecting
the perturbed plant along lines of constant total tunnel pressure. The results of this
analysis are summarized in Table 4.4 and shown in Figure 4-13. The figure shows
the experimentally derived flutter boundary on a background of constant total tunnel
pressure contours. The x's represent the points at which the robustness analysis
predicted the plant, with a nominal value at the base of the line trailing behind the
final point, would become unstable. Several of the total pressure lines these points
travel along skirt around the experimental flutter boundary, heading toward the right
side of the bowl which is hypothesized to be similar to that found during the model
1 tunnel test.
A.second analysis using only dynamic pressure perturbations was conducted by
augmenting the identified D(s) transfer function solely with the components of the
initial aC and 31 corresponding to dynamic pressure. The robustness analysis pro-
jected the perturbed plant toward the experimental flutter boundary along lines of
constant Mach number. A larger sample of the model 3 points were in a position to
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Figure 4-13: BACT Model 3 Flutter Boundary for Perturbations in Mach Number
and Dynamic Pressure
intersect the experimental flutter boundary by using a projection of this form. The
results of this test are summarized in Table 4.5 and shown graphically in Figure 4-14
along with the first model 3 analysis results. The lines of constant tunnel pressure
have been removed in order to more clearly show the paths of the projected plants.
The nominal plant positions are represented by the o's on the plot. Each nominal
plant has two paths radiating from it, although some of the paths are too short to
appear in the scale of the plot. The two paths show the direction and distance that
the robustness analysis predicts the nominal plant must move in order to become
unstable. Only one of the points from the original model 3 analysis violates the pre-
dicted flutter boundary. The remainder of the points from the first analysis either
approach the boundary or stay safely stable. The robustness analysis is, therefore,
providing a fair estimate of the stable operation region. The points from the second
analysis of the model 3 data, however, are not as benign. Only two of the second
analysis points approach the flutter boundary, the remainder exceed the boundary,
sometimes excessively.
Table 4.5: Summary of Results of Model 3 Analysis for Perturbation in Dynamic
Pressure Only
Test Flutter Mach Flutter Dynamic
Number Number Pressure (psf)
8 0.76 167
9 0.71 199
10 0.82 174
11 0.86 187
12 0.80 203
13 0.82 151
14 0.71 159
The cause of the failure of the second analysis stems is hypotesized to stem from
the combination of experimental data and analytical models with different character-
istics. This is much like the errors described in the analytical model analysis which
occur if the proportionality matrices are not created at the correct nominal condi-
tions. In both cases, the robustness analysis was trying to predict when a system,
combining the properties of two distinctly different plants, would become unstable.
The errors of the second analysis could be alleviated if an analytical representation
of model 3 was available and was used to generate the augmentation matrices.
4.4 Conclusions of BACT model Robustness Anal-
ysis
The flutter boundary prediction accomplished by the robustness analysis of analyti-
cal BACT models validated the theories and methodologies described in the previous
chapters. The robustness analysis was capable of correctly predicting the model's
stability to parametric variations within a certain range of the test nominal condi-
tions. The inability of the analysis to correctly predict unstable points which are far
from the test point nominal condition stems from the linearizations of perturbation
effects done in the robustness analysis setup. However, the utility of the analysis
is not compromised by this limitation. During actual tests of physical systems, the
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Figure 4-14: Model 3 Flutter Boundary Including Both Robustness Analyses
robustness analysis will provide a conservative estimate of the plant's destabilizing
perturbation. The plant flight conditions can safely be raised by the predicted per-
turbation and another transfer function generated at the higher conditions. The new
transfer function can be reanalysed to determine the next destabilizing perturbation.
The important information is characterizing the range in which the plant can be op-
erated safely and the robustness analysis can provide such a range given a plant at a
stable set of nominal flight conditions.
The analysis of experimental data proved that the analytical method could be
employed on experimental frequency domain transfer functions. However, certain
precautions and more accurate development of the experimental and analytical data
is necessary in order to achieve accurate results. The inability of the analysis of ex-
perimental data to predict the actual boundary stems not only from the linearizations
described previously, but from the errors induced by an analytical model which does
not correctly describe the physical system. The analysis of the BACT model 3 showed
that, in some cases, an unmatched experimental and analytical model will not hinder
_the results. However, in other cases, the boundary can be incorrectly predicted and,
at times, over estimated.
In general, the results of BACT model tests provided adequate results and suf-
ficient proof that the robustness analysis could be performed on a set of frequency
domain transfer functions. Although the linearizations result in a conservative anal-
ysis, the errors in the predicted flutter boundaries can be traced largely back to
complications in the experimental data available for the tests.
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Chapter 5
Conclusions and
Recommendations
The methodology and application of robustness analysis to frequency domain transfer
functions was discussed. First, the steps for characterizing the effects of perturbations
on a physical system were outlined and the accuracy of these steps shown through
numerous tests. Next, the characteristics were utilized to formulate a robustness anal-
ysis problem for analytical and experimental frequency dependent transfer functions
resulting from an independent flutter study. The results produced a prediction of
the plant's open loop flutter boundary, parameterized by Mach number and dynamic
pressure. The analysis was sufficiently successful to support a recommendation of the
method for future use, however, was also enough in error to support a recommenda-
tion for further modifications to the procedure.
5.1 Conclusions
The methodologies used for characterizing the effects of perturbations on the system
are straightforward and produce accurate descriptions of the perturbed plants. Tests
performed on the analytical BACT model showed that changes in the SSQ due to
parametric perturbations could be predicted through the use of a set of proportion-
ality matrices. The predictions are consistent with the actual behavior of the plant
for perturbations which enter linearly in the SSQ, however, some accuracy is lost
when the perturbing parameter enters nonlinearly. A technique for characterizing the
effects of perturbations was also developed for systems described by physical parame-
ters and dynamic differential equations. This method offered greater insight into how
and where perturbations enter into the actual system. Unfortunately, sufficient infor-
mation was not available to utilize the parameterized model method when analyzing
the experimental BACT model data. The final result of characterizing the effects of
perturbations was a set of augmentation matrices which could transform the origi-
nal plant transfer function into a robustness analysis form. For open loop tests, the
transformation was accomplished by pre- and post-multiplied the (D(s) function for
each experimental data point by the augmentation matrices and the resulting transfer
function was used in the analysis.
Extracting 4(s) from the total experimental transfer function of plants with an
equal number of inputs and outputs as states is simplistic. Unfortunately, a typical
BACT model experimental transfer function consisted of one input, two outputs,
and twelve states. Therefore a reduced order observer was implemented to extract
1(s)B from the experimental transfer function and an identification of the resulting
b(s)B was performed to reconstruct the original 1(s). The observer proved to be
useful for plants with states which are observable and controllable. In the case of
the BACT model, the aerodynamic states were not observable and, therefore, the
elements of 1(s)B corresponding to these states can not be accurately recreated
in the experimental transfer functions tested. The complications induced by the
aerodynamic lag states were depicted by a loss in the accuracy of the observed 1(s)B
matrix at low frequencies. However, the important dynamics of the two physical
modes were captured by the observer and the resulting '(s)B was deemed sufficient
to proceed with the analysis.
The next step in recreating the experimental 1(s) matrix consisted of performing
an identification on the observed Ii(s)B transfer function. Initial values for the pole
locations of the observed 4(s)B were provided by an analytical model generated
at nominal flight conditions closest to the test conditions. The identification fixed
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the location of the poles associated with the aerodynamic lag states and set the
feedthrough D matrix to zero. The observed 1(s)B was then identified by modifying
the location of the physical and actuator state poles and adjusting the residues.
The identification procedure consistently produced an accurate state space model of
the observed 4(s)B transfer function and, therefore, successfully reconstructed the
original A matrix. However, since the identification can not distinguish states that
have and have not been correctly recreated by the observer, the final A matrix is
dependent on the accuracy of the observed 1(s)B transfer function. In the case of
the BACT model data, the identified A matrix did provide a sufficient model of the
physical states of the actual system, however, some of the unobservable aerodynamic
states were subject to possible errors. The additional high frequency errors occurring
in the observed 1(s)B transfer function were accounted for by truncating the high
frequency points. Most attempts at identifying the plant without truncating the high
frequencies produce unstable state space systems.
After the experimental A matrix has been identified, the remainder of the analy-
sis included augmenting the system, applying a weighting matrix in order to reduce
the number of perturbations in the A-block, and examining the frequency dependent
eigenvalues of the system. The results of the robustness analysis on the experimental
BACT model proved the method could be used to predict destabilizing perturba-
tions for actual systems. However, the results also showed that the method could
be sensitive to errors induced through the data. A consistently accurate prediction
of the open loop flutter boundary was hindered by data which consisted of transfer
functions with a significant amount of noise and experimental systems which were not
accurately characterized by their analytical counterparts. Despite this, the robust-
ness analysis was able to predict the flutter boundary or, at least, describe a region
in which the plant was stable for some of the experimental data tested.
5.2 Issues for Further Consideration
The conclusion of the BACT model testing does not conclude the application of
robustness analysis to experimental systems. The method, in its early stages, proved
to be mildly successful for predicting the destabilizing perturbations, and alterations
in the procedure and in the data used in the study could result in a powerful tool for
analyzing the effects of parametric perturbations on physical systems.
The first concern for further testing is a more applicable set of experimental trans-
fer functions for the analysis. Data created specifically for a robustness analysis can
be generated with a finer frequency sweep, especially in the range where the unstable
mode is know to appear, and a better attempt at reducing the noise in the final trans-
fer functions. In addition, accurate analytical models at every stage of the testing
should be generated in order to provide the best predictions by the analysis.
The errors induced by augmentation matrices created at nominal values inconsis-
tent with the experimental data must also be addressed. Utilization of the parameter-
ized model method may provide one technique of generating more accurate matrices.
Since less computational steps are needed to generate the augmentation matrices in
the parameterized method, it may be possible to compute a more comprehensive set
of augmentation matrices. However, a description of the plant's physical parameters
must be know at every desired location and this in itself may cause added complica-
tions.
Another modification can be made in the final procedure for extracting the exper-
imental ((s) transfer function. Currently, the method utilizing the observer and sys-
tem identification introduces errors when states are unobservable or uncontrollable. A
method which would directly extract the A matrix associated with the physical states
from the experimental transfer function would eliminate some of the opportunities for
error. Currently, methods do exist for estimating the state space representation of an
input to output transfer function. However, the resulting SSQ must be transformed
into the physically realizable states, which is not a trivial calculation.
Future application of the robustness analysis to inflight experiments may be up-
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coming at NASA Dryden Research Center. The robustness analysis will attempt to
predict the flutter boundary of a physical system using the frequency domain data
obtained for various flight conditions. Carefully conducted tests on this system may
provide more accurate results and confirm the usefulness of the application of robust-
ness analysis to, not only experimental flutter, but any experimental system which
can be modeled as a frequency dependent transfer function subject to a set of varying
parameters.
Appendix A
Proof of Robustness Analysis
Solution for Systems with One
Perturbation Parameter
The following is a proof of the simplified solution to the single perturbation param-
eter robustness analysis problem presented in Chapter 2. The proof begins with
the equation for the analytical solution of the standard robustness analysis given in
equation A.1.
1
- = min{(A)j det(I - M(s)A) = 0} (A.1)
A a
The solution to equation A.1 is defined as the maximum singular value of the A-
block with the minimum norm which satisfies the determinant constraint shown in
equation A.2.
det(I - M(s)A) = 0 (A.2)
If the A-block is a diagonal matrix of one repeated real value k, the constraint sim-
plifies to equation A.3.
det(I - M(s)IAk) = 0 (A.3)
The variable k is the value of the repeated real parameter and Ia is an identity matrix
with dimensions equal to the those of the original A-block. Clearly, equation A.3 can
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further be simplified to equation A.4.
det(I - kM(s)) = 0 (A.4)
To introduce the eigenvalues of M(s) into the equation, decompose the matrix into the
product of the eigenvalues and the left and right eigenvectors, as show in equation A.5,
det(I - kVAW') = 0
where:
!
t-w 2 -- >
W2
(A.5)
-- W --+
V . t
V 2 •. . V
and W' and V are orthonormal so that W'V = I. Using the fact that,
det(AB) = det(A) det(B)
equation A.5 can be pre- and post-multiplied as follows:
det(W'(I - kVAW')V) = 0
100
(A.6)
Multiplying both terms inside the determinant by W' on the left and V on the right
results in equation A.7.
det(W'V - kW'VAW'V) = 0 (A.7)
Recognizing that the product of the two eigenvector matrices is identity simplifies the
determinant to the relation in equation A.8.
det(I - kA) = 0 (A.8)
Both matrices inside the determinant are diagonal and, therefore, the determinant
can be replace by the product of the diagonal elements as shown in equation A.9.
l(1 - kAi) = 0 (A.9)
Equation A.9 will be satisfied if any one of the terms contained in the product sat-
isfies the equation. Therefore, the perturbation k can be any of the solutions to
equation A.10
1
k = (A.10)A (M(jw))
In a robustness analysis to real parametric perturbations, the only applicable
solution of equation A.10 is the minimum real destabilizing perturbation which cor-
responds to the largest real value of the maximum eigenvalue of M(jw). Therefore,
the final solution to the robustness analysis with only one perturbation parameter is
shown in equation A.11,
1
k = (A.11)
p(M(jw))
where p = max{A : A E R}.
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Appendix B
BACT State Space Model
Description
Appendix B describes and gives examples of the analytical state space models used in
the BACT robustness analysis. An overview of the structure of the full and reduced
order plant states followed by an example of a state space quadruple derived by ISAC
is given in Section B.1. A breakdown of the SSQ into the individual components
calculated by ISAC is also shown. Section B.2 lists the proportionality matrices used
for the BACT model study and gives a description of the structure of the matrices
through an example related to the SSQ shown in Section B.1. Section B.3 shows
examples of the BACT transfer functions used to examine the error induced by the
augmentation matrix reductions in Chapter 2. Finally, Section B.4 presents the actual
augmentation matrices resulting from an analysis of a state space and parameterized
BACT model.
B.1 Analytical State Space Models
The following section describes the analytical state space BACT models obtained from
NASA Langley Research Center. All models were derived using the ISAC programs.
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Table B.1: Summary of BACT model States, Inputs, and Outputs
State Input Output
# Names Names Units Names Units
1 Plunge Act. Command rad TEI Accel. g
2 Pitch Gust Input noise LEI Accel. g
3 Plunge Rate TEO Accel. g
4 Pitch Rate LEO Accel. g
5 Aero State 1 Act. Command rad
6 Aero State 2 Act. Disp rad
7 Aero State 3 Act. Rate rad/sec
8 Aero State 4 Act. Accel rad/sec2
9 Aero State 5 Gust Vel. in/sec
10 Aero State 6
11 Act. Disp
12 Act. Rate
13 Gust State 1
14 Gust State 2
B.1.1 Description of Model Parameters
The basic form of the state space BACT model equations of motion are shown in
equation B.1.
- = Ax+Bu
y = Cx + Du
The full order state, input, and output vectors are described in Table B.1.
Reduced order state space models are generated from the originals described in
Table B.1 by removing all states, inputs, and outputs related to gust as well as by
eliminating any outputs not appearing in the frequency domain experimental transfer
functions. The reduced order models use the command to the actuator as an input,
output only the four accelerometer measurements and retain all states, with the
exception of the final two used to characterize the gust states. Equation B.2 shows
how the new reduced order matrices, denoted with a subscript p, are derived from
the original state space matrices. The notation in equation B.2 is consistent with
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Table B.2: Summary of Flight Conditions of BACT models
M \q(psf) 75 100 125 150 175 200 225 250
0.3 1 2 3 4 5 6 7 8
0.5 9 10 11 12 13 14 15 16
0.65 17 18 19 20 21 22 23 24
0.75 25 26 27 28 29 30 31 32
0.77 33 34 35 36 37 38 39 40
0.82 41 42 43 44 45 46 47 48
0.90 49 50 51 52 53 54 55 56
MATLABTM's notation for specifying ranges of rows and columns.
= A(1
=B(1
: 12, 1 : 12)
: 12, 11)
State space models were generated
all cases, the test medium was Freon.
Cp = C(1 :4,1 : 12)
D = D(1 :4, 1) (B.2)
at the flight conditions shown in Table B.2. In
B.1.2 List of State Space Quadruples
An example of the full order state space quadruples created by ISAC is shown in
Table B.3. The matrices are packed into a system matrix of the following form.
The double lines in Table B.3 divide the individual matrices of the SSQ. The model
number listed at the top of the table corresponds to the number in Table B.2 which
gives the nominal flight conditions at which the model was created.
The A matrix shown in Table B.3 has been subdivided by single lines so that its
components can be related to the matrices derived by ISAC. A detailed derivation of
the ISAC matrices from the variables in the parameterized model is give in reference
[1]. The derivation in reference [1] also include sensor states and dynamics which are
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Table B.3: SSQ: Mach Number = 0.75; Dynamic Pressure = 125psf
Model 27
SSQI Column 1 Column 2 Column 3 Column 4 Column 5 Column 6 Column 7 Column 8
0 0 1.0000e+00 0 0 0 0 0
0 0 0 1.0000e+00 0 0 0 0
-4.4735e+02 -4.0429e+03 -8.7497e-01 -3.6638e+00 1.7525e+00 1.7525e+00 1.7525e+00 8.8530e-05
3.6067e-02 -7.9339e+02 4.4697e-02 -9.7304e-01 -1.4129e-04 -1.4129e-04 -1.4129e-04 2.6671e-02
0 0 -4.7888e-01 1.4241e+01 -2.8406e+01 0 0 0
0 0 4.1256e+00 -8.5528e+01 0 -5.6812e+01 0 0
0 0 -1.1066e+01 2.9018e+02 0 0 -8.5219e+01 0
0 0 7.1588e+00 -6.6489e+01 0 0 0 -2.8406e+01
0 0 -5.8878e+01 4.0179e+02 0 0 0 0
0 0 1.1779e+02 -1.3847e+03 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1.1573e+00 2.1132e+01 1.6634e-03 2.2567e-02 -4.5336e-03 -4.5336e-03 -4.5336e-03 -3.5887e-04
1.1584e+00 -4.2879e+00 3.0954e-03 -8.6090e-03 -4.5381e-03 -4.5381e-03 -4.5381e-03 4.9563e-04
1.1573e+00 2.0797e+01 1.6822e-03 2.2156e-02 -4.5337e-03 -4.5337e-03 -4.5337e-03 -3.4762e-04
1.1584e+00 -4.2941e+00 3.0958e-03 -8.6166e-03 -4.5381e-03 -4.5381e-03 -4.5381e-03 4.9584e-04
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
Column 9 Column 10 Column 11 Column 12 Column 13 Column 14 Column 15 Column 16
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
8.8530e-05 8.8530e-05 -5.4317e+02 1.2904e+00 -1.1834e+00 -1.8000e-02 -7.5830e+01 2.8218e-02
2.6671e-02 2.6671e-02 -1.0911e+00 -3.4025e-02 8.2233e-02 1.2471e-03 -4.3789e+00 -2.0863e-03
0 0 0 3.6850e+00 -1.9313e+00 -2.5250e-02 0 1.8514e-01
0 0 0 -2.4614e+01 1.3798e+01 1.8039e-01 0 -1.3227e+00
0 0 0 6.6526e+01 -3.2315e+01 -4.2249e-01 0 3.0978e+00
0 0 0 -3.0540e+01 1.2732e+01 1.6646e-01 0 -1.2206e+00
-5.6812e+01 0 0 2.2447e+02 -9.3704e+01 -1.2251e+00 0 8.9829e+00
0 -8.5219e+01 0 -5.0330e+02 2.0440e+02 2.6724e+00 0 -1.9595e+01
0 0 0 1.0000e+00 0 0 0 0
0 0 -1.1513e+04 -1.1824e+02 0 0 1.0949e+04 0
0 0 0 0 0 1.0000e+00 0 0
0 0 0 0 -1.1722e+04 -2.1654e+02 0 1.1351e+03
-3.5887e-04 -3.5887e-04
4.9563e-04 4.9563e-04
-3.4762e-04 -3.4762e-04
4.9584e-04 4.9584e-04
1.4204e+00
1.3854e+00
1.4199e+00
1.3854e+00
-2.8819e-03
-3.9721e-03
-2.8963e-03
-3.9723e-03
0 0
1.0000e+00 0
0 1.0000e+00
-1.1513e+04 -1.1824e+02
1.9568e-03
4.5915e-03
1.9915e-03
4.5921e-03
0
0
0
0
2.9813e-05
6.9768e-05
3.0339e-05
6.9778e-05
0 1.0000e+00 1.5918e-02
2.5513e-01
1.1483e-01
2.5328e-01
1.1480e-01
1.0000e+00
0
0
1.0949e+04
0
-4.4974e-05
-1.1182e-04
-4.5854e-05
-1.1183e-04
0
0
0
0
0
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Table B.4: Notation and Structure of ISAC SSQ
SSQ 0 I 0 0 0 0 0
A .4- A AA A Beu B;
O _a Aaa A A Aag 0 Bag
0 0 0 AAA 0 BAu 0
0 0 0 0 Agg 0 Bgg
S C D
excluded in the previous analysis as they do not apply to the BACT model. The
relation of the ISAC matrices to the components of the SSQ in Table B.3 is shown
in Table B.4. The standard notation from reference [1] in which the first subscript
of each matrix denotes the state begin affected by the parameter described by the
second subscript is adopted. The subscript ( represents the physical states, a the
aerodynamic states, A the actuator states, and g the gust states. A breakdown of
the elements of the B matrix in Table B.3 is also given in Table B.4 and reference
[1]. These subdivisions are not shown in Table B.3 but should be apparent from the
structure of the SSQ.
B.2 Proportionality Matrices
The proportionality matrices are presented in the same format as the state space
quadruple shown previously in Table B.3. As described in Chapter 2, proportionality
matrices were created at each nominal Mach number and dynamic pressure. The
complete set of available proportionality matrices is shown in Table B.5. An example
of the proportionality matrix used to calculate the augmentation matrices for the
effects of perturbations in dynamic pressure on the model in Table B.3 is shown in
Table B.6. The double lines, again, indicate the divisions between the individual SSQ
matrices and the proportionality matrix number relates the nominal conditions at
which the matrix was generated to the values in Table B.5.
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Table B.5: Summary of Proportionality Matrix Nominal Conditions for the BACT
models
Matrix Nominal Nominal Perturbed Perturbation
# Parameter Value Parameter Range
1 M 0.30 q 100psf-250psf
2 M 0.50 q 100psf-200psf
3 M 0.65 q 100psf-200psf
4 M 0.75 q 100psf-200psf
5 M 0.77 q 100psf-200psf
6 M 0.82 q 100psf-200psf
7 M 0.90 q 100psf-200psf
8 q 75psf M 0.3-0.65
9 q 75psf M 0.65-0.77
10 q 75psf M 0.77-0.90
11 q l00psf M 0.3-0.65
12 q 100psf M 0.65-0.77
13 q 100psf M 0.77-0.90
14 q 125psf M 0.3-0.65
15 q 125psf M 0.65-0.77
16 q 125psf M 0.77-0.90
17 q 150psf M 0.3-0.65
18 q 150psf M 0.65-0.77
19 q 150psf M 0.77-0.90
20 q 175psf M 0.3-0:65
21 q 175psf M 0.65-0.77
22 q 175psf M 0.77-0.90
23 q 200psf M 0.3-0.65
24 q 200psf M 0.65-0.77
25 q 200psf M 0.77-0.90
26 q 225psf M 0.3-0.65
27 q 225psf M 0.65-0.77
28 q 225psf M 0.77-0.90
29 q 250psf M 0.3-0.65
30 q 250psf M 0.65-0.77
31 q 250psf M 0.77-0.90
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Table B.6: Proportionality Matrix: Perturbation Parameter = Dynamic Pressure.
Nominal Mach Number = 0.75
Proportionality Matrix 4
Column 1 Column 2 Column 3 Column 4 Column 5 Column 6 Column 7 Column 8
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
9.0772e-04 -3 2327e+01 -6 0831e-03 -2.9323e-02 1.4016e-02 1.4016e-02 1.4016e-02 1.4167e-06
2 8862e-04 2.1966e+00 3 5826e-04 -6.2694e-03 -2.2611e-06 -2.2611e-06 -2 2611e-06 2.1348e-04
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
-6.2302e-06 5.4124e-02 1.0925e-05 1.6019e-04 -3 6244e-05 -3.6244e-05 -3.6244e-05 -2.8744e-06
3 0164e-06 1.2450e-01 2.2404e-05 -4 0673e-05 -3.6316e-05 -3 6316e-05 -3.6316e-05 3.9654e-06
-6 1077e-06 5.5050e-02 1.1076e-05 1 5755e-04 -3.6245e-05 -3.6245e-05 -3.6245e-05 -2.7843e-06
3.0190e-06 1 2452e-01 2 2407e-05 -4.0722e-05 -3.6316e-05 -3.6316e-05 -3.6316e-05 3.9670e-06
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
Column 9 Column 10 Column 11 Column 12 Column 13 Column 14 Column 15 Column 16
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 4167e-06 1 4167e-06 -4.8798e+00 4.8187e-03 -9.4622e-03 -1.4392e-04 -9.7263e-02 2.2563e-04
2 1348e-04 2.1348e-04 -6.1604e-02 -8.1979e-04 6.5898e-04 9.9935e-06 1.5613e-02 -1.6717e-05
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
-2.8744e-06 -2.8744e-06 1.3457e-02 -1.4469e-06 1.5627e-05 2.3809e-07 4.1771e-05 -3.5912e-07
3.9654e-06 3.9654e-06 1.1483e-02 -2.7712e-05 3.6740e-05 5.5827e-07 5.4199e-04 -8.9474e-07
-2.7843e-06 -2.7843e-06 1.3431e-02 -1.7927e-06 1.5905e-05 2.4230e-07 4.8357e-05 -3.6617e-07
3.9670e-0 6  3.9670e-06 1.1483e-02 -2.7719e-05 3.6745e-05 5.5835e-07 5.4211e-04 -8.9487e-07
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
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B.3 Perturbed System Transfer Functions Cre-
ated with Reduced Order Augmentation Ma-
trices
The transfer functions resulting from constructing the perturbed plant with reduced
order augmentation matrices are shown in Figures B-1 to B-6. In all figures, the solid
line represents the transfer function of a system generated by ISAC at the perturbed
values listed for each figure. A dotted line represents a perturbed transfer function
created with augmentation matrices of the order used in the BACT model analysis.
With the resolution of the plots show here, this line appears directly on top of the
actual perturbed system, indicating a robustness analysis using these augmentation
matrices should perform accurately. The dashed-dot lines represent the perturbed
transfer functions created using the smallest dimension augmentation matrices listed
in Tables 2.1 and 2.2 in Chapter 2.
The transfer functions show that the largest errors tend to be the result of a
very poor approximation of the perturbed system by the reduced order augmentation
around a small range of frequencies. In the case of the BACT model, the range of
frequencies which are not accurately reconstructed by the augmentation are exactly
those where the physical poles exist and, therefore, are the important frequencies in
the flutter study. With this in consideration, not only are the augmentation matrices
chosen to reduce overall errors, but special attention must be given to the accuracy
in predicting the perturbed system over the range of frequencies important for the
specific analysis.
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Figure B-1: Perturbed Transfer Functions: 25% Perturbation in Dynamic Pressure.
Nominal Mach Number = 0.75; Nominal Dynamic Pressure = 100psf
Dotted Line = 2 Singular Values Retained in Augmentation Matrix Calculation.
Dash-dot Line = 2 Singular Values Retained in Augmentation Matrix Calculation.
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Figure B-2: Perturbed Transfer Functions: 50% Perturbation in Dynamic Pressure.
Nominal Mach Number = 0.75; Nominal Dynamic Pressure = 100psf
Dotted Line = 2 Singular Values Retained in Augmentation Matrix Calculation.
Dash-dot Line = 2 Singular Values Retained in Augmentation Matrix Calculation.
111
Phase
4
2
0
-2
100 101 10
4
2
0
2
100 101 10
4
2
0
2
100 101 10
4
2
0
23
10 - 2 0
100 101 1
100 I
10-2 L
100
100 [
10-2
100
102
I
5 100
10 - 2
100
II~ _I_ _
- --~ .'- I---I IIIIIIYIYlliiriul
-
-
m
Magnitude Phase
102 5
10 0
10 - 2 -5
10 10 10 10 10 10
102 5
: 100 0
10-2  -5
100  101 102 10 101 102
102 5
0
102 101 -52
10 10 10 10 10 10
102 5
o 10o  I - -
10 0
-2
10-2  -5
10°  101 102 10 101 102
Frequency (rad/sec) Frequency (rad/sec)
Figure B-3: Perturbed Transfer Functions: 75% Perturbation in Dynamic Pressure.
Nominal Mach Number = 0.75; Nominal Dynamic Pressure = 100psf
Dotted Line = 2 Singular Values Retained in Augmentation Matrix Calculation.
Dash-dot Line = 2 Singular Values Retained in Augmentation Matrix Calculation.
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Figure B-4: Perturbed Transfer Functions: 15.4% Perturbation in Mach Number.
Nominal Mach Number = 0.65; Nominal Dynamic Pressure = 125psf
Dotted Line = 8 Singular Values Retained in Augmentation Matrix Calculation.
Dash-dot Line = 5 Singular Values Retained in Augmentation Matrix Calculation.
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Figure B-5: Perturbed Transfer Functions: 26.2% Perturbation in Mach Number.
Nominal Mach Number = 0.65; Nominal Dynamic Pressure = 125psf
Dotted Line = 8 Singular Values Retained in Augmentation Matrix Calculation.
Dash-dot Line = 5 Singular Values Retained in Augmentation Matrix Calculation.
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Figure B-6: Perturbed Transfer Functions: 38.5% Perturbation in Mach Number.
Nominal Mach Number = 0.65; Nominal Dynamic Pressure = 125psf
Dotted Line = 8 Singular Values Retained in Augmentation Matrix Calculation.
Dash-dot Line = 5 Singular Values Retained in Augmentation Matrix Calculation.
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Table B.7: Parameterized Method Example ac Augmentation Matrix
al,bd = 10 x 14
Column 1 Column 2 Column 3 Column 4 Column 5 Column 6 Column 7
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
-2.0193e+00 -2.3337e-05 -2.0193e+00 -2.3337e-05 -2.0193e+00 -2.3337e-05 -2.0193e+00
1.1972e-04 -3.0723e-02 1.1972e-04 -3.0723e-02 1.1972e-04 -3.0723e-02 1.1972e-04
Column 8 Column 9 Column 10 Column 11 Column 12 Column 13 Column 14
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
-2.3337e-05 -2.0193e+00 -2.3337e-05 -2.0193e+00 -2.3337e-05 -2.0193e+00 -2.3337e-05
-3.0723e-02 1.1972e-04 -3.0723e-02 1.1972e-04 -3.0723e-02 1.1972e-04 -3.0723e-02
B.4 Parameterized and State Space Method Aug-
mentation Matrices Examples
The following section contains the matrices used in Chapter 2 when comparing the
augmentation matrices from the parameterized and state space methods. The pa-
rameterized method augmentation matrices are shown in Tables B.7 and B.8. The
matrices were created for a BACT model with ten states, subject to fourteen per-
turbations in dynamic pressure. The state space method augmentation matrices are
shown in Tables B.9 and B.10. These matrices were created for a BACT model with
the same ten states as the parameterized model but subject only to eleven dynamic
pressure perturbations. The BACT states include four physical plant states, four
aerodynamic lag states due to two aerodynamic lags, and two actuator states. The
difference in the number of perturbations appearing in each method is a consequence
of the methodologies for deriving the augmentation matrices.
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Table B.8: Parameterized Method Example P1 Augmentation Matrix
l1,bd =- 14 x 10
Column 1 Column 2 Column 3 Column 4 Column 5
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
6.1245e-05 -1.1556e-05 6.1245e-05 -1.1556e-05 -1.8277e-02
3.8989e-03 -5.1491e-04 3.8989e-03 -5.1491e-04 -1.1496e+00
0 0 0 0 3.6210e+02
0 0 0 0 2.3755e+02
0 0 0 0 0
0 0 0 0 0
0 0 0 0 -1.1910e+01
0 0 0 0 1.1559e+02
-1.0000e+00 0 -1.0000e+00 0 0
Column 6 Column 7 Column 8 Column 9 Column 10
0 0 2.3415e+03 0 0
0 0 -1.0495e+04 0 0
0 0 0 4.4095e-01 1.5647e+00
0 0 0 -1.7784e+00 3.2815e+01
7.9128e-05 -2.6056e-02 5.0666e-01 -5.4210e-05 4.2032e-04
4.8913e-03 -1.6587e+00 1.9836e+01 -3.0584e-03 1.6897e-02
0 0 0 0 0
0 0 0 0 0
-3.9119e-01 0 0 0 0
3.7476e+00 0 0 0 0
-1.2232e-01 0 0 0 0
1.1871e+00 0 0 0 0
0 0 0 0 0
0 0 0 0 0
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Table B.9: State Space Method Example ac Augmentation Matrix
al1ss = 10x 11
Column 1 Column 2 Column 3 Column 4 Column 5 Column 6
1.6127e-15 4.3099e-16 -1.5883e-13 -4.3070e-12 7.7589e-12 -3.7030e-12
8.1122e-19 5.4755e-16 6.1201e-15 -1.6202e-13 3.3483e-14 7.1151e-14
5.7556e+00 -4.2211e-02 -1.2357e-07 8.4324e-09 1.2247e-08 2.1105e-09
-3.8239e-01 -6.3444e-01 5.1176e-08 -1.4838e-07 -5.9152e-08 5.2637e-08
0 0 -5.6519e-37 -5.9785e-32 -1.6752e-26 -2.5573e-24
0 0 -1.8141e-36 -1.9189e-31 -5.3769e-26 -8.2082e-24
0 0 -1.0284e-58 -1.5246e-52 -1.1159e-44 -3.0006e-41
0 0 1.5664e-80 3.2565e-73 7.4295e-63 -1.5844e-58
0 0 -3.8536e-134 -8.0115e-127 -1.8278e-116 3.8980e-112
0 0 0 0 0 0
Column 7 Column 8 Column 9 Column 10 Column 11
2.3571e-09 1.2939e-12 -1.3344e-25 4.5868e-28 -1.1043e-33
8.7700e-12 -3.4777e-10 -2.8341e-24 2.4811e-24 -1.0730e-32
-8.9503e-18 1.5743e-20 2.2297e-33 4.8717e-34 -9.6938e-43
1.8368e-16 4.3436e-19 3.4521e-32 -1.5859e-32 -2.0001e-40
-1.8266e-20 -5.8665e-20 -4.6419e-15 -5.0369e-15 -7.6696e-25
-3.5363e-20 1.7471e-19 -7.1993e-15 3.2476e-15 2.0147e-23
-9.4009e-26 -1.0239e-24 1.9443e-20 -9.5227e-21 7.2823e-18
4.2835e-31 1.2580e-26 8.5253e-22 -4.4971e-22 -1.1789e-19
4.6943e-63 2.9094e-55 7.9444e-32 3.2801e-31 3.1987e-28
1.2805e-95 3.9097e-87 1.4836e-42 2.5566e-41 4.5736e-33
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Table B.10: State Space Method Example 01 Augmentation Matrix
ilss = II x 10
Column 1 Column 2 Column 3 Column 4 Column 5
5.9298e-05 -5.7055e+00 -1.0737e-03 -3.7177e-03 2.4254e-03
-5.9386e-04 -9.3423e-02 4.6272e-05 1.3284e-02 -1.4575e-03
3.0921e-05 1.3952e-08 2.7468e-08 -6.8737e-07 1.5889e-07
-8.0775e-07 1.5356e-07 -2.8576e-07 6.9196e-06 2.4594e-07
1.9369e-07 -7.4424e-09 -2.5742e-07 3.4637e-06 2.9229e-07
-2.2262e-08 2.5206e-10 -1.6623e-07 -2.3437e-07 1.3555e-06
3.1093e-12 -7.0404e-13 4.8324e-10 4.8223e-10 1.6142e-10
-2.2341e-13 -7.5889e-15 1.1930e-10 -6.3633e-12 1.8424e-11
2.9219e-18 -3.8872e-19 7.3680e-15 1.5922e-16 -1.6939e-15
-7.0770e-19 9.4148e-20 -1.7845e-15 -3.8564e-17 -4.0742e-15
3.0081e-27 -4.0018e-28 7.5852e-24 1.6392e-25 3.7578e-24
Column 6 Column 7 Column 8 Column 9 Column 10
2.4254e-03 -2.3649e-06 -2.3649e-06-8.4851e-01 1.2571e-03
-1.4575e-03 -3.3527e-04 -3.3527e-04 6.2880e-01 9.0613e-04
1.5889e-07 1.5930e-08 1.5930e-08 -2.0290e-08 -1.5689e-07
2.4594e-07 -1.8903e-07 -1.8903e-07-5.8988e-07 8.6416e-07
2.9229e-07 -1.0960e-07 -1.0960e-07-1.8236e-08 7.8724e-07
1.3555e-06 6.5584e-08 6.5584e-08 9.3232e-09 1.1852e-07
1.6142e-10 1.8909e-10 1.8909e-10 -3.2809e-12-2.2267e-09
1.8424e-11 -2.3006e-10 -2.3006e-10 -8.5446e-16 -1.1868e-11
2.2691e-15 1.8797e-15 1.8797e-15 -3.1592e-18 1.9948e-15
3.9349e-15 -4.5527e-16 -4.5526e-16 7.6517e-19 -4.8315e-16
-3.1656e-24 -5.1500e-18 5.1500e-18 -3.2524e-27 2.0536e-24
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Appendix C
Block Diagram Implementation of
the Parameterized BACT Model
The dynamic equations of the parameterized BACT model were described in Chapter
2 and a schematic of the nominal system was shown in Figure 2-5. A detailed de-
scription of the SimulinkT implementation of the perturbed BACT model will now
be given. A diagram of each subsystem of the total perturbed BACT model will be
shown and the individual blocks inside the diagram will be described.
C.1 The Total Perturbed System
The perturbed system described and shown Chapter 2 was created by isolating the
perturbation variables in the dynamic equations and transforming the original system
into one which uses the perturbations as inputs and outputs in a new state space
realization. A SimulinkTM implementation of the dynamic equations in Chapter 2
which facilitates the generation of the state space model is given in Figure C-1.
The system is divided into two components: one representing the nominal system
and the other the effects of perturbations. The nominal system comprises the Aero-
dynamics block containing the dynamics of the aerodynamic states, the Actuators
block describing the second order actuators and two physical plant blocks. The phys-
ical model has been further divided into two separate blocks in order to separate the
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Figure C-1: Block Diagram of Perturbed Parametric Model
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effects of the aerodynamic lags and the structural mass, damping, and spring terms.
Separating the nominal system allows the perturbations in dynamic pressure and the
scaling variable (!) to be isolated in the three blocks specified for perturbation.
C.2 Basic Elements of the BACT Block Diagram
First, the standard blocks available in SimulinkTM and used in the BACT model will
be explained. In addition, the manipulation of these blocks to form an integrator
which can be used on a multivariable state vector will be shown.
C.2.1 Standard Simulink Blocks
The implementation of the BACT model uses only the simplest linear tools and
connections available in the software. These are: 1) the Mux/Demux combination,
2) inports and outports, 3) matrix gains, 4) integrators, and 5) summation blocks.
Mux and Demux
The mux and demux blocks are used to combine or sep-
Mux arate, respectively, individual elements of a vector. In
the case of the BACT model, the actuator and physi-
Mux cal plant states are periodically combined into a vector
> Demu which can then be represented by one line instead of
Demux three, when generating the drawing.
Inports and Outports
Inports and outports are used to indicate the locations
at which signals enter or depart the block diagram. In-
ports and outports in subsystems represent the location
[Ii where the signal from the main diagram enters the sub-Inport
>I diagram. In the case of the perturbed BACT model, the
Outport inports and outports also show the location where per-
turbations enter the system. When generating a state
space model, SimulinkTM will consider any open inports
and outports as the system inputs and outputs.
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Matrix Gains
Matrix gains facilitate the multiplication of a vector by
a matrix. For the BACT model, each gain represents an
element of the parameterized model which is multiplied
Matrix
Gain by its associated vector.
Integrator
Integrators perform the Laplace operation 1 on a single
variable. Vectors may not be entered into an integrator
Sj and, therefore, the multivariable integrator described in
Integrator the following section was formed for the BACT model.
Summation
Summation blocks output the sum of the vectors which
enter into the block. The number of inputs can be
varied to accommodate the number of vectors being
summed and the additive inverse of any of the vectors
Sum can be specified should any of the vectors necessarily be
subtracted.
C.2.2 Multi-variable Integrator
The blocks described in the previous section can be combined into a new block which
allows integration to be done on a vector rather than on a single element. The
structure of the new block is shown in Figure C-2. The number of inports, outports,
and integrators varies, depending on the size of the vector entering the subsystem.
Any block in the BACT diagram denoted as an NxN Integrator has the form shown
in Figure C-2.
C.3 The Nominal BACT Model
The nominal BACT model includes all subsystems which are not effected by per-
turbations. This includes the aerodynamic state dynamics, actuator state dynamics,
and nominal plant aerodynamic lag and structural terms. A simplistic method for
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Figure C-2: Multi-Variable Integrator for State Space Systems
separating the plant structural - perturbations from the nominal system could not
be accomplished and, therefore, they appear in the nominal plant structural block. A
description of the individual blocks of each subsystem is given in the following sections
with the exception of any block whose standard function was described previously.
C.3.1 Actuator Dynamics
The diagram contained in the Actuators block and shown in Figure C-3 is a second
order model of the trailing edge control surface. A description of the individual
components of Figure C-3 is given in Table C.1.
CA2 out_3
Figure C-3: BACT Model Nominal Actuator Block
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Table C.1: Description of Individual Blocks in Actuator Dynamic Subsystem
Block Name Analytical Expression Purpose
in_l None Input command
outl None Output actuator position
out-2 None Output actuator rate
out_3 None Output actuator accel
0 1
A_AA Second order actuator model
-1.15e + 04 -1.18e + 02
C_A [1 0] Extract Actuator Position
CA1 [0 1] Extract Actuator Rate
C_A2 [-1.15e + 04 - 1.18e + 02] Calculate Actuator Accel.
C.3.2 Aerodynamics
The aerodynamic states are controlled by the dynamics in the Aerodynamics block.
The dimensions of the elements in the block will vary depending on the number of
physical states and the number of aerodynamic lags. If there are 11 aerodynamic lags,
each will effect all of the n physical state and, therefore, the number of aerodynamic
states is the product of 11 and n. The aerodynamics block is shown in Figure C-4.
The expressions for calculating the matrix gains in the Aerodynamics block for any
number of aerodynamic lags are shown in Table C.2.
Figure C-4: BACT Model Nominal Aerodynamic Block
125
__ _~___I 
____ IIflYY'
Table C.2: Description of Individual Blocks in Aerodynamic States Subsystem
Block Name Analytical Expression Purpose
in_l None Input plant rate
in_2 None Input actuator rate
outl None Output aerodynamic states
Aaa -V Effects of Lagsb
1
Aaxidot Effect of plant rates
A6A1+2
AaA 4 Effect of actuator rates
A11+2
C.3.3 Physical Plant Aerodynamic Lag Terms
The plant aerodynamic lag terms compensate for the coupling of the aerodynamic
lags and all the model states. A schematic of this block is shown in Figure C-5 and
the accompanying description is found in Table C.3. The specific calculation of the
Ada matrix can be found in reference [1].
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actuatoracceleration
Na
in_3 Aerodynamic States
Figure C-5: BACT Model Nominal Plant Aerodynamic Lag Terms
Table C.3: Description
tern
of Individual Blocks in Plant Aerodynamic Lag Term Subsys-
Block Name Analytical Expression Purpose
in_l None Input plant state
in_2 None Input actuator state
in_3 None Input aerodynamic states
out_l None Output plant state
plant_position -qAo Effects of plant position
plantrate -qA Effects of plant rate
plant_acceleration -qAC Effects of plant accel.
actuator _position -qAo Effects of actuator position
actuator.rate -qA6 Effects of actuator rate
actuator_acceleration (M- 2 ) - (qA6) Effects of actuator accel.
Aerodynamic States -qA a Effects of aerodynamic states
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C.3.4 Physical Plant Structural Terms
The structural terms are the actual physical parameters of the BACT model. The
nominal and perturbed plant structural terms are combined into the single diagram
shown in Figure C-6. The elements of the nominal system are described in Table C.4.
Spring Terms
Figure C-6: BACT Model Nominal and Perturbed Plant Structural Terms
Table C.4: Description of Individual Blocks in Plant Structural Term Subsystem
Block Name Analytical Expression Purpose
in_1 None Input from plant aero terms
out_l None Output plant position
out_2 None Output plant rate
out_3 None Output plant acceleration
Generalized b(M - q A) Structural Mass
Inverse Mass V V
Generalized v
D amping Terms vbD Structural DampingDamping Terms
Generalized
Spring Terms K Structural SpringSpring Terms
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C.4 The Perturbation Effects
The effects of perturbations on the BACT model have been isolated in the three
perturbation blocks. The expressions in the block were obtained from the linearized
equation for the perturbation effects derived in Chapter 2.
C.4.1 Physical Plant Structural v Perturbation Terms
The effects of y perturbation on the structural elements of the plant is shown along
with the nominal system in Figure C-6. The expressions for the individual blocks
pertaining to the perturbations are listed in Table C.5.
Table C.5: Description of Individual Blocks in Plant Structural V Perturbation Sub-
system
Block Name Analytical Expression Purpose
in_2-5 None Input ! perturbations
out_4-7 None Output ! perturbations
Generalized 2vM Structural Mass
Mass b affected by perturbation
Generalized Structural Damping
Damping Termsl affected by perturbations
C.4.2 Physical Plant Aerodynamic Lag y Perturbation Terms
The perturbations induced by the aerodynamic lags are due to both dynamic pressure
and the scaling factor . The effects qf b on the physical plant is shown in Figure C-
7. The analytical expression for the effects of this perturbation are give in Table C.6.
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Table C.6: Description
tion Subsystem
of Individual Blocks in Plant Aerodynamic Lag, - Perturba-
C.4.3 Physical Plant Aerodynamic Lag Dynamic Pressure
Perturbation Terms
The majority of the perturbations induced by the aerodynamic lags involve dynamic
pressure. The structure of the connection between the plant and perturbation is
shown in Figure C-8. Table C.7 shows the expressions contained in the individual
blocks of the figure.
Table C.7: Description of Individual Blocks in Plant Aerodynamic Lags, Dynamic
Pressure Perturbation Subsystem
Block Name Analytical Expression Purpose
inl-3 None Input plant states
in_4 None Input actuator states
in_5 None Input aerodynamic states
in_6-19 None Input q perturbation
out_l None Output plant state
out_2-15 None Output q perturbation
plant_position -A0 Effects of plant position
plantrate -A Effects of plant rate
plant acceleration -A Effects of plant accel.
actuator_position -A0 Effects of actuator position
actuatorrate -A6 Effects of actuator rate
actuator_acceleration -A6 Effects of actuator accel.
Aerodynamic States -Aa Effects of aerodynamic states
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Block Name Analytical Expression Purpose
in_l None Input actuator states
in_2-3 None Input ! perturbations
outl None Output plant states
out_2-3 None Output - perturbations
acacc 2V M 6  Effects of perturbationb coupled with act. accel.
Demux K Demux Mu 1in_" out_2 in 2in_ Demuxl out_2 _t 1
act_acc Demux2 Mux out_
out_3 in 3
Figure C-7: BACT Model Perturbed Plant Aerodynamic Lag Terms for Variations
in the Scaling Factor ( )
in1 plDemux 2 n6
out 2 in 6 Mux2
out in 7
o 8A-2 K Demux-
out 4 in 1 uin_2 plantate Demux3 5 9
out 5 in 13 K Demu
in_3 plantacc Demux4 7 11
out 13in 175 Demux 9 13 +
in_5 Azdotaout 1in 14
in Dynamic Pressure
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Appendix D
Derivation of Observer Matrices
An implementation of the observer defined in Chapter 3 requires the calculation of
the three observer matrices T, G, and F. In order to derive expressions for these
three matrices, an examination of the xl states and the resulting observer for these
states be undertaken. The unmeasured states (xt) are governed by the relation shown
in equation D.1, and thus the observer form in equation D.2 will be utilized.
X, = TAFi + TAGy + (TB - TAGD)u (D.1)
.1 = TAFx1 + TAGy + (TB - TAGD)u (D.2)
The inputs of the observer can be collected into a vector of the original plant inputs
(u) and outputs (y). The A, B, and D occurring explicitly in equation D.1 are known
from the state space representation of the plant being estimated by the observer. The
additional matrices must be chosen in a manner which allows an accurate estimation
of the original plant states.
The plant states are accurately estimated when the error, shown in equation D.3,
between the plant states estimated by the observer and the actual plant states goes
to zero.
I = T - x (D.3)
In order to ensure the error of equation D.3 approaches zero, the time derivative of
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equation D.3 must be negative. This constraint can be used to obtain the relations
for the observer matrices. The derivation of the relations requires a substitution
of the original definition of the observer states from Chapter 3 and shown in equa-
tion D.4 into the equation for the error. The additional substitution of the estimated
plant states shown in equation D.5 yields the final relation for the error shown in
equation D.6.
x = Fxl + Gy - GDu (D.4)
S= Fi + Gy - GDu (D.5)
= F -+ Gy - GDu - (Fxl + Gy - GDu)
=F(it - xl) (D.6)
Taking the derivative of equation D.6 results in an equation for the derivative of the
error in terms of those of the estimated and actual observer states. Substituting
the relations in equations D.1 and D.2 for the derivative of the observer states and
simplifying result in equation D.7.
= F(TAFj1 - TAFxj) (D.7)
Solving equations D.4 and D.5 for Fxl and Fx 1 allows equation D.7 to be put back
in terms of the original plant states, as shown in equation D.8.
E = FTA(: - x) = FTAe (D.8)
Equation D.8 can be recognized as a first order differential equation for the error
between the estimated and actual states. The solutions to the equation are expo-
nentials with time constants governed by the eigenvalues of the matrix FTA. If the
eigenvalues are all negative, the error will approach zero as desired. Therefore, the
observer matrices are chosen to place the eigenvalues of the FTA matrix.
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In order to facilitate the pole placement of FTA, an equivalent system for equa-
tion D.8 is created by looking at the original equation for the plant states shown in
equation D.4. Recalling that
x 1 = Tx
and
y = Cx + Du
and substituting these relationships into equation D.4 results in equation D.9.
x = FTx + GCx (D.9)
Since equation D.9 which is in terms of x only, the necessary relation between the
observer matrices is:
I = FT + GC (D.10)
Solving equation D.10 for the matrix FT and subsequently substituting into the
error relation of equation D.8 yields an equivalent system which simplifies the pole
placement. The final differential equation is shown in equation D.11.
= (A - GCA)e (D.11)
In order to correctly impose the error constraint of equation D.11, the additional
constraints on the observer matrices defined in Chapter 3 must be utilized. These
constraints are exemplified by the definition of equation D.12.
[-G]]= I _[](D.12)
C F G_ C[F G
Equation D.12 provides the four independent constraints show in equations D.13a
through D.13d.
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TF = I (a)
TG = O (b)
CF = 0 (c)
CG =I (d) (D.13)
In order to derive the observer matrices, first examine the constraint given in
equation D.13d. A singular value decomposition of a rectangular C matrix has the
form shown in equation D.14.
C = USV' = U[S ] V[ =Usv1 ' (D.14)
Substituting the singular value decomposition of C into the constraint given in
equation D.13d results in equation D.15.
USV,' G = I (D.15)
The matrix G can be considered as the sum of two terms; one containing terms
associated with the V row space and one with the V2 row space. The term containing
V2 will be eliminated when the multiplication is carried through since, by definition,
the singular vectors are orthonormal. The V terms must, therefore, be unity when
multiplied by the singular value decomposition of C. The two components are shown
analytically in equation D.16.
G = V2L1 + VL 2  (D.16)
The matrix L, is arbitrary since, by definition of the singular vectors, this term
vanishes during the calculation. The matrix L 2, however, can be derived by substitut-
ing the equation for G into the original constraint given in equation D.15. Eliminating
135
-- 
- --- I YINNWMON KIM 101111i A INW1
the term which goes to zero leaves the relation shown in equation D.17
U S V' V'L 2 = I (D.17)
Since V1' V' is identity, equation D.17 is satisfied only if L2 is S- 1 U'. The final
equation for the observer matrix G is shown in equation D.18.
G = V Lj + VIS- U' (D.18)
Values for L 1 can be determined by looking back at the pole placement problem
of A - GCA. Replacing G with the relation of equation D.18 and taking the SVD of
C shown in equation D.14 yields the relation shown in equation D.19.
A - GCA = A - {V2L, + VS-'U'}USV1'A (D.19)
Rearranging terms and placing C back into equation wherever USV' appears explic-
itly results in equation D.20.
A - GCA = (I - VV1,)A - V2 LICA (D.20)
Next, let equation D.20 represent a fictitious system of the form shown in equa-
tion D.21 which uses output feedback of the form shown in equation D.22
= (I- VVI)A A + V2 /p
(D.21)
L = -Limb (D.22)
The system can be transformed by defining a new state vector z as in equation D.23.
Z=V'(; (=Vz
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(D.23)
S= CA(
The new system is shown in equation D.24.
S= V- (I -V VV)AVz +V'V
= CAVz (D.24)
In order to simplify the calculation of the L 1 matrix used for the output feedback
of the system in equation D.21, multiply the singular vector V' through the matrix
(I - VVI') and sub divide the vector into its two components, V and V2. Utilizing
the fact that the rows of V are orthonormal allows equation D.24 to be simplified
further to the system shown in equation D.25.
it 0 0[ 2V' AVA I VV2] [ ] + ]1
= CAVi CAV2 [I] (D.25)
The dual system of equation D.25 is found by taking the transpose of the state
space transfer function G(s) = C1(s)B+D. The dual system, G(s)' = B'D(s)'C'+D',
has states which will be defined as w and inputs called v. The new outputs are denoted
1. The dual system is shown in equation D.26.
o 0 (V2 AV) wi +[CAV 1 /
2 0 ((V2 AV2) 2 CAV2
r7 = w2 (D.26)
The output feedback associated with the dual system is now represented by equa-
tion D.27.
v = -L171 (D.27)
In the dual system, however, the outputs 71 are exactly the states w2 and the
problem is transformed into a state feedback problem. The non-zero eigenvalues of
the system of equation D.26 are governed entirely by the w2 state equation, reducing
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the problem to the form in equation D.28.
u = (V2AV 2 )w 2 + (CAV2 )'v
77 = w2 (D.28)
v =- L' w2
Therefore, determining an L' which yields satisfactory state space feedback for
the dual system is equivalent to finding an L 1 which yields good output feedback
for the system in equation D.25. The full-state pole placement problem is solved
using the MATLABTM function place.m [10]. The resulting L 1 is placed back into
equation D.18 to solve for the observer matrix G.
The remainder of the observer matrices are derived from the additional constraints
of equation D.13. Equation D.13c can be manipulated to form a relation for the
observer F matrix. To begin, substitute the SVD for C in equation D.14 into the
constraint, resulting in equation D.29.
(USV')F = 0 (D.29)
Again, utilizing the fact that the rows of V are orthonormal, an F which has the form
shown in equation D.30 will satisfy equation D.29.
F = V2 L 2  (D.30)
Since L 2 can be any arbitrary matrix of the correct dimensions, for simplicity, set L 2
equal to identity. Thus the matrix F is given by equation D.31.
F = V2  (D.31)
The last observer matrix T is obtained from the constraints of equation D.13a and
D.13b. First, equation D.13a is combined with the solution for the F matrix to yield
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~the relation for T shown in equation D.32.
TV2 = I (D.32)
The matrix T cannot be defined as V2' since any term in V ' space can be added to
the V2' terms without invalidating the equality. Therefore, write T as the sum of two
terms, as shown in equation D.33.
T = (V2' + L 3 V,') (D.33)
The matrix L 3 is not an arbitrary matrix, rather it depends on the other L matrices
calculated thus far. To find the explicit relation for L 3, examine the D.13b con-
straint. Replacing T and G with their solutions in equation D.33 and equation D.18,
respectively, yields equation D.34.
[V2' + L 3 Vi] [V2 L1 + VS-'U'] = 0 (D.34)
Eliminating the V'V 2 and V'V terms which are automatically zero results in an
expression which can be solved for L 3. The resulting L 3 in terms of L 1 is shown in
equation D.35.
L3 = -L 1US (D.35)
Substituting equation D.35 for L 3 into the initial equation for T yields equation D.36
for the final observer matrix.
T = V' - LUSV,' (D.36)
The derivation of the redcued order equations can be summarized as follows:
1. Perform the singular value decomposition of the nominal plant C matrix given
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by:
C = USV'=- U S 01 i]=
2. Use place.m to place the poles of the following system:
~2 = (V2'AV)'w 2 + (CAV2)'
'] = W 2
The resulting feedback system is L'.
3. Compute the observer matrices G, F, and T as follows:
G = V 2 L+ V1S-1'U'
F= V2
T = V2 - L 1USV'
4. The overall system observer is:
[ 2
x
TAF I TAG1 [TB - TAGD
CAF CAG X2 [CB- CAGD
= Fx + Gy - GDu
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(D.37)
(D.38)
(D.39)
(D.40)
u + o
IDI
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