We consider a biased sampling model that has been found useful in incorporating sizebiases inherent in many types of discovery data. The model postulates that the data are obtained from a fmite population by selecting successively without replacement and with probability proportional to some measure of size. Unlike the ppswor scheme in survey sampling, we assume here that the size measure is a function of the unknown population values. In this article, we consider maximum likelihood estimation of the finite population parameters under this biased sampling model. We study the large sample behavior of the MLE's and derive a simple, asymptotically efficient approximation to the MLE. The approximate MLE is structurally similar to the Horvitz-Thompson estimator. We show that information about the order in the sample can be used to make inference even when the population size is unknown, which in fact can be estimated. Small sample behavior of the estimators are investigated through a limited simulation study, and the results are used to analyze oil and gas discovery data from the North Sea Basin.
Introduction
Let 0L= {U1, ..., UH} denote a fmite population of N units, and let Yj be a characteristic associated with Uj, j = 1, ..., N. Let 9, = (Ul, ..., U,,) be an ordered sample of size n that is selected successively without replacement and with probability proportional population. We are interested in the general case where the selection probabilities can depend on the a priori unknown population characteristics (which are in fact the parameters of interest). In this case, the wj's associated with the (N -n) unobserved units will not be known with certainty even after the sample is observed.
The sampling design (1.1) where the selection probabilities depend on the parameters of interest is sometimes known as an informative design (Cassel, Sarndal and Wretman, 1977 proportional hazards model (Kalbfleisch and Prentice, 1980) . This relationship will be considered in more detail elsewhere.
Throughout this paper, we shail ignore any information in the labels Ul, ..., UN. We can then represent the ordered sample YS' by its attributes which we denote by (yI, .Yn)
Let zl,..., zx denote the distinct values in the fmite population with multiplicities N1, ..., N. We are interested in estimating the parameters Nl,...,N, from an observed, ordered sample of size n based on (1.1).
Statistical inference under the model (1.1) has been considered by various authors.
Most of these results were developed under the assumption that a population characteristic K such as the population size N or the population total R = > Nkzk is known. Barouch and k -I Kaufman (1977), Barouch, Kaufman and Nelligan (1983) , Lee and Wang (1983, 1985) , and Nair and Wang (1989) developed parametric estimators of the distribution under a superpopulation framework where the fmite population itself is assumed to be an iid sample from some underlying population. Gordon (1989) With some abuse of notation, we will let L(v) denote the log-likelihood of v. From
We will use the notations vo, fo, etc. to distinguish the true population parameters from the argument of the likelihood function: Note that these values also vary with N since we are considering a sequence of finite populations for our asymptotic framework. But we will continue to suppress their dependence on N for notational convenience. The following result is known (see Ros6n, 1972; Holst, 1973; and Gordon, 1989 ) and can be obtained as a consequence of Corollary 5.5. For 1 s k 5 K, IPk-VkO,Tk(XO) = op(l), (2.11) where X0 = X(fo), and X(u) satisfies
Note that X(u) is an increasing, convex function of u; so there is a one-to-one relationship between the sampling proportion fo and the parameter Xo.
We see from (2.11) 'Trk(X)
I -e XWk', Substitute Vk(X) in the log-likelihood (2.10), treat A as an unknown parameter, and consider the "profile log-likelihood" of A (which we denote as LPR(X)). The derivative of this likelihood with respect to X is [ Figure 1 about here.] Figure 1 shows the box plots of the (approximate) MLE Figure 1 . A referee has suggested the use of transformations to enhance normality and the quality of interval estimation. While this is possible, it is unlikely that a particular transformation, like the log-transformation, will work well in all cases. Our own preference is to use the bootstrap technique to obtain interval estimates in these situations. 
Application
We shall now illustrate our results by applying them to oil and gas discovery data from the North Sea Petroleum Basin. The data, given in Table 2 , are the estimated recoverable reserves (in millions of barrels of oil and gas equivalent) from 99 reservoirs that were discovered during the period [1967] [1968] [1969] [1970] [1971] [1972] [1973] [1974] [1975] [1976] . At the time of the last indicated discovery, drilling had not advanced far enough to exhaust the play. So, it was of interest to estimate the remaining amount of petroleum resources in this reservoir.
[ Table 2 appear to differ slightly from theirs; so we cannot make a comparison of our estimates with theirs which are based on other estimation schemes.
[ Define the measure p, by ek wkIFk(S) dp. point Z' (Xo) < 1. Since Z"(X) -P Z' (X) uniformly for 0 < XA M, we conclude that X is consistent for Xo. Since Pk tends in probability to PkO, we have consistency of v(X).
It is easy to see that (6.7) and (6.8) must also hold for v(X). 
