In a common approach for parallel processing applied to simulations of manyparticle systems with short-ranged interactions and uniform density, the cubic simulation box is partitioned into domains of equal shape and size, each of which is assigned to one processor. We compare the commonly used simple-cubic (SC) domain shape to domain shapes chosen as the Voronoi cells of BCC, FCC, and HCP sphere packings. The latter three are found to result in superior partitionings with respect to communication overhead. Scaling of the domain shape is used to extend the range of applicability of these partitionings to a large set of processor numbers. The higher efficiency with BCC and FCC partitionings is demonstrated in simulations of the sillium model for amorphous silicon.
Introduction
Realistic simulations of molecular dynamics and other dynamic many-particle systems demand increasingly larger models. Calculations on these large models can be distributed over several processors of a parallel computer to improve performance. An excellent review of the state-of-the-art of parallel atomistic simulations has recently been published by Heffelfinger [1] . According to this work, and to the best of our knowledge, spatial decomposition of a cubic simulation box with periodic boundary conditions is done almost exclusively by partitioning into cubic domains of equal size, each of which is assigned to a processor. Exceptions to this rule are earlier work by Esselink and Hilbers [2] and Chynoweth et al. [3] , who use a 2D decomposition motivated by the square mesh topology of their parallel machine. In case of density fluctuations, load imbalance between the processors might occur; here, we limit ourselves to homogeneous systems with a uniform density, such as bulk materials or liquids. Other methods are necessary for heterogeneous systems such as proteins in vacuum or stellar systems. Koradi et al. [4] have developed a partitioning method for heterogeneous systems, with processor domains defined as the Voronoi cell centered at the center of mass of a particle cluster.
In homogeneous many-particle systems, the major source of inefficiency inherent to the domain decomposition approach lies in the fact that particles interact over some distance, so that in particular particles near the surface of these domains interact with particles in neighboring domains. These particles near the surface thus cause communication with neighboring processors, redundant calculations, or both. For brevity, we call this entire extra work the communication overhead. In the case that the interaction range is much smaller than the lateral size of the domains, the communication overhead will roughly scale with the surface area of the domain. Hence, the optimal domain shape for many-particle systems with a uniform density and a short-range potential is a space-filling shape with minimal surface-to-volume (S/V ) ratio.
Our work exclusively concerns a cubic simulation box with periodic boundary conditions, which is the most commonly used simulation cell. Other types of simulation cells have been proposed, such as the truncated octahedron [5, 6] and the rhombic dodecahedron [7] , see also a discussion by Allen and Tildesley [8] .
This paper is organized as follows. First, we explore different shapes for the processor domains that are derived from simple-cubic (SC), body-centeredcubic (BCC) and face-centered-cubic (FCC) lattices. We determine their properties with respect to their use in parallel processing and discuss several implementation details. In the explanation of the basic ideas, we assume that a suitable number of processors is available. After that, we extend the range of applicability by showing how to use these domain shapes for various numbers of processors. We discuss related partitionings such as two-dimensional hexagonal and hexagonal-close-packed (HCP) partitioning. We then apply the SC, BCC, FCC domain shapes in a representative many-particle simulation: the sillium model of amorphous silicon, as proposed by Wooten, Winer, and Weaire [9, 10] . Finally, we present our conclusions.
Possible shapes for the processor domain
In this section, several domain shapes are discussed regarding their properties relevant for parallel processing. All lengths and distances are measured in fractions of the system to be simulated, which thus by definition has unit length edges. The domains assigned to each processor are equal in shape and size, and consequently have a volume of 1/p where p is the number of processors. The interaction range, i.e. the distance over which particles exert forces, equals the cut-off radius r c , where r c ≪ 1. Relevant for our purpose is the volume of the halo, i.e. the region outside the domain but within a distance r c . Particles in this halo interact with those inside the domain, causing communication overhead.
SC partitioning
The most straightforward three-dimensional division of a cube into identical domains is a division into p = k 3 smaller cubes, with k a positive integer. The resulting cubic domains have an edge length of 1/k. The volume of the halo with radius r c around each domain equals
The first term is equal to r c times the surface area of the domain. The second and third terms correspond to the extra volume of the halo located near the edges and corners of the domain, respectively. In simulations with short-range interactions as discussed here, run on parallel computers of reasonable size, we usually have that r c k ≪ 1, so that the first term dominates the others.
In the limit of very short-range interaction our problem reduces to the wellknown Kelvin problem, which is to find a partitioning of space with minimal surface area. Kelvin [11] conjectured that the optimal solution is the Voronoi cell of the BCC lattice, slightly curved to satisfy Plateau's rules [12] , but Weaire and Phelan [13] produced an even better partitioning (with 0.3% less surface area), based on two different cells, and related to the β-tungsten structure. We limit ourselves to proposing partitionings that can be shown to be better than SC and that can be implemented in a relatively simple way.
In the case of SC, the surface area equals
and because the volume of the cube assigned to a processor equals V = 1/p, the resulting S/V ratio is
BCC partitioning
A sphere with volume V = 1/p and radius R has a ratio
which is the minimum ratio that can be achieved; it is about 19.6% better than for SC. Although we cannot fill space with spheres, we can try to use sphere packings to obtain a domain shape with a low S/V ratio. In one well-known sphere packing, the spheres are centered at the sites of a body-centered-cubic (BCC) lattice, with spheres at the corners and the centers of cubic cells. The BCC unit cell is displayed in Figure 1 (a). Each unit cell adds two sphere centers to the lattice, as only one corner point is part of the unit cell; the other seven corner points are considered part of neighboring cells. By repeating this unit cell the BCC lattice is generated. The lattice is then rescaled, such that the length of the edges of a unit cell becomes 1/k.
The domain of a processor is formed by the Voronoi cell of a lattice point, i.e., the space closest to that point, measured by Euclidean distance. The model cube can now be divided into p = 2k 3 Voronoi cells, as generated by the BCC lattice. It turns out that each Voronoi cell is a truncated octahedron, as shown in Figure 1(b) . All cells are translated copies of each other. This is also the shape that Kelvin proposed as a solution to the Kelvin problem.
The truncated octahedron generated by the BCC lattice fits into a cube with edge length 1/k. Each of its six square faces has a surface area of 1/(8k 2 ) and each of its eight hexagonal faces has a surface area of 3 √ 3/(16k 2 ). This results in a total surface area of
Substitution of k = (p/2)
This is about 11.4% better than for SC.
FCC partitioning
In one of the optimal dense sphere packings, the spheres are placed at sites of a face-centered-cubic (FCC) lattice, with spheres at the corners of cubic cells and at the centers of the faces. The FCC unit cell is shown in Figure 2 (a). The corresponding Voronoi cell is a rhombic dodecahedron, as shown in Figure 2(b) . Each cubic unit cell adds four points to the lattice, so with this partitioning p = 4k 3 processors can be used. After the lattice is rescaled such that each unit cell has an edge of length 1/k, the Voronoi cell can be considered as being made up of a cube with edge length 1/(2k) and six pyramids with height 1/(4k), each covering one face of the small cube. The surface area of the rhombic dodecahedron equals 24 times the surface area of one of the triangular faces of the pyramid, which is 1/(8 √ 2k 2 ). The surface area of the domain in the FCC partitioning therefore equals Substitution of k = (p/4)
which is slightly more than for BCC, but still about 10.9 % better than for SC.
Practical implementation issues
For a partitioning method to be of practical use, it must be easy and inexpensive to determine the processor that owns a given particle and the processors that have the particle in their halo. The latter are the processors that need to obtain particle data through communication. For modularity, it is best to express the determination of these processor numbers as generic functions, which are called by the application program. No partitioning-related computations should be done directly by the application program; instead, the generic functions should be called. This way, it becomes easy to replace the partitioning method. Furthermore, we need a generic function that determines the partitioning method to be used for a given value of p. This function is called once, before the start of the simulation. How to choose the partitioning method for an arbitrary number of processors is the subject of Section 4. Our generic functions will be made available for general use.
Assigning particles to processors
In implementations, one needs an efficient procedure to determine the processor that owns a particle with coordinates (x, y, z). This processor corresponds to the nearest lattice site. Note that we can break ties arbitrarily between processors, in case particles are located exactly (or within the accuracy determined by the machine precision) on the boundary of two domains since this event is unlikely to occur often. With SC partitioning for p = k 3 processors, the processor number s can then be found by:
where ⌊x⌋ is the largest integer smaller than or equal to x. (Similarly, we define ⌈x⌉ as the smallest integer larger than or equal to x.)
To assign processor numbers to domains with the BCC shape, it is helpful to note that a BCC lattice consists of two simple-cubic lattices, shifted with respect to each other over a vector (
). One simply determines the nearest site in each of the two sublattices, compares the two, and takes the nearest. Here, one can take Manhattan distances, defined by (x, y, z) 1 = |x| + |y| + |z|, because these are cheaper to compute than Euclidean distances. Since the sum of the Manhattan distances of an arbitrary point to the two nearest sites equals 3/(2k), the nearest one is located at a Manhattan distance of less than 3/(4k). The procedure to calculate the processor number for the BCC partitioning is outlined in the pseudo-code below, where [x] = ⌊x + 1/2⌋ denotes the integer nearest to x and ' mod ' denotes the modulo operator (needed to wrap around the periodic boundaries):
For the FCC lattice, it is helpful to note that it can be obtained from a cubic superlattice by removing all grid points for which the total of the coordinates is odd. First, we determine the nearest grid point of this cubic superlattice. If the sum of the coordinates of that grid point is even, that point is the nearest FCC lattice site. If the sum is odd, the closest lattice point can be found by rounding one of the coordinates in the 'wrong' direction, i.e. in the opposite direction of the nearest integer coordinate; the coordinate that should be rounded 'wrongly' is the one with the largest rounding error (and hence the smallest error in the opposite direction). Using the notation ]x[ 7 for rounding 'wrongly' (in contrast to [x] for usual rounding), defined by the relation [x]+]x[= ⌊x⌋ + ⌈x⌉, this procedures thus becomes:
Assigning particles to processor halos
Our goal is to find out whether a particle x = (x, y, z) assigned to a particular processor s belongs to the halos of other processors. We present a method for producing a list that contains all the halo processors of a particle (and perhaps some other processors). We assume that r c is sufficiently small to guarantee that the halo of a processor domain is contained in one shell of neighboring processor domains.
Particles assigned to a processor s can belong to halos of processors s j with whom the processor shares a face. Each face j lies in a plane characterized by x ·n j − m j = 0, wheren j is a unit vector perpendicular to the plane. The distance of a particle x to this plane is easily obtained by
, we include processor s j in the list. Otherwise, the particle is too far from the domain across the plane, so that it cannot be in the halo.
Particles assigned to a processor s can also belong to halos of processors s j with whom the processor only shares an edge. Here, the relevant distance is the distance to the line characterized by x = a j + λb j that contains the edge. Here,b j is a unit vector. The distance d j from a particle x to this line is given by d
, where the norm is the Euclidean norm. If d j ≤ r c , we include processor s j in the list.
Particles assigned to a processor s can also belong to halos of processors s j with whom the processor only shares a vertex v j . If d j ≤ r c , where d j = || x − v j ||, we include processor s j in the list.
In general, a table of the applicable perpendicular vectorsn j , offsets m j , directional vectorsb j , line points a j , and vertices v j can be precomputed at the beginning of the simulation, after which the relevant distances can be computed easily during the simulation whenever required.
For SC partitioning, the perpendicular vectors as well as the directional vectors are unit vectors along coordinate axes; this allows for even more simplified tests. However, all three cases occur: processor s shares a face with the six processors s ± 1, s ± k, and s ± k 2 ; it shares an edge with the twelve processors s ± 1 ± k, s ± 1 ± k 2 , and s ± k ± k 2 ; and it shares a vertex with the eight processors s ± 1 ± k ± k 2 . (We assume for brevity that wrap around does not occur in the processor numbering.) For SC partitioning, the output list contains exactly all the halo processors.
For BCC partitioning, two processors never share only an edge or a vertex. Processor s shares a square face with the six processors s ± 1, s ± k, and s ± k 2 . It shares a hexagonal face with the eight processors s + k 3 − α, where
2 with α i ∈ {0, 1}, in the case s < k 3 , and with the eight processors s − k 3 + α otherwise. For BCC partitioning, the output list may contain additional processors, since here the distance to a face can be larger than the distance to the plane in which the face lies. For r c ≪ 1/k, the number of particles with additional processors in their list becomes negligible.
For FCC partitioning, processor s shares a rhombic face with twelve processors s±1, s±2k, s±1±2k, s±1−4k 2 , and s±2k−4k 2 , in the case of even s+⌊s/(2k)⌋ (equivalent to even P x + P y in the FCC numbering); in the odd case, the term −4k 2 should be replaced by +4k 2 . The processor also shares a vertex with the six processors s ± 2, s ± 4k, and s ± 4k 2 . For FCC partitioning, the output list may contain additional processors, namely some of the neighbors that share a face. This is because the distance to a face can be larger than the distance to the plane in which the face lies. Neighbours that only share a vertex cannot be among the additional processors. On the other hand, we must then be sure that our method includes such a neighbor in the list whenever the particle is close enough to that neighbor. Fortunately, this is guaranteed, because the angles between the faces intersecting in the shared vertex are such that the shared vertex is the nearest point of the neighboring processor to the particle.
Using an arbitrary number of processors
In the previous sections, we have explained the different space partitioning methods assuming that we have a suitable number of processors available. For example, for SC partitioning we assume that we have p = k 3 processors available for the whole cubic simulation box so that each domain assigned to a processor is itself a cube. For the BCC and FCC partitionings we assume that we have p = 2k 3 , 4k 3 processors available, respectively. This assumption, however, is not essential for using the partitioning method. For example, if we have p = k 1 k 2 k 3 processors available, with each k i ≥ 1 an integer, we can generalize the SC partitioning by splitting the cubic simulation cell into p rectangular blocks of size
where
We can apply BCC partitioning if we have p = 2k 1 k 2 k 3 processors available. This can be done by first rescaling the cubic simulation box by a factor of k i in each dimension i, giving a rectangular simulation box of size k 1 ×k 2 ×k 3 , which contains p/2 cubes of size 1 × 1 × 1. We can now partition each cube, as explained in Subsection 2.2, assigning points in space to the nearest corners and centers of cubes. This defines a partitioning of the rescaled simulation box for p processors. The partitioning of the original simulation box is then obtained by scaling back. The resulting processor domains are 'deformed' truncated octahedra, since they have been scaled by a factor 1/k i in each dimension i. The domains are still translated copies of each other, because BCC is a lattice. The resulting S/V ratio is
The same procedure can be applied in the FCC case, where p = 4k 1 k 2 k 3 , with a resulting ratio
We now have extended the applicability of the partitioning methods: the SC method can be used for every number of processors p, the BCC method for every even p, and the FCC method for every multiple of four. For a particular partitioning method, the S/V ratio is minimal if
FCC, respectively). In that case, the S/V ratios 6, 5.315, 5.345 times p 1 3 are attained. If equality cannot be achieved, the factors k i should be chosen as close as possible to (p/c) 1 3 . For SC, BCC, and FCC, we may assume without loss of generality that k 1 ≤ k 2 ≤ k 3 .
As an example, we take the case p = 8. We can apply the SC method with the triples (k 1 , k 2 , k 3 ) = (1, 1, 8), (1, 2, 4), (2, 2, 2) , giving S/V = 16, 12, 12, respectively. We can apply the BCC method (with constant c = 2) with the triples (k 1 , k 2 , k 3 ) = (1, 1, 4), (1, 2, 2) , giving S/V = 14.728, 11, respectively. We can also apply the FCC method (with constant c = 4) with the triple (k 1 , k 2 , k 3 ) = (1, 1, 2), giving S/V = 11.773. The surprising conclusion for the case p = 8, which at first sight seems to be tailored to the SC method, is that both the BCC and FCC methods are better than SC. The gain of BCC with (k 1 , k 2 , k 3 ) = (1, 2, 2) compared to the best SC method is about 8.3%. Table 1 presents a summary of the best possible partitionings for each of the three methods SC, BCC, FCC in the range p = 1-32. The table gives a triple for which the lowest S/V ratio is achieved, and the corresponding ratio. For convenience, we express the S/V ratio in terms of p The table illustrates the efficiency benefits of having several different partitioning methods in our toolbox. The SC method is superior when the number p does not have many prime factors. It is the only applicable method if p is odd. The BCC method, on the other hand, is better than SC when p is highly composite and has prime factors such that the simulation box can be cut into p/2 almost cubic blocks. This happens for p = 8, 12, 16, 24, 32. The BCC method is superior to FCC in the range studied, except for p = 32. This is mainly due to the fact that the BCC method requires only one factor of 2, instead of two such factors as FCC does, and to a lesser extent it is due to the 0.6% lower S/V ratio in the ideal case. The largest gain in the range p = 1-32 is found for p = 16, where the savings are 16.3%. The FCC method is best for p = 32, where it has an ideal split in all three dimensions.
The practical implementation for an arbitrary number of processors is slightly more complicated than in the special case k 1 = k 2 = k 3 treated in Section 3. The methods presented for assigning particles to domains and halos should be generalized to take the rescaling into account. We omit the details for the sake of brevity. Table 1 Best triple and resulting S/V ratio for three 3D partitioning methods for p =1-32. The lowest ratio is given in boldface.
Related partitioning methods
We have presented a basic partitioning toolbox containing three partitioning methods that can handle most processor numbers in an efficient way. Still, we cannot claim optimality and in fact sometimes it would be better to use a different method. We will briefly discuss a few related methods in this section.
We can modify the FCC method by taking only the face centers of the FCC unit cell as centers of Voronoi cells, giving three domains per unit cell. The resulting domain shape for p = 3k 3 processors is an octahedron consisting of two pyramids with height 1/(2k) and base edges of length 1/k. We call the resulting method the octahedral method. Now, the centers of the Voronoi cells do not form a lattice and the domains are not translated copies of each other. Nonuniform scaling yields processor domains that differ from each other because they have a different surface area; their volume is the same. The domain with the largest surface area determines the S/V ratio of the method. This makes the octahedral method much less attractive than other methods in the case of nonuniform scaling.
The S/V ratio of the octahedral method for p = 3k 1 k 2 k 3 processors with
Note that this formula is not symmetric in k 1 , k 2 , k 3 , so that it only holds if k 3 is the largest parameter. In the ideal case k 1 = k 2 = k 3 = k, the ratio equals
This is slightly better than the ideal SC ratio, but much worse than BCC and FCC. We found that for p = 81, the octahedral method is best, since BCC and FCC cannot be applied, and SC with the triple (3,3,9) has a higher ratio of 6.934 · p 1 3 . In the same way, the octahedral method is best for all p = 3k 3 with k odd. In the range p ≤ 1024, this method is the best for p = 81, 375, 525, 735. In practice, the octahedral method will be useful only on rare occasions.
For small numbers of processors, it may be useful to partition only two dimensions. For the SC method, this leads to the choice k 3 = 1. In two dimensions, hexagonal lattice packing is an optimal sphere packing and its Voronoi cells, regular hexagons, have a minimal S/V ratio. We can use this lattice to obtain an alternative method for partitioning a square simulation box. For p = 2k 2 , we can partition the box into k 2 squares with edges of length 1/k. Each square can then be divided into a central (nonregular) hexagon and four quarter hexagons as depicted in Figure 3 , and these domains can be assigned to processors. For p = 2k 1 k 2 , we can rescale in the same way as before, and obtain a ratio
(The term k 1 drops for k 1 = 1.) For k 1 ≈ √ 3k 2 , we approach regular hexagons and obtain a ratio of
This is better than the ideal two-dimensional SC ratio of 4p 1 2 . Of course, we can only approach the exact ratio k 1 /k 2 = √ 3, but never achieve it, since k 1 and k 2 must be integers. We can use the hexagonal method to partition a cubic simulation box by partitioning space based on the first two coordinates; equation (15) also gives the S/V ratio for the 3D case. This method is best for p = 4, 6, 12, 20, 28, giving S/V ratios (in p Table 1 . For p > 28, it can be shown that three-dimensional SC partitioning is better than two-dimensional hexagonal partitioning.
FCC is only one member of an infinite family of related optimal sphere packings, see [14] ; another one is hexagonal-close-packed (HCP). We can construct an HCP packing by starting with a layer of spheres centered at the points λ(1, 0, 0) + µ( . We continue adding layers in this way, also in the negative z-direction.
The Voronoi cells of HCP, twisted rhombic dodecahedrons, have the same volume and surface area as those of FCC. HCP packing has the disadvantage that its sphere centers do not form a lattice, which means that Voronoi cells are not necessarily translated copies of each other. Still, all the Voronoi cells r best triple ( 1, 2, 2) (1, 1, 2) (1, 1, 1) (1, 1, 1) 6.300 5.889 5.345 5.574 Table 2 Best triple and resulting S/V ratio for four 3D partitioning methods for p = 2 3q+r . The table is valid for FCC with p ≥ 4, SC and HCP with p ≥ 8, and BCC with p ≥ 16. The lowest ratio is given in boldface.
in the even layers are translated copies of each other, and the same holds for the cells in the odd layers. The two cell types are related, for instance by a reflection: one cell can be obtained from the other by reflection in the y = 0 plane.
We can derive an HCP partitioning method for p = 4k 1 k 2 k 3 processors, by rescaling similar to the two-dimensional hexagonal case. The S/V ratio of the resulting processor domains is
. (17) Because we scale along the coordinate axes, all the domains have an identical S/V ratio. (This is in contrast to the previous nonlattice case, octahedral partitioning.) For k 1 ≈ √ 3k 2 and k 1 ≈ 2 3 √ 6k 3 , we approach the ideal HCP ratio of about 5.345 · p 1 3 , but we cannot achieve it exactly. Implementing HCP is more difficult than implementing FCC, because HCP is not derived from a cubic grid and because of the alternating layers with two different domains.
The number of processors of a parallel computer is often a power of two. We write p = 2 3q+r , with q ≥ 0 and r = 0, 1, 2. We can take k 1 , k 2 , k 3 equal or as near as possible to equal, and then substitute these values into equations (10)- (12), for the partitioning methods SC, BCC, and FCC. For HCP, we can find the best triple using equation (17) . Table 2 summarizes the results for four partitioning methods for the important case where p is a power of two. Note that the table is not valid for small values of p, since then terms are dropped from the sums in the S/V formulae. Because of symmetry, the given triple (k 1 , k 2 , k 3 ) can be permuted for SC, BCC, and FCC; this cannot be done for HCP. Note that the three methods BCC, FCC, and HCP nicely supplement each other, and that they all outperform SC.
Application: amorphous silicon
We have applied SC, BCC, and FCC partitioning to the construction of models of amorphous silicon, following the sillium model proposed by Wooten, Winer, and Weaire [9, 10] , with recent algorithmic improvements [15] . This has produced the best models of amorphous silicon that are available to date.
Within the sillium approach, an atomic configuration consists of the coordinates of all N atoms, together with a list of the 2N bonds between them. The energy of a configuration is obtained from the Keating potential [16] :
Here, α and β are the bond-stretching and bond-bending force constants, respectively; d = 2.35Å is the equilibrium Si-Si bond length in the diamond structure. Usual values are α = 2.965 eV/Å 2 and β = 0.285 α.
The construction of a well-relaxed configuration starts from a configuration in which atoms with random coordinates are four-fold connected. This network is then relaxed through a sequence of many proposed bond transpositions, accepted with the Metropolis acceptance probability [17] given by
where k b is the Boltzmann constant, T the temperature, and E b and E f are the total quenched energies of the system before and after the proposed bond transposition.
With the approach given above, and described in more detail in Refs. [9, 10] , Wooten, Winer, and Weaire obtained 216-atom models of a-Si with a bond angle deviation as low as 10.9 degrees. A decade later, using the same approach but more computing power, Djordjević, Thorpe, and Wooten [18] produced larger (4096-atom) models of even better quality, with a bond angle deviation of 11.02 degrees for configurations without four-membered rings and 10.51 degrees when these rings were allowed [18] . With some additional algorithmic improvements, Barkema and Mousseau generated 1000-atom models with a bond angle deviation of 9.2 degrees [15] , and one 4096-atom model with a bond angle deviation of 9.89 degrees. Exploiting parallel processing, we have generated a 10,000-atom model with a bond-angle deviation as low as 9.88 degrees and a 20,000-atom model, used primarily for our benchmarking. The structural and electronic properties of these models are discussed in [19] ; here we focus on computational aspects, using the 20,000-atom model in all our experiments.
In our parallel program, the simulation box containing 20,000 atoms was divided by three partitioning methods: SC, BCC, and FCC. For each method, we used the best triple (k 1 , k 2 , k 3 ) given by Table 1 . In addition, we used SC with k 1 = k 2 = 1 and k 3 = p as a separate 'slices' method, to show the effects of one-dimensional partitioning. Due to the three-body term in the Keating potential, each processor needs two extra layers of atoms near the surface of its domain. Therefore, in our application, the halo of a processor consists of all the atoms outside the processor that are at most two bonds away from an atom in the processor. As a consequence, the communication of the halo atoms is determined by the connectivity information in the model. It turns out that the halo size can be well approximated by a cut-off distance of 1.3 times the average bond length of 2.35Å. For the 20,000-atom model, with a simulation box size of about 70.4Å, this gives a value of r c ≈ 0.043 (in units where the box size is one.) Note that this is a rough approximation, and that the true interaction cut-off is determined by the connectivity and not by the distance between two atoms.
The parallel program, which is based on the BSPlib communications library [20] , was tested for different values of p on a Cray T3E parallel computer. As a simple performance metric, we take the efficiency E p , defined as
where T p is the execution time of one iteration of the global relaxation procedure on p processors and T 1 is the time for one processor without communication overhead.
The results of the efficiency measurements are shown in Figure 4 . It is clear that in general the efficiency decreases as p increases, although with fluctuations. It can be seen for instance that the better S/V ratio of FCC as given in Table 1 for p = 32 indeed leads to higher efficiency. In fact, for all values of p studied, the measured relative performance of the three methods SC, BCC, and FCC agrees with the theoretical predictions of the table; our data show that this holds even in the case where efficiencies nearly coincide in the plot. Note in particular the high efficiency that can be obtained for powers of two, such as p = 16 and p = 32. It is clear that using slices should be avoided, because in that case efficiency decreases rapidly. For p = 4, slices and SC with the triple (1, 2, 2) given in Table 1 are different partitionings, but their S/V ratio is equal. Here, slices perform better, because the halo volume for slices does not have lower order terms, such as those given in equation (1) Table 3 Time (in ms) of parts of one relaxation iteration for three 3D partitioning methods for p = 32.
The differences in efficiency we measured are less pronounced than Table 1 might suggest. This is because the efficiency metric takes the whole computation into account, whereas the improvement of the FCC method over the other methods is only in the halo-related part. Table 3 gives additional timing information on parts of a relaxation iteration for p = 32. The pure communication part is about 19% faster for FCC than for SC. The total halo part, which includes communication of halo atoms but also all computations and data structure manipulations related to the halo, shows a considerable time savings of about 15% for FCC, which is close to the value predicted by the S/V ratio. Note that for brevity we called the halo-related operations 'communication overhead', but that in fact this involves much more than the communication itself.
To investigate the communication properties further, we counted the atoms in the inner regions and the halos. Both the maximum and the average over the p processors are listed in Table 4 ; the maximum number of interior atoms determines the computation time, whereas the maximum number of halo atoms determines the communication time. Also displayed is the ratio of the average number of halo atoms to the average number of interior atoms. (The ratio of the averages is the best measure of the effects studied, since it is less noisy than the ratio of the maxima.) The last column of the table gives the experimental halo/interior ratio divided by the theoretical S/V ratio. This value should be more or less constant, and it is a test of our assumption that the S/V ratio is a good measure of relative halo size. The value for SC with p = 2 should be equal to the cut-off radius r c , since the halo has volume 2r c in that case. The value 0.0458 agrees reasonably well with the previously determined value r c ≈ 0.043. For larger numbers of processors the value increases slowly, mainly due to terms in r 2 c /k, cf. equation (1) for the SC case with p = k 3 . Similar effects occur for BCC and FCC. The table shows for instance that for p = 32 FCC indeed has fewer particles in its halo than SC and BCC, explaining the results of Figure 4 .
Conclusion and future work
We have proposed three new space partitionings, based on Voronoi cells of the BCC, FCC, and HCP sphere packings, for use in parallel particle simulations with uniform density, short-range interactions, and a cubic simulation box. The advantage of these new partitionings is that they yield domains with a lower S/V ratio than the commonly used SC partitioning and thus reduce the communication overhead of a parallel computation. The ratio, expressed in terms of p 1 3 , is about 11% lower in the ideal BCC, FCC, and HCP case compared to the ideal SC case. The gain for a particular number of processors p, however, may even be larger.
The new partitioning methods are particularly advantageous for numbers of processors that are a power of two, a case that commonly occurs. For p = 16, 128, 1024, . . ., BCC partitioning achieves the ratio of 5.315 · p 1 3 , which is the lowest ratio known to date for a single allowed domain shape. Over a century ago, Kelvin conjectured that this is optimal; for a single allowed domain shape the conjecture remains an open problem. For p = 32, 256, 2096, . . ., FCC partitioning is close to optimal, achieving a ratio of 5.345 · p 
