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1. Introduction
In 1979 [16], Kazhdan and Lusztig defined the Kazhdan–Lusztig polynomials, and this gave rise to what is now known
as Kazhdan–Lusztig theory. They stated twomajor conjectures involving these polynomials in [16,17]: the Kazhdan–Lusztig
conjecture (in the representation theory of complex semi-simple Lie algebras) and theKazhdan–Lusztig positivity conjecture
(in algebraic combinatorics). The first conjecture was proved for Weyl groups by Beilinson and Bernstein in [2] and by
Brylinski and Kashiwara in [3] and later by Soergel [23] and Fiebig [9] using different approaches. The second conjecture
was proved for Weyl or affine Weyl groups in [17] and in some other cases by Haddad [14] and Dyer [5].
In 1980, Lusztig stated a central conjecture in the representation theory, known as the Lusztig conjecture. This conjecture
is about the characters of irreducible representations of reductive algebraic groups in positive characteristic. This conjecture
is known only in large characteristics [1].
Let us consider (W , S) a Coxeter system andH its Hecke algebra. In 1992, Soergel categorifiedH (see [24]). This means
that he defined a tensor category B (that depends on a field k and on a representation ofW ) and an isomorphism of rings
E from H to the split Grothendieck group of B. He then stated a conjecture that links, via E , the Kazhdan–Lusztig basis
elements inH with the indecomposable elements of B. This conjecture implies the Kazhdan–Lusztig positivity conjecture,
andwhen the characteristic of k is larger that the Coxeter number h ofW , it implies a part of the Lusztig conjecture.Moreover,
Fiebig proves in [13] that a generalization of Soergel’s conjecture for affine Coxeter systems implies the whole of Lusztig’s
conjecture.
Soergel introduced this category in the case of Weyl groups in order to make a link between the BGG category O of a
semi-simple complex Lie algebra and semi-simple equivariant perverse sheaves on flag varieties. This link with geometry
allowed him to prove his conjecture in theWeyl group case. He deduced in [23] the proof of the Kazhdan–Lusztig conjecture
that we have mentioned.
The following diagram is a summary of the implications:
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In this paper, we are concerned with the case where (W , S) is a right-angled Coxeter system. This means that m(s, r) = 2
or∞ for all s, r ∈ S. In this case, we find a presentation of the tensor category B (which we call the right-angled Soergel
category) by generators and relations. If we can extend this result to Weyl and affine Weyl groups we expect to be able to
re-prove the Kazhdan–Lusztig conjecture in the spirit of [23] but (from our perspective) in a more natural way. One should
also be able to re-prove a part of Lusztig conjecture (comparing quantum and algebraic groups) in an essentially different
way to the proof in [1].
Some months after this paper was submitted, Elias and Khovanov [8] found a presentation by generators and relations
of Soergel’s category when W is the symmetric group. Their proof relies strongly on diagrammatics and graph theory, in
contrast to our method which is purely algebraic. Their result might help in the program of calculating Khovanov–Rozansky
link homology (a categorification of the HOMFLYPT polynomial) defined in [18] using Soergel category B. Some results in
this direction are given in the papers [22,28]. We think that the approach in [8] is very interesting, but not easy to generalize
to other cases. We believe that mixing their method and our method might yield the result in complete generality.
We want to remark that the right-angled case is very rich from a topological and geometrical perspective. For example,
in the introduction of [4] Davis remarks that the right-angled case is sufficient for the construction of most examples of
interest in geometric group theory.
This paper is divided as follows. In Section 2 we give the definition of Soergel’s category and recall the light leaves basis
of certain homomorphism spaces. In Section 3 we introduce the tensor category T. This category is equivalent to the Soergel
category of bimodules, and this will be proved in Section 4. In Section 4.1 we give a summary of the proof of this theorem.
2. Soergel’s category of bimodules
We recall in this section the definition of Soergel’s bimodules and the construction of a basis of the Hom spaces between
some important Soergel bimodules in the right-angled case, as studied in [19].
2.1. Definition of Soergel bimodules
Let (W , S) be a (not necessarily finite) Coxeter system with |S| <∞ and T ⊂ W the set of reflections inW , i.e.
T =
⋃
w∈W
wSw−1.
Let k be an infinite field of characteristic different from 2 and V a finite dimensional k-representation ofW . Forw ∈ W , we
denote by Vw ⊂ V the set ofw-fixed points.
In [26], Soergel defines a reflection faithful representation of (W , S) as a faithful, finite dimensional representation V of
W such that, for eachw ∈ W , the subspace Vw is a hyperplane of V if and only ifw ∈ T .
From now on, we consider V a reflection faithful representation ofW . If k = R, by the results of [20], all the results in
this paper will stay true if we consider V to be the geometric representation ofW (even though this representation is not
always reflection faithful).
Let R̂ = R(V ) be the algebra of regular functions on V . We equip R̂ with a Z-grading R = ⊕i∈Z Ri such that we have
R2 = V ∗ and Ri = 0 for uneven i. The action of W on V induces an action on R̂. For s ∈ S consider the Z-graded (̂R, R̂)-
bimodule θ̂s = R̂ ⊗R̂s R̂, where R̂s is the subspace of R̂ stabilized by s. The following is the central object of study in this
paper:
Definition 2.1. Soergel’s category B(W , V ) = B is the full subcategory of all Z-graded (̂R, R̂)-bimodules with objects the
finite direct sums of direct summands of bimodules of the type θ̂s1 ⊗R̂ θ̂s2 ⊗R̂ · · · ⊗R̂ θ̂sn for (s1, . . . , sn) ∈ Sn.
For simplicity, we will denote by θ̂s1 θ̂s2 · · · θ̂sn the (̂R, R̂)-bimodule
θ̂s1 ⊗R̂ θ̂s2 ⊗R̂ · · · ⊗R̂ θ̂sn ∼= R̂⊗R̂s1 R̂⊗R̂s2 · · · ⊗R̂sn R̂.
More details about this category can be found in the papers by Dyer [6,7], by Fiebig [10–12], bymyself [19,20], by Soergel
[23–26] and by Williamson [27]. From our perspective, [26] forms the central and more complete reference.
Wewill use an auxiliary category inwhichwe do not consider the direct summands nor the gradings: the category B̂ is the
category of (̂R, R̂)-bimodules, with objects the finite direct sums of bimodules of the type θ̂s1 θ̂s2 · · · θ̂sn for (s1, . . . , sn) ∈ Sn.
2.2. Some morphisms
In this subsection we will introduce some important morphisms between Soergel bimodules. Let x̂s ∈ V ∗ be an equation
of the hyperplane Hs fixed by s ∈ S. We have a decomposition R̂ ' R̂s ⊕ x̂ŝRs, corresponding to
R̂ 3 p = p+ s · p
2
+ p− s · p
2
.
We define P̂s(p) = (p+ s · p)/2, Îs(p) = (p− s · p)/2 and ∂̂s(p) = (p− s · p)/2̂xs.
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AsW acts trivially over(∑
s∈S
k̂xs
)⊥
=
⋂
s∈S
Hs,
we have that V ′ =∑s∈S k̂xs is stabilized byW , so we deduce the important fact that P̂t (̂xs), Ît (̂xs) ∈ V ′.
We define four morphisms in B (or B̂) that are the generators of Soergel’s category as a tensor category. In other words,
everymorphismcanbeobtained as linear combinations of tensor products of compositions of these fourmorphisms together
with identity morphisms, as is proved in [19]. The first is the multiplication morphism
m̂r : θ̂r → R̂
R̂⊗R̂r R̂ 3 p1 ⊗ p2 7→ p1p2.
The second is the only (up to non-zero scalar) degree−2 morphism from θ̂r θ̂r to θ̂r :
ĵr : θ̂r θ̂r → θ̂r
R̂⊗R̂r R̂⊗R̂r R̂ 3 p1 ⊗ p2 ⊗ p3 7→ p1∂̂r(p2)⊗ p3.
The third is the only (up to non-zero scalar) degree 2 morphism from R̂ to θ̂r θ̂r . This morphism is an important ingredient
in some adjunctions that considerably reduce the complexity of the problem that we will attack in this paper:
α̂r : R̂ → θ̂r θ̂r
1 7→ x̂r ⊗ 1⊗ 1+ 1⊗ 1⊗ x̂r .
Finally, ifm(s, r) = 2, we define the only (up to non-zero scalar) degree 0morphism from θ̂ŝθr to θ̂r θ̂s. This morphism has an
analogue whenm(s, r) > 2 (see [21] for more details) but it is much more complicated to express it with a closed formula:
f̂sr : θ̂ŝθr → θ̂r θ̂s
R̂⊗R̂s R̂⊗R̂r R̂ 3 p1 ⊗ p2 ⊗ p3 7→ p1∂̂s(p2)⊗ 1⊗ x̂sp3 + p1P̂s(p2)⊗ 1⊗ p3.
We define the following morphisms as compositions of the previous morphisms:
• p̂r = (id⊗ ĵr) ◦ (̂αr ⊗ id) : θ̂r → θ̂r θ̂r;• ̂r = (id⊗ m̂r) ◦ α̂r : R̂→ θ̂r;• x̂r = (mr ◦ r)/2 : R̂→ R̂.
It is easy to see that the morphism x̂r ∈ End(̂R) corresponds to the multiplication by x̂r ∈ R̂.
2.3. A basis of the Hom spaces in the right-angled case
In the article [19], some bases are constructed (called BFL bases) for Hom(̂R,̂R)(̂θs1 · · · θ̂sn , R̂) as a right R̂-module (with
(s1, . . . , sn) ∈ Sn). We will fix one such basis by taking (with the notation of the paper [19]) p(n, x, t) an m-tuple with m
minimal. We have to introduce some notation in order to recall this basis.
If g is one of the morphisms defined in Section 2.2 then the morphism ig is, informally, the morphism g applied
in the ith position tensored by the identity elsewhere. To be more precise, if they have a meaning, we define in
Hom(̂θu1 · · · θ̂ul , θ̂t1 · · · θ̂tk) the following morphisms:
1. îj := idi ⊗ ĵui+1 ⊗ idl−i−2.
2. im̂ := idi ⊗ m̂ui+1 ⊗ idl−i−1.
3. iα̂s := idi ⊗ α̂s ⊗ idl−i.
4. îf := idi ⊗ f̂ui+1ui+2 ⊗ idl−i−2.
5. îp := idi ⊗ p̂ui+1 ⊗ idl−i−1.
6. i̂s := idi ⊗ ̂s ⊗ idl−i−1.
7. ix̂s := idi ⊗ x̂s ⊗ idl−i−1.
Let Mo = {j,m, αs, f , p, s, xs}. For d ∈Mo we define d̂i in almost the same way, with the only difference that we put idi in
the right-hand side. For example ĵ i = idl−i−2 ⊗ ĵul−i−1 ⊗ idi.
Now we are able to define the multiplication morphism m̂(t, 0), the chain morphism ĉh(t, t ′) and the complete chain
morphism ĉch(t, t ′), for t, t ′ non-negative integers:
• m̂(t, 0) = m̂t .
• ĉh(t, 0) = ĵt .
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• ĉh(t, t ′ > 0) = ĵt ◦ f̂ t+1 ◦ f̂ t+2 ◦ · · · ◦ f̂ t+t ′ .
• ĉch(t, t ′) = m̂t ◦ ĉh(t, t ′).
Definition 2.2. Let No = {m̂, ĉh, ĉch}. We say that (ĝq(tq, t ′q), . . . , ĝ1(t1, t ′1)), with ĝi ∈ No, is a good g-expression of the
morphism ĝq(tq, t ′q) ◦ · · · ◦ ĝ1(t1, t ′1) and that this expression has length q. If tp+1 < tp for all 1 ≤ p ≤ q then we say that the
good g-expression is in the good order.
If ν = (ĝq(tq, t ′q), . . . , ĝ1(t1, t ′1)) is a good g-expression of some morphism, 1 ≤ m ≤ q and ĝm(tm, t ′m) ◦ · · · ◦ ĝ1(t1, t ′1) :
θ̂s1 · · · θ̂sn → θ̂u1 · · · θ̂ul , we write Codom(ν,m) = (u1, . . . , ul). We also write Codom(ν, 0) = (s1, . . . , sn).
Definition 2.3. Let t¯ = (t1, . . . , tp) ∈ Sp.We say that the ith element of t¯ is of left type if there exist j < i, with tj = ti and
m(tk, ti) = 2 for all j < k < i.
Let ν = (ĝq(tq, t ′q), . . . , ĝ1(t1, t ′1)) be a good g-expression in the good order. Fix an integer 1 ≤ m ≤ q and write
Codom(ν,m − 1) = (u1, . . . , ul). If (u1, . . . , ul−tm−1) is a reduced expression inW we say that ν satisfies property (Pm). If
ν satisfies property (Pm) for all 1 ≤ m ≤ q, then we say that ν satisfies property (P).
Now we are able to define a basis of some Hom spaces. The following is a corollary of [19, thm. 5.1]:
Proposition 2.4. Let (W , S) be a right-angled Coxeter system. Let (s1, . . . , sn) ∈ Sn. The set
F̂L(s1, . . . , sn) = {morphisms in Hom(̂θs1 · · · θ̂sn , R̂) associated with good
g-expressions in good order satisfying property (P)}
is an R̂-basis of Hom(̂R,̂R)(̂θs1 · · · θ̂sn , R̂) called the ‘‘light leaves basis’’.
We define two morphisms that will allow us to find many more homomorphism spaces than the ones given by the
proposition. For everyM,N ∈ B̂(W ), we define the following two morphisms:
• F̂s(M,N): Hom(̂θsM,N) → Hom(M, θ̂sN)f 7→ (idθ̂s ⊗ f ) ◦ (̂αs ⊗ idM).
• Ĝs(M,N): Hom(M, θ̂sN) → Hom(̂θsM,N)
g 7→ ((m̂s ◦ ĵs)⊗ idN) ◦ (idθ̂s ⊗ g).
Wewill write F̂s and Ĝs whenM and N are known. The morphisms F̂s(M,N) and Ĝs(M,N) are inverse to each other (see
[19, lemma 3.3] and its proof), so, for every couple of sequences (s1, . . . , sn) and (t1, . . . , tk), the set
F̂L(s1, . . . , sn; t1, . . . , tk) := F̂t1 ◦ · · · ◦ F̂tk−1 ◦ F̂tk ◦ F̂L(s1, . . . , sn)
is a basis of Hom(̂θs1 · · · θ̂sn , θ̂t1 · · · θ̂tk).
3. The tensor category T
The main goal of this section is to introduce the tensor category T. We will see in the sequel that this category (more
precisely, a slight variation of it) is equivalent to Soergel’s category in the right-angled case (see Theorem 3.3 for more
details).Wewill start by defining in 3.1 the tensor category Tr that is equivalent to the category T in rank 1.Wewill introduce
in 3.2 the tensor category T by generators and relations.
3.1. The tensor category Tr
For an introduction to tensor categories and strict tensor categories with a presentation by generators and relations, we
refer the reader to [15, chapters XI and XII].
We define the strict tensor category Tr by generators and relations. Its objects are generated by θr and by the unit R as
tensor category. Its morphisms are generated by:
• jr : θr → θrθr .• mr : θr → R.• αr : R→ θrθr .
We define pr , r and xr by the same formulas as in Section 2.2 (omitting all hats). The relations defining Tr are the following:
1. r = (mr ⊗ id) ◦ αr : R→ θr .
2. pr = (jr ⊗ id) ◦ (id⊗ αr) : θr → θrθr .
3. (id⊗ (mr ◦ jr)) ◦ (αr ⊗ id) = id : θr → θr .
4. ((mr ◦ jr)⊗ id) ◦ (id⊗ αr) = id : θr → θr .
5. jr ◦ (id⊗ jr) = jr ◦ (jr ⊗ id) : θrθrθr → θr .
6. jr ◦ αr = 0 : R→ R.
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7. id⊗mr = mr ⊗ id+ jrxr − xr jr : θrθr → θr .
8. jr ◦ (id⊗ xr ⊗ id) = (mr ⊗ id)− (xr ⊗ id) ◦ jr : θrθr → θr .
The following definition is needed to state Proposition 3.2.
Definition 3.1. Let A be a commutative ring and C an A-linear category. If R is a commutative A-algebra, we define the
category C ⊗A R in the following way: it has the same objects as C and its morphisms are defined by the formula
HomC⊗AR(M,N) = HomC(M,N)⊗A R.
LetA be the subring of EndTr (R) generated by the set {xs}s∈S . The following proposition is a special case of Theorem 3.3
that will be proved in the sequel.
Proposition 3.2. Let W be a Weyl group of type A1. The application xs 7→ x̂s extends to a morphism A → R̂ and there is an
equivalence of R̂-linear tensor categories between B̂(W ) and Tr ⊗A R̂.
3.2. Definition of T
Nowwe are ready to define the tensor category T by generators and relations. Let (W , S) be a right-angled Coxeter system
and V a reflection faithful representation ofW . We will define the tensor category T(W , V ) by generators and relations. Its
objects are generated as a tensor category by θr for all r ∈ S, and by the unit R. Its morphisms are generated by
• jr : θrθr → θr .• mr : θr → R.• αr : R→ θrθr .• fsr : θsθr → θrθs.
We define pr , r and xr by the same formulas as in Section 2.2 without the hats. For s, r ∈ S, let us write (see Section 2.2)
P̂t (̂xs) =
∑
r∈S
λrt,ŝxr , Ît (̂xs) = µt,ŝxt and ∂̂t (̂xs) =
Ît (̂xs)
x̂t
,
with λrt,s and µt,s elements of the field k. Using these coefficients we define
Pt(xs) =
∑
r∈S
λrt,sxr , It(xs) = µt,sxt and ∂t(xs) =
It(xs)
xt
.
We define a monomial in End(R) to be a scalar multiple of a composition of elements of the form xs. Similarly a polynomial
λ ∈ End(R) is a linear combination of monomials with coefficients in k. We will write A ⊆ End(R) for the subring of
polynomials.
The relations definingT include the first seven relations in thedefinition of Tr (Section 3.1) and the followingnew relations
(from a to ewe assume thatm(s, r) = m(r, t) = m(s, t) = 2):
(a) fsr ◦ frs = id : θsθr → θsθr .
(b) (mr ⊗ id) ◦ fsr = id⊗mr : θsθr → θs.
(c) (js ⊗ id) ◦ (id⊗ frs) = frs ◦ (id⊗ js) ◦ (fsr ⊗ id) : θsθrθs → θsθr .
(d) (id⊗ fsr) ◦ (αs ⊗ id) = (frs ⊗ id) ◦ (id⊗ αs) : θr → θsθrθs.
(e) (id⊗ fsr) ◦ (fst ⊗ id) ◦ (id⊗ frt) = (frt ⊗ id) ◦ (id⊗ fst) ◦ (fsr ⊗ id) : θsθrθt → θtθrθs.
(f) ftr ◦ (idθr ⊗ xs ⊗ idθr ) = (Pt(xs)⊗ idθr θt ) ◦ ftr + (idθr θt ⊗ It(xs)) ◦ ftr : θtθr → θrθt .
(g) jr ◦ (idθr ⊗ xs ⊗ idθr ) = ∂r(xs)mr ⊗ id+ (Pr(xs)⊗ id− xs∂r(xs)⊗ id) ◦ jr : θrθr → θr .
Heuristically a, b, c and d tell us that the fsr ‘‘commute’’ with everything. The relation e is the hexagon relation typical in
the symmetric monoidal categories. The last two relations tells us how to ‘‘take out’’ xs.
The ring End(R) is commutative because of general results in tensor categories (see [15, prop. X1.2.4]). As before, for
s ∈ S, we define the action of xs ∈ Arr(T(W , V )) in R̂ in the same way as the action of x̂s in R̂. We deduce an action ofA in R̂.
The following is the central result of this paper:
Theorem 3.3. Let (W , S) be a right-angled Coxeter group. The functor that sends θs to θ̂s, js ⊗ 1 to ĵs, etc. is an equivalence of
R̂-linear tensor categories between T(W , V )⊗A R̂ and B̂(W , V ).
In the next section we will prove this theorem.
4. Proof of the main theorem
The goal of this section is to prove Theorem 3.3.
4.1. Summary of the proof
Before we can give a summary of the proof of Theorem 3.3 we have to introduce some more notation. A basic bimodule
is a bimodule of the form θs1 · · · θsn , with (s1, . . . , sn) ∈ Sn. Every morphism between basic bimodules can be written as a
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sum of elements of the following type: iωdω ◦ · · · ◦i1 d1 (see Section 2.3), with
di ∈ Lo := {js,ms, fsr , αs | s, r ∈ S}.
An expression of a morphism g between basic bimodules is a sequence (iωdω, . . . ,i1d1), with di ∈ Lo, such that
iωdω ◦ · · · ◦i1 d1 = g.We remark the fact that in general there are many expressions for each morphism.
Sometimes we will only say that ν is an expression (without specifying an expression of what morphism). We will also
say that the expression ν represents the morphism g and we write ν = g . An R-expression is an expression of a morphism
with domain a basic bimodule and codomain R. Sometimes we will consider a good g-expression simply like an expression
in the obvious way.
We need to consider an important set of R-expressions: G is the set of all scalar multiples of R-expressions (iωdω, . . . ,i1d1)
with di 6= αs for all 1 ≤ i ≤ ω and for all s ∈ S.
In Section 4.3wewill define the two integers ν{#m-bad} and ν{#j-bad} associatedwith an expression ν ∈ G thatmeasure
how far ν is from being in the light leaves basis: we will see that if ν is an expression of ν, then ν is in FL(s1, . . . , sn) if and
only if ν is a good g-expression in the good order, and ν{#m-bad} = ν{#j-bad} = 0. So all of the proof will consist in coming
closer and closer to this description.
In Section 4.2 we will reduce the problem to considering only R-expressions. As we will apply many algorithms we will
need some numbers associated with each expression that will ensure that the algorithms have an end, that they cannot be
applied indefinitely. These numbers are introduced in Section 4.3.
In each one of the following Sections 4.4–4.9 we will start with an R-expression satisfying some properties and then we
will find polynomials λi and expressions νi such that
ν =
∑
i
λiνi,
with all the νi satisfying some new properties. In the following list, we show what properties satisfy the R-expression with
which we start in each section, and what properties satisfy the expressions at which we arrive:
• Section 4.4: ν ∈ G ; ν ∈ G, ν{#m-bad} = 0.
• Section 4.5: ν ∈ G ; ν ∈ G, ν{#m-bad} = 0, ν a good g-expression.
• Section 4.6: ν ; ν ∈ G.
• Section 4.7: ν a good g-expression; ν a good g-expression in the good order.
• Section 4.8: ν ∈ G ; ν a good g-expression in the good order with ν{#m-bad} = 0.
• Section 4.9: ν a good g-expression in the good order with ν{#m-bad} = 0 ; ν a good g-expression in the good order
with ν{#m-bad} = ν{#j-bad} = 0.
4.2. Reduction of the problem to R-expressions
Wewill start by defining a functor from T := T(W , V )⊗A R̂ to B̂ := B̂(W , V ). To this end we repeat all the definitions in
Section 2.3 taking out the hats: for d ∈ Mowe define id and d i,we definem(t, t ′), ch(t, t ′), cch(t, t ′), a good g-expression,
to be of left type, FL, Fs(M,N) and Gs(M,N).
To define the functor Fu from T to B̂we have to define it in the objects and in the morphisms. We define Fu(R) = R̂, and
for all s ∈ S, Fu(θs) = θ̂s. If M and M ′ are objects of T, we define Fu(M ⊗ M ′) = Fu(M) ⊗ Fu(M ′). For all s ∈ S we define
Fu(js ⊗ λ) = ĵsλ, Fu(ms ⊗ λ) = m̂sλ, etc.
As we know explicitly all the morphisms in B̂, we can easily verify that all the relations are satisfied in B̂, so by
[15, proposition XII.1.4] we have that Fu defines a tensor functor. By [19, thm. 5.1] we know that the set of morphisms
{̂jr , m̂r , α̂r , f̂sr} generate (as a tensor category) all the morphisms in B̂. So we only need to prove that for all M,N ∈ T, the
map Fu : HomT(M,N)→ HomB̂(Fu(M), Fu(N)) is injective.
We start by proving the following:
Lemma 4.1. The applications Fs(M,N) and Gs(M,N) are inverse to each other in T.
Proof.
Fs(M,N) ◦ Gs(M,N)(g) = Fs(M,N)(((ms ◦ js)⊗ idN) ◦ (idθs ⊗ g))= {idθs ⊗ [((ms ◦ js)⊗ idN) ◦ (idθs ⊗ g)]} ◦ (αs ⊗ idM)
= [(idθs ⊗ (ms ◦ js)⊗ idN) ◦ (id2θs ⊗ g)] ◦ (αs ⊗ idM)= (idθs ⊗ (ms ◦ js)⊗ idN) ◦ (αs ⊗ g)= (idθs ⊗ (ms ◦ js)⊗ idN) ◦ (αs ⊗ idθs ⊗ idN) ◦ g= ({[idθs ⊗ (ms ◦ js)] ◦ (αs ⊗ idθs)}⊗ idN) ◦ g
= (idθs ⊗ idN) ◦ g= g.
If (0) is the relation (f1 ⊗ g1) ◦ (f2 ⊗ g2) = (f1 ◦ f2)⊗ (g1 ◦ g2) (a relation satisfied in all tensor categories), then all but
the next to last equality are derived from (0). The next to last equality is derived from relation 3 (see the definition of Tr in
Section 3.1). In a similar way we prove that Gs(M,N) ◦ Fs(M,N)(f ) = f using relation 4. 
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The following lemma allows us to reduce the problem to the R-expressions.
Lemma 4.2. Let us suppose that for every sequence (s1, . . . , sn) ∈ Sn, every element f ∈ Hom(θs1 · · · θsn , R) can be
written in the form f = ∑i aiλi, where ai ∈ FL(s1, . . . , sn) and the λi are polynomials. Then for every couple of sequences
(s1, . . . , sn) and (t1, . . . , tk), every element f ′ ∈ Hom(θs1 · · · θsn , θt1 · · · θtk) can be written in the form f ′ =
∑
i a
′
iλ
′
i , where
a′i ∈ FL(s1, . . . , sn; t1 · · · tk) and the λ′i are polynomials.
Proof. By the hypothesis, Gtk ◦ · · · ◦Gt1(f ′) =
∑
i aiλi, where ai ∈ FL(tk, . . . , t1, s1, . . . , sn) and the λi are polynomials. Then
f ′ = Ft1 ◦ · · · ◦ Ftk ◦ Gtk ◦ · · · ◦ Gt1(f ′)= ∑i Ft1 ◦ · · · ◦ Ftk(aiλi)= ∑i {Ft1 ◦ · · · ◦ Ftk(ai)} λi
and by definition Ft1 ◦ · · · ◦ Ftk(ai) ∈ FL(s1, . . . , sn; t1 · · · tk) for all i. 
From this lemma we can conclude that to complete the proof of Theorem 3.3, it suffices to prove that for every sequence
(s1, . . . , sn), if f ∈ Hom(θs1 · · · θsn , R), then f can be written in the form
∑
i aiλi, where ai ∈ FL(s1, . . . , sn) and the λi are
polynomials.
Before we finish this section we will introduce some notation that will formalize some natural concepts such as applying
a relation to an expression. If (iωdω, . . . ,i1d1) is an expression of g , then ikdk is the kth term, iωdω is the last term and i1d1 is the
first term of this expression. By abuse of notation, sometimes when this leads to no confusion, we will write d instead of id,
x instead of xs, f instead of fsr , etc.
We will say that ν = (iωhω, . . . ,i1h1) with hi ∈ Mo (see Section 2.3) for all 1 ≤ i ≤ ω is a generalized expression of
iωhω ◦ · · · ◦i1h1. We name asLCE the set of formalA-linear combinations of generalized expressions. If
ν =
∑
i∈I
λiνi ∈ LCE,
with λi ∈ A, we define
ν =
∑
i∈I
λiνi.
Let the following equation:
iωhω ◦ · · · ◦i1h1 =
∑
z
λz
pu,zh′u,z ◦ · · · ◦p1,z h′1,z
represent the relation X (any one of the relations 1–8 or a–g defining the tensorial category T), where all hi and h′i,z are
elements of Mo, and λz are polynomials. For all natural numbers b ≥ 0 we say that (iω+bhω, . . . ,i1+bh1) is a left X-relation
and
∑
z(λz,
pu,z+b h′u,z, . . . ,p1,z+bh′1,z) is the corresponding right X-relation.
If ν is a generalized expression, thenwe say that we apply the relation X to ν, andwe obtain a linear combination
∑
z λzν
′
z
of generalized expressions if
∑
z λzν
′
z is the result of changing, in ν, a substring that is a left X-relation to the corresponding
right X-relation.
4.3. Some tuples of integers associated with an expression
In this section we will introduce some applications from the set of R-expressions to Np for some natural numbers p.
These applications may seem strange at first, because they are only technical instruments for proving that some algorithms
converge, but they will appear more natural in the context of the proof.
Let ν = (ikdk, . . . ,i1d1) be an expression; we will write νr = (ir dr , . . . ,i1d1), the truncation of ν at r . We define the
sequence of integers (i′1, i
′
2, . . . , i
′
k) such that ν = d i
′
k
k ◦ · · · ◦ d i
′
1
1 . If νr : θs1 · · · θsn → θt1 · · · θtp , we define Codom(νr) =
(t1, . . . , tp) ∈ Sp. For δ ∈ {j,m, α, f }we define
ν[δ] = {p | 1 ≤ p ≤ k and dp = δ}.
We say that the integer r is m-bad (resp. j-bad) for ν if dr = m (resp. dr = j) and the (ir + 1)th element of Codom(νr) is of
left type (recall Definition 2.3).
We define the following sets associated with ν:
• Am(ν) = {r | r ism-bad for ν}.• Aj(ν) = {r | r is j-bad for ν}.
The following two applications will be fundamental in the sequel:
• ν{#m-bad} = card(Am(ν)) ∈ N.• ν{#j-bad} = card(Aj(ν)) ∈ N.
We advise the reader that it is not necessary to read the following notation immediately. It may be more useful to come
back to this section every time these applications are needed.
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Let ν[j] = {a1, . . . , ap}with a1 < a2 < · · · < ap.
• ν{positions of j’s} = (a1 + i′a1 , . . . , ap + i′ap) ∈ Np.• ν{#f } = card(ν[f ]) ∈ N.
• ν{#m, j} = card(ν[m] ∪ ν[j]) ∈ N.
• ν{f to the right} =∑p∈ν[f ](ip) ∈ N.• ν{depthm and j} =∑p∈ν[m]∪ν[j](p) ∈ N.• ν{m far from bottom} =∑p∈ν[m](k− p) ∈ N.
• ν{minm-bad} =
{
minAm(ν) if Am(ν) 6= ∅
0 if Am(ν) = ∅ .
• ν{#m, j after min.m-bad} = card({p > ν{minm-bad} | dp = m or dp = j}) ∈ N.
• ν{function ofm-bad} = (ν{#m, j after min.m-bad}, iν{min m-bad}) ∈ N2.
• ν{max. j-bad} =
{
maxAj(ν) if Aj(ν) 6= ∅
0 if Aj(ν) = ∅.
If p ∈ ν[m] (resp. p ∈ ν[j]) and Codom(νp) = (t1, . . . , tk), then we define pim(p) (resp. pij(p)) = card{a ≤ ip | ta = tip+1}.
Finally we define
ν{m, j equal to left} =
∑
p∈ν[m]∪ν[j]
(pim(p)+ pij(p)) ∈ N.
4.4. Restriction to the case ν{#m-bad} = 0
The following proposition is the first step in the project described in the last part of Section 4.1.
Proposition 4.3. For every ν ∈ G (see Section 4.1) there exist a set ∆, polynomials λδ and elements νδ ∈ G such that ν =∑
δ∈∆ λδνδ and such that νδ{#m-bad} = 0 for all δ ∈ ∆.
Proof. We will construct F1(ν) and F2(ν), linear combinations of expressions such that Fi(ν) = ν for 1 ≤ i ≤ 2.
4.4.1. F1(ν): ‘‘Taking out the xs’’
In this section we prove that we can ‘‘take out’’ an xs that is ‘‘inside’’ an element of G; we need a definition to explain this
in a rigorous way in Lemma 4.5.
Definition 4.4. We define Gpη as the set of all scalar multiples of generalized expressions of the form ν = (ipdp, . . . ,
iη+1dη+1,i xs,iη dη, . . . ,i1 d1), with dl ∈ Lo− {αs}s∈S for all 1 ≤ l ≤ p. We define Gp≥η =
⋃
η′≥η G
p
η′ .
Lemma 4.5. Let ν ∈ Gpη . There exist an element F1(ν), polynomials λi of degree ≤ 1 and elements gi ∈ G such that F1(ν) =∑
i∈I λigi and F1(ν) = ν .
Proof. If g : M1 → N1 and f : M2 → N2 are twomorphisms,we call the relation (f⊗idN1)◦(idM2⊗g) = (idN2⊗g)◦(f⊗idm1),
satisfied in all tensor categories, a commutation relation.
Let ν ∈ Gpη . Let us take xs as far to the left as possible with commutation relations. By this we mean that we apply
commutation relations to ν so as to find a new expression of ν that belongs to Gp
η′ with η
′ maximal. If xs does not arrive at
the last term (i.e. η′ 6= p), we obtain a substring of the form (i−1jr ,i xs) or of the form (i−1ftr ,i xs). If we are in the first case
we apply relation g and we obtain an element of G plus a finite sum of elements in Gp
η′+1. If we are in the second case, we
apply relation f and we obtain a finite sum of elements in Gp
η′+1. If we repeat this procedure enough times we arrive at the
desired result, but let us be more precise. We will write F 11 (ν) for the element obtained:
F 11 (ν) =
∑
i∈I1
w1i +
∑
b∈B1
g1b .
Here ν = F 11 (ν), g1b ∈ G (the cardinal of B1 is 1 if we applied relation g and 0 if we applied relation f) and for all i we have
w1i ∈ Gp≥η+1.
We define F n1 inductively. Let F
n
1 (ν) =
∑
i∈In w
n
i +
∑
b∈Bn g
n
b , with all w
n
i ∈ Gp≥η+n and gnb ∈ G.We define F n+11 (ν) =∑
i∈In F
1
1 (w
n
i )+
∑
b∈Bn g
n
b . So, as G
p
p ⊆ AG, if we define F1(ν) := F p−η1 (ν)we can conclude the proof. 
4.4.2. The expression F2(ν)
Let ν = (ikdk, . . . ,i1d1) ∈ G be an expression of ν ∈ Hom(θs1 · · · θsn , R). In this section we will define F2(ν), the
element that we are searching for in Proposition 4.3. If ν{minm-bad} = 0 we define F2(ν) = ν. Now let us suppose
p := ν{minm-bad} 6= 0. Let Codom(νp−1) = (u1, . . . , uc). By definition, the pth term of ν is b−1m (for some b ∈ N) and
there is some a < bwith ua = ub andm(ub, ui) = 2 for all a < i < b.
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By relation a applied several times we obtain
b−1m =a−1 f ◦a f ◦ · · · ◦b−3 f ◦b−1 m ◦b−3 f ◦ · · · ◦a f ◦a−1 f . (1)
We replace the pth term of ν by the right-hand side of the Eq. (1) and we obtain a new expression of ν, and in this new
expression we apply relation 7 in the (p + b − a − 1)th term. We obtain ν = ν1 + ν2 + ν3, where ν1 ∈ G and ν2, ν3 ∈ Gpη
for some η. We define F 12 (ν) = ν1 +F1(ν2)+F1(ν3). If we write F 12 (ν) =
∑
i λ
1
i g
1
i , with λ
1
i polynomials and g
1
i elements
of G, it is easy to see that g1i {#m, j} = ν{#m, j} for all i.
The following equation is trivial from the definitions:
ν{#m, j} = ν{#m, j after min.m-bad} + card({1 ≤ a ≤ ν{minm-bad} | da = m or da = j})
so in the lexicographical order we have the inequality
g1i {function ofm-bad} < ν{function ofm-bad} for all i. (2)
If F N2 (ν) =
∑
i λ
N
i g
N
i , with λ
N
i polynomials and g
N
i elements of G, we define F
N+1
2 (ν) =
∑
i λ
N
i F
1
2 (g
N
i ), and by Eq. (2)
and the fact that
ν{function ofm-bad} ≥ (0, 0)
we conclude that there exist N  0 such thatF N2 (ν) = F N+12 (ν).We then defineF N2 (ν) = F2(ν). This means in particular
that if F2(ν) =∑δ∈∆ λδνδ, then νδ{#m-bad} = 0, which proves Proposition 4.3. 
4.5. Good g-expressions
In this section we prove that if we start with an expression in G, we can restrict our attention to the case where our
element ν is in G, ν{#m-bad} = 0 and ν is a good g-expression:
Proposition 4.6. For every ν ∈ G there exist a set ∆, polynomials λδ and elements νδ ∈ G such that ν = ∑δ∈∆ λδνδ and such
that
• νδ{#m-bad} = 0 for all δ ∈ ∆.• If the kth term of νδ is if then the (k+ 1)th term is i+1f or i+1j.
Remark 4.7. The second condition means that we can see νδ as a good g-expression. In fact we can see it in many ways as
a good g-expression but we will fix this ambiguity by saying that we consider it as a good g-expression of minimal length
(see Definition 2.2). Another way of saying this is that when we have a substring of νδ that is of the form (im,i j), then this
substring belongs entirely to one gi(ti, t ′i ) as defined in Definition 2.2.
Proof. We start by introducing some new relations:
• The relation
(id⊗ js) ◦ (fsr ⊗ id) ◦ (id⊗ fsr) = fsr ◦ (js ⊗ id) : θsθsθr → θrθs
can be deduced from a and c and will be called c′.
• The relation
(id⊗mr) ◦ frs = mr ⊗ id : θrθs → θs
can be deduced from a and b and will be called b′.
• A commutation relation (see Section 4.2) of type (j, f ) = (f , j) or (m, f ) = (f ,m)will be called a relation x.
• A commutation relation of type (if ,k f ) = (kf ,i f )will be called a relation y.
For ν ∈ G we define Yν as the set of ν ′ ∈ G such that there exist a natural number n and a sequence of expressions
(νn, . . . , ν2, ν1) satisfying that ν1 = ν, νn = ν ′ and νi+1 is obtained by applying a relation y to νi for all 1 ≤ i ≤ n− 1.
We say that ν satisfies property (Q ) if every ν ′ ∈ Yν satisfies that none of the relations in the set Q := {a, b, b′, c, c′, d,
x} can be applied to ν ′. In other words, if ν ′ ∈ Yν , there is no substring of ν ′ that is a left X-relation (see Section 4.2) for X in
the set Q. This property is central for the following step of the proof:
Lemma 4.8. Let ν ∈ G. There exists an expression F3(ν) ∈ G, with F3(ν) = ν , satisfying property (Q ).
Proof. We start with a definition.
Definition 4.9. Let ν ∈ G. If with relations of type y applied to ν it is possible to apply one of the relations in Q, we say that
ν ∈ L.
If with y relations applied to ν it is possible to apply one of the relations inQ, we do it andwe call the resulting expression
F 13 (ν). This is not well defined because theremight bemanyways of doing this, but we choose one of these ways arbitrarily.
We define recursively F n3 (ν) = F 13 (F n−13 (ν)).
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In the following table the symbol−means that the corresponding relation decreases the corresponding ν{−} in the lexi-
cographical order, the symbol−0means that sometimes it decreases it and sometimes it maintains it equal, and the symbol
0 means that it always maintains it equal. By definition ν{positions of j’s} ∈ Nk, ν{#f }, ν{f to the right}, ν{depthm and j}
∈ N.
ν{positions of j’s} ν{#f } ν{f to the right} ν{depthm and j}
c′ –
c –
a −0 –
b −0 –
b′ −0 –
d 0 0 –
x −0 0 −0 –
y 0 0 0 0
As ν{positions of j’s} ≥ (0, . . . , 0), ν{#f } ≥ 0, ν{f to the right} ≥ 0 and ν{depthm and j} ≥ 0, this table shows that
there exists some N ∈ N such that F N3 (ν) /∈ L.We put F3(ν) = F N3 (ν), and this proves Lemma 4.8. 
Now we are able to prove the crucial lemma of this section:
Lemma 4.10. Let ν ∈ G. If the kth term of F3(ν) is if then the (k+ 1)th term is i+1f or i+1j.
Proof. Let F3(ν) = (ωkdk, . . . ,ω1 d1). We use the following standard notation: if a < b are two natural numbers, thenJa, bK = {a, a+ 1, a+ 2, . . . , b}.
Let a(1) ≤ b(1) < a(2) ≤ b(2) < · · · < a(r) ≤ b(r) be such that
F3(ν)[f ] =
r⋃
i=1
Ja(i), b(i)K.
Let us fix 1 ≤ l ≤ r . We only need to prove the following facts:
A. db(l)+1 = j and ωb(l)+1 = ωb(l) + 1.
B. For n satisfying the inequality a(l) ≤ b(l)− n ≤ b(l), we have ωb(l)−n = ωb(l) − n.
We start by proving A. By the definition of b(l), the (b(l)+1)th term ofF3(ν) is j orm (it cannot be an α becauseF3(ν) ∈ G).
As it is impossible to apply the relation x inF3(ν), the b(l)th term does not commute with the (b(l)+ 1)th term, so we have
four possibilities for the (b(l)+ 1)th term:
(1) ωb(l)m. (2) ωb(l)+1m. (3) ωb(l)−1j. (4) ωb(l)+1j.
The cases (1), (2) and (3) are impossible respectively by relations b, b′ and c, so we have proved A.
We will now prove B by induction on n. We suppose that we have proved it for n; we will prove it for n + 1 if
a(l) ≤ b(l)− (n+ 1). Let
Codom(F3(ν)b(l)−n−2) = (u1, . . . , uq).
By definition of a(l)wehave that the (b(l)−n−1)th termofF3(ν) is if for i = ωb(l)−n−1.Wewill prove that if i 6= ωb(l)−n−1,
then by applying a sequence of relations of type y to F3(ν) we will arrive at a new expression of ν to which we can apply
some of the relations in Q, and this is in contradiction with Lemma 4.8.
Let us be more precise. If i ≤ ωb(l)− n− 2 or i ≥ ωb(l)+ 3 then there is an element in YF3(ν) (see Section 4.5) to which we
can apply relation x. In fact to see this it is enough to apply the commutation relation y to the terms (b(l)− n− 1, b(l)− n),
then to the terms (b(l)− n, b(l)− n+ 1), then to the terms (b(l)− n+ 1, b(l)− n+ 2), and continue like this until we apply
relation y to the terms (b(l)− 1, b(l)). Now we can apply relation x to the terms (b(l), b(l)+ 1).
In a similar way we obtain:
• If i = ωb(l) − n there is an element in YF3(ν) to which we can apply relation a.• If ωb(l) − n+ 1 ≤ i ≤ ωb(l) there is an element in YF3(ν) to which we can apply relation e.• If i = ωb(l) + 1 there is an element in YF3(ν) to which we can apply relation c′.• If i = ωb(l) + 2 there is an element in YF3(ν) to which we can apply relation c.
This allows us to prove B and Lemma 4.10. 
Lemma 4.10 joint with the properties of F2 allows us to finish the proof of Proposition 4.6. 
4.6. Elimination of the α’s
In this section we prove that we can ‘‘take out’’ an αs that is ‘‘inside’’ an element of G in a similar way as in Section 4.4.1.
We give a rigorous statement of this, in Proposition 4.12. We start by introducing some relations that we will need later:
Proposition 4.11. We have the following equalities:
N1 (id⊗ frs) ◦ (frs ⊗ id) ◦ (id⊗ αs) = (αs ⊗ id) : θr → θsθsθr .
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N2 (id⊗ js) ◦ (fsr ⊗ id) = fsr ◦ (js ⊗ id) ◦ (id⊗ frs) : θsθrθs → θrθs.
N3 (id⊗ frs) ◦ (frs ⊗ id) ◦ (id⊗ ps) = (ps ⊗ id) ◦ frs : θrθs → θsθsθr .
N4 frs ◦ (id⊗ s) = s ⊗ id : θr → θsθr .
N5 (mr ⊗ id) ◦ pr = (id⊗mr) ◦ pr = id : θr → θr .
N6 jr ◦ (id⊗ r) = jr ◦ (r ⊗ id) = id : θr → θr .
N7 (id⊗ jr) ◦ (pr ⊗ id) = (jr ⊗ id) ◦ (id⊗ pr) = pr ◦ jr : θrθr → θrθr .
Proof. Wewill give in order the relations needed to prove each one of these equations (CR means commutation relations):
• N1: e, a.
• N2: c′, a.
• N3: e, N2, CR, a.
• N4: CR, e, a′.
• N5: 2, 3.
• N6: CR, 2, 3.
• N7: 2, CR, 2, 5, CR. 
Proposition 4.12. Let τ = g ◦ ξ with g ∈ G, ξ =i αs. There exist a setΠ and for each pi ∈ Π a polynomial λpi and gpi ∈ G such
that
τ =
∑
pi∈Π
λpigpi .
Proof. We start with a lemma.
Lemma 4.13. To prove Proposition 4.12 it suffices to prove it for ξ =i ps and ξ =i s.
Proof. We have that µ1 = (F3(g),i αs) is an expression of the morphism τ . With commutation relations we change
µ1 in µ2, an expression where the α is as far to the left as possible. This means that µ2 can be written in the form
(ipdp, . . . ,iη+1 dη+1,i αs,iη−1 dη−1, . . . ,i1 d1), with da 6= α for all a and η maximal with this property. We have seven
possibilities for the iη+1dη+1: (1) i−1j, (2) ij, (3) i+1j, (4) im, (5) i+1m, (6) i+1f and (7) i−1f .
• In case (1), by relation 2 we reduce to the case ξ =i ps.
• In case (2), relation 6 tells us that τ = 0.
• In case (3), by the definition of ps we are in the case ξ =ips.
• In case (4), by relation 1 we reduce to the case ξ =is.
• In case (5), by the definition of s we are in the case ξ =is.
• In case (6), by Remark 4.7 we have that there exists c such that the (η + r)th term of µ2 is i+r f for every 0 ≤ r < c and
i+c j for r = c. But with the relation N2we can easily verify the following equality by induction:
i+c j ◦i+c−1 f ◦ · · · ◦i+1 f = (i+c−1f ◦i+c−2 f ◦ · · · ◦i+1 f ) ◦ (i+1j) ◦ (i+2f ◦i+2 f ◦ · · · ◦i+c f ).
So if we replace the left-hand side of this equation by the right-hand side in the corresponding substring of µ2, and we
take the α as far to the left as possible, and we find a new expression of τ : (g1,i+1j,iα, g2), with g1, g2 ∈ G and by the
definition of ps we reduce to the case ξ =i ps.
• In case (7), by the Remark 4.7we have that the (η+2)th term is if . So if we apply relationN1we arrive at a newexpression
µ3 of τ :µ3 = (g1,i−1 αs, g2), g1, g2 ∈ G, where g1 is a good g-expression, the α is still in the ηth term andµ3 has strictly
fewer terms thanµ2.Nowwe repeat the process of taking inµ3 theα as far to the left as possible and if we arrive another
time at case (7), we find a corresponding µ4. If we repeat this process enough times, finally we will arrive at one of the
other six cases. This finishes the proof of the lemma. 
Proof of Proposition 4.12 for ξ =i ps. The proof of this case is very similar to the proof of Lemma 4.13; the only difference
is that we use different relations. We have that µ1 = (F3(g),ips) is an expression of the morphism τ . With commutation
relations we change µ1 in µ2, an expression where the ps is as far to the left as possible. Let us say that in µ2 we have that
the ηth term is ips. We have seven possibilities for the (η+ 1)th term: (1) i−1j, (2) ij, (3) i+1j, (4) im, (5) i+1m, (6) i+1f and
(7) i−1f .
• In cases (1) and (3) we apply relation N7, and we arrive at an expression in which the ps is more to the left than before.
• In case (2) we have that τ = 0 because the relations 5, 6 tell us that js ◦ ps = 0.
• In cases (4) and (5) we apply relation N5 and we find an expression of τ that is in G.
• In case (6), by a similar argument to that of case (6) of Lemma 4.13, we go back to case (3).
• In case (7), by a similar argument to that of case (7) of Lemma 4.13, but using the relation N3 instead of relation N1, we
see that – as in cases (1), (3) and (6) – the ps is more to the left than before. So if we repeat this process enough times, we
will go back to one of the cases that are left, that is, case (2), (4) or (5).
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Proof of Proposition 4.12 for ξ =i s. We have that µ1 = F3(g) ◦i s is an expression of morphism τ . With commutation
relations we change µ1 to µ2, an expression where the s is as far to the left as possible. Let us say that in µ2 we have that
the ηth term is is. We have five possibilities for the (η + 1)th term: (1) i−1j, (2) ij, (3) im, (4) if and (5) i−1f .
• In cases (1) and (2), using relation N6we find an expression of τ that is in G.
• In case (4), by a similar argument to that of case (6) in Lemma 4.13, we go back to case (2).
• In case (5), by a similar argument to that of case (7) in Lemma 4.13, but using relation N4 instead of relation N1 we see
that the s is more to the left than before. So, if we repeat enough times we will go back to one of the cases that are left.• Case (3) is treated in Section 4.4.1. 
By using Proposition 4.12 repeatedly we have the following:
Corollary 4.14. Let ν be an R-expression. There exist a setΠ and for each pi ∈ Π a polynomial λpi and an element gpi ∈ G such
that
ν =
∑
pi∈Π
λpigpi .
4.7. Good order
The purpose of this section is to change an R-expression that is a good g-expression into an R-expression that is a good
g-expression in the good order.
Proposition 4.15. Let a > b and α, β ∈ {m, ch, cch}. For all (a′, b′) ∈ N2 such that α(a, a′) and β(b, b′) are defined, there exist
integers c, c ′, d and d′ with c < d such that α(a, a′) ◦ β(b, b′) = β(c, c ′) ◦ α(d, d′).
Proof. • Let us consider first the case β = ch and α = m (the case β = cch and α = m is similar). We have two possible
cases.
• If a ≥ b+ b′ + 2 thenm(a, 0) commutes with ch(b, b′), so with commutation relations we obtain
m(a, 0) ◦ ch(b, b′) = ch(b, b′) ◦m(a+ 1, 0).
• If b+ b′ + 1 ≥ a > b then we have
m(a, 0) ◦ ch(b, b′) = {ma} ◦ jb ◦ f b+1 ◦ f b+2 ◦ · · · ◦ f b+b′
= jb ◦ f b+1 ◦ · · · ◦ f a−2 ◦ {(ma+1) ◦ f a−1} ◦ · · · ◦ f b+b′
= jb ◦ f b+1 ◦ · · · ◦ f a−2 ◦ {ma} ◦ f a−1 ◦ · · · ◦ f b+b′−1
= jb ◦ f b+1 ◦ · · · ◦ f b+b′−1 ◦ {ma}
= ch(b, b′ − 1) ◦m(a, 0).
In each equation we have marked inside {−} the substring that we changed. The second and fourth equalities are a
consequence of commutation relations and in the third equality we applied relation b inside the parentheses.
• The case α = m, ch or cch and β = m is easy because α commutes with β.
• The last case is α = ch or cch and β = ch or cch. We will only treat the case α = ch and β = ch; the other ones are
similar. We will prove that ch(a, a′) ◦ ch(b, b′) = ch(b, b′) ◦ ch(a, a′ + 1). For this we need a preliminary lemma.
Lemma 4.16. If f =iq f ◦ · · · ◦i1 f , g =kp f ◦ · · · ◦i1 f ∈ Hom(θs1 · · · θsn , θu1 · · · θun), then f = g.
Proof. Relations a and e are exactly the relations defining the symmetric group. 
Nowwe can prove ch(a, a′)◦ch(b, b′) = ch(b, b′)◦ch(a, a′+1),wherewe suppose of course that ch(a, a′) do not commute
with ch(b, b′), i.e.
a ≤ b+ b′ + 1.
ch(a, a′) ◦ ch(b, b′) = (ja, f a+1, . . . , f a+a′ , {jb}, f b+1, . . . , f b+b′)
= (ja, jb, {f a+2, . . . , f a+a′+1, f b+1, . . . , f b+b′})
= ({ja}, jb, f b+1, . . . , f b+b′+1, f a+1, . . . , f a+a′+1)
= (jb, f b+1, . . . f a−2, {ja, f a−1}, f a, . . . , f b+b′+1, f a+1, . . . , f a+a′+1)
= (jb, f b+1, . . . f a−2, f a, ja−1, {f a, f a}, . . . , f b+b′+1, f a+1, . . . , f a+a′+1)
= (jb, f b+1, . . . f a−2, f a−1, {ja−1}, . . . , f b+b′+1, f a+1, . . . , f a+a′+1)
= ch(b, b′) ◦ ch(a, a′ + 1).
In each equation we have marked inside {−} the substring that we changed. The second, fourth and seventh equalities are
due to a sequence of commutation relations, the third equality is a consequence of Lemma 4.16, in the fifth equality we
applied relation c and in the sixth equality we applied relation a. 
By Proposition 4.15 applied repeatedly, if ν is a good g-expression we can find another expression, that we will name
F4(ν), satisfying that is a good g-expression in the good order and such that F4(ν) = ν.
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4.8. Definition of F5(ν)
In this section we define the element F5(ν). We will see in the next section that this is the element that we are looking
for to finish the proof of Theorem 3.3. If τ =∑i λigi, with I a finite set, λi polynomials and gi ∈ G, we define
Fk(τ ) =
∑
i
λiFk(gi),
for 2 ≤ k ≤ 4. Let ν ∈ G.We define F 15 (ν) = F4F3F2(ν). This is well defined, because F2(ν) is a linear combination of
elements of G and F3 applied to an element of G gives a good g-expression.
We define inductively F n5 (ν): if F
n
5 (ν){#m-bad} 6= 0 we define F n+15 (ν) = F 15 F n5 (ν) and if F n5 (ν){#m-bad} = 0, we
define F n+15 (ν) = F n5 (ν).
Proposition 4.17. F n5 (ν) stabilizes for n large. We call this common value F5(ν).
Proof. Let us suppose thatF n5 (ν) does not stabilize for n large. This means that for all n ∈ N,we haveF n5 (ν){#m-bad} 6= 0.
So we apply relation 7 infinitely many times in this process. When we apply relation 7 to an expression we obtain a sum of
three generalized expressions, ν = ν1 + ν2 + ν3, with ν1 ∈ G and ν2, ν3 ∈ Gpη for some integers p and η. The definition of
ν{m, j equal to left} can be trivially generalized to ν ∈ Gpη and so it is easy to see that
ν{m, j equal to left} > νi{m, j equal to left} for all 1 ≤ i ≤ 3.
The other relations used in F2, F3 and F4 do not change ν{m, j equal to left}. To see this, we make a brief review of all
relations used in defining F2, F3 and F4:
• F2: commutation relations, a in the opposite sense, 7, g, f.• F3: a, b, b′, c, c′, d, x, y.• F4: commutation relations, a,b, c, d.
So, as ν{m, j equal to left} ≥ 0,we have a contradiction, and this allows us to conclude the proof. 
Remark 4.18. As F4(ν) is a good g-expression in the good order, F5(ν) is a good g-expression in the good order satisfying
F5(ν){#m-bad} = 0.
4.9. End of the proof of Theorem 3.3
We start with a useful reformulation of Proposition 2.4 in the new terminology that we have introduced:
Corollary 4.19. Let (W , S) be a right-angled Coxeter system. Let (s1, . . . , sn) ∈ Sn.We have the equality of sets:
FL(s1, . . . , sn) = {ν such that ν is a good g-expression in Hom(θs1 · · · θsn , R) in the good order, with ν{#m-bad} =
ν{#j-bad} = 0}.
Using Lemma 4.2 we proved that in order to prove Theorem 3.3 we only need to prove the following proposition:
Proposition 4.20. Let (s1, . . . , sn) ∈ Sn. If f ∈ Hom(θs1 · · · θsn , R) then there exists a finite set I and for i ∈ I , ai ∈ FL(s1, . . . , sn)
and λi, polynomials such that f =∑i aiλi.
As f is a linear combination of R-expressions over the field k, we can restrict to the case where f is an R-expression. By
Corollary 4.14 we can restrict to the case f ∈ G. By Proposition 4.17 and Remark 4.18 we can restrict to the case where f is
a good g-expression in the good order and with ν{#m-bad} = 0. So, the following lemma allows us to conclude the proof
of Theorem 3.3:
Lemma 4.21. If ν is an R-expression that is a good g-expression in the good order and ν{#m-bad} = 0, then ν{#j-bad} = 0.
Proof. Suppose ν{#j-bad} 6= 0. Let us put η = ν{max. j-bad}. Let z js be the ηth term of ν. The (η + 1)th term of ν cannot
be zms, because ν{#m-bad} = 0.
Let us define by induction the natural numbers Np for 0 ≤ p ≤ r(ν), where r(ν) is a (maybe infinite) number that will be
defined in the process. We will construct Np in such a way that the Npth element of Codom(νη+p) will always be the same
element s ∈ S. We define N0 = z + 1. Let us suppose that we have defined Np−1.
• Suppose that the (η + p)th term of ν is im. Then we define Np = Np−1.
• Suppose that the (η + p)th term of ν is ij. If i > Np−1 − 1 then Np = Np−1 and if i = Np−1 − 1 then p− 1 := r(ν).
• Suppose that the (η+ p)th term of ν is if . If i /∈ {Np−1−1,Np−1−2} then Np = Np−1. If i = Np−1−1 then Np = Np−1+1
and if i = Np−1 − 2 then Np = Np−1 − 1.
If for all p such that the (η+p)th termof ν is ijwehave that i 6= Np−1−1,wedefine r(ν) = ∞. The integersNp arewell defined
because ν is a good g-expression in the good order. By construction, the Npth element of Codom(νη+p) is always the same
element s ∈ S. The fact that theNpth element of Codom(νη+p) is of left type is a consequence of the same assertion for p = 0.
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As ν is an R-expression and the (η + p)th term of ν cannot be Np−1m (because ν{#m-bad} = 0), we have that there is
some p such that the (η + p)th term of ν is ijwith i = Np−1 − 1 (i.e. r(ν) is a finite number). This contradicts the definition
of ν{max. j-bad}, so we conclude that ν{#j-bad} = 0, and this proves Lemma 4.21, Proposition 4.20 and Theorem 3.3. 
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