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Esta investigación tuvo por objeto generar un método para la detección de cambios del paisaje en la 
Amazonia con base en sensores remotos, para lo cual se tomaron dos áreas de estudio: una de baja y otra 
de alta intervención. Se evaluaron tres métodos: pos-clasificación, correlación y diferencia normalizada. los 
resultados mostraron que el método pos-clasificación empleando imágenes ópticas y de radar fusionadas 
por el algoritmo HPF y clasificadas por el método de máxima verosimilitud, proporciona los mejores 
resultados al arrojar exactitudes superiores a 76% y permitiendo discriminar 8 tipos coberturas y más de 7 
tipos de cambios. Con solo imágenes de radar ERS-SAR los mejores resultados se obtuvieron con el método 
de diferencia normalizada, clasificada con el algoritmo de máxima verosimilitud, al discriminar hasta tres 
tipos de coberturas/cambios con exactitudes de entre 66% y 75%. Los mapas resultantes fueron sometidos a 
algoritmos de detección de cambios en los patrones espaciales del paisaje a partir de cual se pudo 
establecer que los algoritmos de análisis morfológico de patrones espaciales (MSPA), proporcionan las 
mayores ventajas al generar información sobre la distribución de los cambios y la conectividad del paisaje. 
 




The aim of this search was to create a method for detection of changes in landscape of Amazonia using 
remote sensing in two study areas: 1) a low intervention area and 2) a high intervention area. Three 
methods were evaluated: pos-clasification, correlation and normalized difference. The results showed that 
pos-clasification method using optical and radar images merged by High Pass filter algorithm and classified 
by maximum likelihood, provided the better outcomes with accuracies greater than 76% and the possibility 
of identify 8 land cover types and more than 7 types of land cover changes. Using only ERS-SAR images the 
best result was obtained with normalized difference method and maximum likelihood classification with 
accuracies between 66% and 75%, with the possibility of identify up to three types of land covers/changes. 
The outcome maps were subject to spatial pattern change algorithms, the outcomes showed that 
morphological spatial pattern analysis algorithms (MSPA) provided more benefits because information 
about changes distribution and landscape connectivity is generated.  
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Las selvas húmedas tropicales son ecosistemas complejos en los que se presenta una gran 
diversidad de flora y fauna, se estima que albergan entre el 30% y el 50% de todas las especies 
existentes en el planeta. En el caso específico de la Amazonia se presentan al menos 40.000 
especies de plantas, 3.000 de peces y más de cien mil de invertebrados (UNEP 2010). Además de 
ser una de las grandes reservas de la biodiversidad del planeta, la Amazonia ofrece una amplia 
gama de servicios ecosistémicos que tienen alta incidencia en el sostenimiento de la vida y la 
sociedad, como la regulación del ciclo hidrológico y la regulación climática partir del 
almacenamiento de carbono,  la retención de nutrientes y los servicios culturales, entre otros 
(Dennis, van Riper, & Wood 2011; Foley et al. 2007; Verweij et al. 2009). 
Frente a su importancia desde el punto de vista biológico y social, la Amazonia se ve sometida a 
perturbaciones que modifican la estructura y funcionamiento de sus paisajes, particularmente la 
deforestación, que presenta unos niveles importantes en la zona. Se estima que entre 2002 y 2007 
la deforestación en la Amazonia afectó por lo menos un área de 768.300 Ha (Murcia et al. 2011), lo 
cual indica que diariamente se perdieron aproximadamente 421 Ha del bosque natural. 
Cabe anotar que en esta investigación se parte de que el paisaje es una unidad estructural, 
funcional y temporal que se diferencia espacialmente por las relaciones que se dan entre sus 
componentes bióticos y abióticos (Zonneveld 1990), en donde  la cobertura es un componente 
fundamental y un indicador de integración, mediante el cual es posible visualizar las 
interrelaciones entre los diferentes factores formadores del paisaje (Andrade, Hurtado, & Torres 
1992), razón por la cual ha sido tomada como elemento primario para la detección de cambios del 
paisaje en diferentes estudios (de Barros Ferraz et al. 2005; Frohn & Hao 2006; Steve Neil 
Gillanders 2003; Millington, Velez-Liendo, & Bradley 2003).  
En este contexto y considerando el acelerado cambio de coberturas naturales por procesos de 
deforestación como factor principal de perturbación en la Amazonia, se requieren métodos para la 
detección de cambios del paisaje, que permitan determinar los cambios en el área y los patrones 
espaciales del paisaje, para lo cual los sensores remotos son particularmente útiles, más aún 
considerando la extensión y dificultades de acceso que se presentan en esta zona (Andrade, 
Hurtado, & Torres 1992). No obstante, los sensores remotos de uso común como Landsat y SPOT 
presentan limitaciones relacionadas con las condiciones atmosféricas, en la Amazonia 
predominantemente nubladas, que limitan la capacidad de obtener información con una alta 
frecuencia en el tiempo1. 
                                                           
1
 En el mapa de cobertura de la tierra de 2007 elaborado por el Instituto Amazónico de Investigaciones 
Científicas se obtuvieron porcentajes de nubosidad de 0,45% (Murcia et al. 2010). Para obtener un 
porcentaje tan bajo de nubosidad se tuvieron que usar imágenes obtenidas en un periodo amplio (2005 a 




Una de las posibilidades que permiten suprimir los vacíos de información, relacionados con la 
nubosidad, es el uso de sensores remotos de radar. Estos funcionan, en su mayoría, como 
sensores activos que emiten y reciben la energía electromagnética en el rango de las microondas 
(Richards 2009), región del espectro en la que la radiación tiene la capacidad de atravesar las 
nubes. Adicionalmente, imágenes satelitales de radar como las ERS-SAR que se emplean en el 
presente trabajo, presentan una alta resolución espacial (15 metros), lo que permite captar los 
cambios ocurridos en el paisaje con un alto nivel de detalle. 
Dada su utilidad, las imágenes de radar han venido siendo utilizadas tanto en la Amazonia como 
en bosques húmedos tropicales de otras partes del mundo (Bijker 1997; Hoekman 2001; Martinez 
& Letoan 2007; Quiñones 2002; van der Saden 1997; Servello, Kuplich, & Shimabukuro 2010; 
Sugardiman 2007).  
Con las imágenes ERS-SAR aplicadas a la detección de cambios de cobertura en la Amazonia, Bijker 
(1997) desarrolló un estudio al norte del Departamento del Guaviare, en el que encontró un alto 
potencial en la segmentación y clasificación por arboles de decisión aplicando reglas formales que 
consideran la relación entre la retrodispersión de los segmentos y la estructura de la cobertura. 
Hoekman (2001) aplicó imágenes ERS-SAR, para la detección de cambios de cobertura y monitoreo 
de incendios en un sector al este de Kalimantan, encontrando así mismo una alta utilidad de las 
técnicas de segmentación con imágenes multitemporales en combinación con técnicas de 
reclasificación de valores de retrodispersión, exceptuando las áreas agrícolas en donde se 
encontraron bajos niveles de exactitud. Verhoeye & De Rover (1996), aplicaron igualmente un 
algoritmo de  segmentación y un clasificador de máxima verosimilitud, usando imágenes ERS-SAR 
en una zona al oriente de Costa Rica, obteniendo resultados altamente satisfactorios, similares a 
los encontrados con imágenes ópticas.  
Por otra parte, van der Saden (1997) hizo énfasis en la aplicación de filtros texturales con 
imágenes ERS-SAR, en un área de Mabura Hill (República de Guyana). A partir de esto encontró 
que la textura extraída a partir de la retrodispersión es una fuente de información mejor que la 
retrodispersión misma para identificar tipos de coberturas forestales, lo que coincide con los 
resultados de Sugardiman (2007). Kuntz & Siegert (1996), con las imágenes ERS en Kalimantan 
encontraron que el análisis multitemporal reduce errores de clasificación, así mismo que las 
coberturas no pueden ser determinadas solo por el tipo de retrodispersión sino también por sus 
características texturales y contrario a los demás trabajos concluyeron que ningún método de 
clasificación automatizada producía resultados suficientemente confiables, por lo que sugieren el 
uso de métodos de interpretación visual. Resultados similares obtuvieron Keil et al. (1996) para 
Brasil, en donde aplicaron diferentes clasificadores y procesamientos de imágenes encontrando 
buenos resultados al aplicar filtros texturales y logrando los mejores resultados con  un clasificador 
llamado EBIS (Evidence Interpretation of Satellite Data), aunque igualmente señalan la 
interpretación visual como el medio más eficaz para obtener los mejores niveles de exactitud. 
Algunos estudios han arrojado resultados que confirmarían lo señalado por Keil et al. (1996) y 




imágenes de radar, usando métodos supervisados o no supervisados, al generar mapas de 
cobertura con exactitudes de clasificación relativamente bajas (alrededor de 50% y menos) (Chu, 
Ge, & Wang 2010; Dupas 2000; Dengsheng Lu et al. 2011, 2012); con base en esto sugieren la 
fusión de imágenes ópticas y de radar. 
Bajo este panorama de investigación, es evidente que los diferentes trabajos realizados hasta el 
momento difieren en cuanto a sus características debido la  amplia diversidad de datos (múltiples 
polarizaciones, diferentes longitudes de onda, dirección de la órbita, etc.); esto implica a su vez 
una amplia diversidad en los tipos de tratamientos de las imágenes. En consecuencia se plantea la 
necesidad de resolver preguntas como las siguientes: ,¿aumenta la fusión entre imágenes ópticas 
y de radar la calidad de los mapas de cobertura?, ¿funciona mejor la textura o directamente la 
retrodispersión de las imágenes ERS-SAR en la detección de cambios de cobertura?, ¿qué 
algoritmos de textura, clasificación e integración de imágenes de radar ofrecen los mayores 
niveles de exactitud en la detección de cambios de cobertura?, ¿es posible establecer un método 
con el cual determinar los diferentes tipos de cambios de cobertura en los paisajes de la Amazonia 
mediante sensores remotos?.  
Se plantea una pregunta de investigación adicional, dado que el método propuesto busca llegar a 
la identificación y cuantificación de los cambios en la extensión de las coberturas así como de la 
detección de cambios  en los patrones espaciales del paisaje, partiendo de que éstos van ligados a 
los procesos ecológicos (Turner, Gardner, & O’Neill 2001), y que uno de los aspectos más 
importantes de la Amazonia es su biodiversidad y servicios ecosistémicos. En este sentido el punto 
es resolver cómo responden a los mapas de cobertura el algoritmo de árbol de decisiones 
desarrollado para tal fin por Bogaert et al. (2004), y los algoritmos de morfología matemática para 
el mapeo de patrones espaciales del paisaje desarrollado por Vogt, et al. (2007).  
Con base en lo anteriormente descrito se realizó esta investigación cuyo objetivo es generar un 
método que permita detectar cambios del paisaje en la Amazonia colombiana a partir de sensores 
remotos tomando dos áreas de aplicación: una de baja intervención y otra de alta intervención. 
Para la validación del método se toman dos zonas de estudio representativas de las dinámicas de 
la Amazonia: Miraflores, en el Departamento del Guaviare, que presenta procesos importantes de 
deforestación  (Murcia et al. 2010) y Leticia, en el Departamento del Amazonas, que es una zona 
con un niveles menores de deforestación, en la que los cambios están relacionadas con la 










• Objetivo General 
 
Generar un método que permita detectar cambios del paisaje en la Amazonia colombiana a partir 
de datos de sensores remotos tomando dos áreas de aplicación: una de baja intervención y otra 
de alta intervención. 
 
• Objetivos Específicos 
 
I. Determinar el potencial de diferentes algoritmos de pre-procesamiento y clasificación 
para la generación de mapas de cobertura del de la tierra mediante la integración de 
imágenes ópticas y de radar. 
 
II. Evaluar métodos de integración de imágenes multitemporales de radar y algoritmos de 
clasificación para la detección de cambios de cobertura de la tierra. 
 
III. Determinar la aplicabilidad de algoritmos para la identificación de procesos de 
transformación de los patrones espaciales del paisaje al ser integrados con los resultados 
anteriores. 
 
3. MARCO TEÓRICO 
 
3.1. Los cambios del paisaje y sus métodos de análisis 
 
El paisaje es una unidad estructural, funcional y temporal que se diferencia espacialmente por las 
relaciones que se dan entre sus componentes bióticos y abióticos (Zonneveld 1990). En su 
estructura los paisajes están conformados por tres elementos: parche, matriz y corredor, que 
poseen unos patrones espaciales determinados los cuales interactúan con los procesos ecológicos 
(Turner, Gardner, & O’Neill 2001). 
Uno de los temas centrales en la ecología del paisaje es, precisamente, la medición, interpretación 
y análisis de los patrones espaciales del paisaje (Haines-Young & Chopping 1996), para lo cual se 
han desarrollado un gran número de métricas. Turner, Gardner, & O’Neill, (2001),  señalan tres 
tipos de métricas del paisaje: de composición, que indican qué está presente y en qué cantidad o 




y métricas fractales que describen la tendencia de un patrón espacial a repetirse en diferentes 
escalas (Mandelbrot 1983). 
En los estudios multitemporales del paisaje usualmente se comparan las métricas del paisaje 
tomando como base mapas temáticos de diferente periodos, que representan un punto de 
partida, o punto de referencia en el tiempo y un punto final en el tiempo (Gillanders et al. 2008). El 
principio es que a través de los cambios en las métricas del paisaje es posible  identificar  los 
procesos ecológicos y perturbaciones que operan en el paisaje (Bogaert, et al. 2004).  
La determinación de los procesos de transformación del paisaje ha sido objeto de diferentes 
investigaciones (Collinge & Forman 1998; Collinge 1998; Forman 1995; Jaeger 2000). Bogaert et al. 
(2004) propusieron un algoritmo de árbol de decisiones, que con base en los parámetros de área, 
perímetro y número de parches, permite determinar procesos de transformación del paisaje. Tales 
procesos son: pérdida, disección, fragmentación, perforación y contracción, que implican 
degradación del paisaje; deformación y movimiento que son procesos neutrales, y agregación, 
creación y ampliación que implican la aparición de nuevas unidades de cobertura. Una novedad en 
esta propuesta es la inclusión de los procesos de transformación que causan expansión de las 
coberturas terrestres de interés, lo que no se contemplaba en los trabajos de Collinge & Forman 
(1998), Collinge (1998), Forman (1995) y Jaeger (2000). 
El parámetro de área contemplado en el algoritmo propuesto por Bogaert, et al. (2004), no ha sido 
totalmente infalible para la detección de cambios en los patrones espaciales del paisaje, por otra 
parte en este algoritmo no se consideran métricas como la distancia entre parches, que indican la 
conectividad entre estos. Peter Vogt2 en un trabajo desarrollado para identificar cambios en los 
bosques de Eslovaquia entre 1990 y el 2000, encontró que pese a la clara existencia de cambios, el 
tamaño promedio de los parches y el área total de bosque resultaba invariable, por lo que 
determinó que estas métricas no eran suficientes para describir los cambios reales ocurridos en el 
paisaje. En consecuencia, implementó algoritmos de análisis morfológico de patrones espaciales 
(MSPA por sus siglas en inglés), en los que se efectúa una clasificación a nivel de pixel de una capa 
binaria en siete categorías mutuamente excluyentes, que describen información acerca del 
tamaño, forma y conectividad de la cobertura de entrada: núcleo, isla, borde, perforación, bucle, 
puente y rama. El resultado mostró cambios importantes en las clases resultantes de clasificación, 
particularmente en los pixeles puente, que funcionan como indicadores de conectividad entre 
parches. 
El gran potencial de los MSPA para la detección automática y la cartografía de los corredores, 
también ha sido señalada por Saura et al. (2011), Vogt, et al. (2007), Vogt et al. (2009) y 
Ostapowicz, et al (2008) que junto con sus colaboradores afirman que el mapeo de corredores no 
se puede lograr con otras metodologías como las relacionadas con las métricas tradicionales o los 
enfoques de teoría de grafos. Debido a sus ventajas, los algoritmos de morfología matemática han 
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sido utilizados para caracterizar los patrones espaciales de los bosques por la Comisión Europea y 
el United States Forest Service. 
A pesar de su utilidad, la aplicación de los MSPA en estudios multitemporales del paisaje no es 
muy amplia. Adicional al estudio de Vogt en Eslovaquia, se destaca el trabajo de Wickham et al. 
(2010), en el que identificaron procesos de fragmentación en las coberturas naturales de bosques 
y humedales de los Estados Unidos, al observar un incremento de pixeles isla frente a la 
disminución de polígonos núcleo; identificaron además una disminución de la conectividad entre 
parches al observar pérdida en los pixeles puente. 
 
3.2. Principios físicos de los sensores remotos y su interacción con el paisaje 
 
Los sensores remotos registran la cantidad de radiación electromagnética que reflejan o emiten 
los objetos de la superficie terrestre (Richards & Jia 2006), en este sentido requieren una fuente 
de energía  que puede ser externa al sensor o intrínseca a éste. En el primero de los casos los 
sensores son denominados como pasivos y en el segundo de los casos como activos. Los sensores 
pasivos de observación de la tierra registran usualmente la energía de la región espectral del 
visible y del infrarrojo cercano y medio, mientras que los sensores activos de radar emiten y 
reciben radiación en la región espectral de las microondas. 
La radiación electromagnética interactúa con los objetos de manera que puedes ser reflejada, 
absorbida o transmitida, estos tipos de interacción dependen de la cobertura en sí misma y de la 
longitud de onda de la radiación electromagnética. En este proceso, los sensores remotos 
registran la cantidad de energía reflejada, discriminando regiones espectrales determinadas de 
acuerdo al sensor empleado (Richards & Jia 2006). Tal cantidad de energía tiene unos 
comportamientos definidos para las diferentes coberturas en cada una de las regiones del 
espectro, si bien es necesario considerar aspectos que afectan la respuesta, como el ángulo de 
iluminación solar, el relieve, las condiciones atmosféricas, las variaciones medioambientales en la 
cubierta y el ángulo de observación (Chuvieco 1996). 
Pese a los factores que afectan la cantidad de energía que recibe el sensor, se puede afirmar en 
términos generales que la cantidad de energía reflejada, en las regiones espectrales del visible y el 
infrarrojo depende de propiedades tales como la pigmentación, humedad y estructura celular de 
la vegetación, la composición de minerales y humedad de los suelos, y el nivel de sedimentación 
de los cuerpos de agua (Richards & Jia 2006) 
En el caso de las microondas que se usan en sensores activos, la rugosidad de las coberturas y sus 
propiedades dieléctricas (que está fuertemente influenciada por la humedad) determinan la 
magnitud de la señal reflejada (Richards & Jia 2006). Es necesario considerar además aspectos 




terreno, que es diferente en cada punto de la imagen y que genera diferentes tipos de intensidad 
(menor cuanto mayor sea el ángulo de incidencia)3.  
En las imágenes de radar también es importante reconocer los mecanismos de reflexión de la 
energía, debido a que esto se constituye en un principio básico para la interpretación de las 
imágenes. Tales mecanismos son: retrodispersión especular, difusa, de esquina (o doble rebote) y 
retrodispersión de volumen (Figura 1). 
 
Figura 1: mecanismos de reflexión de la energía: a) especular; b) difusa; c) de esquina; d) retrodispersión de volumen. 
Fuente: (Richards & Jia 2006). 
 
La retrodispersión especular se presenta en zonas de baja rugosidad como los cuerpos de agua, en 
donde la energía se refleja en el sentido opuesto de la fuente, de manera que la señal que regresa 
al sensor y queda registrada en la imagen es nula, exhibiendo así tonos oscuros. La retrodispersión 
de esquina se presenta principalmente cuando hay objetos perpendiculares al suelo y en los que 
las microondas tienen baja capacidad de penetración, lo que es común en las zonas urbanas; en 
estos casos la energía que se devuelve al sensor es alta, de manera que en la imagen se observan 
tonos claros. La retrodispersión de volumen (volume scattering), se produce usualmente en zonas 
de bosque, donde una parte de la energía se transmite a través de la vegetación y es reflejada al 
sensor, y otra parte es dispersada; por este motivo la energía que regresa al sensor es intermedia 
y en las imágenes los elementos relacionados con este tipo de dispersión se ven en tonos de gris. 
La dispersión difusa se presenta en diferentes tipos de coberturas, es mayor  en la medida en que 
la rugosidad del terreno también lo sea (Richards 2009). El grado de rugosidad es un parámetro 
que debe ser confrontado con la longitud de onda que emplea el sensor, lo que obedece al criterio 
de Rayleigh, de acuerdo al cual una superficie se puede considerar lisa o rugosa  dependiendo de 
si su variación espacial es inferior a la longitud de onda que emplea el sensor (Richards, 2009). 
Cabe anotar que es necesario considerar otros aspectos inherentes al sensor como el ángulo de 
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incidencia, así como la polarización, que hace que la energía interactúe de manera diferente con 
los objetos de la superficie (Richards &Jia 1999). 
 
3.3. Procesamiento digital de imágenes ópticas para el mapeo de la cobertura 
de la tierra 
 
 
Una imagen digital es en sí una matriz numérica en la que cada uno de los valores representa la 
energía reflejada de la superficie al sensor. En este sentido las imágenes son susceptibles a 
diferentes operaciones matemáticas, necesarias para efectuar su calibración geométrica y 
radiométrica, para realizar mejoras orientadas a facilitar su interpretación o para su clasificación. A 





 Algunas de las operaciones aplicadas sobre las imágenes satelitales crean bandas artificiales a 
partir de combinaciones entre las originales, con el objetivo de mejorar la discriminación de 
algunos aspectos temáticos dentro de la imagen (Chuvieco 1996). Entre las transformaciones más 
ampliamente usadas están los índices de vegetación y el análisis de componentes principales.  
Los índices de vegetación sirven para mejorar la discriminación entre suelos y vegetación, y para 
reducir el efecto del relieve (pendiente y orientación) en la caracterización espectral de diferentes 
tipos de coberturas  (Chuvieco 1996). Se basan en que las coberturas vegetales presentan una alta 
absorción en ciertas bandas (principalmente la del visible rojo) frente a una baja absorción y por lo 
tanto alta reflectancia en otras (principalmente la del infrarrojo cercano); esta diferencia puede 
ser descrita cuantitativamente. El índice de vegetación de diferencia normalizada (NDVI) es 
extraído bajo este principio, como cociente de la diferencia entre los niveles digitales de las 
bandas del visible rojo e infrarrojo cercano. El mismo principio aplica al índice de agua de 
diferencia normalizada (NDWI), en el que se presenta una baja absorción de la energía en la región 
del infrarrojo  cercano y una alta absorción en el infrarrojo medio, cuando la vegetación presenta 
humedad (B. Gao 1996). 
Debido a que las regiones del espectro que utiliza el NDWI son menos sensibles a los efectos de 
aerosoles de la atmosfera que la región del visible rojo, empleada en el NDVI, se considera que el 
NDWI es menos sensible a los efectos atmosféricos, si bien debe ser considerado como un índice 
independiente al NDVI teniendo en cuenta que la información del infrarrojo cercano proporciona 




El análisis de componentes principales, por otra parte, tiene por objeto sintetizar la información de 
un grupo amplio de variables (bandas espectrales) en un grupo de menor tamaño (componentes) 
que recogen la mayor parte de la información, y en este sentido permite eliminar información 
altamente correlacionada entre bandas que resulta redundante (Riaño 2010). Esta síntesis resulta 
conveniente cuando se pretende abordar un análisis multi-temporal o cuando se intentan 
seleccionar las tres bandas más adecuadas en una composición de falso color (Chuvieco, 1996). 
El principio es que el eje de correlación entre dos bandas se rota para disminuir la correlación 
entre éstas. En este procedimiento se calcula la longitud del eje (o ancho de la elipse, que 
representa la fuerza de correlación entre bandas) para cada uno de los componentes con base en 
la matriz de covarianzas; los factores resultantes del cálculo (eigenvalores) representan la cantidad 
de información que retiene cada componente. Igualmente se calcula la rotación del eje, dando 
lugar a factores (eigenvectores), que son importantes en la interpretación debido a que indican la 
relación entre los componentes y las bandas originales (Liu &Mason 2009). 
 
3.3.2. Clasificación de imágenes 
 
Otro de los aspectos en el procesamiento digital de imágenes es la clasificación de las mismas, lo 
cual puede hacerse fundamentalmente mediante tres métodos: supervisados, no supervisados o 
mediante interpretación visual. Los métodos de interpretación visual se basan en la identificación 
y delimitación de unidades relativamente homogéneas con base en características pictórico 
morfológicas de la imagen, como forma, tamaño, sombras, tono o color, patrón espacial, textura, 
posición geográfica y asociación (Melo & Camacho 2005). Resulta bastante útil además, la 
interpretación en ambiente estereoscópico, particularmente para la zonificación de unidades de 
paisaje en un sentido integral, considerando además de la cobertura vegetal los atributos 
geomorfológicos y edafológicos (Zonneveld 1989). 
El método no supervisado, por otra parte, es completamente automatizado y generalmente se 
puede tomar como un trabajo preliminar para identificar la capacidad de diferenciar tipos de 
unidades o coberturas mediante la imagen de entrada (Richards & Jia 2006). Existen múltiples 
algoritmos para aplicar este método, el algoritmo de K-medias, por ejemplo, parte por agrupar la 
imagen en diferentes conjuntos a los cuales se les haya el centroide K (media), para 
posteriormente asignar cada pixel a ese grupo y repetir iterativamente el proceso hasta fijar los 
centroides K, así como del grupo de pixeles en torno a estos, lo que se determina con base en el 
criterio de cercanía de los valores (Richards & Jia, 2006). El punto en el que se fijan los centroides y 
grupos se da hasta cuando en el proceso iterativo se establece una sumatoria del cuadrado del 
error inferior a unos umbrales predefinidos. 
El método de clasificación supervisada, integra la interpretación visual con algoritmos de 
clasificación. Mediante la interpretación visual y con información de referencia se delimitan unas 




algoritmos, asignar el resto de los pixeles de la imagen a las categorías identificadas en función de 
sus niveles digitales (Chuvieco 1996). Uno de los algoritmos de clasificación por este método es el 
de máxima verosimilitud que se basa en el teorema de Bayes, al considerar la probabilidad de 
ocurrencia de una clase determinada, de acuerdo a valores definidos por el usuario (Liu & Mason 
2009). Bajo este principio los pixeles son asignados, dependiendo del comportamiento espectral 
de la zona de entrenamiento, a la clase más probable (Eastman 2012). 
Cabe señalar, que la clasificación se puede llevar a cabo a nivel de pixel o a nivel de segmentos, 
mediante procesos de segmentación. La segmentación es un proceso en el que se agrupan un 
conjunto de pixeles adyacentes de acuerdo a su auto-similitud dando lugar a áreas (segmentos) 
más o menos homogéneas, que son clasificadas mediante diferentes algoritmos, como el de 
máxima verosimilitud. 
 
3.4. Procesamiento digital de imágenes de radar para el mapeo de la 
cobertura de la tierra 
 
Las imágenes de radar poseen propiedades diferentes a las imágenes ópticas y por lo tanto su 
procesamiento también difiere. En primer lugar las imágenes de radar, requieren de una 
transformación mediante la cual los valores originales de la imagen son convertidos a magnitudes 
físicas, que indican la cantidad de energía reflejada al sensor. La unidad de medición física es, 
usualmente decibeles, y para hacer la conversión existen ecuaciones ya bien definidas en las que 
algunos parámetros deben ser ajustados de acuerdo al sensor (Rosich & Meadows 2004). 
Adicionalmente, las imágenes de radar requieren de correcciones relacionadas con el speckle, que 
es un efecto resultante de las fluctuaciones aleatorias en el retorno de la señal (Mather & Tso 
2009), lo que se refleja en la imagen como pixeles distribuidos espacialmente de manera aleatoria 
y que poseen valores radiométricos alejados, positiva o negativamente de los valores promedio de 
los pixeles circundantes. La presencia del speckle reduce la capacidad de percibir detalles finos y 
descarta la posibilidad de la percepción visual de estructuras que harían posible describir las 
características de la superficie de tierra (Smara et al. 1998), en este sentido su reducción es 
esencial para la clasificación digital así como para la interpretación visual (Paudyal & Aschbacher 
1993). 
Para la reducción del ruido speckle se han diseñado diferentes algoritmos que son aplicados sobre 
la imagen a través de ventanas con un número de pixeles definidos. Entre los filtros más 
comúnmente usados están los filtros Lee-Sigma (Lee 1981), Gamma-MAP (Frost et al. 1982) y filtro 
Frost (descrito en Lopes et al. 1990), así como filtros multitemporales (Quegan et al. 2000) 
Además de las correcciones, las imágenes de radar pueden ser sometidas a otros tipos de 
tratamientos, como filtros texturales, que son una alternativa cuando no se cuenta con imágenes 




entendida como la aparente rugosidad o suavidad de una región de una imagen (Chuvieco 1996), 
es uno de los criterios pictórico-morfológicos en la interpretación visual de imágenes satelitales y 
fotografías aéreas (Melo & Camacho 2005), que puede ser cuantificado mediante diferentes 
algoritmos.  
Una de las herramientas para la cuantificación de la textura es la matriz de co-ocurrencias, que 
describe la frecuencia con la que un nivel de gris aparece en una relación espacial específica con 
otro valor de gris (Presutti 2004). Con base en la matriz de co-ocurrencias se aplican algoritmos 
texturales específicos, como la varianza, entropía y media. Algunos autores han encontrado que la 
varianza aumenta la exactitud en la clasificación de coberturas en imágenes de radar (Haack & 
Bechdol 2000; Herold, Haack, & Solomon 2004), con los filtros de media y entropía también se han 
identificado potencialidades en la discriminación de coberturas al aumentar la exactitud de 
clasificación (L. Gao & Ban 2008; Huang, Legarsky, & Othman 2007; Schneider & Fernandes 2003). 
 
3.5. Integración multitemporal de sensores remotos para la detección de 
cambios del paisaje 
 
La integración de datos de sensores remotos multitemporales para la detección de cambios del 
paisaje se puede hacer de diferentes maneras. Coppin et al (2004) propuso una clasificación de 
métodos que usan imágenes ópticas para este fin, el cual consta de 10 tipos: 1) comparación post-
clasificación, 2) análisis compuesto, 3) diferencia univariada de imágenes, 4) cociente de imágenes, 
5) transformación linear bi-temporal, 6) análisis de vector de cambios, 7) regresión de imágenes, 
8) análisis multitemporal de mezcla espectral, 9) análisis multidimensional-temporal de rasgos 
espaciales, 10) métodos híbridos y algoritmos poco implementados. En el método de comparación 
post-clasificación, se hace una clasificación con las imágenes de cada fecha de manera 
independiente, posteriormente se efectúa una comparación de los cambios detectados de 
cobertura  pixel por pixel o segmento a segmento; este es uno de los métodos más ampliamente 
utilizados (Jian et al 2008; Kamlun & Phua, 2009; Kunz, 2010). 
Es también de amplio uso la diferencia univariada de imágenes (Kumar 2009; D. Lu, Batistella, and 
Moran 2005), que consiste en hallar la diferencia entre los valores radiométricos de dos imágenes 
o datos derivados de imágenes de 2 fechas diferentes. El cociente de imágenes funciona con una 
lógica similar pero en vez de hallar la diferencia entre imágenes se halla el cociente, con lo que se 
puede establecer la diferencia normalizada, de manera similar al NDVI. En el caso de la regresión 
entre imágenes, el método consiste en efectuar una correlación de imágenes de diferentes fechas 
e identificar las zonas de menor correlación para fijar umbrales de cambio.  
Respecto a los métodos de transformación linear bi-temporal existen diferentes tipos, sin 
embargo el más conocido (Coppin et al. 2004) es el análisis de componentes principales, mediante 




correlacionados, en los cuales se interpretan zonas de cambio (Chavez & Kwarteng, 1989; Hartter 
et al 2008; Lu et al 2004). 
Existen métodos más sofisticadas como el análisis multitemporal de mezcla espectral (Elmore et al 
2000) o el análisis de vector de cambios, que se enmarca dentro del análisis de trayectoria  en el 
que además de la transformación se determina desplazamiento, velocidad, aceleración y 
divergencia en las transformaciones del paisaje y de sus patrones espaciales, lo que requiere una 
gran densidad temporal de imágenes (Cushman & McGarigal 2007; Gillanders et al. 2008). 
 
3.6. Fusión de imágenes ópticas y de radar para el mapeo de la cobertura de 
la tierra en la Amazonia 
 
Como parte del procesamiento de imágenes, se pueden efectuar procedimientos de fusión, que 
consisten en combinar dos o más imágenes diferentes para crear una imagen nueva usando algún 
algoritmo determinado (Genderen et al 2002 citado en Medina & Lizarazo, 2004). El principio es 
integrar imágenes o datos raster de diferentes resolución espacial, o con propiedades diferentes, 
para generar una nueva imagen que contiene información complementaria (Liu & Mason 2009) lo 
que puede potenciar procesos de clasificación e interpretación visual.  
 
Entre los métodos de fusión convencionales más empleados están la transformada de Brovey, 
análisis de componentes principales, métodos multiplicativos, High Pass Filter (HPF), 
transformación Intensity-Hue-Saturation (IHS) y recientemente se han dado desarrollos métodos 
que emplean transformadas Wavelet (Medina & Lizarazo, 2004). Es también posible prescindir de 
algoritmos de fusión, e integrar imágenes de características diferentes simplemente creando una 
composición multibanda. 
 
La fusión de imágenes se aplica usualmente entre imágenes pancromáticas de alta resolución e 
imágenes multiespectrales, sin embargo se han desarrollado algunos estudios en los que se 
efectúa fusión entre imágenes radar y ópticas para el mapeo de la cobertura de la tierra (Herold & 
Haack 2002; Huang, Legarsky, & Othman 2007; Lehmann et al. 2012; Tadesse 2014). En la 
Amazonia los estudios al respecto no son numerosos y en muchos de los casos se centran en 
coberturas específicas como Palmas (Santos & Messina 2008) o manglares (Nascimento et al. 
2013), entre otros. Independientemente de la zona u objeto de la investigación, en estos estudios 
se ha identificado un aumento más o menos considerable en la capacidad de discriminación de 
coberturas al efectuar la integración de imágenes ópticas y de radar, frente a su uso de manera 
independiente. 
Uno de los trabajos realizados en cercanías a la Amazonia que demuestran las ventajas de la 
combinación de imágenes ópticas y de radar fue el realizado por Dupas (2000) al sureste de Minas 




máxima verosimilitud, para mapear cobertura de bosques, plantaciones forestales y no bosque. 
Como resultado se encontró una muy baja exactitud de clasificación de coberturas con imágenes 
ERS-SAR (5,7%) y con imágenes JERS-1 (cercana al 50%), mientras que con imágenes Landsat TM se 
alcanzaron niveles de exactitud aceptables (82%), que mejoraron al efectuar la fusión con 
imágenes JERS-1 por el algoritmo IHS, al obtener unos niveles de exactitud de 84,6%; con las 
imágenes ERS-SAR la exactitud disminuyó a 77%.  
En el trabajo de Dupas (2000) se evaluó también la fusión mediante el algoritmo Brovey, con el 
que los niveles de exactitud en la fusión fueron inferiores (66,7% con imágenes JERS-1 y 46,2 con 
imágenes ERS-SAR). Los bajos niveles de exactitud de las imágenes ERS-SAR frente a las JERS-1, son 
atribuidas a la longitud de onda y a la polarización, que tienen menor capacidad de penetración en 
la vegetación, así como por el ángulo de incidencia, que es más susceptible a los efectos de 
Layover. La menor exactitud de la fusión Brovey se atribuye, fundamentalmente, a que esta es 
menos efectiva reduciendo los problemas de Layover que la fusión IHS. 
En el trabajo realizado por Lu, Batistella, & Moran (2007) en la Amazonia Brasilera (Rondonia), las 
mejoras en la clasificación fueron superiores a las encontradas por Dupas (2000), dado que el 
incremento en la exactitud de clasificación fue de alrededor de 7%. A diferencia del  trabajo de 
Dupas (2000), los autores emplearon filtros texturales a partir de la matriz de co-ocurrencias en 
imágenes Radarsat-1 y en la banda pancromática de la imagen Landsat ETM+. Para definir los tipos 
de texturas y tamaños de ventana adecuados, se estableció un indicador que resulta de hallar el 
cociente entre separabilidad (Jeffries-Matusita) y correlación.  
Con base en las texturas seleccionadas se hicieron diferentes combinaciones y fusiones, 
obteniendo como resultado que la imagen Landsat ETM+, sola o fusionada con la banda 
pancromática alcanzó niveles de exactitud de 65%, mientras que al ser fusionada con la imagen 
Radarsat y adicionando a la composición los filtros de textura de la imagen radar, alcanzó una 
exactitud de 72%. Resultados similares se lograron fusionando la imagen Landsat con la 
pancromática y adicionando a la composición los filtros texturales de la imagen pancromática más 
los filtros texturales de la imagen Radarsat, al obtener una exactitud de 71%. 
Los menores niveles de exactitud se presentaron en las coberturas que correspondían al mismo 
tipo de vegetación pero en diferente estado de crecimiento y en coberturas heterogéneas como 
agroforestería y pastos degradados. Se concluyó además que La fusión con la imagen 
pancromática de Landsat crea heterogeneidad al interior de las coberturas, mientras que al 
integrar capas de textura se reduce la variación mejorando clasificación. 
En el trabajo realizado por Chu, Ge, & Wang (2010), en cercanías del Río Saigón y la Ciudad de Ho 
Chi Minh (Vietnam) se usaron también filtros texturales a partir de la matriz de co-ocurrencias 
(varianza, homogeneidad, entropía y correlación), sobre imágenes de radar ALOS-PALSAR. Se 
evaluaron además dos algoritmos de clasificación: redes neuronales artificiales (KNN, por sus siglas 
en inglés) y máquina de vectores de soporte (SVM, por sus siglas en inglés). Al usar las imágenes 




con el algoritmo SVM, y 68,18% con algoritmo ANN, mientras que con las imágenes SPOT 2 se 
obtuvo una exactitud de 70% con los dos algoritmos de clasificación. 
Las mayores exactitudes se obtuvieron integrando las imágenes SPOT  con las ALOS-PALSAR  de 5 
fechas en una polarización HH y en polarización dual HH-HV con alrededor de 89-90% empleando 
los dos algoritmos de clasificación, lo que es una mejora considerable en relación a la exactitud 
obtenida con la imagen SPOT 2 sola (20%). Con solo imágenes de radar la mejor exactitud de 
clasificación se logró utilizando la serie de 5 imágenes en polarización dual y los filtros texturales, 
al lograr una exactitud de 67,75% por el clasificador ANN y 66,99% por el clasificador SVM. La 
combinación de imágenes ópticas y de radar redujo considerablemente la confusión entre la 
cobertura de suelos desnudos, zona urbana densa y discontinua, mientras que en la cobertura de 
vegetación baja la exactitud no mejoró, lo que sí ocurrió para las demás coberturas. 
Otro de los trabajos en los que se evaluó el potencial de la textura junto con la integración de 
imágenes fue el realizado por Dengsheng Lu et al. (2012), en 4 zonas de la Amazonia Brasilera, 
empleando diferentes conjuntos de datos. Los filtros de textura se aplicaron con base en la matriz 
de co-ocurrencia sobre imágenes de radar ALOS-PALSAR e imágenes pancromáticas de Landsat 
ETM+. Debido a que fueron muchos los tipos de algoritmos de textura y tamaños de filtros, 
aplicaron el cociente divergencia-correlación empleado por Chu, Ge, & Wang (2010) para 
seleccionar las combinaciones que en conjunto proporcionaron la mayor información. 
Con base en la aplicación de los diferentes tipos de algoritmos de  textura, y con los datos 
originales se crearon diferentes composiciones que fueron sometidas a algoritmos de clasificación 
por segmentación/árbol de decisiones, y mediante un algoritmo de máxima verosimilitud. En una 
de las zonas estudiadas correspondiente a la Ciudad de  Altamira (Estado de Pará), se usaron 
imágenes ALOS-PALSAR en polarización dual con 4 bandas texturales, obteniendo niveles de 
exactitud hasta de 57% con algoritmos de segmentación árbol de decisiones y 4 bandas texturales, 
lo que es similar a lo logrado con algoritmos de máxima verosimilitud (56%) y superior al 46% de la 
composición original sin filtros texturales.  
En otro experimento realizado en Altamira fusionaron las imágenes Landsat TM y ALOS-PALSAR 
polarización HH mediante un algoritmo de Wavelet, para posteriormente someter la imagen 
resultante a clasificación de máxima verosimilitud. La imagen fusionada mejoró la exactitud de 
clasificación con respecto a la imagen Landsat TM en cerca del 5%, alcanzando una exactitud de 
86%. Los principales aumentos en el nivel de exactitud se dieron en 7 de las 10 coberturas: pastos, 
clases sucesionales vegetales (alto, medio, bajo), bosques altos y de lianas, y agro-pastos, en 
porcentajes de hasta 22% tanto en exactitud de usuario como de producción.  
En otra de las zonas de aplicación, en la Ciudad de Machadinho do Oeste, en el estado de 
Rondonia, se fusionaron imágenes Radarsat-1 polarización HH con imágenes Landsat ETM, 
mediante un algoritmo de fusión de Wavelets, para posteriormente ser sometidas a clasificación 
supervisada mediante el algoritmo de clasificación de máxima verosimilitud. En este caso las 
técnicas de fusión causaron una reducción en la exactitud de 0.6% alcanzando una exactitud de 




sucesionales de vegetación hasta en 30% y 7% para exactitud de producción y de usuario, 
respectivamente. Adicionalmente aumento la resolución espacial, de una manera más efectiva 
que la banda pancromática, considerando que en ésta la reducción de la exactitud fue de 4.3%.  
Los autores señalan que los aumentos en la exactitud de clasificación para las coberturas 
correspondientes a estados sucesionales de vegetación se dan por la capacidad de penetración de 
las microondas en las estructuras vegetales. En este sentido el aporte de las imágenes de radar se 
presenta principalmente con la banda L de las imágenes ALOS-PALSAR. Por otra parte, las fusiones 
con la banda pancromática no mejoraron sustancialmente la exactitud de clasificación y en 
algunos casos se redujo en cerca del 5%, lo que contrasta con la fusión con imágenes de radar. En 
este sentido la conclusión fue que la fusión con imágenes pancromáticas aumenta la variación 
espectral, mientras que con las imágenes de radar se introduce información real sobre el volumen 
de la vegetación dada su capacidad de penetración, proporcionando mejores resultados; no 
obstante se señala que para fines de interpretación visual, la fusión con las imágenes 
pancromáticas proporciona una mayor capacidad de discriminación de coberturas que las 
imágenes originales. 
Respecto a los algoritmos de fusión, que no se han evaluado en todas sus posibilidades hasta este 
punto en los trabajos mencionados, existe un trabajo bastante completo, desarrollado por 
Dengsheng Lu et al. (2011), en la Ciudad de Altamira (Estado de Pará), en el que se evaluaron 4 
algoritmos de fusión: componentes principales, Wavelet, HPF y multiplicación normalizada. Las 
diferentes imágenes fusionadas fueron sometidas a clasificación supervisada mediante un 
algoritmo de máxima verosimilitud para generar mapas de cobertura con 10 clases. Para usar toda 
la información generada por las polarizaciones duales de las imágenes de radar ALOS-PALSAR y 
Radarsat-2 empleadas, se aplicó un algoritmo de normalización (NL=HH*HV/HH+HV), así mismo se 
aplicó la fusión con cada una de las polarizaciones. 
Los resultados mostraron que los niveles de exactitud de las imágenes de radar solas fueron bajos 
(45,2% con ALOS-PALSAR y 26,89% con Radarsat-2), mientras que comparando la imagen Landsat 
TM sola frente a la imagen Landsat TM fusionada con la imagen Radarsat-2 NL mediante algoritmo 
Wavelet, la exactitud mejoró un 5,7% llegando a 86,79%; en la fusión con este mismo algoritmo en 
la imagen ALOS-PALSAR HH el incremento fue de 4,72%. Mediante la fusión con el algoritmo HPF, 
los mayores incrementos de exactitud obtenidos fueron de 1,89% con la imagen ALOS-PALSAR NL 
y 1,42% con la imagen Radarsat-2 NL, respectivamente. Con las fusiones por componentes 
principales y multiplicación normalizada se observaron reducciones en la exactitud de clasificación 
de hasta 6,1% y 12,7% respectivamente.  
Con base en los resultados los autores concluyeron que las fusiones HPF y Wavelets mantienen la 
fidelidad espectral, y que ese es el motivo fundamental para que proporcionen mejores niveles de 
exactitud, lo que se da principalmente en las coberturas de vegetación, que son las que mayor 
incremento de exactitud presentan. 
Este es panorama general de investigación respecto a la fusión de imágenes ópticas y de radar 




generales que las imágenes de radar solas proporcionan bajos niveles de exactitud temática, 
particularmente las capturadas en la región de la banda C, como las ERS-SAR y Radarsat. Con la 
banda L se generaron mejores resultados, particularmente al contar con varias polarizaciones o 
con imágenes de diferentes fechas. La banda L también funciona mejor en los procedimiento de 
fusión, dado que aumenta los niveles de exactitud de manera más eficaz que la banda C; sin 
embargo las dos bandas mejoraron la exactitud de clasificación de manera más marcada que la 
fusión entre las imágenes multiespectrales y pancromáticas, y aun cuando la exactitud disminuyó 
su porcentaje fue mínimo, mientras  que aumento la resolución espacial. Respecto a los filtros 
texturales, en los estudios en los que fueron empleados, aumentaron también la exactitud de 
clasificación de manera más eficaz que las imágenes de radar con los procesamientos básicos de 
reducción de speckle.  
Por otra parte, los algoritmos de fusión no son extensamente explorados en todas sus 
posibilidades, sin embargo se puede advertir que la técnica de Wavelets es la más usada y la que 
mejores resultados generó, seguida de la fusión HPF; los algoritmos de fusión por transformada 
Brovey, componentes principales y multiplicación normalizada no generaron en los diferentes 
trabajos mejoras significativas y contrario a esto llegaron a generar disminución en la exactitud de 
clasificación. Los algoritmos de clasificación tampoco son extensamente explorados en todas sus 
posibilidades, el más usado fue el de máxima verosimilitud, que al ser comparado con el algoritmo 
de segmentación/árbol de decisiones generó resultados similares (ligeramente inferiores: +/-1%) 
(Lu et al. 2012), igual ocurrió en la clasificación por los algoritmos ANN y SVM en donde las 
diferencias de exactitud no fueron significativamente marcadas, si bien en la mayoría de los casos 
el algoritmo ANN fue más exacto (Chu, Ge, & Wang, 2010)).  
 
3.7. Detección de cambios de cobertura con imágenes de radar en la 
Amazonia  
 
En el campo de los sensores remotos de radar para la observación de la tierra existe una amplia 
diversidad de datos, lo que se relaciona con las múltiples posibilidades de captura (múltiples 
polarizaciones, longitudes de onda, dirección de la órbita, etc.), e implica a su vez una amplia 
diversidad en los tipos de tratamientos de las imágenes. La situación óptima con datos radar para 
la discriminación de coberturas de la tierra se da cuando se dispone de imágenes con diferentes 
polarizaciones y longitudes de onda. Para el caso de la Amazonia (San José del Guaviare y 
Araracuara), por ejemplo, Quiñones (2002) logró mapear con un alto nivel de exactitud biomasa y 
diferentes clases de cobertura con base en sus características estructurales mediante el uso de 
datos de radar aerotransportado en polarización completa para las bandas C, L y P. 
En la mayoría de los casos, no se dispone de volúmenes de información como la usada por 
Quiñones en diferentes fechas, y en este sentido es poco factible efectuar la detección de cambios 




hasta 20114, la información se restringía a la banda C y la polarización era vertical - vertical (VV). 
Las misiones Envisat y Sentinel, que se consideran sustitutas de las misiones ERS, poseen más 
polarizaciones, pero captan imágenes en la misma región de las microondas (banda C), lo que 
permitirá extender el análisis y detección de cambios desde las primeras imágenes ERS hasta el 
futuro. 
Entre los trabajos que han empleado imágenes ERS-SAR para la detección de cambios de 
cobertura en la Amazonia, está el desarrollado por Bijker (1997) al norte del Departamento del 
Guaviare, con nueve imágenes obtenidas entre 1992 y 1994. El método consistía en hacer una 
clasificación mediante algoritmos de árbol de decisiones en una imagen segmentada. Las reglas de 
decisión se establecieron con base en las características de la imagen (promedio de 
retrodispersión por segmento y diferencia máxima de este promedio sobre tres imágenes 
consecutivas) y con base en la estructura de la cobertura del terreno (obtenida con datos de 
campo). Un segundo grupo de reglas fue desarrollado con base en los posibles cambios entre las 
clases de estructura de la vegetación, calculadas con un modelo de cambios. Las precisiones de la 
clasificación usando los dos conjuntos de reglas fueron mayores a 60% para bosques, 
aproximadamente 40% para vegetación secundaria y entre 80% y 90% para sabanas naturales. Se 
determinó también que la clasificación usando las reglas de decisión mencionadas, dio mejores 
resultados que la clasificación utilizando el clasificador de máxima verosimilitud. 
Hoekman (2001) aplicó, para la detección de cambios de cobertura y monitoreo de incendios en 
un sector al este de Kalimantan, imágenes ERS-SAR obtenidas antes y después de las 
perturbaciones objeto de estudio, en un periodo comprendido entre 1993 y 1996. El 
procedimiento consistió en aplicar técnicas de segmentación en imágenes multitemporales en 
combinación con técnicas de reclasificación de la retrodispersión. Con los resultados se concluyó 
que las zonas afectadas por incendios se pueden identificar hasta en un 85,2%, los errores los 
relaciona con la baja capacidad de penetración de la banda C, lo cual es un limitante dado que 
usualmente la copa de los arboles suele quedar sin afectación. Con respecto a los cambios de 
cobertura las exactitudes obtenidas fueron superiores al 85% en todas las coberturas exceptuando 
las áreas agrícolas en donde se estimaron exactitudes de 34,5% y 28,5% antes y después de la 
ocurrencia de incendios respectivamente, el autor relaciona este error con la heterogeneidad de 
las áreas agrícolas y las similitudes de ciertos tipos de frutales y plantaciones con bosques. 
Las técnicas de segmentación también fueron aplicadas por Verhoeye & De Rover (1996) a cuatro 
imágenes tomadas entre 1992 y 1993 en una zona de bosque húmedo tropical al oriente de Costa 
Rica, para mapear coberturas. A diferencia de Bijker (1997) y Hoekman (2001), incluyó criterios 
texturales en la clasificación. El clasificador empleado fue de máxima verosimilitud y la exactitud 
total fue de 78%. 
La textura fue evaluada como fuente para efectuar la detección de cambios relacionadas con tala 
selectiva principalmente, por van der Saden (1997), quien usó imágenes ERS-SAR en un área de 
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Mabura Hill (República de Guyana) y de San José del Guaviare. Como resultado se concluyó que la 
textura, que se obtiene a partir de los datos crudos de retrodispersión (analizada mediante la 
matriz de co-ocurrencia), es una fuente de información mejor que la retrodispersión en sí misma 
para identificar tipos de coberturas forestales en imágenes radar de onda corta (bandas C), pero 
que sin embargo, el monitoreo de tala selectiva debe ir acompañado de información contextual y 
corroboración de campo para reducir inexactitudes. Otra de las conclusiones de este estudio es 
que las imágenes obtenidas en temporadas secas muestran un mejor contraste que las obtenidas 
en temporadas húmedas, esto con respecto a las clases bosque-no bosque, bosque primario y 
secundario. 
Sugardiman (2007), también evaluó la textura como insumo para la clasificación de imágenes 
multitemporales orientada a la identificación de la deforestación y cambios de cobertura, 
tomando como área de aplicación la Provincia de Kalimantan, en la Isla de Borneo. Utilizando 
imágenes de radar obtenidas con el sensor aerotransportado de la NASA AirSAR, así como 
imágenes de radar ERS-SAR y ENVISAT ASAR, el autor llevó a cabo una clasificación usando un 
algoritmo de máxima verosimilitud. Al aplicar el análisis de textura, mediante la matriz de co-
ocurrencia, los resultados mejoraron considerablemente las clasificaciones hasta un punto que 
oscila entre 36,5% y 48,5% dependiendo el tipo de cobertura. Para la cobertura de bosques el nivel 
de mejoramiento se encontró entre los más altos, puesto que la exactitud pasó de 47,7% a 87,9%. 
La textura como base para la detección de cambios de cobertura en imágenes de radar fue 
también empleada por Kuntz & Siegert (1996), usando imágenes ERS de nueve fechas diferentes 
en Kalimantan. Aplicando filtros texturales de varianza en la interpretación visual de las imágenes 
obtuvieron un mapa de cambios, en el que estimaron un error aproximado de entre 10% a 20% del 
área mapeada, lo que según los autores permite efectuar un monitoreo de la cobertura vegetal. Se 
concluyó además que las coberturas no pueden ser determinadas solo por el tipo de 
retrodispersión sino también por sus características texturales y adicionalmente que ningún 
método de clasificación automatizada produce resultados suficientemente confiables, por lo que 
sugieren el uso de métodos de interpretación visual.  
Keil et al. (1996), también señalaron la interpretación visual como el medio más eficaz para 
obtener los mejores niveles de exactitud, a partir de un estudio realizado en la Amazonia Brasilera 
en el que emplearon seis imágenes ERS-SAR, tomadas entre 1992 y 1993. En este trabajo 
evaluaron el método de clasificación de máxima verosimilitud y un clasificador llamado EBIS 
(Evidence Interpretation of Satellite Data) con las imágenes procesadas mediante filtros texturales 
extraídos a partir de la matriz de co-ocurrencia. Los mejores resultados se presentaron con el 
clasificador EBIS al obtener exactitudes superiores a 90% en diferentes zonas de validación del 
método. 
En este contexto, se puede concluir que las dos principales fuentes de clasificación en las imágenes 
de radar son la retrodispersión y la textura. Los estudios sugieren que los filtros texturales mejoran 
significativamente los niveles de exactitud, no obstante, la diferencia no es tan contundente si se 




embargo estos resultados están condicionados por los demás procedimientos específicos de los 
métodos estudiados (algoritmo de clasificación, filtros speckle etc.). 
Respecto a las técnicas de clasificación se advierte que en el conjunto de estudios revisados (que 
son los que tienen un mayor nivel de pertinencia para el presente trabajo, considerando los tipos 
de datos empleados, áreas de estudio y enfoque multitemporal) no son suficientemente 
numerosos como para abordar la amplia gama de algoritmos de procesamiento existentes. Los 
temas de clasificación a nivel de pixel o de segmento e integración multitemporal de datos, 
teniendo en cuenta los procedimientos previos de procesamiento y posteriores de clasificación 
efectuados en los diferentes estudios, no se pueden comparar con claridad para determinar una 
ruta óptima respecto de estos dos aspectos. 
 
4. MATERIALES Y MÉTODOS 
 
4.1. Zona de estudio 
 
Para la aplicación y evaluación de la metodología propuesta en el presente trabajo, se han 
considerado dos áreas con condiciones diferentes en cuanto a sus propiedades físico-bióticas y en 
su gradiente temporal de perturbación. La primera de estas (zona 1 – ver Figura 2), presenta un 
gradiente de perturbación alto por deforestación (962,2Km2 según Murcia et al. 2010). Está 
localizada en el Municipio de Miraflores (Departamento del Guaviare), cuyo casco urbano se 
encuentra cerca de la zona central del área de estudio, al norte del Río Vaupés (Figura 3).  Su área 
es rectangular con cerca de 3.500 Km2, los límites están dados por una latitud norte máxima de 
1°38´ 42” y mínima de 1º8´ 44”, y por una longitud oeste máxima de 72°15´ 42” y mínima 71°42´ 
5”.  
La zona 2 (ver Figura 2) se caracteriza por una alta influencia de las dinámicas fluviales asociadas al 
Río Amazonas, principalmente, por lo que las geoformas predominantes son de tipo aluvial 
(IDEAM 2010); presenta también un gradiente de perturbación inferior al de Miraflores. Se localiza 
en los municipios de Leticia y Puerto Nariño, sobre la rivera  del Río Amazonas, al extremo sur de 
la Amazonía colombiana, en límites con Brasil y Perú (ver Figura 4). Su área total es de 
aproximadamente 2800 Km2, demarcada al noroccidente por el punto ubicado a 70°35´18,32” de 
longitud oeste y 3°35´ 42,5” de latitud sur; al nororiente por el punto localizado a 69°51´23,37 
longitud oeste y 3°49´ 46,83 latitud sur; al suroriente por el punto ubicado a 69°57´48,88” de 
longitud oeste y 4°14´ 48,9” latitud sur y al suroccidente por el punto localizado a 70°42´ 55,9 de 








a 2: localización de las zonas de estudio 
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precipitación cae a entre 200 mm y 250 mm, hasta llegar en diciembre y enero al mínimo 
aproximado de 50 mm. La temperatura media es similar a la de Leticia, pero las máximas son un 




La geomorfología de la zona de estudio de Leticia presenta una alta influencia de la dinámica 
fluvial del Río Amazonas. De acuerdo al mapa de sistemas morfogénicos de Colombia, a escala 
1:500.000 del IDEAM (2010), en esta zonas se encuentra el sistema aluvial del dominio amazónico, 
específicamente con geoformas como terrazas medias y altas hacia el norte de Leticia, que se 
caracterizan por presentar formas onduladas ligadas a  disección incipiente o ligera (Figura 6). En 
el sector del casco Urbano de Leticia se encuentran terrazas bajas, que poseen una altura relativa 
inferior a los 15 metros,  y un grado de disección incipiente sin que se haya desarrollado aún un 
modelado de formas onduladas como el que se aprecia en las terrazas altas (IDEAM 2010).  
Hacia el extremo suroccidental, junto al Río Amazonas, se presentan llanuras de desborde, 
predominantemente anegadas, con geoformas diversas como: cauce menor con bancos aluviales y 
meandros, cauce mayor con lechos abandonados, diques y cubetas de desborde (ciénagas). 
También con la influencia de la dinámica fluvial, se encuentran valles coluvio-aluviales, que son en 
términos generales valles asociados a ríos de menor orden, como el Amacayacu, Loretoyacu y 
Calderón (Figura 4), que tienen formas plano-cóncavas producto de la deposición aluvial 
(longitudinal) y coluvial (transversal). En estos el desarrollo de diques no es notorio y las únicas 
terrazas son bajas, estrechas y discontinuas (IDEAM 2010). Hacia el noroccidente, se presentan 
geoformas vinculadas a plataformas, que son formaciones sedimentarias de poco espesor, 









Figura 5: Comportamiento multianual de precipitación y temperatura en la zona de Leticia (A) y San José del Guaviare 
(B). Fuente: SINCHI (2007), obtenido a partir de estaciones climatológicas del IDEAM. 
 
En la zona de estudio de Miraflores, se presentan también valles coluvio-aluviales, asociados al Río 
Vaupés y otros ríos de menor orden, así como llanuras aluviales de desborde en donde se 
presentan diques y cubetas de inundación, y en algunos sectores bancos aluviales e islotes, 
formados por la acumulación de aluviones finos y la erosión fluvial (IDEAM 2010). Hacia la parte 




denominada como interfluvio plano, que se enmarca dentro de la unidad macro de plataformas, 
por lo que presenta también una pendiente baja (<2°). En esta zona debido a la cobertura boscosa 
y la pendiente casi plana, se produce encharcamiento durante algunos meses del año (IDEAM 
2010).  
También vinculado a la plataforma se encuentran modelados de disección incipiente, que ocupan 
posiciones relativamente altas en relación con la red de drenaje y presentan pendientes un poco 
más fuertes de entre 4° a 12° (IDEAM 2010). Finalmente, hacia el costado nororiental y 
suroccidental se presentan formas residuales, cubiertas por costras ferruginosas, recubiertas a su 
vez por gravilla y arena suelta (IDEAM 2010). 
 
 
Figura 6: Perfiles de disección en terrazas aluviales adyacentes a ríos amazónicos, que dan unas características muy 
propias del paisaje de la región, se pueden ver adicionalmente geoformas asociadas a la dinámica fluvial como 
bacines y orillares. Fuente: IDEAM (2010), tomado de Botero (1980). 
 
4.1.3. Cobertura de la tierra 
 
En la zona de estudio de Leticia-Puerto Nariño, la cobertura que mayor extensión ocupa, de 
acuerdo al mapa de coberturas de la tierra de 2007 a escala 1:100.000, elaborado por el Instituto 
de Investigaciones Científicas (SINCHI) con la metodología Corine Land Cover, es el bosque denso 
alto de tierra firme, con un 63%. En esta cobertura, que se encuentra en zonas donde no se 
presentan procesos de inundación periódicos, la vegetación presenta una altura del dosel superior 
a 15 metros y es relativamente continua, representando al menos el 70% del área total de la 
unidad (Murcia et al. 2009). 
El segundo tipo de cobertura en cuanto a extensión para esta zona, es el bosque alto inundable 
heterogéneo, al ocupar un 14%. Este presenta características estructurales (altura y densidad 
arbórea) similares a las del bosque alto de tierra firme (Murcia et al. 2009) pero está localizado en 
las depresiones inundables, donde el Río Amazonas desborda sus aguas estacionalmente. La 
cobertura que sigue en extensión es la de ríos con una proporción de 9%, y está representado 




Otros tipos de coberturas ocupan extensiones menores, de entre 1% y 3,6% y corresponden 
principalmente a zonas de intervención antrópica. Tales coberturas son mosaicos de cultivos, 
pastos y espacios naturales con vegetación secundaria o en transición; los cultivos en general son 
de plátano y yuca, y están localizados en las terrazas aluviales de los ríos, principalmente del 
Amazonas.  
Por la gran influencia de la dinámica fluvial se ven dentro de la misma proporción (1% a 3,6%) 
zonas arenosas naturales, que corresponden básicamente a complejos de orillares, herbazal denso 
inundable, y en una proporción más baja (0,31%) lagos, lagunas y ciénagas naturales. Las demás 
categorías suman reunidas menos del 3% del área y son mezclas de las coberturas de mayor 
extensión, exceptuando la zona urbana que se concentra en Leticia y cuenta con un porcentaje de 
0,12%, equivalente a 331 hectáreas.  
En la zona de estudio de Miraflores, predomina igualmente el bosque denso alto de tierra firme 
con un 72,4% del área, el cual está localizado principalmente en los bordes de la zona. Se presenta 
también una alta proporción de bosque denso bajo de tierra firme, que se diferencia del bosque 
denso alto de tierra firme básicamente en que su dosel no supera los 15 metros, aunque tampoco 
es inferior a 5 metros (Murcia et al. 2009); este se distribuye a lo largo de los ríos de la zona sin 
llegar a ser inundado dado el grado de disección y la altura relativa de las terrazas aluviales.  
Debido a que el nivel de intervención en Miraflores es más alto que en Leticia-Puerto Nariño, la 
proporción de coberturas como mosaicos de pastos con espacios naturales (7,84%), pastos limpios 
(5,14%) y bosque fragmentados con pastos y cultivos (3,07%), en suma, completan una proporción 
relativamente la, lo que permite advertir que el principal impulsor de cambio es la ganadería y los 
cultivos (adiciónese un 0,025% de pastos enmalezados). La distribución de este tipo de coberturas 
es sur-norte, tomando como eje el casco urbano de Miraflores, y oriente occidente siguiendo la 
vega del Río Vaupés.  
Algunas zonas parecen mostrar procesos de recuperación de coberturas naturales, teniendo en 
cuenta que se presenta vegetación secundaria  en una extensión cercana a 1,5%. En 
contraposición, se presentan procesos de fragmentación, por lo que el bosque fragmentado ocupa 
una extensión de 1,8%. Adicional a las coberturas mencionadas existen otras que unidas no 
alcanzan a superar un 2,5% del área, pero que pueden ser de importancia respecto a la diversidad 
biológica, como son el arbustal abierto mesófilo, arbustal denso, herbazal denso de tierra firme no 
arbolado, y herbazal denso de tierra firme con arbustos. Entran en esta proporción los cuerpos de 
agua, representados principalmente por el Río Vaupés, y la zona urbana representada por el casco 




El municipio de Leticia, según datos del censo DANE de 2005 (datos consultados en López, 2009), 




habitantes, lo que suma 37.832 habitantes, mientras que en el municipio de Puerto Nariño la 
población total era de 6.983 habitantes; por su parte Miraflores contaba en este censo con una 
población de 11.311 habitantes. El porcentaje de población de Leticia con respecto al 
Departamento del Amazonas es de un 55% y sumada con Puerto Nariño alcanzan una porcentaje 
de 66%, mientras que el porcentaje de población de Miraflores con respecto al Departamento del 
Guaviare es de aproximadamente un 12%. A pesar de la participación porcentual de estos 
municipios respecto a los departamentos en los que se localizan, su densidad poblacional es 
bastante baja, en el caso de Leticia por ejemplo es de 2,4 habitantes por km2 en el área rural y 6,5 
Hab/Km2 en el área urbana, mientras que en Miraflores es de 0,7 Hab/Km2 y 0,9 Hab/Km2 en el 
área rural y urbana respectivamente. 
Los departamentos en los que se localizan las áreas de estudio, se caracterizan además por un alto 
crecimiento poblacional, de acuerdo a los datos registrados por López (2009), en el Amazonas la 
población paso de 15.602 habitantes en 1973 a 67.726 en 2005 y en el Guaviare paso de 14.171 a 
95.551 habitantes en los mismos años. En el Guaviare se puede detectar una ligera disminución de 
población entre 1993 y 2005, que contrasta con el comportamiento exponencial que llevaba desde 
1973, en el caso del Amazonas en cambio el aumento es sostenido aunque parece apuntar a 
asentarse sobre el límite de los 70.000 habitantes (Figura 7). 
En todo caso los incrementos poblacionales son bastante significativos, puesto que pueden llegar 
a ubicarse alrededor de 500%. Tal crecimiento poblacional seguramente está relacionado, 
principalmente, por inmigraciones, dado que las tasas de natalidad no dan para un crecimiento 
equivalente al observado (30,54 por cada mil para el conjunto de departamentos de la 
Amazonia5). 
 
Figura 7: crecimiento poblacional en los departamentos del Amazonas y Guaviare. Elaborada con base en datos del 
DANE consignados en Lopez (2009). 
                                                           
5
 http://www.dane.gov.co/files/investigaciones/poblacion/proyepobla06_20/7Proyecciones_poblacion.pdf. 





4.2. Datos y Materiales 
 
Para el desarrollo de este trabajo se utilizaron datos de radar capturados en diferentes fechas con 
los sensores de apertura sintética ERS-SAR 1 y ERS-SAR 2 (Tabla 1), en modo precisión image -
Single Look Complex (PRI-SLC). Las imágenes obtenidas en este modo cubren áreas de 100km*108 
km, tienen una resolución espacial aproximada de 15 metros, ángulo de incidencia de 23° para la 
zona central de la imagen, polarización vertical -vertical y una longitud de onda de 6 centímetros, 
que corresponde a la banda C de las microondas. Se trabajó con los datos de intensidad, 
posteriormente calibrados a decibeles y re-escalados a 8 bits para facilitar la aplicación de 
algoritmos y la integración con otros datos.  
Adicionalmente se usaron imágenes Landsat ETM y TM tomadas en fechas cercanas a las de las 
imágenes de radar, con resolución espacial de 30 metros, resolución radiométrica de 8 bits y 
resolución espectral variable, aunque se emplearon básicamente las bandas del visible y del 
infrarrojo (a excepción del infrarrojo térmico). 
 
Tabla 1: datos de sensores remotos empleados 









 ERS-SAR 1 SAR_IMP_1PXDLR19920330 15 150737 30/03/1992 Miraflores 
ERS-SAR 1 SAR_IMP_1PXDLR19991225 15 150739 25/12/1999 Miraflores 
ERS-SAR 1 SAR_IMP_1PXDLR19921023 15 145756 23/10/1992 Leticia 
ERS-SAR 2 SAR_IMP_1PXDLR20010910 15 145643 10/09/2001 Leticia 
Landsat TM LT50060591991036CUB0 30 p06 r059 05/02/1991 Miraflores 
Landsat 
ETM 
p006r059_7t20000105 30 p06 r059 05/01/2000 Miraflores 
Landsat TM 015-784 30 p04 r063 28/08/1992 Leticia 
Landsat 
ETM 
LE70040631999228EDC00 30 p04 r063 16/08/1999 Leticia 
 
Para la validación del mapa de cobertura obtenido mediante la fusión de las imágenes ópticas y las 
de radar, que  se llevó a cabo en la zona de Leticia-Puerto Nariño, se tomaron puntos en campo 
con información del tipo de cobertura y sus coordenadas, para lo que se usó un GPS navegador 
Garmin Etrex Vista, que registró errores de posición horizontal inferiores a 6 metros. Se utilizó 
también una cámara fotográfica digital Canon Powershot, para dejar registro visual del trabajo 
realizado. 
Con respecto a software, se utilizaron varios, con el fin de aplicar y evaluar diferentes técnicas de 




Agencia Espacial Europea NEST 4C para toda la fase de calibración radiométrica, corregistro, 
geocodificación y filtrado de las imágenes de radar. Se usó ENVI 4.5 para aplicar filtros texturales y 
para efectuar correcciones radiométricas a las imágenes ópticas, ERDAS 2011 para la obtención de 
índices de vegetación y análisis de componentes principales en imágenes ópticas. Para los 
procesos de segmentación y clasificación se uso el software Idrisi Selva (Eastman 2012), mientras 
que para los análisis estadísticos y muestreos se usó R Gui. Para integrar los resultados al modelo 
de arboles de decisión para determinar procesos de transformación del paisaje se usó Excel 2007 y 
para el análisis de patrones espaciales del paisaje mediante morfología matemática se usó el 




El trabajo que se plantea en esta investigación se centra en la evaluación de tres métodos de 
integración multitemporal de datos para la detección de cambios de cobertura, como base para 
identificar y formular un método óptimo, aplicable a la Amazonia; tales métodos son: pos-
clasificación, correlación de imágenes y diferencia normalizada. 
El método de pos-clasificación, se llevó a cabo a partir de imágenes ópticas Landsat fusionadas con 
imágenes de radar ERS-SAR. Para esto se evalúa (tomando como referente las imágenes de Leticia 
de la segunda fecha) el pre-procesamiento de las imágenes de ERS-SAR (filtrado para la reducción 
del speckle), y el pre-procesamiento de las imágenes ópticas (índices de vegetación y 
componentes principales).  
Una vez determinadas las técnicas de pre-procesamiento más idóneas, se llevó a cabo la 
clasificación supervisada con el algoritmo de mínima distancia y el algoritmo de máxima 
verosimilitud, en las imágenes con los tipos de fusión que más mantuvieron la fidelidad 
radiométrica de las bandas de entrada. Se obtuvieron de este modo, diferentes mapas de 
cobertura, que fueron evaluados frente a los datos obtenidos en campo.  
Como resultado de la evaluación, se pudieron determinar las técnicas de pre-procesamiento, 
fusión y métodos de clasificación, que en conjunto proporcionaron los niveles más altos de 
exactitud en la generación de mapas de cobertura en la Amazonia, con lo cual se cumplió con el 
primer objetivo de este trabajo. Este conjunto de procedimientos se replicó con las imágenes de 
Leticia en la primera fecha y con las de Miraflores para ambas fechas, obteniendo así mapas de 
cobertura de la fecha inicial y final de las dos zonas de estudio, que luego fueron cruzados para 
identificar los cambios ocurridos, abordando así la detección de cambios pos-clasificación. 
Los métodos de correlación de imágenes y diferencia normalizada se llevaron a cabo solo con las 
imágenes ERS-SAR, inicialmente en la zona de Miraflores. Ambos métodos fueron aplicados 
primero, usando como fuente de información la retrodispersión y luego la textura, generada a 




métodos de integración multitemporal de imágenes, con las dos fuentes de información, fueron 
sometidos a los métodos de clasificación no supervisada con algoritmo de K-medias y clasificación 
supervisada mediante segmentación y algoritmo de máxima verosimilitud. 
Los resultados fueron evaluados a partir de puntos generados mediante muestreo aleatorio, en los 
que se identificó el tipo de cobertura mediante la interpretación visual de imágenes ópticas. Con 
base en la evaluación se pudieron establecer los métodos de integración multitemporal de 
imágenes, fuentes de información y métodos de clasificación que en conjunto proporcionan los 
niveles más altos de exactitud en la identificación de cambios de cobertura con imágenes de radar. 
De acuerdo a esto, se replicaron los métodos con mejores resultados en Leticia, donde también se 
llevó a cabo la evaluación de exactitud, con lo que finalmente se definieron los métodos que 
proporcionaran los mayores niveles de exactitud en ambas zonas, cumpliendo así con el segundo 
objetivo del trabajo. 
Los mejores resultados de aplicar los métodos de integración multitemporal de datos para la 
detección de cambios de cobertura, fueron procesados mediante el algoritmo de árbol de 
decisiones para detección de procesos espaciales de transformación del paisaje y mediante los 
algoritmos MSPA, usando como cobertura de interés las coberturas naturales. Estos resultados 
fueron analizados para determinar su pertinencia en la Amazonia considerando los métodos de 
detección desarrollados, con lo que se di cumplimiento al tercer objetivo de este trabajo. 
A continuación se describen las diferentes fases que se llevaron a cabo para el desarrollo del 
presente trabajo. En la Figura 8 se puede observar el esquema metodológico, en el cual los títulos 
en negrilla indican las etapas en el desarrollo del trabajo y los componentes de la caja los aspectos 










4.3.1. Levantamiento de Datos en Campo 
 
La captura de datos en campo se realizó  en el sector de Leticia – Puerto Nariño, con el fin de 
evaluar la exactitud temática del mapa de cobertura del suelo. En este proceso se buscó, por una 
parte, tomar puntos en toda la heterogeneidad de coberturas que se presentan en la zona, y por 
otra, que estos tuvieran una buena distribución. Estrategias de muestreo más elaboradas no se 
consideraron debido a la dificultad de acceso en ciertas zonas, lo que representan un limitante al 
momento de seguir un orden de muestreo previamente definido.  
Para la toma de los puntos se hicieron recorridos por el casco urbano de Leticia, y por los Ríos 
Amazonas, Loretoyacu, Amacayacu y Brazo Tigre. Mediante los recorridos por estos ríos fue 
posible llegar a poblados como Naranjal, Puerto Nariño, San Juan de Atacuarí y San Martin (Figura 
4), y tomar puntos en sus zonas circundantes. 
Como resultados de esta fase del trabajo se obtuvieron 84 puntos, los cuales, considerando la 
diferencia temporal entre la fecha de toma de la imagen y la fecha del trabajo de campo, fueron 
sometidos a un proceso de verificación de correspondencia cobertura punto-imagen, por medio 
de la interpretación visual de las imágenes ópticas. Los puntos en los cuales no se encontró 
correspondencia fueron 8, de manera que al final quedaron 76 puntos útiles, de los cuales 4 
fueron tomados en  zonas urbanas, 23 en pastos, 18 en zonas heterogéneas, 18 en bosque de 
tierra firme, 2 en herbazales inundables y 11 en ríos y lagos (Figura 9). Debido a que el trabajo de 
campo se realizó en la semana del 23 al 31 de marzo de 2013, época en la que los ríos y lagos de la 
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diferencia normalizada (ecuación2), los cuales proporcionan información acerca del estado de  la 
vegetación y acerca del contenido de agua en la superficie. Así mismo, se llevó a cabo un análisis 
de componentes principales con base en las matrices de eigenvectores, eigenvalores, y el análisis 
visual de los componentes generados. Se hizo énfasis en el análisis de los componentes que 




4.3.2.3.  Selección de Bandas 
 
El conjunto de componentes generados, índices de vegetación y bandas originales fueron 
sometidos a análisis para seleccionar los que proporcionaran los mayores niveles de información, 
esto con el fin de  eliminar datos redundantes que introdujeran ruido en la clasificación. La 
selección se hizo bajo un principio derivado del índice de factor óptimo, de acuerdo al cual la 
combinación de bandas más adecuadas se da cuando entre éstas se presenta baja correlación, e 
individualmente presentan una mayor heterogeneidad (P. Chavez, Berlin, & Sower 1982).  
 
El criterio empleado fue entonces usar bandas, (inclúyase índices y componentes) que entre sí 
presentaran coeficientes de determinación inferiores a 90%, y para el caso de pares de bandas con 
coeficiente de determinación superior a 90% usar la que tuviera un mayor coeficiente de 
variación. Se eliminaron así mismo las bandas que presentaron coeficientes de variación inferiores 
al 10%, considerando que una baja heterogeneidad representa un bajo potencial para discriminar 







4.3.3. Pre-procesamiento de imágenes de radar 
 
Este procedimiento está constituido por cuatro etapas: calibración radiométrica, corregistro y 
geocodificación, reducción de speckle, y aplicación de filtros de textura. A continuación se 
describen estas etapas. 
 
4.3.3.1. Calibración radiométrica, corregistro y geocodificación 
 
La calibración radiométrica se basa en convertir los valores en bruto de la imagen a valores físicos 
que representan la potencia con que la señal es devuelta al sensor; usualmente se mide en 
decibeles (sigma 0). Estos valores fueron normalizados por el coseno del ángulo de incidencia para 
obtener valores gamma, lo que sirve para corregir las diferencias en la potencia de retorno 
causadas por las diferencias del ángulo de incidencia a lo largo de la imagen6. La ecuación de 
calibración para imágenes ERS-SAR con nivel 1 de procesamiento, descrita por Rosich & Meadows 




El corregistro es un procedimiento en el que a partir de una imagen de referencia, otras imágenes 
son rotadas, movidas y re-escaladas para coincidir geométrica y espacialmente con ésta. En el 
software NEST empleado para efectuar este procedimiento, la corrección se hace de manera 
automatizada a partir de un conjunto de puntos de amarre que se obtienen mediante algoritmos 
que maximizan la correlación entre imágenes iterativamente hasta lograr un nivel de ajuste en los 
puntos generados, acorde con unas tolerancias definidas; la cantidad de puntos, que es definida 











por el usuario, fue para ambas zonas de 400 puntos, tomando como imagen de referencia la de la 
fecha inicial, mientras que la tolerancia establecida fue de 0,5 pixeles.  
 
La geocodificación, procedimiento en el cual las coordenadas de imagen son transformadas a 
coordenadas ajustadas a un sistema geográfico de referencia espacial, se hizo mediante 
transformación polinomial usando como fuente las imágenes Landsat. El sistema de referencia 
espacial empleado fue: Proyección Transversa de Mercator; Geoide World Geodetic System 1984 
(WGS 84); zona 18 norte para Miraflores y zona 19 sur para Leticia.  
 
4.3.3.2. Reducción del ruido speckle 
 
La reducción del ruido speckle puede realizarse por diferentes algoritmos de filtrado, en el 
presente trabajo se evaluaron los filtros Lee-Sigma (Lee 1981), Gamma-Map (Frost et al. 1982) y 
filtro Frost (descrito en Lopes et al. 1990), con diferentes tamaños de ventana. La evaluación se 
hizo extrayendo de las imágenes filtradas el índice de  auto-correlación espacial de Moran (1950),  
que describe el grado en el cual los valores de una celda son similares a los que lo rodean, en un 
dominio que va de -1 (disimilaridad) hasta 1 (similaridad). El principio de aplicar este indicador es 
que una mayor auto-correlación espacial, refleja continuidad en los valores y por lo tanto una 
cantidad menor de pixeles atípicos. 
Además del índice de Moran, se hizo una evaluación cualitativa mediante inspección visual, 
teniendo en cuenta que los mejores resultados desde el punto de vista estadístico, pueden llegar a 
afectar la información que proporcionan las imágenes en zonas de por sí variables, como son las 
zonas de borde, en donde los efectos del filtrado hacen que los límites entre objetos sean  difusos.  
Los estudios de detección de cambios requieren adicionalmente que en las imágenes de diferentes 
periodos se reduzcan las diferencias radiométricas relacionadas con el ruido speckle, que varía en 
su magnitud entre una imagen y otra. Una de las posibilidades para hacer esto posible es la 
aplicación de filtros multitemporales, los cuales, además han demostrado tener un buen 
rendimiento para el filtrado de imágenes con diferentes tipos de ruido sin alterar los bordes y los 
detalles (Buemi, Jacobo, & Mejail 2010). En el presente trabajo se aplicó un filtro multitemporal de 
reducción de speckle planteado por Quegan et al. (2000). La evaluación de la utilidad de este filtro 
se hizo determinando el aumento en la correlación entre las imágenes de dos periodos antes y 
después de ser aplicado. 
 
4.3.3.3. Filtro Texturales 
 
Los filtros de textura aplicados a imágenes de radar son una alternativa cuando no se cuenta con 
imágenes radar en múltiples polarizaciones o con diferente registro de longitud de onda. 




suelo (Paudyal, 1993; Herold et al, 2004), inundaciones (Belmonte y Caamaño, 2009) e 
interpretación geológica  (Shanmugan et al. 1981) entre otras.  
Los filtros texturales que se aplicaron fueron el de varianza, media y entropía (ver ecuaciones 4 a 
6), obtenidos a partir de la matriz de co-ocurrencia (Presutti 2004). Algunos autores han 
encontrado que la varianza aumenta la exactitud en la clasificación de coberturas en imágenes de 
radar (Haack & Bechdol 2000; Herold, Haack, & Solomon 2004), con imágenes de radar y filtros de 
media y entropía también han identificado potencialidades en el mapeo de cobertura del suelo al 
aumentar la exactitud de clasificación (Gao & Ban 2008; Huang, Legarsky, &Othman 2007; 
Schneider & Fernandes 2003). 
 
 
Una vez definidos los tipos de filtros, fue necesario determinar el tamaño de los mismos. En la 
literatura esto se ha llevado a cabo de diferentes maneras, usualmente iterando hasta encontrar 
los mejores niveles de exactitud frente al objetivo propuesto (Herold, Haack, & Solomon 2004; 
Kuntz 2010; van der Saden 1997) lo que resulta siendo bastante dispendioso. En sí no hay un 




que la ventana sea menor que el objeto y lo suficientemente grande para capturar la variabilidad 
del mismo (Presutti 2004).  
En este orden de ideas y con el fin de evitar el proceso iterativo de evaluación de tamaños de 
ventana, se plantea un procedimiento que consiste en determinar el umbral de autocorrelación 
espacial con base en la obtención del semivariograma empírico del área de estudio. El principio es 
agrupar conjuntos de pixeles que presenten cierta relación dada su vecindad; las características 
del terreno entran entonces como criterio de decisión al momento de establecer el tamaño de los 
filtros (esta opción se puede tomar como una simplificación del proceso de filtrado propuesto por 
Abarca-Hernández & Chica-Olmo 1999).  
A pesar de la coherencia de la propuesta es necesario considerar otros aspectos al momento de 
definir el tamaño óptimo de la ventana, como la escala o nivel de detalle que se pretende abordar 
y los elementos que se quieren resaltar. En  las zonas de alta variabilidad que no representan un 
área considerable en relación con el área de la imagen, como las zonas urbanas en el área de 
Leticia, por ejemplo, el rango del semivariograma debería ser menor que el detectado para la zona 
de estudio, teniendo en cuenta que el semivariograma se construye a partir del total de pixeles 
que conforman la imagen y en este sentido tienen una mayor incidencia las coberturas que mayor 
área representan, lo que siguiendo con el ejemplo, correspondería a las coberturas de bosques, 
donde el rango de autocorrelación espacial es relativamente alto. 
La regla de decisión aplicada fue entonces, seleccionar un tamaño de ventana en el que se no se 
perdiera de manera excesiva el nivel de detalle en las zonas de alta variabilidad, lo que se 
determinó mediante inspección visual, pero que a su vez tuviera unas dimensiones suficientes 
como para capturar la variabilidad de las coberturas más homogéneas, lo que se estableció 
mediante el modelamiento del semivariograma empírico. 
Cabe anotar que los filtros de textura fueron aplicados a las imágenes de radar exclusivamente 
para la integración multitemporal de imágenes por correlación y diferencia normalizada. En el 
método de integración multitemporal pos-clasificación se usaron las imágenes de radar con 
reducción de speckle fusionadas con las imágenes ópticas. 
 
4.3.4. Fusión de Imágenes de radar y ópticas 
 
La fusión se llevó a cabo entre las imágenes ERS-SAR corregidas radiométricamente, 
geométricamente y con reducción de speckle, y las Imágenes Landsat compuestas por las bandas 
espectrales, índices y/o componentes principales seleccionados de acuerdo al análisis descrito en 
la sección 4.3.2.3. Este procedimiento se llevó a cabo con el fin de generar mapas de cobertura 





Inicialmente, los diferentes tipos de fusión se evaluaron con las imágenes de Leticia en la segunda 
fecha, para posteriormente replicar los mejores resultados en las imágenes de Leticia de la 
primera fecha y de Miraflores en ambas fechas. Los algoritmos de fusión evaluados fueron seis: 
Transformación Brovey, Wavelet componentes principales (W-CP), Wavelet intensity, hue, 
saturation (W-IHS), high pass filter (HPF), multiplicativo (MTP) y por componentes principales (CP). 
De estos algoritmos los tres primeros operan exclusivamente con tres bandas, la selección de éstas 
se hizo a partir del factor de índice óptimo (P. Chavez, Berlin, & Sower 1982).  
Los algoritmos de fusión se evaluaron desde el punto de vista cuantitativo, siguiendo la 
metodología desarrollada por Chavez, Sides, & Anderson (1991), mediante la cual  se determina la 
correlación entre cada una de las bandas de la imagen antes y después de la fusión. El principio es 
mejorar la resolución espacial modificando al mínimo los valores radiométricos de las imágenes, 
puesto que el objetivo de incluir las imágenes ERS-SAR es aprovechar la información textural que 
éstas proporcionan así como su resolución espacial (superior a la que tiene la imagen óptica), más 
que sus características radiométricas.  
 
4.3.5. Clasificación de imágenes fusionadas  
 
Como resultado de la fusión de las imágenes de Leticia para la segunda fecha y su correspondiente 
evaluación, se seleccionaron para la clasificación: la fusión que mejor mantiene la fidelidad 
espectral con la totalidad de las bandas seleccionadas, y la fusión que  mejor mantiene la fidelidad 
espectral usando tres bandas. También para efectuar la clasificación se emplearon imágenes de 
radar integradas a las imágenes ópticas como una banda adicional, esto requirió remuestrear la 
imagen óptica a la resolución espacial de la imagen radar, lo que se hizo por el método de vecino 
más cercano. Se efectuó también la clasificación con la imagen Landsat, sin emplear la imagen de 
radar, para evaluar la utilidad real de integrar las imágenes de radar a las imágenes ópticas. 
 
4.3.5.1. Clasificación con algoritmo de Máxima verosimilitud 
 
Este método comprende en general tres etapas: 1) segmentación, con lo cual se generan regiones 
relativamente homogéneas radiométricamente; 2) toma de zonas de entrenamiento; 3) aplicación 





La segmentación es un proceso en el que se agrupan un conjunto de pixeles adyacentes de 
acuerdo a su auto-similitud dando lugar a áreas (segmentos) más o menos homogéneos 




cada pixel es asignado a un segmento con base en la similitud de varianza; ésta es calculada para 
cada pixel con base en una ventana de X número de pixeles (Eastman 2012).  
Adicionalmente, el algoritmo permite asignarle cierto peso a la media y a la varianza, que 
funcionan como factores para evaluar la similitud entre los segmentos vecinos, e igualmente 
permite introducir un valor de tolerancia de similitud radiométrica. La modificación de estos 
valores, junto con el tamaño de la ventana sobre la cual se calcula la varianza para cada pixel, 
permite generar segmentos más o menos extensos y/o heterogéneos. 
La elección del tamaño de los segmentos o nivel de segmentación es un aspecto subjetivo, en el 
que se deben considerar aspectos como la escala, la resolución de la imagen y las propiedades de 
los elementos de la superficie. Lo fundamental es agrupar un número de pixeles considerable, que 
es al fin y al cabo el propósito de hacer una segmentación, pero manteniendo al máximo la 
homogeneidad radiométrica al interior del segmento, lo que significa que el segmento debe 
representar un solo tipo de cobertura o fenómeno.  
Siguiendo este precepto, se modificó en varias pruebas el parámetro de tolerancia de similitud 
para las diferentes imágenes fusionadas y no fusionadas hasta lograr segmentos homogéneos de 
las mayores dimensiones posibles. Otro criterio que se tuvo en cuenta para hacer comparables los 
resultados entre las imágenes fusionadas (y no fusionadas), fue que en todas las imágenes 
fusionadas se generara un número similar de segmentos, sin que esto afectará la homogeneidad 
radiométrica al interior de los mismos. 
 
4.3.5.1.2. Zonas de entrenamiento 
 
Las zonas de entrenamiento se llevaron a cabo identificando para diferentes segmentos el tipo de 
cobertura asociada, esto con el apoyo de las fichas técnicas de los patrones de las coberturas de la 
tierra de la Amazonia colombiana (Murcia et al. 2009), elaboradas por el Instituto SINCHI para la 
generación del mapa de cobertura de la tierra a escala 1:100.000 mediante la Metodología Corine 
Land Cover  adaptada para Colombia (CLCC). Teniendo en cuenta que los métodos de clasificación 
a evaluar son semi-automatizados, no se contemplaron todos los tipos de coberturas de la 
Metodología CLCC, la cual se basa en la interpretación visual de las imágenes, sino aquellas que 
presentaran una clara separabilidad exclusivamente desde el criterio visual de color. En la Figura 






Figura 10: coberturas en el área de estudio de Leticia con una imagen Landsat ETM RGB453.  
Fuente: elaboración propia 
 
La composición de las coberturas es la siguiente: 
• Tejido Urbano Continuo: corresponde a áreas urbanas, lo que incluye construcciones, 
aeropuertos, vías y plazas. En la zona de estudio esta cobertura se corresponde con los 
cascos urbanos de Leticia y Puerto Nariño. 
 
• Pastos: Corresponden a las coberturas de pastos, dedicadas principalmente al pastoreo de 
ganado vacuno. Incluye pastos limpios y pastos enmalezados. 
 
• Zonas heterogéneas: Corresponden a zonas en las que se encuentran de manera 
heterogénea los cultivos predominantes en la región, (yuca, plátano y frutales, 
principalmente, según Murcia et al. 2009), vegetación secundaria, relictos de bosque, y 
pasto en proporciones menores. En Leticia y Puerto Nariño esta cobertura se observa en 
torno a los poblados y en los bordes de los ríos principales. 
 
• Bosques de tierra firme: se corresponden con las coberturas de bosque denso alto y bajo 
de tierra firme de la metodología CLCC, que de acuerdo a Murcia et al. (2009) son 
coberturas arbóreas caracterizadas por un estrato más o menos continuo conformadas 
por especies vegetales como: Palma Cumare (Astrocaryum aculeatum), Árbol de leche 
(Brosimum utile), Fariñero (Clathrotropis macrocarpa), Juan soco (Couma spp.) Ajo 
(Crepidospermum rhoifolium), Cabuyo (Eschweilera coriácea), Siringa o Caucho (Hevea 
brasiliensis), Platanote (Himatanthus spp.), Bombona (Iriartea deltoidea), Ahuiñe 
(Monopteryx uaucu), Palma milpesos (Oenocarpus bataua), Caimo de lombriz (Pouteria 
torta), Anime (Protium spp.), Sangretoro (Virola elongata),  Saladillo (Caraipa sp.), 
Chrysophyllum amazonicum, Cartera vieja (Henriquezia nítida), Chiquichiqui (Leopoldinia 
piassaba), Palmiche (Leopoldinia pulchra), Chicle (Micrandra sprucei), Caimo (Micropholis 
spp.), Insince (Protium divaricatum). 
 
• Bosques inundables: se corresponden con las coberturas de bosque denso alto inundable 
heterogéneo y bosque denso bajo inundable de la metodología CLCC, que de acuerdo a 
Murcia et al. (2009) son coberturas arbóreas caracterizadas por un estrato más o menos 
continuo conformadas por especies vegetales como: Árbol vaca (Brosimum lactescens), 
Icainé (Chrysochlamys weberbaueri), Copaiba (Copaifera multijuga), Oreja de chimbe 




(Eschweilera gigantea), Palo de lombriz (Licania glabriflora) Ahuiñe (Monopteryx uaucu), 
Chocho (Ormosia coccínea), Caimo de lombriz (Pouteria torta), Anime (Protium spp.), 
Paleta de perico (Swartzia racemosa), Sangretoro (Virola elongata), Guamito 
(Pithecellobium inaequale), Bujeque (Aldina latifolia), Caucho (Hevea sp.), Budare (Licania 
wurdackii), Algodón (Pachira nítida), Caimo (Pouteria sp.).  
 
• Ríos, lagos y pantanos: corresponden a todas las superficies de agua que se presentan en 
las zonas de estudio. 
 
• Barras de arena: corresponden a los depósitos de arena que se forman principalmente en 
los bordes de los ríos e islas como resultado de la dinámica fluvial. 
 
• Herbazal inundable: se corresponde con la cobertura de herbazal denso inundable no 
arbolado de la metodología CLCC, que de acuerdo a  Murcia et al. (2009) son superficies 
dominadas por vegetación natural herbácea localizadas en suelos permanentemente 
sobresaturados que pueden estar cubiertos estacionalmente por una lámina de agua. 
Entre las especies que se pueden encontrar en esta cobertura están: Andropogon 
selloanus, Pelo de ángel (Aristida capillacea), Bulbostylis capillaris, Bulbostylis junciformis, 
Bulbostylis paradoxa, Panicum cyanescens, Paspalum carinatum, Trachypogon plumosus 
 
Cabe anotar que dada la importancia de las zonas de entrenamiento en los resultados posteriores 
de clasificación, y con el fin de evaluar las fusiones o composiciones óptico – radar de manera 
equitativa, se generaron un número similar de zonas de entrenamiento para cada imagen 
(aproximadamente 100) y un número similar de zonas de entrenamiento por clase. 
 
4.3.5.1.3. Aplicación del algoritmo de clasificación de Máxima Verosimilitud  
 
Una vez obtenidas las zonas de entrenamiento se aplicó el algoritmo de clasificación de máxima 
verosimilitud. Este, permite definir la probabilidad de ocurrencia de cada tipo de cobertura, los 
pixeles son entonces asignados, dependiendo de su comportamiento espectral, a la cobertura más 
probable (Eastman 2012). Los valores de probabilidad de ocurrencia de cada cobertura fueron 
definidos con base en la proporción de éstas dentro de las áreas de estudio, de acuerdo al mapa de 
coberturas de la tierra elaborado por el Instituto SINCHI, mediante la metodología CLCC. 
En el método desarrollado, una vez efectuada la clasificación, cada pixel es reasignado al tipo de 
cobertura más frecuente al interior del segmento en el que se localiza. 
 
4.3.5.2. Clasificación con algoritmo de mínima distancia 
 
Se usó también el algoritmo de mínima distancia, que es útil cuando el volumen de los datos es 
muy extenso, cuando hay pocas zonas de entrenamiento (Richards & Jia 2006), o cuando es poco 
factible aplicar el algoritmo de máxima verosimilitud por la dificultad de determinar la 




La aplicación de este algoritmo está precedida por las fases de segmentación y toma de zonas de 
entrenamiento que se describen en las secciones 4.3.5.1.1 y 4.3.5.1.2 respectivamente. El 
algoritmo de clasificación de mínima distancia asigna cada pixel de la imagen al tipo de cobertura 
con media más cercana.  
 
4.3.6. Evaluación de mapas de coberturas mediante integración de imágenes 
ópticas y de radar 
 
Como resultado de la fusión y la aplicación de los procesos de clasificación supervisada se 
obtuvieron un total de 8 mapas de cobertura: 1) mejor fusión con la totalidad de las bandas y 
clasificación por algoritmo de máxima verosimilitud; 2) mejor fusión con la totalidad de las bandas 
y clasificación por algoritmo de mínima distancia; 3) mejor fusión con tres bandas y clasificación 
por algoritmo de máxima verosimilitud; 4) mejor fusión con tres bandas y clasificación por 
algoritmo de mínima distancia; 5) composición óptico-radar (stack) y clasificación por algoritmo de 
máxima verosimilitud; 6) composición óptico- radar (stack) y clasificación por algoritmo de mínima 
distancia; 7) imagen óptica (sin radar) y clasificación por algoritmo de máxima verosimilitud; 8) 
imagen óptica (sin radar) y clasificación por algoritmo de mínima distancia 
Los diferentes mapas generados fueron evaluados con base en la matriz de error y el índice kappa 
(Congalton, 1991). En la matriz de error las columnas representan los datos de referencia 
(obtenidos en campo para este trabajo), y las filas representan el mapa generado. Una vez creada 
la matriz de error se calculó la exactitud total, que resulta de  dividir los puntos correctamente 
clasificados (la suma de la diagonal de la matriz) en el total de puntos muestreados.  
Se calculó también el índice kappa, en el que se involucran los espacios adicionales a la diagonal 
de la matriz de error y en este sentido se puede considerar como un indicador más global de 
exactitud o concordancia realidad-mapa. El índice kappa permite determinar si los resultados 
presentados en la matriz de error son significativamente mejores que los obtenidos con un 
clasificador aleatorio, en este sentido delimita el grado de ajuste debido solo a la clasificación, 
prescindiendo del causado por factores aleatorios (Arenas, Haeger, & Jordano 1998). Los niveles 
de exactitud se establecieron siguiendo el planteamiento de Landis & Koch (1977) (citado en 
Congalton, 1991) de la siguiente manera: kappa mayor a 0,8 representa alta concordancia; kappa 
entre 0,4 y 0,8 representa concordancia moderada; y valores kappa inferiores a 0,4 representan 
baja concordancia.   
Adicionalmente, se efectuó un análisis de la exactitud de usuario y la exactitud de producción para 
los diferentes tipos de coberturas generadas con los diferentes clasificadores y fusiones, si bien se 
hizo un análisis más detallado de la matriz de error en los mapas de cobertura en los que se 
encontró un mayor nivel de exactitud. La exactitud de producción representa los pixeles de 
muestreo que se corresponden de manera correcta con la clasificación del mapa, en este sentido, 




lo que es una medida de errores de omisión. La exactitud de usuario, por otra parte, representa 
los pixeles clasificados como cierto tipo de cobertura que se corresponden correctamente con los 
puntos muestreados en campo, en este sentido, expresa la probabilidad de que un pixel clasificado 
en el mapa corresponda a la clase en la que fue clasificado en el terreno, lo que es realmente una 
medida de error de comisión (Congalton 1991). 
Con el resultado de los procesos de evaluación se identificaron las técnicas de pre-procesamiento, 
fusión y clasificación de imágenes, que configuran la metodología con mayor capacidad de generar 
mapas de cobertura utilizando imágenes ópticas y de radar. 
 
4.3.7. Integración multitemporal de imágenes 
 
4.3.7.1. Método Pos-Clasificación 
 
El método pos-clasificación se abordó a partir de la fusión de las imágenes ERS-SAR y Landsat en 
dos fechas para las dos zonas de estudio, con base en los resultados de la  evaluación de métodos 
de fusión y clasificación (sección 4.3.6). En este orden de ideas para la zona de Leticia en la 
primera fecha se generaron las mismas coberturas que en la segunda (ver sección 4.3.5.1.2). 
En el caso de Miraflores, se encontraron coberturas de pastos, bosque de tierra firme, bosque 
inundable y herbazal inundable, para las cuales aplica la descripción de la sección 4.3.5.1.2. 
Adicionalmente se observaron diferencias en algunas de las coberturas con respecto a lo 
observado en Leticia (siguiendo el criterio de interpretación visual de color descrito en la sección 
4.3.5.1.2). Tales diferencias radican en la posibilidad de diferenciar, por una parte, vegetación 
secundaria de cultivos, y por otra, ríos de lagos. En el caso de las coberturas de vegetación 
secundaria y de cultivos las diferencias de color no son excesivamente marcadas, son más de tipo 
textural (más gruesa para la vegetación secundaria), y de tipo geométrico, dado que las coberturas 
de cultivos, a diferencia de las coberturas de vegetación secundaria, presentan patrones 
rectangulares o por lo menos con bordes más o menos rectos (Figura 11).  
 
 






La composición de estas coberturas es la siguiente: 
• Cultivos: Corresponden a áreas en las que se encuentran los cultivos predominantes en la 
región, (yuca, plátano y frutales, principalmente, según Murcia et al. 2009), y coca, que fue 
uno de los principales cultivos en el Municipio de Miraflores desde la década de años 80 y 
que pese a disminuir hacia los años 90 (CORFOCOL 2012), para 2001 representaba cerca 
de 12.144 Ha, lo que hacía de este municipio el primer productor de coca en el país 
(UNODC 2011). 
 
• Vegetación secundaria: se corresponde con la cobertura de vegetación secundaria o en 
transición de la metodologías CLCC, que de acuerdo  a  Murcia et al. 2009, Comprende 
aquella cobertura vegetal originada por el proceso de sucesión de la vegetación natural 
que se origina luego de la intervención o por la destrucción de la vegetación primaria, que 
puede encontrarse en recuperación tendiendo al estado original. Siguiendeo a Murcia et 
al. 2009 en esta cobertura se han encontrado especies tales como: Guayabo de pava 
(Bellucia grossularioides), Yarumo (Cecropia distachya), Yarumo (Cecropia ficifolia), Bototo 
(Cochlospermum orinocense), Hyeronima alchorneoides, Inga alba, Churimbo (Inga 
auristellae), Barbasco (Inga capitata), Canalete (Jacaranda copaia), Barril (Jacaratia 
digitata), Chilco (Miconia pterocaulon), Morochillo (Miconia serrulata), Ara (Miconia 
splendens), Desvanecedora (Piper arboreum), Tortolito (Schefflera morototoni), Siparuna 
guianensis, Sal de raspar (Siparuna decipiens), Tangarana (Triplaris americana), Palo de 
chicharra (Vismia macrophylla). 
 
• Ríos: Según el diccionario de la Real Academia Española7 los ríos son corrientes de agua 
continua y más o menos caudalosa que va a desembocar en otra, en un lago o en el mar. 
Se debe adicionar que es de origen natural. 
 
• Lagos: según el diccionario de la Real Academia Española8 los lagos son grandes masas 
permanentes de agua depositada en depresiones del terreno. De acuerdo a lo observado 
en las imágenes satelitales de Miraflores corresponden a cauces abandonados y a cubetas 
de inundación. 
 
Una vez definidos los tipos de coberturas en cada zona de estudio, y ejecutado el método de 
fusión y clasificación con mejores resultados de acuerdo a la evaluación descrita en la sección 
4.3.6, se llevó a cabo en sí el proceso de detección de cambios pos-clasificación, a nivel de pixel, 
mediante un cruce de capas (cross tabulation). En este procedimiento resultaron 91 tipos de 
cambios para Leticia y 63 para Miraflores. 
Debido a la cantidad de cambios posibles, se seleccionaron los que se consideraron de mayor 
relevancia. En Leticia, por ejemplo, la geomorfología y el paisaje como tal, tiene una alta influencia 
de la dinámica fluvial del Río Amazonas y sus tributarios, de ahí que sean abundantes geoformas 
como cubetas de desborde, meandros, valles aluviales, etc. (ver sección 4.1.2), en este sentido se 
consideró relevante destacar cambios asociados a la dinámica fluvial del río como su cauce 
permanente, pérdidas y ganancias. 
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Para las dos zonas de estudio se consideró adecuado observar los cambios en los bosques 
naturales, teniendo en cuenta, por una parte, la importancia de estos como hábitat para la gran 
diversidad biológica de la Amazonia y en la prestación de servicios ecosistémicos, y por otra, las 
tasas de deforestación relativamente altas que se presentan para ambas zonas (288 Ha/año en 
Puerto Nariño, 441 Ha/año en Leticia y 4371Ha/año para Miraflores  de acuerdo a Murcia et al. 
2007). Los cambios en los bosques se observan frente a coberturas que se han identificado como 
de alto impacto en la Amazonia tales como ganadería y cultivos (y coca entre otros ) (Armenteras 
et al. 2006).  
 
Algunos aspectos adicionales a tener en cuenta es que se incluyó la persistencia de las coberturas 
naturales. En Miraflores se observó a través de las imágenes Landsat que los cambios en los 
bosques inundables no son considerables, por lo que este tipo de cambio no se analizó. En la Tabla 
2 se observan en resumen los cambios sujetos a análisis. 
 
Tabla 2: cambios de cobertura sujetos a análisis 
LETICIA MIRAFLORES 
Río permanente Bosque de tierra firme – Bosque de tierra firme 
Pérdida de río Pastos – Pastos 
Ganancia de río Cultivos – Cultivos 
Bosque Inundable – Bosque Inundables Bosque – Cultivos 
Bosque de tierra firme – Bosque de tierra firme Bosque – Pastos 
Pastos – Pastos Pastos – Vegetación secundaria 
Zonas Heterogéneas (permanentes) Cultivos – Vegetación secundaria 
Bosque – Pastos Otros (cambios o persistencia no analizadas) 
Bosque – Zonas Heterogéneas 
Otros (cambios o persistencia no analizadas) 
 
4.3.7.2. Método de correlación 
 
En este método se efectúa una correlación lineal entre imágenes, a partir de lo cual se obtienen 
los factores “a” y “b”, que describen respectivamente el intercepto de la línea de correlación con 
el eje Y y la pendiente de la misma. Con base en estos parámetros se genera la imagen de Y 
estimada, y de la diferencia entre Y estimada y  Y real se obtiene la imagen de residuales de 
correlación (ecuación 7). En este trabajo la variable independiente (x) es la imagen de la primera 







Este método se aplicó con las imágenes ERS-SAR, previendo escenarios posibles en los que no 
existiera disponibilidad de imágenes ópticas, inicialmente en la zona de Miraflores. Una vez 
obtenida la imagen de correlación se generaron dos composiciones que fueron sometidas a 
procesamientos de clasificación; a saber:  
• imagen de la primera fecha, segunda fecha e imagen de residuales de correlación. 
• imagen de residuales de correlación con filtros texturales de media, varianza y entropía. 
 
4.3.7.3. Método de diferencia normalizada 
 
El método de diferencia normalizada consiste en hallar la diferencia entre dos imágenes y 
normalizar la diferencia (Ecuación 8) con lo que se obtienen valores de entre -1 y 1, donde los 
valores negativos representan valores de retrodispersión en la imagen 2 (segunda fecha) inferiores 




Al igual que en el método de correlación, el método de diferencia normalizada se aplicó con las 
imágenes ERS-SAR, previendo escenarios posibles en los que no existiera disponibilidad de 
imágenes ópticas, inicialmente en la zona de Miraflores. Una vez obtenida la imagen de diferencia 
normalizada se generaron dos composiciones que fueron sometidas a procesamientos de 




• imagen de la primera fecha, segunda fecha e imagen de diferencia normalizada 
• imagen de residuales de diferencia normalizada con filtros de textura de media, varianza y 
entropía 
 
4.3.8. Clasificación de imágenes de radar multitemporales 
 
Las cuatro composiciones generadas por los métodos de correlación y diferencia normalizada, 
(inicialmente en Miraflores), fueron sometidas a dos tipos de clasificación: clasificación 
supervisada con algoritmo de máxima verosimilitud y clasificación no supervisada con algoritmo 
de K-medias, los procedimientos asociados se describen a continuación. 
 
4.3.8.1. Máxima verosimilitud 
 
Este algoritmo se aplicó siguiendo los procedimientos descritos en la sección 4.3.5, de 
segmentación, generación de zonas de entrenamiento y aplicación del algoritmo. Sin embargo se 
presentó una diferencia importante, que consiste en definir el número más adecuado de 
segmentos. 
La determinación del nivel de segmentación óptimo, considerando que los segmentos 
posteriormente son tomados como zonas de entrenamiento, se da cuando al interior de estos se 
presenta una distribución cercana a la normal. En este sentido se calcularon estadísticas zonales 
(de los pixeles de las imágenes correlación o diferencia normalizada al interior del segmento) 
correspondientes a coeficiente de variación, media y mediana. El criterio fue entonces tomar los 
niveles de segmentación en los que el coeficiente de variación y la distancia media-mediana 
fueran bajos, sin que esto diera lugar a un número demasiado alto de segmentos. 
Cabe anotar que esta estimación fue posible con las imágenes de radar multitemporales, dado que 
en éstas se presenta una banda principal sobre la cual efectuar los cálculos (la de residuales de 
correlación o diferencia normalizada) a diferencia de lo que se presenta en la fusión óptico-radar, 
donde no se le puede dar mayor ponderación a alguna de las bandas empleadas, y en este sentido 
no hay una banda única sobre la cual efectuar las estadísticas zonales. 
Con los parámetros de segmentación definidos se tomaron las zonas de entrenamiento en 
diferentes segmentos, determinando el tipo de cobertura  o cambio asociado a las zonas de 
entrenamiento con base en el análisis visual de las composiciones en falso color de imágenes ERS-
SAR y con el apoyo de las imágenes ópticas Landsat. Las clases no se definieron a priori con el fin 
de determinar el potencial de las composiciones y algoritmos de clasificación para discriminar 







Se aplicó la clasificación no supervisada por el método de K-Medias con el fin de determinar la 
factibilidad de obtener resultados de una manera rápida. El algoritmo de K-Medias parte por 
agrupar la imagen en diferentes conjuntos a los cuales les haya el centroide K (media), para 
posteriormente asignar cada pixel a ese grupo y repetir iterativamente el proceso hasta fijar los 
centroides K, así como del grupo de pixeles en torno a estos, lo que se determina con base en el 
criterio de cercanía de los valores (Richards & Jia 2006); el punto en el que se fijan los centroides y 
grupos se da hasta cuando en el proceso iterativo se establece una sumatoria del cuadrado del 
error inferior a unos umbrales predefinidos. 
El número de clases que se generó por este método fue de 15, posteriormente se hizo un 
muestreo aleatorio estratificado, en el cual para cada una de las 15 clases se generaron 6 puntos 
que fueron comparados con las imágenes ópticas para identificar el tipo de cobertura y/o  cambio 
asociado. 
 
4.3.9. Evaluación de mapas de cambios de cobertura 
 
La evaluación de los mapas de cambio de cobertura se hizo con base en la matriz de error y el 
índice kappa, tal como se describe en la sección 4.3.6. Los puntos de referencia para la evaluación 
se generaron a través de un muestreo aleatorio estratificado sobre las coberturas resultantes de 
efectuar la clasificación en cada uno de los métodos. Los puntos generados en cada estrato fueron 
129, y la cobertura real asociada, de acuerdo a la localización del punto, se determinó con el uso 
de las imágenes ópticas, aplicando criterios de interpretación visual (forma, tamaño, sombras, 
tono o color, patrón espacial, textura, posición geográfica y asociación) (Melo & Camacho 2005). 
Adicionalmente, para los métodos con mayores niveles de exactitud temática, se evaluó la 
distribución del error mediante una tabla de error presupuestado (Congalton & Green 1999), que 
es una herramienta de análisis en la que el error total se “desagrega” en los distintos 
componentes del método, lo que facilita la identificación de las fuentes de error y los mecanismos 
apropiados para controlarlo, reportarlo y reducirlo (Congalton & Green 1999). 
Esta tabla es elaborada columna por columna, comenzando con las posibles fuentes de error; una 
vez listadas todas las fuentes, se les asigna una calificación de contribución al error total (de 1 a 3 
donde 1=bajo; 2=medio; 3=alto), y una calificación de dificultad de control (de 1 a 5 donde 1 es 
fácil de controlar y 5 es difícil de controlar). En la cuarta columna  de la tabla se genera un índice 
de error que resulta de multiplicar la contribución al error total por la dificultad de control. 
Finalmente se genera una columna en la que se define la prioridad de error, que corresponde al 
orden con el cual los métodos deben ser implementados para comprender, controlar, reducir y/o 
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reportar el error, lo que se define con base en el índice de error (Congalton & Green 1999) (mayor 
prioridad cuanto menor sea el índice de error). 
La lista de fuentes de error se realizó con base en el enfoque propuesto por Lunetta et al. (1991), 
de acuerdo al cual se presentan los siguientes tipos de errores: 
• Errores de adquisición: 
 
- Aspectos geométricos: aspectos relacionados con la geometría del terreno que dan lugar a 
diferencias de escala al interior de la imagen o a sombras en ciertos lugares debido al 
relieve. Incluye también aspectos relacionados con problemas geométricos relacionados 
con cambios en los sistemas de proyección. 
 
- Control del terreno: error en la medición de puntos de verificación temática o de puntos 
de georeferenciación. 
 
- Consideraciones de escena: se relaciona con errores causados en el momento de la 
captura como nubosidad, dispersión, absorción. 
 
 
• Errores de procesamiento de datos: 
 
- Rectificación geométrica: errores restantes una vez efectuados los procesos de 
correcciones geométricas, en el presente trabajo debido al enfoque multitemporal se hace 
la diferenciación entre corregistro y geocodificación. 
 
- Conversión de datos: errores que resultan por la modificación de los valores, como ocurre 
por ejemplo al aplicar filtros. En el trabajo se incluye el re-escalamiento de los datos 
originales de las imágenes de radar a datos enteros con 8 bits de resolución radiométrica, 
además el re-escalamiento de los valores originales de las imágenes ópticas a reflectancia 
y posteriormente a datos enteros con 8 bits de resolución radiométrica. 
 
• Errores de análisis de datos: 
 
- Análisis cuantitativo: se refiere a todos los errores posibles que se hayan generado como 
resultado del análisis cuantitativo de los datos. En el caso del presente trabajo los análisis 
de semivariogramas, correlación entre bandas, etc. 
 
- Sistema de clasificación: este tipo de errores se da cuando en el terreno se presentan 
coberturas que no son contempladas en el sistema de clasificación, igualmente cuando se 
presentan zonas de transición o cuando hay pixeles con coberturas mixtas.  
 
- Generalización: se refiere a los errores que se presentan debido a la generalización, como 
cuando se aplican filtros majority para eliminar pixeles aislados, descontextualizados de la 





Del enfoque propuesto por Lunetta et al. (1991) se excluyeron errores que no se consideraron 
pertinentes por no haberse aplicado dentro de los métodos propuestos: errores de conversión, 
que se presentan al convertir una capa raster a vector o viceversa y los errores de presentación de 
productos finales. También se excluyeron errores de adquisición como son los errores del sistema 
sensor10 y los errores de plataforma11, debido a que se salen del alcance del trabajo.  
 
4.3.10. Detección de cambios en los patrones espaciales del paisaje 
 
En este trabajo se consideró relevante determinar la pertinencia para la Amazonia (con los 
métodos de detección de cambios de cobertura desarrollados) de herramientas para la detección 
de cambios en los patrones espaciales, como son el algoritmo de árbol de decisiones propuesto 
por Bogaert et al (2004) y los algoritmos de análisis morfológico de patrones espaciales del paisaje 
(MSPA) (Soille & Vogt 2009).  
Estos algoritmos fueron aplicados al  mapa de cobertura con mayores niveles de exactitud por el 
método de fusión de imágenes ópticas y de radar (fecha inicial y fecha final/Miraflores y Leticia), y 
al mapa de cambios con mayores niveles de exactitud generado por el método de integración 
multitemporal de imágenes ERS-SAR (fecha inicial y fecha final/Miraflores y Leticia). Debido a que 
estos algoritmos se aplican sobre “paisajes binarios”, la cobertura seleccionada fue la de bosques, 
teniendo en cuenta la importancia de ésta como hábitat para la gran diversidad de la Amazonia, y 
que la deforestación es una perturbación de alto impacto en la Amazonia (ver sección 4.3.7.1). 
El algoritmo de árbol de decisiones fue diseñado en Excel mediante el uso de condicionales 
lógicos, mientras que los algoritmos MSPA fueron aplicados mediante el software GUIDOS (Vogt 
2010a). La comparación entre los resultados se efectuó analizando los cambios en los parámetros 
(área, perímetro, número de parches para el algoritmo de arboles de decisiones y número de 
pixeles asignados a cada clase mediante el algoritmo MSPA). A continuación se describen las 
características de los algoritmos. 
 
4.3.10.1.1 Árbol de decisiones para la detección de cambios en los patrones   espaciales del 
paisaje 
 
Este algoritmo, propuesto por Bogaert et al (2004) tiene por objeto la identificación de patrones 
espaciales de transformación del paisaje con base en tres parámetros: número de parches (n), 
área (a) y perímetro (p); esto para un mapa binario de un tipo de cobertura determinado en dos 
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periodos diferentes (0 y 1). A partir de la variación o persistencia de estos parámetros los autores 
identifican diez tipos de cambios en los patrones espaciales del paisaje (Figura 12), estos son:  
 
 Agregación: la acción o proceso de recolectar las unidades individuales o partes dentro de un 
todo, lo que significa disminución en el número de parches sin que se presente disminución 
del área. 
 
 Reducción: la reducción o decrecimiento en el número de parches y su área. 
 
 Creación: la formación de nuevos parches, lo cual resulta en el incremento del número de 
parches y del área total que suman los mismos. 
 
 Deformación: cambio en la forma de los parches, que se ve reflejado como cambio en el 
perímetro, sin que cambie el tamaño de los mismos. El parche se “desfigura”. 
 
 Disección: la repartición o subdivisión de un área o parche mediante secciones lineares, lo que 
significa una pérdida de área inicial. 
 
 Ampliación (o agrandamiento): el incremento del tamaño de un grupo de parches, que se 
mantienen aislados, lo que significa que mantienen su número. 
 
 Fragmentación: la ruptura de un área en parches de menor tamaño, que da lugar a parches 
desigualmente separados, implica aumento en el número de parches y disminución del área 
total. 
 
 Perforación: el proceso mediante el cual se hacen agujeros en el área de un parche, lo que 
implica interrupción en la continuidad de la cobertura por formación de aberturas. Se 
manifiesta como una disminución de área frente a un aumento en el perímetro manteniendo 
el mismo número de parches. 
 
 Movimiento: relocalización o translocación de parches sin que signifique un cambio en su 
número, área o perímetro. 
 
 Contracción: reducción o decrecimiento del tamaño de uno o varios parches sin que se 
presente disminución en el número de estos, idealmente manteniendo su forma original. 
 
La reducción, disección, fragmentación, perforación y contracción implican degradación de la 
cobertura. Agregación, creación y agrandamiento implican la aparición de nuevas unidades de 






Figura 12: descripción gráfica de los procesos de transformación identificados mediante el algoritmo para la detección 




En el algoritmo el parámetro inicial a ser evaluado es el número de parches (Figura 13), este 
parámetro permite la partición de los procesos en tres grupos. Si el número de parches muestra 
un decrecimiento (n1 < n0), dos procesos pueden ser observados: reducción o agregación. Cuando 
la disminución en el número de parches va junto con una disminución del área de interés se 
presenta un proceso de reducción. Por otro lado, si el área total no decrece (a1>= a0), indica que 
se presenta unión de parches existentes mediante conexión física. Este proceso es denominado 
como agregación. 
 
Un incremento en el número de parches (n1 > n0), requiere también del parámetro área para 
determinar el tipo de proceso asociado. Un incremento del área en este caso, significa que nuevos 
parches se están formando, y esos parches contribuyen a la expansión de la cobertura observada; 
este proceso es denominado como creación. Cuando el área decrece, indica que grandes y 
continuas unidades de la cobertura son sustituidas por parches de menor tamaño y  desunidos, si 
en este proceso el área perdida es mínima y se observan estructuras lineares o disrupción (a1<a0), 
la secuencia de patrones de cambio es catalogada como disección, lo que sucede por ejemplo 
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Figura 14: parámetros para determinar si se presentan procesos de creación, disección o fragmentación.  
fuente: Bogaert et al (2004) 
 
 
Si el número de parches no varía (n1=n0), se presentan otro grupo de procesos. Un incremento del 
área de la cobertura de interés (a1>a0), bajo esta condición, indica que uno o más de los parches 
ya presentes se expande, lo que se cataloga como agrandamiento. En casos cuando se mantiene el 
número de parches y el área decrece (a1<a0), el paisaje puede estar sujeto a dos procesos: 
perforación o contracción, que son diferenciables según los cambios en el perímetro. El perímetro 
puede incrementar (p1>p0) debido a la formación de huecos al interior de la cobertura de interés; 
el proceso es en este caso la perforación. Si el perímetro total disminuye (p1=<p0), se presenta 
contracción, lo que indica la perdida de las partes periféricas de los parches.  
Dos tipos de transformaciones son posibles para paisajes en los cuales tanto el número de parches 
como el área total no cambia durante la conversión (a1=a0; p1=p0), cuando se mantiene el 
perímetro, el patrón cambia únicamente por relocalización de los parches, lo que es conocido 
como movimiento. Esto es, de hecho una combinación de creación y de reducción que ocurren en 
distinta localización, pero son aquí considerados como procesos independientes (Bogaert et al. 
2004). Si solo el perímetro total cambia (p1 =/ p0) se observa deformación, lo que implica que 
únicamente la forma de los parches cambia. 
 
4.3.10.1. Análisis Morfológico de Patrones Espaciales (MSPA) 
 
El algoritmo MSPA (por sus siglas en ingles) tiene sus bases en la morfología matemática, y ha sido 
desarrollado para el análisis del paisaje principalmente por Vogt et al (2007) y por Soille y Vogt 




por otros autores como Saura et al (2011), Wickham et al (2010), Ostapowicz et al (2008) y el 
mismo Vogt et al. (2009) para el mapeo de corredores del paisaje y de la conectividad del paisaje. 
El algoritmo efectúa una clasificación a nivel de pixel de una capa binaria en siete categorías 
mutuamente excluyentes que describen información acerca del tamaño, forma y conectividad de 
los patrones espaciales de entrada. Estas siete categorías son: núcleo, isla, bucle, puente, 
perforación, borde y rama (Figura 15), la clasificación se lleva a cabo mediante  toda una serie de 
transformaciones morfológicas tales como erosión, dilatación geodésica, reconstrucción por 
dilatación, anchored skeletonisation y otros (Soille & Vogt 2009).  
 
 
Figura 15: elementos del paisaje con base en la clasificación efectuada mediante MSPA  
fuente: Soille & Vogt (2009) 
 
 
Las características de cada una de las categorías generadas que resulta del proceso de clasificación 
es la siguiente (con base en Soille & Vogt, 2009 y Vogt, 2010):  
 
 Núcleo (core): Se definen como aquellos pixeles de interés (valor 1)  cuya distancia a los 
pixeles de fondo (valor 0) es mayor que un parámetro de tamaño dado por el usuario s.  
 
 Isla (islet): los pixeles isla son definidos como aquellos pixeles 1 conectados entre sí que no 





 Conectores -puentes y bucles- (bridge and loop): los pixeles conectores son grupos de pixeles 1 
que conectan componentes núcleo. Los pixeles conectores están divididos en dos categorías 
según si conectan el mismo núcleo o no: 
 
- Pixeles puente: son pixeles conectores que surgen de dos o más componentes 
nucleares (conectan dos núcleos).   
- Pixeles bucle: son pixeles conectores que surgen del mismo componente nuclear 
(conectan un mismo núcleo). 
  
 Límites -borde y perforación- (edge and perforation): Son definidos como aquellos pixeles 1 
cuya distancia a los pixeles núcleo es inferior o igual al parámetro  de tamaño (s) dado. Los 
pixeles límite se subdividen en dos: 
 
- Perforación: se definen como los pixeles que están dentro de una distancia s de los 
componentes nucleares del fondo (pixeles 0) y que se encuentran conectados entre sí. 
En la práctica se pueden interpretar como bordes internos, que se dan en zonas de 
perforación del núcleo. 
 
- Borde: son pixeles conectados entre sí con una distancia s del componente nuclear de 
los pixeles 0.  En la práctica se pueden interpretar como los bordes externos de las 
zonas nucleares de los pixeles de interés (de valor 1). 
 
Ramificaciones (branch): son pixeles 1 que surgen desde pixeles limite (borde – perforación) o 
conectores (puentes, bucles), pero no conectan el mismo componente nuclear (como lo pixeles 













5. RESULTADOS Y DISCUSIÓN 
 
5.1. Pre-procesamiento de Imágenes ópticas 
 
Como resultado de este proceso se obtuvieron las imágenes corregidas radiométricamente y 
geométricamente. El error medio cuadrático del corregistro fue de 0,8 pixeles en las imágenes de 
Miraflores (24 metros) y de 0,67 pixeles en las imágenes de Leticia (20,2 metros). Adicionalmente 
se aplicaron los índices de vegetación y componentes principales, obteniendo los resultados que 
se describen a continuación. 
 
5.1.1. Índices de vegetación 
 
A partir de la aplicación del índice de vegetación de diferencia normalizada (NDVI), se obtuvo el 
mapa de las Figura 16.A, en el que el color verde oscuro (valores de 0,5 a 1) representa la 
vegetación más vigorosa, seguida de la vegetación representada en color verde más claro (valores 
de 0,4 a 0,5), que se encuentra con mayor abundancia hacia el costado occidental y en cercanías al 
Río Amazonas. Las zonas de color beige (valores de 0,2 a 0,4) corresponden a vegetación con 
menor vigorosidad; algunas de ellas hacia el costado nororiental son coberturas de bosque, 
cubierto al menos parcialmente, por nubes o bajo la influencia de las sombras de éstas. Las áreas 
de color rojo claro (valores de -0,4 a 0,2) son coberturas sin vegetación, básicamente áreas 
urbanas y barras de arena; en rojo intenso (valores de -1  a -0,4) se observan los cuerpos de agua. 
 
Por otra parte, al aplicar el índice de agua de diferencia normalizada (NDWI), se obtuvo el mapa de 
la Figura 16.B en el que se pueden observar las zonas más secas como el área urbana, pastos 
limpios y barras de arena en colores rojizos, con valores de -1 a -0.12 y -0.12 a 0.06 
respectivamente, contrario a esto, en áreas con un alto contenido de agua como las vegas 
aluviales del extremo suroccidental y de los ríos de menor orden se observa un color verde oscuro 
(valores de 0.2 a - 1). Los ríos y cuerpos de agua presentan valores cercanos a 0 debido a la alta 
absorción de la radiación que para estas coberturas se presenta tanto en la región del infrarrojo 
cercano como del medio, en este sentido el color predominante es beige (0.06 a 0.15), sin 
embargo se ven variaciones de color, debido a los quiebres definidos para efectuar la 

















5.1.2. Análisis de componentes principales 
 
Mediante la matriz de eigenvalores se pudo establecer que los componentes 4 a 6 retuvieron un 
porcentaje de varianza inferior al 1%, mientras que los componentes 1, 2 y 3 retuvieron 52.25%, 
42.31% y 4.58% respectivamente, lo que suma un 99,14% de la varianza (Tabla 3). Adicionalmente 
los componentes 4 a 6 presentaron coeficientes de variación bastante bajos, lo que significa que el 
contraste entre elementos de la superficie se hace menor mientras que el ruido asociado a los 
errores sistemáticos de captura empieza a hacerse muy marcado (Figura 19B), lo que 
posteriormente hacia las fases de clasificación puede dar lugar a errores de clasificación; por estos 
motivos no se profundiza el análisis de los componentes 4 a 6,y se desecha su uso para los fines de 
este trabajo. 
 
Tabla 3: Matriz de valores propios 
  VARIANZA VAR.RET VAR.ACUM MEDIA DESV.STAND COEF.VAR 
CP1 583,114515 52,25% 52,25% 46,706 12,67 27,13% 
CP2 472,155121 42,31% 94,56% 117,029 29,231 24,98% 
CP3 51,1276011 4,58% 99,14% 189,987 6,949 3,66% 
CP4 5,89147709 0,53% 99,67% 106,531 5,042 4,73% 
CP5 2,75496645 0,25% 99,92% 220,505 3,962 1,80% 
CP6 0,94125051 0,08% 100,00% 167,338 5,105 3,05% 
 
En la matriz de eigenvectores (Figura 17) se pudo observar valores positivos para el componente 1, 
lo que significa que presenta una asociación positiva con todas las bandas espectrales, de manera 
que representa el brillo general de la imagen, similar a lo que podría observarse en una imagen 
pancromática (Chuvieco 1996). En este sentido, se observan en el mapa (Figura 18.A) los ríos en un 
color rojizo, que representa bajos valores (1 a 41) al igual que el bosque de tierra firme. En la 
cobertura de bosque de tierra firme se presenta además una variación de oriente a occidente 
relacionada con un gradiente de cambio en el brillo de la imagen en tal dirección, lo que genera 
cambios en el color, aspecto que se ve reforzado por los quiebres definidos entre cada categoría; 
realmente sus valores varían entre 38 y 48. Las coberturas de alta reflectancia en la región del 
visible como zonas urbanas, presentan valores altos (valores de 51 a 255). 
 
Este componente presenta hacia la banda del infrarrojo medio (banda 5), unos valores 
relativamente altos con relación a las bandas adyacentes, lo que permite discriminar las 
coberturas de cultivos y pastos de las de bosques; esto se debe a la diferencia en la reflectancia 
que se presenta en la región del infrarrojo medio entre estas coberturas a causa de las diferencias 
en los contenidos de humedad.  
 
El componente 2 muestra los valores más altos aunque negativos en la banda del infrarrojo por lo 
que elementos de alta reflectancia en ésta región del espectro como la vegetación vigorosa y las 
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5.1.3. Selección de bandas 
 
Siguiendo el criterio definido de eliminar la banda (o bandas) con un alto nivel de correlación 
respecto de otra banda (90%) y a la vez un coeficiente de variación inferior a ésta, se prescindió 
del uso de las bandas del visible azul y verde, debido a que las bandas del visible presentan entre sí 
una alta correlación, pero de ellas es la banda del visible rojo la que tiene un mayor coeficiente de 
variación (Tabla 4). La banda del visible rojo fue a su vez, de la región del visible,  la menos 
representada por los componentes principales incluidos en el análisis, si se consideran los 
coeficientes de determinación de esta banda respecto a los componentes (inferior a 60%).  
 
Se identificó también una correlación cercana al 90% entre el componente principal 2 y el índice 
de vegetación NDVI, de estos el mayor coeficiente de variación lo presentó el componente 
principal 2, por lo que fue seleccionado para efectuar los procesos posteriores, prescindiendo en 
este sentido del NDVI. Igualmente, siguiendo el principio de eliminar bandas con bajo coeficiente 
de variación (<10%), se eliminó el NDWI y el componente principal 3. Finalmente las imágenes que 
se seleccionaron para continuar con el desarrollo del trabajo fueron las bandas del visible rojo, 
infrarrojo cercano, medio y lejano, así como los componentes principales 1 y 2. 
 
Tabla 4: Correlación entre bandas y coeficiente de variación por banda. En color amarillo se resaltan los valores de 
correlación entre bandas iguales o superiores a 90% y los coeficientes de variación menores a 10. 
  V.Azul V.Verde V.Rojo IRC IRM IRL CP1 CP2 CP3 NDVI NDWI 
V.Verde 96                   
V.Rojo 87 95                 
IRC 1 0 3               
IRM 8 5 1 69             
IRL 35 33 24 27 74           
CP1 78 73 58 23 46 73         
CP2 18 25 40 72 46 6 0       
CP3 2 1 0 6 7 18 0 0     
NDVI 28 39 56 54 25 0 3 90 0,5   
NDWI 5 7 11 8 5 23 6 6 65 13 
                        
Media 36,53 31,05 29,36 79,27 57,49 27,78 46,7 117,02 189,98 185,88 148,1 
Devest 12,8 11,9 14,98 17,54 14,023 9,02 12,67 29,32 6,94 31,89 8,52 
Coef.Var 35,04% 38,33% 51,02% 22,13% 24,39% 32,47% 27,13% 25,06% 3,65% 17,16% 5,75% 
 
5.2. Pre-procesamiento de imágenes de radar 
 
Como resultado de este proceso se obtuvieron las imágenes calibradas radiométricamente y co-
registradas entre sí con un error medio cuadrático de a 0.48 pixeles (7,2 metros) tanto para las 




como base las imágenes ópticas, se obtuvo un error medio cuadrático de 1,77 pixeles (26,6 
metros) para la de Leticia y 3 pixeles (45 metros) para la imagen de Miraflores. Los procesos de 
filtrado para reducción de speckle y análisis textural efectuados sobre estas imágenes se describen 
a continuación. 
 
5.2.1. Reducción de Speckle 
 
A partir de la aplicación de los diferentes filtros de reducción de speckle y calcular sobre las 
imágenes resultantes el índice de Moran, se evidencia que los  filtros más eficaces para reducir el 
speckle en este caso son los filtros Gamma- Map, particularmente al aumentar el tamaño de 
ventana de filtrado; los  filtro lee-sigma también obtuvieron buenos resultados (Tabla 5).  
 
Tabla 5: Índice de auto-correlación de Moran aplicado a los filtros de reducción de ruido Speckle evaluados. 
FILTRO MULTIPLICATIVO COEFVAR KERNEL MORAN FILTRO MULTIPLICATIVO COEFVAR KERNEL MORAN 
Imagen 
Original 
N/A N/A N/A 0,4135 lee-sigma 0,5 0,1497 5x5 0,6527 
lee-sigma 2 0,1374 3x3 0,7493 lee-sigma 0,5 0,1590 7x7 0,592 
lee-sigma 2 0,1497 5x5 0,8307 Frost N/A 0,1374 3x3 0,4236 
lee-sigma 2 0,1590 7x7 0,7997 Frost N/A 0,1497 5x5 0,4728 
lee-sigma 1 0,1374 3x3 0,6505 Frost N/A 0,1590 7x7 0,5773 
lee-sigma 1 0,1497 5x5 0,6084 Gamma-MAP N/A 0,1374 3x3 0,8668 
lee-sigma 1 0,1590 7x7 0,5952 Gamma-MAP N/A 0,1497 5x5 0,9288 
lee-sigma 0,5 0,1374 3x3 0,7286 Gamma-MAP N/A 0,1590 7x7 0,942 
 
Adicional al cálculo de los coeficientes de correlación, en el análisis cualitativo por observación 
visual, se pudo establecer que en el punto en el que mejor es el balance entre reducción del 
speckle y la resolución espacial, sin afectar los bordes de manera significativa, es en los filtros 
Gamma-MAP con ventana de 3 x 3,  filtro lee-sigma con multiplicativo 2 y ventana de 5 x 5 pixeles 
y  filtro lee-sigma con multiplicativo 2 y ventana de 3 x 3  pixeles (Figura 20). Finalmente se optó 
por el filtro Gamma-Map con ventana de 3x3, que elimina buena parte del ruido speckle 








Figura 20: Filtros de textura en sector adyacente al Río Amazonas; De izquierda a derecha (A) filtro Gamma-MAP con 
ventana de 7 x 7; (B)filtro Gamma-MAP con ventana de 5 x 5; (C)filtro lee-sigma con multiplicativo 2 y ventana de 7 x 
7; (D)Gamma-MAP con ventana de 3 x 3; (E) imagen original; (F) filtro lee-sigma con multiplicativo 2 y ventana de 5 x 
5; (G) filtro lee-sigma con multiplicativo 2 y ventana de 3 x 3; (H) filtro lee-sigma con multiplicativo 0,5 y ventana de 3 
x 3; (I) filtro lee-sigma con multiplicativo 0,5 y ventana de 5 x 5. 
 
Este resultado coincide con el estudio de realizado por van der Saden (1997) y por Dupas (2000), 
así como por Lu et al. (2011) quienes encontraron en los filtros Gamma-MAP la mayor efectividad 
para la reducción del speckle. 
Adicionalmente, como resultado de la aplicación de los filtros multitemporales de reducción de 
speckle, se logró aumentar la correlación entre imágenes de diferentes fechas de manera 
significativa, teniendo en cuenta que para el caso de la zona de Miraflores paso de 0,52 a 0,88 
(Figura 21) y en  la zona de Leticia la correlación entre imágenes llegó a aumentarse hasta 0,89. 
Este aumento de la correlación entre imágenes confirma el potencial de los filtros multitemporales 
identificado por Quegan et al. (2000) y por Buemi, Jacobo, & Mejail (2010) para la reducción de 





  B 
Figura 21: correlación lineal entre las
(izquierda) y d
 
5.2.2. Filtros texturales 
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Debido a la existencia de datos altamente variables en algunas áreas para ambas zonas de estudio, 
se previó un análisis visual, en el que se encontró, al observar la imagen con filtros de diferentes 
dimensiones, que el tamaño de ventana de 7*7 (Figura 23), se adecua óptimamente para ambas 
zonas, dado que no se pierde de de manera excesiva el nivel de detalle en las áreas de alta 
variabilidad, pero sin embargo presenta un tamaño suficientemente como para capturar la 
variabilidad de las coberturas más homogéneas. 
 
 
Figura 23: filtro de varianza con tamaño de ventana de: A) 7*7; B) 3*3; C) 13*13; D) 21*21. El área de visualización es 
representativa de las coberturas que se presentan el área de estudio tota de Leticia. 
 
5.3. Fusión de imágenes ópticas y de radar 
 
Para aplicar los métodos que operan con tres tipos de bandas (Wavelet -IHS, Wavelet 
Componentes Principales  y Transformación Brovey) se calculó el índice de factor óptimo (OIF), 
obteniendo que la combinación de las bandas del visible rojo, IRC e IRL, con un OIF de 0,77 (Tabla 
6), proporciona la mayor cantidad de información debido a la heterogeneidad interna y baja 



















V.Rojo IRC IRM 46,543 72,73 0,64 
 
IRC IRM IRL 40,583 169,52 0,24 
V.Rojo IRC IRL 41,54 54,27 0,77 
 
IRC IRM CP1 44,233 138,12 0,32 
V.Rojo IRC CP1 45,19 83,79 0,54 
 
IRC IRM CP2 60,883 186,19 0,33 
V.Rojo IRC CP2 61,84 115,4 0,54 
 
IRC IRL CP1 39,23 123,13 0,32 
V.Rojo IRM IRL 38,023 98,48 0,39 
 
IRC IRL CP2 55,88 104,67 0,53 
V.Rojo IRM CP1 41,673 105,08 0,40 
 
IRC CP1 CP2 30,21 94,3 0,32 
V.Rojo IRM CP2 58,323 87,24 0,67 
 
IRM IRL CP1 35,713 193,21 0,18 
V.Rojo IRL CP1 36,67 155,61 0,24 
 
IRM IRL CP2 52,363 125,3 0,42 
V.Rojo IRL CP2 53,32 71,24 0,75 
 
IRM CP1 CP2 56,013 92,01 0,61 
V.Rojo CP1 CP2 56,97 98,87 0,58 
 
IRL CP1 CP2 51,01 79,48 0,64 
 
Una vez definido el OIF se determinó que  los algoritmos de fusión que mejor conservan las 
propiedades originales de la imagen son el W-PC (que usa tres bandas) al obtener coeficientes de 
determinación promedio de 84,87% (Tabla 7), y la imagen resultante de aplicar el algoritmo High 
Pass Filter (HPF) (que usa la totalidad de las bandas) el cual presentó  coeficientes de 
determinación promedio de 92,02%.  
 
Tabla 7: Coeficiente de determinación entre bandas de la imagen original y la imagen procesada mediante algoritmos 
para hacer efectivo sinergismo óptico-radar.  
  IMAGEN ORIGINAL   
ALGORITMO V.Rojo IRC IRM IRL CP1 CP2 Promedio Coeficiente 
 de Determinación 
Brovey 7,63 53,22   27,67     29,51 
W-CP 92,69 85,12   76,81     84,87 
W-IHS 89,58 83,97   74,25     82,60 
HPF 93,55 92,55 91,5 89,88 91,71 92,92 92,02 
MTP 0,03 12,49 18,26 8,97 0,04 0 6,63 
CP 1,34 76,4 69,86 49,29 13,32 6,86 36,18 
 
Visualmente se puede corroborar que la fusión HPF es las que presenta un aspecto más similar a la 
imagen original (Figura 24), mientras que la imagen resultante de la fusión W-PC presenta, pese a 
la alta correlación en las diferentes bandas, colores menos similares a la imagen original que la 
imagen con fusión W-IHS, por ejemplo, que tiene niveles de correlación similares. En cualquier 
caso las fusiones que emplean tres bandas parecen homogeneizar, a excepción de la fusión Brovey 




Dado que estadísticamente las imágenes resultantes de aplicar las fusiones W-PC y HPF  
proporcionaron los mejores resultados, fueron seleccionadas para aplicar los posteriores 
procedimientos de clasificación y evaluación. 
 
 
Figura 24: tipos de fusión aplicados en composición Landsat TM RGB453: A) HPF; B) imagen original; C) Componentes 
principales; D) Wavelets IHS; E) Wavelets Componentes principales; F) Transformada Brovey. Las fusiones A y C se 
efectúan empleando la totalidad de las bandas mientras que las D, E y F se efectúan con tres bandas. 
 
Estos resultados coinciden con lo encontrado por Lu et al. (2011), aunque a diferencia de  lo 
encontrado por éstos se observa en la fusión HPF una mayor capacidad de retener los valores 
radiométricos de la imagen original, coincidiendo en este sentido con los resultados de P. J. 
Chavez, Sides, & Anderson (1991). 
 
5.4. Clasificación de imágenes fusionadas (Leticia) 
 
Para iniciar el proceso de clasificación se llevó a cabo el análisis de segmentación para las 
imágenes fusionadas, así como para  la imagen óptica agrupada con la de radar (stack) y la imagen 




de 10, para todas las imágenes generó segmentos homogéneos pero muy pequeños, creando 
incluso límites inexistentes dentro de zonas en las que es claro que se presenta un solo tipo de 
cobertura (Figura 25A). Por otra parte se pudo advertir que con tolerancias de similitud de 50 o 
más se generaron segmentos amplios pero en los que se presentan dos o más tipos de coberturas 
(Figura 25 C y D), lo cual puede dar lugar a clasificaciones erradas. 
 
De acuerdo a este análisis se pudo establecer que el nivel óptimo de segmentación para la zona se 
logra con tolerancias de similitud de alrededor de 20 para todas las fusiones (Figura 25.B), punto 
en el cual se generan un número de segmentos de alrededor de 20.000 a 26.000 (Tabla 8); 
excepción de esto es la composición en la que la imagen de radar es agregada como una banda 
más a las imágenes ópticas. Para este caso particular la tolerancia de similitud óptima se obtuvo 
alrededor de 50, donde se generaron cerca de 25.000 segmentos (Tabla 8), esta diferencia  se 
explica porque la imagen de radar en esta imagen, al ser considerada como una región más del 
espectro  ejerce un peso mayor en la segmentación, y debido a su heterogeneidad textural incide 
dando lugar a segmentos más pequeños. 
 
 
Figura 25: Segmentación empleando la fusión entre la imagen óptica y radar mediante sinergismo con el algoritmo 
HPF y Combinación en falso color RGB453. Las tolerancias de similitud son de: A 10; B 20; C 50; D 75. Nótese que 
mientras la segmentación con tolerancia de similitud de 10 crea limites inexistentes al interior de un tipo 
determinado cobertura, la segmentación con tolerancia de 50 y de manera más clara la de 75 crea segmentos en los 




excepción de la fusión en la que la imagen de radar se agrupo como una banda más, en esta la segmentación con 
tolerancia de 50 se ve similar a la segmentación de 30 que se observa en esta figura.  
 
Tabla 8: segmentos generados por tolerancia de segmentación y método de fusión 
FUSIÓN TOLERANCIA DE 
SEGMENTACIÓN 
No. SEGMENTOS 
HPF 20 19910 
Imagen Original  20 20691 
Wavelet Componentes Principales 20 26632 
Agrupación de Bandas (stack) 50 25402 
 
 
Una vez efectuada la segmentación se tomaron las zonas de entrenamiento en una cantidad que 
se describe en la Tabla 9. 
 
Tabla 9: zonas de entrenamiento por tipo de cobertura y para cada método de fusión de imágenes, y probabilidad de 
ocurrencia empleada en la clasificación por máxima verosimilitud 









Tejido Urbano 8 8 9 8 0,002 
Pastos 17 15 14 14 0,03 
Zonas heterogéneas 17 17 17 18 0,05 
Bosque de tierra firme 15 16 15 15 0,65 
Boque inundable 17 18 18 18 0,15 
Ríos, lagos, pantanos 12 13 13 13 0,09 
Barras de Arena 8 8 8 9 0,018 
Herbazal 10 10 10 10 0,01 
TOTAL 104 105 104 105 1 
 
 
5.5. Evaluación de mapas de coberturas mediante integración de imágenes 
ópticas y de radar (Leticia) 
 
5.5.1. Evaluación general de exactitud 
 
Los mapas obtenidos al ser evaluados con base en los datos tomados en campo, presentan en su 
totalidad, de acuerdo al índice Kappa, un nivel de concordancia moderada, sin embargo la 
clasificación usando la imagen sin fusión y clasificador de máxima verosimilitud (Nf-Mv) seguida de 
la clasificación usando la imagen fusionada mediante el algoritmo HPF y clasificador de máxima 
verosimilitud (HPF-Mv), con índices kappa de 0.64 y 0.62 respectivamente, presentan los niveles 




una precisión de 64% mejor que la esperada por asignación aleatoria de los pixeles a las categorías 
y para el mapa HPF-Mv una precisión 62% mejor. 
Con relación a la exactitud total de clasificación igualmente los mapas Nf-Mv y HPF-Mv presentan 
los mayores niveles de exactitud (71,05% y 69,74%). Los mapas que siguen en exactitud son los 
obtenidos con el uso de la imagen resultante de agrupar la imagen óptica con la de radar con 
clasificador de máxima verosimilitud (Sk-Mv) y de la imagen sin fusión y clasificador de mínima 
distancia (Nf-Md), que sin embargo presentan niveles de exactitud considerablemente inferiores al 
mapa HPF-Mv (5,27% y 6,58% menos respectivamente). 
 
Uno de los aspectos que se puede observar en la tabla es que los algoritmos de clasificación por 
mínima distancia presentaron niveles de exactitud más bajos frente a su par clasificado mediante 
algoritmo de máxima verosimilitud, y en general la exactitud al aplicar este algoritmo se puede 
considerar baja dado que la exactitud total no fue superior a 63,2% y la concordancia kappa no fue 
superior a 0.53. En los métodos de fusión con el que se presentan los niveles de exactitud más 
bajos es el Wavelets componentes principales, donde la exactitud más alta es de 56,58%. La 
imagen ERS-SAR integrada a la imagen Landsat (stack) presenta también niveles de exactitud 
bajos, la exactitud más alta para esta imagen es de 64,47%, aplicando el clasificador de máxima 
verosimilitud.  
 





Imagen sin fusión – mínima distancia Nf-Md 63.16% 0.53 
Imagen sin fusión – máxima verosimilitud Nf-Mv   71.05% 0.64 
Stack Óptico-radar - mínima distancia Sk-Md 57.89% 0.47 
Stack Óptico-radar- máxima verosimilitud Sk-Mv 64.47% 0.54 
Fusión Wavelet CP – mínima distancia WCP-Md 50.00% 0.40 
Fusión Wavelet CP – máxima verosimilitud WCP-Mv 56.58% 0.46 
Fusión HPF – mínima distancia HPF-Md 60.53% 0.50 
Fusión HPF – máxima verosimilitud HPF-Mv 69.74% 0.62 
 
Los resultados encontrados presentan un alto grado de coincidencia con los resultados obtenidos 
por Lu et al. (2012) en el sentido que disminuyó levemente la exactitud con relación a la imagen 
sin fusión (<1,3%), no obstante este resultado lo obtuvieron con fusión Wavelet  y en todo caso la 
exactitud encontrada en la presente investigación con la fusión HPF es superior en un 5%. Los 
resultados de Dupas (2000) también coinciden al indicar una disminución de exactitud con la 
fusión, pero la diferencia es mayor (5%) aunque la exactitud en términos generales es mayor 
(77%). Lu et al. (2011), en cambio, encontraron con la banda C de imágenes Radarsat, un 





5.5.2. Exactitud de producción y de usuario por tipos de cobertura 
 
Respecto a las coberturas el análisis de exactitud es el siguiente: 
• Tejido Urbano (UR): esta cobertura es la que presenta unos mayores niveles de exactitud de 
producción (Figura 26.A), sin embargo la exactitud de usuario es en la mayoría de mapas 
inferior a 60% (Figura 26.B). El punto en el que mejor se encuentra balance exactitud 
producción-usuario es en el mapa obtenido con la imagen fusionada por el algoritmo Wavelet 
componentes principales y clasificador de máxima verosimilitud (WCP-Mv), donde la exactitud 
de usuario llega a 80%, en el mapa HPF-Mv la exactitud de usuario también sobrepasa el 60% 
alcanzando 67%. 
 
• Pastos (PT): la exactitud de producción para esta cobertura es superior a 69%, a excepción de 
lo obtenido con el mapa resultante de clasificar la fusión Wavelet componentes principales y 
clasificador de mínima distancia (WCP-Md) y el mapa WCP-Mv, donde se presentan errores 
respecto de esta cobertura de 30,43% y 60,87%. La exactitud de usuario, por otra parte, es 
bastante variable aunque en el punto en el que alcanza un nivel más alto es en la fusión  WCP-
Mv, sin embargo, al considerar el alto error de producción del mapa WCP-Mv lo que se puede 
inferir es que lo puntos de verificación pertenecientes a esta cobertura se transfieren a otras 
generando errores de comisión sobre las mismas, mientras que puntos pertenecientes a otras 
coberturas no son clasificados dentro de pastos. Considerando simultáneamente exactitud de 
producción y de usuario el mejor equilibrio se logra en el mapa Nf-Mv, en el cual la exactitud 
de producción es de 69,57% y la de usuario de 88,89%. 
 
• Zonas Heterogéneas (ZH): este tipo de cobertura es la que presenta mayores niveles de 
inexactitud temática, lo que se puede explicar por su alta heterogeneidad, al incluir coberturas 
de cultivos predominantes, vegetación secundaria, relictos de bosque y pastos, que se 
encuentran entremezclados. En este sentido la exactitud de producción es igual o menor a 
50% en todos los mapas, los niveles de exactitud más altos se alcanzan en el mapa Nf-Mv y 
ACP-Md (50% en ambas). La exactitud de usuario es, por otra parte alta en la mayoría de los 
casos, lo que significa que los puntos de verificación tomados en esta cobertura son 
clasificados en otras generando sobre las mismas errores de comisión pero no recibe puntos 
de otras coberturas, obteniendo bajos niveles de comisión dentro de sí. El mayor equilibrio de 
esta cobertura se logra en el mapa Nf-Mv en el que se presenta una exactitud de producción 
de 50% y una exactitud de usuario de 90%. 
 
• Bosque de Tierra Firme (BT): con esta cobertura se obtuvieron niveles de exactitud de 
producción altos, en todos los casos mayores a 77% (a excepción del mapa WCP-Md- 61-%-), 
alcanzando incluso 94,44% en los mapas Nf-Mv y HPF-Mv. La exactitud de usuario también fue 





• Ríos, Lagos y Pantanos (RL): estas coberturas mantienen un nivel de exactitud de producción y 
de usuario relativamente constante en los diferentes mapas, cercano a 54% y 100% 
respectivamente. Esto indica que aproximadamente la mitad de los puntos tomados en campo 
correspondientes a esta cobertura son clasificados dentro de otras, mientras que ningún 
punto tomado en campo correspondiente a coberturas diferentes, está siendo clasificado 
como ríos, lagos y pantanos. 
 
• Herbazal (HZ): el nivel de exactitud de producción para esta cobertura fue de 100% en los 
mapas Nf-Mv, WCP-Md, WCP-Mv y HPF-Mv, en los demás fue de 50%. Pese a los niveles 
altamente satisfactorios de exactitud de producción, la exactitud de usuario en esta cobertura 
fue la menor, con valores que oscilan entre 10% y 17%. Esto significa que los puntos 
capturados en campo correspondientes a esta cobertura coinciden de manera acertada con el 
resultado de la clasificación, pero que por otra parte, esta cobertura es receptora de errores 
de omisión que se generaron en otras coberturas, por lo cual la probabilidad de que un pixel 
clasificado como herbazal corresponda realmente a tal es bastante baja (10% a 17%). 
 
 
Los resultados aquí encontrados coinciden con lo observado por Lu, Batistella, & Moran (2007), en 
el sentido que los mayores inexactitudes de clasificación se presentan en coberturas 
heterogéneas. Los resultados de Lu et al. (2012) en Machadinho con imágenes Radarsat (banda C) 
también mostraron bajos niveles de exactitud para coberturas heterogéneas y para vegetación en 
diferentes estados de crecimiento.  Estos resultados pueden explicarse por la heterogeneidad de 
respuestas espectrales que se presentan en estas coberturas, algunas de las cuales se 
corresponden con las respuestas espectrales de otras coberturas más definidas en cuanto a su 
composición, lo que termina dando lugar a errores de omisión y comisión. 
 
En el caso de los herbazales inundables la confiabilidad de la medición es bastante baja debido a la 
poca cantidad de puntos de verificación en campo, debido a los cambios ambientales ocurridos 





Figura 26: exactitud de producción (A) y de usuario (B) para las diferentes coberturas generadas mediante imágenes 





5.5.3. Análisis de mapas con mejores resultados13 
 
5.5.3.1. Imagen sin fusión – clasificación de máxima verosimilitud 
 
Mediante este método se obtuvo el mapa de  la Figura 27, en el que se puede observar una 
distribución espacial de las coberturas bastante coherente con lo observado en campo y en las 
imágenes satelitales, a excepción de lo que se observa en ríos de menor orden como el 
Amacayacu, Loretoyacu que están representados como herbazales y el Río Calderón que se 
desaparece entre la matriz de bosque de tierra firme. Esto se evidencia en la matriz de error (Tabla 
11), en la que se observa una alta confusión entre ríos y herbazales, dado que 5 de los 11 puntos 
de verificación tomados en ríos quedaron clasificados en el mapa como herbazales inundables. La 
cobertura de herbazales también presenta confusión con coberturas de pastos y de zonas 
heterogéneas, lo que disminuye la exactitud de producción en estas coberturas, y en la cobertura 
de herbazal inundable termina por reducir el exactitud de usuario hasta un punto en el cual se 
puede esperar que solo el 15.38%  de los pixeles pertenecientes a esta cobertura pertenezcan a 
tal. 
 
                                                           
13
 La totalidad de matrices de error y mapas generados para Leticia en el proceso de evaluación de fusión 
óptico y radar para la generación de mapas de cobertura se pueden consultar en el anexo 1. 
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Puntos de referencia Exactitud 
de usuario UR PT ZH BT RL HZ 
UR 4 3 1 0 0 0  50.00% 
PT 0 16 1 1 0 0  88.89% 
ZH 0 1 9 0 0 0  90.00% 
BT 0 0 4 17 0 0  80.95% 
RL 0 0 0 0 6 0 100.00% 
HZ 0 3 3 0 5 2  15.38% 
Exactitud de 
Producción 
   
100.00% 
    
69.57% 
    
50.00% 
    
94.44% 
    
54.55% 
   
100.00% 
  
                
Exactitud Total de Clasificación =     71.05%       
Kappa Total = 0.6427            
 
5.5.3.2. Imagen por fusión High Pass Filter – clasificación de máxima verosimilitud 
 
Mediante este método se obtuvo el mapa de  la Figura 28, en el que se puede observar una 
distribución espacial bastante coherente con lo observado en campo y en las imágenes satelitales,  
a excepción de una zona clasificada como urbana en el costado suroccidental de la imagen y 
algunas zonas de herbazales sobre los Ríos Amacayacu y Loretoyacu, así como del Río Calderón 
que se pierde entre la matriz de bosque de tierra firme. Al igual que en el mapa Nf-Mv, esto se 
refleja como errores de omisión en la cobertura de ríos, que presentan en tal sentido una 
exactitud de producción de 54%, el 46% restante de puntos se transfieren a la cobertura de 
herbazal inundable como errores de comisión. La cobertura de herbazales inundables presenta 
también una alta confusión con pastos, 4 de los 23 puntos de verificación tomados en pastos 
quedaron clasificados como herbazales, lo que reduce la exactitud de producción en la cobertura 
de pastos (73,91%) y en la cobertura de herbazales inundables da lugar (adiciónese la confusión 
con ríos) a una exactitud de usuario de 16,67%. 
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