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Abstract
A polynomial knot in Rn is a smooth embedding R →֒ Rn such that the component
functions are real polynomials. Let Pn be the set of all polynomial knots in Rn, and
let P =
⋃
n∈Z+ P
n. By identifying a polynomial knot φ : R →֒ Rn →֒ R∞ with a Λ-
tuple (φij)i,j , we can think of the sets P
n and P as subsets of RΛ, where Λ = Z+×N
and φ(t) =
∑
j (φij)i t
j for t ∈ R. The sets Pn and P can be given the subspace
topologies that inherit from the box and the product topologies of RΛ. We also have
the topologies on Pn and P induced by the metrics dr (for r ≥ 1) and d∞ given by
dr(φ, ψ) =
(∑
i,j |φij − ψij |
r
)1/r
and d∞(φ, ψ) = supi,j |φij − ψij | for φ, ψ ∈ P. We
show that Pn has the same homotopy type as Sn−1 and P is contractible, where the
spaces have any of the topologies described above.
1 Introduction
To find the cohomology of the space of knots, Vassiliev constructed a resolution of
the discriminant (i.e. the resolution of the complement of the space of knots in the space
of smooth immersions of S1 in S3) via the finite dimensional spaces Vd for d ≥ 3 (see
[10, 11, 12]), where Vd is the interior of the set of all smooth embeddings in the space of
maps from R to R3 of the type
t 7→
(
td + ad−1t
d−1 + · · ·+ a1t, t
d + bd−1t
d−1 + · · ·+ b1t, t
d + cd−1t
d−1 + · · ·+ c1t
)
.
The constructed resolution has a natural filtration which gives rise to a spectral sequence
that can be used to obtain cohomology classes of the space of knots. The cohomology
classes obtained in this way are used to construct a set of knot invariants called Vassiliev
invariants (see [10, 11, 13]). The Vassiliev invariants are very important and they have
been studied extensively, for example see [3, 5, 6, 7]. In [1], Durfee and O’Shea introduced
the space Kd of all smooth embeddings of R in R
3 of the type
t 7→
(
a0 + a1t+ · · ·+ adt
d, b0 + b1t+ · · ·+ bdt
d, c0 + c1t+ · · ·+ cdt
d
)
such that at least one of the coefficient among ad, bd and cd is nonzero. If two members
of the space Kd are path equivalent, then they are topologically equivalent (i.e. if two
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members belong to the same path component of the space Kd, then their extensions as
embeddings of S1 in S3 are ambient isotopic). A smooth embedding of R in R3 given
by t 7→ (f(t), g(t), h(t)), where f , g and h are real polynomials, is referred as polynomial
knot. Note that the spaces Vd and Kd are spaces of polynomial knots of degree d with
some specific conditions on the component polynomials. In my earlier papers [4, 8] with
Mishra, we have discussed various types of spaces of polynomial knots and studied their
topological properties like path connectedness and homotopy types.
By using Weierstrass approximation theorem, Shastri [2] proved that every knot-type
has a polynomial representation, i.e. given a tame embedding φ : S1 →֒ S3, there exists
a polynomial knot ψ : R →֒ R3 that can be extended to a piecewise smooth embedding
ψ˜ : S1 →֒ S3 which is ambient isotopic to φ. In [9], it has been proved that if two
polynomial knots φ and ψ represent the same knot-type, then there exists a polynomial
isotopy F : [0, 1]× R → R3 which connects them (i.e. Fs : R → R
3 given by t 7→ F (s, t)
is a polynomial knot for all s ∈ [0, 1], F0 = φ and F1 = ψ). If we have a long knot (i.e. a
proper smooth embedding of R in R3), then it can be rolled to the infinity to make it into a
straight line. In other words, for a long knot φ, there exists an isotopy H : [0, 1]×R→ R3
of long knots that connects φ to an unknot (i.e. Hs : R → R
3 given by t 7→ H(s, t) is a
long knot for all s ∈ [0, 1], H0 = φ and H1 is an unknot). Since a polynomial knot is also
a long knot, there exists an isotopy of long knots (i.e. an isotopy of the type H above)
connecting a given polynomial knot to an unknot. Here, it is natural to ask that is there a
polynomial isotopy that connects a given polynomial knot to a linear one (to an unknot)?
We have the affirmative answer to this question and this fact has been proved in my earlier
paper [4] with Mishra. In the same paper, we have shown that the space of all polynomial
knots in R3, with some natural topology on it, has the same homotopy type as S2. The
set of all polynomial knots in R3 can be given various topologies that would be interesting
to study the homotopy types of the respective spaces. With this in mind, we have come
up with different types of topologies on some generalized sets of polynomial knots. In this
paper, we have explored the homotopy types of the respective generalized spaces.
This paper is organized as follows: In Section 2, we define sets Pn and P , and discuss
some interesting topologies on them. In Section 3, we compare these topologies. In Section
4, we prove some theorems (see Theorem 4.1 and Theorem 4.2) regarding the homotopy
types of the spaces Pn and P with the topologies described in Section 2.
2 The spaces P and Pn
For a positive integer n, we define a polynomial knot in Rn as follows:
Definition 2.1. A polynomial knot in Rn is a smooth embedding R →֒ Rn such that the
component functions are real polynomials.
In other words, a polynomial knot in Rn is a map φ : R → Rn given by t 7→
(φ1(t), φ2(t), . . . , φn(t)) such that it satisfies the following conditions:
(a) φi ∈ R[t] for all i = 1, 2, . . . , n,
(b) φ(s) 6= φ(t) for all s 6= t in R, and
(c) φ′(t) 6= 0 for all t ∈ R.
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Notation 2.1. For n ≥ 1, let Pn denote the set of all polynomial knots in Rn, and let
P =
⋃
n∈Z+ P
n.
Notation 2.2. Let Λ denote the set Z+ × N, where Z+ is the set of all positive integers
and N is the set of all nonnegative integers.
Given a polynomial knot φ : R →֒ Rn, it can be thought of as an embedding φ˜ of R
in R∞ via the standard embedding of Rn in R∞. Let φ˜(t) =
∑
j (φij)i t
j for t ∈ R, i.e.
φij (for (i, j) ∈ Λ) is the coefficient of t
j in the ith component of φ˜, where Λ = Z+ × N.
We can identify the polynomial knot φ with the Λ-tuple (φij)i,j of real numbers. With
this identification of a polynomial knot, we can think of the sets Pn (for n ≥ 1) and P as
subsets of RΛ (where RΛ is the set of all Λ-tuples of real numbers). The sets P and Pn
can be redefined as
P =

(φij)i,j ∈ RΛ | (i) φij = 0 for all but finitely many (i, j) ∈ Λ, and (ii) the map
φ : R→ R∞ given by t 7→
∑
j
(φij)i t
j is a smooth embedding

 ,
Pn =
{
(φij)i,j ∈ P | φij = 0 if i > n and j ≥ 0
}
.
We have the subspace topologies on P and Pn that inherit from the box and the
product topologies of RΛ. The sets P and Pn can be equipped with the metric topologies.
Let r ≥ 1 be any real number, and let dr be the metric on P defined as
dr(φ, ψ) =

∑
i,j
|φij − ψij |
r


1/r
for φ, ψ ∈ P , where φij and ψij (for (i, j) ∈ Λ) are the coefficients of t
j in the ith
components of φ and ψ respectively. Denote an open ball centered at φ ∈ P and of radius
δ > 0 by Br(φ, δ), i.e. Br(φ, δ) = {ψ ∈ P : dr(φ, ψ) < δ}. This type of balls generate a
topology on P . We have another metric d∞ on P defined as
Table 1: Topologies on P and Pn
Description Notations for the
topologies on P
Notations for the
topologies on Pn
The subspace topology that inherit from
the box topology of RΛ
Tb T
n
b
The subspace topology that inherit from
the product topology of RΛ
Tp T
n
p
The metric topology induced by the
metric dr on P (respectively by dr|Pn)
Tr T
n
r
The metric topology induced by the
metric d∞ on P (respectively by d∞|Pn)
T∞ T
n
∞
3
d∞(φ, ψ) = sup
i,j
|φij − ψij |
for φ, ψ ∈ P . This metric induces a topology on P , i.e. the topology is generated by
the balls of the type B∞(φ, δ) = {ψ ∈ P : d∞(φ, ψ) < δ}, where φ ∈ P and δ > 0. Since
Pn is a subset of P , we have the topologies on Pn induced by the metrics dr and d∞
when restricted to Pn. Note that these topologies are generated by the balls of the types
Bnr (φ, δ) = {ψ ∈ P
n : dr(φ, ψ) < δ} and B
n
∞(φ, δ) = {ψ ∈ P
n : d∞(φ, ψ) < δ} respectively,
where φ ∈ Pn and δ > 0. We denote the topologies on P and Pn as in Table 1.
Remark 2.1. It is trivial that the spaces RΛ and R∞ each with the box topology (or with
the product topology) are homeomorphic. Therefore, the spaces (Pn, T nb ) and (P , Tb) can
be considered as subspaces of the space R∞ with the box topology, and the spaces
(
Pn, T np
)
and (P , Tp) can be regarded as subspaces of the space R
∞ with the product topology.
3 Comparison between the topologies on P and Pn
In this section, we compare the topologies Tb, Tp, Tr, Ts (for r > s ≥ 1) and T∞ on P
and the topologies T nb , T
n
p , T
n
r , T
n
s and T
n
∞ on P
n.
Lemma 3.1. Let r and s be real numbers such that r ≥ s ≥ 1 and suppose a1, a2, . . . , ak
be nonnegative real numbers. Then
(∑k
i=1 ai
r
)1/r
≤
(∑k
i=1 ai
s
)1/s
.
Proof. Let u = rs and let l be the integer such that u = l + v for some 0 ≤ v < 1. Note
that l ≥ 1. Let bi = ai
s for i = 1, 2, . . . , k and b =
∑k
i=1 bi. We have following:
k∑
i=1
bi
u ≤
k∑
i=1
bi
vbi
l ≤
k∑
i=1
bvbi
l ≤ bv
k∑
i=1
bi
l ≤
(
k∑
i=1
bi
)v ( k∑
i=1
bi
)l
≤
(
k∑
i=1
bi
)u
.
Thus,
∑k
i=1 ai
r ≤
(∑k
i=1 ai
s
)r/s
and hence the result.
Proposition 3.2. For r > s ≥ 1, we have the relation Tp ⊆ T∞ ⊆ Tr ⊆ Ts ⊆ Tb between
the topologies on P.
Proof. We prove the proposition in the following parts:
(a) To prove Tp ⊆ T∞:
The topology Tp has the basis containing the sets of the type P
⋂∏
i,j Uij , where Uij
is open in R for all (i, j) ∈ Λ and Uij = R for all but finitely many (i, j) ∈ Λ. Let
U = P
⋂∏
i,j Uij be an open set in this basis. We show that U is open in (P , T∞).
Suppose an element φ ∈ U be given. It is sufficient to show that B∞(φ, δ) ⊆ U for some
δ > 0. Let ΛU = {(i, j) ∈ Λ : Uij 6= R}. Note that ΛU is a finite set. Since φij ∈ Uij for
(i, j) ∈ ΛU , we can choose a δ > 0 such that (φij − δ, φij + δ) ⊆ Uij for all (i, j) ∈ ΛU . Now
consider an open ball B∞(φ, δ). Suppose ψ ∈ B∞(φ, δ). Then d∞(φ, ψ) < δ and hence
ψij ∈ (φij − δ, φij + δ) for all (i, j) ∈ ΛU . This implies that ψij ∈ Uij for all (i, j) ∈ ΛU .
Note that ψij ∈ Uij for all (i, j) ∈ Λ \ΛU , since Uij = R for (i, j) ∈ Λ \ΛU . Thus, ψ ∈ U .
This shows that B∞(φ, δ) ⊆ U .
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(b) To prove T∞ ⊆ Tr:
Let B∞(φ, ǫ), for φ ∈ P and ǫ > 0, be an open ball in (P , d∞). We show that B∞(φ, ǫ)
is open in (P , dr). Suppose an element ψ ∈ B∞(φ, ǫ) be given. It is enough to show that
Br(ψ, δ) ⊆ B∞(φ, ǫ) for some δ > 0. Take δ =
ǫ−d∞(φ,ψ)
2 . Since d∞(ψ, ω) ≤ dr(ψ, ω) for all
ω ∈ P , we have d∞(φ, ω) ≤ d∞(φ, ψ)+d∞(ψ, ω) ≤ d∞(φ, ψ)+dr(ψ, ω) ≤ d∞(φ, ψ)+δ < ǫ
whenever dr(ψ, ω) < δ. This shows that Br(ψ, δ) ⊆ B∞(φ, ǫ).
(c) To prove Tr ⊆ Ts:
By Lemma 3.1, we have dr(φ, ψ) ≤ ds(φ, ψ) for all φ, ψ ∈ P . The rest of the proof
follows in a similar way as in the previous part.
(d) To prove Ts ⊆ Tb:
Let Bs(φ, ǫ), for φ ∈ P and ǫ > 0, be an open ball in (P , ds). We show that Bs(φ, ǫ)
is open in (P , Tb). Suppose an element ψ ∈ Bs(φ, ǫ) be given. The topology Tb has
the basis containing the sets of the type P
⋂∏
i,j Vij , where Vij is open in R for all
(i, j) ∈ Λ. It is sufficient to show that there is a basic open neighborhood V of ψ such
that V ⊆ Bs(φ, ǫ). Let δ = min {1/2, ǫ− ds(φ, ψ)} and V = P
⋂∏
i,j Vij , where Vij =(
ψij − δ
4i(j+1), ψij + δ
4i(j+1)
)
for (i, j) ∈ Λ. Note that ψ ∈ V . Suppose ω ∈ V . Then
|ψij − ωij | < δ
4i(j+1) for all (i, j) ∈ Λ. Let Λω = {(i, j) ∈ Λ : ψij 6= 0 or ωij 6= 0}. Note
that Λω is a finite set. We have d1(ψ, ω) ≤
∑
(i,j)∈Λω
|ψij − ωij | ≤
∑
(i,j)∈Λω
δ4i(j+1) ≤∑∞
i=1
∑∞
j=0 δ
4i(j+1) ≤
∑∞
i=1
δ4i
1−δ4i ≤
∑∞
i=1 δ
3i ≤ δ
3
1−δ3 ≤ δ
2 (since δ ≤ 1/2). By Lemma
3.1, ds(ψ, ω) ≤ d1(ψ, ω); thus, ds(φ, ω) ≤ ds(φ, ψ) + ds(ψ, ω) ≤ ds(φ, ψ) + d1(ψ, ω) ≤
ds(φ, ψ) + δ
2 < ǫ (since δ ≤ ǫ − ds(φ, ψ) and δ ≤ 1/2). In other words ω ∈ Bs(φ, ǫ). This
shows that V ⊆ Bs(φ, ǫ).
For n ∈ Z+ and for real numbers r > s ≥ 1, the topologies T np , T
n
∞, T
n
r , T
n
s and T
n
b
can be seen as the subspace topologies that inherit from the topologies Tp, T∞, Tr, Ts and
Tb respectively. Thus, the next corollary follows trivially from Proposition 3.2.
Corollary 3.2.1. For n ∈ Z+ and for r > s ≥ 1, we have the relation T np ⊆ T
n
∞ ⊆ T
n
r ⊆
T ns ⊆ T
n
b between the topologies on P
n.
Proposition 3.3. For n ∈ Z+ and for r > s ≥ 1, we have the relation Tp ( T∞ ( Tr (
Ts ( Tb between the topologies on P and the relation T
n
p ( T
n
∞ ( T
n
r ( T
n
s ( T
n
b between
the topologies on Pn.
Proof. Since the topologies T np , T
n
∞, T
n
r , T
n
s and T
n
b can be viewed as the subspace
topologies that inherit from the topologies Tp, T∞, Tr, Ts and Tb respectively, it is enough
to show that the set inclusions in Corollary 3.2.1 are proper. We do this in the following
parts:
(a) To show the set inclusion T np ⊆ T
n
∞ is proper:
Let φ : R→ Rn be defined as t 7→ (t, 0, . . . , 0). Note that φ ∈ Pn and Bn∞(φ, 1/2) ∈ T
n
∞.
We show that Bn∞(φ, 1/2) /∈ T
n
p . Suppose contrary that B
n
∞(φ, 1/2) ∈ T
n
p . Then there
is a basic open neighborhood U = Pn
⋂∏
i,j Uij of φ such that U ⊆ B
n
∞(φ, 1/2), where
Uij is open in R for all (i, j) ∈ Λ and Uij = R for all but finitely many (i, j) ∈ Λ.
Choose an odd positive integer k such that U1k = R. Let ψ : R → R
n be defined as
t 7→
(
tk + t, 0, . . . , 0
)
. One can see that ψ ∈ Pn, ψij ∈ Uij for all (i, j) ∈ Λ \ {(1, k)} (since
ψij = φij and φij ∈ Uij), ψ1k ∈ U1k (since U1k = R) and d∞(φ, ψ) = 1. Thus, ψ ∈ U and
ψ /∈ Bn∞(φ, 1/2). This is a contradiction.
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(b) To show the set inclusion T n∞ ⊆ T
n
r is proper:
Let φ be defined as in the first part. Note that Bnr (φ, 1/2) ∈ T
n
r . We show that
Bnr (φ, 1/2) /∈ T
n
∞. Suppose contrary that B
n
r (φ, 1/2) ∈ T
n
∞. Then there is a δ > 0 such
that Bn∞(φ, δ) ⊆ B
n
r (φ, 1/2). Choose an integer k > δ
−r. Let ω : R→ Rn be defined as
t 7→
(
k−
1
r
(
t2k+1 + t2k−1 + · · ·+ t3
)
+ t, 0, . . . , 0
)
.
We can see that ω ∈ Pn, d∞(φ, ω) = k
− 1
r < δ and dr(φ, ω) = 1. Thus, ω ∈ B
n
∞(φ, δ) and
ω /∈ Bnr (φ, 1/2). This is a contradiction.
(c) To show the set inclusion T nr ⊆ T
n
s is proper:
Let φ be defined as in the first part. Note that Bns (φ, 1/2) ∈ T
n
s . We show that
Bns (φ, 1/2) /∈ T
n
r . Suppose contrary that B
n
s (φ, 1/2) ∈ T
n
r . Then there is a δ > 0 such
that Bnr (φ, δ) ⊆ B
n
s (φ, 1/2). Choose an integer k > δ
rs
s−r . Let σ : R→ Rn be defined as
t 7→
(
k−
1
s
(
t2k+1 + t2k−1 + · · ·+ t3
)
+ t, 0, . . . , 0
)
.
One can see that σ ∈ Pn, dr(φ, σ) = k
s−r
rs < δ and ds(φ, σ) = 1. Thus, σ ∈ B
n
r (φ, δ) and
σ /∈ Bns (φ, 1/2). This is a contradiction.
(d) To show the set inclusion T ns ⊆ T
n
b is proper:
Let φ be defined as in the first part. Let U = Pn
⋂∏
i,j Uij , where Uij =
(
−1, 3i(j+1)
)
.
Note that U ∈ T nb . Since φij = 0 ∈ Uij for all (i, j) ∈ Λ \ {(1, 1)} and φ11 = 1 ∈ U11,
φ ∈ U . We show that U /∈ T ns . Suppose contrary that U ∈ T
n
s . Then there is a δ > 0
such that Bns (φ, δ) ⊆ U . Choose an odd positive integer k >
4−δ
δ . Let ξ : R → R
n be
defined as t 7→
(
4
k+1 t
k + t, 0, . . . , 0
)
. Since ds(φ, ξ) =
4
k+1 < δ and ξ1k ≥
4
k+1 >
3
k+1 (i.e.
ξ1k /∈ U1k), we have ξ ∈ B
n
s (φ, δ) and ξ /∈ U . This is a contradiction.
4 Homotopy types of the spaces P and Pn
In this section, we prove the following theorems regarding the homotopy types of the
spaces P and Pn with the topologies as in Table 1.
Theorem 4.1. The space Pn having any of the topologies T nb , T
n
p , T
n
r (for r ≥ 1) and
T n∞ has the same homotopy type as S
n−1.
Theorem 4.2. The space P having any of the topologies Tb, Tp, Tr (for r ≥ 1) and T∞
is contractible.
Let us go through some lemmas that will be used to prove Theorem 4.1 and Theorem
4.2.
Lemma 4.3. Let F : RΛ → R∞ be defined as (xij)i,j 7→ (xi1)i, where (xi1)i is a sequence
having its ith coordinate xi1 for i ∈ Z
+. Suppose G : R∞ → RΛ be defined as (yi)i 7→(
0|j−1|yi
)
i,j
, where 00 = 1 and the tuple on the right has its (i, j)th coordinate 0|j−1|yi for
(i, j) ∈ Λ. Suppose RΛ and R∞ have the box topologies or both have the product topologies.
Then the maps F and G are continuous.
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Proof. (a) To prove F is continuous:
Let U =
∏
i Ui be a basic open set in the box topology of R
∞ (i.e. Ui is open in R for
all i ∈ Z+). One can see that F−1(U) =
∏
i,j Uij , where Ui1 = Ui for i ∈ Z
+ and Uij = R
for (i, j) ∈ Z+ × N \ {1}. Thus, F−1(U) is open in the box topology of RΛ. If Ui = R for
all but finitely many i ∈ Z+, i.e. if U is a basic open set in the product topology of R∞,
then F−1(U) is open in the product topology of RΛ.
(b) To prove G is continuous:
Let V =
∏
i,j Vij be a basic open set in the box topology of R
Λ (i.e. Vij is open in R
for all (i, j) ∈ Λ). If there is an (i, j) ∈ Z+ ×N \ {1} such that 0 /∈ Vij , then G
−1(V ) is an
empty set. If 0 ∈ Vij for all (i, j) ∈ Z
+ × N \ {1}, then G−1(V ) =
∏
i Vi, where Vi = Vi1
for i ∈ Z+. Thus, in either case, the set G−1(V ) is open in the box topology of R∞. If
Vij = R for all but finitely many (i, j) ∈ Λ, i.e. if V is a basic open set in the product
topology of RΛ, then G−1(V ) is open in the product topology of R∞.
Notation 4.1. Let E = {(xi)i ∈ R
∞ \ {0} | xi = 0 for all but finitely many i ∈ Z
+}, and
for n ≥ 1, let En = {(xi)i ∈ R
∞ \ {0} | xi = 0 for all i > n}.
We have the subspace topologies on E and En that inherit from the box and the product
topologies of R∞. Let r ≥ 1 be a real number and let ρr be a metric on E defined as
ρr(x, y) =
(∑
i
|xi − yi|
r
)1/r
for x, y ∈ E . This metric induces a topology on E , i.e. the topology is generated by the
balls of the type Cr(x, δ) = {y ∈ E : ρr(x, y) < δ} for x ∈ E and δ > 0. We have another
metric ρ∞ on E defined as
ρ∞(x, y) = sup
i
|xi − yi|
for x, y ∈ E . Let C∞(x, δ)) be an open ball in the metric space (E , ρ∞) centered at x ∈ E
and of radius δ > 0, i.e. C∞(x, δ)) = {y ∈ E : ρ∞(x, y) < δ}. This type of balls generate a
topology on E . Since En (for n ≥ 1) is a subset of E , the set En has the topologies induced
by the metrics ρr and ρ∞ when restricted to it. We denote the topologies on E and E
n as
in Table 2.
Table 2: Topologies on E and En
Description Notations for the
topologies on E
Notations for the
topologies on En
The subspace topology that inherit from
the box topology of R∞
Sb S
n
b
The subspace topology that inherit from
the product topology of R∞
Sp S
n
p
The metric topology induced by the
metric ρr on E (respectively by ρr|En)
Sr S
n
r
The metric topology induced by the
metric ρ∞ on E (respectively by ρ∞|En)
S∞ S
n
∞
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Remark 4.1. We have F (P) ⊆ E and G(E) ⊆ P, where F and G be the maps defined in
Lemma 4.3. This can be checked as follows:
(a) Let φ be an element in P. By the definition of P, φi1 = 0 for all but finitely many
i ∈ Z+. Furthermore, we have φi1 6= 0 for some i ∈ Z
+ (otherwise φ′(0) = 0). This
shows that F (φ) = (φi1)i is contained in E.
(b) Let x = (xi)i be an element in E. Choose an n ∈ Z
+ such that xi = 0 for all i > n.
Note that xi 6= 0 for some i ≤ n. Let φ : R→ R
n be defined as t 7→ (x1t, x2t, . . . , xnt),
i.e. φij = 0
|j−1|xi for all (i, j) ∈ Λ. Note that G(x) = φ and φ ∈ P. Thus, G(x) ∈ P.
Lemma 4.4. Let f : P → E and g : E → P be the restrictions of the maps F and G
respectively (where F and G be the maps defined in Lemma 4.3). Suppose E and P have
the topologies
(a) Sb and Tb respectively, or
(b) Sp and Tp respectively, or
(c) Sr and Tr (for r ≥ 1) respectively, or
(d) S∞ and T∞ respectively.
Then f and g are continuous.
Proof. We prove the lemma by considering each of the four cases separately.
(a) If E and P have the topologies Sb and Tb respectively:
Since Sb and Tb are the subspace topologies inherited by the box topologies of R
∞ and
RΛ respectively, the maps f and g (being the restrictions of F and G respectively) are
obviously continuous by Lemma 4.3.
(b) If E and P have the topologies Sp and Tp respectively:
Since Sp and Tp are the subspace topologies inherited by the product topologies of R
∞
and RΛ respectively, the maps f and g are obviously continuous by Lemma 4.3.
(c) If E and P have the topologies Sr and Tr (for r ≥ 1) respectively:
Note that ρr(f(φ), f(ψ)) ≤ dr(φ, ψ) for φ, ψ ∈ P and dr(g(x), g(y)) ≤ ρr(x, y) for
x, y ∈ E , since∑
i
|φi1 − ψi1|
r
≤
∑
i,j
|φij − ψij |
r
&
∑
i,j
|xij − yij |
r
≤
∑
i
|xi1 − yi1|
r
≤
∑
i
|xi − yi|
r
,
where x = (xi)i, y = (yi)i, g(x) = (xij)i,j and g(y) = (yij)i,j . Thus, f and g are Lipschitz
continuous.
(d) If E and P have the topologies S∞ and T∞ respectively:
As in the previous case, it can be seen that f and g are Lipschitz continuous in the
present case.
Remark 4.2. One can check that F (Pn) ⊆ En and G(En) ⊆ Pn, where F and G be the
maps defined in Lemma 4.3.
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With the same type of topologies (i.e. the topologies having the same subscripts as
in Table 1 and Table 2), the spaces Pn and En are subspaces of the spaces P and E
respectively. The next lemma follows immediately from Lemma 4.4.
Lemma 4.5. Let fn : P
n → En and gn : E
n → Pn be the restrictions of the maps F and
G respectively (where F and G be the maps defined in Lemma 4.3). Suppose En and Pn
have the topologies
(a) Snb and T
n
b respectively, or
(b) Snp and T
n
p respectively, or
(c) Snr and T
n
r (for r ≥ 1) respectively, or
(d) Sn∞ and T
n
∞ respectively.
Then fn and gn are continuous.
Lemma 4.6. Let H : [0, 1]× RΛ → RΛ be defined as(
s, (xij)i,j
)
7→
(
s|j−1|xij
)
i,j
,
where 00 = 1 and the tuple on the right has its (i, j)th coordinate s|j−1|xij for (i, j) ∈ Λ.
Suppose RΛ has the product topology. Then H is continuous.
Proof. Let P1 : [0, 1]× R
Λ → [0, 1] and P2 : [0, 1]× R
Λ → RΛ be the projections onto the
first and second coordinates respectively. For (i, j) ∈ Λ, let Pij : R
Λ → R be the projection
onto the (i, j)th coordinate. Note that the projections P1, P2 and Pij , for (i, j) ∈ Λ, are
continuous. For (i, j) ∈ Λ, let Qij : [0, 1]× R
Λ → [0, 1]× R be defined as
Qij(s, x) = (P1(s, x), Pij(P2(s, x)))
for (s, x) ∈ [0, 1] × RΛ. This map is continuous, since its component functions P1 and
Pij ◦ P2 are continuous. For j ∈ N, let Mj : [0, 1]× R → R be defined as (s, t) 7→ s
|j−1|t.
Note that this map is continuous. It can be checked that
H(s, x) = (Mj(Qij(s, x)))i,j
for (s, x) ∈ [0, 1]×RΛ, where the tuple on the right has its (i, j)th coordinateMj(Qij(s, x))
for (i, j) ∈ Λ. This shows that H is continuous, since its component functions Mj ◦ Qij ,
for (i, j) ∈ Λ, are continuous.
Lemma 4.7. Let H be the map defined in Lemma 4.6. Then H ([0, 1]× Pn) ⊆ Pn (for
n ∈ Z+) and H ([0, 1]× P) ⊆ P.
Proof. Since P =
⋃
n∈Z+ P
n, it is enough to show that H ([0, 1]× Pn) ⊆ Pn for n ∈ Z+.
Suppose a positive integer n be given. Let (s, φ) ∈ [0, 1]× Pn. Define ψ : R→ R∞ by
t 7→
∑
j
(φij)i s
|j−1|tj ,
where φij is the coefficient of t
j in the ith component of φ for (i, j) ∈ Λ. Since φij = 0
for all but finitely many (i, j) ∈ Λ and φij = 0 whenever i > n and j ≥ 0, we have
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ψij = s
|j−1|φij = 0 for all but finitely many (i, j) ∈ Λ and ψij = s
|j−1|φij = 0 when-
ever i > n and j ≥ 0. If s 6= 0, then ψ(u) − ψ(v) =
∑
j≥1 (φij)i s
|j−1|(uj − vj) =
s−1
∑
j≥1 (φij)i
(
(su)j − (sv)j
)
= s−1(φ(su) − φ(sv)) 6= 0 for u 6= v in R and ψ′(t) =∑
j≥1 j (φij)i (st)
j−1 = φ′(st) 6= 0 for t ∈ R (since φ is a polynomial knot). Thus, if s 6= 0,
then ψ is a polynomial knot. If s = 0, then ψ(t) = (φi1t)i for t ∈ R, and hence ψ is a
linear knot (since φi1 6= 0 for some i ≤ n). In either case, ψ ∈ P
n. One can see that
H(s, φ) = ψ, and thus H(s, φ) ∈ Pn. This shows that H ([0, 1]× Pn) ⊆ Pn.
By Lemma 4.7, the restriction of H to [0, 1]× P has its image contained in P . With
this in mind, we have the following:
Lemma 4.8. Let h : [0, 1]×P → P be the restriction of the map H defined in Lemma 4.6.
Suppose P has any of the topologies Tb, Tp, Tr (for r ≥ 1) and T∞. Then h is continuous.
Proof. To prove the lemma, we consider the cases as follows:
(a) If P has the topology Tb:
Let U = P
⋂∏
i,j Uij be a basic open set in (P , Tb) (i.e. Uij is open in R for all
(i, j) ∈ Λ). We show that h−1(U) is open in [0, 1] × P . If h−1(U) is empty, then it is
obviously an open set. Suppose h−1(U) is not empty. Let an element (s, φ) ∈ h−1(U) be
given. It is enough to show that (s, φ) ∈ V ×W ⊆ h−1(U) for some open set V in [0, 1] and
an open set W in P . Since h(s, φ) =
(
s|j−1|φij
)
i,j
and h(s, φ) ∈ U , s|j−1|φij ∈ Uij for all
(i, j) ∈ Λ. Let Λφ = {(i, j) ∈ Λ : φij 6= 0}. Note that this is a finite set. Since Uij is open
in R for all (i, j) ∈ Λφ, we can find an ǫ > 0 such that
(
s|j−1|φij − ǫ, s
|j−1|φij + ǫ
)
⊆ Uij
for all (i, j) ∈ Λφ. Since φij = 0 (i.e. s
|j−1|φij = 0) for (i, j) ∈ Λ \ Λφ, 0 ∈ Uij for
all (i, j) ∈ Λ \ Λφ. For (i, j) ∈ Λ \ Λφ, let ǫij > 0 be such that (−ǫij , ǫij) ⊆ Uij . Let
m = max {j ∈ N : (i, j) ∈ Λφ for some i ∈ Z
+} and M = max {|φij | : (i, j) ∈ Λφ}. We can
find a δ > 0 such that∣∣∣s|j−1| − t|j−1|∣∣∣ < ǫ
3M
whenever |s− t| < δ and j ≤ m. (1)
Let V = (s− δ, s+ δ) ∩ [0, 1] and W = P
⋂∏
i,j Wij , where Wij = (φij − ǫ/3, φij + ǫ/3)
for (i, j) ∈ Λφ andWij = (−ǫij , ǫij) for (i, j) ∈ Λ\Λφ. Note that (s, φ) ∈ V ×W . Suppose
(t, ψ) ∈ V ×W . By Expression (1), we have∣∣∣s|j−1|φij − t|j−1|ψij ∣∣∣ ≤ ∣∣∣s|j−1| − t|j−1|∣∣∣ |φij |+ t|j−1| |φij − ψij |
≤
ǫ
3M
M +
ǫ
3
< ǫ
for (i, j) ∈ Λφ, since t ∈ V (i.e. |s− t| < δ and 0 ≤ t ≤ 1), j ≤ m and ψij ∈ Wij (i.e.
|φij − ψij | < ǫ/3). Thus, t
|j−1|ψij ∈
(
s|j−1|φij − ǫ, s
|j−1|φij + ǫ
)
⊆ Uij for all (i, j) ∈ Λφ.
Also, we can see that t|j−1|ψij ∈ (−ǫij, ǫij) ⊆ Uij for all (i, j) ∈ Λ \ Λφ, since ψij ∈
Wij = (−ǫij , ǫij) for (i, j) ∈ Λ \ Λφ. Therefore, h(t, ψ) =
(
t|j−1|ψij
)
i,j
∈ U , and hence
(t, ψ) ∈ h−1(U). This shows that V ×W ⊆ h−1(U).
(b) If P has the topology Tp:
Since Tp is the subspace topology inherited by the product topology of R
Λ, the map h
(being the restriction of H) is obviously continuous by Lemma 4.6.
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(c) If P has the topology Tr (for r ≥ 1):
Suppose (s, φ) ∈ [0, 1] × P . We show that h is continuous at (s, φ). Let an ǫ > 0 be
given. It is sufficient to find some positive numbers δ and δ′ such that
dr(h(s, φ), h(t, ψ)) < ǫ whenever |s− t| < δ
′, 0 ≤ t ≤ 1 and dr(φ, ψ) < δ.
Let δ = ǫ/3,m = max {j ∈ N : φij 6= 0 for some i ∈ Z
+} and R =
(∑
i≥1
∑
j≤m |φij |
r
)1/r
.
Choose a δ′ > 0 such that∣∣∣s|j−1| − t|j−1|∣∣∣ < δ
R
whenever |s− t| < δ′ and j ≤ m. (2)
Since φij = 0 for i ∈ Z
+ and j > m, by Expression (2), we have
dr(h(s, φ), h(t, φ)) ≤

∑
i≥1
∑
j≤m
∣∣∣s|j−1| − t|j−1|∣∣∣r |φij |r


1/r
≤
δ
R

∑
i≥1
∑
j≤m
|φij |
r


1/r
≤ δ
whenever |s− t| < δ′ and 0 ≤ t ≤ 1. Also, we note that
dr(h(t, φ), h(t, ψ)) ≤

∑
i,j
t|j−1|r |φij − ψij |
r


1/r
≤

∑
i,j
|φij − ψij |
r


1/r
≤ δ
whenever 0 ≤ t ≤ 1 and dr(φ, ψ) < δ. Therefore,
dr(h(s, φ), h(t, ψ)) ≤ dr(h(s, φ), h(t, φ)) + dr(h(t, φ), h(t, ψ)) ≤ δ + δ < ǫ
whenever |s− t| < δ′, 0 ≤ t ≤ 1 and dr(φ, ψ) < δ.
(d) If P has the topology T∞:
By slight modifications in the previous case, it can be shown that h is continuous in
the present case.
The restriction of H to [0, 1] × Pn has its image contained in Pn (see Lemma 4.7).
Since T nb , T
n
p , T
n
r (for r ≥ 1) and T
n
∞ are the subspace topologies that inherit from the
topologies Tb, Tp, Tr and T∞ respectively, we have an immediate consequence of Lemma
4.8 as follows:
Lemma 4.9. Let hn : [0, 1]×P
n → Pn be the restriction of the map H defined in Lemma
4.6. Suppose Pn has any of the topologies T nb , T
n
p , T
n
r (for r ≥ 1) and T
n
∞. Then hn is
continuous.
Lemma 4.10. The space En having any of the topologies Snb , S
n
p , S
n
r (for r ≥ 1) and S
n
∞
is homeomorphic to Rn \ {0}.
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Proof. Let α : En → Rn \ {0} be a map defined as (x1, x2, x3, . . .) 7→ (x1, x2, . . . , xn) and
suppose β : Rn \ {0} → En be defined as (y1, y2, . . . , yn) 7→ (y1, y2, . . . , yn, 0, 0, . . .). Note
that the compositions α◦β and β ◦α are the identity maps of Rn \{0} and En respectively.
Thus, α is a bijective map and β is its inverse. Now, it is enough to show that α and β
are continuous. To do this, we consider the cases as follows:
(a) If En has the topology Snb :
The sets of the type En
⋂∏
i Ui, where Ui is open in R for all i ∈ Z
+, form a basis
for the topology Snb . Let U = E
n
⋂∏
i Ui be an open set in this basis. If 0 /∈ Ui for
some i > n, then U is an empty set and hence so is the set β−1(U). If 0 ∈ Ui for all
i > n, then β−1(U) = (U1 × U2 × · · · × Un) \ {0}. In either case, β
−1(U) is open in
Rn \ {0}. This shows that β is continuous. It can be seen that the sets of the type
(V1 × V2 × · · · × Vn) \ {0}, where Vi is open in R for all i = 1, 2, . . . , n, form a basis for
the usual (standard) topology of Rn \ {0}. Suppose V = (V1 × V2 × · · · × Vn) \ {0} be an
open set in this basis. Then α−1(V ) = En
⋂∏
iWi, where Wi = Vi for i ≤ n and Wi = R
for i > n. Thus, α−1(V ) is open in (En,Snb ). This shows that α is continuous.
(b) If En has the topology Snp :
By slight modifications in the previous case, it can shown that α and β are continuous
in the present case. (Note that the sets of the type En
⋂∏
i Ui, where Ui is open in R for
all i ∈ Z+ and Ui = R for all but finitely many i ∈ Z
+, form a basis for the topology Snp .)
(c) If En has the topology Snr (for r ≥ 1):
Note that the balls of the type Cnr (x, δ) = {z ∈ E
n : ρr(x, z) < δ}, for x ∈ E
n and
δ > 0, form a basis for the topology Snr , and the sets of the type
Unr (y, δ) =

w ∈ Rn \ {0} :
(
n∑
i=1
|yi − wi|
r
)1/r
< δ


for y ∈ Rn \ {0} and δ > 0, form a basis for the usual topology of Rn \ {0}. It can be
checked that β−1(Cnr (x, δ)) = U
n
r (α(x), δ) and α
−1(Unr (y, δ)) = C
n
r (β(y), δ) for x ∈ E
n,
y ∈ Rn \ {0} and δ > 0. Thus, α and β are continuous.
(d) If En has the topology Sn∞:
By slight modifications in the previous case, it can be shown that α and β are contin-
uous in the present case.
Proof of Theorem 4.1. The composition fn ◦ gn is the identity map of E
n, where fn and
gn be the maps defined in Lemma 4.5. Also, it can be checked that hn(0, φ) = gn(fn(φ))
and hn(1, φ) = φ for φ ∈ P
n, where hn is the map defined in Lemma 4.9. Thus, the map
gn ◦ fn is homotopy equivalent to the identity map of P
n, and hence the spaces En and
Pn, with the topologies as in Lemma 4.5, have the same homotopy type. Since Rn \ {0}
and Sn−1 have the same homotopy type, the result follows by Lemma 4.10.
Lemma 4.11. The space E having any of the topologies Sb, Sp, Sr (for r ≥ 1) and S∞ is
contractible.
Proof. Let S : [0, 1] × E → E and T : [0, 1] × E → E be maps defined as S(s, (xi)i) =
((1 − s)xi + sxi−1)i and T (s, (xi)i) = ((1− s)xi−1 + sai)i for (s, (xi)i) ∈ [0, 1]× E , where
x0 = 0, a1 = 1 and ai = 0 for i ≥ 2. Note that S(0, x) = IdE(x), S(1, x) = T (0, x) = S1(x)
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and T (1, x) = Ca(x) for all x ∈ E , where IdE is the identity map of E , S1 is the shift map
(x1, x2, x3, . . .) 7→ (0, x1, x2, . . .) and Ca is the constant map (x1, x2, x3, . . .) 7→ (1, 0, 0, . . .).
If we can show that S and T are continuous, then the identity map of E will be null-
homotopic and hence E will be contractible. To show that S and T are continuous, we
consider the cases as follows:
(a) If E has the topology Sb:
To prove S is continuous: Let U = E
⋂∏
i Ui be a basic open set in (E ,Sb) (i.e. Ui is
open in R for all i ∈ Z+). We show that S−1(U) is open in [0, 1]×E . If S−1(U) is empty,
then it is obviously an open set. Suppose S−1(U) is not empty. Let (s, (xi)i) ∈ S
−1(U)
be given. It is enough to show that (s, (xi)i) ∈ V × W ⊆ S
−1(U) for some open set
V in [0, 1] and an open set W in E . Let m ≥ 2 be an integer such that xi = 0 for all
i ≥ m and let M = max {|xi| : i < m}. Since S(s, (xi)i) ∈ U , (1 − s)xi + sxi−1 ∈ Ui for
i ∈ Z+. Choose an ǫ > 0 such that ((1− s)xi + sxi−1 − ǫ, (1− s)xi + sxi−1 + ǫ) ⊆ Ui
for all i ≤ m. Since xi = xi−1 = 0 (i.e. (1 − s)xi + sxi−1 = 0) for i > m, 0 ∈ Ui
for all i > m. Thus, for i > m, we can find an ǫi > 0 such that (−ǫi, ǫi) ⊆ Ui. Let
δ = min{ ǫ4 ,
ǫm+1
3 } and δi = min{
ǫi
3 ,
ǫi+1
3 } for i > m. Take V = (s− δ/M, s+ δ/M)∩ [0, 1]
and W = E
⋂∏
iWi, where Wi = (xi − δ, xi + δ) for i ≤ m and Wi = (−δi, δi) for i > m.
Note that (s, (xi)i) ∈ V ×W . Suppose (t, (yi)i) ∈ V ×W . Since t ∈ V (i.e. |s− t| < δ/M
and 0 ≤ t ≤ 1) and yi ∈Wi (i.e. |xi − yi| < δ) for i ≤ m, we have
|(1− s)xi + sxi−1 − (1− t)yi − tyi−1| ≤ |(1− s)xi + sxi−1 − (1− t)xi − txi−1|
+ |(1− t)xi + txi−1 − (1− t)yi − tyi−1|
≤ |(1− s)− (1 − t)| |xi|+ |s− t| |xi−1|
+ (1− t) |xi − yi|+ t |xi−1 − yi−1|
≤
δ
M
M +
δ
M
M + (1− t)δ + tδ
< ǫ
for i ≤ m. Thus, (1− t)yi+ tyi−1 ∈ ((1− s)xi + sxi−1 − ǫ, (1− s)xi + sxi−1 + ǫ) ⊆ Ui for
all i ≤ m. Also, we note that |(1− t)ym+1 + tym| ≤ |ym+1|+ |ym| ≤ |ym+1|+ |xm − ym| ≤
δm+1 + δ < ǫm+1 and |(1− t)yi + tyi−1| ≤ |yi| + |yi−1| ≤ δi + δi−1 < ǫi for i ≥ m + 2,
since 0 ≤ t ≤ 1, xm = 0, ym ∈ Wm (i.e. |xm − ym| < δ) and yi ∈ Wi (i.e. |yi| < δi)
for i > m. In other words (1 − t)yi + tyi−1 ∈ (−ǫi, ǫi) ⊆ Ui for all i > m. Thus, we
have S(t, (yi)i) = ((1− t)yi + tyi−1)i ∈ U and hence (t, (yi)i) ∈ S
−1(U). This shows that
V ×W ⊆ S−1(U), since (t, (yi)i) was an arbitrary element in V ×W .
To prove T is continuous: Let U = E
⋂∏
i Ui be a basic open set in (E ,Sb). We show
that T−1(U) is open in [0, 1] × E . If T−1(U) is empty, then there is nothing to prove.
Suppose T−1(U) is not empty. Let (s, (xi)i) ∈ T
−1(U) be given. It is enough to show
that (s, (xi)i) ∈ V ×W ⊆ T
−1(U) for an open set V in [0, 1] and an open set W in E .
Let m ≥ 2 be an integer such that xi = 0 for all i ≥ m and let M = max {|xi| : i < m}.
Since T (s, (xi)i) ∈ U , (1 − s)xi−1 + sai ∈ Ui for all i ∈ Z
+. Choose an ǫ > 0 such that
((1 − s)xi−1 + sai − ǫ, (1− s)xi−1 + sai + ǫ) ⊆ Ui for each i ≤ m. Since xi−1 = ai = 0
(i.e. (1 − s)xi−1 + sai = 0) for i > m, 0 ∈ Ui for all i > m. For i > m, choose an
ǫi > 0 such that (−ǫi, ǫi) ⊆ Ui. Let δ = min{
ǫ
3 ,
ǫm+1
2 } and δi =
ǫi+1
2 for i > m. Take
V =
(
s− δM+1 , s+
δ
M+1
)
∩[0, 1] andW = E
⋂∏
iWi, whereWi = (xi−δ, xi+δ) for i ≤ m
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and Wi = (−δi, δi) for i > m. Note that (s, (xi)i) ∈ V ×W . Suppose (t, (yi)i) ∈ V ×W .
Since t ∈ V (i.e. |s− t| < δM+1 and 0 ≤ t ≤ 1) and yi ∈ Wi (i.e. |xi − yi| < δ) for i ≤ m,
we have
|(1− s)xi−1 + sai − (1− t)yi−1 − tai| ≤ |(1− s)xi−1 − (1− t)yi−1|+ |sai − tai|
≤ |(1− s)− (1− t)| |xi−1|+ (1− t) |xi−1 − yi−1|
+ |s− t| |ai|
≤ |s− t| |xi−1|+ |xi−1 − yi−1|+ |s− t|
≤
δ
M + 1
M + δ +
δ
M + 1
< ǫ
for i ≤ m. Thus, (1 − t)yi−1 + tai ∈ ((1− s)xi−1 + sai − ǫ, (1− s)xi−1 + sai + ǫ) ⊆ Ui
for all i ≤ m. Also, we have |(1− t)ym + tam+1| ≤ |ym| ≤ |xm − ym| ≤ δ < ǫm+1
and |(1− t)yi−1 + tai| ≤ |yi−1| ≤ δi−1 < ǫi for i ≥ m + 2, since 0 ≤ t ≤ 1, ai = 0
for i > m, xm = 0, ym ∈ Wm (i.e. |xm − ym| < δ) and yi ∈ Wi (i.e. |yi| < δi) for
i > m. In other words (1 − t)yi−1 + tai ∈ (−ǫi, ǫi) ⊆ Ui for all i > m. Therefore,
T (t, (yi)i) = ((1 − t)yi−1 + tai)i ∈ U and hence (t, (yi)i) ∈ T
−1(U). This shows that
V ×W ⊆ T−1(U), since (t, (yi)i) was arbitrary.
(b) If E has the topology Sp:
To prove S is continuous: Let U = E
⋂∏
i Ui be a basic open set in (E ,Sp) (i.e. Ui
is open in R for all i ∈ Z+ and Ui = R for all but finitely many i ∈ Z
+). We show that
S−1(U) is open in [0, 1] × E with respect to the topology Sp on E . If S
−1(U) is empty,
then it is trivially an open set. Therefore, assume that it is not empty. Since U is also an
open set in (E ,Sb), by the previous case, S
−1(U) is open in [0, 1]× E with respect to the
topology Sb on E . Thus, we have S
−1(U) =
⋃
j Vj ×Wj , where j runs over some indexing
set J , and for j ∈ J , Vj is a basic open set in [0, 1] andWj = E
⋂∏
iWji is a basic open set
in (E ,Sb) (i.e. Wji is open in R for all i ∈ Z
+). Since we can remove a set Vj ×Wj that is
empty, we assume that the sets Vj and Wj are not empty for all j ∈ J . Thus, the set Wji
is not empty for all (i, j) ∈ Z+×J , and for j ∈ J , 0 ∈ Wji for all but finitely many i ∈ Z
+.
Since Ui = R for all but finitely many i ∈ Z
+, we can find a positive integer m such that
Ui = R for all i > m. For j ∈ J , let W
′
j = E
⋂∏
iW
′
ji, where W
′
ji = Wji for i ≤ m and
W ′ji = R for i > m. Note that W
′
j is a basic open set in (E ,Sp) for all j ∈ J . Now, it is
enough to prove that S−1(U) =
⋃
j Vj ×W
′
j . We note that S
−1(U) ⊆
⋃
j Vj ×W
′
j , since
Wj ⊆ W
′
j for all j ∈ J . Suppose (s, (xi)i) ∈
⋃
j Vj ×W
′
j . Then (s, (xi)i) ∈ Vj ×W
′
j for
some j ∈ J and hence xi ∈ W
′
ji = Wji for all i ≤ m. Let yi = xi for i ≤ m. Since Wji
is not an empty set for all i > m and 0 ∈ Wji for all but finitely many i > m, we can
choose yi ∈ Wji for each i > m such that at least one of the yi is nonzero and yi = 0 for
all but finitely many i > m. It is clear that (s, (yi)i) ∈ Vj ×Wj ⊆ S
−1(U). In other words
S(s, (yi)i) ∈ U . Thus, (1−s)xi+sxi−1 = (1−s)yi+syi−1 ∈ Ui for all i ≤ m, since yi = xi
for i ≤ m and S(s, (yi)i) = ((1− s)yi + syi−1)i. Note that (1 − s)xi + sxi−1 ∈ Ui for all
i > m (since Ui = R for i > m). Therefore, S(s, (xi)i) ∈ U and hence (s, (xi)i) ∈ S
−1(U).
This shows that
⋃
j Vj ×W
′
j ⊆ S
−1(U).
The continuity of T can be proved in a similar way as in the case of S.
(c) If E has the topology Sr (for r ≥ 1):
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To prove S is continuous: Let (s, (xi)i) ∈ [0, 1]× E . We show that S is continuous at
(s, (xi)i). Suppose an ǫ > 0 be given. It is sufficient to find some positive real numbers δ
and δ′ such that
ρr(S(s, (xi)i), S(t, (yi)i)) < ǫ whenever |s− t| < δ
′, 0 ≤ t ≤ 1 and ρr((xi)i , (yi)i) < δ.
Let R = (
∑
i |xi|
r
)
1/r
, δ = ǫ3 and δ
′ = ǫ6R . We have the following:
ρr(S(s, (xi)i), S(t, (yi)i)) ≤ ρr(S(s, (xi)i), S(t, (xi)i)) + ρr(S(t, (xi)i), S(t, (yi)i))
≤
(∑
i
|(1− s)xi + sxi−1 − (1− t)xi − txi−1|
r
)1/r
+
(∑
i
|(1− t)xi + txi−1 − (1− t)yi − tyi−1|
r
)1/r
≤
(∑
i
|(1− s)− (1− t)|
r
|xi|
r
)1/r
+
(∑
i
|s− t|
r
|xi−1|
r
)1/r
+
(∑
i
(1 − t)r |xi − yi|
r
)1/r
+
(∑
i
tr |xi−1 − yi−1|
r
)1/r
≤ 2 |s− t|
(∑
i
|xi|
r
)1/r
+ (1− t+ t)
(∑
i
|xi − yi|
r
)1/r
≤ 2δ′R+ δ
< ǫ
whenever |s− t| < δ′, 0 ≤ t ≤ 1 and ρr((xi)i , (yi)i) < δ.
To prove T is continuous: Let (s, (xi)i) ∈ [0, 1]× E . We show that T is continuous at
(s, (xi)i). Suppose an ǫ > 0 be given. Take δ =
ǫ
3 and δ
′ = ǫ3+3R , where R = (
∑
i |xi|
r)
1/r
.
We have the following expression:
ρr(T (s, (xi)i), T (t, (yi)i)) ≤
(∑
i
|(1− s)xi−1 + sai − (1 − t)yi−1 − tai|
r
)1/r
≤
(∑
i
|sai − tai|
r
)1/r
+
(∑
i
|(1 − s)xi−1 − (1 − t)yi−1|
r
)1/r
≤
(∑
i
|s− t|
r
|ai|
r
)1/r
+
(∑
i
|(1− s)− (1− t)|
r
|xi−1|
r
)1/r
+
(∑
i
(1− t)r |xi−1 − yi−1|
r
)1/r
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≤ |s− t|
(∑
i
|ai|
r
)1/r
+ |s− t|
(∑
i
|xi|
r
)1/r
+ (1− t)
(∑
i
|xi − yi|
r
)1/r
≤ δ′ + δ′R+ δ
< ǫ
whenever |s− t| < δ′, 0 ≤ t ≤ 1 and ρr((xi)i , (yi)i) < δ. Therefore, for every ǫ > 0, there
exist positive real numbers δ and δ′ such that
ρr(T (s, (xi)i), T (t, (yi)i)) < ǫ whenever |s− t| < δ
′, 0 ≤ t ≤ 1 and ρr((xi)i , (yi)i) < δ.
This shows that T is continuous at (s, (xi)i).
(d) If E has the topology S∞:
By sight modifications in the previous case, it can shown that S and T are continuous
in the present case.
Proof of Theorem 4.2. The composition f ◦g is the identity map of E , where f and g be the
maps defined in Lemma 4.4. Also, it can be seen that h(0, φ) = g(f(φ)) and h(1, φ) = φ
for φ ∈ P , where h is the map defined in Lemma 4.8. Thus, the map g ◦ f is homotopy
equivalent to the identity map of P , and hence the spaces E and P , with the topologies as
in Lemma 4.4, have the same homotopy type. Now, the result follows by Lemma 4.11.
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