Abstract-Recent breakthroughs in machine learning especially artificial intelligence shift the paradigm of wireless communication towards intelligence radios. One of their core operations is automatic modulation recognition (AMR). Existing research focuses on coherent modulation schemes such as QAM, PSK and FSK. The AMR of (non-coherent) space-time modulation remains an uncharted area despite its wide deployment in modern multiple-input-multiple-output (MIMO) systems. The scheme using a so called Grassmann constellation (comprising unitary matrices) enables rate-enhancement using multi-antennas and blind detection. In this work, we propose an AMR approach for Grassmann constellation based on data clustering, which differs from traditional AMR based on classification using a modulation database. The approach allows algorithms for clustering on the Grassmann manifold (or the Grassmannian), such as Grassmann K-means, originally developed for computer vision to be applied to AMR. In this paper, the maximum-likelihood (ML) Grassmann constellation detection is proved to be equivalent to clustering on the Grassmannian. Thereby, a well-known machine-learning result that was originally established only for the Euclidean space is rediscovered for the Grassmannian.
I. INTRODUCTION Recent breakthroughs in machine learning has motivated researchers to apply the technology to the design of intelligent radios for automating communication systems so as to simplify their architectures or improve their performance [1] . These trends in intelligent radios further led to the revival of the classic areas of cognitive radios and software defined radios (SDR) [2] focusing on leveraging machine learning to attain a higher level of intelligence. In the areas of SDR or intelligent receivers, one important problem is automatic modulation recognition (AMR), where a receiver blindly detects the modulation type and order of the received signals. This problem is challenging due to many unknown parameters at the receiver such as the signal power, timing as well as channel hostility. In the last two decades, extensive research has been conducted on AMR for linear and coherent modulation schemes (such as BPSK, QPSK, and QAM) and frequencyshift keying [3] . Interestingly, there exists little AMR technique for nonlinear and non-coherent space-time modulation (or called Grassmann modulation) despite the extensive deployment in multiple-input-multiple-output (MIMO) systems. Grassmann modulation has emerged to be a promising solution for low-latency machine-type communication as it enables blind detection without channel state information (CSI) and high data rates [4] , [5] . This motivates the current work on filling the void of the area by developing a novel AMR approach for Grassmann modulation, which will find applications in next-generation multi-antenna intelligent radios.
Grassmann Modulation: Developed for MIMO systems, the modulation scheme features a constellation consisting a set of subspace matrices embedded in the space-time signal space. Mathematically, the matrices are points on a Grassmann manifold [6] , giving the name Grassmann constellation. The idea of Grassmann modulation was originally proposed in [4] for achieving a linear growth of data rate with respect to the array sizes and the feature of blind symbol detection without CSI. The feature results from the invariance of a Grassmann modulated symbol (an orthonormal matrix) to MIMO channel rotation, which gives the technology an alternative name of non-coherent MIMO. Recent years have seen the resurgence of research interests on developing Grassmann modulation for next-generation wireless systems. The main reason is that its CSI-free feature makes it a promising solution for tackling the key challenges of reducing CSI overhead and latency as faced by many next-generation technologies including massive MIMO using large-scale arrays [7] and ultra-fast short-packet machine type communications [5] . In view of its applications in future systems, it is thus important to consider Grassmann modulation in intelligent receiver design.
Automatic Modulation Recognition: The principle design approach adopted in existing AMR algorithms is classification that maps the received signal to an element of a modulation database combining different modulation types and orders. The algorithms can be separated into two groups based on two typical mapping criteria, namely likelihood function and feature distance [3] . In the presence of additive white Gaussian noise (AWGN) and given a set of signal samples, a likelihood based algorithm typically computes a likelihood function for each modulation scheme in the database and then selects the most likely scheme used for modulating the signal (see e.g., [8] ). Though operating in a similar way, a feature-based algorithm instead computes the feature vector of a modulated signal based on its distribution cumulants and then measures its vector distance to each modulation scheme (see e.g., [9] ). For channels more complex than the AWGN channels, machine learning (or deep learning) techniques have been exploited to train the modulation classifiers for improving the AMR accuracy [10] .
Interestingly, though Grassmann modulation has been extensively studied and implemented in MIMO systems, there exists little relevant AMR technique targeting the scheme. Moreover, from the perspective of intelligent radios, the classic AMR algorithms lack the desired intelligence and flexibility. To be specific, most algorithms involve a search over a modulation database comprising a set of combinations of modulation types and orders [3] . It is impractical to include all possible combinations in the database as the required computing complexity is overwhelming. As the result, the recognition capability of a receiver is limited by the modulation database, which is a drawback of the classic AMR approach.
In this work, we attempt to fill a void in the AMR area by investigating automatic recognition of Grassmann modulation, referred to as Grassmann AMR. Specifically, the current work establishes a novel approach of Grassmann AMR based on data clustering on the Grassmannian via bridging the two areas of Grassmann AMR and unsupervised manifold learning. Concretely, we first establish the connection between maximum-likelihood (ML) detection of Grassmann modulation by expectation-maximization (EM) algorithm and data clustering on the Grassmannian. Under the assumption on high signal-to-noise ratio (SNR), it is proved that the E-step is equivalent to projecting a block of received symbols onto the Grassmann manifold and clustering the projections using an initial or updated Grassmann constellation. Then, it is further proved that the M-step is equivalent to inferring the Grassmann constellation via computing the centroids of the clusters of projected symbols. Combining the two equivalent steps is in fact the well-known Grassmann K-means algorithm [11] . The connection establishes the optimality of the proposed lowcomplexity AMR approach. From the perspective of learning, the result represents a significant finding that the well-known connection between ML detection and data clustering originally known only for the linear Euclidean space [12] also holds on the non-linear Grassmannian.
II. SYSTEM MODEL Consider a point-to-point MIMO system comprising a pair of multi-antenna transmitter and receiver. [13] , the baseband input-output relationship of the system can be written as
where ρ represents the transmit SNR and
Assumption 1 (Receiver Knowledge). The receiver has no knowledge of the Grassmann constellation used by the transmitter. However, the receiver has the knowledge on the size of the transmit array, Nt, the symbol duration T and symbol boundaries, by estimation following approaches in [3] , so as to receive the symbols
Transmitted symbols {X (i) } are modulated using a Grassmann constellation codebook, denoted as F . On the other hand, the codebook detected by the receiver is denoted asF. To combat fading and enable non-coherent detection without CSI, the T ×Nt modulated symbols are designed to be "tall" matrices with T ≥ Nt. Consequently, information is embedded in the column space of each symbol. It is important to note that given tall symbol matrices, propagation over the MIMO channel changes only the symbol's row space but not its column space. Therefore, the symbols {X (i) } can be detected at the receiver by computing the column spaces of received symbols {Y (i) } without requiring CSI [4] . For consistency in matrix notation, let the Grassmann codebook F be a set of T × Nt tall orthonormal matrices, called codewords:
where O is the group of orthonormal matrices. From the perspective of communication performance, it is well known that it is desirable to maximize the pairwise distances between elements of the constellation F . In other words, the optimal constellation design is related to the following problem of subspace packing [14] : (2) where G denotes the Grassmann manifold and d(·, ·) is a subspace distance metric. Among many others, two commonly used metrics are considered in this paper, namely geodesic distance, denoted as dg(·, ·) and Procrustes distance, denoted as dp(·, ·). Given two points Υ and Υ ′ on the Grassmannian,
dg(Υ, Υ
′ ) measures the length of the geodesic and dp(Υ, Υ ′ )
the Euclidean distance between them:
where log Υ (Υ ′ ) is the logarithm mapping defined in [6] and Nt denotes the dimension of the Grassmannian. Finding the optimal constellation by subspace packing is in general intractable and typically relies on numerical computation [14] . However, the computed constellation is not unique, which further motivates the assumption of unknown constellation at the receiver and the need of AMR.
III. PROBLEM FORMULATION
In this section, we first formulate the problem of ML symbol detection and then build on it to formulate the problem of ML Grassmann constellation detection.
A. Maximum-Likelihood Symbol Detection
Consider the communication model in (1) and the assumed Gaussian distributions of channel and noise. Given the transmitted symbols {X (i) } and no CSI, the received symbols {Y
The specific expression of this distribution is given by [13] :
For the conventional case where the constellation codebook F * is known at receiver, the problem of ML symbol detection can be mathematically formulated as (see e.g., [13] )
Based on (5), an equivalent problem iŝ
B. Maximum-Likelihood Constellation Detection
For the current case that the ground-true constellation F * is unknown a priori, we need to first infer F * from the block of received symbols Y = {Y
. To simplify exposition, even though F * is unknown, its size, denoted as L, is assumed to be known at the receiver.
The likelihood function p(
To facilitate subsequent analysis, we introduce a new latent
T is a L-dimensional binary random vector indicating the index of codeword modulating the i-th transmitted symbol X (i) . For instance, if {X (i) = µℓ}, we have zi,ℓ = 1 with the remaining elements in zi being zeros. Due to the equivalence between the two events {zi,ℓ = 1} and {X (i) = µℓ}, the MoG model in (9) can be rewritten as
By substituting (10) into (8), the problem of constellation detection is rewritten aŝ
Directly solving this optimization problem is intractable due to the non-convexity of the objective function arising from the existence of the latent random variable (r.v.) Z (or equivalently the symbols {X (i) }). A commonly used approach for solving such a non-convex ML problem with latent variables is the EM algorithm as discussed in the following section.
IV. GRASSMANN CONSTELLATION DETECTION: FROM EM TO DATA CLUSTERING
In this section, we consider the application of the wellknown EM algorithm for solving the problem of ML constellation detection formulated in the preceding section. The main task of this section is to prove the equivalence between the EM algorithm and the proposed detection approach of data clustering on the Grassmannian.
A. Grassmann Constellation Detection by EM 1) Implementation of EM:
Consider the problem of ML estimation of the codebook F based on the observation Y and given a latent variable Z. The EM algorithm for solving the problem specified in (11) iterates between the two main steps [12] :
where we define ri,ℓ = p(zi,ℓ = 1|Y
(i) ,F ). For the E-step in (12), the posterior distribution of the latent variable Z is calculated using the current estimation of the codebookF, where the calculation involves evaluating the set of variables {ri,ℓ}. For the M-step in (13), the codebookF is updated by maximizing the expectation of the complete-data log-likelihood, which can be evaluated using the posterior distribution updated in the Estep as follows:
The specific expressions of the E-step and M-step can be derived as follows. For ease of notation, 
(17) Note that the probability ri,ℓ can be interpreted as a soft assignment of the i-th received symbol Y (i) to the ℓ-th codeword µℓ. Moreover, given the estimated {ri,ℓ} and using (5), one can show that maximizing (17) in the M-step is equivalent to maximizing
. Thereby, the EM algorithm for Grassmann constellation detection can be implemented as:
(E−step) : Evaluate {ri,ℓ} using (16).
(18)
2) Difficulties of EM Implementation: The implementation of the EM algorithm faces two difficulties described below.
• The optimization problem in the M-step in (19) is nonconvex and thus difficult to solve. Specifically, the nonconvexity is due to the maximization of a convex object function under the constraints that the codewords (variables) {µℓ} are subspace matrices or equivalently points on the Grassmannian.
• The convergence for implementing the EM algorithm based on the MoG model in (9) is potentially slow as the model involves Gaussian components with overlapping means (that are all zeros). As proved in [15] , the convergence rate of the EM algorithm on a MoG model is faster if the Gaussian components are better separated. To overcome these difficulties, we prove in the sequel the equivalence of the EM algorithm with the Grassmann K-means algorithm, a widely used clustering algorithm, which has a faster convergence rate (e.g. see Fig. 1 ).
B. Asymptotic Equivalence between EM and Data Clustering
In this sub-section, we prove that the EM algorithm for Grassmann constellation detection as derived in the preceding section is asymptotic equivalent to data clustering on the Grassmannian when the transmit SNR is high and the dataset size N is sufficiently large. The result allows the replacement of the complex EM algorithm with the low-complexity clustering algorithms from machine learning.
1) From E-step to symbol detection: Consider the EM Estep in (18). First, substituting the conditional distribution of the received symbol Y (i) in (5) into the soft assignments {ri,ℓ} in (16) leads to the following result.
Lemma 1. (From Soft to Hard Assignments). For a high transmit SNR (ρ → ∞)
, the soft assignments of received symbols, {ri,ℓ}, become hard assignments taking binary values:
where
is the i-th received symbol andμj the j-th codeword in the estimated codebookF. 
where the diagonal elements of Σ 
where σ
denotes the k-th singular value of Y (i) , and dp(·, ·) is the Procrustes distance defined in (4).
The proof is presented in Appendix A. Approximating the hard assignment criteria in Lemma 1 by either the lower or the upper bound in Lemma 2 leads to the following hardassignment based on the Procrustes distance:
It follows that the E-step of the EM algorithm in (18) can be approximated by the computation of the assignment variables {ri,ℓ} using (23). As a result, the E-step is equivalent to clustering the received symbols using the estimated codewords {μj} and the criteria of shortest Procrustes distance. Note that in the high SNR regime, one can infer from the system equation in (1) that the singular values of Y (i) are approximately equal to those of the channel matrix H (i) . Thus, when the channel is well conditioned
, the approximation of the E-step by (23) is accurate.
2) From M-step to codeword optimization: Consider the EM M-step in (19). For a sufficiently high SNR and a sufficiently large dataset size, it is proved in the sequel that the M-step is equivalent to codeword optimization. Specifically, each estimated codeword in the constellation codebook is updated by computing the Grassmann centroid, which has the minimum sum subspace distances to the cluster of estimated Grassmann symbols associated with the codeword.
Consider a particular cluster of received symbols detected as the ℓ-th codeword in the E-step. Their indices can be grouped in the set Cℓ = {i | ri,ℓ = 1} with the assignments {ri,ℓ} given in Lemma 1. The number of symbols in Cℓ is denoted as Nℓ = |Cℓ|. Consider the M-step in (19). Using the definition of the index set Cℓ, the M-step can be rewritten aŝ
This is equivalent to optimizing the codewords as follows:
Next, an asymptotic form of the above codeword optimization is obtained for the case of large dataset size. To this end, define the minimum (pairwise) distance of the constellation codebook F as
Lemma 3. If the minimum distance of the codebook F is strictly positive and all codewords are transmitted with equal probabilities, as the symbol dataset size N → ∞, the symbol cluster size Nℓ → ∞ for all ℓ.
The proof is straightforward and omitted for brevity. Using the result and applying the law of large numbers, we can obtain the following important asymptotic form of the summation term in (25).
Lemma 4. As the dataset size grows (N
, ∀ℓ.
The proof is tedious but straightforward and omitted for brevity. Substituting the result in Lemma 4 into (25) yields the following asymptotic form of the M-step in (19) in the case of high SNR and large dataset size:
In this form, the M-step updates each codeword by computing the Grassmann centroid of the cluster of Grassmann symbols associated with the codeword in the E-step in (18).
3) Asymptotic EM Algorithm: Combining the results in (23) and (27), in the case of a high SNR and a large dataset size, the asymptotic EM algorithm for detecting the Grassmann codebook F iterates between the following two steps:
(Codeword optimization)μℓ = arg min
This is exactly the well-known Grassmann K-means algorithm, thereby relating the ML constellation detection to data clustering on the Grassmannian.
V. GRASSMANN CONSTELLATION DETECTION BY DATA CLUSTERING
In the preceding section, the ML constellation detection is shown to be asymptotically equivalent to Grassmann data clustering under a high SNR. In this section, building on this connection, Grassmann K-means data clustering algorithm is briefly discussed and applied to constellation detection.
Consider the case that the constellation size, L = |F |, is known at the receiver. As derived in the preceding section, the Grassmann K-means algorithm for constellation detection iterates between two steps: 1) symbol detection in (28) and 2) codeword optimization in (29) until convergence. An efficient implementation of the algorithm is proposed in [11] and presented in Algorithm 1 that replaces the current Procrustes distance with the geodesic distance as defined in (3). This allows the step of codeword optimization in (29) to be efficiently solved using the following algorithm of sample Karcher mean.
Considering a cluster of Grassmann symbols, say {i ∈ Cℓ}, the sample Karcher mean, denoted asμℓ, can be defined as follows [16] :μ ℓ = arg min
One can observe that the definition is equivalent to the derived codeword-optimization step in (29) except for replacing the Procrustes distance with the geodesic distance. The algorithm of sample Karcher mean as presented in Algorithm 2 solves the optimization problem in (30) by gradient descend on the Grassmannian [11] . The key idea of the algorithm is computing the descend direction on the Grassmannian in a tangent Euclidean space exploiting exponential and logarithm mappings between the two spaces. Last, it is worth mentioning that besides the Karcher mean, there exist other mean metrics such as Procrustes mean and related optimization algorithms [17] . As observed from simulation, the choices of the subspace distance metric (e.g., geodesic versus Procrustes distances) and mean metrics of a cluster of Grassmann symbols (e.g., Karcher versus Procrustes means) seem to have an insignificant effect 
• 
Iterate
• Step 1: Project the points in {Υ (i) } onto the tangent space with µ0 = µ * as the point of tangency by applying the logarithm mapping in [6] , i.e., T (i) = log µ 0 (Υ (i) ).
• Step 2: Calculate the mean directionT in the tangent space by averaging:
Step 3: Update the Karcher mean µ * by moving it in the direction ofT via the exponential mapping in [6] : Consider the equivalence of Grassmann K-means and EM algorithms derived in Section IV. Their convergence rates are compared in Fig. 1 . One can observe that the former converges faster than the latter. This aligns with the discussion in Section IV-A2 and confirms the advantage of the proposed dataclustering approach for Grassmann constellation detection.
Furthermore, the performance of the Grassmann K-means algorithm is depicted in Fig. 2 given the constellation size L. Particularly, curves of symbol error rate versus the average transmit SNR are compared under various values of T . The figure shows that the performance improves as the number of symbol duration T increases. Theoretically, as T increases, each codeword represents a subspace in a higher dimension space, thereby the distance between any two codewords is enlarged considerably, increasing the robustness of the system against noise. VII. CONCLUDING REMARKS We have proposed an approach of automatic recognition of Grassmann constellations and developed an analytical framework for performance analysis. The work makes contributions to next-generation intelligent radios and opens up several interesting directions for further research including multiuser constellation detection and detection using more complex machine learning tools such as deep learning. APPENDIX A. Proof of Lemma 2 
