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Resumo
Este texto foi elaborado para apoio a uma Ac¸a˜o de Formac¸a˜o1
dirigida a professores do Ensino Secunda´rio que tem como objetivo
o refrescamento e a atualizac¸a˜o de conhecimentos sobre primitivas e
integrais de func¸o˜es reais de uma varia´vel real. A abordagem, em ter-
mos de extensa˜o e profundidade, e´, essencialmente, a que e´ usual no
primeiro ano de uma licenciatura em Matema´tica, com uma excec¸a˜o
importante: a definic¸a˜o formal do integral de Riemann e a caracte-
rizac¸a˜o das func¸o˜es integra´veis esta˜o ausentes. No entanto, e´ abor-
dada a primitivac¸a˜o em termos finitos, que na˜o e´ usualmente tratada
num primeiro curso de primitivac¸a˜o e integrac¸a˜o, mas constitui um
assunto cla´ssico cujo conhecimento pelos professores e´ enriquecedor.
Atendendo a que o pu´blico-alvo deste texto tem uma maturidade ma-
tema´tica superior a` de quem estuda estes temas pela primeira vez,
podera˜o ocorrer, ao longo do texto, refereˆncias a assuntos e resultados
exteriores aos temas tratados no Ensino Secunda´rio mas que devera˜o
ser do conhecimento dos leitores. As secc¸o˜es ou subsecc¸o˜es assinaladas
por ∗∗ ou por ∗ sa˜o inteiramente constitu´ıdas por assuntos que na˜o
fazem parte da mate´ria abordada no Ensino Secunda´rio.
∗fcosta@uab.pt, fcosta@tecnico.ulisboa.pt
1Ac¸a˜o de Formac¸a˜o “Primitivas e Integrais no novo Programa do Secunda´rio de Ma-
tema´tica A”, da Sociedade Portuguesa de Matema´tica, registada com o no CCPFC/ACC-
79563/14.
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1 Primitivac¸a˜o
1.1 Introduc¸a˜o
O problema essencial da primitivac¸a˜o e´ fa´cil de explicar e esta´ intimamente
relacionado com o da derivac¸a˜o: uma primitiva de uma dada func¸a˜o f e´ uma
func¸a˜o F cuja derivada F ′ e´ igual a f , e o problema central da primitivac¸a˜o
e´, dada uma func¸a˜o f , determinar uma func¸a˜o F que seja primitiva de f .
Um pouco mais adiante teremos de ser mais cuidadosos (e rigorosos) da
formulac¸a˜o deste problema, mas, por agora, comec¸aremos por tecer algumas
considerac¸o˜es gerais, as quais sera˜o exploradas mais aprofundadamente no
que se segue.
A primeira observac¸a˜o e´ que o problema da primitivac¸a˜o na˜o devera´ ter
soluc¸a˜o u´nica: como a derivada de qualquer func¸a˜o constante e´ a func¸a˜o
nula, e como a derivada da soma e´ a soma das derivadas, enta˜o se F e´ uma
primitiva de f (i.e., F ′ = f), enta˜o tambe´m F + c e´ uma primitiva de f para
qualquer constante c (de facto, (F + c)′ = F ′ + c′ = f + 0 = f).
Uma segunda observac¸a˜o, que sera´ amplamente ilustrada no que se segue,
e´ que a “determinac¸a˜o” de uma primitiva de uma func¸a˜o dada pode ser algo
com resposta essencialmente trivial, ou algo que requer uma elevada dose
de engenho (ou que e´ mesmo imposs´ıvel); a distinc¸a˜o entre estes dois ca-
sos reside no que se entende pela palavra “determinac¸a˜o” mas, tipicamente,
enquanto que a derivac¸a˜o de func¸o˜es constru´ıdas por operac¸o˜es alge´bricas e
composic¸o˜es das func¸o˜es elementares do ca´lculo (polino´mios, func¸o˜es trigo-
nome´tricas, exponencial, e das suas inversas) resulta em func¸o˜es do mesmo
tipo e pode ser feito de um modo algoritmico sem dificuldades de maior,
a primitivac¸a˜o de func¸o˜es nesta mesma classe de func¸o˜es na˜o e´ usualmente
poss´ıvel sem sair da classe, ou seja, a operac¸a˜o de primitivac¸a˜o pode resultar
em func¸o˜es imposs´ıveis de serem expressas usando as func¸o˜es elementares
do ca´lculo. Esta observac¸a˜o levanta imediatamente va´rios problemas, todos
interligados: como podemos ter a certeza dessa impossibilidade? como po-
demos ter a garantia de que, ainda assim, a primitiva existe? como podemos
expressar uma primitiva nestas condic¸o˜es de um modo que seja de utilizac¸a˜o
pra´tica fa´cil?
Uma terceira observac¸a˜o, que tentaremos manter presente sempre que
poss´ıvel, e´ que os conceitos de derivada, de primitiva, e de integral, surgi-
ram todos simultaneamente e no quadro de problemas de Geometria (ca´lculo
de a´reas e volumes) e da matematizac¸a˜o de aspetos da F´ısica (estudo do
movimento) no se´culo XVII, se bem que tivessem uma pre´-histo´ria com al-
guns se´culos. As relac¸o˜es destes conceitos com os problemas de Geometria
e de F´ısica que estiveram na sua ge´nese permanecem relevantes e fornecem
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ilustrac¸o˜es significativas que sera˜o tidas em considerac¸a˜o na abordagem que
apresentaremos neste texto.
Algumas das situac¸o˜es mais simples que po˜em em jogo as questo˜es de
primitivac¸a˜o sa˜o as relativas a problemas cinema´ticos. Relembremos que,
representando x(t) a posic¸a˜o no instante t de um objeto pontual que se des-
loca numa linha reta (posic¸a˜o que e´ medida relativamente a um determinado
ponto encarado como origem, e com uma determinada escala pre´-fixada),
enta˜o a velocidade (instantaˆnea) do objeto no instante de tempo t, e´ a func¸a˜o
v(t) dada pela sua derivada
v(t) =
dx
dt
(t). (1)
Um problema que naturalmente se coloca e´ o seguinte: se, de algum modo,
soubermos qual e´ a velocidade v(t), sera´ que poderemos saber onde o corpo
mo´vel se encontra, ou seja, sera´ que poderemos determinar x(t)? Claramente
so´ com o conhecimento da velocidade na˜o e´ poss´ıvel conhecer a posic¸a˜o e e´
muito fa´cil perceber porqueˆ com um exemplo simples: supondo que a linha
do Norte e´ uma reta, se soubermos apenas que um comboio2 se desloca em
direc¸a˜o a Norte a uma velocidade constante v = 100 Km/h, na˜o conseguimos
saber onde e´ que ele se encontra ao fim de meia-hora: depende de onde e´ que
comec¸ou: estara´ em locais diferentes se comec¸ou a andar em Lisboa, no En-
troncamento, ou em Coimbra. . . Portanto, saber x(t) conhecendo v(t) (que e´
uma espe´cie de problema inverso da derivac¸a˜o) na˜o tem uma u´nica soluc¸a˜o.
Neste exemplo ferrovia´rio e´ fa´cil perceber que aquilo que distingue as diversas
respostas sa˜o constantes, por exemplo aquilo que distingue a posic¸a˜o xL(t)
do comboio que iniciou a sua marcha em Lisboa (e que se desloca para Norte
a 100 Km/h) da posic¸a˜o xE(t) do comboio que comec¸ou a andar no Entron-
camento (e que tambe´m se desloca para Norte a 100 Km/h) e´ precisamente a
distaˆncia entre Lisboa e o Entroncamento (i.e., xE(t) = xL(t)+106), ou seja,
estas duas func¸o˜es diferem de uma constante. E´ tambe´m imediato perceber,
no contexto deste exemplo, que, uma vez fixado o local do in´ıcio da marcha
do comboio, x(0), o conhecimento da velocidade constante v = 100 Km/h e´
suficiente para que conhec¸amos o local x(t) em que o comboio se encontra no
instante t, pois, da pro´pria definic¸a˜o F´ısica de velocidade, x(t) = 100t+x(0).
Claro que, do ponto de vista f´ısico, sabemos tambe´m que, se neste exemplo
a velocidade v(t) na˜o for constante mas variar com o tempo de uma forma
perfeitamente conhecida, e se conhecermos o local do in´ıcio do movimento,
continuamos a saber todos os dados fisicamente necessa´rios a` determinac¸a˜o
2Supo˜e-se que o comboio e´ um objeto pontual, o que, para os presentes efeitos, constitui
uma boa aproximac¸a˜o se tivermos em conta que o comprimento de um comboio t´ıpico—
digamos, o Alfa Pendular—e´ de cerca de 0, 04% do comprimento total da linha do Norte.
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do local x(t) onde o comboio se encontra em cada instante de tempo t. A
func¸a˜o x(t), cuja derivada e´ a velocidade v(t) dada, chama-se uma primitiva3
de v(t).
Este exemplo da relac¸a˜o entre as func¸o˜es posic¸a˜o e velocidade e´ extens´ıvel
a outras duas quantidades cinema´ticas importantes: a velocidade e a ace-
lerac¸a˜o: sabendo que, por definic¸a˜o, a acelerac¸a˜o de um corpo no instante t
e´ a taxa instantaˆnea de variac¸a˜o da sua velocidade, ou seja
a(t) =
dv
dt
(t),
as observac¸o˜es anteriores aplicam-se mutatis mutandis e o problema de pri-
mitivac¸a˜o sera´, neste caso, o de, sabendo a acelerac¸a˜o a(t), determinar as
poss´ıveis leis de velocidade v(t) que lhe deram origem. E´ claro que uma vez
resolvido este problema e conhecida(s) a(s) func¸a˜o(o˜es) v(t) podemos vol-
tar a perguntar, como anteriormente, quais sa˜o as poss´ıveis posic¸o˜es x(t) do
mo´vel. . .
1.2 Definic¸a˜o e propriedades gerais
Relembremos que, sendo I um intervalo de R com mais do que um ponto,
uma func¸a˜o f : I → R diz-se diferencia´vel em I se tiver derivada finita em
qualquer ponto x ∈ int(I), e, quando I ∩ ∂I 6= ∅, a derivada lateral nesses
pontos existir e for finita.
Definic¸a˜o 1
Uma func¸a˜o f : I → R diz-se primitiva´vel se, e so´ se, existir uma func¸a˜o
diferencia´vel g : I → R tal que g′ = f em I. Qualquer func¸a˜o g que satisfac¸a
esta condic¸a˜o diz-se uma primitiva de f .
Uma definic¸a˜o um pouco mais geral do que esta, e que e´ muito u´til para a
teoria, considera func¸o˜es definidas em domı´nios D ⊂ R que na˜o sa˜o intervalos
mas que conteˆm intervalos I ⊂ D. Neste caso diz-se que f e´ primitiva´vel em
I se f ↾ I for primitiva´vel; qualquer func¸a˜o g cujo domı´nio contenha I e tal
que g ↾ I seja uma primitiva de f ↾ I, diz-se uma primitiva de f em I.
Segue diretamente da definic¸a˜o que qualquer primitiva de uma func¸a˜o f
num intervalo I e´ necessariamente uma func¸a˜o cont´ınua em I.
O seguinte resultado e´ tambe´m uma consequeˆncia imediata da definic¸a˜o
de primitiva, das propriedades elementares da operac¸a˜o de derivac¸a˜o, e do
teorema de Lagrange:
3Em textos anglo-saxo´nicos tambe´m se usa anti-derivative em vez de primitive.
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Proposic¸a˜o 1
1. Seja g uma primitiva de f em I. Enta˜o, para qualquer constante c ∈ R,
a func¸a˜o g + c e´ tambe´m uma primitiva de f em I.
2. Se g e h forem duas primitivas de f em I, enta˜o g − h e´ uma func¸a˜o
constante em I.
Demonstrac¸a˜o. 1. A demonstrac¸a˜o da primeira destas afirmac¸o˜es e´ ele-
mentar: se g e´ uma primitiva de f em I enta˜o g e´ diferencia´vel em I e
g′ = f . Portanto, para qualquer constante real c tem-se que g + c e´ tambe´m
diferencia´vel e, por linearidade da derivac¸a˜o, (g+ c)′ = g′+ c′ = g′ = f , pelo
que g + c e´ tambe´m uma primitiva de f , como se pretendia.
2. Sejam agora g e h duas primitivas de f em I. Enta˜o, para qualquer
ponto x ∈ int(I), tem-se (g − h)′(x) = g′(x) − h′(x) = f(x) − f(x) = 0.
Mas, pelo teorema de Lagrange4 (ou do valor me´dio), isto implica que g − h
e´ uma func¸a˜o constante em I, digamos g−h ≡ c, em int(I). Como g e h sa˜o
cont´ınuas em I, enta˜o g − h ≡ c em int(I) implica que o mesmo se passa em
I, o que termina a demonstrac¸a˜o. 
O resultado da segunda parte da proposic¸a˜o anterior permite concluir que,
se for conhecida uma primitiva de uma dada func¸a˜o num intervalo, enta˜o sa˜o
conhecidas todas as outras primitivas nesse intervalo: sa˜o as func¸o˜es que
diferem da primeira pela adic¸a˜o de uma constante real. Uma consequeˆncia
fa´cil mas importante deste facto vem expressa na seguinte
Proposic¸a˜o 2 Seja f uma func¸a˜o primitiva´vel num intervalo I e sejam
x0 ∈ I e y0 ∈ R arbitra´rios. Enta˜o, existe uma u´nica func¸a˜o F , que e´
primitiva de f em I e que satisfaz F (x0) = y0.
Demonstrac¸a˜o. Sendo f primitiva´vel em I, designe-se por f, uma qual-
quer sua primitiva em I. E´ claro que so´ por um enorme bambu´rrio e´ que
esta primitiva verificar´ıa f(x0) = y0. Consideremos enta˜o a func¸a˜o F (x) =
f(x)− f(x0)+ y0. E´ claro que esta func¸a˜o e´ tambe´m uma primitiva de f (pela
Proposic¸a˜o 1-1) e e´ o´bvio pela sua definic¸a˜o que F (x0) = y0. Como qualquer
outra primitiva de f em I diferira´ desta func¸a˜o por uma constante (pela Pro-
posic¸a˜o 1-2), conclui-se que esta e´ a u´nica primitiva que satisfaz a condic¸a˜o
dada, o que conclui a demonstrac¸a˜o. 
4Voltaremos a fazer uso deste important´ıssimo resultado quando estudarmos o Teorema
Fundamental do Ca´lculo Integral.
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Notac¸a˜o 1 Dada uma func¸a˜o primitiva´vel f num intervalo I, representa-
remos uma qualquer primitiva de f em I pela notac¸a˜o Pf ou, preferencial-
mente, por
∫
f ou
∫
f(x)dx.
Uma outra consequeˆncia imediata da linearidade da operac¸a˜o de derivac¸a˜o
e´ a seguinte
Proposic¸a˜o 3 Sejam f e g duas func¸o˜es primitiva´veis em I e α, β duas
constantes arbitra´rias. Enta˜o αf+βg e´ primitiva´vel e
∫
(αf+βg) = α
∫
f +
β
∫
g.
Demonstrac¸a˜o. Das hipo´teses da Proposic¸a˜o sabe-se que as func¸o˜es
∫
f e∫
g sa˜o diferencia´veis em I. Portanto, por linearidade da derivac¸a˜o, α
∫
f +
β
∫
g e´ diferencia´vel em I e
(
α
∫
f + β
∫
g
)′
= α
(∫
f
)′
+β
(∫
g
)′
= αf +βg,
pelo que αf + βg e´ primitiva´vel e α
∫
f + β
∫
g e´ uma sua primitiva. 
Tambe´m e´ imediato concluir o seguinte resultado sobre na˜o existeˆncia de
primitivas:
Proposic¸a˜o 4
Suponha que f : I → R na˜o satisfaz a propriedade do valor interme´dio5 no
intervalo I. Enta˜o f na˜o e´ primitiva´vel em I.
Demonstrac¸a˜o. Suponha, por absurdo, que f e´ primitiva´vel em I. Enta˜o
existiria uma func¸a˜o F, diferencia´vel em I, tal que F ′ = f em I; mas enta˜o,
pelo Teorema de Darboux, F ′ (ou seja, f) teria de satisfazer a propriedade
do valor interme´dio em I, contrariamente a` hipo´tese. 
Exemplo 1
Conclui-se imediatamente por este resultado que uma func¸a˜o ta˜o simples
como, por exemplo, a func¸a˜o de Heaviside definida em R por
H(x) =
{
0, se x < 0
1, se x > 0,
na˜o tem primitiva em intervalos do tipo ]a, b], ou [a, b], com a < 0 6 b, mas
e´ primitiva´vel em qualquer outro intervalo com mais do que um ponto e que
na˜o tenha 0 no seu interior (justifique esta afirmac¸a˜o!)
5Diz-se que uma func¸a˜o f tem a propriedade do valor interme´dio num intervalo I do
seu domı´nio se, para quaisquer dois pontos x1, x2 ∈ I tais que f(x1) 6= f(x2), tomando
um qualquer valor c entre f(x1) e f(x2), existir pelo menos um ξ entre x1 e x2 tal que
f(ξ) = c. Func¸o˜es que teˆm esta propriedade designam-se por func¸o˜es de Darboux. O
teorema do valor interme´dio para func¸o˜es cont´ınuas garante que qualquer func¸a˜o cont´ınua
num intervalo e´ de Darboux. Um teorema cla´ssico da Ana´lise, que e´ uma consequeˆncia
imediata do Teorema de Rolle, e´ o Teorema de Darboux, [3, pa´g. 378], o qual garante que
a derivada de qualquer func¸a˜o diferencia´vel num intervalo e´ uma func¸a˜o de Darboux.
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1.3 Ca´lculo expl´ıcito de primitivas
A natural e ı´ntima relac¸a˜o entre a primitivac¸a˜o e a derivac¸a˜o tem como con-
sequeˆncia o´bvia que o ca´lculo expl´ıcito de primitivas das func¸o˜es elementares
da Ana´lise Matema´tica exige um domı´nio desenvolto da derivac¸a˜o.
Nesta parte do texto passamos em revista as te´cnicas comuns de primi-
tivac¸a˜o das “func¸o˜es elementares” da Ana´lise. Por “func¸o˜es elementares”
entendemos as func¸o˜es polinomiais, exponencial, trigonome´tricas e suas in-
versas, bem como todas as que podem ser construidas a partir destas pela
aplicac¸a˜o de um nu´mero finito de operac¸o˜es de adic¸a˜o, subtrac¸a˜o, produto,
quociente, potenciac¸a˜o, radiciac¸a˜o e composic¸a˜o.
Por exemplo, de acordo com esta definic¸a˜o sa˜o elementares as func¸o˜es
definidas pelas expresso˜es
x2 + 1,
3
√
x2 + x− 1, x3 sen(x4 − 2), ex + 3 ln(x) e e−x2 ,
mas tambe´m e´ “elementar” a func¸a˜o dada por
f(x) =
√
x2 +
√
x2 +
√
x2 + 1− xx−sen(x)
x arctg x
ln cosec 3
√
x
.
Conve´m chamar a atenc¸a˜o para que, de todas as te´cnicas que referiremos,
apenas a primitivac¸a˜o imediata e´ tratada no Ensino Secunda´rio; todas as ou-
tras, tratadas nas subsecc¸o˜es assinaladas com ∗, sa˜o assunto para o primeiro
ano dos estudos universita´rios.
1.3.1 Primitivac¸a˜o imediata
A primitivac¸a˜o imediata consiste essencialmente na aplicac¸a˜o, no sentido
inverso, das regras de derivac¸a˜o conhecidas. E´ claro que esta afirmac¸a˜o e´ de-
masiado vaga para poder ser tornada rigorosa, mas, na pra´tica, e´ consensual
o que ela significa, e e´ tipicamente o que se ilustra na Tabela 16, ou seja,
sa˜o as derivadas das func¸o˜es que constituem as “pec¸as” a partir das quais se
constroem as “func¸o˜es elementares”
6Assume-se que os domı´nios das func¸o˜es na tabela sa˜o os maiores subconjuntos de R
para os quais as expresso˜es em causa fac¸am sentido. De acordo com as Metas Curriculares,
as duas u´ltimas linhas da Tabela 1 na˜o sa˜o relevantes para o Ensino Secunda´rio.
Sobre a notac¸a˜o, seguimos o estabelecido no Programa e Metas Curriculares do Ensino
Secunda´rio e usamos o s´ımbolo ln para designar o logaritmo Neperiano. No entanto,
conve´m observar que em textos avanc¸ados de Matema´tica o logaritmo Neperiano e´ quase
universalmente designado por log, uma vez que raramente outras bases sa˜o utilizadas e,
quando o sa˜o, usa-se a notac¸a˜o log
a
para o logaritmo de base a. A notac¸a˜o ln para designar
o logaritmo Neperiano e´ usual em textos de Engenharia, de F´ısica e de outras cieˆncias.
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Tabela 1: Derivadas importantes para a primitivac¸a˜o imediata
Derivadas Primitivas
(xα+1)′ = (α + 1)xα, α 6= −1 ∫ xαdx = 1
α+1
xα+1 + c, α 6= −1
(ln x)′ = 1
x
∫
1
x
dx = ln(x) + c
(ex)′ = ex
∫
exdx = ex + c
(sen x)′ = cosx
∫
cosxdx = sen x+ c
(cosx)′ = − sen x ∫ sen xdx = − cosx+ c
(arctg x)′ = 1
1+x2
∫
1
1+x2
dx = arctg x+ c
(arcsen x)′ = 1√
1−x2
∫
1√
1−x2dx = arcsen x+ c
Tipicamente, e´ muito raro que primitivas de interesse surjam exatamente
na forma exibida na Tabela 1. Uma situac¸a˜o muito mais frequente consiste
em termos problemas envolvendo func¸o˜es que sa˜o obtidas por composic¸a˜o
de func¸o˜es “elementares”, mas de tal modo que todos os ingredientes para
uma ’‘inversa˜o” da operac¸a˜o de derivac¸a˜o e´ poss´ıvel. Mais concretamente,
como sabemos que, quando aplica´vel, a derivada da func¸a˜o composta F (x) =
f(u(x)) e´ F ′(x) = f ′(u(x))u′(x), conclu´ımos imediatamente que∫
f ′(u(x))u′(x)dx = f(u(x)) + c. (2)
A aplicac¸a˜o da Proposic¸a˜o 3, de (2), e das primitivas na Tabela 1 constitui
o que se designa, usualmente, por primitivac¸a˜o imediata.
Conve´m ter sempre presente que a designac¸a˜o “imediata” tem o signi-
ficado indicado e na˜o e´ sino´nimo nem de “simples”, nem de “ra´pida”. De
facto, pode ser necessa´ria bastante ingenuidade para descobrir que uma de-
terminada func¸a˜o e´, de facto, pass´ıvel de primitivac¸a˜o imediata. . .
Vejamos, de seguida, alguns exemplos:
Exemplo 2
1. Considere-se a func¸a˜o x 7→ e3x, definida em R. Enta˜o, como (e3x)′ =
(3x)′e3x = 3e3x, pode-se escrever, usando a Proposic¸a˜o 3 e (2) 7,∫
e3xdx =
1
3
∫
(3e3x)dx =
1
3
e3x + c.
2. O caso anterior e´, essencialmente, um caso particular do que veremos
agora: seja x 7→ ax, com a > 0, a 6= 1. Enta˜o, atendendo a que ax =
7Identifique quais as func¸o˜es f e u neste exemplo!
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exp(ln ax) = ex ln a e repetindo os ca´lculos do exemplo anterior com 3
substituido por ln a, conclui-se que∫
axdx =
∫
ex lnadx =
1
ln a
∫
(ln aex ln a)dx =
ex ln a
ln a
+ c =
ax
ln a
+ c.
3. Seja a func¸a˜o x 7→ (x2−1)3. Usando a expressa˜o do bino´mio de Newton8
conclui-se que (x2 − 1)3 = x6 − 3x4 + 3x2 − 1 e usando a Proposic¸a˜o 3
e a primeira linha da Tabela 1 obte´m-se∫
(x2 − 1)3dx =
∫
(x6 − 3x4 + 3x2 − 1)dx = 1
7
x7 − 3
5
x5 + x3 − x+ c.
4. Considere-se a func¸a˜o x 7→ x3
2+x4
. Observando que, a menos de um fator
multiplicativo igual a 4 o numerador e´ igual a` derivada do denominador,
conclu´ımos, multiplicando e dividindo a expressa˜o da func¸a˜o por 4, que
a func¸a˜o dada e´ igual a 1
4
u(x)′ 1
u(x)
= 1
4
u(x)′ d lnu
du
(x), com u(x) = 2+x4,
e portanto, por (2) e pelo resultado na segunda linha da Tabela 1, tem-
se ∫
x3
2 + x4
dx =
1
4
ln(2 + x4) + c.
Note-se que, neste exemplo, e´ cr´ıtico que o expoente da poteˆncia no
numerador seja uma unidade inferior a` da poteˆncia do denominador e,
por isto, o numerador possa ser visto como a derivada do denominador
(apo´s multiplicar e dividir por um fator nume´rico conveniente). Se tal
na˜o for o caso o problema pode ter uma soluc¸a˜o de tipo diferente, como
se vera´ no exemplo seguinte, e pode mesmo complicar-se sobremaneira.
5. Seja agora a func¸a˜o x 7→ x
2+x4
. Trata-se de um caso que, para o obser-
vador menos habituado, pode parecer que na˜o se enquadra nas func¸o˜es
imediatamente primitiva´veis. De facto, neste caso, o numerador na˜o e´
a derivada do denominador e, das expresso˜es que surgem na Tabela 1,
na˜o existe nenhuma expressa˜o racional com uma poteˆncia quarta no de-
nominador. No entanto, um pouco mais de atenc¸a˜o permite observar
que se pode escrever a func¸a˜o dada como
x
2 + x4
=
x
2 + (x2)2
e esta expressa˜o e´ ja´ muito parecida com a derivada de um arco-tangente;
note-se que considerando u(x) = x2 a expressa˜o e´ quase a derivada de
8Ou, mais simplesmente, escrevendo (x2−1)3 = (x2−1)(x2−1)2 = (x2−1)(x4−2x2+1)
e multiplicando os polino´mios.
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arctg(u(x)): para ale´m de um fator constante igual a 2 no numerador
— para que este fique igual a` derivada de u(x), que e´ 2x — e que e´
fa´cil de remediar, para termos a derivada de um arco-tangente o 2 que
surge a somar no denominador da func¸a˜o deveria ser um 1; portanto,
gostar´ıamos de poder manipular a expressa˜o da func¸a˜o (sem a alterar!)
de modo a que a constante do denominador, passe de 2 a 1. . . A` pri-
meira vista, isto parece ser imposs´ıvel mas e´, de facto, muito fa´cil de
conseguir:
x
2 + x4
=
x
2 + (x2)2
=
x
2
(
1 + (x
2)2
2
) = 1
2
x
1 +
(
x2√
2
)2 .
Agora, se multiplicarmos e dividirmos o numerador por 2√
2
obtemos
x
2 + x4
=
√
2
4
2√
2
x
1 +
(
x2√
2
)2 =
√
2
4
u′(x)
1 + (u(x))2
,
com u(x) = x
2√
2
, e finalmente, usando (2) e a penu´ltima linha da Ta-
bela 1, conclui-se que∫
x
2 + x4
dx =
√
2
4
∫
u′(x)
1 + (u(x))2
dx
=
√
2
4
arctg(u(x)) + c
=
√
2
4
arctg
(
x2√
2
)
+ c.
6. Para terminar este conjunto de exemplos consideremos a func¸a˜o x 7→
tg x no intervalo I =]0, π/2[. Novamente estamos perante um caso que
parece na˜o ser aborda´vel pelo que considera´mos ate´ ao presente. Mais
uma vez, esta apreciac¸a˜o e´ precipitada e trata-se, de facto, de uma
func¸a˜o imediatamente primitiva´vel. Tal torna-se o´bvio quando nos re-
cordamos da definic¸a˜o da func¸a˜o tangente e da derivada da func¸a˜o
coseno (observe-se que no intervalo em causa o coseno e´ positivo). De
facto, sendo u(x) = cosx pode-se escrever
tg x =
sen x
cosx
=
−(cosx)′
cosx
= −u
′(x)
u(x)
= −u′(x)d ln u
du
(x),
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e portanto, pela Proposic¸a˜o 3, por (2) e pela segunda linha da Tabela 1,
conclui-se que∫
tg xdx = − ln cosx+ c = ln 1
cosx
+ c = ln sec x+ c.
Antes de terminarmos esta breve abordagem da primitivac¸a˜o imediata
consideraremos ainda dois exemplos que sa˜o bastante u´teis e que, mais uma
vez, mostram que, por vezes, e´ necessa´rio algum trabalho pre´vio antes de que
se torne o´bvia a raza˜o de uma dada primitivac¸a˜o ser “imediata”.
O primeiro destes exemplos tem a ver com a explorac¸a˜o um pouco mais
cuidada do resultado escrito na segunda linha da Tabela 1.
Exemplo 3 Considere a func¸a˜o x 7→ ln(−x), definida no maior conjunto
onde a expressa˜o fac¸a sentido, ou seja, em (−∞, 0) uma vez que se tem de
ter −x ∈ (0,+∞). Pelo teorema de derivac¸a˜o das func¸o˜es compostas, esta
func¸a˜o e´ diferencia´vel no seu domı´nio e tem-se
(
ln(−x))′ = (−x)′
(−x) =
−1
−x =
1
x
.
Portanto, as primitivas de x 7→ 1
x
em qualquer intervalo I ⊂ (−∞, 0) sa˜o as
func¸a˜o ln(−x)+ c, com c uma constante real arbitra´ria. Reparando que para
x em intervalos I nestas condic¸o˜es se tem −x = |x| pode-se escrever∫
1
x
dx = ln |x|+ c. (3)
Note-se que esta mesma expressa˜o e´ va´lida tambe´m quando x ∈ I ⊂ (0,+∞),
pois nesse caso |x| = x e o resultado reduz-se ao ja´ apresentado na Tabela 1.
Ou seja, a expressa˜o (3) e´ a expressa˜o de todas as primitivas da func¸a˜o
x 7→ 1
x
quer em intervalos de R−, quer de R+.
Observe-se, finalmente, que se estendermos ligeiramente o sentido em que
estamos a encarar a primitivac¸a˜o, nomeadamente considerando primitivas
em subconjuntos do domı´nio das func¸o˜es que conteˆm intervalos (no esp´ırito
da observac¸a˜o que se segue a` Definic¸a˜o 1) podemos considerar que (3) e´ a
expressa˜o de primitivas da func¸a˜o x 7→ 1
x
em conjuntos I ∩ (R \ {0}).
Mas agora ha´ uma diferenc¸a fundamental relativamente ao que se pas-
sava quando I estava totalmente contido em R− ou em R+: e´ que ha´ outras
primitivas para ale´m das expressas por (3). A expressa˜o geral das primitivas
de x 7→ ln |x| em I ∩ (R \ {0}) e´∫
1
x
dx = ln |x|+
{
c1, se x ∈ I ∩ R+,
c2, se x ∈ I ∩ R−,
(4)
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onde c1 e c2 sa˜o duas constantes reais arbitra´rias. (Sera´ (4) de facto mais
geral do que (3)? Porqueˆ?)
O u´ltimo exemplo que veremos nesta subsecc¸a˜o e´ particularmente inte-
ressante e motiva o que sera´ feito na Secc¸a˜o 1.3.29.
Exemplo 4 Considere a func¸a˜o f : Df → R definida por f(x) = 1(x+1)x .
Atendendo a` Tabela 1 esta func¸a˜o na˜o parece ser imediatamente primitiva´vel.
Para prosseguir, e´ conveniente nesta altura recordarmo-nos que, quando
estamos perante a soma (alge´brica) de duas frac¸o˜es podemos obter uma frac¸a˜o
soma equivalente reduzindo as frac¸o˜es originais ao mesmo denominador, e
que tal operac¸a˜o faz surgir no denominador da frac¸a˜o soma o produto dos
denominadores das frac¸o˜es originais. Um exemplo simples servira´ de guia
para o que pretendemos fazer:
1
2
− 3
7
=
1× 7
2× 7 −
3× 2
7× 2 =
7− 6
2× 7 =
1
2× 7 .
O problema que temos em ma˜o nesta altura e´ o rec´ıproco: tendo a frac¸a˜o 1
2×7
decompoˆ-la na soma alge´brica de uma frac¸a˜o com denominador 2 e de outra
com denominador 7. Como na˜o e´ fa´cil adivinhar os numeradores de tais
frac¸o˜es, o melhor sera´ considera´-los como inco´gnitas a serem determinadas
posteriormente, escrevendo
1
2× 7 =
A
2
+
B
7
.
Agora calculando o membro direito tem-se
1
2× 7 =
A
2
+
B
7
=
7A+ 2B
2× 7 ,
pelo que A e B teˆm de ser inteiros tais que 7A + 2B = 1. Uma soluc¸a˜o
poss´ıvel e´ A = 1, B = −3, que resulta exatamente nas frac¸o˜es acima.
Exatamente o mesmo procedimento pode ser usado no corpo das func¸o˜es
racionais de uma varia´vel real, R(x), para decompor a func¸a˜o racional 1
(x+1)x
na soma alge´brica de func¸o˜es racionais multiplas de 1
x
e 1
x+1
. Escrevendo
1
(x+ 1)x
=
A
x+ 1
+
B
x
=
Ax+B(x+ 1)
(x+ 1)x
=
B + (A+B)x
(x+ 1)x
,
9Como se referiu na pa´gina 1.3, a Secc¸a˜o 1.3.2 e´ apresentada a t´ıtulo meramente in-
formativo e aborda assuntos que na˜o sa˜o tema do Programa de Matema´tica A do Ensino
Secunda´rio.
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e comparando os dois membros mais exteriores destas igualdades, tem de se
ter 1 = 1 + 0x = B + (A+B)x, ou seja B = 1 e A+B = 0, e portanto
1
(x+ 1)x
= − 1
x+ 1
+
1
x
.
Agora, recorrendo a` Proposic¸a˜o 3, a (2) e ao Exemplo 3, pode-se escrever∫
1
(x+ 1)x
dx = −
∫
1
x+ 1
dx+
∫
1
x
dx = ln
∣∣∣∣ xx+ 1
∣∣∣∣ + c, para x ∈ I,
onde I e´ um dos intervalos (−∞,−1), (−1, 0) ou (0,+∞), e c ∈ R e´ uma
constante arbitra´ria. Estando a considerar a primitiva num conjunto aberto I
mais geral temos um resultado ana´logo ao que foi obtido no exemplo anterior,
a saber:
∫
1
(x+ 1)x
dx = ln
∣∣∣∣ xx+ 1
∣∣∣∣+


c1, para x ∈ I ∩ (−∞,−1),
c2, para x ∈ I ∩ (−1, 0),
c3, para x ∈ I ∩ (0,+∞),
e cj , com j = 1, 2, 3, sa˜o constantes reais arbitra´rias.
Exerc´ıcio 1 Determine todas as primitivas das seguintes func¸o˜es:
a) 3x4 − π
x2
b) x(2 + x)(3− x) c) 3√2x d) x
a+ bx
e)
1√
ex
f)
1√
5x− 2 g)
1
1 + ex
h)
1
cos2 x
i) cos2 x j) cos2 x sen x k)
ln 5x
x
l)
ex + e2x + e3x
e4x
1.3.2 Primitivac¸a˜o de func¸o˜es racionais∗
O Exemplo 4 pode ser consideravelmente generalizado e permite a primi-
tivac¸a˜o de qualquer func¸a˜o em R(x). Se bem que este assunto na˜o seja um
tema do Programa de Matema´tica A do Ensino Secunda´rio, vamos, nesta
secc¸a˜o, relembrar a abordagem em causa.
Considere-se uma func¸a˜o racional R(x) = P (x)
Q(x)
, onde P (x) e Q(x) sa˜o
polino´mios arbitra´rios de coeficientes reais.
Se R(x) for uma func¸a˜o racional pro´pria, isto e´, se o grau do polino´mio
P (x) for inferior ao do polino´mio Q(x), podemos tentar escrever R(x) como
uma soma de func¸o˜es racionais mais simples recorrendo a` fatorizac¸a˜o de Q(x)
em polino´mios de grau inferior, como se ilustrou no Exemplo 4. O Exemplo 5
constitui outro caso ana´logo.
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Exemplo 5 Pretendemos calcular∫
2x2 + 5x+ 5
(x2 − 1)(x+ 2)dx.
Comec¸amos por observar que a func¸a˜o integranda e´ uma func¸a˜o racional
pro´pria. Observamos tambe´m que o polino´mio no denominador na˜o esta´
completamente fatorizado (em R), pelo que o primeiro passo e´ fazer essa
fatorizac¸a˜o e escrever o denominador como (x− 1)(x+ 1)(x+ 2).
Procuramos agora uma decomposic¸a˜o da func¸a˜o integranda na forma
2x2 + 5x+ 5
(x− 1)(x+ 1)(x+ 2) =
A
x− 1 +
B
x+ 1
+
C
x+ 2
.
Reduzindo o membro direito ao mesmo denominador e escrevendo o rearran-
jando numerador da func¸a˜o racional resulta em
2x2 + 5x+ 5
(x− 1)(x+ 1)(x+ 2) =
(A+B + C)x2 + (3A+B)x+ (2A− 2B − C)
(x− 1)(x+ 1)(x+ 2) .
Como a igualdade deve ser va´lida para todos os valores de x nos domı´nios
das func¸o˜es em causa (i.e., para todos os x exceto −2,−1 e 1) enta˜o os
coeficientes dos termos de igual grau teˆm de ser iguais, ou seja

A + B + C = 2
3A + B = 5
2A − 2B − C = 5
de onde se obte´m (A,B,C) = (2,−1, 1) e, portanto,∫
2x2 + 5x+ 5
(x2 − 1)(x+ 2)dx = 2
∫
1
x− 1dx−
∫
1
x+ 1
dx+
∫
1
x+ 2
dx
= 2 ln |x− 1| − ln |x+ 1|+ ln |x+ 2|+ c
= ln
∣∣∣∣(x− 1)2(x+ 2)x+ 1
∣∣∣∣ + c
onde a constante de primitivac¸a˜o c ∈ R pode ser diferente em cada um dos
diferentes intervalos abertos disjuntos cuja reunia˜o constitui o domı´nio da
func¸a˜o obtida (cf. o caso ana´logo tratado no Exemplo 4).
O Exemplo 6 ilustra um caso que, devido a` existeˆncia de ra´ızes multiplas
do polino´mio no denominador da func¸a˜o integranda, e´ ligeiramente mais
complicado.
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Exemplo 6 Pretendemos calcular∫
2x3 − 1
x(x− 1)3dx.
O caso do polino´mio no denominador ter ra´ızes multiplas complica um pouco
a decomposic¸a˜o pois, a` partida, e´ necessa´rio considerar um frac¸o˜es corres-
pondentes a essa ra´ız igual a` multiplicidade da ra´ız em causa, da seguinte
maneira10:
2x3 − 1
x(x− 1)3 =
A
x
+
B
x− 1 +
C
(x− 1)2 +
D
(x− 1)3 .
O procedimento e´, agora, inteiramente ana´logo ao que utiliza´mos no Exem-
plo 5, obtendo-se (A,B,C,D) = (1, 1, 5, 1). Portanto∫
2x3 − 1
x(x− 1)3dx =
∫
1
x
dx+
∫
1
x− 1dx+ 5
∫
1
(x− 1)2dx+
∫
1
(x− 1)3dx
= ln |x(x− 1)| − 5 1
x− 1 −
1
2(x− 1)2 + c.
Um u´ltimo caso, distinto dos anteriores, pode ocorrer na primitivac¸a˜o de
func¸o˜es racionais reais: ao contra´rio do que se passa com a fatorizac¸a˜o de
polino´mios em C, em que e´ sempre poss´ıvel fatorizar um qualquer polino´mio
como um produto de polino´mios do primeiro grau, no caso de polino´mios reais
pode ocorrer a existeˆncia de fatores quadra´ticos irredut´ıveis, e de poteˆncias
de fatores deste tipo. O caso mais simples e´, naturalmente, o que consiste
na func¸a˜o racional 1
1+x2
, para a qual o polino´mio no denominador (que tem
ra´ızes complexas ±i) na˜o e´ fatoriza´vel em R. Este caso constitui uma das
func¸o˜es cuja primitiva (imediata) e´ conhecida11:∫
1
1 + x2
dx = arctg x+ c.
Casos aparentemente mais complicados podem ser reduzidos a este. Existem
essencialmente dois tipos de casos mais complicados diferentes:
10Que uma so´ frac¸a˜o, tal como acontece no caso de ra´ızes simples, na˜o e´ agora suficiente
e´ trivial de constatar quando a func¸a˜o racional em causa e´ suficientemente simples para
que os ca´lculos sejam feitos de modo direto. Por exemplo, subtraindo e adicionando 1 ao
numerador da func¸a˜o racional x(x−1)2 obte´m-se
x
(x− 1)2 =
x− 1 + 1
(x − 1)2 =
x− 1
(x− 1)2 +
1
(x− 1)2 =
1
x− 1 +
1
(x− 1)2 ,
o que, naturalmente, indica que necessitamos de duas func¸o˜es racionais, uma com deno-
minador x− 1 e outra com (x− 1)2 para escrever a func¸a˜o racional dada.
11Relembre a linha 6 da Tabela 1.
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(i) o polino´mio quadra´tico irredut´ıvel e´ mais complicado do que 1 + x2: em
geral podera´ ser do tipo αx2 + βx + γ, (com β2 − 4αγ < 0), caso em
que, por completamento do quadrado, pode ser sempre escrito como
a(1 + (bx+ c)2), para constantes reais apropriadas a, b e c, o qual e´ do
tipo 1 + u2, para u(x) = bx + c, podendo, portanto, voltar a usar-se a
Tabela 1 com a expressa˜o (2).
(ii) o polino´mio irredut´ıvel e´ uma poteˆncia de um polino´mio quadra´tico
irredut´ıvel, ou seja, qualquer coisa como (1 + x2)n para algum natural
n. Este caso pode ser tambe´m facilmente tratado, mas recorre a` te´cnica
de primitivac¸a˜o por partes, que sera´ tratada na Subsecc¸a˜o 1.3.3, pelo
que voltaremos a ele no Exemplo 12.
A existeˆncia destes polino´mios quadra´ticos irredut´ıveis no denominador
da func¸a˜o racional a primitivar tem como consequeˆncia que as frac¸o˜es simples
correspondentes teˆm, em geral, polino´mios de primeiro grau no numerador12.
Portanto, nas frac¸o˜es da decomposic¸a˜o correspondentes aos polino´mios irre-
dut´ıveis, em vez de se considerarem constantes Aj (i.e., polino´mios de grau
zero) nos numeradores, consideram-se agora polino´mios de grau um, ou seja
Bjx + Cj, e ca´lculos ana´logos aos efetuados nos exemplos anteriores nesta
subsecc¸a˜o permitem-nos determinar os coeficientes Bj e Cj.
Vejamos um exemplo:
Exemplo 7 Pretendemos calcular∫
x2 + x+ 2
(x− 1)(x2 + 1)dx.
Ja´ tendo o polino´mio no denominador completamente fatorizado (em R),
podemos tentar escrever a func¸a˜o integranda na forma
x2 + x+ 2
(x− 1)(x2 + 1) =
A
x− 1 +
Bx+ C
x2 + 1
.
Reduzindo o membro direito ao mesmo denominador e atendendo a que a
igualdade tem de ser va´lida qualquer que seja x (no domı´nio das func¸o˜es
em causa) obtemos, pelo mesmo processo usado anteriormente, os seguintes
valores para as constantes: (A,B,C) = (2,−1, 0). Portanto,∫
x2 + x+ 2
(x− 1)(x2 + 1)dx = 2
∫
1
x− 1dx−
∫
x
x2 + 1
dx,
12A necessidade de tal suceder e´ evidente num caso simples como o seguinte, para o
qual a decomposic¸a˜o e´ o´bvia: como 1+3x1+x2 =
1
1+x2 + 3 × x1+x2 , e´ claro que nada pode ser
feito, em R, para impedir que um polino´mio do primeiro grau surja, de alguma forma, no
numerador
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e como ambas as primitivas do membro direito sa˜o agora imediatas, con-
clu´ımos que∫
x2 + x+ 2
(x− 1)(x2 + 1)dx = 2 ln |x− 1| −
1
2
ln(x2 + 1) + c =
1
2
ln
(x− 1)4
x2 + 1
+ c,
com c uma constante real arbitra´ria (que pode ser distinta em cada um dos
intervalos abertos ]−∞, 1[ e ]1,+∞[, para os quais as expresso˜es e a igualdade
sa˜o va´lidas.
Finalmente, se a func¸a˜o integranda P (x)
Q(x)
na˜o e´ uma func¸a˜o racional pro´pria,
ou seja se o grau p do polino´mio P (x) e´ maior ou igual ao grau q do polino´mio
Q(x), enta˜o, a utilizac¸a˜o do algoritmo da divisa˜o13 e´ sempre poss´ıvel escrever,
de forma u´nica,
P (x)
Q(x)
= S(x) +
T (x)
Q(x)
,
onde S(x) e´ um polino´mio de grau p−q e T (x) e´ um polino´mio de grau inferior
a q, ou seja, T (x)
Q(x)
e´ uma func¸a˜o racional pro´pria. Como a primitivac¸a˜o de
func¸o˜es polinomiais e´ facilmente obtida por aplicac¸a˜o da Proposic¸a˜o 3 e das
duas primeiras linhas da Tabela 1, pedemos obter facilmente a primitiva de
S(x) e o problema reduz-se ao da primitivac¸a˜o da func¸a˜o racional pro´pria
T (x)
Q(x)
.
Os exemplos que estuda´mos nesta secc¸a˜o ilustram a possibilidade da de-
composic¸a˜o de func¸o˜es racionais numa soma de frac¸o˜es simples, as quais
podem ser primitivadas recorrendo a` te´cnica de primitivac¸a˜o imediata (e ao
resultado que sera´ visto no Exemplo 12). Que tal procedimento e´ sempre
poss´ıvel e´ garantido pela proposic¸a˜o seguinte, uma demonstrac¸a˜o da qual
pode ser estudada, por exemplo, em [9, 13, 16].
Proposic¸a˜o 5 Seja x 7→ P (x) uma func¸a˜o polinomial real de grau p e seja
Q a func¸a˜o polinomial
Q(x) =
m∏
j=1
(x− xj)kj
n∏
j=1
(x2 + pjx+ qj)
ℓj ,
onde m,n, kj, ℓj ∈ N, e xj , pj , qj ∈ R sa˜o constantes e ∀j, p2j − 4qj < 0.
Enta˜o, a func¸a˜o racional x 7→ P (x)
Q(x)
pode ser escrita, de uma u´nica maneira,
13Exatamente o mesmo algoritmo que no primeiro ciclo do Ensino Ba´sico e´ utilizado
para a divisa˜o de nu´meros naturais! Porque e´ que este algoritmo funcionara´ do mesmo
modo nestes dois casos? Sera´ que sa˜o mesmo dois casos distintos?...
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na seguinte decomposic¸a˜o em frac¸o˜es simples:
P (x)
Q(x)
= S(x) +
m∑
j=1
( kj∑
k=1
aj,k
(x− xj)k
)
+
n∑
j=1
( ℓj∑
k=1
bj,kx+ cj,k
(x2 + pjx+ qj)k
)
, (5)
onde S(x) e´ um polino´mio de grau p − q, se p > q, onde q := ∑mj=1 kj +
2
∑n
j=1 ℓj e´ o grau do polino´mio Q, e S(x) ≡ 0 caso p < q, e os aj,k, bj,k e
cj,k sa˜o constantes reais.
Usando a decomposic¸a˜o cuja existeˆncia e unicidade fica, assim, estabele-
cida e´ imediato concluir que a primitivac¸a˜o de func¸o˜es racionais reais resulta
sempre em func¸o˜es que, no caso mais geral, podem ser expressas como a soma
de outras func¸o˜es racionais com logaritmos e arco-tangentes de func¸o˜es racio-
nais. Retomaremos brevemente este assunto mais adiante, na Subsecc¸a˜o 1.5,
no contexto das func¸o˜es complexas definidas em R, e onde o enunciaremos
sob a forma da Proposic¸a˜o 6, devida a Laplace.
Exerc´ıcio 2 Determine todas as primitivas das seguintes func¸o˜es:
a)
1
(x− 3)(x− 6) b)
1
2x2 − 5x+ 2 c)
x2 − 2x+ 1
(x+ 1)2(x2 + 1)
d)
x3 + x2 + x+ 1
x(x− 1)3 e)
1
(x2 + 4)2
f)
x
(x2 + x+ 1)(x2 + 2x+ 1)
1.3.3 Primitivac¸a˜o por partes∗
Esta secc¸a˜o e´ dedicada ao me´todo de primitivac¸a˜o por partes. Tal como
na secc¸a˜o anterior, trata-se de um me´todo que na˜o faz parte dos assuntos
abordados no Ensino Secunda´rio.
A base do me´todo de primitivac¸a˜o por partes e´ a fo´rmula de derivac¸a˜o
do produto. Sendo f, g : I → R duas func¸o˜es diferencia´veis no intervalo
na˜o-degenerado I, a derivada da func¸a˜o fg e´
(f(x)g(x))′ = f ′(x)g(x) + f(x)g′(x).
Portanto, primitivando ambos os membros desta igualdade obte´m-se
f(x)g(x) + c =
∫
f ′(x)g(x)dx+
∫
f(x)g′(x)dx,
ou seja, ∫
f ′(x)g(x)dx = f(x)g(x)−
∫
f(x)g′(x)dx+ c. (6)
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Podera´ parecer surpreendente que a expressa˜o (6) possa ter alguma utili-
dade, ja´ que apenas se esta´ a escrever a primitiva dada (no membro esquerdo)
em termos de uma outra primitiva desconhecida. A sua utilidade tem a ver
com o facto de que, em casos concretos, escolhendo adequadamente as func¸o˜es
f e g em causa, a primitiva do membro direito pode ser facilmente calcula´vel,
ao passo que a do membro esquerdo na˜o o era. Em termos teo´ricos nada mais
ha´ para dizer sobre a primitivac¸a˜o por partes: a inspec¸a˜o de alguns exemplos
permitira´ clarificar a sua aplicac¸a˜o.
A aplicacc¸a˜o mais natural do me´todo de primitivac¸a˜o por partes ocorre
quando a func¸a˜o a primitivar e´ o produto de duas func¸o˜es, uma das quais e´
um polino´mio e a outra e´ uma func¸a˜o cuja primitivac¸a˜o resulta numa func¸a˜o
do mesmo tipo. Vejamos um exemplo:
Exemplo 8 Seja h a func¸a˜o definida em R por h(x) = xex. Cada uma das
func¸o˜es x 7→ x e x 7→ ex e´ imediatamente primitiva´vel mas o seu produto, h,
na˜o o e´. O que seria bom era que em xex um dos fatores desaparecesse (o
que sobrasse seria imediatamente primitiva´vel!). E´ neste contexto que a pri-
mitivac¸a˜o por partes vem em nosso aux´ılio: repare-se que, na expressa˜o (6),
a func¸a˜o g na primitiva do membro esquerdo aparece como g′ na primitiva
do membro direito. Em particular, se g for um polino´mio de grau n, enta˜o
g′ sera´ um polino´mio de grau n − 1, ou, no nosso caso, se escolhermos g
como g(x) = x ter-se-a` g′(x) = 1, e a primitiva do membro direito reduz-se
a
∫
f(x)dx, que podera´ ser mais fa´cil de calcular. E´ claro que para aplicar
(6) e´ necessa´rio sabermos primitivar a func¸a˜o f ′ pelo menos uma vez: f ′ e´
a func¸a˜o que, na primitiva do membro esquerdo, esta´ a multiplicar por g,
e tera´ de ser primitivada uma primeira vez porque a primitiva no membro
direito de (6) conte´m a func¸a˜o f , que e´ uma primitiva de f ′. A aplicac¸a˜o
da primitivac¸a˜o por partes envolve, necessariamente, a escolha de qual das
func¸o˜es presentes devemos considerar a func¸a˜o f e qual a func¸a˜o g. Tipi-
camente, pelo referido acima sobre os polino´mios, como ao derivarmos um
polino´mio diminuimos o grau, e´ natural escolher como func¸a˜o a derivar a
func¸a˜o polinomial. Vejamos:
Se
{
f ′(x) = ex
g(x) = x
, enta˜o
{
f(x) = ex
g′(x) = 1
,
e portanto, pela expressa˜o (6),∫
xexdx = xex −
∫
1 · exdx+ c = xex −
∫
exdx+ c = xex − ex + c
Um outro exemplo, em tudo ana´logo ao anterior, e´ o seguinte:
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Exemplo 9 Sendo h(x) = x2 sen x, tem-se
Se
{
f ′(x) = sen x
g(x) = x2
, enta˜o
{
f(x) = − cosx
g′(x) = 2x
,
e portanto, pela expressa˜o (6), tem-se∫
x2 sen xdx = −x2 cosx+ 2
∫
x cosxdx+ c.
Voltando a aplicar a primitivac¸a˜o por partes a` primitiva que esta´ no membro
direito desta expressa˜o, nomeadamente considerando agora{
f ′(x) = cosx
g(x) = x
e portanto
{
f(x) = sen x
g′(x) = 1
,
donde se conclui que∫
x2 sen xdx = −x2 cos x+ 2
(
x sen x−
∫
sen xdx
)
+ c
= −x2 cos x+ 2x sen x+ 2 cosx+ c.
A aplicac¸a˜o repetida da primitivac¸a˜o por partes pode ser necessa´ria em
diversos casos envolvendo polino´mios de grau superior, atendendo que a cada
derivac¸a˜o o grau do polino´mio diminui (e portanto torna a primitiva poten-
cialmente mais simples).
Um caso mais surpreendente de aplicac¸a˜o repetida da primitivac¸a˜o por
partes e´ explorado no exemplo seguinte:
Exemplo 10 Considere a func¸a˜o h(x) = ex sen x. Tentemos calcular uma
sua primitiva aplicando a primitivac¸a˜o por partes.
Se
{
f ′(x) = ex
g(x) = sen x
, enta˜o
{
f(x) = ex
g′(x) = cosx
,
e portanto, pela expressa˜o (6), tem-se∫
ex sen xdx = ex sen x−
∫
ex cosxdx+ c.
No membro direito temos que calcular uma primitiva semelhante, pelo que
tentemos de novo a primitivac¸a˜o por partes:
tomando
{
f ′(x) = ex
g(x) = cosx
, tem-se
{
f(x) = ex
g′(x) = − sen x ,
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e pode-se escrever∫
ex sen xdx = ex sen x−
∫
ex cos xdx+ c
= ex sen x−
(
ex cos x+
∫
ex sen xdx
)
+ c
= ex sen x− ex cosx−
∫
ex sen xdx.
Agora parece termos atingido um impasse, pois no membro direito voltamos
a obter aquilo de onde partimos! Na realidade, obtemos o sime´trico daquilo
de onde partimos e este facto e´ crucial: o que temos e´ a seguinte igualdade∫
ex sen xdx = ex sen x− ex cosx−
∫
ex sen xdx+ c,
a qual e´, de facto, uma equac¸a˜o para a “inco´gnita”
∫
ex sen xdx. Adicionando
esta func¸a˜o a ambos os membros da igualdade e dividindo a igualdade da´ı
resultante por 2 conclui-se que∫
ex sen xdx =
1
2
ex(sen x− cos x) + d,
onde d e´ uma constante arbitra´ria.
Para terminar esta secc¸a˜o sobre primitivac¸a˜o por partes, e´ interessante
lembrar que o me´todo pode ser aplica´vel em casos que na˜o sa˜o, a` partida,
o´bvios candidatos a` sua aplicac¸a˜o. Uma situac¸a˜o destas e´ o tema do pro´ximo
exemplo.
Exemplo 11 Pretendemos encontrar uma primitiva da func¸a˜o x 7→ arcsen x.
Sabemos derivar esta func¸a˜o (cf. Tabela 1) mas como primitiva´-la? A` par-
tida pareceria que a primitivac¸a˜o por partes na˜o e´ aplica´vel, uma vez que
na˜o esta´ em causa nenhum produto de func¸o˜es. De facto, e´ preciso ter sem-
pre presente que uma func¸a˜o ϕ pode ser sempre encarada como o produto
ψ · ϕ
ψ
para alguma func¸a˜o ψ conveniente! O que e´, talvez, algo inesperado
neste caso e´ que basta tomarmos a func¸a˜o “ψ” como sendo a func¸a˜o cons-
tante ψ(x) ≡ 1 para que a utilizac¸a˜o da primitivac¸a˜o por partes nos permita
resolver a questa˜o. Escrevamos, enta˜o,∫
arcsen xdx =
∫
1 · arcsen xdx.
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Como sabemos derivar a func¸a˜o arcsen, podemos tentar aplicar a primi-
tivac¸a˜o por partes de seguinte modo
Assumindo
{
f ′(x) = 1
g(x) = arcsen x
, tem-se
{
f(x) = x
g′(x) = 1√
1−x2
,
e podemos escrever∫
arcsen xdx =
∫
1 · arcsen xdx = x arcsen x−
∫
x√
1− x2dx+ c1.
mas agora a primitiva que esta´ no membro direito e´ uma primitiva imediata
usando (2) adequadamente:∫
x√
1− x2dx = −
1
2
∫
(−2x)(1− x2)−1/2dx = −(1− x2)1/2 + c2
e portanto∫
arcsen xdx =
∫
1 · arcsen xdx = x arcsen x+
√
1− x2 + c,
onde c e´ uma constante arbitra´ria.
Retomemos agora, brevemente, o problema da primitivac¸a˜o de func¸o˜es
racionais. Relembramos que, na pa´gina 17, deixa´mos por resolver a pri-
mitivac¸a˜o das func¸o˜es do tipo 1
(1+x2)n
, quando n e´ um natural superior a 1.
Vejamos agora este caso, o qual necessita, a certa altura, de uma primitivac¸a˜o
por partes:
Exemplo 12 Considere, para cada n ∈ {1, 2, 3, . . .}, a primitiva
In =
∫
1
(1 + x2)n
dx.
Claro que para n = 1 a primitiva e´ conhecida, e´ imediata, e vale arctg x+ c.
Para n > 2, adicionando e subtra´ındo x2 ao numerador da func¸a˜o integranda
obte´m-se
In =
∫
1 + x2 − x2
(1 + x2)n
dx
= In−1 −
∫
x2
(1 + x2)n
dx.
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Para calcular a primitiva da segunda parcela do membro direito escreva-se
x2 como x
2
× (2x) e aplique-se primitivac¸a˜o por partes. Conclui-se, sem
dificuldade, que∫
x2
(1 + x2)n
dx =
∫
x
2
× 2x
(1 + x2)n
dx
= −x
2
× 1
(n− 1)(1 + x2)n−1 +
∫
1
2
× 1
(n− 1)(1 + x2)n−1dx
= − x
2(n− 1)(1 + x2)n−1 +
1
2(n− 1)In−1,
e portanto
In =
x
2(n− 1)(1 + x2)n−1 +
2n− 3
2(n− 1)In−1.
Como reduzimos o ca´lculo de In ao de In−1, e como sabemos quanto vale I1,
uma aplicac¸a˜o recursiva deste ca´lculo permite determinar In explicitamente.
Exerc´ıcio 3 Determine todas as primitivas das seguintes func¸o˜es:
a) x cos x sen x b) x3ex c) x3 ln x d) (ln x)2
1.3.4 Primitivac¸a˜o por substituic¸a˜o∗
A te´cnica de primitivac¸a˜o por substituic¸a˜o consiste na determinac¸a˜o de uma
func¸a˜o (localmente) invert´ıvel u 7→ v tal que, na nova varia´vel v, a primi-
tivac¸a˜o seja mais fa´cil de realizar. Tipicamente, a te´cnica e´ aplica´vel quando,
considerando em ∫
f(u)du
uma mudanc¸a de varia´vel u 7→ v, sob a forma de uma func¸a˜o diferencia´vel
(localmente) invert´ıvel v = v(u), com dv
du
= v′(u), transformamos do seguinte
modo a primitiva dada∫
f(u)du =
∫
f(u(v))
dv
du
du =
∫
(f ◦ u)(v)dv,
e a primitiva resultante, na varia´vel v, e´ mais fa´cil de calcular do que a dada
originalmente. Note-se, no entanto, que a primitiva que se obte´m e´ em termos
da nova varia´vel v, pelo que, no final, ha´ que desfazer a mudanc¸a de varia´vel,
ou seja, aplicar a transformac¸a˜o inversa v 7→ u, e retornar a` varia´vel original
u.
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Tabela 2: Casos t´ıpicos de primitivac¸a˜o por mudanc¸as de varia´vel. (Os
s´ımbolos R(x), ou R(x, . . . , y), denotam-se func¸o˜es racionais em x, ou em x,
. . . , y, respetivamente)
Func¸a˜o Mudanc¸a de varia´vel u 7→ v
R(eu) v = eu
R(sen u, cosu) v = tg u
2
R
((
au+ b
cu+ d
) p1
q1
, . . . ,
(
au+ b
cu+ d
) pk
qk
)
vq =
au+ b
cu+ d
, q = mmc(q1, . . . , qk)
R(u,
√
au2 + bu+ c)
√
au2 + bu+ c =
√
au+ v√
au2 + bu+ c =
√
c+ vu√
au2 + bu+ c = (u− α)v
(com α um zero real de au2 + bu+ c)
Ha´ um determinado nu´mero de casos cla´ssicos e importantes de mudanc¸as
de varia´vel conhecidas. Apresentaremos esses casos na Tabela 2 e ilustrare-
mos algumas dessas situac¸o˜es em exemplos mais adiante. No entanto, e´
conveniente observar que, para uma func¸a˜o concreta dada que na˜o seja de
nenhum dos tipos que ocorrem na Tabela 2, podera´ suceder que exista uma
mudanc¸a de varia´veis que nos permita determinar as primitivas. Nesses ca-
sos, a determinac¸a˜o de uma mudanc¸a de varia´veis adequada pode ser algo
altamente na˜o-trivial.
Vejamos alguns exemplos de aplicac¸a˜o destas mudanc¸as de varia´vel t´ıpicas.
Exemplo 13 Considere-se a func¸a˜o x 7→ e2x
1+ex
. Como o numerador desta
expressa˜o e´ igual a (ex)2 estamos perante uma func¸a˜o racional em ex. Trata-
se, portanto, de um caso em que e´ natural considerar a mudanc¸a de varia´vel
x 7→ y = ex. Como dy
dx
= ex, tem-se dx
dy
= 1
ex
= 1
y
, e pode-se escrever
∫
e2x
1 + ex
dx =
∫
y2
1 + y
dx
dy
dy =
∫
y
1 + y
dy
e a primitiva do membro direito e´ uma primitiva de uma func¸a˜o racional,
a qual pode ser determinada facilmente apo´s a sua reduc¸a˜o a uma frac¸a˜o
pro´pria, o que, neste caso, nem sequer requer o uso do algoritmo da divisa˜o:
y
1+y
= 1+y−1
1+y
= 1 − 1
1+y
. Continuando o ca´lculo obte´m-se, apo´s inversa˜o da
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mudanc¸a de varia´veis, a primitiva pretendida:∫
e2x
1 + ex
dx =
∫
y
1 + y
dy
=
∫
1 dy −
∫
1
1 + y
dy
= y − ln |1 + y|+ c
= ex − ln(1 + ex) + c
Exemplo 14 Considere a func¸a˜o x 7→ sen 2x
1−sen x . Esta func¸a˜o pode ser escrita
como 2 senx cos x
1−senx e, portanto, e´ uma func¸a˜o racional de sen x e cosx, e pode-se
aplicar a substituic¸a˜o indicada na segunda linha da Tabela 2, ou seja y = tg x
2
.
Ha´, enta˜o, que expressar sen x e cos x em termos de y. Para tal utilize-se as
expresso˜es do seno e do coseno do aˆngulo duplo e a fo´rmula fundamental da
trigonometria:
sen x = 2 sen
x
2
cos
x
2
= 2 tg
x
2
cos2
x
2
= 2 tg
x
2
1
1 + tg2 x
2
=
2y
1 + y2
cos x = cos2
x
2
− sen2 x
2
= cos2
x
2
(
1− tg2 x
2
)
=
1
1 + tg2 x
2
(
1− tg2 x
2
)
=
1− y2
1 + y2
.
Como
dy
dx
=
d
dx
tg
x
2
=
d
dx
sen x
2
cos x
2
=
1
2 cos2 x
2
,
tem-se
dx
dy
= 2 cos2
x
2
=
2
1 + tg2 x
2
=
2
1 + y2
,
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e pode-se escrever∫
sen 2x
1− sen xdx =
∫
2 sen x cos x
1− sen x dx
=
∫
2 2y
1+y2
1−y2
1+y2
1− 2y
1+y2
2
1 + y2
dy
= 8
∫
y(1 + y)
(1− y)(1 + y2)2dy.
A expressa˜o a primitivar e´, agora, uma func¸a˜o racional na varia´vel y, que
podera´ ser calculada usando a decomposic¸a˜o em frac¸o˜es simples revista na
Secc¸a˜o 1.3.2, apo´s o que teremos de reverter o resultado para a varia´vel
original x.
Conve´m observar que, em certos casos mais particulares, podem existir
mudanc¸as de varia´vel muito mais fa´ceis de usar do que as listadas na Tabela 2.
Isto e´ ilustrado no exemplo seguinte, que sera´ o u´ltimo desta secc¸a˜o.
Exemplo 15 Considere-se novamente a func¸a˜o do exemplo anterior. Quando
se escreve∫
sen 2x
1− sen xdx =
∫
2 sen x cosx
1− sen x dx =
∫
2 sen x
1− sen x cosx dx,
parece natural considerar a mudanc¸a de varia´vel x 7→ t = sen x, para a qual
dt
dx
= cosx, ou seja dx
dt
= 1
cos x
, e portanto,∫
2 sen x
1− sen x cosx dx =
∫
2t
1− t cosx
1
cos x
dt =
∫
2t
1− tdt,
e agora, como 2t
1−t =
2t−2+2
1−t = −2 + 21−t , o membro direito e´ imediatamente
primitiva´vel:∫
2t
1− tdt =
∫ (
−2 + 2
1− t
)
dt = −2t− 2 ln |1− t|+ c
donde se obte´m a expressa˜o para a primitiva pretendida (note-se que o mo´dulo
no membro direito e´ desnecessa´rio, visto que o seno nunca e´ maior do que
1): ∫
sen 2x
1− sen xdx = −2 sen x− 2 ln(1− sen x) + c.
(Note-se a muito maior facilidade de aplicac¸a˜o desta mudanc¸a de varia´veis,
neste caso, quando comparada com a mudanc¸a de varia´vel geral considerada
no Exemplo 14.)
Exerc´ıcio 4 Determine todas as primitivas das seguintes func¸o˜es, recor-
rendo a uma substituic¸a˜o adequada:
a)
e
√
x cos
√
x√
x
b) 3
√
x− 1
x+ 1
c)
√
arccos x√
1− x2 d)
1
(sen x+ cosx)2
1.4 Ca´lculo de primitivas: o uso de tabelas e de com-
putadores∗∗
Apo´s termos, nas secc¸o˜es anteriores, percorrido os mais relevantes me´todos
para o ca´lculo de primitivas, conve´m chamar a atenc¸a˜o para os seguintes dois
factos:
(i) E´ importante possuir seguranc¸a e desenvoltura no ca´lculo das primitivas
mais simples, nomeadamente nos me´todos que foram estudados nas
Secc¸o˜es 1.3.1 e 1.3.3, e tambe´m na utilizac¸a˜o de alguns casos simples
de decomposic¸a˜o de func¸o˜es racionais em frac¸o˜es simples (Secc¸a˜o 1.3.2)
e de algumas substituic¸o˜es mais comuns, ou de aplicac¸a˜o mais o´bvia
(Secc¸a˜o 1.3.4);
(ii) E´ igualmente importante ter presente que o ca´lculo expl´ıcito de primiti-
vas, mesmo quando poss´ıvel (cf. mais sobre este assunto na Secc¸a˜o 1.5),
pode, muito facilmente, tornar-se um exerc´ıcio extraordinariamente ex-
tenuante (e algo desinteressante).
De um certo ponto de vista, esta situac¸a˜o e´ ana´loga a` ja´ experimentada
em outras circunstaˆncias mais elementares. Por exemplo: e´ importante (diria
mesmo: fundamental) que qualquer pessoa que estude Matema´tica a qualquer
n´ıvel de ensino domine desenvoltamente o algoritmo da divisa˜o (que deve ter
aprendido no 1o ciclo do Ensino Ba´sico), mas e´ absolutamente desrrazoa´vel
exigir que, se houver necessidade de calcular algo como a expansa˜o decimal
de 25636
7635
, tal seja feito “a` ma˜o”: ja´ ha´ va´rias de´cadas que computadores e
ma´quinas de calcular nos auxiliam neste tipo de ca´lculos e, mesmo antes
disso, o ca´lculo era feito recorrendo a re´guas de ca´lculo ou a tabelas de
logaritmos.
Do mesmo modo, embora seja importante ter presente o que se referiu
acima em (i), e´ tambe´m fundamental ter presente que, para o ca´lculo de
primitivas, existem extensas tabelas e algumas aplicac¸o˜es computacionais
que sa˜o extraordinariamente u´teis.
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1.4.1 Sobre tabelas∗
As tabelas eram, ate´ muito recentemente, o u´nico auxiliar a` disposic¸a˜o de
estudantes e de matema´ticos e utilizadores de Matema´tica (cientistas, enge-
nheiros, economistas, etc.). Possivelmente o mais famoso conjunto de tabelas
de integrais e´ a compilac¸a˜o coloquialmente conhecida como “o Gradshteyn”,
atualmente na sua oitava edic¸a˜o [5].
Outras tabelas, menos extensas mas ainda assim de enorme utilidade,
sa˜o as refereˆncias [10, 15], a u´ltima das quais e´ facilmente encontra´vel nas
livrarias nacionais.
1.4.2 Sobre aplicac¸o˜es computacionais∗
Nas u´ltimas de´cadas o enorme desenvolvimento das tecnologias computaci-
onais, da A´lgebra Computacional e da Cieˆncia dos Computadores (ou In-
forma´tica Teo´rica) resultou no aparecimento de aplicac¸o˜es computacionais
que efetuam a manipulac¸a˜o simbo´lica de expresso˜es alge´bricas e que, entre
muitas outras coisas, permitem obter a primitiva de uma func¸a˜o dada com
uma extraordina´ria rapidez.
Ainda mais recentemente, algumas dessas aplicac¸o˜es computacionais pas-
saram a estar dispon´ıveis livremente na internet. Sa˜o exemplos disso o soft-
ware livre de co´digo aberto SAGE e o portal WolframAlphar. Ambos sa˜o
aplicac¸o˜es extremamente versa´teis e, no que se refere ao ca´lculo de primitivas,
ambos sa˜o de utilizac¸a˜o extremamente simples. No que se segue apresentare-
mos uns breves exemplos que permitem ilustrar a sintaxe de cada um desses
programas para este fim.
Comecemos pelo SAGE.
Indo ao enderec¸o https://sagecell.sagemath.org/ num qualquer brow-
ser surge uma pa´gina como se reproduz na Figura 1.
A utilizac¸a˜o do SAGE a este n´ıvel elementar e´ muito simples, conforme
pode ser verificado consultando, por exemplo, o livro [1] e, em particular,
para o caso presente da primitivac¸a˜o, a sua secc¸a˜o 1.12. Como se pode
constatar, a instruc¸a˜o para o ca´lculo da primitiva de uma func¸a˜o f(x) e´
integral( f(x), x)
ou
integrate( f(x), x)
onde o u´ltimo x, a seguir a` v´ırgula, indica que esta e´ a varia´vel de primi-
tivac¸a˜o.
Exemplificando, se pretendermos calcular uma primitiva da func¸a˜o f(x) =
x2 cosx escrevemos integral( x^2 * cos(x), x) e carregamos na tecla
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Figura 1: Janela de trabalho do software SAGE.
que surge no canto inferior esquerdo no exterior da caixa de dia´logo.
O resultado que obteremos e´ ilustrado na Figura 2: abre-se uma segunda ja-
nela contendo 2*x*cos(x) + (x^2 - 2)*sin(x), que e´ a resposta esperada,
como facilmente se pode calcular utilizando a primitivac¸a˜o por partes.
Figura 2: Utilizac¸a˜o do SAGE para calcular a primitiva de x 7→ x2 cosx.
A utilizac¸a˜o do WolframAlphar e´ inteiramente ana´loga.
Indo ao enderec¸o http://www.wolframalpha.com/ num qualquer brow-
ser surge uma pa´gina como se reproduz na Figura 3.
A utilizac¸a˜o do WolframAlphar e´ tambe´m muito simples. A instruc¸a˜o
do WolframAlphar para o ca´lculo da primitiva de uma func¸a˜o f(x) e´ exa-
tamente igual a` utilizada no SAGE e que indica´mos anteriormente. Sobre
o procedimento a usar, a u´nica diferenc¸a e´ que, agora, a tecla “Evaluate”
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Figura 3: Janela de trabalho do software WolframAlphar.
e´ substituida pela pequena tecla que surge no interior da caixa onde e´
escrita a instruc¸a˜o.
Exemplificando com a mesma func¸a˜o que utiliza´mos acima a resposta
dada pelo WolframAlphar e´ ilustrada na Figura 4.
A grande diferenc¸a do resultado do WolframAlphar relativamente ao
dado pela versa˜o atual do SAGE e´ que o WolframAlphar fornece automati-
camente mais algumas informac¸o˜es que podem ser relevantes, em particular
uma representac¸a˜o do gra´fico da func¸a˜o primitiva (por vezes duas repre-
sentac¸o˜es, em escalas diferentes, como e´ o caso apresentado na Figura 4.)
Uma potencialidade adicional do WolframAlphar e´ que o utilizador pode
ainda subscrever uma versa˜o paga do software, o WolframAlphar|Pro, que
lhe permite o acesso a bastantes mais caracter´ısticas, na˜o dispon´ıveis na
versa˜o de acesso livre. Uma delas, relevante para o ca´lculo de primitivas, e´
uma descric¸a˜o detalhada do me´todo que o sistema utilizou para determinar
o resultado, informac¸a˜o que esta´ acess´ıvel utilizando a tecla no
interior da caixa de resposta.
1.5 Sobre a primitivac¸a˜o em termos finitos∗∗
1.5.1 Introduc¸a˜o∗
O estudo da primitivac¸a˜o que e´ feito em cursos superiores termina, normal-
mente, na Secc¸a˜o 1.3, apo´s o que se passa ao estudo do integral de Riemann
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Figura 4: Utilizac¸a˜o do WolframAlphar para calcular a primitiva da func¸a˜o
x 7→ x2 cosx.
(altura em que se volta a falar da primitivac¸a˜o, a propo´sito do teorema Fun-
damental e da fo´rmula de Barrow).
E´ tambe´m usual afirmar a certa altura do estudo dos me´todos de pri-
mitivac¸a˜o que, algo misteriosamente, ha´ func¸o˜es primitiva´veis mas cuja pri-
mitiva e´ imposs´ıvel ser expressa em termos finitos usando “func¸o˜es elemen-
tares” da Ana´lise, ou seja, com recurso apenas a polino´mios, exponencial,
func¸o˜es trigonome´tricas, respetivas inversas, e todas as func¸o˜es que possam
ser obtidas destas por aplicac¸a˜o de um nu´mero finito de operac¸o˜es de adic¸a˜o,
subtrac¸a˜o, multiplicac¸a˜o, divisa˜o, potenciac¸a˜o, radiciac¸a˜o e composic¸a˜o. Por
conseguinte, nenhum dos me´todos de primitivac¸a˜o que estuda´mos ou que
vierem a ser inventados nos sera˜o u´teis para tratar desses casos.
Tal ja´ poderia ser considerado, por si so´, algo curioso, mas torna-se ver-
dadeiramente preocupante quando reparamos que func¸o˜es ta˜o simples e ta˜o
importantes em Matema´tica como sa˜o14 f(x) = e−x
2
ou f(x) = sen(x2) fazem
14A primeira e´ a func¸a˜o gaussiana, extremamente importante em Estat´ıstica e em F´ısica,
e a segunda e´ a integranda do integral de Fresnel, importante em o´tica e em variadas outras
aplicac¸o˜es.
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parte desse rol de func¸o˜es na˜o primitiva´veis em termos finitos.
A perplexidade aumenta quando somos informados de que func¸o˜es ta˜o
aparentemente semelhantes como f(x) =
√
tg x e g(x) =
√
ln x podem ter,
neste aspeto, comportamentos muito distintos: a primeira e´ primitiva´vel em
termos de func¸o˜es elementares (embora na˜o facilmente!) e a segunda na˜o.
Naturalmente que, a este propo´sito, impo˜e-se uma se´rie de questo˜es, entre
as quais as mais o´bvias sa˜o: como e´ que se prova que a primitiva de uma dada
func¸a˜o na˜o pode ser expressa em termos finitos? existe algum resultado geral
que permita caracterizar as situac¸o˜es de possibilidade e de impossibilidade
de primitivac¸a˜o em termos finitos?
Estas questo˜es so´ muito raramente sa˜o alvo de qualquer abordagem em
cursos superiores de licenciatura, embora as primeiras respostas a este tipo de
perguntas datem de ha´ cerca de 180 anos, envolvam Matema´tica largamente
acess´ıvel a um estudante de licenciatura, constitua um exemplo da aplicac¸a˜o
da A´lgebra na resoluc¸a˜o de uma questa˜o de Ana´lise, onde tambe´m interveˆm
conceitos de Ana´lise Complexa e de Equac¸o˜es Diferenciais, e todo o assunto
seja, de facto, muito atual pois esta´ na base dos me´todos de A´lgebra Compu-
tacional subjacentes aos algoritmos usados pelos programas computacionais
como o SAGE e o WolframAlphar referidos acima.
Nesta secc¸a˜o abordaremos, de forma necessariamente breve, estes resul-
tados, embora deixemos as demonstrac¸o˜es para estudo do leitor mais interes-
sado, recorrendo a` bibliografia indicada e a`s outras refereˆncias a´ı existentes.
1.5.2 O teorema de Liouville e algumas das suas aplicac¸o˜es∗
O objetivo desta secc¸a˜o e´ apresentar o teorema de Liouville (que na˜o sera´
demonstrado) e utiliza´-lo para provar que as primitivas de certas func¸o˜es
na˜o sa˜o func¸o˜es “elementares”. Antes de tornarmos mais rigorosa a nossa
abordagem vamos analisar o seguinte exemplo simples que sugere o tipo de
resultado que iremos explorar.
Exemplo 16 Olhando para as duas primeiras linhas da Tabela 1 verificamos
que, a menos de constantes, a func¸a˜o
∫
xαdx e´ x
α+1
α+1
quando α 6= −1, e e´
ln x quando α = −1. Uma pergunta que poderia ter ocorrido naturalmente
era: mas sera´ que, a` semelhanc¸a do que acontece quando α 6= −1, a func¸a˜o∫
x−1dx na˜o podera´ ser escrita como uma func¸a˜o racional P (x)
Q(x)
?
Vejamos: suponhamos que pode, ou seja, suponhamos que existem func¸o˜es
polinomiais P (x) e Q(x), coprimas15 tais que∫
1
x
dx =
P (x)
Q(x)
. (7)
15Ou seja, sem fatores comuns e, portanto, tambe´m sem zeros comuns.
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Derivando esta igualdade tem-se 1
x
= P
′Q−PQ′
Q2
, ou seja,
Q2 = x(P ′Q− PQ′).
Como o membro direito e´ zero quando x = 0, vemos que Q2(0) = 0 e portanto
Q(0) = 0. Ou seja, existe n ∈ N e um polino´mio R(x) com R(0) 6= 0 tais que
Q(x) = xnR(x). Substituindo na igualdade anterior e dividindo o resultado
por xn obtemos
xnR2 = xP ′R− nPR− xPR′,
e esta expressa˜o implica que nP (0)R(0) = 0, o que e´ imposs´ıvel visto que
R(0) 6= 0 (por definic¸a˜o de R) e P (0) 6= 0 por hipo´tese de P e Q serem
coprimos e porque ja´ se provou que Q(0) = 0. Esta contradic¸a˜o prova que∫
x−1dx na˜o e´ uma func¸a˜o racional.
Veremos que o tipo de argumento utilizado neste exemplo e´ ana´logo ao
que utilizaremos em casos mais gerais, mas antes disso temos de tornar mais
rigoroso o contexto do problema a investigar.
Comec¸amos por observar que, para os presentes objetivos, e´ mais conve-
niente trabalhar com func¸o˜es complexas f : Ω ⊂ R ⊂ C → C. Ao traba-
lhar neste contexto necessitamos apenas de considerar func¸o˜es racionais, a
exponencial e o logaritmo (e as operac¸o˜es alge´bricas e a composic¸a˜o destas
func¸o˜es) pois as func¸o˜es trigonome´tricas e as suas inversas podem, recorrendo
a` fo´rmula de Euler, ser expressas como exponenciais e logaritmos, como se
ilustra no exemplo seguinte.
Exemplo 17 Relembremos a fo´rmula de Euler: ∀x ∈ R, eix = cosx+i sen x.
Portanto, e−ix = cos x− i sen x, pelo que adicionando e subtraindo estas duas
expresso˜es obte´m-se, respetivamente,
cos x =
eix + e−ix
2
sen x =
eix − e−ix
2i
.
E´ tambe´m fa´cil obter, formalmente, a expressa˜o das func¸o˜es trigonome´tricas
inversas. Por exemplo, sabemos que se x = sen y e se y esta´ no intervalo
principal do seno (i.e., em [−π/2, π/2]) enta˜o y = arcsen x. Usando a ex-
pressa˜o para sen y em termos da exponencial complexa e a fo´rmula resolvente
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para as equac¸o˜es do segundo grau tem-se
x = sen y ⇔ x = e
iy − e−iy
2i
⇔ eiy − e−iy = 2ix
⇔ (eiy)2 − 2ixeiy − 1 = 0
⇔ eiy = 2ix+
√−4x2 + 4
2
⇔ eiy = ix+
√
1− x2
⇔ y = −i ln(ix+
√
1− x2)
ou seja, arcsen x = −i ln(ix+√1− x2).
Resultados semelhantes para as restantes func¸o˜es trigonome´tricas e suas
inversas podem ser obtidos pelos mesmos me´todos. Num estudo mais rigoroso
(que na˜o faremos) ha´ que ter em atenc¸a˜o o facto de algumas das func¸o˜es
envolvidas (a ra´ız quadrada e o logaritmo) serem, em C, func¸o˜es mult´ıvocas,
pelo que ha´ que definir apropriadamente o domı´nio de trabalho. Tal na˜o nos
preocupara´ nesta breve introduc¸a˜o.
Observe-se que, no caso de trabalharmos em C, a integrac¸a˜o de func¸o˜es
racionais toma uma forma bastante mais simples do que no caso real, devido
ao facto de que, pelo Teorema Fundamental da A´lgebra, qualquer polino´mio
de grau q tem exatamente q ra´ızes complexas (contando multiplicidades)
na˜o surgindo termos quadra´ticos na decomposic¸a˜o (5) na Proposic¸a˜o 5 da
Secc¸a˜o 1.3.2, ou seja, pode-se sempre escrever
P (x)
Q(x)
= p(x) +
m∑
j=1
( kj∑
k=1
aj,k
(x− xj)k
)
,
mas onde agora as constantes envolvidas podem ser, em geral, nu´meros com-
plexos.
Isto tem como consequeˆncia o seguinte resultado, devido a Laplace, cuja
demonstrac¸a˜o deve ser, nesta altura, evidente:
Proposic¸a˜o 6 (Laplace) Seja f : Ω ⊂ R ⊂ C → C uma func¸a˜o racional.
Enta˜o, para algum n ∈ N,∫
f(x)dx = R0(x) +
n∑
j=1
Cj lnRj(x),
onde Cj ∈ C sa˜o constantes e Rj, 0 6 j 6 n, sa˜o func¸o˜es racionais.
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O resultado que pretendemos apresentar e explorar nesta secc¸a˜o, devido
a Liouville, e´ muito semelhante a este teorema de Laplace. Uma versa˜o atual
da teoria iniciada por Liouville pode ser consultada, por exemplo, em [11],
ou em [12] e nas refereˆncia a´ı listadas. O enunciado e demonstrac¸a˜o dos
resultados da teoria de Liouville na sua versa˜o atual envolveria a introduc¸a˜o
e utilizac¸a˜o de conceitos alge´bricos no aˆmbito da A´lgebra Diferencial, o que
nos afastaria muito dos nossos objetivos neste texto. Portanto, no que se
segue, inspiramo-nos nas abordagens mais elementares existentes em [4, 7, 8]
e limitar-nos-emos a enunciar, sem demonstrac¸a˜o, uma versa˜o “anal´ıtica” de
alguns resultados da teoria de Liouville e a utiliza´-los para provar que certas
primitivas na˜o sa˜o expressa´veis em termos “finitos”. Para os enunciados que
apresentaremos necessitamos, no entanto, de introduzir uma nomenclatura
adicional.
Dizemos que f : R→ C e´ uma func¸a˜o alge´brica de x se y = f(x) for a ra´ız
de um polino´mio em y cujos coeficientes sa˜o polino´mios em x. Por exemplo,
as soluc¸o˜es y = f(x) da equac¸a˜o (1 + x2)y7 − (x3 − x− 1)y + x− 2 = 0 sa˜o
func¸o˜es alge´bricas (mesmo que, neste caso, na˜o sejam dadas explicitamente).
Claro que qualquer polino´mio P (x) e´ uma func¸a˜o alge´brica, pois y = P (x)
e´ soluc¸a˜o da equac¸a˜o y−P (x) = 0.Do mesmo modo, qualquer func¸a˜o racional
P (x)/Q(x) e´ uma func¸a˜o racional, pois y = P (x)/Q(x) e´ uma soluc¸a˜o de
Q(x)y − P (x) = 0. E´ tambe´m fa´cil concluir que outras func¸o˜es elementares
constru´ıdas a partir de polino´mios em x usando um nu´mero finito das quatro
operac¸o˜es alge´bricas, da potenciac¸a˜o, radiciac¸a˜o e composic¸a˜o, resulta sempre
numa func¸a˜o alge´brica. Por exemplo, a func¸a˜o f(x) = 10x
3√
1+x
e´ alge´brica
porque y = f(x) e´ uma soluc¸a˜o da equac¸a˜o (1 + x)y2 − 100x6 = 0, como se
pode ver imediatamente do seguinte modo:
y =
10x3√
1 + x
⇒ y2 = 100x
6
1 + x
⇔ (1 + x)y2 = 100x6 ⇔ (1 + x)y2 − 100x6 = 0.
O primeiro resultado que apresentaremos e´ o seguinte, o qual, como po-
demos constatar, e´ muito semelhante ao teorema de Laplace apresentado
anteriormente.
Proposic¸a˜o 7 (Liouville, 1834) Seja f : R → C uma func¸a˜o alge´brica
de x. Se
∫
f(x)dx e´ uma func¸a˜o elementar, enta˜o, para algum n ∈ N,
∫
f(x)dx = U0(x) +
n∑
j=1
Cj lnUj(x), (8)
onde Cj ∈ C sa˜o constantes e Uj, 0 6 j 6 n, sa˜o func¸o˜es alge´bricas de x.
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Este resultado foi estendido, ainda por Liouville, para o seguinte resultado
bastante mais geral:
Proposic¸a˜o 8 (Liouville, 1835) Seja f(x, u1, . . . , um) uma func¸a˜o alge´-
brica de x, u1, . . . , um, onde uj sa˜o func¸o˜es de x cujas derivadas
duj
dx
sa˜o
func¸o˜es alge´bricas de x, u1, . . . , um.
Enta˜o
∫
f(x, u1, . . . , um)dx e´ uma func¸a˜o elementar se, e so´ se, para al-
gum n ∈ N,
∫
f(x, u1, . . . , um)dx = U0(x) +
n∑
j=1
Cj lnUj(x),
onde Cj ∈ C sa˜o constantes e Uj, 0 6 j 6 n, sa˜o func¸o˜es alge´bricas de
x, u1, . . . , um.
Adicionalmente, se f(x, u1, . . . , um) e´ uma func¸a˜o racional e se as deri-
vadas
duj
dx
sa˜o tambe´m func¸o˜es racionais de x, u1, . . . , um,, enta˜o as func¸o˜es
Uj sera˜o tambe´m func¸o˜es racionais.
Um caso particular deste resultado corresponde a func¸o˜es f(x, u1(x)) =
g(x)u1(x), onde u1(x) = e
h(x), e g e h sa˜o func¸o˜es racionais. De facto,
atendendo a que du1
dx
= h′(x)eh(x) = h′(x)u1(x), o resultado da proposic¸a˜o
anterior diz-nos que a primitiva
∫
g(x)eh(x)dx e´ uma func¸a˜o elementar se e
so´ se ∫
g(x)eh(x)dx = U0(x) +
n∑
j=1
Cj lnUj(x) (9)
para func¸o˜es racionais Uj(x, e
h(x)). E´ mesmo poss´ıvel melhorar um pouco este
resultado (cf. [4] ou [11, pa´g. 47]), obtendo-se a seguinte consequeˆncia do
Teorema de Liouville:
Corola´rio 1 (Liouville, 1835) Sejam g(x) e h(x) func¸o˜es racionais de x,
com h na˜o constante. Enta˜o
∫
g(x)eh(x)dx e´ uma func¸a˜o elementar se, e so´
se, ∫
g(x)eh(x)dx = R(x)eh(x) + c (10)
onde c ∈ C e´ uma constante e R(x) e´ uma func¸a˜o racional.
Observe-se que a conclusa˜o do Corola´rio 1 pode ser expressa de um modo
ligeiramente diferente, se bem que equivalente: derivando a expressa˜o (10)
e dividindo o resultado por eh(x), conclui-se imediatamente que afirmar que
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existe uma func¸a˜o racional R(x) que satisfaz (10) e´ o mesmo que afirmar que
tem de existir uma soluc¸a˜o racional R(x) da equac¸a˜o diferencial
R′(x) +R(x)h′(x) = g(x). (11)
Podemos agora utilizar este resultado para concluir que a primitiva da
func¸a˜o e−x
2
na˜o e´ uma func¸a˜o elementar. A ideia e´ utilizarmos o Corola´rio 1
e provarmos que a equac¸a˜o diferencial (11), que neste caso sera´ R′(x) −
2xR(x) = 1, na˜o tem soluc¸o˜es racionais. Portanto, como referimos anteri-
ormente, o argumento faz lembrar, num certo sentido, o que utiliza´mos no
Exemplo 16.
Exemplo 18 Aplicando o Corola´rio 1 a` primitiva de e−x
2
conclu´ımos que∫
e−x
2
dx e´ uma func¸a˜o elementar
m
R′ − 2xR = 1 tem uma soluc¸a˜o racional R.
Suponhamos que R = P
Q
e´ uma soluc¸a˜o racional desta equac¸a˜o diferencial.
Sem perda de generalidade podemos assumir que P e Q sa˜o coprimos. Subs-
tituindo R = P
Q
na equac¸a˜o diferencial e multiplicando o resultado por Q2
obtem-se P ′Q− PQ′ − 2xPQ = Q2, a qual pode ser escrita na forma
(P ′ − 2xP −Q)Q = PQ′. (12)
Assuma-se que o polino´mio Q tem grau positivo (i.e., na˜o e´ uma constante).
Enta˜o, a equac¸a˜o alge´brica Q = 0 tem uma soluc¸a˜o16. Seja α uma ra´ız
de Q e seja r > 1 a sua multiplicidade. Como, por hipo´tese, P e Q sa˜o
coprimos, sabemos que P (α) 6= 0. Mas isto significa que α e´ um zero do
membro esquerdo de (12) com multiplicidade maior ou igual a r, enquanto
que e´ um zero do membro direito da mesma igualdade com multiplicidade
igual a r−1. Esta contradic¸a˜o mostra que o grau de Q na˜o pode ser positivo,
ou seja, Q tem de ser um polino´mio de grau zero e, portanto, constante. Sem
perda de generalidade17 consideremos Q = 1. A equac¸a˜o diferencial (12) fica
P ′ − 2xP = 1. (13)
Sendo P um polino´mio na varia´vel x, e´ o´bvio que o grau de −2xP e´ positivo,
maior do que o grau de P , o qual, por sua vez, e´ maior do que o grau de P ′.
16Relembre-se que, no presente contexto, estamos a considerar que as func¸o˜es sa˜o com-
plexas e, portanto, todos os polino´mios na˜o-constantes teˆm zeros.
17Porque podemos sempre absorver qualquer constante no polino´mio P .
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Mas enta˜o o grau do membro esquerdo de (13) e´ sempre superior ao grau do
membro direito (que e´ igual a zero, pois trata-se do polino´mio constante igual
a 1.) Este absurdo prova que na˜o existem soluc¸o˜es racionais R da equac¸a˜o
diferencial em causa, e portanto: a primitiva de e−x
2
na˜o e´ elementar.
Exerc´ıcio 5 Utilize o Corola´rio 1 e um argumento ana´logo ao aplicado no
Exemplo 18 para concluir que as primitivas das seguintes func¸o˜es na˜o sa˜o
func¸o˜es elementares:
a) x2neax
2
, n ∈ Z, a 6= 0 b) x−necx, n ∈ Z+, c 6= 0
Estes resultados podem ser aplicados ao estudo de outras primitivas, como
se ilustra a seguir.
Exemplo 19 Como, pelas fo´rmulas de Euler, sen(x2) = ℑ(eix2), enta˜o∫
sen(x2)dx =
∫
ℑ(eix2)dx = ℑ
∫
eix
2
dx
e aplicando o resultado do Exerc´ıcio 5.a) com n = 0 e a = i conclu´ımos que
a primitiva de sen(x2) tambe´m na˜o e´ uma func¸a˜o elementar
Exemplo 20 A utilizac¸a˜o de mudanc¸a de varia´veis pode ser u´til tambe´m
para este tipo de resultados. Vejamos dois exemplos sugestivos:
1. Usando a mudanc¸a de varia´veis x 7→ t, com t2 = ln x, a primitiva∫ √
ln xdx transforma-se em
∫
2t2et
2
dt, a qual, pelo Exerc´ıcio 5.a), na˜o
e´ elementar, pelo que a primeira tambe´m na˜o o sera´.
2. Usando a mudanc¸a de varia´veis x 7→ t, com t = ln x, a primitiva∫
1
lnx
dx transforma-se em
∫
et
t
dt, a qual, pelo Exerc´ıcio 5.b), na˜o e´
elementar, pelo que a primeira tambe´m na˜o o sera´.
Claro que muito outros problemas de primitivac¸a˜o na˜o sa˜o analiza´veis
recorrendo apenas ao Corola´rio 1 do Teorema de Liouville. Como se referiu
anteriormente, a teoria geral pode ser estudada em [12] e nas refereˆncias a´ı
citadas. Para o objetivo do presente texto e´ suficiente ficarmos por aqui.
2 Integrac¸a˜o
2.1 Introduc¸a˜o: motivac¸a˜o e definic¸a˜o intuitiva de in-
tegral
Nesta altura estamos na posse de uma aprecia´vel quantidade de resultados
acerca de primitivac¸a˜o de func¸o˜es reais de uma varia´vel real e podemos uti-
liza´-los na ana´lise de uma quantidade aprecia´vel de problemas.
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Um destes problemas, com que comec¸a´mos o nosso estudo, e´ o seguinte
problema cinema´tico unidimensional (cf. pa´gina 4): considerando um corpo
pontual movendo-se num segmento de reta segundo uma dada lei de veloci-
dade v(t) e tendo como ponto de partida a posic¸a˜o x(0), em que posic¸a˜o x(t)
estara´ o corpo no instante t > 0?
Atendendo que a velocidade (instantaˆnea) de um corpo e´, por definic¸a˜o,
a derivada do seu deslocamento, i.e., tem-se a relac¸a˜o (1), a saber,
v(t) =
dx
dt
(t),
e´ agora claro que, se v(t) for primitiva´vel, enta˜o a posic¸a˜o x(t) e´ dada pela
primitiva de v(t) calculada no instante t, com constante de primitivac¸a˜o x(0):
x(t) =
∫
v(t)dt+ x(0).
Vamos agora olhar para este mesmo problema de um ponto de vista
geome´trico.
Voltemos a considerar o caso, abordado na Subsecc¸a˜o 1.1, em que a veloci-
dade v(t) e´ constante: digamos que v(t) = v0, ∀t > 0. Consideremos tambe´m,
para simplificar os argumentos, que x(0) = 0. Enta˜o, como consequeˆncia do
que se sabe sobre primitivac¸a˜o, ou simplesmente com base no conceito f´ısico
de velocidade, sabe-se que a posic¸a˜o do mo´vel no instante t = T (ou seja: a
deslocac¸a˜o que o mo´vel sofreu entre o instante 0 e o instante T > 0) e´ dada
por
x(T ) = v0 × T.
Ou seja, se representarmos graficamente a func¸a˜o v(t) (no presente caso uma
func¸a˜o constante) em func¸a˜o do tempo t, a quantidade x(T ) e´ a medida
da a´rea do retaˆngulo limitado pelo gra´fico de v(t) (que neste caso e´ a reta
horizontal v = v0), pelo eixo horizontal (eixo dos tt) e cujos lados verticais
esta˜o contidos nas retas t = 0 e t = T (vd. Figura 5).
Este resultado geome´trico, que e´ o´bvio mas que ate´ ao momento na˜o
tinhamos dado qualquer atenc¸a˜o, motiva o que se ira´ fazer a seguir e permite
um alargamento substancial do estudo das questo˜es de primitivac¸a˜o que ja´
aborda´mos.
A primeira questa˜o que a interpretac¸a˜o geome´trica acima suscita e´, na-
turalmente, a de saber se a mesma e´ va´lida mesmo quando v(t) na˜o e´ uma
func¸a˜o constante, ou seja, se a primitiva de uma func¸a˜o primitiva´vel esta´
sempre relacionada com a a´rea de alguma regia˜o do plano limitada pelo seu
gra´fico e pelo eixo horizontal. A resposta a este problema e´ afirmativa e cons-
titui a chamada “fo´rmula de Barrow”, que sera´ estudada na Subsecc¸a˜o 2.3.
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Figura 5: Interpretac¸a˜o geome´trica da posic¸a˜o x(T ) = v0T de um mo´vel que
se desloca com velocidade constante v0 durante o intervalo de tempo [0, T ]
como a a´rea de um retaˆngulo.
No entanto, antes de comec¸armos o estudo matema´tico propriamente
dito, e´ interessante, nesta altura, considerarmos mais algumas situac¸o˜es ci-
nema´ticas um pouco mais gerais do que aquela com que inicia´mos esta secc¸a˜o
e ver o que pode ser dito nesses casos.
Suponhamos que a velocidade v(t) do mo´vel cresce cont´ınua e linearmente
com o tempo: digamos que v(t) = 2t. Enta˜o, novamente pela definic¸a˜o de
velocidade (1), a posic¸a˜o desse mo´vel no instante T , tendo partido de x(0) = 0
no instante t = 0, e´18
x(T ) =
(∫
v(t)dt
)∣∣∣∣
t=T
=
(∫
2tdt
)∣∣∣∣
t=T
= t2
∣∣
t=T
= T 2.
Note-se que o deslocamento total do mo´vel, x(T ), e´, mais uma vez, dado por
uma a´rea: trata-se novamente da a´rea da regia˜o limitada superiormente pelo
gra´fico da func¸a˜o velocidade v(t) = 2t, inferiormente pelo eixo dos tt e pelas
retas t = 0 e t = T (vd. Figura 6).
Claro que, neste caso, sendo o gra´fico de v(t) = 2t uma reta que passa pela
origem com declive igual a 2, a regia˜o em causa e´ um triaˆngulo e a sua a´rea
x(T ) e´ conhecida da geometria elementar: e´ igual a 1
2
vezes o comprimento
da base, T , vezes a altura, 2T.
O problema coloca-se com bastante mais pertineˆncia quando ao gra´fico
de v(t) na˜o corresponde nenhuma regia˜o com uma a´rea conhecia a` partida.
Os casos mais simples de tratar consistem naqueles em que v(t) e´ uma
func¸a˜o constante em subintervalos de R mas que pode ter descontinuidades
18A notac¸a˜o f(t)
∣∣∣
t=T
significa que se esta´ a calcular a func¸a˜o f(t) quando t = T .
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Figura 6: Interpretac¸a˜o geome´trica da posic¸a˜o x(T ) de um mo´vel que se
desloca com velocidade uniformemente acelerada v(t) = 2t como a a´rea da
regia˜o limitada pelo gra´fico de v(t), o eixo dos tt e as retas t = 0 e t = T .
(que sera˜o, necessariamente, “de salto”) nas fronteiras desses subintervalos.
Conve´m chamar a atenc¸a˜o para o facto de que ha´ algumas questo˜es sobre a
existeˆncia de primitivas de func¸o˜es deste tipo: em particular e´ fundamental
ter em atenc¸a˜o a regia˜o de primitivac¸a˜o que se esta´ a considerar (cf. Pro-
posic¸a˜o 4 e Exemplo 1).
Vejamos, enta˜o, duas situac¸o˜es deste tipo:
Continuemos a considerar um mo´vel que, partindo da posic¸a˜o x(0) = 0,
se desloca num segmento de reta, com velocidade constante igual a v0 ate´
ao instante t1 > 0 e nesse mesmo instante a velocidade muda bruscamente
19
para v1 6= v0, permanecendo nesse valor da´ı em diante. Qual e´ a sua posic¸a˜o
no instante t > 0? E´ claro que para t ∈ [0, t1[ a situac¸a˜o e´ inteiramente
ana´loga a` anterior20 e conclu´ımos que, no instante t1 o mo´vel estara´ na posic¸a˜o
x(t1) = v0 × t1. Agora, para instantes T > t1, podemos considerar que o
mo´vel se desloca durante o intervalo de tempo T − t1 a velocidade constante
v1 partindo da posic¸a˜o x(t1), pelo que a posic¸a˜o que atinge no instante T
sera´ x(T ) = v1 × (T − t1) + x(t1) = v1 × (T − t1) + v0 × t1
Note-se que o deslocamento total do mo´vel, x(T ), e´ novamente dado por
uma a´rea: trata-se novamente da a´rea da regia˜o limitada superiormente pelo
gra´fico da func¸a˜o velocidade v(t) (que tem uma descontinuidade de salto em
19Na˜o vamos entrar aqui em considerac¸o˜es F´ısicas sobre a razoabilidade desta hipo´tese:
e´, em muitos casos, uma boa aproximac¸a˜o.
20Para t < t1 a alterac¸a˜o na velocidade no instante t1, de v0 para v1, tera´ lugar no
futuro, pelo que na˜o pode ter influenciado o que se esta´ a passar antes de ela ter tido
lugar!
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t = t1), inferiormente pelo eixo dos tt, e pelas retas t = 0 e t = T (vd.
Figura 7).
Figura 7: Interpretac¸a˜o geome´trica da posic¸a˜o x(T ) = v1× (T − t1) + v0× t1
de um mo´vel que se desloca com velocidade v(t), que e´ constante e igual a
v0 durante o intervalo de tempo [0, t1[ e constante e igual a v1 no intervalo
subsequente [t1, T ], como a a´rea da regia˜o limitada pelo gra´fico de v(t), o
eixo dos tt e as retas t = 0 e t = T .
Devera´ ser claro que este processo pode ser generalizado apreciavelmente:
se o mo´vel partir de x(0) = 0 e se deslocar com uma velocidade v(t) que e´
constante e igual a vj−1 em cada um dos intervalos [tj−1, tj[ (onde 0 = t0 <
t1 < t2 < · · · < tn < tn+1 = T sa˜o instantes crescentes de tempo), enta˜o, a
sua posic¸a˜o final e´
x(T ) = v0∆0 + v1∆1 + · · ·+ vn∆n =
n∑
j=1
vj∆j ,
onde ∆j := tj+1−tj , e, geometricamente, x(T ) continua a corresponder a` a´rea
da regia˜o do plano limitada superiormente pelo gra´fico da func¸a˜o v(t) (que
tem descontinuidades de salto nos instantes t = tj , 1 6 j 6 n), inferiormente
pelo eixo dos tt, e pelas retas t = 0 e t = T (vd. Figura 8).
Os dois casos anteriores podem sugerir uma abordagem para situac¸o˜es
mais gerais: se a velocidade v(t) varia continuamente, poderemos tentar
aproximar o comportamento cinema´tico (me´dio) desse mo´vel produzindo um
grande nu´mero de acelerac¸o˜es instantaˆneas em que a velocidade varia muito
pouco.
Que tal procedimento pode resultar no mesmo efeito final e´ o´bvio em
alguns casos muito simples, por exemplo: no caso do movimento com velo-
cidade crescente v(t) = 2t estudado acima, o mo´vel, ao fim de uma unidade
de tempo T = 1, deslocar-se-a` uma unidade de comprimento x(1) = 12 = 1.
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Figura 8: Interpretac¸a˜o geome´trica da posic¸a˜o x(T ) =
∑n
j=1 vj∆j de um
mo´vel que se desloca com velocidade v(t), a qual e´ seccionalmente constante
e igual a vj−1 em cada um dos intervalos [tj−1, tj [, como a a´rea da regia˜o
limitada pelo gra´fico de v(t), o eixo dos tt e as retas t = 0 e t = T .
Esta e´ exatamente a distaˆncia que teria sido percorrida se, em vez da velo-
cidade ter aumentado cont´ınua e linearmente ao longo de todo o intervalo
de tempo [0, 1], o mo´vel tivesse permanecido parado (i.e., v(t) = 0) durante
metade do tempo (i.e., para t ∈ [0, 1
2
[) e tivesse viajado a` velocidade ma´xima
(i.e., v1 = 2) durante o restante percurso (i.e., para t ∈ [12 , 1]), pois neste
caso ter-se-ia x(T ) = 0 × (1
2
− 0) + 2 × (1− 1
2
) = 1. Evidentemente que, ge-
ometricamente, o que acaba´mos de descrever na˜o e´ mais do que a igualdade
das a´reas do triaˆngulo e da regia˜o retangular da Figura 9.
Claro que e´ poss´ıvel tornar as variac¸o˜es de velocidade de menor amplitude
nos pontos de descontinuidade, desde que se aumente o nu´mero desses pontos.
Por exemplo, se considerarmos agora dois momentos de mudanc¸a brusca de
velocidade, a saber: em t = 1
3
com v(t) mudando de 0 para 1, e em t = 2
3
com
v(t) mudando de 1 para 2 conclu´ımos, pela abordagem vista anteriormente,
que x(1) e´ tambe´m x(1) = 0× (1
3
− 0) + 1× (2
3
− 1
3
) + 2× (1− 2
3
) = 1.
Nas duas situac¸o˜es acima escolhemos os tj e os vj com especial cuidado
para que a a´rea do triaˆngulo limitado pelo gra´fico de v(t) (que sabemos qual
e´!) fosse igual a` a´rea da regia˜o constituida pelos retangulos. Se os vj na˜o
tivessem sido escolhidos deste modo muito cuidadoso, as a´reas na˜o seriam
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Figura 9: Interpretac¸a˜o geome´trica da igualdade de x(T ) calculada a partir
da velocidade v(t) e a partir de uma velocidade seccionalmente constante
apropriada
iguais. Por exemplo, vejamos o que sucede se, em cada subintervalo [a, b[
escolhemos para valor de v em todo esse intervalo o valor de v(t) = 2t no
ponto mais a` esquerda do intervalo, ou seja v(t) = 2a. Comecemos por
escolher n − 1 pontos tj em [0, 1], equidistantes entre si e dos extremos do
intervalo, ou seja, escolhemos tj =
j
n
, 1 6 j 6 n − 1. Tomando a func¸a˜o
v(t) que em [tj , tj+1[ vale v(t) = 2
j
n
(com t0 = 0 e tn = 1), a a´rea da porc¸a˜o
de plano Rn limitada superiormente pelo seu gra´fico, inferiormente pelo eixo
dos tt, e que fica entre as retas t = 0 e t = 1, e´ facilmente calcula´vel pois e´,
como ja´ vimos, um conjunto de retangulos:
A´rea(Rn) =
n−1∑
j=0
2j
n
× (tj+1 − tj) = 2
n
n−1∑
j=0
j ×
(
j + 1
n
− j
n
)
=
2
n2
n−1∑
j=0
j
=
2
n2
n(n− 1)
2
= 1− 1
n
.
Note-se que, apesar da a´rea obtida para a regia˜o formada pelos retangulos
na˜o ser igual a` do triaˆngulo limitado por v(t) = 2t (nem seria de esperar
que fosse pois a func¸a˜o seccionalmente constante que estamos a considerar
tem valores que sa˜o sempre inferiores aos de v(t) = 2t, exceto nos pontos
tj , j = 0, 1, . . . , n − 1), ainda assim pode tornar-se arbitrariamente pro´xima
dela desde que se escolha n suficientemente grande, visto que 1 − 1
n
→ 1
quando n → +∞, ou seja, pelo que se escreveu acima e usando a notac¸a˜o
∆tj := tj+1 − tj , pode-se escrever a a´rea do triaˆngulo como
A´rea = lim
n→+∞
A´rea(Rn) = lim
n→+∞
n−1∑
j=0
v(tj)∆tj . (14)
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Figura 10: Representac¸a˜o geome´trica da a´rea do conjunto Rn, com n = 8.
O limite escrito no membro direito e´ chamado o “integral da func¸a˜o v(t)
no intervalo [0, 1]” e e´ representado pelo s´ımbolo∫ 1
0
v(t)dt,
ou, por vezes, tambe´m por∫ 1
0
v ou
∫
[0,1]
v.
O s´ımbolo usado para o integral e´, de facto, uma letra S estilizada, obtida
esticando o S usual:
S  S  
∫
e a raza˜o de ser desta notac¸a˜o tem a ver com o facto de que, quando n e´
muito grande, a regia˜o Rn e´ constituida por um enorme nu´mero de retan-
gulos incrivelmente finos e a sua a´rea sera´ a soma das a´reas de todos esses
retangulos. Sem grande rigor mas sugestivamente, podemos dizer que, ao
passar ao limite n → +∞, o nu´mero de retangulos tende para infinito e
a espessura de cada um deles torna-se infinitesimal, dt (cf. Figura 11). A
“a´rea” de cada um deles e´, assim, tambe´m infinitesimal v(t)dt e o s´ımbolo
de integral
∫
representa uma espe´cie de soma destas “a´reas”.
No que fizemos ate´ esta altura considera´mos sempre que v(t) > 0. De
facto, nada do que se fez exige, de facto, esta restric¸a˜o: em regio˜es de t
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Figura 11: Tentativa de representac¸a˜o geome´trica do “retaˆngulo infinitesi-
mal” v(t)dt.
nas quais v(t) < 0 pode ainda continuar-se a aproximar a regia˜o entre o
gra´fico de v(t) e o eixo dos tt por retangulos convenientes, com a u´nica
alterac¸a˜o de que, como v(t) < 0, a altura de cada um desses retangulos e´
agora considerada negativa e, correspondentemente, os produtos v(tj)×∆tj
sa˜o tambe´m negativos e iguais ao sime´trico das a´reas desses retangulos (cf.
Figura 12).
Figura 12: Uma aproximac¸a˜o ao integral de uma func¸a˜o que muda de sinal
correspondente a uma partic¸a˜o do intervalo original em sete subintervalos.
Claro que, em inteira analogia com o que se passava anteriormente, o
limite da a´rea da regia˜o composta pelos retangulos quando o nu´mero de
intervalos tende para infinito correspondera´ a` a´rea entre o gra´fico da func¸a˜o
e o eixo horizontal quando v(t) > 0 e ao sime´trico da a´rea quando v(t) < 0 :∫ b
a
v(t)dt = A´rea(A1)− A´rea(A2),
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onde A1 e A2 sa˜o as regio˜es do plano A1 = {(t, v) ∈ R2 : t ∈ Dv ∧ v(t) > 0}
e A2 = {(t, v) ∈ R2 : t ∈ Dv ∧ v(t) < 0} (cf. Figura 13).
Figura 13: Regio˜es A1 e A2 consideradas no texto. O integral
∫ b
a
v(t)dt e´
igual a A´rea(A1)− A´rea(A2).
A noc¸a˜o intuitiva de integral de uma func¸a˜o num intervalo que estivemos
a desenvolver nesta subsecc¸a˜o, para ser utilizada de um modo absolutamente
rigoroso, necessita de ser colocada em bases firmes, por interme´dio de uma
definic¸a˜o formal que permita a deduc¸a˜o rigorosa das suas propriedades. Tal
esta´, claramente, muito para ale´m do que pode e deve ser feito no Ensino
Secunda´rio. No entanto, para a esmagadora maioria das aplicac¸o˜es interes-
santes a este n´ıvel, a noca˜o geome´trica intuitiva que vimos ate´ ao momento
e´ suficiente para uma justificac¸a˜o semi-rigorosa das propriedades envolvidas.
E´ esta a perspetiva com que abordaremos as propriedades do integral nas
duas subsecc¸o˜es seguintes.
Para terminar, e´ importante assinalar que, do ponto de vista pra´tico,
e´ muito fa´cil utilizar programas de geometria dinaˆmica para ilustrar geo-
metricamente o conceito de integral de uma func¸a˜o num intervalo e a sua
aproximac¸a˜o pela medida da a´rea sob o gra´fico de func¸o˜es seccionalmente
constantes.
Na Figura 14 apresentamos o aspeto de um Applet constru´ıdo para efeitos
do estudo do conceito de integral no contexto de um polino´mio cu´bico. O
Applet interativo propriamente dito pode ser explorado no enderec¸o
http://www.univ-ab.pt/~fcosta/cadeiras/materiais/integralf.html
e a sua construc¸a˜o e´ descrita no Apeˆndice.
Se o nosso objetivo na˜o for tanto a explorac¸a˜o do conceito, mas apenas
o ca´lculo de um determinado integral (para, por exemplo, nos certificarmos
que a resoluc¸a˜o de um determinado exerc´ıcio esta´ correta) podemos tambe´m
usar os software SAGE ou WolframAlphar, que ja´ descrevemos brevemente
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Figura 14: Imagem de um Applet construido em GeoGebra4 para ilustrar o
conceito de integral de um polino´mio cu´bico e a sua aproximac¸a˜o por func¸o˜es
seccionalmente constantes
na Subsecc¸a˜o 1.4. A instruc¸a˜o a utilizar e´ a mesma em ambos os sistemas
e e´ muito parecida com a que e´ utilizada para o ca´lculo das primitivas. Por
exemplo: para calcular o valor de∫ 3
1
(x2 − 3x+ lnx)dx
digita-se a instruc¸a˜o
integral( x^2-3*x + ln(x), x, 1, 3).
Note-se que a u´nica diferenc¸a relativamente ao que vimos a propo´sito da
primitivac¸a˜o e´ que, agora, a seguir ao x (que continua a indicar a varia´vel
em relac¸a˜o a` qual estamos a integrar) e separado deste por uma v´ırgula,
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escrevemos, tambe´m separados por uma v´ırgula, os valores dos extremos de
integrac¸a˜o.
Exerc´ıcio 6 Recorrendo a` interpretac¸a˜o geome´trica do integral de uma func¸a˜o
cont´ınua positiva como a a´rea limitada superiormente pelo gra´fico da func¸a˜o e
inferiormente pelo eixo horizontal, ou recorrendo a` sua generalizac¸a˜o quando
a func¸a˜o pode mudar de sinal, calcule os seguintes integrais:
a)
∫ 4
1
xdx b)
∫ 1
−2
|x|dx, c)
∫ 1
−1
√
1− x2dx d)
∫ 3
−2
(|x− 1| − 2)dx.
Exerc´ıcio 7 Suponha que f e´ uma func¸a˜o cont´ınua, positiva21 e estrita-
mente crescente. Argumentando geometricamente mostre que
bf(b) = af(a) +
∫ b
a
f(x)dx+
∫ f(b)
f(a)
f−1(y)dy.
Exerc´ıcio 8 Considere uma part´ıcula movendo-se numa trajeto´ria retil´ınea
com uma velocidade dada por v(t) = 2 + t. Calcule o comprimento total
percorrido pela part´ıcula entre os instantes t = 0 e t = 4 e diga a que distaˆncia
do ponto de partida ela se encontra no instante final. Repita este exerc´ıcio
considerando agora v(t) = 2− t. Compare os resultados e comente.
Exerc´ıcio 9 Calcule os seguintes integrais encarando-os como o limite de
uma soma de a´reas de regio˜es retangulares adequadamente escolhidas:
a)
∫ 4
1
xdx, b)
∫ 1
0
x2dx, c)
∫ 1
0
exdx.
Exerc´ıcio 10 Use estimativas baseadas em a´reas de triaˆngulos escolhidos
adequadamente para mostrar que
π
24
<
∫ π/2
π/3
cosxdx <
π2
72
.
2.2 Propriedades do integral
Atendendo ao que foi discutido na subsecc¸a˜o anterior, assumiremos aqui a
seguinte definic¸a˜o intuitiva de integral
21As hipo´teses de continuidade e positividade na˜o sa˜o, de facto, necessa´rias, mas tornam
o argumento mais simples.
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Definic¸a˜o Intuitiva 1 Seja f : Df ⊂ R→ R uma func¸a˜o cont´ınua e na˜o-
negativa, e seja [a, b] ⊂ Df . Suponha que, para a regia˜o Ω = Ω(f ; a, b) ⊂ R2
limitada pelo gra´fico de f , o eixo dos tt e as retas t = a e t = b, faz sentido
o conceito de a´rea. Enta˜o, define-se o integral de f em [a, b] por
∫ b
a
f(t)dt := A´rea (Ω).
Com esta “definic¸a˜o intuitiva” de integral pressupo˜e-se que a noc¸a˜o de
a´rea faz sentido independentemente da de integral e que pode ser calculada
de modo independente, nomeadamente usando o processo de aproximac¸a˜o
da regia˜o por um nu´mero finito de retangulos e deixando esse nu´mero tender
para infinito, como foi apresentado em (14).
Assumindo a Definic¸a˜o 1 e as propriedades intuitivas da noc¸a˜o de a´rea e´
poss´ıvel concluir um conjunto aprecia´vel de propriedades do integral.
Proposic¸a˜o 9 Seja f : Df ⊂ R → R a func¸a˜o constante e igual a C > 0
num intervalo [a, b] ⊂ Df . Enta˜o
∫ b
a
f(t)dt = C × (b− a).
Demonstrac¸a˜o. O resultado e´ o´bvio porque a regia˜o Ω e´ um retaˆngulo cujo
lado horizontal tem comprimento b−a e cujo lado vertical tem comprimento
C. 
Este resultado tem a seguinte consequeˆncia o´bvia mas importante:
Corola´rio 2 Para qualquer func¸a˜o f : Df → R e qualquer a ∈ Df , tem-se∫ a
a
f(t)dt = 0.
Demonstrac¸a˜o. O resultado e´ uma consequeˆncia imediata da Proposic¸a˜o 9
porque no intervalo (degenerado) [a, a] qualquer func¸a˜o f e´ constante e igual
a f(a). Portanto, aplicando a Proposic¸a˜o 9,
∫ a
a
f(t) = f(a)× (a− a) = 0. 
Os dois resultados seguintes sa˜o consequeˆncias imediatas das propriedades
intuitivas da noc¸a˜o de a´rea, a saber: a a´rea do todo e´ maior que a a´rea das
partes e, mais particularmente, a a´rea da regia˜o do plano constituida pela
reunia˜o de duas regio˜es que na˜o se intersetam (com poss´ıvel excec¸a˜o da sua
fronteira) e´ igual a` soma das a´reas de cada uma delas.
Proposic¸a˜o 10 Sejam f : Df ⊂ R → R, g : Dg ⊂ R → R duas func¸o˜es
cont´ınuas e na˜o-negativas tais que g(t) 6 f(t) num intervalo [a, b] ⊂ Df∩Dg.
Enta˜o
∫ b
a
g(t)dt 6
∫ b
a
f(t)dt.
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Figura 15: Ilustrac¸a˜o geome´trica das Proposic¸o˜es 10 (a` esquerda) e 11 (a`
direita).
Proposic¸a˜o 11 Seja f : Df ⊂ R→ R uma func¸a˜o cont´ınua e na˜o-negativa
em [a, b] ⊂ Df . Enta˜o, para qualquer c ∈ [a, b] tem-se∫ b
a
f(t)dt =
∫ c
a
f(t)dt+
∫ b
c
f(t)dt.
Seja a < b. Sendo [a, b] um subconjunto do domı´nio de uma func¸a˜o
cont´ınua e na˜o-negativa f , convenciona-se que∫ a
b
f(t)dt := −
∫ b
a
f(t)dt.
Com esta convenc¸a˜o a igualdade da Proposic¸a˜o 11 permanece va´lida
quaisquer que sejam a, b e c em algum intervalo do domı´nio de f . De facto,
se tivermos a < b < c enta˜o∫ c
a
f(t)dt+
∫ b
c
f(t)dt =
∫ c
a
f(t)dt−
∫ c
b
f(t)dt =
∫ b
a
f(t)dt,
onde a primeira igualdade vem da convenc¸a˜o e a segunda igualdade da
aplicac¸a˜o da Proposic¸a˜o 11 com b e c trocados.
Uma important´ıssima consequeˆncia das Proposic¸o˜es 9 a 11 e´ a linearidade
do integral:
Proposic¸a˜o 12 Sejam f, g duas func¸o˜es reais cont´ınuas e na˜o-negativas,
definidas num conjunto contendo o intervalo [a, b]. Seja c ∈ R+ uma cons-
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tante arbitra´ria. Enta˜o∫ b
a
(f(t) + g(t))dt =
∫ b
a
f(t)dt+
∫ b
a
g(t)dt, (15)∫ b
a
cf(t)dt = c
∫ b
a
f(t)dt. (16)
Nesta altura e´ conveniente estender a Definic¸a˜o Intuitiva que temos estado
a usar tambe´m ao caso de func¸o˜es cont´ınuas negativas. Ja´ vimos na pa´gina 47
que a u´nica coisa que se passa e´ que, se f(t) < 0 em [a, b], enta˜o, por definic¸a˜o
∫ b
a
f(t)dt := −
∫ b
a
(−f(t))dt.
Com esta definic¸a˜o a restric¸a˜o que temos feito ate´ ao momento sobre o sinal
positivo das func¸o˜es deixa de ser necessa´ria e a relac¸a˜o (16) passa a ser va´lida
para qualquer constante real c, e na˜o apenas para constantes positivas.
Uma consequeˆncia imensamente importante de (16) com c ∈ R e da
Proposic¸a˜o 10 e´ o seguinte resultado
Proposic¸a˜o 13 Seja f : Df ⊂ R → R uma func¸a˜o cont´ınua e com sinal
constante, e seja [a, b] ⊂ Df . Enta˜o∣∣∣∣
∫ b
a
f(t)dt
∣∣∣∣ 6
∫ b
a
|f(t)|dt (17)
Demonstrac¸a˜o. Relembrando as propriedades dos mo´dulos, sabe-se que,
para qualquer x ∈ Df , tem-se −|f(x)| 6 f(x) 6 |f(x)|. Portanto, pela
Proposic¸a˜o 10 (na sua versa˜o generalizada a func¸o˜es negativas),
∫ b
a
(
−|f(t)|
)
dt 6
∫ b
a
f(t)dt 6
∫ b
a
|f(t)|dt.
Usando (16) com c = −1 e |f | em vez de f , o integral do membro esquerdo
destas desigualdade e´ igual a − ∫ b
a
|f(t)|dt e as desigualdades ficam
−
∫ b
a
|f(t)|dt 6
∫ b
a
f(t)dt 6
∫ b
a
|f(t)|dt,
que e´ equivalente a (17). 
Por u´ltimo, para terminar esta subsecc¸a˜o, apresentaremos dois resultados
que, tais como a Proposic¸a˜o 13, sa˜o de enorme utilidade para a teoria e as
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aplicac¸o˜es dos integrais. Ambos esta˜o relacionados com a noc¸a˜o de valor
me´dio de uma func¸a˜o num intervalo.
Recordemos primeiro a noc¸a˜o de valor me´dio ja´ conhecida. Se tivermos
um conjunto de valores nume´ricos {a1, a2, . . . , aN}, o seu valor me´dio e´ defi-
nido por
µ :=
a1 + a2 + · · ·+ aN
N
=
∑N
j=1 aj
N
.
Ou seja, µ e´ o valor comum que deveria ter cada um dos aj , na hipo´tese de
serem todos iguais, de modo a que o valor total, que passaria a ser µ × N ,
permanecesse igual ao inicial a1+a2+ · · ·+aN . Geometricamente a situac¸a˜o
e´ ilustrada na parte esquerda da Figura 16. Note que a ilustrac¸a˜o na parte
direita da Figura 16 traduz exatamente o mesmo conceito: no esboc¸o da
direita as quantidades aj sa˜o representados pelas a´reas dos retangulos aj × 1
ao passo que no esboc¸o da esquerda sa˜o pelos comprimentos dos segmentos
de reta.
Figura 16: Ilustrac¸a˜o geome´trica da me´dia µ de um conjunto discreto
{a1, · · · , aN}.
Isto sugere que, no caso de uma func¸a˜o definida em [a, b] e que para a
qual exista o integral neste intervalo22, faz sentido definir o seu valor me´dio
do seguinte modo:
Seja f : Df ⊂ R → R uma func¸a˜o integra´vel em [a, b] ⊂ Df . O valor
me´dio de f em [a, b] e´ o nu´mero real definido por
f :=
1
b− a
∫ b
a
f(t)dt.
22Ate´ ao momento temos assumido continuidade das func¸o˜es. Indicaremos em breve que
esta condic¸a˜o pode ser apreciavelmente relaxada, por exemplo considerando func¸o˜es que
tenham um nu´mero finito de pontos de descontinuidade.
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A interpretac¸a˜o geome´trica desta definic¸a˜o e´ ana´loga a` que vimos anteri-
ormente: e´ o valor real f para o qual a a´rea do retaˆngulo f × (b− a) e´ igual
a` a´rea
∫ b
a
f(t)dt. A Figura 17 pretende ilustrar esta situac¸a˜o.
Figura 17: Ilustrac¸a˜o geome´trica da me´dia f de f(t) no intervalo [a, b].
O seguinte resultado e´ importante, mas absolutamente o´bvio: garante-
nos que se os valores de uma func¸a˜o esta˜o num determinado intervalo, enta˜o
o seu valor me´dio tem de estar, tambe´m, no mesmo intervalo:
Proposic¸a˜o 14 Seja f : Df ⊂ R → R uma func¸a˜o cont´ınua e com sinal
constante, e seja [a, b] ⊂ Df . Sejam m e M duas constantes tais que m 6
f(t) 6M, ∀t ∈ [a, b]. Enta˜o m 6 f 6M.
Demonstrac¸a˜o. Usando a hipo´tese e a Proposic¸a˜o 10 obte´m-se∫ b
a
mdt 6
∫ b
a
f(t)dt 6
∫ b
a
Mdt
e, como m e M sa˜o constantes, os integrais dos membros esquerdo e direito
desta cadeia de desigualdades sa˜o, pela Proposic¸a˜o 9, iguais a m(b − a) e
M(b−a), respetivamente. Dividindo as desigualdades acima por b−a obte´m-
se o resultado pretendido. 
Esta proposic¸a˜o tem a seguinte consequeˆncia importante:
Proposic¸a˜o 15 (Teorema do Valor Me´dio) Seja f : Df ⊂ R→ R uma
func¸a˜o cont´ınua e com sinal constante, e seja [a, b] ⊂ Df . Enta˜o, existe pelo
menos um ponto c ∈ [a, b] tal que f(c) = f, ou, de modo equivalente,∫ b
a
f(t)dt = f(c)(b− a).
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Demonstrac¸a˜o. Sendo [a, b] um intervalo fechado e f uma func¸a˜o cont´ınua,
o Teorema de Weierstrass garante-nos que f tem ma´ximo e mı´nimo em
[a, b], ou seja, existem xM e xm em [a, b] tais que, para qualquer t ∈ [a, b],
f(xm) 6 f(t) 6 f(xM ). Enta˜o, a Proposic¸a˜o 14 permite afirmar que f(xm) 6
f 6 f(xM ). Mas, como f e´ cont´ınua, o teorema de Bolzano (ou do valor
interme´dio) permite concluir que existe pelo menos um c ∈ [a, b] tal que
f(c) = f , como pretend´ıamos. 
Observac¸a˜o 1 Antes de terminarmos esta subsecc¸a˜o e´ importante obser-
var o seguinte: suponhamos que temos uma func¸a˜o num intervalo [a, b] que
e´ limitada, tem um nu´mero finito de pontos de descont´ınuidade, tj, e nos
intervalos entre os pontos tj a func¸a˜o tem um nu´mero finito de mudanc¸as de
sinal, isto e´, em cada intervalo ]tj , tj+1[ existem um nu´mero finito de pontos
cjk tais que em cada um dos intervalos [c
j
k, c
j
k+1] a func¸a˜o tem um sinal fixo
(f > 0, ou f 6 0). E´ natural estender a este tipo de func¸o˜es a definic¸a˜o
intuitiva de integral com que temos vindo a trabalhar e escrever
∫ b
a
f(t)dt :=
∑
j
∑
k
∫ cj
k+1
cj
k
f(t)dt. (18)
Note-se que em cada um dos integrais no membro direito de (18) a func¸a˜o e´
cont´ınua e tem sinal fixo. A definic¸a˜o acima e as propriedades va´lidas para os
integrais que existem no membro direito permitem-nos estender essas mesmas
propriedades para esta classe mais vasta de func¸o˜es.
Exerc´ıcio 11 Seja f uma func¸a˜o definida e limitada numa vizinhanc¸a de
um determinado ponto c. Mostre que
lim
ε→0
∫ c+ε
c−ε
f(x)dx = 0.
Exerc´ıcio 12 Atendendo a`s propriedades da func¸a˜o seno e usando o facto
de que
∫ π
0
sen xdx = 2, calcule os seguintes integrais:
a)
∫ 2π
0
sen xdx, b)
∫ 2π
0
| sen x|dx, c)
∫ π/2
0
sen xdx.
Exerc´ıcio 13 Se num determinado dia a temperatura me´dia entre as 8h00
e as 12h00 foi de 15◦C e entre as 12h00 e as 18h00 foi de 20◦C, qual foi a
temperatura me´dia entre as 8h00 e as 18h00?
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Exerc´ıcio 14 Determine os valores me´dios das seguintes func¸o˜es nos con-
juntos indicados:
a) f(x) = x, em [a, b] com a < b,
b) g(x) = |x|, em [−N,N ], com N ∈ N,
c) h(x) =
√
9− x2, no seu domı´nio.
2.3 O Teorema Fundamental e a fo´rmula de Barrow
Nesta subsecc¸a˜o iremos apresentar dois dos mais importantes resultados na
teoria do integral, justamente chamados, em alguns textos (por exemplo em
[2]), as duas verso˜es do “Teorema Fundamental”. Aqui seguiremos a nomen-
clatura, tambe´m usual, de chamar a um deles o “Teorema Fundamental” e ao
outro a “Fo´rmula (ou Regra) de Barrow”. Ambos dizem respeito a` relac¸a˜o
entre a derivac¸a˜o e a integrac¸a˜o: o primeiro trata da derivada do integral, o
segundo do integral da derivada.
Consideremos uma func¸a˜o f : Df ⊂ R → R e fixemos um ponto a de
Df . Assumindo que f esta´ definida, e´ limitada e e´ integra´vel num intervalo
I ⊂ Df que conte´m o ponto a, podemos definir a func¸a˜o
F (x) :=
∫ x
a
f(t)dt, (19)
tendo por domı´nio DF o intervalo constituido pelos reais x ∈ Df ⊂ R tais
que f e´ limitada em [a, x], se x > a, ou em [x, a], se x 6 a.
A` func¸a˜o dada por (19) chama-se integral indefinido de f .
Um primeiro resultado nota´vel sobre o integral indefinido e´ apresentado
na proposic¸a˜o seguinte que estabelece a sua continuidade. Note-se que na˜o
se requer que f seja cont´ınua, mas apenas limitada. A Figura 18 pretende
ilustrar geometricamente a continuidade de F : e´ geometricamente evidente
que F (x)− F (x0)→ 0 quando x→ x0.
Proposic¸a˜o 16 Seja f : Df ⊂ R → R uma func¸a˜o limitada tal que o seu
integral indefinido (19) esta´ bem definido. Enta˜o o seu integral indefinido e´
uma func¸a˜o cont´ınua.
Demonstrac¸a˜o. Pretendemos mostrar que F (x) → F (x0) quando x → x0,
para qualquer x0 ∈ DF . Suponhamos que x > x0 (o argumento e´ absoluta-
mente ana´logo se x < x0 e este caso pode ser deixado como exerc´ıcio). Enta˜o,
pelas propriedades do integral estudadas anteriormente, tem-se
F (x)− F (x0) =
∫ x
a
f(t)dt−
∫ x0
a
f(t)dt =
∫ x
x0
f(t)dt.
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Figura 18: Ilustrac¸a˜o geome´trica da continuidade de F , integral indefinido
de f . A a´rea da regia˜o a ponteado e´ igual a F (x)− F (x0).
Aplicando mo´dulos a esta expressa˜o e usando a Proposic¸a˜p 13 e (16) obte´m-se
0 6 |F (x)− F (x0)| =
∣∣∣∣
∫ x
x0
f(t)dt
∣∣∣∣ 6
∫ x
x0
|f(t)|dt 6M
∫ x
x0
1dt =M(x − x0),
(20)
onde M e´ o ma´ximo de |f(x)|, cuja existeˆncia e´ assegurada pela hipo´tese de
f ser limitada. Consequentemente, tomando uma qualquer sucessa˜o xn → x0
quando n→ +∞, conclui-se que
0 6 |F (xn)− F (x0)| 6M(xn − x0)→M × 0 = 0.
Este resultado, juntamente com o ana´logo va´lido quando x < x0 prova o
pretendido e, portanto, a continuidade de F em x0. 
Observac¸a˜o 2 Tendo considerado na demonstrac¸a˜o da Proposic¸a˜o 16 o
caso x < x0 ter-se-ia obtido uma desigualdade que, conjuntamente com (20),
permite escrever
∀x, x0 ∈ DF , |F (x)− F (x0)| 6 M |x− x0|. (21)
Ora esta desigualdade significa que o integral indefinido de f e´, de facto, uma
func¸a˜o mais regular do que apenas cont´ınua: e´ uma func¸a˜o Lipschitz.
Relembra-se que uma func¸a˜o F diz-se Lipschitz num ponto x0 se satisfaz
exatamente a condic¸a˜o (21) (mantendo o x0 fixo). Esta condic¸a˜o e´ mais exi-
gente do que a continuidade (embora mais fraca do que a diferenciabilidade):
por exemplo, a func¸a˜o f(x) =
√|x| e´ cont´ınua em x = 0 mas na˜o e´ Lips-
chitz, nem diferencia´vel, nesse ponto (porqueˆ?); por outro lado, f(x) = |x| e´
cont´ınua e Lipshitz em todos os pontos, mas na˜o e´ diferencia´vel em x = 0.
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A Proposic¸a˜o 16 e a Observac¸a˜o 2 apontam para um facto nota´vel: o inte-
gral indefinido de uma func¸a˜o limitada f, que na˜o tem de ser sequer cont´ınua,
resulta ser uma func¸a˜o que e´ ate´ mais regular do que apenas cont´ınua. E´
natural esperar que esta propriedade de regularizac¸a˜o possa ser estendida: o
que acontecera´ a` regularidade de F se tomarmos agora func¸o˜es f cont´ınuas?
A resposta e´ o justamente denominado “Teorema Fundamental” (do ca´lculo
integral) que veremos de seguida:
Proposic¸a˜o 17 (Teorema Fundamental) Seja f : Df ⊂ R → R uma
func¸a˜o limitada tal que o seu integral indefinido (19) esta´ bem definido. Seja
x0 um ponto do domı´nio de F . Enta˜o, se f for cont´ınua em x0, F sera´
diferencia´vel em x0 e F
′(x0) = f(x0).
Em particular, se f for cont´ınua em DF , enta˜o F e´ a´ı diferencia´vel e e´
uma primitiva de f .
Demonstrac¸a˜o. Seja x um qualquer ponto deDF . Pela definic¸a˜o do integral
indefinido e do valor me´dio, pode-se escrever
F (x)− F (x0)
x− x0 =
1
x− x0
∫ x
x0
f(t)dt = f.
No contexto em que nos situamos as func¸o˜es em causa teˆm um nu´mero finito
de pontos de descontinuidade (cf. pa´gina 56). Portanto, escolhendo um ponto
x0 onde f e´ cont´ınua, podemos sempre escolher x ta˜o pro´ximo de x0 de modo
tal que o intervalo de extremos x0 e x na˜o tem pontos de descontinuidade
de f. Portanto, pelo Teorema do Valor Me´dio, sabemos que existe um ponto
cx, entre x0 e x, tal que f = f(cx). Como cx esta´ entre x0 e x tem-se que
cx → x0 quando x → x0, e pela continuidade de f em x0 temos tambe´m
f(cx)→ f(x0). Podemos, enta˜o, escrever
lim
x→x0
F (x)− F (x0)
x− x0 = limx→x0 f(cx) = f(x0),
o que mostra que F e´ diferencia´vel em x0 e a sua derivada e´ igual a f(x0).
A afirmac¸a˜o final do Teorema Fundamental e´ uma mera consequeˆncia do
facto de que, quando a func¸a˜o f e´ cont´ınua em DF , o ponto x0 pode ser
escolhido arbitrariamente em DF . 
O Teorema Fundamental e´, naturalmente, fundamental! Informa-nos so-
bre a derivada do integral (indefinido). O resultado que veremos de seguida
trata do integral da derivada.
De facto, ja´ vimos na pa´gina 40, qual a relac¸a˜o entre a posic¸a˜o e a ve-
locidade de um mo´vel. Atendendo a`s Figuras 5 e 6 e ao que foi discutido
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nessa altura, podemos afirmar que, no contexto dos problemas envolvendo
velocidades e deslocamentos, deve ter-se
x(t) = x(0) +
∫ t
0
v(s)ds,
ou seja, o valor do integral de v(s) entre dois valores 0 e t do tempo s e´ igual
a` diferenc¸a entre os valores de x(s) (que, recorde-se, e´ uma primitiva de v(s))
entre esses mesmos instantes. Como v(s) = dx(s)
ds
a expressa˜o acima pode ser
reescrita na forma do integral de uma derivada:∫ t
0
dx(s)
ds
ds = x(t)− x(0).
Esta e´ uma maneira de escrever a fo´rmula de Barrow, que estudaremos
de seguida. E´ poss´ıvel provar uma versa˜o ligeiramente mais geral do que
aquela que iremos considerar, mas, para os objetivos deste texto esta versa˜o
e´ a mais adequada.
Proposic¸a˜o 18 (Fo´rmula de Barrow) Sejam f, F : D ⊂ R → R duas
func¸o˜es limitadas tais que, em [a, b] ⊂ D, f e´ cont´ınua e F ′ = f . Enta˜o∫ b
a
f(t)dt = F (b)− F (a). (22)
Demonstrac¸a˜o. Como, por hipo´tese, f e´ cont´ınua, o Teorema Fundamental
permite-nos afirmar que o integral indefinido
∫ x
a
f(t)dt e´ uma primitiva de f .
Por hipo´tese, F e´ outra primitiva de f . Enta˜o, pela Proposic¸a˜o 1.2, tem-se
que existe uma constante c tal que F (x) =
∫ x
a
f(t)dt + c, ∀x ∈ [a, b]. Mas
enta˜o
F (b)− F (a) =
(∫ b
a
f(t)dt+ c
)
−
(∫ a
a
f(t)dt+ c
)
=
∫ b
a
f(t)dt,
como pretend´ıamos mostrar. 
Observac¸a˜o 3 A fo´rmula de Barrow e´ um dos resultados mais u´teis no
ca´lculo integral, em particular para as suas aplicac¸o˜es mais elementares, ao
permitir relacionar integrais e primitivas e, deste modo, fornecendo um po-
tent´ıssimo instrumento para o ca´lculo de integrais de func¸o˜es. De facto,
a u´nica alternativa23 para calcular o integral de uma func¸a˜o num intervalo
23A u´nica que vimos neste texto: ha´, obviamente, muitas outras, no aˆmbito da Ana´lise
Nume´rica e da Ana´lise Assinto´tica, que saem claramente fora do aˆmbito deste texto.
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consiste em aproximar a(s) a´rea(s) limitadas entre o gra´fico da func¸a˜o e o
eixo horizontal pela a´rea de uma regia˜o constituida por um nu´mero finito
de retangulos, e passar ao limite quando nu´mero de retangulos tende para
infinito. Isto e´ extraordina´riamente trabalhoso mesmo para func¸o˜es relati-
vamente simples, pelo que a fo´rmula de Barrow, quando e´ aplica´vel, e´ um
auxiliar precioso, embora exija que saibamos primitivar a func¸a˜o em causa.
Observac¸a˜o 4 A fo´rmula de Barrow encerra tambe´m um perigo potencial:
a sua extrema utilidade pra´tica leva a que, frequentemente, os utilizadores da
Matema´tica (e, em particular, os estudantes) esquec¸am que a sua utilizac¸a˜o
requer que sejam satisfeitas determinadas condic¸o˜es e, em particular, que sai-
bamos calcular as primitivas envolvidas. Se estas na˜o existirem, na˜o forem
conhecidas, ou se na˜o for poss´ıvel expressa´-las em termos de func¸o˜es conhe-
cidas, a utilidade da fo´rmula de Barrow e´ grandemente reduzida e ha´ o perigo
(bem real!) do utilizador descuidado encarar tal ignoraˆncia ou impossibili-
dade como indicando a na˜o existeˆncia do integral em causa. Essencialmente,
o que acontece e´ que, tipicamente, a repetida utilizac¸a˜o da fo´rmula de Barrow
para calcular integrais leva a esquecer que o integral e´, fundamentalmente,
uma espe´cie de soma e este facto e´ independente e muito mais geral do que
a existeˆncia de primitivas das func¸o˜es que esta˜o a ser integradas.
Observac¸a˜o 5 Para terminar esta subsecc¸a˜o, voltemos a` questa˜o da primi-
tivac¸a˜o de e−t
2
. Conclu´ımos na Subsecc¸a˜o 1.5 que a primitiva desta func¸a˜o
na˜o pode ser escrita em termos das func¸o˜es elementares da Ana´lise (cf.
Exemplo 18). No entanto, como sabemos pelo Teorema Fundamental, os
seus integrais indefinidos sa˜o suas primitivas. Portanto, uma primitiva de
e−t
2
e´, por exemplo24,
∫ x
0
e−t
2
dt.
Esta func¸a˜o e´ de tal modo importante em diversas a´reas da Matema´tica
e suas aplicac¸o˜es que tem um nome e, para muitos aspetos, e´ considerada
ta˜o “elementar” como os senos ou os cossenos. De facto, por razo˜es que na˜o
sa˜o para no´s relevantes, na˜o e´ exatamente a primitiva indicada que tem um
nome tradicional, mas o seu produto pela constante 2√
π
o qual e´ chamado a
“func¸a˜o erro”:
erf(x) :=
2√
π
∫ x
0
e−t
2
dt.
Exerc´ıcio 15 Prove as afirmac¸o˜es feitas na Observac¸a˜o 2.
24O facto do extremo inferior de integrac¸a˜o ser igual a 0 na˜o tem nenhum papel funda-
mental: qualquer outro nu´mero real originaria uma outra primitiva que diferiria desta por
uma constante aditiva (prove isto!)
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Exerc´ıcio 16 Suponha que f : R → R e´ uma func¸a˜o cont´ınua conhecida e
assuma-se que se sabe que func¸a˜o F : R→ R e´ definida por
F (x) =
∫ x
0
x2f(t)dt.
Prove que F e´ diferencia´vel e escreva uma expressa˜o para F ′.
Exerc´ıcio 17 Mostre que a func¸a˜o definida em R+ pela expressa˜o
F (x) =
∫ x
0
1
1 + t2
dt+
∫ 1/x
0
1
1 + t2
dt
e´ constante. Aproveite este resultado para mostrar que o limite
lim
x→+∞
∫ x
0
1
1 + t2
dt
existe e para calcular o seu valor.
Exerc´ıcio 18 Calcule os seguintes integrais:
a)
∫ 4
1
xdx, b)
∫ 1
0
x2dx, c)
∫ 1
0
exdx,
d)
∫ 2π
0
sen2 xdx, e)
∫ 1
−1
(t2 + 1)2dt, f)
∫ x
0
(1 + t + t2)dt,
g)
∫ 3
2
x+ 1√
x2 + 2x+ 3
dx, h)
∫ e
1
1
x
dx, i)
∫ 4√x
0
3
√
tdt.
Exerc´ıcio 19 Calcule as a´reas das regio˜es do plano representadas nas figuras
seguintes:
a) b)
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c) d)
Exerc´ıcio 20 Cada uma das figuras seguintes representa o gra´fico de uma
func¸a˜o f : R→ R, que se supo˜e nula fora da regia˜o apresentada. Para cada
uma destas func¸o˜es, esboce o gra´fico do integral indefinido
F (x) =
∫ x
0
f(t)dt.
a) b)
Exerc´ıcio 21 Considere um corpo de massa m que cai na atmosfera de uma
altura elevada (mas na˜o ta˜o elevada que a acelerac¸a˜o da gravidade se desvie
significativamente do seu valor padra˜o ao n´ıvel do mar, g = 9, 8ms−2). A`
forc¸a da gravidade opo˜e-se a resisteˆncia do ar, aproximadamente proporcio-
nal a` velocidade (e em sentido oposto ao desta), com constante de proporcio-
nalidade k. A forc¸a que atua no corpo e´, enta˜o, F = mg−kv, onde v = v(t)
e´ a velocidade da queda no instante t. A lei de Newton diz-nos que
m
dv
dt
= mg − kv.
Supondo que o corpo e´ simplesmente largado de uma grande altura no instante
inicial t = 0, determine a expressa˜o da sua velocidade em func¸a˜o do tempo
de queda, v(t), e mostre que a velocidade tende a ficar constante a` medida
que o tempo aumenta. O valor limite da velocidade de queda designa-se,
em F´ısica, por velocidade terminal. Calcule o valor da velocidade terminal
em func¸a˜o dos paraˆmetros do problema (i.e., de m, g e k). Considerando
que, para efeitos pra´ticos, se atinge a velocidade terminal quando o valor da
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velocidade na˜o difere mais do que 1% do valor do limite, verifique em qual
(ou quais) das situac¸o˜es seguintes um corpo de massa igual a 20Kg, sobre o
qual a resisteˆncia do ar corresponde a uma constante k = 0, 75Nsm−1, atinge
a velocidade de queda antes de bater no solo:
a) corpo largado de 100 m b) corpo largado de 500 m
c) corpo largado de 1000 m d) corpo largado de 2000 m
3 Breves orientac¸o˜es bibliogra´ficas
Como se afirmou no Resumo inicial, este texto teve como objetivo o re-
frescamento e a atualizac¸a˜o de conhecimentos sobre primitivas e integrais
de func¸o˜es reais de uma varia´vel real por parte de professores do Ensino Se-
cunda´rio, tendo presente a abordagem destas tema´ticas no Programa e Metas
Curriculares em vigor. Como tambe´m foi a´ı referido, alguns dos to´picos abor-
dados (assinalados com asteriscos) va˜o para ale´m destes mı´nimos. Apesar
disso, muitas tema´ticas relevantes para o estudo avanc¸ado das primitivas e
integrais (tipicamente de n´ıvel ja´ claramente universita´rio) continuam ausen-
tes deste texto, desde logo o important´ıssimo problema da definic¸a˜o rigorosa
e de condic¸o˜es de existeˆncia do integral (de Riemann). O leitor interessado
devera´ consultar, por exemplo, os textos [2, 3, 13, 16] das Refereˆncias.
Para uma abordagem da primitivac¸a˜o e integrac¸a˜o escrita para alunos
do Ensino Secunda´rio, o texto de Jose´ Sebastia˜o e Silva [14] continua a ser
uma obra preciosa como orientac¸a˜o para qualquer professor que va´ lecionar
a este n´ıvel. O recente livro de Joa˜o Paulo Santos [13], apesar de escrito para
alunos do primeiro ano da universidade, e´ um texto cientificamente excelente
e com soluc¸o˜es pedago´gicas muito interessantes, cuja leitura da parte sobre
primitivas e integrais podera´ ser bene´fica tambe´m para a lecionac¸a˜o na fase
final do Ensino Secunda´rio. Os exerc´ıcios existente no presente texto foram
retirados de, ou inspirados em, exerc´ıcios existentes nestas duas obras.
Os restantes textos listados nas Refereˆncias sa˜o obras que foram utilizadas
mais localizadamente no presente trabalho e que foram citadas na altura
apropriada.
Claro que a teoria do integral na˜o terminou com o integral de Riemann.
As fundamentais contribuic¸o˜es de Henri Lebesgue no in´ıcio do Se´culo XX
constituiram uma verdadeira revoluc¸a˜o na teoria da integrac¸a˜o e serviram de
base a todas as atuais teorias do integral utilizadas na Ana´lise Matema´tica
e demais a´reas da Matema´tica, mas isto e´ claramente uma outra “histo´ria”
que necessitaria de uma outra ocasia˜o para ser contada. Os mais curiosos
pela histo´ria da evoluc¸a˜o das ideias sobre o integral podera˜o gostar de ler o
nota´vel livro [6].
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Apeˆndice: construc¸a˜o do Applet da Figura 14
O Applet ilustrado na Figura 14 foi constru´ıdo usando o software GeoGebra4. A
sua construc¸a˜o na˜o envolve qualquer dificuldade essencial e na˜o e´ especialmente
sofisticada. Para benif´ıcio do leitor menos proficiente em GeoGebra4 indicam-se a
seguir os principais passos usados para constru´ı-lo.
1. Criar seletores a, b, c, d, T todos de −4 a 4
e incremento 0.05
2. No campo “Input” introduzir
f(x)=a*(x-T)^3+b*(x-T)^2+c*(x-T)+d
3. Criar seletor n de 1 a 250 e incremento 1
4. Criar dois “Point on Object” no eixo dos xx, a1 e a2
5. No campo “Input” introduzir:
SS=UpperSum[f, x(a1), x(a2), n]
SS=LowerSum[f, x(a1), x(a2), n]
Int=Integral[f, x(a1), x(a2)]
6. No campo “Input” introduzir x1=x(a1) e x2=x(a2)
7. Criar os seguintes treˆs textos dinaˆmicos:
(1) Soma Superior = SS
(2) Soma Inferior = SI
(3) Selecionar “LaTeX formula” e escrever:
\int_{ x1 }^{ x2 }( f )dx= Int
8. No menu “File” fac¸a “save” e “Export / Dynamic Worksheet
as Webpage (html)” e depois selecione “Export as Webpage”
e preencha os campos adequados
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