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FIXED EFFECT MODEL PADA REGRESI DATA PANEL 
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Abstrak: Pengamatan terhadap perlakuan dalam bidang pendidikan 
maupun bidang lainnya, tidak cukup jika diamati hanya pada waktu 
bersamaan saja, melainkan perlu diamati pada beberapa periode 
waktu. Untuk itu, diperlukan data yang merupakan data gabungan 
antara data cross section dan time series yang disebut data panel. 
Variabel respon dan variabel bebas pada data cross section dan unit 
time series dihubungkan dengan metode regresi. Regresi dengan 
menggunakan data panel disebut regresi panel. Terdapat tiga 
pendekatan yang dapat digunakan pada regresi data panel, salah 
satunya pendekatan efek tetap yang selanjutnya disebut Fixed Effect 
Model (FEM). 
 
Kata kunci: Fixed Effect Model (FEM); Ordinary Least Square; Regresi 
Data Panel 
 
 
A. PENDAHULUAN  
Pengamatan terhadap perlakuan dalam bidang pendidikan maupun 
bidang lainnya, tidak cukup jika diamati hanya pada waktu bersamaan 
saja, perlu ditentukan pengamatan pada beberapa periode waktu. Untuk 
itu, diperlukan data yang merupakan data gabungan antara data cross 
section dan time series yang disebut data panel. Menurut Baltagi (2005), 
terdapat beberapa keuntungan menggunakan data panel. Keuntungan 
tersebut adalah data lebih informatif, lebih bervariasi, lebih efisien, dapat 
menghindari masalah multikolinearitas, lebih unggul dalam mempelajari 
perubahan yang dinamis, lebih dapat mengukur pengaruh-pengaruh yang 
tidak dapat diobservasi pada data cross section murni dan time series 
murni, serta dengan membuat data tersedia dalam jumlah lebih banyak, 
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data panel dapat meminimumkan bias yang dapat terjadi bila 
mengagregatkan individu ke dalam agregat yang luas. 
Variabel respon dan variabel bebas pada data cross section dan unit 
time series dihubungkan dengan metode regresi dimana hubungan 
tersebut digambarkan dalam bentuk estimasi yang membentuk suatu 
model tertentu. Regresi dengan menggunakan data panel disebut regresi 
data panel. Hasil analisis regresi dianggap berlaku pada semua unit 
pengamatan pada semua waktu. Metode ini sering disebut dengan 
common effect model (Winarno, 2007). Namun, asumsi ini memiliki 
kelemahan yaitu ketidaksesuaian model dengan keadaan yang 
sesungguhnya. Oleh karena itu, diperlukan suatu model yang dapat 
menunjukkan perbedaan antar unit pengamatan. Model ini disebut model 
regresi efek tetap yang selanjutnya disebut Fixed Effect Model (FEM). 
Pada common effect model, parameter diestimasi dengan 
menggunakan metode Ordinary Least Square (OLS) atau metode kuadrat 
terkecil. Pada model FEM, struktur komponen error dapat diabaikan 
sehingga parameter diestimasi juga dengan metode OLS tetapi dengan 
penambahan variabel dummy dalam proses estimasinya (Hsiao, 2002).   
Model regresi data panel merupakan salah satu model yang 
digunakan dalam ekonometrika. Model regresi data panel secara umum 
dapat dinyatakan pada persamaan (2.1). 
ititit uβxy  '   i = 1,…,n               t =1,…,T          (2.1) 
dimana yti adalah unit cross section ke-i untuk periode waktu ke-t, tix  
menunjukkan vektor observasi pada variabel independen berukuran 
1k , dan i (intersep) merupakan efek group/individu dari unit cross 
section ke-i yang bernilai konstan sepanjang waktu t atau bahkan 
berbeda-beda untuk setiap unit cross section ke-i. dan tiu  adalah error 
regresi untuk group ke-i untuk periode waktu ke-t. 
Secara umum, dengan menggunakan data panel akan dihasilkan 
intersep dan slope koefisien yang berbeda-beda pada setiap individu dan 
setiap periode waktu. Oleh karena itu, dalam mengestimasi (2.1) akan 
sangat tergantung pada asumsi yang dibuat tentang intersep, slope 
koefisien dan variabel gangguannya (Hsiao, 2000). Berikut asumsi 
tersebut. 
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1.  Intersep dan slope tetap sepanjang waktu dan individu serta perbedaan 
intersep dan slope dijelaskan oleh variabel gangguan. Modelnya 
dituliskan pada (2.1) 
2.  Slope tetap, tetapi intersep berbeda antar individu. Modelnya sebagai 
berikut. 
ititiit uβxy  '  i = 1,…,n    t =1,…,T          (2.2) 
3. Slope tetap, tetapi intersep berbeda baik antar waktu maupun antar 
individu. Modelnya sebagai berikut. 
itititit uβxy  '  i = 1,…,n    t =1,…,T          (2.3) 
4.  Intersep dan slope berbeda antar individu. Modelnya sebagai berikut. 
itiititit uβxy  '  i = 1,…,n    t =1,…,T                     (2.4) 
5.  Intersep dan slope berbeda antar waktu dan antar individu. Modelnya 
sebagai berikut. 
ititititit uβxy  '  i = 1,…,n    t =1,…,T          (2.5) 
Terdapat beberapa pendekatan dan metode estimasi pada model 
regresi data panel 
1. Common Effect Model 
Teknik yang paling sederhana dalam mengestimasi model regresi 
data panel adalah dengan mengkombinasikan data time series dan cross 
section lalu melakukan pendugaan (pooling). Data dikombinasikan tanpa 
memperhatikan perbedaan antar waktu dan antar individu. Pada 
pendekatan ini, digunakan metode OLS untuk mengestimasi model 
(Sukendar & Zainal, 2007).  
Pendekatan ini disebut estimasi common effect model atau pooled 
least square. Di setiap observasi terdapat regresi sehingga datanya 
berdimensi tunggal. Metode ini mengasumsikan bahwa nilai intersep 
masing-masing variabel adalah sama begitu pun dengan slope koefisien. 
Metode ini mudah, namun model bisa saja mendistorsi gambaran yang 
sebenarnya dari hubungan antara variabel dependen dan variabel 
independen antar unit cross section (Sukendar & Zainal, 2007). 
2. Fixed Effect Model 
Menurut Sukendar dan Zainal (2007), pada pendekatan model efek 
tetap, diasumsikan bahwa intersep dan slope (  ) dari persamaan regresi 
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(model) dianggap konstan baik antar unit cros section maupun antar unit 
time series. Satu cara untuk memperhatikan unit cross-section atau unit 
time-series adalah dengan memasukkan variabel boneka/semu (dummy 
variable) untuk mengizinkan terjadinya perbedaan nilai parameter yang 
berbeda-beda, baik lintas unit cross-section maupun antar unit time 
series. Pendekatan yang paling sering dilakukan adalah dengan 
mengizinkan intersep bervariasi antar unit cross-section namun tetap 
mengasumsikan bahwa slope koefisien adalah konstan antar unit cross-
section. Pendekatan ini dikenal dengan sebutan model efek tetap (fixed 
effect model/FEM) 
Adanya indeks i di intersep pada persamaan (2.1), menandakan 
bahwa intersep dari unit cross section berbeda. Perbedaan ini bisa 
disebabkan karena fitur khusus setiap unit cross-section. Dalam estimasi 
persamaan tersebut dilakukan dengan teknik variabel dummy pada 
persamaan (2.1) sehingga persamaan baru dapat dilihat pada persamaan 
(2.2). 
ititiit Dy   β'x      (2.6) 
dimana  ndddD ...21  merupakan variabel dummy untuk unit 
ke-i. (Greene, 2000). 
Oleh karena penggunaan teknik variabel dummy dalam proses 
regresi, maka FEM biasa juga disebut Least Square Dummy Variables 
(LSDV). Teknik variabel dummy bisa digunakan pada unit cross section or 
unit time series. 
3. Random Effect Model 
Dalam mengestimasi data panel melalui pendekatan FEM, variabel 
dummy menunjukkan ketidakpastian model yang digunakan. Untuk 
mengatasi masalah ini, digunakan variabel residual yang dikenal dengan 
pendekatan random effect model (REM). Ide dasar dari REM adalah 
mengasumsikan error bersifat random. REM diestimasi dengan metode 
Generalized Least Square (GLS). 
4. Metode Kuadrat Terkecil. 
Metode Ordinary Least square atau yang dikenal dengan metode 
kuadrat terkecil merupakan salah satu metode yang populer untuk 
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menduga nilai parameter dalam persamaan regresi linier. Metode ini tidak 
memerlukan asumsi distribusi. Pada prinsipnya metode ini 
meminimumkan jumlah kuadrat error dengan menurunkannya terhadap 
parameter secara parsial dan mengeset hasilnya sama dengan 0. Dengan 
demikian diharapkan nilai-nilai parameter yang didapat mendekati nilai 
yang sebenarnya. 
5. Pengujian Signifikansi Parameter. 
Pengujian signifikansi parameter pada regresi data panel pada 
dasarnya identik dengan pengujian signifikansi pada regresi linier 
berganda. Karena data panel berangkat dari analisis regresi linier 
berganda. Pengujian ini dimaksudkan untuk mengetahui apakah 
parameter yang terdapat dalam model regresi data panel telah 
menunjukkan hubungan yang tepat antara variabel independen dengan 
variabel dependen serta untuk mengetahui apakah model yang memuat 
parameter tersebut telah mampu menggambarkan keadaan data yang 
sebenarnya. Ada dua tahap pengujian parameter dalam regresi data 
panel, yaitu pengujian secara serentak (overall) dan pengujian secara 
parsial. 
 
B. METODE PENELITIAN  
 
C. TEMUAN DAN PEMBAHASAN  
1. Estimasi Parameter dengan Metode Kuadrat Terkecil 
Pada estimasi dengan metode OLS, estimator yang diperoleh adalah BLUE 
(Best Linier Unbiased Estimator) dengan parameter yang diestimasi adalah 
*
i danβ . Adapun kajian estimasinya sebagai berikut. 
misal, 


N
i
iiS
1
uu
'
dimana βXeyu iiii 
* sehingga diperoleh (4.1) 



N
i
iiS
1
uu
'
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Selanjutnya (4.1) diturunkan terhadap 
*
i , sehingga diperoleh (4.2) 
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Selanjutnya (4.2) disamakan dengan nol. Tahapannya sebagai berikut. 
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iii y Xβ'
*ˆ  Ni ,,2,1    (4.3) 
Setelah 
*ˆ
i  ditemukan, selanjutnya dilakukan estimasi parameter β . 
Langkah pertama yang dilakukan adalah (4.1) diturunkan terhadap β . 
Tahapannya sebagai berikut. 
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Selanjutnya (4.4) disamakan dengan nol sehingga diperoleh (4.5) 
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2. Estimasi Parameter dengan Metode Least Square Dummy Variabel 
Estimasi parameter dengan metode Least Square Dummy Variabel 
(LSDV) tidak berbeda jauh dengan metode OLS. Tahapannya sama dengan 
metode OLS, tetapi pada LSDV digunakan variabel dummy karena nilai 
observasi variabel untuk koefisien 
*
i  diambil dari variabel dummy. 
Selanjutnya, membuat persamaan yang ekuivalent dengan persamaan 
(4.1) dengan matriks transformasi yang berukuran T x T dan idempotent 
(Hsiao, 2002), yakni : 
'
1
eeQ
T
IT                      (4.6) 
Untuk menghilangkan efek individu
*
i agar dapat mengukur pengamatan 
individu sebagai deviasi dari means individu terhadap waktu, maka 
subsitusikan (4.6) pada (4.1) di kedua ruas persamaan, sedemikian hingga 
diperoleh persamaan (4.7) 
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iii uQβQXQy     ni ,,2,1              (4.7) 
dengan menggunakan tahapan dari metode estimasi OLS, maka 
parameter pada (4.7) dapat diestimasi, sebagai berikut. 
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Dari persamaan (4.7) diubah ke dalam bentuk seperti pada persamaan 
berikut. 
βQXQyuQ iii                                (4.8) 
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 . Dengan menurunkan secara parsial, 
maka diperoleh persamaan (4.9). Selanjutnya, (4.9) diturunkan terhadap 
β  sehingga diperoleh (4.10). Kemudian (4.10) disamakan dengan nol 
hingga ditemukan LSDVβˆ .  Tahapan analisis sebagai berikut.  
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Estimator kovarians dari LSDVβˆ  unbias dan konsisten ketika N or T atau 
keduanya infinit. Sehingga matriks varians kovarians-nya sebagai berikut. 
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D. SIMPULAN 
Berdasarkan hasil dan pembahasan yang telah diuraikan, maka 
kesimpulan yang dapat dibuat adalah estimasi parameter dengan 
pendekatan FEM pada regresi panel dapat menggunakan metode estimasi 
least square dummy variabel dimana posedur estimasinya identik dengan 
metode estimasi OLS. 
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