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Abstract
This paper details an existence and uniqueness theorem for solving an operator equation of the form F(x) = 0, where F is a
Gateaux differentiable operator defined on an open convex subset of a Banach space proved. From the main theorem, an earlier
theorem of Argyros follows as a consequence. Other corollaries constitute the semilocal versions of the theorems due to Ozban and
Weerakoon and Fernando in a general Banach space. Our main theorem leads to the existence of solutions for a class of nonlinear
Urysohn-type integral equations in the n-dimensional Euclidean space.
© 2007 Published by Elsevier Inc.
Keywords: Newton’s method; Banach space; Gateaux derivative; Hemicontinuity; Urysohn operator
1. Introduction
In this study, we are concerned with the problem of approximating a locally unique solution x∗ of the equation
F(x) = 0, where F is defined on an open convex subset D of a Banach space X with values in a Banach space Y . The
solution is obtained as the limit of the following sequence of iterates
xn+1 = xn −
(
λF ′xn + (1 − λ)F ′zn
)−1
F(xn) (1.1)
for some fixed λ ∈ [0,1]. It may be noted that for λ = 1, (1.1) reduces to the classical Newton’s method. Recently
Ozban [4] and Weerakoon and Fernando [5] obtained an interesting variant of Newton’s method for real-valued func-
tions of a real variable, under the strong assumption that at least the third derivative of F exists. However, neither
Ozban [4] nor Weerakoon and Fernando [5] specified the size of the interval containing the iterates converging to the
solution of F(x) = 0. In this paper a generalised Newton’s method in a Banach space is formulated and a semi-local
convergence theorem is proved. Since our assumptions on the nonlinear operator F are fairly general the theorems
cover a wide variety of nonlinear operator equations.
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We prove the following theorem on the convergence of a class of generalized Newton-iterates.
Theorem 2.1. Let F be a continuous operator defined on an open convex subset D of a Banach space X with values
in a Banach space Y , having a Gateaux-derivative at each point in some neighbourhood of x0 ∈ D. Let λ ∈ [0,1] be
a fixed number. Assume further that
(i) (F ′x0)−1 ∈ L(Y,X), the space of bounded linear operators from Y to X;
(ii) for some η > 0, ‖(F ′x0)−1F(x0)‖ η;
(iii) ‖(F ′x0)−1(F ′x0 −F ′x)‖ <  whenever x ∈ U(x0, r) where U(x0, r) = {x ∈ X: ‖x − x0‖ r}. Set c0 = (2−λ)1− , c =
2
1− such that (1 + c01−c )η < r and 0 < 3 < 1;
(iv) F ′x is piecewise-hemicontinuous at each x ∈ U(x0, r) and U(x0, r) ⊆ D;
(v) for some z0 ∈ U(x0, r), ‖(λF ′x0 + (1 − λ)F ′z0)−1F(x0)‖ η.
Then for any sequence (zn) in U(x0, r), the sequence of iterates (xn) generated by
xn+1 = xn −
(
λF ′xn + (1 − λ)F ′zn
)−1
F(xn)
is well-defined, remains in U(x0, r) for all n  0 and converges to a unique solution x∗ ∈ U(x0, r) of the equation
F(x) = 0. Moreover for n 2, the following error-estimates hold:
‖xn+1 − xn‖ cn−1c0η,∥∥xn − x∗∥∥ cn−1c0η1 − c .
Proof. Let Ln = λF ′xn + (1 − λ)F ′zn . For n = 0, ‖x1 − x0‖ = ‖(L0)−1F(x0)‖ η < r. Therefore x1 ∈ U(x0, r) and∥∥I − (F ′x0)−1L1∥∥= ∥∥(F ′x0)−1(F ′x0 − L1)∥∥
= ∥∥(F ′x0)−1(λF ′x0 + (1 − λ)F ′x0)− λF ′x1 − (1 − λ)F ′z1)∥∥
 λ
∥∥(F ′x0)−1(F ′x0 − F ′x1)∥∥+ (1 − λ)∥∥(F ′x0)−1(F ′x0 − F ′z1)∥∥
 λ + (1 − λ) =  < 1 by (iii).
So (L1)−1 exists and ‖(F ′x0−1L1)−1‖ 11− . Now
x2 = x1 − (L1)−1F(x1),
x2 − x1 = −(L1)−1
(
F(x1) + F(x0) − F(x0)
)
= −(L1)−1
1∫
0
F ′θx1+(1−θ)x0(x1 − x0) dθ − F(x0) by (iv)
= −(L1)−1
1∫
0
(
F ′θx1+(1−θ)x0 − L0
)
(x1 − x0) dθ by definition of x1
= −(F ′x0−1L1)−1
1∫
0
F ′x0
−1(
F ′θx1+(1−θ)x0 − L0
)
(x1 − x0) dθ
= −(F ′x0−1L1)−1
{
λ
1∫
F ′x0
−1(
F ′θx1+(1−θ)x0 − F ′x0
)
(x1 − x0) dθ0
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1∫
0
F ′x0
−1(
F ′θx1+(1−θ)x0 − F ′z0
)
(x1 − x0) dθ
}
by definition of L0.
So
‖x2 − x1‖
∥∥(F ′x0−1L1)−1∥∥(λ + (1 − λ)2)‖x1 − x0‖ by (iii)
 
1 −  (2 − λ)‖x1 − x0‖ = c0η.
Consequently,
‖x2 − x0‖ ‖x2 − x1‖ + ‖x1 − x0‖ c0η + η < r.
Thus x2 ∈ U(x0, r). Assume that xk ∈ U(x0, r) and ‖xk+1 − xk‖  ck−1c0η for k = 2,3, . . . , n − 1. In view of
hypothesis (iii) it follows that (Lk)−1 exists and ‖(F ′x0−1Lk)−1‖ 11− for k = 2,3, . . . , n− 1. From the definition of
xn+1,
xn+1 = xn − L−1n F (xn),
xn+1 − xn = −L−1n
(
F(xn) + F(xn−1) − F(xn−1)
)
= −(Ln)−1
1∫
0
F ′θxn+(1−θ)xn−1(xn − xn−1) dθ − Ln−1(xn − xn−1) by (iv),
xn+1 − xn = (Ln)−1
1∫
0
F ′θxn+(1−θ)xn−1 − Ln−1(xn − xn−1) dθ using (iv) and the definition of xn
= −(Ln)−1
{
λ
1∫
0
F ′θxn+(1−θ)xn−1 − F ′xn−1(xn − xn−1) dθ
+ (1 − λ)
1∫
0
F ′θxn+(1−θ)xn−1 − F ′zn−1(xn − xn−1) dθ
}
,
xn+1 − xn = −
(
F ′x0
−1
Ln
)−1{
λ
1∫
0
F ′x0
−1(
F ′θxn+(1−θ)xn−1 − F ′xn−1
)
(xn − xn−1) dθ
+ (1 − λ)
1∫
0
F ′x0
−1(
F ′θxn+(1−θ)xn−1 − F ′zn−1
)
(xn − xn−1) dθ
}
,
‖xn+1 − xn‖ 11 − 
(
2λ + (1 − λ)2)‖xn − xn−1‖ using (iii)
 2
1 −  ‖xn − xn−1‖
2
1 −  c
n−2c0η = cn−1c0η, by inductive hypothesis.
Thus for all n 2 ‖xn+1 − xn‖ cn−1c0η. Since
‖xn+1 − x0‖ ‖xn+1 − xn‖ + · · · + ‖x1 − x0‖
 cn−1c0η + cn−2c0η + · · · + cc0η + c0η + η
 η
(
1 + c0
1 − c
)
< r,
xn+1 belongs to U(x0, r). Let k  2 and m ∈ N. Then
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 ck+m−2c0η + ck+m−3c0η + · · · + ck−1c0η
 1 − c
m
1 − c c
k−1c0η
ck−1c0η
1 − c .
Since 0 < c < 1, it follows that (xn) is a Cauchy sequence in U(x0, r) and hence converges to an element x∗
in U(x0, r). From hypothesis (iii) using triangle inequality it follows that ‖Ln‖  M, where M = ( ‖(F ′x0 )−1‖ +‖(F ′x0)−1‖). Since xn+1 = xn − (Ln)−1F(xn), F (xn) = −LnF(xn+1 − xn). So∥∥F(xn)∥∥ ‖Ln‖‖xn+1 − xn‖M‖xn+1 − xn‖. (2.1)
Proceeding to the limit in (2.1) as n tends to infinity and using the continuity of F it follows from the convergence of
(xn) to x∗, that F(x∗) = 0.
Uniqueness. Suppose x∗, y∗ are two solutions of F(x) = 0, in U(x0, r). Then
0 = F (x∗)− F (y∗)=
1∫
0
F ′θx∗+(1−θ)y∗
(
x∗ − y∗)dθ.
Now, define L(h) = ∫ 10 F ′θx∗+(1−θ)y∗hdθ . Then
∥∥(F ′x0)−1(L − F ′x0)∥∥= sup
{∥∥∥∥∥(F ′x0)−1
1∫
0
F ′θx∗+(1−θ)y∗hdθ − F ′x0(h)
∥∥∥∥∥: ‖h‖ 1
}
 sup
{∥∥∥∥∥(F ′x0)−1
1∫
0
(
F ′θx∗+(1−θ)y∗ − F ′x0
)
hdθ
∥∥∥∥∥: ‖h‖ 1
}
  < 1, by (iii).
So L is invertible, L(x∗ − y∗) = 0 and so x∗ = y∗. 
Theorem 2.2. Let F be a continuous operator defined on an open convex subset D of a Banach space X with values
in a Banach space Y , having a Gateaux-derivative at each point in some neighbourhood of x0 ∈ D. Suppose for some
z0 ∈ D, λF ′x0 + (1 − λ)F ′z0 is invertible for all λ ∈ [0,1]. Assume further that
(i) for some η > 0, supλ∈[0,1] ‖(λF ′x0 + (1 − λ)F ′z0)−1F(x0)‖ η;
(ii) ‖(F ′x0)−1(F ′x0 − F ′x)‖ <  whenever x ∈ U(x0, r) = {x ∈ X: ‖x − x0‖  r}, where η1−c < r and 0 < 3 < 1,
c being 21− ;
(iii) F ′x is piecewise-hemicontinuous at each x ∈ U(x0, r) and U(x0, r) ⊆ D. (That is, t → F ′x+t (y−x) is piecewise-
continuous for any fixed y ∈ U(x0, r) and t ∈ [0,1].)
Then for any sequence (zn) n > 1 in U(x0, r), and λ ∈ [0,1] the sequence of iterates (xn) defined by
xn+1 = xn −
(
λF ′xn + (1 − λ)F ′zn
)−1
F(xn)
is well-defined, remains in U(x0, r) for all n  0 and converges to a unique solution x∗ ∈ U(x0, r) of the equation
F(x) = 0. Moreover for n 2, the following error-estimates hold:
‖xn+1 − xn‖ cnη,∥∥xn − x∗∥∥ cnη1 − c .
Proof. The proof is similar to Theorem 2.1 and is left out. 
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Corollary 2.4. Let F satisfy conditions (i)–(iv) of Theorem 2.2. Then the arithmetic mean Newton’s method defined
by
xn+1 = xn −
(
1
2
F ′xn +
1
2
F ′zn
)−1
F(xn), n = 0,1,2, . . . ,
converges to a unique solution of F(x) = 0 in U(x0, r).
Proof. Upon setting λ = 12 in Theorem 2.2, the result follows. 
Corollary 2.5. Let F satisfy conditions (i)–(iv) of Theorem 2.2. Then the iterates defined by
xn+1 = xn −
(
F ′zn
)−1
F(xn), n = 0,1,2, . . . ,
converge to a unique solution of F(x) = 0 in U(x0, r).
Proof. Setting λ = 0 in Theorem 2.2, the corollary is readily obtained. 
Remark 2.6. For the choice, zn ≡ x0, Corollary 2.5 reduces to the modified Newton’s method.
Corollary 2.7. Let F satisfy conditions (i)–(iv) of Theorem 2.2. Then the two-point Newton’s method
zn+1 = xn −
(
F ′xn
)−1
F(xn),
xn+1 = xn −
(
F ′xn+zn
2
)−1
F(xn), n = 0,1,2, . . . ,
converges to a unique solution of F(x) = 0 in U(x0, r).
Proof. It is easy to see that xn, zn ∈ U(x0, r) for all n. The result follows from Corollary 2.5. 
Remark 2.8. Corollaries 2.4 and 2.7 subsume the semi-local convergence theorem corresponding to those proved by
Weerakoon and Fernando [5] and Ozban [4], respectively. Since Theorem 2.2 is proved under milder assumptions,
the speed of convergence is linear. It may be noted that Ozban [4] and Weerakoon and Fernando [5] formulated their
results originally only in the setting of the real line. Incidentally Theorem 2.1 generalizes the main result of [2].
Corollary 2.9. (Theorem 1, Argyros [1].) Let F be a continuous operator mapping an open convex subset D of
a Banach space X into a Banach space Y , which is continuously Frechet-differentiable at some x0 ∈ D. Suppose that
1. (F ′x0)
−1 ∈ L(Y,X);
2. there exists a parameter η such that 0  ||(F ′x0)−1F(x0)||  η. The hypothesis on the operator F implies:
for all  > 0 there exists δ = δ() > 0 such that ‖(F ′x0)−1(F ′x − F ′x0)‖   whenever x ∈ U(x0, δ) = {x ∈ X:‖x − x0‖ < δ};
3. set c0 = 1− and c = 2c0, ( c
2
1−c + c0 + 1)η < δ for  ∈ (0, 13 );
4. U(x0, δ) ⊆ D.
Then the Newton-iterates (xn) generated by (1.1, with λ = 1) are well-defined, remain in U(x0, δ) for all n 0 and
converge to a solution x∗ ∈ U(x0, δ) of equation F(x) = 0. Moreover for all n 2, the following error-bounds hold:
‖xn+1 − xn‖ cn‖x1 − x0‖
and ∥∥xn − x∗∥∥ cn1 − c‖x1 − x0‖.
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δ = r in Theorem 2.1 and noting that
δ >
[
c2
1 − c + c0 + 1
]
η
[
1 + c0
1 − c
]
η.
It follows that all the conditions of Theorem 2.1 are satisfied. So F has a unique zero in U(x0, δ). 
3. Solutions of a class of nonlinear functional integral equations
In this section some existence theorems for equations involving the Urysohn-type operator is proved. More specif-
ically, let Ω be a compact subset of RN and h : RM → RM a differentiable operator. Let K : Ω2 × RM × RM
and g : Ω → RM be continuous functions. We provide sufficient conditions for the existence of a unique solution
u ∈ C(Ω,RM) of the nonlinear functional integral equation of the form
h(u)x −
∫
Ω
K
(
x, y,u(y),u(x)
)
dy + g(x) = 0 ∀x ∈ Ω. (3.1)
Such integral equations were studied by Kelly and Northrup [3], who, assuming the existence of a solution u∗ to the
equation, proposed an iterative scheme based on Broyden–Newton method and applied this scheme to an integral
operator approximating F ′u∗ , Fu(x) being h(u)x −
∫
Ω
K(x,y,u(y),u(x)) dy + g(x). In this section an existence and
uniqueness theorem based on Theorem 2.2 is proved for the solution of (3.1). We need the following:
Lemma 3.1. (See [3].) For K ∈ C(Ω2 × RM × RM ;RM), suppose that both K3(x, y, z, t) = ∂K∂z and
K4(x, y, z, t) = ∂K∂t satisfy a Lipschitz condition with respect to the third and fourth variable. Then the Frechet
derivative of F exists for u ∈ U(u0, r) where u0 ∈ C(Ω;RM) and the derivative of F at u is given by
F ′uv(x) = h′u(x)v(x) −
∫
Ω
(
K4
(
x, y,u(y),u(x)
)
v(x) + K3
(
x, y,u(y),u(x)
)
v(y)
)
dy
for each v ∈ C(Ω;RM).
Additionally the following notations are used. For u0, v0 ∈ C(Ω;RM) with invertible λh′u0 + (1 − λ)h′v0 for
λ ∈ [0,1] define γ (u0, v0) = supλ∈[0,1] ‖(λh′u0 + (1 − λ)h′v0)−1‖ and β(u0, v0) = γ (u0, v0)max{supx∈Ω ‖Ku0‖,
supx∈Ω ‖Kv0‖} where Ku =
∫
Ω
[K3(x, y,u(y),u(x)) + K4(x, y,u(y),u(x))]dy. For real l, γ,β, η1 and γ , define
q(x) = x2 − x 10(1 − β)
2
lγ
+ (1 − β)
4
l2γ 2
, (3.2)
p(x) = −x2 + x (lη1γ + (1 − β)
2)
3l(1 − β) −
η1γ (1 − β)
3l(1 − β) . (3.3)
Lemma 3.2. For l, γ,β > 0 the polynomial q(x) always has two positive roots. If η1 < α, α being the smallest root
of q(x) and 0 β < 1, then the polynomial p(x) always has two positive roots.
Proof. By Descartes’ rule of signs q(x) and p(x) cannot have a negative root. Since the discriminant of q(x) is
always positive, the result follows. Since η1 < α, q(η1) > 0, consequently the discriminant of p(x) is positive. Hence
the lemma. 
Theorem 3.3. Let Ω be a compact subset of RN with positive Lebesgue measure d and K(x,y, z, t), K3(x, y, z, t),
K4(x, y, z, t) be in C(Ω2 ×RM ×RM ;RM). Suppose
(i) ‖K3(x, y, z1, t1) + K4(x, y, z1, t1) − K3(x, y, z2, t2) − K4(x, y, z2, t2)‖  m{‖z1 − z2‖ + ‖t1 − t2‖}, for some
m ∈ (0,1) ∀(x, y, zi, ti ) ∈ Ω2 ×RM ×RM , i = 1,2;
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(iii) let u0, v0 ∈ C(Ω;RM) such that (λh′u0 + (1 − λ)h′v0)−1 exist for all λ ∈ [0,1] and suppose that β =
β(u0, v0) < 1;
(iv) let γ = γ (u0, v0), η1 = supx∈Ω ‖Fu0(x)‖ and l = ργ + mdγ such that η1 < θ = min{α, r(1−β)γ , (1−β)
2
3lγ }, where
α and r are the smallest roots of p(x) and q(x), respectively.
Then the integral equation (3.1) has a unique solution in U(x0, r0) where η1 < r0 < θ and the sequence of iterates
given by
un+1 = un −
(
λF ′un + (1 − λ)F ′vn
)−1
F(un)
converges to the unique solution for every sequence (vn) in C(Ω;RM) and λ ∈ [0,1].
Proof. Clearly F maps C(Ω;RM) into itself. Assumption (i) together with Lemma 3.1 implies that F ′u exists. Let
L0,λ = λF ′u0 + (1 − λ)F ′v0 and H0,λ = λh′u0 + (1 − λ)h′v0 . Now for λ ∈ [0,1],∥∥(H0,λ − L0,λ)w(x)∥∥ λ‖Ku0‖ + (1 − λ)‖Kv0‖
 ‖w‖λβ
γ
+ ‖w‖(1 − λ)β
γ
 ‖w‖β
γ
by definition of β,
∥∥H−10,λ (H0,λ − L0,λ)∥∥ β < 1 for all λ ∈ [0,1].
Thus L−10,λ is invertible and by Banach’s lemma ‖L−10,λ‖  γ1−β ∀λ ∈ [0,1]. Also supλ∈[0,1] ‖L−10,λFu0(x)‖  η1γ1−β .
Choosing r0 such that η1 < r0 < θ we have p(r0) > 0. Consequently p(r0) = −r023l(1 −β)+ r0(lη1γ + (1 −β)2)−
η1γ > 0. Upon simplification we have
η1γ
1 − β
[
1 − β − lr0
1 − β − 3lr0
]
< r0. (3.4)
Now for x ∈ Ω,∥∥(F ′u0)−1(F ′u − F ′u0)v(x)∥∥ ∥∥(F ′u0)−1∥∥{∥∥(h′u − h′u0)∥∥+ ‖Ku −Ku0‖}∥∥v(x)∥∥

∥∥(F ′u0)−1∥∥{ρ‖u − u0‖ + md‖u − u0‖} by (i) and (ii)
 γ
1 − β (ρ + md)r0 
lr0
1 − β .
This implies that ‖(F ′u0)−1(F ′u − F ′u0)‖  lr01−β . Setting  = lr01−β and η = η1γ1−β and using (3.4) all the hypotheses of
Theorem 2.1 are readily verified. Hence Fu = 0 has a unique solution in U(u0, r0). In other words there is a unique
continuous function u∗ satisfying
h
(
u∗(x)
)− ∫
Ω
K
(
x, y,u∗(y), u∗(x)
)
dy + g(x) = 0 ∀x ∈ Ω.
Further, this solution can be obtained as the limit of the iterates un+1 = un − (λF ′un + (1 − λ)F ′vn)−1F(un) for any
sequence (vn) in U(u0, r0) and λ ∈ [0,1]. 
4. Illustrative examples
The following example illustrates Theorem 3.1
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u(x) − 1
1000
1∫
0
x cos(xy) sin
(
u(y) − 1
1000
)
dy − 9 × 10−4 = 0 in C[0,1].
Choosing h(u) = u,g(x) ≡ −9 × 10−4, Ω = [0,1], u0 = 11000 and v0 = 11001 in Theorem 3.1 it follows that
Fu(x) = u(x) − 1
1000
1∫
0
x cos(xy) sin
(
u(y) − 1
1000
)
dy − 9 × 10−4,
supx∈Ω |Fu0(x)| = supx∈Ω | 11000 − 0.17 × 10−7 sin t − 9 × 10−4| < 100.017 × 10−6. Further F ′uv(x) = v(x) −
1
10002
∫ 1
0 x cos(xy) cos(
u(y)−1
1000 )v(y) dy. Set η1 = 100.017 × 10−6, β = 999.99 × 10−9 and η11−β = 100.0171 × 10−6.
Setting m = 10−6, d = 1, γ = 1 and ρ = 0 clearly the smallest positive root of q(x) (see 3.2) is 1.0102 × 105 and
the smallest root of p(x) (see 3.3) is 0.0100017003 × 10−3. Thus all the conditions of Theorem 3.1 are fulfilled. So
the integral equation has a unique solution in U(u0, r0) which can be obtained as the limit of the sequence of iterates
defined by un+1 = un − (λF ′un + (1 − λ)F ′vn)−1F(un) for any sequence (vn) in U(u0, r0) and any λ ∈ [0,1].
The example below shows that Theorem 2.1 is more general than Weerakoon and Fernando [5] (Corollary 2.4),
Ozban [4] (Corollary 2.7) and Argyros [1] (Corollary 2.9).
Example 4.2. Let f : R →R be the map defined by
f (x) =
{
( x−0.0125 )(20 + x2 cos 1x ), x 
= 0,
− 1125 , x = 0.
Choose x0 = 0,  = 0.25, r = 0.4 and λ = 0.75. Clearly for y ∈ R
f ′x(y) =
{
[( x−0.0125 )(2x cos 1x + sin 1x ) + (
20+x2 cos 1
x
25 )]y, x 
= 0,
0.8y, x = 0.
Clearly (f ′x0)
−1 exists and ‖(f ′x0)−1‖ = 10.8 . For x ∈ (−0.4,0.4)∥∥f ′x − f ′x0∥∥= sup{∣∣(f ′x − f ′x0)(y)∣∣: ‖y‖ 1},
= sup
{∣∣∣∣
[(
x − 0.01
25
)(
2x cos
1
x
+ sin 1
x
)
+
(
x2 cos 1
x
25
)]
y
∣∣∣∣: ‖y‖ 1
}
 sup
{[
0.4 + 0.01
25
(2 × 0.4 + 1) + 0.16
25
]
|y|: ‖y‖ 1
}
= 0.03592 0.25 × 0.8 = ‖(F ′x0)−1‖
,
and ‖(F ′x0)−1(F ′x − F ′x0)‖ <  = 0.25. Also c0 = 0.417, c = 0.66833, η = 0.001, 0 ‖(f ′x0)−1(f (x0))‖ 0.001 and
(
c0
1−c + 1) = 2.2562687. Since ( c01−c + 1)η < r , z0 = 0.05 and ‖( 34F ′x0 + 14F ′z0)−1F(x0)‖ < 0.001 all the conditions
of Theorem 2.1 are verified. Thus f (x) has a unique solution in U(0,0.4). Though f ′x is not continuous at zero, it is
piecewise hemicontinuous in U(0,0.4) = [−0.4,0.4]. Ozban’s theorem cannot insure that f has a zero as Ozban [4]
requires f to be at least three times differentiable. Nor can the result due to Argyros [1] be used to insure that f has a
zero for λ = 1, since f is not continuously differentiable.
In the following proposition using methods due to Kedzierska and Van Vleck [6] and Sova [7], we obtain an
operator mapping L2[0,1] into itself that is everywhere Gateaux differentiable but nowhere Frechet differentiable.
Proposition 4.3. Let X = L2[0,1] and T : X → X be defined by T (u)(x) = cos ∫ x0 u(s) ds. Then T is nowhere Frechet
differentiable but everywhere Gateaux differentiable and u → T ′u is hemicontinuous.
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T ′u(h)x = −sin
( x∫
0
u(s) ds
) x∫
0
h(s) ds ∀h ∈ X.
It is easy to see that T ′u is the Gateaux derivative of T at u. For v ∈ X define S(u, v)x = T (u+ v)x − T (u)x − T ′u(v)x
which also equals cos(
∫ x
0 [u(s)+ v(s)]ds)− cos(
∫ x
0 u(s) ds)+ sin(
∫ x
0 u(s) ds)
∫ x
0 v(s) ds. Now for each u ∈ X there
exists v ∈ X such that for the set B = {x ∈ [0,1]: S(u, v)x 
= 0}, μ(B) is positive, μ being the Lebesgue measure.
Suppose μ(B) = 0 ∀v ∈ X. For q a rational number define vq by vq(x) = q ∀x ∈ [0,1]. Then vq ∈ X and the set
Nq = {x ∈ [0,1]: S(u, v)x 
= 0} has Lebesgue measure zero. Hence, the union N = ⋃{Nq : q is rational} also has
measure zero. Thus, for all rational numbers q and all x /∈ N , S(u, vq) = 0. Consequently, for all rational number q
−2 sin
( x∫
0
u(s) ds + qx
2
)
sin
qx
2
= qx sin
( x∫
0
u(s) ds
)
almost all x. (4.1)
This is a contradiction since the mapping on the right-hand side of (4.1) is a linear function of q while the left-hand
side of (4.1) is not. Next, choose v ∈ X such that μ({x ∈ [0,1]: S(u, v)x 
= 0}) > 0. Then we can find α > 0 and a set
Z = {x ∈ [0,1]: |S(u, v)x| > α} such that μ(Z) > 0. Choose a sequence {Zn}∞n=1 of measurable subsets of Z such
that Zn+1 ⊂ Zn, μ(Zn) > 0 for n = 1,2, . . . , and ⋂∞n=1 Zn = φ. Now define a sequence {hn}∞n=1 of functions in X by
hn(x) =
{
v(x), if x ∈ Zn,
0, if x /∈ Zn.
Since v ∈ X, for some β > 0, |v(x)| < β for almost all x ∈ [0,1]. It is easy to check that ‖hn‖ → 0 as n → ∞ but
‖T (u + hn) − T (u) − T ′u(hn)‖
‖hn‖ =
{∫ 10 |S(u,hn)|2 dx} 12
‖hn‖ 
α
√
μ(Zn)
β
√
μ(Zn)
= α
β
> 0.
Now for any u,v ∈ X
lim
t→0
∥∥T ′u+tv − T ′u∥∥= lim
t→0 sup‖h‖1
{ 1∫
0
∣∣∣∣∣2
x∫
0
h(s) ds sin
( x∫
0
tv(s) ds
2
)
cos
( x∫
0
[
u(s) + tv(s)
2
]
ds
)∣∣∣∣∣
2
dx
} 1
2
 2 lim
t→0
{ 1∫
0
∣∣∣∣∣sin
( x∫
0
tv(s)
2
ds
)∣∣∣∣∣
2
dx
} 1
2
→ 0 as t → 0
(by dominated convergence theorem).
Hence the proposition. 
Example 4.4. Define F : L2[0,1] → L2[0,1] by F(u)x = u(x) + 1100 cos(
∫ x
0 u(s) ds), u ∈ L2[0,1], x ∈ [0,1]. For
u ∈ L2[0,1] the Gateaux derivative of F at u is given by
F ′uh(x) = h(x) −
1
100
x∫
0
h(s) ds sin
( x∫
0
u(s) ds
)
∀h ∈ L2[0,1].
For the choice u0 ≡ 0, and U(u0,0.02) we have F ′u0 (= I ) is invertible. Also η = ‖F ′u0−1F(u0)‖ = 0.01. For h ∈
L2[0,1] and u ∈ U(u0, r) we have
∥∥F ′u0−1(F ′u − F ′u0)h(x)∥∥ 1100
{ 1∫ ∣∣∣∣∣
x∫
h(s) ds sin
( x∫
u(s) ds
)∣∣∣∣∣
2
dx
} 1
2
 1
100
‖h‖.
0 0 0
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and (1 + c01−c )η = 0.0101030927 < 0.02 = r . F ′u is hemicontinuous in U(0,0.02). In view of Proposition 4.3, F is
nowhere Frechet differentiable but everywhere Gateaux differentiable and x → F ′x is hemicontinuous. All the hy-
potheses of Theorem 2.1 are satisfied with λ = 1, hence F(u)x = 0 has a unique solution in U(0,0.02). However
Corollary 2.9 (Argyros’s theorem) is inapplicable.
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