Abstract-We consider three different versions of the Zak transform (ZT) for discrete-time signals, namely, the discretetime ZT, the polyphase transform, and a cyclic discrete ZT. In particular, we show that the extension of the discrete-time ZT to the complex z-plane results in the polyphase transform, an important and well-known concept in multirate signal processing and filter bank theory.
I. INTRODUCTION AND OUTLINE
T HE ZAK TRANSFORM (ZT), which is also known as Weil-Brezin mapping, Gel'fand mapping, and -representation [1] - [5] , plays an important role in the theory of Gabor expansions and Weyl-Heisenberg frames (WHF's) [6] - [24] . On the theoretical side, the ZT allows the formulation of theorems on the existence of WHF's. On the practical side, the ZT is an efficient tool for the numerical calculation of dual WHF's, tight WHF's, and frame bounds. The ZT is very useful in several other fields as well, such as the theory of coherent states [4] , [5] , wavelet transforms [25] , linear equalizers [26] , and filter bank theory [27] - [29] .
A discrete-time [30] - [32] , [28] , [10] , [19] and a cyclic, discrete-time/discrete-frequency ZT version [33] , [34] , [12] , [16] , [10] have recently been introduced. However, while an excellent tutorial paper on the continuous-time ZT exists [2] , a similar work for the discrete ZT versions is lacking. The present paper, which is partly of survey nature but also presents original results, is an attempt to fill this gap. Specifically, we summarize and extend systematic discussions of some properties of discrete ZT's that have been provided by various authors [30] , [32] - [35] , [10] , [12] . We also show that the discrete-time ZT extended to the complex -plane [28] is the same as the polyphase transform important for multirate signal processing and filter banks [36] - [44] , and we summarize the application of discrete ZT's to Gabor expansions (WHF's) and DFT filter banks.
The paper is organized as follows. In Section II, we define the discrete-time ZT (DTZT), which is discrete in time but continuous and periodic in frequency, and we discuss basic properties of the DTZT. Section III considers the application of the DTZT to the discrete-time Gabor expansion. We review the Zibulski-Zeevi method for calculating dual WHF's, and we show that the DTZT diagonalizes the Gabor (Weyl-Heisenberg) frame operator for critical sampling and integer oversampling, which makes the DTZT-based calculation of dual and tight Gabor frames and frame bounds very efficient. We furthermore find the (generalized) eigenfunctions and eigenvalues of the Gabor frame operator for critical sampling and integer oversampling.
In Section IV, the DTZT is extended to the complexplane, which is shown to result in the well-known polyphase transform (PT). Important properties and transform pairs of the PT are provided. Section V reviews the application of the PT to oversampled and critically sampled DFT filter banks. Although some of the observations of Section V hold for more general filter banks [27] , [29] , we shall restrict our attention to DFT filter banks for the sake of coherence with other sections.
Section VI introduces the discrete ZT (DZT), which is discrete in time and frequency and, thus, particularly appropriate for numerical implementations. Important properties of the DZT are discussed. In Section VII, we show that the DZT allows an efficient, FFT-based implementation [33] , [12] of a cyclic version of the discrete Gabor expansion [8] for critical sampling and integer oversampling. Finally, Section VIII presents simulation results demonstrating the importance of the DZT for the efficient calculation of dual and tight Gabor windows as well as frame bounds.
II. THE DISCRETE-TIME ZAK TRANSFORM
In this section, we consider the discrete-time ZT (DTZT) [30] - [32] , [28] , [10] , [19] and discuss its properties. Most of these properties are obtained by straightforward discretization of results found for the continuous-time case by Janssen [2] .
1) Definition and Interpretation:
The DTZT can be defined by sampling the continuous-time ZT with respect to time. The continuous-time ZT of a signal is defined as [2] where is time, is frequency, and is fixed time period parameter. Evaluating the ZT at uniformly spaced time instants 1053-587X/97$10.00 © 1997 IEEE Copyright IEEE 1997 , where , setting , and dividing by , we obtain Introducing the discrete-time signal as a sampled version of with sampling period , the DTZT is finally formulated as (1) The convergence of the series (1) is discussed in [30] . The DTZT is a linear signal transformation that maps a discretetime signal onto a 2-D function of the discrete time index and the (continuous) normalized frequency variable
The DTZT parameter is analogous to the parameter in the continuous-time ZT. We shall usually omit the superscript in order to simplify the notation. In what follows, we assume that , where is the space of square-summable (finite-energy) discrete-time signals with inner product and norm
The DTZT at a fixed time index is the discrete-time Fourier transform of the signal derived by subsampling by a factor of In particular, the DTZT for evaluated at is the discrete-time Fourier transform 2) Frequency-Domain Expression: The DTZT can be expressed in terms of (see above) as
In the remainder of this section, we shall discuss important DTZT properties and relations, such as periodicity properties, relations involving integrals and/or sums of the DTZT, and shift properties. We shall show that the DTZT is a unitary mapping, i.e., a one-to-one mapping that preserves norms and inner products. We shall furthermore discuss situations where the symmetry of a signal implies that its DTZT has one or more zeros. (The zeros of the DTZT play a fundamental role in WHF theory; see Section III-B.)
3) Periodicity: The DTZT is quasiperiodic in and periodic in :
with (2) Hence, it suffices to know the DTZT on the "fundamental rectangle" 4) Integral/Sum Relations: Some important relations involve integrals and/or sums of the DTZT. First, the signal can be recovered from its DTZT by integrating the DTZT with respect to frequency :
We can also recover the signal's Fourier transform from as (4) This is related to the polyphase decomposition in multirate signal processing [36] - [44] (see Sections IV and V). Besides being invertible, the DTZT also preserves inner products and norms:
and (5) where the inner product and norm in the DTZT domain are defined as
Two further sum/integral relations are
5) Unitarity:
The DTZT is a unitary mapping from onto , which is the space of functions defined for and and satisfying
The unitarity of the DTZT has two important consequences:
• The DTZT is a one-to-one mapping. In particular, to any , we can find a unique signal such that This signal can be obtained according to the inversion formula (3) as • The DTZT preserves inner products and norms [see (5) ]. 
III. DISCRETE-TIME GABOR EXPANSIONS
The discrete-time Gabor expansion is an important timefrequency signal expansion that has been studied, e.g., in [8] , [10] , [12] , [33] , [48] , and [20] and extended to the multiwindow case in [16] . This section discusses the application of the DTZT to the discrete-time Gabor expansion [30] , [19] , [31] . After a review of the Zibulski-Zeevi method for calculating dual frames [12] , we show that the DTZT diagonalizes the Gabor (or Weyl-Heisenberg) frame operator in the cases of critical sampling and integer oversampling and thereby allows a simple calculation of the dual Gabor window, the frame bounds, and tight Gabor windows [12] , [16] , [31] .
The discrete-time Gabor expansion of a signal is defined as (7) with , where are the Gabor coefficients, is a suitably chosen "synthesis window," and with are the grid parameters. The Gabor coefficients can be calculated as (8) where with a suitable "analysis window"
In the cases of oversampling and critical sampling , the Gabor expansion (7), (8) exists for arbitrary if the windows and are chosen properly (see below). In the case of undersampling , the set is incomplete in , and hence, it is not possible to expand every signal into the (It is well known that this observation also holds for more general signal expansions; see, for example, [27] and [29] .)
A. Discrete-Time Weyl-Heisenberg Frames
The theory of Weyl-Heisenberg frames (WHF's) [45] , [49] , [50] yields important results on the Gabor expansion. For , a set of functions with and is said to be a WHF for if for all with (
The constants and are called frame bounds. For the continuous-time case, analytic expressions for the frame bounds of some specific window functions can be found in [51] . For synthesis window such that is a WHF, the Gabor expansion (7), (8) exists for all , and an analysis window (or "dual" window) can be derived from as (10) Here, is the inverse of the frame operator defined as
The frame operator is a linear, positive definite operator (corresponding to a positive definite matrix of infinite size) mapping onto If is a WHF with frame bounds and , then is a WHF as well (the "dual" frame), with frame bounds and [45] , [49] , [50] . The numerical properties of the Gabor expansion will be better for closer frame bounds and A WHF is called snug if and tight if For a tight WHF, , where is the identity operator on , and hence, there is simply From a synthesis window generating a WHF, we can derive a "tight" synthesis window (i.e., a window generating a tight WHF with frame bound ) as (11) where is the inverse of the positive definite operator square root of A WHF with critical sampling is an exact frame, i.e., the are linearly independent [45] , [49] , [50] . Here, both the analysis window and the Gabor coefficients are uniquely determined.
B. Zibulski-Zeevi Method and Diagonalization of the Gabor Frame Operator
We shall now briefly review the Zibulski-Zeevi method for the calculation of dual frames [12] . This method is based on the observation that the Gabor frame operator can be expressed in the DTZT domain as (12) where with Based on (12) , it can be shown that the inversion of the frame operator (i.e., the calculation of the dual frame) reduces to the inversion of a matrix of finite size. This method can be applied in the cases of rational oversampling and integer oversampling For integer oversampling, including critical sampling as a special case, (12) simplifies to with (13) Hence, the frame operator becomes a simple multiplication operator in the DTZT domain, i.e., the DTZT "diagonalizes" the Gabor frame operator in the case of integer oversampling.
This diagonalization can be interpreted in terms of the (generalized) eigenvalues and (generalized) eigenfunctions of the Gabor frame operator , which are defined by 1 [53] . For critical sampling or integer oversampling with , we show in the Appendix that a set of generalized eigenfunctions of that is orthogonal and complete (in a generalized sense [53] ) is with (14) (this result has previously been stated without proof in [31] ). Note that the eigenfunctions are parameterized by time 1 The operator S S S is not compact and has a continuous spectrum [52] . The
are not in l 2 ( ) and are hence called generalized eigenfunctions. A rigorous treatment of generalized eigenexpansions of such operators requires the theory of Gel'fand triplets of spaces [53] and is beyond the scope of this paper.
and normalized frequency (the continuous index reflects that the spectrum of is continuous). The eigenfunctions are related to the DTZT as 2 ( 15) where The eigenvalues are related to the DTZT as (see the Appendix). We see that the DTZT of the Gabor synthesis window determines the eigenvalues of the Gabor frame operator. The dependence of on will be emphasized by writing the eigenvalues as [see (13)]. For critical sampling , (13) simplifies to We note that a second complete and orthogonal set of eigenfunctions of is with These eigenfunctions lead to the "dual DTZT" whose fundamental rectangle is The dual DTZT satisfies and with Similarly to (13), we get with It can furthermore be shown that This interesting duality relation has also been observed in [12] and [54] . For critical sampling and
The importance of the DTZT for the Gabor expansion is based on the above relations of the DTZT with the eigenvalues and eigenfunctions of the Gabor frame operator. Taking the inner product of some signal with both sides of the eigenequation , we obtain , and further, , where we have used (i.e., is self-adjoint) with denoting the adjoint of [52] . Thus, we have rederived (13) using (15).
We shall now summarize important consequences of the diagonalization discussed above [12] .
• The inverse frame operator can be expressed in the DTZT domain as a pointwise division (16) • The frame condition (9) can be reformulated, using the DTZT of the synthesis window , as with (17) In addition, the frame bounds are given by the infimum and the supremum, respectively, of In 2 Strictly speaking, this inner product is not well defined since the u n; [n 0 ] are not in l 2 ( ): It must be interpreted as the linear functional assigning to the signal x[n] the value of its DTZT at n; : particular, is a tight WHF with frame bound if and only if • With (16) , the analysis window in (10) can be calculated via the DTZT using (18) and deriving according to (3), i.e.,
• From a synthesis window generating a WHF, a "tight" synthesis window generating a tight WHF with frame bound can be derived using [cf. (11)]
Equations analogous to (16)- (18) have first been reported by Daubechies et al. in [49] and by Zibulski and Zeevi in [12] . We furthermore note that the frame operator of the dual frame is with eigenvalues (assuming appropriate ordering of the eigenvalues). Hence, the DTZT of the synthesis window can be obtained from the DTZT of the analysis window as In the case of critical sampling , the above relations simplify to (20) with
The DTZT frame condition has an interesting implication. In the continuous-time case, the Balian-Low theorem [45] states that only synthesis windows that are either not very smooth or have poor decay generate a critically sampled WHF; this, in particular, excludes the Gaussian window [49] . In the discrete-time case, i.e., for WHF's in , Heil [30] has shown that the situation is different. For even, the DTZT of the discrete-time (sampled) Gaussian has a zero; therefore, in (20) is not satisfied, and the corresponding Weyl-Heisenberg set is not a WHF for However, for odd, the DTZT of the sampled Gaussian does not have a zero, and therefore, is a WHF for (even though must still be expected to be close to ). This shows that the Balian-Low theorem does not carry over to the discrete-time case in a straightforward manner.
IV. THE POLYPHASE TRANSFORM
The polyphase decomposition introduced in [36] is of fundamental importance in filter bank theory. In [37] - [44] , the application of the polyphase decomposition to the analysis and design of filter banks is discussed. In this and the next section, we shall show that the extension of the DTZT to the -plane yields the transform underlying the polyphase decomposition. Fundamental properties of this transform will be studied, thereby establishing known and new results on the polyphase decomposition. The application of the polyphase transform to DFT filter banks with critical sampling or integer oversampling is discussed in Section V.
1) Definition and Interpretation:
In analogy to the -transform, which is the extension of the discrete-time Fourier transform to the complex -plane [55] , we define the polyphase transform (PT) by extending the DTZT in (1) to the -plane. Formally replacing by , we obtain
We use a script to distinguish the PT from the DTZT. We shall usually suppress the superscript
The PT is a discrete-time version of the modifiedtransform [56] , [57] . At a fixed-time , the PT is the -transform of the signal derived by subsampling by a factor of :
In particular, the PT for evaluated at is the -transform of :
Furthermore, with , where , the PT is seen to be essentially the DTZT of :
DTZT
In the following, we shall discuss important properties and relations of the PT.
2) -Transform Expression and Region of Convergence:
The PT can be expressed in terms of as (22) This allows us to determine the region of convergence (ROC) of the PT. If the -transform of converges for with , then it follows from (22) that the PT's ROC is If converges at or at 0, the same need not be true for due to the factor in (22) . If the PT converges on the unit circle, then the DTZT exists and equals the PT evaluated on the unit circle, i.e.
3) Periodicity:
The PT satisfies the "quasiperiodicity" relation Therefore, it suffices to consider the PT on the fundamental time interval 4) Integral/Sum Relations: We next summarize important relations involving integrals and/or sums of the PT. The signal can be recovered from its PT via a contour integral in the -plane: (23) The contour of integration is assumed to be counterclockwise, to enclose the origin, and to lie entirely in the ROC of If the contour of integration is the unit circle, then (23) can be shown to simplify to the DTZT inversion formula (3). We can also recover the signal's -transform from :
This is equivalent to the polyphase decomposition of [28] (see Section V). The PT also preserves inner products and norms and (24) where the inner product and norm in the PT domain are defined as 3 Two further sum/integral relations are
5) Unitarity:
The PT is a unitary mapping from onto , which is the space of functions defined on (with the set of complex numbers) and satisfying The PT's unitarity has two important consequences:
• The PT is a one-to-one mapping. In particular, to any , we can find a unique signal 3 The paraconjugateZ x (n; z) of Z x (n; z) is defined asZ x (n; z) = Z 3
x (n; 1=z 3 ) [37] . Note that on the unit circle paraconjugation reduces to conjugation, i.e.,Z x (n; e 2j ) = Z 3 (26) We note that
The reverse PT will be used in Section V. 
10) Signal Transformation Properties, Symmetry Relations, and Transform Pairs:

V. DFT FILTER BANKS
We now discuss the application of the PT to DFT filter banks with critical sampling or integer oversampling. Our discussion essentially follows [37] , [41] - [44] . Although some of the results of this section can be extended to more general filter banks [27] , [29] , we shall restrict our attention to DFT filter banks for the sake of coherence with Section III. (For a detailed discussion of the relations between filter banks and frame theory, see [58] - [62] , [27] - [29] , and [54] .) Based on the equivalence of DFT filter banks and WHF's [28] , [59] , [63] , we shall also reformulate some of the DTZT relations of Section III in terms of the PT.
A. Perfect Reconstruction DFT Filter Banks
We consider an -channel, perfect reconstruction (PR), DFT filter bank with zero delay, such that (see Fig. 1 ). We assume integer oversampling or critical sampling, i.e., , where is the number of channels, is the decimation factor, and is the oversampling factor [37] - [44] , [58] - [60] , [27] , [29] . Note that in the critical case, The transfer functions ( -transforms) of the analysis and synthesis filters are frequency-translated versions of the transfer functions and of baseband "prototype" analysis and synthesis filters, respectively, i.e. with Equivalently, the filters' impulse responses are
The reconstructed signal is given by (27) with the subband signals (28) where , and stands for complex conjugation. Setting and using the PR property, we obtain Hence, the PR DFT FB provides an expansion of the input signal into the synthesis functions generated by
The expansion coefficients ( subband signals) are obtained by projecting onto the dual functions generated by
Comparing the Gabor synthesis and analysis formulas (7) and (8) with the filter bank synthesis and analysis formulas (27) and (28), respectively, we see that these formulas are fully equivalent if the Gabor analysis and synthesis windows are related to the analysis and synthesis prototype filters, respectively, according to In this case, the Gabor coefficients equal the filter bank subband signals up to a phase factor Hence, the Gabor expansion (or, equivalently, WHF analysis/synthesis) can be interpreted as a PR DFT filter bank 4 [59] , [60] , [28] , [63] . Critically sampled DFT FB's correspond to orthogonal or biorthogonal WHF's, whereas oversampled DFT FB's correspond to redundant (overcomplete) WHF's.
B. Application of the Polyphase Transform
The polyphase decomposition is a well established and important tool in filter bank theory [37] . The polyphase decomposition of the analysis prototype reads where is the reverse PT of as defined in (26) . Similarly, the polyphase decomposition of the synthesis prototype reads 5 4 There exists, however, the following basic difference: In filter bank theory, one usually specifies the analysis prototype h[n] and computes the corresponding synthesis prototype f [n] for PR. In Gabor expansion (or WHF) theory, on the other hand, the synthesis window g[n] = f[n] is first specified, and then, the corresponding analysis window [n] = h 3 [0n] is computed.
For reasons of consistency with Section III, we shall here adopt the Gabor expansion viewpoint for filter banks as well. 5 In the filter bank literature, the polyphase filter transfer functions Z h (n; z) and Z f (n; z) are often denoted by E n (z) and R n (z), respectively [37] .
where is the PT of as defined in (21) . The PT's of the filters and are related to the PT's of the Gabor windows and , respectively, as
The DTZT relations (13) and (16)- (19) formulated in Section III in a Gabor expansion setting can now be reformulated in terms of the PT, using the analysis and synthesis prototypes and This amounts to extending the DTZT relations from the unit circle to the entire -plane.
• In the PT domain, the effect of the frame operator or inverse frame operator becomes a simple multiplication or division, respectively [28] , [60] with where
Note that the eigenvalues in (13) are evaluated on the unit circle, i.e.
• In the context of DFT filter banks, the frame property is important as well since it guarantees a certain degree of numerical stability (as characterized by the frame bounds and of the underlying synthesis WHF) [27] , [29] . The frame condition (17) can be reformulated in terms of the PT as with and the frame bounds and are the infimum and supremum, respectively, of
In particular, an integer oversampled or critically sampled DFT FB is paraunitary [37] if and only if for (29) Note that a DFT filter bank is paraunitary if and only if the underlying WHF is tight [59] , [28] , [58] , [27] , [29] .
• From a given synthesis prototype generating a WHF, the analysis prototype with minimum norm is given by [60] In the paraunitary (tight) case, there is simply
• For a given synthesis prototype generating a WHF, a "paraunitary" synthesis prototype (generating a paraunitary DFT filter bank or, equivalently, a tight WHF) is obtained using where is defined by and
In the critical case , we have , and the above relations simplify accordingly. In particular, (29) reduces to for , which implies Hence, the polyphase filters are allpass filters, and thus, the design of critically sampled paraunitary DFT FB's reduces to finding an arbitrary set of allpass filters.
For , a paraunitary DFT FB with frame bound can be constructed by choosing the polyphase filters such that the following power symmetry condition [37] holds: for A detailed treatment of the relation between WHF's and DFT FB's is given in [59] , [60] , and [28] . We note that the PT can be applied to the more general class of uniform filter banks as well [37] - [39] , [58] , [59] , [27] , [29] .
VI. THE DISCRETE ZAK TRANSFORM
For numerical implementations, a ZT version that is discrete in both time and frequency is required. This transform, called discrete Zak transform (DZT), has been introduced in [33] and [34] . The DZT allows an efficient, FFT-based implementation of Gabor analysis and synthesis [12] , [33] , [34] , [16] , [10] .
1) Definition and Interpretation:
If we sample the DTZT in (1) with respect to frequency at uniformly spaced sampling points and include the normalization factor
, we obtain From , we can recover only a periodized version of the signal :
with . The periodized signal will contain aliasing in time unless the signal has finite length Specifically, let us assume that is zero outside the interval In this case, for Furthermore, for can now be expressed by the finite sum (30) This is the final definition of the DZT of a finite-length signal defined for Equivalently, we may assume that is periodic with period Thus, the DZT is a linear signal transformation that maps a signal with length (or an -periodic signal) to a 2-D function defined on the fundamental rectangle The number of DZT samples is , which equals the number of signal samples. For a signal of given length (or period) , the DZT parameters must be chosen such that
We shall usually omit the superscript in The DZT at a fixed time index is, up to a factor , the -point discrete Fourier transform (DFT) [55] 
2) Frequency-Domain Expression:
The DZT can be expressed in terms of the -point DFT (or, equivalently, discrete Fourier series) as
We next study fundamental properties of the DZT. We assume , where is the space of -periodic discrete-time signals with inner product and norm
As before, we assume that the DZT parameters are chosen such that 3) Periodicity: Let us, for the moment, extend the DZT definition (30) to and (note, however, that is still assumed -periodic). The extended DZT is quasiperiodic in and periodic in , i.e. with Therefore, it is indeed sufficient to know the DZT on the fundamental rectangle 4) Sum Relations: Next, we summarize relations involving sums of the DZT. The signal can be recovered by summing the DZT over the frequency index : (31) We can furthermore recover the -point DFT according to (32) Inserting the DZT definition (30), we obtain Here, the -point DFT is expressed in terms of DFT's of length This is the relation underlying the decimation-in-time FFT algorithm [55] .
Besides being invertible as seen above, the DZT also preserves inner products and norms:
and (33) where the inner product and norm in the DZT domain are defined as
Two further sum relations are
5) Unitarity:
The DZT is a unitary mapping from onto , where denotes the space of square-summable functions defined for and with inner product The unitarity of the DZT can be proved in a similar manner as the unitarity of the DTZT (see Section II). It has two important consequences.
• The DZT is a one-to-one mapping. In particular, to any , we can find a unique signal such that This signal is obtained according to the inversion formula (31) as
• The DZT preserves inner products and norms [see (33) ]. 
VII. CYCLIC GABOR EXPANSIONS
We now discuss the application of the DZT to the cyclic (or "discrete") Gabor expansion [8] , [10] , [33] , [20] . This version of the Gabor expansion assumes that all signals and windows (35) with
In the following, we discuss the cases of critical sampling or integer oversampling, i.e., This restriction is motivated by the fact that the DZT diagonalizes the Gabor frame operator only for , although the DZT can also be applied to cyclic Gabor expansions with rational oversampling [12] , [16] , [54] .
A. Cyclic Weyl-Heisenberg Frames
The theory of frames (cf. Section III-A) can also be applied to the cyclic Gabor expansion. For a detailed discussion of cyclic WHF's, see, for example, [10] . A set of functions is said to be a WHF for if for all with (36) where For synthesis window such that is a WHF, the cyclic Gabor expansion (34), (35) exists for all , and an analysis (or dual) window can be derived from as (37) where the frame operator is defined as Note that the frame operator corresponds to a matrix of size Thus, calculation of the dual window necessitates the inversion of an matrix, which is computationally intensive for large signal lengths Fast algorithms for the calculation of the dual Gabor window and the Gabor coefficients are discussed in [21] , [31] , and [64] - [68] .
For a tight WHF (where , we have , where is the identity operator on , and hence, there is simply From a synthesis window generating a WHF, we can derive a "tight" synthesis window (generating a tight WHF) as (38) where is the inverse of the positive definite operator (matrix) square root of
B. Diagonalization of the Gabor Frame Matrix
In the cases of critical sampling or integer oversampling, i.e.,
, an orthogonal and complete set of eigenfunctions (or eigenvectors) of the Gabor frame operator (or matrix) is given by with , where The DZT is related with these eigenfunctions as and the eigenvalues of can be written in terms of the DZT of as 6 (39) (the proof of these relations is similar to that in the Appendix). It again follows that the DZT diagonalizes the Gabor frame matrix (cf. Section III-B), which has the following consequences [12] , [16] :
• In the DZT domain, the effect of the Gabor frame matrix or the inverse Gabor frame matrix becomes a simple multiplication or division, respectively:
• The frame condition (36) and inverting according to (31) • From a synthesis window generating a WHF, a tight window (with frame bound ) can be derived using (41) In the case of critical sampling , the above relations simplify to
VIII. SIMULATION RESULTS
We now present simulation results demonstrating the application of the DZT to the calculation of dual Gabor windows, frame bounds, and tight Gabor windows within the framework of the cyclic Gabor expansion (see Section VII). Fig. 2(a) shows a Gaussian synthesis window with period The corresponding dual Gabor window for oversampling factor and grid parameters is depicted in Fig. 2(b) . Straightforward calculation of according to (37) would require the inversion of the frame matrix, which is on the order of (recall that , followed by a matrix-vector multiplication (on the order of ). In contrast, the DZT-based method according to (40) requires the calculation of the DZT FFT's of length , which is on the order of divisions, and DZT inversion according to (31) FFT's of length , which is on the order of Fig. 2(c) shows the eigenvalues of the frame matrix that were calculated using the DZT according to (39) . The frame bounds and (which characterize important numerical properties of the Gabor expansion and equal the minimum and maximum, respectively, of the eigenvalues) were obtained as Finally, Fig. 2(d) shows the tight Gabor synthesis window calculated via the DZT according to (41) . Note that direct calculation of the tight Gabor window according to (38) would require the calculation of the inverse square root of the frame matrix.
IX. CONCLUSION
We considered three different versions of the Zak transform (ZT) for discrete-time signals, emphasizing fundamental properties and relations. We also discussed the important role played by these transforms in the theory of Gabor expansions (Weyl-Heisenberg frames) and in the related field of DFT filter banks. This role is due to the fact that the ZT diagonalizes fundamental operators and matrices in the cases of critical sampling and integer oversampling. We note that the ZT can also be applied to rationally oversampled Weyl-Heisenberg frames [12] , [16] , [69] and DFT filter banks [60] , as well as to a more general class of frame expansions and filter banks [27], [29] , even though it does not perform a diagonalization in these cases.
We have furthermore shown that the extension of the discrete-time ZT to the complex -plane is equivalent to the polyphase representation traditionally used in multirate signal processing and filter bank theory. It is interesting that the essentially equivalent concepts of polyphase representation and ZT have been developed independently in filter bank theory and Gabor expansion theory, respectively.
Finally, simulation results have demonstrated the application of the discrete ZT to the efficient calculation of dual windows, tight windows, and frame bounds for critically sampled and integer oversampled, cyclic Gabor expansions. APPENDIX EIGENVALUES AND EIGENFUNCTIONS OF THE GABOR FRAME OPERATOR We recall from Section III-B that the Gabor frame operator is defined as Interchanging the order of summations and using the Poisson sum formula , it is possible to derive the following alternative expression: (42) (a similar expression has been found for the continuoustime Gabor expansion in [12] and [70] ). We now restrict our attention to the cases of integer oversampling or critical sampling, i.e., with Inserting [see (14) ] in (42) , we obtain This shows that is an eigenfunction of with eigenvalue We shall next prove that the are orthogonal and complete in a generalized sense [53] . According to [53, p. 186] , one has to show that for all and where
The first equation follows from (5), and the second equation is easily verified to be equivalent to (3).
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