Recently, tagging has become a common way for users to organize and share digital content, and tag recommendation (TR) has become a very important research topic. Most of the recommendation approaches which are based on text embedding have utilized bagof-words technique. On the other hand, proposed deep learning methods for capturing semantic meanings in the text, have been proved to be effective in various natural language processing (NLP) applications. In this paper, we present a content-based TR method that adopts deep recurrent neural networks to encode titles and abstracts of scientific articles into semantic vectors for enhancing the recommendation task, specifically bidirectional gated recurrent units (bi-GRUs) with attention mechanism. The experimental evaluation is performed on a dataset from CiteULike. The overall findings show that the proposed model is effective in representing scientific articles for tag recommendation.
tags for resources and help consolidate annotations across all users and resources.
Existing TR methods can be categorized into three main classes: content-based methods, collaborative filtering methods, and hybrid methods [2] . In this paper, we focus on content-based methods, where object's textual features, such as title, description, and user comments are used for training the TR systems through multilabel learning algorithms. The most popular learning methods for content-based method is to represent each document through a vector of all word occurrences weighted by term frequency-inverse document frequency (TF-IDF), also statistical topic modeling techniques, such as Latent Dirichlet Allocation (LDA) [5, 9, 10] , is commonly used. However, those methods do not utilize information such as text order and semantic of words. On the other hand, deep learning has shown great potential for learning effective representations and delivered state-of-the-art performance on various NLP tasks. Liu et al. [13] have utilized convolutional neural networks (CNNs) [8] for extremely large label collection. In [3] , the author has explored how both a CNN and a GRU can independently be used with pre-trained word embeddings to solve a large scale multilabel text classification problem, where the designed models have been tested on scientific abstracts from PubMed 1 .
On the other hand, attention-based models have demonstrated success in a wide range of NLP tasks. It was originally proposed in machine translation tasks to deal with the issue for encoderdecoder approaches, that all the necessary information should be compressed into fixed length encoding vector [1] . Then, an attention model is leveraged for generating image descriptions [22] . Other attention-based work includes sentence summarization [18] . Yang et al. [23] exploit attention in neural networks, enabling it to attend differentially to more and less important content when constructing the document representation, by capturing hierarchical patterns of documents from word to sentence and finally to the whole document.
In this work, we propose an approach that adopts bidirectional gated recurrent units (bi-GRUs) with attention mechanism to capture important patterns and semantic representations of summaries of scientific articles (i.e., titles and abstracts) for the TR task. We performed experiments to investigate the influence of attention layers in our model. Additionally, we compared the proposed method with several baselines. Preliminary experimental results on a real dataset extracted from CiteULike 2 prove the validity of the proposed approach. To the best of our knowledge, this is the first study utilizing attention mechanism to represent research papers (i.e., their titles and abstracts) for a tag recommendation task.
METHODOLOGY 2.1 Problem Definition
Given a set of N documents {d i } and a vocabulary of M tags {t j }, we consider a dataset D = {(x i , y j )}, where x i is the keyword-based representation of the document d i , and y j assumes 1 or 0 value if the tag t j is associated with d i or not, respectively. The representation x i consists of a sequence of d-dimensional embeddings of consecutive words grouped into sentences, as follows:
being N T the maximum number of words in a sentence, and N K the maximum number of sentences in a document. The network takes as input a document x i and outputs a document vector u i . The output u i is used by the classification layer to determine {y j }, that is, the tags related to d i .
The Proposed Approach
To solve the aforementioned problem, we adopt a general hierarchical attention architecture for document representation, as shown in Figure 1 . The following sections show the details of different components.
Word Embeddings.
Titles and abstracts of scholarly documents are extracted, concatenated, and subjected to tokenization and stop word removal. Each word in the document is represented as a fixed-size vector from pre-trained word embeddings. We used GloVe [16] word embeddings for this purpose.
Bidirectional GRU Encoders. Gated recurrent units (GRUs)
use reset and update gate vectors at each position to control the information flow along the sequence, thus improving the modeling of long-range dependencies. Bidirectional GRU [19] is another version of GRU. Unlike standard GRUs, which only capture information from the current and past states, bidirectional GRU determine outputs also considering inputs from the future. At word level, we embed each word in a sentence into a low dimensional semantic space using a bi-GRUs. At sentence level, we also feed the sentence embeddings into bi-GRUs and then obtain the document representation. At word level, the function д w encodes the sequence of input words {w l,t |t = 1, ..., N T } for each sentence l of the document, that is:
At sentence level, after combining the intermediate word vectors {h w (l,t ) |t = 1, ..., N T } to a sentence vector s l , the д s function encodes the sequence of sentence vectors
The д w and д s functions are bidirectional GRUs with parameters H w and H s respectively, obtained from the forward GRU, ì д w , and the backward GRU, ì д w :
The same concatenation procedure is applied to the hidden state representation of a sentence h s (l ) .
Attention Layers.
A typical way of assigning a representation to a given word sequence at each level is by taking the last hidden-state vector output by the encoder. However, it is hard to encode all the relevant input information needed in a fixed-length vector, which may limit the performance of these networks. In addition, not all the input words contribute equally to the representation of the sentence meaning, and not all the sentences contribute equally to the document representation. This problem is addressed by an attention mechanism at each level, denoted by α w and α s , that estimates the importance of each hidden state vector with respect to the sentence or document meaning, respectively. The sentence vector s l ∈ R dw , where dw is the dimension of the word encoder, is thus obtained as follows:
where
w ) is a fully-connected neural network with W w parameters. Similarly, the document vector u ∈ R ds , where ds is the dimension of the sentence encoder, is obtained as follows:
We feed the output vector to a linear layer whose output length is M, the cardinality of the tag vocabulary.
Classification Layer.
Finally, we formulate the tag recommendation task as a multi-label classification problem. We train our model in a supervised manner by minimizing the cross-entropy error of the tag classification. We adopted a softmax classifiers of predefined classes on top for classification, and the input is a combination of the features generated from the document level attention.
EXPERIMENTS 3.1 Dataset
CiteULike is an online platform which allows users to create personal libraries by saving papers that are of interest to them. We used citeulike-a dataset that is collected from [21] . It consists of 169804 papers with 46391 tags. We selected the 10 most common tags from the dataset and extracted the papers (titles & abstracts) that have at least one of those tags. The statistics of our dataset are shown in Table 1 . 
Evaluation
To evaluate the performance, we considered Micro-recall, Microprecision, and Micro-F1 measures. Micro-averaging is a commonly used method in Information Retrieval. It is essential in any classification task such as social tag prediction, that involves imbalanced classes.
Comparisons
In order to perform an empirical evaluation of the proposed method (i.e., Bi-GRU+Att), we made a comparison with the following baseline methods in text-based multi-label classification:
• Multinomial Naïve Bayes (NB): since hashtag recommendation task is formalized as a classification task, we applied NB [14] to model the probability of each tag given the textual information of the papers (titles and abstracts).
• Support Vector Machine (SVM): a widely used supervised text classifier [6] . We used one-vs-rest scheme with bag-ofwords (BOW) features.
• Latent Dirichlet Allocation (LDA): it has been utilized widely in tag recommendation [7] . Similar to [20] , we trained a n-topic LDA model [4] , where n is the number of tags.
• Paragraph-Vector: a state-of-the-art performer on several benchmark datasets for semantic representation of paragraphs [11] .
Experimental Settings
We implemented our model using the Python open source library Keras 3 with a TensorFlow backend. We run the experiments on a GPU server, NVIDIA Tesla 100 GPU. We repeat the evaluation 5 times, with randomly separating our data into 90% and 10% for training and testing, and the average performance is reported. Titles and abstracts of each research paper were concatenated, tokenized, and subjected to stop word removal before the lemmatization performed by the NLTK package 4 . The maximum number of sentences per document was set to 10, and the maximum number of words per sentence to 50 with zero-pad the beginning of sentences and documents, if necessary. Furthermore, we used pre-trained GloVe-6B-300D vectors [16] for word-level embeddings.
We added an additional dense layer after the document attention layer, in order to increase the complexity of the network. We also added drop out layers before and after the dense layer in order to prevent overfitting. Our method achieved the best performance when the dimension of hidden state of bi-GRU networks was set to 25 and 5 for sentence and paragraph encoding respectively. Additional hyperparameters were 50 hidden states for the dense layer and 0.2 as dropout value. A mini-batch stochastic gradient descent (SGD) algorithm was used to train our model [12] . Batch size was set to 64 to minimize the loss function of a categorical cross entropy. Moreover, we manually set the prediction threshold to 0.5. Finally, the epoch was set to depend on an early stop, which relied on a validation set to decide when to stop the training. In our experiments, it took 5 epochs to stop the training process.
For NB, multinomial NB implementation in the popular scikitlearn library [15] has been used, with bag-of-unigrams for representing text features. In SVM, we used TF-IDF for representing text features and trained a set of SVM linear classifiers, one for each label, using the OneVsRestClassifier available in the scikit-learn library. For LDA, we used the gensim [17] LDA implementation in our experiments using TF-IDF representation, and we tested with different numbers of LDA topic size K, thus finding that K = 10 was an optimal setting. And the best performing Paragraph Vector model was with 200 dimensions, and a context window size of 3.
Results
We validated the performance based on the exploited dataset, and used the same model weights on the test dataset to obtain the experimental results shown in Table 2 . The following observations can be drawn by analyzing the obtained outcomes: (i) LDA and Paragraph Vector performed better than NB and SVM, showing that they could capture more semantic information; (ii) the attention layers improves the Micro-F1 score, which shows the effectiveness of focusing on important words and sentences for this task.
CONCLUSION AND FUTURE WORK
In this paper, we have proposed an attention-based bidirectional gated recurrent unit (bi-GRU) model for the tag recommendation task in scholarly materials. We formulated our problem as a multilabel classification task, and utilized hierarchical word and sentence level attention networks for aggregating important words and sentences, in order to increase the general representation and visualization of the key concepts in research papers. The results of our experiments on a CiteULike dataset show that the proposed approach outperforms some state-of-the-art methods. In the future, more extensive experiments will be conducted to further evaluate the performance of our proposed approach on different parameter settings and larger datasets. We also aim to extend our work to explore multi-label ranking methods. Finally, using a model to learn an optimal threshold for rounding the probabilities for tag recommendation may also lead to increased performance.
