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Let ~ = {l 1 ..... l,} be a collection of n lines in three-dimensional space. A joint 
of ~ is a point incident o three noncoplanar lines of ~. We prove that the number 
of joints of ~ is O(n 23/14 log 31/14 n), which is O(n~'643). This improves a previous 
bound of O(n TM) due to Chazelle et al. The proof makes use of recent range 
searching techniques and of a structural analysis of the pattern of intersections 
between lines in space. © 1994 Academic Press, Inc. 
1. INTRODUCTION 
Let 50 = {ll, ..., ln} be a collection of n lines in three-dimensional space. 
A joint of 50 is a point incident to three noncoplanar lines of 5 °. A trivial 
upper bound on the number of joints is O(n2),but it was shown in [-3] that 
the number of joints is only 0(n7/4). An easy construction shows that the 
number of joints in a set of n lines can be O(n 3/2) (see, e.g., [-3, 9]). 
In this paper we show that the number of joints in a collection of n lines 
in 3-space is 0(//23/14 log 31/14 n); in particular, the bound is O(nL643). Along 
the way to proving this bound we also establish useful structural properties 
of the set of intersection points between the lines of 50. That is, we show 
that, except for 0(//7/4 log 5/4 n) intersection points, all other points lie on a 
small number of planes or reguli, each of which contains a large number 
of lines of 50, which form these intersections; the notions "small" and 
"large" can be parametrized, and a more precise statement is given in 
Theorem 2.1 below. (A regulus is the ruled quadric surface generated by all 
lines that pass through three nonintersecting and nonparallel lines.) Note 
that the total number of intersections between lines of 50 can be as high as 
O(n 2) (for example, put all lines of 50 on a common plane). Our  result 
says that if the number of intersections i  indeed high then most of those 
intersections occur in highly structured patterns, as stated above. 
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The structural decomposition result in Theorem 2.1 is a special case of 
a more general phenomenon. Consider for instance the structure of inciden- 
ces between a set ~ of m points and a set oV¢ ~ of n hyperplanes in d-space. 
The number of such incidences can be as large as O(mn). In analogy with 
the results mentioned in the preceding paragraph, we claim that such a 
large number of incidences is possible only when the points and hyper- 
planes are in degenerate position, giving rise to large complete bipartite 
point-hyperplane incidence structures, each consisting of many points 
lying on a common flat and of many hyperplanes containing this flat. 
Previous results concerning incidences between points and hyperplanes 
(or other surfaces) were obtained under various assumptions of non- 
degeneracy; see [5, 6, 7]. We discuss uch extensions of our analysis, which 
we believe are useful and of independent interest, in Section 4. 
One of the main motivations for studying joints in arrangements of lines 
is the attempt o analyze the structure of elementary cycles in an arrange- 
ment ~ of n lines in space. An elementary cycle, in the terminology of [-3J, 
is a subset ~ '  of > 3 lines of 5q such that (i) the xy-projections of the lines 
in LP' all bound a common face f in  the 2-d arrangement formed by the xy- 
projections of the lines of 5¢, and (ii) as we go around the boundary o f f  
in some direction (clockwise or counterclockwise), wealways pass from the 
projection of one line to the projection of another line that lies (in 3-space) 
above the previous one. A joint is a degenerate case of an elementary 
cycle--if we perturb the lines slightly then each joint becomes an elemen- 
tary cycle (or several nearby cycles). So far, no subquadratic bounds on the 
number of elementary cycles are known for general arrangements of lines, 
and an obvious open problem is to extend the analysis in this paper to 
obtain sharp upper bounds on the number of elementary cycles. This in 
turn is useful for establishing a depth order in an arrangement of lines (or 
of other objects) in 3-space, a problem that arises in hidden surface 
removal and other applications (see [3] for more details). 
In general, arrangements of lines in 3-space are a major structure that 
arises in many algorithmic (and combinatorial) problems dealing with 
visibility in three dimensions, such as ray shooting and tracing and 
hidden surface removal. On the other hand, many structural properties of 
such arrangements are still far from being well understood. This paper 
contributes to the general study of arrangements of lines, and we believe 
that some of the techniques presented here will find additional applications 
in related problems. 
The techniques that we apply in this paper are a combination of recent 
techniques for efficient range searching, developed by Matou~ek [8], com- 
bined with recent bounds on the complexity of the zone of an algebraic 
surface in an arrangement of hyperplanes, as developed by Aronov et aL 
[2], and "classical" extremal graph-theoretic results. 
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The paper is organized as follows. In Section 2 we present he structural 
analysis of the pattern of intersections between lines in space. In Section 3 
we derive the bound on the number of joints, and Section 4 concludes with 
extensions and discussion of our techniques and with some open problems. 
2. INTERSECTION PATTERNS OF LINES IN SPACE 
For the purpose of the analysis of the number of joints, we study here 
a bichromatic version of the intersection problem. That is, we let &° b be a 
set of m "blue" lines and ~ be a set of n "red" lines in 3-space. Our goal 
is to describe the pattern of incidences (of intersections) between blue and 
red lines. We transform the red lines to points in projective 5-space by 
the Pliicker transformation (see, e.g., [4]), and similarly transform the 
blue lines into Pliicker hyperplanes in 5-space. Let N and ~ denote the 
resulting sets of points and hyperplanes, respectively. Recall the property 
that a line l is incident to another line l' in 3-space if and only if the 
Pliicker point image of I lies on the Pliicker hyperplane image of l'. 
We next construct a data structure on the points of ~,  which supports 
halfspace range searching queries. We apply the partition tree technique of 
Matougek [8] (combined with the recent analysis of [2]). It follows from 
these results that, given an integer parameter r < n, there exists a partition 
of N into at most r subsets, ~ ,  ~2 ..... each of size at most 2n/r and at least 
n/r, so that, for each i, ~ is contained in some simplex ~i, of dimension 
between 1 and d, such that no hyperplane crosses more than Cr 3/4 log5/4 r 
simplices, for some absolute constant C; here a hyperplane h is said to 
cross a simplex o- if h ~ o- ~ ~ and h does not fully contain o-. This variant 
of the partition theorem of [8] holds even if the points in N are in 
degenerate position, which is allowed in our analysis. 
Let ~- be such a partition of ~,  for some given value of r. The only 
condition that we require for now is that each subset ~/consists of at least 
three points. Let t < r denote the number of subsets in the partition. For 
each i= 1, ..., t we denote by ~ the subset of Plficker hyperplanes in 
that cross ai, and let Zg ° denote the subset of hyperplanes in J 'f that fully 
o 1~o I and ni I~l. Consier any intersec- contain ai. Put m~ = I~e], m i = , = 
tion between a red line and a blue line, which corresponds to an incidence 
between a point p of N and a hyperplane h of ~ .  Let ~ be the subset con- 
taining p. By the properties of the partition, we must have either h ~ ~ or 
h E ~o.  With a slight abuse of notation, we refer to these two types as 
crossing incidence and containment incidence, respectively. 
Let us first consider containment incidences, whose number is clearly 
o <2,  bounded by Zim°n~. We can ignore terms in this sum with m~ 
because their total contribution to the sum is at most 2n. Let us therefore 
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only consider subsets ~ with m ° > 3 (call them interesting subsets). Since 
the incidences at ~ correspond to incidences between lines in 3-space, it is 
easy to check that one of the three following cases must arise (see also 
[3]): 
(a) common point: All the red lines corresponding to the points of ~,. 
and all the blue lines corresponding to the hyperplanes of ~gt ~° pass through 
a common point, and the red lines are not all coplanar. 
(b) common plane: All the blue and red lines as in (a) lie on a 
common plane. 
(c) common regulus: All the blue and red lines as in (a) lie on a 
common regulus p. In this case no two red lines intersect and no two blue 
lines intersect; the red lines belong to one family of generating lines of p 
while the blue lines belong to the other family of generating lines. 
(There is a subtle issue concerning case (a): if the red lines of ~. are all 
coplanar and pass through a common point z, then the blue lines of o°(# ° 
should be divided into two subfamilies: those that pass through z and those 
that lie in the common plane and do not pass through z. It is best to 
handle this case by considering two copies of ~ ,  coupling one copy with 
the subset of lines in ~(#o f the first kind, and the other copy with the lines 
in ~0 of the second kind; the first pair is now classified as case (a) and the 
second pair as case (b).) 
Note that the transformation that maps an interesting subset to the 
corresponding common point, plane, or regulus, is not necessarily one-to- 
one. However, we lump together all interesting subsets having the same 
point, plane or regulus, thus obtaining a collection ~ of interesting 
"clusters." (In the case of regulus, we lump together two subsets ~,  ~ if the 
lines corresponding to the points in ~,., ~ belong to the same generating 
0 family of the regulus.) We continue to use the notations ~,  ocg °, nv, and m v 
for clusters v e "U; here ~ (resp. ~o)  is the union of the subsets ~ (resp. 
o is the size of ~o .  ~o ) that form the cluster v, nv is the size of ~ ,  and m~ 
It is easily checked that every hyperplane h~ ~o is incident to all points 
in Nv and that these incidences all occur at the corresponding point, plane 
or regulus, respectively. Note also that for any pair of distict clusters vl, v2, 
the set ~1, ~2 are disjoint. 
We distinguish between containment incidences occurring at clusters v 
with a large n~ and incidences occurring at clusters with smaller n~. We 
have no control over incidences of the first kind--their number may well 
be quadratic (that is, O(mn)); the extreme case is where all hyperplanes of 
fully contain some flat which contains all the points of N, a case that 
occurs if, say, all the corresponding lines in 3-space lie in a common plane 
or regulus. However, we can obtain a subquadratic bound for the number 
of incidences of the second kind, as follows. 
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Fix some integer ko, to be determined later. For any fixed integer k < ko, 
consider the set ~ of all interesting clusters v for which 2 k- 1 _< n~ < 2 k. The 
number of such clusters is at most n/2 ~- 1. We define a bipartite graph G 
whose edges are of the form (v, h) for v s ~ and h e y~o. We claim that G 
does not contain the complete bipartite graph K2. 3 (with two clusters and 
three hyperplanes) as a subgraph. Indeed, otherwise we would have two 
clusters, Vl, v2, and three hyperplanes ha, h2, h3, so that each h i passes 
through the point or lies on the plane or regulus corresponding to Vl, 
and similarly for v2. But it is easily checked that this is impossible. For 
example, suppose both vl and v2 correspond to two (distinct) reguli. Then 
the three lines corresponding to the hi's generate two distinct reguli, which 
is impossible. Similar arguments apply to all other cases. 
This implies, using well-known extremal graph-theoretic results (see, e.g., 
[1]), 
my 
v ~ -K" k 
Consequently, the number of blue-red incidences occurring at the clusters 
of ~Uk is bounded by 
n~m° <-- 2k " O ( 2kn-~_ l " ml/2 + m)  = O(nml/2 + rn " 2k). 
v ~ V:/-k 
Summing this over all -<ko sets ~Uk, we conclude that the total number of 
blue-red incidences occurring at small clusters (i.e., clusters v with nv < U °) 
is at most O(konm 1/2 + m . 2k°). 
Ignoring for now the incidences occurring at large clusters, we are still 
left with crossing incidences occurring at the original subsets ~.  In general, 
bounding the number of such incidences can be regarded as a collection of 
t_< r recursive subproblems, one for each subset, where the subproblem at 
involves n; red lines and rn i blue lines, and we have 
and 
2// 
hi<_--, for each i (1) 
F 
• mi = O(mr  3/4 log 5/4 r). (2) 
i=1  
In the following section, where we analyze the number of joints in an 
arrangement of lines in space, we make use of this recursive decomposition. 
For now let us simplify the situation by choosing r = O(n), so that each ~,. 
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has constant size (>3).  In this case (as in (2)) the number of crossing 
incidences is simply bounded by 
0 ( ~, mi) = O(mn3/410gS/a n). 
t 
The main result of this section is thus: 
THEOREM 2.1. Given a set 5a b of m blue lines and a set ~q~r of  n red lines 




0 . . .  
I~%1 >q for each i=  1 ..... s (and thus s<n/q);  
for each i= 1, ..., s, the lines of ~ either all pass through a 
common point (and are not all coplanar), or all lie in a common plane, or all 
belong to a single generating family of some regulus; 
(iii) the collection of incidences between red lines and blue lines can be 
partitioned into two (disjoint) subsets Jo, J l  such that 
(a) each incidence in Jo is between a red line in some 5f~, for 
i = 1, ..., s, and a blue line that passes through the point, or lies in the plane 
or regulus, that corresponds to ~ i  r, and 
(b) the number of incidences in ~ is at most 
O(nm 1/2 log q + mq + mn 3/4 log 5/4 n). 
Remarks. (1) The choice of q in the above bound is rather arbitrary. 
In fact we can choose q to be as large as n 3/4 log 5/4 n. In the following 
section, however, we need to choose a smaller q in order to obtain a better 
bound on the number of joints. 
(2) Note that in the above analysis we are counting incidences and 
not intersection points. The latter quantity may be smaller: for example, if 
all blue and red lines pass through a common point, the number of 
blue-red incidences is mn while the number of intersection points is only 1. 
(3) We leave it to the reader to formulate the corollary of Theorem 
2.1 for the case £~a r = ~b (as alluded to in the Introduction). 
3. THE NUMBER OF JOINTS IN AN ARRANGEMENT OF LINES IN SPACE 
In this section we apply the structural decomposition obtained in the 
previous section to derive an improved bound on the number of joints in 
an arrangement of n lines in space. 
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Let ~ be a collection of n lines in 3-space. Our intention is to apply the 
partitioning scheme of the previous section, with both Yb and Yr equal to 
~qo. However, for the purpose of our analysis, we prefer to regard Sb and 
5~r as two different sets, consisting respectively of rn blue lines and of n red 
lines, and we seek joints that are formed either by one line of ~, and two 
lines of 5¢ b (blue blue-red joints) or by one line of 5~b and two lines Sr 
(blue-red-red joints). We actually concentrate only on the case of 
blue-blue-red joints, and use blue-red-red joints only as an auxiliary tool 
in the analysis. 
We construct a partitioning ~-- as in the previous ection with a value of 
r that we fix later. Each (blue-blue-red) joint is a point z incident o three 
noncoplanar lines, lo, ll, I2, where 10 is a red line and ll, 12 are blue lines. 
Thus l0 is mapped into a Plficker point Po and 11, 12 into two Pliicker 
hyperplanes hi, h2, both of which pass through Po. Let ~,. be the subset in 
3- containing Po. Then either hi e ~ or h 1 ~ ~fo, and similarly for h2. If 
both hi and h2 are in ~ then the joint will be counted in a recursive pro- 
cessing of ~ ,  described below. So suppose, without loss of generality, that 
hx s ~g,0. If ~ is not interesting then we charge the joint z to the incidence 
between Po and hi, and, as observed in Section 2, the number of such 
incidences is at most O(n). So suppose ~. is an interesting subset, and let 
v be the (unique) cluster with ~ ~ ~v. Two subcases can arise: If nv _< q (for 
a parameter q that we shortly fix), then, as we have shown, the total num- 
ber of containment incidences, over all such clusters v is bounded by 
O(mmnlog q+mq), which is therefore also a bound for the number of 
joints z in question. Suppose then that n~ > q; note that the number of such 
clusters is at most n/q. If v corresponds to a set of noncoplanar lines all 
passing through a common point, then z must be that point, and the total 
number of such points is bounded by the number of clusters, which is at 
most n. If v corresponds to a set of lines all lying in a common plane ~z, 
then the joint z, by definition, must be incident to another (blue) line 
(namely, h2) not contained in re. For a fixed plane re, the number of such 
points is bounded by the number of intersections of blue lines with ~, 
which is at most rn. Similarly, if v corresponds to a set of lines all lying in 
a common regulus p, then no three lines in p can be concurrent, so again 
the joint z must be incident to another (blue) line (namely, h2) not 
contained in p. For a fixed regulus p, the number of such points is bounded 
by 2m, because a line can intersect he quadric p in at most two points 
(unless it is fully contained in p). In summary, the number of joints induced 
by large clusters is at most n + 2mn/q. Choosing q- -n  m, we conclude that 
the total number of blue-blue-red joints corresponding to containment 
incidences is at most 
O(ml/Zn log n + rnnl/2). 
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It remains to bound the number of blue-blue-red joints that have not 
been counted as yet, for which both Plficker hyperplanes hi and h2 belong 
to the set ~.  corresponding to the subset ~ containing Po. Note that at 
each ~i we have a "self-contained" subproblem of counting the number of 
blue-blue-red joints induced by the n i red points of @ and the mi blue 
hyperplanes of ~,., where the n;s and the m;s satisfy Eq. (1) and (2), 
respectively. 
Fix a subset ~ and flip the roles of red and blue lines in the corres- 
ponding subproblem. We thus obtain a set ~*  of m~ red Pliicker points and 
a set ~*  of n~ blue Pliicker hyperplanes, and we wish to bound the number 
of blue-red-red joints that they form. We now apply the partitioning 
scheme of Section 2 to the red set ~* ,  with r = O(m~). 
Repeating the analysis given above for blue-blue-red joints, we observe 
that each blue-red-red joint z, involving two red Pliicker points Pl, P2 and 
one blue Pliicker hyperplane h0, must arise as a blue-red incidence 
between, say ho and Pl. If this is a crossing incidence, a containment 
incidence at a noninteresting set, or a containment incidence at a small 
cluster (where the maximum size of a small cluster, q, is chosen differently 
this time), then we charge the joint to the incidence and obtain at most 
O(n~/2mi log q + niq + nim~/4 log 5/4 m~) 
joints of these types. If the blue-red incidence is a contaiment incidence at 
a large cluster, then we charge the joint z to the intersection between the 
other red line (corresponding to P2) and the plane or regulus associated 
with the cluster (there are only few clusters associated with a point, as 
argued above). Since the number of large clusters is at most mt/q and there 
are at most 2m~ such intersections per cluster, the number of blue-red-red 
joints of the latter type is at most m~+ 2m~/q. We now choose q = mi/n~/2 
and obtain an overall bound of 
O(n~/Zmi log mi + nim~/4 log 5/4 mi) 
for the number of originally blue-blue-red joints at the ith set ~.  
Summing over i and exploiting the inequalities (1) and (2), we obtain the 
bound 
O(n~/Zrn~ log mi + nim~/41085/4 m~) 
i=1 
= 0 mr  3/4 log s/4 r log m + n__. (mr3~4 logS/4 r)3/4 rl/4 logS/4 m 
r 
=O(mnl/2rl/41ogS/4rlogm+nm3/4r-3/161oglS/16rlogS/4m), 
where we have used H61der's inequality to bound Z~ m~/4 
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We still need to add the number of blue-blue-red joints formed by 
containment incidences at the main partitioning, to obtain the grand total 
bound of 
O(mnl/2r 1/4 log 5/4 r log m + ml/2n log n + nm3/4r--3/16 1og15/16 r log 5/4 m). 
We now choose 
n8/7 
r -- m4/7 log1/7 m 
and conclude that the number of blue-blue-red joints is at most 
O(ml/2n log n + m6/7n 11/14 log 31/14 m). 
Since in our case ~b = &°r = ~ and thus m = n, and, moreover, every 
joint of ~o arises as a blue-blue-red joint, we obtain our main result: 
THEOREM 3.1. The number of joints in an arrangement of n lines in 
3-space is at most  O(n 23/14 log 31/14 n); in particular, the bound is O(n1643). 
Remark. It is also possible to turn the analysis given above into an 
algorithm that runs in subquadratic time and can determine whether a 
given arrangement of n lines in space has a joint, or to report or count the 
number of joints. We omit details of this transformation, which is not 
difficult, although not completely straightforward. 
4. EXTENSIONS AND DISCUSSION 
The structural decomposition result in Theorem 2.1 is a special case of 
a more general phenomenon. Consider the structures of incidences between 
a set ~ of m points and a set ~/g of n hyperptanes in d-space. The number 
of such incidences can be as large as O(mn). In analogy with the results of 
Section 2, our goal is to show that a large number of incidences i  possible 
only when the points and hyperplanes are in degenerate position, giving 
rise to large complete bipartite point-hyperplane incidence structures, each 
consisting of many points lying on a common flat and of many hyperplanes 
containing this flat. Previous results concerning incidences between points 
and hyperplanes (or other surfaces) were obtained under various assump- 
tions of nondegeneracy; see I-5, 6, 7]. 
To illustrate this generalization, consider the problem of analyzing the 
incidence structure for a set ~ of n points and a set x/g of m planes in 
3-space. Apply the technique of [8], as in Section 2, to obtain a partition ~- 
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of ~ into O(n) subsets ~,  ..., ~t, each containing at least two points. As in 
Section 2, we lump together subsets of ~ to form clusters v, each consisting 
of a subset ~v of points of ~ all lying on some common line Iv and of a 
corresponding subset ~o of planes, all passing through Iv. We use the 
same notations as in Section 2 and observe that an incidence between a 
point p ~ ~ and a plane h E oVf can occur in one of the following cases: 
(i) p ~ ~ for some subset ~,. of Y- and h ~ ~,  or 
(ii) p ~ ~ for some cluster v, and h ~ j fo .  
The number of type (i) incidences is simply Z~= 1 me, which can be bounded 
by m times the maximum number of subsets ~ crossed by any plane (in the 
sense of the terminology of Section 2). Since we are in three dimensions, 
the number of such subsets is 0(n2/3), so the number of type (i) incidences 
is at most O(mn2/3). 
Concerning type (ii) incidences, we first discard incidences that occur at 
clusters v with m v - °  _ 1, because the total number of such incidences is small. 
The interesting case is what happens at clusters v with n~ > 2 and m ° > 2. 
Consider separately what happens at small clusters and at large clusters. 
Note that the bipartite graph, whose edges are of the form (v, h), where v 
is a cluster and h ~ j/go, does not contain K2, 2 as a subgraph. This allows 
us to proceed with an analysis completely analogous to that in Section 2 
and obtain: 
THEOREM 4.1. Given a set ~ of n points, a set ~ of m planes in 3-space, 





~=~ou~lu~U ... u~,, 
[~[ >.q for each i=  1 ..... t (and thus t <_n/q); 
for each i = 1, ..., t, the points of ~ all lie on a common line; 
the collection of incidences between two points and planes can be 
partitioned into two (disjoint) subsets Jo, ~ such that 
(a) each incidence in Jo is between apoint of some ~, fo r  i = 1 ..... t, 
and a plane that passes through the line of ~ ,  and 
(b) the number of incidences in ~ is at most 
O(nm 1/2 log q + mq + mn2/3). 
We leave it to the reader to obtain similar results in higher dimensions. 
Note also that, because of duality, we can formulate the above theorem 
also in terms of partitioning the set ~(f of planes, rather than the set 
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of points. It would be nice to find more nontrivial applications of these 
structural decomposition results, similar to those obtained in this paper. 
Returning to the bound on the number of joints in arrangement of n 
lines in 3-space, it raises several open problems. The most obvious is to 
close the gap between our improved upper bound and the lower bound 
(2(n 3/2) mentioned in the introduction. Another problem is to extend the 
analysis to obtain sharp upper bounds on the number of elementary cycles 
in arrangement of lines in 3-space, as discussed in the Introduction. 
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