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Recently, researchers have started using texture for data visualization. The rationale behind this is 
to exploit the sensitivity of the human visual system to texture in order to overcome the limitations 
inherent in the display of multidimensional data. A fundamental issue that must be addressed is 
what textural features are important in texture perception, and how they are used. We designed an 
experiment to help identify the relevant higher order features of texture perceived by humans. We 
used twenty subjects, who were asked to rate 56 pictures from Brodatz's album on 12 nine-point 
Likert scales. Each subject was also asked to group these pictures into as many classes as desired. 
We applied the techniques of hierarchical cluster analysis and non-parametric multidimensional 
scaling (MDS) to the pooled similarity matrix generated from the subjects' groupings. We used 
Classification and Regression Tree Analysis (CART), discriminant analysis, and principal 
component analysis on the data from the scale ratings. The clusters generated from hierarchical 
cluster analysis remained intact in the MDS plots. We found that the MDS solutions fit the data 
well. The stress in the three-dimensional case is 0.12. The CART and discriminant analyses 
provided further justification for our interpretation. The three orthogonal dimensions we identified 
for texture are repetitive vs  non-repetitive; high-contrast and non-directional vs  low-contrast and 
directional; granular, coarse and low-complexity vs  non-granular, fine and high-complexity. 
Copyright © 1996 Elsevier Science Ltd. 
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INTRODUCTION 
Our research develops a classification scheme for visual 
texture. Classification lies at the heart of every scientific 
field. Classifications tructure domains of systematic 
inquiry, provide concepts for developing theories, 
identify anomalies, and predict future research needs. 
Texture is an important visual cue, and has been studied 
by several researchers in psychophysics as well as 
computer vision (Beck et al., 1983; Haralick, 1979; 
Julesz and Bergen, 1983; Rao, 1990). 
However, the understanding and use of texture is very 
limited when compared to other visual cues such as color. 
Color can be characterized by a variety of three- 
dimensional representations (HLS/RGB etc.). However, 
no comparable scheme for texture xists. We believe that 
this is partly due to the fact that a standardized taxonomy 
for texture does not exist, and the dimensions of texture 
have not been rigorously identified. 
The use of color is standard in the presentation of 
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multidimensional data. However, many artifacts could be 
introduced, such as the creation of false discontinuities 
(Rogowitz et al., 1992). Hence researchers have sought 
alternative ways of displaying multidimensional data, 
one of which is texture (Ware & Knight, 1992; Cuccu & 
Moltedo, 1993; Wijk, 1991; Pickett & Levkowitz, 1990). 
Furthermore, researchers are trying to harness the pre- 
attentive capabilities of human perception in order to aid 
visualization (Rogowitz et al., 1992). Though texture is 
one of the important pre-attentive cues, its use has been 
limited. This is partly due to the lack of understanding of 
its relevant dimensions. 
The easy specification of color has been made possible 
for users of computer systems through the Color Naming 
System (CNS) (Berk et aL, 1982). A parallel need is felt 
for a Texture Naming System, which would standardize 
the description and representation of texture. The 
standardization of vocabularies for features such as 
color, shape and texture would be useful for various 
kinds of applications, ranging from graphics to automatic 
defect classification (Chou et al., 1993). In the case of 
color, the CNS was set up to fulfil the need for 
standardizing linguistic descriptions of color. The 
advantage of the CNS is that it achieves the goal of 
standardization by using simple, easily understood 
primitives from the English language. The CNS quantizes 
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the three dimensions of color, namely, hue, lightness and 
saturation, into three discrete sets of symbols. Thus, 
lightness has the five discrete values of very dark, dark, 
medium, light and very light; saturation has four values: 
grayish, moderate, strong and vivid; hue can take the 
values black, very dark gray, dark gray, gray, light gray, 
very light gray, white, blue, purple, red, orange, brown, 
yellow and green. Further modifications of hue names are 
possible through the use of the suffix 'ish', e.g. greenish 
blue. A grammar specifies how these words may be 
combined. Examples include colors such as light greenish 
blue, medium strong red etc. 
A noteworthy feature of the CNS is that it simplifies 
and systematizes the Inter-Society Color Council-Na- 
tional Bureau of Standards Lexicon of Color, containing 
names for 267 regions of color space. This lexicon is 
based on earlier dictionaries of color and on a detailed 
understanding of human color perception. 
We believe that similar efforts to standardize descrip- 
tions of textures, grounded in human perception should 
be undertaken. This will result in fairly generic features 
which can be expected to work in a wide set of domains 
as well as a lexicon for naming textures. 
Tamura et al. (1978), Amadasun and King (1989), and 
Rao and Lohse (1992) have tried to determine the 
relevant features used in texture perception. Some of the 
features identified include repetition, directionality, 
complexity, coarseness, contrast and granularity. How- 
ever, the level of sophistication i characterizing shape 
and texture has not reached that of color, and much 
research still needs to be done. As a first step towards 
creating a Texture Naming System, we present hose 
dimensions of texture along which variations can be 
captured and tweaked. 
Few previous taxonomies and classification schemes 
for visual representations are based on experimental data, 
but rely instead simply on the author's intuitions. For 
instance, Rao (1990) provides ataxonomy for texture, but 
this is based on intuition and computational considera- 
tions, and has not been verified by psychophysical 
studies. While these intuitions have yielded some 
insights, empirical work is required to discover and 
elaborate the basis on which people perceive texture. Our 
research focuses on how people classify texture into 
meaningful, hierarchically structured categories. 
In Rao and Lohse (1992, 1993a) we began an 
exploratory research program aimed at classifying visual 
texture. Our classification was based on subjects' group- 
ings of textures into categories that they themselves 
decided upon. We took the data from such an 
unsupervised classification, and analyzed it using multi- 
dimensional scaling and hierarchical c uster analysis. We 
tentatively identified three important dimensions for 
texture perception, amely, repetitiveness v irregularity, 
directional vs non-directional nd structurally complex 
vs simple. 
Once the potential dimensions have been identified, 
they can be validated by metric analysis. Our earlier 
study was lacking in that it did not use any quantitative 
data from the subjects: only non-metric grouping data 
were used. As a consequence, it is difficult to answer 
questions like which dimension is more important, and 
what is the relative importance of these dimensions. In 
order to properly design the metric part of the experi- 
ment, it was necessary to first hypothesize relevant 
dimensions. Hence we employed such a bootstrap 
technique, where the dimensions identified by the first 
experiment were used in the current study. 
In the current study we confirm the basic categories 
from our initial investigations and construct a classifica- 
tion of visual texture. Specifically, we identify features 
that characterize high-level categories of visual texture. 
The results describe the attributes that people may use to 
judge similarity among visual textures. Through an 
understanding of the taxonomic relationships among a 
broad range of textures, we hope to help users in graphics 
and visualization as well as computer vision, construct 
effective algorithms for texture rendering and recogni- 
tion. 
This paper differs from our earlier paper (Rao & 
Lohse, 1993a) in two respects. Our earlier paper relied 
only on non-metric grouping data, whereas the current 
paper uses both metric and non-metric data. Secondly, 
the earlier paper used 30 pictures from Brodatz's album, 
whereas the current paper uses 56 pictures. Thus, the 
results obtained from the current paper have better 
validity. 
The remainder of this paper is organized as follows. 
First, we describe our data collection methods for ratings 
of textures on 12 scales and sorting of these textures. 
Next, we present the results of our analysis of these data 
using several multivariate analysis techniques. Then, we 
discuss the categories of visual texture that emerged from 
the classification, describing the characteristics of each. 
We finally propose directions for future classification 
research as well as suggestions for the human-computer 
interface for texture. 
BACKGROUND 
Ware and Knight (1992) present an interesting use of 
texture for visualization, where they use the dimensions 
of orientation, size and contrast for displaying data. The 
motivation for their work is similar to ours in that they 
seek appropriate dimensions of texture which are 
analogous to the dimensions of color, and that could 
aid in data display. Though their scheme was empirically 
tested, the fundamental question of the validity of the 
orientation-size-contrast texture space was not deter- 
mined. The results of our study shed light on this 
question. 
Ware and Knight also bring up other questions, uch as 
which texture dimensions are perceptually orthogonal, 
and whether a uniform texture space can be developed 
(by analogy with uniform color spaces). Thus far these 
issues have not been well understood. Our work identifies 
the perceptually orthogonal dimensions of texture, and 
provides an insight into the organization of the texture 
space. 
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Van Wijk (1991) presents a method that uses texture to 
visualize fields over surfaces. The texture is generated by 
randomly placing a spot over a surface. Spots of different 
size, shape and orientation could be used, giving rise to a 
variety of textures. Cuccu and Moltedo (1993) treat 
texture as an additional parameter to control in the 
display of visual information. They use an iconic 
representation f a vector field and then produce surface 
undulations and color perturbations on the icon through 
the use of texture mapping techniques. 
Francos et al., (1991) have proposed a model for the 
structural components of texture. They decompose a
texture field into three mutually orthogonal components 
- -a  harmonic component which generates periodic 
features, an evanescent component which generates 
global directional features, and a purely indeterministic 
component. It is interesting to observe the close 
agreement between their model and the findings of this 
paper. 
Niblack et al. (1993) discuss an application where an 
image database is queried by providing examples of 
desired image attributes, e.g., shape, color and texture. 
The user can either provide iconic input by outlining the 
object of interest in an example image, or can provide 
symbolic input by describing properties of the desired 
object (e.g., select all red objects). There are two 
interesting issues here related to texture: what features 
of texture should be computed to judge similarity, and 
along what dimensions hould the user specify textural 
attributes. Both these issues point to the fundamental 
problem of identifying relevant exture features. 
The study presented in this paper suggests texture 
features that would be relevant to such a problem, and the 
important dimensions along which user input should be 
obtained. A project such as QBIC (Niblack et al., 1993) 
provides a good motivating factor for developing a 
system for texture naming which would be similar to the 
color naming system (Berk et al., 1982). 
METHODS 
Our approach follows the methods used by Lohse et al. 
for developing a classification of graphics and images 
(Lohse et al., 1990, 1991). 
Subjects 
Twenty graduate and undergraduate students of the 
University of Pennsylvania participated in the study. The 
subjects' academic majors included physics, chemistry, 
anthropology, engineering, English, business, computer 
science, history, psychology, oriental studies and poli- 
tical science. Ages ranged from 20 to 35 yr. Each subject 
was paid $20 for participating in the study. 
Sample selection 
We used texture pictures from a standard source, 
Brodatz's (1966) album. This album contains 112 black- 
and-white texture photographs, using a variety of natural 
and man-made objects, and photographed at various 
magnifications and lighting conditions. Texture images 
from this album have been widely used by researchers in
computer vision for over two decades (Haralic et al., 
1973; Rao, 1990; Picard et al., 1993). Another eason we 
chose this album was to facilitate replication of our 
experiment. 
The selection of textures was done as follows. We 
decided to use half the Brodatz album for our study, 
which gave rise to 56 textures. The number of textures we 
chose was partly constrained by the need to keep at a 
reasonable l vel the time required for completion of the 
experiment. We estimated that subjects would take about 
2 hr to complete the experiment over the set of 56 
textures. 
Of the 56 items, we decided to use 30 from our 
previous tudy (Rao & Lohse, 1992). This permitted us to 
check the validity of our earlier findings. These 30 
pictures were chosen initially to capture the variations in 
texture across the album and constitute a representative 
sample of the original 112 pictures. The remaining 26 
textures were randomly selected through the use of a 
uniform random number generator. 
Digitized versions of the 56 textures selected are 
displayed in Fig. 1. Original prints from the Brodatz 
album, corresponding tothese 56 textures were presented 
in binders to subjects. Another randomization was done 
so that the ordering of these textures was different for 
each subject. 
As a caveat, we must mention that our sample was 
inherently limited by Brodatz's view of textures. The set 
of 112 images in Brodatz's album cannot be considered 
to be representative of all textures.* However, they do 
capture a reasonable variety of natural and man-made 
textures. We further made the tacit assumption that the 56 
samples selected cover all the potentially relevant 
dimensions. We made this assumption i  order to avoid 
a circular problem: how do we generate a fair sample 
from a space whose dimensions we are trying to uncover? 
A bootstrap technique can be used for future studies, 
whereby the dimensions identified in this study are used 
to understand the perception of increasingly larger sets of 
texture images. 
Selection of  dimensions 
We used a set of 12 dimensions which captured 
different aspects of texture descriptions. We generated a 
list of texture terms based on the descriptions used by 
subjects in an earlier study (Rao & Lohse, 1992), and 
descriptions from the literature on texture. This list can be 
found in Rao and Lohse (1993b). 
Each unique word in the above list was tallied and we 
*For instance, most of the repetitive textures have horizontal and/or 
vertical orientation. There are only a few that exhibit rotation. Most 
textures do not display any perspective distortion. In the case of 
irregular random textures or oriented textures, there are many more 
examples than those covered by Brodatz's album. For instance, the 
Album of Fluid Motion (Van Dyke, 1982) covers textures that arise 
in fluid flow visualization experiments. The book by Horn (1974) 
provides further illustrations of natural texture. 
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FIGURE 1. The textures used in the experiment. The labels beneath each texture correspond to the labels used in Brodatz's 
(1966) album. 
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FIGURE 1. (continued). 
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Scale 
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Non-repetitive 1 
9 2 1 2 3 4 5 6 7 8 Granular 3 
Non-granular 
4 
1 2 3 4 5 6 7 8 R9doman 5 
Non-random 6 
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9 
featlrau 2 3 4 5 6 7 8 H~9-hlg feature 10 Low 
density density l 1 
12 
1 2 3 4 5 6 7 8 D'9-ectlonaler 
Non-directional 
TABLE 2. Result of principal components analysis 
Percentage of
Description variance xplained 
High-contrast 7.38 
Repetitive 9.51 
Granular 4.95 
Random 8.94 
Smooth 9.56 
High-density 8.29 
Directional 7.57 
High-complexity 7.90 
Fine 8.50 
Regular 9.79 
Locally oriented 7.60 
Uniform 10.01 
struct,]ral. 2 3 4 5 6 7 8 H~),h.= Low structural 
complexity complexity 
1 2 3 4 5 6 7 8 9 
Coarse Fine 
1 2 3 4 5 6 7 8 9 
regular Irregular 
non-oden lted 2 3 4 5 6 7 8 19allyo¢ oriented 
FIGURE 2. The 12 rating scales used in the experiment. 
collapsed these data across similar word phrases, key- 
words or synonyms. We selected 12 scale items from the 
final collapsed list of unique keywords. 
Procedure 
Subjects performed three tasks in a 2 hr session. These 
tasks were naming, rating and sorting the 56 items. First, 
subjects examined all 56 items and named each one to 
insure that they were familiar with the entire range of 
items before beginning the rating task. This helped 
reduce the effects of order of presentation r anchoring 
effects on the subject's subsequent ratings. Next, subjects 
rated each of the 56 items on 12 nine-point Likert scales, 
derived as described in the previous ection. The scales 
and their anchor-point phrases are shown in Fig. 2. The 
next ask the subjects performed was to sort the items into 
similar groups. The reason we employed rating before 
sorting was that sorting requires subjects to view and 
comprehend the full range of variation prior to sorting. 
By completing the ratings first, subjects were familiar 
with the textures and their range of variation. It is 
possible that the scale rating task may have biased the 
subsequent sorting task. However, only the complete 
linkage cluster analysis and multidimensional scaling 
results would be affected. All other statistical analyses 
used the Likert scale data.* 
The 56 items were presented to the subjects in two 
books for rating. In the books, each texture and the 12 
nine-point Likert scales were on facing pages. Subjects 
were asked to rate each item on all 12 scales before 
turning to the next page. The order of the 56 items in the 
booklets was randomized for each subject. Subjects were 
allowed to take as much time as needed and were allowed 
to take breaks during the rating procedure. 
The final procedure was a bottom-up sorting task. For 
this task, the 56 items were placed randomly on a large 
table, and the subjects were asked to sort them into 
groups of similar items. Subjects were given no explicit 
criteria for judging similarity and could create any 
number of groups and any number of items per group. 
Once the subjects had completed their initial groupings, 
TABLE 1. Mean and standard eviation values for the 12 scales 
Scale Mean value Standard eviation 
High-contrast 5.39018 2.51190 
Repetitive 6.07679 2.60566 
Granular 4.09018 2.60883 
Random 4.88036 2.83253 
Smooth 4.97054 2.31134 
High-density 5.51518 2.32593 
Directional 4.61250 2.88781 
High-complexity 4.83304 2.25572 
Fine 4.69107 2.16667 
Regular 5.25804 2.55947 
Locally oriented 4.18214 2.65853 
Uniform 5.58571 2.64689 
*Our earlier empirical study (Rao & Lohse, 1993a) only used the free 
sorting task, and did not have a rating task. A comparison of the 
cluster analysis results from the first study (Rao & Lohse, 1993a) to 
the current paper shows nearly identical results. There were only 30 
images and six clusters in the first study. Of these, 24 textures were 
in identical groups to those textures in the current paper. The 
current study uses 56 images and there are eight clusters. The finer 
gradation in the current study split two groups from the previous 
study, thus 6/30 textures were in different groups. This evidence 
shows that the order of the rating and sorting tasks did not affect he 
results. 
tMost of the subjects' descriptions used words from the 12 rating 
scales. The most commonly used words were random, regular, 
uniform and directional. Some textures even elicited emotional 
responses from the subjects, uch as "unpleasant" and "boring". A 
detailed study of the verbal description of texture would be 
interesting, but is unfortunately outside the scope of this paper. 
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TABLE 3(a). For each scale item, the average rating over the items for each cluster are displayed. The items in each column are sorted to aid 
comparison with the MDS plots in Fi~. 4 
Contrast Repetitive Granular Random Smooth Density Directional 
3.44 E 2.58 B 3.1 B 2.3 H 4.16 E 4.79 B 2.37 A 
4.29 B 4.92 D 3.10 D 2.30 G 4.45 G 5.33 F 2.95 B 
4.96 F 5.50 F 3.49 H 3.5 C 4.79 D 5.4 C 3.25 E 
5.3 G 5.55 A 3.76 F 4.62 F 4.95 A 5.48 D 3.27 C 
5.91 D 5.83 E 4.13 G 6.28 E 4.96 C 5.54 G 3.35 D 
5.93 C 5.96 C 4.23 C 6.72 D 5.11 F 5.69 E 5.6 H 
6.44 H 8.14 G 5.32 A 7.15 A 5.41 H 5.74 H 6.73 G 
6.52 A 8.32 H 6.05 E 7.62 B 6.63 B 6.05 A 7.01 F 
TABLE 3(b). Sorted list of average scale items for each cluster 
Low-contrast Non-granular and 
Complexity Fine Regular Oriented Uniform and directional high-complexity 
3.85 E 4.1 A 2.34 B 2.89 A 2.47 B 2.42 A 3.4 E 
4.13 A 4.41 E 3.63 D 3.05 E 4.03 D 3.16 C 3.90 A 
4.48 H 4.46 D 4.04 A 3.25 B 4.57 A 3.21 D 4.81 G 
4.77 G 4.58 G 4.61 E 3.60 D 5.05 F 3.82 B 4.99 H 
4.88 B 4.93 F 5.17 F 4.17 H 5.56 C 4.08 H 5.35 F 
5.12 D 5.04 B 6.13 C 4.81 G 5.6 E 4.40 E 5.39 B 
5.47 F 5.18 H 7.39 H 5.28 C 7.81 H 5.21 G 5.48 C 
6.21 C 5.45 C 7.41 G 6.22 F 7.85 G 5.52 F 5.51 D 
they described each group and explained why all the 
items in the group were similar.t 
After the experimenter recorded these descriptions, the 
subjects grouped their initial groupings into higher-order 
clusters of similar groups. Again, the experimenter 
recorded the subjects' explanations of why all the items 
within a cluster were similar. This process was repeated 
until all 56 items were placed in a single group. 
EXPERIMENTAL RESULTS 
We used several techniques to analyze the data, 
including hierarchical cluster analysis, factor analysis 
and CART (Classification and Regression Trees) meth- 
odology. The mean rating for each scale item is shown in 
Table 1. 
Hierarchical cluster analysis 
In order to identify groups or clusters of items in the 
subjects' sortings, a matrix of similarities was con- 
structed by counting the number of times each pair of 
textures was grouped together in the subjects' lowest 
level sorts. For example, textures d3 and dl0 appeared in 
the same initial grouping for 10 of the 20 subjects, 
therefore the corresponding entry in the matrix is 10. The 
entries in the matrix ranged from 0, when two textures 
never appeared together, to 20, when the textures 
appeared together in every subject's lowest level sort. 
The similarity matrix was then used as the basis for 
hierarchical clustering. 
Hierarchical cluster analysis organizes a set of entities 
into homogeneous nits. This technique operates on the 
similarity matrix to produce a tree, where the leaves or 
terminal nodes represent the objects of interest, and the 
non-terminal nodes are clusters. This tree is built by 
successively joining the most similar pair of items into a 
new cluster (where items may be individual objects or 
dusters). The root of the tree is a single cluster that 
contains all items. The joining algorithm determines the 
method used to update the similarity matrix at each stage 
of the clustering process. We used the Ward (1963) 
linkage method. The results of this technique are shown 
in Fig. 3.* 
The resulting tree had eight primary classes or clusters 
of textures. These classes are described in detail later. We 
defer the discussion to a later section, as we combine the 
evidence gathered from different modes of analysis in 
order to arrive at a consistent interpretation. 
Multidimensional scaling 
After we had identified these major clusters of textures, 
we used a second technique, multidimensional scaling 
(MDS), to confirm the cluster analysis results. Multi- 
dimensional scaling helps identify properties that distin- 
guish each cluster. It positions the items in n-dimensional 
space so that the inter-item distances in this space match 
as closely as possible (in a monotonic sense) the original 
distances (Kruskal, 1964; Shepard, 1962a,b; Kruskal & 
Wish, 1978). Instead of expressing the structure within 
the similarity matrix hierarchically as the previous 
technique did, MDS expresses the structure of the 
similarity data spatially. 
*We only show the major clusters in this figure in order to improve 
readability. The detailed tree can be found in Rao and Lohse 
(1993b). 
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A 
B 
C / /  / /  / /  
d40 d39 d41 d42 
D 
E 
FIGURE 3. The result of performing hierarchical cluster analysis. 
We used three dimensions to perform multidimen- 
sional scaling. Owing to lack of space, the MDS 
coordinates will not be presented, but may be found in 
Rao and Lohse (1993b). Figure 4(a-c) shows plots of the 
output from multidimensional scaling in the xy, xz and yz 
planes. The Kruskal stress (form 1) in three dimensions i
0.12 which is considered a good fit Kruskal & Wish 
(1978, p. 54). [In our earlier experiment (Rao & Lohse, 
1993a), the stress was 0.045.] Thus, there is little 
justification to seek higher-ordered solutions for the 
MDS analysis. 
The eight clusters remain basically intact. Thus, the 
multidimensional scaling solution lends further credence 
to the reality of the categories found in Fig. 3. 
We performed a correlation analysis between the MDS 
coordinates and the mean Likert scale values for each of 
the 56 items as described in Kruskal & Wish (1978, p. 
35). Figure 5 shows the correlation between the MDS (x, 
y, z) coordinates and the mean scale values. From this, we 
can see that the x MDS coordinate is strongly correlated 
with the scale variables of repetitive, random, directional, 
regular, oriented and uniform; the y coordinate with 
contrast and directional and the z coordinate with 
granular, complexity and fine. 
Correlation analysis 
We performed a correlation analysis between the 12 
scales used. The inter-item correlation between each 
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d50 d78 d83 d80 dll d55 
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d18 d82 d64 d52 dl d26 
II 
d94 d25 
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FIGURE 3. (continued). 
scale pair is presented in Fig. 6. Figure 6 shows some 
interesting correlations: repetitive is strongly correlated 
with non-random, regular and uniform; fine with smooth, 
and so on. 
Principal component analysis 
We next sought o determine if the rating scales were 
predictive of class membership or clusters derived from 
the sorting data. To do this, we followed a three-step 
procedure. First, we used principal components analysis 
to determine if the 12 scales could be reduced to a smaller 
set of underlying dimensions. Then we used two different 
methods for classification: classification trees (Breiman 
et al., 1984) and discriminant analysis (Dillon & 
Goldstein, 1984). These techniques were used on the 
average ratings of the 12 scales for each of the 56 items. 
The clusters with the highest and lowest rating for each 
scales are shown in Table 3. 
A principal components analysis (PCA) of the data 
(Table 2) revealed that only one scale, granularity, 
explained less than 5% of the total variance. No single 
scale explained more than 10% of the total variance. The 
analysis suggests that the 12 scales are relatively 
independent (i.e., non-redundant) and of approximately 
equal importance (in terms of variance xplanation), so 
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Mcan 
Contrast 
Mean 
Repetitive 
Mcan 
Oranular 
Mcan 
Random 
Moan 
Smooth 
Mcan 
Density 
Mcan 
MDS X 
Moan 
MDS Y 
-0.24550 
0.0682 
~i~i ¸ ' ~i!~ 
H/ "00' 7 H/ 0.22383 -0.07655 0.0973 0.5750 
-0.01849 0.09690 -0.03301 -0.11404 0.06670 
0.8924 0.4774 0.8092 0.4027 0.6253 
Mean 0.00287 -0.11549 ~ -0.15699 0.23017 -0.28492 
MDS Z 0.9833 0.3967 ~ 0.2479 0.0879 0.0333 
Mean 
MDS X 
Mean 
MDS Y 
Moan 
MDS Z 
Mean I Mean I Mean 
Directional I Complexity I Fine 
0.00140 -0.06223 
0.9918 0.6487 
0.7813 0.4406 
0.15561 
0.2521 
M~t l l  
Regular 
s 
-0.00885 
0.9484 
-0.00305 
0.9822 
Mcan 
Oriented 
Mean 
Uniform 
0.09749 0.05634 
0.4747 0.6800 j 
0.29781 -0.10895 
0.0258 0.4241 
FIGURE 5. Correlation of MDS coordinates to mean scale values. Each entry in the matrix is formed of two elements: the upper 
element is the Pearson correlation coefficient, and the lower element is P > I R I under Ho: P = O/N = 56. The shaded boxes 
show significant correlations (P < 0.01). 
we therefore make use of all 12 in the analyses described 
below. 
Some of the 12 scales are highly correlated [e.g. 
repetitive is negatively correlated with random (correla- 
tion is -0.90359) and positively correlated with regular 
(correlation is 0.92931)]. PCA creates a set of new 
variables that are linear combinations of original 
variables. The first principal component captures as 
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High contrast 
Repetitive 
Granular 
Random 
Smooth 
Faetorl  
0.19351 
-0.01340 
High Density 
Directional 
High complexity 
Factor2 I Factor3 
0.08826 0.39157 
-0.22156 
0.04507 
Factor4 Final oommnnnlity 
e~ttimat~ 
0.592296 
-0.15804 0.22261 0.762820 
0.08622 0.04953 0.396966 
-0.04750 0.00995 0.717085 
0.00731 -0.31066 
0.14019 
0.04357 
0.17396 
0.14850 
0.14945 0.769409 
0.18317 0.664875 
-0.40229 0.607215 
0.07375 0.27717 ....... -0.26124 
Li ili iiiiiill iii! i i i l l  
0.~3~9 
0.~1976 
0 .7855~ 
0 .609~1 
Fine 
Regular 
Locally oriented 
Uniform 
0.22816 i!~iiiiiii!iii !iii!!i!!!ill -0.12909 0.13844 
Variance explained 
by each factor 
%Variallce explained 
by each factor 
-0.03989 0.12724 0.06223 
0.18585 0.02213 
-0.13258 -0.15856 0.16955 0.803400 
3.594975 1.842490 1.429697 1.158062 ~ - 8.0252 
45 % 23 % 18 % 14 % 100 % 
FIGURE 7. The results of factor analysis, where we used the initial factor method of principal components. The shaded boxes 
show our interpretation f the significance of the factor pattern. 
much observed variance as possible. The second 
principal component tries to maximize xplained residual 
variance (subject o the restriction that this component is
uncorrelated to the first component, i.e., is orthogonal). 
Thus, by definition PCA creates orthogonal dimensions, 
but these 12 principal components are not the original 12 
scales. 
The factor pattern for the data is shown in Fig. 7. 
Analysis using classification and regression trees 
(CAR~) 
CART generates categorical predictions by generating 
binary trees (Breiman et al., 1984). For instance, given 
the radar signals reflected by some surface ship, predict 
whether the ship is a freighter, supertanker, destroyer, or 
aircraft carrier. CART grows binary trees by operations 
on a set of learning data. Suppose we have a set of 
learning data with 300 observations on each of 25 
attributes and the observations belong to one of three 
classes. First, CART examines plits of the form X(1) < 
C where X(1) is the value of the first attribute, and C is a 
constant ranging from the minimum value of X(1) to its 
maximum value. If C = 1.1, then all objects satisfying 
X(1) < 1.1 go to the left and the others go right. But there 
may be values of C that result in better splits. CART 
looks at all and selects a value of C that gives the best 
split. The process continues uccessively ateach node in 
the tree. If we continued splitting indefinitely then we 
would wind up with 300 terminal nodes, each containing 
one object. With one object in each terminal node, the 
apparent error rate is zero. However, a holdout sample 
(with known class values and attributes) of another 300 
objects would almost certainly contain a non-zero 
percentage of misclassified objects. Thus, large trees 
with one terminal node for each object will have a small 
apparent error rate, the true error rate will be large. CART 
builds a tree that minimizes the true error rate using a 
holdout sample of the learning data. The true classifica- 
tion rate is the expected correct percentage of classifica- 
tions for data not used in the development of the 
classification tree. 
The CART methodology (Breiman et al., 1984) was 
next used to construct abinary classification tree (Fig. 8) 
in order to determine if the ratings on the 12 scales were 
predictive of membership in the clusters yielded by the 
hierarchical clustering analysis. Each terminal node of 
such a tree is associated with a single texture class 
(although asingle class may label more than one terminal 
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node). The simplest ype of classification tree is one in 
which each internal node of the tree corresponds to a 
single independent variable, called the splitting variable 
for that node. Associated with the splitting variable is a 
threshold value which determines whether a to-be- 
classified item is sent left or right in the subsequent 
branching. Items are classified by running them down the 
tree and sending them right or left at each node, 
depending on whether or not they exceed the threshold 
value for the corresponding splitting variable at that node. 
When an item reaches a terminal node, it is assigned to 
the class associated with that node. 
In order to apply the CART program, ratings on the 12 
scales were averaged across all 20 subjects. These 
average ratings were then used to predict membership 
for the eight classes. The analysis* yielded the classifica- 
tion tree shown in Fig. 8. This tree correctly classifies 50 
of 56, or 89%, of the textures. The "true" classification 
rate is estimated at 70% using a cross-validation estimate 
(Breiman et al., 1984). This is considered a good 
classification rate. For the sake of comparison we note 
that in the study of Lohse et al. (1991) the tree correctly 
classified 84% of the graphics and the true classification 
rate was 53%. This result strongly suggests that the 
ratings on the 12 scales can be used to predict group 
membership derived from the sorting data. 
Discriminant analysis 
As an additional check on the relationship between the 
rating scales and the classes derived from the sorting task, 
we used discriminant analysis. As with the CART 
methodology, the purpose of the discriminant analysis 
was to determine the relationship between the rating 
scales and the sort-derived classes. 
Discriminant analysis is a technique whereby linear 
combinations of a set of independent variables are 
constructed so as to maximally discriminate among the 
classes of interest. Various interpretation techniques are 
then used to determine the discriminability of the classes 
as well as the contribution of the different variables to the 
discrimination. Determining the extent to which the 
variables are effective in predicting class membership s
also an integral part of the analysis. Discriminant analysis 
was applied to the same data used in the CART analysis 
described above. In order to provide clearer interpreta- 
tion, the resulting discriminant functions1- were first 
rotated. Based on both the rotated coefficients for the 
discriminant functions and the discriminant loadings (i.e., 
the correlations between the scales and the discriminant 
functions), the first three functions correspond most 
*For those familiar with the CART methodology, the tree was 
constructed using the twoing construction rule with prior 
probabilities proportional to the class izes in the data set and 10- 
fold cross-validation. 
tFor those familiar with discriminant analyses, we used a non- 
parametric method where the classification an observation is 
based on the estimated group specific densities from all obser- 
vations in the training set. 
strongly to the random, repetitive, and granular scales, 
respectively. Note that these are the same scales that 
comprise the first three splitting variables in the 
classification tree. 
The discriminant analysis correctly classified 48 of 56, 
or 86%, of the textures. The "true" classification rate is 
estimated at 49%. These classification rates are nearly 
identical to those found using the CART methodology. 
These results, when combined with those of the CART 
analysis, provide confirmation for our belief that the 
rating scales are predictive of class membership in 
sorting and may have served as the basis on which 
subjects made their sorting decisions. 
Overall, our analyses all provide confirmatory evi- 
dence of the taxonomic structure of the items presented in
Fig. 3. In addition, both the results of the CART analysis 
and the discriminant analysis uggest hat the 12 rating 
scales can be used as predictors of class membership in
the classification. 
DISCUSSION: NATURE OF ITEMS IN THE CLASSES 
Eight categories of visual texture emerged from the 
classification. This section describes the characteristics of 
these major groups. In order to aid the interpretation of
the clusters, we generated a sorted list of mean scale 
values for each of the eight clusters identified above. This 
is shown in Table 3. 
The cluster A, comprising of granular textures is 
encoded through red. Such textures contain an average 
shape (which may be thought of as a grain), which is 
randomly distributed across a plane. From the MDS plots 
of Fig. 4(b) and (c), we see that granular textures occur at 
the negative xtreme of the z axis. From Fig. 5, this end of 
the axis corresponds most significantly to the label 
granular. The CART diagram (Fig. 8) supports this 
interpretation as cluster A is described by the terms 
random and granular. 
Cluster B, encoded through pink consists of "marble- 
like" textures, which can be considered random, non- 
granular, non-repetitive t xtures (as can be seen from the 
CART diagram). In the MDS plots of Fig. 4(b), and (c), 
this cluster falls at the opposite nd of the z axis from the 
granular textures, thus lending support to the non- 
granular interpretation. Also, in Fig. 4(a) and (b), cluster 
B falls at the extreme positive end of the x axis, which 
represents randomness. Interestingly, clouds (d91 and 
d90) are considered similar to marble, and fall in class B 
even though they are semantically different. 
Cluster C, encoded through white consists of lace-like 
textures, and can be considered non-random, non- 
repetitive textures (from the CART diagram). Another 
property of cluster C, that of non-directionality, can be 
inferred from MDS plot 4(a), where it occurs at the 
opposite end of the y axis from cluster F, which 
represents directional textures. 
According to the CART diagram, cluster D, encoded 
through green may be described as random, non-granular 
and somewhat repetitive. The repetitive aspect probably 
derives from the fact that primitives, such as lines in d15, 
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d107 and d108; bubbles in dl l0 and d112; and cones in 
d88 serve as repetitive lements. However, the repetition 
is random and not regular. From the MDS plots of Fig. 4, 
cluster D occurs towards the random end of the x axis, is 
neutral in the y axis, and occurs towards the end of the z 
axis that corresponds to non-granular, fine and high 
complexity. 
Cluster E, encoded through magenta, is formed of 
random textures with fine detail, but possessing no 
obvious structuring elements. From the CART diagram 
of Fig. 8, the description is random, granular, with low 
contrast. From an examination of the elements of cluster 
E, we see that they are homogeneous and lack 
directionality. 
Cluster F, encoded through blue is formed of 
directional, locally oriented textures. According to the 
CART diagram, it is non-random and non-repetitive. In 
the MDS plots of Fig. 4, it falls on the positive y and 
positive z axes and is neutral to x. From Table 3, this 
cluster exhibits the maximum directionality and orient- 
edness. Also, one can infer it is non-granular, based on its 
opposition to the granular cluster in the MDS plots.* 
Such textures are characterized by a dominant local 
orientation within each portion of the texture. 
Cluster G, encoded through yellow, and cluster H, 
encoded through orange consist of repetitive textures. 
Repetitive textures are modeled by a primitive element 
that is replicated according to geometric placement rules. 
For instance, the brick wall (texture d26) is created by 
taking a single rectangular brick and repeating it along 
the 0 and 45 deg directions. In the MDS plots of Fig. 4, 
these clusters remain intact. From Fig. 5, we see that the 
negative x axis in the MDS plot correlates strongly to the 
labels repetitive, non-random, regular and uniform. This 
interpretation is further preserved in the CART diagram 
of Fig. 8. The CART methodology provides the 
interpretation that the clusters G and H are non-random 
and repetitive. Table 3 also supports this interpretation as 
items from clusters G and H appear at the maximum end 
of the scales for repetitive, regular and uniform and at the 
minimum end of the scale for random. Note that multiple 
descriptors (e.g., repetitive, uniform and regular) apply to 
these clusters. As Fig. 6 shows, these descriptors are 
indeed highly correlated. 
The quality that separates G from H is that of 
directionality. From Fig. 4(a) we see that the elements 
of H have smaller y coordinates than the elements of G. 
From Fig. 5 we see that the y axis can be interpreted as 
representing contrast and directionality. Thus, cluster G 
is more directional than H. The CART diagram (Fig. 8) 
also lends credence to this interpretation as G is 
considered more oriented than H. The items in G and H 
reflect this interpretation, e.g., d50 and dl l  possess the 
dominant direction of vertical, and d26 and d94 possess 
the dominant direction of horizontal. On the other hand, 
*The item d71 seems to display anomalous behavior in this respect, 
however. 
the items in H, such as dl01 and d102 have no single 
preferred irection. They are equally repetitive in the x 
and y directions. 
The dimensions of texture 
From an examination of the above descriptions of the 
clusters, the MDS plots, the correlation between scale 
ratings and MDS coordinates in Fig. 5, and Table 3, we 
arrived at the following interpretation for the MDS axes. 
The x axis represents repetitiveness in texture. This 
appears to be the most important feature used by humans 
in distinguishing textures. The feature of repetitiveness i  
also significantly correlated with that of regularity, 
uniformity and non-randomness. 
Repetitive textures can be modeled by a primitive 
element and placement rules that specify how this 
element is to be replicated. For instance, the wire netting 
in Fig. d34 of Brodatz can be created by taking a single 
hexagonal element and repeating it along the 45 and 
90deg directions. However, the identification of a 
primitive element and placement rules may not always 
be so crisp. The primitive element may not be identical 
across the image, and the periodicity may not be constant. 
In the computer vision literature, researchers have tried to 
extract he primitive lement through blob identification 
followed by the recovery of placement rules (Tomita et 
al., 1982; Voorhees & Poggio, 1987; Vilnrotter et al., 
1986). 
Completely non-repetitive t xtures can be adequately 
described by statistical parameters such as the mean and 
variance. An alternative approach is to describe the 
texture through its fractal dimension, which is a measure 
of surface roughness. 
In order to find a closer match between the ordering of 
the textures in the MDS plots and the scale items, we 
performed a correlation between a linear combination of 
the scores for those scales which show significant 
correlations in Fig. 5 and the MDS (x, y, z) coordinates. 
The correlation between the MDS y axis and the 
combination of low-contrast and directional was 0.66 
and the correlation between the MDS z axis and the 
combination of non-granular nd high-complexity was 
0.636. Since these correlations are significant, they 
influenced our choice for the interpretation f the y and 
z axis, as shown below. We also created a sorted list of 
clusters based on the average value of (a) low-contrast 
and directional and (b) non-granular nd high-complex- 
ity. This is shown in the last two columns of Table 3. 
The y axis represents a combination of directionality 
and contrast, as Fig. 5 shows. The ordering of clusters in 
the column representing low-contrast and directional of 
Table 3 agrees closely with the ordering of clusters along 
the MDS y axis in Fig. 4. 
Directional textures may be described through an 
orientation field, which is similar to a vector field, and 
captures the dominant local orientation within each 
portion of the texture. In the computer vision literature, 
these techniques are presented in Rao and Schunck 
(1991) and Rao and Jain (1992). These techniques apply 
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FIGURE 9. The three dimensions of texture. 
filtering and averaging operations within each local 
region of the texture to recover the dominant orientation. 
A map that shows the dominant local orientation at each 
point in the texture is called an orientation field. The 
orientation field can be further analyzed to identify 
properties such as singularities. For instance, a wood knot 
(d69) corresponds toa singular point in a texture of wood 
grain. 
The z axis represents a combination of granularity, 
coarseness and complexity, as Fig. 5 shows. At the 
negative nd of the z axis in the MDS plots of Fig. 4(c) 
and (d) we have cluster A, which consists of granular 
textures with coarse (i.e., large) grains. At the positive 
end of the z axis, we have clusters B and F which are non- 
granular and fine. 
Granular textures may be described by an average 
shape and size which is placed on the plane by a 
"bombing" process (Ahuja & Rosenfeld, 1981). Com- 
plexity is a harder feature to capture computationally. 
One possible approach would be to consider the 
complexity in terms of the length of a suitable 
description, or in terms of the time taken by a subject 
to comprehend the texture. Measures of coarseness may 
be found in Haralick (1979). 
It is interesting to observe the similarity between the 
MDS plots in this paper and the MDS plots from our 
previous work (Rao & Lohse, 1993a), in spite of the fact 
that the subjects used in the two studies were different. 
Furthermore, the cluster analysis diagrams from the two 
studies are also in correspondence. Thus, our findings are 
strongly suggestive of the nature of the texture space. 
Figure 9 summarizes the orthogonal dimensions of 
texture that we have uncovered in this study. 
CONCLUSION 
In this paper we have identified the three most 
significant dimensions of texture based on a study of 20 
subjects over 56 texture images. The orthogonal dimen- 
sions we identified are repetitive vs  non-repetitive; 
high-contrast and non-directional vs  low-contrast and 
directional; granular, coarse and low-complexity vs non- 
granular, fine and high-complexity. This interpretation 
fits the data well, and refines the results we presented 
earlier (Rao & Lohse, 1993a). 
As a caveat, we must mention the fact that our study is 
limited by the choice of subjects and the choice of texture 
images. We used 20 subjects and, though their back- 
grounds varied, they were fairly homogeneous in terms of 
age. Furthermore, our sample set consisted of 56 texture 
images from Brodatz's album, which, as pointed out 
above, does not guarantee that all the potentially relevant 
dimensions of texture are covered. Hence, independent 
verification of our results across a larger and more 
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heterogeneous range of subjects and a larger set of texture 
images is necessary. 
The combinations of features such as low-contrast and 
directional, occurring in the y-axis, can be given any 
name, but they constitute the quantities which can be 
interpreted as a dimension of texture. For instance, the 
perception of hue is a result of complex interactions 
which can be explained by means of an opponent color 
model. Nevertheless, hue is considered to be one of the 
dimensions of color. 
Our results are indicative of the computational model 
that needs to be created for texture. An appropriate 
computational model will integrate features such as low- 
contrast and directional, in order to produce relevant 
texture variations along one dimension. Through an 
understanding of the taxonomic relationships among the 
broad range of textures used in this paper, we hope to 
help users in graphics, visualization as well as computer 
vision construct effective algorithms for texture render- 
ing and recognition. Finally, an understanding of the 
lexical texture space and its relation with the visual 
texture space will lead to a Texture Naming System, in 
the spirit of the Color Naming System. 
In order to create a Texture Naming System, one has to 
first understand the structure of the lexical texture space, 
i.e., words that describe texture. To this end, we identify 
the following tasks: create a suitable lexicon of texture 
terms in the English language; determine if there is a 
similarity amongst subjects' categorization of texture 
words; identify the dimensions that underly the texture 
lexicon. This lexical categorization will aid in the design 
of an appropriate quantization scheme for the visual 
dimensions of texture that we identified. We are in the 
process of conducting such a study. 
A further study is required to understand the interac- 
tion between the visual texture space and the lexical 
texture space. This study would determine whether there 
is a mapping between the visual and lexical texture 
spaces, and whether this mapping is common across 
different subjects. Thus, significant empirical research is 
required to discover and elaborate the basis on which 
people perceive texture. 
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