Abstract-Mobile sink has been adopted by many schemes for lifetime improvement in wireless sensor networks. It is necessary to propagate the topological or location changes caused by the sink movement across the network for successful data delivery. However, previous studies on using mobile sink either assume that some global information of the network is already available or let the mobile sink convey the global information through repeated network-wide broadcasting. As a result, the gains in network lifetime from sink mobility can be offset by the broadcasting which incurs extra high energy loss. To address this problem, we propose Dual-Sink, an energy-efficient and distributed protocol for data collection in wireless sensor networks. Both a mobile sink and a static sink are used by Dual-Sink. The mobile sink only needs to broadcast its location to a subset of nodes in the network each time when it stops. Simulation results show that when it scales up, the network using Dual-Sink enjoys steady lifetime improvement from sink mobility, whereas the network with only one mobile sink performs no better than the network with a single static sink.
I. INTRODUCTION
A typical wireless sensor network (WSN) is formed by a large number of tiny sensors together with a static sink. The sensors usually have limited and non-renewable energy reserve [1] . Therefore, the lifetime of WSNs is a key issue that should be considered before practical application of such networks.
Recently, there are a lot of interests of introducing sink mobility into WSNs for lifetime improvement. The nodes near the sink are more likely to use up their energy because they have to forward all the data generated by the nodes farther away. With a mobile sink, the nodes around the sink always changes, thus balancing the energy consumption in the network and improving the network lifetime. However, each time the mobile sink moves, it has to inform all the nodes of the topological or location change in order for the data of sensors to be successfully routed to the sink. Previous studies either assume that some global information of the network (e.g., location of the mobile sink) is already available (e.g., [2] , [3] , [4] ) or let the sink spread the global information through repeated broadcasting across the network (e.g., [8] , [9] , [10] ). Few work has addressed what we called the "offset" problem: The lifetime improvement of WSNs from sink mobility could be canceled out by the high energy loss in the frequent network-wide broadcasting.
In this paper, we propose Dual-Sink, an energy-efficient and distributed protocol for data collection in WSNs. The mobile sink only needs to broadcast within a limited range instead of throughout the network since both a mobile sink and a static sink are used. For those nodes that do not know where the mobile sink is, they send their data to the static sink.
We have the following contributions: First, to the best of our knowledge, our work is the first to address the "offset" problem caused by the network-wide broadcasting. Second, we propose Dual-Sink, an energy-efficient and distributed data collection protocol for WSNs. Third, simulation results show that when the network becomes large in scale, Dual-Sink is able to improve the network lifetime continuously, whereas the network with a mobile sink performs no better than the one with a single static sink.
The rest of this paper is organized as follows. Section II surveys the related work. Section III presents network model and definitions for our discussion. The Dual-Sink protocol details are described in Section IV. The performance of DualSink is evaluated in Section V. Finally, Section VI concludes the paper.
II. RELATED WORK
We review the most relevant work on introducing mobility into WSNs in this section. Gandham et al. [2] present sink relocation solutions for energy efficiency in WSNs with multiple mobile sinks. The best positions for the mobile sinks are computed by LP programming. As in [2] , Vass et al. [3] and Azad et al. [4] also propose centralized methods based on mathematical programming to compute the best locations for the mobile sinks. Since these methods are off-line and centralized, the locations of all sensors and sinks are assumed to be known a priori. Luo and Hubaux [5] demonstrate that using a mobile sink is beneficial and the mobility trajectory should follow the periphery of the network. Wang et al. [6] use an LP programming to model the maximization of the lifetime of WSNs with one mobile sink. They assume that the information on data flow between any two neighboring nodes is available. Wang et al. [7] make use of a mobile relay to extend the lifetime of a WSN. In both [5] and [7] , the locations of all nodes in the network are assumed to be already known. , and a T T L. The T T L is used to limit the broadcasting in the network. Initially, the value of T T L is set to the network radius in hop counts. In the case that the network radius is not available, the TTL can be set to a value big enough ensuring the Hello message be sent to every node in the network. Obviously this leads to some extra energy consumption, but considering this broadcasting is only once, the energy loss is insignificant. Then the static sink is ready for receiving data from sensor nodes.
For Mobile Sink: Each time when the mobile sink stops at a new site, it also broadcasts a Hello message, but only to a subset of nodes in the network. This can be done by setting the T T L field to a value less than the network radius. After the broadcasting finishes, the mobile sink is prepared for collecting data. Note that we assume that the mobile sink stays at a site for a period long enough for the network to complete a round of data collection, and then moves to the next site. We also assume that all nodes generate data at a rather low frequency, so that no data generated and transmitted in the network before the mobile sink arrives at its next site.
For Sensor Node: Each sensor node would process 4 types of messages: the Hello message, the Data message, the EnQry (energy query) and EnRpl (energy reply) messages. The Hello message is from either sink. The Data message is generated or to be forwarded by a sensor node. In addition, each sensor node can send the EnQry message to its neighbors and receive the EnRpl message from them.
Each sensor node stores the hop distances to the two sinks since they could send its data to either sink. In particular, each node maintains a simple forwarding DiscardM sg(Hello).
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F orwardM sg(Hello). in the above 2 examples). Besides, the value of HopDis for the mobile sink will be initialized and set again after a round of network operation for that after the mobile sink moves, the corresponding value of HopDis becomes obsolete. The NxHopID field stores IDs of the next-hop neighbors with which the sensor node can deliver data to the sink in HopDis hops.
On receiving a Hello message, the sensor node uses the information stored in the message to update its own forwarding table. It checks the HopDis of the message and processes the message according to the following algorithm: 1) If (HopDis + 1) is greater than its own HopDis in the forwarding table to the same sink as indicated by the SinkT ype field in the message, it discards the message, since the node sending the message is no nearer to the sink than the sensor node receiving the message. 2) If (HopDis + 1) is equal to its own HopDis to the same sink, the NID field of the message is appended to the NxHopID field of the corresponding table entry for the same sink. If T T L -1 = 0, it means that the message can not be further forwarded, so the message is discarded; else the NID field of the message is replaced with the ID of the sensor node, the HopDis field is increased to (HopDis + 1) and the T T L field is reduced by one; then the message is forwarded to the neighbors of the sensor node. 3) Otherwise, it updates its own hop distance to the sink the longest when the mobile sink starts from (2, 2) . This is because with the same hop limit of broadcast, a route along which the mobile sink encompasses more nodes is better. At the opposite extreme, the nodes covered by the mobile sink do not change when the mobile sink starts from (0, 0). The results shown in Figure 5 can be explained in the same way.
C. Effects of Broadcasting on Network Lifetime
We perform simulations to investigate the effects of broadcasting on network lifetime under 3 scenarios: the network with Dual-Sink, the network with a single static sink and the network with a single mobile sink. Note that the static sink broadcasts once and the mobile sink broadcasts for multiple times throughout the network under the latter 2 scenarios. Since the broadcasting leads to more energy loss if the length of Hello message increases, we examine the network lifetime when the Hello message grows in length. In Figure 6 , we observe that when the length of the broadcast message is small, using a mobile sink does improve the network lifetime. However, the network with a single mobile sink performs even poorer than the network with a static sink with the growth of the broadcast message because the network-wide broadcasting incurs too much extra energy loss. This indicates that the gains in network lifetime from sink mobility can be offset by the energy loss caused by frequent network-wide broadcasting. Nonetheless, the network with Dual-Sink always performs best, suggesting that our proposed protocol is a good solution to the offset problem. Note that in our simulation the lifetime values of the 2 scenarios with mobile sink are results of best combination of mobile route and broadcasting hop limit.
D. Scalability of Dual-Sink
We examine the performance of the Dual-Sink protocol when the network scales up. In Figure 7 , we see that even if the broadcasting message is kept small (Bro Len = 80 bits), the lifetime gain of the network with a single mobile sink begins to decrease when the network size grows to over 1088, while the network with Dual-Sink can still provide steady lifetime improvement over the single static sink scenario and outperforms the single mobile sink scenario. Specifically, as shown in Figure 8 , when the length of the broadcasting message is increased to 160 bits, we notice that the network with a single mobile sink performs no better than the network with only a single static sink after the network size increases to 960, indicating again that the gains in lifetime from sink mobility is offset by extra energy loss in network-wide broadcasting.
VI. CONCLUSIONS
We observe that there could be an "offset" problem when introducing sink mobility into the WSNs although using a mobile sink usually brings network lifetime improvement. The problem is caused by the frequent network-wide broadcasting, which leads to extra high energy loss especially in largescale WSNs. Therefore, we propose Dual-Sink, an energyefficient and distributed protocol for data collection in WSNs. Simulation results show that Dual-Sink provides steady lifetime improvement for WSNs, but using only one mobile sink, no lifetime gain is achieved when the network size grows to over a threshold. We plan to investigate some theoretical aspects of the Dual-Sink protocol in our future work. For example, it would be interesting to further find out what the best combination of mobile route and broadcast limit for the mobile sink is in the Dual-Sink protocol.
