Abstract
Introduction
[1] to represent these ice interactions. The VP formulation leads to a very 8 nonlinear problem which is known to be di cult to solve. ⇢h
where ⇢ is the density of the ice, h is the ice volume per unit area (or the angles ✓ a and ✓ w , ⌧ a and ⌧ w are expressed as [22] 126
where ⇢ a and ⇢ w are the air and water densities, C da and C dw are the air and 127 water drag coe cients, and u g a and u g w are the geostrophic wind and ocean 128 current. As u 2 is much smaller than u g a , it is neglected in the expression for 129 the wind stress.
131
The VP constitutive law, that relates the internal stresses and the strain 
where P ⇤ is the ice strength parameter, A is the sea ice concentration and C
141
is the ice concentration parameter, an empirical constant characterizing the 
where 4 = [(✏ , and e is the 149 aspect ratio of the ellipse, i.e. the ratio of the long and short axes of the 150 elliptical yield curve.
152
When 4 tends toward zero, equations (6) and (7) become singular. To 153 avoid this problem, ⇣ is capped using an hyperbolic tangent [7] 154 ⇣ = ⇣ max tanh(
As in equation (7) 
The continuity equations for the thickness and the concentration are given 
where the sea surface tilt term is ignored here to simplify the presentation.
185
As the water drag and the rheology term are written in terms of the velocity 186 field, the only unknowns in equations (12) and (13) are u n and v n . Once these 187 equations are solved for u n and v n everywhere on the grid, the thickness and 188 concentration fields are advanced in time according to
for which we use a first-order (in space) upstream scheme (as in [3, 23, 24] ).
We introduce the operator L given by 
where h, A and P p are at time level n because BDF2 is used along with 207 IMEX (as explained below).
209
We note in passing that a second-order Crank-Nicolson scheme for the 210 momentum equation was not successful because the water stress term leads
211
to an an undamped oscillation. For more details, the reader is referred to
212
Appendix A.
214
Secondly, to obtain second-order accuracy in time for the continuity equa-
215
tions, we use a second-order Runge-Kutta (RK2) predictor-corrector ap-
216
proach to obtain h n and A n . Hence, they are obtained in two steps by
where u scheme. We introduce the operator h n = L RK2 (h n 1 , u n 1 2 , u n 2 ), similar to 221 the one in equation (16), in order to denote the two-step calculation of h n .
222
The RK2 approach with the upstream scheme has the same CFL condition 223 than the first-order scheme.
225
Before we introduce our third modification and explain how these equa-
226
tions can be solved simultaneously for u n , v n , h n and A n , we need to present 227 the JFNK solver. 
where h u is the thickness evaluated at the u location on the C-grid and v for the BDF2 scheme.
256
The superscript l is n 1 for the SIT method while it is n with the IMEX 257 method (explained below).
259
From both approaches, we obtain equations that are functions of u n and 260 v n . The spatial discretization of equations (21) and (22) leads to a system 261 of N nonlinear equations with N unknowns that can be concisely written as
where A m is an N ⇥ N matrix. We added a subscript m to distinguish the 263 system matrix from the ice concentration vector A. The vector u n , of size N ,
264
is formed by stacking first the u components followed by the v components.
265
The vector b is a function of the velocity vector u n because of the water 266 stress term. Note that the system of equations also depends on the vectors 267 h n and A n for IMEX and on h n 1 and A n 1 when using the SIT approach.
268
The systems of equations to be solved are di↵erent whether the SIT or BDF2 269 approach is used (the two methods lead to di↵erent system matrix, vector b 270 and solution). We drop the superscript n knowing that we wish to find the 271 solution u = u n . We introduce the residual vector F(u):
The residual vector F(u) is useful as it allows one to evaluate the quality 
279
This nonlinear method is based on a multivariate Taylor expansion around 280 a previous iterate u k 1 :
The higher order terms are neglected in the expression above. Setting system of N equations:
where the system matrix J ⌘ F 0 is the Jacobian, an N ⇥ N matrix whose
) (where q = 1, N and r = 1, N). For 286 k = 1, an initial iterate u 0 needs to be provided. The initial iterate here is The linear system of equations in (26) is solved using the Flexible Gener- process, the product of J times w can be approximated by
where ✏ is a small perturbation. Newton approach is given by
The tolerance ini for the initial stage is set to 0.99. The exponent ↵ is 323 set to 1.5 and r = solver. We will get back to this issue later in the paper. 1. Start with an initial iterate u
where the initial iterate u 0 is the previous time level solution and u k = u n 347 once it has converged. The matrix J and the vector F are functions of h and 348 A at the previous time level, i.e. h n 1 and A n 1 (note that SIT is technically 349 an IMEX method, but it is not iterated).
351
The iterated IMEX approach (simply referred to as IMEX) now allows 352 one to solve for u n , v n , h n and A n simultaneously. In order to do this, the 
where in this case J and F are function of h k and A k .
366
To obtain second-order accuracy in time, the latter algorithm can be mod-
367
ified by using the L RK2 advection operator and by using the BDF2 method.
368
Hence, the BDF2-IMEX-RK2 algorithm is given by 369 370
1. Start with an initial iterate u
To ensure fast nonlinear convergence in the context of the IMEX or 379 BDF2-IMEX-RK2 scheme, it is crucial to take into account the change in 380 h and A associated with a change of velocity in the evaluation of J times 381 a certain Krylov vector w (equation (28)). Hence, with the BDF2-IMEX-
using the simpler operator L).
386
For simplicity, the same notation is used for the three algorithms given 387 above. However, as they do not solve the same nonlinear systems of equa-388 tions, they lead to di↵erent Jacobian matrices, residual vectors and solutions. modifications to perform the experiments described below. The code is serial.
409
All runs were performed on a machine with 2 Intel E5520 quad-core CPU is not a major problem as it has not been observed in realistic experiments.
439
It is possible that a more sophisticated way of choosing ✏ (as described in
440
[28]) or an exact Jacobian-times-vector operation by automatic di↵erentia- To assess the quality of these approximate solutions, a 24-h reference so- for t larger than 60 min is due to noise in the thickness field near both walls.
480
The fact that the approximate solution for SIT is contaminated by noise 481 makes it more di cult for JFNK to obtain the velocity field solution. This is is always significantly more accurate than SIT and it is also more computa-493 tionally e cient than SIT for typical time steps (e.g. t = 60 min). The ice has piled up and the velocity exhibits strong convergence at the wall.
498
The ice concentration has reached 1.0 close to the wall (not shown).
500
The di↵erence between the thickness obtained with SIT when using a time 
517
[10], this 24-hour period was chosen because it is characterized by typical 518 conditions in the Arctic: a high pressure system close to the Beaufort Sea,
519
convergence north of Greenland and ice flowing south through Fram Strait.
520
The thermodynamics and the ocean currents are set to zero for these idealized 
where u g⇤ a is the geostrophic wind field on 18 January 2002 00Z, t is the time with BDF2-IMEX-RK2, we verify that the scheme also leads to second-order 
Robustness

601
We have first assessed the robustness of the BDF2-IMEX-RK2 scheme 602 when using winds that change more abruptly. We repeated the 40 km res- liptical yield curve would also be more exposed to this instability and would 687 therefore benefit from the more stable BDF2-IMEX-RK2 scheme.
689
An obvious extension to this work would be to develop a second-order 690 scheme that would also include thermodynamic processes. To do so, the 691 predictor-corrector approach would include the source terms and would be-
where A ⇤ and A n would be obtained in a similar way.
However, as explained here, it can lead to an undamped oscillation in zones 743 with little ice. With this approach, the u and v equations are written as 
Assume that the wind stress was zero before such that u n 1 = 0 and that 755 after that it is constant and equal to ⌧ au . The velocity at time level n is then
while at n + 1 it is equal to
and we find that u n+2 = u n , i.e., the solution oscillates between two values: itive, that the concentration is 1 everywhere and that the viscous coe cients 768 are constant in space and in time. The replacement closure (equation (9)) is 769 not used such that P = P p . We also assume that the Newton iteration has 770 already converged such that u k = u n and h k = h n . The momentum equation is then given by
where C = ⇢ w C dw , P = P ⇤ h and R is just the sum of all the terms on the
773
RHS. To simplify the notation, we introduce
The continuity equation for h is
for which we introduce the operator L uh (uh) = @(uh) @x .
777
At time level n we solve with our BDF2-IMEX-RK2 method the following
with u n 1 2 and h ⇤ given by
We use the following Taylor series to express u n as a function of u n 1
We now prove that our BDF2-IMEX-RK2 method leads to second-order accuracy in time for the calculation of the velocity and the thickness. equation (40) is expressed in terms of products of h and u). Using equation
787
(44) and also a Taylor expansion around u n 1 for u n 2 , the LHS of equation
788
(40) can be written as
which after regrouping the terms becomes
Substituting h n from equation (41) in (46) we get
From the latest equation, the truncation error (⌧ ✏ ) can be obtained by 792 subtracting the RHS of equation (40) from expression (47)
where R n is expanded below. The terms can be rearranged such that one
(49) Using equations (41) and (44) and introducing a Taylor series for the wind stress, R n can be written as
Using again equation (41) for h n , we get 798 R n =⌧ n 1 a + t @⌧ n 1 a @t C  (u n 1 ) 2 + 2 tu n 1 @u n 1 @t + ⇣L u (u n 1 )
Simplifying and using L uh (u n 1 2 h ⇤ ) = L uh (u n 1 h n 1 ) + O( t) in equation
799
(51) we get 800 R n =R n 1 + t @⌧ n 1 a @t 2 tCu n 1 @u n 1 @t
where we have used the fact that L uh (u n 1 h n 1 ) = @h n 1 @t . Rearranging, we
801
can write the previous equation as
802
R n = R n 1 + t @ @t
(53) The term inside the brackets is just R n 1 so we can write 803 R n = R n 1 + t @R n 1 @t + O( t 2 ).
We replace R n in equation (49) (57)
From equation (38) again, the first term on the right is zero and we find 808 that the truncation error is O( t 3 ) which shows that our scheme is second-
809
order accurate in time. 
