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Abstract
We review two novel techniques used to calculate tree-level scattering amplitudes effi-
ciently: MHV diagrams, and on-shell recursion relations. For the MHV diagrams, we
consider applications to tree-level amplitudes and focus in particular on the N = 4
supersymmetric formulation. We also briefly describe the derivation of loop ampli-
tudes using MHV diagrams. For the recursion relations, after presenting their general
proof, we discuss several applications to massless theories with and without super-
symmetry, to theories with massive particles, and to graviton amplitudes in General
Relativity. This article is an invited review for a special issue of Journal of Physics
A devoted to Scattering Amplitudes in Gauge Theories.
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1 Introduction
There has been rapid progress since 2004 in the study of new structures in scatter-
ing amplitudes in diverse quantum field theories, and their relationships with string
theory and twistor theory. This has frequently come about via sudden and surprising
insights into new properties, or new understandings of known properties, of tree am-
plitudes – a subject that one might have been expected to have been fully understood.
The initial work, following Witten’s pioneering investigations into the twistor
space localisation of amplitudes [1], studied further the localisation of tree ampli-
tudes. An early and vital insight was that one could glue together MHV tree ampli-
tudes in order to obtain non-MHV amplitudes [2]; this expansion of tree amplitudes
in terms of MHV diagrams provided a very natural way of understanding localisation
on collections of lines in twistor space for more general tree amplitudes.1 This “MHV
diagram” approach was then applied successfully to one-loop amplitudes in N = 4 [8],
N = 2, N = 1 [9,10] and even pure Yang-Mills theories [11]. Important steps towards
the understanding of the MHV diagram approach arose from applying a particular
non-local field redefinition to the lightcone Yang-Mills action [12, 13]. Extensions to
non-MHV loop amplitudes have proved more difficult and this has impeded progress
in this direction. More recent work has found very interesting and related new struc-
tures in the integrands of loop amplitudes, by reformulating them in momentum
twistor space or dual momentum space. Some of these topics are described elsewhere
in this volume.
A second, and particularly striking new discovery was that of recursion relations
for gauge theory at tree level [14, 15]. These followed from a beautiful and elegant
analysis of the complex analytic structure of tree amplitudes, together with the basic
physical principle of unitarity of the S-matrix [16]. It was surprising that these recur-
sion relations had not been found previously; they epitomise a concrete realisation of
the old S-matrix programme, by providing a method to compute S-matrix elements
directly from the analytic properties of the amplitudes, without ever referring to a
Lagrangian, and requiring only on-shell quantities as input. These recursion relations
have proved to be a very powerful and efficient tool as one may build more complex
amplitudes from simpler ones. They have also been successfully extended to cover a
wide class of field theories, including gravity [17,18] and also loop amplitudes [19–21],
enabling new results to be derived and new structures to be found. Since they follow
from basic properties of quantum field theory, interesting new applications continue
1Note that in the context of twistor string theory the MHV diagrams are naturally related to
the so-called disconnected prescription, while Witten’s original approach [1], further studied and
extended in subsequent papers [3–5], was termed the connected prescription. Both prescriptions
have been shown to be equivalent in [6], where also intermediate prescriptions were identified, see
also [7].
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to be found – recent examples include recursion relations for loop integrands in N = 4
super Yang-Mills (SYM) [22, 23] and recursion relations for partially off-shell quan-
tities such as form factors [24] – and it is to be expected that these techniques will
hereon be an essential part of the armoury available for tackling problems in quantum
field theories.
The present chapter of this review is organised as follows: In the next section we
will review the approach to tree-level amplitudes based on MHV diagrams, describing
the method with some simple examples, as well as describing how it can be applied at
one loop. In Section 3 we turn to recursion relations, with examples of how they can
be used in gauge theories with massless and massive particles and in gravity. Finally
we describe the manifestly supersymmetric formulation in N = 4 SYM using Nair’s
on-shell superspace [25].
2 The MHV diagram method
The key quantity in the MHV diagram method is the MHV scattering amplitude of
n gluons, given by [26–29]
AMHV(1
+, 2+, . . . , i−, . . . , j−, . . . , n+) = i(2π)4gn−2δ(4)
( n∑
i=1
λiλ˜i
) 〈ij〉4
〈12〉〈23〉 · · · 〈n1〉 .
(2.1)
A remarkable feature of this strikingly compact expression is that it is a holomorphic
function of the spinor variables of the n scattered gluons. In [1], Witten exploited
this fact to perform a Fourier transform of this amplitude to Penrose’s twistor space,∫ n∏
i=1
d2λ˜i e
i[µiλ˜i]AMHV = APT
∫
d4x
n∏
i=1
δ(2)(µa˙i + x
a˙aλi,a) , (2.2)
where
APT :=
〈ij〉4
〈12〉〈23〉 · · · 〈n1〉 . (2.3)
The right-hand side of (2.2) vanishes unless each twistor coordinate of the n gluons
λa,i, µa˙,i satisfies the relation
µa˙ + xa˙aλa = 0, a˙ = 1, 2 . (2.4)
This is the equation of a line in twistor space; in twistor theory, this is a famous
relation – the incidence relation, which associates points in conformally compactified,
complexified Minkowski space to complex lines, orCP1’s in twistor space [30]. Keeping
this observation in mind, Cachazo, Svrcˇek and Witten (CSW) suggested in [2] that
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one may think of an MHV amplitude as an effective, local interaction in spacetime.1
The idea is to introduce a particular off-shell continuation of an MHV amplitude, the
MHV vertex. By gluing these MHV vertices in an appropriate way, to be discussed
momentarily, we will construct amplitudes with an arbitrary number q of negative
helicities – what we will call an Nq−2MHV amplitude.
We can easily count the number of vertices v that are needed in order to calculate
Nq−2MHV amplitude. v MHV vertices provide us with 2v negative helicities, since
each vertex has the MHV helicity configuration. At l loops, a generic diagram has
v − 1 + l internal lines, each of which absorbs exactly one negative helicity. This is
because a propagator connects an outgoing gluon of a certain helicity on one MHV
vertex with an outgoing gluon of the opposite helicity on another MHV vertex. We
are thus left with q = v + 1− l negative helicities, and hence
v = q − 1 + l . (2.5)
At tree level (l = 0) we will then draw all possible MHV diagrams with q − 1 MHV
vertices and “dress” them with the external gluons in such a way that each vertex
has the MHV helicity configuration.
Now two important issues have to be addressed in order to build up the diagrams.
Firstly, vertices must be connected with an appropriate propagator. Secondly, (2.1)
gives the expression for an on-shell amplitude, and, therefore, one has to provide an
off-shell continuation of such an amplitude in order to use it as a vertex. In [2], CSW
provided us with answers to both questions, as we now describe.
2.1 Propagators and off-shell continuation
The answer to the first question just posed is extremely simple – the internal propaga-
tors connecting MHV vertices are simply scalar propagators, i/(L2 + iε). This result
can be justified from the Lagrangian formulation of MHV rules described in [12].
Next, we consider the issue of off-shell continuation. Let L be an internal (hence
off-shell) momentum. The MHV amplitude depends on the holomorphic spinors as-
sociated to the external, on-shell particles, and we will now provide a prescription
that associates a spinor to the internal leg with (off-shell) momentum L. To this end,
one introduces an arbitrary lightlike reference vector ηαα˙ = ηαη˜α˙. Then, there is a
unique way to decompose L as [7, 31]
L = l + zη , (2.6)
1Mansfield showed in [12] that the MHV rules, to be explained below, can be derived at tree
level by a canonical change of variables in the Yang-Mills path integral. The resulting action is local
(only) in lightcone time. We briefly review this approach in Section 2.4.
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where l := λLλ˜L is a null momentum and z is a real parameter, which can easily be
seen to be equal to z = L2/(2L ·η). The off-shell continuation proposed in [2] consists
in using the spinor λL as the off-shell continuation for the internal leg of momentum
L. It then follows that
λL,α =
Lαα˙η˜
α˙
[λ˜L η˜]
. (2.7)
These equations coincide with the prescription originally proposed in [2] by CSW for
determining the spinor variable λL associated with the off-shell (i.e. non-null) four-
vector L defined in (2.6). The denominators arising from the right-hand side of (2.7)
will be irrelevant for our applications, since each MHV diagram is invariant under
rescalings of the internal spinor variables; hence we will discard them and simply
replace λL,α → Lαα˙η˜α˙. Each MHV diagram will therefore depend on the particular
choice of η˜; one will then have to prove that summing over all MHV diagrams, this
spurious dependence cancels, showing that the MHV diagrams produce covariant
answers. In [2] this was originally shown for diagrams involving one propagator
i.e. NMHV gluon amplitudes. Later an elegant proof was found in [32] where it
was shown that MHV diagrams are in direct correspondence with on-shell recursion
relations (which by construction lead to covariant answers and will be described in
later sections) where all negative helicity gluons are shifted. This was later extended
to include all tree amplitudes in N = 4 SYM [33].
2.2 Examples of application
The proposal of [2] that tree amplitudes could be built by gluing together MHV tree
amplitudes as vertices, joining them with propagators, was very intuitive and gave an
answer to the basic question of how tree amplitudes for n-particle scattering could be
relatively simple, when they were obtained by summing a rapidly increasing number
of Feynman diagrams. This method promised a new, efficient means for calculating
amplitudes, seemingly sidestepping the complications of gauge fixing and dealing with
unwieldy sets of diagrams.
We will start with some simple applications at tree level and defer the more
complicated example of all NMHV tree amplitudes for later where we will combine
the CSW rules with Nair’s on-shell superspace formalism.
As a warm-up we will now rederive the well-known fact that the four-point tree
amplitude 〈1+2−3−4−〉 vanishes. More generally, all trees with equal helicity gluons
or only a single gluon of opposite helicity are zero. A very important exception to
this are the three-point amplitudes 〈1+2−3−〉 and 〈1−2+3+〉 which vanish for real
momenta in Minkowski signature but are non-vanishing for complex momenta (as we
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will see later, this has profound consequences). Formally, our example is a so-called
next-to-MHV (NMHV) amplitude, as it has three negative helicity gluons.
There are two diagrams contributing to this amplitude, where two three-point
MHV vertices are connected by a propagator, see Figure 1. Using the fact that
P
− +
p−2 p
−
3
p−4p
+
1
P ′
−
+
p+1
p−2 p
−
3
p−4
Figure 1: The two MHV diagrams contributing to 〈1+2−3−4−〉
P 2 = (p1 + p2)
2 = 〈12〉[21] and P ′2 = (p1 + p4)2 = 〈14〉[41] we obtain for the sum of
the two diagrams,
i3
〈2P 〉3
〈P1〉〈12〉
1
〈12〉[21]
〈34〉3
〈4 −P 〉〈−P3〉 + i
3 〈23〉3
〈3−P ′〉〈−P ′2〉
1
〈14〉[41]
〈P ′4〉3
〈41〉〈1P ′〉 . (2.8)
Now we have to use the off-shell continuation introduced earlier namely λP,α =
Pαα˙η˜
α˙ = −iλ−P,α, and we have denoted incoming internal momenta with an ad-
ditional minus sign since they correspond to an outgoing momentum −P . In our
convention for on-shell momenta, pαα˙ := λαλ˜α˙, whenever we flip the orientation from
outgoing to incoming we multiply λ and λ˜ with i. Taking into account these extra
factors of i and using the off-shell continuation we get, for the first diagram2
i
〈2|P |η]3〈34〉3
[η|P |1〉〈12〉2[21]〈4|P |η][η|P |3〉 = i
〈34〉
[21]
[1η]3
[2η][3η][4η]
, (2.9)
where we used P = −p1−p2 = p3+p4 and identities such as 〈2|P |η] = 〈2|−p1−p2|η] =
−〈21〉[1η]− 〈22〉︸︷︷︸
=0
[2η] = 〈12〉[1η]. The evaluation of the second diagram gives
i
〈14〉
[23]
[1η]3
[2η][3η][4η]
. (2.10)
2Note that, as we mentioned earlier, we are allowed to drop the normalisation constant in the
definition of the off-shell continuation since (2.9) is homogeneous in the internal off-shell spinors –
this is a generic feature of MHV diagrams.
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The sum of (2.9) and (2.10) vanishes, since
〈34〉
[21]
+
〈14〉
[23]
=
[23]〈34〉+ [21]〈14〉
[21][23]
=
[2|p3 + p1|4〉
[21][23]
= − [2|p2 + p4|4〉
[21][23]
= 0 , (2.11)
confirming that the 〈1+2−3−4−〉 amplitude is indeed zero.
This procedure can be easily generalised to calculate arbitrary n-point amplitudes
with k negative helicity gluons. Such Nk−2MHV amplitudes require one to sum all
possible MHV diagrams with k − 1 MHV vertices connected by scalar propagators.
Applications are not restricted to amplitudes with gluons only but can also involve
fermions or scalars [34, 35].
An obvious next step was to see if this method could be used to calculate loop
amplitudes and we would like to briefly describe how this is achieved [8]. Much was
already known about loop amplitudes, particularly after work using unitarity methods
in the 1990’s [36–41]. Applications of modern unitarity techniques are discussed in
great detail in the chapters of this review by Britto [42] and Bern and Huang [43].
The first and simplest example of a loop amplitude is the one-loop MHV amplitude
in the N = 4 theory, which is given as sum over “two-mass easy box functions” [44].
Explicitly, one has [36]
AN=4MHVn;1 = A
tree
n
n∑
i=1
[n
2
]−1∑
r=1
(
1− 1
2
δn
2
−1,r
)
F 2men:r;i . (2.12)
In order to define the two-mass easy box functions F 2me, we first introduce the scalar
box integral I4, defined as
I4 = −i(4π)2−ǫ
∫
d4−2ǫp
(2π)4−2ǫ
1
p2(p−K1)2(p−K1 −K2)2(p+K4)2 . (2.13)
In the two-mass easy case, two opposite momenta in the box integral are massless
(p and q in Figure 2 (b)), and the remaining two opposite momenta are massive
(P = ki+ · · ·+ki+r−1 and Q = ki+r+1+ · · ·+ki+n−2 in the same figure). Denoting by
I2me4:r;i the two-mass easy box integrals, the corresponding F functions are defined by
I2me4:r;i = −
2F 2men:r;i
t
[r+1]
i−1 t
[r+1]
i − t[r]i t[n−r−2]i+r+1
,
I1m4:i = −
2F 1mn:i
t
[2]
i−3t
[2]
i−2
, (2.14)
where t
[r]
i = (ki + · · · + ki+r−1)2 are the kinematic invariants constructed from sums
of cyclically adjacent external momenta. Note that P 2 = t
[r]
i and Q
2 = t
[n−r−2]
i+r+1 .
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Figure 2: On the left we represent a two-mass easy box function F 2men:r;i . n is the total
number of external legs, the labels i and r are defined in the figure. On the right we
depict the same box function in a slightly simplified notation, used later in (2.16).
The massless legs are called pi−1 := p and pi+r := q.
In the second equation in (2.14) we have considered separately the one-mass case,
i.e. the special case where one of the two massive corners P or Q becomes mass-
less. The corresponding function is obtained as a smooth limit of the two-mass easy
configuration [44]. Introducing the variables
s := (P + p)2 = t
[r+1]
i−1 , t := (P + q)
2 = t
[r+1]
i , (2.15)
the explicit expression of the box function is [36]
F (s, t, P 2, Q2) := − 1
ǫ2
[
(−s)−ǫ + (−t)−ǫ − ((−P )2)−ǫ − ((−Q)2)−ǫ]
+ Li2
(
1− P
2
s
)
+ Li2
(
1− P
2
t
)
+ Li2
(
1− Q
2
s
)
+ Li2
(
1− Q
2
t
)
− Li2
(
1− P
2Q2
s t
)
+
1
2
log2
(s
t
)
, (2.16)
where P + p +Q + q = 0. The relation to the functions F 2men:r;i is obtained by setting
p = pi−1, q = pi+r, and P = pi + · · ·+ pi+r−1.
Following the CSW proposal discussed above, one would immediately expect that
the one-loop MHV amplitude should arise from the one-loop MHV diagrams depicted
in Figure 3 below, i.e. from gluing two MHV vertices together with two propagators in
order to form a one-loop diagram, and summing all possible diagrams while preserving
the cyclic ordering of the external legs. This calculation was performed in [8]. One
important point to discuss is the loop integral measure,
dM := d
4L1
L21 + iε
d4L2
L22 + iε
δ(4)(L2 − L1 + PL) , (2.17)
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!L1
MHV MHV
L2
m
2
m
1 m1
-1
m
2
+1
Figure 3: One-loop MHV Feynman diagram, using MHV amplitudes as interaction
vertices, with the CSW off-shell prescription.
where L1 and L2 are loop momenta, and PL is the external momentum flowing outside
the loop3 so that L2 − L1 + PL = 0. Note that we also include the two propagators
in the definition of the integration measure for convenience.
In order to calculate the one-loop MHV diagram in Figure 3, we need to re-express
a standard loop momentum in terms of the new variables l and z introduced in (2.6).
One finds that [8]
d4L
L2
= dN (l) dz
z
, (2.18)
with the Nair measure [25]
dN (l) := 〈l dl〉 d2l˜ − [l˜ dl˜] d2l . (2.19)
Note that the product of the measure factor with a scalar propagator d4L/L2 of
(2.18) is independent of the reference vector η. Also, the Lorentz invariant phase
space measure for a massless particle can be expressed precisely in terms of the Nair
measure:
d4l δ(+)(l2) =
dN (l)
4i
, (2.20)
where, as before, we write the null vector l as lαα˙ = lα l˜α˙, and in Minkowski space we
identify l˜ = ±l∗ depending on the sign of the energy.
We are now in position to write the one-loop integration measure in terms of
variables that are appropriate for the MHV diagram method. Expressing L1 and L2
as in (2.6),
Li;α,α˙ = liα l˜iα˙ + zi ηαη˜α˙ , i = 1, 2 , (2.21)
we rewrite the argument of the delta function in (2.17) as
L2 − L1 + PL = l2 − l1 + PL;z , (2.22)
3In our conventions, all external momenta are outgoing.
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where PL;z := PL − zη, and z := z1 − z2. Notice that we use the same η for both
the momenta L1 and L2. Using (2.21), we can re-cast (2.17) as [8]
dM = dz1
z1 + iε1
dz2
z2 + iε2
[
d3l1
2l10
d3l2
2l20
δ(4)(l2 − l1 + PL;z)
]
, (2.23)
where εi := sgn(η0li0)ε = sgn(li0)ε, i = 1, 2 (the last equality holds since we are
assuming η0 > 0).
The next step involves integrating out the variable z′ := z1 + z2, which only
appears through the integration measure
dz1
(z1 + iε1)
dz2
(z2 + iε2)
:= 2
dz dz′[
(z′ + z + iε1)(z′ − z + iε2)
] . (2.24)
This can be done using the residue theorem, with the result [8,45] that one can simply
replace
dz1
(z1 + iε1)
dz2
(z2 + iε2)
→ 2πi dz
z + iε
. (2.25)
The last crucial step consists in performing the integration over z. Perfectly in tune
with the S-matrix programme, this was converted in [8] into a dispersion integral.
The final result for the integration is then [8, 45]
dM = 2πi θ(P 2L;z)
dP 2L;z
P 2L;z − P 2L − iε
dLIPS(l∓2 ,−l±1 ;PL;z) , (2.26)
where
dLIPS(l−2 ,−l+1 ;PL;z) := d4l1 δ(+)(l21) d4l2 δ(−)(l22) δ(4)(l2 − l1 + PL;z) (2.27)
is the two-particle Lorentz invariant phase space (LIPS) measure, and we recall that
δ±(l2) := θ(±l0)δ(l2).
It is important to observe that the integration is performed for P 2L;z > 0. By
setting all the various external kinematical invariants P 2L to negative values, no poles
are encountered along the integration contour and the iε prescription can be dropped.
However, (2.26) provides us with the correct analytic continuation to the physical
region, which is obtained by simply performing the substitution P 2L −→ P 2L + iε.
Having fully re-expressed the integration in terms of MHV variables, one can
now perform all the remaining integrations and sum over all possible MHV diagrams
corresponding to the different choices of particles running in the internal legs on each
of the two MHV vertices. The interested reader can consult [8] for the remaining part
of the calculation; in the following we will outline its main steps.
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Firstly, one finds that each MHV diagram leads to a sum of four terms which are
written as dispersion integrals in the channel fixed by the diagram. These are related
to unitarity cuts of four different box functions. Crucially, in order to reconstruct
complete box functions one has to take an appropriate combination of four dispersion
integrals from four different MHV diagrams (channels). Surprisingly, it was found
in [8] that dependence on the reference spinor η cancels out between the four dis-
persion integrals contributing to a single box function and not only in the sum over
all diagrams. The covariance at one-loop for arbitrary amplitudes was later shown
in [45] using the Feynman tree theorem. Collecting all the box functions, one finds
precisely the expected result (2.12).
We would like to make a few comments before closing this subsection.
Firstly, the CSW approach, and hence the general MHV diagram proposal for
calculating scattering amplitudes, was originally motivated by the twistor space lo-
calisation of amplitudes and Witten’s formulation of N = 4 super Yang-Mills theory
as a theory in twistor space. At first sight, then, one might not expect these methods
to work for theories with less supersymmetry (at tree level of course the gluon scatter-
ing amplitudes are the same for the supersymmetric and non-supersymmetric cases).
Nevertheless, one could just put aside considerations of the twistor picture, and sim-
ply see if the MHV diagrams do yield the correct amplitudes in Yang-Mills theories
with less than maximal supersymmetry. This was done in [9, 10], where results from
the MHV diagram calculation in N = 2 and N = 1 super Yang-Mills were found
in agreement with those derived in [37] using unitarity. This success was somewhat
unexpected, and led to a new, simpler understanding of the twistor space localisa-
tion of loop amplitudes in these theories [46,47]. We also point out that this success
was not accidental. Indeed, in [45] it was proved that any non-MHV amplitude in
supersymmetric gauge theories is reproduced correctly by MHV diagrams.
Finally, the non-supersymmetric Yang-Mills theory was studied at one loop using
MHV methods [11]. Again, this correctly yielded the (cut-constructible part of the)
amplitude, and this work was notable in that it included the first calculation of a
previously unknown amplitude using these methods. It was at this point that the
issue of so-called rational terms arose – these are terms in amplitudes that are not
generated by unitarity cuts performed in four dimensions. This problem is not present
in supersymmetric Yang-Mills theories, but does appear in the non-supersymmetric
theory. The MHV diagram approach, as used in [11], reproduced correctly all the
non-rational terms, but not the rational ones. Note however that the MHV vertices
that one inserts into the diagrams are essentially four-dimensional objects, although
one does use dimensional regularisation in the loop integral; it is expected that it
is this fact that underlies the missing rational pieces, although this remains to be
investigated fully. Calculation of the rational terms has been achieved by various
methods that are detailed e.g. in the chapter of this review from Britto [42].
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2.3 Supersymmetric MHV diagrams
It is generally the case that formalisms where symmetries are explicit are more pow-
erful both conceptually and for calculations. It is easy to generalise MHV diagrams in
N = 4 SYM to a manifestly supersymmetric version. This is particularly convenient
when one is interested in amplitudes with external fermions or scalars. The on-shell
superamplitude formalism introduced in the following is also reviewed in the chapter
by Elvang, Freedman and Kiermaier [48].
The N = 4 theory contains two gluons G±(p) with helicities 1,−1, four fermions
ψA of helicity +1/2, transforming in the fundamental of the R-symmetry group
SU(4)R of the N = 4 theory, four Weyl fermions ψ¯A with helicity −1/2 in the
anti-fundamental representation, and six real scalar fields (corresponding to particles
of zero helicity) φ[AB] in the antisymmetric tensor representation of the R-symmetry
group. Here A,B = 1, . . . , 4 are fundamental SU(4)R indices.
Following Nair, one introduces four auxiliary Grassmann variables4 ηA, and com-
bines all the physical states of the theory into a super-wavefunction,
Φ(η, p) := G+(p)+ηAψA(p)+
ηAηB
2!
φ[AB](p)+ǫABCD
ηAηBηC
3!
ψ¯D(p)+η1η2η3η4G−(p) .
(2.28)
All amplitudes with a fixed total helicity are then collected into a single object called
a superamplitude. The supersymmetry charges qA, q¯A satisfy the algebra {qAa , q¯Ba˙} =
paa˙δ
A
B where, on shell, paa˙ := λaλ˜a˙. In terms of the η’s these are realised as
qAa =
n∑
i=1
λiaη
A
i , q¯Aa˙ =
n∑
i=1
λ˜ia˙
∂
∂ηAi
. (2.29)
One can realise the q-supersymmetry manifestly on the amplitudes by pulling out a δ-
function of supermomentum conservation, δ(8)(
∑n
i=1 λiηi). The MHV superamplitude
is then expressed as [25]
An,MHV(1, . . . , n) := iδ(8)(
n∑
i=1
λiλ˜i)δ
(4)(
n∑
i=1
λiηi)
n∏
i=1
1
〈ii+ 1〉 , (2.30)
with λn+1 ≡ λ1. As one can see from (2.28), in order to scatter a particular external
state with helicity hi, we need to expand (2.30) and pick the term containing pi =
2 − 2hi powers of ηi. For example, the gluon MHV amplitude (2.1) with negative
helicity gluons i− and j− arises as the coefficient of η4i η
4
j in the expansion of (2.30).
As an example, we will now apply this formalism to derive a compact formula for
all NMHV tree-level amplitudes in N = 4 super Yang-Mills. In this case we have
4Not to be confused with the reference spinor of the same name introduced in Section 2.1.
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to connect two MHV superamplitudes with an appropriate off-shell continuation of
the internal leg P . The off-shell continuation for the spinor variables is as usual
λP ;a = Paa˙ξ
a˙ = −iλ−P ;a where ξ is the reference spinor. Both MHV supervertices
have degree 8 in η while the NMHV superamplitude has degree 12. This suggests
that we have to augment the super-MHV rules with an
∫
d4ηP integration for every
internal leg P where ηP = −iη−P are the fermionic variables for the internal legs. It
is easy to see that in terms of component amplitudes this guarantees that the correct
helicity state propagates between the two MHV vertices while it reduces the total
Grassmann degree to 16− 4 = 12 as expected.
We now move on to the calculation. There is only one type of diagram, depicted
in Figure 4 below. Note that we do not assign specific helicities to external legs as we
are considering superamplitudes and that for a superamplitude only the total helicity∑n
i=1 hi is fixed. Evaluating this, we are directly led to
j j + 1
j + 2
i− 1
ii + 1i + 2
j − 1
MHV MHV
−PP
Figure 4: The super-MHV diagrams contributing to the NMHV superamplitude.
An,NMHV =
∑
i,j
∫
d4ηPAMHV(i+ 1, . . . , j) i
P 2
AMHV(j + 1, . . . , i)
= i3
∑
i,j
1∏n
k=1〈kk + 1〉
〈ii+ 1〉〈jj + 1〉
〈jP 〉〈Pi+ 1〉〈i−P 〉〈−Pj + 1〉
1
P 2
×F , (2.31)
where the sum
∑
i,j is taken over all inequivalent MHV superdiagrams, and
F =
∫
d4ηP δ
(8)(λPaη
A
P + q
A
a,left)δ
(8)(λ−Paη
A
−P + q
A
a,right)
= δ(8)(qAa,left + q
A
a,right)
∫
d4ηP δ
(8)(λPaη
A
P + q
A
a,left)
= δ(8)(qAa,tot)
4∏
A=1
(
j∑
k=i+1
〈Pk〉ηAk ) , (2.32)
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with qleft =
∑j
k=i+1 λkηk, qright =
∑i
k=j+1 λkηk, qtot = qleft+qright, and P = kj+1+· · ·+
ki. Note that in the last line we factored out an overall supermomentum conservation
delta function and performed the ηP integrations. Hence, we find
An,NMHV = An,MHV 〈ii+ 1〉〈jj + 1〉〈jP 〉〈Pi+ 1〉〈iP 〉〈Pj + 1〉
1
P 2
4∏
A=1
( j∑
k=i+1
〈Pk〉ηAk
)
, (2.33)
where we have factored out the n-point MHV superamplitude (2.30).
2.4 Lagrangian derivation of MHV diagrams
We have discussed above how MHV diagrams correctly yield amplitudes in Yang-
Mills theories. If one prefers the view of the “constructive S-matrix” approach, which
uses primarily analytic properties and on-shell quantities as input to calculate the
scattering matrix, then one might conclude that the methods discussed above, and
in the following section, are perfectly adequate. In fact it turns out that they are
superior in many ways to traditional approaches. Yet it is natural to ask if one
can derive the MHV rules directly from a Lagrangian – essentially as some sort of
Feynman diagrams. This might also have the advantage of illuminating how the
quantum theory of MHV diagrams is best formulated in general, and also assist with
exploring possibly interesting further structures and different kinds of perturbative
expansions of the S-matrix.
Such a Lagrangian description has indeed been formulated, as we will now de-
scribe. The key steps were taken in [12, 13], and subsequent work can be found
in [49–53]. A more recent article [54] may also be consulted for further references; in
the following summary we will use the notation of this paper.
The starting point is to quantise the Yang-Mills theory in the lightcone gauge, and
investigate whether a suitable canonical transformation can take one from the light-
cone Yang-Mills Lagrangian to one whose terms precisely lead to the MHV vertices.
We observe that such a MHV Lagrangian must therefore have an infinite number of
terms. If one chooses the Minkowski space lightcone coordinates
xˆ =
1√
2
(t− x3), xˇ = 1√
2
(t+ x3), z =
1√
2
(x1+ ix2), z¯ =
1√
2
(x1− ix2), (2.34)
with gauge-fixing condition Aˆ = 0, then, after elimination of unphysical degrees of
freedom, the Yang-Mills action can be written in terms of positive- and negative-
helicity fields A ≡ Az and A¯ ≡ Az¯ as
S =
4
g2
∫
dxˆ
∫
Σ
d3x (L−+ + L−++ + L−−+ + L′−−++), (2.35)
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with
L−+ = Tr A¯
(
∂ˇ∂ˆ − ∂∂¯
)
A ,
L−++ = −Tr (∂¯∂ˆ−1A) [A, ∂ˆA¯] ,
L−−+ = −Tr [A¯, ∂ˆA] (∂∂ˆ−1A¯) ,
L′−−++ = −Tr [A¯, ∂ˆA] ∂ˆ−2 [A, ∂ˆA¯] , (2.36)
with Σ is a constant-xˆ quantisation surface and d3x = dxˇ dz dz¯.
The first two terms above, L−++L−++, describe self-dual Yang-Mills theory [55].
This is a free theory at tree level, and the only non-vanishing amplitude is at one
loop, when all particles have positive helicity. Classically, therefore, one would expect
there to be a canonical change of variables which transforms these two terms into a
free Lagrangian. Formally, we seek a new field B, a (non-local) functional of A on
the surface of constant xˆ, such that L−+ + L−++ can be written as a free theory,
L−+[A, A¯] + L−++[A, A¯] = L−+[B, B¯] , (2.37)
with the condition on B¯ that the transformation be canonical:
∂ˆA¯a(xˆ, ~x) =
∫
Σ
d3~y
δBb(xˆ, ~y)
δAa(xˆ, ~x) ∂ˆB¯
b(xˆ, ~y)
⇔ ∂ˆB¯a(xˆ, ~x) =
∫
Σ
d3~y
δAb(xˆ, ~y)
δBa(xˆ, ~x) ∂ˆA¯
b(xˆ, ~y). (2.38)
After Fourier transforming, one can show that B is a power series in A,
B(xˆ, ~p) = A(xˆ, ~p) +
∞∑
n=2
∫
d3k1
(2π)3
. . .
d3kn
(2π)3
×
pˆn−1 (2π)3 δ3(~p−∑~ki)
(p, k1) (p, k1 + k2) . . . (p, k1 + · · ·+ kn−1)A(xˆ,
~k1) . . .A(xˆ, ~kn) ,
(2.39)
where we have introduced (i, j) := iˆj˜ − jˆ i˜ = pi+pjz − pj+piz. Furthermore, we note that
A¯ is a power series in B¯, which is also linear in B,
A¯(xˆ, ~p) = B¯(xˆ, ~p) +
∞∑
m=3
m∑
s=2
∫
d3k1
(2π)3
. . .
d3kn
(2π)3
kˆs
pˆ
Ξs−1(~p,−~k1, . . . ,−~km)×
(2π)3 δ3(~p−
∑
~ki)B(xˆ, ~k1) . . . B¯(xˆ, ~ks) . . .B(xˆ, ~km) , (2.40)
for certain known coefficients Ξs−1(~p,−~k1, . . . ,−~km). One can then see that when
the lightcone action is written in terms of the new variables (B, B¯), there is the
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free, quadratic term plus an infinite sequence of interaction terms, each of which has
precisely two fields B, together with increasing numbers of fields B¯,
L[A, A¯] = L−+[B, B¯] + L−−+[B, B¯] + L−−++[B, B¯] + L−−+++[B, B¯] + · · · . (2.41)
Explicit calculation [49] shows that these interaction terms precisely give the Parke-
Taylor amplitudes, continued off-shell in exactly the same way as proposed by [2].
Note that the reference null-momentum ηaa˙ = ηaηa˙ thus comes to be identified with
the gauge fixing vector in the lightcone action.
We thus seem to have a candidate Lagrangian for generating the MHV rules.
However, some care is needed here – to start with, the canonical transformation
that we have used to change variables is non-local. This may affect the S-matrix
equivalence theorem, by which we would like to conclude that the (B, B¯) variables
may equivalently be used to describe the quantum theory. This theorem may in
principle be violated by 1/p2 terms arising from the non-locality – in short, these
could cancel LSZ reduction factors of p2 and hence survive in the on-shell limit.
In addition, and partly related to this, the Lagrangian above clearly cannot directly
generate all amplitudes – e.g. the non-zero one-loop all-plus helicity amplitudes clearly
cannot be obtained from the MHV rules.
A more careful analysis reveals the following. Firstly, it has been found that the
only diagrams that violate the equivalence theorem are certain dressed tadpole di-
agrams [54] that explain e.g. the presence of the rational all-plus amplitudes, and
apart from these one may freely use the (B, B¯) variables to calculate amplitudes. As
far as the rational parts of other amplitudes are concerned, note that the transfor-
mation of variables above can be defined in D = 4− 2ǫ dimensions and the resulting
MHV vertices are also D dimensional – this differs from the MHV diagram method
described earlier where four-dimensional vertices are used. The regularisation em-
ployed may be the four-dimensional helicity scheme [56], where the internal momenta
are in D dimensions whilst the external particles carry four-dimensional helicities, as
in [49], or standard dimensional regularisation as in [50]. In either case, the additional
ǫ-dependent terms arising from these vertices are expected to combine with divergent
terms from loop integrations to produce the missing rational terms of the amplitudes,
although this remains to be investigated fully.
Another way to produce the rational terms has been described in [53]. This
is based on the lightcone gauge formulation of Yang-Mills theory given in [57–59],
which uses a regularisation in four dimensions most naturally formulated in terms of
region (or T-dual) momenta. In this approach, a very simple two-point counterterm
reproduces all the n-point all-plus amplitudes. It appears plausible that all other
rational parts of amplitudes will arise in a similar way, although this has not been
shown explicitly.
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In conclusion, a Lagrangian containing interaction terms that reproduce the MHV
vertices has been shown to be derived from ordinary Yang-Mills theory. However, in
general there is a rather subtle interplay of (violations of) the S-matrix equivalence
theorem and the regularisation scheme used, which is responsible for generating the
rational parts of amplitudes. Whilst the schemes mentioned above do correctly gen-
erate these terms in the cases studied, the calculations involved appear to become
difficult in full generality.
We also mention that an alternative derivation of the MHV diagram method di-
rectly in twistor space was found in [60] where, building upon [61, 62], the MHV
diagram expansion was derived from a particular axial gauge fixing of a supersym-
metric twistor action. See also [63] for very recent related work.
2.5 Other directions
To conclude this section, we would like to mention some other important applications
of, or contributions to MHV diagrams.
1. Recent work [64] (see also [65,66]) has described a momentum twistor space [67]
formulation of the MHV diagram approach which is, roughly speaking, dual to that
described above, and in which dual superconformal quantities play a key role. In this
approach, the MHV vertices are replaced by unity, whilst the internal propagators
are represented by superconformal R-functions well known from other work. In this
approach, features such as symmetries are readily apparent, and one may relatively
easily write down integrands for quite general amplitudes and study their properties.
The relationship with Wilson loops in twistor space can also be explored. A discussion
of the space-time analogues of this work has been given recently in [66].
2. In an interesting paper [68], Dixon, Glover and Khoze managed to apply the
MHV diagram method to the effective Lagrangian describing the one-loop top quark
contribution to Higgs plus multigluon scattering processes, in the heavy top limit. In
this limit, such processes are conveniently described by a dimension five operator of
the form H Tr (FµνF
µν), where H is the Higgs field. Instead of discussing directly the
amplitudes arising from that operator, the authors of [68] considered the interaction
φTrF 2SD + φ¯TrF
2
ASD, where φ is a complex field whose real part is equal to H ,
H := φ + φ¯, and F(A)SD stands for (anti)self-dual part of the field strength. Because
of the last equation, the Higgs amplitudes can be recovered by summing those with
one φ and those with one φ¯. The key point is that the φ and φ¯ amplitudes are
amenable to a derivation through MHV rules, which makes their calculation much
more efficient. This approach was extended to one loop for the same amplitudes
in [69]. Further extensions of the MHV diagrammatic method include applications to
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QED [70] and Yang-Mills with coloured massive scalars [71, 72].
3 BCFW recursion relation
As we have alluded to above, one of the main ideas in the analytic S-matrix pro-
gramme is that of calculating scattering amplitudes from the knowledge of their ana-
lyticity properties, possibly without even knowing the Lagrangian of the theory [16].
A second key idea is to study amplitudes as functions of complex variables. We note
here in passing that also for twistor theory the most natural arena is complexified
Minkowski space. The BCFW recursion relation incorporates neatly these two pre-
cepts. It provides us with an algorithm to calculate efficiently, and in a recursive way,
all tree-level scattering amplitudes for various theories satisfying certain prerequisites
(to be reviewed shortly), based on the knowledge of the singularities of amplitudes.
At tree level, these are simple poles in the two-particle and multi-particle kinematic
invariants, associated to collinear and multiparticle singularities, respectively. Start-
ing from the smallest building blocks, namely three-point amplitudes, all amplitudes
can then be constructed recursively. This is a very powerful statement – for example
this implies that one can reconstruct the S-matrix of General Relativity simply from
the knowledge of the three-point graviton amplitudes. We remark that these are just
the squares of the three-point Yang-Mills amplitudes, which is the basis for another
very interesting line of enquiry, relating gravity amplitudes to Yang-Mills ones. This
is reported elsewhere in this review. In order to discuss the recursion relations, we
consider first the case of colour-ordered amplitudes in massless Yang-Mills theory,
and later generalise to other situations.
A key feature of the BCFW recursion relation is that of mapping a subset of simple
poles of the tree amplitude into simple poles in a single auxiliary complex variable
z, whose residues are then calculated from well-known factorisation properties of
amplitudes. In its simplest incarnation, one proceeds as follows.
3.1 Derivation of the recursion
Consider a generic amplitude A(p1, . . . , pn), and select two legs for special treatment;
without loss of generality we can choose these to be 1 and 2 (note that we can also
shift non-adjacent particles but this would lead to recursion relations involving more
terms). One then shifts the two momenta as
pˆ1(z) = p1 + zη , pˆ2(z) = p2 − zη . (3.1)
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The shifts performed in (3.1) are chosen in a particular form in order not to alter
the momentum conservation condition. Furthermore, we would like to preserve the
on-shell condition for particles 1 and 2, which is possible if p1η = p2η = 0. In real
Minkowski space there are no solutions to these constraints but in complex Minkowski
space there are two solutions, η = λ1λ˜2 and η = λ2λ˜1, where pi = λiλ˜i, i = 1, 2, as
usual. Picking for example the first solution, we rewrite (3.1) as
pˆ1(z) = λ1(λ˜1 + zλ˜2) := λ1
ˆ˜λ1 , pˆ2(z) = (λ2 − zλ1)λ˜2 := λˆ2λ˜2 . (3.2)
We can define the complex function A(z) := A(pˆ1, pˆ2, p3, . . . , pn). Since pˆ
2
1(z) =
pˆ22(z) = 0 for all values of z, A(z) defines a one-parameter family of scattering ampli-
tudes. Importantly, the shifts introduced earlier make the kinematic variables com-
plex, hence we should regard A(z) as describing a scattering process in complexified
Minkowski space.
It is very easy to prove that A(z) is a rational function of z, which has only simple
poles in this variable. Indeed, singularities in tree amplitude arise from a Feynman
propagator which is going on shell. Let Pˆij = pi + · · · pj be the momentum of a
certain propagator. There are three possibilities: either leg one or two belong to Pˆij ;
or, either both legs, or none, belong to Pˆij . It is only in the first case that Pˆij depends
on z, since in the other two remaining cases, this dependence is either not present
or it cancels since pˆ1 + pˆ2 = p1 + p2. Focusing on the first case, and assuming for
definiteness that particle 1 belongs to Pˆij, we can write Pˆij = Pij − zλ1λ˜2, and
1
Pˆ 2ij
= − zij
P 2ij
1
z − zij , (3.3)
where zij is the solution of Pˆ
2
ij = 0, namely
zij =
P 2ij
〈1|Pij|2] . (3.4)
All the poles in z of A(z) are given by (3.4). Importantly, we also know the residues
at these poles. Indeed, since A(z) is a physical amplitude, the residue will be given
by factorisation on the corresponding pole. Specifically, as z → zij , we have
A(z)→
∑
h
AhL(z = zij)
i
Pˆ 2ij(z)
A−hL (z = zij) , (3.5)
hence
Res A(z)|z=zij = −
∑
h
AhL(z = zij) i
zij
P 2ij
A−hL (z = zij) , (3.6)
where we have used (3.3). In (3.5) and (3.6) we have included a sum over all possible
internal helicities, as required from factorisation theorems.
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One can therefore consider the following integral over a large circle at infinity C∞,
A∞ :=
1
2πi
∮
C∞
dz
z
A(z) = A(0) +
∑
zij 6=0
Res
A(z)
z
. (3.7)
Here we have defined A∞ := A(z →∞). Clearly it is at this point that the particu-
larity of each theory enters the scene. We can have theories such that one can always
find shifts such that the boundary term A∞ vanishes, and theories where this is not
possible.5 We defer the discussion of this important point for a moment, and for the
time being assume that such a boundary term is absent. In this case, (3.7) expresses
A(0), i.e. the amplitude we wish to calculate, as a sum of residues. Using (3.6) and
the condition A∞ = 0 we recast (3.7) as
A(0) =
∑
zij ;h
AhL(z = zij)
i
P 2ij
A−hL (z = zij) . (3.8)
This is the BCFW recursion relation. It expresses the (unshifted) amplitude as a
sum of products of two amplitudes evaluated at shifted, complex kinematics. The
fact that two amplitudes occur in the recursion is inherited from the factorisation of
the amplitudes, which itself is a consequence of unitarity. The sum is over all possible
arrangements of particles such that only one of the two shifted momenta belongs to
either the left-hand or right-hand amplitude. With colour-ordered amplitudes, this
corresponds to a simple sum, as illustrated in Figure 5.
Before concluding this section, we observe that the BCFW recursion relations had
been originally found by a different route in [14]. In that approach, one starts from
a particularly simple and interesting combination of infrared consistency conditions
found in [76]. This infrared equation expresses a tree-level amplitude in N = 4
super Yang-Mills as a linear combination of the coefficients of the one-mass and two-
mass hard coefficients in the expansion of the corresponding one-loop amplitude.
These coefficients can then be written using generalised unitarity [77], and further
elaborated using the explicit expressions of the three-point amplitudes appearing in
their expression [14].
3.2 Examples in Yang-Mills theory
Our first example of an application of the BCFW recursion relation will be the cal-
culation of the colour-ordered gluon amplitude A(1−2+3−4+) in Yang-Mills theory.
5Of course, in the presence of a pole at z → ∞ one can still write down recursion relations as
long as one knows what the boundary term A∞ is. See references [73–75] for work on this important
issue.
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Figure 5: One of the recursive diagrams contributing to the BCFW recursion relation
for a colour-ordered amplitude A(1, . . . , n). The particles with shifted momenta are
adjacent – namely 1 and 2. Therefore, there is a single sum in the recursion relation,
labeled by j.
The first point to discuss is the choice of the shifts. We can understand this from
the Feynman diagram point of view. When we perform shifts we will produce a
certain sequence of, say m, propagators, between the shifted particles which depend
on z. Their arguments are of the form 1/(P + zη)2, which for large z behaves as
[(P + zη)2]−m ∼ z−m. Among all the diagrams, those which are leading at large z
are those where only three-point vertices appear, each of which providing a single
positive power of momentum – and hence of z at large z. There will be exactly m+1
such vertices, giving a factor of zm+1 at large z. Together with the propagators, this
diagram behaves as z at large z. In order to obtain a scattering amplitude we have
to contract external lines with polarisation vectors. For gluons these are of the form
ǫ+aa˙ :=
λ˜a˙ηa
〈ηλ〉 , ǫ
−
aa˙ :=
λaη˜a˙
[λ˜η˜]
. (3.9)
The only polarisation vectors which depend on z are those of the shifted particles. It
is clear that if we shift the holomorphic spinors λ of a positive-helicity gluon, and the
anti-holomorphic spinor λ˜ of a negative-helicity gluon, these will provide a further
suppression of z−2 at large z. In conclusion, the diagram with the worst behaviour
at large z is suppressed as z−1 at large z, on the condition that we choose shifts as
specified above.
Therefore, we will chose our shifts as
ˆ˜λ1 := λ˜1 + zλ˜2 , λ2 := λ2 − zλ1 , (3.10)
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with λ1 and λ˜2 unshifted. In the literature such a shift is often denoted as a [12〉 shift,
and following the discussion from above we know that if legs 1 and 2 have helicities
−+ the shifted amplitude A(z) vanishes for large z as required. Using MHV diagrams,
it can be shown [15] that the helicity choices ++ and −− lead to the same benign
large-z behaviour.
Figure 6: The two diagrams contributing to the Yang-Mills amplitude
A(1−, 2+, 3−, 4+). The diagram with the internal helicity assignment 〈+−〉 vanishes
because of the shifts (3.10).
Now we move on to the calculation. There are two recursive diagrams to evaluate,
depicted in Figure 6, differing in the helicity assignment of the internal gluon. In both
diagrams, z is evaluated at the position of the pole 〈2ˆ3〉[23] = 0, or
z =
〈23〉
〈13〉 . (3.11)
Consider first the diagram with internal helicities 〈+−〉. In this case the amplitude
on the right-hand side has the MHV helicity configuration, and it is easy to see that
it vanishes. Indeed, at the pole we have 〈2ˆ3〉 = 〈3Pˆ 〉 = 〈Pˆ2〉 = 0. We now calculate
the diagram with the opposite helicity assignment, 〈−+〉. It is equal to(
i
〈1Pˆ 〉3
〈Pˆ4〉〈41〉
)
i
P 2
(
−i[−Pˆ 2]3
[23][3−Pˆ ]
)
. (3.12)
In our conventions, in which all particles have outgoing momenta, the spinors in the
right-hand amplitude associated to the internal particle with on-shell momentum −Pˆ
are| − Pˆ ] = i|Pˆ ]. We also have
〈1Pˆ 〉[Pˆ2] = 〈1|Pˆ |2] = 〈1|p2 + p3 − zλ1λ˜2|2] = 〈13〉[32] . (3.13)
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In principle in (3.13) we would have to insert the value (3.11) of z at the pole, but
in this particular calculation the shift drops out since [22] = 0. Further multiplying
and dividing by a factor of 〈1Pˆ 〉[Pˆ2] we form in the denominator the combinations
〈1Pˆ 〉[3Pˆ ] = −〈1|p2 + p3 − zλ1λ˜2|3] = −〈12〉[23] ,
〈Pˆ4〉[Pˆ2] = −〈4|p2 + p3 − zλ1λ˜2|2] = −〈43〉[32] . (3.14)
Collecting terms, (3.12) becomes
− i 〈13〉
4[32]4
〈41〉[23]〈12〉[23]〈43〉[32]
1
〈23〉[32] = i
〈13〉4
〈12〉〈23〉〈34〉〈41〉 , (3.15)
which is the expected result. We remark that at no point in this derivation we
needed to plug in the explicit value of z in (3.11). This is due to the simplicity of
this calculation; in general derivations one does need to insert the explicit value of z
at the poles for each diagram.
3.3 Extensions to other theories
The derivation presented above is very general, therefore one might expect to be able
to apply on-shell recursion relations in different theories. Specifically, at three stages
we have made reference to a specific theory:
1. We have considered colour-ordered amplitudes in Yang-Mills theory.
2. We have considered massless particles.
3. We have assumed that A(z)→ 0 as z →∞.
Let us analyse these three points in turn. Firstly, colour-ordering is just a technical
point. We could have just as well applied the recursion to complete amplitudes, and
nothing would have changed except that the sum over all recursive diagrams would
have become a double sum. We have also considered shifts appropriate for massless
particles, but one could well extend these to massive particles as shown in [78, 79].
For example, if particle 1 is massless and particle 2 is massive, one can consider the
shifts
pˆa˙a1 = λ
a
1(λ˜1 + z(λ1p2))
a˙ , pˆa˙a2 = p
a˙a
2 − zλa1(λ1p2)a˙ , (3.16)
where we shift by the complex null momentum
ηaa˙ = λa1(λ1p2)
a˙ , (3.17)
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which has the properties η · η = p1 · η = p2 · η = 0 as for the massless case, which
are needed to preserve the mass-shell conditions of the unshifted momenta. There is
another possibility namely we could have shifted by
η′aa˙ = (p2λ˜1)
aλ˜a˙1 . (3.18)
As in the massless case, we now consider the deformed tree-level amplitude A(z) and
use the fact that this function can have only simple poles in z coming from internal
propagators i/P (z)2 going on-shell. This can only occur if particles 1 and 2 are on
opposite sides of the propagator so that P = pj + . . . + pn + p1 and P (z) = P + zη.
The propagator becomes
i
P (z)2 −m2 =
i
P 2 −m2 + 2zP · η . (3.19)
Assuming that A(z) for large z and using Cauchy’s theorem leads in a similar fashion
as in the massless case to the recursion relation
A =
n∑
j=4
AL(zj)
i
P 2j −m2
AR(zj) , (3.20)
where Pj = pj + . . .+ pn+ p1, and zj = (m
2−P 2j )/(2Pj · η). Of course, we could have
picked any other pair of external particles and even selected two massless particles
with the usual BCFW shifts, or two massive particles – although this last option is
rather inconvenient for practical calculations.
As a simple illustration, we now consider the case of four-point amplitudes with
two massive scalars. In order to do this, we need the expressions of the three-point
amplitudes with two massive scalars and one gluon as seed amplitudes. These were
determined from Feynman rules in [78],
A3(p
±
1 , k
+, p∓2 ) =
〈η1|p1|k]
〈η1k〉 , A3(p
±
1 , k
−, p∓2 ) = −
〈k|p1|η2]
[η2k]
, (3.21)
with p21,2 = m
2 and k2 = 0. Here, η1,2 are two reference spinors needed for the
definition of the polarisation vectors, and it can easily be seen that the massive three-
point amplitudes (3.21) are independent of the choice of η1,2.
Let us now focus on A(p+1 , 1
+, 2+, p−2 ), the amplitude of two positive helicity glu-
ons and two massive scalars. We choose to shift the two gluon momenta k1,2 with
η = λa2λ˜
a˙
1, hence λ2 and λ˜1 are unshifted. There is only one recursive diagram to be
considered involving two three-point amplitudes (3.21) with a massive scalar propa-
gating between them. This yields
A3(p
+
1 , 1ˆ
+,−Pˆ−) i
P 2 −m2A3(Pˆ
+, 2ˆ+, p−2 ) . (3.22)
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Choosing reference vectors η1 = kˆ2 and η2 = kˆ1 for the two three-point amplitudes
one arrives at
− i 〈2|p1|1]〈1ˆ|p2|2ˆ]〈12〉2((p1 + k1)2 −m2) , (3.23)
and using Fierz identities and on-shell conditions one can simplify this further to find
A(p+1 , 1
+, 2+, p−2 ) = i
m2[12]
〈12〉((k1 + p1)2 −m2) . (3.24)
Similarly the amplitude with two massive scalars and two gluons of opposite helicity
can be obtained from an almost identical recursion relation
A(p+1 , 1
+, 2−, p−2 ) = −i
〈2|p1|1]2
s12((k1 + p1)2 −m2) . (3.25)
Other tree amplitudes involving massive scalars have been calculated explicitly in
[78, 79]. Such amplitudes have particular relevance for the calculation of one-loop
amplitudes in QCD using unitarity. Due to the presence of rational terms, already
mentioned at the end of Section 2.2, it is not sufficient to consider unitarity cuts in four
dimensions – these have to be performed in D = 4 − 2ǫ dimensions, if dimensional
regularisation is used. If the particle running in the loop is a scalar, then going
to D dimensions effectively turns a massless scalar into a massive four-dimensional
scalar whose mass squared µ2 has to be integrated over (µ2 is identified with the
−2ǫ dimensional part of the loop momentum). Applications of this approach to
calculations of one-loop QCD amplitudes are described in more detail in the chapter
of this review from Britto [42].
3.4 Recursion relation in Einstein gravity
It is very interesting to consider on-shell recursion relations in theories other than
Yang-Mills, for instance Einstein gravity. Following from the BCFW work, this was
first done in [17,18]. A general formula for the MHV amplitudes for graviton scattering
was first given in [80]. Choosing particles 1 and 2 to carry negative helicity, while the
remainder carry positive helicity, the result of [80] is
M(1, 2, 3, · · · , n) = i〈12〉8
[
[12][n− 2 n− 1]
〈1 n− 1〉
1
N(n)
n−3∏
i=1
n−1∏
j=i+2
〈ij〉 F + P(2, . . . , n− 2)
]
,
(3.26)
where
F =
{ ∏n−3
l=3 [l|(pl+1 + pl+2 + · · ·+ pn−1)|n〉 n ≥ 6
1 n = 5
(3.27)
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and P indicates permutations. The recursion relations for gravity on the other hand
yield the following solution for the MHV amplitudes [17],
M(1, 2, i1, · · · , in−2) = i〈1 2〉
6[1 in−2]
〈1 in−2〉 G(i1, i2, i3)
n−3∏
s=3
〈2|i1 + ...+ is−1|is]
〈isis+1〉〈2is+1〉
+ P(i1, ..., in−2), (3.28)
where
G(i1, i2, i3) =
1
2
[i1i2]
〈2i1〉〈2i2〉〈i1i2〉〈i2i3〉〈i1i3〉 . (3.29)
For n = 5 the product term is dropped from (3.28).
This is with the choice of reference legs 1− and 2−. Subsequent work has expanded
on these results, finding new and interesting formulae for the MHV amplitudes and
proving equivalences between the different results [81–86]. There are intriguing links
to Yang-Mills theory – see for example [87] and references therein – and these are the
subject of on-going research (see [86, 88, 89] and references therein).
We would like to illustrate how recursion relations can be applied to gravity in a
simple example. We will focus here on the four-point MHV amplitude of gravitons
which reads
M(1−, 2−, 3+, 4+) = i
〈12〉8[12]
N(4)〈34〉 , (3.30)
where N(n) :=
∏
1≤i<j≤n〈i j〉. We will consider the shifts
λˆ1 := λ1 + zλ2 ,
ˆ˜
λ2 := λ˜2 − zλ˜1 , (3.31)
with λ2 and λ˜1 unshifted. It is immediate to see that, under these shifts, one has
M(1ˆ−, 2ˆ−, 3+, 4+) ∼ z−2 as z →∞, hence there is no boundary term in the recursion
relation. There are two diagrams to consider, one of which is depicted in Figure 7.
The other is obtained by swapping the labels 4 with 3. The three-point amplitude
on the left-hand side of Figure 7 has the MHV helicity configuration, whereas the
amplitude on the right-hand side has the MHV configuration. There is in principle
another diagram where the left-hand amplitude is MHV and the right-hand one is
MHV, but this is easily seen to vanish, since the right-hand MHV factor would be
proportional to
[3 Pˆ ] =
[3|Pˆ |2〉
〈Pˆ 2〉 =
[3|P |2〉
〈Pˆ 2〉 = 0 . (3.32)
We now evaluate explicitly the diagram in Figure 7. It is equal to
M (4)rec (1, 2, 3, 4) = M
(3)(Pˆ+, 4+, 1ˆ−)
i
P 2
M (3)(−Pˆ−, 2ˆ−, 3+) , (3.33)
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Figure 7: One of the two diagrams contributing to the recursion relation for the MHV
amplitude M(1−, 2−, 3+, 4+). The other is obtained from this by swapping legs 3 and
4.
where
M (3)(Pˆ+, 4+, 1ˆ−) =
(
−i [Pˆ 4]
3
[4 1][1 Pˆ ]
)2
, (3.34)
M (3)(P−, 2ˆ−, 3+) =
(
i
〈−Pˆ 2〉3
〈2 3〉〈3 − Pˆ 〉
)2
,
and P 2 = (p1 + p4)
2. Using 〈i Pˆ 〉 = 〈i|P |1]/[Pˆ 1], we get
M (4)rec (1, 2, 3, 4) = i
〈12〉6[14]
〈14〉〈23〉2〈34〉2 . (3.35)
The full amplitude is M (4)(1−, 2−, 3+, 4+) = M
(4)
rec (1, 2, 3, 4) + M
(4)
rec (1, 2, 4, 3). We
conclude that the result of the recursion relation is
M(1−, 2−, 3+, 4+) = i
〈12〉6[14]
〈14〉〈23〉2〈34〉2 + 3↔ 4 . (3.36)
It is easy to check that (3.36) agrees with (3.30), thus reproducing correctly the
expected four-point MHV amplitude. More examples of applications of the recursion
relation are given in [17, 18]. A thorough analysis of the large-z behaviour of gravity
amplitudes is performed in [90, 91].
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3.5 Manifestly supersymmetric recursion relations in N = 4
SYM
It is very natural to formulate manifestly supersymmetric on-shell recursion relations,
and this is straightforward to write down [92,93]. The interest in such generalisations
stems from the fact that having an algorithm that calculates amplitudes while re-
specting all symmetries of the theory is bound to produce expressions that are simple
and compact. In particular, it was shown in [92] using the supersymmetric recursion
relations described below that the tree-level S-matrix of N = 4 SYM is covariant un-
der dual superconformal symmetry and that this covariance is manifest term-by-term
in the recursion relation.
The main idea consists in supersymmetrising the momentum shifts of the standard
BCFW recursion by accompanying them with corresponding supermomentum shifts.
Consider again the shifts in (3.2). There we shifted λ˜1 and λ2. The sum of the
supermomenta of the shifted particles, q1+ q2 := η1λ1+ η2λ2 should also be invariant
under the shifts, hence the shift of λ2, λˆ2 = λ2 − zλ1, must be compensated by a
corresponding shift of η1, namely ηˆ1(z) = η1+ zη2. Therefore, the set of (super)shifts
ˆ˜
λ1(z) := λ˜1 + zλ˜2 , λˆ2(z) = λ2 − zλ1 , ηˆ1(z) = η1 + zη2 , (3.37)
preserves momentum and supermomentum conservations, as well as the on-shell con-
ditions. This produces a one-parameter family of superamplitudes,
A(z) := A({λ1, ˆ˜λ1, ηˆ1}; {λˆ1, λ˜2, η1}; . . .) , (3.38)
where the dots denote the unshifted momenta and supermomenta for the remaining
n−2 particles. The supersymmetric recursion relation follows from arguments similar
to those which led to (3.8). We have
A =
∑
P
∫
d4ηPˆ AL(zP )
i
P 2
AR(zP ) , (3.39)
where ηPˆ is the Grassmann variable associated to the internal, on-shell leg with
momentum Pˆ . The sum is over all possible P such that precisely one of the shifted
momenta, say pˆ1, is contained in P . The two superamplitudes are then evaluated at
the solution zP of the equation Pˆ
2(z) = 0, where Pˆ (z) = P + zλ1λ˜2.
Notice that superamplitudes are characterised by the number of external particles
and their total helicity, which is the sum of the helicities of all external particles.
Hence, in the recursion relation (3.39) we have an important constraint on AL and
AR, namely the total helicity of AL plus the total helicity of AR must equal the
total helicity of the full amplitude A. This condition replaces the sum over internal
helicities in the standard BCFW recursion relation (3.8).
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In writing (3.39) we have assumed that A(z)→ 0 as z →∞, as was demonstrated
in [92, 93]. Here we will present the approach of [93], showing that
AN=4(z) ∼ 1
z
, AN=8(z) ∼ 1
z2
, as z →∞ . (3.40)
The key point is that one can use maximal supersymmetry to set to zero two of the ηA
variables, say η1 and η2, in a given superamplitudeA(λ1, λ˜1, η1;λ2, λ˜2, η2; · · · ;λn, λ˜n, ηn)
in maximally supersymmetric N = 4 super Yang-Mills or N = 8 supergravity. In-
deed, consider the particular combination of q¯ supersymmetries defined by q¯ζ := ζ
α˙
B q¯
B
α˙ ,
where B = 1, . . . ,N and determine the 2N parameters ζ α˙B by requiring that
eq¯ζηA1 = e
q¯ζηA2 = 0 , (3.41)
or, equivalently, q¯ζη
A
1,2 = −ηA1,2. One easily finds that
ζAα˙ =
1
[12]
(
−λ˜1;α˙ηA2 + λ˜2;α˙ηA1
)
, (3.42)
hence the action on a generic coordinate ηi is
eQ¯ζηi := η
′
i = ηi − η1
[i2]
[12]
+ η2
[i1]
[12]
, (3.43)
and in particular eQ¯ζη1 = e
Q¯ζη2 = 0.
Invariance under q¯ supersymmetry of an arbitrary superamplitude A, which we
write as
A := δ(4)(p)δ(2N )(q)A(λ1, λ˜1, η1;λ2, λ˜2, η2; · · · ;λn, λ˜n, ηn) , (3.44)
implies that δ(4)(p)δ(2N )(q) [q¯B
β˙
A] = 0, hence (omitting for brevity the δ(4)(p)δ(2N )(q)
factors) eq¯ζA = A. Acting with the q¯ operator explicitly, we therefore find that
A(λ1, λ˜1, 0;λ2, λ˜2, 0; · · · ;λi, λ˜i, η′i; · · · ;λn, λ˜n, η′n)
= A(λ1, λ˜1, η1;λ2, λ˜2, η2; · · · ;λi, λ˜i, ηi; · · · ;λn, λ˜n, ηn) , (3.45)
where η′i is given in (3.43).
The application of the above to prove the large-z behaviour of superamplitudes
works as follows [93]. Consider the family of amplitudes A(z) obtained by performing
the supershifts in (3.37), and use (3.45) to set η1(z) and η2(z) to zero. Importantly,
the necessary supersymmetry parameter turns out to be z-independent:
ζAα˙ =
1
[12]
(
−ˆ˜λ1;α˙ηA2 + λ˜2;α˙ηˆA1
)
=
1
[12]
(
−λ˜1;α˙ηA2 + λ˜2;α˙ηA1
)
, (3.46)
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where we used (3.37). This implies that
A(z) = A(λ1, ˆ˜λ1, 0; λˆ2, λ˜2, 0; · · · ;λi, λ˜i, η′i; · · · ;λn, λ˜n, η′n) , (3.47)
where none of the Grassmann variables η′i in (3.47) contain z, i.e. the only z-dependence
occurs through
ˆ˜
λ1 and
ˆ˜
λ2. As a consequence, the behaviour of A(z) at large z will be
the same of that of a gluon amplitude in Yang-Mills, or graviton amplitude had we
started with N = 8 supergravity, with gluons/gravitons 1 and 2 both with positive
helicity (since we have set to zero the corresponding η variables for particles 1 and 2).
In the Yang-Mills case, such amplitudes are known to fall off as 1/z at large z [15],
whereas in gravity the fall off is 1/z2 [91],6 and (3.40) follows.
3.6 Example: MHV superamplitude
The simplest application of the supersymmetric recursion relation of [92,93] is to the
derivation of the MHV superamplitude
AMHV(1, . . . , n) = i(2π)4 δ
(4)(
∑n
i=1 λiλ˜i) δ
(8)(
∑n
i=1 ηiλi)
〈12〉 · · · 〈n1〉 . (3.48)
Performing the supershifts in (3.37), we find that there is a single diagram contributing
to the supersymmetric recursion relation, represented in Figure 8. In this diagram,
the right-hand amplitude is always a three-point MHV superamplitude, whereas the
amplitude on the left-hand side is MHV. The expression of the former was found
in [92, 93] and is
AMHV(1, 2, 3) = i(2π)4 δ(4)(p1 + p2 + p3)
δ(4)(η1[23] + η2[31] + η3[12])
[12] [23] [31]
. (3.49)
In [92] it was also explicitly shown that this three point amplitude is invariant un-
der supersymmetry, as well as covariant under the dual superconformal symmetry
introduced in [95].
We describe in detail the derivation of the four-point superamplitude; the gen-
eralisation to higher numbers of points is entirely straightforward. In this case the
amplitude on the left-hand side is a three-point MHV superamplitude,
AMHV(1, 2, 3) = i(2π)4 δ(4)(p1 + p2 + p3) δ
(8)(η1λ1 + η2λ2 + η3λ3)
〈12〉 〈23〉 〈31〉 . (3.50)
6Some of this benign large-z behaviour, which is not apparent from a Feynman diagram analysis,
was observed already in [17, 18, 90]. See also [94] for a more recent investigation of the large-z
behaviour of scattering amplitudes in various theories.
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Figure 8: The single recursive diagram contributing to the recursion relation for the
n-point MHV superamplitude. The amplitude on the right is anti-MHV, whereas that
on the left is an (n− 1)-point MHV superamplitude.
Notice that (3.49) and (3.50) can both be determined from symmetry considerations
alone (up to an overall normalisation). For instance, (3.50) is found by requiring that
it depends only on the holomorphic spinors λ1, λ2, λ3 and satisfies the three equations
hˆiAMHV(1, 2, 3) = AMHV(1, 2, 3) , i = 1, 2, 3 , (3.51)
where the helicity operator for particle i is [1]
hˆi :=
1
2
(
−λαi
∂
∂λαi
+ λ˜α˙i
∂
∂λ˜α˙i
+ ηAi
∂
∂ηAi
)
. (3.52)
After this short detour, we now apply the supersymmetric recursion relation (3.39),
with
AL = δ(4)(p4 + pˆ1 + Pˆ ) δ
(8)(q4 + λ1ηˆ1 + ηPˆλPˆ )
〈1Pˆ 〉〈Pˆ4〉〈41〉 , (3.53)
AR = δ
(4)(pˆ2 + p3 − Pˆ ) δ(4)(ηPˆ [23] + η2[3−Pˆ ] + η3[−Pˆ 2])
[−Pˆ 2][23][3 −Pˆ ] .
Using the identity
δ(8)(ηˆ1λ1 + η4λ4 + ηPˆλPˆ ) δ
(4)(ηPˆ [23] + η2[3−Pˆ ] + η3[−Pˆ 2])
= δ(8)
( ∑
i∈L,R
ηˆiλˆi
)
δ(4)(ηPˆ [23] + η2[3−Pˆ ] + η3[−Pˆ 2]) , (3.54)
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as well as ∑
i
ηˆiλˆi =
∑
i
ηiλi ,
∑
i
pˆi =
∑
i
pi , (3.55)
we arrive at
A(1, 2, 3, 4) = i δ(4)
( ∑
i∈L,R
pi
)
δ(8)
( ∑
i∈L,R
ηiλi
)
A(1, 2, 3, 4) , (3.56)
where
A =
1
P 223
1
〈41〉[23] 〈1Pˆ 〉〈Pˆ4〉[Pˆ2][3Pˆ ]
∫
d4ηPˆ δ
(4)(ηPˆ [23] + η2[3Pˆ ] + η3[Pˆ2]) . (3.57)
It is easy to see that 〈1Pˆ 〉〈Pˆ4〉[Pˆ2][3Pˆ ] = 〈12〉〈34〉[23]2, therefore we conclude that
A(1, 2, 3, 4) =
1
〈12〉〈23〉〈34〉〈41〉 . (3.58)
We have thus reproduced the expected supersymmetric MHV superamplitude (3.48)
in the four-point case. The generalisation of the calculation showed above to an n-
point MHV superamplitude is very simple. The only difference is that the amplitude
on the left-hand side of Figure 8 will be an (n− 2)-point MHV superamplitude. The
algebra is identical to that of the four-point example discussed above and leads to
the expected result (3.48).
We conclude with a few references to relevant other work. In [96], an explicit so-
lution to the N = 4 supersymmetric recursion relation was found – this is described
elsewhere in this review. InN = 8 supergravity it is also possible to present an explicit
solution to the recursion relations, see [97]. Applications of recursion relations to ra-
tional terms in one-loop QCD have been considered in [19–21], and are also discussed
elsewhere in this volume. The relation of recursion relations and twistor space has
been considered in [98–102]. Finally, recursion relations in three-dimensional super-
symmetric Yang-Mills and Chern-Simons matter theories have recently been written
down in [103, 104].
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