Four types of analysis are commonly applied to data from structured Rater ϫ Ratee designs. These types are characterized by the unit of analysis, which is either raters or ratees, and by the design used, which is either between-units or within-unit design. The 4 types of analysis are quite different, and therefore they give rise to effect sizes that differ in their substantive interpretations. In most cases, effect sizes based on between-ratee analysis have the least ambiguous meaning and will best serve the aims of meta-analysts and primary researchers. Effect sizes that arise from within-unit designs confound the strength of an effect with its homogeneity. Nonetheless, the authors identify how a range of effect-size types such as these serve the aims of meta-analysis appropriately.
Null-hypothesis significance testing has been an unparalleled success in the behavioral sciences-a success that has been bemoaned by its critics for several decades (e.g., Cohen, 1995; Meehl, 1967) . Arguments against nullhypothesis significance testing claim that researchers do not understand its results, that it carries little information, and even that it forestalls scientific progress (Hunter, 1997; Loftus, 1996) . In recognition of these problems, it has become more common in the last 20 years to look at the strength of effects (Wilkinson & Task Force on Statistical Inference, 1999) -that is, not to ask "how probable is it to obtain Result X or a more extreme result in the sample, given that no effect exists in the population?" but, instead, to ask "how strong do we believe Effect X to be in the population?" This calls for the quantification of the strength of effects, and various ways to do so exist. For the sake of clarity, we want to distinguish the strength of an effect from an effect size, the latter being a given quantification of the former. If, for example, Treatment A tends to be more effective than Treatment B, A has a stronger effect than B, and this should be reflected in the respective effect sizes. When effect sizes properly reflect the strengths of effects, this allows us to compare effects across different studies (e.g., which type of therapy helps the most?) and to guide decision making (e.g., is this therapy worth its costs?); in both cases, the questions are beyond the simple reach of null-hypothesis significance testing.
As noted in the literature, differences in study design may give rise to incomparable effect sizes (e.g., Morris & DeShon, 2002) . Furthermore, and more specific to the present article, different analytic approaches to the same data may also yield effect sizes that differ in meaning and interpretation. Our specific examples focus on studies involving a set of raters (e.g., teachers, supervisors, peers) who rate or score a set of ratees (e.g., students; exam answers; objects, such as pictures) on one or more characteristics. Studies of this type are common in psychological and educational research, in which even under the same research design, researchers may apply very different analyses of rating data. Specifically, in this article, we summarize four typical analytic approaches to rating data and their representations in the effect-size metric d, and we discuss the meanings of the respective results. The meanings of effect sizes differ greatly across the four approaches; therefore, we address two key questions: (a) Retrospectively, how should meta-analysts deal with this diversity in effect sizes from past studies? (b) Prospectively, which effect size and related analytic approach should researchers adopt to best achieve their substantive goals?
The research examples we consider have two aspects in common. First, the Rater ϫ Ratee data are in some way aggregated within a study; second, each study examines differences in the rating data for some dichotomous grouping of the ratees. Although the examples are simple, their important aspects generalize to more complex rating situations. The article proceeds as follows: First, we outline four common analyses of Rater ϫ Ratee data, drawing on three example studies that are simple and fictitious in nature (the sample sizes, e.g., are much smaller than would be recommended for adequate statistical power, but this allows us to table the data and to guide the reader through the analyses). Second, we illustrate the great diversity of statistical approaches found in primary research by briefly surveying research dealing with the substantive topic of facial attractiveness, specifically whether men or women tend to have more attractive faces. Third, we discuss the meaning of the effect sizes that result from the various statistical approaches. Fourth, we look at several meta-analyses of Rater ϫ Ratee studies to see how meta-analysts have dealt with the diversity of effect-size types found in primary studies. Fifth, we discuss which properties are desirable for an effect size. Sixth, on the basis of these arguments, we address the aforementioned considerations of meta-analysts and researchers vis-à-vis different analytic approaches.
Four Typical Analytic Approaches to Rater ϫ Ratee Data
We begin by describing four typical analytic approaches to Rater ϫ Ratee data from facial-attractiveness research, in which the ratees are faces. In all examples, each of r raters rates several faces, and each of f faces is rated by several raters (thus, in the language of generalizability theory, we are dealing with one-facet designs). The four analytic approaches differ in two ways: (a) in their central unit of analysis, which is either raters or faces, and (b) in the nature of the design, which is either within-unit or between-units in relation to the central unit of analysis (rater or face). Table  1 presents all four possible approaches.
Before discussing each approach in detail, we note that some research questions may be less suitable or even impossible to address using any one particular approach described here. Among the characteristics of the research question that play a role in the choice of the subsequent design are the nature of the dichotomous grouping factor (e.g., whether it represents a manipulated or treatment factor or a preexisting status variable, such as gender), the nature of the ratees (e.g., whether they are real entities or artificial cases), and the nature of the ratee stimuli (e.g., visual stimuli or verbal descriptions). Also, issues of statistical power play a role.
As an obvious example, the question of whether female or male faces are more attractive cannot be tackled using a within-ratee analysis because the same face cannot be presented in both conditions (i.e., as both a female face and a male face). However, for a different outcome (e.g., a rating based on a verbal description), the gender of the ratee could be a within-subject factor, because the ratees could be hypothetical (e.g., Murphy, Herr, Lockhart, & Maguire's, 1986 , "paper people"), and a verbal description could be attributed to both male and female ratees. Similarly, it may not be possible to vary certain status variables, such as race, as within-ratee factors, whereas manipulated (treatment) factors may be used in this way. Indeed, treatment factors are often designed to be within-study factors to capitalize on the increase in statistical power that comes with the blocking or pairing of similar cases.
Approach 1: Between-Ratees Analysis
Approach 1 centers on the faces being rated. Our fictitious example study, Study 1, focuses on the question of whether male or female faces tend to be rated as more attractive. A typical facial-attractiveness study may use a convenience sample of female and male faces, typically from the collegestudent population, to be evaluated by several raters (e.g., . Each face may be rated by the same rater or by different raters; in the present example, different sets of raters rate the faces. Table 2 provides the data for Study 1. Here, three female and three male faces were each evaluated by three raters on an 11-point scale ranging from 0 to 10, where higher ratings indicate a higher level of attractiveness. Faces are the central unit of analysis in Approach 1: First, we determine the average attractiveness rating for each face, which we call its face score or, more generally, its ratee score (see bottom section of Table 2 ). In this example, n ϭ f ϭ 6, and the average face scores for male (2.667) and female faces (5.333) are compared using an independent-groups t test, which results in t(4) ϭ 1.57, p ϭ .19, a nonsignificant mean difference favoring female faces. The standard deviation for each group depends only on variability between the face scores, and the analysis does not consider the variability of ratings within each face (i.e., the fact that different raters give different ratings for the same face). Approach 1, in principle, does not depend on the design of the study; that is, it could also be used if the same raters rated both groups of faces.
Approach 2: Between-Raters Analysis
Let us also use Study 1 to consider Approach 2, which uses raters as the central unit of analysis. Rather than computing the average attractiveness rating for each face, as we did in Approach 1, we now compute the average attractiveness judgment for each rater, which we call the rater score (see the last two columns of Table 3 ). Approach 2 compares the rater scores between the two groups of raters who rated male and female faces, with n ϭ r ϭ 6 using a t test for independent samples. This yields t(4) ϭ 2.14, p ϭ .10, a mean difference favoring raters of female faces. Here, the standard deviation for each group depends only on variability in the rater scores, and the analysis does not consider the variability of ratings within each rater (i.e., the fact that each rater gave some faces higher ratings and other faces lower ratings).
Comparing Approaches 1 and 2 to analyzing the data from Study 1, we necessarily find the same raw mean difference between sets of faces as between sets of raters (2.67 points), but the approaches produce different t values and statistical significance levels because of differences in the variability against which each raw mean difference was compared (i.e., variability in face scores in Approach 1 and variability in rater scores in Approach 2).
Approach 3: Within-Ratee Analysis
Approach 3 uses a repeated measures design, using relevant pairs of ratees (here, face stimuli) as the central unit of analysis. As noted above, Approach 3 is not suitable for addressing the question of whether female or male faces are more attractive, because the same face cannot be presented as a female face and a male face. Therefore, we consider a research question different from the previous one: Does makeup affect female facial attractiveness? Study 2 addresses this question (see Table 4 ). Here, three raters rated three women, each woman having two pictures-one with makeup and one without. We analyze these data by computing the face score for each picture (see the left part of Table 4 , third row from the bottom). We then compare the faces with and without makeup using a repeated measures t test, which is based on the face-score differences within the pairs of face stimuli (i.e., face score for face i with makeup minus face score for i with no makeup). The mean difference is 2.67 (SD ϭ 1.15). This results in t(2) ϭ 4.00, p ϭ .06, a mean difference favoring female faces with makeup. The mean of the face-pair differences within raters is equal to the mean face-score difference across raters, which is always the case. Also, the standard deviation of the mean pairwise face-score difference depends only on the variability of the pairwise face-score differences. Like Approach 1, the analysis does not consider variability of the ratings within each face (i.e., independent of the face score, some raters gave higher scores to a face than did other raters). In addition, it ignores variability in facial attractiveness between the three rated faces (i.e., each rated face may have had relatively higher or lower levels of facial attractiveness than the average face).
Approach 4: Within-Rater Analysis
Approach 4 also uses a repeated measures design, using raters as the central unit of analysis rather than faces. Let us reconsider Study 2, this time computing two rater scores for each rater-one the average of ratings for faces with makeup and one the average of ratings of faces without makeup (see Table 5 ). We then compare these averages using a repeated measures t test, which is based on the differences of rater scores within each rater (i.e., rater score for faces with makeup minus rater score for faces with no makeup). The mean difference is 2.67 points, which results in t(2) ϭ 8.00, p ϭ .02, a mean difference favoring female faces with makeup. The standard deviation of the mean pairwise rater-score differences (0.58) depends only on the variability of the pairwise rater-score differences. As in Approach 2, the analysis ignores the variability of each rater's ratings within the two conditions. In addition, it ignores the variability of rater scores between raters (i.e., the fact that some raters tend to give high ratings, whereas others tend to give low ratings). Paralleling Study 1, Approaches 3 and 4 to Study 2 involve the same raw mean difference of 2.67 points, yet they produce very different t-test results based on the variability against which the raw mean difference was compared. In principle, it would be also possible to apply Approach 1 and Approach 2 to the data of Study 2. This would result in the same t-test results that were obtained for Study 1, because Studies 1 and 2 have the same raw scores; we just changed the experimental design from a betweenraters/between-ratees to a within-rater/within-ratee design and gave it a different research context. However, if Approaches 1 and 2 were applied to data from a true withinstudy design, a loss of power would be typical, because, as mentioned above, pairing is often used to reduce variation, and the analyses used in Approaches 1 and 2 would ignore this pairing.
Our examples show how identical data yield four different t tests and p values, depending on the experimental design and on the analysis chosen. As noted above, the samples for the two studies here are admittedly small (for didactic purposes). Therefore, the p values tend to be larger and, for the most part, not near conventional levels of statistical significance. However, that is not particularly relevant to our argument. Our point is that the analytic approach and corresponding t values are different both conceptually and empirically. We next take a look at actual research practice and consider these differences more closely.
How the Four Approaches Are Used in Research
The previous examples suggest that research practice could be very diverse when it comes to the analysis and interpretation of Rater ϫ Ratee data. We have illustrated this by considering research on facial attractiveness, but we later demonstrate that practice in other research domains is probably also diverse. First, we look at actual research that informs the question of whether female or male faces tend to be rated as more attractive. Searches in PsycINFO and MEDLINE databases as well as searches of citations in recent facial-attractiveness studies revealed 55 documents comparing female and male facial attractiveness (excluding those that used highly artificial stimuli such as line drawings). Six had insufficient data for computing any effect size. The 49 remaining documents (marked with asterisks in the References) contained 79 samples. Seven studies presented two analyses for the same sample data, yielding a total of 86 analyses. One study used an approach not captured by our classification scheme. Most common was Approach 1, with 38 occurrences (44%). 1 We found 24 instances of Approach 2 (28%) and 23 instances of Approach 4 (27%). Approach 3 does not apply to this particular research question, because it would require that the same face be presented once as female and once as male. Researchers can freely choose between Approaches 1 and 2 or Approach 4 if faces of both sexes are shown to each rater.
It is therefore instructive to look at the subsample of studies that presented faces of both sexes to each rater. This category included 45 documents, with 69 samples and 75 analyses. Approach 1 occurred 28 times (37%), and Approaches 2 and 4 occurred 23 times each (31%). Thus, at least in this domain of research (and likely in many others), meta-analysts are roughly equally likely to encounter each of these three types of information in Rater ϫ Ratee designs.
What gives rise to the diversity of approaches we found within this domain? Authors usually did not discuss their specific choice of an approach, and we cannot discern any pattern that explains why researchers chose one approach and not another. For example, we did not find that researchers based their analysis on ratees when the number of ratees was larger than the number of raters, or vice versa. However, studies that used Approach 4 tended to have more complex designs than the other studies. Cross and Cross (1971) , for example, used Approach 4 and looked not only at the effect of ratees' sex but also at the effects of ratees' age and race and raters' age, sex, and race.
The Meaning of Effect Sizes Within the Four Common Approaches
We next look at the meaning of d within the four approaches. However, before examining the d values that result from the four approaches, we briefly recapitulate the purpose of d by looking again at the results of Study 1. We find that female faces (M ϭ 5.33) are, on average, judged to be more attractive than male faces (M ϭ 2.67). The raw difference of 2.67 points is the same, whether we look at the face scores (see Table 2 ) or at the rater scores (see Table 3 ). What does that mean? We are not dealing with a rating on a ratio scale, so we cannot conclude that women are, on average, twice as attractive as men. It would be rather misleading, too, to divide the raw difference of 2.67 scale points by the scale range of 10 points and conclude that women exceed men by 27% of the scale range.
2 This is because the average rated difference between women and men-and sometimes its associated variability-could change substantially if we used a scale that ranged from, say, Ϫ5 to 5 instead of 0 to 10 (e.g., Schwarz, 1999) . A useful effect-size statistic gives meaning to the obtained raw difference by comparing it with a yardstick based on the variability in the data.
To that end, an effect-size measure commonly applied to group differences is d, which expresses the between-groups difference in the unit of the standard deviation computed from the weighted average within-group variance (Cohen, 1969; Hedges, 1981) . Specifically,
Here X 1 and X 2 are the means for the samples of n 1 and n 2 cases in the two groups of the dichotomy of interest, and s 1 2 and s 2 2 are the sample variances in the groups. Below, we discuss the meaning of d in light of Approaches 1-4. In our examples, we compute d from the raw data because this makes it easier to grasp its meaning. Meta-analysts, of course, rarely have this opportunity and must rely on the descriptive statistics or test statistics provided (e.g., Rosenthal, 1994; Rosenthal, Rosnow, & Rubin, 2000) . For convenience, we use d 1 , d 2 , d 3 , and d 4 to represent the effect sizes for Approaches 1-4, respectively.
The Meaning of d 1 for Approach 1
In all four approaches, the effect size is based on the mean difference between two groups relative to a measure of variability within groups. In the first two examples (for Study 1), the mean difference is 2.67. What changes between the examples is the variability that qualifies this difference. With Approach 1, it is the variability of face scores that matters. The standard deviation is 2.08 for both groups in Study 1, which means that s pooled ϭ 2.08 as well, therefore d 1 ϭ 2.67/2.08 ϭ 1.28 (Table 2 shows the means and standard deviations for the study).
3 Thus, Study 1 indicates that on average, female faces look about 1.3 facescore standard deviations better than male faces. Although this is a large effect size, because of our small samples, it is not significant, t(4) ϭ 1.57, p ϭ .19 (as noted above). Although the meaning of d 1 appears straightforward, three aspects may complicate matters: the variability of ratee scores, the heterogeneity of treatment effects, and the meaning of ratee-score differences. We discuss these aspects in turn.
First, the size of d 1 hinges on the variability of ratee scores. Consequently, the sampling of ratees is crucial for the size of d 1 . If, for example, the face samples consist of faces whose attractiveness is close to the mean of their respective sex, d 1 would be large because of the low variability in face scores. Conversely, if researchers picked for each sex one face from the 1st, 50th, and 99th percentiles of the attractiveness continuum, d 1 would be small because of the high variability in face scores. Consequently, to yield a nonarbitrary and meaningful d 1 , the variability of attractiveness in the face sample should match the variability of attractiveness in the population of interest.
Second, if some treatment is evaluated, the homogeneity of the treatment effect affects d 1 . In our example, both groups show the same sample variability in face scores. Of course, it is not necessary-though it is typical-to assume that 1 2 ϭ 2 2 in the population. Moreover, differences in the variances between the groups studied provide important information if some treatment is evaluated: If the group variances differ, this may suggest that the treatment has differential effects on the scores of ratees within the groups (Bryk & Raudenbush, 1988) , which in turn affects d 1 .
To see why this is so, we consider several sets of fictitious results for Study 3, the evaluation of makeup on ratings of attractiveness in a between-groups design (the results of which are again analyzed following Approach 1). Three women are randomly assigned to the control group and photographed without makeup; three other women are assigned to the treatment group and photographed with makeup. Table 6 shows the face scores for the three women in the control group and the results for five alternative treatment outcomes. In each scenario, we represent the observed scores in the treatment group as a sum of two components that, in an actual study, cannot be observed or deduced: The first unobservable component represents the face score a specific face would have received without treatment; these values are identical to the scores of the control participants. The second unobservable component indicates a hypothetical treatment effect (i.e., how much 3 Owing to differences among raters and measurement error, the variance of the face scores is smaller than the variance of the individual ratings (SD ϭ 2.35 for both groups). Thus, the ratio of the two variances carries information about the reliability of the face scores. Generalizability theory (e.g., Shavelson & Webb, 1991) addresses the reliability of aggregated scores and quantifies errors from various sources (e.g., sampling of ratees, sampling of raters, time of testing). Researchers may wish to adjust the obtained effect size for the unreliability of measurements (e.g., Rosenthal, 1994) . However, we do not dwell on reliability here because the meaning of various types of effect sizes is independent from the reliability of the data, and differences in effect sizes in our fictitious examples do not arise from differences in reliability. each particular face gained in overall attractiveness through the application of makeup).
4
All alternative treatment outcomes are identical with respect to the first component-the unobservable no-treatment face scores (the average rating across all no-treatment faces). Moreover, for all the hypothetical outcomes, the treatment has the same strength: It elevates on average each face's face score by 2 points. However, the alternative outcomes differ with respect to the heterogeneity of the treatment effect (represented by the standard deviations listed in Table 6 ). Also, the alternatives differ with respect to the correlation between the treatment effect and the no-treatment face scores (see the column labeled r in Table  6 ). As can be seen, a positive correlation between the treatment effect and the no-treatment face scores (i.e., a heterogeneity-inducing treatment) results in the observed variance in the treatment group being larger than the variance in the control group (i.e., compare the control-group data with data for Alternative 2); conversely, a negative correlation between the treatment effect and the no-treatment face scores (i.e., a homogenizing treatment) prompts the observed variance in the treatment group to become smaller than the variance in the control group (e.g., data for the control group vs. that for Alternative 4). As a consequence, Alternatives 2 and 3 yield smaller ds than Alternative 1, whereas Alternatives 4 and 5 produce larger ds than Alternative 1 (see last column in Table 6 ).
If the variances in naturally occurring groups differ, this may be informative as well. It suggests either that the subjects in different groups are affected by different forces or that the same forces act on them in different ways. For example, men have only one X chromosome. Women, in contrast, have two different X chromosomes, and in each cell, a chance process determines which one of the two is switched off. Some have argued that this difference between the sexes and the fact that many genes affecting intelligence are located on the X chromosome give rise to greater variance in intelligence in men than in women (Check, 2005) . Greater variance in male scores has been reported for a variety of cognitive outcome variables (e.g., Feingold, 1992; Hedges & Friedman, 1992) .
Third, the meaning of ratee differences is not always straightforward. For example, standards of attractiveness may depend on the age of the ratee. Consequently, variance across a mixed-age sample of pictures would partly reflect true differences and partly reflect differing standards, which makes the meaning of d 1 ambiguous.
In sum, if d 1 pertains to the effect of a treatment, it does not reflect only the average strength of an effect. Given that the variances of treatment and control groups differ, d 1 additionally reflects the heterogeneity of the treatment effect across treated entities and the correlation of the treatment effect with the no-treatment values. Use of the controlgroup standard deviation instead of the pooled standard deviation avoids this ambiguity by dividing the betweengroups difference by the standard deviation of the control group (Glass, McGaw, & Smith, 1981) , which has prompted some to argue for this metric (which we denote as g). However, there are good reasons to use d, the most prominent being that one is more likely to find the data needed to compute d than one is to find the data needed to compute g and that most studies assume homogeneity of variance and typically do not provide a way to assess whether the homogeneity-of-variance assumption is not met.
The Meaning of d 2 for Approach 2
For Approach 2, the group mean difference is standardized on the basis of the variance of rater scores. For Study 1, we have the same mean difference of 2.67 as before, but this time the standard deviation of interest is 1.53, as shown in Table 3 . Consequently, d 2 ϭ 2.67/1.53 ϭ 1.75. Thus, Study 1 also indicates that female faces look almost 2 rater score standard deviations better than male faces (though the difference is again not significant, t[4] ϭ 2.14, p ϭ .10). In this study, rater scores show less variability than face scores, therefore d 1 Ͻ d 2 . Of course, it is not necessary that this be the case. The opposite would occur if the variability of face scores were smaller than the variability of rater scores, in which case
Regarding the meaning of d 2 , three aspects are important. First, the size of d 2 hinges on the variability of rater scores. Consequently, the sampling of raters should guarantee that the variability of rater scores in the sample matches the variability in the population of interest. Otherwise, the size of d 2 may be misleading.
Second, if d 2 reflects the effect of some treatment, the homogeneity or heterogeneity with which raters respond to that treatment affects the size of d 2 in the same way as was discussed for d 1 . For example, raters may respond more or less homogeneously to facial makeup. Assuming that Table  6 showed rater scores instead of face scores, this provides a suitable example.
Third, the meaning of rater-score differences tends to be somewhat ambiguous. Consider our examples of facial attractiveness: Do rater-score differences reflect the fact that some raters generally find all faces more attractive than other raters do? Or do they indicate that raters systematically differ in the way in which they transform the same internal judgment into a response? Perhaps it is some mixture of both, and therefore the variance in rater scores-and, consequently, d 2 -may be hard to interpret.
The Meaning of d 3 for Approach 3
Approach 3 is based on pairwise face-score differences. Because there is only one group of change scores, Equation 1 cannot be applied to Approach 3 unless the pairing of scores is ignored and differences are not computed. Instead, d 3 is typically computed as the mean of the pairwise facescore differences relative to the difference-score standard deviation (see Table 4 ).
5 That is,
where r 12 is the correlation between the paired scores. Consequently, for Study 2, d 3 ϭ 2.67/1.15 ϭ 2.32. The meaning of d 3 is highly ambiguous in the sense that its magnitude confounds the strength of the manipulation (here, the effect of the use of makeup) with the homogeneity of the treatment effect across faces. This becomes clear when we look at three hypothetical alternative outcomes for Study 2, shown in Table 7 (see also Dunlap, Cortina, Vaslow, & Burke, 1996) . In these three cases, the original outcome and all three alternative outcomes are identical with respect to the face scores in the no-makeup control condition; differences only occur with respect to the treatment (i.e., the effects of makeup). Alternative 1 reflects a higher d value than the original outcome, which was created by making all of the ratings for faces with makeup 1 point higher than in the original data (d 3 ϭ 3.67/1.15 ϭ 3.19 vs. the original d 3 of 2.32). Here, the values of s 1 and s 2 do not change, and the correlation between paired scores (r 12 ) is .85. But now consider Alternative 2. Here, one face with makeup is rated higher than in the original data, and the other ratings remain the same. This results in less homogeneity between ratings. The standard deviation of the pairwise face-score differences rises from 1.15 to 1.73 because not only is there greater variation in the makeup ratings but the correlation between paired scores is also lower (r 12 ϭ .69). As a consequence, d 3 declines from 2.32 to 1.73, although for one face the makeup manipulation was more effective! Alternative 3 demonstrates that the opposite effect can occur too. Compared with the original outcome, the effectiveness of the makeup manipulation is much smaller in Alternative 3. In the original data, if only one woman applies makeup, her rank within her group can change considerably. For instance, Woman 3 would change her rank from 3 to 2. For Alternative 3, however, this never happens. The treatment effect is small and nearly identical for all faces in Alternative 3, but the value of d 3 soars to 4.5 standard-deviation units (see Table 7 ), largely because of a reduction in variability (SD ϭ 0.06). This reduction occurs because even though there is slightly more variance in the makeup face scores than in the original data, the correlation between the scores for the paired faces in Alternative 3 is 1.0. These examples reveal that d 3 confounds the effectiveness of the treatment with the homogeneity of its effect across the treated entities. This ambiguity is not restricted to any particular domain studied (e.g., facial attractiveness); rather, this property is inherent in the nature of d 3 .
As discussed earlier, d 1 may confound the strength of the treatment effect and its homogeneity. However, homogeneity affects d 1 and d 3 in ways that are both different and important. For d 3 , greater homogeneity of the treatment effect always yields a larger effect size. In contrast, homogeneity in the treatment component may either increase or decrease d 1 (cf. Alternative 1 with Alternatives 2 and 4 in Table 6 : Alternatives 2 and 4 show equal variances for the treatment component, but Alternative 2 shows a smaller d 1 value than Alternative 1, whereas Alternative 4 shows a larger d 1 ). More important, the impact of the heterogeneity of the treatment effect on d 1 is rather limited, but conversely, treatment homogeneity can inflate d 3 to an extreme degree. This will be the case if other factors producing change unrelated to treatment (e.g., maturation rates) end up producing little variance in change scores. In sum, we can expect d 1 to track the strength of a treatment effect more accurately than does d 3 .
5 Some meta-analyses with a mix of independent-groups and paired designs ignore the pairing and apply Equation 1 to the paired data. This can be done for instance if the means and standard deviations are given for each of the paired scores. 
The Meaning of d 4 for Approach 4
Approach 4 qualifies the between-groups difference (which is the same value shown for Approach 3) by the standard deviation of the pairwise rater-score differences (consequently, Equation 1, again, cannot be applied when only one set of change scores exists). Therefore, d 4 ϭ 2.67/0.58 ϭ 4.60 in Study 2 (see Table 5 ). Approaches 3 and 4, although based on the same mean difference from Study 2, can yield very different d values. The reason is that the effect of some grouping factor can be more homogeneous across raters than across faces, and vice versa. Approaches 2 and 4 both focus on rater scores. Nonetheless, unlike d 2 , d 4 is not plagued by the ambiguities that stem from differences among rater scores across raters. Because Approach 4 looks at differences between rater scores within the same rater, the overall differences between raters do not affect d 4 , yet the meaning of d 4 remains highly ambiguous. Just as with d 3 , d 4 confounds the effectiveness of the treatment with the homogeneity of the effect across raters. Thus, when we obtain, for example, a large d 4 , we cannot untangle the extent to which the makeup manipulation led to differences and the extent to which raters agree on the effect of the treatment. Again, this property of d 4 is independent of the substantive phenomenon studied. 
What Do Meta-Analysts Do? Two Examples
So far, we have demonstrated for one domain (attractiveness differences between two sets of faces) that various approaches to Rater ϫ Ratee data are prevalent in primary studies, and we have shown that (independent from the domain studied) the effect sizes that come along with various approaches have different meanings. Are there actual meta-analyses that deal with various approaches to Rater ϫ Ratee data? And if so, how do meta-analysts treat these differences? To address these questions, we look in detail at two meta-analyses on physical attractiveness (Eagly, Ashmore, Makhijani, & Longo, 1991; Langlois et al., 2000) , and we briefly consider other syntheses with different outcomes and effect-size metrics. Eagly et al. (1991) looked at the question of which qualities are attributed to attractive versus unattractive strangers. When we inspected 17 primary studies included in their meta-analysis that were immediately available to us, we found studies using Approach 1 (e.g., Barnes & Rosenthal, 1985) , Approach 2 (e.g., Bassili, 1981) , and Approach 4 (e.g., Alicke, Smith, & Klotz, 1986 ), whereas we found no instances of Approach 3 (though some studies inaccessible to us may have used this approach). How did the authors deal with this diversity? They computed several kinds of effect sizes-for between-groups studies they computed d 1 and d 2 , and for within-subject designs they used d 4 . The authors computed a single averaged effect size across all studies (i.e., across approaches) and an average effect size for each of several attribute types (e.g., social competence, adjustment). All of these analyses yielded heterogeneous effect-size distributions. Consequently, the authors examined whether various study characteristics significantly affected effect sizes. One of these characteristics was within-subject versus between-subjects designs in attractiveness research, and they found that "consistent with the greater control of extraneous variables and the more precise error term in within-subjects designs, within-subjects variations of attractiveness produced a stronger stereotype than between-subjects variations" (Eagly et al., 1991, p. 119) . In sum, Eagly et al. (1991) acknowledged that between-subjects designs and within-subject designs tend to yield effect sizes of different magnitudes; they appeared to prefer the within-subject design, but they did not explicitly acknowledge that choosing raters or ratees as the unit of analysis has consequences for the effect size. In the end, they readily averaged across different types of effect size.
Eagly et al. (1991)

Langlois et al. (2000)
In a series of meta-analyses, Langlois et al. (2000) investigated substantively interesting covariates of physical attractiveness. Here, we examine two of these meta-analyses, one focusing on rater judgment and one focusing on the treatment of attractive versus unattractive adults. Again, we find three of the above-mentioned approaches to data analysis in the primary studies from both meta-analyses (Approach 1: e.g., Raza & Carpenter, 1987 ; Approach 2: e.g., Langlois, Roggman, & Rieser-Danner, 1990 ; Approach 4: e.g., Langlois, Ritter, Roggman, & Vaughn, 1991) ; but again, Approach 3 is either rare or missing in these domains. Langlois et al. (2000) did not address the issue of diverse effect-size types having different meanings, but in their analyses, they seemed to prefer d 4 over d 2 whenever primary studies allowed computation of both effect-size types (see their treatment of Marlowe, Schneider, & Nelson, 1996) . In both meta-analyses, the authors readily averaged effect sizes across different effect-size types. For both metaanalyses, Langlois et al. (2000) also computed an average effect size for each of several subsets of results (e.g., judgments of occupational competence, judgments of social appeal, judgments of adjustment). On this basis, they concluded that higher ratings tend to advantage attractive adults most for the domain of occupational competence. However, this conclusion seems doubtful: The average effect size for occupational competence rests on five studies, two of which were accessible to us (Dipboye, Fromkin, & Wiback, 1975; Marlowe et al., 1996) . These two studies, which together contributed more than half of the total sample size in the analysis of occupational competence, provide d 4 as an effect size, whereas the analyses of judgment of social appeal and adjustment are largely based on d 1 .
Meta-Analyses With Other Metrics and Outcomes
Many other meta-analyses have examined rater effects for outcomes other than attractiveness, using metrics other than the standardized mean difference. A search of PsycINFO for meta-analyses (i.e., via Florida State University's online version of Cambridge Abstracts, with meta-analysis specified as the methodology) with the terms rater or ratee anywhere in the record yielded 79 records. (Other syntheses on Rater ϫ Ratee data that do not use these terms likely also can be found.) These studies examined a variety of outcomes (e.g., aspects of leadership, job performance), and several grouping variables (e.g., age, gender, and race) are prominent. In one example, Eagly, Makhijani, and Klonsky (1992) examined gender effects in the evaluation of leaders (the ratees). Eagly et al. (1992) coded the nature of the factor for leader gender-reporting designs with withinsubject, between-subjects, or "other, mixed, or unclear" (p. 9) gender factors. Most of the designs had gender as a between-subjects factor. Different methods were used to compute standardized-mean-difference effect sizes for between-subjects and within-subject designs, yet in subsequent analyses, the two kinds of effects were not distinguished when considered together.
Which Properties Are Desirable for an Effect Size?
So far, we have identified the meanings of effect sizes that arise from four common approaches to analyzing Rater ϫ Ratee data; we have also shown that meta-analysts have generally failed to consider the different meanings of various effect-size types and, further, that such failures may give rise to questionable conclusions. Thus, two important questions remain: Given the many types of effect-size computations that primary studies have produced, what should a meta-analyst do? And which of these effect sizes are recommended to primary researchers? To address these questions in full, it is helpful to determine what characteristics are desirable for an effect size. We propose that a good effect size should suit two types of "consumers"-people who want to gain insight into a substantive topic (usually fellow scientists) and decision makers who seek aid in deciding about some practical course of action. We argue that both parties' interests are best served by effect sizes that (a) are unambiguous, (b) reflect primarily the strength of an effect, and as a side benefit (c) have a meaning that is easy to grasp. When we take the scientist-as-consumer perspective, the desirability of these properties seems self-evident for us, because science strives for clarity and simplicity and because it is the very idea of an effect size to reflect the strength of an effect (and not its heterogeneity).
From the decision-maker-as-consumer perspective, the picture is a bit more complicated. Let us assume that the decision pertains to the application or rejection of some treatment, the cost of which is known and the benefit of which is described as an effect size. If we assume that the decision maker tries to maximize expected utility (Dawes, 1988; Savage, 1954) , the solution to the decision problem is simple: If the expected net utility of the treatment is positive (i.e., the utility of its expected benefit is greater than the disutility of its costs), then apply the treatment; otherwise, do not. In this case, an effect size that correctly reflects the expected value of the treatment benefit contains all the information desired.
However, human decision makers rarely seek to maximize their expected utility: Most people, for example, would prefer to receive $95 for sure over a gamble that, with equal probability, either yields $200 or nothing (Kahneman & Tversky, 1979) . They would thus sacrifice some expected utility to gain a reduction of outcome variance, which shows that outcome variability has some utility in itself. In a case in which the decision pertains not to a single application of the treatment but to its permanent implementation, the heterogeneity of the treatment effect can have some utility in itself too, but its desirability may be less clear. Given the choice between treatments that differ only with respect to the heterogeneity of their effects, policymakers may favor the treatment that shows the more homogeneous or consistent effect (e.g., an educational intervention from which all students receive the same benefit), the one that homogenizes (e.g., an educational treatment from which low-aptitude students benefit most), or the one that dehomogenizes (e.g., an educational treatment targeted toward high-aptitude students, who tend to benefit most).
Therefore, it will be valuable to some decision makers to know how a treatment affects variation and whether it tends to be homogenizing or variance inducing. Are effect sizes that reflect these treatment characteristics especially valuable for decision makers? Without knowing exactly the substantive causes for variability, the answer is clearly no.
To see why, consider first a policymaker who prefers to implement a treatment that reduces outcome differences. He or she would be willing to sacrifice a certain amount of treatment effectiveness for an increase in the homogenizing capacity of the treatment. Thus, many different combinations of treatment effectiveness and treatment capacity for homogenization exist, all having the same utility for the policymaker (one treatment may be highly effective but dehomogenizing, another treatment may be somewhat less effective but homogenizing, etc.). Now consider another decision maker who favors a dehomogenizing treatment (he or she may, e.g., strive for an elite group and thus advocate an educational treatment from which high-aptitude pupils get the greatest benefit). For this person, the very same combinations of treatment effectiveness and capacity for homogenization will differ very much in their utility. Thus, the way in which a treatment's effectiveness, the heterogeneity of its effect, and its capacity for homogenization or increasing heterogeneity blend into its utility differs from decision maker to decision maker. But the way these three aspects blend into the sizes of d 1 and d 2 , on the one hand, and d 3 and d 4 , on the other, is fixed and, thus, cannot be homologous to the way in which these three aspects are linked to the preferences of diverse decision makers. For this reason, decision makers as a whole are best served by an effect size that reflects the effectiveness of the treatment and nothing else. Other information is valuable, too, but for the reasons given above, it is of no use to mix this information with the effectiveness of the treatment.
From our discussion, it follows that d 1 and d 2 serve the needs of researchers and decision makers better than do d 3 and d 4 , because they more accurately reflect the effectiveness of the treatment. However, a prerequisite for d 1 and d 2 to be useful is that the variability in ratee scores (d 1 s) or in rater scores (d 2 s) be meaningful, which may not be the case when sampling is not representative of the population of interest. The decision remains whether to base the effect size on the variability in ratee scores or in rater scores. The suitability of d 1 and d 2 may vary across domains, and it is not reasonable to prefer one of these effect sizes over the other under all circumstances. Nonetheless, for two reasons, it will be more appropriate in most cases to base the analysis on ratee scores. First, although the meaning of ratee-score differences may be ambiguous, for reasons already offered, it usually is not. Conversely, the meaning of rater-score differences is often less clear because these differences may reflect differences in perception, differences in scale use, or both (see The Meaning of d 2 for Approach 2 above). Second, in many domains, people may be more familiar with differences between ratees (on which d 1 is based) than with differences between raters judging ratees (on which d 2 is based). To take facial attractiveness as an example, everyone has abundant opportunities to observe that faces differ in attractiveness; however, we have many fewer opportunities to observe how people differ in their general esteem for faces, and we can hardly observe at all how people differ in the way they transform internal judgments into a response. For these reasons, readers will probably have a more intuitive understanding of an effect size if it is based on between-ratee variability and not on between-rater variability.
What Should Meta-Analysts Do?
A meta-analyst dealing with a question that is typically studied with a Rater ϫ Ratee design can easily end up with a set of effects containing the four types of d we have described, each having key conceptual and analytic differences. How should meta-analysts deal with this diversity? First, it might be possible to reduce the diversity. The d values obtained from repeated measures studies (i.e., d 3 and d 4 ) can be transformed into analogues for their independentgroup counterparts (i.e., d 1 and d 2 , respectively) so long as the study reports separate standard deviations or the correlation between face scores (for d 3 ) or rater scores (for d 4 ; see Morris & DeShon, 2002 , for a detailed account). Unfortunately, meta-analysts will not always have this opportunity. In our set of studies on female-male facial attractiveness differences, for instance, Approach 4 was used 23 times, but the correlation of the pairs of rater scores was never reported. Alternatively, it is possible to compute an independent-group effect size (i.e., d 1 or d 2 ) if the respective means and standard deviations are reported. However, this opportunity appears to occur rarely (in our sample, 5 times out of 23). One way to work around this is to focus only on p values, which can be mechanically combined notwithstanding differences in experimental design or type of analysis. However, the result of such an analysis is not very meaningful (Becker, 1994) . Another approach might be to make a reasonable estimate of the face-score or rater-score correlation as needed and to impute that value, then proceed using Morris and Deshon's (2002) approach. A sensitivity analysis could try out a range of reasonable estimates of this correlation to see how much the d values would change.
In the end, the most viable way to deal with diverse d values may be to meta-analyze them separately by the approach used in the studies. Below, we distinguish three potential goals of meta-analysis.
Estimate the "True" Strength of an Effect
When the meta-analyst is simply interested in the best estimate of the size of some effect or treatment, it will often be best to base the estimate on d 1 . This is because d 1 , for reasons already given, is in most cases the least ambiguous effect size. Morris and DeShon (2002) suggested the use of repeated measures d values (d 3 and d 4 , in our notation) if the focus of the research is on individual change and not on differences across alternate treatments. They argued that "effectiveness could be defined as the amount of change produced as a result of training, suggesting the change-score metric" (Morris & DeShon, 2002, p. 111 ). We do not agree with their view entirely, because, as we have illustrated, the d based on change (or difference) scores is strongly affected by the homogeneity of the treatment effect.
6 Thus, d 3 and d 4 values will lead to the erroneous belief that the effect of some treatment is substantial when, in fact, the effect is only marginal but homogeneous (see Table 7 
Determine Which of Two Effects Is Larger
Now consider the case in which we want to determine which of two or more effects is larger (or largest). For example, we could be interested in whether makeup or smiling have a stronger effect on female facial attractiveness. Again, d 1 is an obvious and suitable statistic for this purpose. Because it adequately and meaningfully reflects the strength of an effect, it can also be used to compare different effects. However, we think that the d 2 metric is also suitable for a comparison of effects. Although the absolute magnitude of d 2 is not very meaningful in itself, a result that one treatment exceeds another in d 2 is straightforward and meaningful. This comparison would be problematic if the variability of the rater scores depended on the type of treatment. However, we see no reason to expect this. Naturally, any comparison of effects will benefit from larger numbers of primary studies being included. Thus, a metaanalysis that is not restricted to d 1 but finds the effect of A superior to the effect of B in separate analyses of both d 1 and d 2 would be more compelling.
How about d 3 and d 4 , then? We feel reluctant to recommend these two indices for comparisons between effects. The reason is that we cannot be sure that the effects compared are similar with respect to their homogeneity across ratees (d 3 ) or raters (d 4 ). Take the comparison between the effects of makeup and smiling as an example. If we found that makeup yields a higher d 3 than smiling, it might be premature to conclude that the former is more effective than the latter. It could easily be the case that makeup has a small but consistent effect on all studied faces, whereas the effect of smiling is (on average) strong but very heterogeneous (caused by the fact that some people can smile disarmingly but others cannot). Thus, d 3 would wrongly indicate that makeup is a more potent measure to promote facial attractiveness than smiling. Obviously, the same error can occur in other research domains.
Test a Theoretical Model of the Effects of Interest
Finally, we consider the case in which a meta-analyst seeks to test a theoretical model using a moderator analysis of the effects of interest. For example, consider sex differences underlying variation in facial attractiveness. Drawing on evolutionary theory, Buss and Schmitt (1993) argued that physical attractiveness is more important to male than to female mate preferences. Consequently, this might suggest that women would have more attractive faces than men, especially at the age at which mate choice occurred in ancestral times. Accordingly, the age of an individual's face could moderate the effect of greater female facial attractiveness. Such a claim is best substantiated when it is based on separate analyses of diverse d types. If several differing sources of information converge, our confidence in the finding is strengthened. In this way, more studies can be included in the synthesis as well.
Which d types are suitable for a moderator analysis of a single effect? We argue that d 1 and d 2 clearly qualify, for the same reasons that make them suitable for comparing different effects. What about the use of d 3 and d 4 in moderator analyses? If we can assume that the homogeneity of the studied effect is the same across different values of the moderator, then d 3 and d 4 are suitable. Let us consider our particular research question of whether the difference in attractiveness between the sexes depends on ratees' age. Here, the use of d 4 is appropriate if the homogeneity of the female-male difference in attractiveness across raters is independent of the value of the moderator. This is the case when the agreement between raters about female-male attractiveness differences is comparable across ratees of different ages. However, whether the assumption of effect homogeneity across moderator values is plausible will always depend on the nature of the effect studied.
What Should Primary Researchers Do?
When we ask which of the four approaches to data analysis is most suitable for individual research studies, we must distinguish between inferential and descriptive statistics. Inferential statistics help researchers to attribute their obtained effects to "real" effects in the population of interest and not to random fluctuations that are due to sampling. Descriptive statistics refer more directly to the size of the obtained effect in the sample. The question for description is not whether the data reflect a real population difference but, rather, how large an effect is obtained in the sample at hand, without asking questions about the nature of the sampling or about generalizability to a larger population.
When it comes to inferential statistics, authors usually want to argue that an effect of some size obtained in the sample (e.g., a difference or a correlation) also exists in the population. Sometimes they wish to argue the converse: Some effect did not appear in their data because it does not exist in a population, not because it was missed owing to small sample size or random fluctuation. Both arguments are more convincing when the applied statistical test is of high power (i.e., there is a "large enough" sample size). In this respect, Approaches 3 and 4 are generally superior to Approaches 1 and 2, their independent-samples counter-parts. Consequently, researchers should consider Approaches 3 or 4 if a within-rater (or within-ratee) effect can represent the phenomenon of interest. Is one of these analyses more suitable, then? When the focus is on differences between ratees (in our examples, the faces), as we have assumed throughout this article, Approach 3 may be more useful, because it seeks to generalize across ratees. The research question of interest helps the researcher decide whether it is more important to generalize across ratees or across raters. However, if generalization across ratees seems more important, that does not imply that generalization across raters does not matter! Therefore, it may be useful to test across raters as well, as we did in Study 2. Interested readers should consult the generalizability theory literature, which thoroughly discusses generalization across all facets in complex designs (e.g., Brennan, 2001; Shavelson & Webb, 1991) .
As mentioned in the introduction, null-hypothesis significance testing provides only limited information. For a substantive and practical description and interpretation of results, an effect-size analysis is more suitable. The results of Approaches 3 and 4 allow computation of d 3 and d 4 . However, for the reasons given, these cannot inform us sufficiently about the strength of the effect. We think that in most cases, d 1 will be the most appropriate effect size. This may even be true if the question of interest concerns differences between raters. Consider as an example the question of whether alcohol consumption increases the attractiveness of faces of the opposite sex (Jones, Jones, Thomas, & Piper, 2003) . Even in this case, we think it is most adequate to base the effect size on ratee variability and not on rater variability, for the reasons already discussed. First, the meaning of the former is less ambiguous than the meaning of the latter. Second, readers likely have a more intuitive understanding of attractiveness differences between faces than of differences regarding the evaluation of faces by others. But independent of whether d 1 or d 2 is chosen, a representative sampling of ratees (d 1 ) or raters (d 2 ) is indispensable to arriving at a meaningful effect size. Only then can d 1 or d 2 measure up to the two promises of effect sizes-to allow the comparison of the strength of effect across studies (and even across domains; e.g., Anderson, Lindsay, & Bushman, 1999) and to assist decision makers effectively.
