Abstract-The finite-difference time-domain (FDTD) method is routinely used to calculate the input admittance/impedance of simple antennas. The value of the input admittance/impedance depends on the level of discretization used in the method, and should converge to a final value as the discretization becomes finer. In this paper, the level of discretization necessary for convergence is studied using two common feed models: the hard-source feed and the transmission-line feed. First, the simplest and most naive methods for introducing the voltage and the current in these models are considered, and the results for the admittance are shown not to converge. Next, improved methods for introducing the voltage and current in these models are constructed. The results for the admittance are then shown to converge, and guidelines are offered for the level of discretization needed for convergence. In addition, two general problems associated with the computation of the admittance are discussed: the agreement between admittances computed with different simple feed models, and the agreement between these admittances and measurements.
I. INTRODUCTION
T HE properties of antennas, such as input impedance and field patterns, are now routinely determined using the finite-difference time-domain (FDTD) method for solving Maxwell's equations. When the geometry of the antenna is accurately represented in the FDTD model, extremely good agreement can be obtained between the FDTD results and measurements. As an example, we present results for the canonical problem shown in Fig. 1 : a linear monopole antenna fed by a coaxial line through an image plane. This is one of the first antennas accurately analyzed using the FDTD method [1] . For this example, the ratio of monopole height to radius is , with 5 cm, and the ratio of the coaxial line outer radius to inner radius is with 1.52 mm. The excitation is at a point in the transmission line (source plane) where the field is purely transverse electromagnetic (TEM). The rotational symmetry of the antenna and the excitation allow an analysis in the two spatial coordinates and . As shown schematically in Fig. 1 , the computational domain is discretized using rectangular cells with the dimensions and . Fig. 2 is a comparison of theoretical (FDTD) and measured input admittances [2] , [3] . For clarity, the conductance and the magnitude of the susceptance are plotted on a logarithmic scale; the and signs next to the susceptance indicate where is positive and negative, respectively. Theoretical results are 0018-926X/03$17.00 © 2003 IEEE shown for the three levels of discretization given in Table I : coarse, medium, and fine, where 1, 3, and 9 cells, respectively. Notice that the other numbers in this table, viz., and , do not scale with , because a subcell approach was used to fit an integer number of cells within the inner and outer radii of the coaxial line. The number of cells per wavelength,
, at the highest frequency used, 4.5 GHz, is also given in the table. Clearly, the FDTD solution converges to the measured results with increasing level of discretization over the nearly 300 : 1 range displayed for and in the figure. Even the medium level of discretization, with only three cells across the inner radius of the coaxial line, is in excellent agreement with the measurements.
In the FDTD analysis of an antenna, a simple model is often used for the feed region of the antenna, i.e., a model that does not correspond exactly to the geometry of the feed region for the actual antenna. There are several reasons for using a simple model, for example, the level of discretization required to accurately model the actual geometry in the feed region may be impractical, then the simple model is used to save computational resources. Or, the geometry of the actual feed region may be unknown, such as when a balanced antenna is fed by a circuit that includes a balun, then the simple model is used in an attempt to separate the analysis of the antenna from that of the balun.
There are two important points we would like to make about these simple feed models: The first point: The input admittance of the antenna computed using a simple feed model, in general, will not be in excellent agreement with the measured input admittance, viz., not in as good agreement as shown in Fig. 2 . This is a result of the geometries of the theoretical and experimental models being different in the feed region. This problem is not new or unique to numerical methods such as FDTD; it has been a concern in antenna analysis for at least the last 70 years, and it is discussed in some detail in the treatise by King [4] . The second point: The admittances computed using two different simple feed models will not necessarily agree precisely with each other. This is a result of the two simple feed models not having exactly the same geometry in the feed region. We will illustrate these two points later in this paper. However, the objective of this paper is not to rehash these well-known problems. Rather, it is to show, once a simple feed model is adopted, what steps must be taken to ensure that the results for the input admittance/impedance converge, and to offer some estimate for the level of discretization required for convergence.
In Section II of this paper, a brief overview is given of several simple feed models, and this is followed by a detailed description of the two simple feed models analyzed in this paper: the hard-source feed and the transmission-line feed. The remainder of this paper is concerned with a convergence study for these two feed models. In Section III, the simple dipole antenna to be analyzed and the discretizations for the convergence study are introduced. The results obtained, when the elements of the feed models are arranged in the simplest and most naive way, are presented in Section IV. Section V describes the critical factors that must be considered to obtain convergence, presents the results of the convergence study, and provides guidelines for the discretization necessary for convergence. In Section VI, the results for the two feed models are compared with measurements and with each other.
II. AN OVERVIEW OF SIMPLE FDTD FEED MODELS
The purpose of this section is to review previous work on FDTD feed models. Section II-A gives a brief overview of several feed models, and Section II-B describes in more detail the two feed models that will be studied in this paper.
A. Background
Several different feed models have been proposed for systems such as microstrip circuits, printed antennas, and linear wire antennas. A feature many of these models have in common is a source gap, i.e., the metallic structure of the antenna/circuit is broken at a point, and a source is placed in the gap. This is illustrated in Fig. 3(a) for the monopole above a ground plane where the gap is located at the antenna/ground-plane interface. The tangential electric field components within the gap are then related to an impressed voltage. In the most common configuration, often referred to as the hard-source feed [5] - [8] , these field components force the total voltage to follow a time-domain expression, usually a finite-duration signal, e.g., a differentiated Gaussian pulse in time. When the damping due to radiation is small, the settling time for the current on the antenna can be long, and thus require excessively long computer run time for the hard-source feed. This run time can be reduced significantly by including a resistance in the source which absorbs energy [9] .
In another feed model, the impressed voltage is introduced in a one-dimensional transmission line that virtually attaches at the gap in the antenna [10] . This transmission-line feed is especially advantageous for time-domain simulations because the reflected voltage in the transmission line is obtained directly. The computer run time for the transmission-line feed is significantly less than that for the hard source, because the resistance of the matched transmission line absorbs energy.
Despite the popularity of the gap-feed model, these models have an inherent flaw: the drive-point gap introduces errors in the susceptance due to its own susceptance [11] . These errors can be avoided if feed models are implemented that do not physically break the antenna geometry at the drive point. One such model uses an equivalent frill generator [5] , [6] . In this model, the magnetic or electric fields surrounding the conductor are used to impress a current on the antenna, see Fig. 3 
(b).
Other gapless feed models were developed for just thin-wire antennas in which the contours that are used to update the magnetic field components next to the drive point are slightly modified. In the transmission-line feed for monopole antennas, the coaxial line, see Section I, is replaced by a simple one-dimensional transmission line [12] that virtually attaches at the antenna/ground-plane interface, as shown in Fig. 3(c) . Here, the reflected voltage of the line enters the contour in the segment along the ground plane. A similar hard-source approach impresses a total voltage in an "infinitesimal gap" [13] . Here, the total voltage enters the contour in the segment along the antenna conductor, as shown in Fig. 3(d) . Fig. 4 presents schematic drawings for the two feed models to be analyzed in this paper: Fig. 4(a) is for the hard-source feed, and Fig. 4(b) is for the transmission-line feed. For both models, the perfect conductor of the antenna is broken at the drive point by a gap of width . The electric field in this gap is related to the terminal voltage between the drive-point terminals by (1) In the FDTD method, this integral is converted into a summation that easily can be rewritten to obtain the modified update equations for the electric field in the gap as a function of the terminal voltage, e.g., (2) where the gap extends in the direction, as in Fig. 4 , and is the number of cells within the gap, i.e.,
B. Hard-Source and Transmission-Line Feed
. In both feed models, the current at the drive point is determined using The contour is shifted away from the center of the gap in the direction by the distance , see Fig. 4 (a).
In the hard-source feed, Fig. 4(a) , the voltage in (1) is the total impressed voltage , and it is specified. The transmission-line feed, Fig. 4(b) , contains a one-dimensional, virtual transmission line that is attached at the drive-point gap. The variables for this transmission line are the current and the voltage ; as shown in Fig. 5 , they are staggered in space and time as in the conventional FDTD approach. The excitation is produced by a "one-way injector" located back in the transmission line at the source plane [12] , [14] . It is referred to as one-way injector, because the incident signal is launched at the source plane in only one direction-toward the drive point. This nonphysical source implementation makes it possible to study the reflected voltage from the antenna at the observation plane located below the source plane without the superposition of the incident signal. The incident voltage is specified in this model. A simple absorbing boundary condition is placed at the bottom end of the transmission line. The coupling of the transmission line to the antenna is established by updating the electric field in the gap using the last voltage in the line, i.e., (2) to the transmission line is established by relating the last current in the line to the magnetic field near the drive point of the antenna using (3).
For the examples to be discussed, the excitation for both models will be the differentiated Gaussian voltage pulse (4) where is the characteristic time of the pulse. Note that for the hard-source feed, and for the transmission-line feed. This pulse has the advantage that it has a well-defined spectral peak, and it does not contain any dc component, which can cause long settling times in the numerical simulation. Frequency-domain quantities, such as the input admittance, are obtained using the Fourier transform of the time-domain results. In the hard-source feed, the input admittance is determined using the current into the antenna arm, (3), and the impressed voltage, (4). In the transmission-line feed, the input admittance is determined using both the incident and reflected voltages within the transmission line.
III. PROBLEM GEOMETRY AND FDTD DISCRETIZATION
The convergence study is based on the input admittance and is performed for the perfectly conducting, linear dipole antenna of length with square cross section of width , shown in Fig. 6(a) . The dipole's length to width ratio is held fixed at with 10 cm. Notice that the half-length of this dipole matches the height of the monopole discussed in Section I, and the width of the square conductor has been set to , so that it is approximately equivalent to the round conductor (radius ) of the monopole [15] . This structure is very easy to discretize with the FDTD method using cubic Yee cells. For simplicity, at each step in the convergence study, the next finer discretization is achieved by decreasing the size of the cells by a factor of two in each direction, i.e., doubling the number of cells in each direction. Fig. 6(b) shows the coarsest discretization used for the antenna. The dipole has 77 cells along its total length, 2 cells along its width, and 1 cell across the gap. The shaded areas in this picture are the faces of the FDTD cells along which the tangential electric field components are set to zero, so they delineate the boundaries of the perfectly conducting structure. The excitation is the differentiated Gaussian voltage pulse (4), with a ratio of characteristic times for the pulse and the antenna of . Generally, four different discretizations were used for the convergence study: coarse, medium, fine, and superfine. Shown in Table II is often used to determine the numerical dispersion for the method, i.e., the deviation of the phase velocity of a wave in the FDTD grid from the speed of light . A straightforward analysis was used to determine the ratio at the shortest wavelength , assuming the wave propagated along only one direction in the three-dimensional grid [16] . These results are presented in the last row of the Table II. Notice that already for the coarsest discretization, with approximately 30 cells per wavelength, there is very little dispersion.
As a point of reference, we note that the "rule of thumb" often used for FDTD analysis is that at least 10 cells per shortest wavelength should be used to reduce numerical dispersion to a reasonable level. For this level of discretization, . Of course, numerical dispersion is not the only factor that determines the accuracy of the FDTD computation. In regions where the details of the local geometry are important, such as at edges and corners, a much finer discretization may be required to obtain acceptable accuracy. The results presented later will make this point evident.
IV. MOTIVATION
In this section, the motivation for this work is described by presenting results for the admittance when the basic feeding scheme is employed for both the hard-source feed and the transmission-line feed. The basic feeding scheme is the simplest and most naive approach for relating and to the electromagnetic field components. The geometry of the feed region is shown in Fig. 7 for the first three discretizations (coarse, medium, and fine). Fig. 7(a) is a "bird's eye" view of the feed region, Fig. 7(b) is a top view, and Fig. 7(c) is a cross-sectional view. In each discretization, a one-cell gap is employed, i.e., the physical length of the gap changes with the discretization, see Fig. 7(b) , while the total length of the antenna remains the same. Here, just a single electric field in the center of the gap is updated with the modified update equation based on (1). The current is determined by integrating directly around the drive-point gap, i.e., the contour is not shifted [ in Fig. 4(a) ] and has the smallest cross-sectional area; it just encloses the surface of the conductor, see Fig. 7(c) . The magnetic field components and that mark the rectangular contour are seen to move closer to the antenna conductor the finer the discretization. The distance between the surface of the conductor and the magnetic field component is exactly a half spatial step of the corresponding grid.
The results for the input admittance ( , ) from this study are shown in Fig. 8 for the first three discretizations. Fig. 8(a) is for the hard-source feed and Fig. 8(b) is for the transmission-line feed. Again, the admittance is shown on a logarithmic scale for clarity. The results appear to converge with finer discretization at the lower frequencies, but they clearly do not converge at the higher frequencies.
V. IMPROVED FEEDING SCHEME AND DISCRETIZATION NECESSARY FOR CONVERGENCE
To obtain convergence, it is crucial to properly position and scale the elements in the feed model. Fig. 9 illustrates how different geometrical lengths of the gap introduce a change in the susceptance. As shown schematically, the decrease in length increases the capacitance at the drive point. To avoid this source of error, the length of the drive point-gap must be the same for each discretization.
The above criteria are met in the improved feeding scheme. Schematic drawings of the drive-point region for this scheme are shown in Fig. 10 . Here, the drive-point gap properly scales for each discretization by keeping the length of the gap constant at . For discretizations finer than the coarsest one, this requires a multiple-cell gap, see Fig. 10(b) . In order to apply the voltage in the gap uniformly, all tangential electric field components within the gap are updated based on (1). The current contour in this new model is shifted to to avoid the fringing of the electric field in the gap. 1 Furthermore, the contour is chosen to be the same for every discretization. Notice that in order to properly scale and position the current contour, 1 The motivation of an offset contour [s > l =2 in Fig. 4(a) ] is to enclose the total current into the antenna conductor, i.e., the conduction current, instead of a portion of the displacement current that is obtained when the contour encloses the gap. averages in the transverse and longitudinal directions are necessary for the discretizations finer than the coarsest one. This can clearly be seen in the schematic drawings in Fig. 10(b) (top view) and in Fig. 10(c) (cross-sectional view) .
For the transmission-line model, it is crucial to properly position the reference planes for the voltages and currents in the transmission line. In the present approach, the reference plane for the current in the last cell is chosen to be the same for all discretizations. 2 This plane is shown as a solid line in Fig. 11 . The reference plane for the voltage that couples the line to the antenna must be placed at the same location for all discretizations. 3 This plane is set by the position of the voltage in the last cell of the coarsest grid and is shown as a dashed line in Fig. 11 . Notice that for discretizations finer than the coarsest one, averages are necessary to determine the corresponding voltage at this plane.
The input admittance is shown as a function of frequency in Fig. 12 for the first three discretizations. The results are seen to converge for the hard-source feed in Fig. 12(a) and for the transmission-line feed in Fig. 12(b) . To better examine the convergence of the results, the admittances are shown for the improved feeding scheme in Fig. 13 over the limited frequency To analyze the results for convergence quantitatively, the frequency and the conductance at antiresonance (the point where is zero for the second time, , or equivalently ) are given for the hard-source feed in Table III . Clearly, and are seen not to converge for the basic feeding scheme in Table III (top) ; whereas, they converge for the improved feeding scheme in Table III (bottom). Notice that the number of cells required for convergence is fairly large: Even for the coarse discretization, with about 100 cells per wavelength, the conductance at antiresonance differs from the final value (superfine discretization) by about 3%. Thus, we see that the rule of thumb of 10 cells per wavelength needed to control numerical dispersion is rather meaningless for this example. A much finer discretization is needed to model the (TOP) BASIC FEEDING SCHEME: (BOTTOM) THE IMPROVED FEEDING SCHEME details in the feed region of this antenna and to determine an accurate value for the input admittance.
VI. DISCUSSION
To complete our discussion, we will return to the two points made in the Introduction to the paper: The first point is that the input admittance of the antenna computed using a simple feed model, in general, will not be in very good agreement with the measured input admittance. And the second point is that the admittances computed using two different simple feed models will not necessarily agree with each other.
In Fig. 14 , we compare the input admittances for the dipole antenna computed using the two simple feed models (hardsource and transmission-line feeds) with the measured results for the monopole antenna described in Section I. The measured results for the monopole shown in Fig. 2 have been divided by a factor of two for this comparison. Both of the computed results are for the fine discretization, so, as shown in Fig. 12 , the admittances have converged. The two theoretical results for the input conductance are in very good agreement with the measurements. However, neither of the computed results for the input susceptance is in very good agreement with the measurements, although the results for the transmission-line feed are significantly closer to the measurements than those for the hard-source feed. Clearly, to obtain excellent agreement between theory and experiment, as demonstrated in Fig. 2 , all of the details of the experimental model must be included in the theoretical model.
In Fig. 14, the two theoretical results for the input susceptance are significantly different. This difference is caused by the differences in the geometry in the drive-point region for the two theoretical models. When the two susceptances are subtracted and a capacitance computed, i.e., , the result shown in Fig. 15(a) is obtained. Notice that the capacitance is approximately 0.04 pF over the range of frequencies of interest. As shown in Fig. 15(b) , when this capacitance is added to the admittance calculated with the hard-source feed, it is in excellent agreement with the admittance calculated with the transmission-line feed. So the difference in the two simple feed models can be attributed to a local capacitance at the drive point. Clearly, to obtain excellent agreement between results for two theoretical models, all of the details for the two models, such as those in the feed region, must be the same.
From the results for the susceptance in Fig. 14 , one might conclude that the transmission-line feed is a better model than the hard-source feed because it is in better agreement with the measurements. However, this conclusion would not be true. The susceptance for the hard-source feed can be put into better agreement with the measurements by adjusting the size of the gap and the position of the contour. This points out a weakness of simple feed models. They have free parameters, and there are no unique values for these parameters that will produce equally good agreement with measurements for a variety of antennas. 
VII. CONCLUSION
Two antenna feed models (hard-source and transmission-line feeds) commonly used in the FDTD method were shown to converge only when the elements of the feed are properly scaled and positioned. These elements are the length of the drive-point gap and the size and position of the current contour. For the transmission-line feed, this also includes the proper positioning of the reference plane for the voltage in the transmission line that couples the line to the antenna. The discretization necessary for convergence was shown to be much finer than one typically expects.
