This is the second part to our companion paper [13] . Herein, we generalize to two space dimensions the C-method developed in [14, 13] for adding localized, space-time smooth artificial viscosity to nonlinear systems of conservation laws that propagate shock waves, rarefaction waves, and contact discontinuities. For gas dynamics, the C-method couples the Euler equations to scalar reaction-diffusion equations, which we call C-equations, whose solutions serve as space-time smooth artificial viscosity indicators for shocks and contacts.
Introduction
This is the second in a two-part series of papers, in which we develop a high-order numerical algorithm, the C-method, to simulate compressible fluid flow with shock waves and contact discontinuities, as well as shock-wall collision and bounce-back. In the first part [13] , we developed our scheme in one space dimension. This second part is devoted to the more geometric problem of simulating shocks, contacts, and collisions in two space dimensions.
Compressible fluid flow is an example of a system of nonlinear conservation laws, which in two space dimensions, can be written as ∂ t U (x, t) + ∂ x F (U (x, t)) + ∂ y G(U (x, t)) = 0 , U (x, t = 0) = U 0 (x) , where x = (x, y) denotes spatial coordinates on the plane, t denotes time, U (x, t) is a vector of conserved quantities, and F (U ) and G(U ) denote the horizontal and vertical flux functions, respectively.
Even with smooth initial conditions, multi-dimensional conservation laws such as the compressible Euler equations develop singularities in finite-time [18, 3] and, in general, solutions consist of propagating shock waves and contact discontinuities. In two space dimensions, shocks and contacts produce curves of discontinuities, also known as fronts, which propagate according to the Rankine-Hugoniot conditions (see §2). The objective of a high-order numerical scheme is to produce a simulation which keeps the fronts sharp, while simultaneously providing high-order accuracy in smooth regions away from the front.
Numerical discretization
In §1.1 of [13] , we described the tools necessary for designing high-order accurate numerical schemes in 1-D. In multi-D, similar tools are required to obtain non-oscillatory numerical schemes, but the multi-dimensional analogues are generally limited by mesh considerations. For structured grids (such as products of uniform 1-D grids), dimensional splitting is commonly used, decomposing the problem into a sequence of 1-D problems. This technique is quite successful, but stringent mesh requirements prohibits its use on complex domains. Moreover, applications to PDE outside of variants of the Euler equations may be somewhat limited. For further discussion of the limitations of dimensional splitting, we refer the reader to Crandall & Majda [4] , and Jiang & Tadmor [7] . For unstructured grids, dimensional splitting is not available and alternative approaches must be employed, necessitated by the lack of multi-D Riemann solvers. WENO schemes on unstructured triangular grids have been developed in Hu & Shu [5] , but using simplified methods, which employ reduced characteristic decompositions, can lead to a loss of monotonicity and stability.
Algorithms that explicitly introduce diffusion provide a simple way to stabilize higherorder numerical schemes and subsequently remove non-physical oscillations near shocks. We refer the reader to the introductory sections in [14, 13] for a review of the classical artificial viscosity method [23] .
In this paper, we develop a stable high-order 2-D numerical scheme that does not use approximate Riemann solvers or characteristic decompositions, but instead relies upon a 2-D generalization of the C-method.
Localization to shocks and contacts and capturing the geometry of the front
As we noted above, part one [13] provides a self-contained development of the 1-D C-method; for problems in one space dimension, the function C(x, t) is the solution to a forced scalar reaction-diffusion equation, and serves as a highly localized space-time smooth indicator for the shock location. In 2-D, we again solve a scalar reaction-diffusion equation for C(x, t) on the plane; in this instance, the function C(x, t) not only serves as a localized indicator for both shocks and contacts, but is also able to accurately represent the geometry of the evolving fronts. Having this geometry allows us to define time-dependent normal and tangent vectors to the fronts, which, in turn, enables the construction of artificial viscosity methods that add diffusion only in certain directions rather than uniformly across the mesh. As we shall explain below, this type of anisotropic artificial viscosity scheme is essential in accurately capturing Kelvin-Helmholtz roll-up without overly diffusing the mixing regions in such flows.
Shock collision and wavelet-based noise removal
In part one [13] , we consider the difficult problem of shock-wall collision and bounce-back in 1-D. In particular, when a shock wave collides with and reflects off of a fixed boundary, spurious oscillations develop behind the reflected shock. In addition to these post-collision oscillations, most schemes produce solutions that exhibit the phenomenon of anomalous wall heating [15] . A novel modification to the C-method in 1-D [13] , wherein the timedependent artificial viscosity parameter B(t) naturally increases during shock-wall collision and bounce-back, allows for the addition of extra "wall viscosity" to the shock front. This suppresses post-collision noise and the wall heating error, and ensures that the solution retains high-order accuracy away from the shock and prior to collision. In §5 of this paper, we present a generalization of the 1-D shock collision scheme to the 2-D setting, and apply the method to a circular explosion problem in §10.2. The occurrence of high frequency noise in numerical solutions to PDE is a well-known issue. The first part of this work [13] provides a description of an efficient wavelet-based noise detection and heat equation-based noise removal algorithm for 1-D gas dynamics simulations. Error analysis and convergence tests in [13] show that the noise detection and removal algorithm decreases the errors of numerical solutions and improves the rate of convergence. In §6 of this paper, we present the natural extension of this 1-D algorithm to the 2-D case, with applications to the RT problem in §8 and the Noh problem in §9.
Outline of the paper
In §2, we introduce the 2-D compressible Euler equations and the Rankine-Hugoniot jump conditions relating the speed of propagation of curves of discontinuity with the jump discontinuities in the conservative variables. In §3, we present the isotropic C-method, and in §4, the anisotropic C-method, the latter designed for the long-time evolution of contact discontinuities. A new 2-D shock-wall collision scheme is introduced in §5, and a wavelet-based noise detection and localized heat equation-based noise removal procedure is developed in §6. Details about the numerical methods implemented are provided in §7 and Appendix A. We then apply the methods to the Rayleigh-Taylor instability in §8, the Noh infinite strength shock problem in §9, the Sod circular explosion problem in §10, and a Sod-type shock-wall collision problem in §10. 2 
The compressible Euler equations in 2-D
The compressible Euler equations in a 2-D rectangular domain Ω = (x 1 , x M ) × (y 1 , y N ) ⊂ R 2 and a time interval [0, T ] are given in conservation law form as
where the 4-vector U (x, t) and the flux functions F (U ) and G(U ) are defined as
Here, the vector x = (x, y) denotes the two Cartesian coordinates, ρ and E are the density and energy fields, respectively, u and v are the velocities in the x-direction and y-direction, respectively, and we use the notation u to denote the velocity vector field u = (u, v). The pressure function p is defined by the equation of state
where |u| = √ u 2 + v 2 and γ > 1 is the adiabatic constant. The system (1) represents the conservation of mass, momentum, and energy:
and defines a hyperbolic system, in the sense that both ∇F and ∇G have real eigenvalues; in particular, the four eigenvalues of ∇F are
and the four eigenvalues of ∇G are
The eigenvalues λ 1 , λ 5 , λ 4 and λ 8 correspond to sound waves, while the repeated eigenvalues λ 2 , λ 3 , λ 6 , and λ 7 correspond to vorticity and entropy waves. We define the maximum wave speed S(u) as
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The C-method for 2-D gas dynamics
We focus on solutions U to the compressible Euler equations (1) that have a jump discontinuity across a time-dependent curve
where for each index i = 1, ..., p, Γ i (t) represents either a shock front or a contact discontinuity. In the case that Γ i (t) is a closed curve, we define U + (x, t) to be the value of U (x, t) inside of Γ i (t) and U − (x, t) to be the value of outside of Γ i (t). We then set
Let n = n(x, y, t) and τ = τ (x, y, t) be the unit normal and tangent vectors to Γ(t), respectively. The Rankine-Hugoniot conditions relate the speed of propagationσ of the curve of discontinuity Γ(t) with the jump discontinuity in the variables U via the relatioṅ
For the problems we consider in this paper, [ρ] + − = 0 for both shocks and contacts. 3 The C-method in the 2-D setting 3.1 Smoothly localizing the curves of discontinuity and tracking the geometry
As noted above, the jump discontinuities of the density function describe the location of both the shock and contact fronts; as such, it is natural to use |∇ρ(x, t)| as an indicator for these time-dependent curves. 1 Consequently, we track discontinuities by considering the quantity
In Fig.1 , we see that G ρ captures both of the discontinuities, namely the shock front and the contact discontinuity, present in the solution. Although the function G ρ is able to localize artificial viscosity to a curve of discontinuity, its use in artificial viscosity operators often serves to produce an oscillatory solution [14, 13] . This is due to the rough nature of the localizing function G ρ . Consequently, we first produce a space-time smooth variant of G ρ through the use of the C-method. We define the natural 2-D generalization of the 1-D C-equation as follows: we first define the operator L as
where δx = (δx , δy) with δx, δy the grid spacings in the x and y directions, respectively, S(u) is the maximum wave-speed (3), and ∆ = ∂ xx + ∂ yy denotes the 2-D Laplace operator. The space-time smooth version of G ρ , which we denote by C = C(x, t), is the solution to the scalar linear parabolic PDE
where the function 1 divu<0 is a compression switch 2 that ensures that C vanishes in regions of expansion, where there are no discontinuities in the solution. The parameters ε and κ in (6) control the support and smoothness of the solution C, respectively [14, 13] . The function C(x, t) provides not only the location of the shock and contact fronts, but also a good approximation to the geometry of the front. Specifically, the C function is sufficiently localized so as to provide the shape of the evolving front. In Fig.2 , we show results of the evolution of a contact discontinuity associated to the Rayleigh-Taylor instability (which is discussed in §8). As can be seen, |∇ρ| and hence the function G ρ track the material interface accurately but the function G ρ is very rough, particularly in directions tangential to the contact front. The function C, by contrast, is smooth and exhibits no oscillatory behavior, but is still highly localized to the contact discontinuity. 
The isotropic C-method and the Euler-C system
We begin with a very natural generalization of the 1-D C-method to the 2-D setting. In particular, we first consider the 2-D Euler-C system with isotropic space-time smooth artificial viscosity:
where the pressure p is given by the equation of state (2), L = L [C ; ε, κ] is the operator defined in (6), G ρ is the forcing function defined in (5) , and the artificial viscosity parameters are given byβ
with β (·) a constant. We refer to the system (8) as the isotropic C-method, because artificial viscosity is added uniformly in all directions (although clearly still localized to the fronts via the use of C). We remark that the particular form of artificial viscosity used in the momentum equations (8b) and (8c) as well as the energy equation (8d) ensure that total energy remains conserved, and that E continues to evolve as the total energy function. For simplicity, suppose that periodic boundary conditions are enforced. On the one hand, integrating the energy equation (8d) yields d dt Ω E dx = 0. On the other hand, multiplying (8b) and (8c) by u and v, respectively, integrating over the domain Ω, summing the resulting quantities and utilizing the conservation of mass equation (8a), the energy equation (8d), and the equation of state (2) yields
This shows that the velocity u and the pressure p adjust accordingly to maintain the relation (2) , and that the Euler-C system conserves the total energy. The space-time smooth localizing function C ensures that viscosity is added only at discontinuities, thereby ensuring that the solution retains high-order accuracy away from discontinuities, and, moreover, given that C(x, t) is a solution to a reaction-diffusion equation, it is smooth in both space and time. See [14] for the analysis of the solutions C. 4 The anisotropic C-method for contact discontinuities
We next consider the anisotropic C-method, specifically designed for the long-time evolution of contact discontinuities in the presence of Rayleigh-Taylor (RT) instabilities which lead to Kelvin-Helmholtz (KH) roll-up. We are particularly interested in the case that 
and near an evolving front with tangent and normal vectors given by τ and n, respectively, the divergence of the velocity vector field u is given by
Across a contact curve, ∂ n u· n remains smooth, while ∂ τ u· τ can become extremely oscillatory due to a combination of the discontinuity of u · τ across the contact curve together with interpolation error of the contact curve onto a fixed grid (particularly in specifying the initial data). For simulations that require a great deal of time steps, it is important to add artificial viscosity in the tangential directions, but not in the normal directions.
In classical RT problems (and particularly for low Mach-number flows), instabilities that are generated by a small perturbation of the equilibrium interface position require a large number of time-steps to fully develop the KH roll-up of the contact curve, and it is most often the case that fluid mixing (due to numerical dissipation) is present in this roll-up region, so that the amplitude of the density and the gradient of the density can be significantly smaller than their maximum values.
The objective of our anisotropic C-method is to add diffusion only in directions that are tangent to the contact discontinuity, while adding no artificial diffusion in directions that are normal to the contact curve. In doing so, we can maintain a very sharp interface, 3 KH instabilities can occur with a constant density profile, but we consider problems for which [ρ]
and prevent over-diffusion of the slight "hills-and-valleys" which arise in the KH mixing zones. Moreover, when generating the RT instability of a small interface perturbation on a uniform rectangular grid (rather than using a velocity perturbation as done by ATHENA 4 ), spurious tangential spikes can form in the velocity fields u and v along the contact curve; these spikes, in turn, generate small-scale numerical KH structures which contaminate the solution (this is discussed further in §8.1). Consequently, it is necessary to remove these spikes while maintaining a sharp interface; this may be accomplished through the use of anisotropic diffusion.
Calculating the normal and tangential directions to Γ(t)
The first task is to accurately compute a good approximation to the tangent vectors τ to any curve of discontinuity Γ(t), defined in (4) . For the problems we consider here, this may be accomplished by setting
where e 1 and e 2 denote the unit vectors in the x and y directions, respectively. In Fig.3 , we provide vector plots of τ calculated using (10), as well as surface plots of each component of τ , for the specific case of the RT instability. As shown in Fig.3 , the functions τ 1 and τ 2 suffer from the same issue affecting the localizing function G ρ ; namely, a lack of smoothness in both space and time. Consequently, we utilize the space-time smoothing mechanism provided by the C-method to produce regularized versions of τ 1 and τ 2 , which we denote C τ 1 and C τ 2 , respectively:
where L is the operator defined in (6) . We also define the function
which can be used to produce a "normalized" tangent vector Fig.4 , we provide vector plots of the vector C τ , as well as surface plots of the components 1 µ C τ 1 and 1 µ C τ 2 . These should be contrasted with the corresponding figures in Fig.3 ; we see that C τ is much smoother than τ , while remaining localized to the discontinuity Γ(t). 
Directional artificial viscosity and the Euler-C τ system
We now consider the following Euler-C τ system for contact discontinuity evolution:
where G ρ is given by (5), τ 1 and τ 2 by (10), L by (6), and we utilize the Einstein summation convention, where a repeated free index in the same term implies summation over all values of that index. We note that ∂ 1 ≡ ∂ x and ∂ 2 ≡ ∂ y , and we use the two notations interchangeably.
The artificial viscosity parameter is defined bỹ
We note that the artificial viscosity operator −∂ i β ρ C C τ i C τ j ∂ j is a positive semidefinite operator. The proof is as follows: taking the scalar product of −∂ i β ρ C C τ i C τ j ∂ j u with u and integrating over Ω yields
for someλ ≥ 0. Here, ∂ C τ = C τ · ∇ denotes the smoothed tangential derivative operator. Thus, the anisotropic artificial viscosity operator is obtained as the Euler-Lagrange extremum associated to the function β ρ C |∂ C τ u| 2 dx. Just as in the case of isotropic artificial viscosity, our solutions to the Euler-C τ system preserve total energy E(t) (see §3.2).
The C-method for shock-wall collision
We now present a simple extension of the 1-D shock-wall collision scheme (see §3 [13] ). Recall that the main novelty of the 1-D shock wall collision scheme is the use of a wall function C(t) which naturally activates during shock-wall collision and bounce-back. This allows for the addition of extra "wall viscosity" during shock-collision, which results in the suppression of post-collision noise while maintaining high-order accuracy prior to collision.
The natural generalization to the two-dimensional setting results in the 2-D Euler-C-W scheme:
where L is the operator defined in (6), G ρ is the forcing function defined in (5), and 1 divu<0
is a compression switch. The artificial viscosity parameters B are given by
with the wall function C(x, t) defined by
.
Here, we assume that the shock-wall collision occurs at the bottom boundary y = y l . A Neumann boundary condition for C w is enforced at the bottom boundary y = y l . As in the 1-D case, this results in the smooth growth in time of the amplitude of C(x, t) as the shock approaches the wall, and allows for the addition of "wall viscosity" during shock-wall collision and bounce-back.
A wavelet-based 2-D noise detection and removal algorithm
In this section, we extend the noise indicator algorithm presented in [13] to the twodimensional setting, using the same ideas as in the 1-D case. Again, we construct a family of wavelets {ψ i,j } and obtain a set of wavelet coefficients {C i,j }, found by calculating the inner product of the highest frequency wavelets with the noisy function. These wavelet coefficients will indicate the location of the noise, and we employ a localized heat equation-based solver to remove this noise.
Construction of the highest frequency wavelets
We first discretize our grid by assuming we have M cells in the x-direction, and N cells in the y-direction. Label the cell centers by (x i , y j ), where x i and y j are given by
with δx = (x r − x l )/(M − 1) and δy = (y r − y l )/(N − 1). We group the cells into 3x3 blocks of 9 cells each, and then define the highest frequency wavelet with support over the domain spanned by the cell centers in each of these blocks, as shown in Fig This yields a set of
highest frequency wavelets. We denote these wavelets by
We now have to fix a form for the 2-D wavelet. The two key properties that are required of the wavelet family are:
1. Zero mean:
2. "Quasi-orthogonality" of the form:
so that each of the highest frequency wavelets is orthogonal to every other wavelet of the same frequency.
We recall from [13] that each member of the 1-D wavelet family is oscillatory and orthogonal to all linear functions. Consequently, we design the 2-D wavelet family to also have these two properties. For simplicity, assume that a highest frequency wavelet ψ is supported in the domain [−δx, δx] × [−δy, δy]. The highest frequency wavelets ψ i,j are then obtained by translation of ψ to the domain I i,j . Our wavelets take the form shown in Fig.6 . The exact formula for the highest frequency wavelet ψ that is supported in the domain
where ψ (1) and ψ (2) are given by
Here, the values of a and b are chosen so that ψ satisfies ||ψ|| L 2 (Ω) = 1 and the zero mean condition ψ , 1 L 2 (Ω) = 0, and can be calculated as
The highest frequency wavelets ψ i,j are then obtained by translation of ψ to the domain
Now, given a function f (x, y) defined at the cell centers (x i , y j ), we wish to calculate the inner product of f with each of the highest frequency wavelets. The first step is to approximate the function f (x, y) over I i,j , the support of ψ i,j . In 1-D, a function f (x) is approximated over the interval I i , the support of a 1-D highest frequency wavelet, by linearly interpolating between the cell center values (see §4 in [13] ). The analogue of a line in the two-dimensional setting is a plane, so a first attempt is to approximate f (x, y) by a plane in each of the sub-cells [x r , x r+1 ] × [y s , y s+1 ]. However, this is not possible, since 3 points define a plane, whereas each of the sub-cells contains 4 cell center values. Our solution is to divide I i,j into 8 regions as shown in Fig.7 . Each of these regions contains precisely 3 cell-center values, and these 3 values define a plane. Thus, we can approximate f (x, y) by a plane in each of these 8 regions, and define a piecewise linear functionf (x, y) such thatf (x i , y j ) = f (x i , y j ). We may then approximate the (i, j)-th wavelet coefficient as
where f m,n = f (x m , y n ). One can verify that the inner product of ψ i,j with an arbitrary plane is identically zero i.e. if f (x, y) = αx + βy for some constants α and β, then C i,j (u) = 0 for every i = 1, . . . , (M − 1)/2 and j = 1, . . . , (N − 1)/2. This is analogous to the result in 1-D that each of the highest frequency wavelets is orthogonal to linear functions.
Algorithm
Given a noisy functionũ(x, y), we now present an algorithm for first detecting and then subsequently removing the noise. The algorithm is almost identical to that presented for the 1-D case (see §4 in [13] ).
Noise detection in the presence of discontinuities
We first calculate, using formula (17), the
2 wavelet coefficients, each associated with one of the highest frequency wavelets. The coefficients that are largest in magnitude should indicate the location of the noise. However, as in the 1-D case, it is possible that the wavelet coefficients that are largest in magnitude are actually indicating the location of the curve of discontinuity Γ(t). Since the C-method is taking care of artificial diffusion in this region, one needs to manually "turn off" the noise detection in a small region surrounding the shock curve Γ(t). There are numerous ways to do this, but we employ one of the simplest methods, namely to turn off the noise detection if
where δ off is some value between 0 and 1. A typical range of values for δ off is δ off ∈ [0.05, 0.25].
With noise detection deactivated in the region surrounding Γ(t), the wavelet coefficients that are largest in magnitude now indicate the location of the noise. We now "turn on" a noise detector function 1 noise (x, y) in the domain I i,j if the associated wavelet coefficient 
Noise removal with a localized heat equation
The noise removal process in the 2-D case is identical to that in 1-D. We first construct the domain V, given by the union of all domains I i,j such that the noise detector function 1 noise (x, y) is non-zero in I i,j . We write V as the union of its connected subsets V = k V k , and then define the domainsṼ k as the domain V k extended by one cell in each outward in each direction (see Fig.9 ). For example, if A localized heat equation with Dirichlet boundary conditions is then solved in each of the domainsṼ k for a "de-noised" solution u(x, y, τ ),
The time τ is a fictitious time, introduced solely for the diffusion mechanism, while 0 < η 1 is a small constant, which we refer to as the noise removal viscosity. Equation (20b) is the initial condition, and (20c) is a Dirichlet boundary condition ensuring continuity of u(x, y, τ ) over the domain Ω.
However, as in the 1-D case, it is not necessary to explicitly construct the domains V k . Instead, one can use the noise detector function 1 noise (x, y) and solve a modified heat equation with Dirichlet boundary conditions, given by
u(x, y, τ ) =ũ(x, y), for x ∈ ∂Ω and τ > 0.
In practice, the system (21) is solved using a simple, explicit forward Euler time integration scheme, along with a second order central difference approximation for the spatial derivatives. Moreover, in the simulations shown below, a single time-step is sufficient to remove noise.
Implementation of the algorithm for the Euler equations
We now describe how we implement the noise detection and removal algorithm described above for the particular case of the Euler system (1). Suppose that we are given the solution U = U (x, y, t n ) at time t = t n = n · δt, and we wish to calculate the solution U (x, y, t n+1 ) at time t = t n+1 = (n + 1) · δt. The implementation proceeds in two steps:
1. We first compute in the usual manner the (potentially noisy) solution at time t = t n+1 .
We denote this solution byŨ (x, y). In the numerical studies below, a simplified WENObased scheme for the spatial discretization and an explicit Runge-Kutta method for the time integration are used to calculate this solution.
2. We then pass the potentially noisy velocity componentsũ(x, y) andṽ(x, y) through the noise detection and removal algorithm described in §6.2, to produce de-noised velocity components u(x, y, t n+1 ) and v(x, y, t n+1 ). We then define the solution U (x, y, t n+1 ) at time t = t n+1 by
This algorithm mimics the 1-D version in [13] . We apply this procedure to the RayleighTaylor instability in §8 and demonstrate its ability to suppress spurious high frequency noise that otherwise corrupts the solution.
The numerical algorithm for the C-method
The systems (1), (8), (13) , and (15) are discretized using a simplified finite-differencing WENO scheme for the nonlinear flux terms, and a standard central difference approximation for the diffusion terms. Time integration is done using a k th order Runge-Kutta scheme. For convenience, we provide full details of the numerical discretization of these systems in Appendix A. In particular, we refer the reader to Table 1 listing the various methods (and combinations of the methods) that we will use for the numerical tests.
The Rayleigh-Taylor instability
The Rayleigh-Taylor (RT) instability [12, 20] is an instability of a heavy fluid layer supported by a light one. Specifically, RT occurs when a perturbed interface, between two fluids of different density, is subjected to a normal pressure gradient; the light fluid bubbles into the heavy fluid, while the heavy fluid spikes into the lighter fluid, which in turn initiates the Kelvin-Helmholtz (KH) instability. The RT instability occurs in a wide range of physical phenomena; see [16, 8] and the references therein for an overview.
We use the following setup for the RT problem considered by Liska & Wendroff [9] : the domain is Ω = [−1/6, +1/6] × [0, 1], the adiabatic constant is γ = 1.4, and the initial data is
Herem the initial interface Γ 0 is parameterized by (x, h 0 (x)) with h 0 (x) = 0.5 + 0.01 cos(6πx), and p 0 is the initial pressure, defined as
with g = 0.1 the gravitational acceleration, and P 0 the reference pressure. While Liska & Wendroff [9] do not provide P 0 , we follow the ATHENA code 5 and use the value P 0 = 2.4 so as to produce a sound speed c = √ 3.5 in the lower density gas at the interface. The equations of motion governing the flow are given by the Euler system (1) with the addition of the gravity forcing on the right-hand side of (1a)
For a very short time, when the amplitude of the perturbation remains very small compared with the wavelength of the perturbation, the motion of the interface can be analyzed using linear stability analysis [12, 20, 2, 10] . Quickly, however, the nonlinearity is activated, and the interface evolves to the classical "mushroom-shaped" profile. The flow at later times is characterized by the development of "roll-up" regions, driven by the KH shear instability [8] .
Numerical simulations of the RT instability often suffer from the the development of spurious small-scale structure due to the discretization of the problem (to be described in more detail below); see [9] for example. On the one hand, as described in [9] , the numerical methods with the least amount of implicit diffusion, such as the Piecewise Parabolic Method (PPM), Virginia Hydrodynamics 1 (VH1) and WENO schemes, produce interface break-up at early times which corrupts the solution (even if the initial density and pressure are smoothed over a few cells). The solutions produced using these schemes generally do not possess the classical mushroom-shaped profile; the spurious small-scale structures give rise to a complex interface and a significant amount of mixing. On the other hand, the more dissipative methods in [9] , such as the scheme of Liu and Lax (LL) and the CFLF hybrid (CFLFh) scheme, suppress this small-scale spurious structure from developing but, in doing so, produce solutions with overly smeared interfaces and overly diffused mixing zones with very little KH roll-up.
Our aim, therefore, is to produce a solution with a sharp interface and the classical mushroom-shaped profile, while ensuring that the KH-driven roll-up region is not significantly affected. We do so by implementing the anisotropic version of the C-method (that we detail below).
Tangential spikes and the need for anisotropic diffusion
We now consider numerical simulations of the RT problem with data given by (22) . Let us motivate the need for strictly tangential artificial viscosity operators for the long-time motion of contact discontinuities. In Fig.10 , we show results of RT simulations, run with our simplified WENO scheme (without the use of any artificial viscosity); due to interpolation errors of the cosine function onto the uniform mesh, together with a lack of artificial viscosity, extremely large tangential spikes are produced in the vertical velocity, shown in Fig.10(a) . These oscillations are, of course, non-physical. The interpolation error is demonstrated in Fig.10(b) ; the initial density profile has a tangential "staircase" whose jumps produce the tangential spikes in the vertical velocity, which in turn cause the interface to develop thin fingers as shown in Fig.10(c) . The fingers continue to grow and, in the absence of any artificial diffusion, eventually interact with each other and corrupt the solution as shown in Fig.10(d) .
(a) tangential spikes in the vertical velocity v.
(b) "jumps" in the initial data for the density ρ. Liska and Wendroff [9] smooth the initial density and pressure functions over a region of width O(δy) in the vertical direction, which somewhat circumvents the problem of tangential spikes. Using smoothed initial data mitigates the development of the tangential spikes (although not entirely), but has the undesirable effect of overly diffusing the contact discontinuity, and modifying wave speeds in a non-transient manner. Moreover, this smoothing is not enough to suppress the development of spurious small-scale structure for the most high-order schemes with the least amount of numerical diffusion; in particular, as shown in [9] , both WENO and PPM break-up the interface.
Our strategy, therefore, is to implement the explicit anisotropic diffusion term in (13) for use with our simplified WENO scheme. The tangential artificial viscosity operators smooth the solution only in tangential directions with no diffusion added in directions normal to the contact curve. This is extremely important for RT problems which take a very long time to fully develop (for example, in the runs presented here, 425,000 time-steps are used for the numerical simulation). The equations of motion are thus given by the Euler-C τ system (13) with the addition of the gravity term f = [0 , 0 , −gρ , −gρv] T to the right-hand side of the equations. Fig.11(a) and Fig.11(b) show the effect of tangential artificial viscosity: the contact discontinuity remains sharp, while the spurious tangential spikes are suppressed. 
Boundary conditions for the RT problem
We implement reflecting boundary conditions for the RT problem on all four boundaries. Let ν denote the normal vector to the boundary ∂Ω. The reflecting boundary condition mean that ν · u| ∂Ω = 0 for all time t ≥ 0. In the numerical discretization of the problem, this condition is enforced through the choice of ghost node values via an even or odd extension of each of the conservative variables. We provide further details in Appendix A.4, but mention here that the presence of the gravity terms in (13) requires that the pressure be extended in a linear fashion at the top and bottom boundaries so as to ensure that the vertical velocity v satisfies v = 0 there.
Application of WENO-C τ -N to the RT instability
We now apply the WENO-C τ -N scheme (detailed in Appendix A.3) to the RT instability. The domain [0, 1/6]×[0, 1] is discretized using a 50×200 cell grid with a time-step of δt = 2×10 −5 , and the problem is run up to a final time of t = 8.5. The artificial viscosity parameter in (14) is set as β = 20.0, and we employ our noise detection and removal algorithm, with δh = 2 × 10 −5 in (19), δ off = 0.05 in (18), the noise removal viscosity η in ( The density heatmap at various instances of time are presented in Fig.12 . At time t = 4.0, the anisotropic diffusion acting in the tangential direction to the interface Γ prevents grid noise from developing into fingers and corrupting the solution, while ensuring that the interface Γ itself remains sharp, see Fig.12(a) . By time t = 5.5, the solution begins to assume the classical "mushroom"-shaped profile (Fig.12(b) ), and at time t = 7.0, the roll-up begins to occur, see Fig.12(c) . The anisotropic diffusion ensures that the solution in the roll-up region does not become overly diffused, and this is demonstrated in Fig.12(d) . This final figure should be compared with those figures in [9] , which were produced with a finer mesh of 100×400 cells.
The WENO-C τ -N solution shown in Fig.12 compares very favorably with those in [9] , which are either overly diffused (such as LL, CFLFh), or are corrupted by the small-scale structure at the interface (PPM, VH1). We note here that low resolution simulations generally exhibit a significant amount of mixing due to numerical diffusion [1] . This is in contrast with the results presented here, where the low resolution 50×200 WENO-C τ -N simulation produces a solution with a sharper interface and more development in the roll-up region than the solutions obtained from the high resolution 100×400 simulations in [9] .
Comparison with isotropic artificial viscosity
If we instead use isotropic artificial viscosity, we cannot produce an RT simulation which is as good as that produce by the anisotropic scheme. Fig.13 shows the density profile for the RT simulation using the isotropic C-method as described by the Euler-C system (8) with β E = 0 and β u = β v = β with four different values of β.
The choice of β = 1.0 is insufficient to smooth the density oscillations in the tangential direction, so that the fingers develop, interact with each other and eventually corrupt the solution. Setting β = 5.0 removes the density oscillations and produces a solution that is closer to the classic mushroom-shaped profile, but still results in a depression at the top of the mushroom. Moreover, there is very little roll-up occurring, as can be seen from Fig.13(b) . Increasing to β = 10.0 removes the depression at the top of the mushroom, but results in almost no roll-up, see Fig.13(c) . In Fig.13(d) , we show the result computed with β = 20.0, which is the value of β used for the anisotropic C-method simulation shown Fig.12 . The isotropic solution with β = 20 shows no roll-up at all. In Fig.14 , we compute the L q norm (with q = 1, 2) of the vorticity ω := ∂ x v − ∂ y u, which is a measure of the local rotation of the fluid, and hence provides a measure of the amount of interface roll-up in the flow. It is evident that the solution computed with the anisotropic C-method displays the largest growth (in time) of the norm ω(·, ·, t) L q (Ω) . The simulation with isotropic diffusion and β = 1.0 has a distinct increase in ω(·, ·, t) L 1 (Ω) at around time t = 4.5. This is due to the fingers that develop and roll-up; the growth then slows down due Ramani, Reisner, and Shkoller
The C-method for 2-D gas dynamics to the interaction between the fingers which causes mixing. The isotropic β = 5.0, β = 10.0 and β = 20.0 simulations share similar profiles for ω(·, ·, t) L q (Ω) , with all three displaying significantly less growth of vorticity than the simulation run using WENO-C τ -N . Figure 14 : Comparison of the L 1 and L 2 norms of vorticity ω for solutions computed with anisotropic or isotropic diffusion.
Suppression of noise with the noise detection and removal algorithm
In this section, we briefly discuss the role of the noise detection and removal algorithm described in §6 in suppressing noise that would otherwise occur and corrupt the solution. In Fig.15 , we compare the results from two simulations: one run using WENO-C τ -N , which includes the noise detection and removal algorithm, and one run using WENO-C τ , which does not include the noise detection and removal algorithm. The figures shown are of the horizontal velocity u at time t = 1.0. It is clear that the WENO-C τ -N solution is much better than the WENO-C τ solution. The noise that develops due to the large time-step corrupts the WENO-C τ solution at time t = 1.0, as shown in Fig.15(a) . This is in contrast to the WENO-C τ -N solution, which remains noise-free. We note here that the WENO-C τ -N solution is unaffected at the interface Γ, due to the deactivation of the noise detection near the interface. For the purpose of benchmarking our noise detection and removal procedure, we compare the algorithm with a simple alternative, namely the addition of a linear viscosity term to the right-hand side of the momentum equations (13b) and (13c) of the form
with β l the linear viscosity parameter. Setting β l = 25.0 corresponds to the choice of η · δτ /|δx| 2 = 5 × 10 −4 , which is the value used for the simulation shown in Fig.12 . We present in Fig.16 the solutions obtained when the noise detection and removal algorithm is replaced by the linear viscosity (23) , with various choices of β l . The issue with the uniform application of linear viscosity (23) is that the parameter β l controlling the amount of diffusion needs to be large enough so as to suppress noise, while simultaneously small enough to allow some physical structure to develop in the KH mixing zones. For the RT problem considered here, this is not possible; for instance, the simulation run with β l = 25.0, shown in Fig.16(d) , is overly diffused with no structure at all in the roll-up region. The same is true, albeit to a lesser extent, with the choice of β l = 3.0, shown in Fig.16(c) . On the other hand, setting β l too small by choosing, for example, β l = 1.0 means that there is not enough viscosity to suppress the high frequency oscillations. This is demonstrated in Fig.16(a) . The same is true, again to a lesser extent, when β l is set as β l = 2.0, see Fig.16(b) . In this case, the noise is suppressed at the early stages, but begins to develop near the boundaries at later times, and again corrupts the solution. On the other hand, the use of the noise detection and removal algorithm allows for the use of a large amount of viscosity, due to the localized nature of the heat equation solver. The solution produced is noise-free, does not require the use of a smaller time-step, and retains the physical structure in the KH roll-up regions.
The Noh infinite strength shock problem
We next consider a radially symmetric version of a classic test of Noh [11, 9] . This problem simulates an infinite strength shock wave formed by uniformly compressing a cold gas with constant velocity 1 directed towards the origin. The initial pressure is identically zero, but following [9] we use the initial value p 0 = 10 −6 . The domain is Ω = [−1, 1] 2 ⊂ R 2 , the adiabatic constant is γ = 5/3, and the initial data is
where θ ∈ [0, 2π) is the polar angle. The final time is t = 2.0.
The exact solution consists of a shock front moving radially outwards into the cold gas with speed 1/3. The shock is of "infinite strength", since the sound speed satisfies c = 0 in the cold gas. The numerical solution is computed in the positive quadrant [0, 1] 2 and then reflected appropriately to yield the solution on all of [−1, 1] 2 . Consequently, reflecting boundary conditions are employed on the x and y axes. The exact solution is used to enforce the boundary conditions at the boundaries x = 1 and y = 1 (see [9] for the details).
The Noh test is a difficult problem; among the numerical methods considered in [9] , only the PPM and CFLFh schemes produce somewhat satisfactory solutions with sharp shock fronts, though the solutions are still noisy and have large errors at the origin due to the phenomenon of anomalous wall-heating [15, 13, 9, 11] . In particular, the WENO scheme considered in [9] fails for this problem. Consequently, it is not so surprising that our grossly simplified WENO scheme also fails for this problem. That is to say, our stand-alone WENO scheme is unable to run until the final time t = 2.0; the solution develops noise in the region with the cold gas, which eventually causes a violation of the positivity of the density and, subsequently, blow-up of the solution. This is the case even for a very small time-step δt; using CFL=5.0 × 10 −3 still results in blow-up. We propose the use of the C-method and the noise detection and removal algorithm to deal with these issues.
Application of WENO-C-N to the Noh problem
We apply the WENO-C-N scheme on a grid with 200×200 cells in the domain [0, 1] 2 with a time-step δt = 5 × 10 −4 , giving a CFL number of approximately 0.25. A modified noise detection algorithm is employed, which we now describe. The "input functions" in the noise detection procedure described in §6.3 are the (potentially noisy) horizontal and vertical velocitiesũ(x, y) andṽ(x, y). The noise detection procedure for each of these functions produces two different "noise indicator functions", denoted by 1 u noise (x, y) and 1 v noise (x, y).
The function 1 u noise (x, y) is then used to de-noise the velocity fieldũ, while 1 v noise (x, y) is used to de-noiseṽ. For the Noh problem, we exploit the radial symmetry available by using the radial velocityũ r (x, y) := cos(θ)ũ(x, y) + sin(θ)ṽ(x, y) to produce a noise indicator function 1 r noise (x, y), where θ is the polar angle. The de-noising procedure forũ andṽ then uses the function 1 r noise (x, y), but is otherwise identical to the algorithm described in §6.2 and §6.3. The artificial viscosity parameters (9) in the WENO-C-N scheme are chosen as β u = β v = 50.0 and β E = 350.0. The artificial viscosity term on the right-hand side of the energy equation (8d) serves to correct for the wall-heating error. The noise detection and removal algorithm is employed (with the modification described above) with δh = 10 −5 in (19), δ off = 0.2 in (18), the noise removal viscosity η in (21) is chosen such that η · δτ /|δx| 2 = 5 × 10 −2 , and the local heat equation solver is iterated for one step only. We provide in Fig.17 a heatmap plot of the density computed using WENO-C-N , as well as a scatter plot of the density versus radius. We see that the space-time smooth artificial diffusion provided by the C-method stabilizes the strong shock wave and prevents spurious oscillations from developing behind the solution, while the artificial heat conduction term on the right-hand side of the energy equation (8d) significantly reduces the wall-heating error. Note, also, that our solution maintains symmetry in the angular variable, which is not the case for the various schemes tested in [9] . The noise detection and removal procedure prevents high frequency noise from corrupting the solution and does not affect the sharpness of the shock front.
Comparison with Noh's artificial viscosity scheme
For the purposes of comparison, we also implement our WENO scheme together with a modification of Noh's artificial viscosity scheme [11] , which is designed specifically for the Noh problem. The resulting scheme is referred to as WENO-Noh. Noh's scheme couples the classical artificial viscosity method of Von Neumann and Richtmeyer with a heat conduction term for the energy equation. In particular, the diffusion terms on the right-hand sides of (8b), (8c), and (8d) are replaced with the terms
div β e N ρ |∇u r |∇e +α
respectively, where u r is the radial velocity, e = p/ρ(γ − 1) is the internal energy of the system, and the artificial viscosity parametersβ N andα N are defined bỹ
The parameter β N controls the amount of classical artificial viscosity added to the system, while the parameter α N controls the amount of linear viscosity added to the system. We refer the reader to [13] for a discussion on the differences between the diffusion terms used in WENO-Noh and the diffusion terms used in WENO-C-N . Fig.18 . The WENO-Noh scheme produces a solution that is, for the most part, oscillation-free; however, there are still some oscillations in the density profile behind the shock, and the shock curve is overly smeared. We remark here that the use of the linear viscosity term in (25) was needed to allow the WENO-Noh scheme to run; indeed, when that linear viscosity term was removed, the numerical simulation could not run as the solution blew-up. This is due primarily to the extremely oscillatory nature of the localizing function |∇u r |; the additional linear viscosity stabilized the solution, at the cost of a very smeared shock curve and a loss of accuracy.
The solution produced with WENO-C-N has a much sharper shock front. In fact, a simple computation shows that max Ω |∇ρ(x, y, 2)| ≈ 856 and max Ω |∇ρ(x, y, 2)| ≈ 774, where ρ is the WENO-C-N solution for the density andρ is the WENO-Noh solution for the density. Consequently, we see that WENO-C-N produces a less oscillatory, more accurate solution with a sharper shock front.
The Sod circular explosion problem
The explosion problem proposed in [22, 9] is a radially symmetric version of the classic Sod shock tube problem [19] . The domain is Ω = [0, 1.5] × [0, 1.5] ⊂ R 2 , the adiabatic constant is γ = 1.4, and the initial data is
where r = x 2 + y 2 , and 1 Σ denotes the indicator function on the set Σ. We remark that the initial conditions are implemented in [9, 22] by assigning area-weighted initial values for the cells which are crossed by the initial curve of discontinuity. We omit this modification, noting that an instability develops at the contact surface regardless of whether the area-weighted initial conditions are implemented.
Reflecting boundary conditions are employed on the x and y axes, and free-flow boundary conditions are employed at the boundaries x = 1.5 and y = 1.5. The free-flow boundary conditions are implemented using the characteristic form of the Euler equations so as to minimize the reflection from the outgoing waves (see [21] for the details). Nonetheless, there are numerical boundary effects occurring at the top and right boundaries that we were unable to eliminate.
The solution consists of a circular shock front and contact curve traveling outwards from the origin, and a circular expansion wave traveling inwards to the origin. The shock front and contact surface become weaker as time evolves, with the contact eventually coming to rest before traveling inwards, while the shock front passes through the free-flow boundary. The rarefaction wave traveling inwards collides with itself at the origin and reflects as an outwards traveling expansion wave. This results in an inward traveling shock forming and subsequently imploding into the origin. This shock then reflects outwards from the origin and eventually passes through the contact curve.
The WENO-C-Ĉ scheme applied to the Sod explosion problem
We employ a combination of our WENO-C and WENO-C τ schemes for this problem. More precisely, we use isotropic artificial viscosity (as provided with the WENO-C scheme) to stabilize shock fronts, and anisotropic tangential artificial viscosity (as provided with the WENO-C τ scheme) to add diffusion to the unstable contact curve. We utilize a combination of compression and expansion switches to track the contact curve and shock fronts. In particular, we remark that, since shock implosion is a highly singular phenomenon, the shock that reflects from the origin requires stabilization. However, this shock passes through the contact curve, and consequently one has to ensure that the stabilization of the shock does not result in an overly smeared contact discontinuity. Thus, the use of diffusion to stabilize the shock front needs to be "paused" as the shock passes through the contact. This is accomplished through the use of compression and expansion switches, which allows the localizing function for the shock curve, which we denote by C, to "deactivate" as the shock front passes through the contact curve.
More precisely, we consider the following Euler-C-Ĉ system:
The various forcing functions to the C-equations are given by
where ∂ r = cos θ ∂ x + sin θ ∂ y denotes the radial derivative. The function 1 (−∞,0) (divu) is a compression switch that localizes C to shocks, while the function 1 (−∞,0) (∂ r e ∂ r ρ) localizeŝ C andτ i to the contact curve. Consequently, the use of the function 1 − 1 (−∞,0) (∂ r e ∂ r ρ) in (28a) ensures that C deactivates during the short time interval that the shock front passes through the contact, so that isotropic diffusion is not added during this time interval, which prevents the smearing of the contact curve. The artificial viscosity parametersβ andα are defined bỹ
The Euler-C-Ĉ system is numerically discretized in an identical fashion to the other schemes presented; we will refer to the discretized method as the WENO-C-Ĉ scheme. We employ the method to the problem on a grid with 400×400 cells with a time-step of δt The results are presented in Fig.19 , which show heatmap plots of the pressure function p overlaid with density contours. These figures should be contrasted with those presented in [9] . The stand-alone WENO scheme produces a highly oscillatory solution behind the shock front (see Fig.19(b) ), whereas the C-method allows for the stabilization of the shock front.
Additionally, we may see the role that the function 1 − 1 (−∞,0) (∂ r e ∂ r ρ) plays by comparing with the solution computed without the deactivation of C during shock-contact collision; this solution, shown in Fig.19(c) , is noticeably more smeared at the contact discontinuity. Finally, in Fig.19(d) we show the solution computed using isotropic diffusion for both the contact discontinuity as well as shock fronts, with all the relevant parameters identical to those used in the WENO-C-Ĉ simulation. It is clear that the contact discontinuity is not as sharp as the contact curve for the solution computed using WENO-C-Ĉ; this is due to the addition of diffusion in the direction normal to the contact curve. The WENO-C-Ĉ scheme produces a non-oscillatory solution with minimal noise, a sharp shock front, and a sharp contact curve.
Shock-wall collision for a Sod-type explosion problem
To test the shock-collision scheme presented in §5, we consider a modified version of the Sod circular explosion problem. The domain is Ω = [−1, 1] × [−0.7, 1.3] ⊂ R 2 , the adiabatic constant is γ = 1.4, and the initial data is
where r = x 2 + y 2 , and 1 Σ denotes the indicator function on the set Σ.
We are interested in the problem of shock-wall collision, and so treat the bottom boundary as a fixed wall, so that solid-wall (or reflecting) boundary conditions are enforced at y = −0.7. Free-flow (or symmetric) boundary conditions are implemented at the other three boundaries. The final time is t = 0.6. The outwards traveling shock front collides with the bottom boundary y = −0.7 at time t ≈ 0.4. As the gas is compressed, an increase in the density leads to a reversal in the direction of travel of the shock front. The collision with the bottom boundary breaks the radial symmetry of the problem; since the first point of contact of the shock front with the bottom boundary occurs at x = 0, the gas is forced outwards along the bottom boundary y = −0.7.
We employ our WENO-C-W scheme (see §5), which couples the C-method with a shock collision scheme. Due to the symmetry of the problem, we compute the solution in the half domain The stand-alone WENO scheme produces an oscillatory solution both pre and post shock-wall collision. In particular, the shock implosion at the origin results in a large amount of noise (see Fig.21 ). The solution computed using WENO-Noh is also oscillatory, albeit to a lesser extent, and the shock fronts are overly smeared. On the other hand, the WENO-C-W scheme produces a solution that is completely noise-free while retaining sharp shock fronts and correct wave speeds.
Concluding remarks
This paper presents the two-dimensional generalization of the 1-D C-method described in [13] . The 2-D C-method is a space-time smooth artificial viscosity scheme for adding isotropic diffusion to shock curves and anisotropic diffusion to contact discontinuities. We have applied the isotropic C-method to two difficult problems, the Noh problem and the Sod circular explosion problem, and demonstrated that our method compares favorably to stand-alone WENO as well as the WENO-Noh scheme, the latter using the artificial viscosity method of Noh [11] .
We have also demonstrated the efficacy of the anisotropic C-method. For problems requiring long-time evolution of contact discontinuities with hundreds of thousands of timesteps, the anisotropic C-method works extremely well. This method was applied to the RT instability problem of Liska-Wendroff [9] , and was shown to be able to suppress tangential spikes, while keeping the interface sharp and not overly diffusing the KH roll-up regions.
For problems with shock-contact interaction, our C-method uses a C-function to track the shock and anotherĈ-function to track the contact discontinuity. These two functions interact with one another: when the shock interacts with the contact, the C tracking the shock goes to zero, allowing theĈ of the contact to stabilize the contact curve without dissipation from the shock front.
We have also described a simple shock-wall collision scheme for stabilizing shock fronts during wall collision and bounce-back, and demonstrated its ability to suppress post-collision noise for a Sod-type explosion problem.
For high-frequency noise detection and removal, we have devised and implemented a simple 2-D wavelet-based scheme for detecting these oscillations followed by a highly localized (in both space and time) removal algorithm based on a local explicit heat equation solver. This noise detection and removal scheme has been applied to the RT and Noh problems, wherein it suppressed high-frequency noise while retaining sharp shock and contact fronts. These qualitative observations, together with the quantitative accuracy studies presented in [13] in the 1-D case, indicate that the schemes are high-order and produce accurate solutions, even with the use of our highly simplified finite-difference WENO method, devoid of any exact or approximate Riemann solvers.
A Numerical discretization and schemes
In this section, we provide details for the WENO-based schemes used to produce the results in this paper. We first describe the simplified WENO procedure used for the spatial discretization of the nonlinear flux terms in the Euler equations. We then describe the implementation for the Euler-C and Euler-C τ systems.
For readability, we will use Table 1 to refer to these various schemes. WENO-C WENO scheme with the isotropic C-method (8).
WENO-C τ WENO scheme with the anisotropic C-method (13).
WENO-C-N and WENO-C τ -N WENO-C and WENO-C τ with the noise detection and removal algorithm described in §6.
WENO-C-Ĉ WENO scheme with the isotropic C-method for shock fronts and the anisotropic C-method for contact discontinuities (see §10.1).
WENO-C-W WENO scheme with the shock-wall collision scheme (15). 
A.1 WENO reconstruction procedure
Our WENO reconstruction procedure is formally fifth-order with upwinding performed based only on the sign of the velocity at the cell edges. In particular, no approximate Riemann solvers are used. Any quantity w evaluated at a cell center (x i , y j ) shall be denoted by w i,j . Similarly, any quantity w evaluated at the center of the cell edge (x i± 1 2 , y j ) shall be denoted by w i± 1 2 ,j , and at the cell edge (x i , y j± 1 2 ) by w i,j± 1 2 . The quantity w evaluated at the cell corners (x i± 1 2 , y j± 1 2 ) is denoted by w i± 1 2 ,j± 1 2 . Given an array (a r,s ) corresponding to cell-center values of the quantity a, and arrays f r± 1 2 ,s and g r,s± 1 2 corresponding to cell-edge values of the quantities f and g, respectively, we define the (i, j) th component of the array WENO a r,s , f r± 1 2 ,s , g r,s± 1 2 by WENO a r,s , f r± 1 2 ,s , g r,s± ,s ,v r,s±
Here, we use the notation∂ x,4 p i,j and∂ y,4 p i,j to denote the fourth-order central difference approximation for ∂ x p and ∂ y p, respectively, at the cell-center (x i , y j ). The cell-edge velocitieŝ u i± 1 2 ,j andv i,j± 1 2 are calculated using a fourth-order averaging: The operator F WENO provides the discretization of the nonlinear flux terms in the Euler systems (1), (8) , (13) and (15) . Below, we describe the discretization and implementation of the various forms of artificial viscosity used in this paper. If no artificial viscosity is implemented, then we have the semi-discrete equations
corresponding to the Euler system (1). Given the solution at a time-step t n = n · δt, denoted by U n i,j , time integration is done using an explicit k th order Runge-Kutta method:
We will refer to the scheme (30) as "WENO", or "stand-alone WENO". 
We will refer to the scheme (31) as the WENO-C scheme. When coupled with the noise detection and removal algorithm as detailed in §6.3, the scheme will be referred to as the WENO-C-N scheme.
A. 3 The WENO-C τ and WENO-C τ -N schemes
Next, we describe the discretization procedure for the Euler-C τ system (13). The anisotropic diffusion operator DIFF τ is defined by DIFF τ (w r,s , C r,s , C 
We refer to the anisotropic scheme (32) as the WENO-C τ scheme or, when coupled with the noise detection and removal algorithm in §6.3, as the WENO-C τ -N scheme.
A.4 Boundary conditions and ghost node values
In general, the boundary conditions for the various problems considered here are imposed through the assigning of values to the ghost nodes. Generally, either an even extension or an odd extension of the variable in question is employed. For our (formally) fifth-order WENO reconstruction procedure, 7 nodes in each direction are used to reconstruct the flux at a cell-center, so that three ghost node values are required in each direction. By an even extension at the left and right boundaries of the variable w, we mean that . Consequently, reflecting boundary conditions are used on the left boundary x = 0 and right boundary x = 1/6. These are imposed through the ghost-node values; an even extension of ρ, E, ρv, C, and C τ 1 is imposed, while an odd extension of ρu and C τ 2 is enforced. At the top and bottom boundaries, ρ, ρu, C, C τ 1 , and C τ 2 are extended in an even fashion, ρv is extended in an odd fashion, and the pressure p is extended linearly so as to preserve hydrostatic equilibrium: 
