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摘要 
摘 要 
近年来，对股票拐点的预测成为了股票预测中的热点问题。一种结合分段线
性化和加权支持向量机（PLR-WSVM）的预测方法在股票拐点预测领域展现出其
性能的优越性。然而，在取得良好成果的同时，该方法也存在许多不足。例如，
PLR-WSVM 预测产生的拐点数较少使得模型的稳定性受到影响；该方法在分段
线性化过程中对所有股票在全区间上采用统一阈值缺乏合理性等。 
针对 PLR-WSVM 的不足，本文提出了一系列改进。首先，本文重新建立输
入特征向量，去除了大部分绝对指标，选用对模型建立和预测更有帮助的相对指
标。其次，本文将拐点看成一个区间，而不是单个点，先通过分段线性化生成序
列的核心拐点（CTP），再根据核心拐点生成区间拐点（ITP）。拐点区间化改善了
原方法中的类不平衡问题，并为模型提供了更多有价值的信息。再次，针对分段
线性化过程设置统一阈值不合理的问题，本文提出一种新的分段线性化阈值选择
方法，该方法通过给定训练集上期望的拐点比例对阈值进行动态选择，既提高了
阈值的合理性，又能更容易被普通投资者所理解。此外，本文还提出了结合长期
趋势和短期趋势确定拐点买卖性质的划分方法，提升了拐点的预测准确性。最后，
本文提出了一种带有校正功能的交易策略，进一步减少实际投资过程中损失的可
能性。 
本文通过多组对比实验，验证了改进方法的有效性和优越性。同时，本文还
对改进后的模型进行了长达 3年的收益率测试，结果表明该模型在长期投资上具
有较稳定的收益能力。此外，改进的模型还在随机数据集上表现出良好的泛化性
能。 
关键字：支持向量机；拐点区间化；技术指标
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Abstract 
Abstract 
The prediction of stock trading signals is one of most popular topic at stock 
prediction field. Recently, a method combined piecewise linear representation and 
weighted support vector machine (PLR-WSVM) has shown good performance in the 
prediction of stock trading signals. Meanwhile drawbacks of PLR-WSVM exist 
particularly in a real world setting. For example, the performance of PLR-WSVM is 
unstable because of lack of trading signals, and it is not reasonable to specify same 
threshold value for all stocks in PLR. 
In this paper, we conduct a set of improvements to PLR-WSVM. Firstly, we 
reconstruct input variables, most of absolute technical indicators in input variables are 
substituted with relative indicators since the relative indicators are generally more 
helpful in predicting trading signals. Secondly, we propose the concept of interval 
turning points (ITP). We generate core turning points (CTP) by PLR, then interval 
turning points are generated according to the range of adjacent core turning points. The 
interval turning points improves the problem of class imbalance, and also provide more 
valuable information for classifier. Thirdly, a procedure of selecting a threshold in PLR 
is provided. The threshold is automatically selected by a given percentage of turning 
points in a training set. The percentage of turning points is easier to understand by 
investors compare weigh the threshold. In addition, this paper integrates prior tendency 
knowledge to identify either buying or selling signals from predicted turning points, 
which improves accuracy of trading signals identification. At last, we propose an 
investment strategy with correction function to reduce the possibility of loss. 
This paper conduct sets of experimental study, and the result confirm the expected 
performance of improved PLR-WSVM. Besides, the improved PLR-WSVM show 
steady profits in the long time data sets as well as good generalization on new data sets. 
Key Words: SVM, interval turning points, technical indicator 
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第一章  绪论 
1.1 研究背景及研究意义 
从上世纪 90年代，我国建立证券市场以来，经过 20多年的摸索发展，截至
2016 年底，沪深两市上市公司已达到 3052 家，总市值达到 50.8 万亿元，流通
市值超过 39.3万亿元[1]。与此同时，随着人们思想观念的进步和转变，越来越多
的普通投资者也参与到证券市场中，截至 2015年中旬，两市开户数已达到 30000
万户，投资机构的数目同样也不断攀升。不论是机构还是个人对证券投资都热情
高涨，投资者希望能够准确的分析出未来股票市场的走势，高抛低吸从而得到理
想的收益。然而，股票市场受到众多因素影响，个人的判断常常无法把握市场走
势从而带来较大的投资风险。 
对于股票市场是否可以被预测，学术界有过争议。有效市场假说理论[2]认
为，当所有影响股价的信息充分、准确且及时地得到响应时，投资者不可能对
股价进行有效的预测。然而有效市场假说是基于理想而严苛的前提下提出的假
说，现实中很难满足，实际证券市场并非完全随机，而是一定程度可预测的。
随着信息化技术的进步，近十年来量化投资、程序化交易已是欧美众多基金的
常态交易模式，2015 年中国“股灾”后，中国证监会制定办法严管程序化交
易，这些事实从一个侧面佐证了证券市场的可预测性。当然，证券市场的预测
具有很高的难度，但这也正好为机器学习等预测方法带来了很好的舞台，有力
于促进机器学习技术的发展。 
对于股票的预测研究主要分为两个大方向：预测股票价格[3-7]和预测交易点
[8-13]。预测股票价格主要是预测短期的价格变化，而股票数据具有高频特性，因
此预测准确率受到了限制，难以运用于实际投资中。预测交易点即预测股票发生
趋势变化的点，这样的点称之为拐点（Turning Point，TP）。通常情况下，对拐
点的识别是基于一个较长时间区间的，这也减少了高频特性对预测的影响。投资
者通常更关心的是趋势变化。因此，相比预测股票价格而言，预测股票的拐点更
有吸引力。 
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通过什么样的方法对股票走势进行预测和分析一直是投资者研究的重点，传
统的分析方法包括基本面分析和技术分析两大流派[14]。基本面分析的思路是格雷
厄姆（1934）在《证券分析》中提出的，其主要的思想是利用金融学、经济学等
知识，对影响股票投资价值的要素，如宏观经济水平，通胀率，行业发展变革等
进行分析，从而获得对股票走势的判断及估值[15]。时至今日，很多投资者依旧采
用基本面分析，然而基本面分析需要具备深厚的金融背景，并能够先于市场获取
最新的咨询，对于绝大部分中小投资者而言是无法实现的，因此基本面分析比较
适用于对一个长期走势的把控分析。而技术分析认为，股票未来的走势可以通过
历史价格、成交量的历史数据进行预测，其中包括一些经典的分析方法，如 K线
分析法、波浪理论、指标分析法、形态分析法、切线分析法等[16]。技术分析具有
比较强的时效性,因此比较适合用于短期的预测分析。 
在时间序列分析理论出现之后，时间序列模型被研究者运用到证券市场分析
中。股票市场的时间序列分析法主要是通过历史交易数据寻找股票走势随时间的
变化规律，从而建立统计学模型进行预测。诸如自回归滑动平均模型（ARMA）、
自回归积分滑动平均模型（ARIMA）、自回归条件异方差模型（ARCH）和基于广义
自回归条件异方差模型（GARCH）等[4，17-20]，都是常被用来进行股票走势分析的模
型。时间序列分析法的出现使得股票预测从主观理论判断阶段进入数理模型预测
阶段，这使得投资者在掌握较少金融知识的情况下亦可以利用时间序列分析辅助
决策。然而时间序列分析法是建立在一系列假设条件之上的，实际运用中常常因
无法满足这些假设而达不到预期效果。 
上世纪 80 年代，伴随着数据挖掘技术与人工智能的不断发展，投资者开始
将人工智能理论应用到金融领域的分析中[21-22]。与传统统计模型相比，人工神经
网络（ANN）具有良好的全局逼近能力，在学习过程中实现了经验最小风险原则，
性能显著优于传统统计模型，因此人工神经网络被广泛运用在证券市场时间序列
的建模中[23-29]。人工神经网络通过对股票历史数据进行学习，获得各影响因子间
的关系，对股价波动建立函数关系从而达到预测股价的目的。常用的神经网络模
型包括径向基神经网络（RBF）[5，30-32]、反向传播神经网络（BP）[33-34]、模糊神经
网络（FNN）[21，35-37]和 Elman神经网络等[38-40]。然而神经网络也存在一些缺陷，比
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