Abstract. Meyer and Nest showed that the Baum-Connes map is equivalent to a map on K-theory of two different crossed products. This approach is strongly categorial in method since its bases is to regard Kasparov's theory KK G as a triangulated category. We have tried to translate this approach to the realm of inverse semigroup equivariant C * -algebras, but have not succeeded yet. We present here our partial results, some of which may be of independent interest, for example Bott periodicity, the definitions of induction functors and compatible L 2 (G)-spaces, and a Cuntz picture of KK G .
Introduction
In [21] , Meyer and Nest found an alternative description of the Baum-Connes map lim Y ⊆EG (C 0 (Y ), A) → K(A ⋊ r G) with coefficients [1] , where G denotes a locally compact, second countable group and A a G-algebra. (It was even achieved for groupoids of the form G ⋉ X.) Fundamental for this approach is a work by Chabert and Echterhoff [8] , and the nontrivial "observation" that Kasparov's category KK G may be viewed as a triangulated category. By using Brown's representability theorem for triangulated categories [23] , a weakly isomorphic, so-called Dirac element D ∈ KK G (B, A) is constructed such that B is a G-algebra in the localizing subcategory of KK G generated by G-algebras of the form Ind G H (F ) (induction in the sense of Green [10] ) for a compact subgroup H ⊆ G and H-algebra F . If G is compact then one will choose B = Ind e i ∈ E and n ≥ 0. Note that every element ofG is of the form gp with g ∈ G and p as before.
Every G-action α on a G-algebra (or G-Hilbert module) extends to aG-action by linearity, that is, α gp = α g α e 0 (α 1 − α e 1 ) . . . (α 1 − α en ), where p is as before (see [3, Lemma 2.1] ). We sometimes extend G-actions toG-actions in this way implicitly without saying. We shall also consider discrete groupoids H ⊆G, and we may regard them as inverse semigroups H ∪ {0} ⊆G with zero element in order to consistently redefine the known notion of Hequivariant KK-theory KK H via the inverse semigroup H ∪ {0}, where 0 is understood to act always as zero. Provided is here however that the H-algebras are defined in the groupoid sense, that is, that they are also C 0 (H (0) )-algebras, see [15, Definition 1.5] . (Cf. also [4] .)
Let G ⊆ L ⊆G be a subinverse semigroup. Then we have
via the identity map on cycles when using the above mentioned extension of G-actions for all G-algebras A and B. (AG-Hilbert B-module inherits the linearly extendedG-action from B by compatibility.) Denote by X or X G the totally disconnected, locally compact
Hausdorff space such that C 0 (X) is the universal commutative C * -algebra C * (E) generated by the commuting projections E. (Actually X is compact since E is unital.) C 0 (X) is endowed with the G-action g(1 e ) = 1 geg * for e ∈ E and g ∈ G. Every G-algebra A may be regarded as a C 0 (X)-algebra (see Kasparov [15, Section 1.5] ) by π : C 0 (X) → Z(M(A)) with π(1 e )(a) = e(a) since E has a unit. Write A ⊗ X B for the balanced tensor product (A ⊗ B divided by all elements of the form e(a) ⊗ b − a ⊗ e(b) where e ∈ E), see Le Gall [19] or [15, Section 1.6 ].
Definition 2.5. The groupoid H ⊆G associated to a given finite subinverse semigroup H ′ ⊆ G is defined to be the finite groupoid H = {hp ∈G | h ∈ H ′ , p ∈
Bott periodicity
This section works both in IK G and KK G . Theorem 3.2 (Bott periodicity). Let the G-action on C 0 (R n ) be trivial. Then
Proof. The proof is a slight adaption of Kasparov's [14, §5, Theorem 7] . Note that Kasparov discusses in his proof the "real" case to be definite, and so our R n appears as R p,q in his proof; so we "identify" these two. In line (4) on page 547 of [14] he states that there exists
where
is the unit element, and the Kasparov products in (4) are the Kasparov's cup-cap product. As Kasparov remarks, a direct application of (4) to [14, §4, Theorem 6, 2)] yields the desired Bott periodicity [14, §5, Theorem 5].
We now regard β V and α V as elements in G-equivariant KK-theory KK G by putting them
Kasparov cycles as G-Kasparov cycles via the trivial semigroup homomorphism triv : G → Spin(V ) : g → 1 (∀g ∈ G). We can then also apply (4) to [14, §4, Theorem 6, 2)], but now in the G-equivariant setting.
all G-algebras A and B.
Proof. The Clifford algebra C 0,0 is C, so that KK is periodic in n with period 2; at least if G were trivial. We would expect that this formal
Bott periodicity goes through also in KK G , as long we let G act trivially everywhere on the vector space V and its deduced Clifford algebras, so we could use it in our setting.
Induction and restriction functors
Given a compact subinverse semigroup H ′ ⊆ G, in [3] we defined an induced algebra and showed Green imprimitivity theorems. This was done by switching at first from H ′ to its associated finite subgroupoid H ⊆G, proving everything for H, and at the end switching back to H ′ in notation. That H was induced by an inverse semigroup was extraneous.
Hence we may, and shall, start here somewhat more generally with a finite groupoid like in the next definition and still can use the results from [3] .
Definition 4.1. Let H ⊆G be a finite subgroupoid and D a H-algebra.
It is a C * -algebra under the pointwise operations and the supremum's norm and becomes 
, tensoring with a nuclear C * -algebra B endowed with the
and the mapping cone (see (8) 
Proof. The proof is straightforward.
For an assertion A we let [A] be the real number 0 if A is false, and 1 if A is true. We endow G H with an equivalence relation: g ≡ h if and only if there exists t ∈ H such that gt = h (g, h ∈ G H ). We denote by G H /H the discrete, set-theoretical quotient of G H by ≡.
where g ∈ G and h ∈ G H (of course, gh ∈ G H is equivalent to g * g ≥ hh * ). Define
to be the G-invariant ideal which is the closure of the linear span of all elements of the form g ⊗ gg
We have a direct sum decomposition
and we denote the first summand (and ideal) by Ind
Lemma 4.4 (Cf. line (17) in [21] ). Let B be a G-algebra and H ⊆G a finite subgroupoid.
Then there is a G-equivariant * -isomorphism
(The sum is understood that we choose for every equivalence class in G H /H exactly one arbitrary representative g ∈ G H .)
Lemma 4.5 (Cf. line (16) in [21] ). Let H ⊆G be a finite subgroupoid, A a H-algebra and B a G-algebra. Then there is a G-equivariant * -isomorphism
. Note that we have gt ⊗ t
a ∈ A and b ∈ B with gt ∈ G H , so we can achieve the required format in the argument of Θ when setting t := g * g. Surjectivity of Θ is obvious.
That Θ is isometric is also clear as the transition g * gB → gB by Θ is a * -isomorphism.
From now on we restrict ourselves to trivially graded G-algebras. Proof. By Higson [11, Section 4.4] , we need to show that the functor L : 
Remark 4.9. Identity (2) is wrong in KK G . Take for example a finite, unital inverse semigroup G where no other projection than 1 is connected with 1. Set H = {1}, and (2) is also wrong in IK G . Let G = E be finite and consist only of projections. Set H = {e}, where e denotes the minimal projection of E. Then Ind
Realizing morphisms in KK G by * -homomorphisms
Generalizing the Cuntz picture of KK-theory, [9] , to equivariant KK-theory, Meyer showed in [20, Theorem 6.5 ] that for every locally compact second countable group G and for every morphism x ∈ KK G (A, B) there exist G-algebras A ′ and B ′ , isomorphisms
, and a * -homomorphism f :
That is, we may rewrite morphisms in KK G as * -homomorphisms. We will adapt Meyer's proof to the case of an inverse semigroup G (see Theorem 5.15) . To this end, we need a model for an ℓ 2 (G)-space, since it plays a central role in Meyer's work [20] . However, a direct translation from a group G to an inverse semigroup G does not work, even not if taking the ℓ 2 (G) from Khoshkam and Skandalis [17] , since it is a useful incompatible C-module, however, we need a compati-
, that is, a compatible G-Hilbert C 0 (X)-modul. This is necessary as to achieve that the action gg
is in the center of L(E) in all derived spaces E from ℓ 2 (G) and consequently the G-action on L(E) is multiplicative and so a G-action. Hence constructions like q s A := q(K(GN)A) in [20] or Definitions 5.9 and 5.11 become indeed G-algebras as required.
In the next few paragraphs (until Definition 5.5) we shall identify elements e ∈ E with its characteristic function 1 e in C 0 (X). Write Alg * (E) for the dense * -subalgebra of C 0 (X) generated by the characteristic functions 1 e for all e ∈ E. Moreover, write i f i ∈ C X for the pointwise supremum of a family of functions f i : X → C. We shall use the order relation on G defined by g ≤ h iff g = eh for some e ∈ E.
Lemma 5.2. An inverse semigroup G is E-continuous if and only if for every g ∈ G there exists a finite subset F ⊆ E such that {e ∈ E| e ≤ g} = {e ∈ F | e ≤ g}.
e ≤ g} allows a finite subcovering.
Write c for the linear span of all functions ϕ g : G → C (in the linear space C G ) defined by
for all g, t ∈ G. Endow c with the G-action g(ϕ h ) := ϕ gh for all g, h ∈ G. Turn c to an Alg * (E)-module by setting ξe := e(ξ) for all ξ ∈ c and e ∈ E. Define an Alg * (E)-valued inner product on c by
The norm completion of c is a G-Hilbert C 0 (X)-module denoted by ℓ 2 (G).
We discuss the last definition. At first notice that ϕ g , ϕ h = gg
and actually even in Alg * (E) by Lemma 5.2, and e ∈ E in (6) can be replaced by e ∈ F for some finite subset
) for all g, h, j ∈ G and f ∈ E are easy to check. We note that (6) is positive definite. Indeed, assume x,
for all combinations where i = k. By linear independence of the projections E in Alg * (E) λ j must be zero; contradiction. The last proof also shows the following lemma.
B-module, where ⊗ X denotes the C 0 (X)-balanced exterior tensor product as defined by Le Gall [19, Definition 4.2] (or in this case equivalently, the internal tensor product ⊗ C 0 (X) ).
Everywhere in [20] we have to replace
, and we stick from now also with these new standard notations from [20] . These definitions have to go further.
Definition 5.6. Every separable G-Hilbert space H in Meyer [20] has to be replaced by a countably generated G-Hilbert C 0 (X)-module H. Every occurrence of the Hilbert space C in [20] has to be substituted by the G-Hilbert C 0 (X)-module C 0 (X). For every G-Hilbert [20] has to be replaced by the compatible tensor
In the beginning of Section 3 of [20] we have the following adaption.
Definition 5.7. Let A and B be σ-unital G 2 -C * -algebras and let H be a countably generated
commutes with the G-action U g : E → E for all g ∈ G), and
Lemma 5.8. Lemma 3.1 of [20] holds true also for an inverse semigroup G.
Proof. Let (E, φ, F ) be an essential Kasparov triple for A, B. Rather than the definition [20] we have to use the following one. Define
We have to check that F ′ is an F -connection (see [20, Section 2.5]) when writing
T ξ (η) = ξ ⊗ η and η ∈ E. Then we have
in the space ℓ 2 (G) ⊗ X E for all η ∈ E, where
Assuming for the moment that K g was an elementary compact operator θ α,β for α, β ∈ E, we would have
as required. This is also true for general K g by approximation. of Meyer's paper [20] we have to use
We have also an isomorphism of G-algebras
as used in [20, Proposition 3.2] . This proposition goes essentially through unchanged but uses also this lemma by Mingo and Phillips [22] .
Lemma 5.10 (Cf. Lemma 2.3 of [22] ). If E 1 and E 2 are G-Hilbert A-modules which are
modules. Note that V is defined like F ′ in Lemma 5.8, so we can take the equivariance proof from there. For the inner product note that ϕ g , ϕ h = f ∈F f for a finite set F ⊆ E with f g = f h and f ≤ gg * hh * by Lemma 5.2, so that
The last lemma implies also the validity of an literally identical version of [22, Theorem 
We recall that gg −1 is in the center of L(E) so that
Everything goes through unchanged. and a * e(b) in A * A for all a, b ∈ A and e ∈ E. Because of this identification, the diagonal action g(a 1 * · · · * a n ) := g(a 1 ) * . . . * g(a n ) turns QA to a G-algebra. The kernel of the canonical G-equivariant * -homomorphism A * X A → A is denoted by q(A).
Definition 5.11. For a G-algebra A we define
]). (Confer also (7).)
In accordance to the rules of Definition 5.6 we may also write
In Note that in [20,
Proposition 5.14 (Cf. Proposition 6.3 of [20] 
We apply then the compatible versionτ A of Definition 2.4 to these isomorphisms, where ⊗ is replaced by the compatible tensor product ⊗ X , to get isomorphisms with ⊗ X A.
Since we did not go through all details of the paper [20] , we should view the following theorem as a conjecture! Theorem 5.15 (Adaption of Theorem 6.5 of [20] ). Assume that G is E-continuous. Let A and B separable (ungraded) G-algebras. Define q s A := q(K (GN)A) . The canonical
is a natural isomorphism. Hence the Kasparov product on KK G corresponds to the composition of homomorphisms.
By composing the functor ∆ with the canonical functor KK G → IK G we see that we can rewrite morphisms in IK G (A, B) which are represented by compatible cycles also as * -homomorphisms in IK-theory.
KK

G is a triangulated category
In this Section we recall the facts which show that KK G is a triangulated category.
Everything from groups G to inverse semigroups G goes literally and canonically through and needs no adaption, the only exception from this being axiom (TR1) which is essentially , n) for all separable G-algebras A and n ∈ Z, and the morphism set between two objects (A, n) and (B, m) is defined to be
The maps in the direct limit are the maps τ C 0 (R) and of course we require n + p, m + p ≥ 0.
The composition of the morphisms is canonically via the Kasparov product.
By Bott periodicity τ C 0 (R) is an isomorphism, and so we may omit the direct limit. However, it is needed at least to make desuspension, defined next.
Definition 6.2. Define a suspension functor Σ from KK
The desuspension functor Σ −1 on KK G is defined to precisely reverse the functor Σ, and we have 1]) , which is the G-algebra
and the mapping cone triangle, which is the sequence of equivariant * -homomorphisms
where ι is the canonical inclusion (setting the coordinate a to zero) and ǫ is the canonical projection onto A. 
where α, β and γ are isomorphisms and the suspension Σβ of β is of course also an isomorphism.
For convenience of the reader we recall the definition of extension triangles, which are exact triangles in the sense of Definition 6.4, and which are technically used in the proof that KK G is a triangulated category. (10), which is an exact triangle, also the extension triangle of E.
We shall not need the following lemma but state it as an interesting observation in its own. [21] ). Suppose that G is E-continuous.
The category KK
G endowed with the translation functor Σ −1 (the suspension functor in a triangulated category) and exact triangles from Definition 6.4 is a triangulated category.
Proof. One of the axioms of an triangulated category, the axiom (TR1) of [24] , requires that every morphism f : is an equivariant * -homomorphism, and x ∈ KK G (q s A, A) and y ∈ KK G (B, q s B) are isomorphisms in KK G , and take the mapping cone triangle for g.
The rest of the axioms are proved in Appendix A of [21] directly by using canonical equivariant * -homomorphisms including homotopies, and extension triangles as in Definition 6.5. This canonical proof goes literally through also in our setting.
Like in [21] , in the remainder of this paper we sloppily do not distinguish between the equivalent categories KK G and KK G and shall work practically exclusively with KK G .
The existence of a Dirac morphism
We shall now start to approximate objects and morphisms in KK G by using compact subinverse semigroups H of G. We shall often leave out notating the restriction functor
Res G H where it is obviously there for better readability. In Corollary 7.15 and Proposition 7.18 we would need the adjointness relation (2), and since it it not true, there our proof for the existence of a Dirac morphism breaks down. Lemma 7.5. Let U ′ ⊆ G a finite subinverse semigroup of G and U its associated finite
Proof. We may write g = g 0 u 0 for some g 0 ∈ G and u 0 ∈ U (0) , and note that g * 0 g 0 ≥ u 0 and
Of course, every element of M has source and range projection gug * gu
θ is nonempty, if and only if gl * lg * = gg * ∈ M, if and only M is nonempty, the case we are considering now, because otherwise θ is, correctly, the empty function. Every element l ′ ∈ L ′ may be written in the form
if it is of the form l ′ gg * with l ′ ∈ L ′ and l ′ * l ′ ≥ gg * . We may write l ′ gg * = lp(gg * ) = lgg * by (11) , and because the source projection of l ′ gg * is gg * , we also have l * l ≥ gg * . Hence we have obtained
To show that θ is well defined, consider an ambiguously represented element
, and that source and range projections of u and u ′ are the same. Thus guu
Injectivity of θ follows from gu(θ(f )(lgu)) = gg * (f (lgg * )) = f (lgg * gg * ) (because gg * ∈ M) and identity (12) . To check surjectivity of θ, write a given j ∈ Ind
(confer also (12)). In verifying L-invariance of θ, we compute
Lemma 7.6. Let H ′ a finite subinverse semigroup of G and H its associated finite subgroupoid ofG. Let L be a subinverse semigroup of G. Let D be a G-algebra. Then there is an L-equivariant * -isomorphism
where J ⊆ G is a subset and M g is the set M of Lemma 7.5 for
Proof. Say that two elements g,
Similarly, two elements in g, g ′ ∈ G H are said to be L, Hequivalent if lgh = g ′ for some l ∈ L with l * l ≥ gg * and some h ∈ H, and this is also an equivalence relation. Its equivalence classes are exactly of the form LgH ∩ G H ⊆ G H (the intersection taken inG) for all g ∈ G For every g ∈ G apply Lemma 7.5 for U ′ := H ′ , and denote θ of Lemma 7.5 more precisely by θ g , the image of θ g by
. Choose from every L, H-equivalence class exactly one representative g ∈ G and denote their collection by J ⊆ G. (We remove those g for which F g is empty.)
Of course, we have a canonical * -isomorphism of L-algebras
the last isomorphism being the one induced by the θ g s.
We will need the countable sets CI 1 and CI 0 of objects in KK G defined next in Corollary 7.15, Corollary 7.17 and Proposition 7.18.
Definition 7.7. Set
Considering for example an object in CI 1 for n = 3, we may write it as
by an application of Lemma 7.6. Go back to Lemma 7.5 and define V ⊆ G to be the finite subinverve semigroup g 0 U ′′ g * 0 , where U ′′ ⊆ U ′ denotes the finite subinverse semigroup consisting of those elements u ∈ U ′ such that u commutes with u 0 and gug * ∈ M ∪ {0}.
Note that M ⊆ V since E(U ′ ) ⊆ U ′′ and so g 0 u 0 g * 0 ∈ V . Observe that gg * is in the center ofṼ andṼ gg * = V gg * = M ∪ {0}. Write V g for the V of M g . Continue (13) with
by another application of Lemma 7.6.
Note that every summand in (15) is of the form Ind 
commute (one with f * and another with p * ) and because the first line is an isomorphism because of (16) (K-theory respects direct sums), the second line is also one.
Lemma 7.10. Let L ⊆ G be a finite subinverse semigroup and P ⊆ G a subset of projec-
Then there exists an n ≥ 1 and a L ′ -action on a (quite canonical) subalgebra
The assignment B → B ′ commutes canonically with all (infinite) direct sums. Let us be given a cycle (π, E, T ) in KK L (A, B) . We want to mirror the W -structure of the A-side to the B-side. By a well known cut-down of a cycle, we may assume without loss of generality that
(Also observe that E has an analog,
j=1 B i . Denote these summands by B i,j . We want to define a cycle (π
. Let E ′ denote an identical copy of E as a graded vector space. We define a B ′ -valued inner product on E ′ by
for all ξ, η ∈ E ′ , and the B ′ -module multiplication on 
Noting that i,j π(p i,j (1)) = 1 L(E) , we may write T in matrix form (
, all off-diagonal elements of T are compact operators and so by a compact perturbation we may replace T by its diagonal matrix T ′ (canceling the offdiagonal terms of T ) without changing the cycle, that is,
is an isomorphism, which restricts to
We set
Let us reversely be given a cycle (π
and E an identical copy of E ′ as a graded vector space.
for all ξ, η ∈ E, the B-module product on E by ξ(
, and the L-action on E to be the restriction of the L ′ -action on E ′ . It is easy to see that both constructed assignments (π, E, 
Proof. The first isomorphism is just the identity on cycles; a cycle (E, T ) in KK G (pA, pB)
degenerates to (pE, pT ); a pG-action extends to a G action by g → pg. Also recall that From now on our approach to the Dirac element becomes more category theoretical. From here we shall assume that G is E-continuous, for KK G to be a triangulated category in the sense of Proposition 6.7. Note that in KK G coproducts are direct sums, and we only allow countable direct sums. Proof of Corollary 7.15. To demonstrate the proof of Corollary 7.15, assume A is one of the summands of (15) . We go inductively from right to left in (15) . The first algebra
C of (15) Under the assumptions given in the last corollary we proved that every element of CI 0 is of the form Ind G H (A) with A ∈ F H . The following is Lemma 6.3 of [21] , but we resketch its proof for convenience of the reader.
