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We prove that every graph G of maximum degree at most 3 satisfies 32α(G) + α′(G) +
1
2 t(G) ≥ n(G), where α(G) is the independence number of G, α′(G) is thematching number
of G, and t(G) denotes the maximum number of vertex disjoint triangles in G. As a special
case, every triangle-free graph G of maximum degree at most 3 satisfies 32α(G)+ α′(G) ≥
n(G). This inequality is best possible and confirms a recent conjecture posed by Pedersen.
Furthermore, it implies χ(G) ≤ 32ω(G) for every {3K1, K1 ∪ K4}-free graph G, where χ(G)
is the chromatic number of G and ω(G) is the clique number of G, which solves a recent
problem posed by Choudum et al. [S.A. Choudum, T. Karthick, M.A. Shalu, Linear chromatic
bounds for a subfamily of 3K1-free graphs, Graphs Combin. 24 (2008) 413–428]. Finally, we
prove a best possible lower bound on the matching number of connected cubic graphs in
terms of their order and odd girth, and characterize all extremal graphs.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
At the Fourth International Conference on Combinatorics, Graph Theory, and Applications held in March 2011 in
Elgersburg, Bjarne Toft announced the following conjecture due to Anders Sune Pedersen concerning the independence
number α(G) and the matching number α′(G) of a graph G.
Conjecture 1 (Pedersen). If G is a triangle-free graph of maximum degree at most 3, then
3
2
α(G)+ α′(G) ≥ n(G).
Pedersen also conjectured that the disjoint union of cycles of length 5 are the only extremal graphs. The purpose of the
present paper is to prove a strengthening and a variant of Conjecture 1. Furthermore, we will characterize all extremal
graphs.
Before we proceed to our results and their proofs, we introduce some basic terminology. We only consider finite, simple,
and undirected graphs. For a graph G, the vertex set is denoted by V (G) and the edge set is denoted by E(G). The order |V (G)|
of G is denoted by n(G) and the size |E(G)| of G is denoted by m(G). Let n2(G) and n3(G) denote the number of vertices of G
of degree 2 and 3, respectively. The open neighbourhood of a vertex v in G, denoted by NG(v), is {u ∈ V (G): uv ∈ E(G)} and
the closed neighbourhood of v, denoted by NG[v], is {v} ∪ NG(v). If X and Y are two vertex disjoint subsets of V (G), then we
denote the set of all edges of G that join a vertex of X and a vertex of Y by [X, Y ].
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(a) C5 . (b) G8 . (c) G11 .
Fig. 1. The two difficult blocks C5 and G8 , and the graph G11 .
A set I of vertices of a graph G is independent if no two vertices in I are adjacent; the maximum order of an independent
set in G is the independence number α(G) of G. An independent set of cardinality α(G) in G is an α(G)-set. A set C of vertices
of a graph G is a clique if every two vertices in C are adjacent; the maximum order of a clique in G is the clique number ω(G)
of G. The chromatic number χ(G) of a graph G is the minimum integer k such that V (G) has a partition into k independent
sets. A setM of edges of a graph G is amatching if no two edges inM share a vertex; the maximum order of a matching in G
is thematching number α′(G) of G.
For a set X of vertices of a graph G, the graph G− X is the subgraph of G induced by V (G) \ X . When X = {x}, we simply
denote G − X by G − x. For an edge e of a graph G, the graph G \ e arises from G by deleting e. A graph G is factor-critical if
α′(G− u) = (n(G)− 1)/2 for every vertex u of G. A vertex u of a graph G is a cutvertex if G− u has more components than
G. A maximal connected subgraph B of G such that B has no cutvertex is a block of G. An endblock of G is a block of G that
contains at most one cutvertex of G. An edge e of a graph G is a bridge if G \ e has more components than G.
For a graphG, let t(G)denote themaximumnumber of vertex disjoint triangles. Note that t(G) canbe computed efficiently
for a graph G having maximum degree at most 3, since it equals exactly the number of non-trivial components of the
subgraph formed by the edges of G that lie in a triangle of G.
We denote by Cn, Pn, and Kn, the cycle, path, and complete graph on n vertices, respectively. The odd girth godd(G) of a
graph G that is not bipartite is the minimum length of an odd cycle in G.
Our main results are the following.
Theorem 1. If G is a graph of maximum degree at most 3, then
3
2
α(G)+ α′(G)+ 1
2
t(G) ≥ n(G),
with equality if and only if every component of G is in {K3, K4, C5,G11}, where G11 is the graph shown in Fig. 1(c).
Theorem 2. If G is a graph of maximum degree at most 3, then
α(G)+ 3
2
α′(G)+ 1
2
t(G) ≥ n(G),
with equality if and only if every component of G is in {K3, C5}.
Clearly, Theorem 1 implies Conjecture 1.
For the proofs we use of the following fundamental result on matchings, where o(G) denotes the number of odd
components in a graph G.
Theorem 3 (Gallai [7] and Edmonds [5]). If G is a graph, then there is some set X of vertices of G such that
α′(G) = 1
2
(n(G)+ |X | − o(G− X))
and every odd component of G− X is factor-critical.
Furthermore, we use a result due to Heckman and Thomas [10] on the independence number (cf. also [6,9,13]). Following
their terminology, a graph is a difficult block if it is isomorphic to one of the two graphs C5 and G8 in Fig. 1. Furthermore,
a component G′ of a graph is a difficult component if the removal of all bridges of G′ results in a disjoint union of difficult
blocks. For a graph G, let λ(G) denote the number of difficult components of G.
Theorem 4 (Heckman and Thomas [10]). If G is a triangle-free graph of maximum degree at most 3, then
α(G) ≥ 1
7
(4n(G)−m(G)− λ(G)).
We shall need the following immediate corollary of Theorem 4.
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Corollary 5. If G is a triangle-free graph of maximum degree at most 3 and minimum degree at least 2 without a difficult
component, then
α(G) ≥ 3
7
n2(G)+ 514n3(G) ≥
5
14
n(G).
As a consequence of Theorem 4 and Corollary 5, we have the following result.
Proposition 6. The graphG11 is the only triangle-free graph ofmaximumdegree atmost 3, order 11, and independence number 4.
Proof. Let G be a triangle-free graph of maximum degree at most 3, order 11 and independence number 4. By Theorem 4,
m(G)+ λ(G) ≥ 16. Each difficult block has at least four vertices of degree 2, and so n2(G) ≥ 4λ(G). Hence,
16 ≤ m(G)+ λ(G) ≤ 1
2
(3n(G)− n2(G))+ λ(G) ≤ 332 − λ(G).
Therefore, λ(G) = 0, which impliesm(G) = 16 since G is subcubic. Hence, G has exactly one vertex, say v, of degree 2, and
all remaining vertices have degree 3. Let u andw denote the neighbours of v in G.
We show first that v is the only common neighbour of u and w. Suppose to the contrary that u and w have a common
neighbour x different from v. Let y denote the neighbour of x different from u andw. Let S = {u, v, w, x, y} and letG′ = G−S.
The graph G′ is a triangle-free graph having maximum degree at most 3, order 6, and size 7. By Theorem 4, α(G′) ≥ 3. Every
α(G′)-set can be extended to an independent set in G by adding to it the vertices v and x, and so α(G) ≥ α(G′) + 2 ≥ 5, a
contradiction. Hence, v is the only common neighbour of u andw.
Let NG(u) = {v, u1, u2}, let NG(w) = {v,w1, w2}, and let X = {u1, u2, w1, w2}. If X is an independent set, then X ∪ {v} is
an independent set in G of size 5, a contradiction. Hence we may assume that u2w2 ∈ E(G). Let Y = V (G) \ (X ∪ N[v]) and
let Y = {y1, y2, y3, y4}. Since 4 = α(G) ≥ |{u, w}| + α(G[Y ]), we have α(G[Y ]) ≤ 2. Further, 12 = y∈Y dG(y) =|[X, Y ]| + 2m(G[Y ]) ≤ 6 + 2m(G[Y ]), and so m(G[Y ]) ≥ 3. Thus, G[Y ] is a triangle-free graph of size at least 3 and
independence number at most 2. Therefore, G[Y ] is a path P4 or a cycle C4.
Suppose that G[Y ] = P4. Renaming vertices if necessary, we may assume that y1y2y3y4 is a path. Since G is triangle-free,
by symmetry, we may assume that y1w1 ∈ E(G). If NG(y1) = {w1, y2, x}, where x ∈ {u2, w2}, then since {v, x, w1, y2, y4} is
not an independent set, we have w1y4 ∈ E(G). Since {v, x, w1, y2, u1} is not an independent set, we have u1y2 ∈ E(G).
Now {v, x, w1, y3, u1} is an independent set in G, a contradiction. Hence, y1 is adjacent to neither u2 nor to w2. Thus,
NG(y1) = {u1, w1, y2}. Analogously, NG(y4) = {u1, w1, y3}. Now {v,w1, u1, y2, y} is an independent set, where y is the
vertex in {u2, w2} not adjacent to y2. Hence, G[Y ] = C4.
Renaming vertices if necessary, we may assume that y1y2y3y4y1 is a cycle. In this case, |[X, Y ]| = 4, and so there are
exactly two edges in G[X]. Renaming vertices if necessary, we may assume that w1 is adjacent to u1 or u2. If w1u2 ∈ E(G),
then NG(u1) ∪ {w1, w2} is an independent set of size 5 in G, a contradiction. Hence, u1w1 and u2w2 are the two edges in
G[X]. Renaming vertices of Y if necessary, we may assume w1y1 ∈ E(G). Since NG(y3) ∪ {v,w1} is not an independent set,
we have u1y3 ∈ E(G). Renaming y2 and y4 if necessary, we may assume that u2y2 ∈ E(G) and w2y4 ∈ E(G), which implies
G = G11. 
We shall also need the following observation.
Corollary 7. If G = G11 and v ∈ V (G), then the following holds.
(a) There is an independent set of G of order 4 that does not contain v.
(b) The graph G is factor-critical.
The outline of the paper is as follows. Sections 2 and 3 are devoted to the proofs of Theorems 1 and 2, respectively. In
Section 4 we discuss some consequences of Theorem 1 concerning so-called χ-binding functions, which were Pedersen’s
original motivation for Conjecture 1. Finally, Section 5 contains as an interesting byproduct of our research a best possible
estimate for the matching number of cubic graphs depending on their odd girth.
2. Proof of Theorem 1
In order to prove Theorem 1 we assume throughout this section that G is a counterexample such that the sum of the
order and size of G is a minimum, that is,
• either 32α(G)+ α′(G)+ 12 t(G) < n(G)
• or 32α(G)+ α′(G)+ 12 t(G) = n(G) but some component of G is not in {K3, K4, C5,G11},
and the sum of the order and size of G is a minimum subject to this condition.
The following lemmas collect a series of properties of G, which will eventually lead to a contradiction. Since the desired
bound is linear with respect to components, the choice of G implies that G is connected. Furthermore, it is easy to check that
G has more than three vertices.
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Lemma 8. n(G) ≥ 6.
Proof. First we assume that n(G) = 4. By our choice of G, the graph G is not a complete graph of order 4, and so α(G) ≥ 2.
If α′(G) ≥ 2, then 32α(G) + α′(G) > n(G). Hence α′(G) = 1, which implies that G is a star. Now α(G) = 3 and
3
2α(G)+ α′(G) > n(G).
Next we assume that n(G) = 5. By our choice of G, the graph G is not a C5. If G has maximum degree 2, then G is a P5
and 32α(G) + α′(G) > n(G). Hence G has a vertex u of degree 3. Since G is not complete, α(G) ≥ 2. Since G is connected,
α′(G) ≥ 2. If t(G) ≥ 1, then 32α(G) + α′(G) + 12 t(G) > n(G). Hence G contains no triangle. Now the neighbourhood of u is
independent, which implies α(G) ≥ 3 and 32α(G)+ α′(G) > n(G). This completes the proof. 
Lemma 9. G is not a difficult component.
Proof. Suppose to the contrary thatG is a difficult component. Note thatα(C5) = 2, α′(C5) = 2, α(G8) = 3, andα′(G8) = 4.
Furthermore, if B is a difficult block and u is a vertex of B, then α(B− u) = α(B). By our choice of G, the graph G is neither a
cycle of length 5 nor the graph G8. If G has exactly two blocks that are difficult blocks, then G arises from the disjoint union
of two difficult blocks by adding a connecting bridge, and it is easy to check that G is not a counterexample. Hence G has at
least three blocks that are difficult blocks. Let B be an endblock of G. Let G′ = G−V (B). By the choice of G and since G′ has at
least two blocks that are difficult blocks, 32α(G
′)+α′(G′)+ 12 t(G′) > n(G′). By definition, B is isomorphic to C5 or G8. Clearly,
α(G) ≥ α(G′)+ α(B), α′(G) ≥ α′(G′)+ α′(B), and t(G) = t(G′) = 0. Therefore, if B is isomorphic to C5, then
3
2
α(G)+ α′(G)+ 1
2
t(G) ≥ 3
2
(α(G′)+ 2)+ (α′(G′)+ 2)+ 1
2
t(G′)
> n(G′)+ 5
= n(G),
which is a contradiction. A similar contradiction arises if B is isomorphic to G8, which completes the proof. 
Lemma 10. G has minimum degree at least 2.
Proof. Suppose to the contrary thatu is a vertex of degree 1 inG. Let v denote the neighbour of u inG. LetG′ = G−{u, v}. Note
that α(G) ≥ α(G′)+ 1, α′(G) ≥ α′(G′)+ 1, and t(G) ≥ t(G′). By the choice of G, we have 32α(G′)+α′(G′)+ 12 t(G′) ≥ n(G′).
Now
3
2
α(G)+ α′(G)+ t(G)
2
≥ 3
2
(α(G′)+ 1)+ (α′(G′)+ 1)+ t(G
′)
2
≥ n(G′)+ 5
2
> n(G),
which is a contradiction and completes the proof. 
Lemma 11. If T is a triangle in G, then all vertices of T have degree 3 in G.
Proof. Suppose to the contrary that T : uvwu is a triangle in G and that u has degree 2 in G. Let G′ = G − V (T ). Note
that G′ has at most two components and that no component of G′ is K4. If all components of G′ are in {K3, C5,G11}, then it
follows easily that G is not a counterexample. Hence, by the choice of G, we have 32α(G
′) + α′(G′) + 12 t(G′) > n(G′). Since
α(G) ≥ α(G′)+ 1, α′(G) ≥ α′(G′)+ 1, and t(G) ≥ t(G′)+ 1, we obtain
3
2
α(G)+ α′(G)+ 1
2
t(G) ≥ 3
2
(α(G′)+ 1)+ (α′(G′)+ 1)+ 1
2
(t(G′)+ 1)
> n(G′)+ 3
= n(G),
which is a contradiction and completes the proof. 
Lemma 12. G contains no two adjacent vertices of degree 2.
Proof. Suppose to the contrary that u and v are adjacent vertices of degree 2. Let u′ denote the neighbour of u distinct
from v and let v′ denote the neighbour of v distinct from u. By Lemma 11, the vertices u′ and v′ are distinct. If u′v′ is an
edge of G, then let G′ = G − {u, v}. If u′v′ is not an edge of G, then let G′ arise from G − {u, v} by adding the edge u′v′.
Clearly, G′ is connected. Since n(G) ≥ 6, the graph G′ is not a triangle. If G′ is K4 or C5, then it is easy to check that G is not
a counterexample. If G′ is G11, then, since G11 does not have two adjacent vertices of degree less than 3, the original graph
G arises by subdividing one edge of G11 twice. This implies that α(G) = 5 and α′(G) = 6 and G is not a counterexample.
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Hence, by the choice of G, we have 32α(G
′) + α′(G′) + 12 t(G′) > n(G′). Note that no independent set of G′ contains u′ as
well as v′, which implies α(G) ≥ α(G′) + 1. If M ′ is a matching of G′ that contains u′v′, then (M ′ \ {u′v′}) ∪ {uu′, vv′} is
a matching of G. Furthermore, if M ′ is a matching of G′ that does not contain u′v′, then M ′ ∪ {uv} is a matching of G. This
implies α′(G) ≥ α′(G′)+ 1. Now, since t(G) ≥ t(G′)− 1, we obtain
3
2
α(G)+ α′(G)+ 1
2
t(G) ≥ 3
2
(α(G′)+ 1)+ (α′(G′)+ 1)+ 1
2
(t(G′)− 1)
> n(G′)+ 2
= n(G),
which is a contradiction and completes the proof. 
Lemma 13. G is triangle-free.
Proof. Suppose to the contrary that T : uvwu is a triangle in G. By Lemma 11, all vertices of T have degree 3 in G. Let u′ be the
neighbour of u distinct from v andw. Let G′ = G− {u′, u, v, w}. Note that there are at most four edges joining {u′, u, v, w}
to V (G′) and that no component of G′ is K4.
If some component C of G′ is G11, then there is a bridge e of G joining the vertex of degree 2 in C to {u′, u, v, w}. Let
G′′ = G \ e. By the choice of G and in view of G′′[{u′, u, v, w}], we have 32α(G′′) + α′(G′′) + 12 t(G′′) > n(G′′) = n(G). By
Corollary 7, we have α(G) ≥ α(G′′), implying 32α(G)+ α′(G)+ 12 t(G) > n(G), a contradiction. Hence no component of G′ is
G11.
If some component C of G′ is a K3 or a C5, then, by Lemmas 11 and 12, there are at least three edges joining V (C) to
{u′, u, v, w}. Therefore, if all components of G′ are K3-components or C5-components, then G′ has exactly one component
and it is easy to check that G is not a counterexample. Hence, by the choice of G, we have 32α(G
′)+ α′(G′)+ 12 t(G′) > n(G′).
Since α(G) ≥ α(G′)+ 1, α′(G) ≥ α′(G′)+ 2, and t(G) ≥ t(G′)+ 1, we obtain
3
2
α(G)+ α′(G)+ 1
2
t(G) ≥ 3
2
(α(G′)+ 1)+ (α′(G′)+ 2)+ 1
2
(t(G′)+ 1)
> n(G′)+ 4
= n(G),
which is a contradiction and completes the proof. 
Lemma 14. Every cycle of length 4 in G contains at most one vertex of degree 2 in G.
Proof. Suppose to the contrary that G contains a cycle C: xuvwx of length 4 that contains two vertices of degree 2 in G.
By Lemma 12, these two vertices are not consecutive vertices on C . Renaming vertices, if necessary, we may assume that
x and v have degree 2 in G (and therefore u and w have degree 3 in G). Let G′ = G − V (C). By the choice of G, we have
3
2α(G
′)+ α′(G′)+ 12 t(G′) ≥ n(G′). Since α(G) ≥ α(G′)+ 2, α′(G) ≥ α′(G′)+ 2, and t(G) ≥ t(G′), we obtain
3
2
α(G)+ α′(G)+ t(G)
2
≥ 3
2
(α(G′)+ 2)+ (α′(G′)+ 2)+ t(G
′)
2
≥ n(G′)+ 5
> n(G),
which is a contradiction and completes the proof. 
Lemma 15. G contains no vertex of degree 3 whose neighbours are all of degree 2.
Proof. Suppose to the contrary that u is a vertex of degree 3 such that its neighbours x, y, and z have degree 2. Let
x′, y′, and z ′ denote the neighbours of x, y, and z distinct from u, respectively. By Lemma 14, the vertices x′, y′, and z ′
are distinct. Let G′ = G − {u, x, y, z, x′, y′, z ′}. By the choice of G, we have 32α(G′) + α′(G′) + 12 t(G′) ≥ n(G′). Since
α(G) ≥ α(G′)+ 3, α′(G) ≥ α′(G′)+ 3, and t(G) ≥ t(G′), we obtain
3
2
α(G)+ α′(G)+ 1
2
t(G) ≥ 3
2
(α(G′)+ 3)+ (α′(G′)+ 3)+ 1
2
t(G′)
> n(G′)+ 7
= n(G),
which is a contradiction and completes the proof. 
Lemma 16. 3n3(G) > 2n2(G).
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Proof. Let H arise from G by deleting every vertex of degree 2 and adding a new edge joining its neighbours. By Lemmas 12
and 14, H is a well-defined simple cubic graph of order n3(G). By Lemma 15, n2(G) is less than the number 32n3(G) of edges
of H , which completes the proof. 
Lemma 17. There is no bridge e of G such that G \ e has a factor-critical component.
Proof. Suppose to the contrary that uv is a bridge of G and that B is a factor-critical component of G\uv. Renaming u and v if
necessary, wemay assume that u ∈ V (B). Let G′ = G−(V (B)∪{v}). Note that n(G′) = n(G)−(n(B)+1). If some component
C of G′ is G11, then there is a bridge f joining the vertex of degree 2 in C to the vertex v. Considering G′′ = G \ f and arguing
as in the proof of Lemma 13 yields a contradiction. Hence no component of G′ is G11. By Lemmas 12 and 13, no component
of G′ is in {K3, K4, C5}. Hence, by the choice of G, we have 32α(G′)+ α′(G′)+ 12 t(G′) > n(G′). Clearly, α(G) ≥ α(G′)+ α(B).
Furthermore, since B is factor-critical, α′(G) ≥ α′(G′)+ 12 (n(B)+ 1). By Corollary 5 and Lemma 13, α(B) ≥
 5
14n(B)

. Now
3
2
α(G)+ α′(G)+ 1
2
t(G) ≥ 3
2

α(G′)+

5
14
n(B)

+

α′(G′)+ 1
2
(n(B)+ 1)

+ 1
2
t(G′)
> n(G′)+ 3
2

5
14
n(B)

+ 1
2
(n(B)+ 1).
Since 32
 5
14p
+ 12 (p+ 1) ≥ p+ 1 holds for every odd integer pwith 1 ≤ p ≤ 13 and 32 · 514p+ 12 (p+ 1) ≥ p+ 1 holds for
every integer p ≥ 14, the desired result follows. 
We are now in a position to derive our final contradiction. By Theorem 3, there is a set X of vertices of G such that
α′(G) = 1
2
(n(G)+ |X | − o(G− X))
and every odd component of G − X is factor-critical. First we assume that X is empty. In this case G either has a perfect
matching or is factor-critical. If G has a perfect matching, then Corollary 5 implies 3α(G)+2α′(G) ≥ 97n2+ 1514n3+n2+n3 >
2n, which is a contradiction. Hence, G is factor-critical, implying that G has odd order n ≥ 7, n2 ≥ 1 is odd, n3 ≥ 2 is even,
and 2α′(G) = n2+ n3− 1. By Corollary 5, we have 3α(G)+ 2α′(G) ≥ 97n2+ 1514n3+ n2+ n3− 1 = 2n+ ( 27n2+ 114n3− 1). If
n2 ≥ 3 or n3 > 10, then 27n2+ 114n3−1 > 0, which is a contradiction. Hence, n2 = 1 and n3 ∈ {6, 8, 10}. If n3 ∈ {6, 8}, then
Corollary 5 easily implies a contradiction. Hence, n3 = 10 and α(G) = 4. By Proposition 6, G is G11, which is a contradiction.
Hence X is not empty.
By Lemma 17, no odd component of G−X is joined to X by just one edge. Furthermore, by the handshaking lemma, if B is
an odd component of G− X such that there are exactly two edges joining V (B) to X , then Bmust contain a vertex of degree
2 of G. Hence, if s is the number of such components, then s ≤ n2(G). Counting the edges joining X to the odd components
of G− X , we obtain
3|X | ≥ 2s+ 3(o(G− X)− s),
which implies
|X | − o(G− X) ≥ − s
3
≥ −n2(G)
3
.
Now
α′(G) = 1
2
(n(G)+ |X | − o(G− X))
≥ 1
2
n(G)− 1
6
n2(G)
= 1
3
n2(G)+ 12n3(G).
By Corollary 5 and Lemma 13, we have
α(G) ≥ 3
7
n2(G)+ 514n3(G).
Now, by Lemma 16,
3
2
α(G)+ α′(G)+ 1
2
t(G) ≥ 3
2

3
7
n2(G)+ 514n3(G)

+

1
3
n2(G)+ 12n3(G)

= 41
42
n2(G)+ 2928n3(G)
= n(G)+ 3n3(G)− 2n2(G)
84
> n(G),
which is the final contradiction and completes the proof of Theorem 1.
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3. Proof of Theorem 2
The proof of Theorem 2 can be obtained in a similar way as the proof of Theorem 1 and is in fact simpler. As for the proof
of Theorem 1, we assume that G is a counterexample having minimum sum of order and size; that is,
• either α(G)+ 32α′(G)+ 12 t(G) < n(G)
• or α(G)+ 32α′(G)+ 12 t(G) = n(G) but some component of G is neither a triangle nor a cycle of length 5
and G has minimum sum of order and size subject to this condition.
Several of the lemmas from the proof of Theorem 1 still hold and can be established by minor obvious changes in their
proofs. In order to avoid repetition we leave it to the reader to verify the following statements:
• G has order more than 5 (cf. Lemma 8).
• G is not a difficult component (cf. Lemma 9).
• G has minimum degree at least 2 (cf. Lemma 10).
The next lemma corresponds to Lemma 13 but has a simpler proof.
Lemma 18. G contains no triangle.
Proof. Suppose to the contrary that uvwu is a triangle in G. Since G is not a triangle, we may assume that u′ is a neighbour
of u distinct from v and w. Let G′ = G− {u′, u, v, w}. By the choice of G, we have α(G′)+ 32α′(G′)+ 12 t(G′) ≥ n(G′). Since
α(G) ≥ α(G′)+ 1, α′(G) ≥ α′(G′)+ 2, and t(G) ≥ t(G′)+ 1, we obtain
α(G)+ 3
2
α′(G)+ 1
2
t(G) ≥ (α(G′)+ 1)+ 3
2
(α′(G′)+ 2)+ 1
2
(t(G′)+ 1)
> n(G′)+ 4
= n(G),
which is a contradiction and completes the proof. 
Considering the proof of Lemma 12 we easily obtain that
• G contains no two adjacent vertices of degree 2.
The following lemma corresponds to Lemma 16, since it is in fact an upper bound on n2(G).
Lemma 19. G is cubic.
Proof. Suppose to the contrary that P : u′uvv′ is a path in G such that u has degree 2 and v has degree 3. Let G′ =
G− {u′, u, v, v′}. If all components of G′ are cycles of length 5, then it follows easily that G is not a counterexample. Hence,
by the choice of G, we have α(G′)+ 32α′(G′)+ 12 t(G′) > n(G′). Since α(G) ≥ α(G′)+1, α′(G) ≥ α′(G′)+2, and t(G) ≥ t(G′),
we obtain
α(G)+ 3
2
α′(G)+ 1
2
t(G) ≥ (α(G′)+ 1)+ 3
2
(α′(G′)+ 2)+ 1
2
t(G′)
> n(G′)+ 4
= n(G),
which is a contradiction and completes the proof. 
Since
 5
14p
 + 32 · p+12 ≥ p + 1 holds if and only if 4  5p14 ≥ p + 1, and the last inequality is true for every positive odd
integer p, the argument in the proof of Lemma 17 easily implies that
• there is no bridge e of G such that G \ e has a factor-critical component.
By Theorem 3, there is a set X of vertices of G such that
α′(G) = 1
2
(n(G)+ |X | − o(G− X))
and every odd component of G − X is factor-critical. First we assume that X is empty. Since G is cubic, this implies that G
has a perfect matching and Corollary 5 implies a contradiction. Hence X is not empty. By the above observations, every odd
component of G − X is joined to X by at least 3 edges. Counting the edges joining X to the odd components of G − X , we
obtain 3|X | ≥ 3o(G−X), which implies α′(G) = 12n(G). Since G is triangle-free and cubic, Corollary 5 yields α(G) ≥ 514n(G).
Since 514 + 32 · 12 > 1, we obtain a final contradiction and the proof is complete. 
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Fig. 2. G(1),G(3),G(6), and G(4).
4. Consequences for χ-binding functions
Following Gyárfás [8], a class G of graphs has a χ-binding function if there is some function f : N0 → N0 such that
χ(G) ≤ f (ω(G)) for every graph G in G. It is easy to see [8] that every graph G that does not contain 3K1 as an induced
subgraph satisfies χ(G) = Θ (R(3, ω(G))), where R(r, s) denotes the Ramsey number. Hence, an upper bound [1] and a
lower bound [12] on Ramsey numbers imply χ(G) = Θ

ω(G)2
logω(G)

, that is, the class of graphs of independence number at
most 2 has a χ-binding function of order O

ω2
logω

. Recently, Choudum et al. [3] proved that χ(G) ≤ 2ω(G) for every graph
G that contains neither 3K1 nor K1 ∪ K4 as an induced subgraph. Furthermore, they asked for an optimal upper bound for
these graphs. Pedersen [15] was able to show that χ(G) ≤ 2815ω(G) for these graphs and posed Conjecture 1, since it implies
the following best possible bound.
Corollary 20. If G is a graph that contains neither 3K1 nor K1 ∪ K4 as an induced subgraph, then
χ(G) ≤ 3
2
ω(G),
with equality if and only if all components of the complement of G are in {C5,G11}.
Proof. The complementG ofG is a triangle-free graph ofmaximumdegree atmost 3. Hence, by Theorem1, 32α

G
+α′ G ≥
n

G
 = n(G), with equality if and only if G is a disjoint union of cycles of length 5. Since for the 3K1-free graph G, we have
χ(G) = n(G)− α′ G, we obtain
χ(G) = n(G)− α′ G ≤ 3
2
α

G
 = 3
2
ω(G),
with equality if and only if G is the disjoint union of cycles of length 5. 
It follows from a recent result about claw-free graphs due to Chudnovsky and Seymour [4] that χ(G) ≤ 2ω(G) holds for
every graphG that does not contain K1∪K3 as an induced subgraph, satisfiesω(G) ≥ 3, andwhose complement is connected.
Since the Ramsey number R(3, 3) is 6, every graph G of order at least 6 that does not contain 3K1 as an induced subgraph,
satisfies ω(G) ≥ 3.
5. Matchings in cubic graphs with specified odd girth
The following results are interesting byproducts of our research.
For every odd integer g ≥ 3, we define a set G(g) of graphs using the gadgets G(1),G(3),G(6), and G(4) in Fig. 2. Each of
these gadgets is a graph plus two ‘‘half’’ edges.
If g ≡ 1 mod 4, then a graph G belongs to G(g) if it arises by arranging one copy of G(1) and g−14 copies of G(4) in a cyclic
order and connecting for every pair (G′,G′′) of two cyclically consecutive gadgets G′ and G′′, one half edge from G′ with one
half edge from G′′. Fig. 3 illustrates the graphs in G(5) and G(9). Note that up to isomorphism G(g) contains just one graph
and that for g = 5, this construction causes two edges joining the vertex of G(1) to the six vertices of G(4).
If g = 3, then G(g) contains the graph that arises from G(3) by connecting its two half edges. Finally, if g ≡ −1 mod 4
and g ≥ 7, then a graph G belongs to G(g) if it arises by arranging
• either one copy of G(1), one copy of G(6), and g−74 copies of G(4),
• or one copy of G(3) and g−34 copies of G(4)
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Fig. 3. The graphs in G(5) and G(9).
Fig. 4. The graphs in G(7).
in a cyclic order and connecting for every pair (G′,G′′) of two cyclically consecutive gadgets G′ and G′′, one half edge from
G′ with one half edge from G′′. Fig. 4 illustrates the graphs in G(7).
It is easy to check that every graph G in G(g) has exactly one vertex of degree 2, n(G)− 1 vertices of degree 3, odd girth
g , and order n(G) = 2  34 (g − 1)+ 1.
Lemma 21. If G is a connected graph that contains exactly one vertex of degree 2 and whose remaining vertices have degree 3,
then godd(G) <∞ and
n(G) ≥ 2

3
4
(godd(G)− 1)

+ 1,
with equality if and only if G belongs to G(godd(G)).
Proof. Let n = n(G) and g = godd(G). Since every graph has an even number of vertices of odd degree, the order n of G is
odd. Since there is no partition V (G) = A ∪ B such that the sum of the degrees of the vertices in A equals the sum of the
degrees of the vertices in B, the graph G is not bipartite. Let C : u0u1 . . . ug−1u0 be an odd cycle of minimum length g , where
the indices are consideredmodulo g . Let K = V (G)\V (C) and let k = |K |. Letm denote the number of edges joining V (C) to
K . Clearly, by the choice of C , the cycle C has no chords. Hence all but at most one vertex of C have a neighbour in K , which
implies g − 1 ≤ m ≤ g . If g = 3, then no vertex in K has three neighbours in V (C). Furthermore, if g ≥ 5 and a vertex in K
has two neighbours in V (C), say u and v, then, by the choice of C , the distance in C between u and v is exactly 2. Therefore,
for every g , every vertex in K is adjacent to at most two vertices in V (C), which impliesm ≤ 2k.
We establish a series of four claims.
Claim 1. If v and w are adjacent vertices in K that have two neighbours in V (C), then (NG(v) ∪ NG(w)) ∩ C is a set of four
consecutive vertices on C (cf. G(4) in Fig. 2).
Let NG(v)∩V (C) = {ui, ui+2} and NG(w)∩V (C) = {uj, uj+2}. If the claim fails, wemay assume that i = 0 and 3 ≤ j ≤ g−3.
If j is odd, then u0vwuj+2uj+3 . . . ug−1u0 is an odd cycle of length less than g , which is a contradiction. If j is even, then
u2u3 . . . ujwvu2 is an odd cycle of length less than g , which is a contradiction.
Claim 2. If g ≥ 7 and v andw are adjacent vertices in K such that NG(v) ∩ V (C) = {ui, ui+2} and NG(w) ∩ V (C) = {uj}, then
j ∈ {i− 1, i+ 1, i+ 3}.
Suppose to the contrary that i = g−1 and 3 ≤ j ≤ g−12 . If j is odd, then u1u2 . . . ujwvu1 is an odd cycle of length less than g ,
which is a contradiction. If j is even, then ujuj+1 . . . ug−1vwuj is an odd cycle of length less than g , which is a contradiction.
Claim 3. If g ≥ 7 and v and w are adjacent vertices in K such that NG(v) ∩ V (C) = {ui} and NG(w) ∩ V (C) = {uj}, then the
distance between ui and uj in C is 1 or 3.
If the distance between ui and uj in C is neither 1 nor 3, then either uivwujuj+1 . . . ui or uiui+1 . . . ujwvui is an odd cycle of
length less than g , which is a contradiction.
Claim 4. If g ≥ 7, then there is no path xyz of vertices in K such that both x and z have two neighbours in V (C).
Suppose to the contrary that xyz is a path of vertices in K ,NG(x) ∩ V (C) = {ug−1, u1}, and NG(z) ∩ V (C) = {uj, uj+2} for
some 0 ≤ j ≤ g−12 . If j = 0, then ug−1xyzu0ug−1 is a cycle of length 5, which is a contradiction. If j ≥ 2 and j is even, then
u1u2 . . . ujzyxu1 is an odd cycle of length less than g , which is a contradiction. If j is odd, then uj+2uj+3 . . . ug−1xyzuj+2 is an
odd cycle of length less than g , which is a contradiction.
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With these four claims, we complete the proof of the lemma by considering three cases.
Case 1 g ≡ 1 mod 4.
Since g − 1 ≤ m ≤ 2k, we have n ≥ g + k ≥ 32g − 12 = 2
 3
4 (g − 1)
 + 1. If equality holds, then g − 1 = m = 2k,
which implies that C contains the vertex of degree 2 of G and every vertex in K has exactly two neighbours in V (C). Since K
induces a 1-regular subgraph of G, Claim 1 implies that G belongs to G(g).
Case 2 g = 3.
It is straightforward to check that n ≥ 5 and that n = 5 if and only if G belong to G(3).
Case 3 g ≡ −1 mod 4 and g ≥ 7.
First we assume that m = g − 1, that is, C contains the vertex of G of degree 2. Since k is even, not all vertices in K can
have two neighbours in V (C). This implies that k ≥ g+12 and hence n ≥ g + k ≥ 32g + 12 = 2
 3
4 (g − 1)
 + 1. If equality
holds, then k = g+12 , which, by Claim 4, implies that there are exactly two vertices in K , say x and y, that have exactly 1
neighbour in V (C) and the remaining k− 2 vertices in K have exactly two neighbours in V (C). By Claim 4, the vertices x and
y are adjacent. By Claim 3, we may assume that u0 is the neighbour of x in V (C) and that uj is the neighbour of y in V (C)
where j ∈ {1, 3}. Let x′ denote the neighbour of x in K distinct from y and let y′ denote the neighbour of y in K distinct from
x. If j = 1, then Claim 2 implies that x′ is adjacent to ug−3 and y′ is adjacent to u4. In this case ug−3x′xyy′u4u5 . . . ug−3 is an
odd cycle of length less than g , which is a contradiction. Hence j = 3. If x′ is adjacent to ug−3, then ug−3x′xyu3u4 . . . ug−3 is
an odd cycle of length less than g , which is a contradiction. Hence, by Claim 2 and symmetry, NG(x′) ∩ V (C) = {ug−1, u1}
and NG(y′) ∩ V (C) = {u2, u4}. Since K \ {x, x′, y, y′} induces a 1-regular subgraph of G, Claim 1 implies that G belongs to
G(g).
Next we assume thatm = g , that is, K contains the vertex of G of degree 2. Denote this vertex by u∗. Since every vertex in
K has at most two neighbours in V (C), this implies k ≥ g+12 and hence, as before, n ≥ g+k ≥ 32g+ 12 = 2
 3
4 (g − 1)
+1. If
equality holds, then k = g+12 , which implies that exactly one vertex in K , say v∗, has exactly one neighbour in V (C) and the
remaining k− 1 vertices in K have exactly two neighbours in V (C). By Claim 4, we have u∗ = v∗. By Claim 2 and symmetry,
wemay assume that u∗ is adjacent to u0, v is the neighbour of u∗ inK , and thatNG(v)∩V (C) = {ui, ui+2}where i ∈ {g−1, 1}.
If i = 1, then let w denote the neighbour of u2 in K . Clearly, w is adjacent to u2 and u4. Since u3 is adjacent to v but v and
w are not adjacent, Claim 1 implies a contradiction. Hence i = g − 1. Since K \ {u∗, v} induces a 1-regular subgraph of G,
Claim 1 implies that G belongs to G(g), which completes the proof. 
It is well known that every regular bipartite graph has a perfect matching. The proof of the following result is along similar
lines as a proof by Henning and Yeo in [11].
Sharp lower bounds on the matching number in cubic graphs and more generally in regular graphs of odd degree were
studied in [2,14], respectively.
Theorem 22. If G is a connected cubic graph of order n and odd girth g <∞, then
α′(G) ≥ 1
2
n− n+ 2
6
 3
4 (g − 1)
+ 1 ,
with equality if and only if G arises from a tree T , where
• V (T ) is the union of three independent sets X, R, and S,
• there are no edges joining R to S,
• every vertex in X ∪ S has degree 3 in T , and
• every vertex in R has degree 1 in T ,
by adding |R| disjoint graphs Gu from G(g)with u ∈ R and identifying each vertex u in R with the unique vertex of degree 2 in Gu.
Proof. By Theorem 3, there is a set X of vertices of G such that α′(G) = 12 (n + |X | − o(G − X)). Since G is cubic, there
is an odd number of edges joining every odd component of G − X to X . Let r denote the number of odd components K of
G − X such that there is just one edge joining V (K) to X and call such components special. Counting the edges joining X to
the odd components of G − X , we obtain 3|X | ≥ r + 3(o(G − x) − r), which implies |X | − o(G − X) ≥ − 2r3 and hence
α′(G) ≥ 12n − r3 . Let T arise from G by deleting from every special component all vertices except for the neighbour of a
vertex in X . By Lemma 21, n(T ) ≤ n− 2r  34 (g − 1). Since T is connected, 2(n(T )− 1) ≤ 2m(T ) = r + 3(n(T )− r), which
implies that 2r ≤ n(T )+ 2 ≤ n− 2r  34 (g − 1)+ 2. Hence r ≤ (n+ 2)/(2  34 (g − 1)+ 1) and
α′(G) ≥ 1
2
n− r
3
≥ 1
2
n− n+ 2
6
 3
4 (g − 1)
+ 1 .
If equality holds, then the equalities in the above inequalities imply that
• T is a tree,
• every special component has order 2  34 (g − 1)+ 1,
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Fig. 5. The connected triangle-free cubic graph F1 .
• X is independent,
• there are exactly three edges joining X to every odd component of G− X that is not special, and
• every odd component of G− X that is not special consists of only one vertex.
By Lemma 21, G is of the described structure. Conversely, if G has the described structure, then it follows easily that equality
occurs in the inequality for α′(G), which completes the proof. 
For a connected cubic triangle-free graph G, Theorem 22 implies
α′(G) ≥ 11
24
n(G)− 1
12
.
In order to illustrate the extremal graphs, consider the family F of connected cubic triangle-free graphs constructed as
follows. For k ∈ N, let T be the tree with V (T ) = R ∪ S ∪ X , where R = {r1, r2, . . . , r3k+3}, S = {s1, . . . , sk}, and
X = {x1, x2, . . . , x2k+1}. Let the edge set E(T ) of T be defined as follows. For i ∈ {1, . . . , k}, join the vertex si to the three
vertices x2i−1, x2i and x2i+1, join the vertex x2i to the two vertices r3i and r3i+1, and join the vertex x2i+1 to the vertex r3i+2.
Finally, join the vertex x1 to the two vertices r1 and r2, and join the vertex x2k+1 to the vertex r3k+3. Note that the tree T
satisfies the properties listed in the statement of Theorem 22.
For each i ∈ {1, 2, . . . , 3k+2}, we add a copy of the graph in G(5) and identify the unique vertex of degree 2 in this copy
with the vertex ri in such a way that the 3k+ 2 added copies of the graph in G(5) are disjoint. We let Fk denote the resulting
graph of order
n(F) = 7|R| + |S| + |X | = 7(3k+ 3)+ k+ (2k+ 1) = 24k+ 22
and let F be the family of all such graphs Fk. The graph F1 is shown in Fig. 5.
Now o(Fk − X) = |R| + |S| = 4k+ 3 and
α′(Fk) ≤ 12 (n(Fk)+ |X | − o(Fk − X)) =
1
2
((24k+ 22)+ (2k+ 1)− (4k+ 3)) = (11n(Fk)− 2)/24.
However, by Theorem 22, α′(Fk) ≥ (11n(Fk)− 2)/24 and hence α′(Fk) = (11n(Fk)− 2)/24.
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