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Abstract
Recently, joint wireless information and energy transfer (JWIET) methods have been proposed to
relieve the battery limitation of wireless devices. However, the JWIET in a general K-user MIMO
interference channel (IFC) has been unexplored so far. In this paper, we investigate for the first time
the JWIET in K-user MIMO IFC, in which receivers either decode the incoming information data
(information decoding, ID) or harvest the RF energy (energy harvesting, EH). In the K-user IFC, we
consider three different scenarios according to the receiver mode – i) multiple EH receivers and a single
ID receiver, ii) multiple IDs and a single EH, and iii) multiple IDs and multiple EHs. For all scenarios,
we have found a common necessary condition of the optimal transmission strategy and, accordingly,
developed the transmission strategy that satisfies the common necessary condition, in which all the
transmitters transferring energy exploit a rank-one energy beamforming. Furthermore, we have also
proposed an iterative algorithm to optimize the covariance matrices of the transmitters that transfer
information and the powers of the energy beamforming transmitters simultaneously, and identified the
corresponding achievable rate-energy tradeoff region. Finally, we have shown that by selecting EH
receivers according to their signal-to-leakage-and-harvested energy-ratio (SLER), we can improve the
achievable rate-energy region further.
Index Terms
Joint wireless information and energy transfer, K-user MIMO interference channel, Rank-one beam-
forming
I. INTRODUCTION
One of the main challenges in modern wireless communication system is that wireless devices are
resource-constrained, mainly due to battery limitation. Following the popularity of smart phones and
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2various heavy-battery-consuming applications, 4th generation (4G) and beyond 4G standards also consider
ways to address the battery limitation of wireless devices (e.g. device-to-device communications) [1].
During the last decade, there has been a lot of interest to transfer energy wirelessly and recently, radio-
frequency (RF) radiation has become a viable source for energy harvesting. It is nowadays possible to
transfer the energy wirelessly with a reasonable efficiency over small distances and, furthermore, wireless
sensor networks (WSNs) in which the sensors are capable of harvesting RF energy to power their own
transmissions have been introduced in the industry ( [2]–[5] and references therein).
Until now, wireless energy transfer has been developed independently from the wireless information
transfer. Interestingly, because RF signals carry information as well as energy, “joint wireless information
and energy transfer (JWIET)” has attracted significant attention very recently [6]–[14]. Previous works
have studied the fundamental performance limits and the optimal transmission strategies of the JWIET in
various communication scenarios such as the downlink of a cellular system with a single base station (BS)
and multiple mobile stations (MSs) [8], the cooperative relay system [13] and the broadcasting system
[6], [7] with a single energy receiver and a single information receiver when they are separately located
or co-located. Recently, considering multi-user MISO scenario, several transmission strategies and power
allocation methods have been proposed [15]–[17]. Furthermore, there have been several studies of JWIET
in the interference channel (IFC) [18]–[22]. In [18], [19], the optimal power scheduling at the energy
harvesting transmitters are proposed for two-user single-input single-output (SISO) IFC such that the sum-
rate is maximized for given harvested energy constraints. In [20], JWIET in multi-cell cellular networks is
investigated, where all the BSs and MSs have a single antenna. In [21], by considering two-user single-
input multiple-output (SIMO) IFC, the system throughput is maximized subject to individual energy
harvesting constraints and power constraints and extended it to K-user MISO IFC. Note that because
the interference has different impacts on the performances of information decoding (ID) (negatively) and
energy harvesting (EH) (positively) at the receivers, the transmission strategy for JWIET is a critical issue
especially in IFC. To the best of the authors knowledge, JWIET in the general K-user MIMO IFC (which
describes modern advanced communication systems) has not been addressed so far. Recently, in [22], a
JWIET in a two-user MIMO IFC has been studied and a necessary condition of the optimal transmission
strategy for the two-user MIMO IFC has been derived. That is, in a two-user MIMO IFC, the energy
transmitter may create a rank-one beam with the aim to either maximize the energy harvested at the
EH receiver or minimize the interference at the ID receiver. Alternatively, it may generate multi-rank
beams allocating its power on both directions. However, in [22], it is proved that to achieve the optimal
rate-energy (R-E) performance, the energy transmitter should take a rank-one beamforming strategy with
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3a proper power control.
In this paper, we extend the results obtained in [22] and investigate JWIET in a K-user MIMO IFC, in
which multiple MIMO transceiver pairs coexist and each receiver either decodes the incoming information
data or harvests the RF energy. Throughout the paper, it is assumed that the receivers cannot perform
ID and EH operations simultaneously, because existing circuits that harvest energy from the received RF
signal are not yet able to decode the information carried through the same RF signal [6], [7], [23]. In
[6], considering this practical issue, two different JWIET methods for MIMO broadcasting system - time
switching and power splitting methods - have been proposed. In the time switching method, the receiver
switches between ID mode and EH mode over time, while in the power splitting method, the received
signal is split into two signals with different power that are the inputs of two disjoint ID and EH circuits,
respectively. Because the power splitting method requires higher hardware complexity at the receivers
(e.g., RF signal splitter), in this paper, we consider that each receiver switches between ID and EH modes
in time-basis. Accordingly, we have three different scenarios according to the receiver mode – i) multiple
EH receivers and a single ID receiver, ii) multiple IDs and a single EH, and iii) multiple IDs and multiple
EHs. For all scenarios, the optimal achievable R-E trade-off region is not easily identified and the optimal
transmission strategy is still unknown. However, in this paper, we have shown that the optimal energy
transmitter’s strategies for all three scenarios also become optimal for the properly-transformed two-user
MIMO IFC. Therefore, we have found a common necessary condition of the optimal transmission strategy
and developed the transmission strategy that satisfies the common necessary condition, in which all the
transmitters transferring energy exploit a rank-one energy beamforming. Here, we have modified three
different rank-one beamforming schemes, originally developed for two-user MIMO IFC [22] - maximum
energy beamforming (MEB), minimum leakage beamforming (MLB), and signal-to-leakage-and-energy
ratio (SLER) maximization beamforming, suitable to K-user MIMO IFC. Given the rank-one beamforming
at the energy transmitters, we have formulated the optimization problem for the achievable rate-energy
region. However, because it is non-convex, we have proposed an iterative algorithm to optimize the
covariance matrices of the transmitters that transfer information and the powers of the energy beamforming
transmitters, simultaneously. We have shown that the powers of the energy beamforming transmitters
converges monotonically, which guarantees the convergence of the proposed algorithm. In addition, when
the number of energy transmitters increases, the ID receivers are affected by an increasing number of
interfering beams (directions and power) that affect their information rate performance. This leads us to
develop a new SLER maximizing beamforming with beam tilting. Here, the beam tilting means that we
change the direction of an energy beam without changing its transmit power. Finally, we have proposed
October 8, 2018 DRAFT
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Fig. 1. K-user MIMO IFC.
an efficient SLER-based EH transceiver selection method that further improves the achievable R-E region.
The rest of this paper is organized as follows. In Section II, we introduce the system model for K-user
MIMO IFC. In Section III, we discuss the necessary condition for the optimal transmission strategies in
the K-user MIMO IFC. In Section IV, we investigate the achievable R-E region for K-user MIMO IFC
and, after formulating the optimization problem, propose an iterative algorithm to solve it. In Section V,
we provide several simulation results and in Section VI we give our conclusions.
Throughout the paper, matrices and vectors are represented by bold capital letters and bold lower-
case letters, respectively. The notations (A)H , (A)†, (A)i, [A]i, tr(A), det(A), and σk(A) denote the
conjugate transpose, pseudo-inverse, the ith row, the ith column, the trace, the determinant, and the kth
largest singular value of a matrix A, respectively. The matrix norm ‖A‖ and ‖A‖F denote the 2-norm
and Frobenius norm of a matrix A, respectively, and the vector norm ‖a‖ denotes the 2-norm of a vector
a. In addition, (a)+ , max(a, 0) and A  0 means that a matrix A is positive semi-definite. The matrix
diag{A1, ...,AM} is a block diagonal matrix with block diagonal elements Am. Finally, IM denotes the
M ×M identity matrix.
II. SYSTEM MODEL
We consider a K-user MIMO IFC system where K transmitters, each with Mt antennas, are simul-
taneously transmitting their signals to K receivers, each with Mr antennas, as shown in Fig. 1. Note
that each receiver can either decode the information or harvest energy from the received signal, but it
cannot execute the ID and EH operations at the same time due to the hardware limitations. That is, each
receiver can switch between ID mode and EH mode at each frame or time slot. Here, the mode decided
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5by the receiver is also sent to all the transmitters through the zero-delay and error-free feedback link
at the beginning of the frame. It is assumed that the transmitters have perfect knowledge of the CSI of
their associated links (i.e. the links between a transmitter and all receivers) but do not share those CSI
among the transmitters. Furthermore, Mt = Mr = M for simplicity, but it can be extended to general
antenna configurations. Assuming a frequency flat fading channel, which is static over several frames,
the received signal yi ∈ CM×1 for i = 1, ...,K can be written as
yi =
K∑
j=1
Hijxj + ni, (1)
where ni ∈ CM×1 is a complex white Gaussian noise vector with a covariance matrix σ2nIM and
Hij ∈ CM×M is the normalized frequency-flat fading channel from the jth transmitter to the ith receiver
such as
∑M
l,k=1 |h(l,k)ij |2 = αijM [24]. Here, h(l,k)ij is the (l, k)th element of Hij and αij ∈ [0, 1]. We
assume that Hij has a full rank. The vector xj ∈ CM×1 is the transmit signal, in which the independent
messages can be conveyed, at the jth transmitter with a transmit power constraint for j = 1, ...,K as
E[‖xj‖2] ≤ P for j = 1, ...,K. (2)
In this paper, the SNR measured at the ith receiver is defined as SNRi =
E[‖Hii‖2F ‖x‖2]
E[‖n‖2] =
αiiP
σ2n
.
Throughout the paper, to ease readability, it is assumed without loss of generality that σ2n = 1, unless
otherwise stated. General environments, characterized by other values of the channel/noise power, can
be described simply by adjusting P .
When the receiver operates in ID mode, the achievable rate at ith receiver, Ri, is given by [25]
Ri = log det(IM + H
H
ii R
−1
−iHiiQi), (3)
where R−i indicates the covariance matrix of noise and interference at the ith receiver, i.e.,
R−i = IM +
K∑
j 6=i
HijQjH
H
ij .
Here, Qj = E[xjxHj ] denotes the covariance matrix of the transmit signal at the jth transmitter and,
from (2), tr(Qj) ≤ P .
For EH mode, it can be assumed that the total harvested power Ei at the ith receiver (more exactly,
harvested energy normalized by the baseband symbol period) is given by
Ei = ζiE[‖yi‖2] = ζitr
 K∑
j=1
HijQjH
H
ij + IM
 , (4)
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6where ζi denotes the efficiency constant for converting the harvested energy to electrical energy to be
stored [4], [6]. For simplicity, it is assumed that ζi = 1 and the noise power is negligible compared to
the transferred energy from each transmitters. 1 That is,
Ei ≈ tr
 K∑
j=1
HijQjH
H
ij
 = K∑
j=1
tr
(
HijQjH
H
ij
)
, (5)
where Eij = tr
(
HijQjH
H
ij
)
denotes the energy transferred from the jth transmitter to the ith receiver.
Note that, when the receiver decodes the information data from the associated transmitter under the
assumption that the signals from the other transmitters are not decodable [26], the signals from the other
transmitters become an interference to be defeated. In contrast, when the receiver harvests the energy,
they become a useful energy-transferring source. In Fig. 1, the interference denoted by the dashed red
line should be reduced for IDs, while the interference by the dashed green line be maximized for EHs.
III. A NECESSARY CONDITION FOR THE OPTIMAL TRANSMISSION STRATEGY
In [22], a necessary condition of the optimal transmission strategy has been found for the two-user
MIMO IFC with one EH and one ID, in which the energy transmitter should take a rank-one energy
beamforming strategy with a proper power control. In this section, we first review one EH and one ID in
a two-user MIMO IFC, briefly. Then, we will look into the cases of one ID/EH and multiple EHs/IDs.
Finally, we consider the case of multiple IDs and multiple EHs.
A. One ID receiver and One EH receiver
In this subsection, without loss of generality, we consider the transceiver pair (Tx1, Rx1) operates
in EH mode, while (Tx2, Rx2) in ID mode. Because information decoding is done only at the second
receiver, by letting R = R2 and E = E1 = E11 + E12, we can define the achievable rate-energy region
as:
CR−E(P ),
{
(R,E) : R≤ logdet(IM+HH22R−1−2H22Q2),E≤
2∑
j=1
tr(H1jQjH
H
1j), tr(Qj)≤P,Qj0, j=1,2
}
.(6)
The following proposition tells about the rank-one optimality in the two-user MIMO IFC.
Proposition 1: In the high SNR regime, the optimal Q1 at the boundary of the achievable rate-energy
region has a rank one at most. That is, rank(Q1) ≤ 1.
1In this paper, we assume the system operates in the high signal-to-noise ratio (SNR) regime, which is also consistent with
a practical wireless energy transfer that requires a high-power transmission.
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7Proof: The detailed proof is given in [22], but here is its brief sketch. If the energy E¯ at the boundary
point of the achievable rate-energy is small enough such that E¯ ≤ tr(H12Q2HH12), then rank(Q1) = 0
(i.e., the first transmitter does not need to transmit any signal causing the interference to the ID receiver).
If E¯ > tr(H12Q2HH12), we then assume m = rank(Q1) ≥ 1. Based on the generalized singular
value decomposition (GSVD) of (H11, H21) and the interlacing theorem (Theorem 3.1 in [27]), with Q1
satisfying the required harvesting energy, the achievable rate R¯ at high SNR can be approximated as [22]
R¯ ≈ f(H22)− log
(
m∏
i=1
(1 + σ2x,i)
)
, (7)
where σx,i is the singular values of an arbitrary matrix X with Q1 = TXXHTH . Here, T is an invertible
matrix obtained from GSVD of (H11, H21) and σx,1 ≥, ...,≥ σx,m ≥ 0 such that
∑m
i=1 αiσ
2
x,i = E¯11
with α1 ≥, ...,≥ αm ≥ 0 and a fixed constant E¯11. Then, we can easily find that R¯ is maximized when
m = rank(Q1) = 1.
From Proposition 1, when transferring the energy in the IFC, the energy transmitter’s optimal strat-
egy is either a rank-one beamforming or no transmission according to the energy harvested from the
information transmitter. Such strategy increases the harvested energy at the corresponding EH receiver
and simultaneously reduces the interference at the other ID receiver. Intuitively, from the power transfer
point of view, Q1 should be as close to the dominant eigenvector of HH11H11 as possible, which implies
that the rank one is optimal for power transfer. From the information transfer point of view, when SNR
goes to infinity, the rate maximization is equivalent to the DOF maximization. That is, a larger rank for
Q1 means that more dimensions at the second receiver will be interfered. Therefore, a rank one for Q1
is optimal for both information and power transfer. Note that Proposition 1 is based on the high SNR
regime, but the rank-one optimality is also valid in the low SNR regime as discussed in Section VI.A of
[22].
B. One ID and multiple EHs in a K-user IFC
Without loss of generality, the transceiver pairs (Txk, Rxk), k = 1, ...,K − 1 operate in EH mode,
while (TxK , RxK) in ID mode. Note that energy transmitters optimize their transmission strategies in a
distributed manner.
Because information decoding is done only at RxK , by letting2 R = RK and E =
∑K−1
i=1 Ei with
2To consider different priorities for either energy or rate, the weighted sum-rate or weighted sum-energy can be used as the
objective functions (similarly done for the information transfer only [28]) and inspired by [28], our current approaches can be
extended to the weighted objective functions.
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8Ei =
∑K
j=1Eij , we can define the achievable rate-energy region as:
CR−E(P ),
{
(R,E) : R ≤ log det(IM + HHKKR−1−KHKKQK),
E≤∑K−1i=1 ∑Kj=1 tr(HijQjHHij ), tr(Qj)≤P,Qj0, j=1, ...,K
}
. (8)
Then, we have the following proposition.
Proposition 2: All the optimal Qk at the boundary of the achievable rate-energy region for (8) become
optimal solutions for the boundary of
CR−E,k(P ),
{
(R,E) : R ≤ log det(IM + H˜H22(R(k)−2)−1H˜22Q˜2),
E≤ tr(H˜(k)11 Qk(H˜(k)11 )H) + tr(H˜12QKH˜H12), tr(Qj)≤P,Qj0, j=k,K
}
(9)
for all k = 1, ...,K − 1, where
H˜
(k)
11 =

H1k
...
HK−1k
 , H˜12 =

H1K
...
HK−1K
 ∈ C(K−1)M×M , (10)
H˜
(k)
21 = HKk, H˜22 = HKK , (11)
and
Q˜2 = QK , R
(k)
−2 = IM + Ck¯ + H˜
(k)
21 Qk(H˜
(k)
21 )
H . (12)
Here, Ck¯ is the covariance matrix of the interference from the other energy transmitters given as Ck¯ =∑K−1
j=1,j6=k H˜
(j)
21 Qj(H˜
(j)
21 )
H .
Proof: Note that R−K in (8) can be rewritten as
R−K = IM +
∑
j 6=K,k HKjQ¯jH
H
Kj + HKkQkH
H
Kk, (13)
and is exactly the same as R(k)−2 in (12). Accordingly, the rate at the boundary of (8) can be rewritten as
that of (9). Furthermore, in (8),
K−1∑
i=1
K∑
j=1
tr(HijQjH
H
ij ) = tr(H˜
(k)
11 Qk(H˜
(k)
11 )
H) +
K−1∑
j=1,j6=k
tr(H˜
(j)
11Qj(H˜
(j)
11)
H)+tr(H˜12QKH˜
H
12), (14)
and
∑K−1
j=1,j6=k tr(H˜
(j)
11 Qj(H˜
(j)
11 )
H) shifts the trade-off curve of (8) along the E-axis as in Fig. 2. Therefore,
all the optimal Q¯k for all boundary points (R¯, E¯) of (8) become solutions for the boundary of (9), even
though the boundaries of (8) and (9) are different.
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9Fig. 2. One ID and multiple EHs in a K-user IFC.
Remark 1: Note that (9) can be regarded as the achievable R-E tradeoff region for the two-user MIMO
IFC with an effective channel set of (H˜(k)11 , H˜12, H˜
(k)
21 , H˜22) as in Fig. 2. But, compared to the conventional
two-user MIMO IFC, the effective two-user MIMO IFC for (9) has the interference from other energy
transmitters to the ID receiver which is unknown to the kth energy transmitter. The following lemma
gives an important insight into the necessary condition for the optimal boundary for one ID and multiple
EHs.
Lemma 1: ( [29], Lemma 1) For a positive semi-definite matrix X and a positive definite matrix S,
let
f(X) , log det(IM + S(IM + X)−1). (15)
Then, the maximization of f(X) with respect to X is equivalent with the minimization of det(IM + X)
with respect to X.
Accordingly, we can have the following important corollary.
Corollary 1: (One ID and multiple EHs) For k = 1, ...,K − 1, the optimal Qk at the boundary of the
achievable rate-energy region (8) has a rank one at most. That is, rank(Qk) ≤ 1 for k = 1, ...,K − 1.
Proof: First we show that in the effective two user-MIMO IFC with any external interference to
the ID receiver that is unknown to the energy transmitter, the optimal Qk of the kth energy transmitter
at the boundary of the achievable rate-energy region (9) has a rank one at most.
Let us consider the boundary point (R¯, E¯) of the achievable rate-energy for (9) with any Q˜2, the
covariance matrix of the information transmitter and Q¯j , j 6= k, the covariance matrices of other energy
transmitters on the boundary point. Furthermore, let there be Qk , UkΣkUHk with m = rank(Qk) > 1,
Σk = diag{Pk1, ..., Pkm}, UHk Uk = Im, and
∑m
i=1 Pki = Pk which corresponds to the boundary point
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(R¯, E¯). Then, given the harvested energy E¯ (the boundary point) and Q˜2, the covariance matrix Qk
exhibits
R¯ = log det(IM + H˜22Q˜2H˜
H
22(IM + Ck¯ + H˜
(k)
21 Qk(H˜
(k)
21 )
H)−1),
E¯
(k)
11 = tr(H˜
(k)
11 Qk(H˜
(k)
11 )
H), (16)
where E¯(k)11 , E¯−tr(H˜12Q˜2H˜H12). From Lemma 1, at the boundary point, det(IM+Ck¯+H˜(k)21 Qk(H˜(k)21 )H)
is minimized. Because Ck¯ has the EVD as Ck¯ = UCΣCU
H
C , we can have
det(IM + Ck¯ + H˜
(k)
21 Qk(H˜
(k)
21 )
H) = det(IM + ΣC + U
H
C H˜
(k)
21 Qk(H˜
(k)
21 )
HUC)
= det(IM + ΣC) det(IM + (IM + ΣC)
−1UHC H˜
(k)
21 Qk(H˜
(k)
21 )
HUC)
= det(IM + ΣC) det(Im + Σ
1/2
k U
H
k (H˜
(k)
21 )
HUC(IM + ΣC)
−1UHC H˜
(k)
21 UkΣ
1/2
k ). (17)
Then, the first determinant in the right-hand-side of (17) is independent of Qk and, in addition, we can
easily find that the second determinant is minimized when
[Uk]1 = vI , Pk1 = Pk, Pki = 0 for i 6= 1. (18)
where vI is the right singular vector associated with the smallest singular value of (H˜
(k)
21 )
HUC(IM +
ΣC)
−1UHC H˜
(k)
21 . Furthermore, by letting vE as the right singular vector associated with the largest singular
value of H˜(k)11 , then E¯
(k)
11 in (16) is maximized when
[Uk]1 = vE , Pk1 = Pk, Pki = 0 for i 6= 1. (19)
Without loss of generality, Qk can be defined as
Qk =
m∑
i=1
uiu
H
i Pki, (20)
by choosing u1 such that it is in the range space of [vIvE ] and uHi uj =
 0 for i 6= j1 for i = j . That is,
u1 = P[vIvE ]u1, where P[vIvE ] is a projection matrix onto the range space of [vIvE ]. Therefore, if there
exists m > 1 such that (16) is satisfied, we can always find m′ = 1 such that E¯′(k)11 ≥ E¯(k)11 and R¯′ ≥ R¯
with Pk1 = Pk Pki = 0 for i 6= 1.
Now we are ready to show the corollary. Assuming that rank(Qk) ≥ 2 with some k for (8). From
Proposition 2, Qk then becomes a solution for the boundary of (9). However, from the above observation,
the optimal Qi at the boundary of the achievable R-E region of (9) has a rank one at most, which is a
contradiction.
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In other words, if a covariance matrix of an energy transmitter in the K-user MIMO IFC (multiple EHs and
one ID) has a rank (≥ 2), then we can always find a rank-one beamforming for that transmitter exhibiting
either higher information rate or larger harvested energy. Interestingly, when the interference unknown to
the energy transmitter is added to the ID receiver in the two-user MIMO IFC, the rank-one optimality still
holds. This is a generalized version of Proposition 1, but from (18), the optimal beamforming direction
depends on the covariance matrix of the interference from other energy transmitters (specifically, the
beamforming directions of the other energy transmitters).
C. One EH and multiple IDs in a K-user IFC
Without loss of generality, the transceiver pair (Tx1, Rx1) operate in EH mode, while (Txk, Rxk),
k = 2, ...,K in ID mode.
Because information decoding is done only at Rxi, i = 2, ...,K by letting R =
∑K
i=2Ri and E = E1
with E1 =
∑K
j=1E1j , we can define the achievable rate-energy region as:
CR−E(P ),
{
(R,E) : R ≤∑Ki=2 log det(IM + HHii R−1−iHiiQi),
E≤∑Kj=1 tr(H1jQjHH1j), tr(Qj)≤P,Qj0, j=1, ...,K
}
. (21)
Proposition 3: All the optimal Q1 at the boundary of the achievable rate-energy region for (21) become
optimal solutions for the boundary of
CR−E(P ),
{
(R,E) : R ≤ log det(I(K−1)M + H˜H22(R˜(1)−2)−1H˜22Q˜2),
E≤ tr(H˜(1)11 Q1(H˜(1)11 )H) + tr(H˜12Q˜2H˜H12), tr(Qj)≤P,Qj0, j=1, ...,K
}
, (22)
where
H˜
(1)
11 = H11, H˜12 =
[
H12 . . . H1K
]
∈ CM×(K−1)M ,
H˜
(1)
21 =

H21
...
HK1
 ∈ C(K−1)M×M , H˜22 = diag{H22,H33, ...,HKK} ∈ C(K−1)M×(K−1)M ,
Q˜2 = diag{Q2,Q3, ...,QK}, R˜(1)−2 = I(K−1)M + CI + H˜(1)21 Q1(H˜(1)21 )H ,
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Here,
CI = diag{
K∑
j 6=1,2
H2jQjH
H
2j ,
K∑
j 6=1,3
H3jQjH
H
3j , ...,
K∑
j 6=1,K
HKjQjH
H
Kj}  0, (23)
which is a block diagonal matrix.
Proof: Let us consider the boundary point (R¯, E¯) of (21) with any Q¯i, i = 2, ...,K, the covariance
matrices of the information transmitters on the boundary point. In addition, the corresponding covariance
matrix of the energy transmitter at the boundary point is denoted as Q¯1. From (21), the boundary of the
harvested energy is defined as g(Q1) with respect to the covariance matrix of the first transmitter given
as
g(Q1) = tr(H11Q¯1H
H
11) +
K∑
j=2
tr(H1jQ¯jH
H
1j) = tr(H˜
(1)
11 Q1(H˜
(1)
11 )
H) + tr(H˜12
¯˜Q2H˜
H
12), (24)
where ¯˜Q2 = diag{Q¯2, Q¯3, ..., Q¯K} and g(Q1) is the exactly same form with the boundary of (22). Now
we define functions f(Q1) with respect to Q1 as
f(Q1)=
K∑
i=2
logdet(IM+H
H
iiR
−1
−iHiiQ¯i), (25)
= logdet(I(K−1)M+H˜H22(I(K−1)M+ C¯I +S(Q1))
−1H˜22
¯˜Q2),
where C¯I = diag{
∑K
j 6=1,2 H2jQ¯jH
H
2j ,
∑K
j 6=1,3 H3jQ¯jH
H
3j , ...,
∑K
j 6=1,K HKjQ¯jH
H
Kj} which is analogous
to (23) and S(Q1) = diag{H21Q1HH21, ...,HK1Q1HHK1}. Then, the boundary point (R¯, E¯) of (21) at
any boundary can be rewritten as (R¯, E¯) = (f(Q¯1), g(Q¯1)). Therefore, if g(Q¯′1) > g(Q¯1) with Q¯1 of
the boundary point,
f(Q¯′1) < f(Q¯1). (26)
That is, the variation on Q¯1 that increases g(Q¯1) always incurs a loss in f(Q¯1) at the boundary. From
Lemma 1, (26) implies that
det(I(K−1)M+ C¯I +S(Q¯′1)) > det(I(K−1)M + C¯I+S(Q¯1)). (27)
In addition, because the block diagonal entries of S(Q¯1) correspond to those of H˜
(1)
21 Q¯1(H˜
(1)
21 )
H and
C¯I is also the block diagonal, from [30] and Section 6.2 of [31], (23) implies that det(I(K−1)M + C¯I +
H˜
(1)
21 Q¯
′
1(H˜
(1)
21 )
H) > det(I(K−1)M + C¯I + H˜
(1)
21 Q¯1(H˜
(1)
21 )
H). Accordingly, by letting
f ′(Q1)=logdet(I(K−1)M + H˜H22(I(K−1)M + C¯I + H˜
(1)
21 Q1(H˜
(1)
21 )
H)−1H˜22
¯˜Q2),
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(a) (b)
Fig. 3. (a) One EH and multiple IDs and (b) Multiple EHs and multiple IDs in a K-user IFC.
it can be found that, if f(Q¯′1) < f(Q¯1),
f ′(Q¯′1) < f
′(Q¯1). (28)
That is, the variation on Q¯1 that increases g(Q¯k) always incurs a loss in f ′(Q¯1). Therefore, all the
optimal Q¯1 also becomes the solutions for the boundary of (22). Accordingly, all the optimal Q¯1 for
(R¯, E¯) of (21) become the solutions for the boundary of (22).
Remark 2: Note that (22) can be regarded as the achievable R-E tradeoff region for two-user MIMO
IFC with an effective channel set of (H˜(1)11 , H˜12, H˜
(1)
21 , H˜22), the additional constraint on the covariance
matrix of x˜2, and the covariance matrix of the interference CI that is unknown to the energy transmitter as
in Fig. 3 (a). Because the rank-one optimality of the effective two-user MIMO IFC with the interference
unknown to the energy transmitter in Corollary 1 is still valid even with the block-diagonal structure on
the covariance matrix at the information transmitter, i.e. Q˜2, we can have the following corollary.
Corollary 2: (Multiple IDs and one EH) The optimal Q1 at the boundary of the achievable rate-energy
region (21) has a rank one at most. That is, rank(Q1) ≤ 1.
D. multiple EHs and multiple IDs in a K-user IFC
Now let us consider that multiple EHs and multiple IDs coexist. That is, the transceiver pair (Txi, Rxi)
for i = 1, ...,K1 operate in EH mode, while (Txi, Rxi), k = K1 + 1, ...,K in ID mode. By letting
R =
∑K
i=K1+1
Rk and E =
∑K1
i=1Ei with Ei =
∑K
j=1Eij , we can define the achievable rate-energy
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region as:
CR−E(P ),
{
(R,E) : R ≤∑Ki=K1+1 log det(IM + HHii R−1−iHiiQi),
E≤∑K1i=1∑Kj=1 tr(HijQjHHij ), tr(Qj)≤P,Qj0, j=1, ...,K
}
. (29)
Then we have the following proposition.
Proposition 4: All the optimal Qk at the boundary of the achievable rate-energy region for (29) also
become the optimal solutions for the boundary of
CR−E,k(P ),
{
(R,E) : R ≤ log det(I(K−K1)M + H˜H22(R˜(k)−2)−1H˜22Q˜2),
E≤ tr(H˜(k)11 Qk(H˜(k)11 )H) + tr(H˜12Q˜2H˜H12), tr(Qj)≤P,Qj0, j=k,K1 + 1, ...,K
}
, (30)
for all k = 1, ...,K1, where
H˜
(k)
11 =

H1k
...
HK1k
 , H˜12 = [H˜(K1+1)12 , ..., H˜(K)12 ] =

H1K1+1 . . . H1K
...
. . .
...
HK1K1+1 . . . HK1K
 ∈ CK1M×(K−K1)M , (31)
H˜
(k)
21 =

HK1+1k
...
HKk
 , H˜22 = diag{HK1+1K1+1,HK1+2K1+2, ...,HKK} ∈ C(K−K1)M×(K−K1)M , (32)
and Q˜2 = diag{QK1+1, ...,QK}, R˜(k)−2 = I(K−K1)M+CI+Ck¯+H˜(k)21 Qk(H˜(k)21 )H ∈ C(K−K1)M×(K−K1)M .
Here, Ck¯ =
∑K1
j=1,j6=k H˜
(j)
21 Qj(H˜
(j)
21 )
H and CI = diag

K∑
j=K1+1,
j 6=K1+1
HK1+1jQjH
H
K1+1j , ...,
K∑
j=K1+1,
j 6=K
HKjQjH
H
Kj
.
Proof: Let us consider the boundary point (R¯, E¯) of the achievable rate-energy for (29) for any
given Q¯K1+1, ..., Q¯K . In addition, the corresponding covariance matrix of the kth energy transmitter at
the boundary point are denoted as Q¯k. Then, from Proposition 2, Q¯k for all (R¯, E¯) of (29) also become
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the solutions for the boundary of
C ′R−E,k(P ),
{
(R,E) : R ≤∑Ki=K1+1 log det(IM + HHii R−1i HiiQi),
E≤∑K1i=1(tr(HikQkHHik) +∑Kj=K1+1 tr(HijQjHHij )), tr(Qj)≤P,Qj0, j=1, ...,K
}
=
{
(R,E) : R ≤∑Ki=K1+1 log det(IM + HHii R−1i HiiQi),
E≤ tr(H˜(k)11 Qk(H˜(k)11 )H) +
∑K
j=K1+1
tr(H˜
(j)
12 Qj(H˜
(j)
12 )
H), tr(Qj)≤P,Qj0, j=k,K1 + 1, ...,K
}
.(33)
In (33),
log det(IM + H
H
ii R
−1
−iHiiQi) =
log det(IM + H
H
ii (IM +
∑K1
j=1
j 6=k
HijQjH
H
ij +
∑K
j=K1+1
j 6=i
HijQjH
H
ij + HikQkH
H
ik)
−1HiiQi). (34)
Here,
∑K1
j=1
j 6=k
HijQjH
H
ij and
∑K
j=K1+1
j 6=i
HijQjH
H
ij are the interferences from the energy-transferring
transmitters except the kth transmitter and from other information-transferring transmitters, respectively.
In addition, they are equal to the ith M×M diagonal block entry of Ck¯ and CI , respectively. Therefore,
the R-E region of (33) is equivalent with the case of one EH and K−K1 IDs in (21) where the interference
whose covariance matrix is given as the ith M ×M diagonal block entry of Ck¯ is added to the ith ID
receiver. Therefore, similarly to what is done in the proof of Proposition 3, Q¯k for all (R¯, E¯) of (33)
also become the solutions for the boundary of (30). This implies that the optimal Q¯k, k = 1, ...,K1 for
(R¯, E¯) of (29) also yields the boundary of (30). See also Fig. 3 (b).
Corollary 3: (Multiple IDs and multiple EHs) The optimal Qk, k = 1, ...,K1 at the boundary of the
achievable rate-energy region (29) has a rank one at most. That is, rank(Qk) ≤ 1 for k = 1, ...,K1.
Remark 3: From Proposition 4, when transferring the energy in K-user MIMO IFC, the energy trans-
mitters’ optimal strategy is a rank-one beamforming with a proper power allocation, which is a generalized
version of Proposition 1 for two-user MIMO IFC [22]. That is, if the covariance matrix of an energy
transmitter in the general K-user MIMO IFC has a rank (≥ 2), a rank-one beamforming for that transmitter
exhibiting either higher information rate or larger harvested energy can be found. However, as observed
in (18) of Corollary 1, the optimal beamforming depends on the covariance matrix of the interference
from other energy/information transmitters (specifically, the beamforming directions of the other energy
transmitters and the covariance matrices of information transmitters). For example, from (18) and R˜(k)−2
of (32), the beamforming vector minimizing the interference, v¯I , is given as the right singular vector
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associated with the smallest singular value of
(H˜
(k)
21 )
HUC˜(I(K−K1)M + ΣC˜)
−1UH
C˜
H˜
(k)
21 , (35)
where C˜k¯ , Ck¯+CI = UC˜ΣC˜UHC˜ . Note that when C˜k¯ = 0, v¯I becomes the singular vector associated
with the smallest singular value of the effective channel H˜(k)21 in two-user MIMO IFC. This is important
because, if the transmitters know the global CSI and the centralized optimization is possible, they can
align the energy beams properly in cooperation with other transmitters (i.e., beam alignment) and we
can further improve the R-E region, which is out of scope of this paper. Instead, in the next section,
we will present the distributed rank-one beamforming strategies and, in the simulation, we show that
the system performance (achievable rate and harvested energy) can be further improved by using beam
tilting strategy jointly with the distributed rank-one beamforming.
IV. DISTRIBUTED RANK-ONE BEAMFORMING DESIGN AND ACHIEVABLE R-E REGION
In this section, we propose distributed rank-one beamforming methods based on Proposition 4, and then
propose an iterative algorithm that computes the achievable R-E trade-off curves for the K-user MIMO
IFC with different beamforming schemes. Again, let us consider that the transceiver pair (Txi, Rxi) for
i = 1, ...,K1 operate in EH mode, while (Txi, Rxi), k = K1 + 1, ...,K operate in ID mode, without
loss of generality.
A. Distributed Rank-one Beamforming Design
Because there exists multiple EH receivers, each energy transferring transmitter steers its signal to
maximize the energy transferred to all EH receivers. Therefore, because Qk for k = 1, ...,K1 has a rank
one from Proposition 4, it can be given by
Qk = Pk[V˜
(k)
11 ]1[V˜
(k)
11 ]
H
1 , (36)
where V˜(k)11 is a M ×M unitary matrix obtained from the SVD of H˜(k)11 and 0 ≤ Pk ≤ P . That is,
H˜
(k)
11 = U˜
(k)
11 Σ˜
(k)
11 (V˜
(k)
11 )
H , where Σ˜(k)11 = diag{σ1(H˜(k)11 ), ..., σM (H˜(k)11 )}. That is, the kth transmitter’s
beamforming is analogous to the maximum-energy beamforming (MEB) on the two-user MIMO IFC (as
in [22]) but applied to the effective channel H˜(k)11 . Here, the energy harvested from the kth transmitter is
given by Pk(σ1(H˜
(k)
11 ))
2.
From an ID perspective at the ID receivers, the kth transmitter should steer its signal to minimize the
interference power to all the ID receivers. That is, the corresponding transmit covariance matrix Qk is
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then given by
Qk = Pk[V˜
(k)
21 ]M [V˜
(k)
21 ]
H
M , (37)
where V˜(k)21 is a M×M unitary matrix obtained from the SVD of H˜(k)21 and 0 ≤ Pk ≤ P . That is, H˜(k)21 =
U˜
(k)
21 Σ˜
(k)
21 (V˜
(k)
21 )
H , where Σ˜(k)21 = diag{σ1(H˜(k)21 ), ..., σM (H˜(k)21 )}. The kth transmitter’s beamforming
that minimizes the interference to the effective channel H˜(k)21 is also analogous to the minimum-leakage
beamforming (MLB) in the two-user MIMO IFC [22]. Then, the energy harvested from the kth transmitter
is given by Pk‖H˜11,k[V˜21,k]M‖2.
Because MEB and MLB strategies are developed according to different aims - either maximizing
transferred energy to EH or minimizing interference (or, leakage) to ID, respectively, they have their own
weaknesses - causing either large interference to ID receivers or harvesting insufficient energy at the EH
receivers.
1) Energy-regularized SLER-maximizing beamforming: To maximize the transferred energy to EH and
simultaneously minimize the leakage to ID, we define a new performance metric, signal-to-leakage-and-
harvested energy ratio (SLER) at the kth transmitter as [22]
SLERk =
‖H˜(k)11 vk‖2
‖H˜(k)21 vk‖2 +max(E¯/K1 − P‖H˜(k)11 ‖2, 0)
=
vHk (H˜
(k)
11 )
HH˜
(k)
11 vk
vHk
(
(H˜
(k)
21 )
HH˜
(k)
21 +max(E¯/K1P − ‖H˜(k)11 ‖2, 0)IM
)
vk
. (38)
The beamforming vector vk that maximizes SLER of (38) is then given by
vk =
√
Pk
v˜k
‖v˜k‖ , (39)
where v˜k is the generalized eigenvector associated with the largest generalized eigenvalue of the matrix
pair
((H˜
(k)
11 )
HH˜
(k)
11 , (H˜
(k)
21 )
HH˜
(k)
21 +max(E¯/K1P − ‖H˜(k)11 ‖2, 0)IM ). (40)
Here, v˜k can be efficiently computed by using a GSVD algorithm [32], [33].
Remark 4: Note that the SLER metric is comparable with the signal-to-leakage-and-noise (SLNR)
ratio [32] which is widely utilized in the precoding design for the information transfer in the multi-user
MIMO system. That is, the noise power contributes to the denominator of SLNR in the beamforming
design [32] because the noise at the receiver together with the leakage to other receivers affects the
system performance degradation for the information transfer. In contrast, the contribution of the min-
imum required harvested energy is added in SLER, because the required harvested energy minus the
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energy directly harvested from the kth transmitter is the main performance barrier of the EH receiver.
Interestingly, from (38), when the required harvested energy at the EH receiver is large, the matrix
(H˜
(k)
21)
HH˜
(k)
21 +max(E¯/K1P−‖H˜(k)11‖2, 0)IM in the denominator of (38) approaches an identity matrix
multiplied by a scalar. Accordingly, the SLER maximizing beamforming is equivalent with the MEB
in (36). That is, vk becomes
√
Pk[V˜
(k)
11 ]1. In contrast, as the required harvested energy becomes smaller,
v is steered such that less interference is leaked into the ID receiver to reduce the denominator of
(38). That is, v approaches the MLB weight vector in (37). Therefore, the proposed SLER maximizing
beamforming balances both metrics - energy maximization to EH and leakage minimization to ID, which
has been confirmed in [22].
B. Achievable R-E region
Note that the achievable sum-rate is unknown for the general K-user MIMO IFC and, accordingly,
the optimal region for (30) is not easily identified. Instead, motivated by Corollary 3 that each kth
transmitter for k = 1, ...,K1 transfers its signal with a rank-one beamforming at most, we propose an
iterative algorithm that optimizes the transmit powers Pk, k = 1, ...,K1 and Qk, k = K1 + 1, ...,K
simultaneously. The energy transmitters can choose their covariance matrices among (36), (37), (39),
or other rank-one covariance matrices. In this paper, we assume that they adopt the same beamforming
strategy among MLB, MEB, and SLER beamforming and compare their performance by simulation.
Given Qk as in (36), (37), or (39), the achievable rate-energy region is then given as:
CR−E(P )=
{
(R,E) : R ≤∑Ki=K1+1 log det(IM + HHii R−1−iHiiQi),
E≤∑Kj=K1+1 tr(H˜(j)12 Qj(H˜(j)12 )H) + E11, tr(Qj)≤P,Qj0, j=1, ...,K
}
. (41)
where
E11 =
K1∑
j=1
tr(H˜
(j)
11 Qk(H˜
(j)
11 )
H) =
K1∑
j=1
ωjPj , (42)
with
ωj =

‖H˜(j)11 [V˜(j)11 ]1‖2 for MEB
‖H˜(j)11 [V˜(j)21 ]M‖2 for MLB
‖H˜(j)11 v˜j‖v˜j‖‖2 for SLER beamforming
, (43)
and
R−i = IM +
K1∑
j=1
PjΩij +
K∑
j=K1+1
j 6=i
HijQjH
H
ij , (44)
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with
Ωij =

Hij [V˜
(j)
11 ]1[V˜
(j)
11 ]
H
1 H
H
ij for MEB
Hij [V˜
(j)
21 ]M [V˜
(j)
21 ]
H
MH
H
ij for MLB
Hijv˜jv˜
H
j H
H
ij /‖v˜j‖2 for SLER beamforming
. (45)
Accordingly, we have the following optimization problem for the rate-energy region of (41)
(P1) maximize
Qk,k=K1+1,...,K
Pi,i=1,...,K1
J ,
∑K
i=K1+1
log det(IM + H
H
ii R
−1
−iHiiQi) (46)
subject to
∑K
j=K1+1
tr(H˜
(j)
12 Qj(H˜
(j)
12 )
H) ≥ max(E¯−E11, 0) (47)
tr(Qi) ≤ P, Qi  0, i = K1, ...,K (48)
Pj ≤ P, j = 1, ...,K1, (49)
where E¯ can take any value less than Emax denoting the maximum energy transferred from all the
transmitters. Here, it can be easily derived that Emax is given as
Emax = P
K1∑
j=1
ωj +
K∑
j=K1+1
σ1(H˜
(j)
12 )
 , (50)
which is obtained when all the information transmitters steer their signals such that their transferred
energy is maximized on the cross link H˜(j)12 . The optimization problem (P1) is obviously non-convex
due to the coupled variables in the objective function J . That is, because of the interference at each ID
receiver from other information transmitters, Qk are coupled in the objective function. Accordingly, here
we develop a sub-optimal iterative algorithm for (P1).
Before we proceed with (P1), let us consider a simplified optimization problem by removing the
interferences from other information transmitters by assuming that the cross-channel gain among the
information transceivers is very small as
(P1− UP) maximize
Qk,k=K1+1,...,K
Pi,i=1,...,K1
JUP ,
∑K
i=K1+1
log det(IM + H
H
ii R¯
−1
−iHiiQi) (51)
subject to
∑K
j=K1+1
tr(H˜
(j)
12 Qj(H˜
(j)
12 )
H) ≥ max(E¯−E11, 0) (52)
tr(Qi) ≤ P, Qi  0, i = K1, ...,K (53)
Pj ≤ P, j = 1, ...,K1, (54)
where R¯−i = IM +
∑K1
j=1 PjΩij . Note that, because the interferences from all other information
transmitters are removed, (P1-UP) can be an upper-bound of the original R-E region. Even though it
is not tight, it gives an insight on how to develop the iterative algorithm for the original problem.
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By letting P = [P1, ..., PK1 ]
T , using that ddx log det(A(x)) = tr
(
A(x)−1 dA(x)dx
)
[34] and Sylvester’s
determinant theorem [35], ∇PJUP (P,QK1+1, ...,QK) ∈ RK1×1 is given as
∇PJUP (P,QK1+1, ...,QK) =

tr
(∑K
i=K1+1
(
(HiiQiH
H
ii + R¯−i)
−1 − (R¯−i)−1
)
Ωi1
)
...
tr
(∑K
i=K1+1
(
(HiiQiH
H
ii + R¯−i)
−1 − (R¯−i)−1
)
ΩiK1
)
 . (55)
Because, from (55), the objective function in (P1-UP) is monotonically decreasing with respect to P, we
iteratively optimize their values using the steepest descent method as:
Algorithm 1. Identification of the achievable R-E region for P1-UP:
1) Initialize n = 0, P[0] = [P, ..., P ]T ,
E
[0]
11 =
K1∑
j=1
ωj(P
[0])j , R¯
[0]
−i = IM +
K1∑
j=1
(P[0])jΩij . (56)
2) For n = 0 : Nmax
a) Solve the optimization problem (P1-UP) for Q[n]K1+1, ...,Q
[n]
K as a function of E
[n]
11 and R¯
[n]
−i .
b) If
∑K
j=K1+1
tr(H˜
(j)
12 Q
[n]
j (H˜
(j)
12 )
H) + E
[n]
11 > E¯
P[n+1] = max
(
P[n] + ∆ · ∇PJUP (P[n],Q[n]K1+1, ...,Q
[n]
K ),0
)
, (57)
where the step size ∆ is given by a fixed value on [0,∆max] with
∆max =
E¯ −∑Kj=K1+1 tr(H˜(j)12 Qj(H˜(j)12 )H)− ωTP[n]
ωT∇PJUP (P[n],Q[n]K1+1, ...,Q
[n]
K )
, (58)
where ω = [ω1, ..., ωK1 ]
T . Then, update E[n+1]11 and R
[n+1]
−i with P
[n+1] similarly to (56).
3) Finally, the boundary point of the achievable R-E region is given as
R =
K∑
i=K1+1
log det(IM + H
H
ii (R¯
[Nmax+1]
−i )
−1HiiQ
[Nmax+1]
i ),
E = E
[Nmax+1]
11 +
K∑
j=K1+1
tr(H˜
(j)
12 Q
[Nmax+1]
j (H˜
(j)
12 )
H).
In (58), if the total transferred energy is larger than the required harvested energy E¯, the transmitters
transferring the energy reduce their transmit power to lower the interference to the ID receivers. Fur-
thermore, the maximum allowable step size in (58) is computed from (57) and the fact that E[n+1]11 =
E¯ −∑Kj=K1+1 tr(H˜(j)12 Q[n]j (H˜(j)12 )H), which leads
E
[n+1]
11 = ω
TP[n+1] = ωTP[n] + ∆max · ωT∇PJUP (P[n],Q[n]K1+1, ...,Q
[n]
K ). (59)
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Note that, if the energy harvested by the EH receivers from the information transmitters (
∑K
j=K1+1
tr(H˜
(j)
12 Q
[n]
j (H˜
(j)
12 )
H))
is larger than E¯, the energy transmitters do not transmit any signal. That is, rank(Qk) = 0.
To complete Algorithm 1, we now show how to solve the optimization problem (P1-UP) for Q[n]k , k =
K1 +1, ...,K in Step 2 of Algorithm 1. For given E11 and Qi, i = 1, ...,K1, JUP (P[n],Q
[n]
K1+1
, ...,Q
[n]
K )
can be derived as
JUP =
K∑
i=K1+1
log det(IM + H
H
ii (R¯
[n]
−i)
−1HiiQi)
=
K∑
i=K1+1
log det(IM + (R¯
[n]
−i)
−1/2HiiQiHHii (R¯
[n]
−i)
−1/2). (60)
By letting H¯ii = (R¯
[n]
−i)
−1/2Hii, the Lagrangian function of (P1-UP) can then be written as
L(Qi, λ, µi, i = K1 + 1, ...,K) =
∑K
i=K1+1
log det(IM + H¯iiQiH¯
H
ii )
+λ(
∑K
i=K1+1
tr(H˜
(i)
12 Qi(H˜
(i)
12 )
H)− (E¯−E11))−
∑K
i=K1+1
µi(tr(Qi)− P ), (61)
and the corresponding dual function is then given by [6], [36]
g(λ, µi, i = K1 + 1, ...,K) = max
Qi0
L(Qi, λ, µi, i = K1 + 1, ...,K). (62)
Here the optimal solution µ′i, λ
′, and Qi can be found through the iteration of the following steps [36]
Algorithm 2. Optimization algorithm for P1-UP given P:
1) The maximization of L(Qi, λ, µi, i = K1 + 1, ...,K) over Qi for given λ, µi.
2) The minimization of g(λ, µi, i = K1 + 1, ...,K) over λ, µi for given Qi.
Note that, for given λ, µi, i = K1, ...,K, the maximization of L(Q2, λ, µ) in Step 1) can be derived as
max
Qi0
L(Qi, λ, µi, i = K1 + 1, ...,K) =
K∑
i=K1+1
log det(IM + H¯iiQiH¯
H
ii ) + λ(
K∑
i=K1+1
tr(H˜
(i)
12 Qi(H˜
(i)
12 )
H))
−
K∑
i=K1+1
µi(tr(Qi)),
=
K∑
i=K1+1
(
log det(IM + H¯iiQiH¯
H
ii )− tr(AiQi)
)
, (63)
where Ai = µiIM − λ(H˜(i)12 )HH˜(i)12 . Note that, due to the assumption that the interferences from other
information transmitters is nulled out in (P1-UP), (63) can be easily decoupled into the point-to-point
MIMO capacity optimization with a single weighted power constraint and the solution for Qi is then
given by [6], [36]
Qi = A
−1/2
i V¯
′
iiΛ¯
′
iV¯
′H
ii A
−1/2
i , (64)
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where V¯′ii is obtained from the SVD of the matrix H¯iiA
−1/2
i , i.e., H¯iiA
−1/2
i = U¯
′
iiΣ¯
′
iiV¯
′H
ii . Here, Σ¯
′
ii =
diag{σ1(H¯iiA−1/2i ), ..., σM (H¯iiA−1/2i )} and Λ¯′i = diag{p¯i,1, ..., p¯i,M} with p¯i,j = (1−1/σ2j (H¯iiA−1/2i ))+,
j = 1, ...,M .
In step 2), the parameters µi and λ minimizing g(λ, µi, i = K1 + 1, ...,K) can be solved by the
subgradient-based method [6], [37], where the the subgradient of g(λ, µi, i = K1 + 1, ...,K) is given by
∇g(λ, µi, i = K1 + 1, ...,K) =
( K∑
i=K1+1
tr(H˜
(i)
12 Qi(H˜
(i)
12 )
H)− (E¯−E11), P − tr(QK1+1), ..., P − tr(QK)
)
. (65)
Remark 5: Due to the fact that each element in (55) always has a negative value and the step size in (58)
has non-negative values, we can find that the power of the energy transmitters converges monotonically. In
addition, because (51) is concave over Qi and monotonically decreasing with respect to P, we can easily
find that every superlevel set {Qi,P|JUP (Qi, i = K1 + 1, ...,K,P) ≥ α} for α ∈ R is convex. That
is, from the definition of the quasi-concavity (Section 3.4.1 of [36]), (51) is quasi-concave. Furthermore,
the constraints, (52), (53) and (54), are the convex set of Qi and Pj . Therefore, the converged solution
of Algorithm 1 is globally optimal [38]. Note that, given P (that monotonically converges), JUP in (60)
is concave and satisfies the slater’s condition [36], it has a zero duality gap.
Now let us consider the original problem (P1). Because (P1) is non-convex, the optimal solution cannot
be easily computed, but motivated by Algorithm 1, we can also develop a sub-optimal iterative algorithm.
Note that ∇PJ(P,QK1+1, ...,QK) ∈ RK1×1 has the same form as ∇PJUP (P,QK1+1, ...,QK) except
that R¯−i is replaced by R−i. Therefore, the objective function in (P1) is also monotonically decreasing
with respect to P, regardless of R−i, and P for (P1) can also be optimized using the steepest descent
method as Algorithm 1, in which R¯[n]−i is replaced by
R
[n]
−i = IM +
K1∑
j=1
(P[n])jΩij +
K∑
j=K1+1
j 6=i
HijQ
[n]
j H
H
ij . (66)
In addition, we formulate the Lagrangian function similarly to (61)
L′(Qi, λ, µi, i = K1 + 1, ...,K) =
∑K
i=K1+1
log det(IM + H
H
ii (R
[n]
−i)
−1HiiQi)
+λ(
∑K
i=K1+1
tr(H˜
(i)
12 Qi(H˜
(i)
12 )
H)− (E¯−E11))−
∑K
i=K1+1
µi(tr(Qi)− P ),
and the corresponding dual function is then given by
g′(λ, µi, i = K1 + 1, ...,K) = max
Qi0
L′(Qi, λ, µi, i = K1 + 1, ...,K). (67)
Note that the only difference between L′(Qi, λ, µi, i = K1 +1, ...,K) and L(Qi, λ, µi, i = K1 +1, ...,K)
is the interference at the kth ID receiver due to the other information transmitters, which hinders finding
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the optimal solution for the maximization of L′(Qi, λ, µi, i = K1 + 1, ...,K) over Qi for given λ and
µi. That is, for given λ, µi, i = K1, ...,K, the maximization of L′(Q2, λ, µ), analogous with Step 1) of
Algorithm 2, can be derived as
max
Qi0
L′(Qi, λ, µi, i = K1 + 1, ...,K) =
K∑
i=K1+1
log det(IM + H
H
ii (R
[n]
−i)
−1HiiQi)
+λ(
K∑
i=K1+1
tr(H˜
(i)
12 Qi(H˜
(i)
12 )
H))−
K∑
i=K1+1
µi(tr(Qi)),
=
K∑
i=K1+1
(
log det(IM + H
H
ii (R
[n]
−i)
−1HiiQi)− tr(AiQi)
)
.(68)
Letting Qˆi = A
1/2
i QiA
1/2
i similarly to [39], (68) can be rewritten as
max
Qi0
L′(Qi, λ, µi, i=K1+1, ...,K)=max
Qˆi0
K∑
i=K1+1
(
logdet(IM + A
−1/2
i H
H
ii (R
[n]
−i)
−1HiiA
−1/2
i Qˆi)− tr(Qˆi)
)
, (69)
which becomes a conventional rate maximization problem in MIMO IFC subject to individual power
constraints [25], [40]. Accordingly, for (P1), Qi, λ, and µi can be optimized based on the iterative water-
filling algorithm [25] with effective channel HiiA
−1/2
i . Note that, even though the iterative waterfilling
cannot achieve the global optimum for the non-convex (69), its convergence to the Nash equilibrium
(local optimum) is guaranteed for the nonsingular channel matrices Hkk, k = 1, ...,K [25], [41]. We also
note that, recently, the convergence to the global optimum can be achieved by the global optimization
methods such as the difference of two convex functions (D.C.) programming [42], [43]. However, they
would require a centralized optimization process (i.e., the explicit coordination among the nodes and the
complete knowledge of all channel responses which are not available in our system model). Furthermore,
the objective function in (P1) is also monotonically decreasing with respect to P, regardless of R−i, and
accordingly, we can also find that the power of energy transmitters converges monotonically. Therefore,
the convergence of the proposed iterative algorithm for (P1) is guaranteed.
Remark 6: In (P1), if the number of information transmitters becomes large, the interference from
energy transmitters is smaller than that from information transmitters. That is, (44) can be approximated
as
R−i ≈ IM +
K∑
j=K1+1
j 6=i
HijQjH
H
ij , (70)
and the achievable rate in (41) is independent of the interference from energy transmitters. That is,
the energy transmitter signals can be designed by caring about their own links, not caring about the
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interference link to the ID receivers. Accordingly, as the number of information transmitters increases,
the optimal transmission strategy at energy transmitters becomes a rank-one MEB method with a power
control.
C. K1-EH Selection algorithm in K-user MIMO IFC
Motivating that the SLER value indicates how suitable the current channel is to either EH mode or
ID mode, we propose K1-EH selection method in K-user MIMO IFC. That is, higher SLER implies that
the transmitter can transfer more energy to its associated EH receiver and/or incur less interference to
the ID receiver. Note that the kth SLER in (38) depends on (K1 − 1) EH receivers. Therefore, in our
proposed selection, to choose K1 transceiver pairs jointly, we evaluate sum of SLERs of K1 transceiver
pairs for KCK1 possible candidates and choose one candidate having the maximum SLER sum. That is,
by letting
Ij = {(Txj1 , Rxj1), ..., (TxjK1 , RxjK1 )|jk ∈ {1, ...,K}, for k = 1, ...,K1}, (71)
the set of K1 energy harvesting EHs is then selected as:
Imax = arg
Ij
max
∑
i∈Ij
SLERi. (72)
V. SIMULATION RESULTS
Computer simulations have been performed to evaluate the R-E tradeoff of various transmission
strategies in the K-user MIMO IFC. In the simulations, the normalized channel Hij is generated such
as Hij = 10−3/2
√
αijM
‖H˜ij‖F H˜ij , where the elements of H˜ij are independent and identically distributed
(i.i.d.) zero-mean complex Gaussian random variables (RVs) with a unit variance. The term 10−3/2 is
due to the path loss with a power path loss exponent 3 and 10m distance between Tx i and Rx i
(−30dB = 10 log10 10−3). The maximum transmit power is set as P = 50mW and the noise power is
1µW , unless otherwise stated.
Figs. 4 (a)-(c) show R-E tradeoff curves for three different rank-one beamforming - the MEB, the MLB,
and the SLER maximizing beamforming described in Section IV-A with M = 4 when K = {2, 3, 4} and
K −K1 = 1. Here, the path loss scale factor is set as αii = 1, and αij = 0.6 for i, j = 1, 2, ...,K and
i 6= j. That is, while only the Kth transmitter transfers information to its corresponding receivers, the
remaining transmitters transfer the energy to the remaining EH receivers with rank-one beamforming. As
expected, as the number of energy transmitters increases, total harvested energy increases. Interestingly,
in the regions where the energy is less than a certain threshold [40, 100]µW , all the energy transmitters do
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not transmit any signals to reduce the interference to the ID receiver. That is, the energy transferred from
the information transmitter is sufficient to satisfy the energy constraint at the EH receivers. Note that the
threshold is linearly proportional to the number of EH receivers that can harvest energy from information
transmitter’s signal. The dashed lines in Figs. 4 (a)-(c) indicate the R-E curves of the time-sharing of the
full-power rank-one beamforming and the no transmission at the energy transmitters. Accordingly, the
information transmitter switches between the beamforming on H˜(K)12 and the water-filling on HKK in the
corresponding time slots. For MLB, “water-filling-like” approach (64) exhibits higher R-E performance
than the time-sharing scheme. However, for MEB, when the required energy is less than a certain value,
the time-sharing exhibits better performance than the approach (64). This observation is more apparent
as the number of energy transmitters increases. That is, because the energy transmitters with the MEB
cause large interference to the ID receiver, it is desirable that, for the low required harvested energy, the
energy transmitters turn off their power in the time slots where the information transmitter is assigned
to exploit the water-filling method on HKK . Instead, in the remaining time slots, the energy transmitters
opt for a MEB with full power and the information transmitter transfers its information to the ID receiver
by steering its beam on EH receiver’s channel H˜(K)12 to help the EH operation. In contrast, with SLER
maximizing beamforming, “water-filling-like” approach (64) exhibits higher R-E performance than the
time-sharing scheme. Furthermore, its R-E region covers most of those of both MEB and MLB.
In Figs. 5 (a) and (b), we have additionally included the R-E tradeoff curves when (K,K1) = (3, 1) and
(4, 1). Together with Fig. 4 (a), we can find the trend of the R-E region when the number of information
transmitters increases, while only the first transmitter transfers energy. Note that, as the number of
information transmitters increases, the maximum harvested energy is also increased. However, because
the interferences are increasing proportional to the number of information transmitters, the maximum
information rate is not drastically increasing, which implies that the system becomes interference-limited.
Furthermore, because the interference due to the information transmitters is dominant, MEB at the energy
transmitter becomes a more attractive strategy, resulting in a wider R-E region compared to that for the
MLB. That is, compared to Fig. 4, the R-E region of MEB covers almost that of MLB (see Fig. 5 (b)),
which is consistent with Remark 6.
To see the effect of interference on the information rate, we evaluate the R-E tradeoff curves in Fig.
6 when (K,K1) = (4, 2) (multiple EHs and multiple IDs) with different αij = {0.6, 0.3} for i 6= j.
Because a smaller αij implies less interference at each receiver, we can find that R-E region for αij = 0.6
exhibits a larger harvested energy but a lower information rate.
Fig. 7 shows the R-E tradeoff curves for SLER maximizing beamforming with/without SLER-based
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Fig. 4. R-E tradeoff curves for MEB, MLB, and SLER maximizing beamforming when (a) (K,K1) = (2, 1), (b) (K,K1) =
(3, 2), and (c) (K,K1) = (4, 3). Here, M = 4 and αij = 0.6 for i 6= j.
12 12.5 13 13.5 14 14.5 15 15.5 16 16.5
0
50
100
150
200
250
300
Rate (bits/s/Hz)
En
er
gy
 (µ
 
W
)
R−E tradeoff curves when M=4 and (K, K1) =(3,1)
 
 
Max. energy beamforming
Min. leakage beamforming
SLER maximizing beamforming
No transmission at Energy Tx.
rank(Q1)=0
rank(Qi)=1 at Energy Tx.
(a)
12 12.5 13 13.5 14 14.5 15 15.5 16 16.5 17
0
50
100
150
200
250
300
350
Rate (bits/s/Hz)
En
er
gy
 (µ
 
W
)
R−E tradeoff curves when M=4 and (K, K1) =(4,1)
 
 
Max. energy beamforming
Min. leakage beamforming
SLER maximizing beamforming
rank(Qi)=1 at Energy
Tx.
No transmission at Energy Tx.
rank(Q1)=0
(b)
Fig. 5. R-E tradeoff curves for MEB, MLB, and SLER maximizing beamforming when (a) (K,K1) = (3, 1) and (b)
(K,K1) = (4, 1). Here, M = 4 and αij = 0.6 for i 6= j.
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Fig. 6. R-E tradeoff curves for MEB, MLB, and SLER maximizing beamforming when (a) (K,K1) = (4, 2) and αij = 0.6
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Fig. 7. R-E tradeoff curves for SLER maximizing beamforming with/without SLER-based user selection when (a) αij = 0.3
and (b) αij = 0.6 for i 6= j. Here, M = 4.
user selection described in Section IV-C when (K,KE) = (4, 2) with M = 4. Note that the case with
αij = 0.3 has weaker cross-link channel (inducing less interference) than that with αij = 0.6. The SLER-
based user selection extends the achievable R-E region for both αij ∈ {0.3, 0.6}, but the improvement
for αij = 0.6 is slightly more apparent. That is, the SLER-based scheduling becomes more effective
when strong interference exists in the system. Note that the case with αij = 0.6 exhibits a slightly lower
achievable rate than that with αij = 0.3, while achieving a larger harvested energy, which is a similar
observation as that found in Fig. 6. That is, a strong interference degrades the information decoding
performance but it can be effectively utilized in the energy-harvesting.
Remark 7: In Fig. 4 (c), SLER maximizing beamforming is outperformed by MLB at around a
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harvested energy of 450µW . This comes from the fact that the beam directions of energy transmitters
are determined independently, because they do not share the CSIT. Accordingly, even though the beam
directions are determined to maximize their own SLERs, the aggregate interference may not be optimized
(see also Remark 3). Because the aggregate interference at the ID receivers is determined by both the
directions and the powers of the energy beams, the information rate performance becomes increasingly
sensitive to the beam steering and the power reduction as the number of energy transmitters increases.
Therefore, in Fig. 4 (c), the SLER maximizing beamforming with a small transmit power may be
outperformed by the MLB with a large transmit power under the same harvesting energy (e.g., 450µW ).
Note that, in our simulations, we first fixed the beam directions of all energy transmitters as in Section
IV-A, and then reduce the powers of the energy transmitters in Algorithm 1. However, as stated in Remark
4, in the SLER maximizing beamforming, the beam direction softly bridges MEB and MLB depending on
the scalar value multiplied by the identity matrix of the denominator in (38). Therefore, if the harvested
energy is enough in Step 2.b of Algorithm 1, before reducing the power of energy transmitters, we can
tilt the beam to reduce the interference to the ID receivers by updating the energy beamforming vectors.
Here, they can be updated by computing the GSVD of the matrix pair
((H˜
(k)
11 )
HH˜
(k)
11 , (H˜
(k)
21 )
HH˜
(k)
21 + α
nmax(E¯/K1P − ‖H˜(k)11 ‖2, 0)IM ),
with a decaying factor α ∈ (0, 1). In Fig. 8, the R-E curve of a new SLER beamforming with beam tilting
and power allocation is compared with that of SLER beamforming with only a power allocation when
(K,K1) = (4, 3), (5, 4). In our simulation, α is fixed as 0.9. We can see that the new SLER beamforming
scheme exhibits better performance than the SLER without beam tilting and the effect of beam tilting
is more apparent for (K,K1) = (5, 4). These evaluations show that further beamforming enhancements
are possible by better jointly designing beam directions and power in K-user MIMO IFC.
VI. CONCLUSION
In this paper, we have investigated the joint wireless information and energy transfer in K-user MIMO
IFC. The exact R-E curve for general K-user MIMO IFC is not known, but we have shown that the
optimal energy transmitter’s strategies for three different scenarios - i) multiple EH receivers and a single
ID receiver, ii) multiple IDs and a single EH, and iii) multiple IDs and multiple EHs - also become
optimal for the properly-transformed two-user MIMO IFC. Accordingly, we have found a common
necessary condition of the optimal transmission strategy, in which all the transmitters transferring energy
exploit a rank-one energy beamforming. Furthermore, given the rank-one beamforming at the energy
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Fig. 8. R-E tradeoff curves for SLER maximizing beamforming with/without beam tilting when (a) (K,K1) = (4, 3) (b)
(K,K1) = (5, 4).
transmitters, we have also developed the iterative algorithm for the non-convex optimization problem of
the achievable rate-energy region. By comparing three different rank-one beamforming - MEB, MLB, and
SLER maximizing beamforming, we can find that MEB and MLB either maximize the harvested energy
or the information rate, but SLER maximizing beamforming scheme pursues both in a well-balanced
way, showing a wider R-E region than that achieved by both MEB and MLB. Interestingly, when the
number of information transmitters increases (interference-limited information transfer system where the
interference due the information transmitters is dominant), the optimal strategy at the energy transmitters
becomes close to MEB method. In contrast, when the number of energy transmitters increases, the beam
steering as well as the power reduction affects the information rate performance, which lead us to develop
the SLER maximizing beamforming with beam tilting. If the transmitters know the global CSI and a
centralized optimization is possible, previous results motivate the energy beam alignment in cooperation
with other transmitters. Finally, we have proposed an efficient SLER-based EH transceiver selection
method which improves the achievable rate-energy region further.
Motivated by the information transfer [28], our approach can be extended to the MIMO interference
broadcast channel (IBC). In addition, if we consider the power splitting method, new variables for the
power splitting ratio at the receivers should be optimized in conjunction with the transmission strategy,
which will be another challenging future work.
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