In this paper we advance the entropy theory of discrete nonautonomous dynamical systems that was initiated by Kolyada and Snoha in 1996. The first part of the paper is devoted to the measure-theoretic entropy theory of general topological systems. We derive several conditions guaranteeing that an initial probability measure, when pushed forward by the system, produces an invariant measure sequence whose entropy captures the dynamics on arbitrarily fine scales. In the second part of the paper, we apply the general theory to the nonstationary subshifts of finite type, introduced by Fisher and Arnoux. In particular, we give sufficient conditions for the variational principle, relating the topological and measure-theoretic entropy, to hold.
Introduction
In recent years, properties of discrete nonautonomous dynamical systems (also called nonautonomous discrete systems, sequential/nonstationary/timedependent dynamical systems or mapping families) have been studied a great deal. While a discrete autonomous or classical dynamical system is given by the iterations of a single map f : X → X, the dynamics of a nonautonomous system is generated by compositions of different maps. Given a sequence f n : X → X, n = 0, 1, 2, . . ., the trajectory of an initial point x 0 ∈ X is the sequence defined by x n = f n−1 (x n−1 ). Without severe restrictions on the sequence (f n ) ∞ n=0 such as periodicity or stationarity with respect to some probability distribution, it is intuitively clear that the range of phenomena to be observed in such systems is largely broader than what can be seen in autonomous dynamics. Many concepts used intensively in classical dynamics such as periodicity and recurrence do not seem to make sense for nonautonomous systems, while other concepts such as correlation decay, hyperbolicity or entropy can be generalized and to some extent are still useful to describe the properties of such systems (see [AF, F, KS, KMS, LY, OSY] , for instance).
In this paper, we concentrate on the study of metric (i.e., measure-theoretic) and topological entropy. For a sequence of continuous maps on a compact space, topological entropy was introduced in [KS] and generalized to systems with time-varying state space (i.e., f n : X n → X n+1 ) in [KMS] . Measuretheoretic notions of entropy were first established in [C, K1] . While the notion introduced in [C] still assumes a stationary measure, which for a nonautonomous system only exists under very restrictive assumptions, the notion in [K1] is completely general, though not canonical, since it depends on a given class of sequences of measurable partitions satisfying certain axioms. However, for a topological system, given by an equicontinuous sequence of maps f n : X n → X n+1 between compact metric spaces, a canonical class can be defined and the associated metric entropy of any invariant sequence of Borel probability measures on the spaces X n does not exceed the topological entropy (cf. [K1, Thm. 28] ). This establishes one (usually considered the easier) part of the variational principle. The question for which class of systems the inequality between metric and topological entropy can be extended to a full variational principle is still far from an answer. A first obstacle to a generalization of the classical proofs is that in general it is not known whether the allowed class of measurable partitions contains elements of arbitrarily small diameters.
In the first part of the paper, we thus aim at a characterization of those invariant measure sequences (shortly IMS) which allow for arbitrarily fine scales in the computation of their entropy (called fine-scale IMS ). We are able to provide several sufficient conditions, which however all have their limitations, meaning that they are far from being necessary. In fact, we have to leave the question, whether every IMS (under obviously necessary conditions) has such a property, open. Nevertheless, we can show that a system has at least one fine-scale IMS if and only if the sequence (X n ) ∞ n=0 of compact metric spaces is uniformly totally bounded. Furthermore, we prove a product theorem for the entropy of systems with fine-scale IMS and we show that our notion of metric entropy indeed generalizes the classical notion of Kolmogorov and Sinai.
The second part of the paper is devoted to the computation of metric and topological entropy of nonstationary subshifts of finite type (shortly, NSFT's) , that were first investigated in [AF, F] with the motivation to study uniformly hyperbolic mapping sequences via coding and to deduce properties of adic transformations, respectively. While a classical subshift of finite type is given by a finite alphabet A and a transition matrix L, in the nonstationary case time-varying alphabets and matrices, i.e., sequences (A n ) ∞ n=0 and (L n ) ∞ n=0 , are allowed. The dynamics is still given by the left shift operator, but now the domain of this operator is no longer invariant but also varies in time. That is, we have a sequence of maps between different sequence spaces, and each map is a restriction of the shift. Putting the word metric on each of the spaces, we obtain a formula for the topological entropy that is completely analogous to the classical one, namely
which reduces to the log of the spectral radius of L in the stationary case. For the metric entropy we can show that every IMS of an NSFT is a fine-scale IMS. In the explicit computation we concentrate on a special IMS introduced by Fisher that he constructed analogously to the Parry measure in the classical theory. While the Parry measure is the unique measure of maximal entropy for a stationary subshift, for a Parry measure sequence (which is not even uniquely defined) we can only show a similar result under additional conditions on the sequence (L n ) ∞ n=0 . For instance, a simple sufficient condition implying the equality of metric and topological entropy (and hence the validity of the variational principle) is that the sequence (L n ) is uniformly primitive, i.e., there is an integer m, such that for each i all entries of L i L i+1 · · · L i+m are strictly positive.
The paper is organized as follows: In Section 2 we introduce notation, give the definitions of the main quantities, and recall some of their properties. Section 3 contains the results on general topological nonautonomous systems, in particular the results on fine-scale IMS. The main results are Theorem 3.3 about the computation of the metric entropy on admissible sequences of arbitrary small diameters and Theorem 3.8 about sufficient conditions for the existence of such sequences. Section 4 contains the results about nonstationary subshifts of finite type, in particular Theorems 4.5, 4.13 and 4.14 about their entropy.
Preliminaries
A nonautonomous dynamical system (an NDS, for short) is given by a pair (X ∞ , f ∞ ), where X ∞ = (X n ) ∞ n=0 is a sequence of sets and f ∞ = (f n ) ∞ n=0 a sequence of maps f n : X n → X n+1 . For all k ≥ 0 and n ≥ 1 we put
−1 , which is only applied to sets. (We do not assume that the maps f n are invertible.) The trajectory of a point x ∈ X 0 is the sequence (f n 0 (x)) ∞ n=0 . By (X n,∞ , f n,∞ ) we denote the pair of shifted sequences X n,∞ = (X n+k ) ∞ k=0 , f n,∞ = (f n+k ) ∞ k=0 and we use similar notation for other sequences associated with an NDS. If such a sequence is constant, we drop the subscript "∞", e.g., we write X instead of X ∞ if X n ≡ X. If each X n is a compact metric space with associated metric d n and the sequence f ∞ is equicontinuous, meaning that for every ε > 0 there is δ > 0 such that the implication d n (x, y) < δ ⇒ d n+1 (f n (x), f n (y)) < ε holds for all x, y ∈ X n and n ≥ 0, we speak of a topological NDS. The assumption of equicontinuity rather than mere continuity of each f n is usually not part of the definition of a topological NDS (see [F, KS] ). However, since it is essential for most results about topological entropy, including the power rule and the relation to metric entropy, we include it in the definition.
For a topological NDS, the topological entropy h top (f ∞ ) is defined as follows.
where is the usual join operation for open covers and N (·) stands for the minimal number of elements in a finite subcover. We write L(X ∞ ) for the family of all sequences U ∞ of open covers whose Lebesgue numbers are bounded away from zero and define the topological entropy of f ∞ by
Unlike in the autonomous case, this quantity depends on the metrics d n , and not only on the topologies of the spaces X n . However, in the autonomous case, (1) gives the classical notion of topological entropy, which can be seen from the fact that h top (f ∞ ) can also be defined via (n, ε)-separated or (n, ε)-spanning sets as follows. We introduce the Bowen-metrics
In the case k = 0, we also speak of (n, ε)-separated and (n, ε)-spanning sets. We write r sep (n, ε; f k,∞ ) for the maximal cardinality of an (n, ε; f k,∞ )-separated set and r span (n, ε; f k,∞ ) for the minimal cardinality of set which (n, ε; f k,∞ )-spans X k . For each ε > 0 we define the numbers
As in the autonomous case, it can be shown that (cf. [KS, KMS] )
where the limits can be replaced by sup ε>0 .
Let µ ∞ = (µ n ) ∞ n=0 be a sequence of Borel probability measures for the metric spaces X n such that f n µ n ≡ µ n+1 , where f n here denotes the push-forward operator on measures, defined by (f n µ)(A) := µ(f −1 n (A)). We call such µ ∞ an invariant measure sequence (IMS) for (X ∞ , f ∞ ) and associate to (X ∞ , f ∞ , µ ∞ ) a family E M = E M (µ ∞ ) of sequences of finite Borel partitions as follows. A sequence P ∞ = (P n ) ∞ n=0 , where P n = {P n,1 , . . . , P n,kn } is a Borel partition of X n , belongs to E M iff the sequence (k n ) ∞ n=0 is bounded and for each ε > 0 there are δ > 0 and compact K n,i ⊂ P n,i such that for all n ≥ 0 the following hold:
We call the sequences P ∞ ∈ E M admissible. The metric entropy of f ∞ w.r.t. P ∞ for an arbitrary sequence P ∞ of finite Borel partitions P n is defined as
where H µ0 (P) = − P ∈P µ 0 (P ) log µ 0 (P ) is the usual entropy of a partition. If the IMS µ ∞ is clear from the context, we will often omit this argument. The metric entropy of f ∞ w.r.t. µ ∞ is given by
In [K1, Thm. 28 ] the inequality
was proved. If the equality
is satisfied, the supremum taken over all IMS, we say that (X ∞ , f ∞ ) satisfies a full variational principle.
. If the sequence π ∞ consists of homeomorphisms and also (π
3 Fine-scale sequences
In this section, we first prove a result which in many cases reduces the computation of the metric entropy h(f ∞ , µ ∞ ) to the computation of h(f ∞ , µ ∞ ; P ∞ ) for countably many P ∞ . The proof of this result is based on the inequality
that was shown in [K1, Prop. 9(vi) ] and will be used to approximate h(f ∞ ; P ∞ ) for arbitrary P ∞ ∈ E M by the entropy on the elements Q ∞ of a countable subset of E M . To estimate the conditional entropy H µi (P i |Q i ) we will use a result saying that the Rokhlin metric on the set of all partitions (of a probability space) of fixed cardinality m is equivalent to another metric defined via the measures of symmetric set differences. For us, the crucial point of this result is that this equivalence is uniform with respect to the probability space (at least in one direction). This is made precise in the following lemma whose proof can be found in [KH, Prop. 4.3.5] .
3.1 Lemma: For every integer m ≥ 2 and ε > 0 there exists δ > 0 such that the following holds: Let (X, A, µ) be a probability space and let P = {P 1 , . . . , P m }, Q = {Q 1 , . . . , Q m } be two measurable partitions of X. Then the implication
holds, where the infimum is taken over all permutations σ of {1, . . . , m}.
Definition
is a sequence of compact metric spaces and P ∞ = (P n ) ∞ n=0 an associated sequence of partitions, we call
Then the metric entropy satisfies
To prove the converse inequality, consider an arbitrary P ∞ ∈ E M (µ ∞ ). By adding sets of measure zero, we may assume that each P n has the same number m of elements, say P n = {P n,1 , . . . , P n,m }. For a given ε > 0 we choose δ = δ(m + 1, ε) according to Lemma 3.1. Since P ∞ ∈ E M , there exist ρ = ρ(δ) > 0 and compact sets K n,i ⊂ P n,i such that µ n (P n,i \K n,i ) ≤ δ/m and
For each of the sets K n,i consider the union of all elements of R k n that have nonempty intersection with K n,i and denote this union by Q n,i . This implies Q n,i ∩ Q n,j = ∅ for i = j. Together with the complement Q n,m+1 := X n \ m i=1 Q n,i , we obtain a new partition Q n = {Q n,1 , . . . , Q n,m+1 }, and we consider the sequence
Using [K1, Prop. 9(vi) ], we get
Adding the empty set to P n , we obtain a partition P n = {P n,1 , . . . , P n,m , P n,m+1 }, P n,m+1 = ∅,
Hence, the choice of δ yields
Since ε was chosen arbitrarily, this proves the inequality h(
To see that the supremum over k is equal to the limit for k → ∞, observe that for each ε > 0 there is
For many arguments in the classical entropy theory it is essential that one can use partitions of arbitrarily small diameter. To establish a reasonable entropy theory for NDS, it hence is important to understand under which conditions there exist admissible sequences with arbitrarily small diameters as required in the preceding theorem. This motivates the following definition.
3.4 Definition: Let (X ∞ , f ∞ ) be a topological NDS with an IMS µ ∞ . We call a sequence (P
The next proposition summarizes elementary properties of systems with finescale IMS, see also Proposition 3.17.
Proposition:
The following assertions hold:
has a fine-scale IMS iff the sequence X ∞ is uniformly totally bounded, i.e., for each α > 0 there is m ∈ N such that m balls of radius α are sufficient to cover X n for any n ≥ 0.
(iii) Let (X ∞ , f ∞ ) and (Y ∞ , g ∞ ) be topological NDS with fine-scale IMS µ ∞ and ν ∞ , respectively. Then
(also defined componentwise) and
where on X n × Y n we use the product metrics
Proof: To prove (i), assume that µ ∞ is a fine-scale IMS for (X ∞ , f ∞ ). Then for each α > 0 we can find an admissible sequence P ∞ with diam P ∞ < α. The fact that P ∞ is admissible in particular implies #P n ≤ m for some m ∈ N.
Since each P ∈ P n is contained in the α-ball around any x ∈ P , we see that m α-balls are sufficient to cover X n , and hence X ∞ is uniformly totally bounded. Conversely, assume that X ∞ is uniformly totally bounded. Let µ 0 := δ x0 for an arbitrary x 0 ∈ X 0 and consider the IMS µ n = f
For any given α > 0 choose m so that m balls of radius α/2 are sufficient to cover X n for each n. From such a ball-cover of X n one easily constructs a measurable partition P n = {P n,1 , . . . , P n,m } with m elements such that diam P n < α, by cutting away the overlaps between the balls. It is easily seen that such a sequence
is a compact subset of P n,i and the conditions that µ n (P n,i \K n,i ) ≤ ε and
For (ii) we note that in [K1, Prop. 27 ] it was proved that ν ∞ is an IMS for (Y ∞ , g ∞ ) and E M (µ ∞ ) and E M (ν ∞ ) are isomorphic in the sense that
. From the equicontinuity of π ∞ it easily follows that a fine-scale sequence in E M (µ ∞ ) yields a fine-scale sequence in E M (ν ∞ ) via this isomorphism.
Finally, let us show (iii). It follows from a simple computation that the sequence (µ n × ν n ) ∞ n=0 of Borel probability measures on the spaces X n × Y n is an IMS for the product system (X ∞ × Y ∞ , f ∞ × g ∞ ). By the assumption, we can choose for any given α > 0 sequences
To show this, assume P n = {P n,1 , . . . , P n,kn } and Q n = {Q n,1 , . . . , Q n,ln }. For a given ε > 0 let δ 1 = δ(P ∞ , ε/2) > 0 and δ 2 = δ(Q ∞ , ε/2) > 0 as well as compact sets K n,i ⊂ P n,i and L n,i ⊂ Q n,i be chosen according to the definition of E M . Then
This proves the claim. Consequently, since α was chosen arbitrarily, µ ∞ × ν ∞ is a fine-scale IMS. It remains to prove the entropy inequality. First note that for
For any measures µ, ν and partitions P, Q the identity
holds, as can easily be seen. This gives
The inequality (5) now follows by considering P ∞ and Q ∞ of arbitrarily small diameter and applying Theorem 3.3 to the product system.
Remark:
In general, we cannot expect equality in (5), since the corresponding lim sup's for sequences P ∞ × Q ∞ , P ∞ and Q ∞ may be attained on different subsequences. See also Hulse [H] for counterexamples to the product formula for sequence entropy and topological entropy on non-compact spaces that could be adapted to produce a counterexample for the equality in (5).
To find sufficient conditions for determining whether a given IMS is a finescale IMS, we first consider systems with stationary state space X n ≡ X. For the stationary case, in Theorem 3.8 and Corollary 3.11 below we give sufficient conditions for the existence of fine-scale sequences (P k ∞ ) ∞ k=0 with each P k ∞ being a constant sequence, while in Proposition 3.16 we show an example for which such sequences do not exist.
Definition: We say that a topological NDS
In this case, we simply write (X, f ∞ ) instead of (X ∞ , f ∞ ). Given an IMS µ ∞ of (X, f ∞ ), we write W(µ ∞ ) for the set of all weak * limit points of µ ∞ .
3.8 Theorem: Let (X, f ∞ ) be a topological NDS with stationary state space and an IMS µ ∞ . Then, under each of the following conditions, there exist fine-scale sequences (P
is relatively compact in the strong topology on the space of measures.
(ii) For every α > 0 there is a finite measurable partition P of X with diam P < α such that every P ∈ P satisfies ν(∂P ) = 0 for all ν ∈ W(µ ∞ ).
(iii) The space X is zero-dimensional.
(iv) X = [0, 1] or X = S 1 and there exists a dense set D ⊂ X such that every x ∈ D satisfies ν({x}) = 0 for all ν ∈ W(µ ∞ ).
Proof: Under condition (i), it was proved in [K1, Prop. 31 ] that E M contains all constant sequences.
Assume (ii). For a given α > 0 let P = {P 1 , . . . , P k } be a partition with diam P < α and ν(∂P) = 0 for all ν ∈ W(µ ∞ ). We claim that the constant sequence P n ≡ P is admissible. To prove this, let ε > 0. For every ν ∈ W(µ ∞ ) and every i ∈ {1, . . . , k} we find a compact set [K1, Lem. 33] for the existence of such K ν i ). By the Portmanteau theorem, there exists a weak
, finitely many such neighborhoods, say U 1 = U ν1 , . . . , U r = U νr , are sufficient to cover W(µ ∞ ). By standard arguments, it follows that there exists n 0 ≥ 1 such that µ n ∈ r j=1 U j for all n ≥ n 0 . For all n ∈ {0, . . . , n 0 − 1} we can find compact sets
Then K i is a compact subset of P i . For every n ≥ n 0 we find j n ∈ {1, . . . , r} such that µ n ∈ U νj n , implying
For n < n 0 we have µ n (P i \K i ) ≤ µ n (P i \K n i ) ≤ ε, proving the claim. Now assume that condition (iii) holds. Then the topology of X has a base consisting of clopen sets (in fact, this is one possible definition of a zero-dimensional space). Hence, we can find for each α > 0 a partition P = {P 1 , . . . , P k } of X with compact sets P i satisfying diam P i < α for i = 1, . . . , k. Let δ := min i =j D(P i , P j ). By compactness we have δ > 0, which obviously implies that P n ≡ P is contained in E M .
Finally, suppose that (iv) holds. We only give the proof for X = [0, 1], since for S 1 it is very similar. We first prove that for every x ∈ D the following holds:
To show this, we argue by contradiction, i.e., we assume that there exists ε > 0 such that for every δ > 0 there is n = n(δ) with
converge to zero and let n k = n(δ k ), i.e.,
We may assume that µ n k weakly * -converges to some µ. Then we may replace the numbers δ k by slightly bigger numbers so that the convergence to zero still holds, but now µ(∂B δ k (x)) = 0. Fix any k * ≥ 0. Using the Portmanteau theorem and the fact that B δ k (x) ⊂ B δ k * (x) for sufficiently large k, we find
Letting k * → ∞, we thus obtain the contradiction µ({x}) ≥ ε. Now, for a given α > 0, we partition the interval [0, 1] into subintervals I 1 , . . . , I k of uniform length 1/k, where k > 2/α and sup I j = inf I j+1 . By the claim, we can pick x j ∈ I j for j = 1, . . . , k such that
Let the partition P consist of the subintervals
To show that the constant sequence P n ≡ P is admissible, let ε > 0 and pick δ = δ(ε/2) according to (6). Define compact sets
This implies that any two K j have distance ≥ δ and µ n (P j \K j ) ≤ ε.
3.9 Remark: We note that condition (ii) in the preceding theorem is reminiscent of the small boundary property in the entropy structure theory of autonomous dynamical systems (cf. Downarowicz [D1, D2] ). Here partitions of a space X are of interest with boundaries of measure zero w.r.t. all invariant measures of a given map T on X.
From Theorem 3.3 combined with Theorem 3.8(i) or (ii) we immediately obtain 3.10 Corollary: For an autonomous measure-preserving dynamical system, the metric entropy defined as in (2) is the same as the usual Kolmogorov-Sinai metric entropy.
In the next corollary we formulate conditions that are easier to check than the conditions in Theorem 3.8. (i) W(µ ∞ ) contains at most countably many non-equivalent measures.
(ii) X = [0, 1] or X = S 1 and at most countably many µ ∈ W(µ ∞ ) admit one-point sets of positive measure.
(iii) The space X is of the form X = Y × I with a compact metric space Y and µ n = ν n × λ, where λ is the standard Lebesgue measure on I = [0, 1].
Proof: Under condition (i) it can be concluded from Theorem 3.8(ii) that the assertion holds. Indeed, by [D2, Fact 6.6 .6], for any countable family of probability measures of a compact metric space, there exist arbitrarily fine partitions with boundaries of measure zero w.r.t. all measures in this family.
Under condition (ii) the proof follows from Theorem 3.8(iv): Let {ν α } α∈A be the set of all elements of W(µ ∞ ) that admit one-point sets of positive measure and let A α := {x ∈ X : ν α ({x}) > 0}. Then A α is countable, since otherwise one of the sets {x ∈ X : ν α ({x}) > 1/k}, k ∈ N, would be infinite in contradiction to the finiteness of ν α . As a consequence, also A := α∈A A α is countable, and hence D := X\A is dense in X. For every x ∈ D we have ν({x}) = 0 for each ν ∈ W(µ ∞ ). This shows that condition (iv) in Theorem 3.8 is satisfied.
Under condition (iii) the proof follows from Theorem 3.8(ii). Indeed, we can construct partitions of X with arbitrarily small diameters and zero boundaries with respect to all probability measures of the form µ × λ on Y × I, so in particular for all elements of W(µ ∞ × λ), as follows. Take a continuous function ϕ : Y → I and define
This yields the measurable partition P(ϕ) = {P a (ϕ), P b (ϕ)}. For finitely many continuous functions ϕ 1 , . . . , ϕ m : Y → I we also define the partition P(ϕ 1 , . . . , ϕ m ) := m j=1 P(ϕ j ). We observe that ∂P a (ϕ) ∪ ∂P b (ϕ) ⊂ Graph(ϕ). For any partition of I into subintervals I 1 , I 2 , . . . , I r of length 1/r,
Since the elements of P(ϕ 1 , . . . , ϕ m ) are finite intersections of sets with zero boundaries w.r.t. all µ × λ, their boundaries also have this property. According to [D1, Sec. 6 .2] we can choose (ϕ j )
3.12 Remark: Here is a possible application of condition (iii) above: Consider the identity map id : I → I and note that h top (f ∞ × id) = h top (f ∞ ), which is easy to prove. However, in general we don't know if h EM(µ∞×λ) (f ∞ × id) = h EM(µ∞) (f ∞ ). Proposition 3.17 given below yields this equality only under the assumption that µ ∞ is a fine-scale IMS. Now condition (iii) shows that µ ∞ ×λ is always a fine-scale IMS for f ∞ × id. Hence, it might be easier to compute lower bounds for h top (f ∞ ) in terms of the metric entropy of the product system f ∞ ×id than by using f ∞ . Condition (iii) together with Proposition 3.17 also shows that for a fine-scale IMS one can always use constant sequences of partitions to compute the metric entropy by passing over to the product (f ∞ × id, µ ∞ × λ).
With regard to condition (i) in the preceding corollary, we note that the number of non-equivalent elements of W(µ ∞ ) is not an invariant with respect to equiconjugacies, see Example 3.14 below. This is very interesting, because according to Proposition 3.5(ii), equi-conjugacies preserve the property of being a fine-scale IMS. Hence, we can formulate the following corollary. 3.14 Example: Let S 1 ⊂ C be the unit circle and consider a map f :
with a dense forward orbit {f n (x 0 )} ∞ n=0 (e.g., an irrational rotation or the angle doubling map). Let f n := f for every n ≥ 0 and put µ 0 := δ x0 , µ n := f n µ 0 = δ f n (x0) . This IMS has every Dirac measure δ x , x ∈ S 1 , as a limit point. Choose for each n a rotation π n : S 1 → S 1 such that π n (f n (x 0 )) = 1. Then {π n } and {π −1 n } are equicontinuous and π n µ n equals δ 1 constantly.
We next present an example of an NDS on the unit interval, which does not admit constant admissible sequences of partitions into subintervals of arbitrarily small diameters. We will use the following lemma.
3.15 Lemma: Let n ∈ N and J ⊂ (0, 1) be a compact interval of length 2 −n . Then there are k = k(n) ∈ N and continuous piecewise affine maps f 1 , . . . , f k :
(ii) For every x with 2
Proof: Consider the intervals
. Then x is contained in an interval of the form
This implies x ∈ J i−1 . Moreover, dist(x, ∂J i−1 ) ≥ 2 −(n+2) , because 
Proposition:
There exists an NDS (I, f ∞ ) on the unit interval I with an IMS µ ∞ such that E M (µ ∞ ) does not contain any constant sequence of partitions into subintervals of diameter less than one.
Proof: The proof proceeds in two steps.
Step 1. Informally, the idea of the construction is as follows: we start with the standard Lebesgue measure as an initial measure µ 0 and choose the first map f 0 in the sequence so that it scales the Lebesgue measure down to an interval of length 1/2. Then we apply finitely many maps that just translate the support of the scaled-down Lebesgue measure around the unit interval so that many points will be contained in the interior of the support with some uniform distance to the boundary. Then we scale down by factor 1/2 again and move the support around in the same fashion, and so on. By this construction, the support of the measure becomes a smaller and smaller interval when n becomes large, and is moved around all over the interval.
Formally, we construct f ∞ as follows. The map f 0 is an affine map of slope 1/2 such that the interval J 0 := f 0 (I) ⊂ (0, 1). Then f 1 , . . . , f n1 are piecewise affine maps chosen according to Lemma 3.15 with J = J 0 , n = 1 and n 1 = k(1). Next, f n1+1 is chosen to be an affine map of slope 1/2 that maps f n1+1 0 (I) = f n1 1 (J 0 ) into (0, 1). Again, f n1+2 , . . . , f n2 are piecewise affine maps chosen according to Lemma 3.15 with J = f n1 1 (J 0 ), n = 2 and n 2 = n 1 + k(2) + 1. Going on in this way, we produce a sequence f ∞ = (f n ) ∞ n=0 that has the following property: For every x ∈ (0, 1) there is an n 0 such that for all n ≥ n 0 , x is contained in a subinterval J n ⊂ I of length 2 −n with dist(x, ∂J n ) > 2 −(n+2) , and each J n is of the form J n = f kn 0 (I) for some k n .
Step 2. We let µ 0 be the standard Lebesgue measure on I and consider the induced IMS µ n = f n 0 µ 0 . By construction, µ n is the normalized Lebesgue measure on the interval f n 0 (I). Now pick x ∈ (0, 1) and choose n 0 according to the result of Step 1. Then for all n ≥ n 0 we obtain
Now assume to the contrary that E M (µ ∞ ) contains a constant sequence P n ≡ P = {I 1 , . . . , I r } with subintervals I 1 < I 2 < · · · < I r satisfying |I j | < 1 for j = 1, . . . , r. Then there exists x * ∈ (0, 1), which is a common boundary point of two of these subintervals, say I 1 and I 2 . Let n 0 = n 0 (x * ) be chosen according to Step 1. To disprove that P n ≡ P is admissible, consider ε := 1/8. Assume to the contrary that there are δ > 0 and compact sets K n,j ⊂ I j such that (i) x ∈ K n,j1 and y ∈ K n,j2 implies |x − y| ≥ δ, if j 1 = j 2 , n ∈ N 0 , (ii) µ n (I j \K n,j ) ≤ ε = 1/8 for all n ≥ 0.
Property (i) implies that for each n, I 1 \K kn,1 contains [x * −δ/2, x * ], or I 2 \K kn,2 contains [x * , x * + δ/2]. Choose n ≥ n 0 large enough that 2 −(n+2) < δ/2. Then
in contradiction to (ii). Since |f ′ n (x)| ≤ 1 for all n, f ∞ is equicontinuous. We will now return to the general, possibly non-stationary, sequence of spaces
. We are in position to prove the following extension of the product theorem (item (iii) in Proposition 3.5).
Let the assumptions of Proposition 3.5(iii) be satisfied. Then, under each of the following three conditions, equality holds in (5):
(a) h EM (g ∞ ) = 0. In this case,
(b) One of the systems is autonomous, say (Y n , g n , ν n ) ≡ (Y, g, ν). In this case,
where h ν (g) is Kolmogorov-Sinai entropy of g w.r.t. ν.
Proof: For (a) we only have to show
This sequence is an equi-semiconjugacy from f ∞ × g ∞ to f ∞ . Then the inequality follows from [K1, Prop. 27 ].
To show (b), let P ∞ ∈ E M (µ ∞ ) and let Q be a finite measurable partition of Y . As in the proof of Proposition 3.5(iii) we conclude
Using the inequality lim sup n (a n + b n ) ≥ lim sup n a n + lim inf n b n , we obtain
because for an autonomous system the limit in the above expression exists. Now
be fine-scale sequences, where P k ∞ ∈ E M (µ ∞ ). Then, from the above it follows that
where we use Corollary 3.10. Together with Proposition 3.5(iii), (b) is proved.
Finally, to prove (c), note that for any admissible P ∞ we have
By considering a fine-scale sequence (P
, the assertion easily follows. In the classical theory sometimes it is sufficient to compute the entropy on a single partition, which is therefore called a generator of the entropy. This is the case, e.g., if the given map is expansive. In [K2] we introduced the notion of strong uniform expansivity for nonautonomous systems. The next result shows that this condition guarantees the existence of a generating sequence of partitions, provided that the IMS is sufficiently nice.
3.18 Corollary: Let (X ∞ , f ∞ ) be a topological NDS which is strongly uniformly expansive, i.e., there is δ > 0 such that for any ε > 0 there is N ∈ N with max
for all n ≥ 0. Let µ ∞ be an IMS for f ∞ and assume that E M (µ ∞ ) contains a sequence P ∞ with diam P ∞ < δ. Then µ ∞ is a fine-scale IMS and
Proof: We consider the sequence
n P n+i . According to [K1, Def. 15 and Prop. 26 ], P k ∞ ∈ E M and by [K1, Prop. 9(v) 
then Theorem 3.3 yields the result. Let ∅ = P ∈ P k n for some k and n. Fix arbitrary x, y ∈ P . Then, for i ∈ {0, 1, . . . , k − 1}, f 
Nonstationary subshifts of finite type
In this section, we consider the time-dependent analogues of subshifts of finite type (topological Markov chains) studied in [AF, F] by Arnoux and Fisher. We start with some definitions.
Let (A i ) ∞ i=0 be a sequence of finite alphabets A i = {1, . . . , l i }. Consider also a sequence of 0-1-matrices (L i ) ∞ i=0 of corresponding dimensions l i × l i+1 . For any nonnegative integers n ≤ m we write
Furthermore, we make the following assumptions:
is reduced, meaning that none of the rows or columns of each L i is identically zero (cf. [F, Def. 2 
.1]).
(A2) The sequence (l i ) ∞ i=0 of alphabet sizes is bounded.
It is easy to see that the following properties are satisfied:
Now we define a sequence of spaces
and a sequence of maps by
That is, σ k is the usual left shift of sequences, restricted to Σ
. The proof of the following proposition uses standard arguments and will be omitted. We just note that for the equicontinuity of σ ∞ assumption (A2) is essential.
Proposition
is a compact metric space and σ k is surjective. Moreover, the sequence σ ∞ := (σ k ) ∞ k=0 is equicontinuous. [AF] , we call the topological NDS (Σ ∞,+ (L) , σ ∞ ) a nonstationary subshift of finite type, or briefly an NSFT. Moreover, we introduce the notation
Definition: Following Arnoux and Fisher
L (k,n) := L k L k+1 · · · L n−1 for n > k.
Topological entropy
In this subsection, we give a formula for the topological entropy of an NSFT. The proof of the following lemma is completely analogous to the stationary case.
Lemma:
For each n ≥ 1, the number of admissible words (x 0 , . . . , x n ) with x i ∈ A i such that x 0 = α and x n = β for fixed α ∈ A 0 and β ∈ A n , is equal to the matrix entry L (0,n) αβ .
Definition:
Given ε > 0, define for each n ≥ 0
4.5 Theorem: The topological entropy of an NSFT is given by
where · (n) denotes the norm on R l0×ln given by A (n) = α,β |A αβ |.
is finite, the assertion is trivial, and hence we assume #Σ 0,+ (L) = ∞. The existence of m n (ε) for every ε is equivalent to lim k→∞ w(n, n + k) = ∞, which is equivalent to #Σ n,+ (L) = ∞. By assumption, this holds for n = 0. Because w(0, n + k) ≤ w(0, n − 1)w(n, n + k), it holds for every n. We first prove
For fixed n ∈ N and ε > 0 let m n = m n (ε) and consider a set
containing for every admissible word (x 0 , . . . , x n+mn ) a unique y ∈ Σ 0,+ (L) with y i = x i for 0 ≤ i ≤ n + m n . Then #E = w(0, n + m n ) and any two x = y in E must differ in at least one of their first n + m n + 1 components. The maximum
is equal to 1 if x and y differ in one of their first n + 1 components. If the (n + l)-th component (1 ≤ l ≤ m n + 1) is the first in which they differ, then
Consequently,
, which easily follows from assumption (A1). This inequality is also true in the case, where x and y differ in one of their first n + 1 components. By definition of m n (ε), it follows that w(n, n + m n − 1) ≤ 1/ε in the case where m n (ε) > 0 (which we assume w.l.o.g., since otherwise w(n, n+ m n ) = l n , which is bounded, and we are only interested in small ε). Thus,
implying that E is an (n, ε/(sup n l n ))-separated set, and hence
Choosing y ∈ E for a given
and hence E is (n, ε)-spanning, implying the inequality "≤" in (9). Note that
following from (W3). Consequently, we obtain lim sup n→∞ 1 n log w(0, n + m n (ε))
is bounded by assumption (A2), the inequality "h top (σ ∞ ) ≤ . . ." in (8) follows. The other inequality trivially follows from (9). The second equality in (8) is an easy consequence of Lemma 4.3.
Remark: (i)
In the second expression for h top (σ ∞ ) in (8) we can also use the operator norm · 1,(n) coming from the vector norm x = i |x i |, for instance. This follows from the equivalence A 1,(n) ≤ A (n) ≤ l n A 1,(n) and boundedness of l n . Indeed, any of the usual operator norms will do, because they are all equivalent to each other, and the equivalence factors depend on the dimensions of the spaces, which vary within a finite set.
(ii) Since σ ∞ is an equicontinuous sequence of surjective maps, we know from Proposition 2.1 that h top (σ k,∞ ) = h top (σ l,∞ ) for any k, l ≥ 0. From the formula of the above theorem this can also be seen directly. Indeed, it holds that w(1, n) ≤ w(0, n) ≤ l 0 w(1, n), where the first inequality is trivial and the second one follows from (W3). This implies lim sup n→∞ 1 n log w(0, n) = lim sup n→∞ 1 n log w(1, n) = lim sup n→∞ 1 n log w(1, n + 1), and hence h top (σ 0,∞ ) = h top (σ 1,∞ ). The rest follows inductively.
(iii) In particular, the entropy formula shows that h top (σ ∞ ) is finite, since
Metric entropy
Now we turn to the computation of the metric entropy with respect to an appropriately defined IMS. The definition is taken from Fisher [F] Hence, Fisher defines an IMS for an NSFT, which is constructed analogously to the Parry measure for classical subshifts. The aim of this subsection is to compute the metric entropy of this IMS and to compare it with the topological entropy.
We also define for each 0 ≤ k ≤ m the partition
4.7 Proposition: Let µ ∞ be an IMS for σ ∞ and let m k (ε) be given by (7). Then, for any ε > 0 the sequence
, is admissible and diam P ∞,ε < ε. Hence, every IMS for σ ∞ is a fine-scale IMS.
Proof: The number of elements in P k,ε is equal to w(k, k + m k (ε)) and
. It is easy to see that the cylinder sets are closed and hence compact. If x, y ∈ Σ k,+ (L) are in two distinct elements of P k,ε , these sequences differ in at least one of their first m k (ε) + 1 components, and hence
Obviously, this implies P ∞,ε ∈ E M (µ ∞ ). For the distance of two points x, y ∈ P k,ε we obtain d k (x, y) ≤ w(k, k + m k (ε)) −1 < ε, concluding the proof.
With Theorem 3.3 we obtain as an immediate consequence:
4.8 Corollary: For every IMS µ ∞ of σ ∞ we have
The following definition, (its first part is taken from [F, Def. 2.3] ) generalizes the concept of primitivity for single matrices. 
Analogously, we write R + i for the positive cone in t R li , i.e., the set of all row vectors with nonnegative entries only, and we define
The following lemma can be found in [F, Lem. 4.2] . 
We take some w ∞ ∈ Ω (L) and project each component w i to the unit simplex:
We then normalize the sequence of row vectors in a different way which depends on the choice of w ∞ : we define (v
Since the entries of w i are strictly positive, we are not dividing by zero. We define real numbers λ i = λ i ( w ∞ ) by λ i := w i / w i+1 ≥ 1, and we have
A direct calculation as in [AF, Lem. 4.3] yields the following fact. 
Lemma
The entries of π t i are strictly positive and α (π t i ) α = 1. Then we put
, where W i is an (l i × l i )-diagonal matrix with the entries of w i on the diagonal. Each P i is a stochastic matrix and π
and notice that
A probability measure on Σ k,+ (L) is defined on cylinder sets by
and extended uniquely by σ-additivity. Any such µ ∞ is called a Parry IMS.
In what follows, we say that γ ∈ A k maximizes the sum α L
We recall that m k (ε) = min{m ≥ 0 : w(k, k + m) > ε −1 } from (7) and introduce the notation
Our main results about the metric entropy of NSFT's are the following.
Theorem:
be an NSFT and µ ∞ an associated Parry IMS.
(i) The following inequalities hold:
(ii) The inequalities in (14) are equalities, and hence h(σ ∞ , µ ∞ ) = h top (σ ∞ ), provided the following assumption holds: There exist ε > 0 and k 0 ∈ N such that for all k ≥ k 0 and m such that
(iii) Another sufficient condition for the equalities in (14) is
where N k is the smallest integer n such that all entries of L (k,k+n) are strictly positive. In particular, this holds if (L i ) ∞ i=0 is uniformly primitive.
Proof: (i) The second inequality in (14) follows from (3) and Theorem 4.5. To show the first one, we first observe that the sequence (P 
where we use that the components of w n are bounded by 1 and µ 0 is a probability measure. Dividing by n and letting n go to infinity gives the desired estimate.
(ii) It suffices to show that lim sup
To this end, let n k = n k (ε) and observe that
αγ ′ . Then, using the assumption,
where · 1 is the operator norm derived from the ℓ 1 -vector norm. Writing · (n) for the sum norm, this implies
Using that all norms on a finite-dimensional space are equivalent and the equivalence factors stay bounded when the dimensions vary within a finite set, we obtain the assertion.
4.14 Theorem:
(i) With the notation (10) and (13), we have
(ii) The following condition is sufficient for the equality of h(σ ∞ , µ ∞ ) and h top (σ ∞ ): For every δ ∈ (0, 1) there exist ε > 0 and k 0 ∈ N such that for all k ≥ k 0 and each γ ∈ A k which maximizes
Proof: (i) Let us consider the cylinder partition P k 0 . Without loss of generality, we may assume that v t 0 is the vector all of whose entries are ones. Using Lemma 4.3 and (12), we compute
where H(π k ) is the entropy of the probability vector π k . Corollary 4.8 yields
Now fix an ε > 0 and write
Replacing k with n k (ε) in (16) and observing that 0 ≤ H(π k ) ≤ log sup i≥0 l i for all k, formula (15) follows.
(ii) To prove the equality h(σ ∞ , µ ∞ ) = h top (σ ∞ ) under the given condition, first observe that
) and, after replacing n k (ε) by n k (ε) in (15), the right-hand side is still a lower bound for the entropy. For a given δ ∈ (0, 1) we choose ε > 0 according to the assumption. We can write
where B is a set with
1 , where · 1 is the operator norm derived from the ℓ 1 -vector norm. Hence,
where we use that all norms on a finite-dimensional space are equivalent and the equivalence factors stay bounded, when the dimensions vary within a finite set. Letting δ ց 0 we obtain h(σ ∞ , µ ∞ ) ≥ h top (σ ∞ ), using Theorem 4.5. The opposite inequality is satisfied by (3).
4.15 Remark: Condition (ii) in Theorem 4.14 is an asymptotic version of condition 4.13(ii). If we interpret the NSFT as a time-dependent communication network, this condition (roughly speaking) says that the best receivers of messages are also good broadcasters. We can easily check that in the stationary case an even stronger property is always satisfied. Indeed, let L be a quadratic l × l reduced and primitive 0-1-matrix. Pick p such that all entries of L p are positive. The sum norm satisfies L n+1 ≥ L n for all n. Now take ε > 0 with L p < 1/ε. Hence, if w(0, m) > 1/ε, then L m = w(0, m) > L p , and consequently m > p, implying that all entries of L m are positive.
Finally, we present an example of an NSFT satisfying h top (σ ∞ ) = h(σ ∞ , µ ∞ ), which violates assumption (iii) in (4.13). Hence, we see that this assumption is only sufficient, but not necessary. (1 + 2 ki+1 ) = log 2.
To see that the growth rate on any other subsequence (l n ) cannot be larger than log 2, assume
The associated growth rate satisfies lim sup n→∞ log 2
Since m(n) i=1 k i grows faster than linear, we see that log 2 is an upper bound for the above expression, and hence the growth rate of L (0,n) is log 2.
Computation of the eigenvalue growth rate: The vector w i is an element of n L (i,i+n) C + i+n (cf. [F, Lem. 4 .2]) In the case L i = A, i.e., i = 0, k 1 + 1, k 1 + k 2 + 2, . . ., this intersection reduces to the ray {λ · (1, 1, 1)
T : λ ≥ 0}, and hence 
To compute the growth rate of λ (0,n) , we also determine the numbers λ 0 , λ k1+1 , λ k1+k2+2 , . . .. From L i w i+1 = λ i w i we get Looking at this equation componentwise, we see that 1 = w n j=1 kj +n+1 = (1/3)λ n j=1 kj +n , and hence λ n j=1 kj +n = 3. Consequently, for l(n) = n j=1 k j + n we obtain λ (0,l(n)) = n i=1 2 ki+1 + 1 . Since n i=1 k i grows faster than any linear function and 2 ki+1 ≤ 2 ki+1 + 1 ≤ 2 ki+2 , we obtain lim n→∞ 1 l(n) log λ (0,l(n)) = lim
(k i + 1) log 2 = log 2.
With the same reasoning as in the case of the norm growth rate, one shows that log 2 is actually equal to lim sup n (1/n) log λ (0,n) .
Assumption (iii) in Theorem 4.13 is violated if
Observing that for i = n + n j=1 k j + 1 we have N i = k n+1 + 1 = 2 n+1 + 1, and using (17), we obtain 
Open questions
We end with a list of open problems that we were not able to solve and we think are interesting for further research.
(1) Does there exist any IMS which is not a fine-scale IMS for a topological NDS with uniformly totally bounded state space?
(2) Are there easily checkable conditions under which condition (ii) in Theorem 3.8 is satisfied?
(3) Under which conditions can an IMS be transformed in the sense of Corollary 3.13 to obtain a countable number of non-equivalent limit points?
(4) Are there examples of NSFT's, for which the topological entropy is strictly larger than the entropy of any Parry IMS? If so, do these systems still satisfy the full variational principle?
