We develop an approach that allows us to invert for the mantle velocity structure within a finely parametrized region as a perturbation with respect to a low-resolution, global tomographic model. We implement this technique to investigate the upper-mantle structure beneath Eurasia and present a new model of shear wave velocity, parametrized laterally using spherical splines with ∼2.9
I N T RO D U C T I O N
The variety of tectonic provinces in the Eurasian continent makes it a challenging target for seismic tomography. Modelling seismic velocities beneath cratons that are far away from continental boundaries may help to understand the state of the lithosphere that is not affected by the flow in the suboceanic mantle. Studying regions of recent tectonic activity associated with the closing of the Tethys Ocean may provide insight into the processes of subduction and continental collision.
Different parts of Eurasia have been investigated extensively using forward modelling techniques and seismic tomography. Although imaging small portions of the continent may help to understand the local velocity structure, a continental-scale model is necessary for understanding differences between tectonic provinces and providing snapshots of large-scale geodynamic processes. * Now at: Chevron, 6001 Bollinger Canyon Road, D1136, San Ramon, CA 94583, USA.
A number of continental-scale models of North America and Australia have been developed; however, to date, only Shapiro & Ritzwoller (2002) presented a tomographic model encompassing the structure of the entire Eurasian continent, with regional-scale detail. Therefore, building a new, improved model of Eurasia should be important for better understanding of the structure and dynamics of the entire continent.
In this work, we develop a new model using a larger number of measurements of surface wave velocities than Shapiro & Ritzwoller (2002) , which may potentially allow for resolving the structure in greater detail. We also include long-period waveforms that constrain velocities at depths larger than 250 km, which were not successfully modelled in the earlier model. Further differences include the implementation of a smooth, spline parametrization instead of a block parametrization, solving an inverse problem in the leastsquares sense instead of searching the model space, and using a reference model STW105 (Kustowski et al. 2008) , which is consistent with the data used in this study, instead of combination of PREM (Dziewonski & Anderson 1981) and ak135 (Kennett et al. 1995) used by Shapiro & Ritzwoller (2002) .
There are several reasons why constructing a model of all of Eurasia is difficult. Direct arrivals of teleseismic body waves, which are often used in global tomography, are significantly sensitive to the upper-mantle structure only within a narrow cone beneath sources and receivers. Whereas ray path coverage for such data is fairly good in tectonically active regions, northern Eurasia is essentially aseismic, and the distribution of seismic stations is non-uniform and sparse. Measurements of body waves that are multiply reflected from the surface and turn in the upper mantle, provide important constraints on the upper-mantle structure in northern and central Eurasia (Grand & Helmberger 1985) ; however, these data have not been used to build a 3-D model of Eurasia. Observations of regionaldistance body waves generated by nuclear and chemical explosions, which have been carried out in the former Soviet Union, sample the upper mantle beneath northern Eurasia and have been used to develop several compressional-wave velocity models (Ryberg et al. 1996; Morozova et al. 1999; Nielsen & Thybo 1999) . These models are constructed along seismic profiles and are therefore only 2-D. Although the identification of triplicated arrivals in the 2-D case can be performed based on the careful analysis of data recorded along seismic profiles, the identification is difficult in the 3-D case (Garnero et al. 1992; Kustowski et al. 2003) .
Surface waves provide more uniform data coverage than body waves. Tomographic inversions of surface wave measurements have been performed for several regions in Eurasia (e.g. Priestley & Debayle 2003; Boschi et al. 2004; Maggi & Priestley 2005) . Development of a model of the entire Eurasia with the nominal resolution of 200-300 km, however, is computationally expensive as it involves ∼10 000-20 000 unknowns and large data sets necessary to constrain these unknowns.
In this work, we develop a new method that can be used to invert for a continental-scale model that consists of a fine grid of spherical splines superposed on a coarse global grid of splines. Such combined parametrization was previously implemented by Boschi et al. (2004) and Nettles & Dziewoński (2008) . These authors, however, focused on the Mediterranean and North America, respectively, and inverted for anomalies associated with the fine and coarse parametrizations simultaneously. In contrast, we develop our model by inverting for the finely-parametrized structure in Eurasia as a perturbation with respect to a coarsely parametrized global model S362ANI (Kustowski et al. 2008) . We choose this inversion strategy because it should allow for a more consistent comparison of different continental models than the simultaneous inversion. A potential pitfall of our iterative approach is that structures sensed by our global data set, which are not perfectly accounted for by the global model, will map into the regional model. However, Nettles (2005) showed that nearly all such errors should map into a narrow zone defined around the model region that will be interpreted.
The ability of surface wave tomography to resolve regionalscale velocity anomalies has been a subject of a vigorous debate. It has been suggested that small-scale velocity anomalies can be resolved properly only if finite-frequency effects are taken into account (e.g. Spetzler et al. 2002) . Some more recent papers, however, indicate that effects of finite-frequency kernels are less significant (e.g. Trampert & Spetzler 2006) . It may, therefore, be useful to explore empirically whether anomalies as small as ∼500 km in diameter, observed in our model, appear to be robust. We show here that such small-scale anomalies reduce data misfits and are well correlated with tectonic provinces, plate boundaries or have been reported in previous studies based on higher-frequency data.
Finally, our results may shed light on the debate regarding the thickness of fast-velocity anomalies beneath continents. Estimates 
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Note: Phase anomalies of surface waves were measured using the method of Ekström et al. (1997) , but the data set has been extended compared with the original paper. We use seismograms from the years 1994-2003 to build a set of 229 well-recorded 6.5 ≤ M w earthquakes. For great earthquakes, we analysed mantle waves with T > 200 s, and for smaller events we included mantle waves with T > 125 s and body waves with T > 50 s. Body-wave traveltimes were measured at Harvard and Scripps. In the right column, we show the number of surface wave and traveltime measurements and the ranges for the number of waveforms measured on the vertical, longitudinal and transverse components.
of the depth extent of seismic signatures beneath continents range from 200 (e.g. Dziewonski 1971 ) to over 400 km (e.g. Jordan 1975 ). Our model suggests that different estimates may not necessarily be inconsistent with one another; a 200-km-thick layer of strong anomalies may be underlain by significantly weaker anomalies extending down to ∼400 km.
DATA A N D M O D E L L I N G T E C H N I Q U E

Data
To invert for the new model S2.9EA of Eurasia, we use the same data set as in the inversion for the global model of shear wave velocity S362ANI (Kustowski et al. 2008) . The data, which are listed in Table 1 , consist of Love-and Rayleigh-wave phase velocities measured along 58 000-206 000 paths at nine periods between 35 and 150 s, mantle-and body-wave waveforms measured along ∼20 000 paths for each component and ∼84 000 teleseismic bodywave traveltimes. Compared with the inversion for the global model, we exclude only the measurements of SS precursors, which do not have enough resolving power to determine regional-scale variations in the depth of the transition zone discontinuities. Non-linear crustal effects were evaluated for CRUST2.0 (Bassin et al. 2000) 0 500 1000 1500 number of hits 0 2500 5000 number of hits and subtracted from all data leaving them sensitive primarily to the velocity variations in the mantle. We weight particular data sets in the same way as in the inversion for a global model, that is, by selecting weights that allow for constraining radial basis function in the inversion at different depths as uniformly as possible. Fig. 1 shows the number of rays crossing each 3
• × 3
• cell for (a) one of the smallest and (b) one of the largest surface wave data sets. Surface wave phases were measured using the method of Ekström et al. (1997) . Hit count maps show significantly better-thanaverage coverage in Eurasia, and we expect to resolve more details beneath this continent compared with other regions. Our collection of surface wave phases has been significantly expanded compared with the Ekström et al. (1997) data set, which was an important, but not the only, constraint on the mantle in the model of Shapiro & Ritzwoller (2002) . Although fundamental-mode surface waves provide primary constraints on the structure of the uppermost 300 km of the mantle, it is essential to complement these data with longperiod waveforms, measured using the method of Woodhouse & Dziewonski (1984) , to determine shear wave velocities below 250-300 km. Structures at shallower depths can be fairly well resolved using only the overtone data, as shown by Ritsema et al. (2004) ; therefore, incorporating the overtones through the waveform inversion may also increase the resolution in the uppermost 300 km of the mantle. The contribution of our teleseismic body-wave traveltimes, measured using the cross-correlation techniques, is small since we invert only for the heterogeneity in the upper mantle. Fig. 2 shows knots of 1273 splines that we use to represent regionalscale lateral velocity perturbations in Eurasia with respect to a lowresolution global model S362ANI (Kustowski et al. 2008) . The knots are approximately 2.9
Model parametrization
• apart from each other and cover the entire continent. Since we include our global data set in the inversion, it is necessary to account for the propagation effects outside of Eurasia. Such effects are predicted by the global model S362ANI, which was derived from the same data set that we use in this study. We subtract predictions of S362ANI from the observations and invert the residuals for the finer-scale perturbations in Eurasia.
The result of Nettles (2005) suggests that despite using a regional parametrization and a global data set, our inversion should be accurate as long as the high-resolution parametrization extends well beyond the region of interest that will be interpreted. Using the same type of parametrization and surface wave data as in our study, she compared the results of 2-D inversions in which the coefficients of low-and high-resolution splines were determined either simultaneously or iteratively as in our work. Nettles (2005) demonstrated that, although the simultaneous inversion is slightly more accurate, the modelling errors of the iterative inversion are small and located in a buffer zone outside of the region of interest. The shaded area in Fig. 2 and the area bound by the grey curve in Fig. 3 define our region of interest. The dense grid of 1273 splines extends beyond this region and consequently, perturbations are non-zero outside of this region. The zone of splines centred outside of the shaded region serves as a buffer zone defined in the same way as in Nettles (2005) .
The advantage of using our iterative approach comes from the fact that it should allow for a more consistent comparison of different regional models than the simultaneous inversion. When the simultaneous inversion is performed, a new global model needs to be constructed for each regional model. Consequently, the comparison of two models of, for example, North America and Eurasia, would reflect not only differences between Eurasia and North America but also differences in the global models constructed in the inversions. If the global models were significantly different from each other, such comparison could not be used to discuss the true differences between the two continents. For example, if one global model showed stronger velocity gradients at a certain depth beneath all continents than the other global model, the comparison of the gradients beneath Eurasia and North America in the two models would be misleading. Building models of different continents on top of the same starting model would eliminate the dependence to the global inversions and make the comparison more sensitive to the true differences between the continents.
We choose to parametrize the model in terms of isotropic δv S = (δv SH + δv SV )/2 and radially anisotropic δa S = (δv SH − δv SV ) variations in shear wave velocity, as in the inversion for the global model S362ANI. This choice allows us to minimize the roughness of perturbations in both velocity and radial anisotropy. Our parametrization does not account for the azimuthal anisotropic variations, which are difficult to determine in a robust way (Larson et al. 1998) . Ekström (2000) showed that trade-offs between isotropic and azimuthally anisotropic velocities are not significant in regions with good ray path coverage. Our data set has been expanded compared with that of Ekström (2000), and since the coverage in Eurasia is much better than the global average ( Fig. 1) , we do not expect that neglecting azimuthal anisotropy should lead to significant errors. The global model S362ANI used as a starting model in our inversion is parametrized horizontally in terms of 362 spherical splines (Wang & Dahlen 1995; Wang et al. 1998 ) whose centres are approximately 11.5
• apart from each other. Such coarse geometrical parametrization does not allow for resolving structures smaller than 1200 km. Imaging regional-scale features in Eurasia therefore requires higher nominal resolution, but the resolvable length-scale and the choice of the optimal parametrization depend on several factors. We choose a uniform parametrization throughout Eurasia with the nominal resolution of ∼300 km (Fig. 2) . The motivation for this choice is the following.
The resolving power of the data is limited owing to the finite wavelength of seismic waves, theoretical approximations and noise. The resolution limits can be predicted theoretically, but estimates vary significantly. For example, Yoshizawa & Kennett (2002) find that the width of the zone of influence for a 40 s Rayleigh wave is ∼200 km and conclude that the resolution of tomographic images derived from rays crossing each other should be of the order of 300 km. Sieminski et al. (2004) also find that ray-based surface wave tomography can properly image regional-scale anomalies, given a good data coverage. Spetzler et al. (2002) , on the other hand, argue that, because of scattering effects, ray-theoretical surface wave tomography is limited to resolving anomalies larger than 1600 km for 40 s Love waves and 2700 km for 150 s Love waves. However, Boschi et al. (2004) , using 35 s and longer-period Love and Rayleigh waves and ray theory, imaged anomalies of wavelengths shorter than 1000 km, which are consistent with high-resolution compressional-wave velocity models and tectonic reconstruction of the Mediterranean even at a depth of 250 km. Given that our data set is several times larger than that of Boschi et al. (2004) , we expect to resolve heterogeneities of length-scales of a few hundred kilometres. Even if the resolving power of our data is not sufficiently good to determine anomalies as small as 300 km, the solution of the inverse problem should be robust. Boschi & Dziewonski (1999) showed that in regions of good data coverage, the roughness minimization of the overparametrized inverse problem leads to nearly identical results as using lower nominal resolution. We regularize the inverse problem by minimizing the horizontal and vertical roughness of the solution, and we show in Fig. 1 that our data coverage is very good. At all frequencies, at least 200 surface waves sample every 3
• block in Eurasia. The 3 • × 3
• cells are equivalent to the nominal resolution implemented in our model. The number of ray paths for long-period waveforms is 3-10 times smaller than that for shortand intermediate-period surface waves but is still high. Therefore, we choose a simple, uniform parametrization in the entire region of interest. In fact, due to excellent data coverage, we were able to obtain a nearly identical model using norm damping.
Finally, our data cannot resolve details of the crustal structure, and we account for crustal effects by subtracting predictions of the a priori model CRUST2.0 (Bassin et al. 2000 ) from all our data. CRUST2.0 is defined on a 2
• × 2 • grid. Because our shortest-period measurements have significant sensitivity to the crustal structure, the crustal model sets the limit for the resolution at 200 km.
We parametrize radial variations in the model using splines with the same spacing as in the global model. The knots of the radial splines are 50 km apart from each other just beneath the crust and 75 km apart from each other down to a depth of 300 km (Fig. 2) . Radial parametrizations with the Mohorovičić discontinuity (hereafter Moho) depth varying according to CRUST2.0 have been implemented in inversions that involved only surface wave phase velocities, but accounting for such variations is computationally unfeasible when waveforms are included. To remedy this limitation, Marone & Romanowicz (2007) incorporated a simplified model with five distinct depths of the Moho. However, lateral velocity anomalies in a model with (Nettles & Dziewoński 2008) and without (Kustowski et al. 2008 ) the Moho depth variations are highly correlated, as shown by Kustowski et al. (2007) . This suggests that crustal corrections subtracted from the data account for the biggest crustal effect. We recognize that variations in crustal thickness in Eurasia have a non-linear effect on the data and apply non-linear corrections to the measured surface-wave phase anomalies, body-wave traveltimes and in the calculation of synthetic seismograms, as described in Kustowski et al. (2007) . The mantle is, however, parametrized in our model up to a constant depth of the Moho located at 24.4 km depth, as in our 1-D reference model STW105 (Kustowski et al. 2008) .
Since the resolving power of our data in the lower mantle is not as good as in the upper mantle, we aim to determine regional-scale heterogeneity in Eurasia only above the 650-km discontinuity. To avoid numerical instabilities associated with the transition from the finely parametrized upper mantle to the coarsely parametrized lower mantle, the high-resolution part of the model is constrained by the parametrization to vanish at 650 km. The sensitivity of the data to the heterogeneity in the lower mantle and topography of the transition zone discontinuities is accounted for by removing predictions of S362ANI from the data vector. Finer-scale anisotropic variations are defined only for four B-splines since we have not found strong evidence for significant radial anisotropy below ∼200-250 km, as discussed in Kustowski et al. (2008) .
The total number of coefficients defining our new model of Eurasia is 21 967, but we invert only for the 14 003 unknowns corresponding to the fine parametrization in Eurasia. The remaining 7964 coefficients are fixed to the values defined in the global model S362ANI, as discussed in Section 2.3. The total number of free parameters is relatively small because we confined the high-resolution isotropic perturbations to the upper mantle, and we used only four radial splines to parametrize the anisotropic variations. In contrast, Nettles & Dziewoński (2008) inverted simultaneously for the v SH and v SV variations extending into the lower mantle in both the high-and low-resolution regions. Consequently, their North America model, which has the same lateral nominal resolution and nearly the same vertical nominal resolution as ours, comprises ∼17 200 coefficients, that is, almost as many as our model despite the much smaller area of the region with fine parametrization.
Inversion
We invert for the finely parametrized model of Eurasia S2.9EA as a perturbation with respect to the coarsely parametrized 3-D global starting model S362ANI. We incorporate the coefficients m 
where the coefficients m eura correspond to the finer parametrization in Eurasia shown in Fig. 2 . The sensitivity matrix A for all data is calculated using the 1-D reference model STW105 (Kustowski et al. 2008) for the m 3D parametrization. The radial sensitivity of surface waves and waveforms is determined from the eigenfunctions of normal modes of the Earth, and we use the great circle approximation to calculate the lateral sensitivities. For waveforms, we take advantage of the path-average approximation of Woodhouse & Dziewonski (1984) . Body-wave traveltimes are analysed using ray theory. Inner-product matrices A T A and data vectors A T d corresponding to each data set are added with weights selected in such a way that different radial splines are constrained as uniformly as possible. In addition, we give high-quality data higher weights in the inversion. For surface waves, the quality is determined based on the variance calculated for rays travelling along similar paths and for waveforms by the root-mean-square misfit.
To correct the data vector using predictions of S362ANI, we define a starting model
The predictions of m 3D 0 are subtracted from the observed data vector A T d obs and then the corrected data vector
is inverted in the least-squares sense for the high-resolution perturbations The damping matrix D minimizes the vertical and horizontal roughness of m eura with respect to S362ANI. For the spline parametrization, the damping matrices have to be calculated numerically. As mentioned before, because of excellent ray path coverage in Eurasia, the choice of the regularization technique does not play an important role in our inversion.
We solve eq. (4) using the Cholesky decomposion (Trefethen & Bau 1997 ). The final model describing perturbations with respect to STW105 at a given depth d, co-latitude θ and longitude φ is defined as a sum m
SW by performing a computationally inexpensive linear inversion of only surface wave data to get as close to the final, high-resolution solution as possible. The model m
3D
SW was then used to calculate synthetic seismograms and partial derivatives for the waveform inversion, which requires more computations. Then, the surface wave, waveform and traveltime data were inverted jointly for the final model S2.9EA.
The solution of eq. (4), that is, the high-resolution perturbations with respect to the global model, are shown in Fig. 3(b) for the depth of 90 km. These perturbations have shorter wavelengths and are not correlated with the velocity anomalies in the global model (Fig. 3a) . This suggests that the inversion revealed structures that had not been modelled in S362ANI due to a coarse parametrization rather than due to excessive damping in Eurasia. When the highresolution perturbations are added to the global model, they reveal more small-scale details (Fig. 3c) . The question whether small-scale structures can be resolved is often addressed by checkerboard tests.
Such tests, however, cannot demonstrate the ability of the inversion to resolve structures of certain wavelength because they assume that theory used to calculate the sensitivity kernels is perfect. We think that it is more instructive to discuss whether known tectonic features are imaged in our model and whether our model shows structures observed in earlier, often higher-resolution studies. For example, in S362ANI, the East European Craton appears as one fast-velocity anomaly at 90 km depth while in S2.9EA, the anomalies beneath the Urals and Baltic Shield are clearly separated from each other. Slow-velocity anomalies in tectonically active regions are better correlated with surface tectonics in S2.9EA than in S362ANI. The boundary between low and high velocities beneath Tibet and India, respectively, is aligned with the plate boundary in S2.9EA; the alignment is poor in the global model. In Section 3, we will also show that many of the regional-scale anomalies in our model have been previously reported in earlier high-resolution studies involving P-wave tomography and receiver functions. Some of the structures unveiled through the regional inversion are as narrow as ∼500 km and we expect to resolve anomalies of this size based on theoretical work of Yoshizawa & Kennett (2002) and Sieminski et al. (2004) . The latter mentioned that a regional-scale resolution can be achieved if appropriate regularization is used, however, our experiments show that the ray path coverage in Eurasia is so good that the choice of the regularization scheme does not significantly affect the model.
The addition of the smaller-scale anomalies in S2.9EA lead to an improved fit to the data compared with that of the starting model S362ANI (Fig. 4) . The additional reduction of normalized variance is about 2 per cent for the shortest-period surface waves and somewhat less for longer-period waves. For the waveform data sets, the improvement in data fit is systematic, but small, which is to be expected since most of the residual variance is due to noise and unmodelled amplitude anomalies.
Short-wavelength anomalies (Fig. 3b) , which correspond to spherical-harmonic degrees ∼19-72, show several times lower amplitudes than the amplitudes of the long-wavelength anomalies corresponding to degrees up to 18 (Fig. 3a) . This is consistent with the predominance of long-wavelength heterogeneity patterns in the mantle, suggested by Su & Dziewonski (1991) and with the decrease in the amplitude power with wavelength reported by Chevrot et al. (1998) , but contradicts the earlier results of Passier & Snieder (1995) , which suggested that the short-wavelength anomalies in global models were suppressed due to the truncation of the spherical harmonic expansion.
We have performed a number of experiments to explore the possible errors in the model, but we do not present a quantitative error analysis in the paper. Difficulties of different techniques used to evaluate formal model errors are summarized by Shapiro & Ritzwoller (2002) . These authors test a new and interesting method to measure model uncertainty using a Monte Carlo method, which overcomes some of the difficulties; it is, however, still sensitive to a number of a priori assumptions.
V E L O C I T Y S T RU C T U R E B E N E AT H E U R A S I A
In Fig. 5 , we compare our model S2.9EA with the model CU SRT1.0 of Shapiro and Ritzwoller (2002) . CU SRT1.0 was obtained from surface-wave group-and phase-velocity measurements. It is a global model parametrized in terms of 2
• × 2 • blocks, which offer a similar nominal resolution to our spline parametrization with 2.9
• spacing. Shapiro & Ritzwoller (2002) focus their interpretation on Eurasia, where the data coverage is best. To date, no other model encompassing the entire Eurasia with regional-scale detail has been presented. We emphasize two differences between S2.9EA and CU SRT1.0. The latter is well constrained by surface waves only within the uppermost 200-250 km of the mantle, whereas long-period waveforms incorporated in this study provide additional constraints on the structures at larger depths. The comparison between the two models should therefore demonstrate the merit of combining diverse data sets in the determination of the deeper part of the upper mantle. Second, we correct our data for crustal effects using CRUST2.0 (Bassin et al. 2000) and parametrize the mantle model up to a constant depth of 24.4 km, whereas Shapiro & Ritzwoller (2002) start their analysis with a modified version of CRUST5.1 (Mooney et al. 1998 ) and allow for variations in the depth of the Moho to fit their data. By comparing S2.9EA with CU SRT1.0, we may identify robust velocity anomalies in the mantle that do not depend strongly on the differences in the crustal structure.
At 80 km, slow-velocity anomalies are less pronounced and fastvelocity anomalies have a larger extent in CU SRT1.0 compared with S2.9EA. This implies that Eurasian averages relative to global averages are slightly different in the two models. Otherwise, the distribution and amplitudes of lateral velocity variations are very similar. The models have a comparable resolution; the shortestwavelength anomalies are slightly narrower in S2.9EA. The most pronounced features at a depth of 150 km are fast-velocity anomalies beneath the East European Platform, Siberia and Tibet, which nearly vanish at a depth of 250 km. At 350 and 500 km, our model is dominated by a band of fast velocities beneath the Mediterranean Basin, Turkish Plateau, Tibet and the subduction zones in the southeastern and eastern Eurasia. These anomalies have amplitudes of up to 3 per cent and are correlated with the distribution of regions of current and past tectonic convergence. They are also observed in tomographic models constrained by surface (Boschi et al. 2004 ) and body waves (Spakman et al. 1993 ) and may represent the subducted lithosphere, as predicted by the tectonic reconstruction of the Mediterranean basin (de Jonge et al. 1994) , or downwellings beneath orogenic regions (Tilmann et al. 2003) . Shapiro & Ritzwoller (2002) state that below 250 km depth the uncertainties in their model tend to be larger than amplitudes of the velocity anomalies. At 350 km, CU SRT1.0 shows short-wavelength anomalies with amplitudes up to 8 per cent, which are unlikely to represent true mantle structures as the sensitivity and resolution of surface waves diminish below 200 km. We think that our model is more robust in this depth range.
The correlation between the two models in Eurasia is as high as 0.87 at 80 km, 0.91 at 150 km and 0.75 at 200 km, suggesting that velocities at these depths are very well constrained by surface waves. At larger depths, CU SRT1.0 is not well constrained and the correlation is only 0.51 at 250 km and 0.21 at 350 km. However, the dramatic decrease in the strength of the anomalies between 150 and 250 km is observed in both models. Different approaches used to account for the crustal structure appear to affect the velocity patterns appreciably only at very shallow depths in the mantle as the correlation at 50 km is still as high as 0.67. Fig. 6 shows vertical cross-sections through different parts of Eurasia in S2.9EA. Our goal is to demonstrate that regionalscale structures, discussed in a number of regional, often higherresolution studies, can also be found in this continental-scale model. In cross-section A-A , positive anomalies between depths of 100 and 200 km are very strong and nearly vanish below 250 km. The presence of strong, fast-velocity anomalies down to ∼200 km is consistent with the model of Priestley & Debayle (2003) , who inverted surface wave data for shear wave velocities beneath Siberia. However, a continental-scale model is necessary to demonstrate that these anomalies extend over ∼7000 km from the East European Craton to Siberia. The presence of a negative ∂v S /∂depth (hereafter ∂v S /∂h) gradient underlying a fast-velocity lid is consistent with the study of Grand & Helmberger (1985) , although in S2.9EA it is located at a slightly larger depth. A discontinuity associated with a compressional-velocity decrease at a depth of ∼200 km in the East European Craton and Western Siberia was also reported in 2-D models of Ryberg et al. (1996) and Morozova et al. (1999) . The strong gradient zone underlying the fast-velocity layer beneath continents will be further discussed in Section 4.
Cross-section B-B shows the structure beneath the Turkish plateau. A tomographic image of this region, constrained by surface waves, was recently obtained by Maggi and Priestley (2005) . They reported the presence of a slow-velocity anomaly, perhaps related to the partial delamination of the lithosphere, extending ∼200 km into the mantle. Our model also shows slower-than-average velocities in this region, however, only down to a depth of 100-150 km. While the model of Maggi & Priestley (2005) does not extend west of the Aegean, S2.9EA shows the east-dipping subduction beneath the Hellenic Arc, which was also found in the tectonic reconstruction of de Jonge et al. (1994) and the compressional-wave velocity model of the Mediterranean of Spakman et al. (1993) . Whereas the slowvelocity structures in the model of Maggi & Priestley (2005) vanish below 200-250 km depth, in our model, they are underlain by a fast-velocity region connected with the subduction zone beneath the Hellenic Arc. The fast velocities may represent cold, subducted material as the exothermic 410-km discontinuity is elevated.
Cross-section C-C cuts two pronounced, shallow, slow-velocity regions in eastern Eurasia. The easternmost anomaly is associated with the backarc extension beneath the Sea of Japan and is underlain by the subducted Pacific lithosphere, characterized by fast velocities. The depression of the 650-km discontinuity in this region likely results from the subhorizontal deflection or accumulation of the subducted material in the transition zone (Shearer & Masters 1992; Gu et al. 1998 Gu et al. , 2003 . The second shallow, slow-velocity region in C-C is located beneath the Altai Mountains, and it is underlain by another slab-like structure. A fast-velocity anomaly at this location, whose deeper part might be attributed to the closing of the Mongol-Okhotsk Ocean, was previously described by van der Voo et al. (1999) .
Cross-section D-D shows the velocity structure beneath Tibet and approximate depths of reflectors taken from Kumar et al. (2006) , who analysed receiver functions along the D-D line. The reflector associated with the velocity decrease at ∼200 km is well aligned with the zone of a strong gradient in the southern part of the cross-section. The tomographic model, however, does not capture an abrupt change in the depth of the reflector observed in the receiver functions. Kumar et al. (2006) attribute the reflections to the base of the subducted Indian lithosphere in southern Tibet and Asian lithosphere in northern Tibet. Both S2.9EA and the receiver functions show that this boundary is inclined at a shallow angle in northern Tibet and a steeper angle in southern Tibet, and has an approximately constant depth beneath central Tibet. However, the strongest gradients in central and northern Tibet are observed at a slightly larger depth than the reflector.
The interpretation of the shallowest 100 km in our model should be carried out with caution because of a simplified parametrization. Regardless of the parametrization, the depth of strong positive ∂δv S /∂h gradients in central and northern Tibet is consistent with the depth of the reflector associated with the velocity increase, reported by Kumar et al. (2006) as the Moho, and with the depth of the gradients in CU SRT1.0, as shown in Kustowski (2007) . The shallow slow-velocity layer vanishes near the southern end of D-D , whereas the receiver functions become complex and the reflector was interpreted by Kumar et al. (2006) to be at roughly the same depth as beneath central Tibet.
B A S E O F T H E C O N T I N E N TA L L I T H O S P H E R E ?
The amplitudes of fast-velocity anomalies in northern Eurasia dramatically decrease between depths of 150 and 250 km (Fig. 6 ), but velocities increase in this depth range in the 1-D reference model STW105, as well as in PREM. It is therefore instructive to compare the relative velocities in the 3-D model S2.9EA with the absolute ones. The gradient in the anomalies at ∼200 km is so strong that it leads to decrease in the absolute velocity with depth (Fig. 7) . This behaviour is also observed in the starting, global model S362ANI and therefore cannot be attributed to the inversion for the continental model. The presence of strong gradients in not only relative, but also in absolute velocities, provides an additional indication of a dramatic change near 200-km depth. Our long-period data, however, do not have enough resolution to discriminate between a gradient zone and a discontinuity.
The two panels at the bottom of Fig. 7 compare the global model S362ANI, calculated using STW105 as the 1-D reference model, with a model S362ANI PREM, based on the reference model PREM. Otherwise, the two models were obtained using the same data and technique and show nearly identical lateral velocity variations. The absolute velocity structure in S362ANI PREM is characterized by the positive ∂v S /∂h discontinuity at 220 km, as in PREM. The 3-D inversion, however, forced the velocities to decrease between 150 and 220 km and between 220 and 300 km. The velocity jump at 220 km in PREM, therefore, appears to be inconsistent with the data in northern Eurasia. This suggests that the absolute velocity gradients in this region cannot not be resolved properly if PREM is used as a reference model. Gu et al. (2001b) performed a global survey of shear waves reflected from the bottom of the hypothetical 220-km discontinuity. They showed that the S 220 S seismogram predicted by PREM does not match the observed seismogram with the bounce point beneath Siberia. Gu et al. (2001b) recognized that this discrepancy may result from either the topography of the discontinuity or reversed polarity of the reflector. The latter interpretation is consistent with the decrease in velocity observed in S2.9EA. Even if the reflector was not a discontinuity, it would be expected to produce a significant arrival in the long-period data analysed by Gu et al. (2001b) , which are not capable of distinguishing between the discontinuity and a 50-km thick gradient zone.
Further indications of the presence of the negative ∂v S /∂h gradient or discontinuity at ∼200 km is found in regional seismic studies from northern and central Eurasia. 1-D models of compressionalwave velocities of Mechie et al. (1993) show a discontinuity at 200-250 km underlain by a local velocity minimum. The discontinuity at ∼200 km along the seismic profile 'Quartz' was interpreted by Ryberg et al. (1996) as the lithosphere-asthenosphere boundary, and a similar discontinuity can also be found in the model of Morozova et al. (1999) . Local compressional-wave velocity minima at 200-250 km beneath seismic profile 'Kraton' were reported by Nielsen & Thybo (1999) . Grand & Helmberger (1985) showed that the shield model SNA (Grand & Helmberger 1984) with the strong negative gradient between 150 and 200 km fits the multiply-reflected shear waves in central and northern Eurasia.
Given our results and the earlier studies, it is tempting to infer the presence of a major boundary at ∼200 km beneath cratons in Eurasia, perhaps associated with the transition from the lithosphere to the asthenosphere. Priestley & Debayle (2003) call the ∼200-km-thick fast-velocity layer beneath Siberia a seismic lithosphere, which is likely to be somewhat thicker than the thermal Enkin et al. (1992) , Yin & Harrison (1996) and Nikishin et al. (1996) . ( lithosphere, defined as a conductive boundary layer (Jaupart & Mareschal 1999) . However, Lerner-Lam & Jordan (1987) found that Rayleigh-wave data require the velocity structures beneath northern Eurasia and western Pacific to differ down to a depth of 400 km. The fast-velocity layer in northern Eurasia appears to be thicker than 300 km also in some global tomographic models (e.g. Megnin & Romanowicz 2000; Gu et al. 2001a) . Perturbations in S2.9EA are indeed positive down to 400 km beneath cratons in Eurasia, but they are weak (+1 to +2 per cent) below 250 km, whereas up to +9 per cent anomalies are observed at 150 km depth. In an attempt to reconcile the apparently contradictory results, we speculate that the ∼200-km-thick layer of strong fast velocity anomalies may be the continental lithosphere, the conductive boundary layer, whereas the weaker anomalies extending down to 400 km may be attributed to a continental root. The root may represent a region of increased viscosity in the asthenosphere due to low temperatures beneath continents (Shapiro et al. 1999) or a compositionally buoyant mantle, depleted in heavy elements (Jordan 1975 (Jordan , 1978 . Strong velocity gradients favour compositional boundaries, however, a quantitative study is needed to support such an interpretation. We also note that thick layers of strong, fast-velocity anomalies reported in some older tomographic models may be, to some extent, an artefact of using less accurate, linear crustal corrections in the waveform inversion, as demonstrated by Kustowski et al. (2007) . Thinner, 200-250-kmthick, layers of significantly faster-than-average velocities beneath cratons are observed in more recent global models of Ritsema et al. (2004) , Panning & Romanowicz (2006) and Kustowski et al. (2008) in which non-linear crustal corrections were implemented. It is not possible to estimate precisely the depth of the boundary near the bottom of the lithosphere, based on our tomographic model. We can, however, infer from Fig. 7 that the strongest vertical gradients beneath the East European Craton are 20-30 km deeper than beneath Siberia and 40-50 km deeper than beneath the West Siberian Rift. This is consistent with the estimates of the lithospheric thickness of Priestley & McKenzie (2006) , who combined a seismological and thermal model of the oceanic lithosphere, accounted for the compositional difference in the continental lithosphere and used kimberlite data to test the velocity-temperature relationship for the continents. Much larger variations in thickness, however, were reported by Artemieva & Mooney (2001) . These authors analysed heat flow data and found that the thermal lithosphere may be as thick as ∼350 km beneath Siberia, ∼175-300 km thick beneath the East European Craton and as thin as ∼125 km beneath the West Siberian Rift.
To investigate the lateral extent of the gradient zone at a depth of 200 km, we plot vertical velocity profiles at different locations in Eurasia (Fig. 8) and beneath different continents and in different models (Fig. 9) . The profiles beneath sedimentary basins and rift systems in northern Eurasia, as well as beneath the Urals, show the same decrease in velocity between 150 and 250 km as those beneath cratons (Fig. 8a) . This similarity indicates that the boundary may be located at similar depths, regardless of differences in the shallow structure. The steep gradient zone at ∼200 km however is not observed in some other, relatively stable parts of the continent (Fig. 8b) , but it is present beneath Tibet and Altai (Fig. 8c) . The 150-250 km depth range is also anomalous in other tectonically active regions; velocities increase with depth but at a slower rate compared with the overlying and underlying mantle.
Figs 9(a) and (b) show velocity profiles in different models for cratons in Eurasia and North America-the two continents best sampled by surface waves. We included only models that have been obtained independent of PREM, that is, without a discontinuity imposed at 220 km. The negative gradient zone at ∼200 km beneath northern Eurasia and the Canadian Shield is observed not only in S2.9EA but also in CU SRT1.0 and SNA (Grand & Helmberger 1984) . The velocity profile beneath Canada in our model, although somewhat smoother, is remarkably similar to SNA, a model derived from multiply reflected body waves. A strong positive gradient is observed in northern Eurasia, down to 150 km in S2.9EA and CU SRT1.0. The latter also shows the shallow positive gradient beneath the Canadian Shield; however, no strong gradients are found in our model and in SNA. In S2.9EA, the velocity decrease between 150 and 250 km is also observed beneath cratons in South America and Australia (Fig. 9c) , suggesting that 175-225 km might be a typical depth of the boundary in stable continental settings. The negative gradients at 200 km are, however, not observed beneath Antarctica and Africa. Stable parts of different continents show remarkably similar velocities, which are confined to the 4.6-4.75 km s −1 range down to ∼300 km. The comparison with the oceanic regions demonstrates that small differences between the continental and oceanic regions extending to at least 300 km may exist; however, they do not rule out the presence of the lithospheric base at 200 km.
VA R I AT I O N S I N R A D I A L A N I S O T RO P Y
We compare S2.9EA with a simpler version of the model, S2.9EA ISO, in which high-resolution anisotropic variations are not inverted for and the low-resolution anisotropic variations are fixed to those in the global model S362ANI (Fig. 10) . Longwavelength anisotropic patterns in the two models are similar. Shorter-wavelength anisotropic anomalies are found in S2.9EA. However, the differences between the two models are not clearly correlated with any tectonic features in Eurasia.
We do not discuss the anisotropic part of our model further because we think that radial anisotropy in the upper mantle is still difficult to constrain. In Kustowski et al. (2008) , we demonstrate that, with the exception of few regions, radial anisotropy is poorly correlated in different models with highly correlated isotropic variations. This is consistent with the results of Shapiro & Ritzwoller (2002) , who conclude that uncertainty of the anisotropic variations in their model is very high.
Although anisotropy is difficult to constrain, velocity-anisotropy trade-offs for short-wavelength anomalies are small. Fig. 10 demonstrates that the isotropic velocities are not appreciably affected by allowing for high-resolution anisotropic variations, despite the presence of shorter wavelength anisotropic anomales at 100 km and stronger anisotropy at 250 km in S2.9EA, when compared with S2.9EA ISO.
C O N C L U S I O N S
Our new model of Eurasia S2.9EA reveals upper-mantle velocity anomalies narrower than 1000 km and in places as small as ∼300 km. Many of these features are not observed in the starting, low-resolution global model S362ANI and emerged through the inversion for the finely parametrized continental model S2.9EA. We think that these small-scale features reveal real structures because they (1) reduce data misfits, (2) are well aligned with plate boundaries and known tectonic features and (3) are consistent with structures reported in earlier, regional, high-resolution studies. Our results therefore support theoretical predictions, indicating that regional-scale anomalies can be resolved by ray theory based tomography, given good surface-wave data coverage. Whereas earlier high-resolution studies were usually confined to small regions, our new model encompasses the entire Eurasia continent with the regional-scale detail. Because we inverted for this model as a perturbation with respect to the global model, other regional models obtained on top of the same starting model can potentially be compared with Eurasia in a consistent way.
Including mantle-and body-wave waveforms helped us to constrain the deeper upper mantle, which is less well resolved in earlier models such as CU SRT1.0. The high correlation between our model and CU SRT1.0 at shallow depths demonstrates that neglecting lateral variations in the Moho depth in the calculation of the sensitivity kernels has small effect on the velocity patterns in the mantle below 80 km depth. This suggests that the biggest effect of the crustal variations on the data was removed by applying the crustal corrections.
The dramatic velocity decrease at ∼200 km beneath northern and central Eurasia, as well as Tibet, is consistent with earlier, Figure 10 . Lateral radially anisotropic and isotropic velocity variations in models S2.9EA and S2.9EA ISO. The former is our preferred model, in which both isotropic and anisotropic high-resolution variations were determined. In model S2.9EA ISO, only isotropic high-resolution perturbations were inverted for, whereas anisotropic variations are identical to those in the lower-resolution global model S362ANI. The small-scale isotropic variations are not significantly affected by allowing for regional anisotropic variations in the inversion.
high-resolution studies, where it was often interpreted as the base of the lithosphere. In these regions, a layer of up to +9 per cent faster-than-average velocities is underlain by weaker (+1 to +2 per cent) anomalies, extending down to ∼400 km. The weaker anomalies may represent a compositionally distinct continental root or highly viscous asthenosphere beneath cold continents. We cannot rule out that this region is also anisotropic, as proposed by Gung et al. (2003) ; v SH is slightly faster than v SV at 300 km beneath Eurasia in our model. The sharpness of the velocity gradient at ∼200 km depth may favour a vertical compositional boundary, but quantitative studies are needed to test this hypothesis.
The zone of negative ∂v S /∂h gradient at ∼200 km is also observed beneath cratons in North America, South America and Australia but not beneath Africa and Antarctica. We find the lithosphere in Eurasia to be unique in two regards. First, the negative velocity gradients between 150 and 250 km are much stronger than that beneath any other continent, perhaps indicating a sharper boundary. Second, in our model, the positive ∂v/∂h gradients above 150 km depth are not observed beneath cratons in continents other than Eurasia, in our model. The presence of the negative gradient at ∼200 km is corroborated by CU SRT1.0 and SNA (Grand & Helmberger 1984) , the presence of the positive gradient at shallow depth in northern Eurasia is consistent with CU SRT1.0 and the lack of strong gradients at shallow depth beneath the Canadian Shield is consistent with SNA. The presence of a negative ∂v S /∂h gradient at ∼200 km is observed in a number of independent studies, and we consider it to be robust. On the other hand, the shallow gradient beneath Eurasia is corroborated only by CU SRT1.0 in which it is observed beneath other continents also.
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