A program is rst-order reducible (FO-reducible) with respect to (wrt) a set of integrity constraints if there exists a rst-order theory T such that the set of models for T is exactly the set of intended models for the program wrt all possible EDB's. In this case, we say that P is FO-reducible to T wrt IC. For FO-reducible programs, it is possible to characterize, using rst-order logic implications, properties of programs that are related to all possible EDB's as in the database context. These properties include, among others, containment of programs, independence of updates wrt queries and integrity constraints, and characterization and implication of integrity constraints in programs, all of which have no known proof procedures. Therefore, many important problems formalized in a non-standard logic can be dealt with using the rich reservoir of rst-order theorem-proving tools, provided that the program is FO-reducible. The following classes of programs are shown to be FO-reducible.
Introduction
In this paper, we take the following view of deductive databases: a deductive database 16, 21, 37] consists syntactically of a program, which de nes inference rules, and an extensional database (EDB), which is a set of physically stored base relations. Certain semantics of the program de nes the state of a deductive database. All deductive databases that have the same program but di erent EDB's determine all database states that may occur in the process of updates of EDB's. For this reason, a program is better regarded as a \deductive database scheme" in a sense analogous to a relational database scheme. In the database context, many problems or properties regarding to query answering and updates are associated with such schemes rather than particular states. In this paper, the following important problems or properties of programs are our concerns.
Equivalence of Programs. A program P 1 is equivalent to a program P 2 if they de ne the same database state for every EDB. The notion of equivalence is fundamental in program optimization and has been studied intensively in the literature 10, 11, 24, 32, 35] .
Independence of Updates. This property is concerned with irrelevance of updates in query answering and constraint enforcement. An update is independent of a query if execution of the update does not change the answer of the query, whatever the current database state is. Independence of updates wrt queries has been studied in some concrete cases in 13], and it is particularly useful in serializing transactions 13], answering queries in distributed environments 13] , and maintaining materialized views 5]. We will extend this notion to a uni ed view that also includes independence wrt integrity constraints, i.e., logical assertions that all valid database states are required to satisfy when viewed as interpretations. An update is independent of a set of integrity constraints if it leads a valid database state to a valid database state. Clearly, this extension is very important for integrity enforcement.
Characterization and Implication of Integrity Constraints. When integrity constraints IC are imposed on database states, in general one would have to compute the database state explicitly in order to check that the constraints were not violated. This computation is very time-consuming and space-wasting as well. Instead, if we can nd another set IC 0 of constraints imposed on EDB's alone, such that for every EDB I the database state de ned by the program satis es IC if and only if I satis es IC 0 , then our task becomes much easier since the EDB is physically stored and usually much smaller than the database state. In this case we say that IC is characterized by IC 0 . In some other cases, database states are considered as views de ned over base relations, and integrity enforcement on such views is done by determining whether the constraints on the views follow from some constraints on base relations. This is called the implication problem 3, 20] .
Since the above properties are de ned wrt all database states, we call them \all states" properties. Unfortunately, no proof procedure is known to exist for any of these problems or properties, even in Datalog programs, i.e., programs with no function symbols other than constants. The main di culty is due to the fact that the semantics of the program is not given by an arbitrary rst-order model and in general can not be represented exactly as the set of models for a rst-order theory. Deductive databases are hardly practical unless one nds \reasonable" solutions to the above-like important problems for frequently used programs. Past experience with non-rst-order logics shows that it is important to know whether a problem formalized in a non-rst-order logic can be dealt with using the rich reservoir of rst-order theorem-proving tools. In this paper, we shall investigate the situations where the rst-order logic can indeed be applied to characterize general problems or properties of programs. We de ne a class of rst-order reducible (FO-reducible) programs wrt a set of integrity constraints, in which for each program there exists a rst-order theory such that the set of models for the theory is exactly the set of all valid database states de ned by the program. We also say that the program is FO-reducible to the theory wrt the constraints. Consequently, a sound and complete machine oriented proof procedure, the Robinson resolution procedure 30] , can be used to test general properties of FO-reducible programs, allowing the possibility of proving the properties in many cases. Another important feature of this approach is the simplicity and uniformity of expressing the general program properties to be tested by rst-order logic implications. The methods for testing general properties in 13, 20, 32, 35] , on the other hand, rely on deep insights into the problems and di er dramatically from one property to another.
To demonstrate the generality of FO-reducible programs, the following three classes of programs are shown to be FO-reducible: (1) A strati ed acyclic program 1, 8, 29] P is FOreducible to comp(P) IC wrt any (consistent) set IC of constraints, where comp(P) is the completion of P 7, 21] ; (2) a general chained program 18] P is FO-reducible to comp IC wrt certain acyclicity constraints IC; (3) a bounded program is FO-reducible to comp(P 0 ) IC wrt any (consistent) set IC of constraints, where P 0 is a non-recursive program equivalent to P. We also describe a correct strategy for reselecting the set of integrity constraints in order to establish the FO-reducibility of programs without losing the original information, in the sense that the set of valid database states remains unchanged. For simplicity and generality, we restrict ourselves to strati ed programs and the perfect model semantics 29] . However, the de nition of FO-reducibility and all the results in the paper can be extended to more general programs and semantics 15, 17] . The theorems of this paper take into account recursive rules, integrity constraints in rst-order formulas, and very general updates and queries. The results do not depend on the absence of function symbols. The work on modular acyclicity of programs by Ross 31] is closely related to ours. In 31], it was shown that each modularly acyclic program P has a unique xed point which is exactly the Herbrand model for comp(P). Therefore the semantics for a modularly acyclic program is characterized by the Herbrand model for the completion of the program. On this ground, the membership of tuples in the semantics for modularly acyclic programs is decidable. We show the same property holds for a FO-reducible program, therefore FO-reducibility immediately determines the enumerability of the set of negative information which some times represents a non-recursively set in general. However, there are some fundamental di erences between Ross's work and ours. While a main purpose in 31] is answering queries wrt a single database state, our purpose is testing properties of databases that are related to all possible states, i.e., state-invariant properties. Therefore, we use programs to represent only the xed part of the databases, i.e., the reference rules, not the stored relations. Another di erence is that the purpose of testing general properties of programs requires us to consider arbitrary interpretations rather than the Herbrand interpretations as for answering queries wrt a single database state, since testing whether a formula is true wrt all Herbrand models for a theory is not necessarily recursively enumerable according to 33] (Theorem 13). The basic idea of FO-reducibility is also related to the circumscription process 23] in selecting minimal models. In circumscription, the second-order logic is used to assert the minimality of models and is \collapsed" to the rst-order logic when certain normal forms are satis ed. FO-reducibility is concerned with the existence of a rst-order theory that has as all its models the intended meanings of the program for all EDB's. When strati ed programs are considered, we show that \acyclic support" of valid xed points, which corresponds to freeness of unfounded sets 17], is a su cient condition for FO-reducibility. For these reasons, we believe that FO-reducibility is a natural and sound goal that deductive database design should pursue. There is a di erence between our approach and the so called semantic query optimization. Semantic queries utilize integrity constraints to speed up query processing, but we use the integrity constraints to downgrade the semantics or queries from the higher order to the rst-order so that existing reasoning techniques can be used.
The paper is organized as follows. Section 2 gives fundamental de nitions and notations and formalizes the separate treatment of \deductive database schemes" and \deductive database states". In Section 3, we introduce the notion of FO-reducible programs and prove a number of its properties. In particular, we show that for strati ed programs, acyclic support of valid xed points is a su cient condition for FO-reducibility. From this condition, we establish FO-reducibility for several classes of programs. Also, a strategy for constructing FO-reducible programs is described. Then Sections 4, 5 and 6 each give, respectively, the rst-order logic characterizations for the containment problem, independence of updates, and characterization and implication problems in FO-reducible programs. Finally, we comment on future work.
Preliminaries
In this section, we give most of the de nitions and basic results required for the rest of the paper. More details can be found in 16, 21, 37] . To adopt to our \all states" framework, we also modify the standard treatment of xed points and completed programs that is primarily used for the framework of a single database state. For simplicity and generality, in this paper, we will consider the class of strati ed programs. A program is strati ed if its dependency graph does not contain a cycle with a negative edge. Clearly, all de nite programs and non-recursive programs are strati ed. A program is strati ed exactly when the predicates can be grouped into strata, which are the largest sets of predicates such that 1. if a predicate p has a rule with a subgoal that is a negated q, then q is in a lower stratum than p, 2. if predicate p has a rule with a subgoal that is a non-negated q, then the stratum of p is at least as high as the stratum of q.
The de nition and computation of the semantics of a strati ed program depend on its strata level. More details on this will be given in subsection 2.3.
Interpretations, Models, and Equality Axioms
In order to de ne the semantic meaning of a program, we need rst de ne interpretations and models of a rst-order language. A complete discussion of these materials can be found in 21].
A pre-interpretation J of a rst-order language consists of the following:
(a (c) If t 0 1 ; : : :; t 0 n are term assignments of t 1 ; : : :; t n and f J is the assignment of the n-ary function symbol f, then f J (t 0 1 ; : : :; t 0 n ) 2 D is the term assignment of f(t 1 ; : : :; t n ). Let J be a pre-interpretation of a rst-order language , V a variable assignment wrt J, and A an atom. Suppose A is p(t 1 ; : : :; t n ) and t 0 1 ; : : :; t 0 n in the domain of J are the term assignments of t 1 ; : : :; t n wrt J and V . We call A J;V = p(t 0 1 ; : : :; t 0 n ) the J-instance of A wrt V .
Let I be an interpretation of a rst-order language and let V be a variable assignment. Then the truth value of a ( rst-order) formula (wrt I and V ) is determined by I and V as usual 21] . In particular, the truth value of a closed formula does not depend on the variable assignment. If the truth value of a sentence wrt an interpretation is true (respectively false), we say the sentence is true (respectively false) wrt the interpretation. I is a model for a sentence , or I satis es , if is true wrt I. I is a model for a theory S, i.e., a set of sentences, or I satis es S, if I is a model for each sentence of S. We say that a theory S logically implies a theory S 0 , denoted Sj =S 0 , if, for every interpretation I of , I is a model for S implies that I is a model for S 0 .
We will require that the language also contains a new predicate symbol =, not appearing in program P, whose intended interpretation is the identity relation. By de nition, = is an extensional predicate of the program P. We will use the following equality axioms (we use the standard notation 6 = for not equals.):
1 Axioms 6 and 8 imply that = is an equivalence relation. Axioms (1)- (8) are forcing = to be interpreted as the identity relation on the Herbrand universe of the language, i.e., the set of all terms constructed from only the function symbols and constants of the language. Therefore, as long as the language contains at least one n-ary function symbol with n > 0, its domain must be in nite. A theory T is called a theory with equality if axioms (1)- (8) are logical consequences of T. In any model M for a theory with equality, if = is assigned the identity relation in the domain of M, then M is called a normal model. In our framework, = is intended to be interpreted as the identity relation, and therefore, only normal models are of interest. Since the identity relation is uniquely determined by the domain, we will not list the tuples in the identity relation when illustrating a normal model. By a result in 25], testing whether a sentence is true wrt all normal models for a theory with equality can be answered using full rst-order logic, as stated in the next lemma. Lemma 2.1 ( 25] , pp. 78) Let T be a theory with equality and be a sentence. Then (a) for every model M for T, there is a normal model M 0 for T such that is true wrt M if and only if is true wrt M 0 , and (b) is true wrt every normal model for T if and only if Tj = . 2 In light of Lemma 2.1 and our need in this paper, from now on we use T j = to denote that is true wrt every normal model for T.
Semantics of Programs
The state of a deductive database is de ned by the semantics of the program. However, to study \all states" properties of programs, we need a separate treatment of rules and facts given in the EDB. This is made possible by modifying the standard treatment of xed points and completed programs for one particular deductive database. We rst modify the standard de nition of operator T J P , which is a mapping from the lattice of interpretations I based on some preinterpretation J to itself under the partial order of set inclusion . In the standard de nition of 21], T J P (I) was de ned to be the set of all A J;V , such that there is a rule A L 1 ; : : :; L m in P, a variable assignment V wrt J, and the conjunction L 1 ; : : :; L m is true wrt I and V .
This de nition is useful in dealing with one particular deductive database, in which the base relations, as \ground atoms", are included in the program. However, when considering as a whole the class of all deductive databases that have the same inference rules but have di erent stored base relations, we will use the program P to represent only the xed inference rules, but not base relations. In this case, we have the following slightly di erent de nition of the operator T J P .
Let I be an interpretation of based on an a pre-interpretation J. We de ne T J P (I) to be the set of all A J;V , the J-instance of A wrt V , where A L 1 ; : : :; L m is either a rule in P or a trivial rule q(x) q(x) for some extensional predicate q of P, V is a variable assignment wrt J, and the conjunction L 1 ; : : :; L m is true wrt I and V . Intuitively, T J P (I) is the set of the tuples of extensional predicates in I plus the tuples that can be derived by applying rules in P to only tuples in I. This modi ed operator T J P is the same as the standard one in 21] with P augmented by trivial rules q(x) q(x) for all extensional predicates q. The usefulness of this modi cation will become evident shortly when deductive database states and completed programs are de ned below. Clearly, T J P (I) is an interpretation based on J. An extensional database (EDB) of a program P is an interpretation I of such that (a) all intensional predicates are assigned the empty relation and (b) I is a normal model for the equality axioms (1)- (8) . An EDB corresponds to a set of stored base relations. Let M be an interpretation based on some pre-interpretation J. EDB(M) denotes the interpretation based on J that consists of the tuples in M de ned on extensional predicates of P; that is, the extensional (or base) relations of M. Let I be an EDB based on J. M is a xed point of T J P wrt I if T J P (M) = M and I = EDB(M). (The reader should note that, with the standard operator T J P as de ned in 21], the tuples on extensional predicates of M, which we have assumed never appear as rules themselves, are \ ltered out" and therefore T J P (M) = M only if EDB(M) = ;.) The following lemma establishes some soundness of xed points. Lemma 2.2 Let P be a program and I an EDB based on J. Then every xed point of T J P wrt I is a normal model for equality axioms (1)- (8) . Proof: Let M be a xed point of T J P wrt I. Since M has the same pre-interpretation as I; M is a model for the equality axioms (1)- (7). From de nitions, I = EDB(M) and = is an extensional predicate of P, thus the relation for = in M is the same as that for = in I, that is, the identity relation. This should imply that M is also a normal model for the equality axiom (8) and therefore is a normal model for axioms (1) by a bottom-up computation in the increasing order of the strata level of the strati ed program 37]. In particular, when we reach stratum i, we have already computed the relations for the intensional predicates at lower strata. If a rule at stratum i has a negated subgoal, the relation for that subgoal is the complement of the current relation for the predicate of the subgoal wrt the universe of the active domains. If a rule at stratum i has a non-negated subgoal, use the relation already known for that predicate. Then all subgoals whose relations were so obtained are treated as if they were relations in an EDB in the bottom-up computation. By a theorem in 2], the perfect model of P wrt I is a xed point of T J P wrt I, where I is an EDB based on J. See 29] for more discussions on the perfect model semantics.
Example 2.1 Let P be the following program:
An(x; y) Pa(x; y) An(x; y)
An(x; z); An(z; y)
where Pa(x; y) means that x is a parent of y and An(x; y) means that x is an ancestor of y. Assume there is another predicate > in the underlying language that appears in some set of integrity constraints de ned later, where > (x; y) holds if and only if x is older than y. Further assume that there are no constants or function symbols in . Then Pa, > and = are extensional predicates and An is an intensional predicate. (Note that > does not appear in the program.) Let J be a pre-interpretation with domain f1; 2; 3g, and let I = fPa(3; 2); Pa(2; 1); > (3; 2); > (2; 1)g be an EDB based on J. The intended meaning of this deductive database is I fAn(3; 2); An(2; 1); An(3; 1)g, which is exactly those tuples the rules allow us to derive from I and is also the perfect xed point perf(P; I) of T J P wrt I.2 Then the completed de nition of p is p(x 1 ; : : :; x n ) $ E 1 _ : : : _ E j : The completion, denoted comp(P), of program P is now de ned to be the collection of completed de nitions for every intensional predicate together with the equality axioms (1)- (8) . There is a signi cant di erence between this de nition and the standard one in 21]: the above comp(P) does not include the completions of extensional predicates, which would be, as in the standard de nition, formulas of the form 8x:q(x) for extensional predicates q of P according to 21] . (An extensional predicate never appears as rules itself by our de nition of programs.).
Completed Programs
In fact, comp(P) is the same as the standard one with P augmented with the trivial rules q(x) q(x) for each extensional predicates q. This modi cation is consistent with that of T J P above. When P is de nite, comp(P) is consistent, that is, it has at least one model and therefore has at least one normal model from Lemma 2. . In fact, the models for the standard comp(P) in 21] are xed points wrt only the \EDB" that is explicitly given in the program P, due to the completed de nitions for extensional predicates. However, Corollary 2.1 accommodates xed points wrt all EDB's, thanks to the modi ed T J P and comp(P), and therefore it provides an important tool for studying \all states" properties of programs.
Queries and Integrity Constraints
A query is an open rst-order formula. Let (x) be a query wherex is a vector of free variables.
The answer to the query (x), given an EDB I and a program P, is de ned wrt the database state perf(P; I) in the conventional way. An integrity constraint is a closed rst-order formula.
A database state is valid wrt a set of integrity constraints if all integrity constraints in the set are satis ed in the database state. (See the notion of satisfaction in subsection 2.2.) Informally, integrity constraints are intended to be satis ed in all database states as the EDB's change over time We often use the term \integrity constraints on DB" for those using the predicates of the language, and the term \integrity constraints on EDB" for those using only the extensional predicates of the program. Clearly, for any set of integrity constraint IC on EDB, perf(P; I) satis es IC if and only if the EDB I satis es IC.
For the rest of the paper, we consider only strati ed programs and the perfect model semantics.
First-order Reducible Programs
In this section, we de ne the notion of FO-reducibility of programs wrt a set of constraints. It is shown that strati ed acyclic programs 1, 8] is a xed point of T J P 1 wrt I; also we may include all nine pairs An(i; j), 1 i; j 3, in the relation for An. Obviously, these xed points are not the intended meaning of the deductive database.
Fortunately, from the common knowledge of the above problem, we know that no body can be an ancestor of himself or herself. This acyclicity constraint can be represented as the integrity constraint 8x:An(x; x). With this constraint imposed, we claim that the perfect model perf(P 1 ; I) is the only valid xed point of T J P 1 wrt I (the formal proof is given in Example 3.2). More importantly, as we will see below, this remains true for any pre-interpretation J and any EDB I based on J. Then by Corollary 2.1, the normal models for comp(P 1 ) f8x:An(x; x)g are exactly the valid database states of P 1 . Such an ability of capturing the semantics of the program by all models of some rst-order theory is at the heart of the notion of FO-reducible programs de ned below. 2 De nition 3.1 Let P be a program in a language and let IC be a set of integrity constraints on DB. P is FO-reducible wrt IC if there exists a rst-order theory T such that, for every interpretation M of , M is a normal model for T if and only if M = perf(P; I) for some EDB I of P such that perf(P; I) satis es IC. In this case, we say that P is FO-reducible to T wrt IC. 2.
In other words, a program is FO-reducible wrt a set of constraints if the set of valid database states it describes for all EDB's is exactly the set of models for some rst-order theory. Let P be a program, a theory, and IC a set of constraints on DB. IC; Pj = perf means that for every EDB I of P, perf(P; I) satis es IC implies perf(P; I) satis es . (We use j = for the conventional rst-order logic implication with only normal models being considered.) The following proposition is immediate from De nition 3.1. (1), the truth value of any assertion asked wrt all valid database states can be tested by a rst-order implication. For examples, we may want to know whether the relation for one predicate is always a subset of the relation for another predicate in all valid database states; also, it is desirable to know whether a new constraint always holds in all database states that satisfy some old constraints. We will elaborate on applications of Proposition 3.1(1) in testing general properties of programs in the subsequent sections. From (3), FO-reducibility wrt the empty set of constraints implies FO-reducibility wrt any (consistent) set of constraints. Thus, FO-reducibility wrt the empty set is the strongest FO-reducibility one can expect.
A FO-reducible program also has desirable properties in answering queries wrt a single database state as stated below. Proposition 3.2 Let P be FO-reducible wrt IC. For any EDB I such that perf(P; I) satis es IC, the membership (of tuples) in perf(P; I) is decidable. Proof: Assume that P is FO-reducible to T wrt IC. Then perf(P; I) is one of the normal models for T in which the extensional predicates are interpreted by the EDB I. In the following, we rst construct a theory T 0 in a new language such that, up to renaming of domain elements, the relation for each predicate p in every normal model for T 0 is identical to the relation for p in perf(P; I). The new language is obtained from the language of T by treating each domain element c appearing in I as an additional constant c 0 . T 0 contains all sentences in T and the following sentences: for each tuple p(a 1 ; : : :; a n ) in I, add its completion p(x 1 ; : : :; x n ) $ (x 1 = a 0 1^; : : :;^x n = a 0 n ) to T 0 , where x i 's are distinct variables. Finally, add an inequality a 0 6 = b 0 to T 0 for each pair of new constants a 0 ; b 0 , called the uniqueness axiom. The uniqueness axiom enforces a distinct interpretation of each new constant. Clearly, perf(P; I) is a normal model for T. By interpreting each new constant c 0 introduced in T 0 as the domain element c (in I), perf(P; I) is also a normal model for T 0 . Now consider any two normal models M 1 and M 2 for T 0 . They are normal models for T by restricting to symbols in the language of T. So M i = perf(P; I i ); i = 1; 2, from the assumption that P is FO-reducible IC, where I i is the set of extensional relations in M i . Clearly, the relations for each extensional predicate p in I 1 and I 2 are identical up to renaming of domain elements, so are M 1 and M 2 . Then T 0 has the claimed property because perf(P; I) is a normal model for T 0 . Now given a tuple t, we can test if t is in perf(P; I) as follows. Assume that the new language treats all domain elements appearing in I and in t as additional constants. Let T 0 be constructed as above with all the new constants distinguished in the uniqueness axiom, and let t 0 the completion of t constructed as above. If t 0 is true wrt one normal model for T 0 , then t 0 is true wrt all normal models for T 0 , because the corresponding relations in these models are identical up to renaming of domain elements. So we test both implications T 0 j = t 0 and T 0 j = :t 0 simultaneously, and one of them must hold and thus its test must stop.2
The above result suggests that nding the FO-reducibility for a program immediately determines the enumerability of the set of negative information which some times represents a non-recursively enumerable set in general. This is an example explaining that how FOreducibility is used to downgrade the semantics or queries from the higher order to the rstorder so that existing reasoning techniques can be used.
Another desirable property of FO-reducible programs is that FO-reducibility is independent of the syntax of the program. That is, for any two equivalent programs, either both are FOreducible or none is FO-reducible. This is formalized as follows.
De nition 3.2 Let P 1 and P 2 be programs in the same language that have the same partition of extensional predicates and intensional predicates, and IC a set of integrity constraints on DB. P 1 is equivalent to P 2 wrt IC if, for every EDB I, either perf(P 1 ; I) or perf(P 2 ; I) satis es IC implies perf(P 1 ; I) = perf(P 2 ; I). In particular, when IC = ; , P 1 is equivalent to P 2 if and only if perf(P 1 ; I) = perf(P 2 ; I) for all EDB I.2
Intuitively, two programs are equivalent wrt a set of constraints if they de ne exactly the same set of valid database states over all EDB's. Proposition 3.3 Assume that program P 1 is equivalent to P 2 wrt a set of constraints IC.
Then P 1 is FO-reducible to T wrt IC if and only if P 2 is FO-reducible to T wrt IC.
Proof: Note that FO-reducibility depends on the existence of a rst-order theory that characterizes the set of valid database states described by the program and the constraints. Equivalence of two programs means that they describe the same set of valid database states. 2
To prove that the program in Example 3.1 as well as other programs are FO-reducible, we rst give a su cient condition for being FO-reducible, which is stated in Theorem 3.1(2) below.
Let P be a program, J a pre-interpretation, I an EDB based on J, and M a xed point of T J P wrt I. Theorem 3.1 Let P be a strati ed program, and let IC be a set of integrity constraints on DB.
1. Assume that M is a xed point of T J P wrt some EDB I based on some pre-interpretation J. Then M = perf(P; I) if and only if M is acyclically supported. 2. P is FO-reducible to comp(P) IC wrt IC if and only if, for every pre-interpretation J, every valid xed point of T J P wrt an EDB based on J is acyclically supported.
Proof: We show (1) rst.
(if) We claim that for any two acyclically supported xed points M 1 and M 2 wrt I, M 1 = M 2 . This can be shown by induction on the strata of the predicates. Assume that strata of predicates range from 1 to k. Clearly, for every predicate p of stratum 1, p's relations in both xed points are equal because its tuples are either in EDB I or are derived from EDB I by rules in which all predicates have stratum 1. In the latter case, it needs the closure property and the acyclic supportedness of the xed points to show that every tuple in one xed point is also in the other xed point. Assume now that for every predicate p of stratum j, j i, p's relations in both xed points are equal. Let q be a predicate of stratum i + 1. Consider an acyclic support S i of M i , i = 1; 2. Each tuple t i for q in M i is supported by a rule instance in S i in which the predicates in the body have strata less than or equal to i+1 and the predicates appearing negatively have strata less than i + 1. The acyclic supportedness of M i implies that every tuple t i in the relation for q in M i can be derived starting from EDB and relations for predicates having strata less than i + 1, and the inductive hypothesis and closure property imply that if t i is in the relation for q in M i then it is also in the relation for q in M i+1 , where i = 1; 2 and 3 1. So M 1 = M 2 , and the claim is proved. Now we show that perf(P; I) is an acyclically supported xed point wrt I, which then implies M = perf(P; I) from the above claim. Clearly, perf(P; I) is a xed point wrt I. An acyclic support graph of perf(P; I) can be constructed according to the bottom-up computation of perf(P; I) for the strati ed program. The graph initially has a node for every tuple in perf(P; I) but has no edges. Suppose that all tuples in I are initially derived. Then we add m, m 0, edges L 1J;V ! A J;V ; : : :; L mJ;V ! A J;V to the graph if L 1J;V ; : : :; L mJ;V are the positive subgoals in the rst rule instance that derives A J;V in this computation. Thus an edge L iJ;V ! A J;V in the nal graph indicates that L iJ;V is produced (in the bottom-up computation) before A J;V , and therefore the nal graph is acyclic.
(only if) It follows from the same argument as above. We show (2) . From Corollary 2.1, there is a one-to-one correspondence between a normal model for comp(P) IC and a valid xed point of T J P wrt some EDB I based on some J. Then (2) follows from (1) and that each perfect model is a xed point wrt some EDB of P. 2
The rst two classes of programs to be shown FO-reducible are the classes of strati ed acyclic programs as introduced in 1, 8] De nition 3.3 ( 1, 8] ) A level mapping is a mapping from ground literals to the natural numbers such that the levels for :A and A are the same, where A is a ground atom. A program P is acyclic if there is some level mapping such that for every instance of each rule in P, the level of the atom in the head is strictly greater than the level of each literal in the body. A program is bounded if it is equivalent to a non-recursive program.2 Corollary 3.1 (1) Every strati ed acyclic program P is FO-reducible to comp(P) wrt the empty set of constraints; (2) every non-recursive program P is FO-reducible to comp(P) wrt the empty set of constraints; (3) every bounded program P is FO-reducible to T wrt the empty set of constraints, where T is such that a non-recursive program equivalent to P is FO-reducible to T wrt the empty set of constraints.
Proof: (1) follows from Theorem 3.1 (2) and that every xed point for an acyclic program is acyclically supported. (2) follows from (1) and that every non-recursive program is both strati ed and acyclic. (3) follows from (2) and Proposition 3.3. 2
In fact, a more general result exists. By de nitions, every acyclic program is locally strati ed (also see 1, 8] ), and as we mentioned above, Theorem 3.1 also holds for locally strati ed programs, it can be shown that every acyclic program P is FO-reducible to comp(P) wrt the empty set of constraints. The above de nition of acyclic programs considers all possible instances of rules. In the following we generalize this notion by considering integrity constraints and only valid xed points.
De nition 3.4 A program P is acyclic wrt a set of constraints IC if there is a level mapping such that for every instance of each rule in P that is true wrt some valid xed point (wrt some EDB), the level of the atom in the head is strictly greater than the level of each literal in the body. 2 Acyclic programs of 1, 8] are necessarily acyclic wrt the empty set of constraints (and thus acyclic wrt any set of constraints), but the converse is not necessarily true. Corollary 3.2 Every strati ed program P that is acyclic wrt a set IC of constraints is FOreducible to comp(P) IC wrt IC.
Proof: This follows from Theorem 3.1 (2) and that every valid xed point for P is acyclically supported. 2 Example 3.2 Now we prove that the program P 1 of Example 3.1
An(x; y)
Pa(x; y) An(x; y)
is FO-reducible to comp(P 1 ) IC 1 wrt the constraint IC 1 = f8x:An(x; x)g using Theorem
3.1(2).
Let J be a pre-interpretation, I an EDB based on J, M a valid xed point of T J P wrt I. We show that M is acyclically supported. Actually, even more strongly we can show that every support graph of M has no cycles. Suppose that there exists a support S of M such that the support graph G of S contains a cycle. Assume this cycle contains a tuple An(a; b) (in M) with a 6 = b (note that no cycle contains tuples of extensional predicates.) We now trace the \top-down computation" of node An(a; b) through edges in G as follows: Start with node An(a; b). Suppose that we are currently at a node An(x; y) J;V , for some variable assignment V . Consider the edges entering node An(x; y) J;V in G. Exactly where c 0 i s are domain elements. Since An(a; b) is contained in a cycle of G and we have traced backward every path starting from An(a; b), eventually at some step, the above pattern must contain node An(a; b). Then by Lemma 2.3, either An(b; b) or An(a; a) must be in M, which violates IC 1 , a contradiction. Therefore M is acyclically supported, and from Theorem 3.1, P is FO-reducible to comp(P 1 ) IC 1 wrt IC 1 . Now we consider the program P 2 obtained from replacing the second rule of P 1 by rule An(x; y) An(x; z); Pa(z; y). We can still show that P 2 is FO-reducible to comp(P 2 ) IC 1 wrt IC 1 . In particular, let J be a pre-interpretation, I an EDB of P 2 based on J, and M a valid xed point of T J P 2 wrt I. if the dependency graph of the program contains no cycle of form p 1 ! p 2 : : :p n?1 ! p n ! p 1 , n 1, where for 1 i n with n + 1 de ned to be 1, there is a rule of form p i+1 (x) p i (ỹ) in P. Let P be a general chained program and let M be an interpretation of the language of P. A chain in M (from a 0 to a n+1 ) is a sequence of tuples p 0 (a 0 ; : : :; a 1 ); p 1 (a 1 ; : : :; a 2 ); : : :; p n?1 (a n?1 ; : : :; a n ); p n (a n ; : : :; a n+1 ), n 0, where a i 's are not necessarily distinct. M is acyclic if M contains no tuples of form p 0 (a 0 ; : : :; a 1 ); p 1 (a 1 ; : : :; a 2 ); : : :; p n?1 (a n?1 ; : : :; a n ); p n (a n ; : : :; a 0 ), n 0, which are called a cycle in M. (Note that: (1) when n = 0 the cycle is p 0 (a 0 ; : : :; a 0 ); (2) the acyclicity of a xed point M wrt some EDB is di erent from the acyclicity of supportedness of M). 2
As an example, the transitive closure in Examples 2.1 is a unit-cycle free general chained program. The following lemma tells that for a unit-cycle free general chained program, acyclicity of a xed point (wrt some EDB) implies acyclicity of supportedness of the xed point.
Lemma 3.1 Let P be a unit-cycle free and general chained program, and let M be a xed point wrt some EDB. If M is acyclic, then M is acyclically supported.
Proof: Suppose M is cyclically supported. Let S be a support of M such that G is the support graph of S that has a cycle. In particular, let p 1 (ã 1 ); p 2 (ã 2 ); : : :; p n (ã n ); p 1 (ã 1 ), n 1, be a cycle in G. ( De nition 3.6 Let P be a general chained program. A set of IC of constraints is called an acyclicity condition of P if every xed point (wrt some EDB) satisfying IC is acyclic. 2 Ad an example, the reader may verify that n Example 3.2 the constraint IC 1 is an acyclicity condition of P 1 . An acyclicity condition arises naturally as constraints in applications where a certain hierarchy among data is imposed. Typical examples are the acyclic transitive closure and the bill of material problem (over an acyclic graph representing parts and their components). Acyclicity conditions can be represented by certain generalizations of monotonicity constraints 6]. In the following, we show that every general chained program P has an acyclicity condition. (In fact, we give two such conditions.) We de ne IC 1 (P) = fb(r) !> (x; y) j r 2 P; r has a head p(x; : : :; y) and a body b(r)g, IC 2 (P) = fp(x; : : :; y) !> (x; y) j p(x; : : :; y) is a head of some rule in Pg, BASEIC(P) = fp(x; : : :; y) !> (x; y) j p is an extensional predicate of P and all variables x; : : :; y are distinctg, where > is a new predicate not appearing in P. Let Axiom = f8x: > (x; x); > (x; z)^> (z; y) !> (x; y)g. Axiom forces > to be a partial order. Now we de ne ACY 1 = IC 1 (P) BASEIC(P) Axiom; ACY 2 = IC 2 (P) BASEIC(P) Axiom: ACY 1 and ACY 2 each is consistent because x and y are distinct in any rule head A(x; : : :; y) for general chained programs. Intuitively, ACY 1 says that for every tuple p(a; : : :; b) that is either in a base relation or supported by an instance of a rule in P, there is a partial ordering > (a; b); ACY 2 says that for every tuple p(a; : : :; b), there is a partial ordering > (a; b). Lemma 3.2 Let P; ACY 1 ; ACY 2 be speci ed as above. Then 1. ACY 1 is an acyclicity condition of P; 2. ACY 2 is an acyclicity condition of P; 3. for every xed point M (wrt some EDB), M satis es ACY 1 if and only if M satis es ACY 2 .
Proof: (1) . We need to show that every xed point M (wrt some EDB) satisfying ACY 1 is acyclic. Suppose not. Then M contains a cycle p 0 (a 0 ; : : :; a 1 ); p 1 (a 1 ; : : :; a 2 ); : : :; p n?1 (a n?1 ; : : :; a n ); p n (a n ; : : :; a 0 ), n 0.
Case 1: n = 0. The cycle is p 0 (a 0 ; : : :; a 0 ). If p 0 is an extensional predicate of P, by BASEIC(P), > (a 0 ; a 0 ) 2 M, violating 8x: > (x; x). So assume p 0 is an intensional predicate of P. There is an instance of a rule r 2 P that supports p 0 (a 0 ; : : :; a 0 ). Since M satis es IC 1 (P), > (a 0 ; a 0 ) 2 M. But then M does not satisfy 8x: > (x; x), a contradiction.
Case 2: n > 0. Consider each p i (a i ; : : :; a i+1 ). If p i is an extensional predicate, by BASEIC(P), > (a i ; a i+1 ) 2 M; if p i is an intensional predicate, there is an instance of a rule r i 2 P that supports p i (a i ; : : :; a i+1 ), with n + 1 de ned to be 0. In both cases, since M satis es IC 1 (P), > (a i ; a i+1 ) 2 M. Then from the transitivity of <, we have > (a 0 ; a 0 ) 2 M. Again, M violates 8x: > (x; x), a contradiction.
(2). The proof is similar to (1) . (3). Let M be a xed point wrt some EDB. Then M is a model for P. Thus if M satis es IC 2 (P), then M also satis es IC 1 (P). On the other hand, suppose M does not satisfy IC 2 (P). Then for some constraint p(x; : : :; y) !> (x; y) in IC 2 (P), M contains a ground instance p(x ; : : :; y ) of p(x; : : :; y), but not > (x ; y ). Assume that p(x ; : : :; y ) is supported by an instance of a rule r in P. Then M contains all tuples in the body of the instance of r. Thus An(x; y) Pa(x; y) An(x; y)
An(x; z); Pa(z; y) with constraints IC 2 f8x: > (x; x); > (x; z)^> (z; y) !> (x; y); Pa(x; y) !> (x; y)g; where > (x; y) holds if and only if x is older than y. We claim that IC 2 is an acyclicity condition of P 2 and thus P 2 is FO-reducible to comp(P 2 ) IC 2 wrt IC 2 . Let M be a valid xed point of T J P 2 wrt some EDB based on some J. Suppose that M has a cycle. Consider the following two cases: Therefore M is acyclic and IC 2 is an acyclicity condition of P 2 . Then from Theorem 3.2, P 2 is FO-reducible to comp(P 2 ) IC 2 wrt IC 2 . 2 Comments on FO-reducibility:
In the above examples, the concrete pre-interpretation J is immaterial to the FOreducibility; we do not care what the domain is and how the constants, if any, are assigned domain elements. In general, this remains true for domain independent programs and integrity constraints 14, 36, 37] . All range-restricted Datalog programs are domain independent 12, 26].
There is a signi cant di erence between the FO-reducibility and the rst-order expressibility of 4]. It was known that the transitive closure of a binary relation is not rst-order expressible 4]; that is, there is no rst-order calculus (x; y) de ned on the parent predicate Pa alone that returns the same tuples as the ancestor relation for An. This remains true even for acyclic transitive closure which is FO-reducible as in Example 3.2 and 3.3. The argument is that the acyclic transitive closure can return tuples produced by chains of arbitrary length, depending on the given EDB, while a rst-order calculus returns only tuples produced by chains of a bounded length, depending on the xed length of the rst-order calculus. In fact, the above examples and theorems tell nothing about the existence of a rst-order calculus for the acyclic transitive closure. On the contrary, Corollary 3.1(3) implies that every program as a query that is rst-order expressible is FO-reducible. Thus, FO-reducibility is more general than rst-order expressibility.
For a cyclically supported xed point, tuples involved in a cycle (of a support graph) form a unfounded set 17] of the program, i.e., none can be the rst to be proven, and they should always be considered false. Cyclically supported xed points are ruled out by integrity constraints in FO-reducible programs. On this ground, we believe that FOreducibility is a natural and sound goal that deductive database design should pursue.
Heuristics for Achieving FO-Reducibility: We have shown that some classes of programs, namely, strati ed acyclic programs, general chained programs (with an acyclicity condition), and bounded programs are FO-reducible. Unfortunately, in general cases, it is not known whether there is a proof procedure for showing that a program is FO-reducible wrt a set of integrity constraints. However, the idea of Theorem 3.1 suggests a general strategy for choosing the constraints IC in order to achieve FO-reducibility of programs, if possible at all. Assume that P is a program as in Theorem 3.1 and IC 0 is the original user speci ed integrity constraints. We may choose any set of integrity constraints IC satisfying the following conditions to replace IC 0 and achieve FO-reducibility:
(1) for every EDB I of P, perf(P; I) satis es IC if and only if perf(P; I) satis es IC 0 ; that is, IC; Pj = perf IC 0 and IC 0 ; Pj = perf IC. This condition intends to preserve the set of valid database states after IC replaces IC 0 ; and (2) IC plays the role of an acyclicity constraint on support graphs of valid xed points; i.e., every xed point valid wrt IC is acyclically supported. One application of these heuristics is best seen in Example 3.2: IC 0 = f8x:Pa(x; x)g is su cient for guaranteeing acyclicity of the ancestor relation in the database states | the transitive closure of Pa. As we have seen, this choice does not make all cyclically supported xed points invalid, while choosing the constraint IC = f8x:An(x; x)g does and still preserves the same set of valid database states. So IC allows us to show the FO-reducibility without losing the original information. A useful and simpler heuristics is obtained by replacing the condition (1) with (1') ICj =IC 0 , and for every EDB I of P, perf(P; I) satis es IC 0 implies perf(P; I) satis es IC. Moreover, to make condition (2) more likely to hold, by Proposition 3.1(3), we may choose IC in (1') as strong as possible, where IC 0 is stronger than IC if IC 0 j =IC and IC 0 also satis es (1') when substituted for IC. We believe that in many practical cases these heuristics are useful in establishing FO-reducibility of programs.
In the rest of the paper, we will discuss applications of FO-reducibility in testing some general properties of programs related to all database states concerned. The basic tool is the reduction to rst-order implication given by Proposition 3.1 (1) . Since some of these properties are de ned wrt two programs, such as equivalence of programs, to apply Proposition 3.1(1), we have to combine two programs into one (by renaming intensional predicates symbols) and translate the property wrt two programs into a property of the resulting program. Importantly, FO-reducibility must be preserved in this combination. The following lemma is such a guarantee. Lemma 3.3 Let P 1 and P 2 be two programs in languages 1 and 2 , respectively, such that they have disjoint sets of intensional predicates and the same set of extensional predicates. Let IC 1 and IC 2 be sets of integrity constraints on DB's for P 1 and P 2 , respectively. Let P be the program P 1 P 2 in the language that is the union of 1 and 2 . If P i is FO-reducible to T i wrt IC i , for i=1,2, then P is FO-reducible to T 1 T 2 wrt IC 1 IC 2 . Proof: Let M be an interpretation of in which = is assigned the identity relation. We claim that M is a normal model for T 1 T 2 if and only if M = perf(P; I) for some EDB I of P such that perf(P; I) satis es IC 1 IC 2 . Then the lemma follows from this claim.
Let M i be the subset of M that is de ned on the predicates of i and let I i be the subset of I de ned on the extensional predicates of P i , i = 1; 2. Then I 1 = I 2 = I, and M 1 M 2 = M, and M 1 and M 2 share only tuples in I. It is easy to see the following two facts: In the next three sections, we restrict ourselves to FO-reducible programs and show that some basic and important properties of programs can be characterized by rst-order logic implications.
Equivalence of FO-Reducible Programs
The rst property we consider is equivalence of programs. There are many notions of equivalences of programs. See 24] for a systematic treatment on this issue. In this paper, we emphasize two aspects when equivalence of programs is considered: First, a program is treated as only a part of the deductive database, i.e., the inference rules, rather than the database itself. Hence two programs are considered to be equivalent when they play the same role as far as inference over all possible EDB's is concerned. Second, constraints will be taken into account in determining equivalence of programs. Combining the two aspects together, equivalent programs wrt some set of constraints should have exactly the same valid database state for every EDB. Throughout this section, we shall x P 1 and P 2 to be programs in the same language that have the same partition of extensional predicates and intensional predicates, and x IC to be a set of integrity constraints on DB.
Let us recall the de nition of equivalence of programs given in De nition 3.2. P 1 is equivalent to P 2 wrt IC if, for every EDB I, either perf(P 1 ; I) or perf(P 2 ; I) satis es IC implies perf(P 1 ; I) = perf(P 2 ; I). When IC = ; , P 1 is equivalent to P 2 if and only if perf(P 1 ; I) = perf(P 2 ; I) for all EDB I. If exactly one of perf(P 1 ; I) and perf(P 2 ; I) satis es IC (thus perf(P 1 ; I) 6 = perf(P 2 ; I)), then P 1 is not equivalent to P 2 . In fact, in this case one valid database state represented by one of the two programs cannot be represented by the other.
So equivalently, in the above de nition we may say that P 1 is equivalent to P 2 wrt IC if, for every EDB I, both perf(P 1 ; I) and perf(P 2 ; I) satisfy IC implies perf(P 1 ; I) = perf(P 2 ; I).
Given a program P, the initialized program, denoted P 0 , of P is de ned as P 0 = P fp(x) pNEW(x)g; where p is an intensional predicate of P,x is a vector of distinct variables, the language 0 of P 0 is the language of P plus the new extensional predicates pNEW and new variables if necessary. Each added rule is called an initialization rule. Let P 0 i be the initialized programs of P i , i = 1; 2, and we assume that the new predicates introduced in P 0 1 and P 0
De nition 4.1 P 1 is uniformly equivalent to P 2 wrt IC if P 0 1 is equivalent to P 0 2 wrt IC.2
De nition 4.1 is di erent from the uniform equivalence in 32]. Here we impose constraints on the views, i.e., the database states, whereas 32] imposes constraints, i.e., tuple-generating dependencies, on the \input DB". However, when constraints involve only extensional predicates, both de nitions coincide. We note that a test of uniform equivalence of 32] is available for only de nite Datalog programs that preserve the tuple-generating dependencies. The latter condition was shown to be undecidable in 3]. In the following, we give a rst-order logic characterization of equivalence in FO-reducible programs. (This should then give a proof procedure of uniform equivalence in FO-reducible programs as well.)
Equivalence wrt Constraints on EDB
We rst consider a useful special case where integrity constraints IC are de ned only on the extensional predicates. Let p be an intensional predicate of programs. P 1 is contained in P 2 on p wrt IC if, for every EDB I satisfying IC, the relation for p in perf(P 1 ; I) is contained in the relation for p in perf(P 2 ; I) 32] . (Clearly, perf(P 1 ; I) and perf(P 2 ; I) always have the same extensional relations.) P 1 is contained in P 2 wrt IC if, for every intensional predicate p of the programs, P 1 is contained in P 2 on p wrt IC. P 1 is contained in P 2 wrt IC if and only if, for every EDB I satisfying IC, perf(P 1 ; I) perf(P 2 ; I). It is easy to see the following lemma.
Lemma 4.1 P 1 is equivalent to P 2 wrt IC if and only if each is contained in the other wrt
IC.2
There is no proof procedure known for testing containment even in Datalog programs (for in nite domains of course). The following is a rst-order characterization of containment in FO-reducible programs, which allows proving the property of containment in many cases. Theorem 4.1 Assume that P 1 and P 2 are FO-reducible to T 1 and T 2 , respectively, wrt IC.
Let p be an intensional predicate of the programs. Then P 1 is contained in P 2 on p wrt IC if and only if T 1 T 2 j =8x(p 1 (x) ! p 2 (x)); where T i is T i with all intensional predicates (of P i ) subscripted by i; i = 1; 2. Proof: Let P i be P i with all intensional predicates subscripted by i; i = 1; 2, and let P = P 1 P 2 . By Lemma 3.3, P is FO-reducible to T 1 T 2 wrt IC. Then from Proposition 3.1, T 1 T 2 j =8x(p 1 (x) ! p 2 (x)) if and only if IC; Pj = perf 8x(p 1 (x) ! p 2 (x)). Since the relation for p i in perf(P; I) is equal to the relation for p in perf(P i ; I), IC; P j = perf 8x(p 1 (x) ! p 2 (x)) if and only if the relation for p in perf(P 1 ; I) is contained in the relation for p in perf(P 2 ; I). 2 
Equivalence wrt Constraints on DB
We now consider the case where integrity constraints IC are de ned on predicates of the language, not necessarily on extensional predicates alone. In this case, the notion of containment does not work: it may happen that perf(P 1 ; I) satis es IC and perf(P 1 ; I) perf(P 2 ; I), but perf(P 2 ; I) does not satisfy IC; therefore, mutual containment may not guarantee equivalence. Instead, we will use the following notion. P 1 is covered by P 2 wrt IC if, for every EDB I, perf(P 1 ; I) satis es IC implies perf(P 1 ; I) = perf(P 2 ; I). In particular, Corollary 4.1 applies to all strati ed acyclic programs and bounded programs by Corollary 3.1.
5 A Uni ed View of Independence of Updates Elkan 13] de ned an update to be independent of a query if the update does not change the result of the query. Knowing that an update is independent of a query can save us from recomputing the query after the update. This notion is important in serializing transactions 13], answering queries in distributed environments 13], and maintaining materialized views 5]. We now extend this notion to a uni ed view that also includes independence of updates wrt a set of integrity constraints. The idea is to treat an integrity constraint as a \boolean query" which evaluates to one of the two values, true or false. In the following, we rst de ne such a uni ed independence and then show how to characterize it in FO-reducible programs by the rst-order logic.
Let (x) be a formula that is either a query or an integrity constraint, wherex is the vector of free variables that is empty when (x) is an integrity constraint. Relative to an EDB I and a program P, the result of formula (x) is de ned and written as follows:
(x)] I;P = fc 2 D n j (c) is true wrt perf(P; I)g; where n is the arity ofx and D is the domain of the pre-interpretation for I. When the formula (x) is an integrity constraint, n is 0 and D n contains only the tuple of arity 0 which is denoted by . Therefore, for an integrity constraint , either ] I;P = f g, in which case is true wrt perf(P; I), or ] I;P = ;, in which case is false wrt perf(P; I). (Note that ; f g.) When a set of integrity constraints f 1 ; : : :; k g is considered, f 1 ; : : :; k g] I;P is de ned as 1^: : :^ k ] I;P , where by renaming variables we assume that no variables are shared among di erent i .
As mentioned before, a program represents the time-invariant component of a deductive database, and a database changes from one state to another by changing its base relations|the EDB. This view of a deductive database implies that only the EDB is allowed to be updated by the user speci ed update operations. We will consider only updates of insertions and deletions of tuples in the EDB. Such updates can be written +p(ỹ) : (ỹ) or ?p(ỹ) : (ỹ), where p names a relation of EDB and (x) is a query. The tuples added or deleted by an update are the set fp(c) jc 2 (ỹ)] I;P g, which in general depends on the current database state perf(P; I). In what follows, denotes fp(c) jc 2 (ỹ)] I;P g, and I
or I ? is the result of adding or deleting the set of tuples speci ed by the update. For convenience, we shall use I 0 to denote either I or I ? , depending on the choice of insertion or deletion. De nition 5.1 13]: Let P be a program with a set of integrity constraints IC on DB. An update is independent of a query (x) if, for every EDB I such that perf(P; I) and perf(P; I 0 ) satisfy IC, (x)] I;P = (x)] I 0 ;P . 2 Elkan considered only constraints IC on EDB, which can be treated as a special case of those on DB: simply the condition that perf(P; I) and perf(P; I 0 ) satisfy IC in the de nition reduces to the condition that I and I 0 satisfy IC. Proof: This is a modi cation of 13] and is by reducing the independence problem to the containment problem for logic programs. Given a program P de ning two predicates p 1 and p 2 , it is undecidable whether for all EDB I the relation for p 1 is a subset of the relation for p 2 in perf(P; I) 34]. We de ne the following instance of the independence problem:
Program P consists of all rules in P and two rules q 1 (x) r(x) and q 2 (x) p 2 (x), where q 1 and q 2 are new intensional predicates, and r is a new extensional predicate. All these new predicates have the same arity as p 1 (and p 2 ).
Update U +r(x) : p 1 (x). Integrity constraints IC = f8x(q 1 (x) ! q 2 (x))g. It is easy to verify that U is independent of IC in P if and only if, for every EDB I of P the relation for p 1 is a subset of the relation for p 2 in perf(P; I).2 A characterization of independence of updates wrt conjunctive queries in de nite nonrecursive programs was presented in 13]. That characterization works only for certain syntax of queries and it turns into a proof procedure only when many restrictions are satis ed. In the recursive case, Elkan also gave a strategy for proving independence of updates wrt queries. There are cases of independence that cannot be proved using that method. Also, no proof procedure is available in the recursive case. We now consider characterizing both kinds of independences in FO-reducible programs without making any restrictions on queries and integrity constraints (except that they should be rst-order formulas). We rst consider updates that change only one extensional relation in the database. The extensions that allow transactions involving more than one extensional relation are also discussed later on. To describe the semantics of each update on an extensional relation, say p, we introduce new predicate symbol, pNEW. pNEW represents the state of the relation for p after the update. The following transition axioms, denoted TAX, give the relationships between p and pNEW for insertions and deletions, and their correctness is straightforward. In these axioms, p is an extensional predicate and (ỹ) is a query de ned on the original predicates of the language of the program. Since intensional relations are de ned by extensional relations through rules of the program, updates on an extensional relation may a ect some intensional relations. These possibly a ected relations correspond to exactly those predicates that are reachable from the updated relation for p in the dependency graph of the program, and we denote them by UPD. Note that p 2 UPD. In the following, for any set of formulas, NEW denotes with all occurrences of the predicates q in UPD replaced with the predicates qNEW. We have the following theorems.
Theorem 5.1 Assume that program P is FO-reducible to T wrt a set of integrity constraints IC on DB. Let U be an update and (x) be a query de ned on the original predicates of the language of P. Then U is independent of (x) in P wrt IC if and only if TNEW T TAXj =8x( NEW(x) $ (x)); where TAX is the transition axiom of the update U.
Proof: Without loss of generality, in the following we may assume that the original and new versions of P; IC and (x) are di erent for every intensional predicate, not just for those in UPD. Then by Lemma 3.3, the program PNEW P is FO-reducible to TNEW T wrt ICNEW IC. >From Proposition 3.1(3), PNEW P is FO-reducible to TNEW T TAX IC ICNEW wrt IC ICNEW TAX. But TNEW T j = ICNEW IC from Proposition 3.1(2), PNEW P is FO-reducible to TNEW T TAX wrt IC ICNEW TAX. So we have U is independent of (x) wrt IC () PNEW P; IC ICNEW TAX j = perf 8x( NEW(x) $ (x)) () TNEW T TAX j = 8x( NEW(x) $ (x)):2 2. U is independent of IC if and only if TAX ICj =ICNEW.2 where TAX is the transition axiom of the update U. Proof: Since every relational database P is bounded, from Corollary 3.1(3), Theorems 5.1 and 5.2 apply to P. In particular, (1) follows because P is FO-reducible to IC wrt IC (thus T = IC; TNEW = ICNEW), and (2) follows because P is FO-reducible to the empty set wrt the empty set of constraints (thus T = TNEW = ;). 2 Now we consider update transactions involving more than one extensional relation. A transaction is a set of updates that occur logically \all at the same time". The relevance of transactions to query answering and constraint enforcement is that these operations are turned o for intermediate states | we answer queries and enforce constraints wrt only the nal state after the transaction.
We shall make the following assumption about the transactions:
Assumption on Update Transactions: There are no two updates in the same transaction operating on the same relation. When two updates in the same transaction operate on the same relation, the result may depend on the order in which the updates are executed.
For example, in the transaction +p(ỹ 1 ) : 1 (ỹ 1 ); : : :; +p(ỹ k ) : k (ỹ k ), it may be the case that i (y i ) is not true wrt a DB but is true wrt DB fp(y j )g with a proper instantiation of y j after evaluating j (y j ) to true, j < i. So one has to insert p(y j ) rst in order to insert p(y i 
Characterization and Implication of Constraints
This section studies program properties dealing with enforcing constraints in more general cases than independence. If an update is not independent of a set of integrity constraints, validity of the constraints may be a ected by the update. When this happens, in general one would have to compute the entire database state explicitly to check that the constraints were not violated. This computation is very time-consuming and space-wasting as well. There are many situations where the explicit computation is still not needed even when independence fails. The rst situation we consider is characterizing the constraints that hold on the (normally large) database states by some constraints that hold on the (normally small) EDB's.
Characterization Problem: Given a program P, a set IC of integrity constraints on DB, and a set IC 0 of integrity constraints on EDB, IC 0 characterizes IC in P if, for every EDB I of P, perf(P; I) satis es IC if and only if I satis es IC 0 2. () for every EDB I of P, perf(P; I) satis es IC implies perf(P; I) satis es IC 0 , and perf(P; I) satis es IC 0 implies perf(P; I) satis es IC () P; IC j = perf IC 0 and P; IC 0 j = perf IC () (by FO-reducibility of P) T j = IC 0 and T 0 j = IC2
It is often the case that, given certain integrity constraints holding in EDB's, we want to know whether another set of constraints holds in database states. This has been de ned as the following implication problem.
Implication Problem 3]: Given a program P, a set IC of integrity constraints on DB, and a set IC 0 of integrity constraints on EDB, IC 0 logically implies IC in P if, for every EDB I of P, I satis es IC 0 implies perf(P; I) satis es IC2.
When functional dependencies are considered as integrity constraints, Abiteboul and Hull 3] showed that implication problem in de nite Datalog programs is undecidable. The following theorem characterizes the implication problem for FO-reducible programs by the rst-order logic implication, which gives a proof procedure. Theorem 6.2 Let P; IC; IC 0 be an instance of the implication problem such that P is FOreducible to T 0 wrt IC 0 . Then IC 0 logically implies IC in P if and only if T 0 j =IC.
Proof:
IC 0 logically implies IC in P () for every EDB I of P, I satis es IC 0 implies perf(P; I) satis es IC () for every EDB I of P, perf(P; I) satis es IC 0 implies perf(P; I) satis es IC () P; IC 0 j = perf IC () (by FO-reducibility of P) T 0 j = IC2 Therefore, T 0 is a cover of the integrity constraints on DB that are logically implied by IC 0 in P.
Future Work
A big open problem is whether there exists a proof procedure for showing that a program is FO-reducible wrt a set of constraints. We conjecture that such procedures exist for certain restricted classes. It is also interesting to see whether the method of this paper can be extended to more general semantics of logic programs. Finally, we anticipate that more interesting properties of programs can be characterized by the proposed method.
