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Bad people are punished by society’s laws,
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Kapitola 1
U´vod
Role staticke´ fyziky a nerovnova´zˇny´ch proces˚u
Fyzika makroskopicky´ch proces˚u se od pocˇa´tku vyv´ıjela neza´visle na fyzice hmotny´ch bodu˚ ob-
sazˇene´ v Newtonoveˇ kinematicke´ teorii, Maxwelloveˇ teorii elektromagneticke´ho pole, cˇi pozdeˇji
v kvantovy´ch teori´ıch zformulovany´ch Schro¨dingerem, Heisenbergem, Diracem, Schwingerem,
Feynmanem a dalˇs´ımi. Vsˇechny tyto teorie v za´sadeˇ pracuj´ı s u´plny´m popisem uzavrˇene´ho
syste´mu a jejich rovnice jsou deterministicke´ a v jiste´m smyslu vzˇdy symetricke´ v˚ucˇi za´meˇneˇ
minulosti a budoucnosti.
Veˇtˇsina syste´mu˚ kolem na´s jsou vsˇak charakteristicke´ velky´m pocˇtem stupnˇ˚u volnosti,
ktery´ nejenzˇe vylucˇuje plne´ analyticke´ cˇi numericke´ rˇesˇen´ı pohybovy´ch rovnic, ale v principu
je nelze popisovat jinak nezˇ vhodneˇ zvoleny´m a typicky maly´m souborem makroskopicky´ch
parametr˚u. Cˇasovy´ vy´voj teˇchto makroskopicky´ch pozorovatelny´ch velicˇin mu˚zˇe by´t determi-
nisticky´ nebo stochasticky´, a narozd´ıl od za´konu˚ mikrosveˇta veˇtˇsina jev˚u okolo na´s prob´ıha´
nevratny´m zp˚usobem. Typicky´mi prˇ´ıklady jsou materia´lova´ fyzika a mechanika tekutin. Dalˇs´ı
za´kladn´ı vlastnost´ı makroskopicky´ch syste´mu˚ je, zˇe se zpravidla nevyv´ıjej´ı izolovaneˇ, ale in-
teraguj´ı se svy´m okol´ım — docha´z´ı k vy´meˇneˇ tepla apod. Mnohe´ makroskopicke´ pohybove´
za´kony jsou da´vno zna´my: prˇ´ıkladem budizˇ Navier-Stokesovy rovnice mechaniky kontinua
nebo Maxwell-Lorenzovy rovnice popisuj´ıc´ı interakci elmag. pole s hmotou. Vysveˇtlen´ı, procˇ
tyto nevratne´ makroskopicke´ za´kony nejsou v rozporu s mikroskopicky´mi za´kony, bylo jedn´ım
z d˚ulezˇity´ch objev˚u 19. stolet´ı, d´ıky pr˚ukopnicky´m prac´ım Maxwella a Boltzmanna. 20. stolet´ı
potom prˇineslo systematickou teorii tepla — statistickou fyziku — a dalo za´klady porozumeˇn´ı
chova´n´ı syste´mu˚ slozˇeny´ch z velke´ho pocˇtu cˇa´stic.
Role fluktuac´ı
Za´kladn´ı velicˇinou, ktera´ v jiste´m smyslu “meˇrˇ´ı”, kolika r˚uzny´mi mikroskopicky´mi stavy lze
zrealizovat tenty´zˇ makroskopicky´ stav, je entropie a jej´ı ztotozˇneˇn´ı s Clausiovou entropi´ı (Bol-
zmann) udeˇlalo ze statisticke´ fyziky skutecˇnou mikroskopickou teorii k termodynamice. Druhy´
termodynamicky´ za´kon pak rˇ´ıka´, zˇe tato entropie v libovolne´m uzavrˇene´m syste´mu typicky
pouze roste a pravdeˇpodobnost jej´ıho poklesu je v makroskopicky´ch syste´mech naprosto za-
nedbatelna´, stejneˇ jako pravdeˇpodobnost makroskopicky´ch fluktuac´ı. S rozvojem technologie
na mikro- a nanometrove´ sˇka´le vyvstala ota´zka, jakou roli fluktuace skutecˇneˇ hraj´ı — at’ uzˇ
konstruktivn´ı nebo naopak destruktivn´ı — jake´ za´kony pro neˇ plat´ı a jaky´m zp˚usobem je
pocˇ´ıtat. Pu˚vodn´ı mysˇlenky Boltzmanna a jeho soucˇasn´ık˚u si vyzˇa´daly novy´ pohled a revizi.
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Jedn´ım z vy´sledk˚u teˇchto snah bylo nove´ porozumeˇn´ı vztahu mezi zmeˇnami entropie a naru-
sˇen´ım symetrie v˚ucˇi cˇasove´ inverzi: zmeˇna entropie pode´l libovolne´ho termodynamicke´ho deˇje
je mı´rou jeho nevratnosti a soucˇasneˇ kvantitativneˇ urcˇuje pravdeˇpodobnost poklesu entropie
pode´l na´hodne´ realizace deˇje. Tyto a podobne´ u´vahy vedli k nalezen´ı novy´ch symetri´ı ve fluk-
tuacˇn´ıch za´konech pro zmeˇny entropie, disipovane´ho tepla, pra´ce, apod. (Evans, Gallavotti,
Cohen, Jarzynski,. . . ). Na matematicke´ u´rovni pak proble´m spocˇ´ıva´ v d˚ukladne´m porozu-
meˇn´ı, jakou roli hraje symetrie v˚ucˇi cˇasove´ inverzi a jej´ı narusˇen´ı v otevrˇeny´ch syste´mech
modelovany´ch jako na´hodne´ procesy.
Od klasicke´ ke kvantove´ teorii
Za´kladn´ım nedostatkem vy´sˇe zmı´neˇny´ch novy´ch vy´sledk˚u je, zˇe jsou zpravidla omezeny na
syste´my, ktere´ se chovaj´ı klasicky — typicky jde o mezoskopicke´ procesy, ktere´ lze dobrˇe po-
psat stochasticky´mi (veˇtˇsinou markovovsky´mi) modely. Rozsˇ´ıˇren´ı na ryze kvantove´ syste´my,
v nichzˇ kvantove´ koherence hraj´ı nezanedbatelnou roli, nen´ı dosud uspokojiveˇ vyrˇesˇeny´ pro-
ble´m a existuj´ı r˚uzne´ (i vza´jemneˇ protikladne´) na´vrhy a postupy. Za´kladn´ı proble´m zpocˇ´ıva´
v tom, zˇe disipace termodynamicky otevrˇeny´ch syste´mu˚ je popsa´na velicˇinami, ktere´ neza´vis´ı
pouze na konkre´tn´ım termodynamicke´m stavu (jako je naprˇ. energie, magnetizace, nebo en-
tropie), ale na cele´ realizaci (termodynamicke´ trajektori). Na rozd´ıl od klasicky´ch syste´mu˚,
pojem trajektorie ztra´c´ı dobry´ smysl v kvantove´m prˇ´ıpadeˇ a to vede k nejednoznacˇne´ definici
pojmu˚ jako je fluktuace tepla apod.
Existuje neˇkolik zp˚usob˚u, jak tento proble´n prˇeklenout. Jednou mozˇnost´ı je u´plny´ popis
cele´ho termodynamicke´ho syste´mu, vcˇetneˇ zahrnut´ı rezervoa´r˚u s nimizˇ syste´m interaguje.
Rˇesˇen´ı spocˇ´ıva´ v tom, zˇe teplo vymeˇneˇne´ s kazˇdy´m jednotlivy´m rezervoa´rem je v tomto
popisu rovno zmeˇneˇ energie tohoto rezervoa´ru, jiny´mi slovy, teplo se tak opeˇt sta´va´ stavovou
velicˇinou (resp. rozd´ılem). Nevy´hoda je v tom, zˇe rezervoa´r je nekonecˇny´ syste´m, cozˇ popis
vy´razneˇ komplikuje. Druhou za´kladn´ı mozˇnost´ı je omezit se pouze na (typicky maly´) syste´m
a jeho (kvantovou) stochastickou dynamiku a pokusit se rozsˇ´ıˇrit zna´me´ metody pro klasicke´
stochasticke´ procesy. Toto je take´ cesta, kterou sledujeme v te´to pra´ci.
C´ıle a vy´sledky
Tato pra´ce si klade za c´ıl zformulovat za´kladn´ı proble´my popisu otevrˇeny´ch kvantovy´ch sys-
te´mu˚ z hlediska jejich vlastnost´ı v˚ucˇi cˇasove´ inverzi a nast´ınit neˇktera´ rˇesˇen´ı. Protozˇe proble´m
sa´m je velmi slozˇity´, omezujeme se jen na neˇktere´ vybrane´ aspekty a ota´zky. Prˇedpokla´da´me,
zˇe syste´m lze popsat jako kvantovy´ markovovsky´ proces prˇedstavuj´ıc´ı zobecneˇn´ı klasicky´ch
markovovsky´ch model˚u, a zˇe popisuje efektivn´ı dynamiku syste´mu nava´zane´ho slabeˇ na jeden
resp. v´ıce rezervoa´r˚u. Tato tzv. slaba´ vazba patˇr´ı mezi rezˇimy kvantove´ dynamiky, ktere´ jsou
nejle´pe teoreticky zvla´dnute´. Mikroskopicka´ dynamika je cˇasoveˇ symetricka´ a jej´ım d˚usled-
kem na u´rovni kvantove´ho markovovske´ho procesu je (kvantova´) detailn´ı rovnova´ha. Protozˇe
jej´ım klasicky´m d˚usledkem je symetrie dra´hove´ mı´ry v˚ucˇi cˇasove´ inverzi na u´rovni trajektori´ı,
zkouma´me, jak se tato symetrie projev´ı pro kvantove´ zobecneˇn´ı dra´hove´ mı´ry — tzv. deko-
herencˇn´ı funkciona´l. Vy´sledkem je jista´ symetrie tohoto funkciona´lu, kterou da´le diskutujeme
a porovna´va´me s klasicky´m prˇ´ıpadem.
Diagona´ln´ı elementy dekoherencˇn´ıho funkciona´lu maj´ı specificky´ fyzika´ln´ı vy´znam: odpo-
v´ıdaj´ı pravdeˇpodobnosti trajektorie generovane´ spojity´m meˇrˇen´ım ve zvolene´ ba´zi. Trivia´ln´ım
rezˇimem je v prˇipadeˇ uvazˇovane´ tˇr´ıdy modelu meˇrˇen´ı v energeticke´ ba´zi syste´mu, nebot’ ne-
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ovlivnˇuje dynamiku syste´mu — diagona´ln´ı elementy matice hustoty v energeticke´ ba´zi se
vyv´ıjej´ı neza´visle podle klasicky´ch markovovsky´ch pravidel. Netrivia´ln´ı prˇ´ıpady, pro neˇzˇ nee-
xistuje prˇ´ıma´ klasicka´ analogie, odpov´ıdaj´ı meˇrˇen´ım v jine´ (obecneˇ cˇasoveˇ za´visle´) ba´zi. Jak
ukazujeme, v teˇchto prˇ´ıpadech se vy´sledky liˇs´ı od klasicky´ch a vrhaj´ı tak do urcˇite´ mı´ry nove´
sveˇtlo na omezen´ı a prˇedpoklady, na nichzˇ stoj´ı dnesˇn´ı — v´ıceme´neˇ klasicke´ — porozumeˇn´ı
vztahu narusˇen´ı symetrie v˚ucˇi cˇasove´ inverzi, disipace a nevratnosti. Tyto neklasicke´ modifi-
kace demonstrujeme prostˇrednictv´ım nejjednodusˇsˇ´ıch model˚u otevrˇeny´ch syste´mu˚. Skutecˇne´
systematicke´ porozumeˇn´ı teˇmto kvantovy´ch modifikac´ım vsˇak z˚usta´va´ otevrˇeny´m proble´mem
a bude vyzˇadovat dalˇs´ı studium.
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Kapitola 2
U´vod do klasicke´ nerovnova´zˇne´
fyziky
Cı´lem bude shrnout za´kladn´ı principy, na nichzˇ stoj´ı fyzika nerovnova´zˇny´ch proces˚u, a prˇede-
vsˇ´ım uka´zat, v jake´m smyslu v nich docha´z´ı k disipaci a zmeˇna´m entropie. Na za´veˇr uvedeme
neˇktere´ prˇ´ıklady fluktuacˇn´ıch relac´ı a uka´zˇeme jejich vztah k cˇasove´ symetrii nerovnova´zˇny´ch
syste´mu˚. V te´to cˇa´sti budeme postupovat prˇedevsˇ´ım ve shodeˇ s [MN03] a [Mae03].
2.1 Obecny´ formalizmus
V te´to u´vodn´ı cˇa´sti zrekapitulujeme standardn´ı konstrukci klasicky´ch makrostav˚u a dynamiky
na nich. Prˇedevsˇ´ım na´s bude zaj´ımat konstrukce makroskopicke´ dynamiky z mikroskopicke´
a aspekty okolo detailn´ı rovnova´hy.
2.1.1 Mikrostavy a makrostavy
Zacˇneme konstrukc´ı makrostav˚u z mikrostav˚u a zaveden´ım souvisej´ıc´ıch pojmu˚. Zaved’me
mnozˇinu vsˇech fyzika´ln´ıch stav˚u tohoto syste´mu v libovolne´m cˇase t a oznacˇme ji Ω. Prvky
mnozˇiny Ω nazveme mikrostavy. Da´le je nutne´ zave´st makrostavy. Na mnozˇineˇ Ω pak meˇjme
pravdeˇpodobnostn´ı mı´ru ρ. Meˇjme meˇrˇitelnou velicˇinu At, ktera´ explicitneˇ za´vis´ı na cˇase a jej´ı
mozˇne´ hodnoty jsou a ∈ V (At). Oznacˇme pak Ωa mnozˇinu mikrostav˚u, ktere´ maj´ı hodnotu
velicˇiny At rovnu a, tj.
Ωa = {q ∈ Ω;At (q) = a} ⊆ Ω,
kde At (q) je zobrazen´ı z Ω na V (At), charakterizuj´ıc´ı velicˇinu At. Pokud pro typicke´ Ωa plat´ı,
zˇe jeho velikost roste s velikost´ı syste´mu charakterizovane´ parametrem N , konkre´tneˇji tedy
pokud plat´ı
ρ (Ωat) ∼ esN ,
kde s je neˇjaka´ rea´lna´ konstanta, pak at nazveme makrostavy makroskopicke´ velicˇiny At.
Za´meˇrneˇ zde nedefinujeme slovo typicke´, protozˇe to se mu˚zˇe liˇsit prˇ´ıpad od prˇ´ıpadu. Pokud
chceme definovat sadu makroskopicky´ch velicˇin Ait, postupujeme obdobneˇ s t´ım, zˇe nejprve
definujeme pomocnou pozorovatelnou Bt, jej´ızˇ jednotlive´ hodnoty odpov´ıdaj´ı sada´m hodnot
velicˇin Ait. Forma´lneˇ pak[
a1t , a
2
t , a
3
t , . . .
] ∈ V (A1t )× V (A2t )× V (A3t )× · · · = bt ∈ V (Bt)⇔⋂
i
Ωait = Ωbt .
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Na´zorneˇ to je uka´za´no na obr. 2.1. Sada velicˇin Ait je sada makroskopicky´ch velicˇin tehdy,
pokud je pomocna´ pozorovatelna´ Bt takte´zˇ makroskopicka´. Za makrostavy v prˇ´ıpadeˇ v´ıce
makroskopicky´ch velicˇin pak povazˇujeme prvky mnozˇiny Ωbt .
Ω
Ω12 Ω22 Ω32 Ω42
Ω11
Ω21
Ω31
Ω41
A1
A2
B
Ω1 Ω2 Ω3 Ω4
Ω5 Ω6 Ω7 Ω8
Ω9 Ω10 Ω11 Ω12
Ω13
Ω14 Ω15 Ω16
Obra´zek 2.1: Dvojice pozorovatelny´ch A1, A2 a jejich pomocna´ velicˇina B.
V klasicke´ mechanice N -cˇa´sticove´mu syste´mu odpov´ıda´ volba
Ω = {(~xi, ~pi) , i = 1 . . . N} ⊆ R6N ,
kde ~xi je poloha i-te´ cˇa´stice a ~pi je jej´ı hybnost. Tedy Ω je fa´zovy´m prostorem a ρ je Liou-
villeova mı´ra. A jako prˇ´ıklad makroskopicke´ velicˇiny pak mu˚zˇe by´t stˇredn´ı hustota n∆V (~x)
v elementa´rn´ım objemu ∆V okolo bodu ~x ∈ R3, tj.
n∆V (~x) =
1
∆V
∑
i
χ~x,∆E (~xi) ,
kde χ~x,∆E (~xi) ∈ {0, 1} je charakteristicka´ funkce dane´ oblasti. Mozˇne´ hustoty pak jsou
V (n∆V (~x)) =
{
k
∆V
, k = 0 . . . N
}
N→∞−−−−−→ [0,∞) ,
kde pro kazˇdou hustotu pak objem odpov´ıdaj´ıc´ıch mikrostav˚u ve fa´zove´m prostoru je
ρ
(
Ωn∆V (~x)
) ∼ (∆V )N .
Dalˇs´ım prˇ´ıkladem modelu mu˚zˇe by´t mrˇ´ızˇovy´ plyn, kde prostor vsˇech fyzika´ln´ıch stav˚u je
da´n
Ω = {0, 1}N ,
kde N je pocˇet uzl˚u mrˇ´ızˇe a ρ je pak pocˇ´ıtac´ı mı´ra. Makroskopickou velicˇinou bude stˇredn´ı
hustota, tentokra´t definovana´ jako
n =
1
N
∑
i
xi,
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kde xi ∈ {0, 1} je hodnota v uzlu i mrˇ´ızˇe. Vsˇechny mozˇne´ nameˇrˇitelne´ vy´sledky jsou pak
V (n) =
{
i
N
, i = 0 . . . N
}
N→∞−−−−−→ [0, 1] ,
a fa´zovy´ objem jednotlivy´ch makrostav˚u je pak da´n
ρ (Ωx) =
(
N
xN
)
,
cozˇ pro typicke´ hodnoty x ≈ 12 se da´ pro velka´ N rozvinout s pouzˇit´ım Stirlingovy formule
do tvaru
ρ (Ωx) =
√
2πNNN√
2πxN
√
2π (1− x)N ((1− x)N)(1−x)N (xN)xN
=
1√
2πx (1− x)N e
N [−(1−x) ln(1−x)−x lnx],
kde je patrne´, zˇe tento rozvoj plat´ı pro vsˇechna x ∈ (0, 1), a tedy v typicky´ch prˇ´ıpadech
velikost makrostav˚u je opeˇt da´na charakteristikou esN .
2.1.2 Dynamika na fa´zove´m prostoru
Mikroskopicka´ dynamika
Dynamika na mikrostavech je proste´, spojite´ zobrazen´ı ϕt0,t1 , kde t0, t1 ∈ R, zobrazuj´ıc´ı
mnozˇinu Ω na sebe, splnˇuj´ıc´ı grupovou podmı´nku
ϕt0,t2 = ϕt1,t2 ◦ ϕt0,t1,
a zachova´va´j´ıc´ı mı´ru na prostoru Ω
∀t0, t1 ∈ R ρ ◦ ϕt0,t1 = ρ,
tj. splnˇuj´ıc´ı Liouvil˚uv teore´m. Z existence inverze a grupove´ podmı´nky pak v´ıme, zˇe plat´ı
ϕ−1t1,t0 = ϕt0,t1 .
A da´le mu˚zˇeme zave´st jej´ı genera´tory
ηt = lim
∆t→0+
ϕt,t+∆t − id
∆t
.
Dynamiku pak pomoc´ı nich mu˚zˇeme prˇepsat do tvaru
ϕt,t′ =
−→exp
 t′∫
t
ds ηs
 ,
kde −→exp znacˇ´ı cˇasoveˇ usporˇa´da´nou exponencia´lu.
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Takto zavedena´ dynamika splnˇuje podmı´nku mikroreverzibility ve smyslu, zˇe existuje tzv.
opacˇna´ dynamika zavedena´ dle vztahu
∀t1 ∈ R ←−ϕ t0+tfin−t,tfin = π ◦ ϕ−1t0,t ◦ π, (2.1.1)
kde π je tzv. kinematicka´ inverze (ota´cˇ´ı zname´nka u hybnost´ı, spin˚u, . . . ), cozˇ je proste´
zobrazen´ı na Ω, je invariantn´ı v˚ucˇi mı´ˇre ρ, tj.
ρ ◦ π = ρ (2.1.2)
a splnˇuje π ◦ π = id. t0, tfin tvorˇ´ı pevny´ cˇasovy´ interval [t0, tfin], v˚ucˇi ktere´mu je dynamika
zavedena. Obecneˇ pak dosazen´ım do definice pro kazˇde´ t1 < t2 ∈ [t0, tfin] plat´ı
←−ϕ t1,t2 =←−ϕ t1,tfin ◦ ←−ϕ−1t2,tfin
= π ◦ ϕ−1t0,t0+tfin−t1 ◦ ϕt0,t0+tfin−t2 ◦ π
= π ◦ ϕ−1t0+tfin−t2,t0+tfin−t1 ◦ π.
Je patrne´, zˇe opacˇna´ dynamika, je vzˇdy zavedena v˚ucˇi neˇjake´mu pocˇa´tecˇn´ımu a koncove´mu
stavu, prˇicˇemzˇ pro dynamiku explicitneˇ neza´vislou na cˇase se tato za´vislost vytra´c´ı. Tedy pro
dynamiku neza´vislou explicitneˇ na cˇase plat´ı
←−ϕ t1 = π ◦ ϕ−1t1 ◦ π.
Explicitn´ı tvar opacˇne´ dynamiky pak je
←−ϕ t = −→exp
− t0+tfin−t1∫
t0+tfin−t2
ds π ◦ ηs ◦ π
 .
V prˇ´ıpadeˇ explicitneˇ cˇasoveˇ neza´visle´ho vy´voje, za prˇedpokladu, zˇe neza´vis´ı na zˇa´dny´ch vneˇj-
sˇ´ıch magneticky´ch pol´ıch, pozˇadujeme po kinematicke´ inverzi
η = −π ◦ η ◦ π,
cˇ´ımzˇ dostaneme ←−ϕ t,t′ = ϕt,t′ . (2.1.3)
Da´le se nyn´ı omez´ıme na makrostavy At, takove´ zˇe jsou v˚ucˇi π invariantn´ı tj. At ◦ π = At.
Trojice (Ω, ϕt, ρ) pak kompletneˇ popisuje syste´m a jeho dynamiku.
Detailn´ı rovnova´ha
Du˚sledkem mikroskopicke´ reverzibility na makroskopicke´ u´rovni je detailn´ı rovnova´ha pro
pravdeˇpodobnosti prˇechodu mezi jednotlivy´mi makrostavy. Meˇjme dva makrostavy at0 , bt1
a k nim odpov´ıdaj´ıc´ı mnozˇiny mikrostav˚u Ωat0 a Ωbt1 . Pak pravdeˇpodobnost, zˇe stav at0
v cˇase t0 prˇejde na stav bt1 v cˇase t1 odpov´ıda´
P (at0 → bt1) =
ρ
(
Ωbt1 ∩ ϕt0,t1
(
Ωat0
))
ρ
(
Ωat0
) .
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Da´le se omezme na cˇasovy´ ra´mec dany´ teˇmito cˇasy a zaved’me v˚ucˇi tomuto cˇasove´mu inter-
valu opacˇnou dynamiku. Pokud pak vyuzˇijeme invariance mı´ry ρ v˚ucˇi cˇasove´mu vy´voji ϕt0,t1
a cˇasove´ inverzi π a budeme prˇedpokla´dat, zˇe makrostavy jsou invariantn´ı v˚ucˇi cˇasove´ inverzi
(tj. π
(
Ωat0
)
= Ωat0 ), pak mu˚zˇeme prˇedesˇly´ vztah da´le upravit do tvaru
P (at0 → bt1) =
ρ
(
Ωbt1 ∩ ϕt0,t1
(
Ωat0
))
ρ
(
Ωat0
)
=
ρ
(
ϕ−1t0,t1
(
Ωbt1
)
∩ Ωat0
)
ρ
(
Ωat0
)
=
ρ
(←−ϕ t0,t1 (π (Ωbt1)) ∩ π (Ωat0 ))
ρ
(
Ωat0
)
=
ρ
(←−ϕ t0,t1 (Ωbt1) ∩Ωat0)
ρ
(
Ωbt1
) ρ
(
Ωbt1
)
ρ
(
Ωat0
)
= P (at0 ← bt1)
ρ
(
Ωbt1
)
ρ
(
Ωat0
) ,
kde P (at0 ← bt1) znacˇ´ı pravdeˇpodobnost prˇechodu od bt1 k at0 vzhledem k opacˇne´ dynamice.
Ve vy´sledku pak ma´me detailn´ı rovnova´hu ve tvaru
P (at0 → bt1)
P (at0 ← bt1)
=
ρ
(
Ωbt1
)
ρ
(
Ωat0
) . (2.1.4)
Pokud dynamika a makrostavy explicitneˇ neza´vis´ı na cˇase, tak z (2.1.3) dostaneme detailn´ı
rovnova´hu ve standardn´ım tvaru
P (a→ b)
P (b→ a) =
ρ (Ωb)
ρ (Ωa)
.
Makroskopicka´ dynamika
Vzˇdy lze zave´st makroskopickou dynamiku, jako projekci mikroskopicke´ dynamiky na ma-
krostavy, avsˇak ve vsˇ´ı obecnosti je tato dynamika stochasticka´. Cˇasto vsˇak pozorujeme na
makroskopicky´ch sˇka´lech deterministickou mechaniku, zde se tedy budeme veˇnovat podmı´n-
ka´m nutny´m k pozorova´n´ı deterministicke´ mechaniky i na makroskopicky´ch sˇka´la´ch. Pozˇa-
davek na deterministickou mechaniku na makrostavech pak vede na pozˇadavek na to, aby
se kazˇdy´ makrostav vlivem mikroskopicke´ho cˇasove´ho vy´voje zobrazil do jine´ho makrostavu.
Pokud toto mikroskopicka´ dynamika splnˇuje, pak mluv´ıme o tzv. autonomn´ı dynamice, sym-
bolicky pak
∀t1 > t0, ∀at0, bt1 : ϕt0,t1
(
Ωat0
) ⊆ Ωbt1 .
Takto striktneˇ zavedena´ makroskopicka´ dynamika ma´ vsˇak neˇktere´ proble´my, jmenoviteˇ se
pak jedna´ o:
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Poincare´ho paradox: Poincare´ho paradox je tvrzen´ı o tom, zˇe v prˇ´ıpadeˇ striktneˇ auto-
nomn´ı dynamiky na konecˇne´m syste´mu, konecˇne´m ve smyslu ρ (Ω) <∞, nedocha´z´ı ke zmeˇna´m
entropie a tedy k relaxaci syste´mu do rovnova´hy, cozˇ je d˚usledek toho, zˇe vsˇechny makrostavy
maj´ı stejnou mı´ru. Na chv´ıli se nyn´ı omez´ıme na dynamiku s diskre´tn´ım cˇasem. Potom plat´ı,
zˇe syste´m se vra´t´ı do p˚uvodn´ıho makrostavu a nejpozdeˇji v cˇasove´m kroku ρ(Ω)
ρ(Ωa)
. Tj. ve vsˇ´ı
obecnosti plat´ı
∃t0 < t1 < t2 ∈ R ∃a, b : ϕt0,t2 (Ωa) ⊆ ϕt1,t2 (Ωb) ⊆ Ωa,
ze ktere´ jizˇ jednoznacˇneˇ plyne ϕt0,t1 (Ωa) ≡ Ωb a z invariance mı´ry v˚ucˇi dynamice na´m pak
plyne pozˇadovane´ tvrzen´ı. Pozn.: Explicitn´ı cˇasova´ za´vislost toto neovlivn´ı.
Lochschmidt˚uv paradox: Lochschmit˚uv paradox je pak vyja´drˇen´ım nekonzistence auto-
nomn´ı dynamiky s existenc´ı mikroskopicke´ reverzibility. Tj. opeˇt nedostaneme relaxaci u uza-
vrˇeny´ch syste´mu˚, kterou cˇasto pozorujeme u rea´lny´ch makroskopicky´ch syste´mu˚. Tento vy´-
sledek plyne ze stejny´ch princip˚u jako princip detailn´ı rovnova´hy. Meˇjme makrostavy a a b,
pro neˇzˇ plat´ı ϕt0,t1 (Ωa) ⊆ Ωb, a x ∈ Ωa, a da´le se omezme na prˇ´ıpad, kdy plat´ı ←−ϕ = ϕ, pak
plat´ı
∀x ∈ Ωa : ϕt0,t1 ◦ π ◦
∈Ωb︷ ︸︸ ︷
ϕt0,t1 (x)︸ ︷︷ ︸
∈Ωb
≡ π (x) ∈ Ωa.
Tj. docha´z´ı k rezonanci a t´ım pa´dem k tomu, zˇe se makrostavy v˚ubec nevyv´ıjej´ı.
Proble´my jezˇ ma´ autonomn´ı dynamika, rˇesˇ´ı prˇedpoklad, zˇe makroskopicka´ dynamika je
autonomn´ı v me´neˇ restriktivn´ım smyslu. Rˇekneˇme, zˇe syste´m ma´ neˇjaky´ parametr reprezen-
tuj´ıc´ı jeho velikost, oznacˇme ho N (N typicky reprezentuje pocˇet cˇa´stic, objem, rozmeˇr atd.).
Je zrˇejme´, zˇe dynamika, fa´zovy´ prostor i mı´ra za´vis´ı na parametru N . Pak dynamiku nazveme
makroskopicky autonomn´ı, kdyzˇ plat´ı
∀t0 < t1 ∈ R ∀a ∃b : lim
N→∞
ρN
(
ϕNt0,t1 (x) ∈ ΩNb
∣∣ x ∈ ΩNa ) = 1,
tj. kdyzˇ je dynamika autonomn´ı v limiteˇ nekonecˇneˇ velke´ho syste´mu. Makroskopicka´ dynamika
pak je definova´na vzhledem k limitn´ı dynamice. Typicky´mi prˇ´ıklady takovy´ch dynamik jsou
dynamiky rˇ´ızene´ Boltzmanovou rovnic´ı nebo Navier-Stokesovy´mi rovnicemi.
2.2 Entropie a jej´ı zmeˇny
V te´to sekci pak uka´zˇeme standradn´ı argument, zˇe 2. termodynamicka´ veˇta je konzistentn´ı
s mikroskopickou reverzibilitou, kde kl´ıcˇovou roli hraje pojem entropie a jej´ı zmeˇny pak cha-
rakterizuj´ı relaxaci syste´mu do rovnova´hy.
2.2.1 Entropie
Jesˇteˇ prˇed samotny´m zaveden´ım entropie zavedeme neˇktere´ pomocne´ pojmy. Prvn´ım z nich
je projekce distribuce na mikrostavech na distribuci na makrostavech. Zaved’me funkci pˆ
zobrazuj´ıc´ı distribuci na mikrostavech µ na distribuci na makrostavech (jedna´ se v podstateˇ
o projekci a budeme je znacˇit se stˇr´ıˇskou) na´sleduj´ıc´ım prˇedpisem
pˆ [µ] (a) = µ (Ωa) . (2.2.1)
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A obdobneˇ provedeme rozsˇ´ıˇren´ı distribuce na makrostavech νˆ na distribuci na mikrostavech
x
[νˆ × ρ] (A) =
∫
A
dρ (x)
νˆ (M (x))
ρ
(
ΩM(x)
) , (2.2.2)
kde M (x) prˇiˇrad´ı mikrostavu x odpov´ıdaj´ıc´ı makrostav (srovnej se sekc´ı 2.1.1). Z definic je
patrne´, zˇe plat´ı pˆ [νˆ × ρ] = νˆ.
Nyn´ı zavedeme entropii. Zacˇneme Shannonovou entropi´ı, kterou definujeme jako
S (µ) = −
∫
Ω
dµ (x) ln
dµ
dρ
(x) , (2.2.3)
kde µ (x) je libovolna´ pravdeˇpodobnostn´ı distribuce. Pozn.: Ve fyzice se entropie definuje
pomoc´ı prˇirozene´ho logaritmu a pokla´da´ se u´meˇrneˇ Boltzmanoveˇ konstanteˇ (zde pro jednodu-
chost kB = 1), naproti tomu v informatice se cˇasto pouzˇ´ıva´ logaritmus o za´kladu 2. Obdobneˇ
pak zavedeme Shannonovu entropii pro makroskopickou distribuci
S (µˆ) = −
∑
a
µˆ (a) ln µˆ (a) .
Termodynamicky vyznameˇjˇs´ı je Gibbsova entropie zavedena´ podle vztahu
SG (µˆ) = S (µˆ× ρ) . (2.2.4)
Pro Gibbsovu entropii odvod´ıme jesˇteˇ jeden tvar dosazen´ım do definicˇn´ıho vztahu definice
Shannonovy entropie (2.2.3) a definice (2.2.2).
SG (µˆ) = −
∫
Ω
d [µˆ× ρ] (x) ln d [µˆ× ρ]
dρ
(x)
= −
∫
Ω
dρ (x)
µˆ (M (x))
ρ
(
ΩM(x)
) [ln µˆ (M (x))− ln ρ (ΩM(x))]
= −
∑
m
µˆ (m) ln µˆ (m) +
∑
m
µˆ (m) ln ρ (Ωm)︸ ︷︷ ︸
=SB(m)
= S (µˆ) +
∑
m
µˆ (m) SB (m)
SG (µˆ) = S (µˆ) + 〈SB〉µˆ . (2.2.5)
Tedy ve vy´sledku pak ma´me, zˇe Gibbsova entropie je soucˇtem Shannonovy entropie na
makrostavech a stˇredn´ı Boltzmanovy entropie, kterou jsme zavedli vztahem
SB (m) = ln ρ (Ωm) . (2.2.6)
Abychom pochopili fyzika´ln´ı vy´znam jednotlivy´ch entropi´ı je tˇreba si uveˇdomit, procˇ se
prova´d´ı deˇlen´ı na makro- a mikro-stavy. Typickou fyzika´ln´ı situac´ı je, zˇe ma´me neˇjaky´ makro-
skopicky´ syste´m, u ktere´ho jsme schopni sledovat pouze neˇktere´ (prˇeva´zˇneˇ pra´veˇ makrosko-
picke´) charakteristiky. Teˇmto nameˇrˇeny´m hodnota´m pak odpov´ıda´ urcˇity´ makrostav, avsˇak
fyzika´ln´ı stav (tomu odpov´ıda´ pra´veˇ jeden mikrostav) syste´mu tak nen´ı urcˇen jednoznacˇneˇ.
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Pak pozˇadavek na autonomn´ı resp. makroskopicky autonomn´ı dynamiku znamena´, zˇe z da-
ne´ho makrostavu jsme schopni urcˇit makrostav dalˇs´ı (prˇ´ıpadneˇ jsme ho schopni odhadnout
s velkou pravdeˇpodobnost´ı). Tj. nen´ı nutne´ zna´t konkretn´ı mikroskopicky´ fyzika´ln´ı stav k sle-
dova´n´ı vy´voje syste´mu.
Zacˇneme od konce a to entropi´ı Boltzmanovou. Ta je definova´na pouze pro konkre´tn´ı
makrostav a odpov´ıda´ Shannonoveˇ entropii pro prˇ´ıpad rovnomeˇrne´ho rozdeˇlen´ı na zvolene´m
makrostavu. Da´ se uka´zat, zˇe je to za´rovenˇ maxima´ln´ı Shannova entropie pro prˇ´ıpad, kdy
jsme omezeni na jeden makrostav (d˚ukaz obecneˇjˇs´ıho tvrzen´ı je v dodatku A). Za´rovenˇ je
Boltzmanova entropie rovna´ Gibbsoveˇ entropii ve specia´ln´ım prˇ´ıpadeˇ distribuce
µˆm (a) =
{
1 a = m
0 jinak
,
tj. v prˇ´ıpadeˇ ostre´ lokalizace do jednoho makrostavu. To prˇedurcˇuje jej´ı pouzˇit´ı jako entropie
jednoho makrostavu, respektive je to maxima´ln´ı entropie pro dany´ makrostav.
Nyn´ı pouka´zˇeme na dalˇs´ı z d˚ulezˇity´ch vztahu˚ mezi Gibbsovou a Shannonovaou entropi´ı
a to
SG (µˆ) = sup
ν:pˆ[ν]=µˆ
S (ν) ≡ − inf
ν:pˆ[ν]=µˆ
∫
Ω
dν (x) ln
dν
dρ
(x) . (2.2.7)
Du˚kaz je proveden v dodatku A. Tedy Gibbsova entropie maximalizuje Shannonovu pro prˇ´ıpad
dane´ho rozdeˇlen´ı na makrostavech, ktere´ je cˇasto jedinou informac´ı, kterou o syste´mu ma´me.
Jak se uka´zˇe pozdeˇji je Gibbsova entropie pra´veˇ ta pro kterou plat´ı H-teore´m. Narozd´ıl vsˇak
od Boltzmanovy entorpie ji neumı´me meˇrˇit prˇ´ımo, protozˇe v prˇ´ıpadeˇ jednoho meˇrˇen´ı vzˇdy
sledujeme urcˇitou trajektorii makrostav˚u a tedy koncovy´ makrostav je jednoznacˇneˇ urcˇen.
Gibbsovu entropii pak typicky mus´ıme urcˇit podle rovnice (2.2.5), cˇasto vsˇak stacˇ´ı urcˇit
Boltzmanovu entropii. Du˚vod je ten, zˇe Boltzmanova entropie na typicky´ch makrostavech je
extenzivn´ı velicˇinou, a tedy je u´meˇrna´ velikosti syste´mu. Naproti tomu Shannonova entropie na
makrostavech, typicky extenzivn´ı velicˇinou nen´ı, nebot’ se neda´ prˇedpokla´dat, zˇe v beˇzˇny´ch
syste´mech pocˇet makrostav˚u roste exponencia´lneˇ s velikost´ı syste´mu. Tı´m je pak da´no, zˇe
distribuce na makrostavech v limiteˇ nekonecˇne´ho syste´mu pak vyb´ıra´ ostrou hodnotu. Je
tedy jasne´, zˇe v typicky´ch prˇ´ıpadech je Boltzmanova entropie dominantn´ı.
SG
.
= SB + o (N) .
2.2.2 Dra´hova´ mı´ra a H-teore´m
Doposud’ jsme se v te´to cˇa´sti zaby´vali pouze definic´ı jednotlivy´ch entropi´ı a vztahy mezi nimy
bez ohledu jak na mikroskopickou tak makroskopickou dynamiku. V te´to cˇa´sti, kde budeme
postupovat ve shodeˇ s [Mae03] a [MN03], zavedeme dra´hovou mı´ru a formulujeme H-teore´m.
Jak jsme avizovali, zavedeme nejprve dra´hovou mı´ru. K tomu je potˇreba zave´st trajektorii
na makrostavech ω (t) z cˇasu t0 do tfin, jako funkce cˇasu na sadeˇ makrostav˚u, a k n´ı trajektorii
cˇasoveˇ invertovanou
Θω (t) = πω (tfin + t0 − t) , (2.2.8)
kde π je kinematicka´ inverze na ma makrostavech. Dra´hovou mı´ru v˚ucˇi pocˇa´tecˇn´ımu distribuci
makrostav˚u µˆ pak definujeme jako
Pµˆ,ϕ (ω) = [µˆ× ρ]
 ⋂
t∈[t0,tfin]
ϕt,tfin
(
Ωω(t)
) . (2.2.9)
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Potom pokud budeme uvazˇovat pomeˇr
Pµˆ,ϕ (ω)
Pνˆ◦π,←−ϕ (Θω)
=
µˆ (ω (t0))
νˆ (ω (tfin))
ρ
(
Ωω(tfin)
)
ρ
(
Ωω(t0)
)
ρ
 ⋂
t∈[t0,tfin]
ϕt,tfin
(
Ωω(t)
)
ρ
 ⋂
t∈[t0,tfin]
←−ϕ t,tfin
(
ΩΘω(t)
) ,
kde jsme jizˇ pro zjednodusˇen´ı pouzˇili vlastnosti, zˇe kinematicka´ inverze je sama sobeˇ inverz´ı
a dosadili z definice (2.2.2). Vy´raz pak uprav´ıme da´le s pouzˇit´ım definic (2.1.1) a (2.2.8) do
tvaru
Pµˆ,ϕ (ω)
Pνˆ◦π,←−ϕ (Θω)
=
µˆ (ω (t0))
νˆ (ω (tfin))
ρ
(
Ωω(tfin)
)
ρ
(
Ωω(t0)
)
ρ
 ⋂
t∈[t0,tfin]
ϕt,tfin
(
Ωω(t)
)
ρ
 ⋂
t∈[t0,tfin]
π ◦ ϕ−1t,tfin
(
Ωω(tfin+t0−t)
) ,
cozˇ da´le pak s pouzˇit´ım vlastnost´ı kinematicke´ inverze π uprav´ıme do konecˇne´ho tvaru
Pµˆ,ϕ (ω)
Pνˆ◦π,←−ϕ (Θω)
=
µˆ (ω (t0))
νˆ (ω (tfin))
ρ
(
Ωω(tfin)
)
ρ
(
Ωω(t0)
) . (2.2.10)
V logaritmicke´m tvaru pak dosta´va´me
ln
Pµˆ,ϕ (ω)
Pνˆ◦π,←−ϕ (Θω)
= SB (ω (t))− SB (ω (t0)) + ln µˆ (ω (t0))− ln νˆ (ω (t)) ,
kde poprve´ pozorujeme rozd´ıl entropi´ı. Tento tvar pomeˇru dra´hovy´ch meˇr plat´ı ve vsˇ´ı obec-
nosti.
Uvazˇujme nyn´ı stochastickou dynamiku utfin,t0 na makrostavech, a specia´ln´ı volbu
νˆ = µˆtfin = utfin,t0 (µˆt0) .
Kde makroskopicka´ dynamika utfin,t0 je pomoc´ı mikroskopicke´ zavedena jako
∑
ω(t0)
µˆt0 (ω (t0))
ρ
(
ϕt0,tfin
(
Ωω(t0)
) ∩Ωω(tfin))
ρ
(
Ωω(t0)
) = µˆtfin (ω (tfin)) , (2.2.11)
kde druhy´ cˇlen odpov´ıda´ podmı´neˇne´ pravdeˇpodobnosti prˇechodu z makrostavu ω (t0) do
makrostavu ω (tfin). Da´le plat´ı
1 =
∑
ω
Pµˆt0 ,ϕ (ω)
Pµˆtfin ,
←−ϕ (Θω)
Pµˆt0 ,ϕ (ω)
≥ exp
[∑
ω
Pµˆt0 ,ϕ (ω) ln
Pµˆtfin ,
←−ϕ (ω)
Pµˆt0 ,ϕ (ω)
]
,
kde jsme pouzˇili Jensenovu nerovnost ve tvaru
〈ex〉 ≥ e〈x〉.
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Dosazen´ım pak logaritmicke´ho tvaru (2.2.10) do prˇedesˇle´ rovnice dostaneme∑
ω
Pµˆt0 ,ϕ (ω)
(
SB (ω (t0))− SB (ω (tfin)) + ln µˆtfin (ω (tfin))− ln µˆt0 (ωt0)
) ≤ 0,
kde si vsˇimneme, zˇe prava´ strana za´vis´ı pouze na krajn´ıch bodech trajektorie, a tedy desazen´ım
definice dra´hove´ mı´ry (2.2.8) a (2.2.2) z´ıska´me
∑
ω(t0),ω(tfin)
µˆt0 (ω (t0))
ρ
(
Ωω(t0)
) ρ(ϕt0,tfin (Ωω(t0)) ∩ Ωω(tfin))×
× (SB (ω (t0))− SB (ω (tfin)) + ln µˆtfin (ω (tfin))− ln µˆt0 (ω (t0))) ≤ 0,
cozˇ mu˚zˇeme da´le rozdeˇlit na
〈SB〉t0 −
∑
ω(t0)
µˆt0 ln µˆt0 (ω (t0)) ≤
∑
ω(t0),ω(tfin)
µˆt0 (ω (t0))
ρ
(
Ωω(t0)
) ρ(ϕt0,tfin (Ωω(t0)) ∩ Ωω(tfin)) (SB (ω (tfin))− ln µˆtfin (ω (tfin))) ,
kde nalevo dosta´va´me Gibbsovu entropii v cˇase t0. Da´le pak pouzˇijeme vztah 2.2.11 a dosta´-
va´me H-teore´m ve tvaru
SG (t0) ≤ SG (tfin) , (2.2.12)
kde vid´ıme, zˇe Gibbsova entropie neklesa´. Logaritmicky´ pod´ıl mezi dra´hovy´mi mı´rami trajek-
torie a jej´ı cˇasoveˇ inverze pak mu˚zˇeme cha´pat jako zmeˇnu entropie pode´l dane´ trajektorie. V
prˇ´ıpadeˇ, zˇe ma´me makroskopicky autonomn´ı dynamiku, tak dosta´va´me situaci, kdy Boltzma-
nova entropie neklesa´, cozˇ je jizˇ prˇ´ımo meˇrˇitelna´ velicˇina. Argumentem pro toto tvrzen´ı, je
zˇe typicky Shanonova entropie nen´ı extenzivn´ı velicˇinou a tedy v limiteˇ nekonecˇne´ho syste´mu
distribuce na makrostavech konverguje k ostre´ hodnoteˇ.
Uka´zali jsme tedy, zˇe dra´hove´ mı´ry otevrˇeny´ch syste´mu˚ maj´ı jistou symetrii v˚ucˇi cˇasove´
inverzi, v n´ızˇ podstatnou roli hraje zmeˇna entropie. Da´le jsme demonstrovali jak vyuzˇit´ım
te´to symetrie lze odvodit rˇadu fluktuacˇn´ıch relac´ı platny´ch pro vekou tˇr´ıdu rea´lny´ch syste´mu˚.
2.3 Markovovske´ modely otevrˇeny´ch syste´mu˚
Doposud jsme se zaby´vali pouze uzavrˇeny´mi syste´my, popisem jejich dynamiky a neˇktery´mi
vlastnostmi. Nyn´ı rozsˇ´ıˇr´ıme na´sˇ popis i o aspekty otevrˇeny´ch syste´mu˚ v Markovovske´m prˇi-
bl´ızˇen´ı. V te´to cˇa´sti budeme prˇeva´zˇneˇ vycha´zet z prac´ı [Cro98] a [Cro00], ktere´ navazuj´ı na
pra´ce Jarzynske´ho. Dalˇs´ı mozˇne´ odvozen´ı pak najdeme naprˇ´ıklad v [Mae03].
Jak jsme v prˇedchoz´ıch cˇa´stech uvedli kompletn´ı popis syte´mu je tvorˇen trojic´ı (Ω, ϕ, ρ),
kde Ω je fa´zovy´ prostor, ϕ je popis dynamiky na syste´mu a ρ je staciona´rn´ı distribuce. Tato
trojice se liˇs´ı od modelu k modelu, avsˇak neˇktere´ charakteristiky maj´ı jak pro uzavrˇene´ tak
otevrˇene´ syste´my spolecˇne´. Zat´ımco v uzavrˇeny´ch syste´mech byla dynamika na mikrostavech
ϕ deterministicka´, nyn´ı ji mus´ıme nahradit dynamikou stochastickou. Dalˇs´ım rozd´ılem pak
je samotna´ staciona´rn´ı distribuce, jezˇ je charakterizova´na inverzn´ı teplotou β, prˇ´ıslusˇne´ho
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tepelne´ho rezervoa´ru, se ktery´m je syste´m sva´za´n. Staciona´rn´ı distribuce na mikrostavech
pak odpov´ıda´ prˇ´ıslusˇne´ kanonicke´ distribuci.
ρ (x) =
1
Z
e−βE(x) = exp [βF − βE (x)] ,
kde E (x) je energie prˇ´ıslusˇne´ho mikrostavu x, Z je particˇn´ı suma a F je volna´ energie defi-
novana´ jako
F = − 1
β
lnZ.
Pokud se da´le omez´ıme na markovovske´ modely otevrˇeny´ch syste´mu˚, pak samotnou dy-
namiku mu˚zˇeme popsat pomoc´ı rychlost´ı prˇechod˚u M (x (t+∆t) , x (t) ; t) mezi jednotlivy´mi
stavy charakterizovanou
M (x (t+∆t) , x (t) ; t) = P (x (t+∆t) |x (t)) ,
Cˇasto pak mu˚zˇeme prˇej´ıt od dynamiky v diskre´tn´ım cˇase k dynamice se spojity´m cˇasem
pomoc´ı vhodneˇ provedene´ limity ∆t → 0. Pokud je syste´m konecˇny´, mu˚zˇeme pak rychlost
prˇechod˚u povazˇovat za matici prˇechod˚uMij (t), i a j oznacˇuj´ı koncovy´ a pocˇa´tecˇn´ı vztah. Pro
danou matici pak mus´ı platit
∀i, j, t : Mij (t) ≥ 0,
z pozitivity a normova´n´ı pravdeˇpodobnosti pak plyne
∀j, t :
∑
i
Mij (t) = 1.
Pro vy´voj libovolne´ pravdeˇpodobnostn´ı distribuce na mikrostavech charakterizovanou vek-
torem ρ (t) pak plat´ı
ρ
(
t′
)
= −→exp
 t′∫
t0
dt M (t)
 · ρ (t0) ,
kde exponencia´lu uvazˇujeme cˇasoveˇ usporˇa´danou. Takto zavedene´ matice prˇechodu tedy plneˇ
charakterizuj´ı markovovskou dynamiku.
Pro staciona´rn´ı distribuci π (t) pak plat´ı,
π (t) =M (t) · π (t) .
Kde stacionaritu uvazˇujeme ve smyslu, zˇe syste´m se od cˇasu t da´le vyv´ıj´ı podle matice M (t).
Da´le v textu pak budeme nav´ıc prˇedpokla´dat, zˇe takova´to staciona´rn´ı distribuce v kazˇde´m
cˇase odpov´ıda´ kanonicke´ distribuci, kde E (x) nahrad´ıme E (x; t) tj. energie syste´mu mu˚zˇe
explicitneˇ za´viset na cˇase. Pokud tvrd´ıme, zˇe staciona´rn´ı distribuce splnˇuje detailn´ı rovnova´hu,
pak splnˇuje podmı´nku
MTij (t)πi (t) =Mij (t) πj (t) ,
kdeMT je transponovana´ matice k maticiM . Jak je patrne´ detailn´ı rovnova´ha plat´ı v obdobne´
podobeˇ jako v prˇedchoz´ı cˇa´sti (2.1.4).
Vrat’me se na chv´ıli zpeˇt k syste´mu˚m v diskre´tn´ım cˇase. Pokud pak budeme vysˇetˇrovat
celkovou zmeˇnu energie ∆E beˇhem jednoho cˇasove´ho skoku, mu˚zˇeme dospeˇt k tomu, zˇe zmeˇna
celkove´ energie je da´na dveˇma prˇ´ıspeˇvky. Prvn´ı z nich je pak da´na t´ım, zˇe syste´m prˇejde ze
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stavu x (t) do stavu x (t+∆t), cozˇ mu˚zˇe by´t spojeno se zmeˇnou energie syste´mu a druhy´ je
samotna´ zmeˇna energie v d˚usledku vneˇjˇs´ıch vliv˚u. Prvn´ı cˇa´st pak povazˇujeme za disipovane´
teplo beˇhem prˇeskoku a druhou cˇa´st za disipovanou pra´ci. Pro N takovy´ch cˇasovy´ch krok˚u
a jednu trajektorii x pak dosta´va´me
Q [x] =
N−1∑
i=0
[E (x (t+ (i+ 1)∆t) , t+ i∆t)− E (x (t+ i∆t) , t+ i∆t)] ,
W [x] =
N−1∑
i=0
[E (x (t+ (i+ 1)∆t) , t+ (i+ 1)∆t)− E (x (t+ (i+ 1)∆t) , t+ i∆t)] ,
∆E [x] = Q [x] +W [x] ,
da´le pak zavedeme vratnou pra´ci
WR = F (β,E (t))− F (t, E (t0)) ,
cozˇ je rozd´ıl volny´ch energi´ı definovany´ch skrze kanonicke´ rozdeˇlen´ı, avsˇak v˚ucˇi r˚uzny´m ener-
geticky´m spektr˚um. Je to za´rovenˇ nejmensˇ´ı mozˇna´ pra´ce nutna´ k prˇechodu mezi teˇmito distri-
bucemi. Disipativn´ı cˇa´st pra´ce pak cha´peme rozd´ıl celkove´ pra´ce a vratne´ pra´ce. Ve spojite´m
cˇase je teplo da´no zmeˇnou (derivac´ı) pravdeˇpodobnostn´ı distribuce v cˇase a pra´ce zmeˇnou
energie v pr˚ubeˇhu cˇasu.
Da´le pak zavedeme cˇasoveˇ obra´cenou trajektorii jakozˇto
Θx (t) = x (T − t) ,
kde T je celkova´ doba procesu, ktery´ na´s zaj´ıma´, a otocˇ´ıme protokol uda´vaj´ıc´ı hodnoty vneˇjˇs´ıch
velicˇin, cozˇ se na´m projev´ı v podobeˇ opacˇne´ cˇasove´ za´vsilosti energie tj. meˇjme
E# (x; t) = E (x;T − t) .
Takte´zˇ je tˇreba zave´st cˇasoveˇ obra´cenou dynamiku a to na´sleduj´ıc´ı zp˚usobem
M
#
ij (t) = πi (T − t)Mji (T − t)
1
πj (T − t) , (2.3.1)
takto zavedena´ matice automaticky splnˇuje pozˇadavky na dynamiku. Pozˇadavek na pozitivitu
z toho, zˇe M je pozitivn´ı a ∑
i
M
#
ij (t) =
πj (T − t)
πj (T − t) = 1
ze stacionatrity π. Da´le pak pro staciona´rn´ı distribuci plat´ı[
M# (t) · π (T − t)
]
i
=
∑
j
Mji (T − t) πi (T − t) = πi (T − t) ,
tj. π (T − t) je staciona´rn´ı k M# (t), cozˇ vzhledem k definici cˇasove´ inverze energie se da´
prˇeformulovat jako
M# (t) · π# (t) = π# (t) .
A v prˇ´ıpadeˇ, zˇe staciona´rn´ı distribuce splnˇuje detailn´ı rovnova´hu pak plat´ı
M# (t) =M (T − t) .
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Opeˇt se budeme zaj´ımat o pomeˇr dra´hovy´ch meˇr P (x|x (0) ,M), cozˇ je pravdeˇpodob-
nost trajektorie x, za prˇedpokladu, zˇe zacˇ´ına´me v x (0) a cˇasovy´ vy´voj je rˇ´ızen matic´ı M ,
a P
(
Θx|Θx (0) ,M#).
P (x|x (0) ,M)
P (Θx|Θx (0) ,M#) =
(N−1)∆t∏
t=0
P [x (t)→ x (t+∆t)]
(N−1)∆t∏
t=0
P [Θx (t)→ Θx (t+∆t)]
=
(N−1)∆t∏
t=0
π (x (t+∆t) ; t)
π (x (t) ; t)
= exp
−β (N−1)∆t∑
t=0
[E (x (t+∆t) ; t)− E (x (t) ; t)]

= exp (−βQ [x]) , (2.3.2)
kde v prvn´ım kroku jsme pouzˇili Markovovskost dynamiky, v druhe´m pak definici (2.3.1)
a nakonec jsme dosadili z definice kanonicke´ matice hustoty a z´ıskali podle definice teplo. Jak
je videˇt, zat´ımco v prˇ´ıpadeˇ uzavrˇeny´ch syste´mu˚ se jedna´ o zmeˇnu entropie, mezi krajn´ımi
polohami syste´mu, zde dosta´va´me prˇ´ımo entropii v podobeˇ disipovane´ho tepla.
Pokus´ıme se vy´sˇe odvozene´ symetrie vyuzˇ´ıt a pouka´zat na jej´ı d˚usledky v podobeˇ kon-
kre´tn´ıch prˇ´ıklad˚u. Obecna´ stˇredn´ı hodnota funkce X za´visle´ na trajektori´ıch je definova´na
jako
〈X〉 =
∑
x
π (x (0) |β,E (0))P [x|x (0) ,M ]X [x] .
Da´le s vyuzˇit´ım symetrie (2.3.2) a pouzˇit´ım podmı´nek mikroskopicke´ reverzibility dostaneme
ρ (x (0) |β,E (0))P [x|x (0) ,M ]
ρ# (Θx (0) |β,E# (0))P [Θx|Θx (0) ,M#] = e
β∆E−β∆F−βQ[x] = eβW [x]−β∆F = eβWD[x],
kde WD [x] znacˇ´ıme disipativn´ı cˇa´st pra´ce. Dosazen´ım pak do stˇredn´ı hodnoty plyne symetrie〈
Xe−βWD
〉
=
〈
X#
〉
#
, (2.3.3)
kde index # znacˇ´ı, zˇe dynamika je cˇasoveˇ invertovana´ stejneˇ jako vesˇkere´ velicˇiny. Tj. pro-
hod´ıme cˇasovou osu (t → T − t) a otocˇ´ıme zname´nka hybnost´ı, moment˚u hybnost´ı a dalˇs´ıch
velicˇin, jezˇ prˇi cˇasove´ inverzi meˇn´ı zname´nko.
Jarzynske´ho fluktuacˇn´ı relace Jarzynske´ho fluktuacˇn´ı relaci dostaneme dosazen´ım za X
identitu. Tj. ma´me relaci 〈
e−βWD
〉
= 1,
cozˇ mu˚zˇeme prˇepsat do prˇ´ıhodneˇjˇs´ıho tvaru jako〈
e−βWD
〉
= e−β∆F .
Pokud na´s pak budou zaj´ımat fluktuace velicˇin za´visej´ıc´ı na pra´ci tj. f (W ) tak dostaneme
relace v podobeˇ
e−β∆F =
〈f (W )〉
〈f (−W ) e−βW 〉# .
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Tranzientn´ı fluktuacˇn´ı teore´m Tento vyjadrˇuje vztah pro pravdeˇpodobnostn´ı distribuce
disipativn´ı cˇa´sti pra´ce. Pokud zvol´ıme
f (W ) = δ (βWD − βWD [x]) ,
pak
f# (W ) = δ (βWD + βWD [x]) ,
a dosazen´ım do symetrie (2.3.3) dostaneme
P (βWD) e
−βWD = P# (−βWD) ,
tj. disipativn´ı cˇa´st pra´ce prˇi cˇasoveˇ inverzn´ım procesu ma´ pro kladne´ βWD pravdeˇpodobnost
nizˇsˇ´ı faktorem exp [−βWD].
Podarˇilo se na´m tedy uka´zat, zˇe jak v prˇ´ıpadeˇ otevrˇeny´ch syste´mu tak v prˇ´ıpadeˇ uzavrˇe-
ny´ch syste´mu, plat´ı urcˇita´ symetrie mezi dra´hovy´mi mı´rami a jejich cˇasovou inverz´ı s typicky´m
parametrem v podobeˇ entropie. Da´le se ukazuje, zˇe vyuzˇit´ım te´to za´kladn´ı symetrie dostaneme
celou rˇadu uzˇitecˇny´ch fluktuacˇn´ıch relac´ı, ktere´ plat´ı pro velkou tˇr´ıdu rea´lny´ch syste´mu˚.
2.4 Od klasicke´ho ke kvantove´mu popisu
V prvn´ı cˇa´sti te´to u´vodn´ı kapitoly jsme se veˇnovali klasicky´m syste´mu˚m, zaveden´ı a popisu
dynamiky mikro a makrostav˚u. Da´le jsme se zameˇrˇili na pojem detailn´ı rovnova´hy, entropie
a dra´hove´ mı´ry, ktere´ se uka´zali kl´ıcˇove´ pro formulaci disipace, narusˇen´ı cˇasove´ symetrie na
makroskopicke´ u´rovni a da´le pak pro formulaci fluktuacˇn´ıch relac´ı pro pra´ci. V te´to cˇa´sti
se budeme nejprve veˇnovat kvantovy´m uzavrˇeny´m syste´mu˚m, zaveden´ı makrostav˚u, entropie
a konstrukci pra´ce a tepla v kvantovy´ch syte´mech. Je to prˇ´ıparava pro dalˇs´ı kapitoly, kde se veˇ-
nujeme d˚ukladneˇ otevrˇeny´m kvantovy´m syste´mu˚m a ukazujeme neˇktere´ jejich charakteristiky
a proble´my s nimy spojene´.
2.4.1 Makrostavy v kvantove´ mechanice
Abychom mohli postupovat obdobneˇ jako v prvn´ı cˇa´sti, je nejprve nutne´ vyjasnit nektere´
pojmy ohledneˇ stavove´ho prostoru a dynamiky. Budeme postupovat odbobneˇ jako v [CRJ+04].
V kvantove´ mechanice pojem fa´zove´ho prostoru prˇecha´z´ı na obecny´ Hilbert˚uv prostor, kde
jednotlive´ vektory reprezentuj´ı fyzika´ln´ı (mikro) stavy. Z teˇchto vektor˚u je mozˇne´ zkonstruovat
matici hustoty ρ vyjadrˇuj´ıc´ı stav cele´ho syste´mu a reprezentuj´ıc´ı distribuci na mikrostavech.
Posledn´ı podstatnou klasickou velicˇinou pro popis stav˚u byla staciona´rn´ı mı´ra na fa´zove´m
prostoru. Ta je v prˇ´ıpadeˇ kvantove´ mechaniky nahrazena stopou s prˇ´ıslusˇnou matic´ı hutstoty.
Po prˇipomenut´ı za´kladn´ıch pojmu˚ se nyn´ı mu˚zˇeme veˇnovat definici makrostav˚u. Meˇjme
Hilbert˚uv prostor HN , kde N znacˇ´ı velikost syste´mu. Da´le meˇjme neˇjakou meˇrˇitelnou velicˇinu
AN na prostoru HN , jej´ızˇ spektrum odpov´ıda´ meˇrˇitelny´m hodnota´m. Kazˇde´ hodnoteˇ α ze
spektra pak prˇ´ıslusˇ´ı projektor PN (α). Velicˇinu AN pak budeme povazˇovat za makroskopickou,
pokud pro typicka´ α plat´ı
Tr PN (α) ∼ esN .
A podprostory prˇ´ıslusˇne´ jednotlivy´m vlastn´ım cˇ´ısl˚um pak budeme povazˇovat za makrostavy.
Tato definice se tedy velmi dobrˇe shoduje s t´ım, co jsme zavedli pro potˇreby klasicke´ fyziky,
hlavn´ı zmeˇnou, ktera´ zde je, zˇe obecneˇ vsˇechny makroskopicke´ velicˇiny spolu nekomutuj´ı
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a tedy nemus´ı existovat vhodna´ ba´ze, ve ktere´ lze popsat vsˇechny relevantn´ı makroskopicke´
aspekty. Prˇesto pro rˇadu typicky´ch velicˇin plat´ı, zˇe v jiste´m smyslu skoro komutuj´ı, tj. pro
N → ∞ jde jejich komutor k nule. Jedn´ım z takovy´ch prˇ´ıpad˚u je stˇredn´ı magnetizace ve
spinove´m modelu
~m =
1
N
N∑
i=1
~Si,
kde N je pocˇet spin˚u a S je opra´tor spinu prˇ´ıslusˇne´ cˇa´stice. Plat´ı totizˇ
[mx,my] = i
1
N
mz,
cozˇ je d˚usledek komutacˇn´ıch relac´ı pro spin a toho, zˇe pouzˇ´ıva´me hustoty. Hustoty pouzˇ´ıva´me,
ze dvou d˚uvod˚u, typicky cˇa´stice reaguj´ı na hustotu pol´ı v neˇjake´m mı´steˇ, nikoliv na jejich
celkovou velikost, a druhy´ d˚uvod je, zˇe maj´ı typicky omezene´ spektrum.
U´vahu nad skoro komutuj´ıc´ımi velicˇinami se nyn´ı pokus´ıme o neˇco zformalizovat v duchu
pra´ce [CRJ+04]. Meˇjme sadu fyzika´ln´ıch velicˇin ~XN = XNk , kde N urcˇuje velikost syste´mu,
da´le meˇjme sad˚u projektor˚u PN . Pokud pro sadu hodnot xk a libovolnou spojitou funkci
f ∈ C (R) plat´ı
lim
N→∞
Tr
(
f
(
XNk
)
PN
)
Tr PN
= f (xk) ,
pak tvrd´ıme, zˇe sada projektor˚u PN koncentruje do ~x. Pokud takova´ sada projektor˚u existuje
pro vsˇechny mozˇne´ hodnoty ~x, pak tvrd´ıme, zˇe pro sadu opera´tor˚u Xk existuje sada navza´jem
komutuj´ıc´ıch opera´toru X˜k, ktere´ je v dobre´m smyslu approximuj´ı. Pokud nav´ıc velikost
dany´ch podprostor˚u vykazuje prˇ´ıslusˇnou za´vislost na velikosti syste´mu, budeme o projektorech
PN mluvit jako o projekc´ıch do makrostav˚u. Zde je nav´ıc dalˇs´ı podstany´ rozd´ıl oproti klasicke´
mechanice, kde na´m makrostavy rozkla´daly prostor disjunktneˇ. To v kvantove´ mechanice
nemus´ı platit, avsˇak prˇekryv mus´ı s velikost´ı syste´mu limitneˇ vymizet.
Je vhodne´ jesˇteˇ vysˇetˇrit chova´n´ı takove´to sady projektor˚u na nekomutativn´ıch funkc´ıch.
Pro jednoduchost se omezme na omezene´ analyticke´ funkce definovane´ jako
g
(
~XN
)
=
∑
m≥0
∑
(k1,...km)∈I
g (k1, . . . , km)X
N
k1
. . . XNkm,
kde m je rˇa´d rozvoje a I je indexova´ mnozˇina. Pak plat´ı
lim
N→∞
Tr
(
f
(
~XN
)
PN
)
Tr PN
= g (~x) ,
kde d˚ukaz stacˇ´ı omezit na g (k1, . . . , km) = 1. V tomto prˇ´ıpadeˇ pak plat´ı∣∣∣∣∣Tr
((
Y NXNkm − yxkm
)
PN
)
Tr PN
∣∣∣∣∣ =
∣∣∣∣∣Tr
(
Y N
(
XNkm − xkm
)
PN
)
Tr PN
+
Tr
((
Y N − y)xkmPN)
Tr PN
∣∣∣∣∣
=
∥∥Y N∥∥
Tr
((
XNkm − xkm
)2
PN
)
Tr PN

1
2
+ |xkm |
∣∣∣∣∣Tr
((
Y N − y)PN)
Tr PN
∣∣∣∣∣→ 0,
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kde jsme oznacˇili celou prvn´ı cˇa´st polynomu Y a pak jsme pouzˇili nejrpve troju´heln´ıkovou
nerovnost pro absolutn´ı hodnotu, a da´le u prvn´ıho cˇlenu Schwarzovu nerovnost. Prvn´ı cˇlen
jde k nule z definice koncentruj´ıc´ıch projekc´ı, zat´ımco druhy´ ma´ rˇa´d o jedna mensˇ´ı, tedy
postupujeme indukc´ı.
Pro prˇ´ıpad otevrˇeny´ch syste´mu˚ pak mı´sto projekc´ı mu˚zˇeme definovat koncentruj´ıc´ı stavy
ωN jezˇ da´vaj´ı odpov´ıdaj´ıc´ı stˇredn´ı hodnoty. Tı´m zobecn´ıme pojem makrostavu i na otevrˇene´
syste´my, kde nen´ı vzˇdy ostra´ hodnota prˇesneˇ urcˇena. Tı´mto bysme uzavrˇeli cˇa´st veˇnuj´ıc´ı se
makrostav˚um a pokrocˇili k dynamice a entropii.
2.4.2 Dynamika v kvantove´ mechanice, entropie a fluktuacˇn´ı relace
V te´to cˇa´sti se omez´ıme pouze na unita´rn´ı dynamiku, nebot’ disipativn´ı dynamika v rezˇimu
slabe´ vazby je diskutova´na v dalˇs´ıch kapitola´ch. Tedy budeme se veˇnovat uzavrˇeny´m sys-
te´mu˚ v kvantove´ mechanice s hamiltonovskou dynamikou. V prvn´ı rˇade na´s bude zaj´ımat jak
zkonstruovat obdobu mikroskopicke´ dynamiky ϕ v kvantove´m prˇ´ıpadeˇ. V teˇchto syste´mech
je cˇasovy´ vy´voj rˇ´ızen Schro¨dingerovu rovnic´ı
dρ (t)
dt
=
1
i~
[H (t) , ρ (t)] ,
kde H (t) je hamiltonia´n v cˇase t a ρ (t) je matice hustoty, ktera´ obsahuje u´plnou informaci o
syste´mu. Pokud pak zavedeme unita´rn´ı opera´tor cˇasove´ho vy´voje U (t, t0) tak, zˇe plat´ı
ρ (t) = U (t, t0) ρ (t0)U
† (t, t0) ,
U (t2, t0) = U (t2, t1)U (t1, t0) ,
U † (t1, t0) = U (t0, t1) ,
dostaneme, zˇe dany´ unita´rn´ı opera´tor mus´ı splnˇovat i rovnici
i~
dU (t, t0)
dt
= H (t)U (t, t0) .
Opera´tor U (t, t0) p˚usob´ı jizˇ prˇ´ımo na vektory hilbertova prostoru, ktere´ reprezentuj´ı jed-
notlive´ stavy syste´mu. Tedy unita´rn´ı opera´tor cˇasove´ evoluce na stavech v ra´mci hilbertova
prostoru, je obdobou nasˇ´ı mikroskoskopicke´ dynamiky v klasicky´ch syste´mech.
Budeme pokracˇovat v nasˇem hleda´n´ı analogi´ı s klasickou fyzikou da´le. Entropii pak za-
vedeme obdobneˇ jako v klasicke´m prˇ´ıpadeˇ, tedy Boltzmanova entropie v klasicke´m prˇ´ıpadeˇ
odpov´ıdala logaritmu objemu dane´ho stavu ve fa´zove´ho prostoru. Vzhledem k tomu, zˇe v
kvantove´ mechanice roli Liouvilovy mı´ry pln´ı stopa zavedeme Boltzmanovu entropii jako
SB (ψ) = lnTr P (ψ) ,
kde P (ψ) je projektor do stavu ψ, kde velikost stavu je tedy da´na dimenz´ı projektoru. Da´le
zavedeme kvantovou obdobu Shannonovy entropie na mikrostavech v podobeˇ
SS (ρ) = −Tr ρ ln ρ,
kde ρ je matice hustoty. Abychom uka´zali souvislost s Shanonovou entropi´ı v klasicke´ fyzice,
tak do definice entropie dosad´ıme diagonalizovanou matici hustoty (tj. provedeme spektra´ln´ı
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rozklad na neˇjakou tˇr´ıdu projektor˚u)
SS (ρ) = −Tr
∑
ψ
p (ψ)P (ψ) ln
∑
ψ′
p
(
ψ′
)
P
(
ψ′
)
= −
∑
ψ
p (ψ) Tr P (ψ) ln (p (ψ)P (ψ))
= −
∑
ψ
dψp (ψ) ln p (ψ) ,
kde jsme oznacˇili p (ψ) pravdeˇpodobnost nalezen´ı syste´mu ve stavu ψ a dψ je dimenze projek-
toru P (ψ), tj. dψ = Tr P (ψ). Prˇi odvozen´ı jsme pouzˇiji vza´jemnou ortogonalitu projektor˚u
a vlastnost P (ψ)2 = P (ψ). A dalˇs´ım kroku pak jsme pouzˇili vlastnost lnP (ψ) = 0, cˇ´ımzˇ
jsme nakonec dostali klasickou shanonovu entropii, pro rozdeˇleˇn´ı p (ψ). Dalˇs´ım prˇirozeny´m
krokem je zaveden´ı obdoby Gibbsovy entropie, ktera´ se v kvantove´m prˇ´ıpadeˇ nazy´va´ Gibbs-
Neumannovou entropi´ı. Definici tentokra´t provede prˇes extremalizaci Shannonovy entropie za
urcˇity´ch omezuj´ıc´ıch podmı´nek. Meˇjme mnozˇinu stav˚u α s pravdeˇpodobnostn´ım rozdeˇlen´ım
p (α) pak Gibbs-Neumanova entropie je definova´na jako
SN (p (α)) = sup
ρ:Tr ρP (α)=p(α)
SS (ρ) ,
explicitneˇ, pak dosazen´ım z Schannonovy entropie a vyuzˇit´ım metody Lagrangeovy´ch mul-
tiplika´tor˚u, dostaneme explicitn´ı tvar
SN (p (α)) = 〈SB (α)〉p(α) + SS (p (α)) .
Je videˇt, zˇe Gibbs-Neumanova entropie ma´ shodne´ charakteristiky s Gibbsovou entropi´ı.
Pokud bychom na´s zaj´ımal H-teore´m v kvantove´m prˇ´ıpadeˇ, potˇrebovali bychom zave´st
ekvivalent dra´hove´ mı´ry. S t´ım souvis´ı neˇktere´ proble´my, ktere´ probereme v kapitole 4, kde
dane´ zobecneˇn´ı i zavedeme.
Posledn´ı veˇc´ı, ktere´ jsme v cˇa´sti o klasicke´ fyzice rekapitulovali, byly fluktuacˇn´ı symetrie.
V ra´mci kvantove´ teorie byla ucˇineˇna rˇada pokus˚u o jejich konstrukci, nama´tkou jen [RM04],
[Kur00] a [AN04], z nizˇ rˇada je navza´jem protich˚udny´ch, a dodnes neexistuje vsˇeobecneˇ prˇi-
j´ımany´ konsenzus. Tyto prˇ´ıstupy se prˇedevsˇ´ım liˇs´ı v tom co povazˇuj´ı za disipovane´ teplo a
pra´ci. My zde rozebereme neˇktere´ takove´ prˇ´ıpady:
1. Prvn´ım prˇ´ıstup uvedeny´ v [Kur00] uvazˇuje pouze dvoubodova´ meˇrˇen´ı energi´ı, tj. ener-
gii zmeˇrˇ´ıme na zacˇa´tku a na konci a porovna´me rozd´ıl. Na teˇchto rozd´ılech zavedeme
pravdeˇpodobnostn´ı rozdeˇlen´ı
ξα (∆E) =
∑
β
δ (∆E − (Eβ − Eα)) |〈β|U (t, t0) |α〉|2 ,
kde scˇ´ıta´me prˇes vsˇechny koncove´ stavy. Prakticky tedy zjiˇst’ujeme distribuci rozd´ılu
stˇredn´ı energie na konci cˇasove´ho vy´voje v˚ucˇi energii na zacˇa´tku. Samotna´ fluktuacˇn´ı sy-
metrie se pak ty´ka´ pra´veˇ teˇchto pravdeˇpodobnostn´ıch distribuc´ı. Hlavn´ımi nevy´hodami
tohoto prˇ´ıstupu jsou uvazˇova´n´ı pouze volne´ho cˇasove´ho vy´voje a to, zˇe ke zmeˇna´m ener-
gie, ktere´ na´s v prˇ´ıpadeˇ disipuj´ıc´ıho syste´mu typicky zaj´ımaj´ı, docha´z´ı v nekonecˇny´ch
rezervoa´rech.
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2. Dalˇs´ı postup uvedeny´ v [RM04] prˇ´ımo vycha´z´ı z 1. termodynamicke´ veˇty pro cˇasovou
zmeˇnu stˇredn´ı energie ve tvaru
d 〈E〉
dt
= Tr
dρ
dt
H +Tr
dH
dt
ρ,
kde prvn´ı cˇlen povazˇujeme za stˇredn´ı disipovane´ teplo a druhy´ cˇlen pak za stˇredn´ı di-
sipovanou pra´ci. Tento prˇ´ıstup je ekvivalentn´ı klasicke´mu prˇ´ıstupu, rozd´ılem pak je, zˇe
v kvantove´ mechanice neexistuj´ı trajektorie. Jedn´ım z pokus˚u jak opeˇt zave´st trajekto-
rie v kvantove´ mechanice, je zave´st trajektorii jako posloupnost nameˇrˇeny´ch hodnot v
urcˇity´ch diskre´tn´ıch cˇasech a prˇedpokla´dat, zˇe vy´sledna´ pravdeˇpodobnost takove´to tra-
jektorie je da´na soucˇinem pravdeˇpodobnost´ı u´sek˚u mezi jednotlivy´mi meˇrˇen´ımi. Tato
podmı´nka je silneˇjˇs´ı nezˇ markovovskost v kvantove´m slova smyslu a tedy je ota´zkou na-
kolik odpov´ıda´ rea´lny´m situac´ım. Dalˇs´ım pokusem, jak rˇesˇit neexistenci trajektori´ı, je
zkonstruova´n´ı opera´toru pra´ce, ktery´ za´vis´ı na dvou cˇasech. Proble´m s takovy´mto opera´-
torem na hilbertoveˇ prostoru je ten, zˇe jeho spektrum neodpov´ıda´ zˇa´dne´ pozorovatelne´,
a tedy jeho interpretace je znacˇneˇ nejednoznacˇna´.
3. Posledn´ım zde diskutovany´m prˇ´ıpadem je postup dle [AN04]. Tento prˇ´ıstup uvazˇuje
rozklad kvantove´ souboru na jednotlive´ podsoubory (subensa´mbly) a trajektorie defi-
nujeme na teˇchto souborech. Ukazuje se, zˇe v typicky´ch netriva´ln´ıch prˇ´ıpadech to vede
k narusˇen´ı fluktuacˇn´ıch symetri´ı, tak jak je zna´me z klasicke´ fyziky. Takto zavedene´
soubory ve skutecˇnosti odpov´ıdaj´ı tomu, zˇe syste´m neusta´le meˇrˇ´ıme (limita spojite´ho
meˇrˇen´ı) a tedy neumozˇnˇujeme syste´mu zˇa´dny´ volny´ vy´voj. Nav´ıc v citovane´ pra´ci se
omezuj´ı pouze na prˇ´ıpad jednorozmeˇrny´ch podsoubor˚u a nediskutj´ı mozˇnost rozkladu
na makroskopicˇteˇjˇs´ı soubory v podobeˇ makrostav˚u.
Evidentneˇ kazˇdy´ ze zvoleny´ch prˇ´ıstup˚u ma´ jak vy´hody tak nevy´hody a jiste´ proble´my. Je
tedy vhodne´, aby snaze o obecne´ pochopen´ı teˇchto proble´mu˚ a pokusu o jejich vyrˇesˇen´ı, prˇed-
cha´zela snaha o pochopen´ı teˇchto proble´mu na vhodneˇ zvolene´ tˇr´ıdeˇ model˚u. Jako vhodnou
tˇr´ıdu model˚u s disipac´ı, na nichzˇ budeme neˇktere´ specificke´ ota´zky studovat detailneˇ, da´le
uvazˇujeme modely se slabou vazbou na tepelny´ rezervoa´r.
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Kapitola 3
Otevrˇene´ kvantove´ syste´my
V prˇ´ıpadeˇ kvantovy´ch otevrˇeny´ch syste´mu˚, lze explicitn´ı konstrukci mezoskopicke´ dynamiky
prove´st pouze v neˇktery´ch prˇ´ıpadech. Jedn´ım z teˇchto prˇ´ıpad˚u je rezˇim slabe´ vazby mezi
studovany´m syste´mem a okol´ım, kde v tomto prˇ´ıpadeˇ takova´ konstrukce vycha´z´ı z Daviesovy
teorie slabe´ vazby.
3.1 Rezˇim slabe´ vazby
V odvozen´ı budeme postupovat ve shodeˇ s [Roe06]. Dalˇs´ı mozˇna´ odvozen´ı i v jiny´ch rezˇimech
jsou pak obsazˇena v [BP02]. Na zacˇa´tku ma´me syste´m s odpov´ıdaj´ıc´ım hilbertovy´m prostorem
HS a rezervoir s hilbertovy´m prostorem oznacˇeny´m HR, ktere´ spolu interaguj´ı skrze interakcˇn´ı
hamiltonia´n HI , tj. na zacˇa´tku vycha´z´ıme z unita´rn´ı dynamiky s hamiltonia´nem ve tvaru
H = HS +HR + κHI ,
kde κ je pomocna´ konstanta urcˇuj´ıc´ı s´ılu interakce a tedy v limiteˇ slabe´ vazby jde k nule.
Omez´ıme se na prˇ´ıpad, kdy interakce splnˇuje podmı´nku
TrR [ρRHI ] = 0, (3.1.1)
pokud tato podmı´nka neplat´ı, nen´ı proble´mem prove´st prˇeznacˇen´ı a t´ım zarucˇit jej´ı splneˇn´ı
HS → HS +TrR [ρRHI ]
HI → HI − TrR [ρRHI ]
Da´le zavedeme souhrne´ oznacˇen´ı
H0 = HS +HR.
Pak plat´ı, zˇe vy´voj matice hustoty v diracoveˇ interakcˇn´ım obraze, je ve tvaru
ρ (t) = e−
1
i~
(t−t0)H0 e
1
i~
(t−t0)H ρ (t0) e
− 1
i~
(t−t0)H e
1
i~
(t−t0)H0,
cozˇ mu˚zˇeme s pomoc´ı Hausdorfovy formule prˇepsat jako
ρ (t) = e−
1
i~
(t−t0)[H0,·] e
1
i~
(t−t0)[H,·] ρ (t0) .
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Protozˇe na´s vsˇak zaj´ıma´ efektivn´ı vy´voj pouze samotne´ho syste´mu bez rezervoa´ru, je vhodne´
zave´st projekcˇn´ı opera´tor (neˇkdy take´ zvany´ projekcˇn´ı superopera´tor, protozˇe u´cˇinkuje na
prostoru opera´tor˚u)
P = ρB ⊗ TrR [·] .
Zavedeme pak opera´tory efektivn´ıho cˇasove´ho vy´voje na syste´mu
L∗ (t, t0) = P e−
1
i~
(t−t0)[H0,·] e
1
i~
(t−t0)[H,·] P, (3.1.2)
L˜∗ (t, t0) = (1− P) e− 1i~ (t−t0)[H0,·] e 1i~ (t−t0)[H,·] P.
Odpov´ıdaj´ıc´ı cˇasove´ derivace pak jsou
dL∗ (t, t0)
dt
=
1
i~
P e− 1i~ (t−t0)[H0,·] [HI , ·] e 1i~ (t−t0)[H,·] P,
dL˜∗ (t, t0)
dt
=
1
i~
(1− P) e− 1i~ (t−t0)[H0,·] [HI , ·] e
1
i~
(t−t0)[H,·] P.
Po neˇkolika drobny´ch u´prava´ch dostaneme
dL∗ (t, t0)
dt
=
1
i~
P e− 1i~ (t−t0)[H0,·] [HI , ·] e
1
i~
(t−t0)[H0,·] PL∗ (t, t0)+
+
1
i~
P e− 1i~ (t−t0)[H0,·] [HI , ·] e
1
i~
(t−t0)[H0,·] (1− P) L˜∗ (t, t0) ,
dL˜∗ (t, t0)
dt
=
1
i~
(1− P) e− 1i~ (t−t0)[H0,·] [HI , ·] e 1i~ (t−t0)[H0,·] PL∗ (t, t0)+
+
1
i~
(1− P) e− 1i~ (t−t0)[H0,·] [HI , ·] e
1
i~
(t−t0)[H0,·] (1− P) L˜∗ (t, t0) .
Nyn´ı si vsˇimneme, zˇe plat´ı
e−
1
i~
(t−t0)[H0,·] [HI , ·] e
1
i~
(t−t0)[H0,·] =
[
e−
1
i~
(t−t0)[H0,·]HI , ·
]
= [HI (t− t0) , ·] ,
kde HI (t) znacˇ´ı interakcˇn´ı hamiltonia´n v diracoveˇ obraze v cˇase t. Po zjednodusˇen´ı pak
dostaneme
dL∗ (t, t0)
dt
=
1
i~
P [HI (t− t0) , ·]PL∗ (t, t0) + 1
i~
P [HI (t− t0) , ·] (1− P) L˜∗ (t, t0) ,
dL˜∗ (t, t0)
dt
=
1
i~
(1− P) [HI (t− t0) , ·]PL∗ (t, t0) + 1
i~
(1− P) [HI (t− t0) , ·] (1− P) L˜∗ (t, t0) .
Dalˇs´ı pozorova´n´ı se pak ty´ka´ vy´razu
P [HI (t− t0) , ·]P = 0,
ktery´ je nulovy´ z podmı´nky (3.1.1) a stacionarity stavu ρR. Prvn´ı genera´tor se na´m tedy
podstatneˇ zjednodusˇsˇ´ı a druhy´ uprav´ıme do integra´ln´ıho tvaru
dL∗ (t, t0)
dt
=
1
i~
P [HI (t− t0) , ·] (1− P) L˜∗ (t, t0) ,
L˜∗ (t, t0) = 1
i~
t∫
t0
ds (1− P) [HI (s− t0) , ·]PL∗ (s, t0)+
+
1
i~
t∫
t0
ds (1− P) [HI (s− t0) , ·] (1− P) L˜∗ (s, t0) .
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Rekurzivn´ım dosazova´n´ım L˜∗ (t, t0) do prvn´ı rovnice pak dosta´va´me Dyson˚uv rozvoj ve tvaru
dL∗ (t, t0)
dt
=
1
i~
P [HI (t− t0) , ·]×
×
 ∞∑
n=1
1
(i~)n
t∫
t0
dt1
t1∫
t0
dt2 . . .
tn−1∫
t0
dtn
n∏
i=1
((1− P) [H (ti − t0) , ·])PL∗ (tn, t0)
 ,
kde soucˇin
n∏
i=1
((1− P) [HI (ti − t0) , ·]) povazˇujeme za cˇasoveˇ usporˇa´dany´. Respektive s vyu-
zˇit´ım stacionarity v podobeˇ relace
e
1
i~
(t−t0)[H0,·] P = e 1i~ (t−t0)[HS ,·] P = P e 1i~ (t−t0)[HS ,·] = P e 1i~ (t−t0)[H0,·],
vy´sledek naby´va´ tvar
dL∗ (t, t0)
dt
= − 1
~2
t∫
t0
ds e−
1
i~
(s−t0)[HS ,·] K (t− s) e 1i~ (s−t0)[HS ,·] L∗ (s, t0) , (3.1.3)
K (t− s) = P [HI (t− s) , ·]×
×
 ∞∑
n=0
(
1
i~
)n t∫
t0
dt1
t1∫
t0
dt2 . . .
tn−1∫
t0
dtn
n∏
i=1
((1− P) [HI (ti − s) , ·])
×
× (1− P) [HI , ·]P. (3.1.4)
Nyn´ı provedeme sadu aproximac´ı.
1. Bornova aproximace Z Dysonovy rˇady vezmeme pouze nejnizˇsˇ´ı rˇa´d. Tedy konvolucˇn´ı
ja´dro se rovna´
K (t− s) = P [HI (t− s) , ·] (1− P) [HI , ·]P.
2. Markovovska´ aproximace Prˇedpokla´da´me, zˇe ja´dro K (t− s) rychle uby´va´ s argumen-
tem. Rovnici (3.1.3) nejprve prˇep´ıˇseme do tvaru
dL∗ (t, t0)
dt
= − 1
~2
t∫
t0
ds e−
1
i~
(t−s)[HS ,·] K (s− t0) e
1
i~
(t−s)[HS ,·] L∗ (t, s) ,
kde jsme provedli za´meˇnu s− t0 → t− s a pouzˇili L∗ (t, t0) = L∗ (t− t0), cozˇ ja patrne´ prˇ´ımo
z definice (3.1.2). Nyn´ı provedeme aproximaci
dL∗ (t, t0)
dt
= − 1
~2
∞∫
t0
ds e−
1
i~
(t−s)[HS ,·] K (s− t0) e
1
i~
(t−s)[HS ,·] L∗ (t, t0) .
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3. “Rotating wave” aproximace Posledn´ım prˇibl´ızˇen´ım je prˇedpoklad na to, zˇe cˇasovy´
interval, ve ktere´m se K (s− t0) vy´razneˇ zmeˇn´ı, je vy´razneˇ delˇs´ı nezˇ charakteristicky´ cˇas
oscilac´ı dany´ch HS . Tj. mu˚zˇeme bra´t pouze diagona´ln´ı cˇleny
dL∗ (t, t0)
dt
= − 1
~2
∑
ω
1~ω ([HS , ·])
 ∞∫
0
ds K (s)
 1~ω ([HS, ·])L∗ (t, t0) , (3.1.5)
kde 1~ω ([HS , ·]) je projektor do podprostoru vlastn´ıch vektor˚u opera´toru [HS, ·] prˇ´ıslusˇny´ch
vlastn´ımu cˇ´ıslu ~ω.
Da´ se snadno uka´zat, zˇe opera´tory
X (ω) =
∑
ǫ−ǫ′=~ω
P (ǫ)XP
(
ǫ′
)
jsou vlastn´ımy vektory opera´toru [HS, ·] prˇ´ıslusˇne´ vlastn´ımu cˇ´ıslu ~ω, kde sumac´ı prˇes ω
z´ıska´me opeˇt X =
∑
ω
X (ω). A tedy projektor 1~ω ([HS , ·]) prova´d´ı zobrazen´ı X → X (ω).
Dosazen´ım do (3.1.5) pak dosta´va´me rovnici
dρS (t)
dt
= − 1
~2
∑
ω
∑
ǫ1 − ǫ2 = ~ω,
ǫ3 − ǫ4 = ~ω
P (ǫ1)
∞∫
0
ds TrR ([HI (s) , [HI , P (ǫ3) ρS (t)P (ǫ4)⊗ ρR]])P (ǫ2) .
Rozep´ıˇseme ji da´le do tvaru
dρS (t)
dt
= − 1
~2
∑
ǫ1−ǫ2=ǫ3−ǫ4
P (ǫ1)
∞∫
0
ds
[
TrR
(
H
†
I (s)HI (P (ǫ3) ρS (t)P (ǫ4)⊗ ρR)
)
−
− TrR
(
HI (s) (P (ǫ3) ρS (t)P (ǫ4)⊗ ρR)H†I
)
−
− TrR
(
HI (P (ǫ3) ρS (t)P (ǫ4)⊗ ρR)H†I (s)
)
+
+ TrR
(
(P (ǫ3) ρS (t)P (ǫ4)⊗ ρR)H†IHI (s)
)]
P (ǫ2) .
Nyn´ı budeme prˇedpokla´dat, zˇe interakcˇn´ı hamiltonia´n je ve tvaru
HI =
∑
α
Aα ⊗Bα =
∑
ω,α
Aα (ω)⊗Bα,
kde Aα je libovolny´ opera´tor na prostoru HS a Bα je libovolny´ opera´tor na prostoru HR
a Aα (ω) jsou pak prˇ´ıslusˇne´ projekce v˚ucˇi opera´toru 1~ω ([HS , ·]). Tento tvar je vy´hodny´
z hlediska cˇasove´ho vy´voje
HI (s) =
∑
ω,α
eiωsAα (ω)Bα (s) .
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Dosazen´ım teˇchto tvar˚u pak z´ıska´me
dρS (t)
dt
=
1
~2
∑
α,β
∞∫
0
ds
− ∑
ǫ,ω,ω′
e−iωsP (ǫ)A†α (ω)Aβ
(
ω′
)
P (ǫ) ρS (t) TrR
[
B†α (s)BβρR
]
+
+
∑
ǫ1−ǫ2=ǫ3−ǫ4
∑
ω,ω′
P (ǫ1)Aβ (ω)P (ǫ2) ρS (t)P (ǫ3)A
†
α
(
ω′
)
P (ǫ4)×
×
(
eiωs TrR
[
B†αBβ (s) ρR
]
+ e−iωs TrR
[
B†α (s)BβρR
])
−
−
∑
ǫ,ω,ω′
eiωsρS (t)P (ǫ)A
†
α (ω)Aβ
(
ω′
)
P (ǫ)TrR
[
B†αBβ (s) ρR
] .
Vzhledem k definici Aα (ω) lze pak rˇadu index˚u sloucˇit do jedine´ho a vy´sledkem pak bude
dρS (t)
dt
=
1
~2
∑
ω
∑
α,β
∞∫
0
ds
[
−e−iωsA†α (ω)Aβ (ω) ρS (t) TrR
[
B†α (s)BβρR
]
+
+Aβ (ω) ρS (t)A
†
α (ω)
(
eiωs TrR
[
B†αBβ (s) ρR
]
+ e−iωs TrR
[
B†α (s)BβρR
])
−
−eiωsρS (t)A†α (ω)Aβ (ω)TrR
[
B†αBβ (s) ρR
]]
.
Oznacˇ´ıme
γαβ (ω) =
1
~2
∞∫
0
ds
(
eiωsTrR
[
B†αBβ (s) ρR
]
+ e−iωsTrR
[
B†α (s)Bβ ρR
])
=
1
~2
∞∫
−∞
ds e−iωsTrR
[
B†α (s)Bβ ρR
]
, (3.1.6)
kde jsme vyuzˇili stacionarity ρR, a da´le oznacˇ´ıme
Γαβ (ω) =
i
~
∞∫
0
ds
(
eiωs TrR
[
B†αBβ (s) ρR
]
− e−iωsTrR
[
B†α (s)Bβ ρR
])
=
i
~
∞∫
−∞
ds sgn (s) e−iωsTrR
[
B†α (s)Bβ ρR
]
.
Plat´ı, zˇe obeˇ matice jsou hermitovske´.
Vy´sledny´ tvar Lindbladtovy´ch genera´tor˚u v limiteˇ slabe´ vazby je pak da´n disipativn´ı cˇa´st´ı
a efektivn´ım hamiltonia´nem. Disipativn´ı cˇa´st pak ma´ tvar
D∗ [ρ (t)] =
∑
ω
∑
α,β
γαβ (ω)
(
Aβ (ω) ρ (t)A
†
α (ω)−
1
2
{
A†α (ω)Aβ (ω) , ρ (t)
})
. (3.1.7)
A Hamiltonia´n naby´va´ tvaru
HL =
∑
ω
∑
α,β
Γαβ (ω)A
†
α (ω)Aβ (ω) . (3.1.8)
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Nav´ıc pro neˇj plat´ı, zˇe komutuje s Hamiltonia´nem syste´mu tj.
[HL,HS ] = 0.
Tedy cˇasovy´ vy´voj rˇ´ızeny´ efektivn´ım hamiltonia´nem nemı´cha´ diagona´ln´ı a off-diagona´ln´ı
bloky. Tote´zˇ plat´ı pro mı´cha´n´ı diagona´ln´ıch a off-diagona´ln´ıch blok˚u v prˇ´ıpadeˇ disipacˇn´ı cˇa´sti.
Du˚kaz lze prove´st pomeˇrneˇ prˇ´ımocˇary´m vy´pocˇtem
P (ǫ)D∗ [ρ (t)]P (ǫ′) = ∑
ω
∑
α,β
γαβ (ω)
[
P (ǫ)AβP (ǫ+ ω) ρ (t)P
(
ǫ′ + ω
)
AαP
(
ǫ′
)
− 1
2
P (ǫ)AαP (ǫ− ω)AβP (ǫ) ρ (t)P
(
ǫ′
)
− 1
2
P
(
ǫ′
)
ρ (t)P
(
ǫ′
)
AαP
(
ǫ′ − ω)AβP (ǫ′)] ,
kde stoj´ı za povsˇimnut´ı, zˇe diagona´ln´ı bloky spolu souvis´ı vzˇdy po diagona´lach rovnobeˇzˇny´ch
s hlavn´ı diagona´lou. Toho lze vyuzˇ´ıt pro hleda´n´ı staciona´rn´ıho stavu, kde stacˇ´ı prˇedpokla´dat,
zˇe matice je hustoty je blokoveˇ diagona´ln´ı.
Pro u´plnost pak uvedeme dua´ln´ı tvar genera´tor˚u, konkre´tneˇ pak jejich disipativn´ı cˇa´sti
D [X] =
∑
ω
∑
α,β
γαβ (ω)
(
A†α (ω)XAβ (ω)−
1
2
{
A†α (ω)Aβ (ω) ,X
})
, (3.1.9)
pro kterou prˇ´ımo z definice plyne
D [I] = 0
3.2 Vlastnosti genera´tor˚u v limiteˇ slabe´ vazby
V prˇedchoz´ı cˇa´sti jsme zavedli opera´tory Aα (ω) jako “vlastn´ı vektory” opera´toru [HS, ·].
Snadno nahle´dneme, zˇe explicitn´ı tvar takto zavedeny´ch opera´tor˚u je
Aα (ω) ≡
∑
ǫ′−ǫ=~ω
P
(
ǫ′
)
AαP (ǫ) = A
†
α¯ (−ω) , (3.2.1)
kde α¯ znacˇ´ı index odpov´ıdaj´ıc´ı hermitovsky sdruzˇene´mu opera´toru Aα, tj. plat´ı
Aα¯ = A
†
α.
Ve specia´ln´ım prˇ´ıpadeˇ, kdy Aα je hermitovske´, pak plat´ı jednodusˇsˇ´ı relace
Aα (ω) = A
†
α (−ω) .
Prvn´ı d˚ulezˇitou vlastnost´ı korelacˇn´ı matice pro prˇ´ıpad rezervoiru v rovnova´ze na teploteˇ
βR je symetrie
γβα (−ω) = eβR~ωγα¯β¯ (ω) . (3.2.2)
Tato vlastnost je kl´ıcˇova´ pro urcˇen´ı staciona´rn´ıch stav˚u a formulaci detailn´ı rovnova´hy, a
mimo jine´ z n´ı plyne symetricˇnost matice γαβ (0) v prˇ´ıpadeˇ hermitovsky´ch opera´tor˚u Aα.
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Symetrie (3.2.2) plyne z definice (3.1.6), viz
γβα (−ω) = 1
~2
∞∫
−∞
dt eiωt TrR
[
A
†
β (t)Aα
1
Z
e−βRHS
]
=
1
Z~2
∞∫
−∞
dt eiωtTrR
[
e−
1
i~
HSt A
†
β e
1
i~
HStAαe
−βRHS
]
=
1
Z~2
∞∫
−∞
dt eiωtTrR
[
e−
1
i~
HS(t+i~βR) A
†
β e
1
i~
HS(t+i~βR) e−βRHS Aα
]
=
1
Z~2
∞−i~βR∫
−∞−i~βR
dt e−iω(t+i~βR)TrR
[
e−
1
i~
HSt Aα e
1
i~
HSt A
†
β e
−βRHS
]
= eβR~ω
1
~2
∞∫
−∞
dt e−iωt TrR
[
Aα (t)A
†
βρR
]
.
3.2.1 Staciona´rn´ı stav
Vyuzˇijeme nyn´ı odvozeny´ tvar spolu se symetri´ı (3.2.2) pro explicitn´ı nalezen´ı staciona´rn´ıch
stav˚u. Hledejme staciona´rn´ı stavy ve tvaru
ρS =
∑
ǫ
f (ǫ)P (ǫ) .
Takovy´to tvar komutuje jak s HS tak s HL tj. stacˇ´ı splnit D∗ [ρS ] = 0. Nejprve tedy uprav´ıme
tvar (3.1.7) s pomoc´ı relace (3.2.1) do tvaru
D∗ [ρS ] =
∑
ω
∑
α,β
(
γαβ (ω)Aβ (ω) ρSA
†
α (ω)−
1
2
γαβ (ω)
{
A†α (ω)Aβ (ω) , ρS
})
=
∑
ω
∑
α,β
(
γαβ (ω)A
†
β¯
(−ω) ρSAα¯ (−ω)− 1
2
γαβ (ω)
{
A†α (ω)Aβ (ω) , ρS
})
=
∑
ω
∑
α,β
(
γα¯β¯ (−ω)A†β (ω) ρSAα (ω)−
1
2
γαβ (ω)
{
A†α (ω)Aβ (ω) , ρS
})
=
∑
ω
∑
α,β
(
γβ¯α¯ (−ω)A†α (ω) ρSAβ (ω)−
1
2
γαβ (ω)
{
A†α (ω)Aβ (ω) , ρS
})
.
Do takto upravene´ho tvaru pak dosad´ıme prˇedpokla´dany´ tvar staciona´rmı´ matice hustoty
a dostaneme
P (ǫ)D∗ [ρS ]P (ǫ) =
∑
ω
∑
αβ
[
γβ¯α¯ (−ω) f (ǫ+ ~ω)P (ǫ)AαP (ǫ+ ~ω)AβP (ǫ)
− γαβ (ω) f (ǫ)P (ǫ)AαP (ǫ+ ~ω)AβP (ǫ)] ,
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kde vid´ıme, zˇe opera´tory jsou stejne´ azˇ na prefaktor. Tedy podmı´nka stacionarity se redukuje
na nulovost rovnice pro prefaktory, kterou s vyuzˇit´ım symetrie (3.2.2) pro korelacˇn´ı matici
z´ıska´me ve tvaru
eβR~ωf (ǫ+ ~ω) = f (ǫ) . (3.2.3)
A tedy staciona´rn´ı stav je
ρS =
1
Z
e−βRHS . (3.2.4)
Jednoznacˇnost takove´ho stavu je pak da´na nenulovost´ı prvk˚u korelacˇn´ı matice. Pro konkre´t-
neˇjˇs´ı vysˇetˇren´ı pak zaved’me mnozˇinu M takovou, zˇe
M = {ω : ∃α, β γαβ (ω) 6= 0} .
Tuto mnozˇinu mu˚zˇeme pak setˇr´ıdit a prˇistupovat ke vsˇem prvk˚um pomoc´ı indexu tj. Mi je i-
ty´ nejmensˇ´ı prvek mnozˇinyM . Da´le pak zaved’me mnozˇiny N (ǫ), ktere´ reprezentuj´ı mnozˇiny
vsˇech stav˚u ǫ′ takovy´ch, zˇe se tam mu˚zˇu pomoc´ı prˇeskok˚u z mnozˇiny M , dostat. Tj.
N (ǫ) =
ǫ′ : ∃k ∈ N|M | ǫ′ =
|M |∑
i=1
kiMi
 ,
kde |M | znacˇ´ı pocˇet prvk˚u mnozˇiny M . Pro tyto mnozˇiny pak plat´ı
∀ǫ, ǫ′ : N (ǫ) = N (ǫ′) ⊻ N (ǫ) ∩N (ǫ′) = ∅.
Tj. mnozˇiny jsou bud’to shodne´ nebo disjunktn´ı a deˇl´ı na´m tedy disjunktneˇ energeticke´ spek-
trum na dome´ny. V ra´mci takovy´chto dome´n je pak staciona´rn´ı stav jednoznacˇneˇ da´n, re-
spektive pomeˇr vah jednotlivy´ch energeticky´ch podprostor˚u je jednoznacˇneˇ urcˇen, cozˇ plyne
z (3.2.3), a jednotlivy´m dome´na´m pak lze prˇiˇradit libovolne´ va´hy. V takove´mto prˇ´ıpadeˇ, kdy
staciona´rn´ı stav nen´ı jednoznacˇneˇ urcˇen, je staciona´rn´ı stav (3.2.4) pouze jedn´ım z mnoha.
Pro takto definovanou staciona´rn´ı distribuci, pak s vyuzˇit´ım symetrie (3.2.2) plat´ı
D∗ [Xρ] = D [X] ρ, (3.2.5)
kde ρ je staciona´rn´ı distribuce podle (3.2.4). Tato veˇta se da´ i obra´tit a to tak, zˇe pokud plat´ı
(3.2.5) pro neˇjakou distribuci ρ, pak distribuce ρ je v˚ucˇi disipa´toru staciona´rn´ı. Viz
D∗ [ρ] = D [I] ρ = 0,
cozˇ plyne prˇ´ımo z dua´ln´ıho tvaru disipa´toru (3.1.9). Rovnice (3.2.5) se neˇkdy v literaturˇe (viz
[Aga73] nebo [KFGV77]) oznacˇuje jizˇ prˇ´ımo jako detailn´ı rovnova´ha, jak pozdeˇji uka´zˇeme, je
to ekvivalentn´ı s formulac´ı detailn´ı rovnova´hy v podobeˇ symetrie pro korelacˇn´ı funkce. Du˚kaz
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tvrzen´ı (3.2.5) pak provedeme opeˇt prˇ´ımy´m vy´pocˇtem s vyuzˇit´ım relac´ı (3.2.1) a (3.2.2)
D∗ [Xρ] =
∑
ω
∑
αβ
γαβ (ω)
[
Aβ (ω)XρA
†
α (ω)−
1
2
{
A†α (ω)Aβ (ω) ,Xρ
}]
=
∑
ω
∑
αβ
γαβ (ω)
[
Aβ (ω)XA
†
α (ω) ρ e
−βR~ω − 1
2
{
A†α (ω)Aβ (ω) ,X
}
ρ
]
=
∑
ω
∑
αβ
γαβ (ω)
[
e−βR~ω Aβ (ω)XA
†
α (ω)−
1
2
{
A†α (ω)Aβ (ω) ,X
}]
ρ
=
∑
ω
∑
αβ
[
γαβ (ω) e
−βR~ω A
†
β¯
(−ω)XAα¯ (−ω)− γαβ (ω) 1
2
{
A†α (ω)Aβ (ω) ,X
}]
ρ
=
∑
ω
∑
αβ
[
γβ¯α¯ (−ω) e−βR~ωA†α (ω)XAβ (ω)−
1
2
γαβ (ω)
{
A†α (ω)Aβ (ω) ,X
}]
ρ
=
∑
ω
∑
αβ
γαβ (ω)
[
A†α (ω)XAβ (ω)−
1
2
{
A†α (ω)Aβ (ω) ,X
}]
ρ
= D [X] ρ.
Dalˇs´ım faktem je, zˇe rovnice (3.2.5) prˇ´ımo implikuje rovnici
D∗ [ρX] = ρD [X] .
Du˚kaz je opeˇt jednoduchy´ a vyuzˇ´ıva´ cyklicˇnosti stopy
Tr (D∗ [ρX]Y ) = Tr (ρXD [Y ]) = Tr (XD [Y ] ρ) =
= Tr (XD∗ [Y ρ]) = Tr (D [X]Y ρ) = Tr (ρD [X]Y ) .
3.2.2 Detailn´ı rovnova´ha
Zde se pokus´ıme formulovat detailn´ı rovnova´hu jako analogii ke klasicke´ detailn´ı rovnova´ze
(2.1.4), prˇicˇemzˇ se prozat´ım omez´ıme pouze na situaci cˇiste´ disipace. Nejprve vysˇetˇr´ıme sta-
cionaritu stavu ρS v podobeˇ rovnice
Tr [P (ǫ,~a)D∗ρS ] = 0,
kde P (ǫ,~a) je projektor do stavu s energi´ı ǫ, kde hamiltonia´n dopln´ıme sadou meˇrˇitelny´ch ve-
licˇin Ai do u´plne´ mnozˇiny pozorovatelny´ch, prˇicˇemzˇ hodnoty teˇchto velicˇin oznacˇ´ıme souhrneˇ
jako ~a. Pokud podmı´nku stacionarity matice hustoty ρS rozdeˇl´ıme na cˇa´st s antikomuta´torem,
tzv. kompenza´torem, a zbytek a dosad´ıme explicitn´ı tvar staciona´rn´ıho stavu, pak dostaneme
vy´sˇe uvedenou rovnici ve tvaru
0 =
∑
ǫ′,~b
e−βRǫ
′
Z
∑
α,β
Tr
[
γαβ
(
ǫ− ǫ′)P (ǫ,~a)AβP (ǫ′,~b)A†α−
−δ (ǫ− ǫ′) δ (~a−~b)P (ǫ,~a)∑
ω
γαβ (ω)A
†
α (ω)Aβ (ω)
]
.
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Po dalˇs´ıch u´prava´ch dosta´va´me s pomoc´ı (3.2.2)
∑
ǫ′,~b
e−βRǫ
Z
∑
α,β
γαβ
(
ǫ′ − ǫ)Tr [P (ǫ,~a)A†αP (ǫ′,~b)Aβ] =
=
∑
ǫ′,~b
e−βRǫ
′
Z
∑
α,β
γαβ
(
ǫ− ǫ′)Tr [P (ǫ′,~b)A†αP (ǫ,~a)Aβ] ,
cozˇ je stacionarita zna´ma´ z klasicke´ fyziky ve tvaru∑
b
p (a)W (b|a) =
∑
b
W (a|b) p (b) ,
kde jsme zavedli nove´ souhrne´ oznacˇen´ı a pro cely´ stav reprezentovany´ hodnotami pozorovatel-
ny´ch Ai a energi´ı ǫ, pak pod p (a) rozumı´me pravdeˇpodobnost nameˇrˇen´ı hodnot odpov´ıdaj´ıc´ı
stavu a, prˇicˇemzˇ tato pravdeˇpodobnost, jak se ukazuje, za´vis´ı pouze na energii stavu a za
prˇedpokladu, zˇe jsme ve staciona´rn´ım stavu, a W jsou rychlosti prˇechod˚u ve tvaru
W (a|b) =
∑
α,β
γαβ (E (a)− E (b))Tr
[
P (b)A†αP (a)Aβ
]
,
kde P (a) je projektor do stavu a. Samotna´ detailn´ı rovnova´ha se pak ty´ka´ takto urcˇeny´ch
rychlost´ı prˇechodu a plyne ze symetrie (3.2.2). Proved’me na´sleduj´ıc´ı u´pravy
W (a|b) =
∑
α,β
γαβ (E (a)− E (b)) Tr
[
P (b)A†αP (a)Aβ
]
= eβR(E(b)−E(a))
∑
α,β
γβ¯α¯ (E (b)− E (a)) Tr
[
P (b)A†αP (a)Aβ
]
=
p (a)
p (b)
∑
α,β
γαβ (E (b)− E (a)) Tr
[
P (b)AβP (a)A
†
α
]
=
p (a)
p (b)
W (b|a) ,
kde kl´ıcˇovy´ krok je ve vyuzˇit´ı zminˇovane´ symetrie a ve vy´sledku pak dosta´va´me detailn´ı
rovnova´hu v klasicke´m tvaru. Kl´ıcˇove´ pro fungova´n´ı detailn´ı rovnova´hy v te´to podobeˇ je, zˇe
vybrane´ stavy komutuj´ı s hamiltonia´nem syste´mu (avsˇak mu˚zˇu z nich vybrat libovolne´) a plat´ı
symetrie (3.2.2). Dalˇs´ı zaj´ımavy´ fakt je, zˇe pro hamiltonia´n syste´mu u´plneˇ degenerovany´, tj.
HS ∼ I je korelacˇn´ı matice rea´lna´ a symetricka´ a detailn´ı rovnova´ha plat´ı pro stavy v libovolne´
ba´zi.
Detailn´ı rovnova´hu vsˇak mu˚zˇeme dostat i ve tvaru
Tr
(
ρ etD
[
X†
]
Y
)
= Tr
(
ρ etD
[
Y †
]
X
)∗
= Tr
(
ρX† etD [Y ]
)
, (3.2.6)
kde X, Y jsou libovolne´ opera´tory a ρ je staciona´rn´ı matice hustoty, pro kterou plat´ı (3.2.5).
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Odvozen´ı je pak jednoduche´
Tr
(
ρ etD
[
X†
]
Y
)
= Tr
(
etD
∗
[
ρX†
]
Y
)
= Tr
(
ρX† etD [Y ]
)
= Tr
((
etD [Y ]
)†
Xρ
)∗
= Tr
(
ρ etD
[
Y †
]
X
)∗
,
kde jsme nepouzˇili nic jine´ho, nezˇ vztah (3.2.5), cyklicˇnost stopy a vztah stopy v˚ucˇi komplex-
n´ımu sdruzˇen´ı. Z detailn´ı rovnova´hy v tomto tvaru vzhledem k libov˚uli opera´tor˚u X a Y opeˇt
plyne rovnice (3.2.5), ktera´ je tedy s detailn´ı rovnova´hou ekvivalentn´ı.
Zby´va´ jesˇteˇ uka´zat, jaky´ je vztah takto formulovane´ detailn´ı rovnova´hy k detailn´ı rovno-
va´ze ve tvaru
W (a|b) = p (a)
p (b)
W (b|a) .
Pokud dosad´ıme do (3.2.6) v diferencia´ln´ım tvaru za X a Y projektory do stav˚u, ve ktery´ch
je staciona´rn´ı matice hustoty ρ diagona´ln´ı, pak dosta´va´me
Tr (ρD [P (a)]P (b)) = p (b)Tr (P (b)D [P (a)])
= p (b) Tr
P (b)∑
ω
∑
α,β
γαβ (ω)
[
A†α (ω)P (a)Aβ (ω)−
1
2
{
A†α (ω)Aβ (ω) , P (a)
}]
= p (b)
∑
α,β
γαβ (E (a)−E (b))Tr
(
P (b)A†αP (a)Aβ
)
−
− 1
2
p (b)
∑
α,β,c
γαβ (E (c)− E (a))Tr
(
P (b)A†αP (c)AβP (a)
)
−
− 1
2
p (b)
∑
α,β,c
γαβ (E (c)− E (a))Tr (P (a)AαP (c)AβP (b)) ,
kde posledn´ı dva cˇleny jsou pro r˚uzna´ a a b nulova´ a prvn´ı cˇlen da´va´ rychlost prˇechodu
W (a|b). Obdobneˇ pak dosazen´ım do prave´ strany a porovna´n´ım z´ıska´me detailn´ı rovnova´hu
ve tvaru
W (a|b) p (b) =W (b|a) p (a) , (3.2.7)
ktera´ je specia´ln´ım prˇ´ıpadem detailn´ı rovnova´hy (3.2.6).
V te´to kapitole jsme odvodili efektivn´ı dynamiku otevrˇeny´ch syste´mu˚ v prˇ´ıpadeˇ limity
slabe´ vazby. Prˇestozˇe se jedna´ o nejjednodusˇ´ı rezˇim otevrˇeny´ch syste´mu˚, ukazuje se, zˇe tato
tˇr´ıda je pomeˇrneˇ sˇiroka´. Da´le jsme se veˇnovali popisu syste´mu v kontaktu s teplotn´ım re-
zervoirem v rovnova´ze prˇi inverzn´ı teploteˇ β a uka´zali jsme, jak tento prˇedpoklad generuje
symetrii pro korelacˇn´ı matice a indukuje explicitn´ı tvar staciona´rn´ıho stavu syste´mu v ka-
nonicke´m tvaru. Tuto symetrii jsme da´le vyuzˇili pro formulaci detailn´ı rovnova´hy pro cˇisteˇ
disipativn´ı mechaniku syste´mu. Detailn´ı rovnova´hu jsme formulovali neˇkolika odliˇsny´mi zp˚u-
soby a prˇesveˇdcˇili se v jake´m smyslu jsou ekvivalentn´ı. Ukazuje se, zˇe nejobecneˇjˇs´ı formulace
detailn´ı rovnova´hy je skrze rovnici (3.2.5), ze ktere´ jizˇ zbyle´ formy (jedna´ se o relace (3.2.6)
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a (3.2.7)) detailn´ı rovnova´hy plynou. V dalˇs´ı cˇa´sti uka´zˇeme jak lze tuto identitu zobecnit za-
hrnut´ım volne´ho hamiltonovske´ho vy´voje. To vyuzˇijeme k odvozen´ı jisty´ch symetri´ı na u´rovni
dekoherencˇn´ıho funkciona´lu, zobecnˇuj´ıc´ıho klasickou dra´hovou mı´ru (2.2.9).
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Kapitola 4
Symetrie dekoherencˇn´ıho
funkciona´lu prˇi cˇasove´ inverzi
Rˇada vztahu˚ v prˇedchoz´ı cˇa´sti uvedeny´ch v jisty´ch obmeˇna´ch plat´ı obecneˇ nejen pro disipa-
tivn´ı dynamiku reprezentovanou zde Lindbladtovy´mi genera´tory, ale i pro mnohem obecneˇjˇs´ı
cˇasovy´ vy´voj zahrnuj´ıc´ı nejen unita´rn´ı dynamiku. Kl´ıcˇovou zmeˇnou je pak prˇedevsˇ´ım zva´zˇen´ı
vlivu cˇasove´ inverze, jak na hamiltonovsky´ vy´voj, tak na disipativn´ı cˇa´st, kde se ukazuje,
zˇe maj´ı rˇadu kl´ıcˇovy´ch charakteristik spolecˇny´ch. Jedna´ se prˇedevsˇ´ım o zobecˇneˇn´ı idej´ı uve-
deny´ch v [CRJ+04] na disipativn´ı mechaniku, spolu s opravou symetrie u dekoherencˇn´ıho
funkciona´lu a zahrnut´ı poznatk˚u z [KFGV77] a [Aga73]. Dalˇs´ı cˇa´st je pak veˇnova´na zave-
den´ı dekoherencˇn´ıho funkciona´lu jakozˇto zobecneˇn´ı dra´hove´ mı´ry (2.2.9) a zobecneˇn´ı relace
(2.2.10). Hlavn´ım vy´sledkem te´to kapitoly pak bude odvozen´ı symetrie tohoto funkciona´lu
v˚ucˇi cˇasove´ inverzi. Uka´zˇeme take´, jak je tato symetrie narusˇena v nestaciona´rn´ıch procesech.
4.1 Detailn´ı rovnova´ha pro obecne´ dynamiky
Zaved’me tedy nyn´ı obecnou markovovskou dynamiku na kvantovy´ch syste´mech. Konkre´tneˇ
pak uvazˇujme obecny´ genera´tor cˇasove´ho vy´voje L∗ a jeho dua´l L ve smyslu
Tr (XL∗ [ρ]) = Tr (L [X] ρ) .
Da´le genera´tor cˇasove´ho vy´voje splnˇuje invarianci v˚ucˇi hermitovske´mu sdruzˇen´ı a podmı´nku
na vy´voj identity
L [X]† = L
[
X†
]
, (4.1.1)
L [I] = 0, (4.1.2)
kde druha´ podmı´nka pak zarucˇuje zachova´n´ı stopy matice hustoty
0 = Tr (L∗ [ρ]) = Tr (L [I] ρ) ,
pro kazˇdou matici hustoty ρ, respektive obecneˇji zarucˇuje invarianci stopy v˚ucˇi cˇasove´mu
vy´voji, cozˇ je ekvivalentn´ı v klasicke´m prˇ´ıpadeˇ ρ ◦ ϕt0,t = ρ
Tr
[
eL
∗(t−t0) (X)
]
= Tr
[
XeL(t−t0) (I)
]
= Tr [X] .
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Ke kazˇde´mu cˇasove´mu vy´voji pak definujme vy´voj cˇasoveˇ inverzn´ı oznacˇeny´ L# ev. L∗#,
definovany´ pomoc´ı opera´toru cˇasove´ inverze T podle vztahu
L∗# [ρ] = T†L∗D
[
TρT†
]
T− T†L∗H
[
TρT†
]
T,
kde L∗D je disipativn´ı cˇa´st genera´toru L∗ a L∗H odpov´ıda´ unita´rn´ı dynamice. Mu˚zˇeme to
take´ cha´pat tak, zˇe disipativn´ı cˇa´st dynamiky ma´ sudou paritu v˚ucˇi prohozen´ı pocˇa´tecˇn´ıho
a koncove´ho cˇasu, kdezˇto unita´rn´ı cˇa´st ji ma´ lichou. Nebo le´pe, zˇe mus´ıme otocˇit hamiltonovske´
toky v syste´mu, kdezˇto toky odpov´ıdaj´ıc´ı disipaci, se v˚ucˇi cˇasove´ inverzi zachova´vaj´ı. Takto
zavedena´ cˇasova´ inverze pak zarucˇuje, zˇe TρT† je staciona´rn´ım stavem L#, pouze pokud je ρ
staciona´rn´ı jak pro hamiltonovskou cˇa´st genera´toru L tak pro disipativn´ı cˇa´st genera´toru L.
Nyn´ı se jizˇ pod´ıva´me na formulaci detailn´ı rovnova´hy. Meˇjme takovou matici hustoty ρ,
zˇe pro ni plat´ı
TL∗ [Xρ]T† = L# [X#]TρT†, (4.1.3)
kde X# znacˇ´ı cˇasoveˇ invertovany´ opera´tor X tj.
X# = T
†XT = TXT†, (4.1.4)
kde posledn´ı rovnost plyne z rovnice (B.5). Rovnice (4.1.3) je tedy zobecneˇn´ım (3.2.5) a plat´ı,
zˇe ρ splnˇuj´ıc´ı vy´sˇe uvedenou rovnici je staciona´rn´ı. Du˚kaz provedeme opeˇt analogicky´m zp˚u-
sobem jako v prˇ´ıpadeˇ (3.2.5) tj.
L∗ [ρ] = T†L# [I] ρT = 0.
Pak pro ρ plat´ı detailn´ı rovnova´ha ve tvaru
Tr
(
ρ etL
[
X†
]
Y
)
= Tr
(
TρT† etL#
[
Y
†
#
]
X#
)
. (4.1.5)
Odvozen´ı pak probeˇhne podle ocˇeka´va´n´ı prˇ´ımy´m vy´pocˇtem s t´ım, zˇe se vyuzˇije vlastnost´ı
(4.1.3), (4.1.4), (B.7) a (B.6).
Tr
(
ρ etL
[
X†
]
Y
)
= Tr
(
etL
[
X†
]
Y ρ
)
= Tr
(
X† etL
∗
[Y ρ]
)
= Tr
(
X†T† T etL
∗
[Y ρ]T† T
)
= Tr
(
X†T† etL# [Y#] TρT
† T
)
= Tr
(
T†X†# e
tL# [Y#] TρT
† T
)
= Tr
((
X
†
# e
tL# [Y#] TρT
†
)†)
= Tr
(
TρT† etL#
[
Y
†
#
]
X#
)
.
Plat´ı vsˇak i opacˇna´ relace, tj. zˇe z rovnice (4.1.5) plyne podmı´nka (4.1.3). Prˇi odvozen´ı
tohoto faktu nejprve uprav´ıme rovnici (4.1.5) do tvaru
Tr
(
ρ etL
[
X†
]
Y
)
= Tr
(
etL
∗
#
[
X#TρT
†
]
Y
†
#
)
,
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kde da´le provedeme za´meˇnu ρ→ TρT†, X → X# a L → L#. Tı´m dosta´va´me rovnici do tvaru
Tr
(
TρT† etL#
[
X
†
#
]
Y
)
= Tr
(
etL
∗
[Xρ]Y †#
)
,
a pouzˇijeme vztahy (B.7), (B.6) cˇ´ımzˇ dosta´va´me relaci
Tr
(
TρT† etL#
[
X
†
#
]
Y
)
= Tr
(
TetL
∗
[
ρX†
]
T†Y
)
,
cozˇ je jizˇ rovnice (4.1.3) v integra´ln´ım tvaru s t´ım, zˇe Y vol´ıme ve tvaru
Y = |φ〉 〈ψ| .
Tedy detailn´ı rovnova´ha v podobeˇ symetrie pro korelacˇn´ı funkce (4.1.5) je ekvivalentn´ı pod-
mı´nce (4.1.3).
4.2 Cˇasova´ inverze a disipativn´ı dynamika
Jak bylo prˇedem avizova´no, takto zavedena´ dynamika je obecna´, ale je prˇirozenou ota´zkou,
jestli v modelu markovovske´ otevrˇene´ dynamiky v limiteˇ slabe´ vazby zavedene´ v prˇedchoz´ı
cˇa´sti, existuje staciona´rn´ı matice hustoty ρ splnˇuj´ıc´ı detailn´ı rovnova´hu. Jako prvn´ı vysˇetˇr´ıme
cˇa´st dynamiky odpov´ıdaj´ıc´ı unita´rn´ımu vy´voji, tj. jako prvn´ı situaci vezmeme genera´tory ve
tvaru
L∗ [ρ] = 1
i~
[H, ρ] ,
L [X] = 1
i~
[X,H]
a k nim odpov´ıdj´ıc´ı cˇasove´ inverze
L∗# [ρ] = −T†L∗
[
TρT†
]
T = −T† 1
i~
[
H,TρT†
]
T =
1
i~
[
T†HT, ρ
]
=
1
i~
[H#, ρ] ,
L# [X] = −T†L
[
TXT†
]
T = T†
1
i~
[
H,TXT†
]
T = − 1
i~
[
T†HT,X
]
=
1
i~
[X,H#] .
Takova´to dynamika jizˇ automaticky splnˇuje podmı´nky (4.1.2) a (4.1.1), zby´va´ tedy oveˇrˇit
podmı´nku, zˇe existuje takovy´ staciona´arn´ı stav ρ, pro ktery´ plat´ı (4.1.3). Vezmeˇmeˇ nejprve
libovolny´ staciona´rn´ı stav ρ, tj. [H, ρ] = 0, a prˇ´ımy´m vy´pocˇtem s vyuzˇit´ım (B.6) odvod´ıme
na´sleduj´ıc´ı relaci
TL∗ [Xρ]T† = TL∗ [Xρ]T†
= T
1
i~
[H,Xρ]T†
= T
1
i~
[H,X] ρT†
=
1
i~
[X#,H#]TρT
†
= L# [X#]TρT†.
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Vzhledem k tomu, zˇe rovnice (4.1.3) plat´ı pro libovolne´ staciona´rn´ı ρ znacˇ´ı, zˇe podmı´nka
detailn´ı rovnova´hy v prˇ´ıpadeˇ unita´rn´ıho vy´voje je ekvivalentn´ı stacionariteˇ.
Zby´va´ tedy vysˇetˇrit zda-li existuje takova´ matice hustoty i pro disipativn´ı cˇa´st. Podmı´nka
(4.1.1) je automaticky splneˇna d´ıky tvaru rovnice (3.1.7) a hermitovskosti korelacˇn´ı matice
γαβ (ω). Dalˇs´ı podmı´nkou v rˇadeˇ je podmı´nka (4.1.2), ktera´ je takte´zˇ automaticky splneˇna
z tvaru Lindbladtovy´ch genera´tor˚u, tentokra´t vsˇak v jejich dua´ln´ı formeˇ (3.1.9). Posledn´ı
podmı´nka je pak zobecneˇn´ım vztahu (3.2.5). Nejprve provedeme neˇkolik pomocny´ch vy´pocˇt˚u,
ktere´ na´m pomohou zjistit, jak se disipa´tor chova´ v˚ucˇi cˇasove´ inverzi. Snadno pak zjist´ıme,
zˇe plat´ı
D∗γ,Aα(ω)
[
TρT†
]
=
∑
ω
∑
α,β
γαβ (ω)
[
Aβ (ω)TρT
†A†α (ω)−
1
2
{
A†α (ω)Aβ (ω) ,TρT
†
}]
=
∑
ω
∑
α,β
γαβ (ω)T
[
T†Aβ (ω)TρT
†A†α (ω)T−
1
2
{
T†A†α (ω)Aβ (ω)T, ρ
}]
T†
= T
∑
ω
∑
α,β
γTαβ (ω)
[
A
#
β (ω) ρ
(
A#α (ω)
)† − 1
2
{(
A#α (ω)
)†
A
#
β (ω) , ρ
}]
T†
= TD∗
γ#,A
#
α (ω)
[ρ]T†
kde γ# znacˇ´ı matici transponovanou (cˇi komplexneˇ sdruzˇenou, d´ıky hermitovskosti matice)
a A#α (ω) znacˇ´ı cˇasoveˇ invertovane´ opera´tory Aα (ω). Prˇi vy´pocˇtu jsme pouzˇili vy´sledk˚u z do-
datku B, konkre´tneˇ pak jej´ıch aplikac´ı ve vztahu (4.1.1). Obdobneˇ pak odvod´ıme stejny´ vztah
i pro Dγ,Aα(ω) tj. ve vy´sledku pak ma´me rovnice
D∗γ,Aα(ω)
[
TρT†
]
= TD∗
γT ,A
#
α (ω)
[ρ]T†, (4.2.1)
Dγ,Aα(ω) [X#] = T†DγT ,A#α (ω) [X]T. (4.2.2)
Z rovnice (4.2.2) pak plyne d˚usledek DγT ,ATα (ω) [I] = 0. Oveˇrˇ´ıme opeˇt prˇ´ımy´m vy´pocˇtem
0 = Dγ,Aα(ω) [I] = TDγT ,A#α (ω)
[
T†T
]
T† = TD
γT ,A
#
α (ω)
[I]T†.
A nakonec zobecn´ıme rovnici (3.2.5), kterou prˇevedeme do tvaru
TD∗γ,Aα(ω) [Xρ]T† = T†Dγ,Aα(ω) [X]TTρT†,= DγT ,A#α (ω) [X#]TρT
†,
cozˇ je tvar ekvivalentn´ı s (4.1.3). Jediny´ proble´m by mohl nastat, pokud matice hustoty pro
unita´rn´ı a disipativn´ı cˇa´st jsou r˚uzne´. Avsˇak prˇi odvozova´n´ı detailn´ı rovnova´hy pro disipativn´ı
cˇa´st jsme pouzˇili rovnice (3.2.5), ktera´ ovsˇem plat´ı pouze v rezˇimu, kdy je tepelny´ rezervoa´r
v rovnova´ze. Za te´to podmı´nky jsme take´ v cˇa´sti 3.2.1 odvodili, zˇe staciona´rn´ı stav odpov´ıda´
kanonicke´mu stavu a tedy komutuje s hamiltonia´nem syste´mu. Tedy situace, kdy matice
hustoty pro unita´rn´ı a disipativn´ı cˇa´st se liˇs´ı v tomto rezˇimu, nenasta´va´.
Je videˇt, zˇe se na´m podarˇilo zformulovat detailn´ı rovnova´hu dostatecˇneˇ obecneˇ, pouze
s pomoc´ı znacˇneˇ obecne´ podmı´nky (4.1.3). Tento prˇ´ıstup je odliˇsny´ od prˇ´ıstupu v [Roe06],
kde se nediskutuje cˇasova´ inverze, da´le je pak nahrazena sada tˇr´ı podmı´nek, vedouc´ı k detailn´ı
rovnova´ze, podmı´nkou jedinou. V neˇktery´ch publikac´ıch se podmı´nka (4.1.3) jizˇ povazˇuje za
detailn´ı rovnova´hu, viz naprˇ. [KFGV77] a [Aga73], prˇicˇemzˇ jsme uka´zali, zˇe tato podmı´nka
a detailn´ı rovnova´ha formulovana´ v podobeˇ (4.1.5) jsou ekvivalentn´ı.
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4.3 Dekoherencˇn´ı funkciona´l
V u´vodn´ı cˇa´sti, kde jsme se zaby´vali klasickou nerovnova´zˇnou fyzikou, jsme odvodili symetrii
(2.2.10) pro dra´hove´ mı´ry (2.2.9). Tato symetrie pak da´le hraje kl´ıcˇovou roli prˇi formulova´n´ı
fluktuacˇn´ıch relac´ı (2.3.3). Vzhledem k tomu, zˇe v kvantove´ mechanice trajektorie jakozˇto
prˇirozeny´ prostˇredek pro u´plny´ popis cˇasove´ho vy´voje syste´mu skrze dra´hovou mı´ru ztra´c´ı
tuto svou schopnost. Je tedy ota´zkou, jestli existuje neˇjake´ zobecneˇn´ı dra´hove´ mı´ry v kvantove´
mechanice, ktere´ ma´ dobry´ smysl.
Ukazuje se, zˇe takovy´m vhodny´m zobecneˇn´ım dra´hove´ mı´ry (2.2.9), ktere´ poskytuje u´plny´
popis cˇasove´ho vy´voje syste´mu, je dekoherencˇn´ı funkciona´l Dρ,L (ω, ω
′)
Dρ,L
(
ω, ω′
)
= Tr
[
P (ωN ) e
(tN−tN−1)L
∗
[
P (ωN−1) e
(tN−1−tN−2)L
∗
[P (ωN−2) . . .
. . . P (ω1) e
(t1−t0)L∗
[
P (ω0) ρ (t0)P
(
ω′0
)]
P
(
ω′1
)
. . . P
(
ω′N−2
)]
P
(
ω′N−1
)]
P
(
ω′N
)]
,
kde ω (resp. ω′) jsou trajektorie stav˚u ωi (resp. ω
′
i) v cˇasech ti, a P (ωi) jsou pak projektory
do prˇ´ıslusˇny´ch stav˚u (resp. podprostor˚u - nemus´ı by´t nutneˇ jednodimenziona´ln´ı), ktere´ vsˇak
ve vsˇ´ı obecnosti nemus´ı pro r˚uzna´ ωi komutovat. Stejneˇ jako P (ωi) a P (ω
′
i) nemus´ı spolu
komutovat.
Trajektorie stav˚u ω v sobeˇ obsahuj´ı dva druhy informac´ı, prvn´ı je protokol, co se na
syste´mu v jednotlivy´ch cˇasech meˇrˇ´ı a druhou veˇc´ı jsou pak vy´sledky teˇchto meˇrˇen´ı. Pokud
pak budeme mluvit o scˇ´ıta´n´ı prˇes vsˇechny trajektorie, ma´me t´ım vzˇdy na mysli, scˇ´ıta´n´ı prˇes
vsˇechny trajektorie vy´sledk˚u meˇrˇen´ı pro pevny´ protokol meˇrˇen´ı. V tomto kontextu pak plat´ı
rovnice ∑
ω,ω′:ω(tN )=ω′(tN )=α
Dρ,L
(
ω, ω′
)
= Tr [P (α) ρ (tN )] ,
kde ρ (tN ) je matice hustoty volneˇ, tj. bez zˇa´dne´ho provedene´ho meˇrˇen´ı cestou, do cˇasu tN .
Z pozˇadavku na hermitovskost genera´tor˚u cˇasove´ho vy´voje pak take´ rovnou vid´ıme, zˇe deko-
herencˇn´ı funkciona´l je v jiste´m smyslu hermitovsky´, nebot’ plat´ı
Dρ,L
(
ω, ω′
)∗
= Dρ,L
(
ω′, ω
)
,
a tedy Dρ,L (ω, ω) jsou rea´lne´ a z (4.1.2) pro neˇ plat´ı∑
ω
D (ω, ω) = 1.
Je tedy patrne´, zˇe diagona´ln´ı cˇleny odpov´ıdaj´ı dra´hove´ mı´ˇre (2.2.9), ve smyslu pravdeˇpodob-
nost trajektorie ω prˇi cˇasove´m vy´voji rusˇene´m meˇrˇen´ım. Tı´mto jsme uka´zali, zˇe dekoherencˇn´ı
funkciona´l obsahuje, jak informaci o cˇasove´m vy´voji vyrusˇovany´m obcˇasny´m meˇrˇen´ım, tak i o
volne´ cˇasove´m vy´voji.
Da´le uka´zˇeme, zˇe pro dekoherencˇn´ı funkciona´l plat´ı obdoba relace (2.2.10). Meˇjme ρ (t0) =
ρ vyhovuj´ıc´ı podmı´nce detailn´ı rovnova´hy (4.1.3) a da´le necht’ tato staciona´rn´ı matice hustoty
komutuje alesponˇ s jednou trajektori´ı, naprˇ. s ω, pod cˇ´ımzˇ rozumı´me
∀i : [P (ωi) , ρ] = 0,
cˇ´ım vsˇak sta´le nevylucˇujeme, zˇe P (ωi) pro r˚uzna´ i nemus´ı komutovat, stejneˇ tak nemus´ı by´t
projekce sta´le jednorozmeˇrne´. Jako ilustrace pak mu˚zˇe poslouzˇit situace cˇa´stice se spinem
38
bez prˇ´ıtomnosti vneˇjˇs´ıho magneticke´ho pole, pak ma´ typicky degenerovane´ energeticke´ hla-
diny, a pokud matice hustoty splnˇuj´ıc´ı detailn´ı rovnova´hu za´vis´ı pouze na energi´ı, projektory
P (ωi) mohou pak by´t projekce do spin˚u v r˚uzny´ch smeˇrech. S vyuzˇit´ım vy´sˇe zmı´neˇne´ detailn´ı
rovnova´hy a jej´ım rekurzivn´ım pouzˇit´ı pak dostaneme
Dρ,L
(
ω, ω′
)
= Tr
[
P (ωN ) e
(tN−tN−1)L
∗
[
P (ωN−1) e
(tN−1−tN−2)L
∗
[P (ωN−2) . . .
. . . P (ω1) e
(t1−t0)L∗
[
ρP (ω0)P
(
ω′0
)]
P
(
ω′1
)
. . . P
(
ω′N−2
)]
P
(
ω′N−1
)]
P
(
ω′N
)]
= Tr
[
P (ωN ) e
(tN−tN−1)L
∗
[
P (ωN−1) e
(tN−1−tN−2)L
∗
[P (ωN−2) . . .
. . . P (ω1) ρT
†e(t1−t0)L#
[
P (πω0)P
(
πω′0
)]
TP
(
ω′1
)
. . . P
(
ω′N−2
)]
P
(
ω′N−1
)]
P
(
ω′N
)]
= Tr
[
P (ωN ) e
(tN−tN−1)L
∗
[
P (ωN−1) e
(tN−1−tN−2)L
∗
[P (ωN−2) . . .
. . . ρT†e(t2−t1)L#
[
P (πω1) e
(t1−t0)L#
[
P (πω0)P
(
πω′0
)]
P
(
πω′1
)]
T . . .
. . . P
(
ω′N−2
)]
P
(
ω′N−1
)]
P
(
ω′N
)]
= Tr
[
ρT†P (πωN ) e
(tN−tN−1)L#
[
P (πωN−1) e
(tN−1−tN−2)L# [P (πωN−2) . . .
. . . e(t2−t1)L#
[
P (πω1) e
(t1−t0)L#
[
P (πω0)P
(
πω′0
)]
P
(
πω′1
)]
. . .
. . . P
(
πω′N−2
)]
P
(
πω′N−1
)]
P
(
πω′N
)
T
]
,
kde pomoc´ı πωi znacˇ´ıme cˇasoveˇ invertovany´ stav ke stavu ωi. Konkre´tneˇ tedy plat´ı
TP (ωi)T
† = P (πωi) .
A nakonec prˇerovna´me zpeˇt do tvaru podobne´ho p˚uvodn´ımu s vyuzˇit´ım (B.7) a cyklicˇnosti
stopy
Dρ,L
(
ω, ω′
)
= Tr
[
T†TρT†P (πωN ) e
(tN−tN−1)L#
[
P (πωN−1) e
(tN−1−tN−2)L# [P (πωN−2) . . .
. . . e(t2−t1)L#
[
P (πω1) e
(t1−t0)L#
[
P (πω0)P
(
πω′0
)]
P
(
πω′1
)]
. . .
. . . P
(
πω′N−2
)]
P
(
πω′N−1
)]
P
(
πω′N
)
T
]
= Tr
[
P
(
πω′N
)
e(tN−tN−1)L#
[
P
(
πω′N−1
)
e(tN−1−tN−2)L#
[
P
(
πω′N−2
)
. . .
. . . e(t2−t1)L#
[
P
(
πω′1
)
e(t1−t0)L#
[
P
(
πω′0
)
P (πω0)
]
P (πω1)
]
. . .
. . . P (πωN−2)]P (πωN−1)]P (πωN ) ρ#]
= Tr
[
P (πω0) e
(t1−t0)L∗#
[
P (πω1) e
(t2−t1)L∗# [P (πω2) . . .
. . . P (πωN−1) e
(tN−tN−1)L
∗
#
[
P (πωN ) ρ#P
(
πω′N
)]
P
(
πω′N−1
)
. . .
. . . P
(
πω′2
)]
P
(
πω′1
)]
P
(
πω′0
)]
,
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kde ρ# znacˇ´ı cˇasovou inverzi staciona´rn´ı matice hustoty ρ a posledn´ı vy´raz pak mu˚zˇeme
prˇepsat opeˇt pomoc´ı definice a dosta´va´me relaci
Dρ,L
(
ω, ω′
)
= Dρ#,L#
(
Θω,Θω′
)
, (4.3.1)
kde Θω znacˇ´ı cˇasoveˇ invertovanou cestu tj. (Θω)i = πωN−i. Tento vysledek je obdobou
relace odvozene´ v [CRJ+04], avsˇak je v rˇadeˇ aspekt˚u obecneˇjˇs´ı. Relace zde uvedena´ plat´ı pro
obecnou dyniku splnˇuj´ıc´ı charakteristiky (4.1.1) a (4.1.2), a obecnou matici splnˇuj´ıc´ı detailn´ı
rovnova´hu (4.1.5). Jediny´m omezen´ım na trajektorie je pak fakt, zˇe alesponˇ jedna z nich mus´ı
by´t kompatibiln´ı s touto staciona´rn´ı matic´ı hustoty. Je sta´le otevrˇenou ota´zkou, zda-li se toto
omezen´ı da´ neˇjak obej´ıt, ale zat´ım se jev´ı, zˇe staciona´rn´ı matice splnˇuj´ıc´ı detailn´ı rovnova´hu
vy´b´ıra´ urcˇitou preferovanou ba´zi.
Diagona´ln´ı tvar dekoherencˇn´ıho funkciona´lu se pak da´ zapsat ve tvaru
Dρ,L (ω, ω
′)
Dρ#,L# (Θω,Θω
′)
= 1, (4.3.2)
kde je patrne´, zˇe tato rovnice je obdobou ve specia´ln´ı prˇ´ıpadeˇ klasicke´ rovnice (2.2.10). Po-
kud se da´le omez´ıme na takove´ trajektorie, ktere´ maj´ı koncove´ a pocˇa´tecˇn´ı meˇrˇen´ı v ba´zi
diagonalizuj´ıc´ı matici hustoty, tedy plat´ı
ρ =
∑
α
pαP (α) ,
P (ω0) ρP (ω0) = P (ω0) Tr [ρP (ω0)] ,
P (ωN ) ρP (ωN ) = P (ωN )Tr [ρP (ωN )] ,
pak mu˚zˇeme danou symetrii zapsat jako symetrii pro dra´hovou mı´ru Pρ,L (ω) = Dρ,L (ω, ω)
ve tvaru,
P 1
d
I,L (ω)
P 1
d
I,L#
(Θω)
=
Tr
[
TρT†P (πωN)
]
Tr [ρP (ω0)]
=
Tr [ρP (ωN)]
Tr [ρP (ω0)]
,
kde d je dimenze Hilbertova prostoru, a P 1
d
I,L#
jsou pak podmı´neˇne´ pravdeˇpodobnosti tra-
jektorie ω. Pokud pak ma´me libovolne´ matice hustoty, pro ktere´ plat´ı
P (ω0) ν (t0)P (ω0) = P (ω0) ν (ω0; t0) ,
P (ωN ) ν (tN )P (ωN ) = P (ωN ) ν (ωN ; tN ) ,
pak ze vztahu pro podmı´neˇne´ hustoty plyne symetrie pro dra´hovou mı´ru ve tvaru
Pν(t0),L
Pν#(tN ),L#
=
ν (ω0; t0)
ρ (ω0)
ρ (ωN )
ν (ωN ; tN )
.
To mu˚zˇeme povazˇovat za zobecneˇn´ı rovnice (2.2.10) pro danou specifickou tˇr´ıdu matic hustoty.
Tedy na rozd´ıl od klasicke´ mechaniky detailn´ı rovnova´ha na´m omezuje mnozˇinu pozorovatel-
ny´ch, a tedy i tˇr´ıdu matic hustoty a trajektori´ı pro kterou uvedena´ relace plat´ı. Ota´zka, zda-li
se daj´ı tyto restriktivn´ı podmı´nky obej´ıt, je shodna´ s ota´zkou mozˇne´ho zobecneˇn´ı rovnice
(4.3.1).
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Pokud tedy shrneme vy´sledky te´to sekce, tak zjiˇst’ujeme, zˇe konzistentneˇ jsme schopni
formulovat detailn´ı rovnova´hu, jak pro disipativn´ı mechaniku popsanou Lindbladtovy´mi ge-
nera´tory, tak i pro hamiltonovskou mechaniku, ve tvaru rovnice (4.1.5), ktera´ je ekvivalentn´ı
podmı´nce (4.1.3). V prˇ´ıpadeˇ hamiltonovske´ mechaniky se nav´ıc ukazuje, zˇe tato podmı´nka
(4.1.3) je ekvivalentn´ı stacionariteˇ stavu ρ. Bezprostˇredn´ım d˚uskledkem detailn´ı rovnova´hy
v tomto obecne´m tvaru je symetrie dekoherencˇn´ıho funkciona´lu (4.3.1), za prˇedpokladu, zˇe
stav ρ splnˇuje detailn´ı rovnova´hu ve tvaru (4.1.5) a komutuje s trajektori´ı ω. To se ukazuje
jako zobecneˇn´ı klasicke´ relace (2.2.10), platne´ nicme´neˇ pouze pro urcˇitou uvazˇovanou tˇr´ıdu
trajektori´ı. Otevrˇenou ota´zkou z˚usta´va´, zda je mozˇne´ identitu (4.1.5) da´le zobecnit, konkre´tneˇ,
zda-li lze opustit podmı´nku omezuj´ıc´ı tˇr´ıdu prˇ´ıpustny´ch trajektori´ı. Dalˇs´ım pozorova´n´ım je
skutecˇnost, zˇe diagona´ln´ı cˇa´st dekoherencˇn´ıho funkciona´lu se ani v diagona´ln´ım tvaru obecneˇ
nerozpada´ na prˇ´ıspeˇvky od jednotlivy´ch trajektori´ı. Konre´tneˇ je to da´no t´ım, zˇe projektory
nemus´ı by´t jednorozmeˇrne´, nebo le´pe, zˇe obecneˇ neplat´ı PXP ∼ P . To, jak jsme v cˇa´sti 2.3
uka´zali, je kl´ıcˇove´ spolu s detailn´ı rovna´hou pro formulovan´ı fluktucˇn´ı relace (2.3.3). Tedy
dalˇs´ı otevrˇenou ota´zkou je pak existence fluktuacˇn´ıch symetri´ı v kvantovy´ch syste´mech a je-
jich tvar. Neˇktery´m d´ılcˇ´ım otevrˇeny´m ota´zka´m se budeme veˇnovat na kontre´tn´ıch prˇ´ıkladech
v ra´mci na´sleduj´ıc´ı kapitoly.
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Kapitola 5
Modelove´ vy´pocˇty
Pokud hleda´me jednoduchy´ model, na ktere´m je mozˇne´ studovat rˇadu vlastnost´ı Lindbladto-
vy´ch genera´tor˚u plneˇ analyticky, pak mu˚zˇeme s velkou vy´hodou vz´ıt spinovy´ model. Otevrˇe-
ny´m spinovy´m modelem rozumı´me cˇa´stici se spinem (pocˇet mozˇny´ch stav˚u pak oznacˇujeme
jako N), ktery´ interaguje s okol´ım.
5.1 Matematicka´ formulace modelu
V te´to cˇa´sti provedeme matematickou reformulaci proble´mu prˇechodem z opera´torove´ algebry
do algebry na vektorech. Jedna´ se prakticky o zobecneˇn´ı Blochovy reprezentace na model
s libovolny´m konecˇny´m pocˇtem hladin.
Vzhledem k tomu, zˇe spin je dobrˇe reprezentova´n v kvantove´ mechanice pomoc´ı grupy
SU (N) a k n´ı prˇidruzˇene´ algebrˇe su (N), je vy´hodne´ pouzˇ´ıt neˇktere´ vlastnosti te´to grupy.
Libovolny´ hermitovsky´ opera´tor Hilbertova prostoru se pak da´ zapsat jako linea´rn´ı kombinace
jednotky (I) a genera´tor˚u grupy (Fi) s rea´lny´mi koeficienty. Libovolny´ opera´tor pak se pak da´
zapsat s pouzˇit´ım komplexn´ıch koeficient˚u. Pro tyto genera´tory pak plat´ı na´sleduj´ıc´ı uzˇitecˇne´
vztahy. Prvn´ı z nich je pro antikomuta´tor
{Fi, Fj} = 4
N
δijI+ 2dijkFk,
kde dijk je plneˇ symetricky´ strukturn´ı koeficient a δij je Kroneckerovo delta. Da´le logicky
na´sleduje vztah pro komuta´tor
[Fi, Fj ] = 2ifijkFk,
kde fijk je plneˇ antisymetricky´ strukturn´ı koeficient. Spojen´ım teˇchtou dvou vztahu˚ pak do-
staneme d˚ulezˇity´ vztah
FiFj =
2
N
δijI+ (dijk + ifijk)Fk. (5.1.1)
Da´le plat´ı, zˇe genera´tory grupy jsou bezestope´ a hermitovske´ tj.
∀i : Tr Fi = 0, F †i = Fi.
Z toho a z (5.1.1) pak plyne kl´ıcˇovy´ (vzhledem ke strukturˇe Lindbladtovy´ch genera´tor˚u) vztah
Tr F †i Fj = 2δij .
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5.1.1 Blochova reprezentace projektor˚u
Jako prvn´ı se budeme veˇnovat reprezentaci stav˚u v Blochoveˇ prostoru a prˇ´ıslusˇny´ch projek-
tor˚u. Jak jsme jizˇ uvedli, kazˇdy´ opera´tor jde zapsat jako linea´rn´ı kombinace genera´tor˚u Fi
a I, konkre´tneˇ pak projektor do stavu i zap´ıˇseme ve tvaru(
P i
)†
= P i =
1
N
I+ di~p i · ~F ,
kde index i znacˇ´ı stav a di je vhodna´ rea´lna´ konstanta, ~p
i rea´lny´ vektor (necha´va´me si zde
jeden stupenˇ volnosti nav´ıc, aby se dal vektor pak vhodneˇ znormovat). Faktor prˇed I je da´n
podmı´nkou Tr P i = 1 (je to matice hustoty cˇiste´ho stavu). Pro projektory pak plat´ı relace
P iP j = δijP j ,
kde δij je Kroneckerovske´ delta, a ktera´ v algebraicke´ podobeˇ se rozpada´ na dvojici rovnic
1
N2
+
2
N
didj~p i · ~p j = δij 1
N
,
1
N
djpjo +
1
N
dipio + d
idjpimp
j
n (ifnmo + dmno) = δ
ijdjp
j
o.
Rˇesˇen´ım prvn´ı rovnice pro i = j urcˇ´ıme koeficienty di tak, aby byl vektor ~p i normova´n na
jednotku tj.
di± = ±
√
N − 1
2N
.
Protozˇe di je pouze pomocny´ parametr, schova´me volbu zname´nka do ~p i a budeme da´le
uvazˇovat pouze di+. Dosazen´ım do dvou rovnic vy´sˇe je uprav´ıme do tvaru
1
N
+
N − 1
N
~p i · ~p j = δij ,
p
j
o + pio
N
+
√
N − 1
2N
pimp
j
n (ifnmo + dmno) = δ
ijp
j
o.
Prvn´ı rovnice pro i 6= j pak u´st´ı v podmı´nku
~p i · ~p j = − 1
N − 1 ,
ktera´ znacˇneˇ omezuje prostor mozˇny´ch stav˚u. Druha´ rovnice se rozpada´ na dveˇ v d˚usledku
rozdeˇlen´ı na rea´lnou a imagina´rn´ı cˇast tj. dosta´va´me podmı´nku
pimp
j
nfmno = 0
a rovnici
pio + p
j
o
N
+
√
N − 1
2N
pimp
j
ndmno = δ
ijpio.
Kdyzˇ to shrneme, ma´me soustavu podmı´nek tvorˇ´ıc´ı definicˇn´ı obor vektor˚u ~p i∥∥~p i∥∥ = 1, (5.1.2)
pimp
i
ndmno =
√
2 (N − 2)2
N (N − 1)p
i
o, (5.1.3)
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a sadu definuj´ıc´ı vztahy mezi r˚uzny´mi vektory
~p i · ~p j = − 1
N − 1 , (5.1.4)
pimp
j
nfmno = 0, (5.1.5)
pio + p
j
o
N
+
√
N − 1
2N
pimp
j
ndmno = 0. (5.1.6)
Z fyzika´ln´ı podstaty proble´mu pak v´ıme, zˇe hleda´me soustavu N -tici vektor˚u charakterizuj´ıc´ı
N spinovy´ch stav˚u parametrizovanou dveˇma parametry uda´vaj´ıc´ı natocˇen´ı. Takto nalezene´
vektory pak dosad´ıme do projektoru ve tvaru
P i =
1
N
I+
√
N − 1
2N
~p i · ~F . (5.1.7)
Z toho je nav´ıc patrne´, zˇe cela´ reprezentace stav˚u je schova´na ve vektorech ~p i a jejich vza´jemne´
strukturˇe.
Pro prakticke´ pocˇ´ıta´n´ı je pak d˚ulezˇita´ relace vyjadrˇuj´ıc´ı vztah libovolne´ho opera´toru k ob-
lozˇen´ı projektory ve stejne´ ba´zi (tj. P iP j = δijP j)
P iA P j =
(
1
N
I+
√
N − 1
2N
~p i · ~F
)(
a
N
I+
√
N − 1
2N
~a · ~F
)(
1
N
I+
√
N − 1
2N
~p j · ~F
)
=
[(
a
N2
+
N − 1
N2
~p i · ~a
)
I+
√
N − 1
2N
[
1
N
~a+
a
N
~p i +
√
N − 1
2N
(
~d
(
~p i,~a
)
+ i ~f
(
~p i,~a
))] · ~F]×
×
(
1
N
I+
√
N − 1
2N
~p j · ~F
)
,
ktera´ se pak pro prˇ´ıpad i 6= j zjednodusˇsˇ´ı na
P iA P j =
√
N − 1
2N
[
1
N2
~a+
N − 1
N2
(
~p i · ~a) ~p j + 1
N
√
N − 1
2N
~d
(
~p i + ~p j ,~a
)
+
+
N − 1
2N
(
~d
(
~d
(
~p i,~a
)
, ~p j
)
− ~f
(
~f
(
~p i,~a
)
, ~p j
))
+
i
N
√
N − 1
2N
~f
(
~p i − ~p j ,~a)+
+i
N − 1
2N
(
~d
(
~f
(
~p i,~a
)
, ~p j
)
+ ~f
(
~d
(
~p i,~a
)
, ~p j
))]
· ~F ,
kde jsme pouzˇili sadu vztahu˚ (5.1.4), (5.1.5) a (5.1.6) a oznacˇili jsme[
~d
(
~a,~b
)]
k
=
∑
i,j
dijkaibj,[
~f
(
~a,~b
)]
k
=
∑
i,j
fijkaibj.
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A da´le pouzˇ´ıt´ım vztahu˚ (C.1) a (5.1.5) z´ıska´me
P iA P j =
√
N − 1
2N
[
1
N2
~a+
N − 1
N2
(
~p i · ~a) ~p j + 1
N
√
N − 1
2N
~d
(
~p i + ~p j ,~a
)
+
+
N − 1
2N
(
~d
(
~d
(
~p i,~a
)
, ~p j
)
− ~f
(
~f
(
~p i,~a
)
, ~p j
))
+
i
N
√
N − 1
2N
~f
(
~p i − ~p j ,~a)+
+i
N − 1
2N
(
~d
(
~f
(
~p i,~a
)
, ~p j
)
+ ~d
(
~f
(
~p j,~a
)
, ~p i
))]
· ~F , (5.1.8)
A pro prˇ´ıpad meˇrˇen´ı (tj. i = j) s pouzˇit´ım vztahu˚ (5.1.2), (5.1.3) a opeˇt(C.1) dosta´va´me
P iA P i =
(
1
N2
a +
N − 1
N2
~p i · ~a
)
I+
[
1
N2
√
N − 1
2N
~a+
(
a
N
+
N − 1
N2
~a · ~p i
)√
N − 1
2N
~p i+
+
N − 1
N2
~d
(
~p i,~a
)
+
(
N − 1
2N
) 3
2 (
~d
(
~d
(
~p i,~a
)
, ~p i
)
− ~f
(
~f
(
~p i,~a
)
, ~p i
))]
. (5.1.9)
5.1.2 Obecny´ Lindbladt˚uv tvar
Doposud jsme se veˇnovali popisu stav˚u v Blochoveˇ reprezentaci, nyn´ı prˇistoup´ıme k formu-
laci otevrˇene´ dynamiky na takove´mto prostor˚u stav˚u. Da´le se omez´ıme na tˇr´ıdu otevrˇeny´ch
dynamik generovany´ch Lindbladtovy´mi genera´tory v limiteˇ slabe´ vazby, ktere´ jsme zkonstru-
ovali v kapitole 3. Prˇi popisu dynamiky pak vyjdeme z rovnice (3.1.7), ktera´ vsˇak nen´ı prˇ´ıliˇs
vhodna´, vzhledem k mnozˇstv´ı obecny´ch opra´tor˚u Aα (ω), pro prˇepis do Blochovy reprezen-
tace, odvod´ıme proto zde tvar jiny´ pro tento prˇevod vhodneˇjˇs´ı, kde budou vystupovat na
pozic´ıch opera´tor˚u genera´tory Fi. Vyjdeme tedy z rovnice (3.1.7)
D∗ [ρ] =
∑
ω
∑
α,β
γαβ (ω)
[
Aβ (ω) ρA
†
α (ω)−
1
2
{
A†α (ω)Aβ (ω) , ρ
}]
,
kde za Aα (ω) dosad´ıme
Aα (ω) = aα (ω) I+ ~aα (ω) · ~F .
Z rovnice (5.1.9) a definice (3.2.1) pak vid´ıme, zˇe aα (ω) je nulove´ pro kazˇde´ ω 6= 0 tj. nada´le
je budeme znacˇit pouze aα ≡ aα (0).
Po dosazen´ı pak dosta´va´me
D∗ [ρ] =
∑
ω
∑
α,β
∑
i,j
γαβ (ω)
(
aiβ (ω)
(
ajα (ω)
)∗) [
FiρF
†
j −
1
2
{
F
†
j Fi, ρ
}]
+
+
1
2
∑
α,β
∑
i
γαβ (0)
(
aiβ (0) a
∗
α − aβ
(
aiα (0)
)∗)
[Fi, ρ] ,
kde aiα (ω) je i-ty´ prvek vektoru ~aα (ω) a pomoc´ı ∗ znacˇ´ıme komplexn´ı sdruzˇen´ı. V prvn´ı cˇa´sti
pak mu˚zˇeme prove´st oznacˇen´ı
γij =
∑
ω
∑
α,β
γαβ (ω) a
i
β (ω)
(
ajα (ω)
)∗
, (5.1.10)
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a dosta´va´me hledany´ tvar (5.1.12). Zby´va´ oveˇrˇit hermitovoskost matice γij tj.
γ∗ji =
∑
ω
∑
α,β
γ∗αβ (ω)
(
a
j
β (ω)
)∗
aiα (ω) =
∑
ω
∑
α,β
γβα (ω)
(
a
j
β (ω)
)∗
aiα (ω) = γij ,
kde jsme pouzˇili hermitovskost matice γαβ (ω). Ve druhe´ cˇa´sti si pak vsˇimneme, zˇe ma´me
soucˇin hermitovske´ matice γαβ (0) a antihermitovske´ matice
Kiβα = a
i
β (0) a
∗
α − aβ
(
aiα (0)
)∗
,
jehozˇ vy´sledkem pak je ryze imagina´rn´ı cˇ´ıslo (respektive vektor)
iXi =
∑
α,β
γαβ (0)K
i
βα.
Pokud jsou Aα hermitovske´, pak z (5.1.9) plyne, zˇe vektory ~aα (0) jsou rea´lne´ a stejneˇ tak
i konstanty aα ∈ R, cozˇ znamena´, zˇe vektor ~X je nulovy´. V prˇ´ıpadeˇ, zˇe je rezervoir v rovnova´ze,
je vektor ~X nulovy´ nejenom pro vazbu skrze hermitovske´ opera´tory. Nejprve z rovnice (3.2.2)
pouzˇijeme pozorova´n´ı ve tvaru
γαβ (0) = γβ¯α¯ (0) ,
a da´le si pak uveˇdomı´me, zˇe rovnice (3.2.1) implikuje vztahy
a∗α = aα¯,
~a∗α (0) = ~aα¯ (0) ,
ktere´ pak dosad´ıme do definice vektoru ~X a dosta´va´me
γαβ (0)K
i
βα+γβ¯α¯ (0)Kα¯β¯ = γαβ (0)
(
aiβ (0) aα¯ − aβaiα¯ (0)
)
+γαβ (0)
(
aiα¯ (0) aβ − aα¯aiβ (0)
)
= 0.
Ve vy´sledku pak dosta´va´me genera´tor ve tvaru
D∗ [ρ] =
∑
i,j
γij
(
FiρF
†
j −
1
2
{
F
†
j Fi, ρ
})
+ i
[
~X · ~F , ρ
]
,
kde bud’ v prˇ´ıpadeˇ vazby prˇes hermitovsky sdruzˇene´ opera´tory (tj. Aα¯ = Aα), nebo v situaci,
kdy syste´m je nava´za´n na rezervoa´r v rovnova´ze, je vektor ~X nulovy´.
5.1.3 Matice hustoty a vektor hustoty
V prˇedchoz´ı cˇa´sti jsme se veˇnovali reformulaci rovnice (3.1.7) do podoby vhodneˇjˇs´ı k prˇevodu
do Blochovy reprezentace, cozˇ bude prˇedmeˇtem pra´veˇ te´to cˇa´sti.
Jak jsme jizˇ vy´sˇe napsali, kazˇdy´ hermitovsky´ opera´tor se da´ napsat jako linea´rn´ı kombinace
I a Fi, tedy i matice hustoty. Tu zap´ıˇseme ve tvaru
ρ =
1
N
I+
√
N − 1
2N
~ρ · ~F ,
kde ~ρ je rea´lny´ N2 − 1 rozmeˇrny´ vektor (tj. vektor z RN2−1). Takova´to volba splnˇuje auto-
maticky podmı´nku Tr ρ = 1 a druha´ podmı´nka implikuje normova´n´ı vektoru ~ρ tj.
Tr ρ2 ≤ 1 ⇒ ‖~ρ‖2 ≤ 1.
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Nejprve rozebereme prˇ´ıpad cˇisteˇ hamiltonovske´ho vy´voje tj. meˇjme cˇasovy´ vy´voj rˇ´ızeny´
rovnic´ı
dρ
dt
=
1
i~
[H, ρ] .
Pokud da´le budeme prˇedpokla´dat hamiltonia´n ve tvaru
H =
1
2
~ ~h · ~F ,
kde ~h je rea´lny´ vektor1, tak dosazen´ım do rovnice cˇasove´ho vy´voje z´ıska´me
dρ
dt
= −i
√
N − 1
8N
hj [Fj , Fk] ρk =
√
N − 1
2N
hjfijkρkFi,
kde pouzˇ´ıva´me Einsteinovu sumacˇn´ı konvenci. Tedy cˇasovy´ vy´voj vektoru hustoty ~ρ je pak
rˇ´ızen rovnic´ı
dρi
dt
= hjfijkρk,
cozˇ mu˚zˇeme symbolicky zapsat jako
d~ρ
dt
= ~f
(
~h, ~ρ
)
. (5.1.11)
Pokud na´s pak zaj´ıma´ pouze disipace, pak se mu˚zˇeme omezit pouze na disipativn´ı cˇa´st
Lindbladtovy´ch genera´tor˚u ve tvaru
D∗ [ρ (t)] =
∑
ij
γij
(
Fiρ (t)F
†
j −
1
2
{
F
†
j Fi, ρ (t)
})
, (5.1.12)
kde Fi splnˇuj´ı Tr F
†
i Fj = 2δij , tedy je mu˚zˇeme ztotozˇnit s genera´tory prˇ´ıslusˇne´ grupy. Dosa-
zen´ım za matici hustoty pak z´ıska´me
D∗ [ρ (t)] =
=
∑
ijkmn
γij
(√
N − 1
2N
[i (dikmfmjn − djkmfmin)− (fikmfmjn + fjkmfmin)] ρk (t) + 2i
N
fijn
)
Fn.
Z pozˇadavk˚u na hermitovskost matice hustoty vyply´va´ i hermitovskost matice γij . Tu pak
mu˚zˇeme rozdeˇlit na symetrickou a antisymetrickou cˇa´st.
γij = γ
S
ij + iγ
A
ij
Dosazen´ım do disipacˇn´ı cˇa´sti dostaneme pak
D∗ [ρ (t)] = −
√
N − 1
2N
γSij (fikmfmjn + fjkmfmin) ρk (t)Fn
−
√
N − 1
2N
γAij (dikmfmjn − djkmfmin) ρk (t)Fn
− 2
N
γAijfijnFn.
1Cˇlen u´meˇrny´ jednotce nema´ na dynamiku, zˇadny´ vliv. Jedna´ se tedy o nejobecneˇjˇs´ı tvar hamiltonia´nu.
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Tj pokud uvazˇujeme pouze disipaci, pak plat´ı
∂ρn (t)
∂t
= − γSij (fikmfmjn + fjkmfmin) ρk (t)
− γAij (dikmfmjn − djkmfmin)︸ ︷︷ ︸
Mnk
ρk (t)
−
√
8
N (N − 1)γ
A
ijfijn.
(5.1.13)
Zde pozorujeme neˇkolik d˚ulezˇity´ch fakt˚u:
• Prvn´ı cˇa´st (tj. γSij (fikmfmjn + fjkmfmin)) je symetricka´ v˚ucˇi prohozen´ı index˚u n a k.
Da´le, je to jedina´ cˇa´st va´zana´ na symetrickou (tj. rea´lnou) cˇa´st matice γij (z d˚uvodu
symetrie prˇi prohozen´ı index˚u i a j).
• Druha´ cˇa´st jizˇ za´vis´ı na antisymetricke´ (ryze imagina´rn´ı) cˇa´sti γij , avsˇak jako jedina´ cˇa´st
za´vis´ı na symetricky´ch strukturn´ıch koeficientech (dijk). Symetrie matice M je detailneˇ
rozebra´na v dodatku C.2.
• Posledn´ı cˇa´st nen´ı na´sobena´ vektorem ~ρ (t) a ma´ tvar konstantn´ıho vektoru s prefakto-
rem ≈ 1
N
.
Na za´kladeˇ teˇchto poznatk˚u, a pokud zahrneme i hamiltonovsky´ vy´voj, mu˚zˇeme rovnici prˇe-
psat do symbolicke´ho tvaru (s pouzˇit´ım za´veˇru dodatku C.2 v podobeˇ rovnice (C.2))
∂~ρ (t)
∂t
= −
(
S +A+
√
N (N − 1)
8
d (~v)− f
(
~h
))
· ~ρ (t)− ~v, (5.1.14)
kde S je symetricka´ matice tvorˇena´ prvn´ım cˇlenem vztahu (5.1.13), A je antisymetricka´ cˇa´st
matice z druhe´ho cˇlenu, d (~v) je symetricka´ cˇa´st matice z druhe´ho cˇlenu, prˇicˇemzˇ jsme zavedli
symbolicke´ zkratky
d (~v)ij = dijkvk,
f
(
~h
)
ij
= fikjhk,
a f
(
~h
)
je antisymetricka´ cˇa´st odpov´ıdaj´ıc´ı hamiltonia´nu (5.1.11). ~v je pak posledn´ı cˇlen
vztahu (5.1.13). Obecnou matici tvorˇenou soucˇtem matic A a S oznacˇ´ıme jako B. Symbolicke´
rˇesˇen´ı pak jako
~ρ (t) = e−Ct · (~ρ0 − ~ρ∞) + ~ρ∞, (5.1.15)
kde plat´ı (
B +
√
N (N − 1)
8
d (~v)− f
(
~h
))
︸ ︷︷ ︸
C
·~ρ∞ = −~v (5.1.16)
a ~ρ0 je libovolny´ vektor z R
N2−1 splnˇuj´ıc´ı ‖~ρ0‖2 ≤ 1. Symbolicke´ proto, zˇe nelze spolehliveˇ urcˇit
zdali existuje takove´ ~ρ∞, ktere´ by splnˇovalo vy´sˇe uvedenou rovnici (nen´ı zarucˇena existence
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leve´ inverze matice C pro vektor ~v, nebot’ vektor ~v se nemus´ı nacha´zet v obrazu matice C). Je
snadne´ nahle´dnout, zˇe ~ρ∞ zastupuje ve skutecˇnosti celou tˇr´ıdu vektor˚u (stacˇ´ı prˇicˇ´ıst libovolny´
vektor z ja´dra matice C a rˇesˇen´ı spolu s rovnic´ı se nezmeˇn´ı). Jako konvenci zde zavedeme, zˇe
cˇa´st ~ρ∞, ktera´ na´lezˇ´ı do ja´dra, je stejna´ jako cˇa´st ~ρ0 spadaj´ıc´ı tamte´zˇ. Forma´lneˇ pak
~ρ∞ = ~ρ
K
∞ + ~ρ
D
∞, ~ρ0 = ~ρ
K
0 + ~ρ
D
0 : ~ρ
K
0 = ~ρ
K
∞ ∈ ker (C) ∧ ∀~x ∈ ker (C) : ~x · ~ρD0 = ~x · ~ρD∞ = 0.
Da´le je tˇreba rozhodnout, zda rˇesˇen´ı (pokud jizˇ existuje) splnˇuje pozˇadavky na vektor pro
matici hustoty. V prvn´ı rˇadeˇ je videˇt, zˇe vektor ~ρ (t) je rea´lny´. Cozˇ je patrne´ jizˇ z pohledu na
diferencia´ln´ı rovnici, ktera´ je zcela rea´lna´ (a rˇesˇen´ı to respektuje). Da´le potˇrebujeme oveˇrˇit,
zˇe ‖~ρ (t)‖2 ≤ 1 pro kazˇde´ t ≥ 0. Nejprve oveˇrˇ´ıme krajn´ı body tj. ~ρ∞ a ~ρ0. Pro druhy´ bod je
to automaticky splneˇno v pozˇadavc´ıch. Pro prvn´ı to pak vede na nutnou (nikoliv postacˇuj´ıc´ı)
podmı´nku
‖~v‖2 =
∥∥∥(B + d (~v))− f (~h) · ~ρ∞∥∥∥2 ≤ ∥∥∥B + d (~v)− f (~h)∥∥∥2 ‖~ρ∞‖2 ≤ ∥∥∥B + d (~v)− f (~h)∥∥∥2 .
Cozˇ se da´ upravit na silneˇjˇs´ı, avsˇak le´pe vyhodnotitelnou podmı´nku
‖~v‖2
(
1− sup
ijk
d2ijk
)
≤
∥∥∥B − f (~h)∥∥∥2 .
Z hlediska cˇasove´ho vy´voje je nutne´, aby platilo
∀~ρ, t > 0 :
∥∥∥∥∥e−
„
B+
q
N(N−1)
8
d(~v)−f(~h)
«
t
~ρ
∥∥∥∥∥ ≤ ‖~ρ‖ ,
protozˇe jinak by prˇi volbeˇ ~ρ∞ = 0 existoval vektor ~ρ0, ktery´ by po cˇase prˇesa´hl svou velikost´ı
1. Tento pozˇadavek ve skutecˇnosti znamena´, zˇe symetrica´ cˇa´st matice C nema´ za´porne´ vlastn´ı
cˇ´ıslo. To na´m umozˇnˇuje le´pe nahle´dnout na rˇesˇen´ı pohybove´ rovnice (5.1.15), pokud se prˇevede
do tvaru
∀t2 > t1 : (~ρ (t2)− ~ρ∞) = e−C(t2−t1) (~ρ (t1)− ~ρ∞) .
Odkud je videˇt, zˇe symetricka´ cˇa´st matice C zodpov´ıda´ v ra´mci nasˇ´ı konvence za konver-
genci vektoru ~ρ (t) k vektoru ~ρ∞ a antisymetricka´ cˇa´st nemeˇn´ı Tr ρ
2 d´ıky tomu, zˇe generuje
v krajn´ım (tj. kdyzˇ symetricka´ cˇa´st je nulova´) ortogona´ln´ı matici, ktera´ ma´ za na´sledek zmeˇnu
ba´ze.
Ve vy´sledku pak ma´me dynamiku popsanou pomoc´ı vektoru ~ρ∞, ktery´ reprezentuje ko-
necˇny´ stav, a matic´ı C, ktera´ urcˇuje rychlost konvergence a pocˇa´tecˇn´ı stav popsany´ ~ρ0. Ota´zka
na za´veˇr zn´ı, jake´ jsou podmı´nky na to, kdybychom chteˇli dynamiku a pocˇa´tecˇn´ı stav spe-
cifikovat azˇ na te´to abstraktn´ı u´rovni. Obra´cena´ konstrukce pak prob´ıha´ podle na´sleduj´ıc´ıho
sche´matu:
1. Pocˇa´tecˇn´ı stav je popsa´n rea´lny´m vektorem ~ρ0 ∈ RN2−1 s podmı´nkou ‖~ρ0‖ ≤ 1.
2. Dynamika je popsa´na rea´lnou
(
N2 − 1) × (N2 − 1) matic´ı C. Kde samotna´ disipace
je da´na cˇa´st´ı matice C splnˇuj´ıc´ı vazbu Cijfijk = 0 viz od˚uvodneˇn´ı (C.3), z ktere´ho
automaticky plyne, zˇe pro N = 2 je matice disipativn´ı cˇa´sti matice C symetricka´, a
hamiltonovska´ cˇa´st ma´ tvar fijkhj , kde ~h je libovolny´ rea´lny´ vektor. Tato volba da´le
umozˇnˇuje volneˇ definovat koncovy´ stav. Na matici C da´le klademe podmı´nku, zˇe pro
kazˇdy´ rea´lny´ vektor ~ρ plat´ı ‖exp (−Ct) ~ρ‖ ≤ ‖~ρ‖.
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3. Koncovy´ stav je popsa´n vektorem ~ρ∞ ∈ RN2−1 s podmı´nkou ‖~ρ∞‖ ≤ 1. Da´le zava´d´ıme
konvenci, zˇe vektor ~ρ0 − ~ρ∞ nen´ı linea´rn´ı kombinac´ı zˇa´dne´ho vektoru z ker (C). (Pozn.
podmı´nka (5.1.16) je splneˇna automaticky volbou ~v = −C · ~ρ∞)
Tı´m ma´me zkonstruovanou dynamiku s pocˇa´tecˇn´ım stavem ~ρ0 splnˇuj´ıc´ı diferencia´ln´ı rovnici
(5.1.14) a s rˇesˇen´ım (5.1.15) ve tvaru
~ρ (t) = e−Ct (~ρ0 − ~ρ∞) + ~ρ∞. (5.1.17)
Ve formeˇ matice hustoty pak
ρ (t) =
1
N
I+
√
N − 1
2N
[
e−Ct (~ρ0 − ~ρ∞) + ~ρ∞
] · ~F . (5.1.18)
5.2 Dvouhladinovy´ model, N = 2
Na dvouhladinove´m modelu provedeme demonstraci vy´sledk˚u kapitoly 4 a pokus´ıme se naj´ıt
neˇktere´ d´ılcˇ´ı odpoveˇdi na otevrˇene´ ota´zky jak z kapitoly 4, tak z kapitoly 2. Prvn´ım z rˇady
model˚u je dvouhladinovy´ model s jedn´ım rezervoirem. Na tomto nejjednodusˇsˇ´ım modelu si
rozebereme jednotlive´ prˇ´ıpady a ilustrujeme detailn´ı rovnova´hu. S vy´hodou pak v te´to cˇa´sti
pouzˇijeme vlastnosti obsazˇene´ v dodatku C.1.1. Hamiltonia´n syste´mu tedy prˇedpokla´da´me ve
tvaru
HS =
(
E1 0
0 E2
)
.
Pak projektory do jednotlivy´ch stav˚u pro prˇ´ıpad nedegnerovane´ho spektra (E1 6= E2) odpo-
v´ıdaj´ı
P (E1) =
(
1 0
0 0
)
,
P (E2) =
(
0 0
0 1
)
.
Da´le oznacˇ´ıme rozd´ıl energi´ı mezi jednotlivy´mi hladinami
∆E = E2 − E1,
kde bez u´jmy na obecnosti prˇedpokla´da´me E2 > E1. Prˇicˇemzˇ jizˇ mu˚zˇeme specifikovat hamil-
tonovskou cˇa´st matice cˇasove´ho vy´voje v Blochoveˇ reprezentaci
CH =
 0 12∆E 0−12∆E 0 0
0 0 0
 ,
cozˇ plyne z rovnice (5.1.14) cˇi le´pe (5.1.11)
Da´le provedeme rozklad obecne´ho opera´toru maj´ıc´ı tvar v maticove´m za´pisu
A =
(
a11 a12
a21 a22
)
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na A (ω), jezˇ se hod´ı pro formulaci korelacˇn´ı matice (5.1.10) do Lindbladtovy´ch genera´tor˚u
ve tvaru (5.1.12)
A (−∆E) =
(
0 0
a21 0
)
=
1
2
a21 (1,−i, 0) · ~F ,
A (∆E) =
(
0 a12
0 0
)
=
1
2
a12 (1, i, 0) · ~F ,
A (0) =
(
a11 0
0 a22
)
=
a11 + a22
2
I+
a11 − a22
2
(0, 0, 1) · ~F ,
kde vektory odpov´ıdaj´ıc´ı dane´mu rozkladu jsou, jak vidno, jednoparametricke´.
Pote´ co jsme rozebrali strukturu jednotlivy´ch mozˇny´ch opera´tor˚u, prˇes ktere´ je syste´m na-
va´za´n, mu˚zˇeme pokrocˇit smeˇrem k Blochoveˇ reprezentaci. Nejprve spocˇteme korelacˇn´ı matici
podle vy´sˇe zmı´neˇne´ho vztahu (5.1.10), cˇ´ımzˇ dostaneme
γij =
1
4
∑
α,β
γαβ (−∆E) aβ21 (aα21)∗
 1 −i 0i 1 0
0 0 0
+
+ γαβ (∆E) a
β
12 (a
α
12)
∗
 1 i 0−i 1 0
0 0 0
+
+γαβ (0)
(
a
β
11 − aβ22
)
(aα11 − aα22)∗
 0 0 00 0 0
0 0 1
 . (5.2.1)
Pozorny´ cˇtena´rˇ si jisteˇ povsˇiml, zˇe doposud jsme se vyhy´bali situaci okolo cˇasove´ inverze,
ted’ situaci naprav´ıme. Prakticky´m d˚uvodem pro to bylo, zˇe na abstrakn´ı u´rovn´ı je tento
proble´m v algebraicke´ reprezentaci obt´ızˇneˇ uchopitelny´. Hlavn´ım d˚uvodem je cˇasova´ inverze
rovnice (5.1.1) ve tvaru
T†FiTT
†FjT = T
†FiFjT =
2
N
δijI+ (dijk − ifijk)T†FkT,
kde se meˇn´ı zname´nko prˇed antisymetricky´mi koeficienty, cozˇ vede na netrivia´ln´ı vztahy mezi
Fi a T
†FiT.
Prˇirozeny´m pozˇadavkem na hamiltonia´n je jeho invariance v˚ucˇi cˇasove´ inverzi T, tj. necht’
plat´ı
[H,T] = 0.
Tj. projekce genera´tor˚u do smeˇru ~h je cˇasoveˇ invariantn´ı. Jako prˇ´ıpravny´ krok dopln´ıme
k vektoru ~o3 =
~h
‖~h‖ dalˇs´ı dva vektory ~o1, ~o2 tak, aby tvorˇili ortonorma´ln´ı ba´zi na algebraicke´m
prosotoru. Nyn´ı ma´me dveˇ mozˇnosti jak vyhoveˇt podmı´nce (5.1.1) na strukturu genera´tor˚u.
Prvn´ı z nich je, zˇe plat´ı
T†~o1 · ~F T = ~o2 · ~F ,
tj. prohod´ıme smysl vektor˚u ~o1 a ~o2. Druha´ mozˇnost pak je[
~o1 · ~F ,T
]
= 0,{
~o2 · ~F ,T
}
= 0.
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V nasˇem prˇ´ıpadeˇ, kdy je hamiltonia´n diagona´ln´ı ve zvolene´ reprezentaci pak ma´me danou
sadu vektor˚u explicitneˇ zadanou jako
~o1 = (1, 0, 0) ,
~o2 = (0, 1, 0) ,
~o3 = (0, 0, 1) .
Tato volba v obou prˇ´ıpadech vede na cˇasoveˇ invertovanou korelacˇn´ı matici ve tvaru
γ
#
ij =
1
4
∑
α,β
γ∗αβ (−∆E)(aβ21)∗ aα21
 1 −i 0i 1 0
0 0 0
+
+ γ∗αβ (∆E)
(
a
β
12
)∗
aα12
 1 i 0−i 1 0
0 0 0
+
+γ∗αβ (0)
(
a
β
11 − aβ22
)∗
(aα11 − aα22)
 0 0 00 0 0
0 0 1
 ,
kde jsme provedli pouze komplexn´ı sdruzˇen´ı vzhledem k antilineariteˇ T a bud’ prohodili indexy
1↔ 2 (prohazujeme smysl vektor˚u), nebo v indexu za kazˇdou 2-ku se zmeˇnilo zname´nko (F2
meˇn´ı pod cˇasovou inverz´ı zname´nko tj. druha´ komponenta vektor˚u se meˇn´ı za opacˇnou).
Vzhledem k hermitovskosti matice γαβ (ω) pak vid´ıme, zˇe plat´ı
γ
#
ij = γij .
Odtud pak plyne, zˇe symetricka´ cˇa´st matice C se zachova´ a stejneˇ tak plat´ı
~v# = ~v, (5.2.2)
cozˇ uplatn´ıme prˇi urcˇova´n´ı staciona´rn´ıho stavu ~ρ #∞ . Pokud se pak pod´ıva´me na antisyme-
trickou cˇa´st matice C, ktera´ je v tomto prˇ´ıpadeˇ plneˇ da´na hamiltonia´nem, jehozˇ vektor se
zachova´, tak vzhledem k cˇasove´ pariteˇ hamiltonovske´ cˇa´sti vy´voje dosta´va´me relaci
C# = C
T . (5.2.3)
Du˚sledkem rovnosti (5.2.2) a rovnice (5.1.14) je pak relace pro staciona´rn´ı stavy
CT · ~ρ #∞ = C · ~ρ∞. (5.2.4)
V neposledn´ı rˇadeˇ na´s pak zaj´ıma´ reprezentace meˇrˇen´ı. Jako prvn´ı je nutne´ nale´zt tvar
vektor˚u ~p i odpov´ıdaj´ıc´ı prˇ´ıslusˇny´m projekcˇn´ım opera´tor˚um. Z rovnice (5.1.6) dosta´va´me pod-
mı´nku
~p i = −~p j, (5.2.5)
cozˇ na´m automaticky zarucˇuje splneˇn´ı vztah˚u (5.1.5) a (5.1.4). Da´le pak stacˇ´ı jen splnit pod-
mı´nku (5.1.2), protozˇe podmı´nka (5.1.3) je splneˇna automaticky vzhledem k dijk = 0 a N = 2.
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Je tedy videˇt, zˇe v prˇ´ıpadeˇ dvouhladinove´ho modelu odpov´ıdaj´ı projektor˚um libovolne´ jed-
notkove´ vektory s t´ım, zˇe r˚uzny´m stav˚um ve stejne´ ba´zi odpov´ıdaj´ı vektory opacˇne´. Naprˇ´ıklad
pro projektory na jednotlive´ energie maj´ı vektory tvar
~pE1 = (0, 0, 1) ,
~pE2 = (0, 0,−1) .
Podmı´nka (5.2.5) na´m pak umozˇnˇuje zjednodusˇit vztahy (5.1.8), (5.1.9) do podoby
P iA P j =
1
4
[
~p i × (i~a+ ~a× ~p i)] · ~F ,
PA P =
1
2
(a + ~a · ~p)P.
To na´m umozˇnˇuje prˇepsat dekoherencˇn´ı funkciona´l D (ω, ω′) pro urcˇitou tˇr´ıdu trajektori´ı do
tvaru vhodneˇjˇs´ıho pro samotne´ pocˇ´ıta´n´ı.
5.2.1 Konstrukce dekoherencˇn´ıho funkciona´lu
Prˇedpokla´dejme, tedy zˇe pro kazˇdy´ cˇas ti jsou stavy ωi a ω
′
i ve stejne´ ba´zi tj. zde to konkre´tneˇ
znamena´, zˇe vektory reprezentuj´ıc´ı odpov´ıdaj´ıc´ı stavy jsou linea´rneˇ za´visle´ tedy
~ωi = ±~ω′i.
Pro usnadneˇn´ı prakticke´ho vy´pocˇtu dekoherencˇn´ıho funkciona´lu je vy´hodne´ zave´st grafickou
reprezentaci vztahu obou cest. Pro lepsˇ´ı pochopen´ı uvedeme nejprve prˇ´ıklad takove´ho zna´-
zorneˇn´ı a pote´ teprve ozrˇejmı´me jeho konstrukci
~ρ ~ω1 ~ω2−4 ~ω5−6 ~ω7 ~ω8
ktere´ odpov´ıda´ cesta´m ve tvaru
ω = (~ω1, ~ω2, ~ω3, ~ω4, ~ω5, ~ω6, ~ω7, ~ω8) ,
ω′ = (~ω1, ~ω2,−~ω3,−~ω4, ~ω5,−~ω6, ~ω7, ~ω8) .
Mu˚zˇeme si to prˇedstavit jako cˇasovou osu, smeˇr cˇasu bezˇ´ı proti sˇipce. Smeˇr sˇipky pak urcˇuje
posloupnost vnorˇen´ı v ra´mci dekoherencˇn´ıho funkciona´lu a na konci sˇipky tedy s´ıdl´ı matice
hustoty ρ (t0). Cˇarami pak oznacˇ´ıme mı´sta, kde se nemeˇrˇ´ı a docha´z´ı k volne´mu cˇasove´mu
vy´voji, steˇjneˇ tak to znacˇ´ı mezery mezi kruhy. Kruhy a body pak reprezentuj´ı pozice, kde
docha´z´ı k projekc´ım v opacˇny´ch (~ωi = −~ω′i), resp. stejny´ch (~ωi = ~ω′i) stavech. O,hodnocovac´ı
logika je pak vystavena tak, zˇe vy´sledek dekoherencˇn´ıho funkciona´lu je roven soucˇinu vah
u´sek˚u mezi jednotlivy´mi body. A tyto va´hy sestav´ıme na´sledovneˇ, s t´ım, zˇe se postupuje ve
smeˇru sˇipky:
1. Va´ha dane´ho u´seku od cˇasu ti do tj je rovna
V (ti, tj) =
1
2
(
a+ ~ωj ·
[
e−C(tj−tj−1) (~a− ~ρ∞) + ~ρ∞
])
,
kde a a ~a se urcˇ´ı v dalˇs´ıch kroc´ıch.
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2. Pokud druhy´ konec u´secˇky vycha´zej´ıc´ı z bodu koncˇ´ı na kruhu, stanov´ı se a = 0 a
~a→ ~Ki (~a) = 1
4
~ωi×
(
i
[
e−C(ti−ti−1) (~a− ~ρ∞) + ~ρ∞
]
+ ~ωi ×
[
e−C(ti−ti−1) (~a− ~ρ∞) + ~ρ∞
])
,
kde za ~a dosazujeme tentokra´t ~a odpov´ıdaj´ıc´ı obsahu kruhu tj. pokud je uvnitˇr kruhu
dalˇs´ı kruh, pouzˇije se opeˇt tento bod (postupuje se sta´le ve smeˇru sˇipky, nebo le´pe do
stˇredu kruhu), jinak se jde da´le.
3. Za bod se pak dosazuje a = 1 a ~a = ~ωi.
4. Za sˇipku se dosazuje a = 1 a ~a = ~ρ (t0).
Tyto pravidla ilustrujeme opeˇt na (stejne´m) prˇ´ıkladeˇ:
1. Prvn´ı u´sek od konce tj. u´sek t7 azˇ t8 zacˇ´ına´ v bodeˇ t8 a tedy va´ha bude mı´t tvar podle
bodu 1 manua´lu
V (t7, t8) =
1
2
(
a+ ~ω8 ·
[
e−C(t8−t7) (~a− ~ρ∞) + ~ρ∞
])
,
kde potˇrebujeme vyhodnotit, co dosadit za a a ~a. Zde je patrne´, zˇe u´secˇka koncˇ´ı v dalˇs´ım
bodeˇ a tedy na za´kladeˇ bodu 3 na´vodu na ohodnocen´ı mus´ıme dosadit a = 1 a ~a = ~ω7.
Tj. vy´sledna´ va´ha dane´ho u´seku je
V (t7, t8) =
1
2
(
1 + ~ω8 ·
[
e−C(t8−t7) (~ω7 − ~ρ∞) + ~ρ∞
])
.
2. Druhy´ u´sek od cˇasu t5 do cˇasu t7 pak bude mı´t opeˇt hodnotu ve tvaru
V (t5, t7) =
1
2
(
a+ ~ω7 ·
[
e−C(t7−t6) (~a− ~ρ∞) + ~ρ∞
])
,
kde tentokra´t vsˇak u´secˇka koncˇ´ı na kruhu odpov´ıdaj´ıc´ı t6 a podle bodu 2 na´vodu mu
prˇiˇrad´ıme hodnotu a = 0 a ~a = ~K6 (~a). Tı´m dosta´va´me va´hu ve tvaru
V (t5, t7) =
1
2
~ω7 ·
[
e−C(t7−t6)
(
~K6 (~a)− ~ρ∞
)
+ ~ρ∞
]
,
kde na´m zby´va´ vyhodnotit jesˇteˇ vnitˇrek kruhu a dosadit za neˇj. Zde je to jednoduche´,
protozˇe uvnitˇr kruhu je pouze bod a tedy ~a = ~ω5. Ve vy´sledku pak z´ıska´me
V (t5, t7) =
1
2
~ω7 ·
[
e−C(t7−t6)
(
~K6 (~ω5)− ~ρ∞
)
+ ~ρ∞
]
.
3. Dalˇs´ı u´sek t2 azˇ t5 se ohodnocuje podobneˇ jako prˇedchoz´ı jen s obmeˇnou v tom, zˇe kruh
obsahuje dalˇs´ı kruh a tecˇku. Podle pravidla o postupne´m ohodnocova´n´ı pak do
V (t2, t5) =
1
2
~ω5 ·
[
e−C(t5−t4)
(
~K4 (~a)− ~ρ∞
)
+ ~ρ∞
]
,
dosad´ıme za ~a = ~K3 (~ω2). A vy´sledek pak je
V (t2, t5) =
1
2
~ω5 ·
[
e−C(t5−t4)
(
~K4
(
~K3 (~ω2)
)
− ~ρ∞
)
+ ~ρ∞
]
.
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4. Prˇedposledn´ı u´sek je pak podobny´ u´seku prvn´ımu a tedy jeho va´ha je
V (t1, t2) =
1
2
(
1 + ~ω2 ·
[
e−C(t2−t1) (~ω1 − ~ρ∞) + ~ρ∞
])
.
5. Posledn´ı u´sek je pak opeˇt podobny´ s prvn´ım se zmeˇnou, zˇe koncˇ´ı sˇipkou a tedy mı´sto
~ω0 se bere ~ρ (t0). Tj.
V (t0, t1) =
1
2
(
1 + ~ω1 ·
[
e−C(t1−t0) (~ρ (t0)− ~ρ∞) + ~ρ∞
])
.
Rozd´ıl ~ρ (t0) oproti ~ωi je v tom nemus´ı by´t normova´n na jednotku narozd´ıl od vektor˚u
reprezentuj´ıc´ı projektory.
V tomto nasˇem prˇ´ıkladu pak hodnota dekoherencˇn´ıho funkciona´lu je rovna
D
(
ω, ω′
)
= V (t0, t1)V (t1, t2)V (t2, t5)V (t5, t7)V (t7, t8) .
Nyn´ı, kdyzˇ ma´me protokol pro pocˇ´ıta´n´ı dekoherencˇn´ıho funkciona´lu v ra´mci dvouhladino-
ve´ho modelu v Blochoveˇ reprezentaci, je vhodne´ udeˇlat jeho zobecneˇn´ı do spojite´ho meˇrˇen´ı.
Tj. zˇe cˇasovy´ u´sek mezi meˇrˇen´ımi je infinitezima´lneˇ maly´. Toto zobecneˇn´ı provedeme v neˇ-
kolika kroc´ıch. Da´le se omez´ıme pouze na diagona´ln´ı cˇa´st dekoherencˇn´ıho funkciona´lu. Tedy
dekoherencˇn´ı funkciona´l se na´m zjednodusˇsˇ´ı do podoby
D (ω, ω) =
1
2N
(
1 + ~ω1
[
e−C(t1−t0) (~ρ (t0)− ~ρ∞) + ~ρ∞
])
×
×
N−1∏
i=1
(
1 + ~ωi+1
[
e−C(ti+1−ti) (~ωi − ~ρ∞) + ~ρ∞
])
.
Da´le budeme prˇedpokla´dat, zˇe prova´d´ıme meˇrˇen´ı od t0 do tfin po stejneˇ dlouhy´ch cˇasovy´ch
u´sec´ıch tj.
ti+1 − ti = tfin − t0
N
=
∆t
N
,
kde jsme zavedli oznacˇen´ı ∆t = tfin − t0, cozˇ zjednodusˇsˇ´ı pocˇ´ıta´n´ı vy´sledne´ limity. Zavedeme
jesˇteˇ ~ω (t) jako na´hradu za ~ωi podle na´sleduj´ıc´ıho prˇedpisu
~ω (t) =

~ρ (t0) t ∈ (−∞, t1)
~ωi t ∈ [ti, ti+1)
~ωN t ∈ [tfin,∞)
,
ktery´ je souvisly´ zprava. Bude se hodit i obdoba ~ω (t) souvisla´ zleva, cozˇ provedeme podle
prˇedpisu
~ω− (t) =

~ρ (t0) t ∈ (−∞, t1]
~ωi t ∈ (ti, ti+1]
~ωN t ∈ (tfin,∞)
.
Obecneˇ pak plat´ı
~ω− (t) = lim
s→t−
~ω (s) .
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S teˇmito prˇedpoklady pak prˇep´ıˇseme dekoherencˇn´ı funkciona´l do tvaru
D (ω, ω) =
1
2N
N∏
i=1
(
1 + ~ω (ti)
[
e−
1
N
C∆t (~ω− (ti)− ~ρ∞) + ~ρ∞
])
.
Nyn´ı se jizˇ mu˚zˇeme zaby´vat limitou N →∞. Prvn´ım krokem k limitn´ımu tvaru budizˇ prˇe-
chod od soucˇinu prˇes k sumeˇ a to pomoc´ı exponencia´ly a logaritmu tj. dekoherencˇn´ı funkciona´l
prˇep´ıˇseme do tvaru
D (ω, ω) =
1
2N
exp
[
N∑
i=1
ln
(
1 + ~ω (ti)
[
e−
1
N
C∆t (~ω− (ti)− ~ρ∞) + ~ρ∞
])]
,
kde da´le exponencia´lu reprezentuj´ıc´ı cˇasovy´ vy´voj rozep´ıˇseme do taylorovy rˇady
D (ω, ω) =
1
2N
exp
[
N∑
i=1
ln
(
1 + ~ω (ti) · ~ω− (ti)− ∆t
N
~ω (ti) · C · (~ω− (ti)− ~ρ∞) +O
((
∆t
N
)2))]
.
(5.2.6)
A da´le rozvojem logaritmu dosta´va´me
D (ω, ω) =
N∏
i=1
1 + ~ω (ti) · ~ω− (ti)
2
exp
[
−
N∑
i=1
∆t
N
~ω (ti) · C · (~ω− (ti)− ~ρ∞)
1 + ~ω (ti) · ~ω− (ti) +O
(
1
N
)]
.
(5.2.7)
Zde je patrne´, zˇe v limiteˇ pro velka´ N se da´ suma v exponencia´le inklinuje k integra´lu.
Abychom mohli prove´st limitu mus´ıme prove´st nyn´ı rozbor jednotlivy´ch situac´ı co se ty´ka´
vy´voje ~ωi.
~ωi+1 → ~ωi ~ωi+1 → −~ωi
Nic se nemeˇn´ı ~ωi+1‖~ωi 1 2
Infinitezima´ln´ı zmeˇna ~ωi+1 = ±~ωi +O
(
1
N
)
3 4
Skokem ~ωi+1 ∦ ~ωi 5
Obra´zek 5.1: Prˇehled mozˇnost´ı.
1. Prvn´ı situace je z hlediska posuzova´n´ı ze vsˇech nejjednodusˇsˇ´ı. Prefaktor prˇed exponen-
cia´lou je identicky roven jedne´ a faktor uvnitˇr exponencia´ly se uprav´ı na 12 . Pokud by
cela´ trajektorie byla pouze meˇrˇen´ım do jednoho smeˇru vy´sledny´ tvar pro dekoherenccˇn´ı
funkciona´l by se pak zredukoval na tvar
D (ω, ω) = exp
−1
2
tfin∫
t0
dt ~ω (t) · C · (~ω (t)− ~ρ∞)
 .
A tedy dosta´va´me zde exponencia´ln´ı rozpad.
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2. Naproti tomu hned druha´ situace je jedna z nejslozˇiteˇjˇs´ıch. Zde nemu˚zˇeme prˇi posu-
zova´n´ı situace vyj´ıt jizˇ z rovnice (5.2.7), ale mus´ıme vyj´ıt jizˇ z tvaru (5.2.6). Pokud si
rozep´ıˇseme prˇ´ıspeˇvek od takovy´ch to situac´ı dosta´va´me prˇ´ıspeˇvek ve tvaru
V (ti+1, ti) =
∆t
N
(
~ω (ti) · C · (~ω (ti)− ~ρ∞) +O
(
1
N
))
.
A tedy v limiteˇ tyto cˇleny jdou k
V (t+ dt, t) = dt ~ω (t) · C · (~ω (t)− ~ρ∞) ,
kde si mus´ıme uveˇdomit, zˇe typicka´ situace je, zˇe integrujeme (scˇ´ıta´me v diskre´tn´ım prˇ´ı-
padeˇ) prˇes prˇeskoky ve vsˇech cˇasech. Mozˇny´ proble´m by pak byl s korektnost´ı v prˇ´ıpadeˇ
nekonecˇne´ho pocˇtu skok˚u.
3. Tato situace je podobna prvn´ı situaci. Infinitezima´ln´ı rozd´ıly zp˚usobuj´ı, zˇe se cesta ~ω (t)
sta´va´ spojitou. Ve vy´sledku tedy dosta´va´me naprosto stejny´ prˇ´ıspeˇvek jako v prvn´ım
prˇ´ıpadeˇ.
4. Opeˇt obdoba situace z bodu 2. V limiteˇ pak na n´ı zcela prˇecha´z´ı.
5. Posledn´ı rˇesˇenou situac´ı jsou skoky, ktere´ odpov´ıdaj´ı meˇrˇen´ı jiny´ch velicˇin (v prˇ´ıpadeˇ
spinove´ho syste´mu, meˇrˇen´ı spinu do prˇ´ıslusˇne´ho smeˇru). Prˇ´ıspeˇvky odpov´ıdaj´ıc´ı dane´
situaci pak maj´ı tvar
D (ω, ω) =
N∏
i=1
1 + ~ω (ti) · ~ω− (ti)
2
exp
− tfin∫
t0
dt
~ω (t) · C · (~ω− (t)− ~ρ∞)
1 + ~ω (t) · ~ω− (t)
 .
Je patrne´, zˇe takovy´ch skok˚u mus´ı by´t konecˇneˇ mnoho, jinak je dekoherencˇn´ı funkciona´l
nulovy´2.
Na za´veˇr tedy proved’me shrnut´ı vsˇech prˇ´ıpadu do jednoho vztahu. Zaved’me proto mnozˇinu
I jako mnozˇinu vsˇech cˇas˚u, kdy dosˇlo ke zmeˇneˇ hodnoty ktere´ meˇrˇ´ım skokem tj.
I = {t ∈ [t0, tfin] : ~ω (t) = −~ω− (t)} .
A J jako mnozˇinu vsˇech cˇas˚u, kdy dosˇlo ke skoku toho co meˇrˇ´ım (tj. situace 5)
J = {t ∈ [t0, tfin] : ~ω (t) 6= ~ω− (t)} \ I.
Vy´sledny´ tvar dekoherencˇn´ıho funkciona´lu je pak
D (ω, ω) =
∏
t∈J
1 + ~ω (t) · ~ω− (t)
2
∏
t∈I
dt
1
2
~ω (t) · C · (~ω (t)− ~ρ∞)×
× exp
−1
2
tfin∫
t0
dt ~ω (t) · C · (~ω (t)− ~ρ∞)
 , (5.2.8)
2Integra´l uvnitrˇ exponencia´ly je prˇes omezeny´ cˇasovy´ u´sek z omezeny´ch velicˇin, protozˇe matice C ma´ konecˇna´
vlastn´ı cˇ´ısla a stejneˇ tak vektory ~ω (t) maj´ı normu shora omezenou jednotkou. Tedy exponecia´la nemu˚zˇe r˚ust
nade vsˇechny meze.
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kde jsme vyuzˇili toho, zˇe skok˚u je konecˇneˇ mnoho, aby byl prˇ´ıspeˇvek nenulovy´ a tedy mnozˇina
J ma´ mı´ru nula, tedy tento prˇ´ıpad do integra´lu neprˇisp´ıva´. Stejneˇ tak tento tvar pokry´va´
extre´mn´ı prˇ´ıpady 2 a 4. Jakozˇ i nekonecˇne´ho pocˇtu skok˚u.
Nyn´ı, kdyzˇ ma´me explicitn´ı tvar pravdeˇpodobnostn´ı mı´ry, je vhodne´ se pod´ıvat jake´ho
tvaru naby´va´ v d˚usledku cˇasove´ inverze. Vı´me totizˇ, zˇe plat´ı relace (4.3.1), ktera´ vsˇak plat´ı,
za pomeˇrneˇ specificky´ch podmı´nek, ota´zka tedy zn´ı, zda-li ji nemu˚zˇeme zobecnit. Prvn´ı veˇc´ı,
kterou je nutne´ si ujasnit, je tvar cˇasoveˇ invertovane´ trajektorie. Je jasne´, zˇe mus´ıme obra´tit
cˇasovy´ sled jak protokolu meˇrˇen´ı tak i sled nameˇrˇeny´ch hodnot. Nav´ıc jedna z podmı´nek na
trajektorii je spojitost zprava. Ve vy´sledku pak dostaneme
∀s ∈ [t0, tfin] : Θ~ω (s) = ~ω#− (t0 + tfin − s) ,
kde ~ω#− (s) odpov´ıda´ cˇasove´ inverzi dane´ho stavu.
Da´le pak vyuzˇijeme vztahu˚ (5.2.3) a (5.2.4) tj. plat´ı
C# = C
T ,
C# · ~ρ#∞ = C · ~ρ∞.
Cozˇ po prˇ´ımocˇare´m dosazen´ı do
D (Θω,Θω) =
∏
t∈J#
1 +Θ~ω (t) ·Θ~ω− (t)
2
∏
t∈I#
dt
1
2
Θ~ω (t) · C# ·
(
Θ~ω (t)− ~ρ#∞
)
×
× exp
−1
2
tfin∫
t0
dt Θ~ω (t) · C# ·
(
Θ~ω (t)− ~ρ#∞
) ,
da´va´
D (Θω,Θω) =
∏
s∈J#
1 + ~ω#− (t0 + tfin − s) · ~ω# (t0 + tfin − s)
2
×
×
∏
s′∈I#
ds′
1
2
~ω
#
−
(
t0 + tfin − s′
) · C# · (~ω#− (t0 + tfin − s′)− ~ρ#∞)×
× exp
−1
2
tfin∫
t0
ds ~ω#− (t0 + tfin − s) · C# ·
(
~ω
#
− (t0 + tfin − s)− ~ρ#∞
) ,
kde prvn´ı cˇlen odpov´ıda´ situac´ım, kdy se skokem meˇn´ı to, co meˇrˇ´ım. Tato mnozˇina je azˇ na
posun stejna´ jako mnozˇina J , tj. plat´ı J# = {tfin + t0 − s; s ∈ J}. A stejneˇ tak vzhledem,
k tomu, zˇe skala´rn´ı soucˇin je invariantn´ı, jak v˚ucˇi zmeˇneˇ zname´nka u jedne´ ze slozˇek u obou
vektor˚u, tak i k prohozen´ı slozˇek, tak prvn´ı cˇleny v D (ω, ω) a D (Θω,Θω) si odpov´ıdaj´ı azˇ
na pocˇa´tecˇn´ı body, kdy do hry vstupuje pocˇa´tecˇn´ı stav, ktery´ maj´ı obeˇ situace odliˇsny´.
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Pokud se jedna´ o cˇleny druhe´ho typu, mnozˇiny I a I# se opeˇt azˇ na posun shoduj´ı, cozˇ
znamena´, zˇe stacˇ´ı vyhodnotit cˇleny typu
ds′
1
2
~ω
#
−
(
t0 + tfin − s′
) · CT · (~ω#− (t0 + tfin − s′)− ~ρT∞) = ds 12~ω#− (s) · CT · (~ω#− (s)− ~ρ#∞)
= −ds 1
2
~ω# (s) · CT ·
(
−~ω# (s)− ~ρ#∞
)
= ds
1
2
~ω# (s) · C ·
(
~ω# (s) + ~ρ∞
)
,
kde v prvn´ım kroku jsme provedli za´meˇnu s = t0 + tfin − s′ s t´ım, zˇe zmeˇnu zname´nka prˇed
diferencia´lem jsme schovali do za´meˇny mez´ı v prˇ´ıslusˇne´m prˇ´ıpadne´m integra´lu. Ve druhe´m
kroku jsme pak nahradili limitu zleva hodnotou v bodeˇ, ktera´ je opacˇna´ vzhledem k tomu,
zˇe se zde meˇn´ı skokem nameˇrˇena´ hodnota. V posledn´ım kroku jsme pak uplatnili vtah mezi
staciona´rn´ım stavem cˇasoveˇ invertovane´ho vy´voje a staciona´rn´ım stav norma´ln´ı evoluce a po-
zorova´n´ı, zˇe na symetricky´ cˇlen nema´ transponova´n´ı vliv. K dota´hnut´ı vy´sledne´ho vztahu do
konce je nutne´ se nyn´ı na chv´ıli pozastavit na strukturou matice C. Nejdrˇ´ıve si uveˇdomı´me zˇe
podle definice matice C v (5.1.16), antisymetricka´ cˇa´st je prˇ´ıslusˇna´ hamiltonovske´ cˇa´sti a di-
sipace prˇisp´ıva´ pouze symetrckou cˇa´st´ı. Symetrickou pak mu˚zˇeme spocˇ´ıst z rovnice (5.1.13),
cˇ´ımzˇ dostaneme
Ckl = γ
S
ij (εilmεmjk + εjlmεmik) = 2γ
S
ij (δijδlk − δikδjl) = 2
(
Tr γS − γS) , (5.2.9)
kde γS je v tomto prˇ´ıpadeˇ diagona´ln´ı a tedy i symetricka´ cˇa´st matice C je pouze diagona´ln´ı.
Po dosazen´ı z obecne´ho tvaru korelacˇn´ı matice (5.1.10) a z tvaru hamiltonia´nu pak dostaneme
matici C ve tvaru
C =
 C11 − 1~∆E 01
~
∆E C11 0
0 0 C33
 , (5.2.10)
kde
C11 =
1
2
∑
α,β
[
γαβ (−∆E) aβ21 (aα21)∗ + γαβ (∆E) aβ12 (aα12)∗ + γαβ (0)
(
a
β
11 − aβ22
)
(aα11 − a22)∗)
]
,
C33 =
∑
α,β
[
γαβ (−∆E) aβ21 (aα21)∗ + γαβ (∆E) aβ12 (aα12)∗
]
.
Z tohoto explicitn´ıho tvaru je jizˇ videˇt, zˇe plat´ı
~ω# (s) · C · ~ω# (s) = ~ω (s) · C · ~ω (s) .
Zby´va´ tedy jesˇteˇ vyrˇesˇit cˇlen typu ~ω# (s)·C ·~ρ∞. To provedeme pomoc´ı explicitn´ıho napocˇten´ı
~ρ∞. Nejprve z rovnice (5.1.13) napocˇteme
~v =
0, 0,∑
α,β
[
γαβ (∆E) a
β
12 (a
α
12)
∗ − γαβ (−∆E) aβ21 (aα21)∗
] .
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A dosazen´ım do (5.1.16) dostaneme
~ρ∞ =
0, 0,∑
α,β
γαβ (∆E) a
β
12 (a
α
12)
∗ − γαβ (−∆E) aβ21 (aα21)∗
γαβ (∆E) a
β
12 (a
α
12)
∗ + γαβ (−∆E) aβ21 (aα21)∗
 .
Zde vid´ıme, zˇe na zmeˇneˇ zname´nka cˇi prohozen´ı prvn´ıho a druhe´ho cˇlenu neza´vis´ı a ma´me
tedy vy´sledek
ds′
1
2
~ω
#
−
(
t0 + tfin − s′
) · CT · (~ω#− (t0 + tfin − s′)− ~ρT∞) = ds 12~ω (s) · C · (~ω (s) + ~ρ∞) ,
ktery´ se od verze bez cˇasove´ inverze liˇs´ı pouze zname´nkem prˇed ~ρ∞.
Posledn´ım cˇlenem je exponencia´la ve tvaru
exp
−1
2
tfin∫
t0
ds ~ω− (t0 + tfin − s) · C# ·
(
~ω (t0 + tfin − s)− ~ρT∞
) =
= exp
−1
2
tfin∫
t0
ds ~ω− (s) · C# ·
(
~ω− (s)− ~ρT∞
) ,
kde jsme provedli opeˇt za´meˇnu mez´ı. Pak uplatn´ıme argument, zˇe mnozˇina I ma´ mı´ru nula
tj. nen´ı pod integra´lem rozd´ıl mezi ~ω− a ~ω. A da´le opeˇt pouzˇijeme argumenty stejneˇ jako na
konci prˇedchoz´ıho prˇ´ıpadu a dosta´va´me
exp
−1
2
tfin∫
t0
ds ~ω− (t0 + tfin − s) · C# ·
(
~ω (t0 + tfin − s)− ~ρT∞
)
= exp
−1
2
tfin∫
t0
ds ~ω (s) · C · (~ω (s)− ~ρ∞)
 .
Tedy vid´ıme, zˇe i posledn´ı cˇleny se na´m v prˇ´ıpadne´m pod´ılu navza´jem vyrusˇ´ı.
Tedy v obou prˇ´ıpadech ma´me znacˇnou shodu pravedeˇpodobnosti cˇasoveˇ invertovane´ tra-
jektorie v˚ucˇi trajektorii p˚uvodn´ı. Tyto prˇ´ıspeˇvky jsou stejne´ a neza´visle´ na rezˇimu cˇasove´
inverze a dany´ pomeˇr pak ma´ tvar
D (ω, ω)
D (Θω,Θω)
=
1 + ~ω (t0) · ~ρ
1 + ~ω# (tfin) · ~ρ#
∏
t∈I
~ω (t) · C · (~ω (t)− ~ρ∞)
~ω (t) · C · (~ω (t) + ~ρ∞) . (5.2.11)
Tento vy´sledek, je pak hledany´m zobecneˇn´ım symetrie (4.3.1) v prˇ´ıpadeˇ dvou hladinove´ho
syste´mu pro prˇ´ıpad diagona´ln´ıch cˇlenu˚ mimo rovnova´hu a i pro meˇrˇen´ı v libovolne´ na cˇase
za´visle´ ba´zi. Jak je patrne´, hlavn´ım rozd´ıl je, zˇe tato relace jizˇ za´vis´ı na vy´sledc´ıch meˇ-
rˇen´ı v pr˚ubeˇhu cele´ho procesu, narozd´ıl od symetrie (4.3.1). Je dobre´ si vsˇimnout, zˇe stejneˇ
jako v klasicke´m prˇ´ıpadeˇ (2.2.10), zde ma´me pomeˇr podmı´neˇny´ch pravdeˇpodobnost´ı, ktery´ je
u´meˇrny´ pouze prˇ´ıspeˇvk˚um ze skok˚u mezi jednotlivy´mi stavy syste´mu. Prˇ´ıpad, kdy podmı´neˇne´
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pravdeˇpodobnosti za´viseli pouze na rychlostech prˇechodu v mı´stech prˇechodu mezi hladinami
syste´mu, jsme jizˇ vysˇetˇrovali prˇi konstrukci 2.3.3, na rozd´ıl od klasicke´ho prˇ´ıpadu vsˇak nemus´ı
dany´ pomeˇr rychlost´ı prˇechodu za´viset na pravdeˇpodobnostech dane´ho vy´sledku v˚ucˇi staci-
ona´rn´ı distribuci, nebot’ mu˚zˇeme meˇrˇit v ba´zi nekompatibiln´ı s energetickou. Nab´ız´ı se tedy
u´vaha zda disipovane´ teplo pak neza´ve´st forma´lneˇ jako logaritmus prave´ strany a obdrzˇet
opeˇt fluktuacˇn´ı relace. Jak uvid´ıme v prˇ´ıpadu cˇiste´ disipace, kde se budeme disipovane´mu
teplu a prˇedevsˇ´ım stˇredn´ımu disipovane´mu veˇnovat, je takto naivn´ı konstrukce tepla jakozˇto
dra´hove´ velicˇiny proble´mova´.
Na za´veˇr uka´zˇeme, zˇe tento vztah je v rezˇimu odpov´ıdaj´ıc´ı (4.3.1), s n´ım ve shodeˇ. Pokud
budeme cht´ıt uvazˇovat rezˇim, kdy meˇrˇen´ı komutuje se staciona´rn´ı matic´ı hustoty, tedy rezˇim
bl´ızky´ p˚uvodn´ı relaci, cozˇ znamena´ v nasˇ´ı notaci, zˇe ~ω (t) ‖ ~ρ∞, tak dostaneme
D (ω, ω)
D (Θω,Θω)
=
1 + ~ω (t0) · ~ρ
1 + ~ω# (tfin) · ~ρ#
∏
t∈I
1− ~ω (t) · ~ρ∞
1 + ~ω (t) · ~ρ∞ .
Vzhledem k tomu, zˇe nyn´ı jizˇ meˇrˇ´ıme neusta´le ve stejne´m smeˇru, tak vsˇechny prˇ´ıspeˇvky
v soucˇinu jsou stejne´, azˇ na to, zˇe se stˇr´ıdaj´ı zname´nka u skla´rn´ıho soucˇinu. Vy´sledek tedy
za´vis´ı jizˇ pouze na pocˇtu prˇeskok˚u, a na tom ktery´m smeˇrem byl veden prvn´ı prˇeskok. Tj. pro
sudy´ pocˇet prˇeskok˚u pak ma´me
D (ω, ω)
D (Θω,Θω)
=
1 + ~ω (t0) · ~ρ
1 + ~ω# (tfin) · ~ρ# ,
vzhledem k tomu, zˇe sudy´ pocˇet prˇeskok˚u znamena´, zˇe meˇrˇ´ıme na zacˇa´tku i na konci do
stejne´ho stavu, tak se budou rovnat i pravdeˇpodobnosti v uvedene´m pod´ılu. Tj. pro sudy´
pocˇet skok˚u se na´m vy´sledek jesˇteˇ zjednodusˇsˇ´ı na
D (ω, ω)
D (Θω,Θω)
= 1,
cozˇ je ve shodeˇ s (4.3.1), s jediny´m prˇedpokladem a to, abychom meˇrˇili v ba´zi kompatibiln´ı se
staciona´rn´ım stavem, ale samotnou stacionaritu stavu jsme nepotˇrebovali. Kdezˇto pro lichy´
pocˇet z´ıska´me
D (ω, ω)
D (Θω,Θω)
=
1 + ~ω (t0) · ~ρ
1 + ~ω# (tfin) · ~ρ#
1− ~ω (tmin) · ~ρ∞
1 + ~ω (tmin) · ~ρ∞ ,
kde tmin = mint∈I t. Zde je pak prostor pro pouzˇit´ı vztahu (4.3.2), kde pro prˇ´ıpad ρ ∼ I, plat´ı
~ρ = 0 a tedy pravdeˇpodobnosti pak podle prˇedpoklad˚u vyjdou
p (E2)
p (E1)
=
1− ρ3∞
1 + ρ3∞
,
kde ρ3∞ je tˇret´ı komponenta vektoru ~ρ∞. Za´veˇrem tedy vid´ıme, zˇe detailn´ı rovnova´ha pro
rychlosti prˇechodu mezi energeticky´mi stavy odpov´ıda´ klasicke´ relaci pro detailn´ı rovnova´hu
a da´le pak vid´ıme, tedy dosta´va´me se do klasicke´ho rezˇimu, cozˇ podporuje i to, zˇe netrivia´ln´ı
prˇ´ıspeˇvky do pomeˇru dra´hovy´ch meˇr dosta´va´me pro prˇ´ıpad meˇrˇen´ı v jine´ nezˇ energeticke´ ba´zi.
Da´le rozebereme neˇktere´ specia´ln´ı prˇ´ıpady, ktere´ jdou za ra´mec pra´veˇ diskutovane´ho plneˇ
klasicke´ho rezˇimu.
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5.2.2 Prˇ´ıklad: Rezˇim cˇiste´ dekoherence
Jako prvn´ı rozebereme prˇ´ıpad cˇiste´ dekoherence. Odpov´ıdaj´ıc´ı evolucˇn´ı matice vystupuj´ıc´ı
v (5.1.17) bez cˇa´sti odpov´ıdaj´ıc´ı hamiltonia´nu ma´ obecny´ tvar
C =
 λ1 0 00 λ2 0
0 0 0
 ,
kde λ1,2 > 0 a c´ılovy´ vektor ~ρ∞ je nulovy´ azˇ na tˇret´ı komponentu, jezˇ odpov´ıda´ tˇret´ı kompo-
nenteˇ pocˇa´tecˇn´ıho vektoru matice hustoty ~ρ0 = ~ρ (t0) tj.
~ρ∞ =
(
0, 0, ρ30
)
.
Uka´zˇeme, zˇe tato tˇr´ıda matic je pro rezˇim slabe´ vazby prˇ´ıliˇs sˇiroka´, je v prˇ´ıpadeˇ nedege-
nerovane´ho energeticke´ho spektra prˇ´ıliˇs sˇiroka´. Abychom vysˇetˇrili jake´ho typu interakce byla
mus´ıme prove´st zpeˇtne´ odvozen´ı korelacˇn´ı matice. Jako prvn´ı urcˇ´ıme z rovnice (5.1.16) vektor
~v = 0.
Tento vektor na´m da´le z rovnice (5.1.13) rˇ´ıka´, zˇe antisymetricka´ cˇa´st korelacˇn´ı matice je
nulova´ tj.
γA = 0.
U rovnice (5.1.13) jesˇteˇ chv´ıli z˚ustaneme. Dosazen´ım prvn´ıho rˇa´dku do (5.1.16), a s prˇihle´d-
nut´ım k nulovosti vektoru ~v a antisymetricke´ cˇa´sti korelacˇn´ı matice γA, z´ıska´me prˇedpis pro
evolucˇn´ı matici a tedy korelacˇn´ı matice ma´ tvar
γ =
1
4
 λ2 − λ1 0 00 λ1 − λ2 0
0 0 λ1 + λ2
 ,
cozˇ je stejny´ vy´sledek, jako bychom dostali porovna´n´ım (5.1.10) a (5.2.10).
Dosazen´ım takto z´ıskane´ korelacˇn´ı matice do rovnice pro disipa´tor (5.1.12) ma´me tvar
D∗ [ρ] = 1
4
(λ1 − λ2)
[(
0 −i
i 0
)
ρ
(
0 −i
i 0
)
−
(
0 1
1 0
)
ρ
(
0 1
1 0
)]
+
+
1
4
(λ1 + λ2)
[(
1 0
0 −1
)
ρ
(
1 0
0 −1
)
− ρ
]
,
ktery´ dosazen´ım matice hustoty ve tvaru
ρ =
(
ρ11 ρ12
ρ21 ρ22
)
,
zjednodusˇsˇ´ıme na tvar
D∗ [ρ] = −1
2
(λ1 + λ2)
(
0 ρ12
ρ21 0
)
− 1
2
(λ1 − λ2)
(
0 ρ21
ρ12 0
)
.
Z rovnosti prvn´ıch dvou diagona´ln´ıch cˇlenu˚ v korelacˇn´ı matici ve tvaru (5.2.1) je videˇt, zˇe
v prˇ´ıpadeˇ nedegenerovane´ho spektra mus´ı by´t λ1 = λ2 = λ, a tedy prˇedchoz´ı tvar disipa´toru
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je mozˇny´ pouze v prˇ´ıpadeˇ degenerovane´ho spektra. U spektra nedegenerovane´ho se na´m pak
disipa´tor zjednodusˇsˇ´ı na tvar
D∗ [ρ] = −λ
(
0 ρ12
ρ21 0
)
,
cozˇ je za´rovenˇ i D tj. D∗ = D. A staciona´rn´ı stav je v tomto prˇ´ıpadeˇ roven i stavu splnˇuj´ıc´ı
podmı´nku (3.2.5) ve tvaru
∀X : D∗ [Xρ] = D [X] ρ,
tedy detailn´ı rovnova´ha a stacionarita jsou si v prˇ´ıpadeˇ nedegenerovane´ho spektra a v prˇ´ıpadeˇ
cˇiste´ dekoherence pro dvouhladinovy´ syste´m ekvivalentn´ı. Da´le pak mu˚zˇeme urcˇit rychlosti
prˇechod˚u jako
Tr
(
X†D [Y ] ρ
)
= ρ11
〈
E1
∣∣∣X†D [Y ]∣∣∣E1〉+ ρ22 〈E2 ∣∣∣X†D [Y ]∣∣∣E2〉
= −λ (ρ11X∗21Y21 + ρ22X∗12Y12) ,
v prˇ´ıhodneˇjˇs´ım vektorove´m za´pise pak
Tr
(
X†D [Y ] ρ
)
= −λ
8
[(
1 + ρ3
) (
x1 − ix2)∗ (y1 − iy2)+ (1− ρ3) (x1 + ix2)∗ (y1 + iy2)]
= −λ
4
[
~x ∗ ·
(
1− ~ρ~ρ
∗
‖~ρ‖2
)
· ~y − i~ρ · (~x ∗ × ~y)
]
.
Vzhledem k tomu, zˇe plat´ı rovnice (3.2.6) plat´ı tedy i
Tr
(
D
[
X†
]
Y ρ
)
= −λ
8
[(
1 + ρ3
) (
x1 − ix2)∗ (y1 − iy2)+ (1− ρ3) (x1 + ix2)∗ (y1 + iy2)]
= −λ
4
[
~x ∗ ·
(
1− ~ρ~ρ
∗
‖~ρ‖2
)
· ~y − i~ρ · (~x ∗ × ~y)
]
.
Pokud budou X a Y projektory ve stejne´ ba´zi, tak zbyde pouze rea´lna´ cˇa´st, a dane´ rychlosti
prˇechodu budou nulove´ pro projektory v ba´zi odpov´ıdaj´ıc´ı energeticke´mu spektru a maxima´ln´ı
(ve smyslu absolutn´ı hodnoty) pro smeˇry kolme´3.
Dalˇs´ı zaj´ımavou velicˇinou je dekoherencˇn´ı funkciona´l D (ω, ω′), jehozˇ diagona´ln´ı elementy
da´le odvod´ıme pro neˇktere´ jednoduche´ volby. V tomto prˇ´ıpadeˇ se nejprve budeme soustˇredit
na pravdeˇpodobnost neˇkolika typicky´ch trajektori´ı. Prvn´ı z nich je trivia´ln´ı prˇ´ıpad, kdy pocˇ´ı-
ta´me pravdeˇpodobnost, zˇe se syste´m udrzˇ´ı prˇi sta´le´m meˇrˇen´ı ve stejne´m energeticke´m stavu,
tj. trajektorie je konstantn´ı (jak smeˇr, tak i hodnota kterou nameˇrˇ´ım)
∀t > t0 : ~ω (t) = ~ω,
dana´ pravdeˇpodobnost je pak dana´
P (ω) = D (ω, ω) =
1 + ~ω · ~ρ (t0)
2
e−
1
2
(t−t0)~ω·C·(~ω−~ρ∞),
3Je ota´zkou jestli projekce do kolme´ho smeˇru ma´ smysl cˇi ne, v prˇ´ıpadeˇ modelu dvouhladinove´ho atomu
moc smyslu nenaby´va´, v prˇ´ıpadeˇ modelu spinu uzˇ ma´ celkem dobry´ smysl.
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a vzhledem k tomu, zˇe ~ω patˇr´ı do ja´dra matice C, tak se na´m vy´sledek zjednodusˇsˇ´ı na
P (ω) = D (ω, ω) =
1 + ~ω · ~ρ (t0)
2
.
Je tedy patrne´, zˇe dana´ pravdeˇpodobnost neza´vis´ı na cˇase a je dana´ pocˇa´tecˇn´ı pravdeˇpodob-
nost´ı nalezen´ı na dane´ energeticke´ hladineˇ.
Pokud se budeme pta´t na vy´sledky v prˇ´ıpadeˇ stejne´ho protokolu meˇrˇen´ı, ale mı´sty jiny´ch
vy´sledk˚u, tedy bude docha´zet ke skok˚um z ~ω na −~ω, snadno zjist´ıme, zˇe takove´ pravdeˇpodob-
nosti jsou nulove´. Da´ se tedy prˇedpokla´dat, zˇe v dane´ situaci, kdy meˇrˇ´ım prˇi cˇiste´ dekoherenci
pouze v energeticke´ ba´zi a neumozˇn´ım volny´ cˇasovy´ vy´voj, nedostanu ve skrze zˇa´dny´ vy´voj.
Pokud budeme cht´ıt opustit tyto trivia´ln´ı prˇ´ıpady, je vhodne´ zacˇ´ıt rozliˇsovat mezi proto-
kolem meˇrˇen´ı a vy´sledky co nameˇrˇ´ım. Prˇipomenˇme, zˇe protokol meˇrˇen´ı je implicitneˇ zahrnut
ve smeˇru vektoru ~ω (t), naopak vy´sledky tohoto meˇrˇen´ı jsou da´ny orientac´ı ~ω (t). Zaved’me
tedy
~ω (t) = χ (t) ~ϕ (t) ,
kde χ (t) ∈ {−1; 1} a je spojite´ zprava, kdezˇto ~ϕ (t) je spojity´ azˇ na situace, kdy meˇn´ım ba´zi
skokem. Tedy v χ (t) jsou schova´ny nameˇrˇene´ hodnoty a ~ϕ (t) vyjadrˇuje protokol meˇrˇen´ı tj. co
meˇrˇ´ım. Nyn´ı mu˚zˇeme prˇistoupit k situaci, kdy budeme ba´zi pomalu ota´cˇet konstantn´ı u´hlovou
rychlost´ı θ okolo druhe´ osy4, dostaneme jizˇ poneˇkud jine´, netrivia´ln´ı, vy´sledky. Prˇedneˇ vektor
~ϕ (t) ma´ ve slozˇka´ch tvar
∀t′ ≥ t0 : ~ϕ
(
t′
)
=
(
sin
(
θ
(
t′ − t0
))
, 0, cos
(
θ
(
t′ − t0
)))
.
V prvn´ı situaci, kde meˇrˇ´ıme v dane´ zvolene´ ba´zi sta´le stejny´ vy´sledek (tj. χ (t) = konst.) pak
ma´me
P (ω) =
1 + χ (t0) ~ϕ (t0) · ~ρ (t0)
2
exp
−λ
2
t∫
t0
dt′ sin2
(
θ
(
t′ − t0
)) ,
cozˇ da´ ve vy´sledku
P (ω) =
1 + χ (t0) ~ϕ (t0) · ~ρ (t0)
2
exp
[
−λ
4
(
(t− t0)− sin (2θ (t− t0))
2θ
)]
.
Ekvivalentneˇ, P (ω) jako funkce koncove´ho cˇasu t, je rˇesˇen´ım rovnice
dP (ω)
dt
= −λ
4
(1− cos (2θ (t− t0)))P (ω) ,
kde derivac´ı mysl´ıme zmeˇnu pravdeˇpodobnosti v˚ucˇi zmeˇneˇ celkove´ho cˇasu meˇrˇen´ı, pouze se
jej´ı pokles jednou za periodu π
θ
zastav´ı, tj. dalˇs´ım meˇrˇen´ım nen´ı mozˇny´ vy´sledek zlepsˇit.
Dalˇs´ım zobecneˇn´ım je pak situace, kdy se po dobu meˇrˇen´ı zmeˇn´ı jednou hodnota vy´sledku
meˇrˇen´ı. V tomto prˇ´ıpadeˇ jizˇ nemu˚zˇeme mluvit o pravdeˇpodobnosti takove´ situace, nebot’
trajektori´ı χ (t) s jedn´ım skokem je nespocˇetneˇ mnoho, ale zavedeme pravdeˇpodobnostn´ı mı´ru
na prostoru vsˇech vy´sledk˚u meˇrˇen´ı χ (t) s jedn´ım skokem (tj. nespojity´ch na intervalu [t0, t]
v jednom bodeˇ). Takova´to mı´ra pak ma´ tvar
DP (χ; ~ϕ) = dt1
1
2
~ϕ (t1) · C · ~ϕ (t1) 1 + χ (t0) ~ϕ (t0) · ~ρ (t0)
2
exp
−λ
2
t∫
t0
dt′ sin2
(
θ
(
t′ − t0
)) ,
4Mu˚zˇeme si to prˇedstavit jako meˇrˇen´ı spinu do smeˇru dane´m vektorem ~ω (t).
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kde vsˇechny mozˇne´ vy´sledky meˇrˇen´ı jsou charakterizova´ny cˇasem t1, kdy ke zmeˇneˇ nameˇrˇene´
hodnoty dosˇlo. Da´le na tomto prˇ´ıpadeˇ rovnou mu˚zˇeme ilustrovat, zˇe prˇ´ıspeˇvky pro skok ze
spodn´ı hladiny na horn´ı a zpeˇt maj´ı stejne´ rychlosti vzhledem k tomu, zˇe neza´vis´ı na vy´sledku
meˇrˇen´ı, cozˇ je da´no charakterem dynamiky, ktera´ odpov´ıda´ cˇiste´ dekoherenci. Pokud pak
prˇipust´ıme v´ıce zmeˇn hodnoty toho, co nameˇrˇ´ım, pravdeˇpodobonostn´ı mı´ra naby´va´ tvaru
DP (χ; ~ϕ) =
[
dt1
1
2
~ϕ (t1) · C · ~ϕ (t1)
] [
dt2
1
2
~ϕ (t2) · C · ~ϕ (t2)
]
· · ·
[
dtN
1
2
~ϕ (tN ) · C · ~ϕ (tN )
]
×
× 1 + χ (t0) ~ϕ (t0) · ~ρ (t0)
2
exp
−λ
2
t∫
t0
dt′ sin2
(
θ
(
t′ − t0
)) ,
kde nav´ıc cˇasy mus´ı by´t cˇasoveˇ usporˇa´da´ny, tedy plat´ı t1 < t2 < · · · < tN . Pokud se pak
budeme da´le zaby´vat nikoliv jednou, ale celou sadou mozˇny´ch nameˇrˇeny´ch situac´ı. Pravdeˇ-
podobnost libovolne´ mnozˇiny trajektori´ı Ω je potom
P (Ω) =
∫
Ω
DP (ω) ,
kde integra´l cha´peme ve smyslu soucˇtu prˇes vsˇechny vy´sledky meˇrˇen´ı χ z Ω. Pokud pak
budeme uvazˇovat prˇ´ıpad N skok˚u v libovolne´m cˇase je
Ω = {t1, t2, . . . , tN ∈ (t0, t] : t1 < t2 < . . . < tN} ,
a tedy pravdeˇpodobnost takove´ situace, kdy na´s nezaj´ıma´, kdy ke zmeˇneˇ nameˇrˇene´ hodnoty
dosˇlo, se rovna´
P (Ω) =
1 + χ (t0) ~ϕ (t0) · ~ρ (t0)
2N !
[
λ
4
(
(t− t0)− sin (2θ (t− t0))
2θ
)]N
×
× exp
[
−λ
4
(
(t− t0)− sin (2θ (t− t0))
2θ
)]
,
Pokud p˚ujdeme jesˇteˇ da´le a budeme se pta´t, jaka´ je pravdeˇpodobnost, zˇe do cˇasu t
k sude´mu (Ω+) pocˇtu prˇeskok˚u z jednoho stavu do druhe´ho nebo naopak k liche´mu (Ω−)
pocˇtu prˇeskok˚u, tak dostaneme po prˇescˇ´ıta´n´ı rˇad
P (Ω+) =
1 + χ (t0) ~ϕ (t0) · ~ρ (t0)
2
1 + exp
[
−λ2
(
(t− t0)− sin(2θ(t−t0))2θ
)]
2
, (5.2.12)
P (Ω−) =
1 + χ (t0) ~ϕ (t0) · ~ρ (t0)
2
1− exp
[
−λ2
(
(t− t0)− sin(2θ(t−t0))2θ
)]
2
, (5.2.13)
tyto pravdeˇpodobnosti na´m pak poslouzˇ´ı da´le pro vyhodnocova´n´ı vy´znamu disipovane´ho
tepla. Prˇi vyhodnocova´n´ı disipovane´ho tepla zacˇneme od mı´sta, kde jsme skoncˇili. Rezˇim
toho co meˇrˇ´ıme zachova´me stejny´ jako v prˇedesˇle´m prˇ´ıkladeˇ a jako prvn´ı situaci budeme
zkoumat prˇ´ıpad, kdy meˇrˇ´ıme po dobu t− t0 = πθ . Zvolen´ı takto specificke´ho cˇasove´ho u´seku
na´m zarucˇ´ı, zˇe posledn´ı meˇrˇen´ı je opeˇt v energeticke´ ba´zi. Pokud se pak budeme pta´t, jaka´
je stˇredn´ı disipovane´ teplo syste´mu, budeme se zaj´ımat o zmeˇnu stˇredn´ı energie syste´mu.
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V nejjednodusˇsˇ´ım prˇ´ıpadeˇ, kdy na´s nebudou zaj´ımat vy´sledky zjiˇsteˇne´ meˇrˇen´ım v pr˚ubeˇhu
cˇasove´ho intervalu, pak pocˇa´tecˇn´ı stˇredn´ı energie odpov´ıda´
〈E〉t0 =
1 + χ (t0) ~ϕ (t0) · ~ρ (t0)
2
E1 +
1− χ (t0) ~ϕ (t0) · ~ρ (t0)
2
E2,
a koncovou stˇredn´ı energii spocˇteme tak, zˇe si uveˇdomı´me, zˇe pokud vezmeme situace, kdy
nedosˇlo k zˇa´dne´mu, cˇi sude´mu pocˇtu prˇeskok˚u z jedne´ hladiny na druhou, tak syste´m se
nacha´z´ı v opacˇne´m energeticke´m stavu nezˇ v situaci po prvn´ım zmeˇrˇen´ı, naopak, pokud dosˇlo
k sude´mu pocˇtu prˇeskok˚u mezi hladinami, energeticky´ stav se na´m zachova´. Zde tedy najdeme
uplatneˇn´ı vzorc˚u (5.2.12) a (5.2.13). Koncova´ stˇredn´ı hodnota tedy je
〈E〉t =
[
pt0 (E1)
1− e−piλ2θ
2
+ pt0 (E2)
1 + e−
piλ
2θ
2
]
E1+
[
pt0 (E1)
1 + e−
piλ
2θ
2
+ pt0 (E2)
1− e−piλ2θ
2
]
E2,
kde jsme pouzˇili oznacˇen´ı pt0 (E1) jako oznacˇen´ı pravdeˇpodobnosti nameˇrˇen´ı energie E1 v po-
cˇa´tecˇn´ım stavu, a tedy stˇredn´ı disipovane´ teplo v tomto prˇ´ıpadeˇ mu˚zˇeme zave´st jako
〈Q〉 = 〈E〉t − 〈E〉t0 = (pt0 (E1)− pt0 (E2))
1 + e−
piλ
2θ
2
∆E, (5.2.14)
cozˇ mu˚zˇeme take´ cha´pat jako stˇredn´ı disipovane´ teplo stˇredovane´ prˇes trajektorie meˇrˇen´ı, kdy
ma´me specifikovane´, co meˇrˇ´ıme, ale nezaj´ıma´ na´s vy´sledek toho co nameˇrˇ´ıme. Pokud bychom
prˇidali dalˇs´ı interval meˇrˇen´ı πθ , tak by se role trajektori´ı se sudy´m a lichy´m pocˇtem prˇeskok˚u
obrac´ı vzhledem k zachova´n´ı cˇi zmeˇneˇ energeticke´ho stavu, a z tohoto d˚uvodu se pak krom
exponentu v exponencia´le zmeˇn´ı i zname´nko prˇed n´ı.
Cˇı´m se vsˇak cela´ situace znacˇneˇ zkomplikuje, je pokud bychom chteˇli prˇiˇradit disipovane´
teplo jednotlivy´m vy´sledk˚um meˇrˇen´ı a vy´sledne´ stˇredn´ı disipovane´ teplo pak interpretovat jako
stˇredeva´n´ı disipovane´ho tepla prˇes vsˇechny mozˇne´ vy´sledky meˇrˇen´ı. Intuice na´m naznacˇuje,
zˇe v prˇ´ıpadeˇ meˇrˇen´ı po dobu takove´ho intervalu, kdy na konci opeˇt meˇrˇ´ıme v energeticke´
ba´zi, stacˇ´ı zva´zˇit pocˇet zmeˇn stavu a jaky´ stav byl na zacˇa´tku a prˇiˇradit mu jednu z vah
−∆E, 0,∆E, podle prˇ´ıslusˇne´ situace. Po prˇescˇ´ıta´n´ı pak dostaneme shodny´ vy´sledek s prˇed-
choz´ım prˇ´ıpadem. Jak jsme jizˇ v diskutovali u rovnice (5.2.11), nab´ızela se tam ota´zka, zda-li
nen´ı mozˇne´ prˇiˇradit disipovane´ teplo dane´ trajektorii pouze pohledem na pomeˇry rychlost´ı
prˇechod˚u. Zde jsme uka´zali, zˇe kl´ıcˇovou roli v nasˇem prˇ´ıpadeˇ hraje sp´ıˇse pocˇet skok˚u a doba
cˇasove´ho vy´voje, nezˇ rychlosti prˇechod˚u jezˇ jsou v obou smeˇrech stejne´.
Dalˇs´ı ota´zka pak zn´ı, jak prˇistupovat k proble´mu, kdy na konci nekoncˇ´ıme v energeticke´
ba´zi, ale provedeme do n´ı dodatecˇne´ meˇrˇen´ı. Pro tuto situaci je vhodne´ spocˇ´ıst obdobu zmeˇny
stˇredn´ı energie v prˇ´ıpadeˇ, kdy na´s nezaj´ıma´, co jsme nameˇrˇili cestou. V takove´m prˇ´ıpadeˇ jsou
jednotlive´ pravdeˇpodobnosti rovny
P (E (t0) = E1, E (t) = E1) = pt0 (E1)
1 + exp
[
−λ2
(
(t− t0)− sin(2θ(t−t0))2θ
)]
2
1 + cos (θ (t− t0))
2
+
+ pt0 (E1)
1− exp
[
−λ2
(
(t− t0)− sin(2θ(t−t0))2θ
)]
2
1− cos (θ (t− t0))
2
,
P (E (t0) = E1, E (t) = E2) = pt0 (E1)
1 + exp
[
−λ2
(
(t− t0)− sin(2θ(t−t0))2θ
)]
2
1− cos (θ (t− t0))
2
+
+ pt0 (E1)
1− exp
[
−λ2
(
(t− t0)− sin(2θ(t−t0))2θ
)]
2
1 + cos (θ (t− t0))
2
,
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P (E (t0) = E2, E (t) = E2) = pt0 (E2)
1 + exp
[
−λ2
(
(t− t0)− sin(2θ(t−t0))2θ
)]
2
1 + cos (θ (t− t0))
2
+
+ pt0 (E2)
1− exp
[
−λ2
(
(t− t0)− sin(2θ(t−t0))2θ
)]
2
1− cos (θ (t− t0))
2
,
P (E (t0) = E2, E (t) = E1) = pt0 (E2)
1 + exp
[
−λ2
(
(t− t0)− sin(2θ(t−t0))2θ
)]
2
1− cos (θ (t− t0))
2
+
+ pt0 (E2)
1− exp
[
−λ2
(
(t− t0)− sin(2θ(t−t0))2θ
)]
2
1 + cos (θ (t− t0))
2
,
cozˇ da´va´ stejny´m postupem jako v prˇedchoz´ım prˇ´ıpadeˇ stˇredn´ı disipovane´ teplo
〈Q〉 = 1
2
(pt0 (E1)− pt0 (E2))
(
1− exp
[
−λ
2
(
(t− t0)− sin (2θ (t− t0))
2θ
)]
cos (θ (t− t0))
)
∆E,
cozˇ je prˇ´ımy´m zobecneˇn´ım vztahu (5.2.14). Snadno se pak derivac´ı podle celkove´ doby meˇrˇen´ı
prˇesveˇdcˇ´ıme, zˇe stˇredn´ı disipovane´ teplo naby´va´ loka´ln´ıch extre´mu˚ za jedne´ z teˇchto podmı´nek
sin (θ (t− t0)) = 0,
sin (2θ (t− t0)) = −2θ
λ
,
kde prˇ´ıpad θ (t− t0) = π se jev´ı jako globa´ln´ı maximum. Dalˇs´ım snadno odpozorovatelny´m
faktem je, zˇe stˇredn´ı disipovane´ teplo jde v limiteˇ nekonecˇne´ho spojite´ho meˇrˇen´ı k
〈Q〉 = 1
2
(pt0 (E1)− pt0 (E2))∆E.
Tı´mto vy´pocˇtem jsme doka´zali, zˇe pokud neskoncˇ´ım v energeticke´ ba´zi, nic se nedeˇje a opeˇt
mu˚zˇeme ohodnotit jednotlive´ trajektorie jako ∆E, 0,−∆E, s t´ım, zˇe mus´ıme zohlednit kon-
covy´ stav trajektorie, respektive, abychom byli prˇesneˇjˇs´ı, na´hle´ zmeˇrˇen´ı na konci do energe-
ticke´ho nema´ vliv na stˇredn´ı teplo. Prˇi ohodnocova´n´ı jednotlivy´ch trajektori´ı disipovany´m
teplem pak mu˚zˇeme postupovat stejneˇ jako v prˇedesˇle´m prˇ´ıpadeˇ, jen mus´ıme zohlednit skok
do energeticke´ ba´ze ve zname´nku cele´ho prˇ´ıspeˇvku. Tj. pokud za´veˇrecˇny´ skok je o u´hel v´ıce
nezˇ π2 , ota´cˇ´ıme zname´nko, a v prˇ´ıpadeˇ skoku o
π
2 nen´ı pak disipovane´ teplo za´visle´ na pocˇtu
skok˚u mezi stavy, ale za´vis´ı pouze na koncove´m a pocˇa´tecˇn´ım stavu. Podobne´ argumenty pak
jde pouzˇ´ıt i v prˇ´ıpadeˇ, zˇe protokol meˇrˇen´ı se meˇn´ı spojiteˇ v cˇase s prˇ´ıpadny´m domeˇrˇen´ım na
konci do energeticke´ ba´ze.
Jak jsme prˇed chv´ıl´ı uka´zali, prˇi ohodnocova´n´ı jednotlivy´ch skok˚u, kdy v pr˚ubeˇhu meˇrˇen´ı
dosˇlo ke zmeˇneˇ ba´ze toho, co meˇrˇ´ım skokem do ba´ze kolme´, dosta´va´me poneˇkud patologickou
situaci, v podobeˇ toho, zˇe syste´m zapomeˇl na svoj´ı historii azˇ do te´to doby a chova´ se jako by
byl na zacˇa´tku v nekonecˇneˇ teplotn´ım stavu. Du˚sledkem takove´ho chova´n´ı pak je, zˇe ztra´c´ıme
aditivn´ı vlastnost pro na´mi zvoleny´ zp˚usob prˇiˇrazova´n´ı tepla jednotlivy´m trajektori´ım. Tj.
neplat´ı v obecne´m prˇ´ıpadeˇ
Qt0,t2 [ω] = Qt0,t1 [ω] +Qt1,t2 [ω] .
Toto na´m naznacˇuje, zˇe ani druhy´ na´mi zvoleny´ zp˚usob nen´ı vhodny´ pro popis velicˇin za´vi-
sej´ıc´ıch na trajektori´ıch, jako jsou teplo a pra´ce. Proble´m, ktery´ se zde vyskytuje, a ktery´ se
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nevyskytuje v klasicke´m prˇ´ıpadeˇ, je pra´veˇ zp˚usoben povahou kvantove´ho meˇrˇen´ı. Tedy for-
mulace tepla a pra´ce jako velicˇiny za´visej´ıc´ı na trajektorii je i nada´le otevrˇeny´m proble´mem
a nelze postupovat analogicky s klasickou formulac´ı.
5.2.3 Prˇ´ıklad: Disipace
Nejprve zkus´ıme zkonstruovat model komplementa´rn´ı k prˇedchoz´ımu prˇ´ıpadu a odpov´ıdaj´ıc´ı
cˇiste´ disipaci. Cˇistou disipac´ı rozumı´me relaxac´ı do jednoho z energeticky´ch stav˚u, bez ohledu
na na off-diagona´ln´ı elementy matice hustoty. Pro tento rezˇim odpov´ıda´ matice cˇasove´ho
vy´voje (opeˇt bez cˇa´sti odpov´ıdaj´ıc´ı hamiltonia´nu)
C =
 0 0 00 0 0
0 0 λ
 ,
kde λ > 0 a vektor hustoty, ke ktere´mu konverguje
~ρ∞ = (0, 0, p∞ (E1)− p∞ (E2)) ,
kde p∞ (E) znacˇ´ı pravdeˇpodobnost vy´skytu syste´mu v energeticke´m stavu E v prˇ´ıpadeˇ, zˇe
syste´m je ve staciona´rn´ım stavu.
Acˇkoliv, se zda´ tento prˇ´ıklad dobrˇe zadefinovany´, je bohuzˇel nefyzika´ln´ı, proble´mem je
podmı´nka na to, aby rychlosti prˇechodu vystupuj´ıc´ı v dekoherencˇn´ım funkciona´lu (5.2.8) byly
vzˇdy kladne´. Plat´ı totizˇ
~ω · C · (~ω − ρ∞) = λω3 (ω3 − p∞ (E1) + p∞ (E2)) ,
kde ma´me mozˇnost volby ω3. Stacˇ´ı zvolit ω3 < p∞ (E1) − p∞ (E2) a dosteneme rychlost
prˇechodu za´pornou. To ukazuje, zˇe tato naivn´ı konstrukce nen´ı konzistentn´ı.
Rˇesˇen´ım prˇedesˇle´ho proble´mu, je opustit tuto naivn´ı volbu a prˇidat k disipaci i dekoherenci.
Vezmeˇme proto dynamiku rˇ´ızenou matic´ı
C =
 12λ − 1~∆E 01
~
∆E 12λ 0
0 0 λ
 ,
se staciona´rn´ı distribuc´ı
~ρ∞ =
(
0, 0, ρ3∞
)
= (0, 0, p∞ (E1)− p∞ (E2)) .
Nejprve se pod´ıvejme na to, co jsme prˇedesˇle´mu modelu vyty´kali, tj. na rychlosti prˇechodu
~ω · C · (~ω − ρ∞) = λ
2
(
~ω · (~ω − ~ρ∞) +
(
ω3
)2 − ω3ρ3∞) ,
cozˇ po rozepsa´n´ı da´va´
~ω · C · (~ω − ρ∞) = λ
2
(
1 +
(
ω3
)2 − 2ω3ρ3∞) = λ2 [(ω3 − ρ3∞)2 + 1− (ρ3∞)2] ,
cozˇ je vzˇdy neza´porne´ s minimem ~ω = ~ρ∞.
68
Nyn´ı opeˇt provedeme rozbor dane´ konfigurace a pokus´ıme se z´ıskat korelacˇn´ı matici vy-
stupuj´ıc´ı ve tvaru Lindbladtovy´ch genera´tor˚u (5.1.12). Jako prvn´ı opeˇt urcˇ´ıme podle (5.1.16)
vektor
~v = (0, 0,−λ (p∞ (E1)− p∞ (E2))) .
Z neˇho pak s pomoc´ı rovnice (5.1.13) urcˇ´ıme antisymetrickou cˇa´st korelacˇn´ı matice
2
(
γA12 − γA21
)
= 4γA12 = v
3,
zbyle´ cˇleny anitisymetricke´ cˇa´sti jsou nulove´. Da´le pak podle rovnice (5.2.9) dopocˇ´ıta´me sy-
metrickou cˇa´st a cela´ korelacˇn´ı matice pak naby´va´ tvaru
γ =
 14λ − i4λ (p∞ (E1)− p∞ (E2)) 0i
4λ (p∞ (E1)− p∞ (E2)) 14λ 0
0 0 0
 .
Abych mohli le´pe zrekonstruovat tvar interakce, tak budeme pro zacˇa´tek prˇedpokla´dat, zˇe
v interakci vystupuj´ı kreacˇn´ı a anihilacˇn´ı opera´tory na dvouhladinove´m syste´mu5. Tj.
A1 = a
† =
(
0 0
1 0
)
,
A2 = a =
(
0 1
0 0
)
.
Pak vzhledem k obecne´mu tvaru korelacˇn´ı matice (5.2.1) z´ıska´me vztahy
γ11 (∆E) + γ22 (−∆E) = λ,
γ11 (∆E)− γ22 (−∆E) = −λ (p∞ (E1)− p∞ (E2)) ,
cozˇ po drobne´ u´praveˇ da´va´
γ11 (∆E) = λp∞ (E2) ,
γ22 (−∆E) = λp∞ (E1) .
Jak je patrne´ z konstrukce, v interakcˇn´ım hamiltonia´nu mezi rezervoirem a syste´mem, ma´me
cˇleny typu
HI =
√
λ
(
a†b+ a b†
)
,
kde
√
λ je s´ıla interakce, a† a a jsou kreacˇn´ı a anihilacˇn´ı opera´tory na hilbertoveˇ prostoru
odpov´ıdaj´ıc´ı syste´mu a b† s b jsou kreacˇn´ı a anihilacˇn´ı opera´tory na termodynamicke´ la´zni.
Tento tvar disipace s dekoherenc´ı ma´ take´ tu vy´hodu, zˇe interakcˇn´ı hamitlonia´n mezi syste´-
mem a la´zn´ı ma´ tvar fermion-fermionove´/bosonove´ interakce, bez dalˇs´ıch cˇlen˚u. Pro meˇrˇen´ı
v energeticke´ ba´zi, vzhledem k tomu, zˇe dekoherence do teˇchto cˇlenu˚ neprˇisp´ıva´ ma´ stejne´
vy´sledky jako cˇista´ disipace.
5V tomto prˇ´ıpadeˇ se jedna´ o syste´m s fermionovou charakteristikou, nebot’ plat´ı
˘
a†, a
¯
= 1. Da´ se snadno
uka´zat, zˇe neexistuje takova´ volba matic 2x2, ktera´ by zajistila, zˇe se bude jednat o syste´m s bosonovou
charakteristikou
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Zby´va´ tedy urcˇit posledn´ı sadu parametr˚u tak, aby platilo (opeˇt na za´kladeˇ rovnice (5.2.1)
a porovna´n´ım s korelacˇn´ı matic´ı)∑
α,β
γαβ (0) (a
α
11 − aα22)∗
(
a
β
11 − aβ22
)
= −λ,
kde je vhodne´ si vsˇimnout, zˇe i v prˇ´ıpadeˇ, zˇe budeme uvazˇovat interakci zprostˇredkovanou
vazbou skrze jeden stupen volnosti, je zde nadbytek volny´ch konstant viz
γ33 (0)
∣∣a311 − a322∣∣2 = −λ.
Vhodna´ volba pak je
γ33 (0) = −1,
a311 =
1
2
√
λ,
a322 = −
1
2
√
λ.
Tı´mto bysme meˇli probra´no jaky´ typ interakce dane´ chova´n´ı mu˚zˇe zp˚usobit. Vy´sledny´ tvar
disipa´toru pak bude
D∗ [ρ] = λp∞ (E2)
[(
0 0
1 0
)
ρ
(
0 1
0 0
)
− 1
2
{(
1 0
0 0
)
, ρ
}]
+
+ λp∞ (E1)
[(
0 1
0 0
)
ρ
(
0 0
1 0
)
− 1
2
{(
0 0
0 1
)
, ρ
}]
,
po rozepsa´n´ı do slozˇek pak ma´me
D∗ [ρ] = −λ
(
p∞ (E2) ρ11 − p∞ (E1) ρ22 12ρ12
1
2ρ21 p∞ (E1) ρ22 − p∞ (E2) ρ11
)
,
a snadno se dovt´ıp´ıme, zˇe dua´ln´ı genera´tor cˇasove´ho vy´voje ma´ tvar
D [X] = −λ
(
p∞ (E2) (X11 −X22) 12X12
1
2X21 p∞ (E1) (X22 −X11)
)
.
Nyn´ı se proto budeme veˇnovat dalˇs´ım aspekt˚um te´to situace.
Opeˇt je snadne´ nahle´dnout, zˇe pro staciona´rn´ı stav plat´ı
D∗ [Xρ] = D [X] ρ,
A tedy snadno mu˚zˇeme spocˇ´ıst
Tr
[
X†D [Y ] ρ
]
=− λp∞ (E1) p∞ (E2) (Y11 − Y22) (X∗11 −X∗22)
− λ
2
(Y12X
∗
12p∞ (E2) + Y21X
∗
21p∞ (E1)) ,
kde ve specia´ln´ım prˇ´ıpadeˇ dostaneme
Tr [P (E1)D [P (E2)] ρ] = λp∞ (E1) p∞ (E2) ,
Tr [P (E2)D [P (E1)] ρ] = λp∞ (E1) p∞ (E2) .
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Kde vid´ıme, zˇe samotne´ rychlosti prˇechodu jsou
k (E1, E2) = λp∞ (E2) ,
k (E2, E1) = λp∞ (E1) ,
ktere´ pak da´vaj´ı detailn´ı rovnova´hu ve tvaru
k (E1, E2)
k (E2, E1)
=
p∞ (E2)
p∞ (E1)
.
Dalˇs´ı veˇc, na kterou se budeme soustˇredit je dekoherencˇn´ı funkciona´l. Zde nejprve za-
cˇneme opeˇt od teˇch nejjednodusˇsˇ´ıch situac´ı po ty slozˇiteˇjˇs´ı. Prvn´ım rezˇimem je spojite´ meˇrˇen´ı
v energeticke´ ba´zi, tj. v nasˇ´ı notaci
∀t′ > 0 : ~ω (t′) ‖ ~ω∞.
V tomto rezˇimu spocˇteme nejprve pravdeˇpodobnost, zˇe syste´m z˚ustane na urcˇite´ energeticke´
hladineˇ.
P (ω) =
‖~ρ∞‖+ χ~ρ∞ · ~ρ
2 ‖~ρ∞‖ exp
[
−1
2
(t− t0) 1− χ ‖~ρ∞‖‖~ρ∞‖2
~ρ∞ · C · ~ρ∞
]
.
Pro specia´ln´ı prˇ´ıpad staciona´rn´ıho stavu ρ = ρ∞ pak ma´me
P (ω) =
[
1 + χ
2
p (E1) +
1− χ
2
p (E2)
]
exp
[
−λ (t− t0)
(
1− χ
2
p (E1) +
1 + χ
2
p (E2)
)]
.
Pokud budeme sledovat prevdeˇpodobnostn´ı mı´ru trajektori´ı, ve ktery´ch docha´z´ı ke skok˚um
z jedne´ energeticke´ hladiny na druhou, dostaneme
DP (ω) =
‖~ρ∞‖+ χ (t0) ~ρ∞ · ~ρ
2 ‖~ρ∞‖
∏
si∈I
dsi λ
[
1− χ (si)
2
p∞ (E1) +
1 + χ (si)
2
p∞ (E2)
]
×
× exp
−λ tfin∫
t0
ds
(
1− χ (s)
2
p∞ (E1) +
1 + χ (s)
2
p∞ (E2)
) ,
cozˇ odpov´ıda´ rˇezˇimu chova´n´ı zna´me´ho z klasicke´ mechaniky. Pokud vezmeme stejnou situaci
z pohledu cˇasove´ inverze, tak podle vztahu (5.2.11) dostaneme
DP (ω)
DP (Θω)
=
‖~ρ∞‖+ χ (t0) ~ρ∞ · ~ρ
‖~ρ∞‖+ χ (tfin) ~ρ∞ · ~ρ#
∏
s∈I
1−χ(s)
2 p∞ (E1) +
1+χ(s)
2 p∞ (E2)
1+χ(s)
2 p∞ (E1) +
1−χ(s)
2 p∞ (E2)
,
kde v obecneˇjˇs´ım prˇ´ıpadeˇ by zde byl pomeˇr rychlost´ı prˇechodu typu ~ω · C · (~ω − ~ρ∞).
Vid´ıme, zˇe tento prˇ´ıklad ma´ rˇadu aspekt˚u klasicky´ch. Kvantove´ projevy pak opeˇt jako
v prˇedesˇle´m prˇ´ıpadeˇ najdeme v prˇ´ıpadeˇ merˇen´ı do ba´ze, ktera´ nen´ı energetickou. Opeˇt se
omez´ıme na specia´ln´ı prˇ´ıpad, kdy pomalu konstantn´ı rychlost´ı prˇecha´z´ım z jedne´ ba´ze do
dalˇs´ı, tj. pro protokol meˇrˇen´ı plat´ı
∀t′ ≥ t0 : ~ϕ
(
t′
)
=
(
sin
(
θ
(
t′ − t0
))
, 0, cos
(
θ
(
t′ − t0
)))
.
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Da´le pak spocˇteme mı´ru na trajektori´ıch, ktera´ ma´ v tomto konkre´tn´ım prˇ´ıpadeˇ tvar
DP (χ; ~ϕ) =
[
dt1
λ
4
(
1 + cos2 (θ (t1 − t0))− 2χ (t1) cos (θ (t1 − t0)) ρ3∞
)]×
×
[
dt2
λ
4
(
1 + cos2 (θ (t2 − t0))− 2χ (t2) cos (θ (t2 − t0)) ρ3∞
)]×
...
×
[
dtN
λ
4
(
1 + cos2 (θ (tN − t0))− 2χ (t3) cos (θ (tN − t0)) ρ3∞
)]×
× 1 + χ (t0) ~ϕ (t0) · ~ρ (t0)
2
×
× exp
−λ
4
t∫
t0
dt′
(
1 + cos2
(
θ
(
t′ − t0
))− 2χ (t′) cos (θ (t′ − t0)) ρ3∞)
 ,
Dosazen´ım takto charakterizovane´ mı´ry do symetrie (5.2.11), explicitn´ıho tvaru ρ3∞ dostaneme
P (χ; ~ϕ)
P (χ; ~ϕ)
=
∏
t
1 + cos2 (θ (t1 − t0))− 2χ (t1) cos (θ (t− t0)) (p∞ (E1)− p∞ (E2))
1 + cos2 (θ (t− t0)) + 2χ (t1) cos (θ (t− t0)) (p∞ (E1)− p∞ (E2)) ,
z cehozˇ je patrne´, zˇe k relaxaci nedochaz´ı pokud meˇrˇ´ıme do ba´ze kolme´ k energeticke´ a naopak
docha´z´ı k n´ı nejrychleji v energeticke´ ba´zi. Opeˇt tedy dosta´va´me netrivia´ln´ı vy´sledky, ktere´
nejsou v klasicke´m rezˇimu mozˇne´. Ukazuje se, zˇe to meˇrˇen´ım v pr˚ubeˇhu cˇasove´ho mu˚zˇeme
regulovat dynamiku, cozˇ je prvek oproti klasicke´ fyzice novy´.
Na prˇ´ıkladech jsme uka´zali, zˇe pochopen´ı vlivu meˇrˇen´ı v kvantove´ mechanice na otevrˇene´
syste´my je kl´ıcˇove´ pro mozˇne´ formulovan´ı fluktuacˇn´ıch symetri´ı a pojmu˚ typu pra´ce a teplo,
ktere´ v klasicke´ fyzice za´visej´ı na trajektori´ıch. Tedy, konzistencˇn´ı definice teˇchto velicˇin (nejen
jejich stˇredn´ıch hodnot, ale i jejich fluktuac´ı), z˚usta´va´ otevrˇeny´m proble´mem. V te´to pra´ci
jsme se nezaby´vali syste´my, ktere´ jsou v kontaktu s v´ıce rezervoa´ry, acˇkoliv je to v principu
mozˇne´, nebot’ v Blochoveˇ reprezentaci je prˇida´n´ı dalˇs´ıho rezervoa´ru ekvivalentn´ı prˇicˇten´ı
dalˇs´ıch cˇlen˚u k matici cˇasove´ho vy´voje C a ekvivalentn´ımu upraven´ı vektoru hustoty ~ρ∞.
Studium teˇchto model˚u, stejneˇ jako model˚u s vysˇsˇ´ım spinem, pro neˇzˇ detailn´ı rovnova´ha nen´ı
ekvivalentn´ı podmı´nce stacionarity, by pak umozˇnilo analyzovat fyzika´lneˇ relevantn´ı syste´my
popisuj´ıc´ı kvantovy´ transport.
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Kapitola 6
Za´veˇr
V te´to pra´ci jsme studovali neˇktere´ modely otevrˇeny´ch kvantovy´ch syste´mu˚ z hlediska jejich
chova´n´ı v˚ucˇi cˇasove´ inverzi. Nalezli jsme symetrii dekoherencˇn´ıho funkciona´lu jako d˚usledek
obecne´ formulace detailn´ı rovnova´hy pro jistou tˇr´ıdu trajektori´ı. Tato symetrie je kvanto-
vy´m zobecneˇn´ım invariance klasicke´ dra´hove´ mı´ry pro rovnova´zˇne´ procesy. Jistou nevy´hodou
je, zˇe jej´ı platnost je velmi omezena´. Tato omezen´ı jsme se pokusili cˇa´stecˇneˇ odstranit stu-
diem jednoduchy´ch model˚u, kde jsme s vy´hodou vyuzˇili Blochovu vektorovou reprezentaci
spinovy´ch syste´mu˚. Uka´zalo se, zˇe na rozd´ıl od klasicke´ situace, mı´ra narusˇen´ı cˇasove´ inverze
u kvantovy´ch otevrˇeny´ch syste´mu˚, nemus´ı by´t v bezprostˇredn´ı relaci k prˇ´ımo meˇrˇitelny´m
termodynamicky´m velicˇina´m jako je zmeˇna entropie, pra´ce nebo tepla. Podstatnou roli zde
hraje ryze kvantovy´ proces meˇrˇen´ı. Tato pra´ce odkry´va´ i neˇkolik otevrˇeny´ch proble´mu˚:
1. Zat´ımco tato pra´ce diskutovala vy´hradneˇ dynamiku syste´mu˚ v termodynamicke´ rovno-
va´ze s jedn´ım rezervoa´rem a relaxaci do te´to rovnova´hy, zaj´ımaveˇjˇs´ım prˇ´ıpadem je inter-
akce syste´mu s veˇtˇs´ım pocˇtem rezervoa´r˚u mimo termodynamickou rovnova´hu (kvantovy´
transport). Tyto procesy take´ umozˇnˇuj´ı diskutovat platnost fluktuacˇn´ıch relac´ı ve sta-
ciona´rn´ım rezˇimu.
2. Zby´va´ takte´zˇ prove´st detailneˇjˇs´ı rozbor off-diagona´ln´ıch komponent dekoherencˇn´ıho
funkciona´lu pro modely studovane´ v kapitole 5. Tento proble´m je relevantn´ı, protozˇe
kompletn´ı dekoherencˇn´ı funkciona´l obsahuje informaci o volne´m vy´voji syste´mu a o
kvantove´ koherenci mezi jednotlivy´mi trajektoriemi.
3. Otevrˇeny´m proble´mem take´ z˚usta´va´ porozumeˇn´ı vztahu mezi prˇ´ıstupem studovany´m
v te´to pra´ci a dalˇs´ımi prˇ´ıstupy jako je metoda u´plne´ transportn´ı statistiky [FNB+08]
nebo metoda kvantovy´ch subansa´mbl˚u (viz [AN04]).
Prˇestozˇe se tedy v te´to pra´ci nepodarˇilo doj´ıt k definitivn´ım za´veˇr˚um, podarˇilo se cˇa´stecˇneˇ
identifikovat kriticka´ mı´sta bra´n´ıc´ı formulaci fluktuacˇn´ıch relac´ı ve stejne´ obecnosti, jako je
tomu pro klasicke´ otevrˇene´ syste´my.
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Dodatky
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Dodatek A
Du˚kaz vztahu mezi Gibbsovou
a Shannonovou entropi´ı
Chceme doka´zat, zˇe Shannonova entropie, za dane´ho rozdeˇlen´ı na makrostavech µˆ naby´va´
extre´mu, praveˇ tehdy kdyzˇ je rovna Gibbsoveˇ entropii. Tedy forma´lneˇ, chceme doka´zat vztah
(2.2.7) ve tvaru
SG (µˆ) = sup
ν:pˆ[ν]=µˆ
S (ν)
Du˚kaz se nese v duchu hleda´n´ı extre´mu s pouzˇit´ım Lagrangeovy´ch multiplika´tor˚u. Hleda´me
extre´m Shannonovy entropie s vazbou
∀m : ν (Ωm) = µˆ (m) , (A.1)
kterou da´le prˇep´ıˇseme do podoby integra´lu prˇes konfiguracˇn´ı prostor na´sleduj´ıc´ım zp˚usobem
∀m : µˆ (m)−
∫
Ω
dρ (x)
dν
dρ
(x)χm (x) = 0,
kde χm je charakteristicka´ funkce mnozˇiny Ωm. Variace vazby pak odpov´ıda´
δ
µˆ (m)− ∫
Ω
dρ (x)
dν
dρ
(x)χm (x)
 = −δ
∫
Ω
dρ (x)
dν
dρ
(x)χm (x)

= −
∫
Ω
dρ (x) δ
[
dν
dρ
]
(x)χm (x) .
Obdobneˇ pak variace Shannonovy entropie (2.2.3) odpov´ıda´
δS (ν) = −δ
∫
Ω
dν (x) ln
dν
dρ
(x)

= −
∫
Ω
dρ (x) δ
[
dν
dρ
(x) ln
dν
dρ
(x)
]
= −
∫
Ω
dρ (x) δ
[
dν
dρ
]
(x)
[
ln
dν
dρ
(x) + 1
]
.
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Slozˇen´ım pak dosta´va´me podmı´nku na extre´m v podobeˇ
−
∫
Ω
dρ (x) δ
[
dν
dρ
]
(x)
[
ln
dν
dρ
(x) + 1
]
= −
∑
m
λm
∫
Ω
dρ (x) δ
[
dν
dρ
]
(x)χm (x) ,
cozˇ vyja´drˇ´ıme jako∫
Ω
dρ (x) δ
[
dν
dρ
]
(x)
[
ln
dν
dρ
(x) + 1−
∑
m
λmχm (x)
]
= 0.
Da´le pak jizˇ stacˇ´ı rˇesˇit rovnici
∀x ∈ Ω : ln dν
dρ
(x) + 1−
∑
m
λmχm (x) = 0,
kde rˇesˇen´ı se na´m nab´ız´ı ve tvaru
∀x ∈ Ω : dν
dρ
(x) =
∑
m
χm (x) e
λm−1.
Dosazen´ım do rovnic vazby (A.1) pak dosta´va´me podmı´nku na koeficienty λm ve tvaru
eλm−1 =
µˆ (m)
ρ (Ωm)
.
Zpeˇtny´m dosazen´ım do vy´sledku pak shleda´va´me extre´m pro prˇ´ıpad ν = µˆ × ρ dle defi-
nice (2.2.2) a tedy Gibbsova entropie maximalizuje entropii Shannonovu v prˇ´ıpadeˇ zna´me´ho
rozlozˇen´ı pravdeˇpodobnosti na makrostavech.
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Dodatek B
Vlastnosti antilinea´rn´ıch opera´tor˚u.
Cˇasova´ inverze.
Tento dodatek je rozsˇ´ıˇren´ım dodatku Antilinea´rn´ı opera´tory v knize [For04] se zameˇrˇen´ım
na opera´tor cˇasove´ inverze T. Antilinea´rn´ı opera´tor T je takovy´, jezˇ pro kazˇde´ X, Y a kazˇde´
a, b ∈ C splnˇuje
T (aX + bY ) = a∗T (X) + b∗T (Y ) ,
kde a∗ znacˇ´ı komplexneˇ sdruzˇene´ a. Pro takto zavedeny´ antilinea´rn´ı opera´tor pak plat´ı na´sle-
duj´ıc´ı sada rovnic
|Tφ〉 ≡ T |φ〉 =
∑
m,n
〈φ|ψn〉T (ψ)mn |ψm〉 , (B.1)
〈ξ|Tϕ〉 =
∑
m,n
〈ξ|ψm〉 〈ϕ|ψn〉T (ψ)mn , (B.2)
〈Tξ|ϕ〉 =
∑
m,n
〈ψm|ϕ〉 〈ψn|ξ〉
(
T (ψ)mn
)∗
, (B.3)
〈ϕ|Tχ〉 =
〈
χ|T†ϕ
〉
=
〈
T†ϕ|χ
〉∗
, (B.4)
kde prvn´ı rovnice vyjadrˇuje definici maticovy´ch element˚u, druha´ a tˇret´ı pak reprezentuj´ı
skala´rn´ı soucˇin zleva a zprava a posledn´ı pak vzejde z porovna´n´ı prˇedesˇly´ch dvou. Tyto vztahy
plat´ı obecneˇ pro antilinea´rn´ı opera´tor. Pro cˇasovou inverzi T, ktera´ je antiunita´rn´ı pak plat´ı
jesˇteˇ vztahy
T†T = I,
T2 = ±I,
kde prvn´ı je vy´sˇe zmı´neˇna´ antiunitarita a druhy´ je pak specificky´ konkre´tneˇ pro opera´tor
cˇasove´ inverze, z ktere´ho pak prˇ´ımo plyne
T† = ±T. (B.5)
Nyn´ı odvod´ıme dalˇs´ı uzˇitecˇny´ vztah, ktery´ se ty´ka´ hermitovske´ho sdruzˇen´ı a cˇasove´ in-
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verze. Meˇjme (
T†AT
)†
=
(∑
m,n
|ψm〉
〈
ψm
∣∣∣T†AT∣∣∣ψn〉 〈ψn|
)†
=
∑
m,n
|ψn〉 〈ψm|
〈
ψm|T†ATψn
〉∗
,
s vyuzˇit´ım vztahu (B.4) pak dosta´va´me(
T†AT
)†
=
∑
m,n
|ψn〉 〈ψm| 〈Tψm|ATψn〉 .
Da´le prˇejdeme od ba´ze |ψn〉 k ba´zi |χn〉 = |Tψn〉, cozˇ jde pra´veˇ d´ıky tomu, zˇe T je antiunita´rn´ı,
spolu s vyuzˇit´ım definice (B.1) pak dostaneme(
T†AT
)†
=
∑
m,n
∣∣∣T†χn〉〈χn ∣∣∣A†∣∣∣χm〉〈T†χm∣∣∣
=
∑
m
T†A† |χm〉
〈
T†χm
∣∣∣
Posledn´ı rovnici pak dopln´ıme o jednotku na konci a pouzˇijeme (B.3)(
T†AT
)†
=
∑
m,n
T†A† |χm〉
〈
T†χm|χn
〉
〈χn|
=
∑
m,n,a,b
T†A† |χm〉 〈χa|χn〉 〈χb|χm〉
(
T †
)∗
ab
〈χn|
=
∑
m,n
T†A† |χm〉
(
T †
)∗
nm
〈χn|
=
∑
m,n
T†A† |χm〉Tmn 〈χn|
Ve vy´sledku pak po pouzˇit´ı definice (B.1) dosta´va´me(
T†AT
)†
= T†A†T. (B.6)
Nakonec se budeme veˇnovat chova´n´ı stopy s cˇasovou inverz´ı, opeˇt s vyuzˇit´ım vztahu (B.4)
Tr
[
T†AT
]
=
∑
n
〈
ψn
∣∣∣T†AT∣∣∣ψn〉
=
∑
n
〈
ψn|T†ATψn
〉
=
∑
n
〈ATψn|Tψn〉
=
∑
n
〈
Tψn
∣∣∣A†∣∣∣Tψn〉 ,
cozˇ ve vy´sledku pak vede k
Tr
[
T†AT
]
= Tr
[
A†
]
. (B.7)
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Dodatek C
Strukturn´ı koeficienty
C.1 Seznam strukturn´ıch koeficient˚u
C.1.1 Spin 1
2
tj. N = 2
Genera´tory grupy jsou Pauliho matice
F1 =
(
0 1
1 0
)
, F2 =
(
0 −i
i 0
)
, F3 =
(
1 0
0 −1
)
.
Symetricke´ strukturn´ı koeficienty jsou pak nulove´
dijk = 0.
A antisymetricke´ jsou rovny Levi-Civita symbolu tj.
fijk = ǫijk
f123 = f312 = f231 = 1
f132 = f213 = f321 = −1
fjinak = 0
C.1.2 Spin 1 tj. N = 3
Genera´tory jsou Gel-Manovy matice
F1 =
 0 1 01 0 0
0 0 0
 , F2 =
 0 −i 0i 0 0
0 0 0
 , F3 =
 1 0 00 −1 0
0 0 0
 ,
F4 =
 0 0 10 0 0
1 0 0
 , F5 =
 0 0 −i0 0 0
i 0 0
 , F6 =
 0 0 00 0 1
0 1 0
 ,
F7 =
 0 0 00 0 −i
0 i 0
 , F8 = 1√
3
 1 0 00 1 0
0 0 −2
 .
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Strukturn´ı koeficienty jsou pak (neuva´d´ıme symetricke´ partnery a nulove´ koeficinty)
f123 = 1,
f458 = f678 =
√
3
2
,
f147 = f165 = f246 = f257 = f345 = f376 =
1
2
,
d888 = −
√
3
3
,
d247 = d366 = d377 = −1
2
,
d118 = d228 = d338 =
√
3
3
,
d448 = d558 = d668 = d778 = −
√
3
6
,
d146 = d157 = d256 = d344 = d355 =
1
2
.
C.2 Struktura matice M
Je zde rozvedena analy´za struktury matice M z (5.1.14) studiem strukturn´ıch koeficient˚u
(repsektive jejich soucˇin˚u). Matice M je definovana´ jako
Mnk =
∑
ijm
γAij (dikmfmjn − djkmfmin) .
Cı´lem je rozdeˇlit matici na symetrickou a antisymetrickou cˇa´st a pokusit se z´ıskat maximum
informac´ı o teˇchto cˇa´stech.
Zacˇneme symetrickou cˇa´st´ı. Vyjdeme z toho, zˇe soucˇin koeficient˚u dijkfklm se da´ zapsat
jako
dijkfklm =
1
2
dijkfklnTr FnFm = − i
4
dijkTr ([Fk, Fl]Fm) =
1
8i
Tr ([{Fi, Fj} , Fl]Fm) ,
dosad´ıme za soucˇin strukturn´ıch koeficient˚u a pocˇ´ıta´me (sumaci prˇes dvojici stejny´ch index˚u
implicitneˇ prˇedpokla´da´me)
dikmfmjn − djkmfmin = 1
8i
[Tr ([{Fi, Fk} , Fj ]Fn)−Tr ([{Fj , Fk} , Fi]Fn)]
=
1
8i
Tr (([{Fi, Fk} , Fj ]− [{Fj , Fk} , Fi])Fn)
=
1
8i
Tr (([FiFk, Fj ] + [FkFi, Fj ]− [FjFk, Fi]− [FkFj , Fi])Fn)
=
1
4i
Tr ([Fi, Fj ] {Fk, Fn}) + 1
8i
Tr (({[Fk, Fj ] , Fi} − {[Fk, Fi] , Fj})Fn)
= 2fijmdmkn − dinmfmjk + djnmfmik.
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Dosazen´ım do definice matice M pak ma´me
Mnk = 2
∑
ijm
γAijfijmdmnk −Mkn,
tj. symetricka´ cˇa´st matice M je pak
Mkn +Mnk
2
=
∑
ijm
γAijfijmdmnk.
Vsˇimneˇme si podobnosti s vektorem ~v a dosta´va´me pak symbolickyMnk =
√
N(N−1)
8 vmdmnk+
Ank, kde Ank je antisymetricka´ matice, kterou specifikujeme vza´peˇt´ı.
Prvn´ım krokem k z´ıska´n´ı antisymetricke´ cˇa´sti je rozepsa´n´ı strukturn´ıch koeficient˚u opeˇt
pod stopou do soucˇtu cˇtverˇic s t´ım, zˇe jizˇ odecˇteme symetrickou cˇa´st
dikmfmjn − djkmfmin − fijmdmnk = 1
8i
Tr (([{Fi, Fk} , Fj ]− [{Fj , Fk} , Fi]− {[Fi, Fj ] , Fk})Fn)
=
1
4i
Tr ((FiFkFj − FjFkFi)Fn)
=
1
4i
Tr (FiFkFjFn − FiFnFjFk) .
Vsˇimneˇme si, zˇe posledn´ı vztah poukazuje na antisymetrii v˚ucˇi za´meˇneˇ k a n, kdezˇto prˇedpo-
sledn´ı je idea´ln´ı pro pozorova´n´ı antisymetrie v i a j. Vyjdeme z posledn´ıho vztahu a jdeme
upravovat da´le
1
4i
Tr (FiFkFjFn − FiFnFjFk) = 1
4i
Tr ([Fi, Fk]FjFn + [Fj , Fn]FkFi)
=
1
8i
Tr ([Fi, Fk] {Fj , Fn}+ [Fj , Fn] {Fk, Fi})
= fikmdmjn + fjnmdmik.
Srovna´n´ım pocˇa´tecˇn´ıho a koncove´ho tvaru pak dosta´va´me
fikmdmjn = −djkmfmin − fijmdmnk. (C.1)
Vy´sledek dosad´ıme do definice matice M a jesˇteˇ jednou na za´veˇr uprav´ıme.
Mnk =
√
N (N − 1)
8
∑
m
vmdmnk +
∑
ijm
γAij (fikmdmjn − finmdmjk) (C.2)
Tento tvar matice implikuje vazbu
∀k :
∑
ij
Mijfijk = 0. (C.3)
Pro prvn´ı cˇlen je vazba splneˇna automaticky, pro druhy´ vyuzˇijeme vy´sledk˚u [MNG83]. Plat´ı
totizˇ ∑
kmn
(fikmdmjn − finmdmjk) fnkp ∼ dijp
a vzhledem k tomu, zˇe dany´ vy´raz je u´zˇen prˇes vy´raz antisymetricky´ v i a j, pak vy´sledek
mus´ı nutneˇ by´t 0.
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