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ABSTRACT 
It is shown how a wide variety of transversal theorems can be given a common 
proof. The proof depends on a certain matrix being totally unimodular, and it is 
shown that total unimodularity is needed for the theorem to hold. 
1. INTRODUCTION 
The purpose of this note is to give a unified treatment, via the theory of 
linear inequalties, of a number of combinatorial theorems typified by (the 
finite case of) Philip Hall’s theorem on criteria for the existence of a system 
fo distinct representatives of a family of subsets. In [5], we pointed out that 
this family of theorems were closely related in that each could be proved 
from any of them, and could be derived from the duality theorem of linear 
programmmg. Many theorems in this class can be found in [8]. Further, in 
[5], we described without proof a “most general”’ theorem of Hall type, of 
which all theorems in the Hall family are special cases. In this note, we 
reformulate and prove that result in a form permitting easier use, emphasize 
the critical role of the concept of total unimodularity, and illustrate its use by 
applying it to prove the circulation theorem [l, 3, 51, a generalization by P. J. 
Higgins [4] of Hall’s theorem, and A. Horn’s [7] characterization of the 
possible diagonals of a Hermitian matrix with prescribed eigenvalues. 
*This work was supported (in part) by the U. S. Army Research Office under Contract 
DAHCO4-COO07. 
‘To Olga Taussky, with deep appreciation of her friendship and support. 
‘P. Camion [2] has found an even more general context for the theorem, and pointed out 
other applications. 
LINEAR ALGEBRA AND ITS APPLZCATZONS 13, W-l@3 (19%) 
0 American Elsevier Publishing Company, Inc., 1976 
103 
104 ALAN J. HOFFMAN 
2. NOTATION AND PRELIMINARIES 
A matrix is called totally unimodular if every square submatrix of every 
order has determinant 0, 1, or - 1. (Thus, a vector is totally unimodular if 
every coordinate is 0, 1, or - 1.) A set of 2m +2n numbers {a,,?,+}, 
i=l ,..., m and {li,uj}, j=l,..., n is called data if a, < bi for all i and Zj < ui 
for all i, Given data, we form vectors a, b, 1, u and consider, for a given m by 
n matrix A, the polytope 
P-P(A;a,b,I,u)E{Xla<Ax( b, l<x<u}. 
We will be considering such questions as: Is P empty? If nonempty, does 
P contain an integral point. ? To study these questions, we review relevant 
propositions from the theory of linear inequalities. 
(2.1) Let M be a matrix, c a vector. Then Mx < c is consistent if and only if 
y’c > 0 for all vectors y which are on extreme rays of the cone C(M)- 
{ yI y)O,y’M=O}. 
(2.2) A nonzero vector y E C(M) is on an extreme ray of C(M) if and only if 
the rank of the submatrix of M formed by rows with indices in Supp y is 
exactly one less than ISupp yl. 
(2.3) Let Y be a finite set of vectors. If t is a vector which is not a 
nonnegative linear combination of vectors in Y, then there exists a vector c 
such that y’c > 0, for all y E Y, t’c < 0. 
Before stating the main theorem, we need to introduce a certain condi- 
tion on A and the data. This condition (H) (after Hall) is the following: 
(H) For every pair of totally unimodular vectors w and v such that 
(2.4) w’A = v’, 
we have 
Now 
(2.6) if P is not empty, then (H) holds. 
The proof of (2.6) follows at once from letting xE P, and writing 
i,wz+lbip 22 ‘i> 2 wi( Bui/xf) 
i(w,=-1 i i 
= C ( ~wiu~j)xi=vjxj” i, 
i 
~+,$- 
9 
j,2_luj. 
I 
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3. THEOREM 
Let A be an m by n matrix. Then the following statements about A are 
equivalent: 
(3.1) A is totally unimodular. 
(3.2) For all data, (H) is a sufficient condition for P to be not empty. 
(3.3) For all integral data, if P is not empty, P contains an integral point 
(indeed, every vertex of P is integral). 
Proof. The equivalence of (3.1) and (3.3) has been proved in [6], so we 
consider only the equivalence of (3.1) and (3.2). To that end, we consider 
(3.4) thematrixM=[ il,andthevectorc=[:I. 
LEMMA 3.1. If A is totally unimodular, then every extreme ray of 
C(M), where M is given by (3.4), contains a nonzero totally unimodular 
vector (so all nonzero coordinates are 1). 
Proof Since A is totally unimodular, so is M. By (2.2), all we need show 
is that if B is a submatrix of M formed by some k rows of M, and B has rank 
k - 1, then x’B = 0, z > 0 implies all coordinates of ,z are the same. Write 
z,B,+** * +zkBk=O, where B,,..., Bk are the rows of B. The hypotheses on 
B imply that, writing 
Bj= $ - ;Bi, 
i=l 1 
i#f 
each zi/zi is integer. Therefore all .zj have the same absolute value, and we 
know they are all positive; therefore they are the same number. n 
LEMMA 3.2. Zf A is not totally unimodular, then C(M), where M is 
given by (3.4), h as an extreme ray containing no nonzero totally unimodular 
vector. 
Proof. Let B be a k by k submatrix of A with determinant d#O, 1, - 1. 
To fix ideas, assume B is formed by first k rows and columns of A, so that 
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is a square submatrix of M of order n, with d = det D. Since D is nonsingular 
and not unimodular, it follows that there exists a unit coordinate vector e 
such that, expressing e’ as a linear combination of the rows of D, at least one 
of the coefficients is not 0, 1,or - 1. It follows that there is a submatrix E of 
M formed by e’ and some of the rows of D (corresponding to nonzero 
coefficients in the expression of e’ as a linear combination of rows of D) such 
that, if the rows of E are E’,, . . . , E’,, then E has rank r- 1. Further, there 
exists z i,. . . ,q_, all nonzero such that Cz*z,E’, = 0, and not all 2, have the same 
absolute value. 
Now note that the rows of M occur in “matched pairs” (the rows of A 
matched with the rows of -A, the rows of I matched with the rows of - I). 
It follows that, by replacing each negative .z, by its absolute value, and 
associating it with the negative of E Ii in M, we can construct a vector t # 0 
such that t is on an extreme ray of C (M), and all the nonzero coordinates of 
t are not the same. n 
Now we are ready to prove that (3.1) implies (3.2). Let M and c be given 
by (3.4). By (2.1) and L emma 3.1, all we need show is that if y > 0, y’M=O> 
yi = 0 or 1 for all i, and if the rank of the submatrix N of M formed by rows i 
such that yi = 1 is one less than number of rows of N, then y’c > 0. 
Suppose yj and yi+,,, are both 1 for the same i, I < i < m. Then the 
corresponding rows of M are negatives of each other; hence all other yi are 
0. In this case, y’c > 0 says hi -a, > 0, true because we have data. Similarly, 
if YZm+i and Yzm+n+p are both 1 for some i= l,...,n, then y’c >O says 
uj - Zj > 0. But because we have data, this is true. Hence we may consider 
only the cases where y does not have these properties. 
Define W, (i = 1,. . . , n)bytherule:w,=+l, ifyi=l,l<i<m;wi=-1 
if ym + i = 1, 1 < i < m; all other wi are 0. Define 4 ( i = 1,. . . , n) by the rule: 
t+= -1 if y2m+i =l, l< j<n; 4=+1 if ~*~+~+~=l, l< j<n; all other vi 
are 0. Then t‘ and w satisfy (2.4). By condition (H), (2.5) holds; but this is 
precisely the statement that y’c > 0. 
To prove (3.2) implies (3.1), assume (3.1) false. By Lemma 3.2, C(M) 
contains an extreme ray with a nonzero vector t such that not all coordinates 
of t are the same. Let Y be the set of all vectors in C(M) all of whose 
coordinates are 0 or 1. Clearly, t is not in the cone spanned by the vectors in 
Y. By (2.3), there is a vector c such that y’c > 0 for all y E Y, t’c < 0. Define 
a, b;u, 1 from c by (3.4). Then y’c > 0 for all y E Y shows that a, b;u,Z are 
data and condition (H) holds (indeed, we can even have integral data); but 
t’c <0 and (2.1) shows that P is empty; i.e., (3.2) is false. n 
4. APPLICATIONS 
(4.1) CIRCULATION THEOREM. Let I?,, be the complete loopless directed 
graph on n vertices. For each i # i, let iii < uii be given numbers. Then there 
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exists a set {xii} ifi satisfying 
(4.2) lji < xii < aii for all i # Z, and 
(4.3) fOT Ull i, x Xii - x xji =O 
j#i j#i 
if and only if, for all partitions of { 1,. . . , n} into two nonempty subsets X and 
x, 
(4.4) 2 1, < x uij. 
iEX iEX 
jfzx iEX 
The matrix described in (4.3) is totally unimodular, and (4.4) is condition 
(H). 
(4.5) P. J. H IGGINS’S THEOREM. If A,, . . . , A, are subsets of a (finite) set U, 
a partial transversal of length r, 1 < r < n, is a collection of distinct elements 
1 1,. . . ,l, of U, together with a selection of indices 1 < i, < i, < . . . < i, < n, 
such that 
(4.6) Z,EA+, i=l,..., r. 
Let rl, . . . , r, be given positive integers, 1 < ri < n, i = 1,. . . ,m. Then there 
exists m disjoint partial transversals of lengths rl,. . . , r,,, if and only if, for 
any subset S c{l,...,n}, 
(4.7) 
I I 
lJ Ai > i (ri-n+]S])+, where x+=0 if x<O, r if x>O. 
iES i=l 
To prove the theorem, it is sufficient to consider an mn by 1 UI matrix, 
whose columns correspond to elements of U and whose rows to the r subsets 
A 1,. . . ,A,, repeated m times. If the elements of U are denoted by { lj}, 
j=l,...,lUl, then the d esired disjoint partial transversals correspond to 
choosing a (0,l) matrix xt,i,i (t=l,..., m; i=l,..,, n; i=l,..., IV]), defined 
only if 4 E Ai, where the elements satisfy 
(4.8) 0 < qi,/ Q 00, 
(4.9) Vi> z %j,j < I, 
(4.10) Vt:i: 2 xt,i,i < 1, 
i 
(4.11) Vt, x qi,/ > 7;. 
The maziix given by (4.9)-(4.11) is totally unimodular [6], and (4.7) is 
condition (H). 
(4.12) HORN’S THEOREM. Zf h, > . . . > A,, s1 > . . . > s,,, Z:=,si < x{=,hi, 
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and X7= lsi = X7= I&, then there exists a real symmetric matrix with eigenval- 
ues {Xi} and diagonal entries { si}. 
A proof can be constructed as follows. First prove that, if X, > pr > h, 
) **. > h, _ 1 > ,B, _ 1 > A,,, then there exists a real symmetric matrix with {hi} 
as eigenvalues and { pi} as eigenvalues of its leading principal submatrix of 
order n - 1. Then an inductive argument will prove Horn’s theorem if we 
can prove the existence of PI, . . . , &, _ 1 such that 
(4.12) X,+r< PiGhi, i=l,..., n-l 
and 
(4.13) i ,Oi > i si, n’$1 si > ni1 pi > “il s,. But the matrix of (4.13) is 
i=l i=l i=l i=l i=l 
totally unimodular, so our theorem applies, and condition (H) follows readily 
from the hypotheses on the {hi} and { si}. 
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