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MULTIPLICITY OF CRITICAL POINTS OF MASTER FUNCTIONS
AND SCHUBERT CALCULUS
PRAKASH BELKALE∗ 1, EVGENY MUKHIN ∗∗ 2, AND ALEXANDER VARCHENKO∗∗∗ 3
Abstract. In [MV], some correspondences were defined between critical points of
master functions associated to slN+1 and subspaces of C[x] with given ramification
properties. In this paper we show that these correspondences are fact scheme theoretic
isomorphisms of appropriate schemes. This gives relations between multiplicities of
critical point loci of the relevant master functions and multiplicities in Schubert calculus.
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Introduction
In [MV], a correspondence between the following objects was shown:
(1) Critical points of certain master functions associated to the Lie algebra slN+1;
(2) Vector subspaces V ⊂ C[x] of rank N + 1 with prescribed ramification at points
of C ∪ {∞}.
Let l1, . . . , lN be nonnegative integers and z1, . . . , zn distinct complex numbers. For
s = 1, . . . , n, fix nonnegative integers ms(1), . . . , ms(N). Define polynomials T1, . . . , TN
by the formula Ti =
∏n
s=1 (x − zs)
ms(i). The master function Φ associated to this data
is the rational function
Φ(t
(i)
j ) =
N∏
i=1
li∏
j=1
Ti(t
(i)
j )
−1
N−1∏
i=1
li∏
j=1
li+1∏
k=1
(t
(i)
j − t
(i+1)
k )
−1
N∏
i=1
∏
1≤j<k≤li
(t
(i)
j − t
(i)
k )
2
of l1 + · · · + lN variables t
(1)
1 , . . . , t
(1)
l1
, . . . , t
(N)
1 , . . . , t
(N)
lN
considered on the set of points
where
• The numbers t
(i)
1 , . . . , t
(i)
li
are distinct;
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• The sets {t
(i)
1 , . . . , t
(i)
li
} and {t
(i+1)
1 , . . . , t
(i+1)
li+1
} do not intersect;
• The sets {t
(i)
1 , . . . , t
(i)
li
} and {z1, . . . , zn} do not intersect.
The master functions considered in (1) are functions Φ as above. These functions appear
in hypergeometric solutions to the KZ equation. They also appear in the Bethe ansatz
method of the Gaudin model, where the goal is to write formulas for singular vectors in
a tensor product of representations of slN+1 starting from a critical point. Those Bethe
vectors are eigenvectors of certain commuting linear operators called Hamiltonians of
the Gaudin model. We refer the reader to [V] for a detailed discussion of these themes.
The set of objects given by (2) are important in the study of linear series on compact
Riemann surfaces (see [EH]).
In both of the objects (1), (2) above, there is a natural notion of multiplicity. In (1),
we can consider the geometric multiplicity of the critical scheme (see Proposition A.7).
In (2), we may view the set of such objects as the intersection of some Schubert cells in a
Grassmannian Gr(N+1,Cd[x]) and hence, there is an associated intersection multiplicity
(which is in this case the same as the geometric multiplicity at the given V of the
intersection of Schubert cells). In this paper, we show that these multiplicities agree
(Theorems 1.7, 3.2, and corollaries 1.8, 3.4).
One consequence of such an agreement, is that intersection numbers in Grassmanni-
ans can be calculated from the critical scheme of master functions and vice versa. As
indicated in [MV], this relation provides a link via critical schemes of master functions,
between representation theory of slN+1 and Schubert calculus (see [B] for a different
geometric approach).
A related consequence is that the intersection of associated Schubert cells is transverse
at V if and only if the associated critical scheme is of geometric multiplicity 1.
A note on our methods: We show the equalities of multiplicities by using Grothendieck’s
scheme theory. To obtain statement on multiplicities, we need to show that the corre-
spondences are in fact isomorphisms of (appropriate) schemes. By Grothendieck’s func-
torial approach to schemes, this aim will be achieved if we can replace C in [MV] by an
arbitrary local ring A and show that the correspondences hold with objects over A.
This requires us to develop the theory of Wronskian equations over an arbitrary local
ring, in particular to develop criteria for solvability in a purely algebraic manner (see
Lemma A.1). We also need to revisit key arguments in [MV] and modify their proof so
that they apply over any local ring (see Theorem 2.5).
0.1. Notation. For a ring A, let Ad[x] denote the set of polynomials with coefficients
in A of degree ≤ d. An element in A[x] is said to be monic, if its leading coefficient is
invertible. The multiplicative group of units in A is denoted by A∗.
For a ring A and elements y1, . . . , yk ∈ A, we will denote by (y1, . . . , yk), the ideal
generated by the yi in A.
A local ring (A,m) over C is a Noetherian ring A containing C with a unique maximal
ideal m. The residue field of the local ring is defined to be A/m. We will only consider
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local rings containing C with residue field C. A scheme in the paper stands for an
algebraic scheme over C.
We denote the permutation group of the set {1, . . . , N} by ΣN .
1. Formulation of the main result
1.1. Some preliminaries. For a vector bundle W on a scheme X , denote by Fl(W)→
X the fiber bundle whose fiber over a point x ∈ X is the flag variety of complete
filtrations of the fiber Wx.
Let W be a vector space of rank d + 1 and N , 0 ≤ N ≤ d, an integer. There is a
natural exact sequence of vector bundles on the Grassmannian Gr(N + 1,W ),
0 → V → W ⊗O → Q → 0 .
The fiber of this sequence at a point V ∈ Gr(N + 1,W ) is
0 → V → W → W/V → 0 .
Let F be a complete flag on W :
F : {0} = F0 ( F1 ( . . . ( Fd+1 = W .
A ramification sequence is a sequence a of the form (a1, . . . , ak) ∈ Z
k such that a1 ≥
· · · ≥ ak ≥ 0. For a ramification sequence a = (a1, a2, . . . , aN+1) satisfying a1 ≤ d − N ,
define the Schubert cell
Ωo
a
(F) = {V ∈ Gr(N + 1,W ) | rk(V ∩ Fu) = ℓ,
d−N + ℓ− aℓ ≤ u < d−N + ℓ+ 1− aℓ+1, ℓ = 0, . . . , N + 1} ,
where a0 = d−N , aN+2 = 0. The cell Ω
o
a
(F) is a smooth connected variety. The closure
of Ωo
a
(F) is denoted by Ωa(F). The codimension of Ω
o
a
(F) is
|a| = a1 + a2 + . . . + aN+1 .
Every N +1-dimensional vector subspace of W belongs to a unique Schubert cell Ωo
a
(F).
Denote by Va the pull back of V to Ω
o
a
(F) →֒ Gr(N+1,W ). There is the distinguished
section of
Fl(Va) → Ω
o
a
(F)
which assigns to a point V ∈ Ωo
a
(F) the complete filtration
0 ( Fd−N+1−a1 ∩ V ( Fd−N+2−a2 ∩ V ( . . . ( Fd−N+N+1−aN+1 ∩ V = V .
This section may be used to partition each fiber Fl((Va)V ) into Schubert cells (see def-
initions in Section 1.2). This partition varies algebraically with V . That is, there is a
decomposition of Fl(Va) into relative Schubert cells each of which is a locally trivial (in
the Zariski topology) fiber bundle over Ωo
a
(F).
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1.2. Schubert cells in flag varieties. Let V be a vector space of rank N + 1, F a
complete flag on V and w ∈ ΣN+1. Define the Schubert cell G
o
w(F) correponding to w
to be the subset of Fl(V ) formed by points V1 ( V2 ( . . . ( VN+1 = V such that there
exists a basis u1, . . . , uN+1 of V satisfying the conditions
Vi = spanC (u1, . . . ui), ui ∈ Fw(i), i = 1, . . . , N + 1 .
It is easy to see that
Fl(V ) =
⊔
w∈ΣN+1
Gow(F) .
It is easy to see that the permutation of highest length gives the open cell in this partition
of Fl(V ).
1.3. Intersection theory in the space of functions. Let W = Cd[x] be the space of
polynomials of degree not greater than d. Each point z ∈ C ∪∞ determines a full flag
in W :
F(z) : 0 = F0(z) ( F1(z) ( . . . ( Fd+1(z) =W
where for any z ∈ C and i, Fi(z) = (x − z)
d+1−iC[x] ∩W , and if z = ∞, then Fi(z) is
the space of polynomials of degree < i.
For V ∈ Gr(N + 1,W ) and z ∈ C ∪ ∞, there exists a unique ramification sequence
a(z) = (a1, . . . , aN+1), with a1 ≤ d − N , such that V ∈ Ω
o
a(z)(F(z)). The sequence is
called the ramification sequence of V at z.
If z ∈ C, then this means that V has a basis of the form
(x− z)N+1−1+a1f1, (x− z)
N+1−2+a2f2, . . . , (x− z)
N+1−(N+1)+aN+1fN+1
with fi(z) 6= 0 for i = 1, . . . , N + 1. The numbers {N + 1 − i + ai | i = 1, . . . , N + 1},
are called the exponents of V at z.
If z = ∞, then the condition is that V has a basis of the form f1, f2, . . . , fN+1 with
deg fi = d−(N+1)+ i−ai for i = 1, . . . , N+1. The numbers {d−(N+1)+ i−ai, | i =
1, . . . , N + 1}, are called the exponents of V at ∞.
Remark 1.1. The set of exponents of V at any point in C∪ {∞} is a subset of {0, . . . , d}
of cardinality N + 1.
A point z ∈ C ∪ {∞} is called a ramification point of V if a(z) is a sequence with at
least one nonzero term.
For a finite dimensional subspace E ⊆ C[x], define the Wronskian Wr(E) ∈ C[x]/C∗
as the Wronskian of a basis of E. The Wronskian of a subspace is a nonzero polynomial
with the following properties.
Lemma 1.2. If V ⊆ W lies in the Schubert cell Ωo
a
(F(z)) ⊆ Gr(N + 1,W ) for some
z ∈ C, then Wr( V ) has a root at z of multiplicity |a|.
If V ∈ Ωo
a
(F(∞)), then deg Wr( V ) = (N + 1)(d−N)− |a|.
We will fix the following objects:
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• A space of polynomials W = Cd[x];
• A Grassmannian Gr(N + 1,W ) with the universal subbundle V;
• Distinct points z1, . . . , zn on C;
• At each point zs, a ramification sequence a(zs) and at∞, a ramification sequence
a(∞) so that
(1.1)
∑
z∈{z1,...,zn}
|a(z)|+ |a(∞)| = dim Gr(N + 1,W ) = (N + 1)(d−N).
We set
Ω =
n⋂
s=1
Ωo
a(zs)(F(zs)) ∩ Ω
o
a(∞)(F(∞)) ,
Ki =
n∏
s=1
(x− zs)
∑i
ℓ=1 aN+1−i+ℓ(zs) , i = 1, . . . , N + 1 ,
Ti = Ki+1Ki−1/K
2
i =
n∏
s=1
(x− zs)
aN+1−i(zs)−aN+2−i(zs) , i = 1, . . . , N .
We set K0 = 1. Notice that Ti is a polynomial.
The collection of these objects will be called the “basic situation”.
Remark 1.3. The following are basic facts from intersection theory in the space of poly-
nomials.
• Ω is a finite scheme, its support is a finite set.
• In the definition of Ω, we intersected Schubert cells. We obtain the same inter-
section if we intersect the closures of the same Schubert cells:
Ω =
n⋂
s=1
Ω
a(zs)(F(zs)) ∩ Ωa(∞)(F(∞)) .
Define Fl as a pull back
(1.2) Fl //
π

Fl(V)

Ω // Gr(N + 1,W )
Points of Fl are pairs (V,E
•
) where V ∈ Ω and E
•
= (E1 ( E2 ( · · · ( EN+1 = V ) is
a complete filtration of V . For V ∈ Ω, there are n + 1 distinguished complete filtrations
on V corresponding respectively to the flags F(z1), F(z2), . . . ,F(zn), and F(∞) of W .
Let U be the open subset of Fl formed by points (V,E
•
) such that E
•
lies in the
intersection of n+ 1 open Schubert cells corresponding respectively to the n+ 1 distin-
guished complete filtrations on V . This condition on E
•
is equivalent to the statement
that for i = 1, . . . , N +1 and z ∈ {z1, . . . , zn}, the subspace Ei has ramification sequence
(aN+1−i+1(z), . . . , aN+1(z)) at z.
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The subset U is dense in each fiber of Fl→ Ω.
Consider the subset Flo ⊆ U formed by points (V,E
•
) such that for i = 1, . . . , N − 1,
the subspaces Ei ⊂ C[x] and Ei+1 ⊂ C[x] do not have common ramification points in
C− {z1, . . . , zn}, i.e. their Wronskians do not have common roots in C− {z1, . . . , zn}.
Lemma 1.4. Flo is open and dense in each fiber of U → Ω.
Proof. We recall the proof from [MV], Lemma 5.19. The requirement for Ei and Ei+1 to
have common ramification at a given t ∈ P1 − {z1, . . . , zs,∞} is at least “2 conditions”.
Taking into account the one parameter variation of t, it is easy to see that U − Flo is of
codimension at least one. Hence the inclusions Flo ⊆ U ⊆ Fl are open and dense. 
Suppose (V,E
•
) ∈ Flo. Then for i = 1, . . . , N + 1, the polynomial Wr(Ei) is divisible
by Ki and is of degree i (d− i+1) −
∑i
ℓ=1 aN+1−i+ℓ(∞). Introduce the polynomial yi by
the condition Wr(Ei) = Ki yi. The nonzero polynomial yi is defined up to multiplication
by a number.
(α) If li is the degree of yi, then
(1.3) li = i (d− i+ 1)−
i∑
ℓ=1
aN+1−i+ℓ(∞)−
n∑
s=1
i∑
ℓ=1
aN+1−i+ℓ(zs) .
In particular, yN+1 is of degree 0.
(β) The polynomial yi has no roots in the set {z1, . . . , zn}.
The fact that Ei and Ei+1 have no common ramification points in C − {z1, . . . , zn}
translates to the property
(γ) The polynomials yi and yi+1 have no common roots.
Set y0 = 1.
Suppose that u1, . . . , uN+1 is a basis of V such that for any i = 1, . . . , N , the elements
u1, . . . , ui form a basis of Ei. Let Qi = Wr( u1, . . . , ui−1, ui+1) /Ki.
Lemma 1.5. Wr( yi, Qi) = Ti yi−1 yi+1 for i = 1, . . . , N .
Proof.
K2i Wr( yi, Qi) = Wr(Ki yi, KiQi) = Wr(Wr( u1, . . . , ui),Wr( u1, . . . , ui−1, ui+1)) .
By Lemma A.4 in [MV], the above quantity equals
Wr(u1, . . . , ui−1)Wr( u1, . . . , ui+1) = Ki−1 yi−1Ki+1 yi+1 = Ti yi yi+1Ki
2 .
Finally, divide both sides by K2i . 
By Lemma 1.5, any multiple root of yi is a root of either Ti, yi−1, or yi+1. Clearly we
have
(δ) The polynomial yi has no multiple roots.
(η) There exist y˜i ∈ C[x] such that Wr( yi, y˜i) = Ti yi−1 yi+1, namely, y˜i = Qi.
We translate condition (η) into equations by using the following
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Lemma 1.6. Let y ∈ C[x] be a polynomial with no multiple roots and T ∈ C[x] any
polynomial. Then equation Wr( y, y˜) = T has a solution y˜ ∈ C[x] if and only if y divides
Wr( y′, T ).
This lemma follows from Lemma A.1 below with A = C.
Consider the space
R =
N∏
i=1
P(Cli[x])
where li is given by (1.3).
Let Ro be the open subset of R formed by the tuples (y1, . . . , yN) satisfying conditions
(α)− (δ). Let A be the subset of Ro defined by the condition
(1.4) yi divides Wr( y
′
i, Tiyi−1yi+1) for i = 1, . . . , N .
Using the monicity of yi and long division, we can write the divisibility condition as a
system of equations in the coefficients of yi, yi−1, and yi+1. Hence A is a closed subscheme
of Ro.
Consider the morphism
Θ : Flo → Ro , (V,E
•
) 7→ (y1, . . . , yN) = (Wr(E1)/K1, . . . ,Wr(EN)/KN) .
For x ∈ Flo, condition (η) holds and by Lemma A.1, Θ induces a morphism of schemes
Θ : Flo → A.
Theorem 1.7. The morphism Θ : Flo → A is an isomorphism of schemes.
It is proved in [MV] that Θ is a bijection of sets. In Section 2 we will extend the
argument of [MV] to prove Theorem 1.7.
The following corollaries of Theorem 1.7 use the notion of the geometric multiplicity
of an irreducible scheme. This notion, as well as its relation to intersection theory is
reviewed in the appendix.
Corollary 1.8. Let x ∈ Ω. Let m(x) be the length of the local ring of Ω at x. Let
C be the irreducible component of A which, as a point set, is Θ(π−1(x) ∩ Flo), see the
Cartesian square (1.2). Then, the geometric multiplicity of C equals m(x). In particular,
the geometric multiplicity of C equals the geometric multiplicity of Ω at x.
Proof. Let Ωx be the component of Ω containing x. As a set, Ωx is just the point x.
Consider the irreducible component I of Flo containing π−1(x),
(1.5) I //

Fl //
π

Fl(V)

Ωx // Ω // Gr(N + 1,W )
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Since π is a locally trivial fiber bundle, the morphism I → Ωx is a fiber bundle with
smooth fiber for the Zariski topology on the scheme Ωx . The multiplicity of I is the
same as the multiplicity of its dense subset I ∩ Flo. The corollary now follows from the
theorem and Proposition A.8. 
Corollary 1.9. We have an equality of cohomology classes in H∗(Gr(N + 1,W )),
[Ωa(∞)(F(∞))] ·
n∏
s=1
[Ωa(zs)(F(zs))] = c [ class of a point ]
where c is the sum of the geometric multiplicities of irreducible components of A.
1.4. Critical point equations. Consider the space R˜ =
∏N
i=1C
li with coordinates
(t
(i)
j ), where i = 1, . . . , N , j = 1, . . . , li. The product of symmetric groups
Σ = Σl1 × · · · × ΣlN acts on R˜ by permuting coordinates with the same upper index.
Define a map
Γ : R˜ → R , (t
(i)
j ) 7→ (y1, . . . , yN) ,
where yi =
∏li
j=1 (x − t
(i)
j ) . Define the scheme A˜ by the condition A˜ = Γ
−1(A). The
natural map A˜ → A is finite and e´tale. The scheme A˜ is Σ-invariant. The scheme A˜
lies in the Σ-invariant subspace R˜o of all (t
(i)
j ) with the following properties for every i:
• The numbers t
(i)
1 , . . . , t
(i)
li
are distinct;
• The sets {t
(i)
1 , . . . , t
(i)
li
} and {t
(i+1)
1 , . . . , t
(i+1)
li+1
} do not intersect;
• The sets {t
(i)
1 , . . . , t
(i)
li
} and {z1, . . . , zn} do not intersect.
Lemma 1.10.
• The connected components of A and A˜ are irreducible.
• The reduced schemes underlying A and A˜ are smooth.
• If C is a connected component of A, then the group Σ acts transitively on the
connected components of Γ−1(C).
Proof. By Theorem 1.7, A is isomorphic to Flo. The reduced scheme underlying Flo is
smooth. Therefore the reduced scheme underlying A is smooth. Since Γ is e´tale, we
deduce that the reduced scheme underlying A˜ is also smooth.
The smoothness conclusions immediately imply the irreducibility of connected com-
ponents of A and A˜.
The transitivity assertion follows from the fact that Γ is a Galois covering with Galois
group Σ. 
Consider on R˜o the regular rational function
Φ(t
(i)
j ) =
N∏
i=1
li∏
j=1
Ti(t
(i)
j )
−1
N−1∏
i=1
li∏
j=1
li+1∏
k=1
(t
(i)
j − t
(i+1)
k )
−1
N∏
i=1
∏
1≤j<k≤li
(t
(i)
j − t
(i)
k )
2 .
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This Σ-invariant function is called the master function associated with the basic situation.
Define the scheme A˜′ as the subscheme in R˜o of critical points of the master function.
Lemma 1.11. The subschemes A˜ and A˜′ of R˜o coincide.
Proof. The subscheme A˜ is defined by divisibility conditions (1.4). By Lemma A.4, the
divisibility condition (1.4) for a fixed i, reduces to the critical point equations for the
function
li∏
j=1
Ti(t
(i)
j )
−1
li∏
j=1
li+1∏
k=1
(t
(i)
j − t
(i+1)
k )
−1
li∏
j=1
li−1∏
k=1
(t
(i−1)
k − t
(i)
j )
−1
∏
1≤j<k≤li
(t
(i)
j − t
(i)
k )
2
of variables t
(i)
1 , . . . , t
(i)
li
. Then the system of divisibility conditions (1.4) for all i together
is just the critical scheme of Φ. This concludes the proof. 
Let (V,E
•
) ∈ Flo. Denote y = Θ(V,E
•
) ∈ A. Pick a point t ∈ Γ−1(y). Let C be the
unique irreducible component of A containing y and C˜ the unique irreducible component
of A˜ containing t.
Theorem 1.12. The geometric multiplicity of the scheme Ω at V equals the geometric
multiplicity of C˜.
Proof. The morphism C˜ → C is e´tale. By Proposition A.8, the geometric multiplicity of
C˜ coincides with that of C. Now the theorem follows from Corollary 1.8. 
The group Σ acts on the set of connected components of A˜. For an orbit of this action,
define its geometric multiplicity to be the geometric multiplicity of any member of the
orbit.
Corollary 1.13. We have an equality of cohomology classes in H∗(Gr(N + 1,W )),
[Ω
a(∞)(F(∞))] ·
n∏
s=1
[Ω
a(zs)(F(zs))] = c [ class of a point ]
where c is the number of orbits for the action of Σ on the connected components of A˜
counted with geometric multiplicity.
2. Proof of Theorem 1.7
2.1. Admissible modules. Let (A,m) be a local ring with residue field C. A submodule
V ⊂ A[x] is said to be an admissible submodule of rank N + 1, if
• The submodule V ⊂ A[x] is a free A-module of rank N + 1;
• The morphism V ⊗ A/m→ (A/m)[x] = C[x] is injective.
An admissible submodule V ⊂ A[x] is said to have the ramification sequence a(z) =
(a1, . . . , aN+1) at z ∈ C if V has an A-basis
(x− z)N+1−1+a1f1, (x− z)
N+1−2+a2f2, . . . , (x− z)
N+1−(N+1)+aN+1fN+1
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with fi(z) ∈ A
∗ for i = 1, . . . , N + 1.
An admissible submodule V ⊂ A[x] is said to have the ramification sequence a(∞) =
(a1, . . . , aN+1) at ∞ if V has an A-basis f1, f2, . . . , fN+1 with monic fi and deg fi =
d− (N + 1) + i− ai for i = 1, . . . , N + 1.
Remark 2.1. Admissible modules V ⊂ A[x] of rank N + 1 are in one-to-one correspon-
dence with morphisms Spec(A) → Gr(N + 1,C[x]). Intuitively, if A = C[[t]], this is a
formal holomorphic map of a 1−disc into Gr(N + 1,C[x]).
An admissible submodule V ⊂ A[x] may not have a ramification sequence at a given
z ∈ C∪ {∞}. This corresponds intuitively, to the case when the formal map considered
above does not remain in a Schubert cell. If V has a ramification sequence at z, then
the ramification sequence is unique (equal to the ramification sequence of the subspace
V ⊗ (A/m) ⊂ C[x] at z).
For f ∈ A[x], we denote by f¯ the corresponding polynomial in (A/m)[x] = C[x].
The following standard lemma is proved in Section A.2.
Lemma 2.2. Let A be a local ring with residue field C and V ⊂ A[x] a submodule. Then
the following statements are equivalent.
(1) The submodule V is admissible.
(2) The submodule V is a finitely generated A-module, and there is an A-module
decomposition A[x] = V ⊕ M for some A-module M .
(3) For some k, there exist u1, . . . , uk ∈ V such that V is the A-span of u1, . . . , uk
and the elements u¯1, . . . , u¯k ∈ C[x] are linearly independent over C.
Lemma 2.3. Let A be a local ring with residue field C and V ⊂ A[x] an admissible
submodule of rank N + 1. Let u1, . . . , uN+1 be a basis of V as an A-module. Suppose
v ∈ A[x] satisfies the equation Wr( u1, . . . , uN+1, v) = 0. Then v ∈ V .
Lemma 2.3 is proved in Section 2.3.
2.2. Proof of Theorem 1.7. Our first objective will be to show that Θ : Flo → Ro is
a closed embedding of schemes. Our second objective will be to show that Flo → A is
an isomorphism of schemes.
Clearly the morphism Θ : Flo → Ro extends to a morphism of projective schemes
Θ˜ : Fl→ R and Flo = Θ˜−1(Ro). The morphism Θ˜ is closed as a morphism of projective
schemes.
We achieve the first objective by showing that Θ˜ is an embedding. By Lemma A.9, it
will be enough to show that for every local ring A over C, the morphism Fl(A)→ R(A)
is an injective map of sets.
To achieve the second objective, by Lemma A.10, it will be enough to show that for
any local ring A over C, the induced map Flo(A)→ A(A) is a set theoretic surjection.
To use these criteria, we need to define the sets Fl(A), Flo(A), R(A), and A(A) more
explicitly.
By Proposition A.11, the set Fl(A) is the set of pairs (V,E
•
), such that
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• V ⊂ A[x] is an admissible submodule of rank N + 1;
• E
•
= (E1 ( E2 ( · · · ( EN+1 = V ) is a filtration by admissible submodules;
• V has the ramification sequence (a1(z), . . . , aN+1(z)) at each z ∈ {z1, . . . , zn,∞}.
The subset Flo(A) is the set of (V,E
•
) ∈ Fl(A) such that the induced point in Fl(C) is
a point of Flo.
The set R(A) is the set
{(y1, . . . , yN) ∈
N∏
i=1
Ali[x] | y¯i 6= 0, i = 1, . . . , N}
modulo the equivalence relation (y1, . . . , yN) ∼ (y˜1, . . . , y˜N) if there exist ai ∈ A
∗ such
that ai yi = y˜i for i = 1, . . . , N .
The subset A(A) consists of elements (y1, . . . , yN) ∈ R(A) such that
• For i = 1, . . . , N , condition (η) holds. By Lemma A.1, this implies that the
polynomial yi divides Wr( y
′
i, Ti yi−1 yi+1). Here y0 = yN+1 = 1.
• The reduction (y¯1, . . . , y¯N) ∈ R(C) is a point of R
o.
Lemma 2.4. The morphism Θ˜ : Fl→ R is a closed embedding of schemes.
Proof. We need to show that Θ˜ : Fl(A)→ R(A) is a set theoretic injection for any local
ring A.
Suppose (V,E
•
) and (V ′, E ′
•
) are two points of Fl(A) with Θ˜(V,E
•
) = Θ˜(V ′, E ′
•
). Pick
bases (u1, . . . , uN+1) and (v1, . . . , vN+1) for V and V
′ respectively so that for all i, the
admissible submodule Ei is the A-span of u1, . . . , ui and the admissible submodule E
′
i is
the A-span of v1, . . . , vi.
The hypothesis implies that Wr( u1, . . . , ui) = ci Wr( v1, . . . , vi) with ci ∈ A
∗. Clearly
E1 = E
′
1. Assume by induction that Ei = E
′
i. Then
Wr( v1, . . . , vi+1) = c Wr( u1, . . . , ui, vi+1) = c
′ Wr( u1, . . . , ui, ui+1)
for c, c′ ∈ A∗. Therefore
Wr( u1, . . . , ui, cvi+1 − c
′ui+1) = 0 .
Lemma 2.3 implies cvi+1 − c
′ui+1 ∈ Ei and hence Ei+1 = E
′
i+1. 
We need to show that for any local ring A over C, the induced map Flo(A) → A(A)
is a set theoretic surjection. But this claim on surjectivity follows from the following
theorem on the existence of solutions to Wronskian equations.
Let T0, T1, . . . , TN ∈ C[x] ⊆ A[x] be non-zero polynomials. Let S ⊂ C be the union
of their zero sets. Set Ki = T
i
0 T
i−1
1 T
i−2
2 · · · Ti−1 for i = 1, . . . , N + 1.
Let y1, . . . , yN ∈ A[x] be monic polynomials of arbitrary degree. Set y0 = yN+1 = 1.
For z ∈ S and i = 1, . . . , N + 1, define
ei(z) = i− 1 +
i−1∑
j=0
ordz Tj , ci = i− 1 + deg yi − deg yi−1 +
i−1∑
j=0
deg Tj .
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Theorem 2.5. Under these conditions assume that for all i
• The polynomial y¯i ∈ C[x] has no multiple roots, no roots in S, and is coprime to
y¯i+1;
• The polynomial yi divides Wr( y
′
i, Ti yi−1 yi+1).
Then, there exist u1, . . . , uN+1 ∈ A[x] with the following properties. Set Ei to be the
A-span of u1, . . . , ui for i = 1, . . . , N + 1 and set V = EN+1. Then for all i
(1) Wr( u1, . . . , ui) = Ki yi;
(2) Ei ⊂ A[x] is admissible;
(3) Ei has ramification sequences at each z ∈ S∪{∞}. The set of exponents at z ∈ S
is {e1(z), . . . , ei(z)}. The set of exponents at ∞ is {c1, . . . , ci}.
Theorem 2.5 is proved in Section 2.4.
Let (y1, . . . , yN) ∈ A(A). Apply Theorem 2.5 and obtain a point (V,E•). It is easy
to see that (V,E
•
) ∈ Flo(A) and Θ(V,E
•
) = (y1, . . . , yN). The proof of Theorem 1.7 is
complete.
2.3. Proof of Lemma 2.3. Let m ⊂ A be the maximal ideal. Let u1, . . . , uN+1 ∈ V
be a basis, ui =
∑
l a
i
l x
l with ali ∈ A.
If necessary changing the basis, we may assume the basis has the following property.
There exist nonnegative integers k1 > · · · > kN+1 such that
ajki = 0 for j 6= i ; a
i
ki
∈ A−m ; aij ∈ m for j > a
i
ki
.
Let v =
∑
l bl x
l be a nonzero polynomial such that Wr( u1, . . . , uN+1, v) = 0. We may
assume that bki = 0 for all i. We shall prove that this leads to contradiction.
Recall that for any nonzero a ∈ A, there is a unique r such that a ∈ mr −mr+1, see
Krull’s intersection theorem ( [M], Theorem 8.10).
Let r be the smallest number such that some bl is in m
r − mr+1, and p the largest
index such that bp ∈ m
r − mr+1. Clearly p 6∈ {k1, . . . , kN+1}. The polynomial
Wr( u1, . . . , uN+1, v) is nonzero since in its decomposition into monomials, the coefficient
of the monomial Wr( xk1 , . . . , xkN+1, xp) belongs to mr −mr+1.
2.4. Proof of Theorem 2.5. The proof follows [MV]. Call a tuple (y1, . . . , yN) fertile
if it satisfies the conditions of Theorem 2.5.
For i = 1, . . . , N , define the process of reproduction in the i-th direction. Namely, find
a solution y˜i ∈ A[x] to the equation Wr( yi, y˜i) = Ti yi+1 yi−1. If y˜i is a solution, then for
c ∈ A, the polynomial y˜i+ cyi is a solution too. Add to y˜i the term cyi if necessary, and
obtain a monic y˜i such that its reduction modulo the maximal ideal does not have roots
in S, does not have multiple roots, and has no common roots with reductions of yi−1 or
yi+1. The transformation from the tuple (y1, . . . , yn) to (y1, . . . , yi−1, y˜i, yi+1, . . . , yN) is
the process of reproduction in the i-th direction.
Claim: The tuple (y1, . . . , y˜i, . . . , yN) is fertile.
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To prove the claim it is enough to show that
(2.1) yi−1 divides Wr( y
′
i−1, Ti−1 yi−2 y˜i)
and
(2.2) yi+1 divides Wr( y
′
i+1, Ti+1 yi+2 y˜i) .
We prove (2.1). Statement (2.2) is proved similarly.
Clearly, yi−1 divides Wr( yi, y˜i). By assumption, yi−1 divides Wr( y
′
i−1, Ti−1 yi−2 yi).
By Jacobi’s rule,
Wr( y′i−1, Ti−1 yi−2 y˜i) yi − Wr( y
′
i−1, Ti−1 yi−2 yi) y˜i = Wr( yi, , y˜i) Ti−1 yi−2 y
′
i−1 .
Hence yi−1 divides Wr( y
′
i−1, Ti−1 yi−2 y˜i) yi. By assumption, the ideal (y¯i−1, y¯i) = C[x].
By Lemma A.3, this implies that the ideal (yi−1, yi) = A[x]. Now use Lemma A.5 to see
that yi−1 divides Wr( y
′
i−1, Ti−1 yi−2 y˜i). This proves (2.1) and the claim.
To construct the polynomials u1, . . . , uN+1 we do the following. We set u1 = K1 y1.
To construct the polynomial ui+1, for i = 1, . . . , N , we perform the simple reproduction
procedure in the i-th direction and obtain the tuple (y1, . . . , y˜i, . . . , yN). Next we perform
for (y1, . . . , y˜i, . . . , yN) the simple reproduction procedure in the direction of i − 1 and
obtain (y1, . . . , y˜i−1, y˜i, . . . , yN). We repeat this procedure all the way until the simple
reproduction procedure in the 1st direction and obtain (y˜1, . . . , y˜i−1, y˜i, . . . , yN). We set
ui+1 = K1y˜1.
Claim: We have Wr( u1, . . . , ui) = Ki yi for i = 2, . . . , N + 1.
We prove the claim by induction. Let (y1, . . . , y˜i, . . . , yN) be the tuple obtained by the
simple reproduction in the i-th direction. Apply induction to the tuple (y1, . . . , y˜i, . . . , yN)
to obtain Wr( u1, . . . , ui−1, ui+1) = Ki y˜i. Induction applied to the tuple (y1, . . . , yi, . . . , yN)
gives Wr( u1, . . . , ui−1, ui) = Ki yi. Now
Wr( u1, . . . , ui+1)Wr( u1, . . . , ui−1) = Wr(Wr( u1, . . . , ui−1, ui), Wr( u1, . . . , ui−1, ui+1))
= Wr(Ki yi, Ki y˜i) = K
2
i Ti yi1 yi+1 .
By induction we also have Wr( u1, . . . , ui−1) = Ki−1 yi−1 and Ti = Ki+1Ki−1/K
2
i . The
above equation rearranges to Wr( u1, . . . , ui+1)Ki−1 yi−1 = Ki+1Ki−1 yi−1 yi+1, which
gives the desired equality Wr( u1, . . . , ui+1) = Ki+1 yi+1.
Return to the proof of Theorem 2.5. Let Ei be the A-span of u1, . . . , ui. Then
Wr( u¯1, . . . , u¯i) = K¯i y¯i = Ki y¯i 6= 0. By part (3) of Lemma 2.2, the submodule Ei ⊂ A[x]
is admissible. This proves (1) and (2) of the theorem.
Now we will calculate the exponents of Ei at z ∈ S. The exponents of Ei at ∞ are
calculated similarly.
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By induction assume that the set of exponents of Ei at z is {e1(z), . . . , ei(z)}. That
means that Ei has an A-basis v1, . . . , vi such that vj = (x − z)
ej(z) aj with aj(z) ∈ A
∗
for all j. Hence Wr(Ei) is of the form (x− z)
b a with
b =
i∑
ℓ=1
eℓ(z) −
i (i− 1)
2
, a(z) ∈ A∗ .
We have b = ordz Ki since Wr(Ei) = Ki yi.
Let vi+1 ∈ Ei+1 be such that v1, . . . , vi, vi+1 is an A-basis of Ei+1. We may assume
that vi+1 =
∑d
ℓ=0 cℓ (x− z)
ℓ with coefficients cℓ equal to zero for ℓ ∈ {e1(z), . . . , ei(z)}.
Let p be the smallest integer with cp 6= 0. It is easy to see that the Wronskian of Ei+1
equals (x − z)b+ p− i h where h(z) is cp up to multiplication by an element in A
∗. From
equation Wr(Ei+1) = Ki+1 yi+1 we deduce that Wr(Ei+1) is of the form (x−z)
ordz Ki+1 g
with g(z) ∈ A∗. Hence b+ p− i = ordz Ki+1, p = ei+1(z), and cp ∈ A
∗.
This reason shows that ei+1(z) does not belong to the set {e1(z), . . . , ei(z)}. Thus Ei+1
has a ramification sequence at z and the set of exponents at z is {e1(z), . . . , ei(z), ei+1(z)}.
The induction step is complete.
3. Schubert cells and critical points
Let ΣN+1 be the permutation group of the set {1, . . . , N +1} and w ∈ ΣN+1. Assume
that a basic situation of Section 1.3 is given. In Section 1.3, we defined a flag bundle
Fl over Ω. We also observed that V ∈ Ω has n + 1 distinguished complete flags on V
induced from the complete flags F(z1), . . . ,F(zn) and F(∞) of W .
Let {c1 > · · · > cN+1} be the set {d − (N + 1) + j − aj(∞) | j = 1, . . . , N + 1} of
exponents of V at ∞.
We define a subset Flow ⊂ Fl as follows. Let Uw be the subset of Fl formed by points
(V,E
•
) such that
• E
•
∈ Fl(V ) lies in the intersection of n open Schubert cells corresponding re-
spectively to the n distinguished complete flags on V induced from the flags
F(z1), . . . ,F(zn). This condition on E• is equivalent to the statement that for
i = 1, . . . , N + 1 and z ∈ {z1, . . . , zn}, the subspace Ei has ramification sequence
(aN+1−i+1(z), . . . , aN+1(z)).
• E
•
∈ Fl(V ) lies in the Schubert cell, corresponding to the permutation w and the
distinguished complete flag on V induced from the flag F(∞). This condition
on E
•
is equivalent to the statement that the set of exponents of Ei at ∞ is
{cw(1), . . . , cw(i)}.
We define Flow ⊆ Uw as the subset of points (V,E•) such that for all i, the subspaces
Ei ⊂ C[x] and Ei+1 ⊂ C[x] do not have common ramification points in C−{z1, . . . , zn}.
Notice that the subset Flow may be empty if w is not the identity element in ΣN+1.
Lemma 3.1. The morphism Flow → Ω is smooth.
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Proof. Let J be the subset of Fl formed by points (V,E
•
) such that E
•
lies in the Schubert
cell corresponding to the permutation w and the distinguished flag on V induced from
F(∞). It is easy to see that Uw is an open subset of J and therefore it suffices to show
that J → Ω is smooth.
Denote by V
a(∞) the pull back of V to Ω
o
a(∞)(F(∞)) →֒ Gr(N + 1,W ). There is a
distinguished section of Fl(V
a(∞)) → Ω
o
a(∞)(F(∞)), see Section 1.1. Let G
F(∞)
w ⊂
Fl(V
a(∞)) be the part corresponding to w in the partition of Fl(Va(∞)) into Schubert cells
associated to this distinguished section.
There is a fiber square
J //

G
F(∞)
w
p

Ω // Ω
o
a(∞)(F(∞))
The morphism p is clearly smooth. The morphism J → Ω is the base change of a smooth
morphism and hence it is smooth too. 
Let (V,E
•
) ∈ Flow. For i = 1, . . . , N + 1, the polynomial Wr(Ei) is divisible by Ki
and has degree
∑i
j=1 cw(j) − i(i − 1)/2. Introduce the polynomial yi by the condition
Wr(Ei) = Ki yi.
(α)w If l
w
i is the degree of yi, then l
w
i =
∑i
j=1 cw(j) − i(i+1)/2− deg Ki. In particular,
yN+1 is of degree 0.
(β)w The polynomial yi has no roots in the set {z1, . . . , zn}.
(γ)w The polynomials yi and yi+1 have no common roots.
(δ)w The polynomial yi has no multiple roots.
(η)w There exist y˜i ∈ C[x] such that Wr( yi, y˜i) = Ti yi−1 yi+1.
Consider the space
Rw =
N∏
i=1
P(Clwi [x])
where lwi is given by property (α)w.
Let Row be the open subset of Rw formed by the tuples (y1, . . . , yN) satisfying conditions
(α)w − (δ)w. Let Aw be the subset of R
o defined by the condition
(3.1) yi divides Wr( y
′
i, Tiyi−1yi+1) for i = 1, . . . , N ,
Using the monicity of yi and long division, we can write the divisibility condition as
a system of equations in the coefficients of yi, yi−1, and yi+1. Hence Aw is a closed
subscheme of Row,
Consider the morphism
Θw : Fl
o
w → R
o
w , (V,E•) 7→ (y1, . . . , yN) = (Wr(E1)/K1, . . . ,Wr(EN)/KN) .
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For x ∈ Flow, condition (η)w holds and by Lemma 1.6, Θ induces a morphism of schemes
Θ : Flow → Aw.
Theorem 3.2. The morphism Θw : Fl
o
w → Aw is an isomorphism of schemes.
The proof of Theorem 3.2 is similar to that of Theorem 1.7. Notice that in Theorem 2.5,
no assumptions were made on the degrees of y1, . . . , yN .
Consider the space R˜w =
∏N
i=1C
lwi with coordinates (t
(i)
j ), where i = 1, . . . , N , j =
1, . . . , lwi . The product of symmetric groups Σ
w = Σlw
1
×· · ·×Σlw
N
acts on R˜ by permuting
coordinates with the same upper index. Define a map
Γ : R˜w → R , (t
(i)
j ) 7→ (y1, . . . , yN) ,
where yi =
∏lwi
j=1 (x − t
(i)
j ) . Define the scheme A˜w by the condition A˜w = Γ
−1(Aw).
The natural map A˜w → A is finite and e´tale. The scheme A˜w is Σ
w-invariant. The
scheme A˜w lies in the Σ
w-invariant subspace R˜o of all (t
(i)
j ) with the following properties
for every i:
• The numbers t
(i)
1 , . . . , t
(i)
lwi
are distinct;
• The sets {t
(i)
1 , . . . , t
(i)
lwi
} and {t
(i+1)
1 , . . . , t
(i+1)
lwi+1
} do not intersect;
• The sets {t
(i)
1 , . . . , t
(i)
lw
i
} and {z1, . . . , zn} do not intersect.
The following lemma is proved in the same manner as Lemma 1.10.
Lemma 3.3.
• The connected components of Aw and A˜w are irreducible.
• The reduced schemes underlying Aw and A˜w are smooth.
• If C is a connected component of Aw, then the group Σ
w acts transitively on the
connected components of Γ−1(C).
Consider on R˜ow the regular rational function
Φw(t
(i)
j ) =
N∏
i=1
lwi∏
j=1
Ti(t
(i)
j )
−1
N−1∏
i=1
lwi∏
j=1
lwi+1∏
k=1
(t
(i)
j − t
(i+1)
k )
−1
N∏
i=1
∏
1≤j<k≤lw
i
(t
(i)
j − t
(i)
k )
2 .
This Σw-invariant function is called the master function associated with the basic situation
and the permutation w ∈ ΣN+1.
Define the scheme A˜′w as the subscheme in R˜
o of critical points of the master function.
The following is a generalization of Lemma 1.11 and is proved in an identical fashion.
Lemma 3.4. The subschemes A˜w and A˜
′
w of R˜
o coincide.
Let (V,E
•
) ∈ Flow. Denote y = Θ(V,E•) ∈ Aw. Pick a point t ∈ Γ
−1(y). Let C
be the unique irreducible component of Aw containing y and C˜ the unique irreducible
component of A˜w containing t. The following is a generalization of Theorem 1.12 with
a similar proof.
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Theorem 3.5. The geometric multiplicity of the scheme Ω at V equals the geometric
multiplicity of C˜.
Example: Let N = 1, n = 3, z1 = 1, z2 = ω, z3 = ω
2 where ω = e
2πi
3 . Let d = 3,
a(1) = a(ω) = a(ω2) = a(∞) = (1, 0). Let w be the transposition (12) in Σ2.
It is easy to see that T1(x) = x
3−1, lw1 = 1, and Φ(t) = T1(t)
−1. The critical scheme
of Φ is {t | t2 = 0}, namely Spec(C[t]/(t2)). In other words, the master function has
one critical point at t = 0 of multiplicity 2.
The polynomial y1 associated to the critical point is the polynomial x. The equation
Wr( y1, y˜1) = T1 has solutions y˜1 = 1 + x
3/2 − cx with c ∈ C. The associated two
dimensional space of polynomials V is the C-span of x and x3 + 2. The ramification
points of V are 1, ω, ω2, ∞ with ramification sequences all equal to (1, 0).
Counted with multiplicity there are two points of Ω. The associated cohomology prod-
uct is the 4th power of the hyperplane class in Gr(2, 4) which is 2 points. It follows from
Theorem 3.2 that Ω is set-theoretically exactly one point V counted with multiplicity 2.
It is easy to see that V admits a first order deformation in Ω. The deformation is
given by the C-span of x+ ǫ and x3 + 2− 3ǫ x2 over C[ǫ]/(ǫ2). Indeed we have
Wr
(
x+ ǫ,−1 −
x3
2
+
3ǫ x2
2
)
= x3 − 1 mod ǫ2 .
4. Critical points of master functions
Let l1, . . . , lN be nonnegative integers and z1, . . . , zn distinct complex numbers. For
s = 1, . . . , n, fix nonnegative integers ms(1), . . . , ms(N). Define polynomials T1, . . . , TN
by the formula Ti =
∏n
s=1 (x − zs)
ms(i). The master function Φ associated to this data
is the rational function
Φ(t
(i)
j ) =
N∏
i=1
li∏
j=1
Ti(t
(i)
j )
−1
N−1∏
i=1
li∏
j=1
li+1∏
k=1
(t
(i)
j − t
(i+1)
k )
−1
N∏
i=1
∏
1≤j<k≤li
(t
(i)
j − t
(i)
k )
2
of l1 + · · · + lN variables t
(1)
1 , . . . , t
(1)
l1
, . . . , t
(N)
1 , . . . , t
(N)
lN
considered on the set of points
where
• The numbers t
(i)
1 , . . . , t
(i)
li
are distinct;
• The sets {t
(i)
1 , . . . , t
(i)
li
} and {t
(i+1)
1 , . . . , t
(i+1)
li+1
} do not intersect;
• The sets {t
(i)
1 , . . . , t
(i)
li
} and {z1, . . . , zn} do not intersect.
Let l0 = lN+1 = 0. Define ci = i−1 + li−li−1 +
∑i−1
j=1
∑n
s=1 ms(j) for i = 1, . . . , N+1.
Lemma 4.1. If either ci < 0 for some i = 1, . . . , N + 1 or ci = cj for some 1 ≤ i <
j ≤ N + 1, then Φ has no critical points.
Proof. Let (t
(i)
j ) be a critical point of Φ. Set yi =
∏li
j=1 (x− t
(i)
j ) for i = 1, . . . , N . Then
yi divides Wr( y
′
i, Ti yi−1 yi+1), where as usual we set yN+1 = y0 = 1.
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We have ci = i−1 + deg yi − deg yi−1 +
∑i−1
j=1 deg Tj. By part (3) of Theorem 2.5,
c1, . . . , cN+1 are pairwise distinct non-negative numbers. 
Assume c1, . . . , cN+1 are pairwise distinct nonnegative integers. Let u ∈ ΣN+1 be the
permutation such that cu(1) > cu(2) > . . . > cu(N+1). Let d = max {c1, . . . , cN+1}.
For z ∈ {z1, . . . , zn} define the ramification sequence a(z) by the rule
aj(z) =
N∑
ℓ=j
mN+1−ℓ(z) , j = 1, . . . , N + 1 .
Define the ramification sequence a(∞) at ∞ by the rule
aj(∞) = d − (N + 1) + j − cu(j) , j = 1, . . . , N + 1 .
Proposition 4.2. The master function Φ of this section is the same as the master func-
tion of the basic situation of Section 3 associated with the space W = Cd[x], ramification
sequences a(z1), . . . , a(zn), a(∞), and the permutation u
−1 in ΣN+1. 
Appendix A.
A.1. Equation Wr( y, y˜) = T .
Lemma A.1. Let A be an algebra over C. Let y, T ∈ A[x] .
(1) If the equation Wr( y, y˜) = T has a solution y˜ ∈ A[x] then y divides Wr( y′, T ).
(2) If the ideal (y, y′) = A[x] and y divides Wr( y′, T ), then the equation Wr( y, y˜) =
T has a solution y˜ ∈ A[x].
Proof. If T = Wr( y, y˜), then Wr( y′,Wr( y, y˜)) = y′′ (y′y˜ − y y˜′) − y′ (y′′ y˜ − y y˜′′) =
y (y′ y˜′′ − y′′ y˜′), and y divides Wr( y′, T ).
For the other direction, write T = ay + by′ for suitable polynomials a, b. Then
T = (a + b′) y + Wr( y, b). We have Wr( y′, T ) = Wr( y′, y(a + b′)) + Wr( y′,Wr( y, b)).
The last term is divisible by y. If y divides Wr( y′, T ), then y divides Wr( y′, y (a+ b′)).
This implies that y divides (y′)2(a + b′). Writing c y′ = 1 − dy for suitable polyno-
mials c and d, we deduce that y divides (a + b′). Thus, y(a + b′) = y2e for a suitable
polynomial e. Let f be a polynomial whose derivative is −e. Then Wr( 1, f) = e, and
Wr( y, yf) = y(a+ b′). Finally, Wr( y, yf + b) = y(a+ b′) +Wr( y, b) = T . 
Lemma A.2. Suppose y, f ∈ A[x] and y is monic.
(1) There exist unique q, r ∈ A[x] such that f = y q + r and deg r < deg y.
(2) Suppose that y =
∏m
j=1 (x− tj), tj ∈ A and tj− tk are units in A for j 6= k. Then
the ideal in A generated by coefficients of the polynomial r in (1), coincides with
the ideal in A generated by f(t1), . . . , f(tm).
Proof. Existence and uniqueness of q and r follows from the monicity of y and long
division.
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For the second part, write f(tj) = rm−1t
m−1
j + . . . + r0. From Cramer’s rule and
the formula for the Vandermonde determinant we deduce that the coefficients of r lie in
the ideal generated by f(t1), . . . , f(tm). 
Lemma A.3. Let (A,m) be a local ring and y1, y2 ∈ A[x] with y1 monic. Suppose that
the ideal generated by the reductions (y¯1, y¯2) = (A/m)[x]. Then the ideal (y1, y2) equals
A[x].
Proof. The A-module A[x]/(y1) is a finite A-module because y1 is monic. The quotient
M = A[x]/(y1, y2) of A[x] by the ideal (y1, y2) is therefore a finite A-module. Now,
M ⊗ A/m = (A/m)[x] / (y¯1, y¯2) = 0 by hypothesis. By Nakayama’s Lemma ( [M],
Theorem 4.8), we conclude that M = 0. 
Lemma A.4. Let A be an algebra, y =
∏m
j=1 (x − tj) ∈ A[x] with tj ∈ A and T =∏n
l=1 (x− zl) ∈ A[x] with zl ∈ A. Then
(1) The ideal (y, y′) = A[x] if and only if ti − tj are units in A for all i < j.
(2) The ideal (T, y) = A[x] if and only if tj − zl are units in A for all j, l.
(3) Assume that the ideals (y, y′) = A[x] and (T, y) = A[x]. Then, y divides
Wr( y′, T ) if and only if the following system of equations holds:
(A.1)
∑
l∈{1,...,m}−j
2
tj − tl
−
n∑
l=1
1
tj − zl
= 0 , j = 1, . . . , m .
Notice that the system of equations ( A.1) coincides with the critical point equations
for the function
Φ(t1, . . . , tm) =
∏
1≤i<j≤m
(ti − tj)
2
m∏
j=1
n∏
l=1
(tj − zl)
−1 =
∏
1≤i<j≤m
(ti − tj)
2
n∏
j=1
T (tj)
−1
of variables t1, . . . , tm.
Proof. If the ideal (y, y′) = A[x], write 1 = ay + by′ and substitute x = ti to conclude
that ti − tj is invertible for i 6= j.
For the other direction, let M = A[x]/(y, y′). Clearly, M/mM = (A/m)[x]/(y¯, y¯′) = 0,
which is guaranteed by the assumption and the standard theory of fields. Since y is
monic, by Lemma A.3, M = 0. The assertion (2) is proved similarly.
It is easy to see that (3) follows from Lemma A.2 and Lemma A.1. 
Lemma A.5. For y1, y2, T ∈ A[x], assume that the ideal (y1, y2) = A[x] and y1 divides
y2 T . Then y1 divides T .
Proof. Write 1 = ay1 + by2. Hence T = aTy1 + bTy2. The last two terms are divisible
by y1. Hence y1 divides T . 
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A.2. Proof of Lemma 2.2. The implication (1)⇒ (3) is immediate.
If (2) holds , then V is finitely generated module which is a direct summand of a free
module. This implies that it is free (being a direct summand implies that it is projective
and projective modules over local rings are free). The morphism V ⊗ A/m → C[x] is
a direct summand of the isomorphism A[x] ⊗ A/m → C[x] and hence is injective. This
gives (1).
We prove (1) and (2) assuming (3). Pick a large integer d so that V ⊂ Ad[x].
By assumption we can find v1, . . . , vd+1−k ∈ Ad[x] such that the collection u¯1, . . . , u¯k,
v¯1, . . . , v¯d+1−k form a basis for the C-vector space Cd[x]. This implies that the change
of basis matrix from the standard basis of Ad[x] to u1, . . . , uk, v1, . . . , vd+1−k has the
determinant that does not vanish upon reduction to the residue field. Therefore, the de-
terminant is a unit in A. Hence u1, . . . , uk, v1, . . . , vd+1−k form a free basis in Ad[x]. This
proves (1) and (2), where for (2) we let M = spanA(v1, . . . , vd+1−k)⊕ x
d+1A[x] ⊂ A[x].
A.3. Multiplicity. We will recall the algebro-geometric definitions of multiplicity from
[F], Section 1.5. In this section we will need to consider local rings whose residue field
may be different from C.
Let X be an irreducible algebraic scheme. The geometric multiplicity of X , denoted
by m(X), is the length of the local ring of X at its generic point. Explicitly, if Spec(A)
is an affine open subset of X , then A has exactly one minimal prime ideal. Denote it
by p. The localisation Ap is an Artin ring and is therefore of finite length. The integer
m(X) is the length of Ap. A more practical way of computing m(X) is obtained from
Proposition A.7.
Example: Consider the geometric multiplicity of the “doubled line”
Spec(C[x, y]/(x2)). This has exactly one minimal prime ideal, namely (x). The lo-
calisation at this minimal prime ideal is the ring C(y)[x]/(x2), which is of length 2.
Now, we will discuss properties of geometric multiplicity, linking it to “multiplicity in
the transversal direction”. The first property is (see [F], Example A.1.1):
Proposition A.6. If X is an irreducible 0-dimensional scheme (i.e a fat point), then
m(X) is the dimension over C of the ring of functions of X,
m(X) = dimC Γ(X,OX) .
In general, if X is an irreducible scheme, then X is reduced if and only if its geometric
multiplicity is 1.
The following proposition follows from Lemma 1.7.2 in [F].
Proposition A.7. Suppose that X is an irreducible subscheme of Cn. Let Xred be the
reduced subscheme corresponding to X. The subscheme Xred can be considered to be a
closed subscheme of X. Let U be the smooth locus of Xred. Let H be a hyperplane in
Cn which meets U transversally at a point x ∈ U . Let D be the irreducible component of
X ∩H which contains x (there is exactly one such irreducible component). Then,
m(X) = m(D) .
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Iterating this procedure, we obtain the following statement. Suppose T is a plane in Cn
of dimension complementary to dim X, which meets U transversally at a point x ∈ U
(there could be other points of intersection). Then, the multiplicity of X equals to the
dimension over C of the localization at x of the algebra of functions on the scheme X∩H.
There is one other standard property of multiplicity that we will need. Recall that a
smooth morphism between schemes is a flat morphism with smooth fibers.
Proposition A.8. Let f : X → Y be a smooth morphism between irreducible schemes.
Then, m(X) = m(Y ).
Proof. We will use the notations and definitions of [F]. Let Xred and Yred be the re-
duced schemes underlying X and Y . Then by definition [X ] = m(X)[Xred] and [Y ] =
m(Y )[Yred]. The smoothness of f tells us that f
−1(Yred) is reduced and hence f
−1(Yred) =
Xred. Clearly f
−1(Y ) = X . Apply Lemma 1.7.1 in [F] to see that
f ∗[Y ] = [f−1(Y )]. This gives m(Y )[Xred] = m(X)[Xred] and therefore m(X) = m(Y ).

A.4. Multiplicity in intersection theory. Irreducible subvarieties X1, . . . , Xr of a
smooth variety X are said to intersect properly, provided each irreducible component
of X1 ∩ · · · ∩ Xr is of dimension dim X −
∑r
j=1 (dim X − dim Xj ). We will use the
following basic result.
Denote the smooth locus of Xi by X
o
i . Suppose that X1, . . . , Xr intersect properly in
a finite set, that is, the expected dimension of the intersection is 0. Suppose that
X1 ∩ . . . ∩ Xr = X
o
1 ∩ . . . ∩X
o
r .
Then we have an equality of cohomology classes in H∗(X),
r∏
i=1
[Xi] = c [pt] ,
where c is the sum of the multiplicities of the irreducible components of the scheme
theoretic intersection X1 ∩ · · · ∩Xr and [pt] the class of a point.
This statement follows from [F], Proposition 7.1.
A.5. Standard results in the theory of schemes. For a scheme X and a C-algebra
A, we let
X(A) = Hom(Spec(A), X) .
If A is a local ring, and s ∈ X(A), then we denote the induced point in X(C) = X(A/m)
by s¯. If x ∈ X(A/m) is given, we let Xx(A) = {s ∈ X(A) | s¯ = x}. For s ∈ Xx(A) there
corresponds a local homomorphism of local rings OX,x → A, where OX,x is the local ring
of X at x.
Lemma A.9. Let f : X → Y be a finite morphism of schemes. Then, f is a closed
immersion if and only if for every local ring A, the induced mapping X(A) → Y (A) is
injective.
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Proof. If f : X → Y makes X a subscheme of Y , then clearly X(A)→ Y (A) is injective.
To go the other way, let x ∈ X and y = f(x). By taking A = C, we see that f−1(y)
is the singleton {x}. Denote the local ring of X at x by (OX,x, mx) and that of Y at y
by (OY,y, my).
Now let A = C[ǫ]/(ǫ2). Consider the induced mapping Xx(A) → Yy(A). This is once
again injective by hypothesis. It is a basic fact that Xx(A) = Hom(mx/m
2
x,C) and
Yy(A) = Hom(my/m
2
y,C). Therefore the hypothesis implies that Hom(mx/m
2
x,C) →
Hom(my/m
2
y,C) is injective or that the natural morphismmy/m
2
y → mx/m
2
x is surjective.
By [H], II.7.4, we conclude that the map OY,y → OX,x is surjective. This shows that
X → Y is a closed inclusion. 
Lemma A.10. Let f : X → Y be a closed immersion of schemes. Then f is an
isomorphism if and only if f : X(A)→ Y (A) is surjective for every local ring A.
Proof. If f is an isomorphism, then X(A)→ Y (A) is clearly bijective for any local ring
A.
To go the other way, let x ∈ X and y = f(x). Denote the local ring of X at x by
(OX,x, mx) and that of Y at y by (OY,y, my).
Suppose that y is in an open affine subset Spec(B) ⊆ Y . Let m be the maximal ideal
of Spec(B) corresponding to the point y. Then OY,y is the same as the localization Bm
of B at m. The natural map B → Bm gives a point η in Spec(B)(OY,y) ⊆ Y (OY,y).
Clearly η¯ = y and therefore η ∈ Yy(OY,y). The map of local rings corresponding to η is
the identity map OY,y → OY,y
By the given hypothesis, there exists θ ∈ X(OY,y) such that f(θ) = η. The reduction
of this point is x ∈ X(C) because the reduction has to sit over y ∈ Y (C).
Therefore we obtain a diagram
OY,y
f
//
=
""F
F
F
F
F
F
F
F
OX,x
θ

OY,y
Hence OY,y → OX,x is both injective and surjective whence an isomorphism. 
The following proposition is standard and follows from the description of Schubert
varieties as degeneracy loci (cf. [F], chapter 14).
Proposition A.11. Let A be a local ring and W a C-vector space of rank d+ 1. Then,
Gr(N + 1,W )(A) is the set of free submodules V ⊂ W ⊗ A of rank N + 1, such that
V ⊗ A/m→W is injective.
The subset Ωo
a
(F)(A) ⊆ Gr(N + 1,W )(A) consists of submodules V such that there
exists an A-basis u1, . . . , ud+1 of W ⊗ A with the following properties:
• Fi is the A-span of u1, . . . , ui for i = 1, . . . , d+ 1;
• V is the A-span of the elements ud−N+j−aj for j = 1, . . . , N + 1.
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