The purpose was to introduce a novel method for computer-based classification of visual field data derived from perimetric examination, that may act as a 'counsellor', providing an independent 'second opinion' to the diagnosing physician. The classification system consists of a Hopfield-type neural attractor network that obtains its input data from perimetric examination results. An iterative relaxation process determines the states of the neurons dynamically. Therefore, even 'noisy' perimetric output, e.g., early stages of a disease, may eventually be classified correctly according to the predefined idealized visual field defect (scotoma) patterns, stored as attractors of the network, that are found with diseases of the eye, optic nerve and the central nervous system. Preliminary tests of the classification system on real visual field data derived from perimetric examinations have shown a classification success of over 80%. Some of the main advantages of the Hopfield-attractor-network-based approach over feed-forward type neural networks are: (1) network architecture is defined by the classification problem; (2) no training is required to determine the neural coupling strengths; (3) assignment of an auto-diagnosis confidence level is possible by means of an overlap parameter and the Hamming distance. In conclusion, the novel method for computer-based classification of visual field data, presented here, furnishes a valuable first overview and an independent 'second opinion' in judging perimetric examination results, pointing towards a final diagnosis by a physician. It should not be considered a substitute for the diagnosing physician. Thanks to the worldwide accessibility of the Internet, the classification system offers a promising perspective towards modern computerassisted diagnosis in both medicine and tele-medicine, for example and in particular, with respect to non-ophthalmic clinics or in communities where perimetric expertise is not readily available.
There is a total of 191 test locations, including the centre of fixation not depicted here.
Introduction
What is perimetry? Perimetry, or visual field testing, has always been an important part of an ophthalmological evaluation since it comprises a large part of a person's visual function. Perimetry is the systematic measurement of visual field function. The two most commonly used types of perimetry are Goldmann kinetic perimetry and threshold static automated perimetry. With Goldmann or 'kinetic' perimetry, a trained perimetrist moves the stimulus manually. The stimulus brightness is held constant. The spatial limits of the visual field are mapped to light stimuli of different sizes and brightness. With threshold static automated perimetry, the visual field examination is performed by computer programs. The most commonly used one tests the central 30
• of the visual field, radially from the centre of fixation, using a variety of test location arrangements of light stimuli (figure 1 shows an arrangement of 190 eccentric test locations used by the Tübingen Automated Perimeter (TAP), see section 2). This is accomplished by keeping the size and location of a target constant and varying the brightness until the dimmest target the patient can see at each of the test locations is found, hence the name 'threshold static automated perimetry'. These maps of visual sensitivity, made by either of these methods, are important in diagnosing diseases of the visual system non-invasively. Different patterns of visual field loss are found with diseases of the eye, optic nerve and the central nervous system.
Since many ophthalmological and neuroophthalmological diseases and lesions, even subtle ones, may be recognized from perimetric examinations, the appropriate classification of visual field data is essential for diagnosis. Adequate classification and interpretation of perimetric examination results is not a trivial task and requires well-trained personnel with long-term experience.
There has been recent interest in computer-based classification systems for visual field data using different approaches, e.g., feed-forward networks and self-organizing (Kohonen) maps Hopfield-attractor network with N = 6 neurons. Each neuron is assigned to one tested stimulus location in the perimetric examination (see figure 1 for an example arrangement of stimulus locations). (Kelman et al 1991 , Nagata et al 1991 , Keating et al 1992 , 1993 , Mutlukan and Keating 1994 , Goldbaum et al 1994 , Spenceley et al 1994 , 1997a , 1997b , Brigatti et al 1997 . In the work presented here, an alternative kind of neural network is proposed, namely a Hopfield-attractor network (Hopfield 1982 , Hertz et al 1991 , Müller and Reinhardt 1990 , for application in visual field data classification. It may be considered a 'counsellor' and not a substitute for the diagnosing physician, providing a valuable first overview and an independent 'second opinion' in judging perimetric examination results, pointing towards a final diagnosis by a physician. The data set on which the classification system operates on and classification results were already introduced at the 13th International Perimetric Society Meeting in Gardone Riviera, Italy, 1998 . The paper presented here focuses on the mathematical underpinning rather than on the classification results obtained using the above-mentioned data set.
Methods
The classification system is based on a neural Hopfield-attractor network (see figure 2) that consists of N binary neurons. These neurons are assigned to the N stimulus locations of the stimulus grid that is used to examine the visual field, e.g., the TAP (by Oculus Optikgeräte GmbH) stimulus grid for the central 30
• -visual field used here. Therefore, the neurons obtain their input data from perimetric examination results. We define '+1' as a scotoma (visual field defect) and '−1' as no scotoma at a particular test location within the visual field under examination.
It should be pointed out that this binary approach is a simplification, since in conventional automated threshold perimetry usually more than one luminosity class for the light stimuli (e.g., 1 + 6 for the TAP) is used for detecting not only absolute but also relative scotomata. For the purpose of this study depending on a user-/examination-defined luminosity class threshold, all relative scotomata in a perimetric examination result above that threshold are considered absolute scotomata and the those below are omitted, i.e. considered 'normal' (see also sections 3 and 4). An example of this binary scotomata conversion is depicted in figures 3 and 4. The N neurons are fully connected with each other via synaptic couplings J ij . These synaptic coupling strengths can be calculated directly from the patterns to be stored as attractors of the network by means of, e.g., the Hebb rule or the projection rule (Hertz et al 1991, Müller and Reinhardt 1990) . In the particular case of visual field data classification, the attractors are predefined idealized scotomata patterns such as hemianopic field defects, sectoral defects, central scotomata, para-central scotomata, centrocoecal scotomata, nerve fibre bundle defects, which are typically associated with diseases such as chiasmal and post-chiasmal lesions, glaucoma, geniculate lesions, maculopathies, optic neuropathies, paramacular processes (details provided in Schiefer and Wilhelm (1995) ).
At the present stage of the classification system and for further simplification, each neuroophthalmological disease contained in the classification system is represented by one idealized scotomata pattern. Furthermore, only monocular perimetric examination results are considered (see also section 4).
Relaxation process
The following dynamic, iterative relaxation process determines the states S i (t) of the N neurons dynamically: Often the thresholdθ i is set to 0, which leads to
Even 'noisy' perimetric output (see figures 3 and 4), e.g., early stages of a disease, may eventually be classified correctly (see figure 5) according to the predefined attractors of the network. 'Noisy' perimetric output means a scotomata pattern that differs from all attractors (idealized scotomata patterns) stored in the network. A fixpoint or attractor of the network dynamics is reached, if the condition S i (t + 1) = S i (t) is simultaneously fulfilled for each neuron i of the network.
Hebb's rule
One advantage of choosing a Hopfield-attractor network is that no learning process is required for determining the synaptic coupling strengths J ij . Instead, these can be calculated directly from the idealized scotomata patterns σ µ , µ = 1, . . . , p, which define the p attractors of the network and are represented as N-dimensional binary vectors: This rule is usually referred to as Hebb's rule. It resolves the pattern storage problem as can be seen from the following (Hertz et al 1991, Müller and Reinhardt 1990) :
For large N and p it can be statistically shown that the noise term for uncorrelated patterns is typically of the order of
. The smaller the so-called storage capacity α := p N the bigger the likelihood that the νth pattern is a stable network configuration, hence a fixpoint or attractor of the network dynamics described above:
If a 'noisy' pattern (visual field data derived from perimetric examination) differs in n test locations from an attractor stored in the network, it might still be classified correctly within one global update of all N neurons under the condition n, p N . However, if the number p of stored idealized scotomata patterns (attractors) is comparable to the total number of neurons N, these patterns cannot be recalled reliably. and for independent and randomly chosen attractors (Hertz et al 1991, Müller and Reinhardt 1990) : α c ≈ 0.138.
For α < α c , a reliable recall of random and independent attractors is possible. Above α c a discontinuous phase transition from perfect recall of the stored patterns to total confusion occurs. The reason for this is the noise term in equation (1), caused by the correlations within the pattern set to be stored as attractors of the network.
Projection rule: storing correlated patterns
The problem of correlations within the pattern set to be learned may be overcome by the so-called projection rule (Hertz et al 1991, Müller and Reinhardt 1990 ) that allows us to store up to p = N (α = 1) arbitrarily correlated patterns under the only condition that the patterns are linearly independent. Defining
as the square matrix Q of the pairwise scalar products of all patterns, it follows from the linear independence of the patterns that Q is invertible. Therefore, the new synaptic coupling strengthsJ ij read as follows:
This notation is similar to the notation of a projection operator, thus giving the projection rule its name. The following proof shows that the new couplings are also a solution of the pattern storage problem: 
Classification confidence criteria: overlap parameter and Hamming distance
In the classification system presented here, two confidence criteria (Hertz et al 1991, Müller and Reinhardt 1990) for the classification of perimetric examination results are introduced: • the overlap parameter q µ defined as:
• the Hamming distance H µ defined as:
with σ being the scotomata pattern derived from the perimetric examination and σ µ being the µth idealized scotomata attractor. To enable a comparison/analysis, the overlap parameter and the Hamming distance are calculated, for all possible pairs of examination result and network attractors, before and after the above-described relaxation process. Table 1 shows a classification example of the visual field data depicted in figures 3-5: from the definition of the overlap parameter and the Hamming distance follows that the attractor with the largest overlap (closest to 1 or 100%) and the smallest Hamming distance (closest to 0; the worst/largest Hamming distance would be N) classifies the scotomata pattern under examination best (in this case a centrocoecal visual field defect, visual field defect code VFDC = 21).
Results
Preliminary tests of the classification system on real monocular visual field data derived from perimetric examinations, performed with the TAP, have shown a classification success of about 80% , which is well in line with, e.g., about 74% reported in Goldbaum et al (1994) and 65-100% on genuine field results reported in Mutlukan and Keating (1994) . In section 4 various approaches are outlined that would potentially yield an improvement in the success rate in future versions of the classification system. Further application of the Hopfield-attractor network-classification method in a clinical setting in collaboration with visual field experts is certainly necessary but beyond the scope of this paper.
It should be mentioned that the classification result and, therefore, the classification success depend on the choice of the previously introduced user-/examination-defined luminosity class threshold that is used for the conversion of the initial perimetric examination result to a binary pattern: if the threshold is set to the lowest luminosity class, then all 190 test locations will indicate an absolute scotoma (indicating a blind central visual field), thus rendering a classification meaningless. Conversely, a luminosity class threshold set to the highest luminosity class will always result in a 'normal' diagnosis, regardless of the scotomata encountered. Therefore, the luminosity class threshold has to be chosen carefully between the two extrema. Unless not otherwise motivated, the luminosity class threshold can be subject to optimization to improve on the overall classification success rate (see section 4). For the results reported here, the luminosity class threshold was set to the second lowest luminosity class out of a total of seven used by the Tübingen Automated Perimeter.
The main advantages of the proposed Hopfield-attractor-network-based approach over feed-forward type neural networks are:
• The network architecture is defined by the classification problem alone, as opposed to the somewhat arbitrary choice of both the number of hidden layers and the number of neurons per hidden layer in feed-forward type neural networks.
• No neural learning process is required for determining the synaptic coupling strengths for the neural network for classification of visual field data as opposed to learning algorithms, necessary for the training of feed-forward type neural nets, such as error-backpropagation (Rumelhart et al 1986a (Rumelhart et al , 1986b . In addition, the size and diversity of the training set, necessary for learning the coupling strengths of a real-world (finite) feed-forward net for a given classification task, is not known a priori. Furthermore, changes in the training set usually require retraining of the coupling strengths of a feed-forward neural net as opposed to an almost instant recalculation in the case of a Hopfield-attractor network.
• Even early stages of an ophthalmological or neuroophthalmological disease may eventually be classified correctly (see figures 3-5) according to the predefined attractors of the network, thanks to its dynamic, iterative relaxation process, which enables the Hopfield-attractor network to classify even 'noisy' input patterns. A feed-forward type neural network performs by definition only one pass-through.
• The assignment of a confidence level to the diagnosis, e.g., by means of the overlap parameter and the Hamming distance, makes the system a more realistic 'counsellor' rather than just a 'yes/no-machine'.
The proposed Hopfield-attractor-network-based classification system may be readily applied to arbitrary stimulus grids for static perimetry (e.g., 30
• -, 90
• -visual fields and Humphrey visual fields, etc), since only the idealized scotomata patterns (network attractors) have to be adjusted accordingly. Thus, the TAP stimulus grid for a 30
• -visual field, used in this study, is only one instantiation of possible stimulus grid arrangements, and, with its 191 (eccentric + centre) test locations, it allows for a high spatial resolution of position, shape and extent of scotomata (compared to only 60-70 test locations of conventional automated threshold perimetry).
Discussion and outlook
Future developments of the attractor-network classification system currently pursued comprise the following:
• Optimization of the classification success by varying the luminosity class threshold used for the conversion of the initial perimetric examination result to a binary pattern for subsequent classification by the Hopfield-attractor network.
• Implementation of stimulus grids other than the Tübingen Automated Perimeter stimulus grid for various visual fields (e.g., 30
• -visual fields and Humphrey visual fields, etc.).
• Adjustment of the idealized scotomata pattern set to these other stimulus grids.
• Continued research in the detailed specification of the network attractor sets (idealized scotomata patterns) to allow for more precise and specific classifications.
• Iterated diagnosis process through the assignment of a separate neural network to each disease respectively, which has been pre-classified by the classification system with a high confidence level, e.g., a network that is specialized in the various scotomata patterns caused by glaucoma, only.
• Expansion of the Hopfield-attractor network formalism from a binary (Ising spin) system to an N-state (Potts spin) system per neuron (N-state Potts model/Potts spin glass, e.g., Wu (1983) and Müller and Reinhardt (1990) ), in order to take into account relative scotomata, i.e. all available tested luminosity classes (7 for the Tübingen Automated Perimeter). This would render the luminosity class threshold-based conversion unnecessary.
• Consideration of binocular visual field data for diagnosis of binocular scotomata.
• Exploration and use of existing correlations between the perimetric examination results of left and right eye.
• Taking into consideration the temporal progress of various ophthalmological and neuroopthalmological diseases that can be monitored by means of perimetric examinations.
Since we are at the beginning of a new era of computer-based classification systems in medical sciences, one should not be too restrictive in choosing the appropriate neural network type. Rather, combinations of different neural network types should also be considered, such as feed-forward nets, attractor networks and/or self-organizing (Kohonen) maps.
The novel method for computer-based classification of visual field data, presented here, furnishes a valuable first overview in judging perimetric examination results, pointing towards a final diagnosis by a physician. It should not be considered a substitute for the diagnosing physician, but may rather act as a 'counsellor', providing an independent 'second opinion', thereby potentially increasing the diagnosis accuracy and reducing the risk for error. Further, the potential for recognizing early stages of ophthalmological and neuroophthalmological diseases offers the opportunity for early/timely treatment, essential for diseases such as glaucoma.
Finally, we would like to mention that an Internet-based experimental version of the classification system (Fink 1999) is publicly accessible at http://www.wfbabcom5.com/ wf33.htm. Thanks to the worldwide accessibility of the Internet, the classification system offers a promising perspective towards modern computer-assisted diagnosis in both medicine and tele-medicine, for example and in particular, with respect to non-ophthalmic clinics or in communities where perimetric expertise is not readily available.
