We study non-parametric regression function estimation for models with strong dependence. Compared with short-range dependent models, long-range dependent models often result in slower convergence rates. We propose a simple differencing-sequence based non-parametric estimator that achieves the same convergence rate as if the data were independent. Simulation studies show that the proposed method has good finite sample performance.
INTRODUCTION
In the literature on non-parametric inference, considerable attention has been paid to independent or shortrange dependent (SRD) processes. While being a reasonable assumption in some cases, the independence or SRD assumption may present a serious restriction in other applications. For example, long-range dependence (LRD) has been frequently observed in hydrology (Mandelbrot and Wallis, 1969) , Internet communication traffic (Leland et al., 1994) , and financial markets (Ding et al., 1993; Casas and Gao, 2008) . For extensive exposition of LRD phenomena and their applications, we refer the reader to Beran (1992) , Doukhan et al. (2003) , and Robinson (2003) . Models with LRD often exhibit different behaviour from independent or SRD models, and hence, techniques developed for independent or SRD data may become less efficient or even fail in the presence of LRD. As shown in Mielniczuk and Wu (2004) , the convergence rate of non-parametric estimation depends on the strength of dependence. For other contributions, see Hall and Hart (1990) , Mielniczuk (1995, 1999) , Robinson (1997) , Masry and Mielniczuk (2001) , and Yang (2001) for non-parametric estimation and Yajima (1991) , Fox and Taqqu (1986) , Giraitis and Surgailis (1990) , Koul (1992) , and Robinson and Hidalgo (1997) for parametric estimation in LRD models. As demonstrated by these works, estimations for LRD models usually have slower convergence rates that depend on the strength of dependence. However, it is generally a challenging problem to estimate the amount of dependence in non-parametric regression (Robinson, 1997) .
In this article, we study non-parametric estimation for the following model:
X i / C g.i=n/ C " i ; i D 1; : : : ; n;
where ¹X i º are i.i.d. random covariates, ¹" i º are stationary time-series noises with E." i / D 0, g. / is a time trend assumed to be Lipschitz continuous, and . / is a non-parametric function of the covariate X i . By including both a time trend g. / and a covariate function . /, model (1) is more general and flexible than those studied in previous works where they considered either the time trend only Y i D g.i=n/ C " i (Hall and Hart, 1990; Csörgő and Mielniczuk, 1995; Robinson, 1997; Beran and Feng, 2002) or the covariate function only Csörgő and Mielniczuk, 1999) . While it is also important to draw inference about the overall time trend g. / (Altman, 1990; Robinson, 1997; Wu and Zhao, 2007) , our focus here is to estimate . /, which quantifies the covariate effect. We focus on the case that ¹" i º exhibit strong dependence. We propose a simple differencing-sequence based non-parametric estimation method. It is shown that the proposed method can remove the LRD of ¹" i º and thus can achieve the same convergence rate as if the data were independent. In contrast to existing works that often rely on a good estimate of the dependence (Robinson, 1997; Masry and Mielniczuk, 2001) , the proposed method does not assume any knowledge about the amount or form of the dependence, and hence, it is non-parametric. Our simulation study shows that the proposed method delivers better finite sample performance than the existing method.
We introduce some notation. For sequences ¹a n º and ¹b n º, we write a n b n if a n =b n ! 1, a n D O.b n / if ja n =b n j is bounded, and a n b n if ja n =b n j is bounded away from 0 and 1.
KERNEL SMOOTHING ESTIMATION UNDER DEPENDENCE
In (1), the functions and g are identifiable only up to a constant: for any constant c, Q D c and Q g D g C c also satisfy the same model. In practice, it often suffices to know a function up to a constant. For example, if .x/ is the mean response of a patient taking dose x of a medicine, then the difference .x/ .0/ represents the treatment effect.
Throughout, we assume that we wish to estimate . / up to a constant at a fixed point x; see Remark 1 for discussions on the identifiability issue. Consider the popular Nadaraya-Watson kernel smoothing estimator
Here, K. / is a kernel function and b n is a bandwidth satisfying b n ! 0 and nb n ! 1. Denote by f X .x/ the density function of X i . Then, we have the decomposition
where
By the well-known theory of non-parametric density estimation, under conditions A1-A4 in the Appendix, ! n ! 1. In (3), C n is an unidentifiable constant, B n is the bias, and S n is the stochastic term that determines the asymptotic variance of O .x/. We can show 
The covariate function . / can be estimated by applying (2) to .X i ; Y i /. All the aforementioned and subsequent analysis holds with g.i=n/ in (4) replaced by g.i=n/ O g.i=n/, and the resultant C n is negligible.
For ¹" i º in (1), denote by k D cov." i ; " iCk /; k 2 Z;the autocovariance function. The process ¹" i º is said to be SRD if
Theorem 1 studies the asymptotic variance of S n .
Theorem 1.
Assume that conditions A1-A5 in the Appendix hold. For S n in (6),
From (8), the asymptotic variance of S n has two components: † 1 is the contribution from the aggregated noise level of g.i=n/ C " i , and † 2 is the contribution from the dependence of ¹" i º. If ¹" i º are independent so that k D 0; k 1, then † 2 D 0 and var.S n / † 1 . For dependent processes, the relative magnitude of † 1 and † 2 depends on both the strength of dependence and the choice of bandwidth b n . In particular, we have
Therefore, for the small bandwidth case, var.S n / achieves the same rate as if the data were independent. Clearly, the small bandwidth case covers all SRD processes for which
For LRD processes under the large bandwidth scenario, the dependence term † 2 becomes the leading term. For the borderline case between small and large bandwidth, both † 1 and † 2 play non-negligible roles. Csörgő and Mielniczuk (1999) 
some˛2 .0; 1/ and a slowly varying function L. /. Their Theorems 1-3 showed that the Nadaraya-Watson kernel smoothing estimator of . / has different asymptotic behaviour, depending on whether the bandwidth is large, small, or intermediate. Therefore, the three-scenario phenomenon in (9) is in parallel to their results. However, in practice, it is difficult to determine whether a given bandwidth is small, large, or intermediate, and thus, it is desirable to have an estimator that has a unified convergence rate. Furthermore, our simulation study in Section 4 shows that too small or too large bandwidths lead to poor finite sample performance.
To see how † 2 in (8) depends on the dependence, we can easily obtain † 2 8 < :
We see that, in the presence of strong dependence, var.S n / can decay very slowly.
Example 1 (Linear processes). For ¹a j º satisfying P 1 j D0 a 2 j < 1, define the linear process
The two cases > 1 and 1=2 < Ä 1 correspond to the SRD and LRD cases, respectively. For the case a j decaying at the rate of j 1=2 up to a logarithm factor (to ensure P 1 j D0 a 2 j < 1), by the proof in the Appendix,
Then, var.S n / can be calculated using (10).
Example 2 (Fractionally integrated process). Denote by B the backshift operator. For d 2 . 1=2; 1=2/, consider the pure fractionally integrated process
Depending on the value of d , the process can exhibit quite different behaviour. If d 2 .0; 1=2/, then ¹" i º is LRD. If d 2 . 1=2; 0/, then we have anti-persistence: the autocovariances are summable but decay at a polynomial rate slower than the exponential rate of causal ARMA models. See Granger (1980) , Granger and Joyeux (1980) , and Lo (1991) for more discussions.
For˛1; : : : ;˛p;ˇ1; : : :
The aforementioned properties continue to hold for general FARIMA(p; d; q):˛.B/.1 B/ d " i Dˇ.B/ i , provided that the polynomial˛. / has all its roots outside the unit circle.
Example 3 (Near unit-root models). Near unit-root models have been extensively studied (Phillips, 1988) . Consider the near unit-root model " i D n " i 1 C p 1 2 n i , where n < 1 but n ! 1, and ¹ i º are i.i.d. innovations with E. i / D 0 and E.
Write n D 1 ı n with ı n ! 0. We can show that P n kD1 .n k/ k n=ı n if lim inf n!1 nı n > 0 and P n kD1 .n k/ k n 2 if nı n ! 0. In these cases, as n ! 1, the dependence becomes increasingly stronger and var.S n / can be very large. As a result, the estimator O .x/ in (2) may perform poorly. (Mandelbrot and Van Ness, 1968) with index 2 .0; 1/ is a centred Gaussian process with autocovariance
Example 4 (Fractional Gaussian noises). Fractional Gaussian noise
=2; k 0. Then, P 1 kD1 j k j < 1 for˛2 .0; 1=2 and P 1 kD1 j k j D 1 for˛2 .1=2; 1/, leading to SRD and LRD, respectively.
NON-PARAMETRIC ESTIMATION VIA DIFFERENCING SEQUENCE
For " i in (1), define the differencing sequence:
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In general, the autocovariances of ¹Á i º are given by (recall that k D cov.
Then, 
.k/ and thus P 1 kD1 j Q k j < 1. Therefore, for the models in Examples 1-4, the differencing sequence ¹Á i º is SRD.
Remark 2. While differencing can alleviate the strength of dependence, it may also introduce some undesirable issues, such as the non-invertibility. To appreciate the benefit of differencing, consider the near unit-root model in Example 3 with n D 0:95, then 1 D 0:95, suggesting strong dependence. For the differenced data, by (13), Q 1 D .1 n / 2 D 0:0025 0. Our simulation study in Section 4 suggests that estimators based on differenced data tend to have better finite sample performance for highly correlated data.
Motivated by the aforementioned discussion, we propose a differencing-sequence based non-parametric estimator of .x/ (up to a constant).
Because ¹X i º are i.i.d. and independent of ¹Á i º, E.
Therefore, as in (2), consider the Nadaraya-Watson kernel smoothing estimator
Similar to (3), we have the decomposition
where ! n and B n are defined as in (3) and (5),
As in the decomposition (3), Q C n is an unidentifiable constant, B n is the bias, and Q S n is the stochastic term that determines the asymptotic variance of Q .x/. We can show
9 Theorem 2. Assume that conditions A1-A5 in the Appendix hold and that EOE 2 .X 0 / < 1. Further assume that P 1 kD0 j k kC1 j < 1 so that ¹Á i º is SRD. Then,
By Theorem 2, the proposed differencing-sequence based estimator Q .x/ achieves the same convergence rate p nb n as if the data were independent. Unlike var.S n / in (8) that depends on k at all lags, var. Q S n / depends on 0 1 only. Define the relative variance
By Theorems 1 and 2, we can easily obtain Corollary 1.
Corollary 1.
Assume the same conditions in Theorems 1 and 2.
(ii) If ¹" i º is LRD and b n P n kD1 .1 k=n/ k ! 1, then RV! 0.
By Corollary 1, for LRD processes, under appropriate conditions on b n , the differencing-sequence based estimator Q .x/ has a relative variance converging to zero. For SRD processes, the relative variance depends on 0 ; 1 , EOE 2 .X 0 /, and R 1 0 g 2 .t /dt . Since the goal is to estimate . /, we can view . / and g. / as the 'signal' and 'noise', respectively. By Corollary 1(i), as the noise R 1 0 g 2 .t / increases, the relative performance of Q .x/ becomes increasingly better. To see the effect of 0 and 1 , consider the special case . / D g. / Á 0, then RV D 2.1 1 /, where k D k = 0 is the autocorrelation function. For strongly dependent data (for example, the near unit-root model in Example 3), we often have 1 1=2, which implies RV Ä 1. We illustrate this phenomenon via simulations.
A SIMULATION STUDY
We carry out a small simulation study to examine the performance of our proposed differencing-sequence based estimator Q . / in (15) For Q in (15), its mean integrated squared error (MISE) is computed as follows:
(i) Simulate n pairs of observations .X i ; Y i / from a given model.
(ii) On the basis of the differences Q Y i in (14), obtain the estimator Q in (15).
x/ 2 dx, OE`1;`2 is the interval over which . / is estimated. In our simulation, we consider the following model:
where .x/ D sin.2 x/, g.t/ D cos.2 t /, and > 0 controls the noise level. In the aforementioned procedure, the MISE is calculated by approximating the integral R`1 2 using 99 evenly spaced grid points on OE`1;`2 D OE0:01; 0:99.
For the errors ¹" i º, we consider two models
Model II:
Here, ¹ i º are i.i.d. standard normal random variables. For both models, the coefficients are properly normalized so that var. In our simulation, we adopt the local linear estimator (Fan and Gijbels, 1996) to reduce the boundary effect. The function locpoly under the package KernSmooth in software R fits local polynomial regression. Figure 1 ), Q tends to be increasingly better. As the noise level increases from D 0:2 to D 1:0 (from top to bottom in Figure 1) , the dependence plays an increasingly more significant role, and Q tends to be increasingly better. Figure 3 presents the MISE ratio MISE. Q /=MISE. O /. We observe that, as the dependence increases (from top to bottom curves in each plot of Figure 3) or as the noise level increases (from left to right plots in Figure 3) , the ratio tends to decrease. This is in good agreement with our theoretical result. For model II, Figures 2 and 4 exhibit similar patterns. In summary, we conclude that the proposed estimator delivers overall superior performance. Finally, (8) easily follows from var.S n / D P n iD1 var.e i / C 2 P 1Äi<j Än cov.e i ; e j /. QED
Proof of (11)
Denote by b´c the largest integer not exceeding´. Note the decomposition We consider the three terms separately. 
