In the k-SUM problem, we are given n real numbers as input, and we are asked whether there exists a zero-sum k-subset. The problem is of tremendous importance in complexity theory, and it is in particular open whether it admits an algorithm of complexity O(n c ) with c < ⌈k/2⌉. Revisiting a known algorithm due to Meiser (1993), we show that there exist linear decision trees of depth O(n 3 log 3 n) solving this problem. Furthermore, we show that there exists a Las Vegas algorithm that runs in O(n k+1 ) time performing exactly this number of linear queries on the input. We also consider a range of tradeoffs between the number of terms involved in the queries and the depth of the decision tree. In particular, we prove that there exists o(n)-linear decision trees of depth O(n c ) for some constant c. The query complexities also hold for nonuniform real-RAM algorithms.
Introduction
The k-SUM problem is defined as follows: given a collection of real numbers, decide whether there exists a subset of k of them whose sum is zero. It is a fixed-parameter version of the subset sum problem, a standard NP-complete problem. The k-SUM problem, and in particular the special case 3SUM, has proved to be a cornerstone of the fine-grained complexity program aiming at the construction of a complexity theory for problems in P . In particular, there are interesting connections between the complexity of k-SUM, the Strong Exponential Time Hypothesis [27, 10] , and the complexity of many other major problems in P [18, 8, 25, 26, 5, 1, 2, 21, 23, 3, 11] .
It has been known for long that the k-SUM problem can be solved in time O(n k/2 log n) for even k, and O(n (k+1)/2 ) for odd k. Erickson [15] proved a near-matching lower bound in a k-linear decision tree model. In this model, the complexity is measured by the depth of a decision tree, every node of which corresponds to a query of the form x i 1 + x i 2 + · · · + x i k ≤ ? 0, where the x i are the input numbers. In a recent breakthrough paper, Grønlund and Pettie [21] showed that in the 2k−2-linear decision tree model, where one can test weighted sums of up to 2k − 2 numbers, only O(n k/2 √ log n) queries were required for odd values of k. In particular, there exists a 4-linear decision tree for 3SUM of depthÕ(n 3/2 ) (here the notationÕ ignores polylogarithmic factors), while every 3-linear decision tree has depth Ω(n 2 ). This indicates that increasing the size of the queries, defined as the maximum number of input number involved in a query, can yield significant improvements on the depth of the tree. Ailon and Chazelle [4] slightly extended the range of query sizes for which a nontrivial lower bound could be established, elaborating on Erickson's technique.
We consider linear decision trees for k-SUM in which we allow the queries to have nonconstant size. It has been known for long that there exists nonuniform polynomial-time algorithms for the subset sum problem. One of them was described by Meiser [24] . It is derived from a data structure for point location in arrangements of hyperplanes using the bottom vertex decomposition.
Our results. Our first contribution is to streamline Meiser's algorithm [24] and show that it yields an n-linear decision tree of depthÕ(n 3 ) for k-SUM. Although the algorithm itself is not new, we improve its analysis for the k-SUM problem. In particular, Meiser gives an upper bound ofÕ(n 4 ) for his algorithm, and we reduce it toÕ(n 3 ) for k-SUM. Also, while the original algorithm was cast as a nonuniform polynomial-time algorithm, we prove it can be implemented in the linear decision tree model. Additionaly, we consider the complexity of the whole algorithm in the RAM model, and prove that it has running time O(n k+1 ) (with high probability). Hence for k = O(1) we obtain an O(n k+1 ) time Las Vegas algorithm in the RAM model performing at mostÕ(n 3 ) linear queries on the input 1 . Then we consider the tradeoff between the depth of the tree and the query size. Using a simple blocking scheme, we show that we can restrict to ǫn-linear decision trees, for arbitrary ǫ. We also give a range of tradeoffs for n ǫ -linear decision trees. Finally, we note that all previous upper bounds also hold in the algebraic computation tree model, yielding nonuniform algorithms on a real-RAM machine with the same complexities.
In the next section, we give the basic definitions and state the previously known results. In Section 3, we describe and analyze Meiser's algorithm for k-SUM, and prove theÕ(n 3 ) upper bound. In Section 4, we consider the tradeoffs between the query size and the number of queries. In Section 5, we analyze Meiser's algorithm for k-SUM in the algebraic computation tree model.
Definitions and Previous Works
Definitions. We consider the k-SUM problem for k = O (1) . In what follows, we use the notation [n] = {1, 2, . . . , n}.
Problem 1 (k-SUM). Given an input vector x ∈ R n , decide whether there exists a set {i 1 
The problem amounts to deciding, for each hyperplane h of equation
, whether x lies on, above, or below h. Hence this indeed amounts to locating the point x in the arrangement formed by those hyperplanes.
Linear degeneracy testing (k-LDT) is a generalization of k-SUM where we have arbitrary real coefficients in the equations of the hyperplanes. Our algorithms applies also to this more general problem with only minor changes. 1 In a recent paper, Grønlund and Pettie [21] mention the algorithms of auf Der Heyde [6] and Meiser [24] , and state "(...) it was known that all k-LDT problems can be solved by n-linear decision trees with depth O(n 5 log n) [24] , or with depth O(n 4 log(nK)) if the coefficients of the linear function are integers with absolute value at most K [6] . Unfortunately these decision trees are not efficiently constructible. The time required to determine which comparisons to make is exponential.". We prove that the trees can have depthÕ(n 3 ) (with high probability) and that the whole algorithm is polynomial-time.
We work in the s-linear decision tree model : We are allowed to ask welldefined questions to an oracle ≤ that are answered "yes" or "no". A welldefined question in our model asks for the sign of a linear function on at most s variables x i 1 , . . . , x is of the input x 1 , . . . , x n and can be written as
Each question asked to the oracle costs us a single unit. All other operations can be carried out for free. We refer to n-linear decision trees simply as linear decision trees.
We will also consider algebraic computation trees, whose internal nodes are labeled with arithmetic (r ← o 1 op o 2 , op ∈ {+, −, ×, ÷}) and branching (z : 0) operations. A path from the root to a leaf represents the execution of an algorithm A on some input x = x 1 , x 2 , . . . , x n , where n is fixed. The leaf in this path is labeled with the output given by this execution of A. Such a tree is well-defined if any internal node labeled r ← o 1 op o 2 has outdegree 1 and is such that either o k = x i for some i or there exists an ancestor o k ← x op y of this node, and any internal node labeled z : 0 has outdegree 3 and is such that either z = x i for some i or there exists an ancestor z ← x op y of this node. In the algebraic computation tree model, we define the complexity f (n) of an algorithm to be the maximum depth of a computation tree on an input of size n.
Previous Results. The seminal paper by Gajentaan and Overmars [18] showed the crucial role of 3SUM in understanding the complexity of several problems in computational geometry. It is an open question whether an O(n 2−ǫ ) algorithm exists for 3SUM. Such a result would have a tremendous impact on many other fundamental computational problems [18, 8, 25, 26, 5, 1, 2, 21, 23, 3, 11] .
In Erickson [15] , it is shown that we cannot solve 3SUM in subquadratic time in the 3-linear decision tree model. A general proof for the k-LDT problem in the k-linear decision tree model is featured. In the case of k even, a bound of Ω(n k 2 ) is given. For odd k, the bound is Ω(n k+1 2 ). Erickson's result is stated as follows Theorem 1 (Erickson [15] ). The optimal depth of a k-linear decision tree that solves a k-LDT problem is Θ(n ⌈k/2⌉ ).
The proof uses an adversary argument which can be explained geometrically. As we already observed, we can solve k-LDT problems by modeling them as point location problems in an arrangement of hyperplanes. Solving one such problem amounts to determining which cell of the arrangement contains the input point. The adversary argument of Erickson [15] is that there exists a cell having Ω(n ⌈k/2⌉ ) boundary facets. Ailon and Chazelle [4] study s-linear decision trees to solve the k-SUM problem when s > k. In particular, they give an additional proof for the Ω(n ⌈ k 2 ⌉ ) lower bound of Erickson [15] and generalize the lower bound for the s-linear decision tree model when s > k. Note that the exact lower bound given by Erickson [15] 
⌉ ) while the one given by Ailon and Chazelle [4] is Ω((nk
. Their result improves therefore the lower bound for s = k when k is large. The lower bound they prove for s > k is the following Theorem 2 (Ailon and Chazelle [4] ). For any instance of k-LDT, the tree depth is at least
This lower bound breaks down when k = Ω(n 1 /3 ) or s ≥ 2k and the cases where k < 6 give trivial lower bounds. For example, in the case of 3SUM with s = k + 1 we get a lower bound that is O(n). This is worse than the general lower bound of Ω(n log n).
As for upper bounds, Baran et al. [7] gave subquadratic Las Vegas algorithms for 3SUM on integer and rational numbers in the circuit RAM, word RAM, external memory, and cache-oblivious models of computation. The idea of their approach is to exploit the parallelism of the models, using linear and universal hashing.
More recently, Grønlund and Pettie [21] proved the existence of a linear decision tree solving the 3SUM problem using a strongly subquadratic number of linear queries. The classical quadratic algorithm for 3SUM uses 3-linear queries while the decision tree of Grønlund and Pettie uses 4-linear queries and requires at most O(n 3 /2 √ log n) such queries. Moreover, they show that their decision tree can be used to get better upper bounds for k-SUM when k is odd if one translates the k-SUM instances to unbalanced 3SUM instances.
They also provide two subquadratic 3SUM algorithms. A deterministic one running in O(n 2 /(log n/ log log n) 2 /3 ) time and a randomized one running in O(n 2 (log log n) 2 / log n) time with high probability. These results refute the long-lived conjecture that 3SUM cannot be solved in subquadratic time in the RAM model.
Freund [17] and Gold and Sharir [19] later gave improvements on the results of Grønlund and Pettie [21] . Freund [17] gave a deterministic algorithm for 3SUM running in O(n 2 log log n log n ) time. Gold and Sharir [19] gave another deterministic algorithm for 3SUM with the same running time and shaved off the √ log n factor in the decision tree complexities of 3SUM and k-SUM given by Grønlund and Pettie [21] .
auf der Heide [6] gave the first point location algorithm to solve the knapsack problem in the linear decision tree model in polynomial time. He thereby answers a question raised by Dobkin and Lipton [13, 14] , Yao [28] and others. However, if one uses this algorithm to locate a point in an arbitrary arrangement of hyperplanes the running time is increased by a factor linear in the greatest coefficient in the equations of all hyperplanes. On the other hand, the complexity of Meiser's point location algorithm is polynomial in the dimension, logarithmic in the number of hyperplanes and does not depend on the value of the coefficients in the equations of the hyperplanes. A useful complete description of the latter is also given by Bürgisser et al. [9] (Section 3.4).
Linear Decision Trees for k-SUM
We now prove the following first result. , and the equations of these hyperplanes are all of the form x i 1 + x i 2 + . . . + x i k = 0. These equations can be modified accordingly if we deal with k-LDT.
We give each hyperplane an orientation so that when the point
. We use standard results on ǫ-nets. Using a theorem due to Haussler and Welzl [22] , it is possible to construct an ǫ-net N for the range space defined by hyperplanes and simplices using a random uniform sampling on H.
Theorem 4. If we choose O(
) hyperplanes of H uniformly at random and denote this selection H then for any simplex intersected by more than ǫ|H| hyperplanes of H, with high probability, at least one of the intersecting hyperplanes is contained in H.
The contrapositive states that if no hyperplane in H intersects a given simplex, then with high probability the number of hyperplanes of H intersecting the simplex is at most ǫ|H|.
We can use this to design a divide and conquer algorithm as follows: (1) construct an ǫ-net H, (2) compute the cell C of A( H) containing the input point, (3) construct a simplex S inscribed in C and containing x, (4) recurse on the hyperplanes of H meeting S.
Proceeding this way guarantees that at most a constant fraction ǫ of the hyperplanes remains at step (4) and thus the cumulative number of queries made to determine the enclosing cell of all steps is O(n 2 log 2 n log m). However, we still need to explicit how to find a simplex S inscribed in C and containing x. This procedure corresponds to the well-known bottom vertex decomposition (or triangulation) of a hyperplane arrangement [20, 12] .
Finding a Simplex. We explain how to construct S. The algorithm can be sketched as follows
Algorithm 1 (Constructing S).
input A point x and a set of hyperplanes H in R n .
1. Find a vertex ν of the cell containing x, ν is one of the vertices of our simplex.
Compute x
′ , the projection of x along νx on the boundary of C.
3. Let H θ denote the hyperplane in H containing x ′ . Compute H ′ as the intersection of all hyperplanes of H \ {H θ } with H θ .
Recurse on x
′ and H ′ in R n−1 , store result in S ′ .
5.
Return the convex hull of S ′ ∪ {ν}.
We can solve step 1 by using linear programming with the hyperplanes of H and the answers to queries x ∈ ? H σ i , σ ∈ {−, 0, +} as constraints of the linear program. We arbitrarily choose an objective function with a gradient non-orthogonal to all hyperplanes in H and look for the optimal solution. The optimal solution being the intersection of n hyperplanes from the arrangement, its coordinates are independent of the exact location of x inside its cell and thus this step involves no query at all.
In step 2 we find the projection of x on one of the facets of C by computing the closest hyperplane of H to x in direction νx. This is done by projecting x on every hyperplane of H and then computing the distance between x and his projections, keeping the projection that is the closest in the direction νx. This can be implemented as a ray-shooting algorithm that makes comparisons between two projections without explicitely computing the projections. Each comparison of two projections can be implemented using O(1) n-linear queries as explained further. The number of projections to compute is | H| and hence the query complexity of this step is O(
Step 3 prepares the recursive step by computing the arrangement of hyperplanes A( H ′ ) in R n−1 . Like step 1, this computation does not involve the input point x and therefore uses no query.
In step 4 the base case is n = 0. In R 0 we have only one point and this point is the last vertex of our simplex. The recursion depth is n, the dimension of R n , and thus the total number of queries made to compute S is O(n 3 log 2 n). Remember that once we have the simplex S, we do not need to query the input point x to sort out which hyperplanes meet S. The simplex is composed entirely of vertices and facets from the hyperplane arrangement A( H), which is independent of the input x.
Keeping Queries Linear. We want to ensure that the queries we make in step 2 are linear and that the queries we will make in the recursion step remain linear too.
Let us first analyze what the queries of step 2 look like. In addition to the input vertex x we are given a vertex ν and we want to find the projection x ′ of x in direction νx on the hyperplane H θ . Let the equation of H θ be Π θ (x) = c θ + d θ · x = 0 where c θ is a scalar and d θ is a vector. The projection of x can thus be written
>
? 0. Moreover, we can compare λ i to λ j using the linear query
Step 2 can thus be achieved using O(1) (2k)-linear queries per hyperplane of H.
Let us consider what happens in step 4. First notice that the equations of the hyperplanes we consider remain the same. We do not need to explicitly compute step 3, we only need to add the constraint Π θ (x) = 0 to all subsequent linear programs we will have to solve to compute ν ′ , ν ′′ , . . . and, again, this does not depend on the input x. The recursive step is carried out on
νx hence comparing λ 
. However, we can multiply both sides of the inequality test by d θ νx to keep the queries linear. We must be careful to take into account the sign of the expression d θ νx, this costs us one additional linear query.
Moreover, this trick can be used at every step of the recursion. Le x (0) = x then we have
is linear in x too so multiplying any constant expression by this factor yields a linear expression.
In conclusion, at recursive step s ≥ 1 of the algorithm we will perform at most | H| linear queries of the type
> 0
2 Note that we project from ν instead of x. We are allowed to do this since ν + λ θ νx = x + (λ θ − 1) νx and there is no hyperplane separating x from ν. 
and a single query of the type
Note that, without further analysis, the queries can become n-linear as soon as we enter the n k th recursive step.
Assembling the Pieces. Figure 1 shows a complete step of the algorithm. Let us summarize the algorithm Algorithm 2.
input x ∈ R n , the point to be located.
1.
Compute the position of O(n 2 log 2 n) hyperplanes relatively to x, effectively computing cell C containing x.
2. Construct the simplex S containing x and inscribed in C.
3.
For any hyperplane H i not meeting the simplex, deduce pv i (x).
4. Discard all hyperplanes that do not meet the inside of S.
5.
Recurse on hyperplanes that are left.
The query complexity of step 1 is O(n 2 log 2 n), and that of step 2 is O(n 3 log 2 n). Steps 3 and 4 do not involve any query at all. The recursion depth is O(log m), hence the total query complexity of this algorithm is O(n 3 log 2 n log m). For our k-SUM problem, m = n k
, and thus it simplifies to O(n 3 log 3 n). This proves the first part of Theorem 3.
We can also consider the overall complexity of the algorithm in the RAM model, that is, taking into account the steps that do not require any query, but for which we still have to process the set H. Note that the complexity bottleneck of the algorithm is in step 4, where we need to prune the list of hyperplanes according to whether they intersect S. This can be done in time proportional to the product of the number m of such hyperplanes with n. Since we recurse on a fraction of the set, the overall complexity is O(mn) = O(n k+1 ). This proves the second part of Theorem 3.
Decreasing the Query Size
In this section, we consider a simple blocking scheme that allows us to explore a tradeoff between the number of queries and the size of the queries.
Lemma 1. For any integer b, an instance of the k-SUM problem on n > b numbers can be split into O(b k−1 ) instances on at most k⌈n/b⌉ numbers, so that every k-tuple forming a solution is found in exactly one of the subproblems. The transformation can be carried out in time O(n log n + b k−1 ).
Proof. Given an instance on n numbers, we can sort them in time O(n log n), then partition the sorted sequence into b consecutive blocks Note that the latter complexity improves onÕ(n k/2 ) whenever ǫ < 
Complexity in the Algebraic Computation Tree Model
Remember that in the algebraic computation tree model, we only count the operations that involve the input, that is, members of the input or results of previous operations involving the input. The following theorem follows immediately from the analysis of the linearity of queries of Section 3 Theorem 6. The algebraic computation tree complexity of k-LDT isÕ(n 3 ).
We sketch the proof by going through each step of Algorithm 2. Indeed, each k-linear query of step 1 can be implemented as O(k) arithmetic operations, so step 1 has complexity O(| H|). The construction of the simplex in step 2 must be handled carefully. What we need to show is that each n-linear query we use can be implemented using O(k) arithmetic operations. It is not difficult to see from the expressions given in Section 3 that a constant number of arithmetic operations and dot products suffice to compute the queries. A dot product in this case involves a constant number of arithmetic operations because the d i are such that they each have exactly k non-zero components. The only expression that involves a non-constant number of operations is the product s k=0 d θ k · νx (k) , but this is equivalent to (
) where the first factor has already been computed during a previous step and the second factor is of constant complexity. Since each query costs a constant number of arithmetic operations (and one branching operation), step 2 has complexity O(n| H|). Finally, steps 3 and 4 are free since they do not involve the input. The complexity of our algorithm in this model is thus also O(n 3 log 2 n log m).
