Geographical locality in search results is of importance to the end user. However, it is a nontrivial problem. We propose P2P based Search Engine server architecture as a solution to the problem. The search result is fragmented into categories based on hop counts to hit. We map the system to a P2P file sharing network model based on probabilistic distribution and analyse a simulation model to assess the feasibility of implementing such a system.
INTRODUCTION
A peer-to-peer network is composed of participants that make a portion of their resources (such as processing power, disk storage, and network bandwidth) available directly to their peers without intermediary network hosts or servers. Peers are both suppliers and consumers of resources, in contrast to the traditional clientserver model where only servers supply, and clients consume.
As such, P2P research has encompassed promising work on algorithms in a variety of directions, including distributed protocols to construct efficient P2P network topologies, search algorithms for unstructured P2P networks, incentives to combat free-riding on P2P networks, and algorithms to determine reputation of peers in a network, among others. The strength of P2P networks lie in their decentralized nature. This enables them to be fast and efficient while maintaining their scalable structure.
The world today faces an information explosion with an ever increasing amount of data being available online. As such existing client-server models may fail to cope with the performance requirements. In such a scenario, P2P networks can form the basis of high performance and yet cost effective search mechanisms for the internet.
In this paper, we propose a novel search mechanism based on P2P server networks whereby search results can be segmented based on geographical locality of the hit, [2] . We consider a model of P2P network generated using a P2P file-sharing network simulator and discuss issues that arise in accurate modelling of P2P networks. We map the simulated network model to search characteristics in order to predict the feasibility of a search engine based on the network model discussed above. 
SPATIAL LOCALITY IN SEARCH
Often at times, the geographical locality of a search result is of significance to the end user as given in [1] . It is however a non trivial problem for search engines that perform search operations based on data servers. Major search providers have recently tried to address the issue by implementing website domain [2] , as one of the parameters to determine the rank of a page listed in the search results. This solution is not optimal as it fails to comply with searches that would benefit from highly localized results. For example, the search string "restaurant" results in a number of entries on the first page which, although, are big restaurants, but are situated nowhere near the location where the search query is issued.
We propose a solution to the above mentioned problem that makes use of P2P network architecture, shown in Fig 2, where search queries are handled by multiple geographically distributed servers that are interconnected using P2P architecture. Each server stores information local to it, along with some information which Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. is globally relevant. It connects to geographically neighbouring servers for other information.
We consider a search model similar to [7] . A server on receiving a search query processes it locally and forwards it to all neighbouring servers. Any server, that receives a query from a neighbouring server, sends back its own search results while forwarding the query to its own peers. A query completes when the initiator receives replies from up to a degree of hop that has been defined previously. The initiator accepts the successful search results and segments them on the basis of hop count ranges. Results in each segment can be sorted using currently existing page ranking technologies. In this system, servers store both data that are locally relevant (local businesses, education/activity centres, etc.) as well as globally relevant data (Creative-commons, Wikipedia, etc). This maintains a fair degree of redundancy that allows for fault tolerance in case of minor failures. Moreover, data pertaining to highly popular searches are found in local servers, increasing speed as well as throughput.
MAPPING SEARCH ATTRIBUTES
By comparing the different characteristics of P2P file sharing system as in [12] with the anatomy of existing search engines given by [3] it is found that there are strong similarities in the characteristics. It could be possible to form a mapping relationship between the two. One such mapping relation has been illustrated in Table 1 . 
PEER-TO-PEER NETWORK MODEL
The volume and variety of files each peer chooses to share are the key parameters which determine the P2P network dynamics. If few peers choose to share files, then queries are likely to be routed via many peers, and the load on the network referring to file uploads is likely to be highly imbalanced. If each of the many peers chooses to share a wide variety of files, the network of peers who interact with one another is likely to be dense and unclustered, and query response times are likely to be quick.
We need to know the accurate model of the volume and variety of content that each peer shares in order to accurately assess the impact of intelligent query routing algorithms and content-based topologies,. Furthermore, accurate modelling of the content shared by peers in the network gives us greater insight into the file- 
Data Volume
In our model, each peer in the network shares a certain number of files. We make use of the real-world observations made by [12] , in measuring the probability distribution over the number of files shared by peers in Gnutella. In our model, we use this distribution to assign a number of shared files, to each peer in the network.
Content Type
This section describes the properties used in modeling the files and content types shared by each peer. The accuracy of this model is of high significance because this will determine patterns of peers who interact with one another. A model in which the files each peer shares are chosen randomly will not suffice, as it would prevent formation of peer clusters as has been observed in [10] , that interact with one another. Such properties affect the performance of many algorithms, including search algorithms [9] and reputation algorithms [13] .
It is observed in [10] that the peers in a P2P network are in general interested in a subset of the total content on the network. Moreover, it is also observed in [3] that only files from a few content categories are of interest to a peer. For example, scholars show high degree of affinity only towards academic content and learning materials related to their course of specialization.
It has also been observed in [11] that a Zipf distribution of document popularity is prevalent in many document storage systems, including the WWW. This reflects the fact that some popular documents are very widely copied and held, while most documents are held by far fewer peers. The same can be said of content categories: some popular content categories are widely held, while most other categories are rarely encountered.
We make use of a model given in [8] that is based on the properties described above. The mathematical premise is as follows. Peers are assumed to be interested in only a subset of the total available content in the network. Only a certain number of content categories are selected by each peer and the peer shares files belonging to any of these selected categories. Furthermore, we assume that files with different popularities exist within each content category, governed by a Zipf distribution.
Files are assigned to peers at initialization according to the probabilistic model prescribed in [8] , each peer select some content category with respective interest levels for each content category .
Then peer selects files F according to its content categories and interest levels in those categories. In this model, each distinct file may be uniquely identified by the content category to which it belongs and its popularity ranking within that category. The probabilistic model is based on Empirical observations of file distributions in [11] and [12] .
Content Category Distribution
We base this model on content categories
The popularity of some content categories is higher than others; i.e., the files in some content categories are more widely held. We characterize content categories entirely by their popularity; i.e., and so on. We model this popularity by Zipf distribution: when a peer is initialized, it is set to be interested in content category with probability given by A peer must be interested in at least content categories. The set is the set of content categories that interests peer .
Assigning Interest Level
A peer is perhaps not equally interested in all categories . Rather, peer is more likely to be interested in some categories than others. We model this by assigning an interest value to each content category of interest to peer .
This interest value is determined uniformly at random for each content category for each peer . The fraction of files shared by peer that are in category is given by
The number of files shared by peer in category is given by
It is interesting to note that the interest value is not correlated with the general popularity of content category c. This reflects the fact that, while a certain category may be of interest to many peers, it is not necessarily the main interest of those peers. Also note that since we assume a steady-state network, the interests of peers do not change over time.
Distributing Files
The next step in the process is to distribute the individual files held by each peer . Each distinct file is uniquely identified by the tuple , where represents its content category, and represents its popularity rank within content category . We denote this file . Within each content category there are some files that are very popular, and some that are held by few people. We model this by a Zipf distribution as well. The fraction of files in content category that are copies of file is given by:
where is the number of distinct files in category . Notice that, in order to evaluate , it is necessary to model the number of distinct files in each content category. The probability of file being shared by peer as a copy of file is given by the level of interest that peer has in category , times the popularity of file within category .
At initialization, we assign files to each peer based on this distribution and number of files shared by peer in each category. Each peer stores values for the files that it shares.
Modelling number of distinct files per category
For maximum replication going on in the network, there are at maximum files of content category in the network, where represents the number of files in category shared by peer , the peer who shares the most files in category . On the other hand, if every single file on the network is distinct, then there are distinct files, where is the total number of files on the network, and is the fraction of files that are in category . The truth probably lies in between, and we set where is some number between 0 and 1.
In our implementation, we set . Empirical evidence would be useful to determine an accurate choice of .
The network model thus obtained is useful for performing virtually accurate testing and verification operations for different algorithms on P2P networks before these algorithms are rolled out to the real world applications as well as for mapping and analysis of P2P network characteristics.
Distribution Algorithm

STATISTICAL RESULTS
We consider the simulation of a sample network of 6000 peers sharing a total of 60000 unique files belonging to 32 different categories. Each peer shares files from a minimum of 2 categories and a maximum of 5 categories and analyse the overview of load share in the resultant simulation.
Following the above mathematical model, the distribution of files in the simulation is found to be highly imbalanced -a property observed in real-world P2P network. It is expected that all peers will participate in responding to queries, since even peers with only a few files have a fair likelihood of responding to queries for very popular files which, being most duplicated, occur in their share list. This property is also observed in real-world P2P networks and provides first indication that our model is somewhat accurate.
The graphs below give us a fair review of the simulated network statistics. Fig.3 shows the great disparity in data volume of different content categories where by 20% of the categories account for more than 80% of the network volume. A similar distribution is found for the No. of unique files shared in each category, as shown in Fig. 4 . Consequently the popularity of each content category is also found to show a similar power law variation as confirmed by We find that the characteristics depicted in the above plots comply with the power law distribution of content and query pattern experienced on the internet, noted by [4] , [5] and [6] , and as such allow for the possibility of such a P2P system being deployed in processing and routing search queries over the internet.
CONCLUSION
In this paper, we analyse a novel search mechanism based on P2P server networks whereby search results can segmented based on geographical locality of the hit. We consider a model of a P2P network generated using a P2P file-sharing network simulator. It is observed that the model complies with existing P2P networks as well as observed content and search query behaviour patterns on the internet. This provides sufficient argument in favour of possible success of such a search system. However, we accept that the idea is in a rudimentary stage and we would like to welcome the community to engage in continued research in this field of search systems based on P2P networks which would make such systems a reality in the near future, providing the end user with smarter and efficient search systems to work with.
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