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ISOMETRIES ON BANACH ALGEBRAS OF
VECTOR-VALUED MAPS
OSAMU HATORI AND SHIHO OI
Dedicated to Hiroyuki Takagi
Abstract. We propose a unified approach to the study of isome-
tries on algebras of vector-valued Lipschitz maps and those of con-
tinuously differentiable maps by means of the notion of admissible
quadruples. We describe isometries on function spaces of some
admissible quadruples that take values in unital commutative C∗-
algebras. As a consequence we confirm the statement of [14, Ex-
ample 8] on Lipschitz algebras and show that isometries on such
algebras indeed take the canonical form.
1. Introduction
A long tradition of inquiry seeks sufficient sets of conditions on a
linear map U between Banach spaces in order that U preserves the
distance of elements in the spaces. The most prominent result along
these lines is the Banach–Stone theorem on a linear map on the space
C(Y ) (resp. CR(Y )) of complex-valued (resp. real-valued) continuous
functions on a compact Hausdorff space Y . Researchers have derived
extensions of the Banach–Stone theorem for several different settings.
We refer the reader to [9, 10] for a survey of the topic. In this paper
an isometry means a complex-linear isometry.
de Leeuw [8] probably initiated the study of isometries on the al-
gebra of Lipschitz functions on the real line. Roy [33] studied isome-
tries on the Banach space Lip(X) of Lipschitz functions on a compact
metric space X , equipped with the norm ‖f‖ = max{‖f‖∞, L(f)},
where L(f) denotes the Lipschitz constant. Cambern [7] has considered
isometries on spaces of scalar-valued continuously differentiable func-
tions C1([0, 1]) with norm given by ‖f‖ = maxx∈[0,1]{|f(x)|+|f
′(x)|} for
f ∈ C1([0, 1]) and determined a representation for the surjective isome-
tries supported by such spaces. Jime´nez-Vargas and Villegas-Vallecillos
in [17] have considered isometries of spaces of vector-valued Lipschitz
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maps on a compact metric space taking values in a strictly convex Ba-
nach space, equipped with the norm ‖f‖ = max{‖f‖∞, L(f)}, see also
[16]. Botelho and Jamison [3] studied isometries on C1([0, 1], E) with
maxx∈[0,1]{‖f(x)‖E + ‖f
′(x)‖E}. See also [32, 26, 18, 1, 2, 23, 6, 31, 5,
27, 19, 20, 21, 24, 22, 25, 15]
From now on, and unless otherwise mentioned, α will be a real
scalar in (0, 1). Jarosz and Pathak [14] studied a problem when an
isometry on a space of continuous functions is a weighted composi-
tion operator. They provided a unified approach for certain func-
tion spaces including C1(X), Lip(X), lipα(X) and AC[0, 1]. On the
other hand, isometries on algebras of Lipschitz maps and continu-
ously differentiable maps have often been studied independently. We
propose a unified approach to the study of isometries on algebras
Lip(X,C(Y )), lipα(X,C(Y )) and C
1(K,C(Y )), where X is a com-
pact metric space, K = [0, 1] or T (in this paper T denotes the unit
circle on the complex plane), and Y is a compact Hausdorff space.
We define an admissible quadruple of type L (see Definition 4) as
a common abstraction of Lipschitz algebras and algebras of contin-
uously differentiable maps. We prove that a surjective isometry be-
tween admissible quadruple of type L is canonical (Theorem 8), in
the sense that it is represented as a weighted composition operator.
As corollaries we describe isometries on Lip(X,C(Y )), lipα(X,C(Y ))
and C1(K,C(Y )) respectively (Corollaries 14, 18, 19). There is a va-
riety of norms on Lip(X,C(Y )), lipα(X,C(Y )) and C
1(K,C(Y )). In
this paper we consider the norm of ℓ1-type; ‖F‖∞(X×Y ) + L(F ) for
F ∈ Lip(X,C(Y )), ‖F‖∞(X×Y ) + Lα(F ) for F ∈ lipα(X,C(Y )) and
‖F‖∞(K×Y ) + ‖F
′‖∞(K×Y ) for F ∈ C
1(K,C(Y )). With these norms
Lip(X,C(Y )), lipα(X,C(Y )) and C
1(K,C(Y )) are commutative Ba-
nach algebras respectively.
Jarosz and Pathak exhibited in [14, Example 8] that a surjective
isometry on Lip(X) and lipα(X) of a compact metric space X with
respect to the norm ‖ · ‖∞ + Lα(·) is canonical. There seem to be
a confusion of the status of the result and it would be appropriate to
clarify the current situation. After the publication of [14] some authors
expressed their suspicion about the argument there and the validity of
the statement there had not been confirmed when the authors of [25]
pointed out a gap by referring the comment of Weaver [34, p. 243].
While Weaver in [34] pointed out that the argument of [14] failed on
p.200 in which the norm max{‖·‖∞, L(·)} was studied, he did not seem
to have stated explicitly that the argument in the Example 8 contained
a flaw.
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The authors of the present paper find it difficult to follow the ar-
gument given in the Example 8. Besides non-substantial typos, the
well-definedness of the map Ψϑ : extB
∗ → extB∗ ([14, p. 205, line
8]), where extB∗ is the set of all extreme points in the closed unit ball
of the dual space of B = Lipα′(Y ) given by Ψϑ(γδ(y,ω,β)) = γδ(y,ω,eiϑβ)
(note that the formula on the line 9 of [14, p. 205] reads in this way)
seems to require further explanation. On the other hand Corollary 15
of this paper confirms the statement of [14, Example 8]. Our proof
uses a similar but slightly different vein than that of Jarosz-Pathak’s
argument.
The main result in this paper is Theorem 8, which gives the form
of a surjective isometry U between admissible quadruples of type L.
The proof of the necessity of the isometry in Theorem 8 comprises
several steps. We give an outline of the proof. The crucial part of the
proof of Theorem 8 is to prove that U(1) = 1 ⊗ h for an h ∈ C(Y2)
with |h| = 1 on Y2 (Proposition 9). To prove Proposition 9 we apply
Choquet’s theory with measure theoretic arguments (Lemmata 10,11).
By Proposition 9 we have that U0 = (1 ⊗ h¯)U is a surjective isometry
fixing the unit. Then by applying a theorem of Jarosz [13] we see
that U0 is also an isometry with respect to the supremum norm. By
the Banach–Stone theorem U0 is an algebra isomorphism and applying
[12] we see that U0 is a composition operator of type BJ.
2. Preliminaries with Definitions and Basic Results
2.1. Algebras of Lipschitz maps and continuously differentiable
maps. Let Y be a compact Hausdorff space. Let E be a complex
Banach space. The space of all E-valued continuous maps on Y is
denoted by C(Y,E). When E = C, C(Y,E) is abbreviated C(Y ).
The space of all real-valued continuous functions on Y is denoted by
CR(Y ). For a subset K of Y , the supremum norm on K is ‖F‖∞(K) =
supx∈K ‖F (x)‖E for F ∈ C(Y,E). When no confusion will result we
omit the subscript K and write only ‖·‖∞. Let X be a compact metric
space and 0 < α ≤ 1. For F ∈ C(X,E), put
Lα(F ) = sup
x 6=y
‖F (x)− F (y)‖E
d(x, y)α
,
which is called an α-Lipschitz number of F , or just a Lipschitz number
of F . When α = 1 we omit the subscript α and write only L(F ).
The space of all F ∈ C(X,E) such that Lα(F ) < ∞ is denoted by
Lipα(X,E). When α = 1 the subscript is omitted and it is written as
Lip(X,E).
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When 0 < α < 1 the closed subspace
lipα(X,E)
= {F ∈ Lipα(X,E) : lim
x→x0
‖f(x0)− f(x)‖E
d(x0, x)α
= 0 for every x0 ∈ X}
of Lipα(X,E) is called a little Lipschitz space. In this paper the norm
‖ · ‖ of Lipα(X,E) (resp. lipα(X,E)) is defined by
‖F‖ = ‖F‖∞(X) + Lα(F ), F ∈ Lipα(X,E) (resp. lipα(X,E)).
Note that if d(·, ·) is a metric, then so is d(·, ·)α, and is denoted by dα
which is called a Ho¨lder metric. For a compact metric space (X, d),
Lipα((X, d), E) is isometrically isomorphic to Lip((X, d
α), E). In this
paper we mainly concern with E = C(Y ). In this case Lipα(X,C(Y ))
and lipα(X,C(Y )) are unital semisimple commutative Banach algebras
with ‖ · ‖. When E = C Lip(X,C) (resp. lipα(X,C)) is abbreviated
to Lip(X) (resp. lipα(X)). There are a variety of complete norms
other than ‖ · ‖. For example ‖ · ‖max = max{‖ · ‖∞, Lα(·)} is such a
norm, but it fails to be submultiplicative. Hence Lipα(X,C(Y )) and
lipα(X,C(Y )) need not be Banach algebras with respect to the norm
‖ · ‖max.
Let F ∈ C(K,C(Y )) for K = [0, 1] or T. We say that F is continu-
ously differentiable if there exists G ∈ C(K,C(Y )) such that
lim
K∋t→t0
∥∥∥∥F (t0)− F (t)t0 − t −G(t0)
∥∥∥∥
∞(Y )
= 0
for every t0 ∈ K. We denote F
′ = G. Put C1(K,C(Y )) = {F ∈
C(K,C(Y )) : F is continuously differentiable}. Then C1(K,C(Y ))
with norm ‖F‖ = ‖F‖∞ + ‖F
′‖∞ is a unital semisimple commuta-
tive Banach algebra. If Y is singleton we may suppose that C(Y )
is isometrically isomorphic to C and we abbreviate C1(K,C(Y )) by
C1(K).
By identifying C(X,C(Y )) with C(X × Y ) we may assume that
Lip(X,C(Y )) is a subalgebra of C(X × Y ) by the correspondence
F ∈ Lip(X,C(Y ))↔ ((x, y) 7→ (F (x))(y)) ∈ C(X × Y ).
Throughout the paper we may assume that
Lip(X,C(Y )) ⊂ C(X × Y ),
lipα(X,C(Y )) ⊂ C(X × Y ),
C1(K,C(Y )) ⊂ C(K × Y ).
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We say that a subset S of C(Y ) is point separating if S separates the
points of Y . Suppose that B is a unital point separating subalgebra
of C(Y ) equipped with a Banach algebra norm. Then B is semisimple
because {f ∈ B : f(x) = 0} is a maximal ideal of B for every x ∈ X
and the Jacobson radical of B vanishes. The unit of B is denoted by
1B. When no confusion will result we omit the subscript B and write
simply as 1. The maximal ideal space of B is denoted by MB.
Definition 1. We say that B is inverse-closed if f ∈ B with f(y) 6= 0
for every y ∈ Y implies f−1 ∈ B. We say that B is natural if the map
e : Y → MB defined by y 7→ φy, where φy(f) = f(y) for every f ∈ B,
is bijective. We say that B is self-adjoint if B is natural and satisfies
that f ∈ B implies that f¯ ∈ B for every f ∈ B, where ·¯ denotes the
complex conjugation on Y =MB.
Note that conjugate closedness of B (that is f ∈ B implies f¯ ∈ B)
needs not imply the self-adjointness of B.
Proposition 2. Let Y be a compact Hausdorff space. Suppose that B
is a unital point separating subalgebra of C(Y ) equipped with a Banach
algebra norm. If B is dense in C(Y ) and inverse-closed, then B is
natural.
Proof. Suppose that e : Y → MB is not surjective. Then there exists
φ ∈ MB such that for every y ∈ Y there exists fy ∈ B with φ(fy) = 0
such that fy(y) = 1. As Y is compact, there exists a finite number of
f1, . . . , fn ∈ B with φ(fj) = 0 for j = 1, . . . , n such that
∑n
j=1 |fj|
2 > 0
on Y . Since B is uniformly dense in C(Y ) there exist g1, . . . , gn ∈ B
such that
∑n
j=1 fjgj > 0 on Y . As B is inverse-closed, there exists
h ∈ B such that h
∑n
j=1 fjgj = 1B. As φ(fj) = 0 for j = 1, . . . , n we
have 0 = φ(h
∑n
j=1 fjgj) = φ(1B) = 1, which is a contradiction. 
Corollary 3. The unital Banach algebras Lip(X) and Lip(X,C(Y ))
with ‖ · ‖∞ + L(·) are point separating and self-adjoint. For 0 < α < 1
the unital Banach algebras lipα(X) with ‖·‖∞+Lα(·) and lipα(X,C(Y ))
with ‖ · ‖∞+Lα(·) are point separating and self-adjoint. For K = [0, 1]
and T, the unital Banach algebras C1(K) with ‖ · ‖∞ + ‖ ·
′ ‖∞ and
C1(K,C(Y )) with ‖ · ‖∞+ ‖ ·
′ ‖∞ are point separating and self-adjoint.
Proof. The Lipschitz algebra Lip(X) is a unital point separating subal-
gebra of C(X) equipped with a Banach algebra norm ‖ · ‖∞+L(·). As
Lip(X) is conjugate closed, the Stone-Weierstrass theorem asserts that
Lip(X) is uniformly dense in C(X). Thus it is natural by Proposition
2, and, self-adjoint. In a similar way to that for Lip(X) we infer that
Lip(X,C(Y )) is self-adjoint.
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Suppose that 0 < α < 1. Then we see that lipα(X) separates the
points of X . (Let x, y be different points in X . Put f : X → C by
f(·) = d(·, y). By a simple calculation we infer that f ∈ lipα(X) and
f(x) 6= f(y).) In the same way as above we see that lipα(X) and
lipα(X,C(Y )) are natural, hence self-adjoint.
Let K = [0, 1] or K = T. In the same way as above we see that
C1(K) is self-adjoint. In the same way as above C1(K,C(Y )) is self-
adjoint. 
2.2. Admissible quadruples of type L. An admissible quadruple
was defined by Nikou and O’Farrell in [28] (see also a comment just after
Definition 2.2 in [12]). The definition is little complicated and we adopt
a simpler definition that is sufficient for our purpose. For a detailed
account of admissible quadruples see [28] and [12]. Let X and Y be
compact Hausdorff spaces. For functions f ∈ C(X) and g ∈ C(Y ), let
f ⊗ g ∈ C(X × Y ) be the function defined by f ⊗ g(x, y) = f(x)g(y),
and for a subspace EX of C(X) and a subspace EY of C(Y ), let
EX ⊗EY =
{
n∑
j=1
fj ⊗ gj : n ∈ N, fj ∈ EX , gj ∈ EY
}
.
An admissible quadruple (X,C(Y ), B, B˜) in this paper is defined as
follows.
Definition 4. Let X and Y be compact Hausdorff spaces. Let B
and B˜ be unital point separating subalgebras of C(X) and C(X × Y )
equipped with Banach algebra norms respectively which satisfy
B ⊗ C(Y ) ⊂ B˜, {F (·, y) : F ∈ B˜, y ∈ Y } ⊂ B.
We say that (X,C(Y ), B, B˜) is an admissible quadruple of type L if
the following conditions are satisfied.
1© The algebras B and B˜ are self-adjoint.
2© There exists a compact Hausdorff spaceM and a complex-linear
operator D : B˜ → C(M) such that
D(B˜ ∩ CR(X × Y )) ⊂ CR(M)
and also
(1) the norm ‖ · ‖ on B˜ satisfies
‖F‖ = ‖F‖∞(X×Y ) + ‖D(F )‖∞(M), F ∈ B˜,
(2) kerD = 1B ⊗ C(Y ),
(3) ‖D((1B ⊗ g)F )‖∞(M) = ‖D(F )‖∞(M) for every F ∈ B˜ and
g ∈ C(Y ) such that |g| = 1 on Y .
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It will be appropriate to make a few comments on the above defi-
nition. First we do not assume that D(B˜) is point separating. Next
B and B˜ are semisimple since they are point separating. For a point
x ∈ X define ex : B˜ → C(Y ) by ex(F ) = F (x, ·) for every F ∈ B˜.
A theorem of Sˇilov (see [29, Theorem 3.1.11]) states that the map
ex : B˜ → C(Y ) is automatically continuous for every x ∈ X since
C(Y ) is semisimple. Hence it is straightforward to check that an ad-
missible quadruple of type L is in fact an admissible quadruple de-
fined by Nikou and O’Farrell in [28] (see also [12]). In particular if
X is a compact metric space, then (X,C(Y ),Lip(X),Lip(X,C(Y ))),
(X,C(Y ), lipα(X), lipα(X,C(Y ))) and (K,C(Y ), C
1(K), C1(K,C(Y )))
for K = [0, 1],T are admissible quadruples of type L. See Section 6.
We define a seminorm ‖| ·‖| on B˜ by ‖|F‖| = ‖D(F )‖∞(M) for F ∈ B˜.
Note that ‖| · ‖| is one-invariant in the sense of Jarosz [13] (‖|F‖| =
‖|F + 1B˜‖| for every F ∈ B˜) since 1B˜ = 1B ⊗ 1C(Y ) and D(1B˜) = 0.
The norm ‖ · ‖ = ‖ · ‖∞ + ‖| · ‖| is a p-norm (see [13, p.67]).
2.3. Preliminaries on measures. We recall some basic properties
of regular Borel measures for the convenience of the readers. As the
authors could not find appropriate references, we exhibit the properties
in Lemmata 5, 6 and 7. In Lemmata 5 and 6, X is a compact Hausdorff
space and µ is a Borel probability measure (a positive measure on the σ-
algebra of Borel sets whose total measure is 1). For a non-empty Borel
subset S of X , µ|S denotes the measure on S which is the restriction
of µ; µ|S(E) = µ(E) for a Borel set E ⊂ S. Recall that the support of
µ is the set defined by
suppµ = {x ∈ X : µ(U) > 0 for every open neighborhood U of x}.
Lemma 5. Let K be a non-empty compact subset of X and f ∈ C(X).
Assume that f ≤ c on K for a constant c > 0. If∫
K
fdµ = cµ(K),
then supp(µ|K) ⊂ f−1(c) ∩K.
Proof. Let x ∈ supp(µ|K). Then x ∈ K by the definition of the support
of µ|K. Suppose that f(x) 6= c. As f ≤ c on K, we have f(x) < c.
Since f |K is continuous on K, there exists an open neighborhood U of
x relative to K such that f < (f(x) + c)/2 on U . As x ∈ supp(µ|K)
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we have that µ(U) > 0. Then∫
K
fdµ =
∫
U
fdµ+
∫
K\U
fdµ
≤
f(x) + c
2
µ(U) + cµ(K \ U)
= cµ(K)−
c− f(x)
2
µ(U) < cµ(K),
which is a contradiction proving that f(x) = c. Thus we conclude that
supp(µ|K) ⊂ f−1(c) ∩K. 
Lemma 6. Suppose that K1 and K2 are non-empty compact subsets of
X. Then
supp(µ|K1) ∪ supp(µ|K2) = supp(µ|(K1 ∪K2)).
Proof. Suppose that x ∈ supp(µ|K1). Let G be an arbitrary open
neighborhood of x relative to K1 ∪K2. Then there is an open set G˜ in
X with G˜ ∩ (K1 ∪K2) = G. Then G˜ ∩K1 is an open neighborhood of
x relative to K1 and G = G˜∩ (K1∪K2) ⊃ G˜∩K1. As x ∈ supp(µ|K1)
we have 0 < µ(G˜∩K1) ≤ µ(G). Since G is arbitrary we conclude that
x ∈ supp(µ|(K1 ∪K2)); that is supp(µ|K1) ⊂ supp(µ|(K1 ∪K2)). In
the same way we have supp(µ|K2) ⊂ supp(µ|(K1∪K2)). Thus we have
supp(µ|K1) ∪ supp(µ|K2) ⊂ supp(µ|(K1 ∪K2)).
Suppose conversely that x ∈ supp(µ|(K1 ∪K2)). Then x ∈ K1 ∪K2.
Suppose that x 6∈ supp(µ|K1) ∪ supp(µ|K2). First we consider the
case that x ∈ K1 ∩K2. Then there is an open neighborhood G1 of x
relative to K1 and an open neighborhood G2 of x relative to K2 such
that µ(G1) = µ(G2) = 0 since we have assumed that x 6∈ supp(µ|K1)∪
supp(µ|K2). There exist open sets G˜1 and G˜2 in X such that G˜1∩K1 =
G1 and G˜2 ∩K2 = G2. Put G˜ = G˜1 ∩ G˜2. Then G˜ is an open set in X
and x ∈ G˜. Then G˜∩ (K1 ∪K2) is an open neighborhood of x relative
to K1 ∪K2 and
G˜∩(K1∪K2) = (G˜∩K1)∪(G˜∩K2) ⊂ (G˜1∩K1)∪(G˜2∩K2) = G1∪G2.
Then
0 ≤ µ(G˜ ∩ (K1 ∪K2)) ≤ µ(G1 ∪G2) ≤ µ(G1) + µ(G2) = 0,
so that µ(G˜ ∩ (K1 ∪ K2)) = 0, which is a contradiction since x ∈
supp(µ|(K1 ∪ K2)). Next we consider the case where x ∈ K1 and
x 6∈ K2. Then there exists an open neighborhood G1 of x relative
to K1 with µ(G1) = 0 since we have assumed that x 6∈ supp(µ|K1).
There exists an open set G˜1 in X such that G˜1 ∩ K1 = G1
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x 6∈ K2 we infer that G˜1∩K
c
2 is an open neighborhood of x in X . Then
(G˜1∩K
c
2)∩ (K1∪K2) is an open neighborhood of x relative to K1∪K2
and
(G˜1 ∩K
c
2) ∩ (K1 ∪K2) = G˜1 ∩K
c
2 ∩K1 ⊂ G˜1 ∩K1 = G1.
As (G˜1∩K
c
2)∩ (K1∪K2) is an open neighborhood of x relative to K1∪
K2, we infer that 0 < µ((G˜1∩K
c
2)∩ (K1∪K2)) since x ∈ supp(µ|(K1∪
K2)). On the other hand (G˜1 ∩K
c
2) ∩ (K1 ∪K2) ⊂ G1 assures that
0 < µ((G1 ∩K
c
2) ∩ (K1 ∪K2)) ≤ µ(G1) = 0,
which is a contradiction. In the same way we derive a contradiction
for the case where x 6∈ K1 and x ∈ K2. Therefore we conclude that
x ∈ supp(µ|K1) ∪ supp(µ|K2). 
We assume the regularity for the measure µ in Lemma 7. If µ is
a regular Borel probability measure on a compact Hausdorff space Y ,
then for any Borel set S in Y \ supp(µ) we have µ(S) = 0. Indeed the
regularity of µ assures that µ(S) is approximated arbitrarily closely by
µ(E) for a compact subset E ⊂ S. Since S ∩ supp(µ) = ∅, we use
the compactness to cover E by a finitely many open sets with measure
zero. This implies µ(E) = 0 and thus µ(S) = 0.
Lemma 7. Let Y be a compact Hausdorff space and let K be a non-
empty compact subset of Y and let µ be a regular Borel probability
measure on Y × T. Let g ∈ CR(Y ) such that |g| ≤ c on K for some
c > 0. Suppose that there exists γ0 ∈ T such that∫
K×T
γg(y)dµ(y, γ) = γ0cµ(K × T).
Then we have the inclusion
supp(µ|K × T)
⊂
{
(g−1(c) ∩K)× {γ0}
}
∪
{
(g−1(−c) ∩K)× {−γ0}
}
.
Proof. As |γg| = |g| ≤ c on K × T we have
cµ(K × T) =
∣∣∣∣∫
K×T
γg(y)dµ
∣∣∣∣ ≤ ∫
K×T
|g(y)|dµ ≤ cµ(K × T),
hence
∫
K×T
|(g⊗1C(T))(y, γ)|dµ =
∫
K×T
|g(y)|dµ = cµ(K×T). Letting
|g⊗1C(T)| be the function f and K×T be the compact set K of Lemma
5 respectively we have
supp(µ|K × T) ⊂ (|g ⊗ 1C(T)|
−1(c)) ∩ (K × T) = (|g|−1(c) ∩K)× T.
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As g is a real-valued function we infer by a simple calculation that
|g|−1(c) = g−1(c) ∪ g−1(−c).
Put K1 = g
−1(c) and K2 = g
−1(−c). As c > 0, we have K1 ∩K2 = ∅.
Then
(1) supp(µ|K × T) ⊂ ((K1 ∪K2) ∩K)× T
= (K1 ∩K)× T ∪ (K2 ∩K)× T.
As µ is regular, we have that
µ(K × T \ [(K1 ∩K)× T ∪ (K2 ∩K)× T]) = 0.
It follows that
γ0cµ(K × T) =
∫
K×T
γg(y)dµ
=
∫
(K1∩K)×T
γg(y)dµ+
∫
(K2∩K)×T
γg(y)dµ
= c
∫
(K1∩K)×T
γdµ− c
∫
(K2∩K)×T
γdµ.
Thus we have
(2) µ(K × T) =
∫
(K1∩K)×T
γ0γdµ−
∫
(K2∩K)×T
γ0γdµ.
Put M1 =
∫
(K1∩K)×T
1dµ and M2 =
∫
(K2∩K)×T
1dµ. As µ is regular and
K1 ∩K2 = ∅ we have
(3) M1 +M2 =
∫
((K1∪K2)∩K)×T
1dµ =
∫
K×T
1dµ = µ(K × T).
Put ∫
(K1∩K)×T
γ0γdµ = e
iδ1N1,
∫
(K2∩K)×T
γ0γdµ = e
iδ2N2,
where N1, N2 ≥ 0 and δ1, δ2 ∈ R. We may assume that e
iδ1 = 1 if
N1 = 0 and e
iδ2 = −1 if N2 = 0. Note that N1 ≤ M1 and N2 ≤ M2.
By (2) and (3) we obtain
M1 +M2 = e
iδ1N1 − e
iδ2N2.
Then by a simple calculation we have that eiδ1 = −eiδ2 = 1, N1 =M1,
and N2 =M2, that is,∫
(K1∩K)×T
γ0γdµ = µ((K1∩K)×T),
∫
(K2∩K)×T
−γ0γdµ = µ((K2∩K)×T).
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Then
(4) µ((K1 ∩K)× T) = Re
∫
(K1∩K)×T
γ0γdµ =
∫
(K1∩K)×T
Re γ0γdµ,
(5)
µ((K2 ∩K)× T) = Re
∫
(K2∩K)×T
−γ0γdµ =
∫
(K2∩K)×T
Re(−γ0γ)dµ.
Applying Lemma 5 to (4) we infer that
supp(µ|((K1 ∩K)× T)) ⊂ (K1 ∩K)× {γ0}
since Re γ0γ ≤ 1 and (Re γ0γ)
−1(1) = {γ0}. In the same way we have
by (5) that
supp(µ|((K2 ∩K)× T)) ⊂ (K2 ∩K)× {−γ0}.
By Lemma 6 we have that
(6) supp
(
µ|
(
((K1 ∪K2) ∩K)× T
))
⊂
{
(K1 ∩K)× {γ0}
}
∪
{
(K2 ∩K)× {−γ0}
}
.
Since µ is regular, so is µ|(K × T). Thus µ|(K × T) is a regular Borel
measure on K × T such that supp(µ|(K × T)) ⊂ ((K1 ∪K2) ∩K)× T
by (1). Thus
supp(µ|(K × T)) = supp
((
µ|(K × T)
)
|
(
((K1 ∪K2) ∩K)× T
))
= supp
(
µ|
(
((K1 ∪K2) ∩K)× T
))
,
hence the conclusion holds by (6). 
Lemma 7 plays an essential role in the proof of Lemma 11 which is
a crucial lemma for the proof of Proposition 9.
3. Isometries on admissible quadruples of type L
The main result of this paper is the following.
Theorem 8. Suppose that (Xj, C(Yj), Bj, B˜j) is an admissible quadru-
ple of type L for j = 1, 2. Suppose that U : B˜1 → B˜2 is a surjective
isometry. Then there exists h ∈ C(Y2) such that |h| = 1 on Y2, a
continuous map ϕ : X2 × Y2 → X1 such that ϕ(·, y) : X2 → X1 is a
homeomorphism for each y ∈ Y2, and a homeomorphism τ : Y2 → Y1
which satisfy
U(F )(x, y) = h(y)F (ϕ(x, y), τ(y)), (x, y) ∈ X2 × Y2
for every F ∈ B˜1.
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In short a surjective isometry between admissible quadruples of type
L is canonical, that is, a weighted composition operator of a specific
form: the homeomorphism X2×Y2 → X1×Y1, (x, y) 7→ (ϕ(x, y), τ(y))
has the second coordinate that depends only on the second variable
y ∈ Y2. A composition operator induced by such a homeomorphism is
said to be of type BJ in [11, 12] after the study of Botelho and Jami-
son [4]. That every composition operator on an admissible quadruple
(X,E,B, B˜) onto itself is of type BJ indicates that B and E are totally
different Banach algebras.
4. The form of U(1
B˜1
)
Throughout this section we assume that U : B˜1 → B˜2 is a surjective
linear isometry satisfying all the hypotheses of Theorem 8 without fur-
ther mention. For the simplicity of the proof of Theorem 8 we assume
that X2 is not a singleton in this section. Our main purpose in this
section is to prove Proposition 9, which is a crucial part of proof of
Theorem 8.
Proposition 9. There exists h ∈ C(Y2) with |h| = 1 on Y2 such that
U(1
B˜1
) = 1B2 ⊗ h.
Lemma 11 is crucial for the proof of Proposition 9. We prove Lemma
11 by applying Choquet’s theory ([30]) which studies the extreme point
of the dual unit ball of the space of continuous functions with the
supremum norms. To apply the theory we first define an isometry
from B˜j into a uniformly closed space of complex-valued continuous
functions. Let j = 1, 2. Define a map
Ij : B˜j → C(Xj × Yj ×Mj × T)
by Ij(F )(x, y,m, γ) = F (x, y)+γDj(F )(m) for F ∈ B˜j and (x, y,m, γ) ∈
Xj×Yj×Mj×T. (Recall that T is the unit circle in the complex plane.)
As Dj is a complex linear map, so is Ij. Let Sj = Xj×Yj×Mj×T. For
simplicity we just write I and D instead of Ij and Dj without causing
any confusion. For every F ∈ B˜j the supremum norm ‖I(F )‖∞ on Sj
of I(F ) is written as
‖I(F )‖∞ = sup{|F (x, y) + γD(F )(m)| : (x, y,m, γ) ∈ Sj}
= sup{|F (x, y)| : (x, y) ∈ Xj × Yj}
+ sup{|D(F )(m)| : m ∈Mj}
= ‖F‖∞(Xj×Yj) + ‖D(F )‖∞(M).
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The second equality follows by an inspection that γ runs through the
whole T. It follows that
‖I(F )‖∞ = ‖F‖∞ + ‖D(F )‖∞ = ‖F‖
for every F ∈ B˜j. Since 0 = ‖D(1)‖∞, we have D(1) = 0 and I(1) = 1.
Hence I is a complex-linear isometry with I(1) = 1. In particular,
I(B˜j) is a complex-linear closed subspace of C(Sj) which contains 1.
In general I(B˜j) needs not separate the points of Sj.
It follows from the definition in [30] of the Choquet boundary Ch I(B˜2)
of I(B˜2), we see that a point p = (x, y,m, γ) ∈ X2 × Y2 ×M × T is
in Ch I(B˜2) if the point evaluation φp at p is an extreme point of the
state space, or equivalently φp is an extreme point of the closed unit
ball (I(B˜2))
∗
1 of the dual space (I(B˜2))
∗ of I(B˜2).
Lemma 10. Suppose that (x0, y0) ∈ X2 × Y2 and U is an open neigh-
borhood of (x0, y0). Then there exists a function F0 = b0⊗f0 ∈ B˜2 with
0 ≤ b0 ≤ 1 on X2 and 0 ≤ f0 ≤ 1 on Y2 such that F0(x0, y0) = 1
and F0 < 1/2 on X2 × Y2 \ U. Furthermore there exists a point
(xc, yc, mc, γc) in the Choquet boundary for I2(B˜2) such that (xc, yc) ∈
U ∩ (b−10 (1)× f
−1
0 (1)) and γcD(F0)(mc) = ‖D(F0)‖∞ 6= 0.
Proof. Suppose that G and H are open neighborhoods of x0 and y0
respectively such that G× H ⊂ U. Since B2 is unital, self-adjoint
and separates the points of X2, the Stone-Weierstrass theorem asserts
that B2 is uniformly dense in C(X2). By the Urysohn’s lemma there
exists v ∈ C(X2) such that 0 ≤ v ≤ 4/5 on X2, v(x0) = 0, and
v = 4/5 on X2 \G. As B2 is self-adjoint and uniformly dense in C(X2),
there exists u1 ∈ B2 ∩ CR(X2) such that ‖v − u1‖∞ < 1/40. Put
u = u1 − u1(x0). By a simple calculation we infer that u ∈ B2 with
u(x0) = 0 and −1 ≤ u ≤ 1 on X2 and u
2 > 1/2 on X2 \ G. Then
b0 = 1 − u
2 ∈ B2, 0 ≤ b0 ≤ 1 = b0(x0) on X2, and b0 < 1/2 on
X2 \ G. We may suppose that b0 is not constant as we assume that
X2 is not a singleton. In a similar way, there exists f0 ∈ C(Y2) with
0 ≤ f0 ≤ 1 = f0(y0) and f0 < 1/2 on Y2 \ H. Put F0 = b0 ⊗ f0. Hence
we have that 0 ≤ F0 ≤ 1 = F0(x0, y0) and F0 < 1/2 on X2 × Y2 \ U.
Since B2 ⊗ C(Y2) ⊂ B˜2 by Definition 4, we infer that F0 ∈ B˜2.
By Proposition 6.3 in [30] there exists c = (xc, yc, mc, γc) in the
Choquet boundary for I(B˜2) with
‖I(F0)‖∞ = |I(F0)(c)|.
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We see that
(7) ‖I(F0)‖∞ = |I(F0)(c)| = |F0(xc, yc) + γcD(F0)(mc)|
≤ |F0(xc, yc)|+ |D(F0)(mc)| ≤ ‖F0‖∞ + ‖D(F0)‖∞ = ‖I(F0)‖∞.
As 0 ≤ F0 ≤ 1 = ‖F0‖∞ we have by (7) that F0(xc, yc) = 1 = ‖F0‖∞.
Thus (xc, yc) ∈ U∩ (b
−1
0 (1)×f
−1
0 (1)). Applying that F0(xc, yc) = 1 and
(7), we also have that γcD(F0)(mc) = |D(F0)(mc)| = ‖D(F0)‖∞. As b0
is not a constant function, we have F0 = b0 ⊗ f0 6∈ 1⊗ C(Y2) = kerD.
Hence we have ‖D(F0)‖∞ 6= 0, so that ‖D(F0)‖∞ > 0. As F0 is real-
valued, so is D(F0) by the condition 2© of Definition 4. Hence we see
that γcD(F0)(mc) > 0 and γc = 1 or −1. 
Note that γc = 1 if D(F0)(mc) > 0 and γc = −1 if D(F0)(mc) < 0.
Lemma 11. Suppose that (x0, y0) ∈ X2 × Y2 and U is an open neigh-
borhood of (x0, y0). Let F0 = b0 ⊗ f0 ∈ B˜2 be a function such that
0 ≤ b0 ≤ 1 on X2, 0 ≤ f0 ≤ 1 on Y2, F0(x0, y0) = 1, and F0 < 1/2 on
X2 × Y2 \ U. Let (xc, yc, mc, γc) be a point in the Choquet boundary for
I2(B˜2) such that (xc, yc) ∈ U ∩ (b
−1
0 (1) × f
−1
0 (1)) and γcD(F0)(mc) =
‖D(F0)‖∞ 6= 0. (Such functions and a point (xc, yc, mc, γc) exist by
Lemma 10.) Then for any 0 < θ < π/2, cθ = (xc, yc, mc, e
iθγc) is also
in the Choquet boundary for I(B˜2).
Proof. Let θ be 0 < θ < π/2. The point evaluation φθ(I(F )) =
F (xc, yc)+e
iθγcD(F )(mc) at cθ is well defined for I(F ) ∈ I(B˜2) since I
is injective. We prove that the point evaluation φθ is an extreme point
of the closed unit ball I(B˜2)
∗
1 of the dual space I(B˜2)
∗ of I(B˜2). Sup-
pose that φθ =
1
2
(φ1 + φ2) for φ1, φ2 ∈ I(B˜2)
∗ with ‖φ1‖ = ‖φ2‖ = 1,
where ‖ · ‖ denotes the operator norm here. Let φˇj be a Hahn-Banach
extension of φj to C(X2 × Y2 ×M2 × T) for each j = θ, 1, 2. By the
Riesz-Markov-Kakutani representation theorem there exists a complex
regular Borel measure µj on X2 × Y2 ×M2 × T with ‖µj‖ = 1 which
represents φˇj for j = θ, 1, 2 respectively. In particular, we have∫
I(F )dµj = φj(I(F )), I(F ) ∈ I(B˜2)
for j = θ, 1, 2. As
∫
1dµθ = φθ(1) = 1 we see that µθ is a probability
measure. By the equation
1 =
∫
1dµθ =
1
2
∫
1dµ1 +
1
2
∫
1dµ2
we see that µ1 and µ2 are also probability measures.
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We prove that the support supp(µj) of the measure µj satisfies
(8)
supp(µj) ⊂ b
−1
0 (1)× f
−1
0 (1)×
{
(K1 × {e
iθγc}) ∪ (K2 × {−e
iθγc})
}
,
where K1 = D(F0)
−1(D(F0)(mc)) and K2 = D(F0)
−1(−D(F0)(mc)),
for j = θ, 1, 2. Note that mc ∈ K1 while K2 may be empty. Note
also that K1 ∩ K2 = ∅ since |D(F0)(mc)| = ‖D(F0)‖∞ 6= 0. We first
consider the case for j = θ. As (xc, yc) ∈ b
−1
0 (1)× f
−1
0 (1) we have
φθ(I(F0)) = F0(xc, yc) + e
iθγcD(F0)(mc) = 1 + e
iθγcD(F0)(mc).
As φθ(I(F0)) =
∫
I(F0)dµθ we have
1 + eiθγcD(F0)(mc)
=
∫
F0(x, y)dµθ(x, y,m, γ) +
∫
γD(F0)(m)dµθ(x, y,m, γ).
Note that 0 ≤
∫
F0(x, y)dµθ ≤ 1 since 0 ≤ F0 ≤ 1 and µθ is a proba-
bility measure. As γcD(F0)(mc) = ‖D(F0)‖∞, we have∣∣∣∣∫ γD(F0)(m)dµθ∣∣∣∣ ≤ γcD(F0)(mc).
Taking into account that 0 < θ < π/2 we have by an elementary
calculation that
(9) 1 =
∫
F0(x, y)dµθ,
(10) eiθγcD(F0)(mc) =
∫
γD(F0)(m)dµθ.
Since µθ is a regular Borel measure, µθ(L) = 0 for any Borel set L with
L ∩ supp(µθ) = ∅. Hence we have
∫
Gdµθ =
∫
supp(µθ)
Gdµθ for every
G ∈ C(X2 × Y2 ×M2 × T). Then by the equality (9) we have
1 =
∫
supp(µθ)
F0(x, y)dµθ.
As 0 ≤ F0 ≤ 1 we have by Lemma 5 that
(11) supp(µθ) ⊂ F
−1
0 (1)×M2 × T = b
−1
0 (1)× f
−1
0 (1)×M2 × T.
Letting K = X2×Y2×M, g = 1C(X2×Y2)⊗D(F0), and applying Lemma
7 to the equation (10) we get
supp(µθ) ⊂
{
X2 × Y2 ×K1 × {e
iθγc}
}
∪
{
X2 × Y2 ×K2 × {−e
iθγc}
}
= X2 × Y2 ×
{
(K1 × {e
iθγc}) ∪ (K2 × {−e
iθγc})
}
.
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Combining this inclusion with (11) we infer that the inclusion (8) holds
for µθ. In order to prove the corresponding inclusion for µj for j = 1, 2,
we first have
1 + eiθγcD(F0)(mc) = φθ(I(F0))
=
∫
I(F0)d
µ1 + µ2
2
+
∫
γD(F0)d
µ1 + µ2
2
by the equation φθ(I(F0)) =
1
2
(φ1(I(F0)) + φ2(I(F0))). Using a similar
argument to that of µθ for
µ1+µ2
2
we get
supp(
µ1 + µ2
2
) ⊂ b−10 (1)×f
−1
0 (1)×
{
(K1 × {e
iθγc}) ∪ (K2 × {−e
iθγc})
}
.
As µ1 and µ2 are positive measures we have the inclusion (8) for j =
1, 2.
Next we prove equations
(12) F (xc, yc) =
∫
F (x, y)dµθ
and
(13) D(F )(mc) = (e
iθγc)
−1
∫
γD(F )(m)dµθ
=
∫
L1
D(F )(m)dµθ −
∫
L2
D(F )(m)dµθ
for every F ∈ B˜2, where Lj = b
−1
0 (1) × f
−1
0 (1) ×Kj × {(−1)
j+1eiθγc}
for j = 1, 2. We first show (12) and (13) for a real-valued function
F ∈ B˜2. Suppose that F ∈ B˜2 ∩ CR(X2 × Y2). Then we have
F (xc, yc) + e
iθγcD(F )(mc) = φθ(I(F ))
=
∫
F (x, y)dµθ +
∫
γD(F )(m)dµθ
=
∫
F (x, y)dµθ +
∫
L1
γD(F )(m)dµθ +
∫
L2
γD(F )(m)dµθ
=
∫
F (x, y)dµθ
+ eiθγc
(∫
L1
D(F )(m)dµθ −
∫
L2
D(F )(m)dµθ
)
.
(14)
Note that F (xc, yc), D(F )(mc),
∫
F (x, y)dµθ,
∫
Lj
D(F )(m)dµθ for j =
1, 2 are all real numbers since F and D(F ) are real-valued functions
(see Definition 4). We also note that eiθγc 6∈ R since 0 < θ < π/2 and
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γc = 1 or −1. Then comparing the real and the imaginary parts of the
equation (14) we have (12) and (13) for every F ∈ B˜2 ∩ CR(X2 × Y2).
Take a general function F ∈ B˜2. We have assumed that B˜2 is self-
adjoint by the condition 1© in Definition 4, therefore the real part
ReF and the imaginary part ImF of F both are in B˜2 ∩CR(X2× Y2).
Then by (12) for real-valued maps, we have
ReF (xc, yc) =
∫
ReF (x, y)dµθ,
ImF (xc, yc) =
∫
ImF (x, y)dµθ.
Hence we have
F (xc, yc) =
∫
ReF (x, y)dµθ + i
∫
ImF (x, y)dµθ =
∫
F (x, y)dµθ.
Thus (12) is proved for every F ∈ B˜2. As D is complex-linear we have
by (13) for real-valued functions that
D(F )(mc) = D(ReF )(mc) + iD(ImF )(mc)
= (eiθγc)
−1
∫
γD(ReF )(m)dµθ + i(e
iθγc)
−1
∫
γD(ImF )(m)dµθ
= (eiθγc)
−1
∫
γD(F )dµθ
=
∫
L1
D(F )(m)dµθ −
∫
L2
D(F )(m)dµθ.
Thus we have just proved (13) for every F ∈ B˜2.
For every F ∈ B˜2 we have
φθ(I(F )) =
1
2
(φ1(I(F )) + φ2(I(F )))
=
∫
F (x, y)d
µ1 + µ2
2
+
∫
γD(F )(m)d
µ1 + µ2
2
.
By the same way as the proof of (12) and (13) we have
(15) F (xc, yc) =
∫
F (x, y)d
µ1 + µ2
2
and
(16) D(F )(mc) = (e
iθγc)
−1
∫
γD(F )(m)d
µ1 + µ2
2
=
∫
L1
D(F )(m)d
µ1 + µ2
2
−
∫
L2
D(F )(m)d
µ1 + µ2
2
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for every F ∈ B˜2.
Next define a regular Borel probability measure νj onX2×Y2×M2×T
for j = θ, 1, 2 by
νj(E) = µj({(x, y,m, e
iθγ) : (x, y,m, γ) ∈ E})
for a Borel set E ⊂ X2 × Y2 ×M2 × T. Then we have
(17)
∫
F (x, y)dνj =
∫
F (x, y)dµj
for every F ∈ B˜2 and j = θ, 1, 2. By (8) we have
(18) supp(νj) ⊂ b
−1
0 (1)× f
−1
0 (1)× [(K1 × {γc}) ∪ (K2 × {−γc})]
for j = θ, 1, 2. Put Tj = b
−1
0 (1) × f
−1
0 (1) × Kj × {(−1)
j+1γc}. As νθ
and ν1+ν2
2
are regular and K1 ∩K2 = ∅, we have by (8) and (18) that∫
γD(F )(m)dνj =
∫
T1
γD(F )(m)dνj +
∫
T2
γD(F )(m)dνj
= γc
∫
T1
D(F )(m)dνj − γc
∫
T2
D(F )(m)dνj
= γc
∫
L1
D(F )(m)dµj − γc
∫
L2
D(F )(m)dµj
= e−iθ
∫
γD(F )(m)dµj
(19)
for every F ∈ B˜2 and j = θ, 1, 2. For j = θ, 1, 2, put ψj : I(B˜2) → C
by
ψj(I(F )) =
∫
I(F )dνj, I(F ) ∈ I(B˜2).
As νj is a probability measure we see that ψj ∈ I(B˜2)
∗
1. Let I(F ) ∈
I(B˜2). Then by (17) and (19) we have
ψθ(I(F )) =
∫
I(F )dνθ
=
∫
F (x, y)dνθ +
∫
γD(F )(m)dνθ
=
∫
F (x, y)dµθ + e
−iθ
∫
γD(F )(m)dµθ.
Then by (12) and (13) we have
ψθ(I(F )) = F (xc, yc) + γcD(F )(mc) = I(F )(xc, yc, mc, γc).
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That is ψθ is the point evaluation for I(B˜2) at (xc, yc, mc, γc). By (17),
(19), (15) and (16) we have
1
2
(ψ1(I(F )) + ψ2(I(F )))
=
∫
F (x, y)d
ν1 + ν2
2
+
∫
γD(F )(m)d
ν1 + ν2
2
=
∫
F (x, y)d
µ1 + µ2
2
+ e−iθ
∫
γD(F )(m)d
µ1 + µ2
2
= F (xc, yc) + γcD(F )(mc)
for every F ∈ B˜2. Hence we have
ψθ(I(F )) =
1
2
(ψ1(I(F )) + ψ2(I(F )))
for every I(F ) ∈ I(B˜2); ψθ =
1
2
(ψ1 +ψ2). Since (xc, yc, mc, γc) is in the
Choquet boundary for I(B˜2), ψθ is an extreme point for I(B˜2)
∗
1. Thus
we have that ψθ = ψ1 = ψ2.
Applying the equations ψθ = ψ1 = ψ2 we prove that φθ = φ1 = φ2.
By (17) and (19) we have
(20) φj(I(F )) =
∫
F (x, y)dµj +
∫
γD(F )(m)dµj
=
∫
F (x, y)dνj + e
iθ
∫
γD(F )(m)dνj, F ∈ I(B˜2)
for every j = θ, 1, 2. Put
P = {G ∈ B˜2 : 0 ≤ G ≤ 1 = G(xc, yc)}.
Then the set P separates the points of X2 × Y2. Suppose that (x1, y1)
and (x2, y2) are different points in X2 × Y2. We may assume that
(xc, yc) 6= (x2, y2). Let Uc be an open neighbourhood of (xc, yc) such
that (x2, y2) 6∈ Uc. By Lemma 10 there is Fc ∈ B˜2 such that 0 ≤
Fc ≤ 1 = Fc(xc, yc) on X2 × Y2 and Fc < 1/2 on X2 × Y2 \ Uc. Hence
0 ≤ Fc(x2, y2) < 1/2. In the same way there exists F1 ∈ B˜2 such that
0 ≤ F1 ≤ 1 = F1(x1, y1) on X2 × Y2 and 0 ≤ F1(x2, y2) < 1/2. Put
H = 1 − (1 − Fc)(1 − F1) ∈ B˜2. Then we infer that 0 ≤ H ≤ 1 on
X2 × Y2, H(xc, yc) = H(x1, y1) = 1, and H(x2, y2) 6= 1. Hence we have
that H ∈ P and H(x1, y1) 6= H(x2, y2). Let G ∈ P be arbitrary. Since
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P ⊂ B˜2, we have G ∈ B˜2. Hence by the equality (17) we have
1
2
(∫
G(x, y)dν1 +
∫
G(x, y)dν2
)
=
1
2
(∫
G(x, y)dµ1 +
∫
G(x, y)dµ2
)
=
∫
G(x, y)d
µ1 + µ2
2
.
By (15) ∫
G(x, y)d
µ1 + µ2
2
= G(xc, yc) = 1.
Hence we have
1
2
(∫
G(x, y)dν1 +
∫
G(x, y)dν2
)
= 1.
Since 0 ≤ G ≤ 1 we have 0 ≤
∫
G(x, y)dνj ≤ 1 for j = 1, 2. It follows
that ∫
G(x, y)dν1 =
∫
G(x, y)dν2 = 1.
As G ∈ P is arbitrary we have∫ ∑
anGn(x, y)dν1 =
∑
an =
∫ ∑
anGn(x, y)dν2
for any complex linear combination
∑
anGn for Gn ∈ P . Since P is
closed under multiplication and separates the points in X2 × Y2, we
have that {∑
anGn : an ∈ C, Gn ∈ P
}
is a unital subalgebra of B˜j which is conjugate-closed and separates
the points of X2 × Y2. The Stone-Weierstrass theorem asserts that it
is uniformly dense in C(X2 × Y2), hence so is in B˜2. It follows that we
have
(21)
∫
F (x, y)dν1 =
∫
F (x, y)dν2
for every F ∈ B˜2. On the other hand, since ψ1 = ψ2 we have
(22)
∫
F (x, y)dν1 +
∫
γD(F )(m)dν1 = ψ1(I(F ))
= ψ2(I(F )) =
∫
F (x, y)dν2 +
∫
γD(F )(m)dν2
for every F ∈ B˜2. By (21) and (22) we have∫
γD(F )(m)dν1 =
∫
γD(F )(m)dν2
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for every F ∈ B˜2. It follows by (20) that φ1(I(F )) = φ2(I(F )) for
every F ∈ B˜2. We infer that φθ = φ1 = φ2. We conclude that φθ is an
extreme point for any 0 < θ < π/2, that is, (xc, yc, mc, e
iθγc) is in the
Choquet boundary for I(B˜2) for any 0 < θ < π/2. 
Proof of Proposition 9. Define a map U˜ : I1(B˜1)→ I2(B˜2) by U˜(I1(H)) =
I2(U(H)) for I1(H) ∈ I1(B˜1). The map U˜ is well defined since I1 is
injective. Due to the definition of Ij , we see that U˜ is a surjective
isometry. Then the dual map U˜∗ : I2(B˜2)
∗ → I1(B˜1)
∗ is an isometry
and it preserves the extreme points of the closed unit ball I2(B˜2)
∗
1 of
I2(B˜2)
∗. Let (x0, y0) be an arbitrary point in X2 × Y2 and U an ar-
bitrary open neighborhood of (x0, y0). Then by Lemmata 10 and 11
there exists (xc, yc, mc, γc) ∈ U×M2 × T such that (xc, yc, mc, e
iθγc) is
in the Choquet boundary of I(B˜2) for every 0 ≤ θ < π/2. Let φθ be
the point evaluation on I(B˜2) at (xc, yc, mc, e
iθγc). Then φθ is an ex-
treme point of the closed unit ball I(B˜2)
∗
1. As U˜
∗ preserves the extreme
point of the closed unit ball, U˜∗(φθ) is an extreme points of the closed
unit ball I1(B˜1)
∗
1 of I1(B˜1)
∗. By the Arens-Kelly theorem we see that
there exists a complex number γ with absolute value 1 and a point d
in the Choquet boundary for I1(B˜1) such that U˜
∗(φθ) = γφd, where φd
denotes the point evaluation for I1(B˜1) at d. Thus we have that
|U˜∗(φθ)(1)| = 1.
As U˜∗(φθ)(1) = φθ(I2(U(1))) we have
1 = |U(1)(xc, yc) + e
iθγcD(U(1))(mc)|
for every 0 ≤ θ < π/2. Hence one of the following (i) or (ii) occurs:
(i) U(1)(xc, yc) = 0 and |D(U(1))(mc)| = 1,
(ii) |U(1)(xc, yc)| = 1 and D(U(1))(mc) = 0.
But (i) never occurs. The reason is as follows. Since U is an isometry
we have
(23) 1 = ‖1‖ = ‖U(1)‖ = ‖U(1)‖∞ + ‖D(U(1))‖∞.
Suppose that (i) holds. By the second equation of (i) we have ‖D(U(1))‖∞ ≥
1. Then by (23) we have ‖U(1)‖∞ = 0, and U(1) = 0, which contra-
dicts (23). Thus we conclude that only (ii) occurs.
By the first equation of (ii) we infer that ‖U(1)‖∞ ≥ 1. Then by
the equation (23), we have 0 = ‖D(U(1))‖∞. By the condition 2©(2)
of Definition 4 we have U(1) ∈ 1⊗ C(Y2); there exists h ∈ C(Y2) with
U(1) = 1 ⊗ h. As |U(1)(xc, yc)| = 1 we have |h(yc)| = 1. Note that h
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does not depend on the point (x0, y0) nor a neighborhood U. As U is
an arbitrary neighborhood of (x0, y0), and (xc, yc) ∈ U, the continuity
of h asserts that |h(y0)| = 1. Since y0 is an arbitrary point in Y2, we
infer that |h| = 1 on Y2. 
5. Proof of Theorem 8
Proof of Theorem 8. Suppose first X1 = {x1} and X2 = {x2} are sin-
gletons. In this case Bj is isometrically isomorphic to C as a Banach
algebra and B˜j = 1 ⊗ C(Yj). Thus ‖D(F )‖∞ = 0 for every F ∈ B˜j.
Therefore B˜j is isometrically isomorphic to C(Yj) for j = 1, 2. Thus we
may suppose that U is a surjective isometry from C(Y1) onto C(Y2).
Then applying the Banach–Stone theorem, we see that |U(1)| = 1 on
Y2 and there exists a homeomorphism τ : Y2 → Y1 such that
U(F ) = U(1)F ◦ τ, F ∈ C(Y1).
Letting U(1) = 1⊗ h and ϕ : X2× Y2 → X1 by ϕ(x2, y) = x1 for every
y ∈ Y2, we have
U(F )(x, y) = h(y)F (ϕ(x, y), τ(y)), (x, y) ∈ X2 × Y2
for every F ∈ B˜1.
Suppose thatX2 is not a singleton. We prove the conclusion applying
Proposition 9. By Proposition 9 there exists h ∈ C(Y2) with |h| = 1 on
Y2 such that U(1) = 1⊗h. Define U0 : B˜1 → B˜2 by U0(F ) = 1⊗ h¯U(F )
for F ∈ B˜1, where h¯ denotes the complex conjugate of h. It is easy
to see that U0 is a bijection with U0(1) = 1. By the condition 2©(3)
of Definition 4 it is also easy to check that U0 is an isometry. As B˜j
is a unital Banach algebra which is contained in C(Xj × Yj) which
separates the points of Xj × Yj. As B˜j is natural, by [13, Proposition
2] it is a regular subspace of C(Xj × Yj) in the sense of Jarosz [13, p.
67]. As the norm ‖ · ‖ = ‖ · ‖∞ + ‖| · ‖| is a p-norm (see [13, p. 67])
and U0(1) = 1, we infer by Theorem in [13] that U0 is also an isometry
with respect to the supremum norm ‖ · ‖∞ on Xj × Yj. As B˜j is a
self-adjoint unital subalgebra of C(Xj×Yj) which separates the points
of Xj × Yj, the Stone-Weierstrass theorem asserts that B˜j is uniformly
dense in C(Xj × Yj). Then the Banach–Stone theorem asserts that U0
is an algebra isomorphism. Since U0 is an isometry with respect to the
original norm ‖ · ‖ on B˜j we have for every 1⊗ g ∈ 1⊗ C(Y1) that
‖1⊗ g‖∞ + ‖D(1⊗ g)‖∞ = ‖1⊗ g‖ = ‖U0(1⊗ g)‖
= ‖U0(1⊗ f)‖∞ + ‖D(U0(1⊗ g))‖∞.
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By the condition 2©(2) of Definition 4 we have ‖D(1⊗g)‖∞ = 0. Since
U0 is also an isometry with respect to the supremum norm we have
‖1⊗g‖∞ = ‖U0(1⊗g)‖∞. Therefore we have that ‖D(U0(1⊗g))‖∞ = 0.
By the condition 2©(2) of Definition 4 we have that U0(1 ⊗ g) ∈ 1 ⊗
C(Y2). Hence we see that U0(1 ⊗ C(Y1)) ⊂ 1 ⊗ C(Y2). By the Stone-
Weierstrass theorem B1⊗C(Y1) is uniformly dense in C(X1×Y1), hence
B˜1 ⊂ B1 ⊗ C(Y1), where · denotes the uniform closure onX1×Y1. Then
by Proposition 3.2 and the comments which follow that proposition in
[12] there exists continuous maps ϕ : X2 × Y2 → X1 and τ : Y2 → Y1
such that
(24) U0(F )(x, y) = F (ϕ(x, y), τ(y)), (x, y) ∈ X2 × Y2
for every F ∈ B˜1. As X2 is not a singleton, there are two distinct
points z, w ∈ X2. Let y ∈ Y2 be any point. As U0 is a surjecton and
B˜2 separates the points of X2×Y2, there exists a function F ∈ B˜1 such
that U0(F )(z, y) 6= U0(F )(w, y). Then by (24) we have
F (ϕ(z, y), τ(y)) = U0(F )(z, y) 6= U0(F )(w, y) = F (ϕ(w, y), τ(y)).
Hence ϕ(z, y) 6= ϕ(w, y). As ϕ(z, y), ϕ(w, y) ∈ X1, we have that X1
is not a singleton. Applying a similar argument for U−10 instead of U0
we observe that there exists continuous maps ϕ1 : X1 × Y1 → X2 and
τ1 : Y1 → Y2 such that
U−10 (G)(u, v) = G(ϕ1(u, v), τ1(v)), (u, v) ∈ X1 × Y1
for every G ∈ B˜2. Thus we have
(25) G(x, y) = U0(U
−1
0 (G))(x, y) = U
−1
0 (G)(ϕ(x, y), τ(y))
= G(ϕ1(ϕ(x, y), τ(y)), τ1(τ(y))), (x, y) ∈ X2 × Y2
for every G ∈ B˜2 and
(26) F (u, v) = U−10 (U0(F ))(u, v) = U0(F )(ϕ1(u, v), τ1(v))
= F (ϕ(ϕ1(u, v), τ1(v)), τ(τ1(v))), (u, v) ∈ X1 × Y1
for every F ∈ B˜1. As B˜1 separates the points in X1 × Y1 and B˜2
separates the points in X2 × Y2, we infer that y = τ1(τ(y)) for every
y ∈ Y2 and v = τ(τ1(v)) for every v ∈ Y1. Hence τ : Y2 → Y1 and
τ1 : Y1 → Y2 are homeomorphisms and τ
−1
1 = τ . We have by (26)
that u = ϕ(ϕ1(u, v), τ1(v)) for every (u, v) ∈ X1 × Y1. As τ1 is a
homeomorphism, we infer that u = ϕ(ϕ1(u, τ
−1
1 (y)), y) holds for every
pair u ∈ X1 and y ∈ Y2. It means that for every y ∈ Y2 the map
ϕ(·, y) : X2 → X1 is a surjection.
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We prove that ϕ(·, y) is an injection for every y ∈ Y2. Let y ∈ Y2.
Suppose that ϕ(a, y) = ϕ(b, y) for a, b ∈ X2. Then ϕ1(ϕ(a, y), τ(y)) = a
and ϕ1(ϕ(b, y), τ(y)) = b by the equation (25). Thus we have a = b.
Hence we conclude that ϕ(·, y) is an injection. It follows that ϕ(·, y) :
X2 → X1 is a bijective continuous map. As X2 is compact and X1
is Hausdorff, we at once see that ϕ(·, y) is a homeomorphism. As
U0(F ) = 1⊗ h¯U(F ) for every F ∈ B˜1 we conclude that
U(F )(x, y) = h(y)F (ϕ(x, y), τ(y)), (x, y) ∈ X2 × Y2.
Suppose that X1 is not a singleton. By a similar argument for U
−1
instead of U we see that there exists a continuous map ϕ1 : X1× Y1 →
X2 such that ϕ1(·, y) : X1 → X2 is a homeomorphism. As X1 is not
a singleton we infer that X2 is not a singleton. Then the conclusion
follows from the proof for the case where X2 is not a singleton. 
6. Examples of admissible quadruples of type L with
applications of Theorem 8
Example 12. Let (X, d) be a compact metric space and Y a compact
Hausdorff space. Let 0 < α ≤ 1. Suppose that B is a closed subalgebra
of Lip((X, dα)) which contains the constants and separates the points
of X , where dα is the Ho¨lder metric induced by d. Suppose that B˜ is a
closed subalgebra of Lip((X, dα), C(Y )) which contains the constants
and separates the points of X × Y . Suppose that B and B˜ are self-
adjoint. Suppose that
B ⊗ C(Y ) ⊂ B˜
and
{F (·, y) : F ∈ B˜, y ∈ Y } ⊂ B.
Let M be the Stone-Cˇech compactification of {(x, x′) ∈ X2 : x 6=
x′}×Y . For F ∈ B˜, let D(F ) be the continuous extension to M of the
function (F (x, y)− F (x′, y))/dα(x, x′) on {(x, x′) ∈ X2 : x 6= x′} × Y .
Then D : B˜ → C(M) is well defined. We have ‖D(F )‖∞ = Lα(F )
for every F ∈ B˜. It is easy to see that the condition 2© of Definition
4 is satisfied. Hence we have that (X,C(Y ), B, B˜) is an admissible
quadruple of type L.
There are two typical example of (X,C(Y ), B, B˜) above. One is
(X,C(Y ),Lip((X, dα)),Lip((X, dα), C(Y )))
By Corollary 3 Lip((X, dα)) and Lip((X, dα), C(Y )) are self-adjoint.
The inclusions
Lip((X, dα))⊗ C(Y ) ⊂ Lip((X, dα), C(Y ))
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and
{F (·, y) : F ∈ Lip((X, dα), C(Y )), y ∈ Y } ⊂ Lip((X, dα))
is obvious. The other example of (X,C(Y ), B, B˜) above is
(X,C(Y ), lipα(X), lipα(X,C(Y )))
for 0 < α < 1. In fact lipα(X) (resp. lipα(X,C(Y ))) is a closed
subalgebra of Lip((X, dα)) (resp. Lip((X, dα), C(Y )) which contains
the constants. In this case Corollary 3 asserts that lipα(X) separates
the points of X . As lipα(X) ⊗ C(Y ) ⊂ lipα(X,C(Y )) we see that
B˜ = lipα(X,C(Y )) separates the points of X × Y . By Corollary 3
lipα(X) and lipα(X,C(Y )) are self-adjoint. The inclusions
lipα(X)⊗ C(Y ) ⊂ lipα(X,C(Y ))
and
{F (·, y) : F ∈ lipα(X,C(Y )), y ∈ Y } ⊂ lipα(X)
is obvious.
Corollary 13. Let j = 1, 2. Let (Xj, dj) be a compact metric space
and Yj a compact Hausdorff space. Let α be 0 < α ≤ 1. Suppose that
Bj is a closed subalgebra of Lip((Xj, d
α
j )) which contains the constants
and separates the points of Xj. Suppose that B˜j is a closed subalgebra
of Lip((Xj, d
α
j ), C(Yj)) which contains the constants and separates the
points of Xj × Yj. Suppose that Bj and B˜j are self-adjoint. Suppose
that
Bj ⊗ C(Yj) ⊂ B˜j
and
{F (·, y) : F ∈ B˜j, y ∈ Yj} ⊂ Bj.
Suppose that
U : B˜1 → B˜2
is a surjective isometry. Then there exists h ∈ C(Y2) such that |h| = 1
on Y2, a continuous map ϕ : X2×Y2 → X1 such that ϕ(·, y) : X2 → X1
is a homeomorphism for each y ∈ Y2, and a homeomorphism τ : Y2 →
Y1 which satisfy
U(F )(x, y) = h(y)F (ϕ(x, y), τ(y)), (x, y) ∈ X2 × Y2
for every F ∈ B˜1.
Proof. As in a similar way to the argument in Example 12 we see that
(Xj, C(Yj), Bj, B˜j) is an admissible quadruple of type L. Then applying
Theorem 8 the conclusion holds. 
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Note that Corollary 13 holds for B˜j = Lip(Xj, C(Yj)) and B˜j =
lipα(Xj , C(Yj)) for 0 < α < 1. In this case we have a complete de-
scription of a surjective isometry for B˜j = Lip(Xj, C(Yj)) and B˜j =
lipα(Xj , C(Yj)) for 0 < α < 1. Note that Lipα((Xj , dj), C(Yj)) for
0 < α < 1 is isometrically isomorphic to Lip((Xj , d
α
j ), C(Yj)) by con-
sidering the Ho¨lder metric dj(·, ·)
α for the original metric dj(·, ·) on
Xj.
Corollary 14. Let (Xj , dj) be a compact metric space and Yj a compact
Hausdorff space for j = 1, 2. Suppose that U : Lip(X1, C(Y1)) →
Lip(X2, C(Y2)) (resp. U : lipα(X1, C(Y1))→ lipα(X2, C(Y2))) is a map.
Then U is a surjective isometry with respect to the sum norm ‖ · ‖ =
‖ · ‖∞ + L(·) (resp. ‖ · ‖ = ‖ · ‖∞ + Lα(·)) if and only if there exists
h ∈ C(Y2) with |h| = 1 on Y2, a continuous map ϕ : X2 × Y2 → X1
such that ϕ(·, y) : X2 → X1 is a surjective isometry for every y ∈ Y2,
and a homeomorphism τ : Y2 → Y1 which satisfy that
U(F )(x, y) = h(y)F (ϕ(x, y), τ(y)), (x, y) ∈ X2 × Y2
for every F ∈ Lip(X1, C(Y1)) (resp. F ∈ lipα(X1, C(Y1))).
Proof. Suppose that there exists h ∈ C(Y2) with |h| = 1 on Y2, a
continuous map ϕ : X2 × Y2 → X1 such that ϕ(·, y) : X2 → X1 is a
surjective isometry for every y ∈ Y2, and a homeomorphism τ : Y2 → Y1
which satisfy that
U(F )(x, y) = h(y)F (ϕ(x, y), τ(y)), (x, y) ∈ X2 × Y2
for every F ∈ Lip(X1, C(Y1)) (resp. F ∈ lipα(X1, C(Y1))). We prove
that U is a surjective isometry on Lip(Xj , C(Yj)). A proof for the
case of lipα(Xj , C(Yj)) is the same and we omit it. Since ϕ(·, y) is an
isometry for every y ∈ Y2, we have
|(U(F ))(x, y)− (U(F ))(x′, y)|
d2(x, x′)
=
|h(y)F (ϕ(x, y), τ(y))− h(y)F (ϕ(x′, y), τ(y))|
d2(x, x′)
=
|F (ϕ(x, y), τ(y))− F (ϕ(x′, y), τ(y))|
d2(ϕ(x, y), ϕ(x′, y))
, x, x′ ∈ X2, y ∈ Y2
(27)
for F ∈ Lip(X1, C(Y1)). Since ϕ(·, y) is bijective and the map (x, y) 7→
(ϕ(x, y), τ(y)) gives a bijection from X2 × Y2 onto X1 × Y1, we see
by (27) that L(F ) = L(U(F )) for every F ∈ Lip(X1, C(Y1)). Since
‖F‖∞ = ‖U(F )‖∞, we conclude that
‖F‖ = ‖F‖∞ + L(F ) = ‖U(F )‖∞ + L(U(F )) = ‖U(F )‖
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for every F ∈ Lip(X1, C(Y1)); that is U is an isometry. We prove
that U is surjective. Let G ∈ Lip(X2, C(Y2)) be arbitrary. Put F by
F (x, y) = h¯(τ−1(y))G((ϕ(·, τ−1(y)))−1(x), τ−1(y)) for (x, y) ∈ X1 × Y1,
where (ϕ(·, τ−1(y)))−1 denotes the inverse of ϕ(·, τ−1(y)) : X2 → X1.
Then we infer that F ∈ Lip(X1, C(Y1)) and U(F ) = G. As G is an
arbitrary elements in Lip(X2, C(Y2)), we conclude that U is surjective.
It follows that U is a surjective isometry.
Next we prove the converse. First consider the case of Lip(Xj , C(Yj)).
Suppose that U : Lip(X1, C(Y1))→ Lip(X2, C(Y2)) is a surjective isom-
etry. Then by Corollary 13 there exists h ∈ C(Y2) with |h| = 1 on Y2,
a continuous map ϕ : X2 × Y2 → X1 such that ϕ(·, y) : X2 → X1 is a
homeomorphism for every y ∈ Y2, and a homeomorphism τ : Y2 → Y1
which satisfy that
(28) U(F )(x, y) = h(y)F (ϕ(x, y), τ(y)), (x, y) ∈ X2 × Y2
for every F ∈ Lip(X1, C(Y1)). We only need to prove that ϕ(·, y) :
X2 → X1 is a surjective isometry for every y ∈ Y2. Let x1, x2 ∈ X2
and y ∈ Y2 be arbitrary. Set f : X1 → C by f(x) = d1(x, ϕ(x2, y)) for
x ∈ X1. Then f ⊗1 ∈ Lip(X1, C(Y1)) and L(f ⊗1) = 1. Then we have
d1(ϕ(x1, y), ϕ(x2, y)) = f(ϕ(x1, y)) = |f(ϕ(x1, y))− f(ϕ(x2, y))|
= |f ⊗ 1(ϕ(x1, y), τ(y))− f ⊗ 1(ϕ(x2, y), τ(y))|
= |(U(f ⊗ 1))(x1, y)− (U(f ⊗ 1))(x2, y)|
≤ L(U(f ⊗ 1))d2(x1, x2).
(29)
By (28) the map U is an isometry with respect to ‖ · ‖∞, thus 1 =
L(f ⊗ 1) = L(U(f ⊗ 1)) since U is an isometry for ‖ · ‖ = ‖ · ‖∞+L(·).
It follows by (29) that d1(ϕ(x1, y), ϕ(x2, y)) ≤ d2(x1, x2). Since U
−1 is
a surjective isometry we have by Corollary 13 that there exists h1, ϕ1
and τ1 such that
U−1(G)(x, y) = h1(y)G(ϕ1(x, y), τ1(y)), (x, y) ∈ X1 × Y1
for G ∈ Lip(X2, C(Y2)). Then by a similar way as above we infer that
d2(ϕ1(x
′
1, y
′), ϕ1(x
′
2, y
′)) ≤ d1(x
′
1, x
′
2) for every pair x
′
1, x
′
2 ∈ X1 and
y′ ∈ Y1. By a simple calculation we obtain that x = ϕ1(ϕ(x, y), τ(y))
for every x ∈ X2 and y ∈ Y2 (see a similar calculation in the proof of
Theorem 8 or that given on p.386 of [11]). Thus we have
d2(x1, x2) = d2(ϕ1(ϕ(x1, y), τ(y)), ϕ1(ϕ(x2, y), τ(y))
≤ d1(ϕ(x1, y), ϕ(x2, y)).
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Therefore d2(x1, x2) = d1(ϕ(x1, y), ϕ(x2, y)) holds for every pair x1, x2 ∈
X2 and y ∈ Y2, that is, ϕ(·, y) is an isometry for every y ∈ Y2.
Next we consider the case of lipα(Xj , C(Yj)). Suppose that 0 < α < 1
and U : lipα(X1, C(Y1))→ lipα(X2, C(Y2)) is a surjective isometry. As
in the same way as before there exists h ∈ C(Y2) with |h| = 1 on Y2,
a continuous map ϕ : X2 × Y2 → X1 such that ϕ(·, y) : X2 → X1 is a
homeomorphism for every y ∈ Y2, and a homeomorphism τ : Y2 → Y1
which satisfy that
U(F )(x, y) = h(y)F (ϕ(x, y), τ(y)), (x, y) ∈ X2 × Y2
for every F ∈ lipα(X1, C(Y1)). We prove ϕ(·, y) : X2 → X1 is an
isometry for every y ∈ Y2. Let x1, x2 ∈ X2 and y ∈ Y2 be arbitrary.
Let β with α < β < 1 be arbitrary. Set fβ : X1 → C by f
β(x) =
d1(x, ϕ(x2, y))
β. We have
(30)
|fβ(s)− fβ(t)|
d1(s, t)α
=
|d1(s, ϕ(x2, y))
β − d1(t, ϕ(x2, y))
β|
d1(s, t)α
≤
d1(s, t)
β
d1(s, t)α
= d1(s, t)
β−α, s, t ∈ X1.
SinceX1 is compact we have sups,t∈X1 d1(s, t) <∞. PutM = sups,t∈X1 d1(s, t).
Then by (30) we infer that Lα(f
β ⊗ 1) ≤Mβ−α. We also infer by (30)
that lims→t
|fβ(s)−fβ (t)|
d1(s,t)α
= 0. Hence we have fβ ⊗ 1 ∈ lipα(X1, C(Y1)).
We have, as before,
d1(ϕ(x1, y), ϕ(x2, y))
β = |fβ ⊗ 1(ϕ(x1, y), τ(y))− f
β ⊗ 1(ϕ(x2, y), τ(y))|
= |(U(fβ ⊗ 1)(x1, y)− (U(f
β ⊗ 1)(x2, y)|
≤ Lα(U(f
β ⊗ 1))d2(x1, x2)
α
= Lα(f
β ⊗ 1)d2(x1, x2)
α = Mβ−αd2(x1, x2)
α.
(31)
Letting β → α we have by (31) that d1(ϕ(x1, y), ϕ(x2, y))
α ≤ d2(x1, x2)
α,
hence d1(ϕ(x1, y), ϕ(x2, y)) ≤ d2(x1, x2). Applying the same argument
for U−1 as in the case of Lip(Xj, C(Yj)) we get
d2(x1, x2)
β ≤M ′β−αd1(ϕ(x1, y), ϕ(x2, y))
α
for every β with α < β < 1, where M ′ = sups,t∈X2 d2(s, t). Letting
β → α we get d2(x1, x2)
α ≤ d1(ϕ(x1, y), ϕ(x2, y))
α and d2(x1, x2) ≤
d1(ϕ(x1, y), ϕ(x2, y)). It follows that d2(x1, x2) = d1(ϕ(x1, y), ϕ(x2, y))
for every pair x1, x2 ∈ X2 and y ∈ Y2, that is, ϕ(·, y) is an isometry for
every y ∈ Y2. 
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Note that if Yj is a singleton in Corollary 14, then Lip(Xj , C(Yj))
(resp. lipα(Xj , C(Yj))) is naturally identified with Lip(Xj) (resp. lipα(Xj)).
Then Corollary 14 states that the statement of Example 8 of [14] is in-
deed correct.
Corollary 15. [14, Example 8] The map U : Lip(X1) → Lip(X2)
(resp. U : lipα(X1)→ lipα(X2)) is a surjective isometry with respect to
the norm ‖ · ‖ = ‖ · ‖∞+L(·) (resp. ‖ · ‖ = ‖ · ‖∞+Lα(·)) if and only if
there exists a complex number c with the unit modulus and a surjective
isometry ϕ : X2 → X1 such that
U(F )(x) = cF (ϕ(x)), x ∈ X2
for every F ∈ Lip(X1) (resp. F ∈ lipα(X1)).
Proof. Suppose that U is a surjective isometry, then by Corollary 14
there exists a complex number c with the unit modulus and a surjective
isometry ϕ : X2 → X1 such that the desired equality holds.
Suppose that c is a complex number with the unit modulus and
ϕ : X2 → X1 is a surjective isometry. Then U : Lip(X1) → Lip(X2)
(resp. U : lipα(X1) → lipα(X2)) by U(F )(x) = cF (ϕ(x)), x ∈ X2 for
F ∈ Lip(X1) (resp. F ∈ lipα(X1)) is well defined. Then by Corollary
14 we have that U is a surjective isometry. 
Example 16. Let Y be a compact Hausdorff space. Then
([0, 1], C(Y ), C1([0, 1]), C1([0, 1], C(Y )))
is an admissible quadruple of type L, where the norm of f ∈ C1([0, 1])
is defined by ‖f‖ = ‖f‖∞+‖f
′‖∞ and the norm of F ∈ C
1([0, 1], C(Y ))
is defined by ‖F‖ = ‖F‖∞ + ‖F
′‖∞. It is easy to see that C
1([0, 1])⊗
C(Y ) ⊂ C1([0, 1], C(Y )) and
{F (·, y) : F ∈ C1([0, 1], C(Y )), y ∈ Y } ⊂ C1([0, 1]).
Let M = [0, 1] × Y and D : C1([0, 1], C(Y )) → C(M) be defined
by D(F )(x, y) = F ′(x, y) for F ∈ C1([0, 1], C(Y )). Then ‖F ′‖∞ =
‖D(F )‖∞ for F ∈ C
1([0, 1], C(Y )). Then the conditions from 1©
through 2©(3) of Definition 4 are satisfied.
Example 17. Let Y be a compact Hausdorff space. Then
(T, C(Y ), C1(T), C1(T, C(Y )))
is an admissible quadruple of type L, where the norm of f ∈ C1(T) is
defined by ‖f‖ = ‖f‖∞ + ‖f
′‖∞ and the norm of F ∈ C
1(T, C(Y )) is
defined by ‖F‖ = ‖F‖∞+‖F
′‖∞. It is easy to see that C
1(T)⊗C(Y ) ⊂
C1(T, C(Y )) and
{F (·, y) : F ∈ C1(T, C(Y )), y ∈ Y } ⊂ C1(T).
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LetM = T×Y andD : C1(T, C(Y ))→ C(M) be defined byD(F )(x, y) =
F ′(x, y) for F ∈ C1(T, C(Y )). Then ‖F ′‖∞ = ‖D(F )‖∞ for F ∈
C1(T, C(Y )). Then the conditions from 1© through 2©(3) of definition
4 are satisfied for (T, C(Y ), C1(T), C1(T, C(Y )).
Corollary 18. Let Yj be a compact Hausdorff space for j = 1, 2. The
norm ‖F‖ of F ∈ C1([0, 1], C(Yj)) is defined by ‖F‖ = ‖F‖∞+‖F
′‖∞.
Suppose that U : C1([0, 1], C(Y1)) → C
1([0, 1], C(Y2)) is a map. Then
U is a surjective isometry if and only if there exists h ∈ C(Y2) such that
|h| = 1 on Y2, a continuous map ϕ : [0, 1] × Y2 → [0, 1] such that for
each y ∈ Y2 we have ϕ(x, y) = x for every x ∈ [0, 1] or ϕ(x, y) = 1− x
for every x ∈ [0, 1], and a homeomorphism τ : Y2 → Y1 which satisfy
that
U(F )(x, y) = h(y)F (ϕ(x, y), τ(y)), (x, y) ∈ [0, 1]× Y2
for every F ∈ C1([0, 1], C(Y1)).
Proof. Suppose that U : C1([0, 1], C(Y1)) → C
1([0, 1], C(Y2)) is a sur-
jective isometry. Then by Theorem 8 there exists h ∈ C(Y2) such that
|h| = 1 on Y2, a continuous map ϕ : [0, 1] × Y1 → [0, 1] such that
ϕ(·, y) : [0, 1] → [0, 1] is a homeomorphism for each y ∈ Y2, and a
homeomorphism τ : Y2 → Y1 which satisfy
(32) U(F )(x, y) = h(y)F (ϕ(x, y), τ(y)), (x, y) ∈ [0, 1]× Y2
for every F ∈ C1([0, 1], C(Y1)). We only need to prove that, for ev-
ery y ∈ Y2 ϕ(x, y) = x for every x ∈ [0, 1] or ϕ(x, y) = 1 − x for
every x ∈ [0, 1]. Let F0 ∈ C
1([0, 1], C(Y1)) be defined by F0(x, y) = x
for every (x, y) ∈ [0, 1] × Y1. Then we have F
′
0 = 1 on [0, 1] × Y1
and ‖F0‖ = ‖F0‖∞ + ‖F
′
0‖∞ = 2. By (32) we have U(F0)(x, y) =
h(y)ϕ(x, y) for every (x, y) ∈ [0, 1] × Y2. Since U(F0) is continuously
differentiable we infer that ϕ is continuously differentiable and that
U(F0)
′(x, y) = h(y)ϕ′(x, y) for every (x, y) ∈ [0, 1] × Y2. By (32) we
infer that ‖U(F0)‖∞ = ‖F0‖∞, hence ‖U(F0)
′‖∞ = ‖F
′
0‖∞ since U is
an isometry with respect to ‖ · ‖. As |h| = 1 on Y2 we see that
|ϕ′(x, y)| ≤ ‖U(F0)
′‖∞ = ‖F
′
0‖∞ = 1
for every (x, y) ∈ [0, 1] × Y2. We prove that |ϕ
′(x, y)| = 1 for ev-
ery (x, y) ∈ [0, 1] × Y2. Suppose contrary that there exists (x0, y0) ∈
[0, 1]× Y2 with |ϕ
′(x0, y0)| < 1. As ϕ(·, y0) : [0, 1] → [0, 1] is a homeo-
morphism we infer that |ϕ(1, y0)− ϕ(0, y0)| = 1. As ϕ(·, y0) is contin-
uously differentiable we have
1 = |ϕ(1, y0)− ϕ(0, y0)| = |
∫ 1
0
ϕ′(x, y0)dx| ≤
∫ 1
0
|ϕ′(x, y0)|dx.
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Since ϕ′ is continuous and |ϕ′| ≤ 1 on [0, 1] × Y1, and |ϕ
′(x0, y0)| < 1
we have ∫ 1
0
|ϕ′(x, y0)|dx < 1,
which is a contradiction. Hence we have that |ϕ′(x, y)| = 1 for every
(x, y) ∈ [0, 1]× Y2. Let y1 ∈ Y2 be arbitrary. As ϕ
′(·, y1) is continuous
on [0, 1] and |ϕ′(·, y1)| = 1 on [0, 1] we have that ϕ
′(·, y1) = 1 on
[0, 1] or ϕ′(·, y1) = −1 on [0, 1] since ϕ
′ is real-valued with |ϕ′| = 1
on a connected space [0, 1]. It follows by a simple calculation that
ϕ(x, y1) = x for every x ∈ [0, 1] or ϕ(x, y1) = 1− x for every x ∈ [0, 1]
since ϕ(·, y1) is a bijection between [0, 1].
Suppose conversely that there exists h ∈ C(Y2) such that |h| = 1 on
Y2, a continuous map ϕ : [0, 1]× Y2 → [0, 1] such that for each y ∈ Y2
ϕ(x, y) = x for every x ∈ [0, 1] or ϕ(x, y) = 1 − x for every x ∈ [0, 1],
and a homeomorphism τ : Y2 → Y1 which satisfy that
U(F )(x, y) = h(y)F (ϕ(x, y), τ(y)), (x, y) ∈ [0, 1]× Y2
for every F ∈ C1([0, 1], C(Y1)). It is straightforward to check that
‖U(F )‖∞ = ‖F‖∞. Let y ∈ Y2 be arbitrary. By a simple calcula-
tion we infer that |U(F )′(x, y)| = |F ′(x, τ(y))| for every x ∈ [0, 1] or
|U(F )′(x, y)| = |F ′(1 − x, τ(y))| for every x ∈ [0, 1] for each y ∈ Y2
and F ∈ C1([0, 1], C(Y1)). As τ is a surjection, we have ‖U(F )
′‖∞ =
‖F ′‖∞ for every F ∈ C
1([0, 1], C(Y1)). To prove that U is surjec-
tive, let F ∈ C1([0, 1], C(Y2)) be an arbitrary map. Put G(x
′, y′) =
h(τ−1(y′))F (ϕ(x′, τ−1(y′)), τ−1(y′)), (x′, y′) ∈ [0, 1] × Y1. It is easy to
see that G ∈ C1([0, 1], C(Y1)). As ϕ(x, y) = x or 1 − x depending on
y ∈ Y2 we see by a simple calculation that ϕ(ϕ(x, y), y) = x for every
(x, y) ∈ [0, 1]× Y2. Then we have
(U(G))(x, y) = h(y)G(ϕ(x, y), τ(y))
= h(y)h(τ−1(τ(y)))F (ϕ(ϕ(x, y)), τ−1(τ(y)), τ−1(τ(y)))
= F (ϕ(ϕ(x, y)), y) = F (x, y), (x, y) ∈ [0, 1]× Y2
It follows that U is a surjective isometry from C1([0, 1], C(Y1)) onto
C1([0, 1], C(Y2)). 
Note that if Yj is a singleton in Corollary 18, then C
1([0, 1], C(Yj))
is C1([0, 1],C). The corresponding result on isometries was given by
Rao and Roy [32].
Corollary 19. Let Yj be a compact Hausdorff space for j = 1, 2. The
norm ‖F‖ of F ∈ C1(T, C(Yj)) is defined by ‖F‖ = ‖F‖∞ + ‖F
′‖∞.
Suppose that U : C1(T, C(Y1)) → C
1(T, C(Y2)) is a map. Then U is
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a surjective isometry if and only if there exists h ∈ C(Y2) such that
|h| = 1 on Y2, a continuous map ϕ : T×Y2 → T and a continuous map
u : Y2 → T such that for every y ∈ Y2 ϕ(z, y) = u(y)z for every z ∈ T
or ϕ(z, y) = u(y)z¯ for every z ∈ T, and a homeomorphism τ : Y2 → Y1
which satisfy that
U(F )(z, y) = h(y)F (ϕ(z, y), τ(y)), (z, y) ∈ T× Y2
for every F ∈ C1(T, C(Y1)).
Proof. Suppose that U : C1(T, C(Y1)) → C
1(T, C(Y2)) is a surjective
isometry. Then by Theorem 8 there exists h ∈ C(Y2) such that |h| = 1
on Y2, a continuous map ϕ : T × Y1 → T such that ϕ(·, y) : T → T is
a homeomorphism for each y ∈ Y2, and a homeomorphism τ : Y2 → Y1
which satisfy
(33) U(F )(z, y) = h(y)F (ϕ(z, y), τ(y)), (z, y) ∈ T× Y2
for every F ∈ C1(T, C(Y1)). We prove that for every y ∈ Y2 there
corresponds u(y) ∈ T such that ϕ(z, y) = u(y)z for every z ∈ T or
ϕ(z, y) = u(y)z¯ for every z ∈ T. Let F0 ∈ C
1(T, C(Y1)) be defined
as F0(z, y) = z for every (z, y) ∈ T × Y1. Then by (33) we have
U(F0)(z, y) = h(y)ϕ(z, y). As |h| = 1 on Y2 we have that ϕ = h¯U(F0) ∈
C1(T, C(Y2)). We also have ‖F0‖∞ = 1 and ‖F
′
0‖∞ = 1, hence ‖F0‖ =
2. By (33) we have ‖U(F0)‖∞ = 1. Since ‖U(F0)‖ = ‖F0‖, we infer
that ‖U(F0)
′‖∞ = ‖F
′
0‖∞, where
U(F0)
′(z, y) = h(y)ϕ′(z, y), (z, y) ∈ T× Y2
as U(F0) = hϕ. Thus
‖ϕ′‖∞ = ‖U(F0)
′‖∞ = ‖F
′
0‖∞ = 1.
It follows that |ϕ′(z, y)| ≤ 1 for every (z, y) ∈ T×Y2. Define u : Y2 → T
by u(y) = ϕ(1, y). Then u is continuous since ϕ is continuous on T×Y2.
We also have that |u(y)| = |ϕ(1, y)| = 1. As ϕ(·, y) is a bijection from
T onto itself, we have ϕ(T \ {1}, y) = T \ {u(y)}. Hence the map
t 7→ −iLog u(y)ϕ(eit, y)
is well defined from (0, 2π) onto (0, 2π), where Log denotes the prin-
cipal value of the logarithm. As ϕ(·, y) is continuously differentiable,
the above map has a natural extension L : [0, 2π] → [0, 2π] (defin-
ing by L(0) = 0 and L(2π) = 2π, or L(0) = 2π and L(2π) = 0,
L(t) = −iLog u(y)ϕ(eit, y) for 0 < t < 2π), which is continuously
differentiable. By a simple calculation we have
L′(t) =
ϕ′(eit, y)eit
ϕ(eit, y)
, t ∈ [0, 2π].
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Hence |L′(t)| ≤ 1 for every t ∈ [0, 2π] since |ϕ′(z, y)| ≤ 1 for every
(z, y) ∈ T×Y2. In the way as in the proof of Corollary 18 we have that
L′ = 1 on [0, 2π] or L′ = −1 on [0, 2π]. It follows that u(y)ϕ(eit, y) = eit
for every t ∈ [0, 2π] or u(y)ϕ(eit, y) = e−it for every t ∈ [0, 2π]. Hence
ϕ(z, y) = u(y)z for every z ∈ T or ϕ(z, y) = u(y)z¯ for every z ∈ T.
Suppose conversely that there exists h ∈ C(Y2) such that |h| = 1 on
Y2, a continuous map ϕ : T×Y2 → T and a continuous map u : Y2 → T
such that ϕ(z, y) = u(y)z for every z ∈ T or ϕ(z, y) = u(y)z¯ for every
z ∈ T, and a homeomorphism τ : Y2 → Y1 which satisfy that
(34) U(F )(z, y) = h(y)F (ϕ(z, y), τ(y)), (z, y) ∈ T× Y2
for every F ∈ C1(T, C(Y1)). By the hypotheses on ϕ and τ we infer
that (z, y) 7→ (ϕ(z, y), τ(y)) gives a homeomorphism from T× Y2 onto
T × Y1. As |h| = 1 on Y2 we infer that ‖F‖∞ = ‖U(F )‖∞ for every
F ∈ C1(T, C(Y1)). By (34) we have
U(F )′(z, y) = h(y)F ′(ϕ(z, y), τ(y))ϕ′(z, y), (z, y) ∈ T× Y2
for every F ∈ C1(T, C(Y1)). As ϕ
′(z, y) = u(y) on T× Y2 or ϕ
′(z, y) =
−u(y)z¯2 on T× Y2 we infer that
‖U(F )′‖∞ = ‖hF
′(ϕ, τ)ϕ′‖∞ = ‖F
′‖∞.
It follows that U is an isometry. It is not difficult to prove that U is a
surjection. We conclude that U is a surjective isometry. 
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