We investigate context-free (CF) series on trees with coefficients on a semiring; they are obtained as components of the least solutions of systems of equations having polynomials on their right-hand sides. The relationship between CF series on trees and CF tree-grammars and recursive program schemes is also examined. Polypodes, a new algebraic structure, are introduced in order to study in common series on trees and words and applications are given. C
INTRODUCTION
Let E be a set of objects and K be a semiring; formal power series on E with coefficients in K are just functions S : E → K . Formal series are used to count processes; the result of a process S : E → K to a given input object e ∈ E is the value of S at e. Our interest will be focused on the cases
that is, we will consider series on trees constructed by a ranked alphabet and indexed by a set of variables X n , as well as series on words over an ordinary alphabet and indexed by X n .
Formal series on words have been exhaustively studied in a large list of publications, including (cf. [BR1, SS, KS]). Berstel and Reutenauer have introduced formal series on trees as a common generalization of forests (tree languages) and series on words (cf. [BR]).
These objects are classified according to the amount of difficulty involved to compute them. Recognizable tree series are obtained by the simplest recognition devices, namely via linearized tree automata (cf. [BR, Se, Bo1-3]).
The context-free series on trees we are going to investigate constitute the most important class of series for at least three reasons:
-They are objects of high complexity and thus can represent powerful computational devices, -they unify context-free forests (cf. [ES, , etc.) as well as algebraic series on words (cf. [SS, KS] ), -they provide a nice framework to study additive recursive program schemes, that is program schemes whose mutually recursive procedures are systems of equations of the form
where the right-hand side members p i are polynomials with coefficients in a specific semiring.
By definition, a context-free (CF) series on trees is a component of the least solution of a system
where = {ϕ 1 , . . . , ϕ n } is the ranked alphabet of unknown functional symbols and p i (1 ≤ i ≤ n) are polynomials in T ∪ (X k ). Thus, by Tarski's theorem, CF series can be obtained by using least fixpoint semantics. The ambiguity degree of several types of context-free tree grammars provides nice instances of CF tree series. The paper is divided into eight sections.
In Section 1 we recall some basic facts concerning semirings and semimodules admitting an infinite addition operator.
In Section 2 we discuss tree and word substitution; as it is known, there are two types of tree substitution depending on whether the procedure takes place at the bottom (first-order) or at nodes located at higher places in a tree (second-order). In each type two different substitution modes are attached; in the first one, the parallel, the same object is substituted for all the occurences of the same variable. In the second mode, various objects are substituted for the same variable; we then speak of the unrestricted mode of substitution. First-and second-order series substitution is introduced and studied. Unrestricted series substitution is associative for both types. Moreover, parallel and unrestricted substitution are shown to be ω-continuous.
According to the substitution mode we use, there are two ways to solve either a first-or second-order system of equations (Section 3). As always, solving a system means considering its least solution. Proper systems (i.e., systems whose right-hand side members deprive monomials of unknown symbols and variables) have a unique quasi-regular solution.
Call a series on trees α-context free (α-algebraic) iff it is a component of the least (unique quasiregular) α-solution of a (proper) system of equations
with p i polynomials in T ∪ (X k ) (α = unrestricted, parallel).
In the same section we discuss the relationship between systems and grammars. The system S(G) canonically associated with a context-free tree grammar G can be viewed as having its coefficients either in the boolean semiring B or in the semiring N of extended natural numbers; in the first case, the least α-solution of S(G) is the tuple of context-free forests α-generated by the nonterminal ranked symbols of G. In the second case, the least α-solution of S(G) is the tuple of N -valued tree series (amb α (G, ϕ 1 ), . . . , amb α (G, ϕ n )), where amb α (G, ϕ k ) denotes the series whose value at s ∈ T (X k ) is the number (possibly ∞) of all leftmost α-derivations of s with respect to G and starting from the nonterminal symbol ϕ k .
Normal forms of systems are considered in correspondance with tree grammar normal forms (Section 4). It is shown that from a second-order system we can eliminate all the monomials that are scalar multiples of unknown functional symbols without changing the least α-solutions; it is the analogue of the result stating that from each CF tree grammar we can construct an α-equivalent without unit rules.
We also prove that any second-order system is equivalent (from the least solution point of view) to a system where the variables are absent in its right-hand side members. With the help of these two results we obtain a Chomsky normal form for second-order systems.
All the above proofs are purely mathematical elegant and easier than the costumary ones, even in the forest case. Interesting new results are yielded; for instance, each unambiguous CF tree grammar is equivalent to an unambiguous CF grammar in Chomsky normal form.
In Section 5 we establish a series of Kleene-like theorems. We show that α-CF series on trees form the least class containing polynomials and are closed under second-order α-substitution and α-STAR. Similar results can be stated for α-regular tree series and α-context free series on words.
In order to attack several closure problems we pass through polypodes (Section 6). Precisely, a polypode is a sequence of well ω-additive semimodules M = (M n ) n≥0 and ω-continuous substitutionlike operations, verifying appropriate axioms.
The typical examples of such a structure are
Systems of equations can be solved into the framework of polypodes. If M = (M n ) n≥0 is a polypode andm 1 , . . . ,m n are (n + k)-ranked symbols standing for the elements m 1 , . . . , m n ∈ M n+k , then a generalized system is a scheme of the form 
is the least solution of the system
2-ranked polypodes formulate second-order substitution beings; with their help we get closure results such as: CF series on trees are stable under semiring and alphabet change, as well as branch and subtree operators. The scope of Section 7 is to indicate how some significant results on formal series can be extended into the framework of additive algebras; such a structure is an ordinary algebra A whose carrier is an additive semimodule and structural operations are multiadditive functions.
A function is said to be regular (context-free) if it is the interpretation of a u-regular (u-context free) formal power series S : T (X n ) → K .
We have the following Kleene-like result:
The family Reg(A) of all regular functions over an algebra A is the smallest class containing the polynomial functions and closed under composition and star.
The strong motivation for studying context-free series on trees is their direct connection with program schemes. The additive recursive program schemes (ARPS) we consider in the last section constitute a nice generalization of the known nondeterministic recursive program schemes (cf. [AN1, AN2, ES] ). An ARPS is a couple (E, t) where
is the second-order system of mutually recursive procedures and t ∈ T ∪ (X k ) is the main program. The syntactical tree series S (E,t) associated with (E, t) results by u-substituting inside t the least u-solution of (E). S (E,t) is a u-context free series.
An additive interpretation of an ARPS (E, t) is just a well ω-additive algebra A. The corresponding semantical mapping is obtained by solving (E) into the space of ω-continuous second-order functions. The semantical mapping is obtained as the homomorphic image of the syntactical series. We show that for a given additive algebra A, the class of semantical mappings of all programs of which A is an interpretation is the least family containing polynomial functions and closed under second-order functional substitution and second-order star. Moreover, two ARPSs are equivalent iff their syntactical series coincide.
PRELIMINARIES
In this section we recall some basic facts concerning semimodules and complete ordered sets that will be of use throughout this paper.
A commutative monoid (K , +, 0) endowed with an associative multiplication with unit and such that the following laws hold:
A commutative monoid (A, +, 0) on which a semiring K acts on the left, i.e., such that
Full information about these structures can be found in the books [BR, SS, KS] . Semimodules admitting an infinite addition as well as a natural order will be discussed below. Let K be a semiring. A K -semimodule A is termed additive if for any index set I , a function
exists, so that the next conditions are fulfilled:
( p 1 ) for each finite index set F, i∈F q i coincides with the usual sum in A if card F ≥ 2, whereas i∈{ j} q i = q j .
( p 2 ) if the index set I is partitioned by the family (I j ) j∈J ,
This law expresses generalized associativity and commutativity of infinite addition.
for all λ ∈ K and all families (q i ) i∈I in A.
In the case where sums exist for all countable families in A, we say that A is ω-additive. The semiring K is additive (resp. ω-additive) if it is so viewed as a left and right K -semimodule in the obvious way.
Assume two additive K -semimodules A and B are given; we say that a K -linear function h : A → B preserves infinite sums whenever
Finally the K -semimodule A is said to be naturally ordered if the relation q 1 , q 2 ∈ A q 1 ≤q 2 ⇔q 2 =q 1 +q for some q ∈ A is a partial order.
An additive, naturally ordered K -semimodule A satisfying the condition i∈F q i ≤ b for all finite subsets F of I , implies
is called a well additive K -semimodule. In practice we shall frequently have to do with well ω-additive semimodules A over well ω-additive semirings K ; in this case the scalar product
will be assumed to preserve infinite sums in both arguments and natural orders will be mutually compatible:
PROPOSITION 1. Let A be a well ω-additive semimodule A over a well ω-additive semiring K . Then the least solution of the equation
An ordered set A is ω-complete whenever the supremum of each ω-chain (increasing sequence) in A exists and moreover A has a least element ⊥. Given ω-complete sets A, B, a function h : A → B is ω-continuous if for each ω-chain (a n ) n≥0 in A, the supremum of the family (h(a n )) n≥0 exists and sup n h(a n ) = h sup n a n . PROPOSITION 2 (Tarski's Fixpoint Theorem). Let A be an ω-complete set with least element ⊥ and h : A → A be an ω-continuous function; then the family (h k (⊥)) k≥0 is an ω-chain and its supremum
is the least fixpoint of h.
Let us return to our setup:
. Let A be well ω-additive K -semimodule; then A is an ω-complete set via its natural order. Each ω-chain (a n ) n≥0 in A is of the form a n = 
FORMAL POWER SERIES

Trees and Words
As always, T (X n ) is used to denote the set of all trees constructed by the ranked alphabet and indexed by the set of variables X n = {x 1 , . . . , x n }. For n = 0, T (∅) is simply T . Moreover, ( ∪ X n ) * stands for the set of all words constructed by the letters of the alphabet and the variables of X n .
Consider trees (resp. words)
We use the notation
for the result of substituting t i (resp. v i ) at all occurrences of
is also used to denote (1). Trees and words are related via the yield operator, which is a function
which to any tree associates the word of its leaves concatenated from left to right:
The next rule is easily deduced from the definitions:
Another way to pass from trees to words is to consider branches of a tree. The branching alphabet associated with a ranked alphabet is the monadic alphabet br ( ), where:
By corresponding to any tree the set of its branches, we define a function
It holds that
The tree substitution introduced above is termed first-order substitution, because it takes place at the bottom (leaves) of a tree.
In the following, we are going to define second-order tree substitution: here the substitution procedure takes place at any level inside a tree.
Let , X n be as before and consider a new ranked alphabet = {ϕ 1 , . . . , ϕ n }, whose elements are called unknown functional symbols, such that ∩ ( ∪ X n ) = ∅. Let k i be the rank of the symbol
Given trees
we symbolize by
the tree obtained by simultaneously substituting t i at the place of ϕ i inside t (1 ≤ i ≤ n). The example below depicts this procedure.
EXAMPLE. Take
The Notion of Formal Power Series
Assume a set E of objects (words, trees) is given, as well as a semiring K . A formal power series on E is a function
The value of S at e ∈ E is denoted (S, e) and referred to as the coefficient of S at e.
The set K E of all formal power series on E is converted into a K -semimodule when addition and scalar multiplication are pointwisely defined,
(λS, e) = λ(S, e),
for all e ∈ E, λ ∈ K , and
Moreover a partial infinite addition on K E can be defined as follows: we say that a family of formal series (S i ) i∈I is locally finite whenever for each e ∈ E the set {i/(S i , e) = 0} is finite. Then i∈I S i exists and is given by i∈I S i , e = i∈I (S i , e), ∀e ∈ E.
According to this discussion every S ∈ K E can be represented as an infinite sum
Of course, in the case K is ω-additive, countable sums always exist; in other words K E becomes an ω-additive K -semimodule.
The support of S : E → K is the set supp(S) = {e ∈ E/(S, e) = 0}.
K E denotes the sub-K -semimodule of K E consisting of all series S : E → K having a finite support and named polynomials over E. In the present paper our attention will be focused in the cases
we then speak of formal power series on trees and words, respectively. Let σ ∈ n (n ≥ 1) and S 1 , . . . ,
is by definition the series whose coefficients are given by
Obviously, this product preserves infinite sums at any argument. On the other hand, given word series
the sum ranging over all pairs (w 1 , w 2 ) such that w = w 1 w 2 .
First-Order Series Substitution
Let us assume that K is an ω-additive semiring and let t ∈ T (X n ) and
The parallel first-order substitution of S 1 , . . . , S n into t is the tree series
The unrestricted first-order substitution of S 1 , . . . , S n into t is the tree series t[S 1 /x 1 , . . . , S n /x n ] u inductively defined on the structure of t as follows:
For the sake of simplicity we often adopt the abbreviations
PROPOSITION 4 (cf. [Bo3] ). Unrestricted first-order series substitution is associative in the sense that
Remark. Parallel series substitution fails to be associative. See for instance [ES, the discussion before Lemma 2.4.3] for the case of forests (i.e. K = B, the boolean semiring).
Let us now pass to words. Suppose formal series
whereas v[r 1 /x 1 , . . . , r n /x n ] u is inductively defined on the length of v as follows:
Once again, for each r ∈ K ( ∪ X n ) * we put
If we keep the notations of the previous section, the yield of a tree series S :
Proof. The u-case was already proved in [Bo3] . For the case α = p, we proceed as follows:
as wanted.
COROLLARY 6. The u-substitution on wordseries is associative; i.e., it holds that
Proof. Let σ be a new symbol not in ∪ X n and be the ranked alphabet: 0 = ∪ X n , 2 = {σ },
can be viewed as the yield of a series S ∈ K T (X n ) . We only have then to combine Propositions 4 and 5.
Second-Order Tree Series Substitution
This type of substitution consists of substituting tree series with variables at the place of unknown functional symbols.
Let K be an ω-additive semiring and , X k and = {ϕ 1 , . . . , ϕ n } be as in Section 2.1 and assume for each symbol ϕ i ∈ having rank k i a formal series
The second-order in parallel series substitution is defined by
The second-order unrestricted series substitution t[S 1 //ϕ 1 , . . . , S n //ϕ n ] u is recursively defined on the structure of t :
The shorthand
is frequently used when no confusion is caused.
PROPOSITION 7. Second-order tree series u-substitution is associative; i.e.,
Proof. We first show that for each tree t ∈ T ∪ (X k ), the function
where h(t) is used to denote the height (i.e., the length of the longest branch) of the tree t.
The u-case is treated analogously.
SYSTEMS OF EQUATIONS
In this section we introduce first-and second-order systems of equations as a common generalization of regular and context-free tree grammars, as well as algebraic systems on words.
First-and Second-Order Systems
A first-order system is a system of equations
An α-solution of (I) is an n-tuple (S 1 , . . . , S n ) of tree series such that
The system (I) is said to be proper if for each
Next, let = {ϕ 1 , . . . , ϕ n } be the ranked alphabet of unknown functional symbols.
A second-order system is a system of equations of the form
An α-solution of (II) is an n-tuple of series
Least solutions are defined as previously.
Finally, a word system is a system of equations of the form
where stands for the empty word. Once more, the word series
PROPOSITION 9.
(i) Any first-order proper system (I) has a unique α-solution.
(ii) Any second-order proper system (II) has a unique quasi-regular
(iii) Any proper word system admits a unique quasi-regular α-solution (r 1 , . . . , r n ), i.e., such that
Proof. For item (iii), α = u, see [SS, Theorem IV.1.1] and for item (ii), α = u, see [Bo3] . We exhibit below the proof for (ii), α = p; the remaining cases are treated analogously.
First, some auxiliary matter. For series
where height denotes the length of the longest path of the tree t. Then
be a second-order proper system; that is
We now define the sequence
n ) inductively as follows:
. . , S n ), which by contruction is a p-solution of our system (II).
Uniqueness comes easily. Consider another quasi-regular p-solution S = (S 1 , . . . , S n ) of (II). Then
Assume now our semiring K to be well ω-additive and consider a second-order system
According to Proposition 8, the function
into itself, is ω-continuous, so that it possesses a least fixpoint
which obviously is the least α-solution of (II). In other words, the least α-solution of the system (II) is obtained as the supremum of the associated approximation sequence (
. Similar observations can be made for first-order and word systems.
Call a tree series α-context free (resp. α-regular) if it is a component of the least α-solution of a second-(resp. first-) order system of equations of the form
e., the right-hand side members above are polynomials. We denote by α-CF( , K ) (resp. α-REG( ,K )) the so-defined class. Further, a word series is said to be α-context free if it is a component of the least α-solution of a system of the form
We denote α-CF( , K ) the class of word series so obtained.
Systems and Grammars
The ambiguity degree of several types of grammars provides nice instances of the series introduced above. To be precise, let G = ( , , R) be a context-free tree grammar whose terminal (resp. nonterminal) ranked alphabet is (resp. ) and R is the (finite) set of its rules, that is of schemes of the form
Given s, s ∈ T ∪ (X k ), we say that s immediately u-derives s by an application of the rule ϕ → t, if there exists a tree w ∈ T ∪ (X n ∪ y) with just one occurrence of y such that
We say that s derives s in parallel if s results from s by simultaneously applying the rule ϕ → t at all occurrences of ϕ in s. We denote by F α (G, ϕ i ) the forest of T (X k i ) consisting of all trees s α-derived from ϕ i using the rules of G
where the star sign means reflexive and transitive closure of the corresponding relation.
The definition of s ⇒ OI s is the same as for s ⇒ s above, except that w is required to be such that the variable y does not occur in a subtree of w of the form ϕ(t 1 , . . . , t k ); i.e., y does not occur in the argument list of a function symbol.
Fact. The forest u-generated by a context-free tree grammar G coincides with that generated in G using the OI mode of derivation (see [ES] ).
Next, we are going to speak about leftmost derivations. The functional symbols occuring in a tree t ∈ T ∪ (X k ) can be linearly ordered as follows: each ϕ ∈ inside t is determined by two numbers (m, n); the first one m indicates the branch where ϕ is located (branches are numbered from left to right) and the second number n is the "distance" of ϕ from the root of t.
For instance, if then the pair determining ϕ 3 is (3, 3) because ϕ 3 lies on the third branch of t and length(ϕ 1 ϕ 2 ϕ 3 ) = 3. The lexicographic ordering is now a total ordering on the functional symbols of t ∈ T ∪ (X k ). A derivation is said to be leftmost if at each step we derive the leftmost unknown functional symbol (according to the above ordering). Let G = ( , , R) be a CF tree grammar; for each tree t ∈ T (X k ), (amb α (G, ϕ i ), t) denotes the ambiguity degree of t, that is the number of all distinct leftmost derivations from ϕ i to t.
is the least α-solution of the second-order system
viewed as a system with coefficients in the boolean semiring B.
(ii) The n-tuple
is the least α-solution of the same system
viewed as having its coefficients in the semiring N of extended natural numbers: N = N ∪ {∞}.
Proof. Item (i) is well-known (cf. [ES] ). To prove item (ii) we shall imitate the proof of Theorem 1.5, p. 124 of [SS] .
More precisely, let G = ( , , R) be a context-free tree grammar without unit and erasing rules (i.e., rules of the form ϕ → y (ϕ, y ∈ ) or ϕ → x k (ϕ ∈ , x k ∈ X n )). Let = {ϕ 1 , . . . , ϕ n } and denote by S 1 , . . . , S n the unique quasi-regular u-solution of the system associated with G. We shall show that for all
We use induction on the size of t. If t has size one, we have nothing to show. Assume our claim is true for all t having size ≤ µ and let t ∈ T (X k ) with size (t) = µ + 1. Let us compute (amb u (G, ϕ i ), t) ; let s 1 , . . . , s k be all the trees satisfying both the following conditions:
Let us fix an index j and write s j in the form
where ϕ j 1 , . . . , ϕ j β are all the functional symbols occurring in s j from left to right according to the ordering defined previously (repetitions are permitted). Let Let us put
These numbers δ m l are finite because of the structure of the rules in G. Denote
Since all trees t (m) l
have size ≤ µ, we infer by the induction hypothesis that
for all m and l and therefore
and this establishes equality (e). In case G has unit or erasing rules, we use the normalization result stated in Corollary 25.
A regular tree grammar is a triple G = ( , X n , R) where is the terminal ranked alphabet, X n = {x 1 , . . . , x n } is the alphabet of nonterminals, and R is a finite set of rules, that is schemes of the form
For s, s ∈ T (X n ) we say that s immediately u-derives s by an application of x i → t, if there exists a tree w ∈ T (X n ∪ y) with just one occurrence of y, so that (G, x i ) the set of all trees s ∈ T (X n ) α-derived from x i with respect to the rules of G. We also denote by (amb α (G,
is the least α-solution of the system
is the least α-solution of the same system as above with coefficients in N .
Proof. For item (i), case α = u, see [GS] and for item (ii), case α = u, see [Se] . As for the generation in parallel we suitably adapt the above proofs.
A similar result could be stated for context-free grammars. A tree series S : T (X n ) → K is said to be α-algebraic (resp. α-recognizable) if it is a component of the unique quasi-regular α-solution of a proper second-(resp. first-) order system, whose right-hand side members are all polynomials. α-ALG( , K ) (resp. α-REC( , K )) denotes the class so obtained.
Accordingly, a wordseries r : ( ∪ X n ) * → K is termed α-algebraic if it is a component of the unique quasi-regular α-solution of a proper system
α-ALG( , K ) denotes the class so defined. 
is the n-tuple
where L α (G, x k ) is the language of * α-generated by G starting at the nonterminal x k .
(ii) the unique quasi-regular α-solution of the proper system
with the obvious meaning of amb α (G, x k ).
Proof. Item (i), case α = u, is due to [GR] and item (ii), case α = u, is due to [SS] . The remainder cases can be proved analogously.
The reader will state the corresponding results for the α-algebraic and α-recognizable tree series. From now on K will always be well ω-additive.
NORMAL FORMS
In this section we discuss some normal forms for systems of equations that correspond to well-known normal forms for context-free tree grammars. Let = {ϕ 1 , . . . , ϕ n } and be the ranked alphabets of unknown and terminal symbols respectively and X k = {x 1 , . . . , x k } a set of variables. An algebraic system If a series on trees is a component of the least u-solution of a second-order system, then  it is also a component of the least u-solution of a system in primitive normal form, provided K is a well  ω-additive semiring. Proof
p i are then transformed into polynomialsp i such that each tree t ∈ supp(p i ) has the form t = ϕ(w 1 , . . . , w k ) , where ϕ ∈ , w j ∈ T (X k i ) and = ∪ {ϕ f /f ∈ }. Hence, we may assume that our initial system (II) has the above stated form. Next, choose a tree t in supp( p n ) and let us suppose that in its outer leftmost corner has the pattern in picture where t y is the tree obtained from t by replacingt by the variable y. We construct the new system
Let (S 1 , . . . , S n ) be the least u-solution of (II); we shall show that
is the least u-solution of (II ). That (σ ) is a u-solution of (II ) is obvious. Assume further that
is another u-solution of (II ). This means that (T 1 , . . . , T n ) is a solution of (II), which in turn implies
and this concludes the proof.
For
The next result allows us to eliminate linear monomials of unknowns from the equations of a secondorder system, provided the semiring K is ω-additive.
To be precise, we write the system (II) in the matrix form
with µ i j ∈ K and p i denoting the restriction of
LEMMA 14. With the above notations, the least α-solutions of the systems (I) above and
Proof. Consider the least α-solutions S = (S 1 , . . . , S n ) and T = (T 1 , . . . , T m ) of (III) and (IV) respectively, i.e.,
where P [S// ] α stands for the vector
Since T satisfies (III)
we conclude that S ≤ T. To establish the opposite relation, we first observe that S satisfies the linear equation
so that, by Proposition 1,
On the other hand, denoting by (σ (k) ) k≥0 the approximation sequence of (III) we have
Hence S = M * P [S// ] α and so T ≤ S, as wanted.
Remark. The system = M * P is effectively given provided the matrix M * is effectively computed; for instance in the case K = B, Warshall's algorithm gives such a computation (cf. [KB] ).
We say that a system
Combining Lemmas 13 and 14 we get
THEOREM 15. Each u-context free series on trees is a component of the least u-solution of a system in Chomsky normal form.
COROLLARY 16. Each u-context free forest can be u-generated by a context-free tree grammar in Chomsky normal form.
COROLLARY 17. For every u-unambiguous context-free tree grammar G there exists a u-unambiguous context-free tree grammar G in Chomsky normal form u-generating the same forest as G.
When dealing with p-context free series on trees it is necessary to speak of weak Chomsky normal form for a second-order system; it is the same as the Chomsky normal form except the trees in , . . . , must be replaced by trees of type (P).
THEOREM 18. Each p-context free formal series on trees is a component of the least p-solution of a system in weak Chomsky normal form.
We deduce COROLLARY 19. Each p-context free forest can be p-generated by a context-free tree grammar in weak Chomsky normal form.
COROLLARY 20. For every p-unambiguous context-free tree grammar G, we can construct a p-unambiguous context-free tree grammar in weak Chomsky normal form generating the same forest as G.
Lemma 14 can also be established for first-order systems and systems of words and a sequence of corresponding results can be stated: we leave this task to the reader.
LEMMA 21. Let
be an algebraic system whose least α-solution is S = (S 1 , . . . , S n ). We write
Then there is a system
Proof. We put ψ i + k i λ=1 (S i , x λ )x λ at the place of ϕ i inside p i and define
Comparing coefficients in the equality
we get
S is therefore an α-solution of the system
is an α-solution of ϕ i = p i and thus S ≤ S ; it turns out thatS ≤S , which proves thatS is the least α-solution of ψ i = q i .
Remark. Lemmas 14 and 21 are the adaption to our framework of theorems 5.2 and 5.4 of [Ku1] . A second-order system
By virtue of Proposition 9, such a system admits a unique α-solution. We state
THEOREM 22. Each u-context free series on trees S : T (X
We also get COROLLARY 23. Each u-regular series S :
COROLLARY 24. Given a u-context free forest F ⊆ T (X n ), there exists a context-free tree grammar G whose rules are either of the form
or of the form
COROLLARY 25. Each u-context free forest F ⊆ T (X n )\X n can be generated by a context-free tree grammar G without unit and erasing rules.
Proof. Put together Lemmas 14 and 21 and take K = B.
KLEENE THEOREMS
To state such theorems it is necessary to speak about rational operations in the framework we work with.
The first one is the series substitution already introduced in previous sections. The second rational operation is star. To be precise, let S ∈ K T ∪ (X λ ) be a tree series; then the least α-solution of the equation
exists (provided K is well ω-additive) and is denoted by α − STAR k (S). Obviously, α − STAR k (S) belongs to the set
Accordingly, the least α-solution of the equation
exists and is denoted by α − star k (S); it belongs to
PROPOSITION 26. The class α-CF( , K ) is closed under second-order α-substitution and α − STAR.
To proceed in the proof we need the following helpful result:
LEMMA 27. Let = {ϕ 1 , . . . , ϕ n } and = {ψ 1 , . . . , ψ m } be two disjoint sets of functional unknowns and consider the second-order system (ϕ 1 , . . . , ϕ n , ψ 1 , . . . , ψ m ) . . .
If the treeseries
constitute the least α-solution of the system
and the treeseries
then the treeseries
constitute the least α-solution of the initial system.
Proof. Comes from the general result due to Bȇkiç (see [Be] ).
Proof of Proposition 26. Assume that
are α-context free treeseries, i.e., they form the first (m + 1) components of the least α-solution of a second-order system
Add to (I) the new equation
and compute the least α-solution of the new system in accordance to the previous lemma: it is
To show closure of α-CF( , K ) under α − STAR, consider the least α-solution
of a system
Then, again by virtue of the previous lemma, the least α-solution of the system
Taking all the symbols of and to have rank equal to 0, we get class α-REG( , K ) is closed under first-order α-substitution and α-star. 
THEOREM 30. α-CF( , K ) is the least class containing polynomials and closed under the operations of second-order α-substitution and α − STAR.
Proof. In one direction the result is done. The converse implication comes by inspecting the way we solve a second-order system:
We first take α − STAR n (P n ) and then we α-substitute it into the first n − 1 equations
After Lemma 27, this procedure leads to the least α-solution of the initial system and, therefore, shows that all components of this least α-solution of (I) are obtained via the rational operations of α-substitution and α-STAR carried out in polynomials.
THEOREM 31. α-REG( , K ) is the least class containing polynomials and closed under first-order α-substitution and α-star.
THEOREM 32. α-CF( , K ) is the least class containing polynomials and closed under (word) α-substitution and (word) α-star.
Remarks.
1. Case α = u in Theorems 31 and 32 can be found in [Bo3] . For Theorem 32, case u, see also [Ku2] .
2. Theorem 32 is immediately deduced from Theorem 31 by using the yield operation.
POLYPODES
This algebraic structure is the convenient way to study in common words and trees (and even graphs) with variables; it has some similarities to the notion of iterative theory (cf. [BE] ).
Definitions and Examples
Let M = (M n ) n≥0 be a sequence of sets; a polypodic operation on M is a family of functions
We say that M is a polypode if there is a family of points e = (e n i ), n ≥ 0, 1 ≤ i ≤ n called unit such that for each n ≥ 0 e n i ∈ M n (1 ≤ i ≤ n) and the following two axioms are satisfied:
Often, when no confusion is caused, we omit the upper index in e n i . A polypode M = (M n ) n≥0 is said to be associative if the following identity holds, a[a 1 , . . . , a m ][β 1 , . . . , β k ] = a[a 1 [β 1 , . . . , β k ], . . . , a m [β 1 , . . . , β k ] ], whenever, of course, the above indicated operations make sense.
Given two polypodes
with units e = (e A subpolypode of M = (M n ) n≥0 is a family of subsets N n ⊆ M n , n ≥ 0, such that the inclusion is a polypode morphism.
Let us now cite some significant instances of polypodes.
EXAMPLE. All the families
are polypodes. The polypodic operations of the first two of them are word and tree substitution and their units are (x 1 , x 2 , . . .). The last two of them have first-order α-substitution as polypodic operation and the same as above units (α = u, p). When u-substitution is chosen, the corresponding polypodes are associative.
Yield is a polypode morphism
EXAMPLE. For a given set A, we denote by [A n , A] the set of all functions from A n to A. Then the sequence
with function composition as polypodic operation
becomes an associative polypode. Its unit consists of the sequence (π 1 , π 2 , . . .) formed by the canonical projections
In the case in which A is a well ω-additive K -semimodule, [A n , A] inherits this structure by defining natural order and infinite sums in a pointwise manner:
Then the sets ω − [A n , A] consisting of all ω-continuous functions A n → A form a subpolypode of (M n ) n≥0 , but, in general, are not naturally ordered.
Generalized Systems
Let M = (M n ) n≥0 be a polypode with unit e = (e i ) such that M n is a well ω-additive K -semimodule for all n ≥ 0. Letm 1 , . . . ,m n be functional symbols of rank n + k standing for the elements
A generalized system is a scheme of the form (S) x i =m i (x 1 , . . . , x n , y 1 , . . . , y k ) 1≤i ≤n.
Asolution of (S) is an n-tuple of elements a 1 , . . . , a n ∈ M k verifying
where e 1 , . . . , e k are the first k elements of the unit sequence of M. Such a solution is least if a i ≤ a i (1 ≤ i ≤ n) for any other solution (a 1 , . . . , a n ) of (S). We say that a point a ∈ M n is ω-continuous if the function
is ω-continuous for all k ≥ 0. Proof. By hypothesis and Tarski's theorem the ω-continuous function
from M n k into itself has a least fixpoint obtained as the supremum of the approximation sequence (σ j ) j≥0 of (S) inductively defined by (e 1 , . . . , e k ) is the kth unit vector and 0 symbolizes the zero element of M k . In other words, the least solution of (S) is
By construction, all components σ 1 , . . . , σ n of σ are ω-continuous points.
The next result is very useful:
be two polypodes with units e = (e i ) and e = (e i ), respectively, and
be a polypode morphism. If σ = (σ 1 , . . . , σ n ) is the least solution of the generalized system
Let us assume, further, that both M n , M n are well ω-additive K -semimodules and n preserves infinite sums and ω-continuous
is the least solution of the generalized system
Proof. By hypothesis n preserves zero elements
and is ω-continuous since for every ω-chain
We have
with β j+1 = β j + γ i . In the above argument Proposition 3 was used. On the other hand we have
where m = (m 1 , . . . , m n ), e = (e 1 , . . . , e n ), and (σ j ) j≥0 is the approximation sequence of (S). We shall show that ( (σ j )) j≥0 ) coincides with the approximation sequence (τ j ) j≥0 associated with the system ( (S)). Indeed
and so (σ ) is the last solution of the system ( (S)), as wanted.
Call a polypode M = (M n ) n≥0 ω-continuous if all M n are well ω-additive K -semimodules and all the points of M n are ω-continuous (n ≥ 0).
2-Ranked Polypodes
The need to solve second-order equations in general spaces led us to introduce the 2-dimensional polypodes. Then an application of a fundamental result corresponding to Theorem 34 yields a series of interesting closure properties on CF treeseries.
As we have seen in an earlier section, second-order series substitution is a function of the form
where n is the set of the n first functional symbols of the set = {ϕ 1 , ϕ 2 , . . .}, each ϕ i having rank k i . On the other hand it holds that
This is the model we are going to generalize. Let k 1 ≤ k 2 ≤ · · · be a distinguished sequence of natural numbers. Let also M = (M n,k ) n,k≥0 be a double-indexed over natural numbers family of well ω-additive K -semimodules equipped with a family of functions , a 1 , . . . , a n ) → a[a 1 , . . . , a n ] n, m, k ≥ 0 which are additive on their leftmost argument a and ω-continuous on the remainder argument (a 1 , . . . , a n ). We say that M is a 2-ranked polypode if for each n and i (1 ≤ i ≤ n) there exists an element e i ∈ M n,k i such that 
Once again (e 1 , e 2 , . . .) is called the unit of M. 2-ranked subpolypodes and morphisms of such objects are defined in the obvious way.
EXAMPLE. Take a well ω-additive K -semimodule A and for each n, k ≥ 0 let us set
It is not hard to see that M n,k also constitutes a 2-ranked polypode. Functions of the type
are called second-order functions.
Next, consider a 2-ranked polypode M = (M n,k ) and a list of elements
A system of equations is a scheme of the form
constitute a solution of (S) whenever
The next result is the 2-ranked analogue of Theorem 34.
be a morphism which preserves countable sums and ω-continuous points. If σ = (σ 1 , . . . , σ n ) is the least solution of the system
Applications
We start with the semiring change problem.
PROPOSITION 36. All the classes
are closed under semiring change.
Proof. We are going to give the proof only for the class α-CF( , K ). Let f : K → be a semiring morphism; then the function
which sends the series
to the series
satisfies the equation
and constitutes a 2-ranked polypode morphism. By virtue of Theorem 35, if (S 1 , . . . , S n ) is the least α-solution of
Recall that a semiring K is said to be positive if for all a, b ∈ K a + b = 0 implies a = b = 0 and
For instance, the semirings N and R + of extended natural and nonnegative real numbers, are both positive.
If K is a positive semiring, the function
is a semiring morphism (B is the boolean semiring). Since for each series S with coefficients in a positive semiring K we have
we get that.
COROLLARY 37. The support of any α-context free (resp. α-regular) series on trees is an α-context free (resp. α-regular) forest. The support of any α-context free wordseries is an α-context free language.
Putting together the above information and Corollary 17 we get COROLLARY 38. If an α-context free (resp. α-regular) forest is unambiguous, then its characteristic function is α-context free (resp. α-regular).
In Corollaries 37 and 38, the base semiring is assumed to be positive. Our next task is to consider the alphabet change problem. Let , be two ranked alphabets and consider a sequence of functions
(h n ) n≥0 is organized via u-substitution into a function
as follows:
Finally, assuming K to be well ω-additive, for all S ∈ K T (X k ) we can put Proof. The assumptions made in the statement above guarantee the multiadditivity of the function
for all series S, S 1 , . . . , S n making the above formula meaningful. Therefore, by Theorem 35, if (S 1 , . . . , S n ) is the least u-solution of the second-order system
is the least u-solution of the second-order system
Since u-context free series on trees are closed under second-order u-substitution, we get that h(S i ), 1 ≤ i ≤ n, is a u-context free series on trees.
Remark.
The above result seems to be new even in the B-case (B the boolean semiring).
2. Our restriction to the u-case is necessary because the proof of formula (9) requires the associativity law of the second-order u-substitution.
An immediate consequence of the previous result concerns the branch mapping:
COROLLARY 40. Given a u-algebraic (resp. u-context free) series on trees S ∈ K T (X k ) , its branch series
is an algebraic (resp. context-free) monadic series, provided K is idempotent.
Another application has to do with what we call a subtree of a tree. Consider the sequence
The induced mapping
sends each tree t to the polynomial of all its subtrees; for instance, if 
ADDITIVE ALGEBRAS
The aim of this section is to indicate how some significant results on formal series can be extended into the framework of algebras.
K --Algebras
A K --algebra is a pair A = (A, a) consisting of a K -semimodule A and a family of multilinear operations
is termed additive (ω-additive) if the following two conditions are fulfilled:
1. A is an additive (ω-additive) K -semimodule and 2. the structural operations preserve infinite (countable) sums at any place i (1 ≤ i ≤ n); that is, , a) is said to be well additive (ω-additive) if its underlying K -semimodule A has this property. Let A = (A, a) and B = (B, β) be additive K --algebras; any function h : A → B having the properties
is termed a morphism of additive K --algebras.
Let A = (A, a) be a well ω-additive K --algebra; given a tree t ∈ T (X n ) and a list of elements q 1 , . . . , q n ∈ A we define
inductively as follows:
Further more for each formal series S ∈ K T (X n ) , we set
Frequently we adopt the shorthand
THEOREM 42 (cf. [Bo3] ). K T (X n ) is the free well ω-additive K --algebra generated by X n , provided K is a well ω-additive semiring. The unique morphism
is ω-continuous.
, the above operatorS is just the u-substitution operator.
First-order systems
can be solved in any well ω-additive K --algebra A = (A, a) . Indeed, we say that (q 1 , . . . , q n ) ∈ A n is a solution of (I) if for all i (1 ≤ i ≤ n)
Such a solution is termed least if
The least solution of any system (I) is just the least fixpoint of the ω-continuous function
Call a point q ∈ A equational iff it is a component of the least solution of a system of the form 
Now we are going to introduce the notion of a regular function. Consider a well ω-additive K --algebra A = (A, a) ; we say that a function
is regular if there exists a u-regular treeseries S :
For instance, the 0-ranked regular functions are just the equational elements of A. Also the structural operations a f : A n → A ( f ∈ n , n ≥ 0) and the projections pr i : A n → A ( pr i (q 1 , . . . , q n ) = q i , q i ∈ A) are regular functions. Finally, for an equational element q ∈ A, the constant function f : A n → A, f (q 1 , . . . , q n ) = q for all q i ∈ A, is regular.
Taking into account that u-regular treeseries are closed under first-order u-substitution, we get: 
In particular, for each regular function f : A n → A and equational points q 1 , . . . , q n ∈ A, the point f (q 1 , . . . , q n ) ∈ A is equational too.
Especially, the points of the form q = S A , S : T → K u-context free are called context-free points of the algebra A. Their class is larger than Eq(A). Closure of the u-context free treeseries under usubstitution implies closure of algebraic functions under composition.
K --Semialgebras
stands for the ordinary alphabet we deal with throughout this section. A K -semimodule M endowed with a bilinear multiplication and a function µ : → M is by definition a K --semialgebra; it is symbolized M = (M, µ) . The function µ is the way we can "multiply" the elements of M by the letters of .
A K --semialgebra M = (M, µ) is said to be additive (resp. ω-additive) if M is an additive (resp. ω-additive) K -semimodule and multiplication preserves infinite (resp. countable) sums at each one of its arguments: Morphisms of such structures are defined in the canonical manner.
is the free additive K --semialgebra generated by X n , provided K is additive. The unique morphism
where the element
is inductively given by 
it is a component of the least solution in M of a system of the form x i
= r i , r i ∈ K ( ∪ X n ) * , 1 ≤ i ≤ n),
if and only if it is the image via h
THEOREM 48. The class Alg(M) of all algebraic functions on M is closed under composition.
is u − star k ( ), H n−1 (u − star k ( )) will be the least solution of the equation
which establishes (9). In the case is u-regular (resp. u-context free), u − star k ( ) is again u-regular (resp. u-context free), so that f * ,k is a regular (resp. context-free) function.
Combining the above result with Kleene's theorem for u-regular series, as well as the last assertion of Proposition 50, we can state the following nice theorem. For each well ω-additive K --algebra A = (A, a) Remark. We should notice that in an ω-continuous polypode M = (M n ) n≥0 the k-star of any element m ∈ M n can be obtained as the least solution of the equation
THEOREM 51 (Kleene).
Thus, generalized systems can be solved in M using the step by step elimination.
EXAMPLE. Take the ranked alphabet = {0, s} with rank(0) = 0, rank(s) = 1.
The semiring N of extended naturals can be converted into a well-additive N --algebra by defining the interpretation of s to be the "next natural" function n → n + 1, ∞ → ∞.
Then, it is not hard to see that the class of regular functions f : N n → N consists of all the functions of the form f (k 1 , . . . , k n ) = a 1 k 1 + · · · + a n k n + a with a i , a ∈ N .
ADDITIVE RECURSIVE PROGRAM SCHEMES
A strong motivation for studying context-free series on trees is their direct connection with program schemes. The additive recursive program schemes constitute a natural extension of the known nondeterministic recursive program schemes (cf. [AN1, AN2, ES]).
Let K be a well ω-additive semiring, be our (terminal) ranked alphabet, and X n = {x 1 , . . . , x n }, n = {ϕ 1 , . . . , ϕ n } the sets of variables and unknown functional symbols respectively, n ≥ 0. The rank of ϕ i is k i . An additive recursive program scheme is a couple (E, t) where
is a second-order system (additive recursive procedures) and t (the main program) is a tree in T ∪ n (X k ).
By considering the least u-solution (S 1 , . . . , S n ) of (E), a formal series on trees
It is called the syntactical treeseries associated with the scheme (E, t).
PROPOSITION 53. S (E,t) is a u-context free treeseries.
An additive interpretation of the scheme (E, t) is a well ω-additive K --algebra A = (A, a). Our next step will be to define the semantical mapping of an additive program = (E, t), A . This will be done by using fixpoint semantics.
For each tree t ∈ T ∪ n (X k ) and each n-tuple of functions
we are going to define the substitution function Proof. The result will come by applying Theorem 35 to the morphism of 2-ranked polypodes At the level of the 2-ranked polypode associated with a well ω-additive K --algebra A = (A, a) , we can speak about a context-free function of functions. More precisely, we say that a second-order function
is context-free iff it is the image via the canonical mapping (10) of a u-context free treeseries.
Given p, (1 ≤ p ≤ n), the second-order star of g is the least solution of the equation ϕ p =ĝ(ϕ 1 , . . . , ϕ n ).
Arguing as in Section 7, we can state a result similar to a Kleene-like theorem, which can also be viewed as an induction principle.
THEOREM 57. Given a well ω-additive K --algebra A, the family of semantical mappings of all programs whose A is an interpretation is the least family containing polynomial functions and closed under second-order function composition and second-order star.
We close by giving the classical program equivalence result, which is proved by using standard categorical arguments.
THEOREM 58. Two additive recursive program schemes (E, t) and (E , t ) are equivalent (i.e., they compute the same semantical mapping for any common additive interpretation of them) if and only if their syntactical series coincide S (E,t) = S (E ,t ) .
Our purpose in this section had only been to indicate how the ideas introduced fit into program scheme theory. A detailed study of additive programs will be done in a future paper.
