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Abstract
This report presents benchmarking results of the latest version of the Hill-Valley Evo-
lutionary Algorithm (HillVallEA) on the CEC2013 niching benchmark suite. The bench-
marking follows restrictions required by the GECCO 2018 competition on Niching methods
for Multimodal Optimization. In particular, no problem dependent parameter tuning is
performed. A number of adjustments have been made to original publication of HillVallEA
that are discussed in this report.
1 Introduction
The Hill-Valley Evolutionary Algorithm (HillVallEA) [1] is a real-valued multi-modal evolu-
tionary algorithm that automatically detects niches in the search space, based on a two-step
approach. In the first step, the initial population is clustered into niches. The clustering is based
on the Hill-Valley test. This test determines whether two solutions belong to the same niche
(valley) by sampling and evaluating additional solutions along the line segment connecting the
two solutions in the search space. In the second step,a population-based core search algorithm is
initialized on each of the clusters. In this case, AMaLGaM-Univariate [2] is used, as it was the
best performing core search algorithm [1]. We refer the interested reader to [1] for more details
on the HillVallEA.
2 Adaptations to the HillVallEA
2.1 Re-using solutions for parameter estimation after clustering
Originally, the test solutions sampled in the Hill-Valley test were discarded, although these
solutions may contain valuable information. When testing whether solution x belongs to the
cluster of another solution y, we sample intermediate test solutions along the line segment
between the two solutions in parameter space, starting at x. If x is found to belong to the
cluster of y, we add x and all test solutions to the cluster of y. Otherwise, we store all test
solutions, except for the one that violated the Hill-Valley test. Later, when x is added to a (new)
cluster, all stored test solutions are added to that cluster as well.
1
2.2 Termination criterion when re-exploring niches
A termination criterion has been added that aims to terminate core search algorithms when a
niche is being explored that was already explored previously. During a run of the HillVallEA,
an elitist archive is kept with all distinct global optima that have been found so far. Every fifth
generation of a core search algorithm, the best obtained solution is compared to the nearest
solution in elitist archive using the Hill-Valley test (using five test solutions). When it is found
that these two solutions belong to the same niche, the core search algorithm is terminated, as it
is exploring a niche that was already explored previously.
2.3 Termination criterion when converging to a local minimum
A second termination criterion that was added is aimed to detect whether a core search algorithm
is converging to a local minimum. Let b be the fitness value of the best solution in the elitist
archive, which we use as a target value to compare future runs of core search algorithms against.
AMaLGaM was shown to have exponential convergence to the global minimum b on smooth
unimodal functions such as the sphere function [2]. Let ag be the average fitness of the selection
in generation g. Then,we define ∆g := ag − b as the distance to the global minimum. If ∆g < 0,
the average fitness is better than the global minimum, and we do not terminate the core search
algorithm. This could in practice happen as b is not always known a priori, and needs to be
approximated. For this benchmark, we assume b is not known and we use the best elite in the
elitist archive as approximation of b.
Under the assumption of exponential convergence, ∆g+1 can be described in terms of ∆g by
∆g+1 = ∆g(1 − r), (1)
where r is the rate of convergence. We estimate r by rn over the previous n generations by,
r ≈ rn = 1−
(
1−
∆g−n −∆g
∆g−n
)1/n
, (2)
with n = 5 to reduce statistical noise. Note that when rn > 0, the core search algorithm has
improved average fitness. If rn ≤ 0, the algorithm is still in the exploratory phase. We therefore
do not terminate it. To prevent premature termination, this termination criterion is only applied
when ∆g decreased consecutively in the most recent n = 5 generations consecutively.
Finally, we estimate the time to optimum (tto) in order to achieve ∆g+tto = 10
−12. Again,
under the assumption of exponential convergence, ∆g+tto = ∆g(1−r)
tto. Rewriting this in terms
of tto gives,
tto =
log
(
10−12/∆g
)
log (1− r)
≈
log
(
10−12/∆g
)
log (1− rn)
=
log
(
10−12/∆g
)
1
n log
(
1−
∆g−n−∆g
∆g−n
) (3)
A core search algorithm is terminated if g + tto exceeds 50 times the maximum number of
generations it took to find any elite in the elitist archive.
2.4 Recalibration of the recursion scheme
After adapting the termination criteria for the core search algorithms, a novel parameter setting
of the population-size growing scheme was found to enhance performance. Specifically, by in-
creasing the initial population size to |P| = 26d, where d is the problem dimensionality, overall
performance increased (while |P| = 24d was proposed in the original HillVallEA).
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3 Experiments
We evaluate the performance of the adapted version of the HillVallEA on the CEC2013 niching
benchmark suite [3]. The benchmark consists of 20 problems, as shown in Table 1, to be solved
within a predefined budget in terms of function evaluations. For each of the benchmark problems,
the location of the optima and the corresponding fitness values are known. However, these are
only used for measure performance, and are thus not used by the HillVallEA.
Two performance measures are used in this work. The peak ratio (PR) measures the fraction
of global optima detected, computed according to the guidelines of the niching benchmark suite.
In contrast to the full benchmark suite, where a range of accuracies ε is used, and the final peak
ratio is the mean of these results, we only use the highest accuracy of ε = 10−5. Due to the post-
processing step in HillVallEA, all local optima are filtered out, making the results independent
of the choice of ε ≥ 10−5.
The second measure that is used is the static F1 measure. The static F1 measure is the ratio
of solutions that turn out to be distinct global optima out of the full set of reported solutions.
The GECCO 2018 competition on Niching Methods for Multimodal Optimization uses a third
performance measure, which is the Dynamic F1 measure. The dynamic F1 measure is the area
under the curve of the static F1 measure over time (measured function evaluations). However,
specific implementation details are unknown, thus this measure is not incorporated in this work.
All benchmark functions are defined on a bounded domain. All experiments in this work
are repeated 50 times, and resulting performance measures are averaged over all repetitions. No
problem-specific parameter tuning has been performed.
4 Results and discussion
Table 1 shows the obtained PR and static F1 for each test problem, averaged over 50 independent
runs. Results of RS-CMSA [4], winner of the GECCO’17 niching competition, are shown for
comparison. HillVallEA successfully filters out all duplicate optima, as the static F1 measure is
1 for all instances. Furthermore, HillVallEA outperforms RS-CMSA on average in peak ratio.
Source code (C++) of the HillVallEA to reproduce the experiments in this report is available
at https://github.com/SCMaree/HillVallEA.
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Benchmark details RS-CMSA HillVallEA
# Function name d #gopt #lopt budget PR F1 PR F1
1 Five-Uneven-Peak Trap 1 2 3 50K 1 0.99 1 1
2 Equal Maxima 1 5 0 50K 1 1 1 1
3 Uneven Decreasing Maxima 1 1 4 50K 1 0.98 1 1
4 Himmelblau 2 4 0 50K 1 1 1 1
5 Six-Hump Camel Back 2 2 5 50K 1 1 1 1
6 Shubert 2 18 many 200K 0.999 1 1 1
7 Vincent 2 36 0 200K 0.997 1 1 1
8 Shubert 3 81 many 400K 0.871 1 0.920 1
9 Vincent 3 216 0 400K 0.730 1 0.945 1
10 Modified Rastrigin 2 12 0 200K 1 1 1 1
11 Composition Function 1 2 6 many 200K 0.997 1 1 1
12 Composition Function 2 2 8 many 200K 0.948 1 1 1
13 Composition Function 3 2 6 many 200K 0.997 1 1 1
14 Composition Function 3 3 6 many 400K 0.810 1 0.917 1
15 Composition Function 4 3 8 many 400K 0.748 1 0.750 1
16 Composition Function 3 5 6 many 400K 0.667 1 0.687 1
17 Composition Function 4 5 8 many 400K 0.703 1 0.750 1
18 Composition Function 3 10 6 many 400K 0.667 1 0.667 1
19 Composition Function 4 10 8 many 400K 0.503 0.996 0.585 1
20 Composition Function 4 20 8 many 400K 0.483 1 0.482 1
average: 0.856 0.998 0.885 1
Table 1: Niching benchmark suite from the CEC2013 special session on multi-modal optimization
[3]. For each problem the function name, problem dimensionality d, number of global optima
#gopt, number of local optima #lopt, and budget in terms of function evaluations are given.
Peak ratio (PR) is fraction of obtained global optima. Static F1 is the fraction of distinct global
optima in the resulting solution set.
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