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Abstract
Given a graph with k¿ 2 di0erent nonnegative weights associated with each edge e and
a cost function c :Rk → R+, consider the problem of 3nding a minimum-cost edge subset
possessing a certain property P. We prove that this problem is weakly NP-hard for a wide class
of properties P and costs c, including paths, spanning trees, cuts, joins, etc. We suggest a simple
approximation algorithm for this problem and 3nd its performance guarantee. ? 2002 Elsevier
Science B.V. All rights reserved.
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1. Introduction and main problem
Let G=(V; E) be a graph (directed or undirected). The weight of an edge e∈E is a
k-dimensional (k¿ 2) vector w(e) with nonnegative coordinates wi(e), 16 i6 k. The
weight of an arbitrary edge subset S ⊆ E is de3ned as the sum of the weights of the
corresponding edges: w(S)=
∑
e∈S w(e). The cost of S is de3ned as c(S)= c(w(S)),
where c :Rk → R+ is some cost function. In a multi-parameter graph optimization
problem (MPGO problem), we want to 3nd a minimum-cost subset of E possessing a
certain property P (a minimum-cost P-set).
A special case of MPGO problem, when c(S)=max16i6k wi(S), is called l∞-MPGO
problem. This problem is, in a sense, similar to the so-called constrained graph op-
timization problem (CGO problem): given a set of nonnegative constants W2; : : : ; Wk ,
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3nd a P-set S with the minimum value of w1(S) such that wi(S)6Wi, 26 i6 k.
Indeed, the decision versions of l∞-MPGO and CGO problems coincide up to rescaling
the weights.
The CGO problem has a long history. It was 3rst considered in [10] for the case
of paths (constrained shortest path problem, CSP problem) with k =2, and solved
via dynamic programming in O(mW ) time, where m= |E|, W =W2 is the budget for
w2(S). The Lagrangean relaxation approach to CSP problem is presented in [6]; it is
also proved there that CSP problem is NP-complete (cf. [5]). The constrained span-
ning tree problem (CST problem) was 3rst considered, and proved to be NP-complete,
in [1]. The 3rst polynomial approximation algorithm in this 3eld is apparently in-
vestigated in [9], though for a slightly di0erent setting: the cost of a path S is de-
3ned as max{w1(S); W}+max{w2(S); W}. Instead of dealing with this cost function,
it is suggested there to minimize an appropriate linear combination of the weights
w1 and w2, so the complexity of the algorithm equals that for the ordinary short-
est path problem (with k =1); the performance guarantee equals 32 . That is, the ra-
tio of the cost of the path obtained by this algorithm to the cost of the optimal
path is bounded from above by 32 . A class of simple approximation algorithms for
l∞-MPSP problem is described in [15]. Similar to [9], the idea is to replace the vector
weight (w1; : : : ; wk) by some scalar length (w1; : : : ; wk), and to 3nd the -minimum
path instead of the c-minimum. For weights satisfying inequality d∗6wi(e)6d∗,
the performance guarantee of the algorithms (for an appropriate choice of ) equals
k=(1 + (k − 1)) with =d∗=d∗. These results are extended in [16] to the case of
lp-MPSP problem, that is, for c(S)= (
∑k
i=1 w
p
i (S))
1=p; the performance guarantee of
the corresponding algorithms equals k1−1=p for 06wi(e)¡∞. The same bounds apply
also to multi-parameter spanning tree problem, and to multi-parameter perfect match-
ing problem (see [17]); both these problems are NP-complete. It is interesting to note
that the maximization version of MPST problem turns out to be solvable in polynomial
time (cf. [8]). The 3rst fully polynomial approximation scheme for l∞-MPSP and CSP
problems is presented in [18]; it requires O(n3−1 log n log nW ) time for k =2 and
O(kn3[(1 + 2n−1)2 log nW ]k−1) time for k ¿ 2, where W =maxe∈E max16i6k wi(e).
The paper of Hassin [7] contains two more FPAS’s for CSP problem, with time re-
quirements O((mn−1+log log nW ) log log nW ) and O(mn2−1log n−1), where m= |E|
and W has the same meaning as above and k =2. These bounds were further decreased
in [13] to O(mn−1 + n2−1 log n−1). For geometric versions of CSP and MPSP see
[12] and references therein. An approximation algorithm for CST problem (in case
k =2) is suggested in [14]. It is based on Lagrangean relaxation and has time require-
ments O((m+ n log n) log2 n log nW ) and performance guarantee 2. General techniques
developed in [11] allows to convert this algorithm to a polynomial (but not fully poly-
nomial) approximation scheme.
In this paper we extend the results of [15–17] to a wider class of properties P and
cost functions c.
First, we prove that MPGO problems are weakly NP-complete under rather mild
assumptions on P and c. Second, we present a class of simple approximation algorithms
I. Basov, A. Vainshtein /Discrete Applied Mathematics 119 (2002) 129–138 131
for MPGO problems and 3nd performance guarantees for the algorithms in this class.
For other approaches to multi-parameter problems see [4,2].
2. Complexity
Let H be an arbitrary 3xed graph with two distinguished vertices a, b. We de3ne the
edge substitution operation on G as follows: for any e=(u; v)∈G, the graph G⊕eH is
obtained by deleting e from G and identifying the vertices u, v with a, b, respectively,
see Fig. 1. To avoid cumbersome notation, we will write just G⊕H in the cases when
the edge to be substituted is clear from the context.
We say that H is a P-gadget if the following property holds: there exist r¿ 2 edge
subsets H1; : : : ; Hr of H (not necessary disjoint) such that for any P-set S in G and any
edge e∈ S, the sets Hi ∪ (S \ e), 16 i6 r, are P-sets in G⊕e H . In what follows we
assume that H1; : : : ; Hr is the complete list of such subsets, that is, if LH is an edge subset
of H and LH ∪(S \e) is a P-set in G⊕e H , then LH =Hi for some i. For example, in the
case of spanning trees the P-gadget can be de3ned as the cycle on four vertices a, a′, b,
b′. In this case r=4, and Hi’s are all the 3-element edge subsets of the cycle, see Fig. 2.
We say that P is a good property if the following conditions hold:
(i) any proper subset of a P-set is not a P-set;
(ii) there exists a P-gadget HP of a constant size (not depending on the size of G);
(iii) there exists an algorithm polynomial in n that builds a graph Gn and a P-set Sn
in it such that |Sn|¿ n.
Let us check that all the properties studied in [15–17] (that is, being a path between
a speci3ed pair of vertices, being a spanning tree, and being a perfect matching)
satisfy the above de3nition. Condition (i) holds trivially in all the three cases. Next,
the P-gadget in all the cases can be de3ned as the cycle on four vertices a, a′, b,
b′. For the case of spanning trees this was already explained above. For the case of
paths, r=2 and H1 = {(a; a′); (a′; b)}, H2 = {(a; b′); (b′; b)}. For the case of perfect
matchings, r=2 and H1 = {(a; a′); (b′; b)}, H2 = {(a′; b); (a; b′)}. Therefore, condition
(ii) holds as well. Finally, the graph Gn for the cases of paths and spanning trees is
just a path on n+ 1 vertices, while for the case of perfect matchings Gn is a path on
2n vertices. Evidently, all these objects can be easily built by a polynomial (in fact,
linear) algorithm.
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Fig. 2. Spanning tree gadget.
Two more examples of good properties are furnished by the minimum cut problem
and the Chinese postman problem. Indeed, the Chinese postman problem is known to
be equivalent to the minimum join problem (see [3, p. 167]). Evidently, both cuts and
inclusion-minimal joins satisfy conditions (i) and (iii). The P-gadget remains the same
as above, with r=2 and H1 = {(a; a′); (a′; b)}, H2 = {(a; b′); (b′; b)} for joins (exactly
the same as for paths), and r=4 and Hi’s being all the four remaining 2-element edge
subsets of the cycle for cuts.
In what follows we assume that the cost function c is a norm in Rk , that is, c(x +
y)6 c(x) + c(y) and c( x)= | |c(x). A norm is called cyclically invariant if it is
invariant under cyclic shifts of the arguments and Rk+-monotone if c(x+y)¿ c(x) for
any x; y∈Rk+.
Let uk =(1; : : : ; 1)∈Rk , and de3ne c1 = c(uk)=k. Evidently, each cyclically invariant
norm satis3es the inequality
c(x)¿ c1
k∑
i=1
xi (1)
for any x∈Rk+. Indeed, let !(x1; : : : ; xk)= (x2; : : : ; xk ; x1), then
c1
k∑
i=1
xi =
1
k
c
(
k∑
i=1
xi; : : : ;
k∑
i=1
xi
)
6
1
k
k−1∑
j=0
c(!j(x))= c(x):
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A cyclically invariant norm is said to be strict if
c(x)¿c1
k∑
i=1
xi
for any x∈Rk+ not proportional to uk .
Theorem 1. Let k¿ 2; then the problem of 2nding a minimum-cost P-set is (weakly)
NP-hard in any strict Rk+-monotone norm for any good property P. It remains
NP-hard if the components of the weights w(e) take strictly positive integer val-
ues.
Proof. We build a polynomial reduction of the famous partition problem (see, e.g.,
[5]) to our problem. Let {a1; : : : ; an} be an instance of the partition problem.
First, we use (iii) to build in time polynomial in n a graph Gn and a P-set Sn in
it such that |Sn|¿ n. Next, we choose arbitrary n edges in Sn and substitute each of
them by the P-gadget HP. Since the structure and the size of HP do not depend on
n, we may assume that the sets H1; : : : ; Hr in the de3nition of a P-gadget are ordered
in such a way that H2 satis3es the following additional conditions:
(a) |H2 \ H1|6 |Hi \ H1| for 16 i6 r;
(b) |H1 ∩ H2|6 |H1 ∩ Hi| for all i such that |H2 \ H1|= |Hi \ H1|.
We now assign weights to the edges of the obtained graph Gn ⊕ nHP. The original
edges of Sn not substituted by HP acquire weight uk . In the ith copy of HP, the edges
in H1 \ H2 acquire weight m2(1 + 2ai; 1; 1 + ai; : : : ; 1 + ai), where m2 = |H2 \ H1|, the
edges in H2 \H1 acquire weight m1(1; 1+ 2ai; 1+ ai; : : : ; 1+ ai), where m1 = |H1 \H2|,
and the edges in H1 ∩H2 acquire weight uk . Finally, the edges of HP not in H1 ∪H2
and all the edges of Gn not in Sn acquire weight (m1m2n + m1m2A + mn + l + 1)uk ,
where A=
∑n
i=1 ai, m= |H1 ∩ H2| and l is the number of edges in Sn not substituted
by HP.
Assume there exists a partition {1; : : : ; n}= I ∪ LI such that ∑i∈I ai =∑i∈ LI ai =A=2.
We claim that Gn ⊕ nHP contains a P-set of cost C =(m1m2n+m1m2A+mn+ l)kc1.
Indeed, we build such a P-set as follows: in the ith copy of HP it coincides with H1
if i∈ I , and with H2 if i∈ LI .
Let us prove that the cost of any other P-set in Gn ⊕ nHP is at least C. Assume
there exists a P-set S such that c(S)6C. Evidently, S does not contain any edges
of Gn not in Sn, since the cost of such an edge is already greater than C. Observe
that by (i), any P-set in Gn ⊕ nHP satisfying this property contains all the original
edges of Sn not substituted by HP. Consider the behavior of S in the ith copy of HP
and assume that S does not coincide there neither with H1 nor with H2. First of all,
S does not contain any edge of HP not in H1 ∪H2, since the cost of such an edge is
already greater than C. Next, by condition (a), S contains all the edges of H2 \H1. By
(ii), S contains also several edges of H1 \H2; moreover, by condition (b), the number
of such edges is not less that the number of edges of H1 ∩ H2 not in S. Besides, the
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weight of each edge in H1 \ H2 is coordinatewise strictly greater than the weight of
each edge in H1∩H2; therefore, if we change the behavior of S and force it to coincide
with H2, the cost of S will strictly decrease.
We thus see that it suMces to consider only those P-sets S that inside the ith copy
of HP coincide either with H1 (for i∈ I ′) or with H2 (for i∈ LI ′). It is easy to see that
the weight of S in this case equals
w(S)= (mn+ m1m2n+ l)uk + m1m2

2∑
i∈I ′
ai; 2
∑
i∈ LI ′
ai; A; : : : ; A

 :
Hence by (1), c(S)¿ (m1m2n+m1m2A+mn+ l)kc1 =C. Moreover, since the norm is
strict, equality c(S)=C implies w(S)=Cuk=kc1, and hence
∑
i∈I ′ ai =
∑
i∈ LI ′ ai =A=2.
3. Approximation algorithms
We next consider the following simple class of approximation algorithms.
Algorithm A. (1) Assign to each edge e∈E a scalar length (e)= (w(e)); where
 :Rk+ → R+ is an arbitrary function.
(2) Find a minimum-length P-set and return it as an approximation for the
minimum-cost P-set.
Evidently, the complexity of such an algorithm is determined by that for the scalar
version of the problem. We study the performance guarantee &(k) of A assuming
that w(e)∈D ⊆ Rk+ for any e∈E. We de3ne
cD =sup
x∈D
c(x)∑k
i=1 xi
: (2)
Theorem 2. Let c be a cyclically invariant norm; and let there exist a constant  ¿ 0
such that
c(x)6  (x)6 cD
k∑
i=1
xi (3)
for any x∈D. Then &(k)6 cD=c1.
Remark 3. Observe that if the supremum in (2) is achieved at a point x∗ ∈D, then
(3) is equivalent to
c(x)
c(x∗)
6
(x)
(x∗)
6
∑k
i=1 xi∑k
i=1 x
∗
i
:
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Proof. Consider an arbitrary graph G. Let the minimum-cost P-set Sc contain m edges,
and the minimum-length P-set S contain n edges. Then
m∑
i=1
(xi)¿
n∑
i=1
(yi);
where xi =(xi1; : : : ; x
i
k) is the weight of the ith edge of Sc and y
i =(yi1; : : : ; y
i
k) is that
of S. Using (1)–(3) we get
c(Sc)= c
(
m∑
i=1
xi
)
¿ c1
k∑
j=1
m∑
i=1
xij¿
 c1
cD
m∑
i=1
(xi)
and
c(S)= c
(
n∑
i=1
yi
)
6
n∑
i=1
c(yi)6  
n∑
i=1
(yi):
The above relations yield the following sequence of inequalities:
c(S)
c(Sc)
6
 
∑n
i=1 (y
i)
( c1=cD)
∑m
i=1 (x
i)
6
cD
c1
:
Since the inequality obtained is valid for any graph, we see that &(k) is bounded from
above by cD=c1.
The following result, which follows immediately from Theorem 2, generalizes the
upper bounds on &(k) derived in [15,16].
Corollary 4. Let c be the lp-norm; 16p6∞; and D be the hypercube 06d∗6
xi6d∗6∞. Then
&(k)6 k1−1=p max
16m6k−1
(k − m+ mp)1=p
k − m+ m ;
where =d∗=d∗.
The bound on the performance guarantee given in Theorem 2 often turns out to be
exact, as is shown by the next result. Let us introduce the following condition:
for any n there exist a graph Gn and a P-set Sn in it
such that |Sn| − |S∗n |=o(|Sn|) and |Sn ∩ S∗n |=o(|Sn|);
where S∗n is a minimum-cardinality P-set in Gn and Sn = S∗n :
(∗)
For example, in the case of spanning trees one can take for Gn the wheel on n spokes.
The set S∗n can be chosen as the set of all the spokes, and the set Sn as the set of
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Fig. 3. Condition (∗) for spanning trees.
all but one nonspokes plus one arbitrary spoke (see Fig. 3). Evidently, |Sn|= |S∗n |= n,
|Sn| − |S∗n |=0, |Sn ∩ S∗n |=1, so condition (∗) holds.
A domain D is said to be cyclically invariant if together with x it contains all the
cyclic shifts of x.
Theorem 5. Let D be a cyclically invariant domain;  be a symmetric function; c
be a cyclically invariant Rk+-monotone norm; and let P satisfy condition (∗). Then
&(k)¿ cD=c1.
Proof. Indeed, let Gn, Sn and S∗n be as in (∗). Assume 3rst that the supremum in (2)
is achieved at a point x∗ ∈D. We take the edges of Sn in an arbitrary order and assign
to them weights x∗; !(x∗); !2(x∗); : : : : To all the other edges of Gn we assign weight
x∗. Since  is symmetric, the lengths of all the edges are equal, hence any algorithm
A will return a minimum-cardinality P-set S; thus, in the worst case
c(S)¿ c(S∗n )¿ (s
∗
n − rn)c(x∗);
where s∗n = |S∗n | and rn= |Sn ∩ S∗n |. On the other hand, the cost of the optimal solution
Sc satis3es the inequality
c(Sc)6 c(Sn)¡ (tn + 1)kc1
k∑
i=1
x∗i ;
where ktn6 |Sn|¡k(tn + 1). Thus, &(k) is bounded from below by
sup
n¿1
(s∗n − rn)c(x∗)
(tn + 1)kc1
∑k
i=1 x
∗
i
¿
kcD
c1
lim sup
n→∞
s∗n − rn
tn + 1
=
cD
c1
:
If the supremum in (2) is not achieved, we replace x∗ by x ∈D such that
cD − c(x
)∑k
i=1 x

i
6 
and bound &(k) by
sup
n¿1
sup
¿0
(s∗n − rn)c(x)
(tn + 1)kc1
∑k
i=1 x

i
¿
cD
c1
:
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Let us check that all the 3ve good properties mentioned so far satisfy condition (∗).
Indeed, the case of spanning trees is already explained above. In the case of paths Gn
consists of two vertices joined by vertex-disjoint chains of length n; here Sn and S∗n
are the two chains, and hence |Sn|= |S∗n |= n, |Sn|− |S∗n |=0, |Sn∩S∗n |=0, so condition
(∗) holds. In the case of perfect matchings Gn is a cycle on 2n vertices; here Sn and
S∗n are the sets of odd and even edges of Gn, and hence |Sn|= |S∗n |= n, |Sn|− |S∗n |=0,
|Sn ∩ S∗n |=0, so condition (∗) holds. In the case of joins Gn consists of two vertices
joined by three vertex-disjoint chains of length n; here Sn and S∗n are any two of these
three chains, and hence |Sn|= |S∗n |= n, |Sn| − |S∗n |=0, |Sn ∩ S∗n |=0, so condition (∗)
holds. Finally, in the case of cuts Gn consists of two vertices joined by n vertex-disjoint
chains of length 2; here Sn consists of all the edges incident to one of the two vertices,
and S∗n consists of the rest of the edges. Therefore, |Sn|= |S∗n |= n, |Sn| − |S∗n |=0,
|Sn ∩ S∗n |=0, so condition (∗) holds.
Observe that the fact that joins satisfy (∗) does not imply that the performance
guarantee of A for the multi-parameter Chinese postman problem equals cD=c1, since
the cost of the postman route is not equal to the cost of the corresponding join.
However, one can prove that this is the case (at least for the directed version of the
problem), extending the above results to problems involving multisubsets of E.
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