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Abstract
Global change, which includes climate change and the impacts of human disturbance, is
altering the provision and sustainability of ecosystem goods and services. These changes have
the capacity to initiate cascading affects and complex feedbacks through physical, biological and
human subsystems and interactions between them. Understanding the future state of the earth
system requires improved knowledge of ecosystem dynamics and long term observations of how
these are being impacted by global change. Improving remote sensing methods is essential for
such advancement because satellite remote sensing is the only means by which landscape to
continental-scale change can be observed.
The Arctic appears to be impacted by climate change more than any other region on
Earth. Arctic terrestrial ecosystems comprise only 6% of the land surface area on Earth yet
contain an estimated 25% of global soil organic carbon, most of which is stored in permafrost. If
projected increases in plant productivity do not offset forecast losses of soil carbon to the
atmosphere as greenhouse gases, regional to global greenhouse warming could be enhanced. Soil
moisture is an important control of land-atmosphere carbon exchange in arctic terrestrial
ecosystems. However, few studies to date have examined using remote sensing, or developed
remote sensing methods for observing the complex interplay between soil moisture and plant
phenology and productivity in arctic landscapes. This study was motivated by this knowledge
gap and addressed the following questions as a contribution to a large scale, multi investigator
flooding and draining experiment funded by the National Science Foundation near Barrow,
Alaska (71°17’01” N, 156°35’48” W):
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•

How can optical remote sensing be used to monitor the surface hydrology of arctic
landscapes?

•

What are the spatio-temporal dynamics of land-surface phenology (NDVI) in the
study area and do hydrological treatment has any effect on inter-annual patterns?

•

Is NDVI a good predictor for aboveground biomass and leaf area index (LAI) for
plant species that are common in an arctic landscape?

•

How can cyberinfrastructure tools be developed to optimize ground-based remote
sensing data collection, management and processing associated with a large scale
experimental infrastructure?

The Biocomplexity project experimentally manipulated the water table (drained, flooded,
and control treatments) of a vegetated thaw lake basin to investigate the effects of altered
hydrology on land-atmosphere carbon balance. In each experimental treatment, hyperspectral
reflectance data were collected in the visible and near IR range of the spectrum using a robotic
tram system that operated along a 300m tramline during the snow free growing period between
June and August 2005-09. Water table depths (WTD) and soil volumetric water content were
also collected along these transects. During 2005-2007, measurements were made without
experimental treatments. Experimental treatments were run in 2008 and 2009, which involved
water table being raised (+10cm) and lowered (-10cm) in flooding and draining treatments
respectively.
A new spectral index, the normalized difference surface water index (NDSWI) was
developed and tested at multiple spatial and temporal scales. NDSWI uses the 460nm (blue) and
1000nm (IR) bands and was to capture surface hydrological dynamics in the study area using the
8

robotic tram system. When applied to high spatial resolution satellite imagery, NDSWI was also
able to capture changes in surface hydrology at the landscape scale. Interannual patterns of landsurface phenology (measured with the normalized difference vegetation index - NDVI)
unexpectedly lacked marked differences under experimental conditions. Measurement of NDVI
was, however, compromised when WTD was above ground level. NDVI and NDSWI were
negatively correlated when WTD was above ground level, which held when scaled to MODIS
imagery collected from satellite, suggesting that published findings showing a ‘greening of the
Arctic’ may be related to a ‘drying of the Arctic’ in landscapes dominated by vegetated
landscapes where WTD is close to ground level.
For six key plant species, NDVI was strongly correlated with biomass (R2 = 0.83) and
LAI (R2 = 0.70) but showed evidence of saturation above a biomass of 100 g/m2 and an LAI of 2
m2/m2. Extrapolation of a biomass-plant cover model to a multi-decadal time series of plant
cover observations suggested that Carex aquatilis and Eriophorum angustifolium decreased in
biomass while Arctophila fulva and Dupontia fisheri increased 1972-2008.
New cyberinfrastructure were developed to enhance management and quality control of
large volumes of hyperspectral data collected during the study in collaboration with UTEP’s
Cyber-ShARE Center of Excellence. Tools included Semantic Abstract Workflows and
ontologies, software for data specification and verification, and an online vegetation spectral
library.
This study has shown that ground and satellite remote sensing studies that utilize
experimental and observational (time series) data, in combination with interdisciplinary
collaboration can improve capacities needed for monitoring arctic change.
9
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Chapter 1: Introduction
Recent changes in the earth’s atmosphere and climate are impacting the Earth System
(Millennium Ecosystem Assessment 2005, IPCC 2007). Changes in terrestrial ecosystems have
the capacity to further alter regional and global climate and other components of the Earth
System through complex feedbacks between interacting physical, biological and human
subsystems (ACIA 2005, Chapin et al. 2005, Hinzman et al. 2005). Loss of biodiversity
(Millennium Ecosystem Assessment, 2005), land use and land cover change (Lepers et al. 2005),
hydrological modification (Shaver et al. 2006, Hobbie et al. 1999), and altered biogeochemical
cycles (McGuire et al. 2009, Hirsh et al. 2006, Schimel et al. 2001) have all been linked to
climate change. However, it remains a challenge to understand deterministically, how ecological
connectivity may drive other changes in the climate and other earth subsystems (Peters et al.
2008). Improving our understanding of the future state of the Earth System and how humans will
need to adapt has become an urgent research priority in the environmental sciences. Fundamental
to achieving this challenge has been the need for substantial investment in improving and/or
building field, human and cyberinfrastructure, large scale scientific experimental manipulations,
and scientific collection and dissemination networks (NEON 2009, AON 2008, Gamon et al.
2006b).
The Arctic appears to be responding to climate change more than any other region on
Earth and these changes have the capacity to alter the future state of the Earth System (Schuur
and Abbott 2011). This study aims to investigate the effects of variation in soil moisture on
ecosystem dynamics in a large scale manipulation experiment in an arctic tundra landscape using
hyperspectral reflectance data collected from a robotic tram system and a newly developed
12

cyberinfrastructure for data management and quality control. Findings from this project have the
potential to improve understanding of the future state of the substantial arctic soil organic carbon
pool and the design and management of science infrastructure needed to monitor global change
impacts in the Arctic.

1.1

The Arctic and Global Change
The Arctic can be defined in several different ways. Based on insolation and the tilt of

the earth’s rotational axis, the Arctic is defined as the area north of the Arctic Circle or 66.5° N
latitude, which experiences 24 hours of darkness and light in the winter and in summer
respectively.

Climatically, the Arctic is defined as a region where the maximum monthly

average temperature is below 10° C (Koppen 1931). This boundary is also called the 10° C
isotherm, and often aligns with the temperature-dependent distribution of trees (McGuire et al.
2006).

While some define the Arctic by the southernmost boundary of discontinuous

permafrost (McGuire et al. 2006), the most ecologically relevant, definition for terrestrial
landscapes of the Arctic is the area north of the boreal forest treeline, also known as the tundrataiga ecotone (Callaghan et al. 2002a). The area north of treeline is roughly 12 million square
kilometers and is bounded to the north by the Arctic Ocean (Chapin et al. 2005).

Each

definition has an effective usage but none of them defines an exact boundary, except for the
delineated Arctic Circle at 66.5° N. Although some of these definitions describe large, gradual
transition zones, they do maintain a dynamic quality of spatial self-adjustment to changing
climatic conditions. By addressing the Arctic as a regional set of ecosystems with specific
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ecosystem functions, this document follows the ecological/ functional definition of Callaghan et
al. (2002b).
Compared to other ecoregions on Earth, the Arctic appears to be experiencing the most
pronounced impacts of climate change (IPCC 2007, ACIA 2005). Recent observations indicate
that the Arctic has undergone numerous changes over the past century (Kaufman et al. 2009).
Significant and concurrent changes include a general greening of the Arctic throughout the 1980s
( Bhatt et al. 2010, Myneni et al. 1997), increased shrub dominance (Sturm et al. 2005), a rise in
permafrost temperature (Osterkamp and Romanovsky 1999), and loss of arctic lake area (Smith
et al. 2005). While this increasing multi-disciplinary knowledge regarding arctic ecosystem
change has accumulated and been synthesized in more detail over recent years (Post et al. 2009,
Hinzman et al. 2005, Serreze et al. 2000), uncertainty remains over the present and future
structure and function of tundra ecosystems and the speed and direction in which they will
respond to a changing climate (ACIA 2005). Definitive observational evidence of regional land
cover change is likely the result of recent and sustained warming over decadal time scales (Tape,
Sturm and Racine 2006, Sturm et al. 2005, Sturm et al. 2001), and these findings are largely
corroborated by experimental warming manipulations (Walker et al. 2006, Wahren, Walker and
Bret-Harte 2005). Many of the observed (Post et al. 2009, Hinzman et al. 2005, Smith et al.
2005) and modeled (McGuire et al. 2009, Sitch et al. 2007) climate change responses in arctic
tundra ecosystems are related to altered surface hydrology. In the Arctic, the importance of
surface hydrology on surface energy budgets (Euskirchen et al. 2007, Chapin et al. 2005), landatmosphere carbon exchange (Merbold et al. 2009, Wolf et al. 2008), plant phenology (Walker et
al. 2006, Arft et al. 1999), and geomorphic processes (McNamara and Kane 2009, Lawrence and
14

Slater 2005) are well recognized. Based on experimental evidence, observations and modeling,
alteration of surface hydrology in arctic terrestrial ecosystems is likely to alter a range of
interconnected ecosystem processes such as primary productivity (McGuire et al. 2009,
Oberbauer et al. 2007, Illeris, Christensen and Mastepanov 2004), methanogenesis (Mazeas et a.
2009, Merbold et al. 2009, Petrescu et al. 2008), nutrient cycling (Arndal et al. 2009, McGuire et
al. 2009, Jonasson, Castro and Michelson 2004), and land cover or plant community change
(Walker et al. 2006, Smith et al. 2005, Callaghan et al. 2004).
Arctic ecosystems contain 25 percent of the world’s soil organic carbon, much of which
is contained in a greenhouse inert state within permafrost (IPCC 2007). The degree to which
changes in land-atmosphere carbon exchange dynamics will interact with and offset the balance
and stability of the substantial store of soil organic carbon in the Arctic (Tarnocai et al. 2009,
Ping et al. 2008), is a primary concern (McGuire et al. 2009). If the increase in primary
productivity predicted for the Arctic in response to warming does not balance net losses of CO2
equivalent carbon to the atmosphere, a positive feedback to regional and potentially global
warming will occur (Hudson and Henry 2009, Kimball et al. 2006). This positive feedback
response to warming in the Arctic is likely to be controlled by soil moisture and surface
hydrology (Huemmrich et al. 2010, McGuire et al. 2006). Subsequently, there is a need to
monitor these parameters and determine how they are changing over time and space to better
understand the future state of the Arctic system and the likely repercussions of change in this
system. Substantial efforts before, during and now following the 2007-2009 International Polar
Year have focused on improving environmental observing capacities in the Arctic, particularly
the future fate and transport of the Arctic soil organic carbon store (National Academy of
15

Sciences 2006, ICARP-II report 2005, National Academy of Sciences 2004). Such efforts
highlight the importance of observations that span plot to global scales. Because of the many
advantages remote sensing offers to such scaling challenges and spatial extrapolation (Stow et al.
2004), the development of remote sensing approaches and technologies in an integrated arctic
observing network is a key priority.
1.2

Importance of Remote Sensing to Global Change Science
Remote sensing has been used to measure and monitor important biophysical parameters

such as vegetation biomass (Hudson et al. 2009), ecosystem productivity and Light Use
Efficiency (LUE) (Huemmrich et al. 2010) in various studies in the Arctic studying recent
changes. One of the key strengths of remote sensing is that it enables the capacity to study
ecosystem processes and properties spanning multiple spatial and temporal dimensions from
local to global scales (Stow et al. 2004, Donoghue 2002).
Remote sensing can be performed from platforms that are ground based, airborne, or
satellite borne. Ground based remote sensing sensors and high spatial resolution imaging systems
can be used to monitor select study sites to detect changes in vegetation composition or structure,
and to determine the nature of changes identified from coarser resolution satellite sensors (Stow
et al. 2004). Ground based sensors and low altitude aircraft borne high resolution imaging
systems help improve the precision and specificity of measurement methods, while improving
spatial resolution and accuracy. Satellite remote sensing data with high temporal resolution have
been shown to be particularly valuable for tracking changes in vegetation production at regional,
continental and global scales (Olthof et al. 2010, Hudson et al. 2009).
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Spectral vegetation indices derived from remote sensing are commonly used for the study
of ecosystem properties and processes (Hilker et al. 2010, Huemmrich et al. 1999, Gamon et al.
1997). The presence of different pigments in vegetation tissues gives characteristic spectral
features (Fig. 1.1). Such vegetation spectral properties can be used for studying a range of plant
and ecosystem structural and functional properties such as vegetation biomass (Boelman et al.
2003), leaf area index (Jia et al. 2009), plant productivity, vegetation stress (Gamon et al. 1997).
During photosynthesis, chlorophyll molecules preferentially absorb light in the blue (0.45–0.52
µm) and red (0.63–0.69 µm) regions of the electromagnetic spectrum, which can include up to
90% of incident light in these wavelengths (Campbell 1996, Jensen 2000). For a typical healthy
leaf, mesophyll cells may reflect as much as 76% of incident near infrared (NIR) energy (i.e., 0.9
µm) (Jensen, 2000). These characteristics of absorption and reflection in the blue-red to NIR
wavelengths allow for the discrimination of inter and intra species differences, determination of
plant stress, and the analysis of plant growth (Fig. 1.1). The characteristic shape of the spectral
curve differs for different vegetation types because of certain plant physiological behavior in
certain region of the spectrum and is exploited with the help of spectral vegetation indices as
described below.
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Figure 1.1. The above figure shows the characteristic spectral signatures for different vegetation
and landcover types. NDVI values for different types show how presence of different pigments
affects the NDVI values. The spectra used in creating this figure is taken from a web-based
Vegetation Spectral Library (VSL, http://spectrallibrary.utep.edu) created as part of this study.

A vegetation index (VI) or a spectral vegetation index (SVI) is a quantitative predictor of
plant biomass or vegetative vigor, usually formed from combinations of several spectral bands,
whose values are added, divided, or multiplied in order to yield a single value that indicates the
amount or vigor of vegetation (Jensen 2007). The simplest form of vegetation index is a ratio
between reflectance in the near infrared and red spectra, called the simple ratio (SR) (Gamon et
al. 2005). For healthy living vegetation, this ratio will be high due to the inverse relationship
between vegetation reflectance in the red and infrared regions of the spectrum. Different
vegetation indices using various combinations of different spectral bands have been developed to
better investigate a variety of physiological states in vegetation (Gamon et al. 1997, Huete et al.
1997, Huete et al. 1988).
18

The most widely used vegetation index in the ecological and environmental science is
NDVI (the normalized difference vegetation index) (Rouse et al. 1974), which is the normalized
difference of the red and NIR region of the vegetation spectral curve. This relationship between
the red and near infrared wavelengths provides the most information regarding vegetative
properties such as health, stress level, green biomass and chlorophyll content (Laidler et al.
2003). Most of the vegetation indices that have been developed so far are mainly for the purpose
of estimating above ground biomass (Boutton and Tieszen 1983) vegetation cover (Purevdorj et
al. 1998, Richardson and Wiegand 1977), chlorophyll content (Tucker 1977), productivity (Box
et al. 1989), net aboveground primary production (NPP) (Walker et al. 1995), and leaf area index
(LAI) (Baret and Guyot 1991).

1.3

Overarching Challenges
Understanding how the Earth System is changing and how humans need to adapt to this

change has catalyzed a rapid expansion of the environmental sciences. The urgency to better
understand the implications of environmental change has driven paramount programmatic and
operational changes in the ecological and environmental sciences. In recent times, environmental
science has shifted towards becoming a more data-driven science, where researchers increasingly
rely on the integrity of data collected by other researchers and multidisciplinary scientific
networks (NSF Cyberinfrastructure vision for 21st century). There is also an increased utilization
of advanced and standardized field based instrument technologies such as advanced instrument
towers, sensor arrays, and autonomous vehicles. The need for optimizing data streams,
automating quality checking procedures, managing, archiving and integrating large volumes of
19

data collected from field based and other instrument platforms (e.g. satellite) has increased in
response to these developments.
Ecological field data are known to be notoriously difficult to assemble into usable
databases (Michener and Brunt 2000). Near surface remote sensing data, which closely
resembles the ecological field data also creates similar challenges. The present state of
mechanisms to assess the adequacy of spectral instrumentation, calibration, and configuration are
poorly developed as these measurements are generally performed manually. In addition to this,
integrating spectral and other remotely sensed data are challenging because of the mismatch in
measurements in spatial and temporal resolution. Discrepancies in ground-based spectral and
other remotely sensed data occur because of the inability of current algorithms used in satellite
measurements to adequately capture short-term variability resulting from disturbance and stress
(Cheng et al. 2006, Running 2008) among other factors.

Considering all these factors in

combination with the large volume and complex nature of ground-based remote sensing datasets,
the challenge of proper management and archiving of the collected data in a searchable format is
substantial and likely to be limiting scientific discovery.
1.4

Goals and Objectives of this Study
Underpinned by the rationale presented above, this dissertation aims to monitor

ecosystem dynamics in the study area using hyperspectral remote sensing and a robotic tram
system within a large-scale hydrological manipulation experiment and examines how remote
sensing and the development of cyberinfrastructure can be optimized to meet the needs of
contemporary data driven environmental science. This dissertation research focuses on the
following key research objectives and underlying questions:
20

•

Research Objective 1: Develop an optical remote sensing method that can estimate
surface water depth (SWD) and surface water cover (SWC) for arctic tundra.
o Using optical remote sensing methods, how can surface water depth (SWD) and
surface water cover (SWC) be estimated?
o How can such a surface water index be scaled across multiple temporal and
spatial domains?
o Can the method be used to identify inter-annual variability in the hydrology of the
study area?

•

Research Objective 2: Characterize how the land-surface phenology of an arctic tundra
landscape responds to experimental flooding and draining using hyperspectral
reflectance.
o What are the spatio-temporal dynamics of land-surface phenology (NDVI) in the
study area and does altered soil moisture affect interannual dynamics of NDVI?
o Can satellite scale observations detect seasonal and inter-annual variability in
land-surface phenology?

•

Research Objective 3: Investigate relationships between NDVI, Biomass, and Leaf Area
Index (LAI) for six key plant species near Barrow, Alaska.
o How do key plant species differ in biomass, LAI and spectral properties?
o How can spectral indices be used to estimate biomass and LAI for key plant
species?

21

•

Research Objective 4: Develop and test cyberinfrastructure tools that enhance the
collection and quality control associated with hyperspectral data collection and
assessment.
o How can cyberinfrastructure tools improve the efficiency of data acquisition,
quality control and management associated with the robotic tram system?
o How can semantic abstract workflows be used to identify be used to transfer and
document knoweledge?
The research objectives outlined above demand interdisciplinary approaches that draw

from knowledge in ecology, remote sensing, physics and computer science. As such, this study
will endeavor to span multiple disciplines and stimulate collaborations with domain experts to
achieve the research goals listed above.

1.5

Project description

1.5.1

Study Site and Period
Field data collection was conducted within the Biocomplexity flooding and draining

experiment on the Barrow Environmental Observatory (BEO) near Barrow, Alaska , 71°17’01”
N, 156°35’48” W, (Fig. 1.2). The BEO is situated on the Alaskan Arctic Coastal Plain and has a
low relief and an average elevation of 4 meters (Aguirre et al. 2008). Seventy two percent of
the landscape near Barrow contains oriented lakes, drained thaw lake basins and small ponds
(Hinkel et al. 2003).

The Biocomplexity experimental area is located in a series of three

coalesced drained thaw lake basins that include moist and wet tundra vegetation dominated by
graminoid tundra (Teh et al. 2009). The study site is underlain by continuous permafrost and
22

includes thermokarst terrain typical of the Alaskan Arctic Coastal Plain (Brown et al. 1980). This
includes thaw lakes, high and low-centered polygons, shallow ponds and lakes, and a shallow
active layer that is generally less than 50 centimeters in the experimental area (Shiklomanov et
al. 2010). Soils of the area are described by (Bockheim et al. 1999) and include cryoturbated
gelisols, specifically Typic Aquorthels with high soil moisture content, Histoturbels, and
Aquaturbels. The upper layer of this soil consists of carbon rich peat (ca. 50 kg/C/m3)
(Bockheim et al. 1999). Soils are generally moisture rich due to shallow drainage gradients,
relatively low rates of evapotranspiration, and impeded drainage caused by ice-rich continuous
permafrost (Bockheim et al. 1999, Miller et al. 1998).
Winter is generally long, dry and cold and the summers are relatively short, moist and
cool (Brown 1980). The sun is above the horizon continuously from May 10th to August 2nd,
and below the horizon from Nov 18th to Jan 24th (Brown 1980). Air temperature remains below
freezing for nine months of the year and can fall below freezing during any of the three summer
months. A gradual warming trend begins in April and snow melt typically occurs in early June.
Wind speed varies little during the year, averaging 5.3 m/sec, with the fall months being the
windiest. Fog and low cloud persist throughout the summer and the relative humidity generally
exceeds 80% from June through September. Mean June to August precipitation is 58.4
millimeters (Engstrom et al. 2008).
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Figure 1.2. Location of the Barrow Environmental Observatory (BEO) near Barrow, Alaska (Fig.
1.2a). Figure 2b shows the location of the study area. The experimental design of the
Biocomplexity Experiment includes experimentally flooded (north) and drained (central)
treatments, and a control section (south) shown by the letters F, D and C respectively (Fig. 1.2b).
Watersheds for each treatment and the inundated basin areas are highlighted (Fig. 1.2b). The
straight lines indicate the three sampling transects (“tramlines”). The idealized footprints of the
three flux tower footprints associated with the experiment are indicated by pie-shaped semi
circles.
1.5.2

Experimental Infrastructure
As part of the Biocomplexity experiment, water tables were manipulated in a vegetated

thaw-lake basin to investigate the impact of variation in soil moisture on land-atmosphere
carbon, water and energy balance. In 2008 and 2009, following three years of baseline
measurements (2005-2007), the lake basin was divided into three treatments, a flooded section
(+10cm WTD), a drained section (-10cm WTD), and a control section where the water table was
maintained relative to water levels outside the manipulation area (Fig. 1.2b). The experimental
infrastructure established for this site includes a robotic tram system similar to that described by
Gamon et al. (2006a) for a Californian Chaparral ecosystem. The tram system consists of three
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300 meter-long transects (“tramlines”) with one tramline located in each of the three treatment
areas. Each tramline spanned the entire width of the lakebed and was oriented east–west to avoid
midday shading of the south side (the sampling footprint of the tramline). An eddy covariance
flux tower designed to measure trace gas flux for each of the treatment areas (Fig. 1.2b) was
situated adjacent to each of the tramlines (Zona et al. 2009). The infrastructure established for
the Biocomplexity experiment provided an ideal experimental research platform for this study as
it established the capacity to repeatedly assess the surface spectral properties of the same land
cover type and sampling footprint affected by contrasting surface hydrology regimes throughout
the snow-free period.

1.5.3

Reflectance Measurements
Field reflectance data used in this study were collected during the annual 2005, 2006,

2007, 2008, and 2009 growing seasons, which span early June to late August. Spectral data were
obtained using a dual-detector field portable spectrometer (Unispec DC, PP Systems, Amesbury,
MA, USA), which collects radiance (radiation from the target) and irradiance (radiation from the
sky) simultaneously, thereby permitting correction of surface reflectance under varying sky
conditions (Gamon et al. 2006a). The two detectors were cross-calibrated using a white panel
with 99% reflectance (Spectralon, Labsphere, North Sutton, NH, USA) at the beginning and at
the end of each set of measurements along each tramline. Our Unispec-DC had a nominal range of
operation between 303 and 1148 nm in 256 contiguous bands with a spectral resolution of approximately
3 nm and a full-width-half maximum of approximately 10 nm. The usable range of this detector (range
with reasonable signal-to-noise) is approximately 400-1000 nm and was used in subsequent analyses
accordingly.
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Figure 1.3. The robotic cart system used for collection of hyperspectral reflectance data at the
Biocomplexity experiment in Barrow, Alaska. The figure illustrates the tram cart riding on an
elevated 300-m long tramline. Radiance and irradiance are sampled each meter along the
tramline. The field of view for radiance measurements on the south side of the tramline is
illustrated by the dotted lines outlining the approximate spectrometer field-of-view at the
foreoptic. The circular sampling footprint is approximately 1 m in diameter.

Along each tramline, reflectance data were collected by placing the field spectrometer on
a semi-autonomous robotic cart (Gamon et al. 2006), which travelled along each of the 300
meter-long tramlines in a west-east direction (Fig. 1.3). The cart speed was set to approximately
1 meter every 5 seconds, allowing each 300 meter-long tramline to be sampled in approximately
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25 minutes. A mechanical switch mounted on the base of the robotic cart was triggered when
the cart passed over cross-bars situated at every meter along each tramline and activated the
spectrometer to make a measurement. Each tramline was sampled up to three times per week if
rain, mist, and extreme winds did not prevail. The downward looking foreoptic was positioned at
approximately 3m above the ground and provided a field of view of approximately 20 degrees
from the tip of the foreoptic. This equated to approximately a one square meter sampling
footprint at ground level (Fig. 1.3). By repeating measurements throughout the snow free period,
the tram system enabled us to obtain a spatially explicit seasonal and inter-annual time series of
surface reflectance of the same land cover type under different surface hydrology regimes.
Reflectance was calculated as the ratio of the irradiance and reflectance, corrected by the mean
cross-calibration spectrum measured for each run of the cart along each tramline (see Gamon et
al. 2006a for details). Reflectance data were processed using the software Multispec (Version
5.1, available at http://specnet.info), which calculated interpolated reflectance at one nanometer
intervals between 303 and 1148 nm.
Surface reflectance data were collected along each tramline three to four times per week
during the snow-free and shoulder seasons (approximately 10 to 14 weeks each year). Three
hundred spectral measurements were made along each tramline every time the robotic cart was
operated. Thus, 900 data files are collected every time data are collected in the lakebed for the
three tramline areas each day of sampling. This generated approximately 55,000 spectral data
files and 14,000,000 data points annually.
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1.5.4

Other Measurements
Photos of each tramline footprint were acquired throughout the growing period using a

digital camera (Nikon Coolpix 5400) that was mounted on the boom of the robotic cart and
triggered manually using an electronic shutter cable. Water Table Depth (WTD) was measured
manually every 10 meters along each tramline every time spectral measurements were made
using a method similar to that described by Olivas et al. (2009). Four centimeter-wide perforated
PVC tubing was placed in holes drilled in to the tundra, leaving approximately 20 centimeters of
tubing above ground level. A ruler was used to measure the height of the water table relative to
ground level. When the water level was below the surface WTD was considered negative and
positive when the water table was above the surface. Hereon, negative WTD is termed ‘below
ground water’ and positive WTD as ‘standing surface water’. Soil moisture data were collected
digitally using a time TDR300 soil moisture probe at every meter of the tramlines every time
reflectance measurements were collected. Thaw depth data were collected at two week intervals
at every meter of the tramlines during the growing season. The measurements were made
following standard methods described in Nelson and Hinkle (2000). Meteorological
measurements, which included air temperature, relative humidity, photosynthetically active
radiation (PAR) and precipitation data were collected using a HOBO automated weather station
(AWS) installed at the east end of the central tramline. Data were collected at one minute
intervals throughout the growing season.
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1.6

Structure of Dissertation
This chapter has illustrated the importance and need for climate change impact research

in the Arctic to further understand how arctic terrestrial ecosystem structure and functions will
respond. The important roles remote sensing can play in advancing this science have also been
discussed. This dissertation contains four data-intensive chapters formatted for publication in
international peer reviewed journals (Chapters 2-5). Chapter 2 discusses the development of a
new spectral vegetation index developed for monitoring surface hydrological dynamics; Chapter
3 examines how land-surface phenology varied seasonally, between years and in response to the
experimental manipulation of WTD; Chapter 4 investigates the relationship between NDVI and
vegetation biomass and leaf area index for six key plant species common in the Barrow
Environmental Observatory (BEO); and Chapter 5 describes several newly developed
cyberinfrastructure tools that aided data management and quality control of the hyperspectral
data collected during the study. Chapter 6 presents the general discussions and conclusions of the
dissertation. The first of these data chapters (Chapter 2), titled “Surface hydrology of an arctic
ecosystem: multi-scale analysis of a flooding and draining experiment using spectral
reflectance” was published in the Journal of Geophysical Research (Goswami et al. 2011,
Volume 116, G00107, 14PP, 2011). Another paper associated with a data specification and
verification software presented in Chapter 5, titled “Towards near-real time data property
specification and verification for arctic hyperspectral sensor data” has also been published, with
my Cyber-ShARE research partner and computer science doctoral candidate Irbis Gallegos as
lead author (Gallegos et al. NAFIPS, 2011). Each of these data chapters address one of the
central research objectives outlined above.
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Chapter 2: Surface hydrology of an arctic ecosystem: multi-scale analysis of a
flooding and draining experiment using spectral reflectance
This chapter was published in the Journal of Geophysical Research in 2011.
Citation: Goswami, S., J. A. Gamon, and C. E. Tweedie (2011), Surface hydrology of an arctic
ecosystem: Multiscale analysis of a flooding and draining experiment using spectral
reflectance, J. Geophys. Res., 116, G00I07, doi:10.1029/2010JG001346.
2.1

Introduction
Climate change appears to be most pronounced at high northern latitudes (IPCC 2007,

ACIA 2005). Many of the observed (Post et al. 2009, Hinzman et al. 2005; Smith et al. 2005)
and modeled (McGuire et al. 2009, Sitch et al. 2007) climate change responses in arctic tundra
ecosystems are related to altered surface hydrology. In the Arctic, the importance of surface
hydrology on surface energy budgets (Euskircken et al. 2007, Chapin et al. 2005), landatmosphere carbon exchange (Merbold et al. 2009, Wolf et al. 2008), plant phenology and
response to warming (Walker et al. 2006, Arft et al. 1999), and geomorphic processes
(McNamara and Kane 2009, Lawrence and Slater 2005) are well recognized. Based on
experimental evidence, observations and modeling, alteration of surface hydrology in arctic
terrestrial ecosystems is likely to alter a variety of interconnected ecosystem processes such as
primary productivity (McGuire et al. 2007, Oberbauer et al. 2007, Illeris et al. 2004),
methanogenesis (Mazeas et al. 2009, Merbold et al. 2009, Petrescu et al 2008), nutrient cycling
(Arndal et al. 2009, McGuire et al. 2009, Jonasson et al. 2004) and land cover or plant
community change (Callaghan et al. 2007, Walker et al. 2006, Smith et al. 2005).
The degree to which changes in land-atmosphere carbon exchange dynamics will interact
with and offset the balance and stability of the substantial store of soil organic carbon in the
Arctic (Tarnocai et al. 2009, Ping et al. 2008) is a primary concern (McGuire et al. 2009). If the
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increased primary productivity predicted for the Arctic does not balance net loss of CO2
equivalent carbon loss to the atmosphere, a positive feedback to regional and potentially the
global climate system will occur (Hudson et al. 2009, Kimball et al. 2006). This positive
feedback response to warming in the Arctic is likely to be controlled by soil moisture and surface
hydrology (Huemmrich et al. 2010, McGuire et al. 2006), so there is a need to monitor these
parameters and determine how they are changing over time and space to better understand the
future state of the Arctic system. Substantial efforts before, during and now following the 20072009 International Polar Year have focused on improving environmental observing capacities in
the Arctic, particularly the future fate and transport of the Arctic soil organic carbon store
(National Academy of Sciences 2006, ICARP-II report 2005, National Academy of Sciences
2004). Such efforts highlight the importance of observations that span plot to global scales.
Because of the many advantages remote sensing offers to such scaling challenges (Stow et al.
2004), the development of remote sensing approaches and technologies in an integrated arctic
observing network is a key priority.
Several remote sensing methods have been developed for monitoring surface hydrology
or soil moisture over large spatial scales. To assess the state of surface hydrology in terrestrial
ecosystems, remote sensing has been used to monitor inundation area (Smith et al. 2005, Smith
et al. 1997), snowpack (Green et al. 2006), and vegetation water content (Serrano et al. 2000,
Ustin et al. 1998, Roberts et al. 1997). Radar remote sensing based on microwave has been used
successfully for assessing soil moisture status in some arctic landscapes (Kasischke et al. 2009,
Meade et al. 1999). While radar is useful for estimating inundation area, the return signal is
easily confounded by wind or the presence of vegetation that can alter the backscatter properties
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(Smith 1997). LiDAR remote sensing has also been used in habitat mapping (wedding et al.
2008), mapping coral reef structure (Storlazzi et al. 2003) and measuring coral reef rugosity
(Brock et al. 2006, Brock et al. 2004) and also in mapping bathymetry of coastal regions (Irish
and White 1998). Optical remote sensing methods (using visible or near-infrared wavelengths)
can penetrate water bodies, and have been applied to studies of bathymetry (Brando et al. 2009),
seagrass (Phinn et al. 2008) and coral reefs (Hochberg et al. 2003). Additionally, optical remote
sensing has often been used to assess vegetation moisture content through reflectance indices
based on water absorption bands (Sims and Gamon 2003). Examples of the latter include the
Water Index (sometimes called the Water Band Index) based on reflectance at the 970 nm water
band (Peñuelas et al. 1993), and the Normalized Difference Water Index (Gao 1996) based on
the 1240 nm water band. Additionally, some methods apply a form of Beer’s Law to fit the
water absorption coefficient spectrum to a reflectance spectrum, yielding an “Equivalent Water
Thickness” (EWT) (Green et al. 2006, Sims and Gamon 2003, Roberts et al. 1997, Gao and
Goetz 1995). Based on the assumption of Beer’s law, which states that reflected or transmitted
light is related to the exponent of the amount of an absorbing compound, EWT offers a
physically-based alternative to other index based methods for assessing water (Gao and Goetz
1995). To the extent that water bodies or vegetation behave according to Beer’s Law, and to the
extent that calculation of EWT is based on a full spectrum (multiple bands rather than two bands)
it seems that EWT should offer a superior method of assessing moisture status, but not all studies
have supported this conclusion (Sims and Gamon 2003, Serrano et al. 2000). Consequently, the
“best” method for retrieving surface hydrology information with optical remote sensing remains
an open question and a key challenge.
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Most of the optical remote sensing methods for assessing surface moisture properties
utilize one or more water absorption features present in reflectance spectra (Green et al. 2006).
Because these methods employ water absorption bands, they readily saturate, are easily
confounded by atmospheric water vapor, and the vapor absorption bands overlap with liquid
water features (Green et al. 2006, Sims and Gamon 2003).

These issues create practical

problems for quantitative retrieval of surface moisture measurements, particularly in areas with
high atmospheric moisture such as the Arctic (Stow et al. 2004). Additionally, instrument
limitations (e.g. low signal-to-noise) and artifacts (e.g. “second-order” or “stray light” errors) in
certain spectral regions (e.g. the 970 nm water band) often confound a clear interpretation of
water signals, particularly with silicon photodiode detectors (Sanchez-Azofeifa et al. 2009).
To our knowledge, optical remote sensing has not been applied to directly assess surface
water depth (SWD), a sensitive indicator of surface hydrology and soil moisture in the Arctic,
especially on the coastal plain of northern Alaska. One goal of this study was to develop a
spectral index from optical remote sensing that could be used to estimate surface water depth
(SWD) and surface water cover (SWC), and to characterize changes in surface hydrological
properties at multiple spatial and temporal scales. To maximize the extrapolation potential of
such an index, we specifically sought an index that could not be confounded by atmospheric
moisture, would be relatively free from instrument errors, and would be commonly available
from ground-based, airborne or satellite-borne instruments. Another goal of this study was to
evaluate treatment effects as part of the Biocomplexity experiment, as described below.
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2.2

Methods

2.2.1

Study Area
The study was conducted within the Biocomplexity flooding and draining experiment on

the Barrow Environmental Observatory (BEO) near Barrow, Alaska , 71°17’01” N, 156°35’48”
W, (Fig. 1.2). The BEO is situated on the Alaskan Arctic Coastal Plain and has a low relief and
an average elevation of 4 meters (Aguirre et al. 2008). Seventy two percent of the landscape
near Barrow contains oriented lakes, drained thaw lake basins and small ponds (Hinkel et al.
2003). The Biocomplexity experimental area is located in a series of three coalesced drained
thaw lake basins that include moist and wet tundra vegetation dominated by graminoid tundra
(Tweedie et al. in prep.). The study site is underlain by continuous permafrost and includes
thermokarst terrain typical of the Alaskan Arctic Coastal Plain (Brown et al. 1980) such as thaw
lakes, high and low-centered polygons, shallow ponds and lakes, and a shallow active layer that
is generally less than 50 centimeters in the experimental area (Shiklomanov et al. submitted).
Soils of the area are described by Bockheim et al. (1999) and include cryoturbated gelisols,
specifically Typic Aquorthels with high soil moisture content, Histoturbels, and Aquaturbels.
The upper layer of this soil consists of carbon rich peat (ca. 50 kg/C/m3) (Bockheim et al. 2001).
Soils are generally moisture rich due to shallow drainage gradients, relatively low rates of
evapotranspiration, and impeded drainage caused by ice-rich continuous permafrost (Bockheim
et al. 1999, Miller et al. 1998).
Winter is generally long, dry and cold and the summers are relatively short, moist and
cool (Brown 1980). The sun is above the horizon continuously from May 10th to August 2nd,
and below the horizon from Nov 18th to Jan 24th (Brown 1980). Air temperature remains below
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freezing for nine months of the year and can fall below freezing during any of the three summer
months. A gradual warming trend begins in April and snow melt typically occurs in early June.
Wind speed varies little during the year, averaging 5.3 m/sec, with the fall months being the
windiest. Fog and low cloud persist throughout the summer and the relative humidity generally
exceeds 80% from June through September. Mean June to August precipitation is 58.4
millimeters (Engstrom et al. 2008).

2.2.3

Experimental Infrastructure
As part of the Biocomplexity experiment, water tables were manipulated in a vegetated

thaw-lake basin to investigate the impact of variation in soil moisture on land-atmosphere
carbon, water and energy balance. In 2008 (the year of this study), following three years of
baseline measurements (2005-2007), the lake basin was divided into three treatments, a flooded
section (+10cm WTD), a drained section (-10cm WTD), and a control section where the water
table was maintained relative to water levels outside the manipulation area (Fig. 1.2b). The
experimental infrastructure established for this site includes a robotic tram system similar to that
described by Gamon et al. (2006a). The tram system consists of three 300 meter-long transects
(“tramlines”) with one tramline located in each of the three treatment areas. Each tramline
spanned the entire width of the lakebed and was oriented east–west to avoid midday shading of
the south side (the sampling footprint of the tramline). An eddy covariance flux tower designed
to measure trace gas flux for each of the treatment areas (Fig. 1.2b) was situated adjacent to each
of the tramlines (Zona et al. 2009). A range of other collaborative studies were conducted
throughout the experimental area, including several featured in this special issue (Olivas et al.
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2010). The infrastructure established for the Biocomplexity experimental provided an ideal
experimental research platform for this study as it established the capacity to repeatedly assess
the surface spectral properties of the same land cover type affected by contrasting surface
hydrology regimes throughout the snow-free period.

2.2.4

Reflectance Measurements
Field reflectance data used in this study were collected from early June 2008 to late

August 2008. This period spanned the majority of the 2008 snow-free period for the study site.
Spectral data were obtained using a dual-detector field portable spectrometer (Unispec DC, PP
Systems, Amesbury, MA, USA), which collects radiance (radiation from the target) and
irradiance (radiation from the sky) simultaneously, thereby permitting correction of surface
reflectance under varying sky conditions (Gamon et al. 2006a). The two detectors were crosscalibrated using a white panel with 99% reflectance (Spectralon, Labsphere, North Sutton, NH,
USA) at the beginning and at the end of each set of measurements along each tramline. Our
Unispec-DC had a nominal range of operation between 303 and 1148 nm in 256 contiguous
bands with a spectral resolution of approximately 3 nm and a full-width-half maximum of
approximately 10 nm. The usable range of this detector (range with reasonable signal-to-noise)
was approximately 400-1000 nm, so this was the spectral range used in subsequent analyses.
Along each tramline, reflectance data were collected by placing the field spectrometer on
a semi-autonomous robotic cart (sensu Gamon et al. 2006a), which travelled along each of the
300 meter-long tramlines in a west-east direction (Fig. 1.3). The cart speed was set to
approximately 1 meter every 5 seconds, allowing each 300 meter-long tramline to be sampled in
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approximately 25 minutes. A mechanical switch mounted on the base of the robotic cart was
triggered when the cart passed over cross-bars situated at every meter along each tramline,
activating the spectrometer to make a measurement. Three hundred spectral measurements were
made along each tramline every time the robotic cart was operated. Each tramline was sampled
up to three times per week if rain and mist did not prevail. The downward looking foreoptic was
positioned at approximately 3m above the ground and provided a field of view of approximately
20 degrees from the tip of the foreoptic. This equated to approximately a one square meter
sampling footprint at ground level (Fig. 1.3). By repeating measurements throughout the snow
free period, the tram system enabled us to obtain a spatially explicit time series of surface
reflectance of the same land cover type under different surface hydrology regimes. Reflectance
was calculated as the ratio of the two channels, corrected by the mean cross-calibration spectrum
measured for each run of the cart along each tramline (see Gamon et al. 2006a for details).
Reflectance data were processed using the software Multispec (Version 5.1, available on
http://specnet.info), which calculated interpolated reflectance at one nanometer intervals between
303 and 1148 nm.

2.2.5

Surface Hydrology
WTD was measured manually every 10 meters along each tramline every time spectral

measurements were made, using a method similar to that described by Olivas et al. (2010).
Perforated PVC tubing with a diameter of four centimeters was placed in holes drilled in to the
tundra, leaving approximately 20 centimeters of tubing above ground level. A ruler was used to
measure the height of the water table relative to ground level. When the water level was below
37

the surface WTD was considered negative and positive when the water table was above the
surface. In cases of below-ground water (negative WTD values), SWD was assigned a value of
zero; consequently, SWD simply refers to positive WTD values (i.e. areas of visible standing
water).
Percent water cover was determined through image analysis of digital color photographs.
Photos of each tramline footprint (matching the optical sampling areas) were acquired on July
18, 2008, using a digital camera (Coolpix 5400, Nikon) that was mounted on the boom of the
robotic cart and triggered manually using an electronic shutter cable. The photo locations were
also adjacent to WTD measurements, allowing direct comparison to WTD and SWD. Supervised
classification in image processing software (ENVI, Version 4.2, ITT Visual Information
Solutions, Boulder, CO, USA) was used for each photo to estimate SWC.

2.2.6

Reflectance and surface water
The development of a spectral index suitable for characterizing surface hydrology (WTD,

SWC and SWD) required the assessment of spectral sensitivity to surface water. Reflectance was
measured at separate locations along the tramline in the control treatment area over multiple
locations having different SWC, WTD, and SWD, which were quantified as described above.
Additionally, reflectance at every ten nanometers from 400 to 1000 nm was correlated with
SWC, WTD and SWD at every 10 meters along the tram line on July 18, 2008. Both linear and
logarithmic regressions were run to determine the best fit for each regression. We also evaluated
the correlation between NDSWI (both linear and log versions) and negative WTD values (i.e.
areas of no standing water because the water table was below the surface).
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We used the regressions from the analysis described immediately above to derive two
versions of a surface water index, the “Normalized Difference Surface Water Index” (NDSWI).
The first version of NDSWI calculates the normalized difference of reflectance at 460 nm and
1000 nm (“NDSWI-linear,” Equation 2.1 below). The second version of NDSWI used a similar
equation and the same reflectance bands but required reflectance to be log transformed
(“NDSWI-log,” Equation 2.2 below). The relative success of NDSWI-linear and NDSWI-log in
modeling SWC and depth (SWD, WTD) is presented below and is compared to two additional
spectral indices that have also been used to describe plant or surface water status – the Water
Band Index (WBI – Equation 2.3 below, Peñuelas 1993) and the Equivalent Water Thickness
index (EWT – Equation 2.4 below, Sims and Gamon 2003, Roberts et al. 1997). EWT was
calculated, using a Beer’s Law approximation (Sims and Gamon 2003, Roberts et al. 1997, Gao
and Goetz 1995), where the impact of surface water on reflectance is determined as the negative
slope of the linear regression between the water absorption coefficient spectrum (Green et al.
2006, Sims and Gamon 2003) and the natural log of the reflectance spectrum over a wavelength
range of 900 to 1040 nm. The formulas for calculating NDSWI-linear, NDSWI-log, WBI and
EWT are:
NDSWI-linear = (R460 – R1000)/(R460+R1000)

(Equation 2.1)

NDSWI-log = {ln(R1000) – ln( R460)}/ {ln(R1000) + ln( R460)} (Equation 2.2)
WBI = R900/R970 (Peñuelas et al. 1997)

(Equation 2.3)

EWT = - ∆(lnR)/∆(a)

(Equation 2.4)

July 18 values of EWT, WBI, NDSWI-linear, and NDSWI-log were correlated with SWC
estimated from digital image analysis as described above (n = 90). For testing WTD and SWD,
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we used calibrations of these same indices derived from certain dates and locations, but tested
against other dates and locations within the 2008 sampling year. For example, these indices
(Equations 2.1- 2.4) measured for five days (July 18, July 23, July 28, Aug 4, and Aug 9 of
2008) were first calibrated against corresponding SWD measurements for those dates using
regression analysis. The two spectral indices that most strongly correlated with SWC and SWD
in the above analyses (Equations 2.1 and 2.2) were then applied to the entire growing season by
using these calibrations to predict SWD and WTD throughout the 2008 sampling period. These
predictions were then tested against independent SWD and WTD measurements and used to
make plots illustrating the temporal and spatial dynamics of surface water for the treatment areas
over the 2008 season. Note that since photographic estimates of percent water cover were only
available for one date (July 18), SWC could not be independently tested in this way.
Particular attention was paid in assessing the accuracy of the model for estimating SWD.
Data from alternate sampling dates during the peak of the growing season (July 18, July 23, July
28, Aug 4, and Aug 9 of 2008) were combined to derive the final model for seasonal analysis.
Seasonal SWD trends for each tramline were then modeled and compared to measured WTD to
determine if the model over or under-estimated WTD in each of the experimental treatments.
Mosaic plots combining all treatment dates and positions were derived to assess the spatiotemporal behavior of the model along each tramline and throughout the sampling period. To
assist in the interpretation of these plots, microtopographic variation along each tramline was
also examined. Data for microtopography were acquired from a one-meter digital elevation
model developed for the study area from air-borne LiDAR acquired in late August 2006
(Tweedie unpublished data).
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2.2.7

Spectral Mixture Analysis
To further understand the effect of surface water on spectral reflectance, we also explored

the effects of SWC on the reflectance-based indices (Equations 2.1- 2.4) using spectral mixture
analysis (Adams and Gillespie 2006). To do this, we selected ‘pure’ sites along the tram lines
that were either 100% water cover or 100% vegetation cover on July 18, 2008, and created
synthetic spectra of various mixtures of the two spectral types, ranging from 0% surface water
cover (100% vegetation cover) to 100% surface water cover (0% vegetation cover), assuming
linear mixing. These synthetic mixtures were then compared to actual field spectra of plots
having various SWC and SWD values.

2.2.8

Scaling Analysis
Two high-spatial resolution multispectral satellite images (QuickBird, Digital Globe,

Longmont, Colorado, USA) acquired on August 2, 2002 and July 27, 2008, were used to
calculate NDSWI for the entire treatment basis for both pre- (2002) and post- (2008) treatment
years. Note that due to frequent cloud cover in this region (Hope et al. 2004), these were the
only clear-sky high resolution Quickbird images we were able to obtain for the experimental
period. QuickBird images for these dates were available with four spectral bands: blue (450520 nm), green (520-600 nm), red (630-690 nm) and near-IR (760-900 nm) at 2.8m resolution.
Using ArcGIS (ESRI, Redlands, California), NDSWI was derived using Equation 2.1 above for
both the 2002 and 2008 Quickbird images where R460 and R1000 was substituted with the blue
and IR bands of the Quickbird image respectfully. The linear version of the NDSWI equation
was used to avoid any problem with band math calculations using the satellite bands. The
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difference in NDSWI between images (2008 minus 2002) was calculated to visualize and
quantify treatment effects for different regions of the basin (flooding, vs. drained and control
regions; tramline regions vs. flux tower regions vs. the entire treatment basin). The tramline
transects and idealized flux tower footprints (based on experimental layout), and the inundated
basin of the experimental area were delineated for each treatment area. For the 2002 and 2008
images, the NDSWI pixel values for the tram and flux tower footprints and treatment basins were
extracted for statistical analyses (Systat Software Inc., Chicago, Illinois). To assess differences
between the 2002 and 2008 NDSWI coverages for a given sampling area and treatment, t-tests
were run. A univariate Analysis Of Variance (ANOVA) was used to assess the difference
between treatments for the same sampling area type within a given year. To determine the
difference in the frequency distribution of NDSWI between sampling areas within a given
treatment area and year, a 2-sample Kolmogorov-Smirnov test was performed. This nonparametric test assesses whether the tramline footprint area and flux tower footprint area, for
example, have a similar NDSWI frequency distribution or whether they are significantly
different from one another – an important consideration in testing the scalability of
measurements taken in different areas of a particular treatment area.

2.3

Results
Spectral reflectance was clearly affected by varying SWC within the treatment basin (Fig.

2.1). The least change was observed in the blue spectral region (450-500nm), and the biggest
difference was observed in the near-infrared (>700nm) with reflectance decreasing markedly
with increasing surface water (WTD, SWD, and SWC). Synthetic mixtures behaved in a similar
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Figure 2.1. The effect of surface water (expressed as SWC) on reflectance spectra. Each field
spectrum is compared to a modeled reflectance spectra using spectral mixture analysis for the
same percent of standing surface water.
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manner, and closely matched field spectra. This response to surface water coverage indicated
that an index that accounted for the contrasting response to water between the blue and NIR
bands could be used as an indicator of surface water (WTD, SWD, and SWC). To assess which
wavelengths would be optimal for such an index, we correlated several metrics of surface water
(WTD, SWD and SWC) with reflectance at every ten nanometers from 303 to 1148 nm for every
location where reflectance, WTD, SWC were measured on July 18th 2008 (Fig. 2.2). Regardless
of which water metric was used (WTD, SWD, or SWC), R2 values were lowest in the blue (460
nm) and highest in the NIR (approximately 1000 nm), confirming that reflectance in the blue is
poorly correlated with surface water, whereas reflectance in the NIR is strongly correlated with
surface water. R2 values between reflectance in the NIR and WTD and SWD were highest for a
logarithmic model. R2 values between reflectance and WTD were higher than those with SWD.
R2 values for SWC were nearly identical to those for SWD.
Of the indices tested, the best predictor of WTD was NDSWI-log, closely followed
NDSWI-linear (Table 3.1). Both NDSWI versions (log and linear) exhibited identical R2 values
with SWC water cover (Table 3.2). All indices showed significant R2 values with WTD and
SWC although EWT had a stronger R2 values with WTD than WBI and WBI had a stronger R2
values with SWC than EWT (Tables 3.1 and 3.2). NDSWI-log showed a slightly higher R2
values with WTD throughout most of the sampling period than NDSWI-linear (Fig. 2.3),
although the overall differences were very small. Since independent SWC measurements were
not made over the entire season (just July 18, 2008), we could not evaluate the seasonal
dependence of the fits between these indices and SWC.
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Figure 2.2. Correlation coefficients for wavelength vs. WTD, SWD and SWC. Data for this
analysis was collected on July 18 2008.
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Figure 2.3. Correlation coefficients for the prediction of WTD from NDSWI for all tramlines
comparing linear and log versions of the index for different dates in 2008.
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Figure 2.4. Model that predicts WTD (all points), SWD (solid circles), and below-ground water
(open circles) (panel 6a) and SWC (solid circles, panel 6b) from NDSWI-log. This model was
derived using data from July 18, 23, 28, August 4 and August 9, 2008. Modeled SWC using
spectral mixture analysis are also shown (open circles, panel 6b).
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Figure 2.5. Correlation between SWC and WTD for July 18, 2008.

Table 3.1. Results of regressions between EWT, WBI, NDSWI-log, NDSWI-linear and WTD
for July 18, 23, 28, August 4 and August 9, 2008. Y = WTD, x = index value.

Indices

Model Equation

R2 - value

P - value

N - value

EWT

Y = 37.303x – 1.6882

0.55

< 0.001

450

WBI

Y = 19.271x – 18.854

0.50

< 0.001

450

NDSWI-linear

Y = 31.53x + 22.578

0.71

< 0.001

450

NDSWI-log

Y = 57.093x + 20.95

0.75

< 0.001

450
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Table 3.2. Results of the regressions between EWT, WBI, NDSWI-log, NDSWI-linear and
Percent Surface Water Cover (SWC) for July18, 2008. Y = Percent surface water cover, x = index
value.

Indices

Model Equation

R2 - value

P - value

N - value

EWT

Y = 133.15x + 6.5587

0.71

< 0.001

90

WBI

Y = 80.555x + 67.566

0.82

< 0.001

90

NDSWI-linear

Y = 108.67x + 88.562

0.89

< 0.001

90

NDSWI-log

Y = 188.83x + 81.127

0.89

< 0.001

90
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Figure 2.6. Seasonal patterns of mean measured WTD along the three tramlines and mean
modeled WTD for each tramline. Panels 8a, 8b and 8c show flooded (north), drained (central)
and control (south) treatments respectively. The peak in between day 210 and day 215 in the
drained and control treatments indicate snow cover for that particular day.
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The model for predicting WTD and SWC using NDSWI-log is given in figure 2.4. Linear
models best described the relationship between NDSWI-log and WTD. However, when only
SWD was included, a non-linear model improved the fit slightly (not shown), and NDSWI
tended to saturate at larger WTD or SWD values. When below-ground values were examined
separately (open circles, Fig. 2.4a) the R2 value was greatly reduced, but still significant (P <
0.001,

Fig. 2.4a).

These results demonstrate that the NDSWI-based model’s greatest

predictive power was for SWD (i.e., positive WTD values). The R2 value for linear regression
between NDSWI-log and SWC was also highly significant (Fig. 2.4b). Modeled results from
synthetic mixtures of water and vegetation (open circles, Fig. 2.4b) closely matched the results of
the field measurements (closed circles, Fig. 2.4b), providing further support of a strong link
between SWC and NDSWI-log for this landscape. SWC and SWD from July 18 (the date of
photographic estimates of SWC) were strongly correlated (Fig. 2.5), suggesting that SWC, SWD,
or some combination of the two could be driving this index.
In seasonal plots, modeled WTD closely followed measured WTD for all the tramlines
but appeared to be more accurate for the north tramline, where WTD was higher compared to
that of the other tramlines, which often had below ground water (Fig. 2.6). When the WTD
values were most negative (e.g. between days 190 and 200 in the central and south treatment
basins), the index tended to overestimate the below ground water (i.e., produce less negative
WTD values, Fig. 2.6b and 2.6c). The index also had an abberant peak during a snowfall (day
213) in the central and south basins (Fig. 2.6b and 2.6c), but not in the flooded north basin (Fig.
2.6a), where SWD prevented snow from accumulating. Direct R2 values between modeled and
measured WTD for each tramline and for all treatments combined (Fig. 2.7) showed that
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modeled WTD tended to over-predict WTD in the control treatment and under-predict WTD in
the drained treatment. In the flooded treatment, where WTD values were positive, the model
predicted WTD (i.e. SWD) most accurately.

Figure 2.7. Modeled vs. measured mean WTD for all the three tramlines for the 2008 snow free
period. Measured WTD data were collected from June 21 to August 11, 2008.

The model developed for WTD (Fig. 2.4a) also depicted the spatio-temporal dynamics of
WTD along each tramline and throughout the sampling period (Fig. 2.8). Measured WTD and
modeled WTD varied with substrate microtopography (Fig. 2.8, top panel).

Locally high-

elevation areas had the lowest WTD values, and low-elevation areas had the highest WTD values
(green-yellow areas in the WTD image, Fig. 2.8). In early June soon after snow melt (ca. day
170), WTD was high. As the snow free period progressed, WTD decreased throughout each
treatment. The horizontal banding in modeled WTD around day 210 for the central and south
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tramlines was caused by snowfall, which was also prominent as an anomalous spike in these
same treatments shown in figure 2.6b and 2.6c.

Figure 2.8. Modeled vs. measured mean WTD for all the three tramlines for the 2008 snow free
period. Measured WTD data were collected from June 21 to August 11, 2008. The WTD values
shown here are in centimeters.

NDWSI extrapolated across the experimental area using Quickbird satellite imagery from
August 2nd 2002 (Fig. 2.9a, pre-treatment) July 27 2008 (Fig. 11b, post-treatment) showed spatial
patterns and temporal changes in surface water. These changes were particularly evident for the
northern basin (flooded treatment). In figure 2.9, three sampling areas – treatment basin,
hypothetical flux footprint and tramline transects - are shown. The most conspicuous difference
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between these NDSWI extrapolations is an increase in NDSWI (becoming wetter) in the flooded
treatment area. Although significant differences between years were recorded in the drained and
control treatment areas (asterisks, Fig. 2.10), these are relatively minor compared to the flooding
treatment effect illustrated in figure 2.9 and further documented in figure 2.10.

11a

11b

11c

F

F

F

D

D

D

C

C
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Figure 2.9. NDSWI-linear values extrapolated across the Biocomplexity experimental area using
multispectral Quickbird images for 2002 (Fig. 11a, pre-treatment) and 2008 (Fig. 11b posttreatment). Figure 11c shows the difference of NDSWI-linear values for the two treatment years
(2008-2002). The black lines show the outer boundary of the treatment basin areas: flooded
(north) drained (central), and control (south). The letters F, D and C correspond to the flooded,
drained and control treatment areas respectively and the color legend shows the NDSWI values.
The sectors indicate hypothetical flux tower sampling footprints according to the original
experimental design, with the vertices of the sectors indicating the locations of the flux towers.

Significant differences (t-test, P < 0.05) were noted between years for all sampling areas
and treatments except for the tramline footprint in the drained treatment (see asterisks, Fig. 2.10).
Univariate ANOVA showed no significant difference between the tramline footprints in the
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control and drained treatments for both years (see letters, Fig. 2.10). The tramline footprint in
the flooded treatment was significantly different from the tramline footprints in the drained and
control treatments for both years (see letters, Fig. 2.10). Kolmogorov-Smirnov tests showed
significant difference between tramline and flux footprints and treatment basins for all years and
treatments except for the 2002 flooded treatment, where the tramline was similar to the flux
tower footprint and treatment basin (Roman numerals, Fig. 2.10). These results generally
highlight a successful flooding treatment in 2008, but revealed little apparent effect of the
draining treatment, which yielded no impact detectable by NDSWI. These results also indicated
substantial variability between sampling areas (tramline, flux footprint area, and treatment basin)
in all three treatments (flooded, drained, and control) for both 2002 and 2008. Note that the
surface hydrology of the control treatment varied between years for each sampling region,
indicating interannual variability in surface hydrology independent of any experimental
treatment effect.
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Figure 2.10. Comparison of average NDSWI-linear mapped to different sampling footprint areas
using Quickbird 2002 and 2008 images. Error bars represent one standard deviation. ‘*’ Indicates significant difference (P < 0.05, T-Test) between years (2002 and 2008) for a given
sampling area (tramline footprint, flux tower footprint, treatment basin) and treatment (flooded,
drained, control). A/B/C - Indicates significant difference/similarity (P < 0.05, Univariate
ANOVA) between treatments (flooded, drained, control) in a given year and type of sampling
area. I/II/III – Indicates significant difference/similarity (P < 0.05, Kolomogorov-Smirnof test)
between sampling areas (tramline footprint, flux tower footprint, treatment basin) within a given
treatment and year.
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2.4

Discussion
The Normalized Difference Surface Water Index (NDSWI) was able to accurately

estimate SWC and SWD in an experimental flooding and draining experiment situated in a
vegetated thaw lake basin on the Arctic Coastal Plain of northern Alaska. In the Arctic, soil
moisture and surface hydrology are important in controlling plant community composition and
ecosystem functional processes such as land-atmosphere carbon and water exchange and surface
energy balance (Merbold et al. 2009, Walker et al. 2006, Chapin et al. 2005). Understanding
how surface hydrology is changing with climate change could be key to understanding the future
state of the Arctic. This study focused on developing a spectral index capable of estimating
surface water status that would not be confounded by atmospheric moisture, would be relatively
free from instrument errors, and would be commonly available from ground-based, airborne or
satellite-borne instruments, and NDSWI appeared to meet this requirement.
Compared to EWT and WBI, two other spectral indices that have been widely used to
estimate surface hydrological properties using remote sensing (Green et al. 2006, Sims and
Gamon 2003, Roberts et al. 1997, Gao and Goetz 1995, Penuelas et al. 1993), NDSWI was a
better predictor of SWD, SWC, and WTD within the study area. We initially expected that
EWT could have captured these surface properties better than NDSWI because the calculation of
EWT employs more wavebands, and more closely adheres to physical principles of Beer’s law.
However, both WBI and EWT used wavelengths within the 970 nm water absorption band, a
region which is prone to instrument errors with the detector in our instrument (Sanchez-Azofeifa
et al. 2009). It is likely that these factors contributed to the poorer fit with these indices.
Additionally, the presence of more than one cover type (vegetation and water, having different
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scattering properties), may have reduced the efficacy of EWT in this case, since Beer’s Law
assumes minimal scattering. Our instruments and sampling protocols were designed to correct
for changing sky conditions (Gamon et al.2006a), but these corrections are often difficult under
rapidly varying cloud conditions. Since the 970 nm water band can be affected by varying
atmospheric moisture, the often cloudy and misty conditions of the site may have further
contributed to the weaker fit with WBI and EWT.

One reason why NDSWI may have

performed better was that it uses wavelengths that are on the edge of (rather than near the middle
of) the 970 nm water band. The slightly better prediction with the log version (versus the linear
version) of NDSWI suggests that a Beer’s law approximation may actually be a reasonable
assumption for modeling SWD, since Beer’s Law predicts an exponential extinction with depth,
but this becomes problematic for wavelengths affected by varying atmospheric water vapor
absorption (Sims and Gamon, 2003) and by poor instrument performance (low signal-to-noise
and stray light errors).
Electromagnetic radiation in the optical region cannot penetrate deep into opaque
surfaces (e.g. soil), which explains why negative WTD values were not modeled well with
NDSWI (low R2 values for open circles, Fig. 2.4a). When combined with positive WTD values
(i.e. standing water above the surface), these negative values did not detract from the accuracy of
the NDSWI-derived model. However, the low R2 values between NDSWI and negative WTD
values indicate that this model is not capable of accurately predicting below-ground water depth.
This weakness explained the poorer fit in the control (south) and drained (central) treatment
basins relative to the flooded (north) treatment, which was characterized by positive WTD values
(i.e. SWD) for the seasonal sampling period (Figs. 2.6 & 2.7). Thus, we caution that the
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detection of below ground water is not logically possible using the optical remote sensing
techniques we have employed in this study, but note that they work well for visible surface
water, whether expressed as SWC or as SWD (which were strongly correlated with each other,
Fig. 2.5). Although this study shows a strong potential of NDSWI to be used as an index of
SWD and SWC, we caution that further testing is required to determine the spatio-temporal
scalability of NDSWI across multiple sensing platforms, and a broader range of land cover types,
and regimes of surface hydrology.
For largely pragmatic reasons discussed above, we sought a spectral index that could not
be overly confounded by atmospheric moisture and could be calculated from readily available
ground-based, airborne or satellite-borne instruments.

It appears that NDSWI meets this

requirement. Further testing of NDSWI to assess its significance and extrapolation potential in
the Arctic and elsewhere will need to address many remote sensing challenges. These include
challenges specific to the Arctic (Stow et al. 2004), that span multiple spatial scales (Vanderbilt
et al. 2007), address spectral variation between sensors - particularly optical and space borne
sensors (Ganguly et al. 2008), and challenges that are specific to differing surface cover types
and hydrological regimes. Remote sensing challenges inherent to the Arctic include but are not
limited to characterization of diverse and fine scale landscape heterogeneity (Stoy et al. 2009,
Williams et al. 2008), frequent cloud cover and high atmospheric moisture (Stow et al. 2004,
Hope et al. 1993), and characterization of sometimes fine scale and often short-term biophysical
phenomenon that are associated with ecosystem structure and function (Laidler et al. 2008,
Vanderbilt et al. 2002). An example of the latter is the occurrence of a mid-summer snowfall
(day 213 in Figs. 2.6b and 2.6c) documented in this study. At this time, snow accumulated in the
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drained and control treatment areas but not in the flooded treatment area (Fig. 2.6a). The
response of NDSWI to this event demonstrated a strong sensitivity to snow, which appears as an
anomalously high NDSWI value (Figs. 2.6 and 2.8).
The capacity of NDSWI to characterize the surface hydrology of the study area enabled
us to evaluate the performance of the experimental flooding and draining experiment. Like many
other large-scale experimental manipulations in the ecological sciences, our flooding and
draining experiment was unreplicated, was a logistic and operational challenge, and displayed a
high degree of ‘natural’ variability in land cover and surface hydrology within and between
treatment areas (Figs. 2.9 & 2.10). The integration of various sub-project or discipline-based
sampling results from this long-term ecosystem experiment is just beginning to be determined
and this study has facilitated this process by providing a tool for evaluating the surface
hydrological properties of different treatment regions and periods. This study suggests that prior
to experimental manipulation (i.e. in 2002), the basin of each experimental treatment had
significantly different surface hydrology properties (Figs. 2.9, 2.10), as did the flux tower and
tramline sampling regions (Fig. 2.10). There were significant differences between years,
indicated by a difference in NDSWI for the control treatment (Figs. 2.9 & 2.10) and elsewhere
throughout the study area outside of the experimental thaw lake basin (Fig.2.9). In 2008,
flooding appeared to be more effective than draining throughout each treatment basin, and for
the flux tower and tramline sampling footprints within these (Fig. 2.10).

During the

experimental manipulation, further draining of the “drained” basin by pumping water lower than
the soil surface (WTD = 0) proved difficult, and this may help account for the lack of a clear
result in the “drained” treatment. Additionally, we caution that our NDSWI-based model cannot
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readily distinguish between WTD values of zero and negative values (below ground water),
because optical remote sensing method cannot penetrate far below the soil surface, so a
successful drainage treatment may not have been clearly detectable with this method.
A distinct advantage of NDSWI over the other spectral indices tested in this study is that
it can be readily adapted to a range of available satellite remote sensing platforms. Considering
the importance of surface hydrology on ecosystem processes and properties such as carbon
dioxide and methane flux (Merbold et al. 2009, Wolf et al. 2008), surface energy balance
(Euskircken et al. 2007, Chapin et al. 2005), plant phenology and response to warming (Walker
et al. 2006, Arft et al. 1999), and geomorphic processes (McNamara and Kane 2009, Lawrence
and Slater 2005), the potential for NDSWI to facilitate the advancement of modeling and spatial
extrapolation of these processes seems promising. Similar to how satellite-derived NDVI is
increasingly being used to model land atmosphere carbon flux, leaf area index, or plant biomass
(Running et al 2004), we believe that, pending further testing and refinement, NDSWI could be
applied in a similar manner to improve models of carbon dioxide or methane fluxes, which are
highly dependent on surface hydrology (Merbold et al. 2009). If possible, this could facilitate
the development of spatially explicit models that estimate net greenhouse warming potential
through the combination of land-atmosphere carbon dioxide and methane flux models. Such
development, including ground, air and satellite-based estimates of NDSWI, could be integrated
within regional studies or observatories focused on carbon dynamics recommended recently
called for by McGuire et al (2009).
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2.5

Conclusions
This study has addressed a critical need in the Arctic terrestrial sciences – an improved

capacity to detect and monitor surface hydrological properties that are associated with or regulate
important ecological processes and phenomena. Our goal was to develop a spectral index from
optical remote sensing tools that could be used to estimate SWD, and characterize changes in
surface hydrology at multiple spatial and temporal scales. The Normalized Difference Surface
Water Index (NDSWI) out-performed other spectral indices that have been used to estimate
similar properties. This index appears to accurately estimate SWD and SWC for this landscape,
and detected experimental treatment effects at multiple spatial and temporal scales in an
experimental flooding and draining experiment. We caution that while our results describe a
vegetated thaw lake basin on the Arctic Coastal Plain of northern Alaska, further work would be
needed to extend this approach beyond the context of this particular experiment. We recommend
further testing and refinement of NDSWI, and there may be substantial merit in evaluating its
potential in the development of models that estimate ecological processes and phenomenon that
are sensitive to surface hydrology such as land-atmosphere carbon dioxide, methane and water
vapor exchange.
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Chapter 3: Five years of land surface phenology in a large-scale flooding and
draining manipulation
3.1

Introduction
Detecting the biotic responses of arctic terrestrial ecosystems to environmental change is

essential for understanding the consequences of global change and the future state of the Arctic
and Earth Systems (McGuire et al. 2009, Sitch et al. 2007, IPCC 2007, ACIA 2005). Many
observed and modeled change climate change responses of arctic terrestrial ecosystems such as
surface energy budgets (Chapin et al. 2005, Euskircken et al. 2007), land-atmosphere carbon
exchange (Merbold et al. 2009, Wolf et al. 2008), geomorphic processes (Lawrence and Slater
2005, McNamara and Kane 2009), provision of ecosystem goods and services (Milennium
Ecosystem Assessment, 2005), plant and landscape phenology (Bhatt et al. 2011, Jia et al. 2009,
Walker et al. 2006), and response to warming (Arft et al. 1999, Walker et al. 2006) are related to
surface hydrology. Of particular concern, is how the combined alteration of air and soil
temperature, and altered surface hydrology will affect the structure and function of arctic
terrestrial ecosystems, particularly ecosystem carbon balance (Post et al. 2009, Schuur et al. 2009).
If the biomass increases forecast for most arctic terrestrial ecosystems (Euskirchen et al. 2010,
Euskirchen et al. 2007) do not offset predicted losses of greenhouse gases to the atmosphere due
to permafrost thaw and microbial decomposition of the substantial arctic soil carbon store
(Tarnocai et al. 2009), greenhouse warming will be enhanced (Kimball et al. 2006).
Several key studies have shown that plants can serve as effective indicators of
environmental change (Walker et al. 2006, Arft et al. 1999). At the leaf and plant level, plants
can respond to change with an increase or decrease in green-leaf biomass (Riedel et al. 2005),
pigments, and leaf water content (Hudson et al. 2010). At the plant community and ecosystem
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level, plant responses to change include shifts in species composition and abundance and
ecosystem processes such as nutrient cycling (Johnson et al. 2002) and surface energy balance
(Euskirchen et al. 2007, Chapin et al. 2005). All of these multi-level plant responses to change
can be observed and quantified using optical remote sensing techniques (Olthof et al. 2010,
Puma et al. 2007). In the Arctic however, there has been a general paucity of ground based
studies examining plant responses to change using remote sensing approaches (Boelman et al.
2003). As such, the transferability of algorithms developed for detecting these phenomenon in
other ecosystems remain poorly tested and few studies have documented seasonal and
interannual dynamics of land surface properties using these ground based methods. These
methods have, however provided cost effective ground to satellite scaling (Ueyama et al. 2010)
of leaf to landscape ecosystem properties and processes in other ecosystems (Hilker et al. 2008)
and could help to overcome many of the deficiencies associated with satellite remote sensing in
the Arctic (Stow et al. 2004).
Land surface phenology (LSP) is a measure of the seasonal variation in vegetated land
surfaces that occurs in response to climate and can be observed using ground to satellite remote
sensing approaches (Friedl et al. 2006). Using suitable vegetation spectral indices such as the
NDVI (Normalized Difference Vegetation Index), which has been shown to be useful to estimate
above ground green biomass and plant cover (Epstein et al. 2008, Boelman et al. 2003, Gamon et
al. 1995), changes in the timing and extent of peak greenness (de Beurs et al. 2010), rates of
green-up and senescence (Stow et al. 1993), differences between different landscape units, and
change over time (Bhatt et al. 2010) can be quantified. NDVI is affected by various
environmental factors (Nagol et al. 2009, Matsushita et al. 2007, Galvao et al. 2004).
63

Nonetheless, if executed correctly, landscape phenology can serve as an indicator of ecosystem
state and change over time.
This study aims to improve our understanding of the spatial and temporal dynamics and
variability in tundra land-surface phenology in a hydrological manipulation experiment. The
study further aims to understand how land-surface phenology is affected by altered surface
hydrology, and if such alterations can be documented with optical remote sensing at both the
ground and satellite scales. Specifically, we examine interannual variability in landscape
phenology and how changes in surface hydrology conducted in association with a large scale
flooding and draining experiment affected seasonal dynamics of land-surface phenology.
Building on a previous study that showed that Normalized Difference Surface Water Index
(NDSWI) could be used to characterize surface water in the study area (Goswami et al. 2010),
we also explore how NDVI dynamics relate to those of NDSWI and if these dynamics scale to
the satellite scale using MODIS time series surface reflectance data obtained for the study site
over the snow free growing period between 2000 and 2010.

3.2

Methods

3.2.1. Study Site and Experimental Design
This study was conducted within the Biocomplexity flooding and draining experiment
located on Barrow Environmental Observatory (BEO) near Barrow, Alaska, 71°17’01” N,
156°35’48” W. This large-scale experimental infrastructure was designed to examine the role of
altered water table on land - atmosphere carbon, water and energy balance. After three years of
baseline data collection from 2005 – 2007 (2007 included a failed 2-week long experimental
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manipulation at the beginning of the snowfree period), three experimental treatments were
initiated and sustained through the 2008 and 2009 snow free periods. Treatments consisted of a
control section that was unmanipulated and held relative to water tables outside the experimental
area, and flooded and drained sections where the water table was raised and lowered by 10 cm
relative to the control treatment respectively (Fig. 1.2b). This experimental design explicitly
allowed for interannual variability to be incorporated, which in this unreplicated experiment was
essential for assessing the integrity of the experiment by testing the hypothesis that during a wet
year, ecosystem properties and processes in the control treatment would be similar to those of the
wet treatment area in a dry year.
Vegetation within the Biocomplexity experimental area is predominantly moist and wet
graminoid tundra (Teh et al. 2009). The study site is underlain by continuous ice and organic
carbon-rich permafrost and the general landscape has characteristic thermokarst features
common on the Arctic Coastal Plain including shallow ponds, high and low-centered polygons,
polygon rims and troughs, and meadows (Brown et al. 1980). Active layer depth is typically less
than 50 centimeters in the experimental area (Shiklomanov et al. 2010). Soils are generally
moisture rich due to shallow drainage gradients and impermeable continuous permafrost, and are
predominantly comprised of cryoturbated gelisols (Bockheim et al. 1999, Miller et al. 1998).
Rates of evapotranspiration are relatively low (Liljedahl et al. 2011).
The study area has characteristic long and cold winters with a mean winter air
temperature of -26.6°C in February. Summers are relatively cool and wet and mean maximum
temperatures in July typically reach 4.7°C (Bockheim et al. 1999). During summer, 24 hour
daylight prevails for 85 days between May 10 and August 2. The mean annual temperature for
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Barrow is approximately -12.0°C (Oberbauer et al. 2007). Snowmelt occurs in early June when
average daily air temperatures rise above 0°C, and snow typically begins to accumulate in mid to
late September (Hobbie 1975).

3.2.2 Reflectance Measurements
A robotic tram system (Gamon et al. 2006a) was used to collect the field reflectance data
used for this study. The tram system consisted of three 300 m long transects (“tramlines”) with
one tramline located in each of the three treatment areas and oriented in an east-west direction
spanning the entire width of the lakebed. Each of the tramlines was 200 meters in length in 2005
and was extended by 100 meters in early spring of 2006. This required snow removal for the
length of the extension (meter 201 – meter 300) for each of the tramlines. This infrastructure
provided an ideal research platform for repeat measurement of surface spectral properties of the
same study area affected by contrasting surface hydrology regimes throughout the snow-free
period. A detailed description of the experimental infrastructure used for this study is given in
(Goswami et al. 2011).
Reflectance data were collected at every meter along each tramline using a dual detector
Unispec DC field spectrometer (PP Systems, Amesburry, MA, USA) housed within a robotic
cart that was operated semi-autonomously (Gamon et al. 2006a). The cart travelled along the
tramline at an average speed of 20cm/s, taking approximately 25 minutes to travel the full length
of the 300m long tramline. The spectrometer was activated when a mechanical switch mounted
on the base of the robotic cart was triggered as the cart passed over crossbars positioned every
meter along each tramline. One run along the length of one tramline produced three hundred
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spectral measurements every time the robotic cart was operated. A footprint area of
approximately 1m2 was achieved by positioning the downward looking foreoptic (with a 20
degrees field of view) on a south-facing boom mounted to the cart approximately 3 m above
ground level. The upward and downward looking detectors of the field spectrometer were
cross‐calibrated in the field using a white reflectance panel with 99% reflectance (Spectralon,
labsphere, North Sutton, NH, USA) at the beginning and at the end of each run as described in
Gamon et al (2006a). The Unispec DC had a nominal range of operation between 303 and 1148
nm in 256 contiguous bands with a spectral resolution of approximately 3 nm and a full width at
half maximum of approximately 10 nm. Tram measurements were made three times every week
during the field season if weather permitted (no extreme winds, fog, rain, or falling snow). Data
used for the study documented in this paper was extracted from datasets that spanned the
majority of the snow free growing period between mid June and mid August in all years between
2005 and 2009.
This study utilizes the Normalized difference vegetation index (NDVI) to document
seasonal and interannual landscape phenological dynamics. NDVI values were calculated for
each sampled meter of each tramline for every day measurements were made (n=300
measurements/tram/day) using the following equation (Gamon et al. 2006a):

R (NIR) – R
NDVI =

----------------------- Equation (3.1)
R (NIR) + R

Where R(Red) = 680nm and R(NIR) = 800nm
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To visualize seasonal trends in NDVI, mean NDVI for each tramline and sample time was
calculated for each of the five years of measurement (2005 – 2009).
Additionally, Normalized Difference Surface Water Index (NDSWI) (Goswami et al.
2011) was calculated to investigate the affect of surface water on reflectance spectra as follows:
Ln R (NIR) – Ln
NDSWI =

Ln R(NIR) + Ln R(Blue)

---------------- Equation (3.2)

Where R (Blue) = 460nm and R(NIR) = 100nm

3.2.3 Ancillary Measurements:

A range of ancillary measurements were made in addition to the reflectance
measurements described above. Water table depth data were collected manually every 10 meters
along each tramline within a day of the spectral measurements being acquired. Water table depth
measurements were made relative to the ground surface using perforated PVC tubes inserted in
holes drilled to below the active layer. Negative numbers indicate water levels below the ground
surface whereas positive numbers indicate pooling of water above the ground surface.
Digital photos of each of the tramline footprints were taken several times during the
2006-2009 field seasons using a Nikon Coolpix 5400 camera mounted on the boom of the
robotic tram looking downward. The camera was triggered manually every meter of the tramline
using a remote trigger so that the footprint of the spectral measurements was captured. Oblique
landscape photographs of each tramline area were also taken from the west end of each tramline
once every week from early June to the end of August in 2009.
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A HOBO automated weather station (AWS) was used to measure air temperature,
relative humidity, precipitation and photosynthetic active radiation (PAR) between early June
and late August at one minute intervals. The AWS was installed at the west end of the central
tramline. Surface elevations at every meter of each tramline were measured using a survey grade
Trimble differential GPS unit to document microtopographic variability along each of the
tramlines.

3.2.4 Statistical Analysis
To determine the effect of experimental flooding and draining on seasonal LSP, a series
of regression analyses were used. For pre-treatment years, regression models were built to
predict mean NDVI values of the north and central tramlines from the measured NDVI at the
southern tramline. During experimental years (2008-2009), to quantify treatment effects,
measured NDVI from the north and central tramlines was subtracted from NDVI predicted with
the use of the regression equations that modeled pre-treatment conditions The extent to which
treatment effects could be determined for 2009 is limited by an interruption of water levels in the
control treatment late in the growing season, which were experimentally altered by other
investigators as part of a short-term experiment flooding experiment during the middle two
weeks of August.
A gamut of interacting factors is known to affect both the vegetation signal and spectral
measurement of NDVI in tundra landscapes (Stow et al. 2004, Jia et al. 2002, Hope and Stow
1995, Walker et al. 1995). To quantitatively explore the environmental controls of seasonal
NDVI at the study site, regression tree analysis was performed using JPM 7.0 (SAS Institute,
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Inc. Cary NC) statistical software where NDVI data for 2005 – 2009 averaged for each tramline
was included as the y-response (dependent variable). X-response variables (independent
variables) included day since snow melt (DSSM), mean daily air temperature, water table depth,
and total daily PAR. Daily average temperature, water table depth and daily total PAR were
calculated from AWS measurements. Regression tree analysis is a practical and informative
(Khier et al. 2008) procedure useful for data exploration and several studies have used this
approach to explore the presence of ecological thresholds (Khier et al. 2008, Michaelson et al.
2004, Franklin 1998, and Kandrika 2008).
NDSWI was developed to characterize the cover and depth of surface water from spectral
bands common to a range of ground, aerial, and satellite optical remote sensing instruments, and
increases with increasing water cover and depth (Goswami et al. 2011). For this study, NDWSI
was calculated following Equation (3.2) for each year/tramline/measurement combination. Time
series of mean NDSWI and NDVI values were plotted over the snow free period of the growing
season for all five years of study (2005 – 2009) to explore how a change in NDVI correlated with
a change in NDSWI (i.e. surface water ) (Fig. 3.9). Differences in NDVI and NDSWI values
between sampling times within a season were first calculated for a given measurement day by
subtracting the NDVI and NDSWI value from the previous sampling day (e.g. “day 175” – “day
173”, “day 177” – “day 175”, “day 179” – “day 177” etc.) for all three treatment areas and
treatment years (i.e. 2008 and 2009). Following this, linear regression models were developed
between “the change in NDVI within a given sampling period” and “change in NDSWI within a
given sampling period” for both the flooded (north), drained (central), and control (south)
treatment areas. The drained and control sections of the study area had very little surface water
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present compared to the flooded section during treatment years so regression models were
developed separately for the flooded section.
To study how the relationships of NDSWI and NDVI held at the landscape level, 250m
pixel size MODIS 8-day composite data were extracted from the Oak Ridge National Laboratory
as a 2km by 2km study area using the study site as the center of the subset using data. NDVI
values were created using Equation (3.1) and Band 1 (620-670nm ~ Red) and Band 2 (841876nm ~ NIR). NDSWI values were calculated using Equation (3.2) and Band 3 (459-479nm ~
BLUE) and Band 5 (1230-1250nm ~ NIR). NDVI and NDSWI values were calculated for the
average value of the entire subset swath at a given time period and also for individual pixels
within the subset (n = 64 pixels). Regression models were developed between NDSWI and
NDVI for the average values of the entire subset and for the individual pixels for the subset to
investigate the effect of surface water on NDVI.
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Figure 3.2. Seasonal changes in land-surface phenology visualized on the left
with photographs and on the right with reflectance collected on the same day
as the photographs and averaged over the 300m length of the south tramline.
Surface spectral reflectance was able to capture the transition from snow melt
to maximum greenness in the study area as shown above. The first
photograph/plot pair shows the spectral characteristics of melting snow (1a,b),
followed by the spectral characteristics of the experimental area immediately
after snowmelt (1c,d), in the initial growth period (1e,f), and during the peak
growing period (1g,h). The arrows pointing at 680nm and 800nm show the
wavelengths used for calculating NDVI and the at 460nm and 100nm show the
wavelengths used for calculating NDSWI.
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3.3.

Results

3.3.1 Seasonal and interannual variability in land-surface phenology
The transition of the tundra landscape near Barrow as it transitioned from snow-melt in
late spring to peak greenness in late July to early August was effectively captured with
photographs of site conditions acquired each time the tramlines were sampled. Surface
reflectance spectra were also able to capture these transitional states of the landscape throughout
the growing season (Fig. 3.1). The snow-melt state of the landscape (Fig. 3.1a), which typically
occurs in early June, is represented by the spectrum given in figure 3.1b where the water
absorption feature at approximately 970nm is clearly visible. Within the study area and following
snow-melt, the landscape is generally flooded (Fig. 3.1c), which is represented by the rather flat
reflectance spectra (Fig. 3.1d) and prominent water absorption feature. Following draining,
infiltration, evapotranspiration and plant growth (Figs. 3.1e and 3.1g), the spectral signature of
vegetation becomes more dominant and no longer includes a strong water absorption feature
(Fig. 3.1f). This includes the development of the red edge, which is the rapid change in
reflectance in the near infrared range (around 700nm) due to absorption by chlorophyll and a
subtle water absorption feature in the 900 nm band through July. Peak growing season typically
occurs in early to mid August (Fig. 3.1g) (Puma et al. 2007). NDVI derived from reflectance
spectra given in figure 3.1 (Fig. 3.2), show strong seasonality associated with snow melt and
greenup during the typical snow free period in the study area.
Seasonal plots of mean NDVI values for each tramline and year of study showed subtle
seasonal differences but no striking differences interannually (Figs. 3.3a, 3.3b, and 3.3c). 2006
showed an early snowmelt compared to other years and may in part be related to snow removal
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associated with the extension of each of the tramlines. The south tramline area had an early
snowmelt in 2007. North tramline NDVI values for the 2008 season showed a sudden drop
around day 200 that was followed by an increase in NDVI at the next measurement day, after
which NDVI decreased again around day 210 and remained steady at a low value for the rest of
the measurements made during that snow free period. Similar sudden drops in NDVI values were
observed for the central and south tramlines, around day 210 for 2008. This sudden drop in
NDVI values for the central and the south tramlines did not follow the patterns observed at the
north tramline. NDVI values at the south and central tramlines increased after the sudden drop
and followed the same seasonal pattern as described for the north tramline. The short-term
variability in NDVI values are investigated in greater detail in figures 3.6 and 3.7 below.
Between 2005 – 2009, seasonal peak values of NDVI always occurred earlier for the north
tramlines compared to the south and central tramlines. Seasonal peak greening at the North
tramline was five days earlier than the central and south tramlines in 2005, ten days earlier in
2006, two days earlier in 2007, and twelve days earlier in 2008, and ten to twelve days earlier in
2009 (Fig. 3.3d).

Figure 3.3. Change in land-surface phenology (NDVI) at different days of the year (DOY)
over the course of the 2008 snow free period for the same dates shown in figure 3.1.
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Figure 3.3. Seasonal and inter-annual patterns of land-surface phenology (mean NDVI for all
measurements along each tramline) for each of the treatment areas for pre-treatment (2005, 2006,
2007) and treatment (2008, 2009) years. Initiation of greening was dependent on snow melt and
a moderate level of variability in NDVI was noted for most treatments and years. The DOY
corresponding to peak season NDVI is shown in 3d. The standard deviations for snow-free
periods for all the tramlines for all the years were ≤ 0.1.

3.3.3 Treatment effects on interannual land-surface phenology
Correlations between south tramline NDVI values for 2005 – 2007 and NDVI values for
this same period at the central and north tramlines showed strong relationships (R2 = 0.89, P <
0.001 for south vs. central tramlines figure 3.4a; and R2 = 0.88 P < 0.001 for south vs. north
tramlines Fig. 3.4b). Similarly, regressions between WTD values for 2007 for south vs. central
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Figure 3.4. Figures 4a and 4b show the linear regression models developed from data in pretreatment years to predict NDVI at the northern and central tramlines using measured NDVI in
the southern control treatment area. Figures 4c and 4d show similar models developed for
WTD using data from 2007 (pre-treatment year).
and south vs. north tramlines showed strong linear relationships (R2 = 0.96, P < 0.001 for south
vs. central, Fig. 3.4c; and R2 = 0.96, P< 0.001 for south vs. north Fig. 3.4d). These strong
relationships allowed for the experimental effects on WTD and NDVI to be quantified by
calculating the difference between modeled values and measured values for WTD and NDVI
during 2008 and 2009.
At the north tramline, measured vs. modeled WTD showed that measured WTD was
consistently higher than modeled WTD for the majority of the 2009 growing season (Fig. 3.5a),
while the measured WTD was only consistently higher than the modeled values towards the later
part of the season starting around day 205 in 2008 (Fig. 3.5c). For both 2008 and 2009, measured
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WTD was consistently lower than the modeled values for the central tramline (Fig. 3.5b, 3.5d).
These suggest that the flooding treatment was most successful during 2009 and that a successful
draining treatment was established in both 2008 and 2009.

Figure 3.5. Comparison of modeled (no treatment) vs. measured NDVI and WTD (treatment)
time series for the north and control treatments in 2008 and 2009. NDVI and WTD were
calculated using the models developed given in figure 4 above for the snow free growing seasons
of 2008 and 2009.
At the north tramline, measured vs. modeled NDVI showed that measured NDVI was
consistently but only slightly higher than modeled NDVI throughout the growing season in 2009
(Fig. 3.5a) while the measured NDVI was slightly lower than the modeled values towards the
later part of the season starting around day 205 for 2008 (Fig. 3.5c). For the central tramline,
measured NDVI values varied considerably throughout the growing season in both 2008 and
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2009 (Fig. 3.5c). Little difference between modeled and measured NDVI was observed in 2008
(Fig. 3.5d) but NDVI was higher than modeled values in 2009 after DOY 195 (Fig. 3.5b).

3.3.4 Relationship between land-surface phenology, microtopography and water table depth
To investigate phenomenon associated with the sudden drop in NDVI values observed in
2008, spatially detailed plots of NDVI, microtopography, and WTD were constructed for the
north and south tramlines for measurements made on July 21 and August 6 in both 2007 and
2008. These periods varied considerably in WTD and the response of NDVI between
experimental treatments, and thus were used to further investigate the relationship between
NDVI and surface hydrology. Intercomparison of these plots (Fig. 3.6) showed that average
WTD for the north tramline was approximately 15 cm higher in 2008 than in 2007 and
approximately 12 cm above ground level. This meant that areas of lower topography along the
north tramline were flooded in 2008 whereas the water table was below ground level on the same
day in 2007. Corresponding with this, NDVI values for areas of lower elevation along the north
tramline were lower in 2008 than in 2007. The same intercomparison for the south tramline
(control) showed that NDVI values were not substantially different between the two years,
despite similar absolute differences in mean WTD, which remained below ground level. Mean
WTD increased by approximately 5 cm between July 18th and July 21st in 2008 at the north
tramline due to flooding treatment. This resulted in a similar response in NDVI to the interannual
differences described above between 2007 and 2008 and NDVI decreased markedly in the low
lying areas (Fig. 3.7). Mean WTD for the south tramline also increased by approximately 5 cm
(from -5cm to 0cm, i.e. below ground level) over this same time period but this did not result in a
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change in NDVI. These investigations suggest that the presence of water above ground level
interferes with NDVI signatures over short to long term periods, whic
which
h is investigated in greater
detail in Section 3.6 below.

Figure 3.6. Plots of NDVI (green), microtopographic variation (gray) and mean WTD (blue) for
the north and south tramlines on August 6th 2007 and 2008.
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Figure 3.7. Here the green line indicates NDVI, the blue line indicates average water table depth
and the grey line indicates elevation of the tramline area. The above figure shows how a rise in
above ground water table depth on the north tramline area lowers the NDV
NDVII values on July 21,
2008 shown in 8b compared to the NDVI va
values
lues for July 18, 2008 shown in 8a.
8a This effect is
similar to the effect observed in seasonal patterns of NDVI for north tramline on DOY 210 in
figure 5c. Even though below ground water table dep
depth
th was raised on the south tramline on July
21, 2008 shown in 8d compared to July 18, 2008 shown in 8c,, the NDVI values did not decrease.

3.3.5 Environmental controls of land
land-surface phenology
The regression tree analysis performed on data from all years (2005
(2005-2009)
2009) was able to
account for approximately 74% of the variability in the dataset (Fig. 3.8). The primary control of
NDVI for DSSM ≥ 28 was WTD < 6.39cm. Between DSSM of 18 and 28, WTD ≥ 6.39cm was
the primary control of NDVI.
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All Row s
Count
160 LogWorth Difference
Mean
0.3828187 26.617428
0.12833
Std Dev 0.0836028

DSSM<18
Count
53 LogWorth Difference
Mean
0.297 8.5478824
0.09455
Std Dev 0.0593552

DSSM<7
Count
14
Mean
0.2274286
Std Dev
0.047526

DSSM>=7
Count
39
Mean
0.3219744
Std Dev 0.0403103

DSSM>=18
Count
107 LogWorth Difference
Mean
0.4253271 6.9385395
0.07536
Std Dev 0.0570038

WTD>=6.39
Count
17
Mean
0.3619412
Std Dev 0.0484452

WTD<6.39
Count
90 LogWorth Difference
Mean
0.4373 7.9583933
0.06319
Std Dev 0.0503566

DSSM<28
Count
24
Mean
0.3909583
Std Dev
0.029573

DSSM>=28
Count
66
Mean
0.4541515
Std Dev 0.0456216

Figure 3.8. Regression tree analysis conducted on NDVI for all data collected between 20052009 (n = 160, R2 = 0.74, No. of splits = 4).

3.3.6 Relationship between NDSWI-NDVI (surface hydrology and greenness)
Simultaneously plotting NDSWI and NDVI over the course of the snow free growing
season showed a strong negative relationship (Fig. 3.9). Low values of NDVI were recorded
when high values of NDSWI were also recorded and vice-versa (Fig. 3.9). This effect was
particularly prominent at the north tramline during treatment years (2008 and 2009). Linear
regression analysis between change in NDSWI and change in NDVI within a sampling period in
2008 and 2009 showed a strong correlation (R2=0.69) for the flooded section while this
relationship was not so strong for the control and the drained sections (R2=0.29) (Fig. 3.10). At
this time, WTD was largely below ground in the central and south treatment areas, further
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suggesting that the measurement NDVI is only affected by dynamic fluctuations in WTD when
WTD is below ground level. Linear regression analysis between NDSWI and NDVI calculated
from the MODIS 16 day composite time series data for 2000 – 2010 between DOY 185 – 297
showed a R2 value of 0.61 indicating that in the relationship between NDSWI and NDVI scales
to the satellite scale (Fig. 3.11).

Figure 3.9. Seasonal dynamics of mean NDVI (green) and NDSWI-log (blue) for all three
tramlines 2005 – 2009. 2005 – 2007 were pre-treatment years and 2008 – 2009 were treatment
years. .
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Figure 3.10. Relationship between the change in NDSWI and NDVI in a measurement period for
the north (open circle), and the South and Central tramlines (solid circles) in 2008 and 2009. The
north tramline area (flooded) showed a strong correlation indicating that change in surface water
affects NDVI values.

y = -0.3817x + 0.1967
R² = 0.61, N = 38, p < 0.01
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Figure 3.11. Relationship between NDSWI and NDVI using MODIS 8-day composite time
series data for 2000 – 2010 between day 185 and day 297 for each year.
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3.4

Discussion
The study of LSP using remote sensing (Friedl et al. 2006, Henebry et al. 2005), has seen

significant progress over the past two decades (Zhang et al. 2006, White et al. 2005, Zhang et al.
2003, Myneni et al. 1997). Numerous studies have used time series vegetation indices derived
from reflectance data acquired by satellite sensors to document and improve understanding of
fundamental landscape to continental scale ecosystem properties (Bhatt et al. 2010, Jia et al.
2009, Running et al. 2008, Myneni et al. 1997). LSP is a key indicator of ecosystem dynamics
that are susceptible to environmental change (Myneni et al. 1997). Detecting biotic responses
such as phenology to a changing environment is essential for understanding the consequences of
global change including impacts to ecosystem carbon balance (Merbold et al. 2009, Wolf et al.
2008) energy balance (Euskirchen et al. 2007, Chapin et al. 2005), and biodiversity (Foster et al.
2010). This study aimed to monitor seasonal and inter-annual trends in LSP and understand how
LSP responds to altered surface hydrology and interannual climatic and other environmental
variability using reflectance data from the robotic tram system. The robotic tram system used in
the study provided an excellent platform to make continuous and repeatable ground-based
measurement of LSP over the study period of 2005-2009 as part of the biocomplexity
experiment.
We expected to observe substantial changes in LSP in response to the flooding and
draining experiment. Instead, we observed a response to the experimental treatments that had a
similar magnitude of variability to that associated with interannual variability. In retrospect, the
LSP results are expected now that more detail on the interannual variability in WTD has been
established. This study has shown that interannual variability in WTD is just as great as
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experimental effects associated with the treatments, hence the treatments invoke realistic
environmental states and serve to extend the opportunity to observe condition states that are
plausible for the study site. Experimental flooding treatments in 2008 were not as consistent as
those in 2009. The year 2008 was wetter and the capacity to flood was limited by the
experimental infrastructure and natural topography which did not permit flooding beyond the
level studied as water simply poured out over the top of the topographic margins intended to
contain the treatment. Similar problems were minimal in 2009. These limitations in flooding
treatments were visible in the LSP patterns for 2008 and 2009 as 2008 showed more fluctuations
in the seasonal pattern of LSP than in 2009.
The 2006 seasonal pattern of NDVI showed the earliest snow-melt and highest peak
season values for the control and the drying treatment areas. This was probably due to snow
being removed in early spring for construction that extended the tramlines by 100m to the east of
each of the tramlines for an extension of the tramlines. This finding supports previous finding
that early snowmelt can result in higher peak season NDVI and productivity (Puma et al. 2007,
Kimball et al. 2006).
The strong correlation between the south and central and north tramlines for NDVI and
WTD indicated that values for the central and north tramlines can be modeled from the south
tramline to assess the likely experimental impact of the draining and flooding experiments
respectively. This was important for this experiment because it was unreplicated, and the
treatments were held relative to interannual variability such that flooding during a dry year
presents WTD’s similar to what is experienced in the control treatment in a wet year. There was
no marked difference in landscape phenology associated with the treatments. This finding is
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similar to those reported by Olivas et al. (2011) and Zona et al. (2011) for CO2 flux. This is
unlike findings reported for thaw depth where deeper thaw depths were reported for 2008 and
2009 for the flooding treatment area compared to 2006 and 2007 (Shiklomanov et al. 2010).
The effect of the treatment on LSP was more subtle than expected. To better understand
factors controlling the spatiotemporal variability in the LSP patterns of the three treatment areas,
regression tree analysis was used to analyze the interplay between NDVI and a range of factors
shown by other studies to influence LSP and other ecosystem properties and processes. These
included DSSM, daily average temperature, daily total PAR, and WTD for snow-free period of
the growing season. Regression tree analyses do not allow for derivation of causation. Instead
they are intended for the data mining and exploratory analyses that facilitate the discovery of
tipping points and correlations with multiple and co-occurring environmental drivers. Here
regression trees suggest that the spatiotemporal variability in NDVI was strongly controlled by
DSSM and WTD thereby giving us new understanding of the environmental controls of NDVI
spatiotemporal variability. We have known DSSM to be an important factor controlling seasonal
NDVI but this appears to be the first ground based study in the arctic to show that variable
surface hydrology can impact capacities to adequately determine NDVI.
More detailed analyses of LSP along tramlines on specific dates of measurement indicate
both the challenge of acquiring NDVI in the presence of surface water strongly interferes with
spectra used to derive NDVI. In this detailed study, the importance of micro-topography in
influencing NDVI and surface water coverage was strongly apparent. Other studies have also
shown how microtopographic variability can control ecosystem properties and processes such as
species distribution (Henry 1998), soil moisture and WTD, surface energy budgets, trace gas flux
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(Zona et al. 2011). Analysis for pre/post treatment variability and for short-term inter-annual
variability showed that fluctuations in WTD and surface water cover had the greatest impact in
low lying areas and NDVI decreased as WTD and surface water coverage increased. This
phenomenon was observed between years, within a season and with environmental variability
that was experienced over just a few days. Although there is likely to be some variability in the
above ground green plant biomass that is measured as NDVI in such measurements, the majority
of the variability experienced can be explained by surface water coverage, which appeared to be
well described by NDSWI, a spectral index for estimating surface water cover and depth
(Goswami et al. 2011).
The statistically strong relationship between NDSWI and NDVI in the MODIS 2km by
2km subset created for the study area also indicated that surface water could play an important
role in controlling NDVI values at the satellite scales. The implications of this finding is
important – especially for large scale studies in the Arctic that use satellite data where NDVI is
used as an indicator of greening (Bhatt et al. 2010, Jia et al. 2009). Results from this study
suggest that WTD is near the ground surface, greening can be documented as a result of drying.

3.5

Conclusions

This study characterized seasonal and interannual trends in land-surface phenology in an
arctic tundra landscape for a period of five years and included measurement of pre and post
flooding and draining treatment conditions in a large scale experimental manipulation. To our
knowledge, no studies have reported such an extensive spatio-temporal dynamics of land-surface
phenology in an arctic landscape using near surface remote sensing techniques. The overarching
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goal of the study was to further understand the spatio-temporal dynamics and controls of LSP in
an arctic tundra landscape using optical remote sensing and investigate if altered surface
hydrology could impact LSP. We also sought to investigate these effects on data collected from
ground and satellite platforms. Findings indicate there were no major differences between
interannual patterns or treatment differences in land-surface phenology in the study area. There
were some abrupt changes in intraseasonal patterns, which seemed to occur due to changes in
surface hydrology as a result of experimental treatments and weather events such as snowfall
events. A relatively high spatial resolution analyses also suggested that changes in land-surface
phenology appeared to be related to changes in surface hydrology in areas of low lying
microtopography where WTD was above ground. NDSWI and NDVI showed a strong negative
relationship when water table was above ground level indicating that an increase in the cover of
surface water, which is measureable with NDSWI, decreases NDVI and vice versa. These
relationships held both at the high resolution tramline scale (plot level) and at the landscape level
measured from reflectance derived from a globally orbiting satellite platform. Although
widespread greening of the Arctic has been documented, this study suggests that if there has
been a drying of landscapes similar to surface that of the study area, NDVI could have increased,
not necessarily as a result of increased green plant biomass but because there is less water, which
distorts accurate measurement of NDVI. Such drying of arctic landscapes has important
implications for further understanding arctic ecosystem change and predicting the future state of
the Arctic and Earth Systems.
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Chapter 4: Relationships of NDVI, Biomass, and Leaf Area Index (LAI) for six
key plant species in Barrow, Alaska
4.1

Introduction
High latitude arctic ecosystems are undergoing dramatic changes in response to climate

change (Post et al. 2009, IPCC 2007, ACIA 2005, Hinzman et al. 2005, Smith et al. 2005).
Arctic vegetation is particularly sensitive to climate change (Walker et al. 2005, Epstein et al.
2000, Myneni et al. 1997). A slight change in summer air temperatures, for example, has the
capacity to cause major changes in plant growth (Arndal et al. 2009), vegetation structure (Riedel
et al. 2005), phytomass (Epstein et al. 2008), species diversity, and shifts in altitudinal and zonal
vegetation boundaries (Walker et al. 2005, Jia et al. 2002). Changes in vegetation biomass have
important consequences for many components of the Arctic System including surface energy
budgets (Chapin et al. 2005), permafrost (Shiklomanov, 2010) and hydrological cycles
(Vorosmarty et al. 2008). Changes in plant growth also have important feedbacks to the Climate
System through changes in ecosystem carbon balance (Schuur et al. 2009, McGuire et al. 2007).
Therefore, understanding how vegetation biomass changes across different arctic ecosystems is
key to understanding the future state of ecosystem structure and function in the Arctic.
Optical remote sensing is a valuable tool capable of assessing changes in plant biomass
and other ecosystem properties and processes in response to climate change at multiple spatial
scales panning leaf to ecosystem to global scales (Huemmrich et al. 2010, Sitch et al. 2007,
Riedel et al. 2005, Boelman et al. 2003). Remote sensing, apart from being the only suitable tool
for repeated assessment of vegetation properties such as phenology and biomass at regional to
continental scales, is particularly well suited to monitoring changes in arctic ecosystems because
of the logistical difficulties in accessing these vast and mostly unpopulated areas. Satellite based
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sensors such as AVHRR, MODIS, Landsat have either daily coverage and/or accessible
historical time series data of the Arctic, which provides opportunities for monitoring long term
change (e.g. Bhatt et al. 2010, Olthof et al. 2008, Myneni et al. 1997) in factors such as biomass
and leaf area index (LAI) (Riedel et al. 2005, Walker et al. 2003, Hansen 1991). Large scale
studies in the Arctic have used optical remote sensing indices (i.e. NDVI) using data from
satellite platforms to study long-term changes in vegetation greenness (Bhatt et al 2010, Olthof et
al. 2008, Myneni et al. 1997). For a majority of these studies, ground-based data suitable for
calibrating and validating remote sensing products are lacking.
Even though ground based validation of satellite-derived indices of biomass is well
explored in other ecosystems (Soenen et al. 2010, Pontailer et al. 2003, Gamon et al. 1995), only
a few studies have related plot level spectral reflectance indices to aboveground biomass or landatmosphere CO2 fluxes in the Arctic (Arndal et al. 2009, Epstein et al. 2008, Boelman et al.
2003). Some studies have related spectral reflectance to CO2 fluxes to demonstrate the usefulness
of NDVI in arctic landscape (Huemmrich et al. 2010, Puma et al. 2007, McMichael et al. 1999),
while other studies have demonstrated the usefulness of spectral indices in estimating
aboveground biomass (Epstein et al. 2008), and biomass and landscape age (Walker et al. 1995).
However, total live plant biomass and net primary productivity is highly variable among arctic
plant communities (Riedel et al. 2005, Shaver at al. 1996). More studies are required, therefore,
to explore and establish fundamental relationships between optical measurements and ecosystem
properties and processes in the Arctic.
In this study we explore the relationship between above-ground biomass, LAI and NDVI
for six vascular plant species common in tundra near Barrow, Alaska (Johnson et al. 2011,
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Hollister et al. 2006, Webber et al. 1978). To extrapolate these relationships to the landscape
level and over decadal time scales in order to assess how ecosystem structure and function may
have altered, we used plant community data from an International Polar Year Back to the Future
(BTF) study (Callaghan et al. 2011, Villarreal et al. Accepted), which revisited sites established
in Barrow during International Biome Program (IBP, Brown et al. 1980, Webber et al. 1978).

4.2.

Method

4.2.1 Site Description
Data for this study were collected on or near the Barrow Environmental Observatory
(BEO), Alaska, 71°17’01” N, 156°35’48” W. The site is situated on the northern-most point of
the Alaskan Arctic Coastal Plain and has a low relief and an average elevation of 4 meters
(Aguirre et al. 2008). Seventy two percent of the landscape near Barrow contains oriented
lakes, drained thaw lake basins and small ponds (Hinkel et al. 2003). The region is underlain by
continuous permafrost and includes thermokarst terrain typical of the Alaskan Arctic Coastal
Plain (Brown et al. 1980), such as thaw lakes, high and low-centered polygons, shallow ponds
and lakes. Active layer is generally less than 50 centimeters (Shiklomanov et al. 2010). Soils of
the area have been described by Bockheim et al. (1999) and include cryoturbated gelisols,
specifically Typic Aquorthels with high soil moisture content, Histoturbels, and Aquaturbels.
The upper layer of this soil consists of carbon rich peat (ca. 50 kg/C/m3) (Bockheim et al. 2001).
Soils are generally moisture rich due to shallow drainage gradients, relatively low rates of
evapotranspiration, and impeded drainage caused by ice-rich continuous permafrost (Liljedahl et
al. 2011, Bockheim et al. 1999, Miller et al. 1998).
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4.2.2 Biomass Harvest
Plant species selected for the study included Arctophila fulva, Carex aquatilis, Dupontia
fisheri, Eriophorum angustifolium, Eriophorum scheuchzeri and Petasites frigidus. These six
species are among the eight most common vascular plant species in the Barrow area (Webber et
al. 1978, Johnson et al. 2011, Hollister et al. 2006). Twelve plots were selected for harvesting of
above ground biomass (Table 4.1). The selected plots had dense mono-specific plant cover for a
respective key plant species, which was considered to equate to 100% cover of the respective
species. All plots were chosen so that there was no standing water present. Green fractions of the
above ground plant biomass were harvested using a circular ring 23.3 cm in diameter. Green
biomass within the plots was harvested and stored in zip-lock bags and kept cool. Harvested
biomass was sorted within a few hours for any impurities then weighed using an Explorer Ohaus
balance with accuracy of 0.0001g. Samples were then oven dried and weighed several times until
no further loss in weight was recorded. The mean biomass for each species was calculated by
averaging values for all plots for in which each species was found.

Biomass for each of the plots was also calculated as follows:
Biomass = Dry Weight * 0.054 gm/m2 ---------------- Equation (4.1)
Here 0.54 m2 is the area of the harvest plots.

4.2.3 Spectral Data Collection
Spectral reflectance data for all the vegetation plots were collected before the plots were
harvested using a dual-detector field portable spectrometer (Unispec DC, PP Systems,
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Amesbury, MA, USA), which collects radiance (radiation from the target) and irradiance
(radiation from the sky) simultaneously, thereby permitting correction of surface reflectance
under varying sky conditions (Gamon et al. 2006a). The two detectors were cross-calibrated
using a white panel with 99% reflectance (Spectralon, Labsphere, North Sutton, NH, USA)
several times during spectral measurements. The Unispec-DC had a nominal range of operation
between 303 and 1148 nm in 256 contiguous bands with a spectral resolution of approximately
3 nm and a full-width-half maximum of approximately 10 nm. The usable range of this detector
(range with reasonable signal-to-noise) is approximately 400-1000 nm. The downward looking
sensor has a field of view of 20 degrees and therefore to cover a plot size of diameter 23.3 cm,
spectral scans were taken at a height of 78 cm above the plots. Measurements were taken around
mid-day.
For each plot sampled, the normalized difference vegetation index (NDVI, Sims and
Gamon 2003) was derived from the hyperspectral reflectance data (Equation 4.2). NDVI is
indicative of the abundance of photosynthetically active vegetation (Rouse et al. 1974).

NDVI = (R800 – R680)/ (R800 + R680) ------------ Equation (4.2)

Here R680 and R800 are reflectance values at 680nm, 800nm wavelengths respectively. Average
NDVI for each species were calculated by averaging NDVI values for all plots in which each key
plant species was found.
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4.2.4

Calculation of Leaf Area Index (LAI)
Digital photos of the vegetation plots were taken before the plots were harvested using a

Nikon Coolpix 5400 digital camera. The photos were taken with an automatic exposure looking
vertically down at the plots to capture a rectangular area of roughly 50cm by 50cm. The color
images were recorded in JPEG format and downloaded for further processing. LAI was derived
from the digital images following the method given by Luo and Pattey (2010) and uses
GreenCropTracker v.1.0 software developed by Agriculture and Agri-Food Canada. This
software is provided free of cost and uses the IDL (Interactive Data Language) virtual machine
freely available from ITT Corporation, USA and calculates vegetation green cover fraction and
LAI from color digital images. The software applies a simple transformation to generate a
feature representing greenness from three color channels i.e. Red (R), Green (G), and Blue (B):

Greenness = 2G – B – R

Here, R, G and B represent the intensity levels recorded for each color by the digital camera. The
transformation uses the high contrast between the reflected intensity of green leaves and other
background color associated with features like dead material, soil etc. A sequential threshold
approach based on histogram analysis is used to calculate canopy vertical green fraction. LAI is
estimated from the vertical gap fraction as follows Equation (4.3):

LAI = - 2ln(Po(0)) (Lui and Pattey, 2010)……….. Equation (4.3)
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In Equation (4.3) Po(0) refers to the gap fraction at a solar zenith angle zero. For a detailed
derivation of this equation, refer to Lui and Pattey (2010). Average LAI values for each species
were calculated by averaging all the plots for each species.

4.2.5

Data Analysis
To investigate statistical differences in NDVI, LAI and biomass among different species,

one-factor ANOVA were performed using JMP v 7.0. Average values for each of the above
mentioned parameters for each of the species were calculated and plotted as bar graphs using
Excel 2007. Error bars indicating one standard deviation were added to each data series. To
explore how NDVI and LAI relate to biomass, linear regression analyses were performed for all
species combined and for only the graminoids using data from all plots and all species. Biomass
regression models were developed with NDVI, LAI as individual inputs.
To investigate decadal time scale change, biomass was modeled for five species i.e.
Arctophila fulva, Carex aquatilis, Dupontia fisheri, Eriophorum angustifolium, Eriophorum
scheuchzeri, using mean percent cover data available for these species for 1972 and 2008 in the
Barrow IBP study sites. Using biomass data measured for these species for the hundred percent
species cover harvest plots, biomass were estimated for these particular species for 1972 and
2008 were calculates using the percent cover data available for the Barrow IBP study sites.
This helped us to investigate if we could use our method to model biomass in decadal time scale
using existing data which could potentially be helpful in understanding how arctic plant
communities have changed over decadal time scales in response to climatic and other change is
imperative (Finzi et al. 2011).
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4.3.

Results
Plots that were selected for this study were free from standing water and were deemed to

have hundred percent vegetation cover for the respective species of interest. Dupontia fisheri had
the highest NDVI (0.87) closely followed by Arctophila fulva (0.82) and Petasites frigidus
(0.77). Eriophorum scheuchzeri had the lowest NDVI values (0.50). Arctophila fulva had the
highest LAI (3.53) followed by Dupontia fisheri (2.49), Carex aquatilis (1.88), Petasites frigidus
(1.74), and Eriophorum scheuchzeri had the lowest LAI (0.56). Arctophila fulva had the highest
aboveground biomass (136.81 g/m2) followed by Dupontia fisheri (43.48 g/m2), Carex aquatilis
(40.09 g/m2) and Eriophorum angustifolium (36.66 g/m2). Eriophorum scheuchzeri had the
lowest biomass among all the species studied (11.66 g/m2) (Table 4.1 and Fig. 4.1).
Table 4.1. Summary of NDVI, LAI, and biomass measurements for the six key plant species.
Species

No.
of
Plots

Avg. NDVI

Avg. LAI

Avg. Biomass
(g/m2)

Arctophila fulva

4

0.82 ± 0.133

3.53 ± 0.416

136.81 ± 44.042

Yes

Carex aquatilis

3

0.68 ± 0.133

1.88 ± 0.416

40.09 ± 44.042

Yes

Dupontia fisheri

1

0.87 ± 0.133

2.49 ± 0.416

43.48 ± 44.042

Yes

Eriophorum
angustifolium

1

0.79 ± 0.133

1.49 ± 0.416

36.66 ± 44.042

Yes

Eriophorum
scheuchzeri

2

0.50 ± 0.133

0.56 ± 0.416

11.66 ± 44.042

Yes

Petasites frigidus

3

0.77 ± 0.133

1.74 ± 0.416

30.66 ± 44.042

No
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Graminoid
(Yes/No)

Figure 4.1. Average values of NDVI, Biomass and LAI for each of the key plant species. Error
bars represent + one standard error.
NDVI showed strong exponential relationships with both LAI (Figs. 4.2a, 4.2b) and
aboveground biomass (Figs. 4.2c, 4.2d). The relationship between NDVI and LAI for graminoids
was slightly stronger with R2 = 0.85 compared to that for all species combined while correlations
between NDVI and biomass for graminoids was stronger (R2 = 0.82) compared to that for all
species combined (R2 = 0.70). All the relationships between NDVI, LAI and biomass showed
strong exponential relationships with R2≥0.7, indicating that NDVI saturates at higher biomass
and LAI values. The relationship between LAI and biomass was slightly stronger for graminoids
(R2 = 0.88) compared to the relationships for all species combined (R2 = 0.86) (Fig. 4.3).
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Figure 4.2. Correlations between NDVI and LAI and Biomass for all species combined (left
figures) and for graminoids only (right figures). All the relationships showed strong exponential
relationships with R2≥0.7, indicating that NDVI saturates at higher biomass and LAI values.

Figure 4.3. Correlations between LAI and Biomass for all species combined (left figures) and for
graminoids only (right figures). Biomass showed a strong linear relationships with LAI for both
correlations (R2 = 0.86 all species, R2 = 0.88 graminoids).
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Analysis of the species percent cover change for the IBP plots for 1972 and 2008 showed
that Carex aquatilis and Eriophorum angustifolium decreased in cover between 1972 and 2008
while Arctophila fulva and Dupontia fisheri increased in cover (Fig. 4.4a). Similarly, modeling
of biomass showed that Carex aquatilis and Eriophorum angustifolium had a predicted decreased
biomass in 2008 compared to 1972 while Arctophila fulva and Dupontia fisheri had increased
predicted biomass cover in 2008 compared to 1972 (Fig. 4.4b). A 2.8% increase in percent cover
for Arctophila fulva showed a 124% increase in biomass while a 3.4% increase in percent cover
for Dupontia fisheri showed a 14.93% increase in biomass between 1972 and 2008. The 13.36%
decrease in percent cover for Carex aquatilis suggested a 33.92% decrease in of biomass
whereas a 1.59% decrease in percent cover for Eriophorum angustifolium showed a 14.65%
decrease in biomass. As Eriophorum scheuchzeri had very low percent cover and biomass, it was
not included in this analysis.

Figure 4.4. Measured decadal change in percent cover and modeled biomass for key species in
the Barrow IBP study area. The greatest percent and magnitude of increase in cover was
recorded for Arctophila fulva and decrease for Carex aquatilis. The greatest percent and
magnitude of increase in biomass was modeled for Arctophila fulva and decrease for Carex
aquatllis.
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4.4.

Discussion
In the Arctic, ecosystem properties such as standing plant biomass appears to be sensitive

to phenomenon associated with climate change such as warming (Bhatt et al. 2010, Hollister et
al. 2006, Walker et al. 2005, Epstein et al. 2000). Changes in vegetation biomass have important
consequences for many components of the Arctic system including surface energy balance and
permafrost (Euskirchen et al. 2007, Chapin et al. 2005), hydrology (Post et al. 2009, Hinzman et
al. 2005) and wildlife. Optical remote sensing is the only feasible tool for regional scale
monitoring and assessment of change in vegetation properties such as biomass and LAI (Stow et
al. 2004), which is essential for understanding processes such as land-atmosphere carbon balance
(Merbold et al. 2009, Wolf et al. 2008), and therefore, the future state of the Arctic and Earth
Systems as they respond to climate change (IPCC 2007, ACIA 2005). Establishing sound
spatiotemporal relationships between remote sensing products and ground based measurements
underpins capacities of being able to extrapolate ecosystem properties and processed from the
plot level to landscape and global scales (Boelman et al. 2003). This study aimed to develop such
relationships between above ground biomass, LAI and NDVI for six common plant species
found in tundra near Barrow, Alaska using ground based plot level measurements. To explore the
potential of scaling these relationships over decadal time scales, data from a historic plant
community resampling effort associated with the International Polar Year Back to the Future
(BTF) study (Callaghan et al. 2011) were used that resampled sites formerly associated with the
IBP field site near Barrow (Villarreal et al. Accepted).
The results showed that the NDVI values for the six species studied varied within a range
of ~ 0.3 with corresponding change in values in LAI and biomass. The strong relationships
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between NDVI and biomass and LAI for the species studied support the use of NDVI as a
spectral index for indirectly measuring plant community structure. The strong relationship
between NDVI and biomass found in this study is similar to studies conducted in other tundra
ecosystems including tussock tundra (Boelman et al. 2003), shrub and high arctic tundra (Walker
et al. 2003). While Boelman et al. (2003) reported a linear relationship between NDVI and
biomass, Walker et al. (2003) reported an exponential relationship between NDVI and biomass,
similar to our finding. Further investigation of these relationships throughout the growing season
could be helpful to strengthen these relationships.
The strong exponential relationships between NDVI and biomass and NDVI and LAI
suggest that NDVI saturates for higher values of biomass ( > 100 g/m2) and LAI ( > 2 m2/m2).
On the other hand, the strong linear relationship between LAI and biomass suggests that there is
no saturation in the measurement of biomass from LAI. The saturation of NDVI for higher
biomass and LAI is well reported for non-arctic studies (Santin-janin et al. 2009, Huete et al.
2002) whereas these relationships are reported to be both linear (Boelman et al. 2003) and
exponential (Walker et al. 2003) in the Arctic. Our vegetation plots were chosen to have 100
percent species cover without any standing water and minimal litter and standing dead matter.
This probably resulted in an unusually high LAI and biomass, suggesting the linearity of the
relationship between LAI and biomass requires more extensive exploration in the Arctic.
It is important to understand how arctic plant communities have changed over decadal
time scales in response to climatic and other changes to understand the potential impact on
biodiversity and ecosystem functional processes such as those associated with land-atmosphere
carbon exchange (Finzi et al. 2011). Findings from the decadal extrapolation of plant cover
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values to biomass, for the former IBP plots suggest that three species had increased biomass
while three species had decreased biomass from 1972 to 2008. This finding shows that the rate of
change of biomass for some species can be different which might cause non-linear trends in
greening in different tundra ecosystems as species respond differently to change. Our finding is
similar to the findings of Lara et al. (Accepted) who reported that ecosystem function in different
plant communities within a tundra landscape have changed at different rates over decadal time
scales. To better understand the non-linear change observed for specific species in our study,
more studies similar to this are needed in tundra ecosystems in Barrow as well as in other tundra
ecosystems to assess which species could act drivers of such non linear changes.

4.5.

Conclusions
This study found strong plot level correlations between NDVI and biomass and LAI for

six key plant species that are relatively common in tundra near Barrow, Alaska. These findings
are similar to other published studies focusing on other tundra ecosystems elsewhere in the
Arctic (Epstein et al. 2008, Riedel et al. 2005, Boelman et al. 2003). However, NDVI was found
to saturate at an approximate biomass of 100 g/m2 and an LAI of 2 m2/m2, which suggests that
greening of tundra could be linked to a relatively small change in species cover. LAI was not
found to saturate with an increase in biomass. Extrapolating results over multiple decades to
hypothesize trajectories of change in biomass, LAI and NDVI, highlight the potential importance
of species level change, which has the potential to cause non-linear change in various metrics of
ecosystem structure and function. Overall, results reaffirm the applicability of NDVI for large
scale assessment of vegetation change in the Arctic and highlight the need for additional species
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specific and multi-scale studies, which are likely to facilitate interpretation of drivers and
mechanisms of change derived at large spatial scales using remote sensing approaches.
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Chapter 5: Development of Cyberinfrastructure (CI) for better management and
quality control of hyperspectral data for robotic tram system
5.1

Introduction
Understanding the environment in which we live and how human activities and other

natural changes affect it has always been regarded as one of the most important and challenging
problems in science. In recent times, there has been increasing urgency to further understand and
predict how the future state of the Earth System is going to be impacted by global change in
order to forecast how humans will need to adapt. This urgency is motivating several paradigm
shifts in the ecological and environmental sciences (NSF Cyberinfrastructure Vision for 21st
Century, 2007):
•

Environmental sciences are becoming a more data-driven science and this itself is causing
the need to improve trust and integrity in the data collected.

•

There has been an increased reliance on data collected by other researchers and
multidisciplinary scientific networks (e.g. NEON, and Fluxnet) to address global scale
scientific questions (e.g., how are global biogeochemical cycles being impacted by climate
change? How does seasonal climate variability impact the virulence of infectious diseases?).

•

Environmental scientists are increasingly using advanced field-based instrument technologies
such as sensor arrays and autonomous vehicles for continuous high frequency measurements
of various environmental data.

•

The need to improve spatiotemporal and organizational scaling of environmental properties
and processes from small (e.g. leaf level) to large scales (e.g. global), and large to small
scales has also increased, requiring new computational approaches to modeling and
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algorithm development, scaling of uncertainty, and data reduction, exploration and
visualization.
The need for advancing environmental science research has been a focus for the
establishment of national scientific priorities and this can be highlighted in several reports
including Cyberinfrastructure Vision for 21st Century (NSF, 2007), Towards an Arctic
Observing Network (NRC, 2006), Grand Challenges in Environmental Science (NAS, 2001);
Environmental Science and Engineering for the 21st Century (NSF, 2000), Our Common
Journey: A Transition Toward Sustainability (NAS, 1999). Many of these reports have
highlighted the infrastructure needed to advance the environmental sciences, including
comprehensive and automated data collection and management systems. In addition, there has
been an increased awareness of the need to improve modern observing systems, further utilize
powerful supercomputers and high-speed communication links, and develop tools to improve
access to high quality data streams and data archives. This need for infrastructure development
also highlights the need for optimizing data streams, instituting quality assurance procedures, and
managing, archiving and integrating large volumes of multivariate data and automated data
processing tools.
Interestingly, the emerging data needs in the multidisciplinary environmental sciences
have led to a “data paradox”. Huge volumes of multifarious data are now being generated to
meet scientific needs, but the human resources and cyberinfrastructure required to support this
growth has arguably been lacking for most disciplines in the environmental sciences. As such,
environmental scientists are facing new challenges in documenting, managing, and accessing,
and processing such large and diverse volumes of data.
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Many of the challenges facing the environmental sciences as described above as a whole
were encountered during this project and allowed for the exploration and prototype development
of a range of cyberinfrastructure that ultimately benefited the science presented in this thesis so
far. This chapter documents the development of these cyberinfrastructure, which aided data
management and documentation, quality control and access to some ground based hyperspectral
data of spectral signatures of vegetation. These developments were facilitated by a range of
collaborations within the environmental sciences (John Gamon, University of Alberta; Fred
Huemmrich, NASA Goddard), and interdisciplinary efforts with the computer sciences (Ann
Gates, Paulo Pinheiro, Irbis Gallegos, and Leonardo Saylandia associated with UTEP’s CyberShARE Center of Excellence). Below, the data volume challenge associated with the robotic
tram system which created a similar ‘data paradox’ as mentioned above is highlighted as are the
various cyberinfrastructure that helped address this issue.

5.2

Data Paradox with the Robotic Tram System
The robotic tram system associated with the biocomplexity project consisted of three

300m tramlines (Goswami et al. 2011). Hyperspectral data in the visible to near IR range of the
spectrum were collected at every meter of each of the tramlines two to three times per week
using a Unispec DC portable spectrometer (PP Systems, Amesbury, MA, USA). The Unispec
DC collects data in two channels at the same time, one for radiance and one for irradiance in 256
wavebands. For each run of the robotic tram, a total of 300 spectral data files were collected per
tramline, which resulted in the collection of 900 spectral data files after each full day of sampling
(3 tramlines x 300 data files/tramline). Each spectral data file consisted of reflectance
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measurements for 256 wavebands, thus, following a full day’s worth of data collection, a total of
230,400 data points were collected. In one field season, approximately 30 sample-days of data
were collected, depending on logistic constraints, weather, and technical difficulties. As a result,
for one field season the tram system generates a total of 27,000 spectral data files and 13,824,000
data points. For the duration of the study (2005 – 2009), more than 135,000 spectral data files
were collected. This totals to more than 69,120,000 data points during the study period. The
volume and complexity of data for the entire project were compounded with ancillary
measurements such as digital photographs of tramline footprint areas (~ 5,000 photographs),
micrometeorological data from the automatic weather station (AWS) collected at 1 minute
interval creating a steady stream of data from multiple sensors (~2,073,600), and other physical
environmental measurements including WTD, soil moisture and thaw depth (~20,000 data
points).
Thus, the robotic tramline project associated with the biocomplexity project also
experienced data management problems similar to any modern day data intensive environmental
science project. High spatio-temporal sampling was conducted using several different data
collection methods and technologies; these were sensitive to data quality issues due to human,
technological, and environmental conditions and limitations; large volumes of data were
collected, managed, and shared between investigators; and a range of different processing,
algorithm development, and ecological scaling was executed.

Development of key

cyberinfrastructure met many of these challenges and included the development of workflows
and ontologies for documentation of scientific process, quality control specifications and
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screening software and automated data processing tools in addition to improved metadata
documentation procedures. These are described below.

5.3.

Development of Workflows and Ontologies for the Robotic Tram System

5.3.1. What is ontology?
An ontology is a “specification of a conceptualization” or a description of concepts and
relationships that can exist for an agent or a community of agents (Noy and McGuinness,
Ontology 101, web reference). Ontologies capture knowledge about a certain domain of interest
by defining concepts and relationships among them within that domain (Baadar et al. 2003).
Ontologies can be machine-readable, providing the means for data discovery and integration
(Jones et al. 2006). Ontologies are being used successfully in a number of biological and medical
informatics projects to capture processes and create vocabularies for data discovery (Bard and
Rhee 2004, Rosse and Mejino 2003). Here we describe the development of ontologies for the
robotic tram system associated with the biocomplexity project through the use of the software
WDO-It (Pinheiro da Silva et al. 2007), developed in the Trust Laboratory at the University of
Texas at El Paso.

5.3.2

Ontology for Ecological Research
Ecology is an inherently multidisciplinary science that explores how physical and

biological factors and their inter-relationships establish the structure and function of living
systems (Madin et al. 2007). The range of data needing ecological analyses are typically very
broad, requiring input from non-biological fields such as geography, oceanography, and
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hydrology. To address broader synthetic problems, ecological studies often need extensive
scientific collaboration and generate a diverse and voluminous collection of data (Callaghan et
al. 2011).

Current methods for discovering, exploring, mining, analyzing and visualizing

ecological data are inefficient and constrain synthesis efforts (Pickett et al. 1994) relative to
breakthroughs that have been made in other disciplines (Chen, 1976; Batini et al. 1992, Hammer
and Macleod, 1999) such as space science (Sterling et al. 1995), geological science (Keller et al.
2006) and oceanography.
Effective data discovery is particularly problematic in ecology, where mostly small and
focused studies employ ad hoc data management solutions often consisting of flat files or
spreadsheets with minimal formal structure and little to no metadata documentation (Madin et al.
2007). The knowledge within the ecological domain can be represented with the help of
ontologies, (Baader et al, 2003), which can be understood by machines and thus provide
improved capacities for comprehensive data discovery and integration (Jones et al. 2006). Here
we provide an overview of a Semantic Abstract Workflow (SAW) and ontology developed for
the robotic tram system associated with the Biocomplexity experiment. This SAW was
developed using WDO-IT (Pinheiro et al. 2007), a software tool developed in the UTEP Trust
Laboratory.

5.3.3

WDO-It
WDO-It is a novel software tool for defining ontologies that enable domain experts to

encode concepts categorized as data (e.g., raw measurements and derived data such as maps and
graphs), methods (i.e, services, processes, or functions), and relationships among these concepts
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(Pinheiro et al. 2007). It was originally developed to record a collection of data-method
relationships in geosciences (Gates et al. 2007). The tool captures a Workflow- Driven Ontology
(WDO) (Salayandia et al. 2006), i.e., a task ontologies. Task Ontologies are vocabulary
described in a domain to describe tasks or activities of that domain. WDO-It helps users (e.g.,
scientists or any domain experts) generate abstract workflows using the graphical user interface
(GUI) and refine the WDO based on evaluation of the abstract workflow.
Semantic Abstract Workflows (SAWs), defined through WDO-It (Fig. 5.1), are graphical
structures that model data flow of a defined process, using concepts associated with the WDO.
The graphical structure contains three types of entities:
1. Rectangle-shaped nodes represent activities of the process
2. Oval-shaped nodes represent data sources and sinks
3. Directed edges connecting the nodes represent the data of the process.
The connection and direction of an edge determines whether data is flowing from a source, is
flowing to a sink, is input to an activity, or is output from an activity. Furthermore, edges link
nodes to represent data dependency between them (Fig. 5.1). WDOs and SAWs are used to
document existing scientific processes, design new scientific processes, establish common
vocabularies about a scientific process and to understand the scientific processes of others
researchers.
Here WDO-It (Fig. 5.1) was used to develop SAWs and ontologies for the robotic tram
system data collection and data processing routine. The vocabulary for the robotic tramline
system was assembled through review of the literature (Gamon et al. 2006a, Gamon et al. 2006b)
and instrument manual (Unispec DC manual, PP Systems, Amesbury, MA, USA), as well as
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through experiences from hands on training on using the robotic tramline system for research
purposes. SAWs for the reflectance data collection (Fig. 5.2), metadata collection (Fig. 5.3) and
reflectance data processing (Fig. 5.4) are shown below.

Figure 5.1. Screenshot of the WDO-It graphical user interface (GUI)
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Figure 5.2. Workflow captured in WDO-It describing how reflectance data is gathered from the
robotic tram system.
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Figure 5.3. WDI-It workflow describing how metadata is collected for the robotic tram system.
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Figure 5.4. WDO-It workflow for data processing for the robotic tram system.
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SAWs and WDOs developed in this study have been used to capture the processes in a
similar study in the Chihuahuan Desert at the Jornada Experimental Range, where UTEP’s
systems ecology laboratory has established a 110 meter long tram system. Although no data were
collected to quantitatively evaluate this transfer of knowledge support, it is my opinion that
students new to remote sensing and robotic tram systems became more familiar and quicker
compared to the immediate learning curve required for the establishment and maintenance of this
project. Following review, it is expected that this workflow will be made available on the
SpecNet website, where we hope others will also find this tool useful, adopt the protocols as
outlined, and subsequently improve capacities for cross-site intercomparison.

5.4

Development of QA/QC Specifications and Tools

5.4.1. Background and Rationale
The traditional method of quality checking hyperspectral data from a robotic tram system
was time consuming, was somewhat open to human error, and lacked automation of data quality
checking procedures. Following the establishment of the tram system in 2005 and the 30%
expansion of this in 2006, it became particularly apparent that near real time data quality
checking greatly improve the efficiency of operating the tram system and facilitate prompt error
detection, thereby saving valuable field time. On several occasions, effort associated with an
entire day’s data collection was wasted because a sometimes easy to fix problem was not noted
soon after its inception. This scenario was particularly common when thick fog or mist prevailed,
causing interference with the optical signature recorded through the fibreoptics on the
spectrometer.

Additionally, the traditional method of data quality checking required expert
115

knowledge and detailed observation and subjective decision making. On several occasions,
quality checking appeared to be somewhat erroneous and subject to the operator’s level of
experience. Although all data were thoroughly screened by a single experienced person for all of
the data chapters presented above, this proved to be time consuming and for some problems noted
late in the quality checking process, required the entire data series to be re-screened.
To address the challenges associated with the verification of hyperspectral data collected
using robotic tram systems, the Data Assessment Run-Time (DART) Monitoring Framework
was developed in collaboration with colleagues from UTEP Cybershare Center – specifically
Irbis Gallegos (PhD student), who lead the software engineering backing this project and Dr Ann
Gates. Specifically, DART was designed to interface with a wireless data stream from the robotic
tram system established as a component of the Barrow Biocomplexity flooding and draining
experiment (Goswami et al, 2011). DART applies software engineering principles and
techniques including both run-time verification and formal methods. DART is intended to detect
deviations from an “idealized” set of data for a period in a given growing season (referred to as
the representative data set hereafter) that is formulated from expert knowledge and historical data.
The deviations identify and flag data points that demonstrate environmental variability outside of an
expected state and/or instrument malfunction.

A manuscript of the DART effort has been published (Gallegos et al, NAFIPS IEEE,
2011), and the appendix contains a copy of the manuscript. The software has been alpha tested,
and requires further hardening before it being released. My specific contribution to this study was
in developing the conceptual framework that evolved from my need for quality checking of the
robotic tramline data in the biocomplexity project. I suggested using good quality historical data
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from the robotic tramline to develop condition states that could be used as reference to check for
quality state of the collected data being tested. I prepared the reference dataset from the historical
data for every week for one growing season, suggested the threshold values to be used for quality
checking at different times of the growing season. Additionally, I also helped in developing the
user interface from a user perspective and as a potential user. I also facilitated the field testing of
the software in Barrow, Alaska, helped setting up the wireless network by creating an adhoc
network for data streaming from the robotic tram system to the base station. I also contributed to
the paper published for this work by writing specific sections and reviewing the paper.

5. 4.2 Tool Overview
The Data Assessment Run-time (DART) Monitoring (Figs. 5.5, 5.6) works in a similar
manner to a software engineering run-time monitoring system with minor adaptations to
accommodate data processing. For the DART framework, a data property is a logical statement
about data values associated with hyperspectral sensor readings. With DART, a user specifies a
set of data properties of interest, which document the data quality checks that will monitor the
sensor readings. DART is intended to detect deviations from an “ideal” set of data that is derived
from expert knowledge and historical data, i.e., the representative data set. DART can operate in
either a near-real time mode or a post-collection mode. The near-real time mode allows
scientists to verify the data at near-real time as the data are wirelessly streamed from the tram
cart to a computer. In near-real time mode, DART is given a path to a run-time folder, and
continually checks data stored as new files in the folder, i.e., files sent by a spectrometer. Post-
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collection mode is used to verify data that has already been collected and stored but requires
verification.
The system requires three input files to function:
1. A “Run-time Data File” (obtained from a run-time folder) that contains the raw data and
metadata collected by the spectrometer on the tram cart at a given interval in time or
position along the tramline.
2. An expert-validated “Representative Data Set File” (stored in the “Representative Data
Set Repository”) that contains averaged set of historical data from a previous collection
period
3. An expert-validated “Property Specification File” (stored in the “Specification
Repository”) that contains the data properties to be verified.

The “Representative Data Set Repository” stores hyperspectral reflectance files from
previous sampling periods. These are representative data sets that contain averaged
hyperspectral reflectance data considered representative for a particular sampling location and
time of the growing season. A representative data set is compared to unverified data collected by
the tram system that corresponds to the given sampling location and seasonal time period. The
property specifications file contains threshold values used for specifying range tolerances
between the actual readings and the values of the representative data set. Specifications are
described in XML files according to the quality thresholds expected for each week of the
growing season and for an area of interest.
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Figure 5.5. Flow of data in the Data Assesment Run-time (DART) framework. Rectangles
represent modules in the system
DART performs data assessment by assigning data assessment flags to individual
reflectance values, ranges of interests, and “Run-time Data Files.” For individual reflectance
values, DART determines the deviation of the reflectance value from the “ideal” data values.
Given a set of predefined thresholds provided by the user, DART compares the reflectance
deviations to such thresholds and classifies the severity of the deviation. For every wavelength
value in a specific range, the absolute difference (AD) between the derived reflectance value and
the representative seasonal value is calculated and compared to a predefined threshold (T); if AD
is less than or equal to T, the derived reflectance value is not considered a deviation. If the AD
deviates from T, the assessment flag changes accordingly (Table 5.1).
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Table 5.1. Tolerance ranges used in DART to Assess Hyper-Spectral Data given An Absolute
difference (AD) Between a calculated reflectance value, a representative value, and a data
assesment threshold (T)

5.4.3

Flag

Condition

Description

00D

AD≤T

No deviations found.

01D

T<AD≤T+0.1

Small deviation found.

02D

T+0.1<AD≤T+0.2

Medium deviation found.

03D

AD>0.2

Large deviation found.

Software field Testing
For field testing of the software, a case study was conducted on the robotic tram system

located in the Barrow Environmental Observatory near Barrow, Alaska (Goswami et al. 2011)
during the 2008 field season. The tram cart was modified to include a laptop on which DART
was executed. The laptop on the cart was accessible remotely through a point to point wireless
connection, allowing data transfer at near-real time. Although field trials performed well, the
majority of data for the 2008 seasonal data was assessed using DART’s post-processing mode
due to limited wireless connectivity with the central and northern tramlines.
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Figure 5.6. Graphical user interface (GUI) for the DART software. Here the numbers 1 – 10
represent different features of the software : 1. Input – Output Paths, 2. File choice, 3.
Verification type, 4. Start and stop button, 5. File status, 6. Data point quality, 7. Metadata, 8.
Data quality summary, 9. Graph, 10. System output.
Representative data sets for the 2008 season were created using historical data gathered
in 2007. The representative data sets included average weekly reflectance data constructed from
2007 post-processed data for the three tramlines. This resulted in 27 representative data sets nine per tramline, and one for every week of the 2007 season. Thirteen specification files
containing expected threshold values for different times of the season and delimiters were made
to define ranges of scientific interest in the spectra. The specification files contained properties
defined for three ranges of scientific interest within the optimal range in the spectra (i.e., 4001000 nm) and two noise ranges outside the optimal range. The thresholds and the delimiter
selections were based on the scientist’s knowledge acquired over time.
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A total of 81 tram runs were processed using DART, for a total of 24,690 spectral files,
and 7,407,000 spectral readings for the 2008 season. Six additional days were unprocessed
because the measurements were taken with a different spectrometer than the one
on used to create
the seasonally representative data sets; thus, even though the specifications could be reused for
these measurements, representative data sets for the new spectrometer were unavailable.
The hyperspectral data at the beginning of the seaso
season
n was expected to contain large
deviations due to the presence of snow and melting snow. DART correctly identified (Fig. 5.7)
the expected “largely deviated” (03D) data during this period - a transition period from June 18
(Day 169) to June 30 (Day 181), aand
nd the expected “no deviations” (00D) for the rest of the
season for the North and Central tramlines. Technical problems appear to have influenced data
obtained from the South tramline at odd times throughout the season.

Figure 5.7.
7. DART data assessment results distribution for the 2008 field season.
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The case study identified two types of properties: data properties and instrument
properties. Data properties specify expected values and relationships related to field data
readings i.e., noise ranges, and data values outside the specified thresholds for spectral ranges.
Instrument properties specify expected instrument behavior and relationships by defining
examining attributes and instrument functions based on reading (e.g., low voltage, bad fiber
optic, and loose connections). The case study also showed that software engineering run-time
verification techniques can be adapted to be used as data assessment techniques. For a detailed
description of the field testing please refer to the published manuscript in the appendix of this
dissertation (Gallegos et al. 2011).

5.5

Development of Web-based Vegetation Spectral Library (VSL)

5.5.1

Remote Sensing and Spectral Libraries
Spectral characteristics of vegetation and other land surfaces are often used to study

ecosystem structure and function at large spatial scales. Spectra can be used to 'train'
classifications of satellite imagery or model land-atmosphere carbon flux for example. These
types of analysis, as well as other remote sensing using data derived from spacecraft, manned or
unmanned aircraft, requires access to a knowledge base of spectral profiles for known land and
vegetation

surfaces.

The

Vegetation

Spectral

Library

(VSL)

(http://www.spectrallibrary.utep.edu) is an example of a web based cyberinfrastructure tool
intended to make such a knowledge base freely available to international scientific research
communities and anyone who takes an interest in the spectral signature data of vegetation. There
are only a few comparable web based initiatives (Curry et al. 2011). The only two web-based
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spectral libraries are the U.S. Geological Survey (USGS) Spectral Library for minerals, and the
ASTER Spectral Library available at the NASA Jet Propulsion Lab (JPL) for a collection of
spectra from a range of materials including data from the USGS Spectral Library and the Johns
Hopkins University (JHU) Spectral Library that specializes in minerals and meteorites with some
snow and vegetation spectra. Only the ASTER spectral library offers search capabilities over
their data sets. Therefore, the VSL is an important contribution to the remote sensing community
with its web-based platform and enhanced data browsing/search capabilities.

5.5.2

Description of the library
The VSL was created using a PostgreSQL database interfaced to a Plone web interface

(Fig. 5.8). The application is hosted on a server in the Systems Ecology Laboratory at the
University of Texas at El Paso. Currently, the library includes 235 datasets collected from around
the world, data from several arctic locations, the Antarctic Peninsula and offshore islands, and
several locations in the Chihuahuan Desert.
The data in the library is freely available to web based users who can download the data
directly from the web-based library. Users can either browse (Fig. 5.9) or search (Fig. 5.10) for
data according to location, site name, landcover type, and other parameters such as sky
conditions, time of day, and sampling instrument (Details on the appendix). Data are coupled to
metadata (Fig. 5.13) and digital images (Fig. 5.14) of vegetation or land surfaces from which
spectral signatures have been derived. The users can also view (Fig. 5.10) and plot the data
online (Fig. 5.12).

124

There are two levels of users for the library, administrator and general users. The
administrator has the ability for higher level data management and can manage user profiles and
access (add, remove, restrict user privileges), manage data (upload, modify, delete), and manage
written content on the site. General users can browse and search for data and download this data
in ASCII format. If the general user wants to contribute data to the library (Fig. 5.15), s/he can
request permission by sending an email to the site administrator. Once approved, s/he can upload
data and metadata to the library. Metadata requires that a prescribed format is met (Fig. 5.16).
The metadata form and the upload data form are explained in detail in the online help menu (Fig.
5.17). Screen shots below are intended to display the various functionalities of the library and
web interface.

Figure 5.8. Plone web interface for the vegetation spectral library.
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Figure 5.9. Screen shot of the Vegetation Spectral Library browsing data functionality.

Figure 5.10. Screen shot of the Vegetation Spectral Library searching for data functionality.
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Figure 5.11. Screen shot of the Vegetation Spectral Library showing how spectral data files can
be viewed online.

Figure 5.12. Screen shot of the Vegetation Spectral Library showing how plotting of spectra can
be produced online on-the-fly.
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Figure 5.13. Screen shot of the Vegetation Spectral Library showing how metadata can be
viewed online.

Figure 5.14. Screen shot of the Vegetation Spectral Library showing how images associated with
a respective data file can be viewed online.
128

Figure 5.15. Screen shot of the Vegetation Spectral Library showing how requests to the library
can be attained.

Figure 5.16. Screen shot of the Vegetation Spectral Library and the online form for data
submission to the library. This form is available only to users approved by the administrator of
the site.
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Figure 5.17. Screen shot of the Vegetation Spectral Library showing the help menu which is
available online. Users can find detailed information about the metadata, data types available etc.
5.5.3

User statistics
Google analytics was added to the site in December 13, 2008 to track web traffic. This

facilitates monitoring of visitors use the library and from they have accessed the site. The latter is
providing important information for the potential geographic needs of the user community (Fig.
5.18). Statistics from Google analytics shows that during the period 12/01/2008 – 11/03/2011, a
total of 2,179 users visited the site from 84 countries around the world. The top ten countries
visiting the VSL were United States, Russia, India, Canada, Brazil, Germany, Taiwan, United
Kingdom, Malaysia and Bulgaria (Table 5.2). Germany had the highest percent new visits with
86.67% and Taiwan had the lowest percentage of new visits at 2.5%.
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Table 5.2. The following table shows the top ten countries by number of visitors and percent
new visits during the period 12/01/2008 – 11/03/2011.

Country

Visits

% New Visits

United States

791

53.10

Russia

369

31.71

India

76

81.58

Canada

76

64.47

Brazil

73

19.18

Germany

45

86.67

Taiwan

40

2.50

United Kingdom

38

52.63

Malaysia

36

55.56

Bulgaria

34

50.00
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Figure 5.18. Country from which VSL was accessed during the period 12/13/2008 – 11/03/2011.
The website had a total of 10,919 page views from 2,179 visitors from 84 countries and six
continents.

5.6

Discussion
With newer and existing initiatives focused on environmental data collection and

increasingly higher spatial and temporal resolutions and for larger areas of coverage (e.g.
National Ecological Observatory Network (NEON), Ocean Observatories Initiative (OOI),
Large-Scale, Engineering Analysis Network for Environmental Research (CLEANER), Flux
Network (FluxNet), Spectral Network (SpecNet), AsiaFlux, EuroFlux), the volume and
complexity of environmental data is likely to grow exponentially given the range of
advancements in sensor and communication technologies. While the instrumentation and
hardware performance has produced large volumes of complex data, it is becoming increasingly
clear that such development needs to be coupled to the development of new cyberinfrastructure
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to ensure that scientific needs are being met (NSF Cyberinfrastructure vision for the 21st century,
2007). To address the environmental science ‘data paradox’ there is a need for sophisticated data
processing software, visualization tools, middleware and scientific applications to enhance
scientific discovery and improved understanding.
Many of the greater challenges of data management facing the modern day data-driven
environmental science projects were experienced in this project – the “data paradox”. Many of
these challenges were in part overcome through the exploration, adoption and development of
various cyberinfrastructure, which included work flows and ontologies, data quality specification
and verification tools, and a web based spectral library.

The learning from the efforts

documented in this chapter agrees with other similar environmental science studies (Keller et al.
2006, Williams et al. 2006) that automation of data quality control, processing and archiving,
improved metadata documentation, the application of workflow and ontologies for
documentation of data flows and scientific process greatly enhances the efficiency and
effectiveness of the data collection, verification and management. Traditionally, ecological data
has been difficult to discover, explore and use due to the many ad hoc data management
solutions utilized, which often consisted of flat files or spreadsheets with minimal formal
structure with little to no metadata documentation (Madin et al. 2007). Improved metadata
documentation and development of ontologies and workflows provide a way for future data
discovery and integration (Jones et al. 2006). Ontology and workflows for the robotic tramline
system work as a first step towards documenting the data collection and data processing process
from which other researchers are likely to benefit. The QA/QC software (DART) system uses a
set of algorithms to determine the percentage of data falling within specified thresholds. Results
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of automated checks are displayed in color-coded tables, plots and data assessment reports. The
automated process of capturing uncertainty in data quality for the robotic tram data in near real
time allow relatively untrained field assistants and new scientists unfamiliar with the system to
specify and verify data properties in near real-time as data via post-processing. This feature has
the capacity to help scientists identify anomalies in data and data assessment properties and
procedures. The web based vegetation spectral library provides a relatively unique example of a
web-based tool that can be used for data sharing and web-visualization of these data. User
statistics demonstrate a clear need for these tools internationally. As these tools are refined
further, it is hoped that large research collaborations such as SpecNet (Gamon et al. 2010,
Gamon et al. 2006b) can act as a gateway for tool sharing with a broader community.

5.7.

Conclusions
In this study, several new cyberinfrastructure tools have been developed for the robotic

tram system associated with the biocomplexity experiment to address paradoxical data
challenges typical within the environmental sciences. The experiences gained throughout the
process were invaluable and provided first hand experiences and insights into how modern
cyberinfrastructure can help a data intensive project. The work described is by no means a
complete cyberinfrastructure for the robotic tram system but it is amongst the first to address
several challenges that constrain the efficiency and effectiveness of the system. Although there
are still numerous challenges that need to be met in order to develop a complete end to end
cyberinfrastructure for the robotic tram system, the effort was successful.
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Chapter 6: General Discussion
Compared to other ecoregions on Earth, the Arctic appears to be experiencing the most
pronounced impacts from climate change (IPCC 2007, ACIA 2005). Recent observations
indicate that the Arctic has undergone numerous changes over the past century (Kaufman et al.
2009). Significant and concurrent changes include a general greening of the Arctic since the
1980s (Bhatt et al. 2010, Myneni et al. 1997), increased shrub dominance (Sturm et al. 2005), a
rise in permafrost temperature (Osterkamp and Romanovsky 1999), and a loss of arctic lake area
(Smith et al. 2005).
This dissertation provides an investigation of ecosystem dynamics within a large-scale
hydrological manipulation experiment using hyperspectral remote sensing and a robotic tram
system. This study produced several key findings:
•

A new spectral index was developed called the Normalized Difference Surface Water
index (NDSWI, Goswami et al. 2011), which can be used to monitor vegetated the
surface hydrological dynamics of tundra landscapes at multiple spatial scales (ground
level to satellite level) throughout the snow free period.

•

The presence of surface water showed a profound effect on reflectance spectra which are
used to generate the Normalized Difference Vegetation Index (NDVI), a measure of
above ground green plant biomass. Results suggest that decadal greening trends
documented for the study area and elsewhere in the Arctic where standing surface water
is prominent could be a result of drying in combination with, or instead of an increase in
phytomass.
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•

NDVI increased exponentially with both LAI and Biomass for all the key species we
studied. Findings from the decadal time extrapolation of plant cover values to biomass for
the former IBP plots suggest that three species had increased biomass while three species
had decreased biomass from 1972 to 2008. Our finding that biomass change occurred at
different magnitudes for different species due to change in percent cover highlights the
importance of understanding species level change in different tundra ecosystems in the
Arctic landscape. The non-linearity in biomass change for some species over decadal
time scale shows that greening trends in different tundra ecosystems in the Arctic might
be non-linear or may be a result of a relatively small change in species cover.

•

Development of modern cyberinfrastrucutre tools for improved hyperspectral reflectance
data management and quality control were able to address some of the key data and
informational challenges associated with this project, which generated large volumes of
data. Similar challenges have been noted in other fields of environmental science,
suggesting that solutions provided for this study could also be useful to other
environmental science applications.

6.1.

Synthesis of this Dissertation
Detailed discussions and summaries of individual research objectives are provided in

each chapter. The following summarizes findings related to the specific objectives outlined in
Section 1.4.
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The aim of research objective 1 was to develop an optical remote sensing method that can
estimate surface water depth (SWD) and surface water cover (SWC) for vegetated arctic
tundra landscapes.
A spectral index was developed and named as the Normalized Difference Surface Water
Index (NDSWI, Goswami et al. 2011). The index was able to accurately estimate SWC and
SWD in the biocomplexity flooding and draining experimental area, which is situated in a
vegetated thaw lake basin on the northern Arctic Coastal Plain of northern Alaska. We compared
NDSWI to Equivalent Water Thickness (EWT) and the Water Band Index (WBI), two other
spectral indices that have been widely used to estimate surface hydrological properties with
remote sensing approaches (Green et al. 2006, Sims and Gamon 2003, Roberts et al. 1997, Gao
and Goetz 1995, Penuelas et al. 1993), and found NDSWI was a better predictor of SWD, SWC,
and WTD within the study area. Although this study shows a strong potential of NDSWI to be
used as an index of SWD and SWC, we caution that further testing is required to determine the
spatio-temporal scalability of NDSWI across multiple sensing platforms, and a broader range of
land cover types, and regimes of surface hydrology than tested to date. This is particularly
important for tundra landscapes where WTD is close to or above the ground surface, as surface
water was shown to confound measurement of NDVI in such landscapes. Because NDSWI can
be derived from a range of satellite platforms, it was possible to characterize the surface
hydrology of the study area and evaluate the performance of the experimental flooding and
draining experiment. Like many other large-scale experimental manipulations in the ecological
sciences, the focal flooding and draining experiment used in this study was unreplicated, was a
logistic and operational challenge, and displayed a high degree of ‘natural’ variability in land
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cover and surface hydrology within and between treatment areas. A distinct advantage of
NDSWI over the other spectral indices tested in this study is that it can be readily adapted to a
range of satellite remote sensing platforms because of the commonality of the two wavebands
used (460nm – blue, 1000nm – IR). Considering the importance of surface hydrology to
ecosystem processes and properties such as carbon dioxide and methane flux (Merbold et al.
2009, Wolf et al. 2008), surface energy balance (Euskircken et al. 2007, Chapin et al. 2005),
plant phenology and response to warming (Walker et al. 2006, Arft et al. 1999), and geomorphic
processes (McNamara and Kane 2009, Lawrence and Slater 2005), the potential for NDSWI to
facilitate the advancement of modeling and spatial extrapolation of these processes from plot to
regional scales seems promising. Similar to how satellite-derived NDVI is increasingly being
used to model land atmosphere carbon flux, leaf area index, or plant biomass (Running et al.
2004), we believe that, pending further testing and refinement, NDSWI could be applied in a
similar manner to improve models of carbon dioxide or methane fluxes, which are highly
dependent on surface hydrology (Merbold et al. 2009). If possible, this could facilitate the
development of spatially explicit models that estimate net greenhouse warming potential through
the combination of land-atmosphere carbon dioxide and methane flux models. Such
development, including ground, air and satellite-based estimates of NDSWI, could be integrated
within regional studies or observatories focused on carbon dynamics recommended recently by
McGuire et al. (2009).
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The aim of research objective 2 was to characterize five years of land-surface phenology in
the study area using hyperspectral reflectance.
Seasonal and inter-annual dynamics of LSP were monitored in the study area to further
understand how LSP responds to altered surface hydrology and interannual climatic and other
environmental variability. The robotic tram system used in the study provided an excellent
platform to make continuous and repeatable ground-based measurement of LSP over the study
period 2005-2009. It was expected that substantial changes in LSP would occur in response to
the flooding and draining experiment. Instead, little to no response was detected. The earliest
snowmelt was recorded for 2006, which also showed the greatest peak season NDVI for the
control and the drained treatment areas. The early snowmelt for 2006 was probably a result of
snow being removed in early spring for construction of the extensions to the tramlines but
supports previous finding that early snowmelt may lead to increased peak season productivity
(Kimball et al. 2006). The effects of the hydrological treatments on LSP were subtle. Regression
tree analysis suggested that the spatiotemporal variability in NDVI were strongly controlled by a
gamut of factors that interact concomitantly and differ in their relative importance. WTD was,
however, identified as a controlling factor in the spatiotemporal variability in NDVI. With
increasing SWD, NDVI values were lowered and vice versa. This effect was more prominent in
sampling areas with lower elevations with surface water cover. Further analyses of LSP along
tramlines on specific dates of measurement at meter resolution highlighted the challenge of
acquiring NDVI in the presence of surface water, which strongly interferes with spectra used to
derive this index. In this detailed study, the importance of micro-topography to NDVI and
surface water coverage was strongly apparent. Generally, low lying areas of the experimental
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basin showed higher peak season NDVI compared to high elevation areas. This effect was more
prominent in the flooded treatment area, which had greater topographic variability compared to
the central and south treatment areas. Fluctuations in WTD and surface water cover had the
greatest impact on low lying areas where NDVI decreased as WTD and surface water coverage
increased. This phenomenon was observed between years, within a season and with
environmental variability that was experienced over just a few days. Although there is likely to
be some variability in the above ground green plant biomass that is measured as NDVI in such
measurements, the majority of the variability experienced can be explained by surface water
coverage, which appeared to be well described by NDSWI. When WTD was above ground,
NDVI and NDSWI were negatively correlated and when WTD was below ground NDVI and
NDWSI were weakly positively correlated. This relationship held in an analysis of a 2000-2010
MODIS 2km by 2km subset created for the study area, indicating that surface water could play
an important role in determining how NDVI is determined at the satellite scale. The primary
implication of this finding is that measurement of NDVI could be compromised as an indicator
of arctic greening (sensu Bhatt et al, 2010, Jia et al, 2009) in areas where SWC prevails.

The aim of research objective 3 was to develop relationships between NDVI, Biomass and
LAI for six key vascular plant species found in the study area.
The six species studied were Arctophila fulva, Carex aquatilis, Dupontia fisheri,
Eriophorum angustifolium, Eriophorum scheuchzeri and Petasites ftigidus. NDVI values varied
within a range of ~ 0.3, with corresponding differences in LAI and biomass also. The strong
relationships between NDVI and biomass and LAI for all species studied support the use of
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vegetation indices as an indicator of plant green biomass and landscape greenness in the Arctic.
Further investigation of these relationships throughout the growing season could be helpful to
further understand the seasonality of this relationship. The strong relationships between NDVI
and biomass found in this study are similar to studies conducted in other arctic landscapes
(Epstein et al. 2008, Boelman et al. 2003). Arctic vegetation is particularly sensitive to climate
change (Walker et al. 2005, Epstein et al. 2000) and understanding how vegetation biomass
changes over time and between different arctic ecosystems is an urgent challenge. Changes in
vegetation biomass have important consequences for many components of the Arctic system
including the status of the permafrost (Shiklomanov et al. 2010) and hydrology (Hinzman et al.
2005). Optical remote sensing is a valuable tool for assessing changes in biomass and LAI
(Riedel et al. 2005, Pontailler et al. 2002) in response to climate change at multiple spatial and
temporal scales (Boelman et al. 2003). Remote sensing is well suited to high latitude ecosystems
because of the remoteness and the logistical challenges to working in these regions (Stow et al.
2004). Therefore, developing algorithms that relate spectral properties with ecosystem properties
in plot level studies and assessing if these relationships hold at larger spatial scales is important
for the scaling of uncertainty. To explore how these relationships might hold over decadal time
scales, we used data from an International Polar Year Back to the Future (BTF) study (Villarreal
et al. In review, Callaghan et al. 2011) near Barrow and modeled decadal time scale changes in
biomass for the selected species from changes in percent cover data measured at this site several
decades apart. Three species appear to have increased in biomass while three species had
decreased in biomass between 1972 and 2008. This finding was similar to the findings of Lara et
al. (Accepted) for plant community types dominated by the species studied. Our finding that
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biomass change occurred at different magnitudes for different species due to change in percent
cover highlights the importance of understanding how different species change in different
tundra ecosystems in the Arctic landscape. This finding shows that rate of change in biomass for
some species can be different and not necessarily related to cover, which could cause non-linear
trends in greening in different tundra ecosystems and/or greening of such landscapes may be
caused by a relatively small change in species cover.

The aim of research objective 4 was to develop and test cyberinfrastructure tools that
enhance the collection and quality control of hyperspectral data for robotic tram systems.
The need for increased spatio-temporal monitoring using the robotic tramline project in
the biocomplexity experiment faced similar challenges to the environmental sciences generally.
Many of these challenges were in part overcome through the exploration, adoption and
development of various cyberinfrastructure, which included work flows and ontologies, data
quality specification and verification tools, and a web based spectral library. Traditionally,
ecological data has been difficult to discover, explore and use due to the many ad hoc data
management solutions utilized, which often consisted of flat files or spreadsheets with minimal
formal structure with little to no metadata documentation (Madin et al. 2007). Improved
metadata documentation and development of ontologies and workflows provide a way for future
data discovery and integration (Jones et al. 2006). Ontology and workflows for the robotic
tramline system work as a first step towards documenting the data collection and data processing
processes from which other researchers are likely to benefit. The QA/QC software (DART)
system uses a set of algorithms to determine the percentage of data falling within specified
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thresholds. Results of automated checks are displayed in color-coded tables, plots and data
assessment reports. The automated process of capturing uncertainty in data quality for the robotic
tram data in near real time allowed relatively untrained field assistants and new scientists
unfamiliar with the system to specify and verify data properties in near real-time via postprocessing. This feature has the capacity to help scientists identify anomalies in data and data
assessment properties and procedures. The web based vegetation spectral library provides a
relatively unique example of a web-based tool that can be used for data sharing and webvisualization of these data. User statistics demonstrate a clear need for these tools internationally.
As these tools are refined further, it is hoped that large research collaborations such as SpecNet
(Gamon et al. 2010, Gamon et al. 2006b) can act as a gateway for tool sharing with a broader
community. Several new cyberinfrastructure tools have been developed for the robotic tram
system in this research objective to address the paradoxical data challenges associated with the
system, which are similar within today’s environmental sciences. The experiences gained
throughout the process were invaluable and provided first hand experiences and insights into
how modern cyberinfrastructure can help a data intensive project. The work described is by no
means a complete cyberinfrastructure for the robotic tram system but it is amongst the first to
address several challenges that constrain the efficiency and effectiveness of the system. We
succeeded to some extent but there are still numerous challenges that need to be met in order to
develop a complete end to end cyberinfrastructure for the robotic tram system.
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6.2

Suggestions for Future Research
As discussed throughout this dissertation, reflectance signals were profoundly affected by

the presence of surface water in the study area. This created aberrations in NDVI signals when
surface water was present. NDVI is widely used as a metric for monitoring LSP in the Arctic as
well as in the other ecosystems. Findings from this study indicate, however, that NDVI can be
compromised when surface water is present. A combination of NDSWI and NDVI suggests that
plant and water signals can be studied together and the likelihood of surface water interfering
with plant signals can be assessed. Future research should consider studying the relationship
between NDSWI and NDVI in greater detail and at more localities determine and optimize
monitoring of LSP in the Arctic using remote sensing at multiple scales. Similar to NDVI, the
newly developed index NDSWI can also be applied to sensors from multiple platforms including
satellite based sensors.
Large scale studies have used NDVI derived from satellite based measurements to assess
long-term changes in greenness of the circumpolar arctic (Bhatt et al. 2010, Myneni et al. 1997).
Based on NDVI as an indicator of change, these studies have made conclusions about the
magnitude and locations of “greening” which infers that mostly biomass production has
increased in the circumarctic region. Our findings suggest that an increase in NDVI does not
necessarily imply an increase in biomass, but may also be due to the drying of arctic landscapes
not taken into account by these larger scale and lower resolution studies. Future research should
explore these effects at multiple spatial scales to investigate the “greening of the Arctic” may
also be an indicator of a drying of the Arctic.
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This dissertation strongly supports the need for the development of modern end to end
cyberinfrastructure system and advanced instrumentation in data-intensive environmental science
projects through interdisciplinary collaboration. In this study we have made an effort to develop
cyberinfrastructure for the robotic tram system associated with the biocomplexity experiment to
address key data challenges. The experiences gained throughout the process were invaluable and
provided first hand experiences and insights into how modern cyberinfrastructure can help a data
intensive project such as this one. Further research should consider the design and development
of cyberinfrastructure for enhanced automatic operation.

6.3

Conclusions
This chapter concludes this dissertation by integrating and summarizing various research

objectives posed in Section 1.4 and throughout the dissertation research. Overall findings further
highlight the challenges of multi-scale remote sensing in arctic landscapes and provide improved
understanding of several ecosystem properties and processes, and how these are best measured
with remote sensing approaches. Additionally, this study showed that existing capacities for
interdisciplinary

environmental

research

were

development.
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improved

through

cyberinfrastructure
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[1] In the Arctic, surface hydrology plays an important role in controlling plant
community composition and ecosystem processes such as land‐atmosphere carbon and
energy balance. Investigating how climate change in this region will affect surface
hydrology and subsequent biotic, atmospheric, and climatic feedbacks could be key to
understanding the future state of the Arctic and Earth systems. Improved methods for
monitoring surface hydrology at large spatial scales are needed in the Arctic. Near Barrow,
Alaska, a large‐scale experiment with flooded, drained, and control treatment areas,
each exceeding 9 ha, was initiated during summer 2008 following 3 years of monitoring
under nonmanipulative conditions. Throughout the 2008 growing season, hyperspectral
reflectance data were collected in the visible to near‐infrared (IR) range using a 300 m long
robotic tram system. Water table depth, surface water depth, and percent surface water
cover were also measured. A spectral index (Normalized Difference Surface Water Index
(NDSWI)) was developed using reflectance in the IR region (R1000 strong absorbance) and
blue region (R460 poor absorbance). NDSWI was strongly correlated with both surface
water depth and surface water cover, and was used to monitor spatial and temporal patterns
of surface hydrology in the experimental treatment. Using 2002 and 2008 Quickbird
satellite imagery, the index was also used to examine differences in NDSWI between
experimental treatments. Using this approach, we demonstrate that the flooded treatment
was significantly different from the other two treatments (drained and control) and that
the new index can be used to monitor surface hydrology in arctic wetlands.
Citation: Goswami, S., J. A. Gamon, and C. E. Tweedie (2011), Surface hydrology of an arctic ecosystem: Multiscale analysis
of a flooding and draining experiment using spectral reflectance, J. Geophys. Res., 116, G00I07, doi:10.1029/2010JG001346.

1. Introduction
[2] Climate change appears to be most pronounced at high
northern latitudes [Intergovernmental Panel on Climate
Change, 2007; Arctic Climate Impact Assessment, 2005].
Many of the observed [Post et al., 2009; Hinzman et al.,
2005; Smith et al., 2005] and modeled [McGuire et al.,
2009; Sitch et al., 2007] climate change responses in arctic
tundra ecosystems are related to altered surface hydrology. In
the Arctic, the importance of surface hydrology on surface
energy budgets [Chapin et al., 2005; Euskirchen et al., 2007],
land‐atmosphere carbon exchange [Merbold et al., 2009;
Wolf et al., 2008], plant phenology and response to warming
[Arft et al., 1999; Walker et al., 2006], and geomorphic
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processes [Lawrence and Slater, 2005; McNamara and Kane,
2009] are well recognized. Based on experimental evidence,
observations and modeling, alteration of surface hydrology
in arctic terrestrial ecosystems is likely to change a variety
of interconnected ecosystem processes such as primary productivity [McGuire et al., 2006; Oberbauer et al., 2007;
Illeris et al., 2004], methanogenesis [Mazéas et al., 2009;
Merbold et al., 2009; Petrescu et al., 2008], nutrient cycling
[Arndal et al., 2009; McGuire et al., 2009; Jonasson et al.,
2004] and land cover or plant community change [Walker
et al., 2006; Smith et al., 2005].
[3] The degree to which changes in land‐atmosphere
carbon exchange dynamics will interact with and offset the
balance and stability of the substantial store of soil organic
carbon in the Arctic [Tarnocai et al., 2009; Ping et al.,
2008] is a primary concern [McGuire et al., 2009]. If the
increased primary productivity predicted for the Arctic does
not balance the net loss of CO2 equivalent carbon loss to the
atmosphere, a positive feedback to regional and potentially
the global climate system will occur [Kimball et al., 2006].
This positive feedback response to warming in the Arctic is
likely to be controlled by soil moisture and surface
hydrology [McGuire et al., 2006; Huemmrich et al., 2010],
so there is a need to monitor these parameters and determine
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Figure 1. (a) Location of the Barrow Environmental Observatory (BEO) near Barrow, Alaska. (b) The
location of the study area. The experimental design of the Biocomplexity experiment includes experimentally flooded (north) and drained (central) treatments, and a control section (south) (Figure 1b). Watersheds for
each treatment and the inundated basin areas are highlighted (Figure 1b). The straight lines indicate the three
sampling transects (“tramlines”). The idealized footprints of the three flux towers associated with the experiment are indicated by pie‐shaped semicircles.
how they are changing over time and space to better
understand the future state of the arctic system. Substantial
efforts before, during, and now following the 2007–2009
International Polar Year have focused on improving environmental observing capacities in the Arctic, particularly the
future fate and transport of the Arctic soil organic carbon
store [Arctic Observing Network, 2006]. Such efforts highlight the importance of observations that span plot to global
scales. Because of the many advantages remote sensing
offers to such scaling challenges, the development of remote
sensing approaches and technologies in an integrated arctic
observing network is a key priority.
[4] Several remote sensing methods have been developed
for monitoring surface hydrology or soil moisture over large
spatial scales. To assess the state of surface hydrology in
terrestrial ecosystems, remote sensing has been used to
monitor inundation area [Smith, 1997; Smith et al., 2005],
snowpack [Green et al., 2006], and vegetation water content
[Roberts et al., 1997; Ustin et al., 1998; Serrano et al.,
2000]. Radar remote sensing using microwave electromagnetic radiation has been used successfully for assessing soil
moisture status in some arctic landscapes [Kasischke et al.,
2009; Meade et al., 1999]. While radar is useful for
estimating inundation area, the return signal is easily confounded by wind or the presence of vegetation that can alter
the backscatter properties [Smith, 1997]. Light Detection and
Ranging (LiDAR) remote sensing has also been used in
habitat mapping [Wedding et al., 2008], coral reef structure
[Storlazzi et al., 2003; Brock et al., 2004, 2006], and the
bathymetry of coastal regions [Irish and White, 1998]. Optical remote sensing methods (using visible or near‐infrared

wavelengths) can penetrate water bodies, and have been
applied to bathymetry [Brando et al., 2009; Legleiter and
Roberts, 2009], seagrass mapping [Phinn et al., 2008] and
coral reef assessment [Hochberg et al., 2003]. Additionally,
optical remote sensing has often been used to evaluate
vegetation moisture content through reflectance indices
based on water absorption bands [Sims and Gamon, 2003].
Examples of the latter include the Water Index (sometimes
called the Water Band Index) based on reflectance at the
970 nm water band [Peñuelas et al., 1993], and the Normalized Difference Water Index [Gao, 1996] based on the
1240 nm water band. Some methods apply a form of Beer’s
law to fit the water absorption coefficient spectrum to a
reflectance spectrum, yielding an “Equivalent Water Thickness” (EWT) [Gao and Goetz, 1995; Roberts et al., 1997;
Sims and Gamon, 2003; Green et al., 2006]. Based on the
assumption of Beer’s law, which states that reflected or
transmitted light is related to the exponent of the amount of an
absorbing compound, EWT offers a physically based alternative to other index based methods for assessing vegetation water content [Gao and Goetz, 1995]. To the extent
that water bodies or vegetation behave according to Beer’s
law, and to the extent that calculation of EWT is based on a
full spectrum (multiple bands rather than two bands), it seems
that EWT should offer a superior method of assessing moisture status, but not all studies have supported this conclusion
[Serrano et al., 2000; Sims and Gamon, 2003]. Consequently,
the “best” method for retrieving surface hydrology information with optical remote sensing remains an open question and
a key challenge.
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[5] Most of the optical remote sensing methods for assessing surface moisture properties utilize one or more water
absorption features present in reflectance spectra [Green
et al., 2006]. Because these methods employ water
absorption bands, they readily saturate, are easily confounded
by atmospheric water vapor, and the vapor absorption bands
overlap with liquid water features [Sims and Gamon, 2003;
Green et al., 2006]. These issues create practical problems for
quantitative retrieval of surface moisture measurements,
particularly in areas with high atmospheric moisture such as
the Arctic. Additionally, instrument limitations (e.g., low
signal to noise) and artifacts (e.g., “second‐order” or “stray
light” errors) in certain spectral regions (e.g., the 970 nm
water band) often confound a clear interpretation of water
signals, particularly with silicon photodiode detectors
[Sanchez‐Azofeifa et al., 2009].
[6] To our knowledge, optical remote sensing has not
been applied to assess surface water depth, a sensitive
indicator of surface hydrology and soil moisture in the
Arctic, especially on the coastal plain of northern Alaska.
One goal of this study was to develop a spectral index from
optical remote sensing that could be used to estimate surface
water depth and surface water cover, and to characterize
changes in surface hydrological properties at multiple spatial
and temporal scales. To maximize the prospects for scaling,
we specifically sought an index that could be least confounded by atmospheric moisture, would be relatively free
from instrument errors, and would be commonly available
from ground‐based, airborne or satellite‐borne instruments.
Another key goal of this study was to evaluate the treatment
effect associated with the Biocomplexity experiment, a
large‐scale flooding and draining manipulation conducted in
northern Alaska near the city of Barrow to assess the impact
of altered soil moisture status on land‐atmosphere carbon,
water and energy balance. Like other large‐scale experimental manipulations, the Biocomplexity experiment was
unreplicated and required the development of new environmental metrics to capture changing surface properties
across a large treatment area. Our goal was to develop an
index that could be used to evaluate hydrological treatment
effects across a heterogeneous, dynamic landscape, and to
evaluate discrepancies between various sampling “footprints” (flux towers, optical sampling transects, and the
entire treatment basin).

2. Methods
2.1. Study Area
[7] The study was conducted within the Biocomplexity flooding and draining experiment on the Barrow
Environmental Observatory (BEO) near Barrow, Alaska,
71°17′01″N, 156°35′48″W (Figure 1). The BEO is situated
on the Alaskan Arctic Coastal Plain and has a low relief
with an average elevation of 4 m [Aguirre et al., 2008].
Seventy two percent of the landscape near Barrow contains
oriented lakes, vegetated drained thaw‐lake basins and small
ponds [Hinkel et al., 2003]. The Biocomplexity experimental
area is located in a series of three coalesced drained thaw‐lake
basins that include moist and wet tundra vegetation dominated by graminoid tundra (C. E. Tweedie et al., Land cover
classification and change detection near Barrow, Alaska
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using QuickBird satellite imagery, submitted to Arctic,
Antarctic, and Alpine Research, 2010). The study site is
underlain by continuous permafrost and includes thermokarst
terrain typical of the Alaskan Arctic Coastal Plain [Brown
et al., 1980], as well as thaw lakes, high‐ and low‐centered
polygons, shallow ponds and lakes, and a shallow active layer
that is generally less than 50 cm in the experimental basin
[Shiklomanov et al., 2010]. Soils of the area are described by
Bockheim et al. [1999] and include cryoturbated gelisols,
specifically typic aquorthels with high soil moisture content,
histoturbels, and aquaturbels. The upper layer of this soil
consists of carbon rich peat (ca. 50 kg/C/m3) [Bockheim et al.,
1999]. Soils are generally moisture rich due to shallow
drainage gradients, relatively low rates of evapotranspiration, and impeded drainage caused by ice‐rich continuous
permafrost [Bockheim et al., 1999; Miller et al., 1998].
[8] Winter is generally long, dry and cold and the summers are relatively short, moist and cool [Brown et al., 1980].
The sun is above the horizon continuously from 10 May
to 2 August, and below the horizon from 18 November
to 24 January [Brown et al., 1980]. Air temperature remains
below freezing for 9 months of the year and can fall below
freezing during any of the 3 summer months. A gradual
warming trend begins in April, and snowmelt typically occurs
in early June. Wind speed varies little during the year, averaging 5.3 m/s, with the fall months being the windiest. Fog
and low cloud persist throughout the summer and the relative humidity generally exceeds 80% from June through
September. Mean June–August precipitation is 58.4 mm
[Engstrom et al., 2008].
2.2. Experimental Infrastructure
[9] As part of the Biocomplexity experiment, water tables
were manipulated in a vegetated thaw‐lake basin to investigate
the impact of variation in soil moisture on land‐atmosphere
carbon, water and energy balance. In 2008 (the year of this
study), following 3 years of baseline measurements (2005–
2007), the lake basin was divided into three treatments, a
flooded section (+10 cm water table depth), a drained section
(−10 cm water table depth), and a control section where the
water table was maintained relative to water levels outside the
manipulation area (Figure 1b). The experimental infrastructure established for this site includes a robotic tram system
similar to that described by Gamon et al. [2006]. The tram
system consists of three 300 m long transects (“tramlines”)
with one tramline located in each of the three treatment
areas. Each tramline spanned the entire width of the lakebed
and was oriented east–west to avoid midday shading of the
south side (the sampling footprint of the tramline). An eddy
covariance flux tower designed to measure trace gas flux for
each of the treatment areas [Zona et al., 2009] was situated
adjacent to each of the tramlines (Figure 1b). A range of other
collaborative studies were conducted throughout the experimental area, including several featured in this special issue
[Olivas et al., 2010; Shiklomanov et al., 2010]. The infrastructure established for the Biocomplexity experiment provided an ideal research platform for this study as it established
the capacity to repeatedly assess the surface spectral properties of the same land cover type affected by contrasting surface hydrology regimes throughout the snow‐free period.
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each of the 300 m long tramlines in a west–east direction
(Figure 2). The cart speed was set to approximately 1 m
every 5 s, allowing each 300 m long tramline to be sampled in
approximately 25 min. A mechanical switch mounted on the
base of the robotic cart was triggered when the cart passed
over crossbars situated at every meter along each tramline.
This activated the spectrometer to make a measurement.
Three hundred spectral measurements were made along each
tramline every time the robotic cart was operated. Each
tramline was sampled up to three times per week if rain and
mist did not prevail. The downward looking foreoptic was
positioned at approximately 3 m above the ground and
provided a field of view of approximately 20 degrees from
the tip of the foreoptic. This equated to approximately a
1 m diameter sampling footprint at ground level (Figure 2).
By repeating measurements throughout the snow‐free
period, the tram system enabled us to obtain a spatially
explicit time series of surface reflectance of the same land
cover type under different surface hydrology regimes.
Reflectance was calculated as the ratio of the two channels,
corrected by the mean cross‐calibration spectrum measured
for each run of the cart along each tramline (see Gamon et al.
[2006] for details). Reflectance data were processed using the
software Multispec (Version 5.1, available at http://specnet.
info), which calculated interpolated reflectance at 1 nm
intervals between 303 and 1148 nm.
Figure 2. The robotic cart used for collection of hyperspectral reflectance data at the Biocomplexity experiment near
Barrow, Alaska. Illustration of the cart riding on an elevated
300 m long tramline. Radiance and irradiance are sampled
each meter along the tramline. The field of view for radiance
measurements is illustrated by the dotted lines outlining the
spectrometer field of view at the foreoptic.
2.3. Reflectance Measurements
[10] Field reflectance data used in this study were collected from early June 2008 to late August 2008. This period
spanned the majority of the 2008 snow‐free period for the
study site. Spectral data were obtained using a dual‐detector
field portable spectrometer (Unispec DC, PP Systems,
Amesbury, MA, USA), which collects radiance (radiation
from the target) and irradiance (radiation from the sky)
simultaneously, thereby permitting correction of surface
reflectance under varying sky conditions [Gamon et al.,
2006]. The two detectors were cross‐calibrated using a
white panel with 99% reflectance (Spectralon, Labsphere,
North Sutton, NH, USA) at the beginning and at the end of
each set of measurements along each tramline. Our Unispec‐
DC had a nominal range of operation between 303 and
1148 nm in 256 contiguous bands with a spectral resolution
of approximately 3 nm and a full width at half maximum of
approximately 10 nm. The optimal range of this detector
(range with reasonable signal to noise) is approximately
400–1000 nm, which was used to limit the spectral range
used in most subsequent analyses.
[11] Along each tramline, reflectance data were collected
by placing the field spectrometer on a semiautonomous
robotic cart [Gamon et al., 2006], which traveled along

2.4. Surface Hydrology
[12] Water table depth was measured manually every
10 m along each tramline every time spectral measurements
were made, using a method similar to that described by Olivas
et al. [2010]. Perforated PVC tubing with a diameter of
4 cm was placed in holes drilled in to the tundra, leaving
approximately 20 cm of tubing above ground level. A
ruler was used to measure the height of the water table
relative to ground level. When the water level was below
the surface, water table depth was considered negative and
positive when the water table was above the surface. In
cases of below ground water (negative water table depth
values), surface water depth was assigned a value of zero;
consequently, surface water depth simply refers to positive
water table depth values (i.e., areas of visible standing
water).
[13] Percent surface water cover was determined by
running supervised classifications of digital color photographs using image processing software (ENVI, Version 4.2,
ITT Visual Information Solutions, Boulder, CO, USA).
Photos of each tramline footprint (matching the optical
sampling areas) were acquired on 18 July 2008, using a
digital camera (Coolpix 5400, Nikon) that was mounted on
the boom of the robotic cart and triggered manually using an
electronic shutter cable. The photo locations were also
adjacent to water table depth measurements (i.e., every 10 m
along each of the three tramlines; n = 90), allowing direct
comparison with water table depth and surface water depth
measurements.
2.5. Reflectance and Surface Hydrology
[14] The development of a spectral index suitable for
characterizing surface hydrology (water table depth, surface
water cover and surface water depth) required the assessment of spectral sensitivity to surface water. To do this,
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reflectance was measured at separate locations along the
tramline having different surface water cover, water table
depth, and surface water depth. Additionally, reflectance at
every 10 nm from 400 to 1000 nm was regressed with
surface water cover, water table depth and surface water
depth collected every 10 m along the tram line on 18 July
2008. Both linear and logarithmic regressions were run to
determine the best fit for each.
[15] We used the regression equations from the analysis
described above to derive two versions of a surface water
index, the “Normalized Difference Surface Water Index”
(NDSWI). The first version of NDSWI calculated the normalized difference of reflectance at 460 nm and 1000 nm
(“NDSWI‐linear,” equation (1) below). The second version
of NDSWI used a similar equation and the same reflectance
bands but required reflectance to be log transformed
(“NDSWI‐log,” equation (2) below). The relative success of
NDSWI‐linear and NDSWI‐log in assessing surface water
cover and depth (both surface water depth and water table
depth) is presented below and is compared to two additional
spectral indices that have also been used to describe plant or
surface water status: the Water Band Index (WBI, equation
(3) below [Peñuelas et al., 1993]) and the Equivalent Water
Thickness index (EWT, equation (4) below [Roberts et al.,
1997; Sims and Gamon, 2003]). EWT was calculated,
using a Beer’s law approximation [Gao and Goetz, 1995;
Roberts et al., 1997; Sims and Gamon, 2003], where the
impact of surface water on reflectance is determined as the
negative slope of the linear regression between the water
absorption coefficient spectrum [Sims and Gamon, 2003;
Green et al., 2006] and the natural log of the reflectance
spectrum over a wavelength range of 900–1000 nm. The
formulas for calculating NDSWI‐linear, NDSWI‐log, WBI
and EWT are:
NDSWI-linear ¼ ðR460  R1000Þ=ðR460 þ R1000Þ

ð1Þ

NDSWI- log ¼ flnðR1000Þ  lnðR460Þ= lnðR1000Þ þ lnðR460Þg
ð2Þ
WBI ¼ R900=R970 ½Pe~nuelas et al:; 1993

ð3Þ

EWT ¼ Dðln RÞ=DðaÞ

ð4Þ

The 18 July values of EWT, WBI, NDSWI‐linear, and
NDSWI‐log were regressed with surface water cover
estimated from digital image analysis as described above
(n = 90). For assessing which index was most effective at
assessing water table depth and surface water depth, we
ran regressions between these indices and water depths
from a range of sampling dates and locations within the
2008 sampling year. For example, these indices (equations
(1)–(4)) measured for 5 days (18, 23, and 28 July and 4
and 9 August 2008) were first calibrated against corresponding surface water depth measurements for those dates
using regression analysis. The two spectral indices that
most strongly correlated with surface water cover and
surface water depth in the above analyses (equations (1)
and (2)) were then applied to the entire growing season
by using these calibrations to predict surface water depth
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and water table depth throughout the 2008 sampling period.
These predictions were then tested against independent surface water depth and water table depth measurements and
used to make plots illustrating the temporal and spatial
dynamics of surface water depth for the treatment areas over
the 2008 season. Note that since photographic estimates
of percent water cover were only available for one date
(18 July), surface water cover could not be independently
tested in this way.
[16] Particular attention was paid to assessing the accuracy
of the model for estimating surface water depth across time,
space, and experimental treatments. Data from alternate
sampling dates during the peak of the growing season (18, 23,
and 28 July and 4 and 9 August 2008) were combined to
derive the final model for seasonal analysis. Seasonal surface
water depth trends for each tramline were then modeled and
compared to measured surface water depth and water table
depth to determine if the model over or underestimated water
depths in each of the experimental treatments. Plots combining all treatment dates and positions were derived to assess
the spatiotemporal behavior of the model along each tramline
and throughout the sampling period. To assist in the interpretation of these plots, microtopographic variation along
each tramline was also examined. Data for microtopography
were acquired from a 1 m digital elevation model developed
for the study area from airborne LiDAR acquired in late
August 2006 (Tweedie et al., submitted manuscript, 2010).
2.6. Spectral Mixture Analysis
[17] To further understand the effect of surface water on
spectral reflectance, we also applied spectral mixture
analysis. In remote sensing, this method is most typically
used to “unmix” pixels containing more than one cover
type into fractions of their component cover types, or
“spectral end members,” representing different cover
classes [Adams and Gillespie, 2006]. In our case, we used
the reflectance spectra of the dominant cover types (green
vegetation and water) and combined them to simulate various levels of percent water cover by area. To do this, we
selected end‐member spectra from sites along the tram lines
that were either 100% water covered or 100% vegetation
covered on 18 July 2008, and created synthetic spectra of
various fractions (F) of the two spectral types, ranging from
0% surface water cover (100% vegetation cover) to 100%
surface water cover (0% vegetation cover), assuming linear
(additive) mixing (equation (5)).

mixture ¼ Fveg veg þ Fwater ðwater Þ

ð5Þ

In this equation, r indicates the spectral reflectance (from
400 to 1000 nm) for the mixture, pure vegetation (veg) or pure
water, and F is a coefficient representing the contribution of
each cover type (vegetation or water), with the two portions
always adding to one. These synthetic mixtures were then
compared to actual field spectra of plots having a known
surface water cover.
2.7. Scaling Analysis
[18] Two high spatial resolution multispectral satellite
images (QuickBird, Digital Globe, Longmont, Colorado,
USA) acquired on 2 August 2002 and 27 July 2008, were
used to calculate NDSWI for the entire study area for
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R1000 were substituted with the blue and IR bands of the
Quickbird image, respectively. The linear version of the
NDSWI equation was used to avoid any problem with
band math calculations using the satellite bands. The
difference in NDSWI between images (2008 minus 2002)
was calculated to visualize and quantify treatment effects
for different regions of the basin (flooding, versus drained
and control regions; tramline regions versus flux tower
regions versus the entire treatment basin).
2.8. Assessment of Experimental Treatment Effects
[19] The tramline transects and idealized flux tower
footprints (based on experimental layout), and the inundated
lake basin were delineated for each treatment area. For the
2002 and 2008 images, the NDSWI pixel values for the tram
and flux tower footprints and treatment basins were extracted
for statistical analyses (Systat Software Inc., Chicago,
Illinois). To assess differences between the 2002 and 2008
NDSWI coverages for a given sampling area and treatment, t‐tests were run. A univariate analysis of variance
(ANOVA) was used to assess the difference between
treatments within a given year. To determine the difference
in the frequency distribution of NDSWI between sampling
areas (tramline, flux tower, and treatment basin) within a
given experimental treatment and year, a two‐sample
Kolmogorov‐Smirnov test was performed. This nonparametric test assesses whether the tramline footprint area and
flux tower footprint area, for example, have a similar
NDSWI frequency distribution or whether they are significantly different from one another. This is an important
consideration in testing the scaleability of measurements
taken in different areas of a particular treatment area. It
should be noted that the analyses outlined above do not
necessarily imply causation between surface hydrology and
the spectral indices analyzed. This is because we cannot
fully correct for the effects of covariation between vegetation and surface hydrology on spectral signature, and
instead treat NDSWI as a proxy of surface hydrologic
state.

3. Results

Figure 3. The effect of surface water (expressed as surface
water cover) on reflectance spectra. Each field spectrum is
compared to a modeled reflectance spectra using spectral
mixture analysis for the same percent of standing surface
water.
pretreatment (2002) and posttreatment (2008) years. Note
that due to frequent cloud cover in this coastal region
[Hope et al., 2004], these were the only clear‐sky high‐
resolution Quickbird images we were able to obtain for
the experimental period. Radiometrically corrected
QuickBird images for these dates were available with four
spectral bands: blue (450–520 nm), green (520–600 nm),
red (630–690 nm) and near‐IR (760–900 nm) at 2.8 m
resolution. Using ArcGIS (ESRI, Redlands, California),
NDSWI was derived using equation (1) above for both
the 2002 and 2008 Quickbird images where R460 and

[20] Spectral reflectance was clearly affected by varying
surface water cover within the treatment basin (Figure 3).
The least change was observed in the blue spectral region
(450–500 nm), and the biggest difference was observed in
the near‐infrared (>700 nm) with reflectance decreasing
markedly with increasing surface water (water table depth,
surface water depth, and surface water cover). Synthetic
mixtures behaved in a similar manner, and closely matched
field spectra. This response to surface water coverage indicated that an index that accounted for the contrasting
response to water between the blue and NIR bands could be
used as an indicator of surface water. To assess which
wavelengths would be optimal for such an index, we
correlated several metrics of surface water (water table
depth, surface water depth and surface water cover) with
reflectance at every 10 nm from 400 to 1000 m for every
location where reflectance, water table depth, surface water
cover were measured on 18 July 2008 (Figure 4). Regardless
of which water metric was used (water table depth, surface
water depth, or surface water cover), R2 values were lowest in

6 of 14

G00I07

G00I07

GOSWAMI ET AL.: SURFACE HYDROLOGY USING REFLECTANCE

Figure 4. R2 values for wavelength versus water table depth, surface water depth, and surface water
cover. Data for this analysis were collected on 18 July 2008.
the blue (460 nm) and highest in the NIR (approximately
1000 nm), confirming that reflectance in the blue is poorly
correlated with surface water, whereas reflectance in the NIR
is strongly correlated with surface water. Correlations
between reflectance in the NIR and water table depth of
surface water cover were greatest for a logarithmic model. R2
values between reflectance and water table depth were higher
than that between reflectance and surface water depth while
R2 values between reflectance and surface water cover were
similar to that of reflectance and surface water depth.
[21] Of the indices tested, the best predictor of water table
depth was NDSWI‐log, closely followed by NDSWI‐linear
(Table 1). Both NDSWI versions (log and linear) exhibited
identical R2 values with surface water cover (Table 2). All
indices showed significant R2values with water table depth
and surface water cover although EWT had a stronger R2
values with water table depth than WBI and WBI had
stronger R2values with surface water cover than EWT
(Tables 1 and 2). Relative to NDSWI linear, NDSWI‐log
showed slightly higher R2 values with water table depth
throughout most of the sampling period (Figure 5), although
the overall differences were very small. Since independent
surface water cover measurements were not made over the

entire season (just 18 July 2008), we could not evaluate the
seasonal dependence of the fits between these indices and
surface water cover.
[22] The model for predicting water table depth and surface water cover using NDSWI‐log is given in Figure 6.
Linear models best described the relationship between
NDSWI‐log and water table depth. However, when only
surface water depth was included, a nonlinear model
improved the fit slightly (not shown), and NDSWI tended to
saturate at larger water table depth or surface water depth
values. When belowground values were examined separately (Figure 6a, open circles) the R2 value was greatly
reduced, but was still significant (p < 0.001, Figure 6a).
These results demonstrate that the NDSWI‐based model’s
greatest predictive power was for surface water depth
(i.e., when the water table was above the surface of the
ground). The R2 value for the linear regression between
NDSWI‐log and surface water cover was also highly
significant (Figure 6b). Modeled results from synthetic
mixtures of water and vegetation (Figure 6b, open squares)
closely matched the results of the field measurements
(Figure 6b, solid circles), providing further support of a
strong link between surface water cover and NDSWI‐log

Table 1. Results of Regressions Between EWT, WBI, NDSWI‐Log,
NDSWI‐Linear, and Water Table Depth for 18, 23, and 28 July and 4
and 9 August 2008a

Table 2. Results of the Regressions Between EWT, WBI,
NDSWI‐Log, NDSWI‐Linear, and Percent Surface Water Cover
for 18 July 2008a

Indices
EWT
WBI
NDSWI‐linear
NDSWI‐log

Model Equation
Y
Y
Y
Y

=
=
=
=

37.303x – 1.6882
19.271x – 18.854
31.53x + 22.578
57.093x + 20.95

R2 Value

P Value

N Value

Indices

0.55
0.50
0.71
0.75

<0.001
<0.001
<0.001
<0.001

450
450
450
450

EWT
WBI
NDSWI‐linear
NDSWI‐log

a
Y, water table depth; x, index value. Here R2 values are calculated from
all dates combined.

Model Equation
Y
Y
Y
Y

=
=
=
=

133.15x
80.555x
108.67x
188.83x

+
+
+
+

6.5587
67.566
88.562
81.127

R2 Value

P Value

N Value

0.71
0.82
0.89
0.89

<0.001
<0.001
<0.001
<0.001

90
90
90
90

a
Y, percent surface water cover; x, index value. Here R2 values are
calculated from all dates combined.
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Figure 5. R 2 values for the prediction of water table
depth from NDSWI for all tramlines comparing linear
and log versions of the index for different dates in 2008.
for this landscape. Surface water cover and surface water
depth from 18 July (the date photographic estimates of
surface water cover were calculated) were strongly correlated
(Figure 7), suggesting that surface water cover, surface

Figure 6. Regressions for (a) water table depth (all points),
surface water depth (solid circles), below ground water (open
circles), and (b) surface water cover (solid circles) plotted
against NDSWI‐log, using data from 18, 23, and 28 July
and 4 and 9 August 2008. Modeled surface water cover
using spectral mixture analysis is also shown (open squares,
Figure 6b) and compared against measurements (solid
circles).

G00I07

water depth, or some combination of the two could be
driving this index.
[23] In seasonal analyses, modeled water table depth
closely followed measured water table depth for all the
tramlines but appeared to be more accurate for the north
tramline. Here, water table depth was higher compared to
that of the other tramlines, which often had water tables
below the ground surface (Figure 8). When the water table
depth values were most negative (e.g., between days 190
and 200 in the central and south treatment basins), the index
tended to overestimate water table depth when these were
below ground (i.e., produce less negative water table depth
values, Figures 8b and 8c). The index also had an abberant
peak during a snowfall event (day 213) in the central and
south basins (Figures 8b and 8c), but not in the flooded
north basin (Figure 8a), where surface water prevented snow
from accumulating. Direct R2 values between modeled and
measured water table depth for each tramline and for all
treatments combined (Figure 9) showed that modeled water
table depth tended to overpredict water table depth in the
control treatment and underpredict water table depth in the
drained treatment. In the flooded treatment, where surface
water was present, the model predicted water table depth
(i.e., surface water depth) most accurately.
[24] The model developed for water table depth (Figure 6a)
depicted the spatiotemporal dynamics of water table depth
along each tramline and throughout the sampling period
(Figure 10). Measured water table depth and modeled water
table depth varied with microtopography (Figure 10, top).
Locally high‐elevation areas had the lowest water table depth
values, and low‐elevation areas had the highest water table
depth values (green‐yellow areas in the water table depth
image, Figure 10). In early June, soon after snowmelt (ca. day
170), water table depth was high. As the snow‐free period
progressed, water table depth decreased throughout each
treatment. The horizontal banding in the modeled water
table depth around day 210 for the central and south tramlines
was caused by a snowfall event, which was also prominent as
an anomalous spike in these same treatments shown in
Figures 8b and 8c.

Figure 7. Regression between surface water cover and
water table depth for 18 July 2008.
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for the tramline footprint in the drained treatment
(see Figure 12, asterisks). Univariate ANOVA showed no
significant difference between the tramline footprints in the
control and drained treatments for both years (see Figure 12,
letters). The tramline footprint in the flooded treatment was
significantly different from the tramline footprints in the
drained and control treatments for both years (see Figure 12,
letters). Kolmogorov‐Smirnov tests showed a significant
difference between tramline and idealized flux footprints and
treatment basins for all years and treatments except for the
2002 flooded treatment, where the tramline was similar to the
idealized flux tower footprint and treatment basin (Figure 12,
Roman numerals). These results generally highlight a
successful flooding treatment in 2008, but revealed little
apparent effect in the draining treatment, which yielded no
detectable change in NDSWI. These results also indicated
substantial variability between sampling areas (tramline,
flux footprint area, and treatment basin) in all three treatments (flooded, drained, and control) for both 2002 and
2008. Note that the surface hydrology of the control
treatment varied between years for each sampling region,
indicating interannual variability in surface hydrology
independent of any experimental treatment effect.

4. Discussion

Figure 8. Seasonal patterns of mean measured water table
depth along the three tramlines and mean modeled water
table depth for each tramline. (a) Flooded (north), (b)
drained (central), and (c) control (south) treatments, respectively. The peak in between day 210 and day 215 in the
drained and control treatments indicates a snowfall event
for that particular day.
[25] NDWSI extrapolated across the experimental area
using Quickbird satellite imagery from 2 August 2002
(Figure 11a, pretreatment) 27 July 2008 (Figure 11b,
posttreatment) showed spatial and temporal changes in
surface water. These changes were particularly evident for
the northern basin (flooded treatment). In Figure 11, three
sampling areas, the treatment thaw‐lake basin, hypothetical
flux footprint, and tramline transects, are shown. The most
conspicuous difference between these NDSWI extrapolations is an increase in NDSWI (becoming wetter) in the
flooded treatment area. Although significant differences
between years were recorded in the drained and control
treatment areas (Figure 12, asterisks), these are relatively
minor compared to the flooding treatment effect illustrated
in Figure 11, and is further documented in Figure 12.
[26] Significant differences (t test, p < 0.05) were noted
between years for all sampling areas and treatments except

[27] In the Arctic, soil moisture and surface hydrology are
important in controlling plant community composition and
ecosystem functional processes such as land‐atmosphere
carbon and water exchange and surface energy balance
[Merbold et al., 2009; Walker et al., 2006; Chapin et al.,
2005]. Understanding how surface hydrology is changing
with climate change could be key to understanding the
future state of the Arctic. This study focused on developing
a spectral index capable of estimating surface water status
that would not be confounded by atmospheric moisture,
would be relatively free from instrument errors, and would

Figure 9. Modeled versus measured mean water table
depth for all the three tramlines for the 2008 snow‐free
period. Measured water table depth data were collected from
21 June to 11 August 2008.
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Figure 10. Elevation, modeled water table depth, and measured mean water table depth for all the three
tramlines for the 2008 snow‐free period. Measured water table depth data were collected from 21 June to
11 August 2008. The water table depth values shown here are in centimeters.
be commonly available from ground‐based, airborne or
satellite‐borne instruments. The Normalized Difference
Surface Water Index (NDSWI) was able to accurately estimate surface water cover and surface water depth in an
experimental flooding and draining experiment situated in a
vegetated thaw‐lake basin on the Arctic Coastal Plain of
northern Alaska.
[28] Compared to EWT and WBI, two other spectral
indices that have been widely used to estimate surface hydrological properties using remote sensing [Peñuelas et al.,
1993; Gao and Goetz, 1995; Roberts et al., 1997; Sims
and Gamon, 2003; Green et al., 2006], NDSWI was a
better predictor of surface water depth, surface water cover,
and water table depth within the study area. We initially
expected that EWT could have captured these surface
properties better than NDSWI because the calculation of
EWT employs more wave bands, and more closely adheres
to physical principles of Beer’s law. However, both WBI
and EWT used wavelengths within the 970 nm water
absorption band, a region which is prone to instrument errors
with the detector in our instrument [Sanchez‐Azofeifa et al.,
2009]. It is likely that these factors contributed to the poorer
fit with these indices. Additionally, the presence of more
than one cover type (vegetation and water, having different

scattering properties), may have reduced the efficacy of EWT in
this case, since Beer’s law assumes minimal scattering. Our
instruments and sampling protocols were designed to correct
for changing sky conditions [Gamon et al., 2006], but these
corrections are often difficult under rapidly varying cloud
conditions. Since the 970 nm water band can be affected by
varying atmospheric moisture, the often cloudy and misty
conditions of the site may have further contributed to the
weaker fit with WBI and EWT. One reason why NDSWI may
have performed better was that it uses wavelengths that are on
the edge of (rather than near the middle of) the 970 nm water
band. The slightly better prediction with the log version
(versus the linear version) of NDSWI suggests that a Beer’s
law approximation may actually be a reasonable assumption
for modeling surface water depth, since Beer’s law predicts an
exponential extinction with depth. This becomes problematic
for wavelengths affected by varying atmospheric water vapor
absorption [Sims and Gamon, 2003] and by poor instrument
performance (low signal‐to‐noise and stray light errors).
[29] Electromagnetic radiation in the optical region cannot penetrate deep into opaque surfaces (e.g., soil), which
explains why negative water table depth values were not
modeled well with NDSWI (low R2 values for open circles,
Figure 6a). When combined with positive water table depth
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Figure 11. NDSWI‐linear values extrapolated across the Biocomplexity experimental area using multispectral Quickbird images for (a) 2002 (pretreatment) and (b) 2008 (posttreatment). (c) The difference of
NDSWI‐linear values for the 2 treatment years (2008 and 2002). The black lines show the outer boundary
of the treatment basin areas: flooded (north), drained (central), and control (south). The letters F, D, and C
correspond to the flooded, drained, and control treatment areas, respectively, and the color legend shows
the NDSWI values. The sectors indicate hypothetical flux tower sampling footprints according to the
original experimental design, with the vertices of the sectors indicating the locations of the flux towers.
values (i.e., standing water above the surface), these negative
water table depths did not detract from the accuracy of the
NDSWI‐derived model. However, the low R2 values between
NDSWI and negative water table depth values indicate that
this model is not capable of accurately predicting belowgroundwater depth. This weakness explained the poorer fit in
the control (south) and drained (central) treatment basins
relative to the flooded (north) treatment, which was characterized by positive water table depth values (i.e., aboveground
surface water) for the seasonal sampling period (Figures 8 and
9). Thus, we caution that the detection of below ground water
is not logically possible using the optical remote sensing
techniques we have employed in this study, but note that they
work well for visible surface water, whether expressed as
surface water cover or as surface water depth (which were
strongly correlated with each other, Figure 7). The weak but
statistically significant correlation between NDSWI and
negative water table depth may have been driven by covariance between water table depth and percent standing water
associated with the frequency of local depressions where
small amounts of subsurface water may have been visible to
the sensor. An NDSWI‐log value of approximately −0.4 indicates a water table depth at the ground surface using the
model derived in Figure 6 and could be used as a reasonable
cutoff for studies wishing to maximize the predictive power
of NDSWI in modeling above ground water table depths.
Although this study shows a strong potential of NDSWI to be
used as an index of surface water depth and surface water
cover, we caution that further testing is required to determine
the spatiotemporal scalability of NDSWI across multiple

sensing platforms, a broader range of land cover types, and
regimes of surface hydrology.
[30] For largely pragmatic reasons discussed above, we
sought a spectral index that could not be overly confounded
by atmospheric moisture and could be calculated from
readily available ground‐based, airborne or satellite‐borne
instruments. It appears that NDSWI meets this requirement.
Further testing of NDSWI to assess its significance and
extrapolation potential in the Arctic and elsewhere will need
to address many remote sensing challenges. These include
challenges specific to the Arctic, that span multiple spatial
scales [Vanderbilt et al., 2007], address spectral variation
between sensors, particularly optical and spaceborne sensors
[Ganguly et al., 2008], and challenges that are specific to
differing surface cover types and hydrological regimes.
Because a wide range of NIR wavelengths are sensitive to
surface water (high coefficients of determination in Figure 4),
this index can be readily adapted to a variety of sensors with
wave bands in this region, facilitating its broad use, but also
presenting challenges in intercomparison. Additional remote
sensing challenges inherent to the Arctic include but are not
limited to characterization of diverse and fine‐scale landscape heterogeneity [Stoy et al., 2009], frequent cloud
cover and high atmospheric moisture [Hope et al., 2004],
and characterization of sometimes fine‐scale and often
short‐term biophysical phenomena that are associated with
ecosystem structure and function [Laidler et al., 2008;
Vanderbilt et al., 2007]. An example of the latter is the
occurrence of a midsummer snowfall (day 213 in Figures
8b and 8c) documented in this study. At this time, snow
accumulated in the drained and control treatment areas but
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Figure 12. Comparison of average NDSWI‐linear mapped
to different sampling footprint areas using Quickbird 2002
and 2008 images. Error bars represent one standard deviation. Asterisks indicate a significant difference (p < 0.05, t
test) between years (2002 and 2008) for a given sampling
area (tramline footprint, flux tower footprint, treatment
basin) and treatment (flooded, drained, control). Letters A,
B, and C indicate a significant difference/similarity (p <
0.05, univariate ANOVA) between treatments (flooded,
drained, control) in a given year and type of sampling area.
Roman numerals indicate a significant difference/similarity
(p < 0.05, Kolomogorov‐Smirnof test) between sampling
areas (tramline footprint, flux tower footprint, treatment
basin) within a given treatment and year.
not in the flooded treatment area (Figure 8a). The response
of NDSWI to this event demonstrated a strong sensitivity
to snow, which appears as an anomalously high NDSWI
value (Figures 8 and 10).
[31] The capacity of NDSWI to characterize the surface
hydrology of the study area enabled us to evaluate the
performance of the experimental flooding and draining
experiment. Like many other large‐scale experimental manipulations in the ecological sciences, our flooding and
draining experiment was unreplicated, was a logistic and
operational challenge, and displayed a high degree of
“natural” variability in land cover and surface hydrology
within and between treatment areas (Figures 11 and 12). The
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integration of various subproject or discipline‐based sampling results from this long‐term ecosystem experiment is
just beginning to be determined and this study has facilitated
this process by providing a tool for evaluating the surface
hydrological properties of different experimental treatments,
time periods and sampling areas (e.g., tram versus flux
tower footprint). This study suggests that prior to experimental manipulation (i.e., in 2002), the basin of each
experimental treatment had significantly different surface
hydrology properties (Figures 11 and 12), as did the flux
tower and tramline sampling footprints (Figure 12). There
were significant differences between years, indicated by a
difference in NDSWI for the control treatment (Figures 11
and 12) and elsewhere throughout the study area outside
of the experimental thaw‐lake basin (Figure 11). In 2008,
flooding appeared to be more effective than draining
throughout each treatment basin and within the flux tower
and tramline sampling footprints (Figure 12). During the
experimental manipulation, further draining of the “drained”
basin by pumping water lower than the soil surface (water
table depth equal to 0) proved to be logistically difficult, and
this may help account for the lack of a clear result of a
“drained” treatment effect. Additionally, we caution that our
NDSWI‐based model cannot readily distinguish between
water table depth values of zero and negative values
(below ground water), because optical remote sensing
methods cannot penetrate far below the soil surface, so a
successful drainage treatment may not have been clearly
detectable with this method.
[32] A distinct advantage of NDSWI over the other
spectral indices tested in this study is that it can be readily
adapted to a range of available satellite remote sensing
platforms. Considering the importance of surface hydrology
on ecosystem processes and properties such as carbon
dioxide and methane flux [Merbold et al., 2009; Wolf et al.,
2008], surface energy balance [Chapin et al., 2005;
Euskirchen et al., 2007], plant phenology and response to
warming [Arft et al., 1999; Walker et al., 2006], and geomorphic processes [Lawrence and Slater, 2005; McNamara
and Kane, 2009], the potential for NDSWI to facilitate the
advancement of modeling and spatial extrapolation of these
processes seems promising. Similar to how satellite‐derived
NDVI is increasingly being used to model land atmosphere
carbon flux, leaf area index, or plant biomass [Running et al.,
2004], we believe that, pending further testing and refinement, NDSWI could be applied in a similar manner to
improve models of carbon dioxide or methane fluxes, which
are highly dependent on surface hydrology [Merbold et al.,
2009]. If possible, this could facilitate the development
of spatially explicit models that estimate net greenhouse
warming potential through the combination of land‐
atmosphere carbon dioxide and methane flux models.
Such development, including ground, air and satellite‐
based estimates of NDSWI, could be integrated within
regional studies or observatories focused on carbon dynamics
as recently called for by McGuire et al. [2009].

5. Conclusions
[33] This study has addressed a critical need in the Arctic
terrestrial sciences: an improved capacity to detect and
monitor surface hydrological properties that are associated
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with or regulate important ecological processes and phenomena. Our goal was to develop a spectral index from
optical remote sensing that could be used to estimate surface
water depth, and characterize changes in surface hydrology
at multiple spatial and temporal scales. We also sought a
method that could be used to assess the impact of a large‐
scale unreplicated experimental flooding and draining
experiment that supported a range of simultaneous multidisciplinary and multiscale investigations. The Normalized
Difference Surface Water Index (NDSWI) out‐performed
other spectral indices that have been used to estimate similar
properties. This index appears to accurately estimate
aboveground surface water depth and surface water cover
for this landscape, and detected experimental treatment
effects at multiple spatial and temporal scales in the experimental manipulation. We caution that while our results
describe a vegetated thaw‐lake basin on the Arctic Coastal
Plain of northern Alaska, further work will be needed to
extend this approach beyond the context of this particular
study site. We recommend further testing and refinement of
NDSWI, and an assessment of its potential use in the development of models that estimate ecological processes and
phenomenon that are sensitive to surface hydrology such as
land‐atmosphere carbon dioxide, methane and water vapor
exchange.
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Abstract—Environmental scientists, especially those conducting studies in remote areas such as the Arctic, can benefit
from assessing data quality from autonomous sensors in nearreal time. The Data Assessment Run-Time (DART) framework
was developed to allow environmental scientists to specify and
verify data properties associated with autonomous sensors. Data
properties are logical statements about data values associated
with sensors and their relationship with other sensor output or
properties derived from historical data. The properties can be
verified at near-real time, i.e., as the data are being collected in
the field, or through post-processing routines after the data has
been collected. This paper describes a case study that evaluates
the specification of data properties associated with hyperspectral
sensor data and how the DART framework was used to verify
these data in both near-real time and through post-processing.
Index Terms—Data Quality; information quality; data assessment; sensor data assessment; near-real time data assessment.

I. I NTRODUCTION
Environmental scientists commonly conduct ground-based
hyperspectral remote sensing studies to monitor surface properties when satellites cannot (e.g., when cloud cover prevails)
and to formulate mathematical relationships between surface
optical properties and environmental phenomenon. Robotic
tram systems have been shown to be useful to conduct such
ground-based research [1]. Robotic tram systems typically
consist of a tramline that is placed over an area of interest
upon which a robotic cart is programmed to collect a range of
environmental data using sensors that are activated at selected
points along the tramline [2].
Most robotic tramlines operate semi- autonomously and
require careful attention to sensor calibration. Environmental
conditions such as rain or fog, sun angle, and extreme cold and
wind can affect the quality of data. At predefined increments
of time or after the robotic cart has travelled a particular
distance, the operator generally assesses the quality of the data
by physically accessing the cart and visually inspecting the
spectrometer that plots the data as they are collected. The operators use their experience-based knowledge and intuition to
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determine if the collection process is operating as expected. If
an anomaly or an unexpected value(s) in the data is suspected,
the operator either restarts the measurement process, or persists
with data collection and corrects data during post-processing.
Data assessment conducted manually for the tram system
presents many challenges particularly under extreme environmental conditions, or when large volumes of data are being
collected. In some cases, a scientist can spend an entire day
collecting data in the field, being uncertain about the quality
of data collection, only to discover later that bad data was
collected due to faulty equipment, for example. The scientist
then repeats data collection, thus losing time and perhaps most
importantly, the chance to document rare environmental events
or conditions.
Another concern is that data inspection is dependent on the
scientists mental model. Indeed, the data inspection process
is subject to the operators experience with the instrumentation
and ecosystem in which they are operating as well as his or her
intuition. There is a potential danger of rejecting data based
on a faulty mental model.
To address the data assessment challenges associated with
the verification of hyperspectral data collected using robotic
tram systems, the Data Assessment Run-Time (DART) Monitoring Framework was developed. In particular, DART was
used to interface with a wireless data stream from a robotic
tram system established as a component of the Barrow
Biocomplexity flooding and draining experiment [2]. DART
applies principles from software engineering techniques, in
particular run-time verification and formal methods. DART is
intended to detect deviations from an ideal set of data for
a particular season (referred to as the representative data set
hereafter) that is derived from expert knowledge and historical
data. The deviations identify points of interest in the data
due to environmental variability or instrument malfunctioning.
Section 2 provides the background for the work, Section 3
provides a description of the DART framework, and Section
4 describes the case study. The paper ends with discussion of
related and future work in Sections 5 and 6, respectively.

978-1-61284-968-3/11/$26.00 ©2011 IEEE

II. BACKGROUND
A. Run-time Monitoring
For critical software systems, software assurance mechanisms, such as model checkers and run-time monitoring
systems, can be used to check that the software is functioning
as expected with respect to a set of properties. A model
checker [3] is a formal technique for verifying finite-state
concurrent systems and relies on building a finite model of
a system and an algorithm that automatically traverses the
system model to verify if a desired property (or a set of
properties) holds in the model. Run-time monitoring allows
practitioners to observe the behavior of a system and determine
if it is consistent with a given specification [4]. A run-time
monitor takes an executing software system and a specification
of software properties and checks that the execution meets the
properties. In most run-time monitoring frameworks, the applications code is instrumented. Code representing the property,
for example, is injected into the source code, with checks at
the points of interest. Usually, the application to be monitored
has to be recompiled to include the checks, and monitoring is
performed at the code level to ensure that the code is behaving
as intended. Delgado et al. [5] have compiled a taxonomy of
run-time monitoring frameworks.
B. Hyperspectral Data
Spectral data can be obtained using a dual-detector field
portable spectrometer [6]. Radiance (radiation from the target)
and irradiance (radiation from the sky) are collected simultaneously, thereby permitting correction of surface reflectance
under varying sky conditions [1]. The two detectors are crosscalibrated using a white panel with 99% reflectance [7] at the
beginning and at the end of a tramline. The Unispec-DC has a
nominal range of operation between 303 nanometers (nm) and
1148 nm in 256 contiguous bands with a spectral resolution
of approximately 3 nm and a full-width-half maximum of
approximately 10 nm. The optimal range of this detector
(range with reasonable signal-to-noise) is approximately 4001000 nm.
III. DATA A SSESSMENT RUN - TIME M ONITORING
F RAMEWORK
A. Tool Overview
The Data Assessment Run-time (DART) Monitoring framework allows environmental scientists using the tram system to
specify and then verify data properties as data are streamed
wirelessly from the tram system. DART works similarly to a
software engineering run-time monitoring system with minor
adaptations to accommodate for data processing. For the
DART framework, a data property is a logical statement about
data values associated with hyperspectral sensor readings.
With DART, a user specifies a set of data properties of
interest, which document the data quality summary. DART
is intended to detect deviations from an ideal set of data that
is derived from expert knowledge and historical data, i.e., the
representative data set.

DART can operate in near-real time mode and postcollection mode. Near-real time mode allows scientists to
verify the data at near-real time as the data are wirelessly
streamed from the tram cart to a computer. In near-real time
mode, DART is given a path to a run-time folder, and DART
continually checks data stored as new files in the folder, i.e.,
files sent by a spectrometer. Post-collection mode is used to
verify data that has already been collected and stored.
The system takes as input three files: 1) a Run-time
Data File (obtained from a run-time folder) that contains
the raw data and metadata collected by the spectrometer on
the tram cart at a given interval in time or position along
the tramline; 2) an expert-validated Representative Data Set
File (stored in the Representative Data Set Repository) that
contains averaged historical data from the previous season;
and 3) an expert-validated Property Specification File (stored
in the Specification Repository) that contains the properties
to be verified. The Representative Data Set Repository stores
seasonal hyperspectral reflectance files, where a representative
data set file contains averages of hyperspectral reflectance data
considered representative of the data for a particular time of the
season. A representative data set is used to compare its values
to the data being collected by the tram system. In particular,
the property specifications specify threshold values for the
difference between the actual readings and the values of the
representative data set. Specifications are described in XML
files and are divided accordingly to the quality thresholds
expected for each week of the season of interest.
The DART framework generates two outputs for every
processed Run-time Data File, an Assessment Log File and an
Assessment Visual Representation. The Assessment Log File
contains the metadata associated with the spectrometer used to
collect the data, a local data assessment value for each range of
interest in the data, and a global data assessment value derived
from local data assessment values from individual ranges.
The Assessment Visual Summary is a graphical representation
of the assessment results associated to the collected spectral
readings.
B. DART Subsystems
A prototype version of DART was developed. The system is
composed of six modules: the file parsers, the metadata handler, the run-time data reflectance calculator, the monitor, the
specification mapper, and the output generator. The dataflow
diagram in Figure 1 depicts the system.
The file parsers module extracts the metadata and raw sensor
data from the Run-time Data File, the sensor data from the
Representative Data Set File, and property specifications from
the Property Specifications File. The metadata handler module
uses the metadata about the run-time field data extracted by
the file parsers to create a metadata summary to be associated
to the corresponding Data Quality Log File. The run-time data
reflectance calculator module calculates a reflectance value for
each of the 256 spectral wavelength bands recorded by the
spectrometer in the Run-time Data File. The module calculates
the reflectance value by dividing the radiance value by the

irradiance value and associating the resulting reflectance value
to the corresponding wavelength.
The specification mapper module maps the data property
specifications extracted from the Property Specification File
into a specification code template that is applied by the monitor module to the calculated reflectance data. The property
specifications define the upper and lower wavelength limits to
the intervals of interest in the data spectrum, and the maximum
threshold value, which are determined from scientists expertise
and data values expectations for which the normalized sensor
data can differ from the ideal seasonal data.

Fig. 1. Flow of data for the Data Assesment Run-time (DART) framework.
Rectangles in gray represent modules in the system.

The monitor module calculates the deviation of the normalized sensor data from the representative seasonal sensor
data and assigns a data assessment value depending on how
distant the deviation is from the specified threshold. The data
assessment value for individual readings are used to determine
the local data assessment for the predefined ranges in the
spectra, and the local data assessment values are used to
determine the global data assessment value for the Run-time
Data File being processed.
The output generator module uses the results of the monitor
module and the metadata handler module to create a quality
log file for every processed Run-time Data File and creates
a plot of the reflectance values calculated by the run-time
data reflectance calculator module. Both artifacts are used to
present the data assessment results in DARTs graphical user
interface.
The scientists use DARTs graphical user interface to specify
the locations of the various file folders, as well as to determine
the type of data assessment to be performed, e.g., nearreal time or post-processing. Once the Run-time Data File
is processed, the interface shows the data assessment flags
associated with each wavelength value, the metadata summary,
the data assessment summary for the file, and the spectra of
the data.
C. DART Quality Assesment Algorithm.
DART performs the data assessment by assigning data
assessment flags to individual reflectance values, ranges of
interests, and Run-time Data Files. For individual reflectance

Flag
00D
01D
02D
03D

Condition
AD ≤ T
T < AD ≤ T+0.1
T+0.1 < AD ≤ T+0.2
AD > 0.2

Description
No deviations found
Small deviation found.
Medium deviation found.
Large deviation found.

TABLE I
T OLERANCE RANGES USED IN DART TO ASSESS H YPER -S PECTRAL
DATA GIVEN A N A BSOLUTE DIFFERENCE (AD) B ETWEEN A
C ALCULATED REFLECTANCE VALUE , A REPRESENTATIVE VALUE , AND A
DATA A SSESMENT T HRESHOLD (T)

values, DART determines the deviation of the reflectance
value from the ideal seasonal data values. Given a set of
predefined thresholds provided by the user, DART compares
the reflectance deviations to such thresholds and classifies
the severity of the deviation. For every wavelength value in
a specific range, the absolute difference (AD) between the
derived reflectance value and the representative seasonal value
is calculated and compared to a predefined threshold (T); if
AD is less than or equal to T, the derived reflectance value
is not considered a deviation. If the AD deviates from T, the
assessment flag changes accordingly (Table 1).
For ranges of interest, a count of occurrences of the four
types of data assessment flags in individual reflectance values
is maintained. The range assessment flag is calculated by
identifying the data flag with the largest count within the range.
Similarly, the Run-time Data File data flag is that of the range
assessment flag with the largest count.
IV. C ASE S TUDY
A case study was conducted in collaboration with the
System Ecology Laboratory at The University of Texas at El
Paso and the University of Alberta to evaluate the use of DART
in assessing data collected by tram systems located on the
Barrow Environmental Observatory near Barrow, Alaska. The
tramline infrastructure for this site was a robotic tram system
similar to that described by Gamon and others [1]. The three
300 meter-long tramlines were located in treatments in a largescale hydrological manipulation experiment [2].
The tram cart setup was modified to include a laptop on
which DART was executed. The laptop was remotely accessed
through a wireless connection. The new setup was used to
assess the data at near-real time for three runs on the same
date to show the feasibility of the approach; however, due to
limited wireless connectivity in the field, the remainder of the
2008 seasonal data was assessed using DARTs post-processing
mode.
A. Representative Data Sets
Representative data sets for the 2008 season were created
using historical data gathered in 2007. A series of representative data sets, which initially were selected based on the
time of the season, were used to compare the representative
values to the data being collected by the tram system. The
representative data sets included average weekly reflectance
data constructed from 2007 post-processed data for the three

tramlines. This resulted in 27 representative data sets - nine
per tramline, and one for every week of the 2007 season.
B. Data Property Specifications
The expert and the technical person created 13 specification
files containing expected threshold values for different times of
the season and delimiters to define ranges of scientific interest
in the spectra. The specification files contained properties
defined for three ranges of scientific interest within the optimal
range in the spectra (i.e., 400-1000 nm) and two noise ranges
outside the optimal range, and the initial thresholds used to
evaluate the raw data against the ideal data. The thresholds and
the delimiter selections were based on the scientists knowledge
acquired over time.

Fig. 4.
Tramline
North
Central
South

00D
5422
5204
6412

01D
20
121
86

02D
32
84
171

03D
2742
2808
1588

TABLE II
T RAM DATA A SSESMENT RESULTS FOR THE 2008 SEASON .

C. Results
A total of 81 days of data were processed using DART, for
a total of 24,690 spectral files, and 7,407,000 spectral readings
for the 2008 season. Six additional days were unprocessed because the measurements were taken with a different spectrometer than the one used to create the seasonally representative
data sets; thus, even though the specifications could be reused
for these measurements, representative data sets for the new
spectrometer were unavailable.
Figures 2-4 depict the results of using DART for data quality
assessment. The x-axis presents the day of year when measurements were taken, and the y-axis presents the occurrences of
each type of data quality assessment flags. Table II presents
the 2008 data assessment generated by DART.

Fig. 2.

Fig. 3.

D. Discussion
1) General Findings: The hyperspectral data at the beginning of the season was expected to contain large deviations due
to prevalent snow and melting snow. DART correctly identified
the expected largely deviated (03D) data during this period - a
transition period from June 18 (Day 169) to June 30 (Day 181),
and the expected no deviations (00D) for the rest of the season
for the North and Central tramlines. Technical problems appear

to have influenced data obtained from the South tramline data
throughout the season.
DART data assesment results distribution for North tramline
for the 2008 season. Table I defines the values of the data
assesment flags.
DART data assesment results distribution for Central tramline for the 2008 season. Table I defines the values of the data
assesment flags.
DART data assesment results distribution for South tramline
for the 2008 season. Table I defines the values of the data
assesment flags.
2) Specific Findings: In July 7, 2008 (Day 188), The North
and Central tramlines were flagged as no deviations (298 files
flagged as 00D) in each tramline, while the South tramline
data were flagged as large deviations (03D). Metadata showed
that the par meter equipment used by scientists in the South
tramline to calibrate the spectrometer was dysfunctional and,
thus, the integration time had to be changed to 25 milliseconds,
which might have influenced the sensor reading.
On July 25, 2008 (Day 206), while data was being collected
from the Central tramline, a heavy rain event occurred. It
was captured by DART, which reported 291 00D files, two
01D files, five 02D, and two 03D files. The North and South
tramlines reported 300 00D files, indicating an event that was
unique to the Central tramline. Snow fall also occurred in
August 1, 2008 (Day 213). The event was captured by the
tramlines by showing a mixture of data quality assessment
measurements. The North tramline reported 262 00D files,
14 01D files, 12 02D files, and 23 03D files. The Central
tramline reported 91 00D files, 75 01D files, 39 02D files,
and 105 03D files. The South tramline reported 35 00D files,
36 01D files, 14 02D files, and 225 03D files. Even though
DART did not identify the snow event as more than an event of
interest, cross checking the results with climate data identified
this environmental phenomenon.

3) Scientific Data Properties: The case study identified two
types of properties: data properties and instrument properties.
Data properties specify expected values and relationships
related to field data readings i.e., noise ranges, and data
values outside the specified thresholds for spectral ranges.
Instrument properties specify expected instrument behavior
and relationships by defining examining attributes and instrument functions based on reading (e.g., low voltage, bad fiber
optic, and loose connections). The case study also showed that
software engineering run-time verification techniques can be
adapted to be used as data assessment techniques.
V. R ELATED W ORK
Other tools used to perform data assessment on sensor data
exist, although not specifically for tram data. This section
describes some of this work.
The EQWin Data Manager [8] is a commercial database
application to manage data types, sampled from the field on
a discrete basis. . Input data is validated against built-in and
user-defined validation criteria such as: coding checks, valid
numeric values checks, and quality assessment/ quality control
checks. EQWin is platform dependent and does not support
real-time assessment or reusable data properties.
The UWEDAT [9] data management and monitoring system
is used to screen ambient air quality data. UWEDAT uses a
centralized host and a threshold service to screen user-defined
limits and thresholds values of data sent from station computers. UWEDAT does not support reusable data properties and is
based on Web services orchestrated from a central host; thus,
no information redundancy is supported, which may lead to
data being lost during the transfer process.
The Data Quality Health and Status (DQHS) [10] system
is a data assessment Web that uses a set of algorithms
to determine the percentage of data falling within specified
thresholds. Results of automated checks are displayed in colorcoded tables, plots and data assessment reports. DHQS does
not support reusable data properties and relies on algorithms
and pre-defined quality intervals that are not transparent to the
scientist.
VI. F UTURE W ORK
Future work will address DART limitations, including providing the ability to characterize representative data sets based
on environmental variability, threshold selection, and identification of instrument malfunction. In particular, a systematic
way to address the uncertainty associated with selecting data
assessment thresholds will be defined. Standard deviations
calculated from historical ecosystem data being studied will
be used to supplement expert provided thresholds. Anomaly

detection will be constructed to characterize and model meteorological events and equipment malfunction that will have
degrees of truth associated to them. In addition, automated
storage of the quality assessment summary with the raw data
will be created to allow scientists to identify and remove bad
data from a query or calculations.
VII. C ONCLUSION
Scientists use robotic tram systems to collect hyperspectral
data and are uncertain about the quality of the data being
collected. The DART framework uses an adaptation of software engineering techniques to allow scientists to specify and
verify data properties at near real-time as data is collected by
the robotic tram system or at the post-processing stage. A case
study showed how DART can help scientists identify anomalies in data and data assessment properties and procedures used
by scientists working with the tram system.
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