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Abstract
A search is presented for the associated production of a standard model Higgs boson
with a top quark-antiquark pair (ttH), in which the Higgs boson decays into a b quark-
antiquark pair, in proton-proton collisions at a centre-of-mass energy
√
s = 13 TeV.
The data correspond to an integrated luminosity of 35.9 fb−1 recorded with the CMS
detector at the CERN LHC. Candidate ttH events are selected that contain either one
or two electrons or muons from the tt decays and are categorised according to the
number of jets. Multivariate techniques are employed to further classify the events
and eventually discriminate between signal and background. The results are charac-
terised by an observed ttH signal strength relative to the standard model cross section,
µ = σ/σSM, under the assumption of a Higgs boson mass of 125 GeV. A combined
fit of multivariate discriminant distributions in all categories results in an observed
(expected) upper limit on µ of 1.5 (0.9) at 95% confidence level, and a best fit value of
0.72± 0.24 (stat)± 0.38 (syst), corresponding to an observed (expected) signal signifi-
cance of 1.6 (2.2) standard deviations above the background-only hypothesis.
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11 Introduction
The observation [1–3] of a Higgs boson with a mass of approximately 125 GeV [4, 5] at the
CERN LHC marked the starting point of a broad experimental programme to determine the
properties of the newly discovered particle. Decays into γγ, ZZ, WW, and ττ final states
have been observed, and there is evidence for the direct decay of the particle to the bottom
quark-antiquark (bb) final state [6–10]. The measured rates for various production and decay
channels are consistent with the standard model (SM) expectations [11, 12], and the hypothesis
of a spin-0 particle is favoured over other hypotheses [13, 14].
In the SM, the Higgs boson couples to fermions with a Yukawa-type interaction, with a cou-
pling strength proportional to the fermion mass. Probing the coupling of the Higgs boson to
the heaviest known fermion, the top quark, is therefore very important for testing the SM and
for constraining various models of physics beyond the SM (BSM), some of which predict a
different coupling strength than the SM. Indirect constraints on the coupling between the top
quark and the Higgs boson are available from processes including virtual top quark loops, for
example Higgs boson production through gluon-gluon fusion [11, 12], as well as from produc-
tion of four top quarks [15]. On the other hand, the associated production of a Higgs boson and
a top quark-antiquark pair (ttH production) as illustrated by the Feynman diagrams in Fig. 1
is a direct probe of the Higgs boson coupling to fermions with weak isospin +1/2. The Higgs
boson decay into bb, also shown in Fig. 1, is experimentally attractive as a final state because it
features the largest branching fraction of 0.58± 0.02 for a 125 GeV Higgs boson [16].
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Figure 1: Representative leading-order Feynman diagrams for ttH production, including the
subsequent decay of the Higgs boson into a b quark-antiquark pair, and the decay of the top
quark-antiquark pair into final states with either one (single-lepton channel, left) or two (dilep-
ton channel, right) electrons or muons.
Several BSM physics scenarios predict a significantly enhanced production rate of events with
ttH final states, while not modifying the branching fractions of Higgs boson decays by a mea-
surable amount [17–26]. In this context, a measurement of the ttH production cross section
has the potential to distinguish the SM Higgs mechanism of generating fermion masses from
alternative ones.
Various dedicated searches for ttH production have been conducted during Run 1 of the LHC.
The CMS Collaboration searches employed proton-proton (pp) collision data corresponding to
an integrated luminosity of 5 fb−1 at a centre-of-mass energy of
√
s = 7 TeV and 19.5 fb−1 at√
s = 8 TeV. These searches have been performed by studying Higgs boson decays to b quarks,
photons, and leptons using multivariate analysis (MVA) techniques, showing a mild excess of
the observed ttH cross section relative to the SM expectation of µ = σ/σSM = 2.8± 1.0 [27]. A
2similar excess of µ = 2.1+1.4−1.2 was observed in a search for ttH production in multilepton final
states by the ATLAS Collaboration using data at
√
s = 8 TeV, corresponding to an integrated
luminosity of 20.3 fb−1 [28]. The searches in the H → bb decay channel were performed with
several analysis techniques [27, 29, 30], yielding a most stringent observed (expected) upper
limit on µ of 3.4 (2.2) at the 95% confidence level (CL).
The increased centre-of-mass energy of
√
s = 13 TeV results in a ttH production cross section
3.9 times larger than at
√
s = 8 TeV based on next-to-leading-order (NLO) calculations; while
the cross section for the most important background, tt production, is increased by a factor of
3.3 [31], resulting in a more favourable signal-to-background ratio. The CMS Collaboration has
performed searches in the all-jets [32] and multilepton [33] final states with 35.9 fb−1 of data,
achieving evidence for ttH production with an observed (expected) significance of 3.2 (2.8)
standard deviations in the latter case. Recently, the ATLAS Collaboration reported observed
(expected) evidence for ttH production with a significance of 4.2 (3.8) standard deviations,
based on an integrated luminosity of 36.1 fb−1 and combining several Higgs boson decay chan-
nels [34]; in the H → bb channel alone, an observed (expected) upper limit on µ of 2.0 (1.2) at
95% CL and a best fit value of µ = 0.84+0.64−0.61 were obtained [35].
In this paper, a search for ttH production in the H → bb final state is presented that has been
performed using 35.9 fb−1 of data recorded with the CMS detector at
√
s = 13 TeV in 2016.
In the SM, the top quark is expected to decay into a W boson and a b quark almost exclu-
sively. Hence different tt decay modes can be identified according to the subsequent decays of
the W bosons. The event selection is based on the decay topology of ttH events in which the
Higgs boson decays into bb and the tt decay involves at least one lepton, resulting in either
`ν qq′ bb (single-lepton) or `+ν `−ν bb (dilepton) tt final states, where ` = e, µ arising either
from the prompt decay of a W boson or from leptonic τ decays. Analysis methods established
in Run 1 [27, 29] have been significantly improved, and novel methods have been added. In
particular, two multivariate techniques—namely boosted decision trees (BDTs) and the matrix
element method (MEM) [36–40]—that utilise event information differently in order to discrim-
inate signal from background events have been employed in combination. Since the two meth-
ods aim at separating signal from different background processes, their combined usage helps
to obtain a better sensitivity. In addition, a new multivariate technique based on deep neural
networks (DNNs) has been employed to separate signal from background events. The best fit
value of the signal strength modifier µ is obtained from a combined profile likelihood fit of the
classifier output distributions to the data, correlating processes and their uncertainties where
appropriate.
This document is structured as follows. The CMS detector is described in Section 2. In Section 3,
the simulated signal and background samples are described. The basic selection of analysis
objects and events is discussed in Section 4. The general analysis strategy and background
estimation methods are introduced in Section 5. The effect of systematic uncertainties is studied
in Section 6. Results of the analysis are presented in Section 7, followed by a summary in
Section 8.
2 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and
strip tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator
hadron calorimeter, each composed of a barrel and two endcap sections. Forward calorimeters
3extend the pseudorapidity (η) coverage provided by the barrel and endcap detectors. Muons
are detected in gas-ionisation chambers embedded in the steel magnetic flux-return yoke out-
side the solenoid. A more detailed description of the CMS detector, together with a definition
of the coordinate system used and the relevant kinematic variables, can be found in Ref. [41].
Events of interest are selected using a two-tiered trigger system [42]. The first level, composed
of custom hardware processors, uses information from the calorimeters and muon detectors
to select events, while the second level selects events by running a version of the full event
reconstruction software optimised for fast processing on a farm of computer processors.
3 Simulation of signal and background
Several Monte Carlo event generators, interfaced with a detailed detector simulation, are used
to model experimental effects, such as reconstruction and selection efficiencies, as well as de-
tector resolutions. The CMS detector response is simulated using GEANT4 (v.9.4) [43].
For the simulation of the ttH signal sample, the NLO event generator POWHEG (v.2) [44–47] is
used. Standard model backgrounds are simulated using POWHEG (v.2), PYTHIA (v.8.200) [48],
or MADGRAPH5 aMC@NLO (v.2.2.2) [49], depending on the process. The value of the Higgs
boson mass is assumed to be 125 GeV, while the top quark mass value is set to 172.5 GeV. The
proton structure is described by the parton distribution functions (PDF) NNPDF3.0 [50].
The main background contribution originates from tt production, the production of W and
Z/γ∗ bosons with additional jets (referred to as W+jets and Z+jets, or commonly as V+jets),
single top quark production (tW and t-channel production), diboson (WW, WZ, and ZZ) pro-
cesses, and tt production in association with a W or Z boson (referred to as tt+W and tt+Z, or
commonly as tt+V). Both the tt and the single top quark processes in the t- and tW-channels are
simulated with POWHEG [51, 52]. The s-channel single top quark processes, as well as V+jets
and tt+V processes are simulated at NLO with MADGRAPH5 aMC@NLO, where for the V+jets
processes the matching of matrix-element (ME) jets to parton showers (PS) is performed using
the FXFX [53] prescription. The PYTHIA event generator is used to simulate diboson events.
Parton showering and hadronisation are simulated with PYTHIA (v. 8.200) for all signal and
background processes. The PYTHIA CUETP8M2T4 [54] tune is used to characterise the un-
derlying event in the ttH signal and tt and single top quark background processes, while the
CUETP8M1 [55] tune is used for all other background processes.
For comparison with the observed distributions, the events in the simulated samples are nor-
malised to the same integrated luminosity of the data sample, according to their predicted cross
sections. These are taken from theoretical calculations at next-to-next-to-leading order (NNLO,
for V+jets production), approximate NNLO (single top quark tW channel [56]), and NLO (sin-
gle top quark t- and s-channels [57, 58], tt+V production [59], and diboson production [60]).
The ttH cross section of 507+35−50 fb and Higgs boson branching fractions used in the analysis
also correspond to NLO accuracy [16]. The tt simulated sample is normalised to the full NNLO
calculation with resummation to next-to-next-to-leading-logarithmic accuracy [61–67], assum-
ing a top quark mass value of 172.5 GeV and using the NNPDF3.0 PDF set. This sample is
further separated into the following processes based on the flavour of additional jets that do
not originate from the top quark decays in the event: tt+bb, defined at generator level as the
events in which two additional b jets are generated within the acceptance requirements (see
Section 4), each of which originates from one or more B hadrons; tt+b, for which only one addi-
tional b jet within the acceptance originates from a single B hadron; tt+2b, which corresponds
to events with two additional B hadrons that are close enough in direction to produce a single
4b jet; tt+cc, for which events have at least one additional c jet within the acceptance and no
additional b jets; tt + light flavour jets (tt+lf), which corresponds to events that do not belong to
any of the above processes. The tt+bb, tt+b, tt+2b, and tt+cc processes are collectively referred
to as tt+hf in the following. This categorisation is important because the subsamples originate
from different physics processes and have different systematic uncertainties.
Effects from additional pp interactions in the same bunch crossings (pileup) are modelled by
adding simulated minimum-bias events (generated with PYTHIA v.8.212, tune CUETP8M1) to
all simulated processes. The pileup multiplicity distribution in simulation is reweighted to
reflect the luminosity profile of the observed pp collisions. Correction factors described in
Section 4 are applied to the simulation where necessary to improve the description of the data.
4 Object and event reconstruction
The event selection is optimised to identify events from the production of a Higgs boson in
association with tt events, where the Higgs boson decays into bb. Two tt decay modes are con-
sidered: the single-lepton mode (tt → `ν qq′ bb), where one W boson decays into a charged
lepton and a neutrino, and the dilepton mode (tt → `+ν `−ν bb), where both W bosons decay
into a charged lepton and a neutrino. These signatures imply the presence of isolated leptons
(` = e, µ), missing transverse momentum due to the neutrinos from W boson decays, and
highly energetic jets originating from the final-state quarks. Jets originating from the hadroni-
sation of b quarks are identified through b tagging techniques [68].
Online, events in the single-lepton channel were selected by single-lepton triggers which re-
quire the presence of one electron (muon) with a transverse momentum (pT) threshold of
pT > 27(24)GeV. Events in the dilepton channel were selected either by the single-lepton
trigger (retaining events with an additional lepton) or by dilepton triggers that require the pres-
ence of two electrons or muons. The same-flavour dilepton triggers required two electrons with
pT > 23 and 12 GeV, or two muons with pT > 17 and 8 GeV, respectively. The different-flavour
dilepton triggers required either a muon with pT > 23 GeV and an electron with pT > 12 GeV,
or an electron with pT > 23 GeV and a muon with pT > 8 GeV.
Events are reconstructed using a particle-flow (PF) technique [69], which combines informa-
tion from all subdetectors to enhance the reconstruction performance by identifying individual
particle candidates in pp collisions. An interaction vertex [70] is required within 24 cm of the
detector centre along the beam line direction, and within 2 cm of the beam line in the transverse
plane. Among all such vertices, the reconstructed vertex with the largest value of summed
physics-object p2T is taken to be the primary pp interaction vertex. The physics objects are the
jets, clustered using a jet finding algorithm [71, 72] with the tracks assigned to the vertex as in-
puts, and the associated missing transverse momentum, taken as the negative vector sum of the
pT of those jets. All other interaction vertices are considered as pileup vertices. Charged tracks
identified as hadrons from pileup vertices are omitted in the subsequent event reconstruction.
The electron and muon candidates are required to be sufficiently isolated from nearby jet ac-
tivity as follows. For each electron (muon) candidate, a cone of ∆R = 0.3 (0.4) is constructed
around the direction of the track at the event vertex, where ∆R is defined as
√
(∆η)2 + (∆φ)2,
and ∆η and ∆φ are the distances in the pseudorapidity and azimuthal angle. Excluding the
contribution from the lepton candidate, the scalar pT sum of all particle candidates inside the
cone consistent with arising from the chosen primary event vertex is calculated. The neutral
component from pileup interactions is subtracted event-by-event, based on the average trans-
verse energy deposited by neutral particles in the event in the case of electrons, and half the
5transverse momentum carried by charged-particles identified to come from pileup vertices in
the case of muons. A relative isolation discriminant Irel is defined as the ratio of this sum to the
pT of the lepton candidate. Electron candidates are selected if they have values of Irel < 0.06,
while muons are selected if they fulfil the requirement Irel < 0.15 in the single-lepton channel
and Irel < 0.25 in the dilepton channel. In addition, electrons from identified photon conver-
sions are rejected [73]. To further increase the purity of muons originating from the primary
interaction and to suppress misidentified muons or muons from decay-in-flight processes, ad-
ditional quality criteria, such as a minimal number of hits associated with the muon track, are
required in both the silicon tracker and the muon system [74].
For the single-lepton channel, events are selected containing exactly one energetic, isolated
lepton (e or µ), which is required to have pT > 30(26)GeV in the case of the electron (muon),
and |η| < 2.1. Electron candidates in the transition region between the barrel and endcap
calorimeters, 1.4442 < |η| < 1.5560, are excluded. The flavour of the lepton must match the
flavour of the trigger that accepted the event (e.g. if an electron is identified, the single-electron
trigger must have accepted the event). For the dilepton channel, events are required to have a
pair of oppositely charged energetic leptons (e+e−, µ±e∓, µ+µ−). The lepton with the highest
pT out of the pair is required to have pT > 25 GeV, and the other lepton pT > 15 GeV; both
leptons are required to fulfil the requirement |η| < 2.4, excluding electrons in the transition
region. The flavours of the lepton pair must match the flavour of the trigger that accepted the
event. The events are unambiguously classified as e+e−, µ±e∓, or µ+µ−, depending on the
type of the selected lepton pair, and there is no overlap with the other channels under study.
The invariant mass of the selected lepton pair, m``, is required to be larger than 20 GeV to
suppress events from heavy-flavour resonance decays and low-mass Drell–Yan processes. In
the same-flavour channels, events are also rejected if 76 < m`` < 106 GeV, thereby suppressing
further contribution from Z+jets events. In both the single- and dilepton channel, events with
additional isolated leptons with pT > 15 GeV and |η| < 2.4 are excluded from further analysis.
The missing transverse momentum vector ~pmissT is defined as the projection of the negative vec-
tor sum of the momenta of all reconstructed PF objects in an event on the plane perpendicular
to the beams. Its magnitude is referred to as pmissT . Events are required to fulfil p
miss
T > 20 GeV in
the single-lepton and pmissT > 40 GeV in the dilepton same-flavour channels to further suppress
background contribution.
Jets are reconstructed from the PF particle candidates using the anti-kT clustering algorithm [71]
with a distance parameter of 0.4, as implemented in FASTJET [72]. Charged hadrons that are
associated to pileup vertices are discarded from the clustering. The jet energy is corrected for
the remaining neutral-hadron pileup component in a manner similar to that used to find the
energy within the lepton isolation cone [75]. Jet energy corrections are also applied as a function
of jet pT and η [76] to data and simulation. All reconstructed jets in the single-lepton channel
and the two jets leading in pT in the dilepton channel are required to satisfy |η| < 2.4 and
pT > 30 GeV. Other jets in the dilepton channel are selected if pT > 20 GeV. Events are selected
if they contain at least four jets in the single-lepton channel or at least two jets in the dilepton
channel.
Jets originating from the hadronisation of b quarks are identified using a combined secondary
vertex algorithm (CSVv2) [68], which provides a b tagging discriminant by combining identi-
fied secondary vertices and track-based lifetime information. A discriminant value is chosen
such that the probability of tagging jets originating from light-flavour quarks (u, d, or s) or
gluons is about 1%, and the corresponding efficiency for tagging jets from b (c) quarks is ≈65%
(10%). The shape of the CSVv2 discriminant distribution in simulation is corrected by scale
6factors to better describe the data. This correction is derived separately for light-flavour and
b jets with a tag-and-probe approach. Control samples enriched in events with a Z boson and
exactly two jets where a b jet veto is applied are used to obtain the correction for light-flavour
jets. The correction for b jets is estimated using a sample enriched in tt events with no addi-
tional jets [68]. For c jets, the data-to-simulation scale factor is set to unity with an uncertainty
twice the one of the correction for b jets. Events are required to have at least two (one) b-tagged
jets in the single-lepton (dilepton) channels.
Event yields observed in data and predicted by the simulation after this selection (referred to
as baseline selection in the following) are listed in Table 1 for the single-lepton and dilepton
channels. The corresponding jet and b-tagged jet multiplicity distributions are shown in Figs. 2
and 3, respectively. The ttH signal includes H → bb and all other Higgs boson decay modes.
Background contributions from QCD multijet production, estimated using a low-pmissT control
region in data, have been found to be negligible in this analysis.
Table 1: Event yields observed in data and predicted by the simulation after the baseline selec-
tion requirements in the single-lepton (SL) and dilepton (DL) channels. The ttH signal includes
H→ bb and all other Higgs boson decay modes. The quoted uncertainties are statistical only.
Process SL channel DL channel
tt+lf 463 658± 174 241 032± 99
tt+cc 76 012± 70 24 550± 32
tt+b 22 416± 38 5 979± 16
tt+2b 9 052± 24 1 785± 9
tt+bb 10 897± 27 1 840± 9
Single t 25 215± 166 12 206± 125
V+jets 12 309± 58 5 684± 209
tt+V 2 457± 12 2 570± 23
Diboson 449± 14 430± 15
Total bkg. 622 466± 263 296 077± 266
ttH 1 232± 2 314.0± 0.9
Data 610 556 283 942
5 Analysis strategy and event classification
In both the single-lepton and dilepton channels, events with at least four jets of which at least
three are b-tagged are selected among those passing the baseline selection described in Sec-
tion 4. These events are then further divided into categories with varying signal purity and
different background composition. In each category, combinations of several multivariate dis-
criminants are optimised to separate signal from background. The signal is extracted in a si-
multaneous template fit of the discriminant output obtained from the simulation to the data
across all the categories, correlating processes and their uncertainties where appropriate. In
this way, the different background composition in the different categories helps to constrain
the uncertainties of the different processes and increases the overall sensitivity of the search.
Several methods that classify events as signal- or background-like were explored to achieve
optimal sensitivity: DNNs and BDTs, combined with a MEM. In the DNN approach, the jet
multiplicity and the DNN classification output, described below, are used for the event cate-
gorisation (“jet-process categories”). In the BDT approach, events are divided into categories
based on their jet and b-tagged jet multiplicity (“jet-tag categories”). The approach that pro-
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Figure 2: Jet (left) and b-tagged jet (right) multiplicity in the single-lepton (SL) channel after
the baseline selection. The expected background contributions (filled histograms) are stacked,
and the expected signal distribution (line), which includes H → bb and all other Higgs boson
decay modes, is superimposed. Each contribution is normalised to an integrated luminosity
of 35.9 fb−1, and the signal distribution is additionally scaled by a factor of 15 for better visi-
bility. The hatched uncertainty bands correspond to the total statistical and systematic uncer-
tainties (excluding uncertainties that affect only the normalisation of the distribution) added in
quadrature. The distributions observed in data (markers) are overlayed. The last bin includes
overflow events. The lower plots show the ratio of the data to the background prediction.
vided the best expected sensitivity in each channel, evaluated on fits to simulated data, was
chosen for obtaining the final result from data. Therefore, in the single-lepton channel the
DNN approach is used, while in the dilepton channel a BDT+MEM classification is chosen.
The methods and the corresponding categorisation are illustrated in Fig. 4 and described in the
following.
In the single-lepton channel, events are separated depending on the jet multiplicity into three
categories with (4 jets,≥ 3 b tags), (5 jets,≥ 3 b tags), and (≥ 6 jets,≥ 3 b tags). Dedicated mul-
ti-classification DNNs [77] are trained in each jet multiplicity category to separate signal and
each of the five tt+jets background processes tt+bb, tt+2b, tt+b, tt+cc, or tt+lf.
The DNN training is performed using simulated ttH and tt+jets events as signal and back-
ground, respectively. The overall set of events is split into a training set (30%), an independent
set (20%) for validation and optimisation of the DNN configuration (hyper parameters), such
as the number of nodes per layer, and a set that is reserved for the fit to the data (50%). The
hyper parameters and input variables are detailed in Appendix A.
The training is conducted in two stages. In the first stage, a DNN is trained to predict which
of the reconstructed physics objects originate from the expected underlying hard process, such
as for example the b quark jet from the decay of a top quark. In the second stage, the initial
network is extended by adding hidden layers, which take as input the variables and the output
values of the first stage, and the resulting network is trained to predict the physics process of
an event. The values obtained in the output nodes of the second stage are normalised to unity
using a “softmax” function [77], and, as a result, can be interpreted as probabilities describing
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Figure 3: Jet (left) and b-tagged jet (right) multiplicity in the dilepton (DL) channel after the
baseline selection. The expected background contributions (filled histograms) are stacked, and
the expected signal distribution (line), which includes H → bb and all other Higgs boson de-
cay modes, is superimposed. Each contribution is normalised to an integrated luminosity of
35.9 fb−1, and the signal distribution is additionally scaled by a factor of 15 for better visibility.
The hatched uncertainty bands correspond to the total statistical and systematic uncertain-
ties (excluding uncertainties that affect only the normalisation of the distribution) added in
quadrature. The distributions observed in data (markers) are overlayed. The last bin includes
overflow events. The lower plots show the ratio of the data to the background prediction.
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Figure 4: Illustration of the analysis strategy.
the likelihood of the event being a ttH signal or one of the five tt+jets background processes.
Events are divided into subcategories of the most probable process according to this DNN
classification. Thus, there are in total 18 jet-process categories in the single-lepton channel.
In each of the jet-process categories, the DNN classifier output distribution of the node that
matches the process category is used as the final discriminant.
9The DNNs utilise input variables related to kinematic properties of individual objects, event
shape, and the jet CSVv2 b tagging discriminant, and additionally the MEM discriminant out-
put, described in the following.
The MEM discriminant is constructed as the ratio of the probability density values for the
signal (ttH) and background (tt+bb) hypotheses, following the algorithm described in Ref. [29].
Each event is assigned a probability density value computed from the four-momenta of the
reconstructed particles, which is based on the leading order scattering amplitudes for the ttH
and tt+bb processes and integrated over the particle-level quantities that are either unknown or
poorly measured. The probability density functions are constructed at leading order, assuming
gluon-gluon fusion production both for signal and background processes as it represents the
majority of the event rate. In each event, the four jets that are most likely to originate from
b quarks are considered explicitly as candidates for the b quarks from the decay of the Higgs
boson and the top quarks. All permutations of jets, regardless of their b tagging discriminant,
are considered when associating the b-quark-like jets to the top quark or Higgs boson decays in
the matrix element. The four b-like jets are selected using a likelihood ratio criterion as follows.
The likelihoods are computed under either the hypothesis that four jets or that two jets in
the event originate from b quarks, based on the expected b tagging discriminant probability
densities from simulation. The used ratio is computed as the four-b-jets likelihood, normalised
to the sum of the four- and the two-b-jets likelihoods. When computing the MEM in the single-
lepton channel, up to four additional light jets, ordered in pT, are permuted over as candidates
for the light quarks from the hadronic decay of the W boson.
In the dilepton channel, events are separated into two jet-tag categories with (≥ 4 jets, 3 b tags)
and (≥ 4 jets,≥ 4 b tags). In each jet-tag category, a dedicated BDT is trained to separate signal
from background processes. The BDTs utilise input variables related to kinematic properties
of individual objects, event shape, and the jet CSVv2 b tagging discriminant, similar as the
DNNs, but no MEM information. The training is performed using simulated ttH and tt+jets
events as signal and background, respectively, which are weighted to achieve equal yields of
signal and background events. In order to avoid a biased performance estimate, the events are
separated in half for training and validation. The specific BDT boosting method used is the
stochastic gradient boost [36, 78], available as part of the TMVA package [38]. The choice of the
BDT architecture and the input variables was optimised with a procedure based on the particle
swarm algorithm [79, 80], selecting the configuration and set of variables that yields the highest
discrimination power. They are detailed in Appendix A.
In the (≥ 4 jets, 3 b tags) category, the BDT output distribution is used as the final discrimi-
nant. The (≥ 4 jets,≥ 4 b tags) category is further divided into two subcategories, one with
small values of the BDT output (background-like) and one with large output values (signal-
like). The division is taken at the median of the BDT output distribution for simulated signal
events. In each subcategory, the MEM discriminant output is used as the final discriminant.
The high BDT output subcategory is expected to be enhanced with signal events and resid-
ual tt+bb background events, and the MEM discriminant achieves by construction particularly
powerful additional separation against the tt+bb background contributions. The choice of the
median contributes to a robust result by ensuring a sufficient number of events in each subcat-
egory. Including the low b tag multiplicity and the low BDT output subcategories into the fit
constrains the background contributions and systematic uncertainties for each of the different
event topologies. Thus, there are in total three categories in the dilepton channel.
In summary, in the single-lepton channel events are subdivided into 18 jet-process categories
and the DNN output distribution of the most probable process is used as the final discriminant.
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In the dilepton channel events are subdivided into three jet-tag categories and either the BDT
or MEM output distribution is used as the final discriminant.
6 Systematic uncertainties
In Table 2, all sources of systematic uncertainties considered in the analysis are listed. They
affect either the rate of the signal or background processes, or the discriminant shape, or both.
In the last case, the rate and shape effects are treated as entirely correlated and are varied
simultaneously. The uncertainties are taken into account via nuisance parameters in the final
fit procedure described in Section 7, where the effects from the same source are treated as fully
correlated among the different categories. The impact of the uncertainties on the final result is
discussed in Section 7.
The uncertainty in the integrated luminosity estimate is 2.5% [81]. The trigger efficiency in the
single-lepton channel and the electron and muon identification efficiency uncertainties are es-
timated by comparing variations in measured efficiency between data and simulation using a
high-purity sample of Z boson decays. In the dilepton channel, the trigger efficiency is mea-
sured in data with a method based on triggers that are uncorrelated with those used in the
analysis, in particular based on pmissT requirements. These uncertainties are found to be small,
typically below 1–2%. Effects of the uncertainty in the distribution of the number of pileup
interactions are evaluated by varying the total inelastic cross section used to predict the num-
ber of pileup interactions in the simulated events by ±4.6% from its nominal value [82]. The
uncertainty due to the limited knowledge of the jet energy scale (resolution) is determined by
variations of the energy scale (resolution) correction of all jets in the signal and background
predictions by one standard deviation. In the case of the jet energy scale uncertainty, these
variations are divided into 26 sources, which include uncertainties owing to the extrapolation
between samples of different jet-flavour composition and the presence of pileup collisions in
the derivation of the corrections [76]. The effect of each source is evaluated individually. The
uncertainty of the CSVv2 b tagging scale factors is evaluated by applying alternative scale
factors based on varying the following systematic effects [68] by one standard deviation, sep-
arately for the different jet flavours: the contamination of background processes in the control
samples, the jet energy scale uncertainty—which is correlated with the overall jet energy scale
uncertainty—and the statistical uncertainty in the scale factor evaluation. The impact of the
statistical uncertainty is parameterised as the sum of two contributions: one term with linear
dependence on the b tagging discriminant value, allowing an overall tilt of the discriminant
distribution, and another term with quadratic dependence, allowing an overall shift of the dis-
criminant distribution.
Theoretical uncertainties of the cross sections used to predict the rates of various processes are
propagated to the yield estimates. All rates are estimated using cross sections with at least NLO
accuracy, which have uncertainties arising primarily from PDFs and the choice of factorisation
and renormalisation scales (both in the ME and the PS). The cross section uncertainties are each
separated into their PDF and scale components (renorm./fact. scales) and are correlated where
appropriate between processes. For example, the PDF uncertainties for background processes
originating primarily from gluon-gluon initial states are treated as 100% correlated. The PDF
uncertainty of the ttH signal production is treated separately from the background processes.
The tt+bb process, and to lesser extent the tt+2b, tt+b, and tt+cc production, represent im-
portant sources of irreducible background. Neither previous measurements of tt+hf produc-
tion [83–86] nor higher-order theoretical calculations can currently constrain the normalisation
of these contributions to better than 35% accuracy [87, 88]. The shape of the final discrimi-
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Table 2: Systematic uncertainties considered in the analysis, their corresponding type (affecting
rate or shape of the distributions), and additional remarks.
Source Type Remarks
Integrated luminosity rate Signal and all backgrounds
Lepton identification/isolation shape Signal and all backgrounds
Trigger efficiency shape Signal and all backgrounds
Pileup shape Signal and all backgrounds
Jet energy scale shape Signal and all backgrounds
Jet energy resolution shape Signal and all backgrounds
b tag hf fraction shape Signal and all backgrounds
b tag hf stats (linear) shape Signal and all backgrounds
b tag hf stats (quadratic) shape Signal and all backgrounds
b tag lf fraction shape Signal and all backgrounds
b tag lf stats (linear) shape Signal and all backgrounds
b tag lf stats (quadratic) shape Signal and all backgrounds
b tag charm (linear) shape Signal and all backgrounds
b tag charm (quadratic) shape Signal and all backgrounds
Renorm./fact. scales (ttH) rate Scale uncertainty of NLO ttH prediction
Renorm./fact. scales (tt) rate Scale uncertainty of NNLO tt prediction
Renorm./fact. scales (tt+hf) rate Additional 50% rate uncertainty of tt+hf predictions
Renorm./fact. scales (t) rate Scale uncertainty of NLO single t prediction
Renorm./fact. scales (V) rate Scale uncertainty of NNLO W and Z prediction
Renorm./fact. scales (VV) rate Scale uncertainty of NLO diboson prediction
PDF (gg) rate PDF uncertainty for gg initiated processes except ttH
PDF (gg ttH) rate PDF uncertainty for ttH
PDF (qq) rate PDF uncertainty of qq initiated processes (tt+W,W,Z)
PDF (qg) rate PDF uncertainty of qg initiated processes (single t)
µR scale (tt) shape Renormalisation scale uncertainty of the tt ME generator
(POWHEG), same for additional jet flavours
µF scale (tt) shape Factorisation scale uncertainty of the tt ME generator
(POWHEG), same for additional jet flavours
PS scale: ISR (tt) rate Initial state radiation uncertainty of the PS (for tt events),
jet multiplicity dependent rate uncertainty, independent
for additional jet flavours
PS scale: FSR (tt) rate Final state radiation uncertainty (for tt events), jet multi-
plicity dependent rate uncertainty, independent for addi-
tional jet flavours
ME-PS matching (tt) rate NLO ME to PS matching, hdamp [54] (for tt events), jet
multiplicity dependent rate uncertainty, independent for
additional jet flavours
Underlying event (tt) rate Underlying event (for tt events), jet multiplicity de-
pendent rate uncertainty, independent for additional jet
flavours
NNPDF3.0NLO (ttH, tt) shape Based on the NNPDF replicas, same for ttH and addi-
tional jet flavours
Bin-by-bin event count shape Statistical uncertainty of the signal and background pre-
diction due to the limited sample size
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nant distributions as well as important input variable distributions of the sum of the tt+bb,
tt+2b, and tt+b processes obtained with the nominal tt simulation were compared to those
obtained from a 4-flavour scheme SHERPA (v.2.2.2) [89] tt+bb simulation combined with OPEN-
LOOPS (v.1.3.1) [90]. The shapes agree within the statistical precision. Therefore, an additional
50% rate uncertainty is assigned to each of the tt+hf processes to account also for differences
in the phase space with respect to Ref. [86]. Moreover, the robustness of the fit model was
verified using simulated toy data, which were sampled from the templates of the fit model.
The background templates were modified in the following ways to sample the toy data: in-
creasing the normalisation of the tt+bb background template by 30% in accordance with the
results in Ref. [86] or replacing the sum of the templates of the tt+bb, tt+2b, and tt+b processes
obtained with the nominal tt simulation by those obtained from the 4-flavour scheme SHERPA
plus OPENLOOPS mentioned above. In each case, a fit of the nominal model to the toy data is
performed as described in Section 7, including the full set of systematic uncertainties. The in-
jected signal is recovered within a few percent, well within the uncertainties assigned to these
processes.
The uncertainty arising from the missing higher-order terms in the simulation with POWHEG of
the tt+jets process at the ME level is assessed by varying the renormalisation and factorisation
scales in the simulation up and down by factors of two with respect to the nominal values,
using event weights obtained directly from the generator. At the PS level, the corresponding
uncertainty is estimated by varying the parameters controlling the amount of initial- and final-
state radiation independently by factors of 0.5 and 2 [91]. These sources of uncertainties are
treated as uncorrelated. The uncertainty originating from the scheme used to match the ME
level calculation to the PS simulation is derived by comparing the reference tt+jets simulation
with two samples with varied hdamp parameter [54], which controls the ME and PS matching
and effectively regulates the high-pT radiation. The effect on the final discriminators owing
to uncertainties in the underlying event tune of the tt+jets event generator are estimated us-
ing simulations with varied parameters with respect to those used to derive the CUETP8M2T4
tune in the default setup. The event count in the additional samples required to estimate the
modelling uncertainties was small and induced changes to the discriminant distributions com-
parable in size to the statistical fluctuations of the additional samples. For this reason, the
uncertainties were estimated conservatively as the changes in the rates of the different tt sub-
processes independently for different jet multiplicities. If the statistical uncertainty owing to
the size of the simulated samples was larger than the rate change, the former was assigned as
uncertainty. The derived rate uncertainties were then correlated between jet multiplicities to
account for migration effects and are treated as uncorrelated among the tt subprocesses. Pos-
sible shape variations of the final discriminant distributions due to the PDF uncertainty have
been estimated by evaluating the PDF replicas provided with the NNPDF set [50]. The impact
of the mismodelling of the top quark pT spectrum in the tt simulation [92] was found to be
negligible.
The impact of statistical fluctuations in the signal and background prediction due to the limited
number of simulated events is accounted for using the Barlow–Beeston approach described in
Refs. [93, 94].
7 Results
The numbers of events selected in the jet-process categories of the single-lepton channel and
in the jet-tag categories of the dilepton channel, before and after the fit of the signal strength
modifier and the nuisance parameters, are listed in Tables 3–6. The final discriminants in some
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example categories in the single-lepton channel and the three dilepton categories before and
after the fit to data are displayed in Figs. 5–6 and Figs. 7–8, respectively. All final discriminants
in the single-lepton channel before and after the fit to data are displayed in Appendices B and C.
Table 3: Observed and expected event yields per jet-process category (node) in the single-lepton
channel with 4 jets and at least 3 b tags, prior to the fit to data (after the fit to data). The quoted
uncertainties denote the total statistical and systematic components.
pre-fit (post-fit) yields
Process ttH node tt+bb node tt+2b node tt+b node tt+cc node tt+lf node
tt+lf 1249 (962) 727 (572) 1401 (1090) 1035 (823) 2909 (2296) 8463 (6829)
tt+cc 298 (458) 232 (359) 428 (678) 251 (400) 686 (1068) 1022 (1652)
tt+b 253 (356) 215 (311) 370 (530) 326 (484) 308 (437) 469 (683)
tt+2b 124 (96) 77 (62) 317 (254) 90 (73) 100 (79) 134 (108)
tt+bb 139 (137) 191 (192) 149 (140) 105 (103) 119 (114) 133 (128)
Single t 96 (96) 117 (109) 167 (162) 93 (96) 231 (232) 304 (307)
V+jets 37 (37) 76 (74) 48 (46) 27 (27) 97 (89) 69 (69)
tt+V 13 (13) 6 (6) 12 (11) 6 (6) 10 (10) 16 (16)
Diboson 4 (4) 5 (5) 0.9 (0.8) 0.6 (0.7) 2 (2) 4 (4)
Total bkg. 2213 (2158) 1645 (1688) 2892 (2911) 1935 (2012) 4462 (4328) 10614 (9795)
± tot unc. ±508 (±58) ±415 (±53) ±588 (±89) ±402 (±67) ±1051 (±120) ±2359 (±270)
ttH 27 (21) 9 (7) 16 (12) 7 (5) 9 (7) 16 (13)
± tot unc. ±4 (±3) ±1 (±1) ±2 (±2) ±1 (±1) ±1 (±1) ±2 (±2)
Data 2125 1793 2896 2027 4366 9693
Table 4: Observed and expected event yields per jet-process category (node) in the single-lepton
channel with 5 jets and at least 3 b tags, prior to the fit to data (after the fit to data). The quoted
uncertainties denote the total statistical and systematic uncertainty.
pre-fit (post-fit) yields
Process ttH node tt+bb node tt+2b node tt+b node tt+cc node tt+lf node
tt+lf 785 (570) 647 (467) 830 (604) 683 (525) 1148 (848) 4903 (3697)
tt+cc 336 (455) 341 (469) 445 (633) 264 (382) 552 (756) 1207 (1726)
tt+b 257 (351) 290 (399) 355 (494) 321 (477) 219 (301) 494 (692)
tt+2b 136 (104) 128 (99) 324 (253) 89 (73) 85 (65) 184 (143)
tt+bb 266 (251) 410 (397) 224 (207) 150 (143) 144 (132) 228 (212)
Single t 62 (63) 82 (84) 98 (96) 45 (58) 114 (113) 189 (193)
V+jets 25 (23) 54 (53) 34 (31) 11 (12) 46 (41) 54 (51)
tt+V 20 (20) 14 (13) 17 (16) 7 (7) 11 (10) 25 (24)
Diboson 1 (1) 3 (3) 0.4 (0.4) — (—) 0.6 (0.4) 3 (3)
Total bkg. 1889 (1838) 1969 (1985) 2326 (2332) 1570 (1676) 2320 (2268) 7287 (6742)
± tot unc. ±459 (±57) ±485 (±70) ±489 (±71) ±334 (±47) ±597 (±79) ±1655 (±219)
ttH 53 (41) 21 (17) 20 (15) 8 (6) 11 (8) 28 (22)
± tot unc. ±7 (±6) ±3 (±3) ±2 (±2) ±1 (±1) ±1 (±1) ±3 (±3)
Data 1848 2040 2299 1690 2302 6918
The signal strength modifier µ = σ/σSM of the ttH production cross section is determined in a
simultaneous binned maximum likelihood fit to the data across all analysis categories. The fit
procedure takes into account systematic uncertainties that modify the shape and normalisation
of the final discriminant distributions, as described in Section 6. The best fit values of the nui-
sance parameters are within 1 standard deviation of the prior uncertainty for more than 95%
of the total number of nuisance parameters. The best fit values of the 20 parameters ranked
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Table 5: Observed and expected event yields per jet-process category (node) in the single-lepton
channel with at least 6 jets and at least 3 b tags, prior to the fit to data (after the fit to data). The
quoted uncertainties denote the total statistical and systematic uncertainty.
pre-fit (post-fit) yields
Process ttH node tt+bb node tt+2b node tt+b node tt+cc node tt+lf node
tt+lf 1982 (1381) 1280 (897) 852 (595) 916 (661) 243 (172) 50 (36)
tt+cc 1150 (1415) 998 (1230) 636 (805) 444 (567) 115 (147) 16 (19)
tt+b 549 (705) 575 (746) 314 (409) 253 (338) 28 (35) 4 (5)
tt+2b 306 (233) 282 (215) 372 (293) 78 (62) 10 (8) 1 (0.8)
tt+bb 834 (769) 1156 (1082) 299 (266) 145 (129) 17 (15) 3 (2)
Single t 110 (116) 146 (145) 92 (82) 53 (53) 4 (4) 3 (3)
V+jets 38 (37) 78 (76) 34 (30) 10 (9) 7 (6) 0.6 (0.6)
tt+V 80 (75) 58 (54) 31 (28) 11 (11) 4 (4) 0.4 (0.4)
Diboson 0.9 (0.9) 0.5 (0.5) 0.4 (0.4) 0.4 (0.4) — (—) — (—)
Total bkg. 5049 (4733) 4575 (4447) 2629 (2509) 1911 (1831) 429 (392) 77 (67)
± tot unc. ±1216 (±186) ±1156 (±142) ±603 (±80) ±422 (±65) ±107 (±14) ±18 (±3)
ttH 142 (108) 53 (40) 24 (18) 10 (7) 2.1 (1.5) 0.30 (0.23)
± tot unc. ±19 (±15) ±8 (±6) ±3 (±2) ±1 (±1) ±0.2 (±0.2) ±0.03 (±0.03)
Data 4822 4400 2484 1852 422 76
Table 6: Observed and expected event yields per jet-tag category in the dilepton channel, prior
to the fit to data (after the fit to data). The quoted uncertainties denote the total statistical and
systematic uncertainty.
pre-fit (post-fit) yields
Process ≥ 4 jets, 3 b tags ≥ 4 jets, ≥ 4 b tags
BDT-low BDT-high
tt+lf 845 (637) 16 (11) 0.7 (0.5)
tt+cc 712 (966) 25 (31) 3 (4)
tt+b 546 (747) 26 (35) 4 (6)
tt+2b 252 (196) 11 (8) 2 (1)
tt+bb 439 (415) 103 (109) 33 (32)
Single t 47 (51) 5 (3) 1 (2)
V+jets 10 (8) — (—) — (—)
tt+V 40 (38) 4 (4) 2 (2)
Diboson 0.9 (0.7) — (—) — (—)
Total bkg. 2893 (3058) 190 (201) 46 (48)
± tot unc. ±705 (±98) ±67 (±10) ±17 (±3)
ttH 42 (32) 6 (5) 6 (5)
± tot unc. ±6 (±5) ±1 (±1) ±1 (±1)
Data 3077 207 58
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Figure 5: Final discriminant shapes in the single-lepton (SL) channel before the fit to data: DNN
discriminant in the jet-process categories with≥6 jets-ttH (upper left); 5 jets-tt+bb (upper right);
4 jets-tt+lf (lower left); and ≥6 jets-tt+cc (lower right). The expected background contributions
(filled histograms) are stacked, and the expected signal distribution (line), which includes H→
bb and all other Higgs boson decay modes, is superimposed. Each contribution is normalised
to an integrated luminosity of 35.9 fb−1, and the signal distribution is additionally scaled by a
factor of 15 for better visibility. The hatched uncertainty bands include the total uncertainty of
the fit model. The distributions observed in data (markers) are overlayed. The first and the last
bins include underflow and overflow events, respectively. The lower plots show the ratio of
the data to the background prediction.
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Figure 6: Final discriminant shapes in the dilepton (DL) channel before the fit to data: BDT
discriminant in the analysis category with (≥ 4 jets, 3 b tags) (upper row) and MEM discrimi-
nant in the analysis categories with (≥ 4 jets,≥ 4 b tags) (lower row) with low (left) and high
(right) BDT output. The expected background contributions (filled histograms) are stacked,
and the expected signal distribution (line), which includes H → bb and all other Higgs boson
decay modes, is superimposed. Each contribution is normalised to an integrated luminosity of
35.9 fb−1, and the signal distribution is additionally scaled by a factor of 15 for better visibility.
The hatched uncertainty bands include the total uncertainty of the fit model. The distributions
observed in data (markers) are overlayed. The first and the last bins include underflow and
overflow events, respectively. The lower plots show the ratio of the data to the background
prediction.
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Figure 7: Final discriminant shapes in the single-lepton (SL) channel after the fit to data: DNN
discriminant in the jet-process categories with≥6 jets-ttH (upper left); 5 jets-tt+bb (upper right);
4 jets-tt+lf (lower left); and ≥6 jets-tt+cc (lower right). The hatched uncertainty bands include
the total uncertainty after the fit to data. The distributions observed in data (markers) are
overlayed. The first and the last bins include underflow and overflow events, respectively. The
lower plots show the ratio of the data to the post-fit background plus signal distribution.
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Figure 8: Final discriminant shapes in the dilepton (DL) channel after the fit to data: BDT dis-
criminant in the analysis category with (≥ 4 jets, 3 b tags) (upper row) and MEM discriminant
in the analysis categories with (≥ 4 jets,≥ 4 b tags) (lower row) with low (left) and high (right)
BDT output. The hatched uncertainty bands include the total uncertainty after the fit to data.
The distributions observed in data (markers) are overlayed. The first and the last bins include
underflow and overflow events, respectively. The lower plots show the ratio of the data to the
post-fit background plus signal distribution.
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highest in impact are presented in Fig. 9. As expected, the fit constrains the nuisance param-
eters related to the conservatively assigned 50% prior uncertainties on the tt+hf cross section
to 40–60% of the prior. A few other nuisance parameters that are related to jet energy scale
and b tagging uncertainties are constrained up to a factor of 50%. These constraints are not
due to conservatively assigned prior uncertainties but are attributed to the fact that events are
selected according to different, large multiplicities of jets and b-tagged jets, thus increasing the
sensitivity of the analysis to changes of the jet energy scale and b tagging efficiency, e.g. by
their effect on the event yield per analysis category. Furthermore, the impact on µ of the most
relevant sources of uncertainty is shown in Fig. 9, which is computed as the difference of the
nominal best fit value of µ and the best fit value obtained when fixing the nuisance parame-
ter under scrutiny to its best fit value plus/minus its post-fit uncertainty. In particular, the 20
parameters with the highest impact are shown, excluding nuisance parameters describing the
statistical uncertainties due to the size of the simulated samples. The nuisance parameters with
the highest impact are related to the uncertainty in the tt+hf and signal cross sections, as well
as in the b tagging scale factors.
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Figure 9: Post-fit pull and impact on the signal strength µ of the nuisance parameters included
in the fit, ordered by their impact. Only the 20 highest ranked parameters are shown, not
including nuisance parameters describing the uncertainty due to the size of the simulated sam-
ples. The four highest-ranked nuisance parameters related to the jet energy scale uncertainty
sources are shown as indicated in parentheses. The pulls of the nuisance parameters (black
markers) are computed relative to their pre-fit values θ0 and uncertainties ∆θ. The impact ∆µ
is computed as the difference of the nominal best fit value of µ and the best fit value obtained
when fixing the nuisance parameter under scrutiny to its best fit value θˆ plus/minus its post-fit
uncertainty (coloured areas).
The obtained best fit value of µ is 0.72± 0.24 (stat)± 0.38 (syst) with a total uncertainty of±0.45.
This corresponds to an observed (expected) significance of 1.6 (2.2) standard deviations above
the background-only hypothesis. The observed and predicted event yields in all the bins of the
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final discriminants, ordered by the pre-fit expected signal-to-background ratio (S/B) are shown
in Fig. 10 (left). The best fit values in each analysis channel separately and in the combination
are listed in Table 7 and displayed in Fig. 10 (right).
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Figure 10: Bins of the final discriminants as used in the fit (left), reordered by the pre-fit ex-
pected signal-to-background ratio (S/B). Each of the shown bins includes multiple bins of the
final discriminants with similar S/B. The fitted signal (cyan) is compared to the expectation for
the SM Higgs boson µ = 1 (red). Best fit values of the signal strength modifiers µ (right) with
their 68% expected confidence intervals (outer error bar), also split into their statistical (inner
error bar) and systematic components.
Table 7: Best fit value of the signal strength modifier µ and the observed and median expected
95% CL upper limits in the single-lepton and the dilepton channels as well as the combined
results. The one standard deviation confidence intervals of the expected limit and the best fit
value are also quoted, split into the statistical and systematic components in the latter case.
Channel 95% CL upper limit Best-fit µ
observed expected ±tot (±stat ± syst)
Single-lepton 1.75 1.03+0.44−0.29 0.84
+0.52
−0.50
(
+0.27
−0.26
+0.44
−0.43
)
Dilepton 2.34 2.48+1.17−0.76 −0.24+1.21−1.12
(
+0.63
−0.60
+1.04
−0.95
)
Combined 1.51 0.92+0.39−0.26 0.72
+0.45
−0.45
(
+0.24
−0.24
+0.38
−0.38
)
The contributions of the statistical and various systematic uncertainties to the uncertainty in µ
are listed in Table 8. The statistical uncertainty is evaluated by fixing all nuisance parameters
to their post-fit values. The impact of the systematic uncertainties is evaluated by repeating the
fit fixing only the nuisance parameters related to the uncertainty under scrutiny to their post-
fit values and subtracting the obtained uncertainty in quadrature from the total uncertainty
of the fit where no parameters are fixed. The total uncertainty of the full fit (0.45) is different
from the quadratic sum of the listed contributions because of correlations between the nuisance
parameters.
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Table 8: Contributions of different sources of uncertainties to the result for the fit to the data
(observed) and to the expectation from simulation (expected). The quoted uncertainties ∆µ
in µ are obtained by fixing the listed sources of uncertainties to their post-fit values in the fit
and subtracting the obtained result in quadrature from the result of the full fit. The statistical
uncertainty is evaluated by fixing all nuisance parameters to their post-fit values. The quadratic
sum of the contributions is different from the total uncertainty because of correlations between
the nuisance parameters.
Uncertainty source ±∆µ (observed) ±∆µ (expected)
Total experimental +0.15/−0.16 +0.19/−0.17
b tagging +0.11/−0.14 +0.12/−0.11
jet energy scale and resolution +0.06/−0.07 +0.13/−0.11
Total theory +0.28/−0.29 +0.32/−0.29
tt+hf cross section and parton shower +0.24/−0.28 +0.28/−0.28
Size of the simulated samples +0.14/−0.15 +0.16/−0.16
Total systematic +0.38/−0.38 +0.45/−0.42
Statistical +0.24/−0.24 +0.27/−0.27
Total +0.45/−0.45 +0.53/−0.49
The total uncertainty of 0.45 is dominated by contributions from systematic effects, while the
statistical component is 0.24. The largest contributions originate from the theoretical uncertain-
ties amounting to +0.28/−0.29, where the tt+hf modelling uncertainties have a major contribu-
tion. Experimental uncertainties amount to +0.15/−0.16, dominated by the b tagging related
uncertainties. Systematic uncertainties due to the size of the various simulated samples used to
model the background and signal templates are at the same order and amount to +0.14/−0.15.
An upper limit on µ under the background-only hypothesis is also determined, using a mod-
ified frequentist CLS procedure [95, 96] with the asymptotic method [97]. When combining
all categories and channels, an observed (expected) upper limit at 95% CL on µ of 1.5 (0.9) is
obtained. The observed and expected upper limits in each channel and in the combination are
listed in Table 7 and visualised in Fig. 11.
In addition, the statistical analysis has been performed using the jet-process categorisation and
DNN output in both channels and their combination, as well as using the jet-tag categorisation
and the BDT or MEM in both channels. The results obtained in each channel and the com-
bination are compatible within 1.7 standard deviations or better, evaluated using a jackknife
procedure [98]. This serves as an important cross check and validation of the complex analysis
methods.
8 Summary
A search for the associated production of a Higgs boson and a top quark-antiquark pair (ttH) is
performed using pp collision data recorded with the CMS detector at a centre-of-mass energy
of 13 TeV in 2016, corresponding to an integrated luminosity of 35.9 fb−1. Candidate events
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Figure 11: Median expected (dashed line) and observed (markers) 95% CL upper limits on µ.
The inner (green) band and the outer (yellow) band indicate the regions containing 68 and 95%,
respectively, of the distribution of limits expected under the background-only hypothesis. Also
shown is the limit that is expected in case a SM ttH signal (µ = 1) is present in the data (solid
red line).
are selected in final states compatible with the Higgs boson decaying into a b quark-antiquark
pair and the single-lepton and dilepton decay channels of the tt system. Selected events are
split into mutually exclusive categories according to their tt decay channel and jet content. In
each category a powerful discriminant is constructed to separate the ttH signal from the dom-
inant tt+jets background, based on several multivariate analysis techniques (boosted decision
trees, matrix element method, and deep neural networks). An observed (expected) upper limit
on the ttH production cross section µ relative to the SM expectations of 1.5 (0.9) at 95% confi-
dence level is obtained. The best fit value of µ is 0.72± 0.24 (stat)± 0.38 (syst). These results
correspond to an observed (expected) significance of 1.6 (2.2) standard deviations above the
background-only hypothesis.
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A BDT and DNN input variables and configuration
All input variables used in the DNNs and BDTs are listed in Tables 9-11.
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Table 9: Input variables used in the DNNs or BDTs in the different categories of the single-
lepton and dilepton channels. Variables used in a specific multivariate method and analysis
category are denoted by a “+” and unused variables by a “−”. (Continued in Tables 10 and
11.)
Variable Definition SL
(4
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ts
,≥
3
b
ta
gs
)
SL
(5
je
ts
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3
b
ta
gs
)
SL
(≥
6
je
ts
,≥
3
b
ta
gs
)
D
L
(≥
4
je
ts
,3
b
ta
gs
)
D
L
(≥
4
je
ts
,≥
4
b
ta
gs
)
pT(jet 1) pT of the highest-pT jet + + - - -
η(jet 1) η of the highest-pT jet - + + - -
d(jet 1) b tagging discriminant of the highest-pT jet + + + - -
pT(jet 2) pT of the second highest-pT jet - + - - -
η(jet 2) η of the second highest-pT jet + + + - -
d(jet 2) b tagging discriminant of the second highest-pT jet + + + - -
pT(jet 3) pT of the third highest-pT jet - + - - -
η(jet 3) η of the third highest-pT jet + + + - -
d(jet 3) b tagging discriminant of the third highest-pT jet + + + - -
pT(jet 4) pT of the fourth highest-pT jet + + - - -
η(jet 4) η of the fourth highest-pT jet + + + - -
d(jet 4) b tagging discriminant of the fourth highest-pT jet + - + - -
pT(lep 1) pT of the highest-pT lepton - + + - -
η(lep 1) η of the highest-pT lepton + - + - -
davgj average b tagging discriminant value of all jets + + + - -
davgb average b tagging discriminant value of b-tagged jets + + + + +
davgnon-b average b tagging discriminant value of non-b-tagged jets - - - + +
1
Nb ∑
Nb
b
(
d− davgb
)2 squared difference between the b tagging discriminant
value of a b-tagged jet and the average b tagging discrimi-
nant values of all b-tagged jets, summed over all b-tagged
jets
+ + + - -
dmaxj maximal b tagging discriminant value of all jets + + + - -
dmaxb maximal b tagging discriminant value of b-tagged jets + + + - -
dminj minimal b tagging discriminant value of all jets + + + - -
dminj minimal b tagging discriminant value of b-tagged jets + + + - -
d2 second highest b tagging discriminant value of all jets + + + - -
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Table 10: Continued from Table 9 and continued in Table 11.
Variable Definition SL
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4
b
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)
Nb(tight) number of b-tagged jets at a working point with a 0.1%
probability of tagging gluon and light-flavour jets
+ + + - -
BLR likelihood ratio discriminating between 4 b quark jets and
2 b quark jets events
+ + + - -
BLRtrans transformed BLR defined as ln[BLR/(1.0− BLR)] + + + - -
∆Rminj,j ∆R between the two closest jets + + + - -
∆Rminb,b ∆R between the two closest b-tagged jets + + + - -
∆Rmaxj,j ∆R between the two jets furthest apart - + - - -
∆Rmaxb,b ∆R between the two b-tagged jets furthest apart - - + - -
∆ηmaxj,j ∆η between the two jets furthest apart in η - - - - +
∆ηmaxb,b ∆η between the two b-tagged jets furthest apart in η - - - + +
∆ηavgb,b average ∆η between b-tagged jets - - + - -
∆Ravgb,b average ∆R between b-tagged jets - + + - -
∆Ravgj,b average ∆R between jets of which at least one is b-tagged - - - + -
∆Rmin∆Rlep,j ∆R between lepton and closest jet + + - - -
∆Rmin∆Rlep,b ∆R between lepton and closest b-tagged jet - + + - -
mmin∆Rlep,b mass of lepton and closest b-tagged jet + + + - -
mmin∆Rb,b mass of closest b-tagged jets + + + - +
mmin∆Rj,b mass of closest jets of which at least one is b-tagged - - - + -
mmax massb,b maximal mass of pairs of b-tagged jets - - - + +
pTmin∆Rb,b combined pT of closest b-tagged jets - - - + -
pTmin∆Rj,b combined pT of closest jets of which at least one is b-tagged - - - - +
mavgj average mass of all jets + + + - -
(m2)avgb average squared mass of all b-tagged jets + - + - -
mclosest to 125b,b mass of pair of b-tagged jets closest to 125 GeV - + + - -
Nj,b number of pairs of jets (with at least one b-tagged jet) with
an invariant mass within 110–140 GeV
- - - + +
MEM matrix element method discriminant + + + - -
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Table 11: Continued from Table 10.
Variable Definition SL
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)
HjT scalar sum of jet pT - + - + -
HbT scalar sum of b-tagged jet pT + + + - -
Aj 32λ3 where λi are the eigenvalues of the momentum tensor
built with jets [99]
- + + - -
Ab 32λ3 where λi are the eigenvalues of the momentum tensor
built with b-tagged jets [99]
+ + + - -
Cj HjT divided by the sum of the energies of all jets - - + - -
Cb HbT divided by the sum of the energies of all b-tagged jets - - + - +
Sj 32 (λ2 + λ3) where λi are the eigenvalues of the momentum
tensor built with jets [99]
+ + + - -
Sb 32 (λ2 + λ3) where λi are the eigenvalues of the momentum
tensor built with b-tagged jets [99]
- + + - -
SjT
2λ2
λ2+λ1
where λi are the eigenvalues of the momentum tensor
built with jets [99]
+ + + - -
SbT
2λ2
λ2+λ1
where λi are the eigenvalues of the momentum tensor
built with b-tagged jets [99]
+ + + - -
Ib a measure of how spherical or linear in r−φ space b-tagged
jets are in the event
- - - + -
H2 second Fox–Wolfram moment [100] - + - - -
H3 third Fox–Wolfram moment [100] + + - - -
Hb3 third Fox–Wolfram moment calculated with b-tagged jets
[100]
- - - - +
R3 ratio of Fox–Wolfram moments H3/H0 [100] - - - + -
H4 fourth Fox–Wolfram moment [100] + - + - -
The BDTs employed in the dilepton channel were trained using the stochastic gradient boost
method [36, 78], available as part of the TMVA package [38]. The number of trees (Ntrees),
the learning rate (shrinkage), the fraction of events used for the training of an individual tree
(bagging fraction), the granularity of the cuts at each node splitting (Ncuts), and the number of
node splittings per tree (depth) are listed in Table 12.
The DNNs used in the single-lepton channel comprise two layers with 100 nodes each in each
of the two network stages. Overtraining is suppressed by random node dropout with a proba-
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Table 12: Configuration of the BDTs used in the dilepton channel.
Category Ntrees shrinkage bagging fraction Ncuts depth
(≥ 4 jets, 3 b tags) 955 0.022 0.42 30 2
(≥ 4 jets,≥ 4 b tags) 638 0.006 0.41 42 2
bility of 30% and an L2 weight normalisation factor of 10−5. All networks are optimised using
the ADAM optimiser with a learning rate of 10−4, and the ELU activation function is used to
add non-linearity to the response of the network [77].
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Figure 12: Final discriminant (DNN) shapes in the single-lepton (SL) channel before the fit to
data, in the jet-process categories with (4 jets,≥ 3 b tags) and (from upper left to lower right)
ttH, tt+bb, tt+2b, tt+b, tt+cc, and tt+lf. The expected background contributions (filled his-
tograms) are stacked, and the expected signal distribution (line), which includes H → bb and
all other Higgs boson decay modes, is superimposed. Each contribution is normalised to an
integrated luminosity of 35.9 fb−1, and the signal distribution is additionally scaled by a factor
of 15 for better visibility. The hatched uncertainty bands include the total uncertainty of the
fit model. The first and the last bins include underflow and overflow events, respectively. The
lower plots show the ratio of the data to the background prediction.
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Figure 13: Final discriminant (DNN) shapes in the single-lepton (SL) channel before the fit to
data, in the jet-process categories with (5 jets,≥ 3 b tags) and (from upper left to lower right)
ttH, tt+bb, tt+2b, tt+b, tt+cc, and tt+lf. The expected background contributions (filled his-
tograms) are stacked, and the expected signal distribution (line), which includes H → bb and
all other Higgs boson decay modes, is superimposed. Each contribution is normalised to an
integrated luminosity of 35.9 fb−1, and the signal distribution is additionally scaled by a factor
of 15 for better visibility. The hatched uncertainty bands include the total uncertainty of the
fit model. The first and the last bins include underflow and overflow events, respectively. The
lower plots show the ratio of the data to the background prediction.
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Figure 14: Final discriminant (DNN) shapes in the single-lepton (SL) channel before the fit
to data, in the jet-process categories with (≥ 6 jets,≥ 3 b tags) and (from upper left to lower
right) ttH, tt+bb, tt+2b, tt+b, tt+cc, and tt+lf. The expected background contributions (filled
histograms) are stacked, and the expected signal distribution (line), which includes H → bb
and all other Higgs boson decay modes, is superimposed. Each contribution is normalised to
an integrated luminosity of 35.9 fb−1, and the signal distribution is additionally scaled by a
factor of 15 for better visibility. The hatched uncertainty bands include the total uncertainty of
the fit model. The first and the last bins include underflow and overflow events, respectively.
The lower plots show the ratio of the data to the background prediction.
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Figure 15: Final discriminant (DNN) shapes in the single-lepton (SL) channel after the fit to
data, in the jet-process categories with (4 jets,≥ 3 b tags) and (from upper left to lower right)
ttH, tt+bb, tt+2b, tt+b, tt+cc, and tt+lf. The error bands include the total uncertainty after the
fit to data. The first and the last bins include underflow and overflow events, respectively. The
lower plots show the ratio of the data to the post-fit background plus signal distribution.
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Figure 16: Final discriminant (DNN) shapes in the single-lepton (SL) channel after the fit to
data, in the jet-process categories with (5 jets,≥ 3 b tags) and (from upper left to lower right)
ttH, tt+bb, tt+2b, tt+b, tt+cc, and tt+lf. The error bands include the total uncertainty after the
fit to data. The first and the last bins include underflow and overflow events, respectively. The
lower plots show the ratio of the data to the post-fit background plus signal distribution.
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Figure 17: Final discriminant (DNN) shapes in the single-lepton (SL) channel after the fit to
data, in the jet-process categories with (≥ 6 jets,≥ 3 b tags) and (from upper left to lower right)
ttH, tt+bb, tt+2b, tt+b, tt+cc, and tt+lf. The error bands include the total uncertainty after the
fit to data. The first and the last bins include underflow and overflow events, respectively. The
lower plots show the ratio of the data to the post-fit background plus signal distribution.
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