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Introduction
Important physics and engineering problems are nonlinear and of multiscale nature. Examples include certain models for flow in porous media and mechanics of heterogeneous materials. We consider in this work nonlinear elliptic problems of the form − div[a (x, u , ∇u )] = f in , u = 0 on ∂ ,
where ⊂ R 2 is a polygonal domain, a (x, u , ∇u ) = α (x)b(u )∇u , and α might have an oscillatory nature. We describe further restrictions on the coefficients later on. Problems like (1) are often dealt with using homogenization techniques, even in the linear case. However, this is not always convenient due to restrictive hypothesis on the coefficients, like periodicity or certain probabilistic distributions. Thus, even for the linear situation, several authors developed methods that can compute approximations that do not rely on homogenization.
It is well known that standard Galerkin methods perform poorly for such equations, linear or nonlinear, under the presence of oscillatory coefficients [13, 24] , and there is a strong interest in developing numerical schemes that are efficient for problems with multiscale nature. Important methods include the Generalized Finite Element Method (GFEM) [7] , the Discontinuous Enrichment Method (DEM) [29] , the Heterogeneous Multiscale Method (HMM) [52] and the Multiscale Hybrid Mixed Method (MHM) [3, 34, 40] . We concentrate our literature review on the Residual-Free Bubble Method CONTACT Alexandre L. Madureira alm@lncc.br, alexandre.madureira@fgv.br (RFB) [8, 13, 14, 17, 30, 31] , the Variational Multiscale Method (VMS) [38] and the Multiscale Finite Element Method (MsFEM) [24] [25] [26] [27] 36, 37, 41] since they are closer to our own method. For all the above methodology, the goal is to derive numerical approximations for the multiscale solution using a mesh that is coarser than the characteristic length of the oscillations (in opposition to [50, 51] ). The idea behind the MsFEM is to incorporate local information of the underlying problem into the basis functions of the finite element spaces, capturing microscale aspects. Its analysis was first considered for linear problems, and assuming that the coefficients of the equations are periodic [26, 37] . Later, the non-periodic case was also considered [35] . An extension for nonlinear problems appears in [25] , for pseudo-monotone operators, and the authors show that, under periodicity hypothesis, the numerical solution converges towards the homogenized solution. They also determine the convergence rate if the flux depends only on the gradient of the solution. Further variations of the method were considered in [18, 19] . The MHM method shares some of the characteristics of the MsFEM, but so far it was considered only for linear problems.
The HMM approach for linear and nonlinear problems differs considerably, but, as in the MsFEM, the method is efficient in terms of capturing the macroscale behaviour of multiscale problems. See [45, 52] for a description of the method, and [53] for an analysis of the method involving linear and nonlinear cases.
Regarding the VMS, the method is similar to the RFB in many aspects [15, 16] and is a very successful method. In terms of analysis, however, it remains concentrated to the linear case [42] .
The Residual-Free Bubble (RFB) formulation [8, 14, 17] was first considered with advectionreaction-diffusion problems in mind. The use of RFB for problems with oscillatory coefficients was already suggested in [13] and investigated in [48] for the linear case. See [55] for a clear description of how the MsFEM and RFB relate.
In the present work, we analyse extensions of the RFB formulation for a class of nonlinear problems, with oscillatory coefficients, as in (1) . Such model is a natural extension of the linear problem with oscillatory coefficients, and of the nonlinear problems as considered in [23] , without oscillatory coefficients. We remark that the RFB was mostly considered only in the linear setting, with the exceptions [43, 44, 47] , which aimed at applications in computational fluid mechanics. We remark that the first two references regard problems that are not only nonlinear but also multiscale by nature.
Assume that α (·) : → R is measurable, and that there exist positive constants α 0 and α 1 such that
Assume also that b : R → R is continuous and belongs to W 2,∞ (R), and that there exists a constant b 0 such that
Rewriting (1) in its variational formulation, we have that u ∈
where
for ξ ∈ L 2 ( ) and ψ, φ ∈ H 1 0 ( ). Throughout this paper, we denote by L 2 ( ) the space of square integrable functions, by W q,p , H 1 0 ( ), H 1 ( ) the usual Sobolev Spaces, and by H −1 ( ) the dual space of H 1 0 ( ) [12, 28] . By C, we denote a generic constant that might have different values at different locations, but that does not depend on h or .
The outline of the article is as follows. After the introductory section 1, we describe the RFB method in Section 2, and discuss existence and uniqueness of solutions in Section 3. A best approximation result is obtained in Section 4, and possible linearizations are discussed in Section 5.
The RFB method
Let T h = {K} be a partition of into finite elements K, and, associated to T h , the subspace V h ⊂ H 1 0 ( ) of piecewise polynomials. The classical finite element Galerkin method seeks a solution of (4) within V h . The RFB method seeks a solution within the enlarged, or enriched, space
where the bubble space is given by
Taking v r to belong to V h or V b , it follows that (6) is equivalent to search for
The second equation above should be understood in the weak sense, and is obtained, for each fixed element K, by considering v r | K ∈ H 1 0 (K) arbitrary and vanishing outside K, and then integrating by parts. The coupled system (7) defines the RFB method. The use of bubbles allows the localization of the problems of the second equation of (7) , while the first equation has a global character. Remark 2.1: Formulation (7) induces a two-level discretization, where the global problem given by the first equation in (7) should be discretized by a coarse mesh, and the local problems given by the second equation of (7) should be solved in a fine mesh. Thus, in terms of computational cost, the first equation is global but posed in a coarse mesh, and the second equation requires refined meshes, but they are local and can be solved in parallel.
In practice then, for each element K one has to introduce a finite element bubble space V b,h ⊂ V b based on partitions of diameter at most h < h for each element K. For problems with oscillatory coefficients, h < is required to capture small microscales, where is a small parameter (the 'characteristic length' of the microstructures). The theory that follows holds in exactly the same way for both V b,h and V b . Thus we use only V b for simplicity.
Replacing V b by V b,h has an impact however on the approximability properties of the method, and is captured in the constantĉ(h) in (12) . Even in the linear case with periodic coefficients, if h is not properly chosen,ĉ(h) will depend on . We make further comments on that in Remark 4.5.
Note that for linear problems, it is possible to perform static condensation, 'eliminating' the bubble part in the final formulation, which is then modified and posed only on the polynomial space [8, 13, 14, 17, 32, 48] . See remark below.
Remark 2.2:
If L denotes a linear differential operator, and a(·, ·) the associated bilinear form, then it results from the RFB that
The formulation above is a perturbed Galerkin formulation. The perturbation aims to capture the microscale effects neglected by coarse meshes.
Existence and uniqueness of solutions
In this section, we prove existence and uniqueness results for the continuous problem and for the RFB formulation. We adapt here ideas present in [4, 10] . We shall make use of the following version of the Schauder Fixed-Point Theorem [22] ; see also [20, 33] .
Theorem 3.1 (Schauder Fixed-Point Theorem):
Let E be a normed space, A ⊂ E a non-empty convex set, and C ⊂ A compact. Then, every continuous mapping T : A → C has at least one fixed point.
The following result guarantees existence and uniqueness of solutions for the variational problem (4).
Theorem 3.2:
Let α (·) and b(·) such that (2) and (3) hold. Then, given f ∈ L 2 ( ), the variational problem (4) has one and only one solution in H 1 0 ( ).
Our proof of Theorem 3.2 is based on the lemmata that follow. We first observe that (5) suggests the definition
The operator T is clearly well-defined since, from the hypothesis imposed on α and b, the bilinear form above satisfies the hypothesis of Lax-Milgram Lemma.
Lemma 3.3:
Under the hypothesis of Theorem 3.2, the operator T given by (8) is continuous.
Subtracting both equations, it follows that
Adding and subtracting w , we gather that
In an equivalent form, for each v ∈ H 1 0 ( ),
In particular, for v = w m − w it follows that
Proof: [12, Proposition 9 .5].
Lemma 3.5:
Under the hypotheses of Theorem 3.2, the uniqueness of solutions for (1) follows.
Since b ∈ C 0 (R), thenb ∈ C 1 (R). Moreover,b is always positive, and thenb is a bijection in R.
Consider the Kirchhoff transform U =b(u ). From Lemma 3.4, we gather that
that is, u solves (1) is and only if U solves (11) . From Lax-Milgram Lemma, there is at most one solution for (11) , and therefore, there is also at most one solution for (1) . Indeed, if there were two solutions for (1), we would be able to construct also two solutions for (11) .
We now prove Theorem 3.2.
Existence: Consider in Theorem 3.1 that A = E = L 2 ( ), C = H 1 0 ( ), and the operator T defined by (8) . Note that the solutions of (9) are uniformly bounded, and the compactness of C follows from Rellich's Theorem. Then, from Lemma 3.3 we conclude that T has a fixed point.
Uniqueness: Follows from Lemma 3.5.
To show existence of the RFB solution, it is enough to pursue the same ideas just presented, but now considering the operator
where, for a given w ∈ L 2 ( ), we define w r = T h (w) such that
As in Lemma 3.3, the operator T h is continuous. The proof is basically the same, replacing H 1 0 ( ) by V r .
Remark 3.6:
In [27] , the existence and uniqueness result for solutions for the MsFEM requires monotonicity. Such results were obtained [54] without monotonicity assumptions, but under the condition that the discrete and exact solutions are close. We follow the same approach.
To establish a uniqueness result for the RFB method, let Lu = −div[α (x)b(u)∇u], and its Fréchet derivative in u defined by
Consider also (5) and
induced by L and L respectively. From [46, Theorem 6 and Remark 6], it follows that L (u) defines an isomorphism from
for some positive c(u) that we define in what follows. Note that
and, on the other hand, from Poincaré's inequality,
It is enough to consider then
Thus, for ∇u L ∞ ( ) sufficiently small, c(u) is positive.
In what follows, we consider the Galerkin projection P h : H 1 0 ( ) → V r with respect to the bilinear form α (x)b(u )∇v · ∇χ dx. Assume also that
whereĉ(h) → 0 independently of . This holds, for instance, if α(·) is -periodic [19] . Consider the following result. 
Proof: To show (13), note that
Observe that, from [54, Lemma 2.2],
Above, we use the inequality P h χ H 1 ( ) ≤ C χ H 1 ( ) .
Theorem 3.8: Let u h andũ h be two solutions for the discrete problem such that
where η is small enough. Then u h =ũ h .
Proof: Note that
for all t ∈ [0, 1]. Let η be small enough such that
Sincec(u) > 0, then u h =ũ h .
Best approximation result
We establish here a Céa's Lemma type result for the RFB method. The strategy to obtain such result is to consider a linearization A(u r ; ·, ·) of (5) centred at the 'enriched solution' u r . We consider then the following linear problem to find w ∈ H 1 0 ( ) such that a(u r ; w, v) = ( f , v) for all v ∈ H 1 0 ( ), where a(·; ·, ·) is defined in (5) . Thus a(u r ; ·, ·) is coercive in
where C is the Poincaré's constant. We establish first the following result.
Lemma 4.1:
Given u ∈ H 1 0 ( ) weak solution of (1), and v r ∈ V r , solution of (6), the following identity holds:
Proof: Indeed,
The proof of the second identity is similar.
We end the present section establishing a best approximation result in the enriched space V r . This is a Céa's Lemma type result for the multiscale nonlinear problem [11] . An advantage of the estimate is that it requires less regularity of b(·) than in [23] , cf. also Remark 4.4.
We often use Hölder's inequality
where we use also the continuous embedding H 1 ( ) → L 6 ( ) ( for dimensions smaller than three).
Proposition 4.2:
Let α (·) and b(·) satisfying (2) and (3), respectively. Then, for u sufficiently small in W 1,6 ( ), it follows that
Proof: Let w r ∈ V r . To establish (16) , compute (17) using (15) . Denote by I 1 , I 2 the first and second terms of (17) . We now estimate each of these terms
where we define c 1 = α 1 b L ∞ (R) . We estimate now I 2 :
From (14) , there exists β > 0, independent of , such that
Moreover, from the estimates for I 1 , I 2 in (17), we gather that
and then
Remark 4.3: Proposition 4.2 is important because the best approximation estimate is independent of , and shows in particular that the RFB method converges at least as well as the MsFEM since the RFB approximation spaces contain the spaces employed in the MsFEM. The choice of the approximation spaces is crucial here, since polynomial spaces with no bubbles added, a.k.a. classical Galerkin, yield a method that converges in h albeit non-uniformly with respect to .
Remark 4.4:
Dropping the 'small solution' hypothesis (also present in [1] ), an analogous result holds.
In particular, the estimate
results from the above proof. An estimate for u − u r H 1 ( ) was obtained in [23, Theorem 1] , under extra regularity for b(·). Following their proof, it is possible to show that
for all w r ∈ V r , where φ is the solution of a linear dual problem. It follows then that u − u r L 2 ( ) is small enough as long as the mesh size h is small enough, and a best approximation result follows. However, the compactness argument of [23] does not allow, in principle, the mesh size to be independent of the small scales.
Finally, strict monotonicity is also a sufficient condition for the best approximation result of Lemma [28] , i.e. assume that
and we conclude that u r − w r H 1 ( ) ≤ c u − w r H 1 ( ) for all w r ∈ V r . An estimate as (16) follows from the triangle inequality.
Remark 4.5:
The best approximation results obtained in this section guarantees that the method performs well if the subspaces have good approximability properties. Accordingly, the local bubble space V b,h (see Remark 2.1) has to be 'rich enough' to capture eventual local oscillations. Failure to do so will render the method useless; see [42] for an analysis in a very simple setting, and [24] for a more involved investigation.
Possible linearizations
As in the original problem (1), the RFB approximation (7) , or equivalently (6) , is still given by a nonlinear problem. We investigate here some ideas to linearize the problem. In the next section, we investigate fixed point schemes, and in the following subsection, we discuss a proposal named reduced RFB. It is interesting to compare these linearization schemes with those proposed and implemented in [43, 44] .
Fixed point formulation
A first idea to linearize the original problem (1) is the following. Let u 0 ∈ H 1 0 ( ), and for n ∈ N, given u n−1 ∈ H 1 0 ( ), compute u n ∈ H 1 0 ( ) as the solution of
In the context of the RFB method, we use (6) to propose the following iterative scheme. Let u 0 ∈ V r , and n ∈ N. Given u n−1
Observe that the above scheme discretizes (18) . Hence, discretization and linearization commute.
Since the problem now is linear, we head back to the situation described in Remark 2.2. We can also rewrite (19) in terms of global/local problems. Given u n−1
for all v h ∈ V h and all K ∈ T h .
Lemma 5.1: Given u 0 ∈ H 1 0 ( ) and u 0 r ∈ V r , let u n ∈ H 1 0 ( ) and u n r ∈ V r be defined from (18) and (19) for n ∈ N. Then lim n→∞ u n = u and lim n→∞ u n r = u r in H 1 0 ( ).
Proof:
We first consider the continuous problem, for a fixed . Note that ∇u n L 2 ( ) ≤ c f H −1 ( ) , and then ∇u n L 2 ( ) is bounded. Therefore, there existū ∈ H 1 0 ( ) and a subsequence of u n , indexed by n ∈ N, but still denoted by u n , such that u n weakly converges toū in H 1 0 ( ), with strong convergence in L 2 ( ). Thus, from the Lebesgue Dominated Convergence Theorem, b(u n )∇v → b(ū)∇v strongly in L 2 ( ), for all v ∈ H 1 0 ( ). Note also that ∇(u n −ū) · τ dx → 0 for all τ ∈ L 2 ( ). Indeed, from Helmholtz decomposition, there exist p ∈ H 1 0 ( ), q ∈ H 1 ( ) such that τ = ∇p + curl q. Therefore,
as n → ∞. It follows from these results that, for all v ∈ H 1 0 ( ),
Taking n → ∞ we gather that
Thus
Thenū solves (1) . From uniqueness of solutions,ū = u , and the whole sequence, and not only a subsequence, u n converges toū.
To show that the convergence is actually strong, note [21] that (21) holds. Thus the convergence u n →ū is strong in H 1 ( ). The second part of the lemma, regarding the RFB approximation, follows from basically the same arguments. Since ∇u n r L 2 ( ) ≤ c f H −1 ( ) , there existsū r ∈ H 1 0 ( ) and a subsequence still denoted by u n r such that u n r weakly converges toū r in H 1 0 ( ), whereas strong convergence holds in L 2 ( ). Again, b(u n r )∇v → b(ū r )∇v strongly in L 2 ( ), for all v ∈ H 1 0 ( ). Note also that ∇(u n r − u r ) · τ dx → 0 for all τ ∈ L 2 ( ). Indeed, from Helmholtz decomposition, there exist p ∈ H 1 0 ( ), q ∈ H 1 ( ) such that τ = ∇p + curl q. Thus ∇(u n r −ū r ) · τ dx = ∇(u n r −ū r ) · ∇p dx → 0 as n → ∞. From these results, we gather that for all v ∈ H 1 0 ( ),
Taking n → ∞, it follows that [b(u n r )∇u n r − b(ū r )∇ū r ]∇v → 0 for all v ∈ H 1 0 ( ). Considering now v ∈ V r , we have that 0 = lim n→∞ b(u n−1 r )∇u n r · ∇v − f v dx = b(ū r )∇ū r · ∇v − f v dx.
Since V r is closed in H 1 0 ( ), thenū r ∈ V r and thereforeū r solves (6) . If uniqueness of RFB solution also holds,ū r = u r and the whole sequence u n converges to u r . Lemma 5.2: Given u 0 ∈ H 1 0 ( ) and u 0 r ∈ V r , let u n ∈ H 1 0 ( ) and u n r ∈ V r be defined by (18) and (19), n ∈ N. Then, if u is sufficiently small in W 1,6 ( ), we have that u n − u H 1 ( ) + u n r − u r H 1 ( ) ≤ᾱ u n−1 − u H 1 ( ) , forᾱ < 1.
The result for u n r is analogous.
We end this section with an alternative linearization proposal, based on (20) . Given u n−1
for all v h ∈ V h and all K ∈ T h . Observe that the above system is not coupled as in (20) . It is possible to solve first (22) and only then solve (23) .
