This paper introduces a general continuous form of poverty index that encompasses most of the existing formulas in the literature. We then propose a consistent estimator for this index in case the poverty line is a functional of the distribution. We also establish a uniform functional Central Limit Theorem for the proposed estimator over a suitable product class of real-valued functions. As a consequence, testing procedures based either on single or simultaneously on several poverty indices can be developed. A simulation study showing the asymptotic normality of the estimator is given as well as an application to real data for estimating the effect of relative poverty lines on the variance of the poverty estimates.
Introduction
Let Y be a positive random variable representing the income (or expenditure) distribution in a given population. Suppose that Y is defined on a probability espace (Ω, A, P), with underlying continuous distribution function G(y) = P(Y ≤ y), ∀y ≥ 0. Given a poverty line z > 0, we say that an individual is poor if his income is less than z. Most of the poverty measures employed in practice may be represented, in their continuous form, by the following functional :
where w(u, v) is a function of (u, v) ∈ [0, 1] 2 , which is decreasing with respect to its first argument u. It is interpreted as a weighting function associated with the kind of poverty measure being considered ; while f (y, z) is called the poverty deprivation function, which evaluates the individual contribution of each poor to the global poverty within the population. Note that the function f (y, z) is also decreasing with respect to its first argument y.
Formula (1) is quite general and represents a wide class of poverty indices including the most currently used in practice. For instance, the additively decomposable family of poverty measures can be obtained from this formula (1) by letting the weighting function w(u, v) ≡ 1, for all (u, v) ∈ [0, 1] 2 . As well, the non-additively decomposable poverty measures such as the Sen-like poverty indices may also be put in the form (1) , with specific weighting and deprivation functions w(·, ·) and f (·, ·). In the Table 1 below, we give some examples of poverty indices with their own weighting and deprivation functions.
Poverty index w(u, v) f (y, z) Our main goal in this paper is to propose an estimator for the theoretical functional J(·, ·), and study its asymptotic behavior by considering a relative poverty line. Indeed, empirical studies with fixed poverty lines are plentiful in the literature ( see, e.g., [8] , [2] , [13] , [12] ). But most of them do not take account of the sampling error of the poverty line, which may increase or reduce the precision of the poverty estimates (see, e.g. [9] ). Investigating relative poverty in US, Zheng [22] proposed an approach which consider the poverty line as a percentage of the mean or a quantile of the distribution function. He dealt with additively separable (or decomposable) poverty measures, and found that the sampling error associated with poverty lines increases the standard error of the poverty estimates.
In this paper, we propose an inference procedure which somewhat extends Zheng's [22] approach to non-additively decomposable poverty measures including Sen, Shorrocks and Kakwani indices as well as many other poverty measures available in the literature. Note that the Kakwani's family is the most interesting family of poverty indices, because it contains the FGT (Foster-Greer-Thorbecke) and Sen measures, and satisfies most of the normative axioms desirable on on poverty index. Our methodology is inspired by the modern empirical process theory developed in van der Vaart and Wellner [20] , which permits us to obtain the uniform weak convergence of a wide class of empirical poverty estimators.
The rest of the paper is organized as follows. In Section 2, we construct an estimator for the functional J(w, f ), and establish its asymptotic properties. In Section 3, we derive testing procedures which allows to make comparisons based either on one single poverty measure or simultaneously several poverty indices. Section 4 shows, in a simulation study, the asymptotic normality of the proposed estimator. In Section 5, we give an application to real data sets to estimate the effect of the relative poverty line on the variance of the some particular poverty estimates. Finally, we prove the main theorem in Appendix.
Construction of the estimator and asymptotic results
Let Y 1 , · · · , Y n be an independent and identically random sample of the income variable Y , with density probability function g. Whenever the poverty line z > 0 is fixed, a direct estimator of (1) can be defined as follows :
for any specific functions w and f . Here I(·) designs the indicator function, Y 1,n ≤ · · · ≤ Y n,n are order statistics associated with the sample
In contrast, when we are concerned with relative poverty analysis, the poverty line becomes a functional of the distribution G, say z = z(G), and then must be estimated. Letẑ be a consistent estimator of z such that the following representation (R) (see, e.g. Thuysbaert and Zitikis [17] ) :
The function ζ(·) may be equal to the constant 0, in which caseẑ = z corresponds to an absolute poverty line. If the poverty line is set to a fraction k of the mean of the distribution, i.e. z = kµ G , with µ G = ydG(y), then ζ(y) = ky. Whenever a fraction k of a p-quantile is chosen, i.e. z = kG −1 (p), the Bahadur representation yields ζ(y) =
Substituting z forẑ in (2), we obtain a novel estimator
Now, we have to prove thatĴ n (w, f ) converges almost surely to J(w, f ) for any specific functions w and f . Because of certain normative properties desirable on a poverty index, the functions w and f should satisfy some regularity conditions ; that is they belong to the following classes of functions W and F , respectively :
We also need the following conditions (A.1-2) to establish our asymptotic results :
One can readily observe that the first term I is exactly J n (w, f ). By applying the mean value theorem, the second term II becomes
where z 0 is between z andẑ. Recall that G n (y) → G(y), almost surely for all y ≥ 0, then we can write for n large enough G n (y) = G(y) + o(n −1/2 ), ∀y ≥ 0. Thus, applying again the mean value theorem, we obtain for all large n,
where z 1 is between z andẑ. Hence, the second term II can be rewritten into
For the last term III, we also make use of Taylor expansion. For Y j,n in the vicinity of z, we have
Thus III can be transformed into
Now, we are going show that the last three terms in the right-hand side of the previous equality are asymptotically negligible. For the second term we can write, in view of (4), that
Thus, the second term tends to 0, becauseẑ → z, n → ∞. Analogously, by using (4) and assuming that the Y j,n are lying between z andẑ, we can major the third term by a quantity converging to 0.
For the last and fourth term, one has
Thus the fourth term also tends to 0, as n → ∞. It follows from this that III is asymptotically equivalent to
Finally, we obtain, for n large enough, the following decomposition forĴ n (w, f ) :
Combining the continuity of the partial derivatives of w and f on the compact interval [0, z] and the fact that z 0 converges to z, we can approximate the second and the third summation terms in the second member of the above equality respectively by the integrals
Besides, sinceẑ converges almost surely to z and f continuous, f (z,ẑ) converges almost surely to f (z, z), which is equal to 0, in virtue of the normative focalisation axiom on poverty indices. Thus, the fourth term converges to 0, andĴ n (w, f ) becomeŝ
where
From this, we can conclude thatĴ n (w, f ) converges almost surely to J(w, f ), as n → ∞. Now, we state our main result which is the weak convergence of the normalized and
, the set of all real-valued and bounded functions defined on W × F .
Theorem 2.1 Let G(y) be a continuous distribution function with probability density g(y).
If assumptions (A.1-2) hold, then the process
converges weakly in l ∞ (W × F ) to a zero-mean Gaussian process with covariance function defined, for any (w, f ), ( w, f ) ∈ W × F, as
and
Remark 1. For any given functions w and f , Theorem 2.1 gives the variance of the estimator J n (w, f ) which is equal to
This means that the variance of the poverty estimateĴ n (w, f ) is increased by a term
whenever the poverty line z is estimated from the sample.
Remark 2.
If the function w ≡ 1, which corresponds to the additively decomposable measures, one can observe that all the integrals with a i -term i = 1, 2, 3, 4 vanish.Then the remainding terms in (6) are exactly the expressions in Equations (21) and (22) in [22] for suitable functions ζ. The quantity corresponding to sum of all integrals with a i -term is due to the weight function w, when it is considered, as for example, in the case of Sen poverty index.
Proof. It relies on the following decomposition which is obtained from (5)
Observe that the term a √ n n j=1 ζ(Y j ) in the right-hand side of (7) Next, by using the modern theory of empirical processes indexed by functions, we prove in Appendix (see, also [11] ) that the centered and normalized process { √ n[J n (w, f ) − J(w, f )] : w ∈ W, f ∈ F } converges weakly in l ∞ (W ×F ) to a tight Gaussian process with zero-mean and covariance function given by the kernel Σ(·, ·). This entails that the process { √ n[J n (w, f ) − J(w, f )] : w ∈ W, f ∈ F } is asymptotically tight. Since the second term a √ n n j=1 ζ(Y j ) does not depend on the indexing parameter (w, f ), we can infer that the sum process
w ∈ W, f ∈ F } is asymptotically tight. Moreover, the o P (1)-term converges uniformly to 0 in (w, f ), as it does not depend on (w, f ). Thus, since the finite margins of this process are Gaussian (by applying the multivariate central limit theorem), we can conclude that { √ n[Ĵ n (w, f ) − J(w, f )] : w ∈ W, f ∈ F } in distribution to a limit Gaussian process. By independence of the Y j 's, the cross covariance of the two terms in the right hand side of (7) is given for all (w, f ) by
Testing procedures
Inference procedures for testing poverty usually allow one to say that there is less or more poverty in a given population than in another, but do not permit to answer questions of type : How much poverty has been decreased or increased ? Therefore, it is not possible to use these procedures in order to quantify the poverty variation (or change) between two populations . In this section, we propose a testing procedure which allows us to evaluate the poverty change between two populations, by checking for whether there exists a proportionality relation between their associated poverty indices. That is, we aim to test the following hypotheses :
where α is a positive real number, and J F , J G are aggregated scalar poverty indices computed from distributions F and G. Note that J F and J G must be defined with the same specific functions w and f indicating the type of poverty measure being considered.The acception of the null hypothesis H 0 leads to the estimation of the relative poverty variation between the two distributions F and G. For example, if α = 1/2, we can say that poverty has decreased by an half, if the reference distribution is G. These kind of conclusions are important for policy makers, as they enable to show the effect of poverty reducing strategies. Indeed, our approach may be applied to check for the poverty Millennium Development Goals (MDG) which consisted of halving poverty in the world by 2015.
Consider now two independent populations with cumulative distribution functions F and G, and relative poverty lines z F and z G , respectively. Assume that two independent and identically distributed samples of sizes n F and n G are respectively drawn from thereof. Denote by J F = J F (w, f ) and J G = J G (w, f ) the estimators of J F and J G , respectively. By Theorem 2.1, J F and J G are asymptotically normally distributed, with variances σ 2 F and σ 2 G that can be readily determined from (6) by computing Γ[(w, f ); (w, f )] with the right distribution F or G.
Then, under H 0 , ∆ J is asymptotically normally distributed with zero mean and variance σ 2 which, by independence of the two samples, is equal to
A consistent estimator for σ 2 , may be defined as
where σ 
which, by Slutsky's Theorem, converges in law to the standard normal distribution, under H 0 .
The previous test is distribution-free and may be extended to a vector of several particular poverty indices. To perform a joint test using simultaneously several poverty indices, we consider two finite d-dimensional vectors (d is a positive integer) of poverty indices denoted by I F and I G and associated with distributions F and G, respectively. The hypotheses we wish to test are of the form : To estimate the covariance matrix Γ in Theorem 2.1, denote Γ k,l the estimators of the entries
. Take z equal to the quantile of order q/n of a the considered distribution F or G, represented by the sample Y 1 , · · · , Y n , with q a positive integer less than n. Then, the number of poor in the sample is equal to q, and a consistent estimators of the elements
where for all i, w i and f i represent respectively the weighting and deprivation functions of a particular poverty index, a r , r = 1, 2, 3, 4 are real-valued functions given in Theorem 2.1, and Y 1,n ≤ · · · ≤ Y n,n are the order statistics associated with the sample Y 1 , · · · , Y n . It follows from this, that consistent estimators for the entries
which lead to a consistent and non-parametric estimator for the covariance matrix Γ.
Simulation study
Here, we make some experiments for showing the asymptotic normality of our estimatorĴ n in relatively small samples of sizes n = 50, 100, 150. We essentially deal with two simple cases ; that is the case where the relative poverty line z is taken equal to the mean of the distribution and the case where z is set to the median of the distribution. The simulation procedure is the following :
• Generate data from a known distribution with positives values ;
• Calculate the estimatorĴ n (w, f ) and the theoretical indice J(w, f ) for specific functions w, f ;
• Compute the variance, say σ 2 n (w, f ), by using (9) ;
• Determine the statistic test
• compute the p-value p = 2 * (1−φ(T n )), where φ is the standard Gaussian distribution;
• Repeat all these steps B times.
We generate data from two distributions : Exponential(1/2) and Lognormal(0,1). In case of the poverty line being equal to the mean of the distribution, the function ζ(y) = y. While the median case corresponds to ζ(y) =
The tables below present the p-values of the normality test for different indices : FGT(1), FGT(2) and Sen, by considering a number of replications B = 1000. Tables 2 and 3 allow us to accept the asymptotic normality of our estimator for sample sizes greater than or equal to n = 100 at a nominal level of 5%. Table 3 : p-values of test in case the poverty line z is equal to the median of the distribution.
Application to genuine data
Here, we use real data to estimate the quantity ∆, representing the added term to the variance of the poverty estimate when we deal with a relative poverty line z. We employ Senegalese households expenditure data, which consist of a sample of size n = 3163 provided by a national survey entitled ESAM 2, that was conducted in 2001 by the National Statistic Agence (ANSD). We consider two relative poverty lines : the mean and the median of the observed distribution. Denote the data by y 1 ≤ y 2 ≤ · · · ≤ y n . Then, an estimation of the quantity ∆ is given bŷ
and q is the number of poor in the sample and satisfies : G n (z) = q/n. The following table 4 gives estimations for the quantity ∆ and the variance of the poverty estimate when the poverty line is fixed. The results concern the Sen index and the FGT indices of parameter β = 1, 2.
We observe that when the poverty line z is set to the median of the distribution, the sampling error due the estimation of z i increases the variance of the poverty estimate for all the considered indices. In contrast, when the poverty line is set to the mean of the distribution, For z > 0 fixed, w ∈ W, f ∈ F , k ∈ K define the real-valued function
and let H z be the class of functions defined as
According to the sketch given at the end of the statement of the Theorem 2.1, we split the proof into four parts. In the first, we establish the Donsker property for the class H z , and derive from this, that the empirical process {G n (h w,f,G ) : w ∈ W, f ∈ F } converges weakly to a limit Gaussian process G(h w,f,G ). In the second, we show that
where "−→ p " denotes the convergence in probability. In the third part, we prove the weak convergence of the process W n (w, f ) to a zero-mean Gaussian process
Finally in the last part, we prove that the joint process (G n , W n ) converges weakly to (G, W) which is a zero-mean Gaussian process.
Part I
Recall that P is the common probability law of the Y ′ j s and G stands for its cumulative distribution function. We have to prove that the class of functions H z is P -Donsker. This will be done if we prove that the bracketing integral
is finite, where N [] (·) denotes the bracketing number. Before proving this, observe that the elements of H z are continuous and increasing functions, bounded on R + by w[k(0), k(z)]f (0, z), for every (w, f, k) ∈ W × F × K. By assumption (A), the classes of functions W and F are pointwise measurable. Further, Lemma 2.2 of [19] entails that the δ-entropy, relatively to the supremum norm, of the class of increasing functions K is finite for any δ > 0. That is, the class K is totally bounded relatively to the supremum norm, and hence is pointwise measurable. This enables us to take the supremum over the set W × F × K as equal to the supremum over a countable subset G 0 ⊂ W × F × K. Since for z > 0 fixed, the quantity w[k(0), k(z)]f (0, z) is finite for any (w, f, k) ∈ W × F × K, we may define the constant function H(y) = sup
as an envelope function for the class H z . Then H z is uniformly bounded by H(y), and we may assume without loss of generality that H(y) ≡ 1. Thus, H z is a subset of the class of monotone functions defined on R with values in [0, 1]. It follows from Theorem 2.7.5, page 159 of [20] that for all ǫ > 0,
where C is a positive constant. From the fact that the elements of H z take their values in [0, 1], for ǫ > 1 the number of ǫ-brackets needed to cover H z is just 1. Then
Now, integrating both sides of (11), one obtains
) is finite and the class H z is P -Donsker. In particular for k = G (the distribution function associated with the probability law P ), the class H z restricts to
which may be identified to W × F . Since H z,G ⊂ H z is P -Donsker, so is the class W × F . Then it follows that the empirical process {G n (h w,f,G ) : w ∈ W, f ∈ F } converges weakly in l ∞ (H z,G ) to a tight limit process G , which is a zero-mean Gaussian process with covariance function defined, for all (w, f ) and ( w, f ), by
Part II
For establishing (10), we first remark that for any (w, f ) ∈ W × F , the functions h w,f,G and h w,f,Gn are elements of H z , which is shown to be P -Donsker according to the preview part.
Since h w,f,G and h w,f,Gn are bounded, they are in
which tends almost surely to 0, as n → ∞, by continuity of the function w and the fact that the empirical distribution function G n (y) converges almost surely to G(y) for all y ∈ R. Thus, as n tends to infinity, This establishes the second part of our proof. For all k ∈ K, and s t ∈ K such that k + ts t ∈ K and s t → s ∈ K ′ , as t → 0, one has by a first-order Taylor expansion of w, for some functions ζ and π defined on R, with values in
Part III
Since the class of functions W × F is shown to be Donsker according to Part I, we can infer that the process {W n (w, f ) : w ∈ W, f ∈ F } converge in distribution to W(w, f ) which is a zero-mean Gaussian process, with covariance kernel given, for all (w, f ) and ( w, f ), by obtain for n large enough that
Combining this with the linearity of G n we obtain, for all α 1 , . . . , α m , β 1 , . . . , β ℓ ∈ R and (w l , f l ), ( w i , f i ) ∈ W × F, l = 1, . . . , m, i = 1, . . . , ℓ, that
Recall that G n is the empirical process and that the function
Then it follows that the random variable defined in (12) is asymptotically Gaussian, and hence the finite marginal distributions of the process (G n , W n ),
are asymptotically Gaussian too. Combining this with the tightness argument enable us to conclude that the joint process (G n , W n ) converges weakly to the process (G, W) which is Gaussian and centered.
