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Abstract The model interpretation is essential in many application scenarios
and to build a classification model with a ease of model interpretation may
provide useful information for further studies and improvement. It is common
to encounter with a lengthy set of variables in modern data analysis, especially
when data are collected in some automatic ways. This kinds of datasets may
not collected with a specific analysis target and usually contains redundant
features, which have no contribution to a the current analysis task of interest.
Variable selection is a common way to increase the ability of model interpreta-
tion and is popularly used with some parametric classification models. There is
a lack of studies about variable selection in nonparametric classification mod-
els such as the density estimation-based methods and this is especially the case
for multiple-class classification situations. In this study we study multiple-class
classification problems using the thought of sparse non-parametric density es-
timation and propose a method for identifying high impacts variables for each
class. We present the asymptotic properties and the computation procedure
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for the proposed method together with some suggested sample size. We also
repost the numerical results using both synthesized and some real data sets.
Keywords multi-class classification · nonparametric classification · kernel
density estimation · sparsity · bandwidth selection
1 Introduction
Classification is a common task in all kinds of data analysis scenarios such
as medical studies, commercial activities, industrious manufacture research
and so on. In many applications, the accuracy is just a basic requirement
to asses a classification rule and the model-interpretation is essential for the
follow-up procedures. For example, the treatment strategy after a medical
diagnostic decision may depend on the features that actually affect such a
decision. Besides, a classification rule is usually build on a combination of
many features, the subjects being assigned to each sub-group may still have
different feature values. To enhance the customized or adaptive services, which
are hot and important research topics, will rely on such information. To this
end, to know why or how those subjects are assigned to each subgroup or what
variables play important roles in such a decision-making is crucial. This task
is more difficult in a multiple-class classification situation and more important
in modern classification applications, in which binary classifiers cannot serve
well. We study multiple-class classification problems, where each training point
belongs to only one of c (≥ 2) different classes. Our goal is to construct a
classification function using these training data such that we can correctly
assign newly observed subjects to one of the class, while to learn what the
important features specifying each class are.
When the densities of each class were known and assuming a person is in
a class, we are able to compute the conditional probability for this person to
belong to such a class. Then through comparing these conditional probabilities
of each class, we can assign the subject to the class with maximum probability.
This classification rule is known as the Bayes rule, and it is known to have
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the minimum error rate. In practice, the information of these densities are
usually not available. Hence, it is natural think of how to construct classifi-
cation rule based on (non)-parametric density estimation methods. There are
many discussions of this longstanding problem in the literature such as [27],
[8], [12], [17] and [18]. In particular, the result of [27] suggests that if we can
accurately estimate the density of each class, then the classification error rate
approaches to that of the optimal Bayes rule. Following his results, there are
many multi-class approaches based on different density estimation methods;
for example, see [1], [14], [23], and [19] and [34].
Due to the common obstacles in general density estimation methods, be-
sides the classification performance, the computational cost and the ratio of
sample-size to number of the variable dimensions are two major issues dis-
cussed in the literature. The cons and pros of this type of nonparametric
methods are intensively discussed in [11] and the a least-squares probabilis-
tic classifier (LSPC) in [31] is a typical example. The needs of the modern
applications make the model-interpretation an important feature of classifi-
cation methods. Therefore, the ability of the interpretation of nonparametric
classification methods recently catch the most of the attention; see [33] for
example.
In this study, we propose a new algorithm which effectively combine some
conventional methods to achieve better performance than its predecessors
at only little cost of the computational time, while retains certain model-
interpretation ability. We illustrate the proposed method with simulation stud-
ies and real examples, and discuss its statistical properties as well.
2 Methodology
We consider a multiple-class classification problem in this study. Suppose that
we observe a d dimensional feature vector for each subject, denoted with X ⊂
R
d and let Y = {1, . . . , c} be the set of class labels, where c is the number of
classes. Assume that X × Y follows a joint probability density p(x, y). Then
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for a given n paired samples of input x and output y:
{(xi, yi) ∈ X × Y}
n
i=1.
Let p(x) denote the marginal density of x, then it follows that the conditional
probability p(y|x) is
p(y|x) =
p(x, y)
p(x)
.
If both p(x) and p(x, y) are known, then we can classify a test sample x to
the class yˆ with confidence p(yˆ|x):
yˆ := argmax
y∈Y
p(y|x).
This suggests that we can build a classification rule based on some density
estimation methods to estimate p(x) and p(x, y). However, this is a challenging
problem. When the number of classes c is large and/or the data domain X is
in high-dimensional setting, it is time-consuming computation and not easy
to have a classification rule with satisfactory accuracy.
2.1 Learn simultaneously, compute separately
For computation efficiency and numerically stability, we adopt the thought in
the probabilistic classification model proposed by Masashi [31], called Least-
Squares Probabilistic Classifier (LSPC), in which we will calculate the class-
posterior probabilities of each class simultaneously by formulating each of them
as linear combinations of joint basis functions of x and y: φ(x, y). The model
of the probability p(y|x) is then written as:
p(y|x;α) :=
b∑
i=1
αiφ(x, y) = α
Tφ(x, y), (1)
where α = (α1, . . . , αb)
T ∈ Rb is a parameter vector to be learned from sam-
ples, and φ(x, y) ∈ Rb is a non-negative basis function vector such that
φ(x, y) > 0b for all (x, y) ∈ X × Y. (2)
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Choosing kernel model as the basis functions, we have that
p(y|x;α) =
c∑
y′=1
n∑
i=1
αy
′
i K
′(x,xi, y, y
′),
where K′ is some kernel function and then there are c × n parameters in the
parameter vector α = (α11, . . . , α
1
n, . . . , α
c
1, . . . , α
c
n)
T ∈ Rc×n. To simplify it
further via separating the input x and output y with a kernel K for x and the
delta kernel for y, we have
p(y|x;α) =
c∑
y′=1
n∑
i=1
αy
′
i K(x,xi)δy,y′ , (3)
where δy,y′ is the Kronecker delta:
δy,y′ =


1 if y = y′,
0 otherwise.
(4)
For a specific class y, the above model (3) becomes
p(y|x;α) =
n∑
i=1
αyiK(x,xi), y = 1, . . . , c. (5)
In this case, the posterior probability model is in the form similar to the kernel
density estimator:
fˆH(x) =
1
n det(H)
n∑
i=1
K(H−1(x− xi)), (6)
where K is the kernel function, H = diag(h1, . . . , hd) is a diagonal matrix
with bandwidths h1, . . . , hd, and det(H) is the determine of the matrix H and
also is the product of the bandwidths:
∏d
j=1 hj . Then, assume K is a product
Gaussian kernel and use the inverse of the product of bandwidths as the linear
combination coefficients, the posterior probability function can be defined as
p(y|x;Hy) :=
1
n
n∑
i=1
1
det(Hy)
K(H−1y (x− xi))
:=
1
n
n∑
i=1
d∏
j=1
1
hyj
K
(xj − xij
hyj
)
, (7)
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where Hy = diag(h
y
1, . . . , h
y
d) is a diagonal matrix with h
y
j is the bandwidth in
the jth coordinate for the class y.
Because the posterior function p(y|x;Hy) has higher probabilities in the
regions where samples in class y are dense; conversely, p(y|x;Hy) has lower
values in the regions where samples in class y are sparse. When using the
Gaussian kernel function to approximate a non-negative function, more kernels
are needed in the region where the output of the target function is large. In this
case, the kernels located in the trainings samples in class y are the good choice.
Hence, we reduce the number of kernels further by locating the kernels only
at samples belongs to the target class and rewrite the posterior probability
function as
p(y|x;Hy) =:
1
ny
ny∑
i=1
1
det(Hy)
K(H−1y (x− x
y
i ))
=
1
ny
ny∑
i=1
d∏
j=1
1
hyj
K
(xj − xyij
hyj
)
(8)
where ny is the number of training samples in the specific class y. That is,
instead of using the whole training dataset, the posterior probability function
for the class y is estimated just by the training input samples in class y:
{xyi = (x
y
i1, . . . , x
y
id)}
ny
i=1, which have the most information and contribution.
In this case, the posterior density function is just a kernel density function.
Therefore, in order to prevent the confusion between the posterior density
function and the posterior probability function, instead of p(y|x;Hy), we use
py(x;Hy) as the notation of the posterior density function.
Let Hˆy = diag(hˆ
y
1 , . . . , hˆ
y
d) the estimated kernel bandwidths and substitute
for Hy in (8), then for y = 1, . . . , c we have the posterior probability
pˆ(y|x; Hˆ1, . . . , Hˆc) =
1
ny
∑ny
i=1
∏d
j=1
1
hˆy
j
K
(
xj−x
y
ij
hˆy
j
)
∑c
y′=1
1
ny′
∑ny′
i=1
∏d
j=1
1
hˆy
′
j
K
(
xj−x
y′
ij
hˆy
′
j
)
=
pˆy(x; Hˆy)∑c
y′=1 pˆ(y
′|x; Hˆy′)
. (9)
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Using (9), the original learning problem can be decomposed into independent
class-wise learning problems; that is, we respectively estimate posterior density
functions for each class using disjoint training samples. Hence, this method can
notably reduce the computational cost.
The LSPC algorithmwill determine its kernel bandwidth parameters through
minimizing the squared error of the posterior-probabilities with the quadratic
regularizer. Because one can analytically compute these bandwidth parameters
through solving a linear equation system such that this procedure is highly ef-
ficient, The computational complexity of the simplified model, as in (9), drops
from the original O(c3n3) to O(c−1n3). However, in [10] and [29], authors
pointed out that a classification rule could perform as bad as random guessing
without considering the sparsity condition and complex structure in high-
dimensional data sets. Thus, we target at constructing a density-estimation
based classification rule with features of local bandwidth selection and vari-
able selection, simultaneously.
2.2 Sparse, greedy nonparametric kernel density estimation
Collecting large sized datasets is feasible, while to analysis them becomes a
crucial challenge. The classification will not perform well or even break down,
when regardless of sparsity and overfitting issues in analyzing these data sets
via simply learning with all variables. We can find a lot of discussions in the
literature about the impact of the dimensionality on classification and au-
thors of [10] pointed out that the difficulty of high-dimensional classification
is intrinsically caused by the existence of many noise features that do not con-
tribute to the reduction of classification error. In addition, the large amount of
variables in such a data set does not usually offer additional benefits for deci-
sion making and may cause complexity and confusion in model-interpretation
instead. Although the accuracy is a primary index for assessing classification
performance, practitioners can always benefit from further understanding the
“mechanism” of a classification rule, which provide information beyond clas-
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sification accuracy. Thus, an effective method to reduce dimensionality and
remove irrelevant data will be a key to increase learning accuracy.
Nonparametric density estimation estimates the density directly from the
data without assuming a particular form for the underlying distribution, which
offer a advantage to a greater flexibility in modeling a given dataset with less
model-specification bias than that in the common parametric approaches.
The kernel density estimation is a popular nonparametric method ([25] and
[24]). A density estimator fˆh(x) using a kernel function with a bandwidth h,
K=Kh(u) = K(u/h)/h is defined as
fˆh(x) = n
−1
n∑
i=1
Kh(xi − x). (10)
Assume that K is symmetric, i.e. K(u) = K(−u) and∫
K(u)du = 1. (11)
It implies that the estimate at given x is a weighted average, according to the
kernel function Kh, of the probability mass of observed xis around it.
The bandwidth parameter h is also called smoothing parameter, which
determines the “width” of a kernel function; a large h may over-smooth the
density estimator and mask the structure of the data, while a small h may
make it spiky and hard to be described.
The cross-validation is a popular approach for bandwidth selection, in
which one can estimate h by minimizing the integrated squared error [26],
[3]. However, there is a lack of stability in such an approach [32]. Thus, many
authors study proposed some modified methods to stabilize the bandwidth se-
lection of cross-validation methods; see [5] [4] [6] [15]. Another useful approach
is plug-in methods that try to minimize the mean integrated squared error to
find the bandwidths was discussed in [2] and [30].
The data-driven properties of kernel methods provide a flexible data mod-
eling approach, however these methods usually suffer from the curse of dimen-
sionality, which is often in real-world tasks. The computational cost is one of
those issues because we need to decide bandwidths of each dimension. In fact,
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Scott and Sain (2005) claim that the direct estimation of the full density by
kernel methods is feasible in as many as six dimensions [28].
There are more approaches about kernel density function estimations in
high-dimensional spaces in the literature [21], [13]. In these articles, authors
find the bandwidths using different criterions or objective functions and still
ignore the affection of the redundant variables which has no or little impact to
the estimate. For classification problems, adaptive estimates of each density
function based on the individual training samples of each group with LSPC is
a promising approach to improve the classification performance. Furthermore,
we can learn the relevant features for density estimation of different classes.
Hence, we adopt the thought of the greedily bandwidth selection using the
regularization of derivative expectation operator (Rodeo) proposes in [22] in
our estimates such that under the sparsity assumption, we can determine the
relevant features with faster convergence rate and lower computational cost.
2.3 Bandwidths selection
The proposed classification rule is based on the estimated posterior density.
Suppose that these high impacts variables to the posterior density estimates of
each subgroups are the only relevant features its corresponding subgroup. If we
can identify the corresponding variable sets of each class, this information will
give us the about features that “describe” each class and this information will
largely improve the interpretation ability the proposed nonparametric density
estimation based classification rule.
For class y, y = 1, . . . , c, let Ry be the index set in which xRy = {xj : j ∈
Ry} is a set of variables which have high impacts to the posterior density of
subgroup y. Without lost of generality, we can rearrange the order of variables
in xRy for each class y such that j in Ry, for 1 6 j 6 ry, are the high impact
variables and xj in xRcy correspond to ry + 1 6 j 6 d are the rest of d − ry
variables. Please note we use the notation ry here. Because the high impact
subsets Ry for each class could be different, the size ry of the subsets may vary
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among these subgroups. We will drop the subscript y of Ry and ry below when
there is no ambiguity and for simplification. It follows that we can rewrite the
posterior density function as
py(x = (x1, . . . , xd), Hy) = gy(xR, H
R
y )u(xRc) (12)
= gy(xR, H
R
y ),
where u is an uniform function, gy is an unknown function depending only on
the set xR and H
R
y = diag(h
y
1, . . . , h
y
r) is a r × r submatrix of Hy. If these
r variables are sufficient to estimate the density model of a class, and the
others variables have little impact to the model, then one can exploit this fact
such that the nonparametric estimates can convergence faster. We employ this
thinking and rewrite (8) as follows:
py(x;Hy) =
1
ny
ny∑
i=1
d∏
j=1
1
hyj
K
(xj − xyij
hyj
)
=
1
ny
ny∑
i=1

 r∏
j=1
1
hyj
K
(xj − xyij
hyj
)

 d∏
j=r+1
1
hyj
K
(xj − xyij
hyj
) (13)
≈
1
ny
ny∑
i=1

 r∏
j=1
1
hyj
K
(xj − xyij
hyj
) . (14)
Equation (13) is a product of the kernels of the relevant variables xR and ker-
nels of the irrelevant variables xRc . By assumption, the second term of (13)
follows a uniform distribution and hence we have (14). It follows that we can
use a large bandwidths value on hj , j = r + 1, . . . , d to obtain a smooth ker-
nel density function for estimating such a uniform function, and the greedily
bandwidth selection approach will be useful in this case. Thus, variable xj
associates with a small value of bandwidth hyj is relatively important in es-
timating this density. On the contrary, it suggests that the variable xj may
be irrelevant in the density model, if the derivatives |Zj | is small while the
corresponding value of hyj is relatively large. This fact suggests us a way to
find out the relative importances of variables to a particular model. Because
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each class has its own set of important variables, this kind of information can
help us to “describe a class,” which is essential in many practical applications.
Let x = (xi, . . . , xd)
T be a d-dimensional point from class y, then the
estimate of the posterior density of x based on a kernel method is
pˆy(x;Hy) =
1
ny
ny∑
i=1
d∏
j=1
1
hyj
K
(xj − xyij
hyj
)
.
Algorithm Rodeo starts with a bandwidth matrix Hy = diag(h0, . . . , h0) with
a large h0, and then for 1 6 j 6 d, computes derivatives
Zj =
∂pˆy(x;Hy)
∂hyj
=
1
ny
ny∑
i=1
∂
∂hyj
[
d∏
k=1
1
hyk
K
(xk − xik
hyk
)]
≡
1
ny
ny∑
i=1
Zji. (15)
If K is the Gaussian kernel, the Zj becomes
Zj =
1
ny
ny∑
i=1
Zji =
1
ny
ny∑
i=1
(xj − xij)
2 − (hyj )
2
(hyj )
3
d∏
k=1
1
hyk
K
(xk − xik
hyk
)
. (16)
If |Zj | is large and changing h
y
j leads to a substantial change in its cor-
responding estimate, then we prefer a smaller bandwidth, β × hyj with some
β ∈ (0, 1) to the original hyj . We repeat this process for each j and keep
shrinking its corresponding bandwidth in discrete steps 1, β, β2, . . . , until the
value of |Zj | is less than a threshold λj . To implement the test statistic Zj ,
we compare it to its variance
σ2j = Var(Zj) = Var(
1
ny
ny∑
i=1
Zji) =
1
ny
Var(Zj1). (17)
The variance σ2j is estimated by s
2
j = v
2
j /ny where v
2
j is the sample variance
of the Zjis. Then follow the suggestion in [22], we set the threshold λj =
sj
√
2 log(nyc), where c = O(log ny), due to the trade-off between variance
and bias.
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For other kernel functions, we can still use this method to determine λj if
the sizes of each class is large enough. Algorithm 1 states, given a datapoint
x, how we use the Rodeo algorithm for the posterior density estimate with
bandwidths selection in each subgroup y.
Algorithm 1: Rodeo for Posterior Density Estimation in subgroup y
Data:
– xi = (xi1, . . . , xid)
T , i = 1, . . . , ny: training data set of subgroup y
– x: a point on which we want to find the posterior density estimator
Input:
– 0 < β < 1: reduce rate for bandwidth
– h0 = c0/ log log ny: initial bandwidth for some constant c0
– cn = O(log ny)
Output:
– Bandwidths Hˆy = diag(hˆ
y
1 , . . . , hˆ
y
d)
– Posterior density estimator: pˆy(x; Hˆy)
Initialization
hyj = h0, j = 1, . . . , d
A = {1, 2, . . . , d}
while A is nonempty do
for j ∈ A do
Estimate the derivative Zj and sample variance s
2
j .
Compute the threshold λj = sj
√
2 log(nycn).
If |Zj | > λj, set h
y
j,i ← βh
y
j,i; otherwise remove j from A.
end
end
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2.4 Feature selection
Because these selections of bandwidths are data-dependent, we apply a statisti-
cal hypothesis testing method to decide whether there is significant differences
among the bandwidths of each variable. After selecting local bandwidths for
each training data point i, i = 1 . . . , ny in subgroup y, we calculate z-scores of
the mean bandwidths so they have mean 0 and are scaled to have standard
deviation 1:
zyj =
h¯yj −mean(h¯
y
1, . . . , h¯
y
d)
std(h¯y1 , . . . , h¯
y
d)
, j = 1, . . . , d, (18)
where h¯yj = mean(h
y
j,1, . . . , h
y
j,ny
) and hyj,i denote the selected bandwidth for
the ith training datapoint.
If xj is a relevant variable, we expect a smaller selected bandwidth com-
pared to that of an irrelevant one. Therefore, compare zyj with a given cutpoint
τ0, if it is smaller than the cutpoint, we think the corresponding variable xj is
relatively important and then include this variable in xR. It means
xj ∈


xR, if z
y
j 6 τ0
xRc , otherwise.
(19)
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The process of feature selection in subgroup y is described in Algorithm 2.
Algorithm 2: Feature Selection in subgroup y
Data:
– xi = (xi1, . . . , xid)
T , i = 1, . . . , ny: training data set of subgroup y
Input:
– τ0: cutpoint for feature selection
Output:
– High impact set xR
Learning
1. for i = 1, . . . , ny do
Find the local bandwidths Hˆy,i = diag(hˆ
y
1,i, . . . , hˆ
y
d,i) for data point
xi by Algorithm 1
end
2. Calculate mean bandwidths h¯yj = mean(hˆ
y
j,1, . . . , hˆ
y
j,ny
), j = 1, . . . , d.
3. Calculate z-scores zyj of mean bandwidths defined in Eq. (18).
4. Decide xR by Eq. (19).
3 Numerical Results
In this section, we demonstrate the proposed algorithm on both synthetic
and real dataset. The accuracy is used to evaluate the algorithm’s classifica-
tion performance quantitatively.m evaluation points are chosen randomly and
evenly from c classes and the predicted classes based on the proposed algo-
rithm, which is shown in Algorithm 3, are compared to the true class. The
classification performance and the computation cost are compared with the
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results of LSPC. The default parameters are c0 = 1, cn = logny, β = 0.9, and
τ0 = −1.
Algorithm 3: Classification with Rodeo
Data:
– Sy = {x
y
1 , . . . ,x
y
ny}, y = 1, . . . , c: c dataset from c subgroups
– xi : i = 1, . . . ,m: testing data with class unknown
Input:
– 0 < β < 1: reduce rate for bandwidth
– hy0 = c0/ log logny: initial bandwidth for subgroup y, y = 1, . . . , c
Output:
– Estimated label: yˆi, i = 1, . . . ,m
– Accuracy
Learning
for y = 1, . . . , c do
Use training data set Sy for i = 1, . . . ,m do
Find the posterior density estimator pˆy(xi; Hˆy,i) with selected
bandwidths Hˆy,i = (hˆ
y
1,i, . . . , hˆ
y
d,i) by Algorithm 1
end
end
Classification
yˆi = argmaxy
pˆy(xi;Hˆy,i)
∑
c
y′=1
pˆy′ (xi;Hˆy′ ,i)
, i = 1, . . . ,m
Accuracy =
∑m
i=1 δyˆi,yi/m, δyˆi,yi is the Kronecker delta defined in
Eq.(4)
3.1 Ten-Group Example
Fist, we apply the algorithm on a dataset with 10 groups. In each group, 6 out
of the total 30 dimensions are chosen as relevant variables respectively. The
relevant dimensions in the y-th group are: {y, y + 1, . . . , y + 5}. The relevant
16 Wan-Ping Nicole Chen, Yuan-chin Ivan Chang
dimensions in each group y are generated as
Xyi ∼ N (0.5, (0.02 ∗ (i− y + 1))
2), for i = y : y + 5, y = 1 : 10,
while the other irrelevant dimensions are generated as
Xyi ∼ Uniform(0, 1), for i ∈ {1 : 30} \ {y : y + 5}, y = 1 : 10.
1000 examples were generated for each group from these distributions. The
number of training and testing examples in each group are 150 and 100 re-
spectively. Table 1 displays the results based on 1000 simulations. The mean
of the classification accuracy of the proposed algorithm is 67.49%, which is far
better than 21.11% by LSPC. The cost of time duration is 80.96 sec v.s. 2.45
sec. It shows, with the proposed algorithm, even though the number of classes
is large, learning through decomposed class-wise problems conquers the results
by LSPC, which suffers by large number of classes. However, sacrificing time
for accuracy is must and necessary.
Figure 1 illustrates the box-plots of the mean predicted bandwidths of
testing samples which are assigned to each group for 1000 iterations. The plots
show the bandwidths of the relevant dimensions in each group shrink towards
zero, while the bandwidths of the irrelevant dimensions remain large. The
mean of Z-scores are displayed on Table 2. The cell background of the relevant
variables in each group are set as gray. It is clear that the Z-scores in all gray
cells are negative, while others are positive. It tells the predicted bandwidths
of relevant variables are relatively smaller than those of the other irrelevant
variables. The smaller the bandwidth is, the more important the variable is.
Based on these results, comparing the values of the predicted bandwidths
is a good guidance to select the relevant variables. It reveals the proposed
algorithm can find out the relevant variables for each groups respectively.
That is the reason why the accuracy is highly improved.
Title Suppressed Due to Excessive Length 17
Method
new LSPC
Accuracy 0.6749( 0.0153) 0.2111( 0.0143)
Time 80.9627( 3.5454) 2.4544( 0.1639)
Table 1 Classification results and computation cost of Ex1
Fig. 1 Ex1: The box-plots of mean predicted bandwidths for 10 groups.
3.2 Example with Special Located Means between Groups
In this example, a data set with 5 groups is generated. The first two variables
out of the total 10 dimensions are chosen as the relevant variables in all groups.
In this case, the last 8 variables are generated by uniform distribution. As for
the two relevant variables, the means of the last four groups are scattered
around the first group on purpose, which are displayed on Figure ??, and the
true values are listed on Table 3. The distributions of the two relevant variable
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group
variable
1 2 3 4 5 6 7 8 9 10
1 -2.4945 -2.2906 -2.0713 -1.7927 -1.5563 -1.3577 0.4271 0.4578 0.5111 0.4665
2 0.4037 -2.5391 -2.3148 -2.1007 -1.8287 -1.5467 -1.1630 0.4243 0.5217 0.5013
3 0.4876 0.3233 -2.5712 -2.3153 -2.0774 -1.8116 -1.5494 -1.1510 0.4432 0.4601
4 0.4834 0.4178 0.4339 -2.5299 -2.3019 -2.0567 -1.8424 -1.5743 -1.2160 0.4722
5 0.4863 0.4270 0.4859 0.4842 -2.5408 -2.2998 -2.0880 -1.8080 -1.5877 -1.1846
6 0.4666 0.4885 0.4371 0.5448 0.4636 -2.5231 -2.2916 -2.0695 -1.7887 -1.5981
7 0.4902 0.5029 0.5001 0.4827 0.5101 0.4120 -2.5386 -2.3223 -2.0684 -1.8073
8 0.4579 0.4956 0.4842 0.4877 0.5099 0.5026 0.3737 -2.5238 -2.3038 -2.0830
9 0.5325 0.5382 0.4906 0.4596 0.4339 0.4780 0.4619 0.3750 -2.4896 -2.3692
10 0.4683 0.4777 0.4652 0.5203 0.4863 0.4780 0.5114 0.4352 0.3545 -2.5888
group
variable
11 12 13 14 15 16 17 18 19 20
1 0.4570 0.4687 0.4126 0.4872 0.4917 0.5714 0.4831 0.5172 0.3807 0.4928
2 0.5082 0.5023 0.4878 0.5190 0.4256 0.5284 0.4787 0.4745 0.4598 0.4753
3 0.4027 0.4776 0.5280 0.4630 0.5194 0.4789 0.5126 0.4936 0.4726 0.4892
4 0.5187 0.3978 0.4643 0.4965 0.5283 0.4851 0.4653 0.5482 0.4693 0.4699
5 0.4592 0.4662 0.4347 0.4654 0.4697 0.4717 0.4366 0.5116 0.4442 0.4540
6 -1.2664 0.4146 0.4125 0.4481 0.4421 0.4596 0.4949 0.5118 0.4619 0.5037
7 -1.5889 -1.1806 0.4432 0.4774 0.4817 0.4741 0.4894 0.5457 0.5200 0.4843
8 -1.8292 -1.5358 -1.2452 0.4231 0.4856 0.4778 0.5055 0.4850 0.4709 0.4654
9 -2.0683 -1.8201 -1.5176 -1.2497 0.4399 0.5152 0.4765 0.4386 0.4365 0.4931
10 -2.2917 -2.0137 -1.8417 -1.5614 -1.2107 0.4760 0.5137 0.5020 0.4660 0.4996
group
variable
21 22 23 24 25 26 27 28 29 30
1 0.4685 0.4576 0.4486 0.5553 0.5031 0.5277 0.4911 0.5012 0.4959 0.4890
2 0.4959 0.5185 0.4571 0.4652 0.4583 0.4951 0.4958 0.4395 0.4531 0.5036
3 0.5100 0.5044 0.5390 0.4594 0.4909 0.4587 0.5239 0.5081 0.4300 0.4996
4 0.5000 0.4791 0.5184 0.4417 0.5033 0.4763 0.5127 0.4436 0.5056 0.4899
5 0.5227 0.4967 0.4558 0.4721 0.5185 0.4748 0.5496 0.4946 0.5072 0.5199
6 0.5003 0.5224 0.5226 0.4763 0.4625 0.4722 0.4916 0.5148 0.5122 0.5125
7 0.4649 0.5012 0.4798 0.4846 0.4903 0.4816 0.4554 0.4725 0.4378 0.4244
8 0.5506 0.5633 0.5117 0.4825 0.5017 0.4491 0.5006 0.4098 0.4774 0.4493
9 0.4234 0.5536 0.5358 0.4868 0.4954 0.4824 0.5025 0.5429 0.4540 0.4681
10 0.4763 0.4593 0.4922 0.4712 0.4606 0.4965 0.4942 0.5559 0.5055 0.4420
Table 2 Ex1: Z-score of the mean predicted bandwidths.
in each group are are defined as
N
(µy1
µy2

 ,

0.12 0
0 0.22

), y = 1 : 5 (20)
In order to the see the influence of the number of groups on classification
performance, experiments with 2, 3, 4 and 5 groups and all combinations
are considered. The number of training examples and the number of testing
examples in each group are 200 and 150 respectively.
The results of 1000 simulations are displayed on Table 4. Different combina-
tion means different data structure between groups, therefore, even having the
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same number of groups in classification, accuracy rate varies between differ-
ent combinations. It is expectable that the classification performance declines
when number of groups goes up, because the data structure becomes compli-
cated with much overlaps between group spaces. The decision bounds between
groups become more and more vague. The highest accuracy of the proposed
algorithm and LSPC are 0.9954 and 0.9950 in 2 groups , 0.9298 and 0.9295 in
3 groups , 0.8841 and 0.8559 in 4 groups and 0.7769 and 0.7100 in 5 groups.
Both accuracy rates decline as number of groups increase. However, LSPC has
higher decrease range, about 28%, while the proposed algorithm is 22%, when
the number of groups increases from 2 groups to 5 groups.
On the other hand, look at the lowest accuracy rates among these different
combinations of the same number of groups, the proposed algorithm seems re-
main on the same level, 0.7818, 0.7836, 0.7652, and 0.7769, while LSPC keeps
falling, 0.7639, 0.7246, 0.7114, and 0.7100, when number of groups increases.
It shows learning with decomposed class-wise problems on multi-class clas-
sification is more suitable and effective. The mean of Z-scores of the mean
predicted bandwidths are displayed on Table 5. In order to reduce the space,
we just show the results of the first combination in each setting. The first two
variables are the relevant variables and the mean of Z-scores are all negative.
Therefore, the variable selection results based on the Z-scores of the mean
predicted bandwidths are reliable.
3.3 Examples with different number of training examples
In this example, we use different number of training examples to see the in-
fluence on multi-class classification. The data set are generated as the data in
Example 2. The number of training examples in each group are 50, 150, 500,
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group
variable
1 2
1 0.0000 0.0000
2 0.1635 0.2044
3 -0.2452 0.1431
4 -0.2180 -0.3815
5 0.3815 -0.1907
Table 3 Ex2: Mean and standard deviation of the related variables in each group.
# of groups 2 # of groups 3
combinations
Method
new LSPC
combinations
Method
new LSPC
4 5 0.9937( 0.0043) 0.9944( 0.0044) 3 4 5 0.9298( 0.0118) 0.9295( 0.0114)
3 5 0.9954( 0.0035) 0.9950( 0.0037) 2 4 5 0.9297( 0.0116) 0.9165( 0.0135)
3 4 0.9000( 0.0154) 0.9049( 0.0158) 2 3 5 0.9152( 0.0137) 0.8647( 0.0154)
2 5 0.9046( 0.0172) 0.8940( 0.0214) 2 3 4 0.9079( 0.0142) 0.9013( 0.0143)
2 4 0.9875( 0.0063) 0.9757( 0.0091) 1 4 5 0.9102( 0.0133) 0.8752( 0.0170)
2 3 0.9701( 0.0084) 0.9645( 0.0093) 1 3 5 0.9005( 0.0131) 0.8002( 0.0210)
1 5 0.9658( 0.0104) 0.9555( 0.0115) 1 3 4 0.8266( 0.0178) 0.8166( 0.0175)
1 4 0.9016( 0.0184) 0.8977( 0.0164) 1 2 5 0.7937( 0.0207) 0.7758( 0.0191)
1 3 0.8845( 0.0186) 0.8506( 0.0219) 1 2 4 0.7883( 0.0186) 0.7246( 0.0201)
1 2 0.7818( 0.0219) 0.7639( 0.0248) 1 2 3 0.7836( 0.0163) 0.7335( 0.0174)
# of groups 4 # of groups 5
combinations
Method
new LSPC
combinations
Method
new LSPC
1 2 3 4 0.7652( 0.0161) 0.7128( 0.0158) 1 2 3 4 5 0.7769( 0.0155) 0.7100( 0.0136)
1 2 3 5 0.7952( 0.0159) 0.7114( 0.0175)
1 2 4 5 0.7986( 0.0146) 0.7453( 0.0167)
1 3 4 5 0.8544( 0.0154) 0.7764( 0.0178)
2 3 4 5 0.8841( 0.0122) 0.8559( 0.0141)
Table 4 Ex2: Accuracy results of classification on different combinations and different
number of groups; trails = 1000, # of training = 200, # of testing = 150.
and 1000. For each multi-class setting, we perform the experiment on the first
combination.
In Table 6, on both methods, the accuracy rates increase when the number
of training examples increase. However, even when the number of training
examples is just 50, the proposed algorithm has about 10% higher performance
than LSPC. In LSPC, the accuracy increases about 10% to 15% when training
samples increases from 50 to 1000. In other words, through the decomposed
algorithm, the proposed method has a more stable results and can achieve
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# of groups
variables
1 2 3 4 5 6 7 8 9 10
2
-2.5575 -0.9233 0.3909 0.3847 0.4351 0.3806 0.4577 0.4907 0.5380 0.4030
-2.5553 -0.9317 0.4765 0.4531 0.4306 0.4949 0.3278 0.4768 0.4120 0.4153
3
-2.5007 -1.0458 0.3606 0.5410 0.4224 0.4528 0.4586 0.4539 0.4376 0.4196
-2.5230 -0.9986 0.4032 0.3796 0.4316 0.4084 0.4668 0.4861 0.5294 0.4165
-2.5604 -0.9191 0.4683 0.4481 0.4297 0.5118 0.3120 0.4782 0.4171 0.4143
4
-2.5571 -0.9231 0.4801 0.3717 0.4291 0.4099 0.4213 0.5028 0.4293 0.4360
-2.5165 -1.0022 0.3638 0.4267 0.3430 0.4214 0.4407 0.5711 0.4662 0.4859
-2.5067 -1.0346 0.3827 0.5194 0.4629 0.4501 0.4416 0.4563 0.4149 0.4135
-2.5174 -1.0105 0.3908 0.3786 0.4308 0.4238 0.4664 0.5046 0.5192 0.4137
5
-2.5434 -0.9502 0.4740 0.3641 0.4186 0.4337 0.4355 0.4973 0.4396 0.4308
-2.5109 -1.0177 0.3855 0.4493 0.3519 0.4211 0.4537 0.5652 0.4460 0.4558
-2.5146 -1.0198 0.3832 0.5262 0.4492 0.4503 0.4460 0.4503 0.4157 0.4135
-2.5127 -1.0161 0.3838 0.3785 0.4410 0.4059 0.4788 0.4973 0.5296 0.4139
-2.5492 -0.9417 0.4646 0.4365 0.4331 0.5065 0.3319 0.4756 0.4151 0.4275
Table 5 Ex2: The mean of Z-scores of the mean predicted bandwidth for all variables;
trails = 1000.
Methods
new LSPC
# of training
# of groups
2 3 4 5 2 3 4 5
50
0.7504 0.7424 0.7168 0.7392 0.6603 0.5987 0.5917 0.6215
( 0.0373) ( 0.0287) ( 0.0279) ( 0.0226) ( 0.0421) ( 0.0354) ( 0.0323) ( 0.0304)
150
0.7706 0.7620 0.7486 0.7728 0.7396 0.7143 0.6899 0.7079
( 0.0316) ( 0.0243) ( 0.0210) ( 0.0217) ( 0.0325) ( 0.0245) ( 0.0203) ( 0.0184)
500
0.7862 0.7811 0.7537 0.7833 0.7927 0.7532 0.7210 0.7342
( 0.0289) ( 0.0225) ( 0.0209) ( 0.0185) ( 0.0286) ( 0.0230) ( 0.0186) ( 0.0164)
1000
0.7877 0.7779 0.7584 0.7853 0.8052 0.7527 0.7299 0.7485
( 0.0270) ( 0.0237) ( 0.0222) ( 0.0176) ( 0.0252) ( 0.0228) ( 0.0188) ( 0.0193)
Table 6 Ex3: Accuracy results of classification on different number of training examples;
trails = 1000.
better classification accuracy easily even when training samples are relatively
small. The Z-scores of the predicted bandwidth for all variables are listed on
Table 8. The values of the first two relevant variables are all negative.
3.4 Anuran Species Classification
This example uses the anuran calls dataset [9] for recognizing and making clas-
sification of anuran species. This dataset was created by segmenting 60 audio
records belonging to 4 different families, 8 genus, and 10 species. Total 7195
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Methods
new LSPC
# of training
# of groups
2 3 4 5 2 3 4 5
50
1.0809 2.5371 4.7232 7.5061 0.0536 0.0905 0.1334 0.1904
( 0.0462) ( 0.1132) ( 0.4426) ( 0.7774) ( 0.0069) ( 0.0138) ( 0.0277) ( 0.0529)
150
1.3949 3.0299 5.5781 9.4078 0.2759 0.4617 0.7104 1.1005
( 0.0581) ( 0.0827) ( 0.2526) ( 0.9324) ( 0.0252) ( 0.0271) ( 0.0543) ( 0.1422)
500
2.0706 4.5040 7.9757 13.8507 3.8471 6.9419 11.1803 17.4199
( 0.0302) ( 0.0529) ( 0.0940) ( 1.5575) ( 0.1800) ( 0.1914) ( 0.2178) ( 1.7608)
1000
3.1061 6.7781 11.9751 18.8411 22.7555 39.8806 59.3064 87.6326
( 0.0169) ( 0.0236) ( 0.0358) ( 0.6141) ( 0.9013) ( 0.9520) ( 1.0279) ( 3.0381)
Table 7 Ex3: Time duration of classification on different number of training examples;
trails = 1000.
# of groups
variables
1 2 3 4 5 6 7 8 9 10
2
-2.4735 -1.0303 0.4167 0.3886 0.4392 0.4435 0.4175 0.4126 0.5068 0.4788
-2.4797 -1.0014 0.4337 0.4401 0.5089 0.4098 0.3679 0.3848 0.4546 0.4814
3
-2.4710 -1.0087 0.4111 0.4043 0.4058 0.4414 0.4526 0.4024 0.4837 0.4785
-2.4900 -0.9813 0.4289 0.4389 0.4920 0.4379 0.3411 0.3914 0.4740 0.4673
-2.5256 -0.9002 0.4057 0.4196 0.3936 0.4843 0.4025 0.4680 0.4846 0.3675
4
-2.4595 -1.0292 0.4561 0.4062 0.4164 0.4492 0.4079 0.4270 0.4704 0.4555
-2.4927 -0.9814 0.4359 0.4452 0.4879 0.4502 0.3707 0.3751 0.4729 0.4361
-2.4827 -0.9911 0.4436 0.4438 0.4179 0.5118 0.4158 0.4170 0.4383 0.3857
-2.4456 -1.0667 0.4406 0.5397 0.4126 0.4330 0.3372 0.4458 0.4434 0.4600
5
-2.4514 -1.0243 0.3720 0.4073 0.4435 0.4213 0.4486 0.4050 0.5133 0.4646
-2.4686 -1.0032 0.4369 0.4308 0.4808 0.4067 0.3495 0.4428 0.4513 0.4730
-2.4996 -0.9476 0.4403 0.3970 0.4123 0.5161 0.4088 0.4414 0.4283 0.4030
-2.4495 -1.0469 0.4674 0.5668 0.3666 0.4518 0.3489 0.4348 0.4346 0.4255
-2.5386 -0.8790 0.4842 0.3599 0.5038 0.4184 0.4397 0.4106 0.4020 0.3989
Table 8 Ex3: The mean of Z-scores of the mean predicted bandwidth for all variables;
trails = 1000.
syllables were identified from the 60 bioacoustic signals after segmenting. Then
each syllable is represented by a set of features extracted by Mel-Frequency
Spectral Coefficients (MFCCs), which perform a spectral analysis based on a
triangular filter-bank logarithmically spaced in the frequency domain. There-
fore, each instance in the data set is a feature set of MFCCS coefficients which
belong to a special species. Here we focus on classification of the main 7 out
of total 10 species: Leptodactylus fuscus, Adenomera andreae, Adenomera
hylaedactyla, Hyla minuta, Hypsiboas cinerascens, Hypsiboas cordobae, and
Ameerega trivittata. Besides the original dataset, we extend the dataset by
Title Suppressed Due to Excessive Length 23
Fig. 2 The box-plots of mean predicted bandwidths for anuran calls.
addding 5 noise attributes with mean 0 and variance 1 for being the unrelated
variables. In each trail, we randomly select 100 and 50 examples from each
species as the training data and the evaluation points respectively.
The box-plots of mean predicted bandwidths with noise features for 100
trials are displayed in Figure 2. It is clear that the bandwidths of the added
noise attributes(the last 5 attributes) remain large, while the other bandwidths
shrink. The results is consistent with the condition that these 5 attributes
are irrelevant. The classification performance with and without the noise at-
tributes are both shown in Table 9. With about 3% increase on accuracy and
precision while the specificity are similar, the main progress after removing
the irrelevant variables is on the true positive rate, the ability of target iden-
tification.
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Original dataset Extended dataset
(without noise features) (with noise features)
Accuracy Precision Specificity Accuracy Precision Specificity
mean 0.9155 0.9173 0.9859 0.8741 0.880731 0.9790
Std 0.0124 0.0019 0.0021 0.0142 0.0135 0.0024
Table 9 Classification results of anuran species.
3.5 Waveform dataset
This example uses a generated waveform data [9]. 3 classes of waves are gen-
erated and each class is generated from a combination of 2 of 3 ”base” waves.
Each instance is generated by 21 related attributes with noise. After the gen-
eration of the waveform data, another 19 unrelated noise attributes with mean
0 and variance 1 are added to the dataset. The box-plots of bandwidth output
of 3 classes for 100 trials are shown in Figure 3. The plots show that the band-
widths of the irrelevant attributes: 22:40, are larger than those of the relevant
attributes: 1:21. The classification result
3.6 Handwritten digit dataset
This example apply the algorithm on the handwritten digit data. In each digit
dataset, 100 gray images were randomly selected for training and another 100
images are selected for testing. Each handwritten digit has 8 × 8 = 64 pixels
and we consider each pixel is a variable. Therefore, it is a 10-class classification
through 64-dimensional density estimation problem. The classification results
are shown in Table 10. The performance is every great. Accuracy, specificity,
and specificity are all great than 95%. The box-plots in Figure 4 and Figure
5 illustrate the mean of the selected bandwidths of the testing images for 100
trials. In each plot/digit, some bandwidths remain on the top with very small
interquartile range(IQR) and some have very large interquartile range. Unlike
the situation that the attributes with high bandwidths are the irrelevant vari-
ables, in fact, these attributes that have large IQR are the irrelevant variables
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Fig. 3 The box-plots of mean predicted bandwidths for the waveform dataset.
Accuracy Precision Specificity
mean 0.9698 0.9966 0.9797
Std 0.0047 0.0005 0.0030
Table 10 Classification results of handwritten digit dataset.
in this example. Because instead of the uniform distribution, the background
pixels of the image data have a density close to point mass. In this case, the
corresponding bandwidths could drop to a very small value sometimes. There-
fore, in the box-plots of all 10 digits, we can see the bandwidths of attributes
1, 8,9,16,17,24,25,32,33,40, 41,48,49,56,57,64, which are the pixels on the top
and bottom of the image, meet the situation.
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Fig. 4 The box-plots of mean predicted bandwidths for handwritten digit 1, 2, 3, 4, 5.
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Fig. 5 The box-plots of mean predicted bandwidths for handwritten digit 6,7,8,9,0.
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4 Asymptotic Properties
Theorem 1 Let X ∈ Rd be compact and Y ∈ Y = {1, . . . , c} the label vari-
able. py′ = P (Y = y
′) and fy′ denote the unknown population probability and
the unknown probability density function for the y′th class, respectively, y′ ∈ Y.
Based the sparsity assumption that fy′(x) could be factorized into two compo-
nents, fy′(x) ∝ gy′(x1, . . . , xry′ )by′(x), where the second derivate b
(jj)
y′ (x) = 0
for j = 1, . . . , d. Let fˆy′(x; Hˆy′) be the estimated probability density function
by Rodeo, where Hˆy′ = diag(hˆ
y′
1 , . . . , hˆ
y′
d ) is the corresponding estimated band-
width matrix. Assume the sample size in class y′ and the total sample size are
ny′ and n =
∑
y′∈Y ny′ . Use the the sample proportion pˆy′ = ny′/n and Rodeo
estimates fˆy′(x; Hˆy′) to construct the classification rule:
yˆ = argmax
y′∈Y
pˆy′ fˆy′(x; Hˆy′), (21)
which is used to approximate the Bayes rule :
y = argmax
y′∈Y
py′fy′(x). (22)
If L⋆ and Ln denote the probability of error using the Bayes rule (22) and the
approximation (21) respectively, then Ln − L
∗ → 0 a.s.
Proof Here we show the consistent properties of the results of the proposed
multi-class classification problem. The proposed algorithm uses the estimated
conditional probability to approximate the Bayes rule:
y = argmax
y′∈Y
P (Y = y′|X = x). (23)
Because P (Y = y′|X = x) = 1ZP (Y = y
′)P (X = x|Y = y′), where Z =
p(X = x) =
∑c
y′=1 P (X = x|Y = y
′) is the scaling factor, the other way to
approximate the Bayes classifier is based on the probability models of each
group:
y = argmax
y′∈Y
P (Y = y′)P (X = x|Y = y′)
= argmax
y′∈Y
py′fy′(x),
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where fy′ and py′ denote the probability density function and population
probability for the y′th class respectively. Van Ryzin (1966) has shown the
difference of probability of error using the Bayes rule and approximation are
bounded by
0 6 Ln − L
∗
6
c∑
y′=1
∫ ∣∣∣py′fy′(x)− pˆy′ fˆy′(x)∣∣∣dx (24)
where L⋆ and Ln denote the probability of error using Bayes rule and approx-
imation respectively. In Eq.(9), the estimated conditional probability is based
on the function of class density estimates, so we prove the consistency of the
proposed Bayes approximation from Eq.(24) by Van Ryzin (1966).
From Eq.(24), the upper bound of the difference of probabilities of error
can be rewritten as
Ln − L
⋆
6
c∑
y′=1
∫ ∣∣∣py′fy′(x) − pˆy′ fˆy′(x)∣∣∣dx
=
c∑
y′=1
[∫
pˆy′
∣∣∣fy′(x)− fˆy′(x)∣∣∣dx+
∫
fy′(x)
∣∣∣py′ − pˆy′∣∣∣dx
]
. (25)
It is natural to use the sample proportions as the estimates of unknown pop-
ulation probabilities pˆy′ = ny′/n, y
′ = 1, . . . , c, where ny′ is the number of
training samples in class y′. In this case, the convergence rate of |py′ − pˆy′ | is√
log(log(n))/n. Because fy′(x) is a density function, we have∫
fy′(x)
∣∣∣py′ − pˆy′∣∣∣dx = O(√log(log(n))/n). (26)
Consider the kernel estimates of the density fy′ are
fˆy′(x|Hy′) =
1
ny′
ny′∑
i=1
1
det(Hy′)
K(inv(Hy′)(x− xi)), (27)
where K is a d-dimensional bounded symmetric kernel satisfying∫
K(u)du = 1d, and
∫
uK(u)du = 0d, (28)
and Hy′ = diag(h
y′
1 , . . . , h
y′
d ) is the bandwidth matrix. Let
α =
∫
Rd
uuTK(u)du and β =
(∫
Rd
K2(u)du
)1/2
. (29)
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If fy′ is bounded and if all the second derivates of fy′ are bounded and con-
tinuous, then by Devroye and Gyorfi (1985) [7] and Hall and Wand (1988)
[16]
E
∫
|fˆy′(x)− fy′(x)|dx
6
α
2
∫
tr(HTy′Hfy′ (x)(x)Hy′ ) + β(ny′ det(Hy′))
−1/2
∫ √
fy′
+ o(tr(HTy′Hy′) + (ny′ det(Hy′))
−1/2), (30)
where Hfy′ (x)(x) denotes the Hessian matrix of fy′(x).
Given the sparsity assumption that fy′(x) could be factorized into two com-
ponents, fy′(x) ∝ gy′(x1, . . . , xry′ )by′(x), where the second derivate b
(jj)
y′ (x) =
0 for j = 1, . . . , d, the Rodeo algorithm outputs the selected bandwidths
Hˆy′ = diag(hˆ
y′
1 , . . . , hˆ
y′
d ) that satisfies
when lim
n→∞
hˆy
′
j = 0; limn→∞
nhˆy
′
j =∞; j = 1, . . . , d,
P
(
hˆy
′
j = h
(0) for all j > ry′
)
→ 1, (31)
and
P
(
h(0)(nbn)
−1/(4+ry′ ) 6 hˆy
′
j 6 h
(0)(nan)
−1/(4+ry′ ) for all j 6 ry′
)
→ 1,
(32)
where lim infn |
an
logn | > 0, bn = O(logn), and h
(0) = c0/(log logn) for some
constant c0. Because the convergence rate for hˆ
y′
j is n
−1/(4+ry′ )
y′ , j 6 ry′ , we
can set hˆy
′
j = k
y′
j n
−1/(4+ry′ )
y′ for some constant k. In this case,
E
∫
|fˆy′(x|Hˆy′)− fy′(x)|dx
6
α
2
∫
tr(HˆTy′HRy′ (x)Hˆy′) + β(ny′ det(Hˆy′))
−1/2
∫ √
fy′
+ o(tr(HˆTy′Hˆy′) + (ny′ det(Hˆy′))
−1/2)
=
(
α
2
∫ ∣∣∣ ry′∑
j=1
ky
′2
j f
(jj)
y′ (x)
∣∣∣+ β( ry′∏
j=1
ky
′
j
)−1/2 ∫ √
fy′
)
n
− 2
4+r
y′
y′ + o
(
n
− 2
4+r
y′
y′
)
,
(33)
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where HRy′ (x) is the Hessian matrix of the relevant dimension j 6 ry′ . If
Eq.(33) holds almost surely, by Kundu and Martinsek (1997) [20], it means
lim sup
n→∞
(∫
|fˆy′(x|Hˆy′)− fy′(x)
)
n
2
4+r
y′
y′
6
α
2
∫ ∣∣∣ ry′∑
j
ky
′2
j f
(jj)
y′ (x)
∣∣∣+ β( ry′∏
j=1
ky
′
j
)1/2 ∫ √
fy′ a.s. (34)
Let r be the max value of the numbers of relevant variables among c groups:
r = maxcy′=1 ry′ . From Eq.(25), Eq.(26), and Eq.(34)
Ln − L
⋆
6
c∑
y′=1
(
pˆy′
∫ ∣∣∣fy′(x)− fˆy′(x)∣∣∣dx+
∫
fy′(x)
∣∣∣py′ − pˆy′∣∣∣dx
)
=
c∑
y′=1
(
O
(
n
−2/(4+ry′ )
y′
)
+O
(√
log(log(n))/n
))
= O
(
n−2/(4+r)
)
, (35)
because
√
log(log(n))/n is faster than n−2/(4+r). Therefore, the consistency
of the classification procedures using the proposed algorithm is proven:
Ln − L
⋆ −−−−→
n→∞
0 a.s. (36)
Collary 1 From the consistency property in Theorem 1, in order to find the
desired samples sizeses for approaching the convergence level, progressively in-
crease sample sizes such that the function of size n
(2+ry′ )/(4+ry′ )
y′ proportion to
α
2
∫ ∣∣∣∑ry′j=1 ky′2j f (jj)y′ ∣∣∣ + β(∏ry′j=1 ky′j )−1/2 ∫ √fy′ , j = 1, . . . , d, y′ = 1, . . . , c,
can help speed up the procedure, where α and β are defined on Eq.(29), fy′ is
the density function of the y′th group, ky
′
j is some constant that is proportion
to the ratio of the kernel bandwidth hy
′
j over n
−1/(4+ry′ )
y′ , and r
y′ is the number
of related variables in y′th group.
From Eq.(35), if we want to bound the difference of error rates by ǫ : Ln−L⋆ 6
ǫ, asymptotically, it would be enough to bound
c∑
y′=1
pˆy′
∫ ∣∣∣fy′(x)− fˆy′(x)∣∣∣dx. (37)
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Therefore, according to Eq.(34), the appropriate sample sizes for the training
samples in each groups should follow
c∑
y′=1
ny′
n
(
α
2
∫ ∣∣∣ ry′∑
j=1
ky
′2
j f
(jj)
y′
∣∣∣+ β( ry′∏
j=1
ky
′
j
)−1/2 ∫ √
fy′
)
n
− 2
4+r
y′
y′ 6 ǫ, (38)
which can be rewritten as
c∑
y′=1
n
2+r
y′
4+r
y′
y′
(
α
2
∫ ∣∣∣ ry′∑
j=1
ky
′2
j f
(jj)
y′
∣∣∣+ β( ry′∏
j=1
ky
′
j
)−1/2 ∫ √
fy′
)
6 nǫ. (39)
Let A = (A1, . . . , Ac)
′ and B = (B1, . . . , Bc)
′ denote vectors with components
Ay′ =n
(2+ry′ )/(4+ry′ )
y′ (40)
By′ =
α
2
∫ ∣∣∣ ry′∑
j=1
ky
′2
j f
(jj)
y′
∣∣∣+ β( ry′∏
j=1
ky
′
j
)−1/2 ∫ √
fy′ , y
′ = 1 . . . , c (41)
respectively. Then Eq.(39) is
c∑
y′=1
Ay′By′ = A ·B 6 nǫ. (42)
Because the max value of the inner product of two vectors happens when
they are parallel to each other, bound the difference of error rates with the
sample sizes according the parallel setting A ∝ B can help decide the sampling
procedures to meet the asymptotic rate.
However, the true density functions fy′ , y
′ = 1, . . . , c are unknown. In this
situation, the estimated density function by Rodeo fˆy′ are used and the integral
is replaced by the Monte Carlo integral using importance sampling on samples
which are predicted as the given group. The components in vectors A and B
are replaced as
Aˆy′ =n
(2+rˆy′ )/(4+rˆy′ )
y′ (43)
Bˆy′ =
α
2
∑
{xyˆ′}
∣∣∣∑rˆy′j=1 ky′2j fˆ (jj)y′ (x)∣∣∣
fˆy′(x)
+ β
( rˆy′∏
j=1
ky
′
j
)−1/2 ∑
{xyˆ′}
√
fˆy′(x)
fˆy′(x)
. (44)
In this case, a 2-step algorithm for finding the sample sizes to approach the
desired convergence level is proposed. It includes the estimation and resam-
pling steps. In the estimation step (E-step), given the current training data,
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with applying the Rodeo density estimation for all groups, we have estimated
bandwidths for each group and then get the estimated label for testing sam-
ples. In the resampling step (R-step), based on the density estimation and
estimated label, we can make decision to include more training samples to
meet the condition A ∝ B for fastening the procedure. Then using Eq.(39) as
the stopping rule, when the sample sizes n1, . . . , nc meets the criteria, we think
take the final density estimation for classification is good enough to approach
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the error risk of Bayes rule. The algorithm is given below.
Algorithm 4: Sample Sizes Estimation
Data: {xy
′
}, y′ = 1, . . . , c: data set in y′th group
Input: n0: initial training sample size for each group,
ntest : number of testing samples in each group,
ǫ⋆: upper bound
Output: n1, . . . , nc: sample sizes needed for each group
Initialization
n0 training samples from each group: {x
y′
1 , . . .x
y′
n0}, y
′ = 1, . . . , c,
{xi, i = 1, . . . ,m = c ∗ ntest}: choose ntest samples form each group to
form the testing set,
ny = n0, N =
∑
ny′ , ǫ = 1
while ǫ > ǫ⋆ do
E-step: Density Estimation
Apply classification with Rodeo algorithm (Algorithm 3) on testing
samples, we have
1. Estimated label: yˆi for each testing sample
2. Selected variables: Ry
′
for each group
3. Size of related variables: rˆy
′
= size(Ry
′
) for each group
R-step: Resampling
Calculate Aˆy′ and Bˆy′ by Eq.(43) and Eq.(44), y
′ = 1, . . . , c
Calculate ǫ = Aˆ ∗ Bˆ/N
Increase total sample size: N = N +Nadd
Rearrange (n1, . . . , nc) ∋ Aˆ ∝ Bˆ and
∑c
y′=1 ny′ = N
end
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