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ているかを分類する手法 [5, 35, 32, 8, 11, 3, 36]が存在する. これらの分類手法は, 動画の
各フレームをそのままニューラルネットワークへ入力とするため, 背景に依存することが多
い. 例えば, 人の動きに着目せずとも背景のみで動作を見分けてしまうことがある [12]. し









う手法を提案する. 中でも, 初心者が間違いを起こしやすいスクワットを対象とする. スク
ワットは, 一般的な動画分類 [32, 8, 35, 36] と違い, 同じ動作でも背景が大きく異なる. ま
た, 良い動きと悪い動きの違いは小さいため, 分類が困難である. また, スクワットは特定
方向だけでなく, カメラに対して様々な方向で行われることがある (図 1.1). そこで, 背景
や向きに依存しない特徴量を得るために, 本手法では畳み込みニューラルネットワークに入
力する前に前処理を行う. まず, 動画の各フレームに対して 3 次元のポーズ推定を行う. 3
次元のポーズ推定を行うことによって背景に依存しない人の動きのみの特徴を得ることが
できる. 次に, 得られた 3次元のポーズのすべての関節の組み合わせについてユーグリッド
距離を計算し, 距離行列を生成することにより, 向きに依存しない特徴量を得ることができ











たオプティカルフローをそれぞれ畳み込みニューラルネットワークに入力 (図 2.1) し, そ
れぞれの出力を組み合わせることによって動画分類を行う. また, 数フレームをそのまま
ニューラルネットワークに入力し, ３次元の畳み込みを行う Tranら [35]の研究 C3Dでと
呼ばれる手法がある. 画像をそのままニューラルネットワークに入力しているため, 計算
量が 2次元の場合に比べて膨大に増えるが, Two-streamに比べて精度が大きく向上してい
る. さらに, C3Dに attention構造を加え大域的な特徴を扱うことが可能になり精度が向上
したWang ら [36] による Non-local Neural Network がある. これらのネットワークの学
習には非常に多くの学習データセットが必要である. 動画を分類するデータセットとして,






は, 動画全体のスコアに加えてフレーム毎にもスコアをつけている. また, フレーム毎のス
コア変動から動作中のどの関節を修正するべきか選手に対してフィードバックすることが
できる. また, 近年では Parmarら [22]の研究によって, C3D[35]のネットワーク構造に加
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図 2.1 Two-streamの手法概要




定のデータセットとして, MPII Human Pose Database[27]には, 人の手によって 3次元の
アノテーションがつけられたポーズが集録されている. また, Human3.6M Dataset[14]で
は, モーションキャプチャーを用いて撮影することによって, 正確な 3次元のポーズ情報を
得ている. これらのデータセットを用いて 3次元のポーズ推定を行うためには深度カメラを
用いる方法 [2, 38]や, 複数のカメラを用いる方法 [1, 23, 7, 28, 18]が挙げられる. また, 単
一カメラから 3次元のポーズを推定する手法も存在する [21, 20, 16, 24]. Noguerら [21]に
よる手法では, 2 次元のポーズ推定を行った後に距離行列を計算し, 3 次元のポーズを推定
することによって, 画像をそのまま入力とするよりも計算量を少なくしている. また, 見え
ていない部分のポーズについても見えている部分から似たようなポーズを学習させること
によって推定する. Metha ら [20] の手法による V-Nect では, 単眼カメラで撮影された動
画から直接人の 3次元ポーズを推定する. また, 前フレームのキーポイントを用いることに
よって, リアルタイムでポーズを推定できる. しかし一度ポーズ推定を失敗するとその後の
ポーズ推定が失敗する. Kanazawaら [16]による End-to-end Recovery of Human Shape
and Pose (以下 hmr) では, 一枚の画像からポーズ推定した結果を SMPL[19] の骨格情報
に入れることによって, 人らしいポーズを出力している. Pavllo ら [24] による 3D human
pose estimation in video with temporal convolutions and semi-supervised training (以









のデータセットは大きく分けて 3種類に分かれる. 各データセットの概要を表 3.1に示す.
3.1 動画
本研究では 1人の人物が 10秒間 (300フレーム)スクワットしている動画を撮影した. 動
画内では約 3-5回のスクワットが行われる. スクワットごとに, 背景や人の向き, 服装など
を変えている. また, YouTube からも動画をダウンロードしてデータセットとして使用し
ている. カメラ位置は固定されており, カメラと人の距離は 2-3メートルほど離れて人全体
がフレーム内に入っているようにした.
3.2 動画の背景
本研究における動画には, 単純な背景と複雑な背景の 2種類が存在する. 背景の異なる画
像の例を図 3.2に示す. 表 3.1の, 背景欄は, 背景が学習時とテスト時で混在しているかど
うかを表している.「背景が分かれている」とは, 単純な背景を学習に用いて, 複雑な背景を
表 3.1 3種類のデータセットについての詳細
撮影元 人数 背景 ラベル 動画数
多人数のデータセット 両方 14 混在 多数 599
背景の異なるデータセット オリジナル 1 分かれている 1つ 2001
YouTubeデータセット YouTube 7 - 多数 23
7
図 3.1 背景の異なるデータセットの例. 左側の 2つが複雑な背景. 右側の 2つが学習に
用いる単純な背景の例.








は 1つの良いスクワットのクラスに加えて 6つの悪いスクワットの合計 7種類がある. ス
クワットは意図的に 7つのスクワットクラスに分類されるように行われており,　動画のラ




YouTubeデータセットの合計 599個の動画からなる. このデータセットでは, 初心者が動
作を行っているため, スクワットが浅くかつ膝が出ているというように, 悪いクラスが 1カ




Test Train Val Total
内股のスクワット 22 203 5 230
背中の丸まったスクワット 47 224 9 280
背中のそったスクワット 45 256 11 312
頭が上がっている 32 232 8 272
浅いスクワット 36 266 17 319
膝が前に出ている 40 246 9 295
良いスクワット 27 258 8 293
#動画の合計 249 1685 67 2001
表 3.3 多人数データセットの詳細
動画 A B C D E F G YT Total
内股のスクワット 0 0 0 1 49 0 5 0 56
背中の丸まったスクワット 17 0 0 10 109 0 40 1 177
背中のそったスクワット 22 0 3 6 39 0 6 11 87
頭が上がっている 0 0 0 0 61 0 0 0 61
浅いスクワット 19 63 3 8 79 0 18 0 180
膝が前に出ている 16 73 58 15 82 8 46 3 301
良いスクワット 0 0 9 0 3 0 21 10 33
#動画の合計 71 75 64 26 258 8 74 23 599




「YouTube データセット」は自分で撮影した環境と同じように 1 人の人物がスクワット
をしている動画を YouTube からダウンロードして作成した. 本データセットは,「多人数
のデータセット」の 1 つのクラスとして扱う.「YouTube データセット」は, 様々な人が
スクワットを行っており, それぞれ背景が大きく異なる.「YouTubeデータセット」の例を
9





本手法は, 3 次元ポーズ推定の結果を元にスクワットのクラス分類を行う. ニューラル
ネットワークへの入力として, 動画のフレームを直接用いるのではなく, ポーズにフレーム
の特徴を凝縮することによって, 精度を向上させる. 本来, 汎用性の高いニューラルネット
ワークを学習させるためには大量のデータセットが必要だが, データセットを集めることが
困難な場合本手法は有効である.
初めに, 動画の代わりに, 3次元のポーズ推定を行うことによって, 背景に依存しない人の
動きを得る. 次に各フレームのポーズ情報から各関節におけるユーグリッド距離を計算し,
距離行列を作成することによって人の向きやフレーム内の場所に依存しない表現を行うこ




本手法では, 各フレームに対して 3次元ポーズ推定を行う. ポーズ推定では単眼カメラか
ら 3 次元のポーズを推定行う. ポーズ推定の手法は Kanazawa ら [16] の手法と Pavllo ら
[24]の手法を用いて実験を行う.
まず, Kanazawaら [16]のポーズ推定手法は, 各フレームでポーズを推定し, 19点のキー
ポイントにおいて, (x, y, z)の 3次元座標を出力する.　従来の 3次元ポーズ推定では見え
ない部分を推測する際に関節の位置が人らしくない位置に出現していた. Kanazawaら [16]
の手法では, SMPL [19] を用いてモデルパラメータの範囲内キーポイントを出力すること
によって骨格を考慮した出力を行うことによって, 見えない関節においても人らしい出力を
行う. hmrにおける 19点のキーポイントを図. 4.2の左に示す.
次に, Pavllo ら [24] のポーズ推定手法は, 動画の各フレームに対して 2 次元ポーズ推定
11
図 4.1 提案手法の概要. a) 入力動画 b) 各フレームの 3次元ポーズ推定 c) すべてのフ
レームにおいて関節のすべての組み合わせにおいてユーグリッド距離の計算を行い, 距離
行列を生成する. d) 距離行列の上三角部分を一列のベクトルに直し, 時系列方向に合わ
せる. 1Dの畳み込みニューラルネットワークで時系列方向に畳み込みを行う. e) 動画に
対してどの動きかに分類する.
図 4.2 3次元ポーズ推定によって出力される骨格. hmr [16]では 19点の関節, Video-
Pose3D [24]では 17点の関節を出力する.
を行い, 出力された 2 次元ポーズを入力として, CPN [4] と Mask R-CNN [6] を組み合わ
せたネットワーク構造に入力し 3 次元のポーズを推定する. 畳み込みを行う際に, Dilated
Convolution を行うことによって離れたフレーム同士の時系列情報を処理することができ





None Head Body Full
図 4.3 3次元ポーズ推定による正規化の例. 人によって骨格の長さが異なるため骨格の




することができるが, 撮影する人を増やすのは難しい. そこで, 人のキーポイント間の距離
を一定にすることによって骨格を正規化する. 正規化した骨格の例を図 4.3に示す. 今回は,







図 4.4 1次元の畳み込みニューラルネットワークの例. 各列は, 距離行列の上三角行列
を一列のベクトルにしたものである. カーネルサイズは, 各フレームの時系列方向に対応
している.
て, i番目と j 番目の関節でのユーグリッド距離 di,j を計算する.
di,j =
√
(xi − xj)2 + (yi − yj)2 + (zi − zj)2 (4.1)
距離行列の対称成分 (di,j と dj,i)は計算を行う順序が違うだで同じ値になっている. また,
対角成分は同じ関節同士の距離を計算するため, 0 になる. そのため, 計算した対角成分を
除いた距離行列の上三角部分を用いる. この際, 特徴量は N 個のキーポイントがある場合,




し, サイズが (N−1)(N−2)2 × tの行列を生成する (図 4.4). 各列が 1フレームの距離行列を表
現しており列の各要素が各関節における距離を表している. この入力を用いて分類を行うた
めに, 1次元の畳み込みをニューラルネットワーク用いる.　










セット」, では, クロスエントロピーロスを用いる. クロスエントロピーで用いるアノテー
ションは, 正解ラベルのみが 1でそれ以外が 0になっているデータセットに用いる. 正解ク
ラス j に対してネットワーク xからのあるクラス確率の出力 x[class]に対してのロスは以
15
下の式で表現できる.







えが存在する. そのため, バイナリクロスエントロピーロスを用いる. ネットワークからの
出力 xn に, シグモイド関数をかけた出力を xˆn とする. ターゲット動画 yの n番目におけ






loss = −wn[yn · logxˆn + (1− yn) · log(1− xˆn)] (4.4)
このロスを最適化するために, 本研究では AdaDelta [37] を用いる. 学習で t 回目に
更新したネットワークの重みを xt として, 定数 ρ = 0.9,  = e−6 を用いて更新を行う.
Adadeltaによる重み更新を algorithm1に示す.
Algorithm 1 AdaDeltaによる重み更新
Require: 減衰率 ρ, 定数 
Require: ネットワークの初期値 x1
1: E[g2]0 = 0, E[∆x2]0 = 0
2: for t do
3: 勾配 gt の算出
4: 勾配の蓄積: E[g2]t = ρE[g2](t− 1) + (1− ρ)g2t




6: 更新の蓄積: E[∆x2]t = ρE[∆x2](t− 1) + (1− ρ)∆x2t
7: ネットワークの重み更新: xt+1 = xt +∆xt
8: end for
「多人数データセット」の評価方法は, 8-fold クロスバリデーションで行う. 一人の動画
がテストとして用いられ, ほかの動画が学習に用いられる. この学習をすべての人に対して
繰り返す. 精度は各テストの結果平均を用いる. クロスバリデーションについて図 4.6に示
す. 学習時には, 各人の動画の中から 4動画をランダムにバリデーションセットとして取り
出し, その他を学習用として用いる.
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図 4.6 「多人数のデータセット」におけるクロスバリデーション. オレンジ色部分で示







• CPU:Intel(R) Core(TM) i7-7700K CPU @ 4.20GHz
• GPU:Nvidia GeForce GTX 1080 Ti
5.2 学習方法の比較
今回用意した動画の数には制限がある. そこで 1 つの動画に対して表現性を増やすため







今回は 1動画のフレーム数は 300フレーム (10秒)に固定されているため, 学習に用いるフ
レーム数が多すぎる場合, 同じ動画ばかりを学習してしまう. 逆に学習に用いるフレーム数
が少なすぎる場合スクワットの動作を認識することができない. そこで, 学習時のフレーム
数を変えて精度の比較を行う. 学習に用いたフレーム数と精度の違いを hmr[16] を用いて
ポーズ推定を行った結果を表 5.1 に示し, VideoPose3D[24] でポーズ推定を行った結果を
18
表 5.1 hmr[16]を用いてポーズ推定を行った際に学習フレーム数を変えた際の結果
フレーム数 100 200 300 90-110 180-220
正解率 67.67 69.08 67.47 71.89 72.29
表 5.2 VideoPose3D[24]を用いてポーズ推定を行った際に学習フレーム数を変えた際の結果
フレーム数 100 200 90-110 180-220
正解率 83.13 77.91 80.32 79.92
表 5.2に示す.
学習に用いるフレーム数の違いにおいては, hmr が 180-220 フレームが一番良い性能を
示したのに対して, VideoPose3Dでは 100フレームが最も良い性能を示した.　　また,　





変化する場合がある. 図. 5.1に VideoPose3Dで隣接フレームでポーズが異なる場合の例
を示す. フレームごとのポーズ変化を滑らかにするために出力したキーポイントに対して前
後のフレームを用いて平滑化を行い, 滑らかな動きをするようにする. 平滑化は対象フレー
ムと対象フレームの前後 1フレームずつの合計 3フレーム, 前後 2ずつフレームを加えた合








図 5.1 隣接しているフレームは似ているが, ポーズ推定の出力結果が異なる.
表 5.3 平滑化を行った際の結果
平滑化フレーム数 3 5 3 5
ポーズ推定 VideoPose3D[24] VideoPose3D[24] hmr[16] hmr[16]
フレーム数 100 100 180-220 180-220
速度変化 なし なし なし　 なし







図. 5.2に示す. 開始フレームを起立状態にしたときの結果を表 5.4に示す. また, hmr[16]
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図 5.2 人がしゃがんでいるときのフレーム (左) と, 人が起立しているとき (右) のフ
レーム. 右のように人が起立しているフレームから学習するフレームを抽出する.
表 5.4 学習の開始フレームを起立状態から行った際の結果
平滑化フレーム数 なし 3 なし 3
ポーズ推定 VideoPose[24] VideoPose[24] hmr[16] hmr[16]
フレーム数 100 100 180-220 180-220
起立状態 あり あり あり あり
正解率 81.12 85.14 73.90　　 75.90　　






表 5.7 に示す. 比較する手法は動画の各フレームをそのままニューラルネットワークに入
力する Tran ら [35] の C3D, Wang ら [36] の Non-Local Neural Netoworks と比較する.
また, Tranらが 3 次元に拡張したネットワーク構造の元となる　 Resnet50 [35] のネット
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表 5.5 hmr[16]でポーズ推定を行った後, 180-220フレーム 3フレームで平滑化を行い,
起立状態から学習を始めた混合行列の結果.
正解
内股 背中の丸まり 背中の反り 頭が上向き 浅い 膝が前 良い
出
力
　 内股 13 0 1 0 0 0 0
背中の丸まり 0 45 2 0 1 0 0
背中の反り 4 2 36 2 1 0 0
頭が上向き 0 0 2 17 4 0 2
浅い 1 0 0 0 21 4 1
膝が前 4 0 2 3 1 35 2
良い 0 0 2 10 8 1 22
表 5.6 VideoPose3D[24]でポーズ推定を行った後, 100フレーム, 3フレームで平滑化,
起立状態から学習を始めた混合行列の結果.
正解
内股 背中の丸まり 背中の反り 頭が上向き 浅い 膝が前 良い
出
力
　 内股 21 0 0 0 3 0 2
背中の丸まり 0 41 1 0 1 2 0
背中の反り 0 3 36 0 0 0 0
頭が上向き 0 0 5 27 0 1 0
浅い 1 0 2 2 29 0 4
膝が前 0 0 1 0 1 37 0
良い 0 3 0 3 3 2 21
ワーク構造を 1 次元畳み込みに拡張したネットワーク構造を用いて比較を行う. 学習方
法は Non-Local Neural Networks [36]に記載されている手法に沿って行い, 最適化手法は
Adadelta [37]の代わりに SGD[29]を用いる.
動画を直接ニューラルネットワークに入力する手法では本手法よりも全体的に精度が低




表 5.7 他の手法との比較. 3D Resnet50 [13], Non-Local Network [36], resnet50 を
1 次元に拡張して距離行列を入力としたモデル, 及び, 自分たちのネットワーク構造
(Ours). 128フレームを入力としている.
入力 動画 動画 距離行列 距離行列 距離行列 距離行列
ポーズ推定 - - [16] [16] [24] [24]
NW Resnet50[13] Nonlocal[36] Resnet50[13] Ours Resnet50[13] Ours
正解率 64.66 69.48 74.30 75.00 72.69 81.93
表 5.8 hmr[16]を用いた結果.「多人数のデータセット」及び「ユーチューブデータセッ
ト」において正規化の手法を変えた結果. 学習方法は 180-220 フレームを用いて前後 1
フレームで平滑化を行っている. また, 開始フレームは起立状態から学習を行っている.
正規化 None Head Body Full
正解率 87.84 87.16 88.93 88.86
正解率 (YT) 73.01 67.08 78.26 77.02
表 5.9 VideoPose3D[24]においての結果.「多人数のデータセット」及び「ユーチュー
ブデータセット」において正規化の手法を変えた結果. 学習方法は 100フレームを用い
て前後 1フレームで平滑化を行っている. また, 開始フレームは起立状態から学習を行っ
ている.
正規化 None Head Body Full
正解率 85.14 87.05 82.37 89.29




VideoPose3D[24] の骨格を正規化して学習及びテストを行った結果を表 5.9 に示す. 学習
方法は hmr[16] では学習時に 180-220 フレームを用いて学習を行い, 起立しているフレー
ムから学習フレームを抽出し, 3フレームで平滑を行っている. VideoPose3D[24]では学習




図 5.3 上段では, hmr[16]での着目部分可視化結果. 白い部分が高い注目を示しており,
黒い部分が低い注目度となっている. 最初のフレームに高い注目が集まっている. 下段の
VideoPose3D[24]では, 人がしゃがんでいるときに高い注目が高まっている.





ているかを可視化する. hmr [16], VideoPose3D [24] のポーズ推定手法を用いてクラス分






本手法では, ポーズ推定を失敗するとクラス分類がうまくいかない. 図. 5.4 に hmr [16]
での失敗例を示し, 図. 5.5 に VideoPose3D [24] を用いて分類した際の失敗した例を示す.
hmr [16]においては背中骨の関節が出力されないため, 背中が丸まっているか沿っているか
を見分けるのは難しい. これは, 推定する関節の場所を変えることによって解決できると考
えている. また, VideoPose3D [24]では, 十分にしゃがめているスクワットであっても浅い
24
図 5.4 hmr[16]でポーズ推定を行った際の分類が失敗した例. 正解が背中が丸まってい
るクラスラベルに対して, ネットワークの出力結果は背中が沿っているとなっている. こ
れは, ポーズ推定が腰にないためである.




て, 学習, バリデーション, テスト時に各関節に対してガウシアンノイズを加えた場合の結
果を hmr[16] の場合での結果を図. 5.7 に示し, VideoPose[24] の結果を図. 5.8 に示す. ど
ちらのポーズ推定の手法においてもノイズが大きくなるほど結果も悪くなっている.
本手法ではフレーム内に写っている人が遠すぎたり近すぎたりしてポーズが推定できな




図 5.5 VideoPose3D[24] を用いて分類した際の失敗例. どちらのスクワットでも膝の
角度が 90度までしゃがめているのに対してポーズ推定結果では十分にしゃがめておらず
浅いスクワットという結果になっている. 26
図 5.6 hmr[15] のポーズ推定がうまく行い例. 上段が入力画像下段がポーズ推定結果.
対象となる人が遠すぎるとポーズ推定がうまくいかない.
図 5.7 hmr[16]のポーズ推定結果にノイズを加えた結果. ノイズを加えるほど精度が悪くなる.
27














[1] Sikandar Amin, Mykhaylo Andriluka, Marcus Rohrbach, and Bernt Schiele. Multi-
view pictorial structures for 3D human pose estimation. BMVC 2013 - Electronic
Proceedings of the British Machine Vision Conference 2013, 2013.
[2] Abhijat Biswas, Henny Admoni, and Aaron Steinfeld. Fast On-Board 3D Torso
Pose Recovery and Forecasting*.
[3] João Carreira and Andrew Zisserman. Quo Vadis, action recognition? A new
model and the kinetics dataset. Proceedings - 30th IEEE Conference on Computer
Vision and Pattern Recognition, CVPR 2017, Vol. 2017-Janua, pp. 4724–4733,
2017.
[4] Yilun Chen, Zhicheng Wang, Yuxiang Peng, Zhiqiang Zhang, Gang Yu, and Jian
Sun. Cascaded Pyramid Network for Multi-Person Pose Estimation.
[5] Vasileios Choutas, Philippe Weinzaepfel, Jerome Revaud, and Cordelia Schmid.
PoTion: Pose MoTion Representation for Action Recognition. pp. 7024–7033,
2018.
[6] Piotr Doll, Ross Girshick, and Facebook Ai. Mask R-CNN ar.
[7] Junting Dong, Wen Jiang, Qixing Huang, Hujun Bao, and Xiaowei Zhou. Fast and
Robust Multi-Person 3D Pose Estimation from Multiple Views. 2019.
[8] Christoph Feichtenhofer, Axel Pinz, and Andrew Zisserman. Convolutional Two-
Stream Network Fusion for Video Action Recognition. The IEEE Conference on
Computer Vision and Pattern Recognition (CVPR), pp. 1933–1941, 2016.
[9] Bernard Ghanem, Juan Carlos Niebles, Cees Snoek, Fabian Caba Heilbron, Hu-
mam Alwassel, Victor Escorcia, Ranjay Krishna, Shyamal Buch, and Cuong Duc
Dao. The ActivityNet Large-Scale Activity Recognition Challenge 2018 Summary.
CoRR, Vol. abs/1808.0, , 2018.
[10] T. Poggio H. Kuehne, H. Jhuang, E. Garrote and T. Serre. HMDB : A Large
Video Database for Human Motion Recognition. 2011 International Conference
on Computer Vision, pp. 2556–2563, 2011.
30
[11] Kensho Hara, Hirokatsu Kataoka, and Yutaka Satoh. Can Spatiotemporal 3D
CNNs Retrace the History of 2D CNNs and ImageNet? The IEEE Conference on
Computer Vision and Pattern Recognition (CVPR), pp. 6546–6555, 2018.
[12] Yun He, Soma Shirakabe, Yutaka Satoh, and Hirokatsu Kataoka. Human Action
Recognition without Human.
[13] Jian He, Kaiming and Zhang, Xiangyu and Ren, Shaoqing and Sun. Deep Residual
Learning for Image Recognition. In The IEEE Conference on Computer Vision
and Pattern Recognition (CVPR), pp. 770–778, 2016.
[14] Catalin Ionescu, Dragos Papava, Vlad Olaru, and Cristian Sminchisescu. Hu-
man3.6M: Large Scale Datasets and Predictive Methods for 3D Human Sensing
in Natural Environments. IEEE Transactions on Pattern Analysis and Machine
Intelligence, Vol. 36, pp. 1325–1339, 2013.
[15] Angjoo Kanazawa, Michael J Black, David W Jacobs, and Jitendra Malik. x Ë�.
[16] Angjoo Kanazawa, Michael J Black, David W Jacobs, and Jitendra Malik. End-to-
end Recovery of Human Shape and Pose. In The IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), pp. 7122–7131, 2018.
[17] Will Kay, Joao Carreira, Karen Simonyan, Brian Zhang, Chloe Hillier, Sudheendra
Vijayanarasimhan, Fabio Viola, Tim Green, Trevor Back, Paul Natsev, Mustafa
Suleyman, and Andrew Zisserman. The Kinetics Human Action Video Dataset.
2017.
[18] Ilya Kostrikov and Juergen Gall. Depth sweep regression forests for estimating 3D
human pose from images. BMVC 2014 - Proceedings of the British Machine Vision
Conference 2014, pp. 1–13, 2014.
[19] Matthew Loper, Naureen Mahmood, Javier Romero, Gerard Pons-Moll, and
Michael J. Black. SMPL: A skinned multi-person linear model. ACM Transactions
on Graphics, Vol. 34, No. 6, 2015.
[20] Dushyant Mehta, Srinath Sridhar, Oleksandr Sotnychenko, Helge Rhodin, Mo-
Hammad Shafiei, Hans-peter Seidel, Weipeng Xu, Dan Casas, and Christian
Theobalt. VNect. ACM Transactions on Graphics, Vol. 36, No. 4, pp. 1–14,
2017.
[21] Francesc Moreno-noguer and Institut De Rob. 3D Human Pose Estimation from a
Single Image via Distance Matrix Regression. The IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), 2017.
[22] Paritosh Parmar and Brendan Tran Morris. Learning to Score Olympic Events. In
IEEE Computer Society Conference on Computer Vision and Pattern Recognition
31
Workshops, Vol. 2017-July, pp. 76–84, 2017.
[23] Georgios Pavlakos, Xiaowei Zhou, Konstantinos G. Derpanis, and Kostas Dani-
ilidis. Harvesting multiple views for marker-less 3D human pose annotations. Pro-
ceedings - 30th IEEE Conference on Computer Vision and Pattern Recognition,
CVPR 2017, Vol. 2017-Janua, pp. 1253–1262, 2017.
[24] Dario Pavllo, Christoph Feichtenhofer, David Grangier, and Michael Auli. 3D
human pose estimation in video with temporal convolutions and semi-supervised
training. 2018.
[25] A. J. Piergiovanni and Michael S. Ryoo. Fine-grained activity recognition in base-
ball videos. IEEE Computer Society Conference on Computer Vision and Pattern
Recognition Workshops, Vol. 2018-June, pp. 1821–1830, 2018.
[26] Hamed Pirsiavash, Carl Vondrick, and Antonio Torralba. Assessing the Quality of
Actions. In Computer Vision â�� ECCV 2014, Vol. 8694, 2014.
[27] Leonid Pishchulin, Mykhaylo Andriluka, and Bernt Schiele. Fine-grained activity
recognition with holistic and pose based features. Lecture Notes in Computer
Science (including subseries Lecture Notes in Artificial Intelligence and Lecture
Notes in Bioinformatics), Vol. 8753, pp. 678–689, 2014.
[28] Haibo Qiu, ChunyuWang, JingdongWang, NaiyanWang, andWenjun Zeng. Cross
View Fusion for 3D Human Pose Estimation. 2019.
[29] Herbert Robbins and Sutton Monro. A Stochastic Approximation Method. The
Annals of Mathematical Statistics, Vol. 22, No. 3, pp. 400–407, 1951.
[30] HasÂ¸im Sak, Andrew Senior, and FrancÂ¸oise Beaufays. Long Short-Term Mem-
ory Recurrent Neural Network Architectures for Large Scale Acoustic Modeling.
IEEE Access, Vol. 6, pp. 15733–15742, 2018.
[31] Ramprasaath R. Selvaraju, Michael Cogswell, Abhishek Das, Ramakrishna Vedan-
tam, Devi Parikh, and Dhruv Batra. Grad-CAM: Visual Explanations from Deep
Networks via Gradient-Based Localization. Proceedings of the IEEE International
Conference on Computer Vision, Vol. 2017-Octob, pp. 618–626, 2017.
[32] Andrew Simonyan, Karen and Zisserman. Two-Stream Convolutional Networks for
Action Recognition in Videos. Advances in Neural Information Processing Systems
27, pp. 568–576, 2014.
[33] Khurram Soomro, Amir Roshan Zamir, and Mubarak Shah. UCF101: A Dataset
of 101 Human Actions Classes From Videos in The Wild. CoRR, No. November,
2012.
[34] Christian Szegedy, Vincent Vanhoucke, Sergey Ioffe, Jonathon Shlens, and Zbig-
32
niew Wojna. Rethinking the Inception Architecture for Computer Vision. 2015.
[35] Du Tran, Lubomir Bourdev, Rob Fergus, Lorenzo Torresani, and Manohar Paluri.
Learning spatiotemporal features with 3D convolutional networks. Proceedings
of the IEEE International Conference on Computer Vision, Vol. 2015 Inter, pp.
4489–4497, 2015.
[36] Xiaolong Wang, Ross Girshick, Abhinav Gupta, and Kaiming He. Non-local Neu-
ral Networks. In 2018 IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pp. 7794–7803, 2018.
[37] Matthew D. Zeiler. ADADELTA: An Adaptive Learning Rate Method. CoRR,
Vol. abs/1212.5, , 2012.
[38] Christian Zimmermann, Tim Welschehold, Christian Dornhege, Wolfram Burgard,
and Thomas Brox. 3D Human Pose Estimation in RGBD Images for Robotic
Task Learning. Proceedings - IEEE International Conference on Robotics and
Automation, pp. 1986–1992, 2018.
33
