We present an approximation scheme for functions in three dimensions, that requires only their samples on the Cartesian grid, under the assumption that the functions are sufficiently concentrated in both space and frequency. The scheme is based on expanding the given function in the basis of generalized prolate spheroidal wavefunctions, with the expansion coefficients given by weighted dot products between the samples of the function and the samples of the basis functions. As numerical implementations require all expansions to be finite, we present a truncation rule for the expansions.
Introduction
Representing and processing three-dimensional volumetric data are central tasks in many applications, in particular, in medical and biological imaging [1, 2] . The efficiency and accuracy of algorithms for three-dimensional volumetric data processing crucially rely on the basis used to represent the data. In many applications, a natural assumption is that the underlying volume is (essentially) bandlimited, while obviously being also space limited. In such a case, a natural basis for representing and processing the volumetric data is the so called "generalized prolate spheroidal wavefunctions" (GPSWF or PSWF) [3] . The theory of PSWF has been derived in a seminal series of papers by Slepian et al. [4, 5, 6, 3, 7] . The numerical algorithms for evaluating the PSWF in the one-dimensional case have been developed in [8] , in the two-dimensional case in [9] , and recently in the three-dimensional case in [10, 11] . Classical as well as recent results related to PSWF can be found in [12] .
In applications, the processed volumes are often specified by their samples on the Cartesian grid. In this note we derive representation and approximation schemes for bandlimited three-dimensional functions concentrated in a ball in three-dimensional space, which are specified by their samples on the Cartesian grid. This work is an extension to three dimensions of [13] , which considered the representation and approximation of two-dimensional sampled functions (images). Similarly to [13] , here we derive a method for expanding a three-dimensional function, specified by its samples, into a series of PSWF, derive a bound on the approximation error, present a truncation criterion for the expansion, and show that these results are also applicable in the case of "almost" bandlimited functions.
Setting and mathematical preliminaries
For a function f :
, we define its Fourier transform as
We say that f is bandlimited if Ω := supp(F (f )) ⊆ R 3 is bounded. Throughout this note, we denote by R the unit ball in R 3 , and assume that Ω is a ball of radius c centered at the origin, that is,
for some c > 0. We will henceforth assume that f is Ω-bandlimited, that is, can written as
for g ∈ L 2 (Ω). In such a case, we say that f has bandlimit c.
The eigenfunctions of the operator on the right hand side of (2) are called "generalized prolate spheroidal wave functions" (GPSWF), namely, they are the solutions to the equation
In [3] it was shown that the eigenvalue problem (3) has a countable set of eigenfunctions, which we denote by ψ N,m,n , with a corresponding set of eigenvalues, denoted by α N,n , where n, N ∈ N and m ∈ Z, −N ≤ m ≤ N. Note that α N,n is independent of m. The GPSWFs are orthogonal both on R and R 3 , with respect to the standard inner products. Moreover, the GPSWFs form a complete system of L 2 (R) and of the subspace of bandlimited functions in L 2 (R 3 ). We will assume that the GPSWF are normalized such that
and so are orthonormal in the unit ball R.
In [3] it was shown that the solutions ψ(x) of (3) can be obtained by separation of variables in spherical coordinates (r, θ, φ) as
where K(r) is a univariate function to be defined shortly, and S m,N are the spherical harmonics defined by
whereP m N is the normalized associated Legendre polynomial (see [14] ). The functions K(r) in (4) are shown in [3] to be given as the solutions to the integral equation
where
(crρ)/ √ crρ and J ν (x) are the Bessel functions of the first kind. Equation (5) has a countable set of solutions which we denote by K n,N (r), n, N ∈ N, with corresponding eigenvalues α N,n . The eigenvalues of (5) coincide with those of (3) . Note that the eigenvalues of (3) (and of (5)) depend only on the radial part of ψ(r, η) (see (4) ) and therefore, don't depend on the index m. A numerical algorithm for evaluating the functions K n,N (r) in (5) has been recently described in [10, 11] .
Since ψ N,m,n are complete for Ω-bandlimited functions, any such function f can be expanded as
However, in applications f (x) is typically given only through its samples on the Cartesian grid, that is, we are only given the set
where Q = [−1, 1] 3 is the unit cube, k ∈ Z 3 is a three-dimensional index vector, and L is a positive integer known as the sampling rate. In the subsequent sections we show how to approximate the function f (x) using only the samples (7) . Specifically, in Section 3 we show how to approximate f (x) for any x ∈ R, bound the approximation error, and extend the results to functions which are not strictly Ω-bandlimited. Then, in Section 4 we demonstrate numerically the theorems of Section 3. The results in Section 3 are extensions of the results of [13] to three dimensions. Thus, the methodology used to derive the theorems in Section 3 is similar to that used in [13] , but with two key differences -the sampling theorem used in the proofs needs to be adapted to three dimensions as well as the bounds used therein.
Sampling theorems for functions bandlimited to a ball
Let f : R 3 → R 3 be an Ω-bandlimited function. Following (1) and (2), we can write f as
is supported on R, it can be expanded in GPSWFs as
where the expansion coefficients b N,m,n are given by
By using the inverse Fourier transform (2), it follows from (3), (4) and (8) that
Since the set {ψ N,m,n } N,m,n is complete and orthogonal in the space of Ω-bandlimited
, by comparing (6) and (10) we can write
To approximate the expansion coefficients b N,m,n of (9) using only the samples (7) of f , we use the besinc function [13, 15] , defined as the inverse Fourier transform of the indicator function χ Ω , that is,
In essence, the besinc function is a generalization of the sinc function (sinc x = sin x/x) to higher dimensions. An explicit formula for the besinc function is given by the following lemma.
Lemma 1.
Proof. Let x = (0, 0, p) T for 0 < p < 1. Then, we have that 
we get
Since the Fourier transform of a radial function is a radial function (the same is true for the inverse transform), given a general vector x ∈ R there exists A ∈ O(3) such that Ax = u := (0, 0, p) T for some 0 < p < 1. Since χ Ω is a radial function, we have that (11) is true for all x ∈ R \ {0}.
The next lemma is an auxiliary lemma used later to approximate the expansion coefficients b N,m,n of (9).
where α N,n and ψ N,m,n are the eigenvalues and eigenfunctions of (3), and
The proof of Lemma 2 is a straightforward generalization of Lemma 1 in [13] and is therefore omitted.
The following lemma bounds the error when approximating an Ω-bandlimited function f by a series of GPSWFs, where the expansion coefficients are computed using only the samples (7).
and Ω-bandlimited, where Ω = cR, and suppose that c ≤ πL.
and an approximation of f in the unit ball bŷ
Then,
The proof of Lemma 2 is a straightforward generalization of Theorem 1 in [13] and is therefore omitted. 
Proof. We have
andζ x −k denotes the Fourier coefficient of ζ x which corresponds to −k ∈ Z 3 (here we treat x as a constant). Since c ≤ πL, we have that
Bessel's inequality
This implies that, pointwise in R, ξ c (x) ≤ We provide a more in depth analysis of the behavior of ξ c in Appendix A. Specifically, we demonstrate that for r 1 < 1 This asymptotic relation holds even for relatively small values of L, as can be seen in Figure 1 .
For digital implementations, the infinite series in (15) must be truncated. The following theorem bounds the approximation error induced by such a truncation.
Then, for every finite set of indices Π,
where b N,m,n is given by (9),α N,n = c 2π 3 |α N,n | 2 and α N,n is the eigenvalue corresponding to ψ N,m,n .
Theorem 5 above is the three-dimensional counterpart of Theorem 3 in [13] . As the proof of the latter is independent of the dimension of the problem, we omit the proof of Theorem 5.
In light of Theorem 5, for an Ω-bandlimited function f ∈ L 2 (R 3 ) and a set of indices Π, the approximation error f − (N,m,n)∈Πâ N,m,n ψ N,m,n
withâ N,m,n given in (15) is given by
where a N,m,n = α N,n b N,m,n . The term (20) satisfies
.
By combining (16) and (19), we get that
where η is defined in (18) . In order to address the approximation of non-bandlimited functions, we define the energy of a function f outside of Ω by
The next theorem gives an error estimate for the case of a non-bandlimited function, under additional assumptions on the samples of f .
Define the coefficientŝ b N,m,n and the approximating functionf (x) as in (14) and (15), respectively. If c ≤ πL,
Note that the bound in (22) is different from the bound in Theorem 5 in [13] , due the change from R 2 to R 3 .
An error estimate for the approximation of a non-bandlimited function by a truncated series of GPSWFs (analogous to Theorem 5) is given in the following theorem.
Then, for every finite set of indices Π To simplify the bounds in the theorems above (e.g. Theorem 7), we define a "truncation parameter" T > 0 and a corresponding set of indices
Then, by combining (22) and (23) we obtain the simplified error estimate
Note that the approximation error given by the right hand side of (25) is governed by two factors. The first is c, which arises from truncating f in the Fourier domain; the second is T , which dictates the number of basis functions used in the approximation.
As in [13] , the dependence of Π T on T is of interest. An analysis carried out in [17] implies that the number of tuples in Π T is given by Table 1 : Ratio between the number of GPSWFs required to expand a function and the number of samples in the unit ball, for various values of T and L.
Another important property of GPSWFs is that the vectors obtained by sampling them on a Cartesian grid are "almost orthogonal". This property is discussed in Appendix B.
Numerical Results
In this section we demonstrate numerically the approximation theorems of Section 3. The numerical evaluation of the functions ψ N,m,n (the solutions of (3)) is based on their separation of variables (4), where the radial part is evaluated using the algorithm in [10] , and the spherical harmonics are evaluated as explained in Section 6.7
in [14] . All algorithms have been implemented in MATLAB T M , and are available at http://www.math.tau.ac.il/~yoelsh/. To demonstrate our approximation scheme, we apply it to Gaussians of the form
The parameter µ shifts the center of the Gaussian from the origin so that not only GPSWFs of order zero are used in the expansions. The three-dimensional Fourier transform of f is given by
Equations (26) and (27) imply that the error in the approximation scheme depends on the interplay between σ and L (we set c = πL). We demonstrate the results for µ = (0.1, 0.1, 0.1) T and various values of T , σ, and L, by evaluating both sides of (25). The right hand side is evaluated numerically, using a quadrature formula for the unit ball. On the left hand side, η is estimated with the bound in (18) , and the term
in (25) is estimated using a sufficient number of samples of f outside the unit ball. The parameters ǫ and δ c are evaluated analytically using the properties of Gaussians. The results are shown in Figure 2 and Figure 3 . These figures show that when σ is large (the concentration in space is low), ǫ (see e.g. Theorem 7) dominates the error. On the other hand, whenever σ is small, the "energy" of f in the Fourier domain decays more slowly, which leads to δ c (see (21)) being the dominating term in the error. The smallest approximation error is achieved when ǫ and δ c are approximately equal. 
Summary
In this work, we have extended the GPSWFs-based approximation scheme presented in [13] to functions on R 3 , which are sufficiently concentrated in space and frequency. The approximation scheme is based on sampling the approximated function on a Cartesian grid and requires only discrete scalar products. We have also presented error bounds for the approximation error, and demonstrated them numerically.
Appendix A. Asymptotic behavior of ξ c
We would like to derive a bound for ||ξ c || 2 L 2 (r 1 R) for r 1 < 1 (see (17) for the definition of ξ c ). We denote by B(0, r) ⊂ R 3 the ball of radius r centered at zero, and by S(0, r) the boundary of B(0, r). The Bessel function of the first kind corresponding to order ν = is given by (see [16] )
Substituting (A.1) into (11), we find that
from which we obtain the estimate
Therefore,
We would like to bound the series on the right hand side of (A. Then, the right hand side of (A.2) is equal to 
Combining this estimate with (A.2) we obtain that
h(||p||)dp, (A.4)
. The integral on the right hand side of (A.4) can be simplified as
h(||p||)dp
Thus, assuming that L ≥ 8 and c = πL, we get
(A.5) In the final inequality we've used the estimate 
