We introduce a measure for the complexity of Boolean functions that is highly correlated with the generalization ability that could be obtained when the functions are implemented in feedforward neural networks. The measure, based on the calculation of the number of neighbour examples that differ in their output value, can be simply computed from the definition of the functions, independently of their implementation. Numerical simulations performed on different architectures show a good agreement between the estimated complexity and the generalization ability and training times obtained. The proposed measure could help as a useful tool for carrying a systematic study of the computational capabilities of network architectures by classifying in an easy and reliable way the Boolean functions. Also, based on the fact that the average generalization ability computed over the whole set of Boolean functions is 0.5, a very complex set of functions was found for which the generalization ability is lower than for random functions. r
Introduction
Neural networks are nowadays widely used in different applications, mainly due to their property of generalization. Despite the existence of some general theoretical results [2, 19, 17, 47, [42] [43] [44] 35] a complete understanding of the emergence of generalization remains unclear. In particular, the problem of selecting a network architecture for a determined application is still generally based on the ''trial-and-error'' method as no theoretical formula gives clear insight into this problem. In this paper, we introduce a simple measure for the complexity of Boolean functions that permits to classify the functions according to the generalization ability and training times that can be obtained when the functions are implemented in feedforward neural networks.
The complexity of Boolean functions has been studied for a long time [37] , the aim of that being to have a measure for deciding if a problem is easier to solve or implement than another. In the 1960s a lot of work started in the field of threshold logic [46, 20, 10] where the synthesis of circuits using threshold units to compute Boolean functions were analyzed (see [28, 45, 29] ). More recent works also analyzed methods for the decomposition of Boolean functions based on information relationship measures [7, 34] . Issues related to the complexity of Boolean functions have been addressed within the area of circuit complexity [45, 32] , where the complexity of Boolean functions is analyzed in terms of their implementation on different kind of circuits, from those composed with logical AND/OR gates, to feedforward neural networks with threshold or sigmoidal activation functions. As efficient models for computation and also for their close relationship to neurophysiological models, a lot of work has been done on the study of the computational properties of neural networks [15, 32, 40, 39, 31] , but despite the effort many aspects of their implementation and general properties remain unclear [2, 17, 24, 35, 12, 6] . Statistical learning theory introduced by Vapnik and Chervonenkis [42] provided a mathematical framework for the study of the learning process and the generalization that can be expected in a supervised training process (see [17, 44, 43] ). The theory uses as a fundamental concept the VC dimension and many interesting and general results about generalization have been obtained. However, many practical issues remain unexplained and in particular the effect of the complexity of the target functions on the generalization ability has not been thoroughly explored.
Within the area of circuit complexity the complexity of a Boolean function has been defined as the minimum size of the circuit that could implement it, while the size of the circuit is measured as the number of nodes that composed the circuit. Also, the depth of the circuit, that is the number of layers or stages in which the computation is performed, is sometimes used as a measure of complexity, as it is more related to the overall computation time [45, 32] . Many results have been derived for certain classes of functions, as for symmetric and arithmetic ones, where in general, bounds on the size of the circuits to compute the functions are obtained [40, 32] . Moreover, other measures of complexity exists, depending on different interests, as for example, the total wire length has been recently introduced [25] as a more adequate measure to sensory processing systems and also related to the construction of VLSI circuits.
The previously mentioned measures have important theoretical and practical interest but, unfortunately, are very hard to calculate as almost all of them are related to the construction of optimal circuits.
There exists in computer science a measure, introduced in [23] and named average sensitivity, that is closely related to the measure proposed in this paper. Average sensitivity has been applied to calculate complexity bounds for Boolean circuits [5] and has also been related to the learning of certain classes of Boolean functions by using Fourier analysis [26] but up to our knowledge, no attempt was done on relating that measure to the generalization ability or training times obtained when the Boolean functions are implemented in feedforward networks. Some works where the complexity of the functions were discussed through their implementation in neural networks includes [24] where functions were generated with different complexities by selecting a parameter that controls the size of the maximum weight in the network, [30] where Boolean functions with different complexities were analyzed, and [33] where the learning process for noisy Boolean functions is analyzed.
Another interesting study was carried out in [11] where the complexity of Boolean functions was related to the difficulty observed in human concept learning. A recent survey of results concerning relationship between neural networks and Boolean functions can be seen in [1] . Boolean neural networks [3, 21] are basically perceptron type networks that use only discrete weights and they have been also used to implement Boolean functions [9] .
In next section the measure is formulated and analyzed; in Section 3 numerical studies are performed on neural networks with the aim of validating the proposal and finally the conclusions and possible extensions of this work are discussed.
A simple measure for the complexity of Boolean functions
A Boolean function, f, is a map f : f0; 1g N ! f0; 1g, where N is the number of input bits. The function f is completely defined when the corresponding outputs for each of all the 2 N inputs are determined. We will refer in the rest of the paper by an example as one of the possible configurations of the input values together with its output, that is a string of N þ 1 bits. When a reference is given to neighbouring examples at Hamming distance 1 or 2, this means that the N bits defining the input of the example (not including the output) differs in 1 or 2 bits (i.e. for computing the Hamming distance only the N bits of the input to the network of each example are considered).
We propose as a valid measure for the complexity, C½f , of a Boolean function, f:
where C 1 ½f and C 2 ½f are the first and second order complexity terms taking into account pairs of examples at Hamming distance 1 and 2, respectively. For example, the first term, C 1 ½f , takes into consideration pairs of examples differing in just one input bit (nearest neighbour examples).
The first term, C 1 ½f , can be explicitly written as
where the first factor, 1=ðN ex Ã N neigh Þ, is a normalization one, counting for the total number of pairs considered, N ex is the total number of examples equals to 2 N , and N neigh stands for the number of neighbour examples at a Hamming distance of 1, as we are considering the first term. The indicated sums are performed first, over all the examples, and for every one of the examples, over all the N existing neighbouring examples at Hamming distance 1. The second term, C 2 ½f , has essentially the same structure as the first term, i.e., consists of a normalization factor, and a double summation, over all the examples and for each one of them over the neighbouring ones at a Hamming distance of 2. 
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Note that for the case N ¼ 2 the definition of the complexity measure should include only the first term C 1 . The reason for this is that for any example in dimension N (examples with N input bits) the number of neighbouring examples at Hamming distance i increases for i ¼ 1 up to ðIntÞN=2 but then for Hamming distances from ðIntÞðN=2Þ þ 1 up to N the number of neighbouring examples decreases. Given that the normalization used in the definition of the complexity measure is the total number of pairs of examples, the reduction in the number of neighbouring examples for Hamming distances larger than ðIntÞðN=2Þ þ 1 implies that the effect of any pairs of examples with opposite inputs in the complexity measure increases as the Hamming distance between the pair increases and this is not right and thus the number of terms should be limited to ðIntÞN=2 (i.e. only the first term for the case N ¼ 2) (see [14] for more details).
Note also that each term is normalized independently, through a normalization constant equals to the total number of pairs that exist at the Hamming distance considered. This normalization permits a maximum value per term of 1, that can be achieved by the first term but due to the structure of the examples space it is not possible for C 2 ½f to reach this value. For example, there exists no function for which all the second nearest neighbours (Hamming distance ¼ 2, between the inputs) have opposite outputs, as if for some examples their second nearest neighbours have opposite output, the same condition implies that there exist other examples for which this condition does not hold.
The definition of the complexity measure introduced in this work can be computed by counting the number of pairs of neighbouring examples having different outputs and weighting them according to the distance between the examples forming the pair, measuring how sensitive is the output of the function to changes in the input examples. The presented measure of complexity is inspired by the results obtained in [12, 13] , where a close relationship between the number of examples needed to obtain valid generalization and the number of neighbouring examples with different outputs was found. In those works a method for selecting examples in order to improve the generalization ability has been developed, and through its application to different functions and architectures scaling properties for the generalization ability of feedforward neural networks have been obtained.
The definition of the complexity measure contains two terms. Higher order ones can be incorporated but as a good correlation between the complexity measure (containing only the first two terms) and the generalization ability of the analyzed functions was found and also because simulations including higher order terms (third and fourth order terms were included) showed that the information provided by these terms is redundant (strong correlated values) with the information contained in the first and second terms, respectively.
The idea behind the proposed measure (for the case of the first term, C 1 ) is presented in a graphical form in Fig. 1 for the case of the first term, C 1 , where the AND and XOR functions are shown for the case N ¼ 2. The correspondent output values are indicated by empty (0) and filled (1) circles besides the inputs, that are also indicated by a pair of numbers. Regions with different outputs are separated by lines (hyperplanes in higher dimensions), as it is usually done to illustrate the idea of linearly separable functions [18, 35] . In the figure, lines with arrows in their ends, and crossing the separating hyperplanes are drawn to indicate those neighbouring examples that have a different output. The value of the proposed measure of complexity is proportional to twice the number of these pairs of examples with different outputs, through a normalization factor equal to the total number of examples times the number of neighbours that each example has. In the presented cases of Fig. 1 , the total number of examples is 4. Every example has two nearest neighbours at Hamming distance 1 and thus the value for the first term of the complexity measure, C 1 , is equal to 0.5 for the AND function, and to 1 for the XOR function.
Validation of the proposal
In order to validate the usefulness of the proposed measure, different simulations were performed on feedforward neural networks to analyze how important features like generalization ability and training time are related to the measure. The simulations were done on one hidden layer architectures, fully connected between adjacent layers, applying back-propagation as learning algorithm. The choice is based on the fact that this combination of architecture plus algorithm is the most widely used and has been successfully applied to a large variety of problems [17, 35] . In all the simulations the complexity measure was computed using the whole set of examples as the target function was known. In practice, one does not know the target function so the complexity measure should be computed from the training set. To analyze how the computation of the measure may be affected by using only the training set, we computed the values of the complexity measure for the case of all the Boolean functions with N ¼ 4 inputs using half and two thirds of the total examples to obtain and average error of 5.1% and 4.3%, respectively, in comparison to the exact result, indicating that a good approximation is obtained. For cases with N larger than 4, we expect the same result, based on the idea that if the set of examples is representative of the function then this will apply as well to the complexity measure (For large N, if the selection of pair of examples used to compute the complexity measure is done randomly a 95% confidence interval value can be easily obtained, and the associated standard error will behave proportionally to 1= ffiffiffiffiffiffi N p p (N p is the number of pairs of examples taken into account) [36] . ) We focus our attention on the calculation of the generalization ability and on the time needed to train the system, without analyzing the computability of the implemented functions by the chosen architecture. The term computability, here and within this paper, refers to the task of finding a set of weights for the selected network architecture that correctly implements the mapping between a selected set of examples (inputs) and the targets (output) for a determined architecture, and it is also sometimes referred as the loading task or the learning problem (see [22, 35] ). This last mentioned task is a very complicated one, demonstrated to belong to the class of NP-complete problems [22, 4, 38] , but very interesting issue, that deserves its own study. Even more, we think that the present work could serve as a useful tool to carry on a systematic study of the computational capabilities of neural networks.
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For the implementation of the training process, the whole set of examples is split in three groups: training, validation and test sets. The size of these sets was kept constant in proportion to the number of total examples existing in each considered case: the training set contains half of the total number of examples selected at random, and the validation and generalization test sets have a fourth of the remaining examples each. It is considered, in a general sense, that the validation set forms part of the training set, as in some cases (not in this work) the network could be retrained including these examples. The training procedure consists of training the network using the training set by back-propagation, while monitoring the value of the error on the validation set, to find the point where its lower value is achieved. At that point the generalization error is measured using the test set of patterns. It was shown that through this procedure, the problem of overfitting can be reduced and a better generalization could be achieved [17, 35] . Also, we calculate the computation time, measured in epochs, needed to reduce the training error to 0.25. In general, except where indicated, the obtained values are expressed as average results for group of functions with a complexity around the indicated value. Generalization ability and training error figures are given as a fraction of the correctly or wrongly classified examples, respectively. To be more precise, the generalization ability is always and only calculated on examples that have never been seen by the network.
We run simulations for all Boolean functions for the case of networks with N ¼ 4 inputs, and for symmetric and randomly generated functions for the case with N ¼ 8 inputs, using a variable number of neurons in the hidden layer. In the next subsections, characteristics and results of these simulations are described.
3.1. Boolean functions with N ¼ 4 inputs: an exhaustive study.
In this subsection, we analyze all 65 536 Boolean functions that exist for the case N ¼ 4, implementing them on a one hidden layer network containing seven neurons in the hidden layer. The question, whether or not the chosen structure could compute a determined function, is not analyzed here but from simulations performed on different network sizes, could be inferred that a high proportion of them can be computed by the used architecture. The lower values obtained for the training error at the end of the training process (750 epochs), shown in the last column of Tables 1 and 2 , reinforces the previous hypothesis. We also calculate the generalization ability and the computational time needed to reduce the training error down to 0.25 (as the error is given in percentage correct, this means that 75% of the training examples were correctly classified). The results are presented in Tables 1 and 2 , where the functions are grouped according to the complexity of the functions within the ranges indicated in the first column. In Table 1 , the functions are grouped according to the first term of the complexity measure C 1 , while in Table 2 the whole definition
From the results, displayed in Table 1 , it is possible to appreciate a high correlation between the values of the proposed measure of complexity and the practical features calculated to test the measure. The computed quantities behave as expected, given that for increasing complexity of the functions the generalization ability decrease monotonically, and the computational training time and final training error are larger for more complex functions. Only for the two more complex functions 1 in the range 0:9-1, the generalization ability value is higher than those obtained for less complex functions, this fact is not very significant as the value is calculated only on two functions. In Table 2 , the results are shown for the case in which the functions are grouped according to the whole definition of the complexity measure, i.e. C½f ¼ C 1 ½f þ C 2 ½f . In this case, the
These two functions are the parity and its negation function (NOT parity).
generalization ability and training times show even better agreement with the complexity measure, as expected for a more accurate measure, evidenced by less dispersion around the mean values, that we measured for both cases through the calculation of the standard deviation. The obtained values for the standard deviation, averaged across all functions, were 0.238 and 0.230 for C ¼ C 1 and C ¼ C 1 þ C 2 , respectively. Furthermore, it is shown in Fig. 2 the Pearson correlation coefficient, R, computed between the generalization ability obtained for each of the 65 536 Boolean functions with N ¼ 4 inputs and the value of complexity measure computed for each function, written as a function of a, C½f ¼ C 1 ½f þ a C 2 ½f . a ¼ 1 corresponds to the case C ¼ C 1 þ C 2 , that is the definition of complexity used in this work and for which the highest correlation value of R ¼ À0:668 (statistically significant at po0:0001) was obtained.
It is worth noting that the total average generalization ability obtained is 0.50, a property that also holds in general cases whenever the average is done on the whole set of Boolean functions. In Section 3.4 we demonstrate this property and discuss some implications arising from it.
Symmetric functions
An important class of Boolean functions are the symmetric ones, those with values independent of the order of the input, i.e. the output depends only on the total number of input bits ON (the number of 1's). The class of symmetric functions contains many fundamental functions like sorting and all types of counting ones, including also the well-known parity function [45, 32, 35] . They have been extensively studied and many lower bounds have been obtained for circuits computing them. A general result The complexity measure is calculated using only the first order term, i.e. C½f ¼ C 1 ½f . Table 2 Some properties obtained through a learning process for all the Boolean functions with N ¼ 4 inputs, implemented in a feedforward 4-7-1 neural network architecture The complexity measure is calculated using the two order terms, i.e. C½f ¼ C 1 ½f þ C 2 ½f .
ARTICLE IN PRESS
states that a circuit of size Oð ffiffiffiffi ffi N p Þ gates and depth 3 with polynomial weights is enough to compute all the symmetric functions [40] . The number of symmetric functions for the case of N input bits is 2
Nþ1 , since the set of input examples can be divided in N þ 1 groups, with 0 to N activated inputs.
We carry on simulations with all the 512 symmetric functions for the case N ¼ 8, using neural networks with one hidden layer with a variable number of hidden neurons within the range from 2 to 29. The results for the generalization error and computational time are plotted vs. the complexity (only the first order used) in Figs. 3a and b. Certain variability exists for functions with the same complexity, but in an average sense, a good agreement is found, as the level of complexity increases, the generalization ability diminishes, while the training times increase.
It is also shown in Figs. 4a and 5 the behaviour of the generalization ability vs. the complexity for symmetric functions when using the whole definition of the complexity measure (first and second order included), in comparison to the results obtained for random generated functions (these results are discussed in next subsection when the random generated functions are analyzed). Also in Fig. 4b the values for the training time vs. the complexity (first order) are plotted for the mentioned classes of functions (note that the learning algorithm used was standard backpropagation as different training times might be obtained with different training procedures).
Random functions
There exists 2 2 N Boolean functions of N inputs, making their exhaustive study very complicated except for very simple and small cases, like the case N ¼ 4 studied in a previous subsection. The problem of generating sample functions to represent the total distribution of functions is not very simple, as for example, trying to generate random functions by a random assignment of outputs ends with a set of functions, all with a complexity (order one) around 0.5, as the probability of obtaining a function with a different complexity is very low.
For the case N ¼ 8, we generate two sets of random functions: Random 1 and Random 2 sets. The set Random 1 is generated in two parts: the simpler functions are generated by modification of the constant function, that has all output values equal to 0. Thus, we take the initial configuration and modify the output values randomly with a certain probability, to obtain functions with a complexity (order one considered) from zero to 0.5. The other part, covering the range of complexities from 0.5 to 1 is generated in the same way but taking as initial configuration the parity function. The parity function [41, 13] The Random 2 set, is generated straightforwardly in a single way process, starting from the parity function as initial configuration, and by flipping with certain probability only the bits that are equal to 1 in the definition of the parity function. In this way, we obtain functions similar to the parity function when the probability of flipping bits is very low, but when this probability of flipping increase to higher values functions similar to the constant function are obtained, and thus, functions that cover the whole range of complexities (order one) from 1 to 0 are generated. The flipping probabilities used in this case were: ð0:091; 0:167; 0:286; 0:333; 0:375; 0:474; 0:500; 0:545; 0:583; 0:928Þ. In Figs. 4a and b we show the results obtained for the two sets of random generated functions and also for comparison, the results corresponding to symmetric functions are shown. Within each class of functions a good agreement between the complexity measure and the calculated feature (generalization ability and computation time) is obtained, but between different classes we observe that for functions with the same complexity a different generalization ability on average is obtained.
A better match between the generalization ability for the different classes of functions is obtained if the whole definition of the complexity measure (including the first and second order terms of the expansion (see Eq. (1)), i.e. C ¼ C 1 þ C 2 ) is used. The calculation now involves up to pairs of second order nearest neighbour and some extra computational cost, as there exist N Ã ðN À 1Þ=2 second nearest neighbours for each example. In Fig. 5 the results are shown for the two sets of random generated functions Random 1 and 2 and also for the symmetric functions. As it could be seen from the figure, a good agreement is obtained for the generalization ability values for functions with the same complexity for both sets of Random functions. The Pearson correlation coefficient, R (and the significance level, p, of the correlation), was computed for the three set of results showed in Fig. 5 obtaining for the case of the symmetric functions R ¼ À0:892 ðpo0:001Þ. For the two sets of Random generated functions, R 1 and R 2 the values for the correlation coefficient were R ¼ À0:970 ðpo0:0001Þ and R ¼ À0:969 ðpo0:0001Þ, respectively. functions with N ¼ 8, a clear difference in the values of the average generalization error could be noticed. While for the N ¼ 4 case, this value was found to be 0.5 (see Table 1 ), for the case N ¼ 8 a value greater than 0.5 would be obtained, as a consequence that for all the considered functions the generalization error is greater than 0.5 (see Figs. 4a and 5 ). We do not calculate this value because the calculation would involve using the probability distribution of functions (according to their complexity) which we do not know.
To solve this apparent controversy, we realize that the fact of having obtained a value 0.5 for the generalization ability of all Boolean functions for the case N ¼ 4 is a general property arising whenever the average of the generalization ability is computed on the whole set of Boolean functions, a result that we state as the following lemma:
Lemma. For any fixed architecture device, that could be trained by examples, as for example a neural network, the average generalization error on a complete set of Boolean functions is 0.5 independent of the learning algorithm used.
Proof. Consider first, the case in which the network is trained on 2 N À 1 examples, and the generalization ability is tested on the remaining example. All the possible training sets (2 N different sets) are considered assuming that the network is trained only once on each different training set (this is not a restriction for the demonstration but makes it easier).
Thus, the average generalization error could be written as
that we rearrange as a sum over pairs of functions sharing 2 N À 1 training examples (input and output), but differing in the remaining one. Now the generalization error can be written as
where i indicates an example andī denotes another example sharing the same training set. The value of jOutput i À 1j þ jOutput¯i À 0j is 1 (for all the terms) because the training set is the same in both cases and thus one of the two terms is always right (value of 0) while the other is wrong (value 1). Eq. (5) contains half the number of terms of Eq. (4), as we grouped the terms in pairs, having exactly ð2 Boolean functions compatibles with this training set, as we can assign to the remaining i examples (not belonging to the training set) all possible combinations of outputs. This set of Boolean functions, is such that for every example not belonging to the training set half of the times the output of the functions is 1 and half of the times is 0. Thus, when the generalization error is computed and averaged across all these compatible Boolean functions, half of the functions will agree with the target value of each of the test examples and half will disagree, giving a generalization error of 0.5. It is worth noting that this result does not depend on the level of error achieved during the training or in the size of the training set, as it arises from properties of the structure of the set of existing Boolean functions compatible with the training set. This set can be said to be ''symmetric'', in the sense that exists equal number of positive (output 1) and negative (output 0) examples, and this is why when the average generalization error is computed the result is 0.5. & At the light of this result, it seems clear that the set of functions generated randomly and analyzed for the case of N ¼ 8 input bits, was not totally representative of the whole set of functions. Moreover, the lemma implies that this set of ignored functions should be very complex and that the value expected for the average generalization ability should be lower than 0.5.
From an analysis of the way in which the functions used in the case N ¼ 8 were generated, it is possible to see which are the functions that have not been considered. This ''new'' set could be generated, again by starting from the parity function, but by flipping not individual output bits, but strings of contiguous output bits when the examples are ordered in a certain way, for example according to the number of inputs bits ON, i.e. regions or domains are created where the function seems to be the parity function, but in another region the outputs are equal to those of the NOT parity function. Through the mentioned process we obtain functions with a measure of complexity (including the second order term) greater than 1, in general within the range from 1 to 1.3 (for the case N ¼ 8). When these functions are implemented in a neural network the generalization ability that can be obtained is lower than 0.5, implying that these functions are harder to predict than completely random functions. The generalization ability of these very complex functions was also analyzed by implementing them in different size networks. Different architectures with a number of neurons in the hidden layer from 1 to 45 were constructed, finding in all cases an average generalization ability below 0.5 that confirms the high complexity of these functions. Similar results for the case of time series implemented in simple perceptrons were obtained by Zhu et al. [48] . They show that given a predictable sequence it is always possible to find another ''antipredictable'' sequence, for which the generalization ability is 0. In the case considered in this paper with functions and not sequences, the ''antipredictable'' functions appear as a consequence of the lemma demonstrated above, and does not imply that if for a function a generalization ability of 1 is found then there exists another complementary function with a generalization ability of 0: an average generalization ability of 0.5 is obtained when the whole set of functions is considered and not when pairs of functions are considered.
Conclusions
From ideas taken from the calculation of the minimum number of examples needed for perfect generalization, applied to different functions and architectures [12, 13] , a simple measure permitting the classification of Boolean functions according to their complexity was proposed (Eqs. (1)-(3) ). The measure is found to be highly correlated with the generalization ability obtained from the implementation of the functions in neural networks architectures. The main advantage of the measure in comparison to other existing ones, like those within the area of circuit complexity [32] , is the fact that the introduced measure could be easily computed from the definition of the function itself, independently of its implementation.
The measure was tested on the whole set of Boolean functions for N ¼ 4, and on different classes of Boolean functions, like symmetric and randomly generated ones, for the case N ¼ 8, for different network sizes. In all cases a strong correlation was obtained between the proposed measure and practical features at the time of the implementation of the functions on neural networks, as generalization ability and training times. On average, the generalization ability decreases monotonically with the complexity of the functions, while the training times increase, as it is expected for more complex functions. Moreover, for the case when all the symmetric functions with N ¼ 8 inputs were considered, the generalization ability and training time show a nice agreement with the proposed measure, for almost all functions, as for functions with the same complexity similar values of the generalization ability and training times were obtained (ref. Fig. 3) . The correlation between function complexity and the generalization obtained was quantified by measuring the Pearson correlation coefficient, R. For the case of all Boolean functions with N ¼ 4 inputs the value obtained was R ¼ À0:668, while for the symmetric functions the value was R ¼ À0:892. In the cases of the random generated functions for N ¼ 8 the correlation found was even higher, R ¼ À0:970 and R ¼ À0:969 for the two sets considered, confirming what can be observed from the results presented in Tables 1 and 2 and in Fig. 5 .
The proposed measure consists of two terms accounting for the effect of pairs of neighbour examples with different outputs, weighted by the Hamming distance between the examples. For functions belonging to the same class (according to the way in which the functions are generated, see Section 3 for details), the first order complexity measure, C 1 , was enough to establish a nice correspondence between the generalization ability and the complexity value proposed, but when the comparison was done for functions with the same complexity value but belonging to different classes (see Fig. 4 ), some discrepancies appeared, making it necessary to use the second order term of the series, C 2 , in order to obtain similar generalization values between different groups of functions (see Fig. 5 ).
When the whole set of Boolean functions was analyzed for the case of N ¼ 4 input bits, an average value of 0.5 was obtained for the generalization ability. We proved that this property is a general one for any value of N, valid whenever the average of the generalization ability is calculated on the whole set of Boolean functions. Furthermore, this last mentioned result led us to discover the existence of a set of highly complex functions, for which a generalization ability below 0.5 was predicted and confirmed by testing them on different architectures.
It is worth mentioning that an analogy exists between the complexity measure and the Hamiltonian of a system of spins with ferromagnetic interactions [14] fact that might be used to obtain a better understanding of the complexity structure of the Boolean functions, as results and tools developed within statistical mechanics can be used.
A question, related to the proposed measure, that arises is whether the presented complexity measure has any relationship with other complexity measures related to Kolmogorov complexity [8, 27] : in a general sense, the proposed complexity measure has a relationship, as the most complex functions are the less predictable ones, those for which a low generalization ability is obtained. Considering a function as a string of the 2 N output bits, as it would be the case of applying measures related to the Kolmogorov one, would be less accurate than the proposed measure, as the measure introduced in this work takes into account the structure of the space of examples, by establishing a measure of the influence of pairs of examples on the generalization ability, related to the Hamming distance between the examples, and thus having, in a general sense, more information about the complexity of the functions. In a sense, the complexity measure proposed in this paper is in agreement with a desirable property of complexity measures [16] that ''complexity'' should be used for something that is between plain uniformity and total randomness (while Kolmogorov complexity is more related to randomness).
In light of the results, we conjecture that the interesting relationship found between the complexity measure and the generalization ability could be exploited as a valuable tool for exploring the complex computational capabilities of neural networks. We also note that the results in the present work were obtained by numerical simulations in relatively small architectures and for some classes of Boolean functions. We think that the results will extrapolate to larger architectures, but more rigorous work might be needed in order to fully understand the present results and to generalize them to higher dimensions.
