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Abstract 
Small CubeSat-class satellites are opening up new avenues for science and technology development 
within the space industry.  What was once a purely educational tool has quickly become the newest 
international exploration platform for low earth orbit missions.  These sub-10 kg satellites ride into 
space as tertiary payloads, kicked out of their launch vehicles after all other satellites have reached 
their target orbit, and are left to survive in whatever ride-share provided orbit they are deposited 
into.  Due to their small mass and volume, it has been infeasible until very recently to put any form 
of on-board propulsion on these spacecraft without a significant sacrifice of the science objectives.  
Current research at the University of Illinois and other institutions will soon lead to the flight of 
CubeSat-class low thrust, low-power, yet low-specific impulse propellant systems.  This technology 
should enable CubeSats to acquire new orbits from their launch positions, to rendezvous and dock 
together, or to reconfigure their constellations within orbit.  Because of the atypical combination of 
low-thrust with high propellant mass consumption, a new toolset is needed to assist with planning of 
both single and cooperative multi-satellite missions. 
This work contributes a new framework for the calculation of high-fidelity trajectories in low Earth 
orbit.  A shooting method is reformulated as a non-linear programming problem, and wrapped by a 
novel mesh refinement algorithm, which updates the time discretization based on a cumulative 
thrust density function.  The states are propagated using a higher order explicit Dormand-Prince 
integrator with an error-adaptive step size.  The necessary derivatives and Jacobian are developed in 
real time using algorithmic differentiation, which allows for significantly higher accuracy over 
traditional finite difference methods.  This framework is tested against analytical methods 
developed by Wiesel for in-plane, and Edelbaum and Kechichian for out of plane, and is shown to 
match or surpass their results. 
This work further contributes to the field by developing an extended framework that allows the 
simultaneous integration of multiple satellites using parallel processing on a super computer, and 
lays out the necessary constraints to define cooperative intercept, rendezvous and orbit 
reconfiguration problems. 
Finally, this dissertation develops a new approach to parallel algorithmic differentiation, allowing 
the concurrent calculation of multiple derivatives in a user-transparent manner, simultaneously 
while propagating multiple satellites.  This is accomplished by using a Cartesian processor grid and 
a new parallel communication scheme to maintain the most data locality per processor, enabling 
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orders of magnitude speedup by comparison to both serial, and the previously developed parallel 
processing approach.  
This new parallel algorithmic differentiation technique is demonstrated with a series of test cases, 
developing cooperative maneuvers for from two to four satellites experiencing non-linear orbit 
perturbations.  Rendezvous from different altitudes, and from different phases of the same orbit are 
demonstrated, as well as constellation reconfigurations.  Finally, a four satellite cooperative 
maneuver demonstrates the practical application of distributing satellites into a target constellation 
from the same launch vehicle.   
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Nomenclature 
𝑟 Radius of orbit 
𝑟 Position of satellite 
𝑣 Scalar velocity of satellite 
?⃑? Velocity of satellite 
𝑡0 Initial time 
𝑡𝑓 Final time 
𝑐 Exhaust velocity 
𝑚 Mass or meters 
T Thrust 
𝜌 Atmospheric density 
H Altitude height (used for air density) 
𝛼 In-plane thrust control angle 
𝛽 Out-of-plane thrust control angle 
𝜏 Throttle control 
Γ Thrust Acceleration 
𝑝 Semiparameter (modified equinoctial element) 
𝐿 True longitude (modified equinoctial element) 
𝑓, 𝑔, 𝑘 Modified equinoctial elements 
ℎ Modified equinoctial element or discretized step 
length (see page 12 footnote) 
?⃑⃑? Controls (disturbances) 
TU Normalized time units 
DU Normalized distance units 
𝜙𝑓𝑝𝑎 Flight path angle 
𝑎 Semi-major axis or acceleration 
𝑒 Eccentricity 
𝑖 Inclination or an index 
𝜐 True anomaly 
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𝐴 Surface area 
𝐶𝐷 Coefficient of drag 
?⃑? Time discretization vector 
?⃑? State vector 
𝐽 Objective function 
𝑐 Constraint vector 
?⃑? Non-linear programming decision vector 
𝛿𝑞 Instantaneous adaptive integration step size 
∆𝑒 Integration error 
∆𝑡 Target integration precision 
𝑐𝑑𝑓 Cumulative Density Function 
NLP Non-Linear Program 
𝜇 Earth’s standard gravitational parameter 
𝑛 Length of the NLP vector 
𝑛𝑝𝑟𝑜𝑐 Number of available processors 
𝑛𝑙𝑜𝑐𝑎𝑙 Number of derivatives assigned to a given 
processor 
𝑞 Number of satellites 
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Chapter 1 Background 
1.1 Motivation and CubeSats 
As technology enables smaller hardware, and as national space budgets around the world decrease, small 
satellite technology offers a new avenue for affordable space exploration.   CubeSat-class spacecraft were 
once considered only an educational tool, but are now being used for science missions spanning from 
simple earth-observation to atmospheric sciences to technology demonstration. 
 ‘CubeSat’ defines a specification for the construction of a very small, very light satellite that can fly on a p-
pod launch support device. [1].  CubeSats are appealing due to their easy and rapid construction, simple 
design, and growing support within the aerospace community.  These vehicles typically use a ride-share 
approach to get into space, travelling on launch vehicles as secondary or tertiary payloads.  As such, they 
rarely are able to dictate their insertion orbits, and must design for a range of possible space environments.  
Until recently, the inclusion of a satellite propulsion system has been infeasible due to technology 
limitations imposed by the available mass, volume and power on these craft, and very little investigation has 
taken place in trajectory planning for them. 
This work assumes the use of the IlliniSat-2 bus, which is a University of Illinois-designed CubeSat 
platform.  It is built to be to be a fully modular, highly adaptable system that is fully compatible with the 
CubeSat and P-POD standards.  Its primary design goal is to be a scalable CubeSat bus that can be as small 
as 1.5 standard CubeSat units (1.5U) [1] all the way up to 6U, while maintaining a commonality of parts 
across the form factors to maximize the available payload mass and volume.  The default design solves a 
number of design problems, by providing on-board processing, command and data handling, 
communication, and most importantly, attitude control.  Figure 1.1 shows the current configuration of the 
design.  For the 3U CubeSat form factor with a standard 4 kg mass, there is almost 2.75 kg available for 
payload (shown in the figure as the large red box).  For the purpose of this study, it is assumed that 1 kg of 
the payload mass is allocated for the propellant, tank and thruster system.   After further allocating some 
mass for the thruster itself, the payload may still be at least 1.5 kg, and the actual loaded propellant can be 
selected based on the desired mission lifetime, further increasing the payload mass allocation.  In practice, 
the simulations presented here assume a 3 kg CubeSat total mass (the old Rev 11 and earlier CubeSat 
Specification maximum mass for a 3U) because much of the Illinisat-2 design still references this mass. 
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Figure 1.1: Illinisat-2 Generic Bus 
 
While there have been a number of proposed propulsion systems for CubeSats [2], none as of yet have 
flown for the purposes of orbit control.  Such systems would allow for much more interesting missions, 
varying from formation coverage of Earth targets, to atmospheric “dippers” which would normally burn up 
without orbital correction due to drag. 
The CubeSat specification prohibits pressure vessels greater than 1.2 atmospheres, as well as prohibiting 
hazardous materials [1].  This effectively eliminates all practical thrusters, and as such, no one has 
developed a thruster which meets the CubeSat specification.  Some liberating assumptions are therefore 
necessary for this work, allowing a satellite that no longer fully conforms to the CubeSat specification.  
Notably, the pressure vessel limitations need to be relaxed, allowing for propellant storage at higher 
pressures.  It is still desirable to avoid hazardous materials as propellant, however, both for safety and ease 
of integration within the University lab.  
The Illinisat-2 bus provides a simple attitude determination and control system, capable of pointing within a 
5° cone.  This work assumes a superior attitude control system, capable of maintaining the desired attitude 
correctly throughout the entire thrusting period. 
Payload Area 
 Contains the scientific 
instruments 
 Some of this mass and volume 
will be allocated to the thruster 
and propellant tank 
Service Area 
 Contains the critical satellite bus 
systems including: 
o Power Management 
(battery, regulators) 
o Command and Data 
Handling 
o Communications (radio)  
Solar Panels 
 Generates Power 
 Has Embedded Attitude 
Determination Sensors 
(magnetometer) and Attitude 
Control Actuators 
(electromagnetic torque devices) 
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CubeSats typically generate relatively low amounts of power.  The Illinisat-2 bus in a 3U configuration 
generates less than 5 W of average power in low earth orbit, which adds a further restriction to the practical 
options available for thrusters. 
1.2 Micro-Cavity Discharge Thruster  
Unless otherwise stated, all examples and simulations performed for this work assumed the use of the 
Micro-Cavity Discharge Thruster (MCDT).  This device has been in development by CU Aerospace as an 
electric propulsion solution for CubeSats. 
Due to the mass, volume, and hazardous material limitations on CubeSats, chemical thrusters are typically 
too heavy, or would not support sufficient propellant to justify use on a CubeSat.  As such, an electric 
propulsion system such as the MCDT is preferable. 
An early prototype of the thruster can be seen in Figure 1.2. 
 
Figure 1.2: Nine nozzles firing Neon in a Lab Test at Illinois 
The exact details of this system are not available due to International Traffic in Arms Regulations, but 
ballpark performance, sufficient for this work, can be assumed.  Based on its constructed configuration 
(tank pressure, nozzle design), the system is assumed to be capable of generating between 1 mN and 10 mN 
of thrust, at approximately 75 s of specific impulse.  This likely requires on the order of 10 W of power.  
Fortunately Illinisat-2 has a battery on board, and the difference between the power consumption of the 
engine and the power generation of the solar panels can be made up at a deficit using the battery.  This 
work ignores the limits on this battery, however, and assumes the thruster can be run continuously, if 
needed. 
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1.3 Objective 
The goal of this project is to develop a software tool capable of generating feasible, low-propellant-usage 
trajectories for low earth orbit maneuvers of multiple simultaneous, cooperative CubeSats under stringent 
power and mass limitations.  The objective is to do this in the most generic and scalable way possible; 
however, a few specific problems of interest will be the primary focus of this work.  The first category 
investigated will be multiple-vehicle simultaneous cooperative rendezvous, exploring trajectories that allow 
satellites from different orbits to group together.  The second category will be focused on satellites which 
begin in the same orbit, and re-distribute themselves around that orbit, either from the same initial position 
or from a specific configuration to another.  These problems will be investigated for satellite sets ranging 
from 2 to 4 in number.  Additionally, some problems of secondary interest will be investigated, such as 
comparing the solutions for trajectories of individual satellites to well-known Edelbaum solutions. [3] [4] 
This tool is meant to produce high fidelity trajectories that can be used in the future for on-board path 
guidance as reference paths.  The tool will handle simple disturbances, but be augmentable to support high-
order force models.   
5 
 
Chapter 2 System Modeling 
2.1 Equations of Motion 
While similar to the classical elements, the set of modified equinoctial elements has a few desirable 
properties that lead to it being selected as the orbital coordinate system.  First, of the six coordinates, five 
are slow-changing, and only the true longitude, 𝐿 changes rapidly.  This slow-evolving characteristic of most 
variables allows for increased stability over long integration periods.  Second, there are only two 
singularities, and they both occur only for an inclination of exactly 180°.  As there is no intent to investigate 
retrograde equatorial orbits, the modified equinoctial elements have effectively no practical singularities.
 
[5] 
The modified equinoctial elements are defined in terms of the classical elements as follows [5]: 
𝑝 = 𝑎(1 − 𝑒2)  (2.1) 
𝑓 = 𝑒 cos(𝜔 + Ω) (2.2) 
𝑔 = 𝑒 sin(𝜔 + Ω) (2.3) 
ℎ = tan (
𝑖
2
) cosΩ (2.4) 
𝑘 = tan (
𝑖
2
) sinΩ (2.5) 
𝐿 = 𝜔 + Ω + ν (2.6) 
The first-order system of equations for modified equinoctial elements is given as follows
 
[6]: 
?̇? =
2𝑝
𝑤
√
𝑝
𝜇
𝑢𝑆 (2.7)  
𝑓̇ = √
𝑝
𝜇
{𝑢𝑅 sin 𝐿 + [(𝑤 + 1) cos 𝐿 + 𝑓]
𝑢𝑆
𝑤
− (ℎ sin𝐿 − 𝑘 cos 𝐿)
𝑔𝑢𝑊
𝑤
} (2.8) 
?̇? = √
𝑝
𝜇
{−𝑢𝑅 cos 𝐿 + [(𝑤 + 1) sin𝐿 + 𝑔]
𝑢𝑆
𝑤
− (ℎ sin𝐿 − 𝑘 cos𝐿)
𝑓𝑢𝑊
𝑤
} (2.9) 
ℎ̇ = √
𝑝
𝜇
(
𝑠2𝑢𝑅
2𝑤
)cos 𝐿 (2.10) 
?̇? = √
𝑝
𝜇
(
𝑠2𝑢𝑅
2𝑤
)sin𝐿 (2.11) 
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?̇? = √𝜇𝑝 (
𝑤
𝑝
)
2
+
1
𝑤
√
𝑝
𝜇
(ℎ sin 𝐿 − 𝑘 cos 𝐿)𝑢𝑊 (2.12) 
Where the following intermediary variables are used for compactness: 
𝑤 = 1 + 𝑓 cos𝐿 + 𝑔 sin𝐿 (2.13)  
𝑠2 = 1 + ℎ2 + 𝑘2 (2.14) 
The disturbances on the system are defined as: 
?⃑⃑? = [
𝑢𝑅
𝑢𝑠
𝑢𝑊
] (2.15)  
The 𝑢𝑖 include both external disturbances (see Section 2.2), and the engine thrust acceleration.  They are 
defined in terms of the RSW coordinate system [7], where R is radially away from the Earth, W is normal 
to the orbit plane, and S is the appropriate right-handed third direction. 
To influence the thrust acceleration, three controls are necessary.  They are selected as the in-plane angle 
(α), out-of-plane angle (β), and a throttle (τ) which ranges from 0-1.  These angles are defined relative to the 
velocity vector (as opposed to the ?̂? direction, which is perpendicular to the radial direction).  Given 𝑇, the 
maximum available thrust, the thrust vector is: 
T⃑⃑NTW = τ [
−sin (α) cos𝛽
cos (α) cos𝛽
sin𝛽
]𝑇 (2.16)  
where this vector is defined in the NTW
 
[7] coordinate system, where T is in the velocity direction, W is 
normal to the orbit plane, and N is the right-handed third direction.   
A transformation is needed, into the RSW system before Eq. (2.16) can be included in Eq. (2.15).  The 
difference between NTW and RSW is the flight path angle.  The flight path angle 𝜙𝑓𝑝𝑎 is defined by [7]: 
sin𝜙𝑓𝑝𝑎 =
𝑒 ∙ sin 𝜈
√1 + 2 ∙ 𝑒 ∙ cos 𝜈 + 𝑒2
 (2.17)  
cos𝜙𝑓𝑝𝑎 =
1 + 𝑒 ∙ cos 𝜈
√1 + 2 ∙ 𝑒 ∙ cos 𝜈 + 𝑒2
 (2.18) 
where 𝜈 is the true anomaly.  To determine the scalar eccentricity and true anomaly from the modified 
equinoctial elements: 
𝑒 = √𝑓2 + 𝑔2 (2.19)  
𝜈 = 𝐿 − tan−1
𝑔
𝑓
 (2.20)  
7 
 
In a numerical implementation, (2.20) would be implemented using an atan2 routine which is quadrant-
sensitive.  
This finally leads to the necessary rotation: 
T⃑⃑RSW = [
cos𝜙𝑓𝑝𝑎 −sin𝜙𝑓𝑝𝑎 0
sin𝜙𝑓𝑝𝑎 cos𝜙𝑓𝑝𝑎 0
0 0 1
] T⃑⃑NTW (2.21)  
While the calculation of the eccentricity itself has no problems, the derivative has a singularity, which causes 
problems for the generation of the Jacobian whenever the eccentricity is zero.  This can be avoided by also 
recognizing that T⃑⃑NTW = T⃑⃑RSW in this case.  Thus: 
T⃑⃑RSW =
{
 
 
[
cos𝜙𝑓𝑝𝑎 −sin𝜙𝑓𝑝𝑎 0
sin𝜙𝑓𝑝𝑎 cos𝜙𝑓𝑝𝑎 0
0 0 1
] T⃑⃑NTW, 𝑒 > 0
T⃑⃑NTW,                                                            𝑒 = 0
 (2.22)  
The necessary change into a thrust acceleration, ?⃑?𝑢, that allows it to be included in Eq. (2.15) is a division 
by the satellite mass: 
?⃑?𝑢  =
T⃑⃑RSW
𝑚
= Γ⃑ (2.23)  
2.2 Disturbances 
Disturbances are straight-forward to include.  They must be phrased or rotated into the RSW coordinate 
system for inclusion in (2.15).  Drag is given as follows: 
?⃑⃑?𝐷 = −
1
2
𝜌𝑣2𝐴𝐶𝐷𝑖̂𝑇 (2.24)  
where 𝜌 is the atmospheric density, 𝐴 is the surface area, 𝐶𝐷 the coefficient of drag, 𝑣 the velocity, and 𝑖̂𝑇 is 
simply the unit vector in the velocity direction.  This is a simplifying assumption, as the atmosphere may be 
rotating with respect to the Earth, and the velocity of the atmosphere relative to the satellite may not be 
perfectly aligned with the satellite’s velocity vector.   
Aside from the velocity, the only other variable is 𝜌, the atmospheric density, which can be estimated as an 
exponential variation with altitude by: 
𝜌 = 𝜌0𝑒
[−
ℎ−ℎ0
𝐻 ] 
(2.25)  
where 𝜌0, ℎ0, and 𝐻 are all scale height constants from an atmosphere table, such as the 1976 Standard 
Atmosphere [8].  h is the current satellite altitude. 
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?⃑⃑?𝑑 of (2.26) is easily incorporated into the equations of motion by adding into the second term of Eq. 
(2.16), since both terms are aligned in the velocity direction, resulting in: 
T⃑⃑NTW = τ [
−sin (α) cos𝛽
cos (α) cos𝛽
sin𝛽
]𝑇 + [
0
𝑢𝑑
0
] (2.26)  
Gravity disturbances due to the oblateness of the Earth are equally straightforward.  It is simplest to 
implement them in their ECI formulation and apply a rotation matrix to move them into RSW. 
In ECI the accelerations due to the first four zonal harmonics are given by
 
[7]: 
𝑎𝐽2𝐼 = −
3𝐽2𝜇𝑅𝑒
2𝑟𝐼
2𝑟5
(1 −
5𝑟𝐾
2
𝑟2
) (2.27)  
𝑎𝐽2𝐽 = −
3𝐽2𝜇𝑅𝑒
2𝑟𝐽
2𝑟5
(1 −
5𝑟𝐾
2
𝑟2
) (2.28)  
𝑎𝐽2𝐾 = −
3𝐽2𝜇𝑅𝑒
2𝑟𝐾
2𝑟5
(3 −
5𝑟𝑘
2
𝑟2
) (2.29)  
𝑎𝐽3𝐼 = −
5𝐽3𝜇𝑅𝑒
3𝑟𝐼
2𝑟7
(3𝑟𝑘 −
7𝑟𝑘
3
𝑟2
) (2.30)  
𝑎𝐽3𝐽 = −
5𝐽3𝜇𝑅𝑒
3𝑟𝐽
2𝑟7
(3𝑟𝑘 −
7𝑟𝑘
3
𝑟2
) (2.31)  
𝑎𝐽3𝐾 = −
5𝐽3𝜇𝑅𝑒
3
2𝑟7
(6𝑟𝑘
2 −
7𝑟𝑘
4
𝑟2
−
3
5
𝑟2) (2.32)  
𝑎𝐽4𝐼 =
15𝐽4𝜇𝑅𝑒
4𝑟𝐼
8𝑟7
(1 −
14𝑟𝑘
2
𝑟2
+
21𝑟𝑘
4
𝑟4
) (2.33)  
𝑎𝐽4𝐽 =
15𝐽4𝜇𝑅𝑒
4𝑟𝐽
8𝑟7
(1 −
14𝑟𝑘
2
𝑟2
+
21𝑟𝑘
4
𝑟4
) (2.34)  
𝑎𝐽4𝐾 =
15𝐽4𝜇𝑅𝑒
4𝑟𝐾
8𝑟7
(5 −
70𝑟𝑘
2
3𝑟2
+
21𝑟𝑘
4
𝑟4
) (2.35)  
From these equations, the total influence of the gravity acceleration is: 
?⃑?𝐽
𝐸𝐶𝐼 =∑[
𝑎𝐽𝑖𝐼
𝑎𝐽𝑖𝐽
𝑎𝐽𝑖𝐾
]
4
𝑖=2
 (2.36)  
?⃑⃑?𝑔 = ?⃑?𝐽
𝑅𝑆𝑊 = 𝑸?⃑?𝐽
𝐸𝐶𝐼 (2.37)  
where 𝑸 is the rotation matrix between ECI and RSW, defined by: 
𝑸 = [
𝑟
‖𝑟‖
(𝑟 × ?⃑?) × 𝑟
‖(𝑟 × ?⃑?) × 𝑟‖
(𝑟 × ?⃑?)
‖(𝑟 × ?⃑?)‖
] (2.38)  
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It is finally useful to identify the relationship between 𝑟 and ?⃑? in ECI to the modified equinoctial elements 
as [9]: 
𝑟 =
[
 
 
 
 
 
𝑟
𝑠2
(cos 𝐿 + 𝜎2 cos𝐿 + 2ℎ𝑘 sin 𝐿)
𝑟
𝑠2
(sin 𝐿 − 𝜎2 sin 𝐿 + 2ℎ𝑘 cos𝐿)
2𝑟
𝑠2
(ℎ sin𝐿 − 𝑘 cos 𝐿) ]
 
 
 
 
 
 (2.39)  
?⃑? =
[
 
 
 
 
 
 
 
 
 
−
1
𝑠2
√
𝜇
𝑝
(sin 𝐿 + 𝜎2 sin 𝐿 − 2ℎ𝑘 cos 𝐿 + 𝑔 − 2𝑓ℎ𝑘 + 𝜎2𝑔)
−
1
𝑠2
√
𝜇
𝑝
(− cos𝐿 + 𝜎2 cos 𝐿 + 2ℎ𝑘 sin 𝐿 − 𝑓 − 2𝑔ℎ𝑘 + 𝜎2𝑓)
2𝑟
𝑠2
√
𝜇
𝑝
(ℎ cos 𝐿 + 𝑘 sin𝐿 + 𝑓ℎ + 𝑔𝑘)
]
 
 
 
 
 
 
 
 
 
 (2.40)  
where 
𝜎2 = ℎ2 − 𝑘2 (2.41)  
With these equations, the rotation of (2.38) is easy to calculate, and allows all the gravitational disturbances 
considered to be transformed into the RSW system.  
In summary, the drag disturbances produce the augmented Eq. (2.26), which is substituted into (2.22) and 
(2.23) to produce a combined thrust and drag disturbance.  This, combined with the gravitational 
disturbance of (2.37) makes up the full disturbance vector of Eq. (2.15). 
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Chapter 3 Single Satellite Software 
3.1 Shooting and Discretization 
There are a number of approaches for determining optimal space trajectories. [10]  These are primarily 
sorted into two key categories: direct and indirect methods.  Indirect methods are analytically more elegant, 
but for many practical problems, they reduce to two point boundary value problems (TPBVP) that can be 
very sensitive to the guess of the initial co-states.  Direct methods discretize the states and controls into a 
finite number of points and manipulate the controls along the trajectory to achieve the objectives, subject to 
satisfying the equations of motion and any problem-specific constraints.   
Based on the speed of modern computers, direct methods are generally favoured as they are well suited to 
be formed into a non-linear programming problem (NLP). The problem statement turns the flight targets 
and path constraints into the NLP constraints, while the objective function remains unchanged. [11]  With 
such a formulation, the problem can avoid an explicit definition of the usual Hamilton-Jacobi necessary and 
sufficient conditions. [12]  There have also been several new efforts in the field of evolutionary algorithms 
for solving these types of problems.  Unfortunately when formulated as an NLP, these evolutionary 
approaches do not always lead to a stable solution, and prior to settling on the current approach, a number 
of them were attempted without satisfactory results.  The non-linear programming problem formulation is 
discussed in more detail in the next section. 
After investigating indirect formulations, evolutionary methods, colocation and multiple shooting, ultimately 
it was determined that a simple shooting method provided the greatest benefit.  It is fast and robustly finds a 
local minimum solution near the initial guess.  Evolutionary methods provide the ability to search the entire 
design space and find a solution closer to the global minimum, but at a significant runtime cost and with no 
additional guarantee of success. [12]  The single shooting method can be easily wrapped by an evolutionary 
method if such a trade is desired.  As the goal was to develop a robust trajectory planning tool that ran as 
fast as possible, this extra step is not herein presented. 
The method used here to solve the two point boundary value problem is simple shooting.  Based on the 
initial boundary (at time zero), the states are propagated forward until the final time, and then compared 
against the target states.  To approximate the trajectory, the time has been discretized, and the controls (the 
in plane, out of plane, and throttle parameter) are held constant between each time point.  Based on the 
error on the final target state, a Jacobian is developed that allows for an update of the controls, and another 
forward propagation (or ‘shot’) is taken. 
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Using simple shooting, the states need not be converted into decision variables for the NLP solver, as is 
typically needed for many of the other methods.  This means the computer memory footprint is 
significantly reduced, as a single set of states can be continuously replaced with results after each forward 
integration of a given discretized step.  Single shooting has been criticized as being sensitive to control 
changes that occur early in the time history, as they can lead to large deviations of the states at later times, 
and therefore cause a lower probability of solution convergence. [10]  Multiple shooting has typically been 
cited as the solution, leading towards better convergence.  Unfortunately multiple shooting requires a much 
larger memory footprint per discretized segment, and also requires path constraints added to the NLP.  As 
such, with each added time point, additional memory needs to be allocated for states and controls, and the 
problem Jacobian gets larger at a non-linear rate; however, it is typically block-diagonally sparse. 
With simple shooting, the Jacobian of the constraints and objective with respect to the NLP decision 
variables is dense, but for this problem formulation, it is a fraction the size of that for multiple shooting.  
For a problem such as this one, with seven states and three controls, with a 100 point discretization, the 
NLP vector for a multiple-shooting formulation needs to be 1000 entries long, and the Jacobian would be 
approximately 70700 entries, of which approximately 8000 would be non-zero.  The same problem as a 
single shooting problem requires an NLP vector only 300 entries long, and would have a dense Jacobian 
with only 2100 entries, all of which are non-zero.  Despite the sparseness of the multiple-shooting 
formulation, the total number of non-zero entries remains significantly larger.   
To address the robustness concerns of single shooting, a high-order propagator, dynamic integration step-
size adjustment, and algorithmic differentiation are introduced.  All three techniques allow for a much 
higher fidelity “shot”, and a much better estimate of the Jacobian such that each iteration of the shooting 
method makes a better update of the decision parameters.  With the significant reduction of both NLP 
decision variables, and of the resultant non-zero Jacobian entries, the runtime on the single shooting 
method presented here is faster than a multiple shooting composition using all the same tool choices.  
Additionally, as there are no path constraints, if the trajectory exists and meets the final time objective, it is 
feasible within its target tolerance, and will not have any discontinuities at any intermediate time. 
Through the development of this tool, two different discretization schemes were used to control the 
resolution of the approximation of the continuous solution.  The original scheme added a fourth control to 
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each discretized point, ℎ𝑖1, which was the duration of that segment.  This meant that the total time of flight 
was the sum of all ℎ𝑖, and would naturally fall out of the solution.  This had the advantage that the solver 
was able to play very effectively with coast segments, extending or reducing their length with the change of a 
single control variable.  It also allowed for unnecessary segments to reduce themselves to zero length, and 
have the appropriate thrust and coast sequence fall out semi-naturally.  This scheme was convenient for 
integration, as the desired integration step length was exactly ℎ𝑖 for the 𝑖
𝑡ℎ step.  Unfortunately, this 
introduced a very heavy dependence of the later time segments upon the earlier ones. A change in length of 
an early segment would cause misalignment of all subsequent segments and the optimizer (SNOPT) would 
take a number of major iterations to find the new ‘correct’ optimal time lengths to re-align the thrusts or 
coasts with their originally corresponding points in the orbit.  Ultimately, this formulation was very robust 
for significantly robust initial guesses, and could search a local space for small variations in the lengths of 
each segment very effectively, however for guesses with the wrong sequence of events, it would take a much 
longer time to converge, or would occasionally stall.  Some of the local robustness was traded for a better 
global robustness, and speed of solution with the second, ultimately adopted, discretization formulation. 
The adopted formulation removes the time discretization from the NLP problem, and does not let the 
optimizer control it directly.  Instead, the total time of flight is added to the NLP decision vector.  There is 
additionally a vector identifying the start time of each segment as a percentage of the time of flight.  This 
vector is held constant for the entire optimizer call, but is updated in a new outer-loop.  This formulation 
offers a few advantages over the previous formulation.  First, the total time of flight is no longer varying 
based on every segment length, but is instead an absolute value still determined by the optimizer.  Second, 
as each segment changes its starting position, it only influences its own length, and does not move any other 
segments (as each segment’s length is determined by the difference from its start time and the start of the 
next segment).  The fact that all segment start times are a percentage of the total time of flight also allows the 
entire trajectory to scale and maintain the same relative thrust-coast balance while the time of flight varies.   
  
                                                     
 
1
 Throughout this section and Section 3.6, ℎ𝑖 and ℎ⃑⃑ are used to represent the spacing of each discretized segment.  
The choice of ℎ is a classic one for Runge-Kutta family integration methods to represent the time of integration, 
however it could lead to some confusion with modified equinoctial element, ℎ, seen in Chapter 2 and also in Eq. (3.3).  
Neither variable has been renamed, as although this would have added some internal clarification to this work, it 
would have made comparisons to other works more difficult.  It should be apparent through context to which ℎ is 
being referred. 
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The time vector takes the form: 
?⃑? =
[
 
 
 
 
𝛾0 = 0.0
𝛾1
⋮
𝛾𝑛
𝛾𝑛+1 = 1.0]
 
 
 
 
 (3.1)  
Unfortunately, this formulation does add one additional calculation, converting the new 𝛾𝑖 into the 
corresponding integration step length ℎ𝑖  into the corresponding.  This is a simple calculation, given by: 
ℎ𝑖 = (𝛾𝑖+1 − 𝛾𝑖)𝑡𝑓 (3.2)  
 Note that for 𝑛 discretized steps, the ?⃑? needs to be 𝑛 + 1 long with the final value being unity.  This is 
needed entirely for programmatic reasons, and allows the code to execute without an exception for the final 
integration step, which begins at 𝛾𝑛𝑡𝑓 as it can determine its own length like all other steps by performing 
ℎ𝑖=𝑛 = (𝛾𝑛+1 − 𝛾𝑛)𝑡𝑓. 
For all initial guesses, the time of flight and estimated number of discretized points needed to accurately 
simulate the trajectory is estimated.  The vector of segment start times is set such that all segments are of 
even length, and this is used as the first run of the inner-loop (the NLP solver’s functions).  As discussed 
below in Section 3.8, the outer-loop has two different approaches for updating this spacing for the next 
guess. 
The states of the problem are not explicitly stored but are only held temporarily to allow their integration 
based on the controls to determine the final states, which are needed in the objective and constraint 
functions.  The states are defined as: 
?⃑? =
[
 
 
 
 
 
 
𝑝
𝑓
𝑔
ℎ
𝑘
𝐿
𝑚]
 
 
 
 
 
 
 (3.3)  
The left-hand boundary of the problem is assigned as the initial values of the states.  As each integration 
step occurs, ?⃑? is overwritten with the current values of the states. 
3.2 Non-Linear Programming Problem Definition 
3.2.1 Overview 
The shooting method can be reformulated into a non-linear programming problem with a decision vector 
composed of the controls at all discretized time points and a set of constraints applied against the final 
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states, which are resultant from the forward integration of the initial states with respect to the controls.  
From a software implementation point of view, this requires a function that can take in the NLP decision 
vector and the problem parameters (such as the initial states and satellite characteristics) and output the 
constraints and objective function that is deterministically resultant from the inputs.  Given the highly non-
linear relationship between the final-time constraint errors and the controls along the trajectory, a non-linear 
programming problem optimizer such as SNOPT [13] is well suited to solve the problem. 
SNOPT is a sparse optimizer, meaning it is capable of handling problems where the system Jacobian of the 
NLP problem is mostly zero-valued.  While the single satellite configuration presented here has a dense 
Jacobian (and therefore doesn’t take full advantage of some of SNOPT’s sparse algorithms) the multi-
satellite configuration presented in Chapter 7 and onwards does.  Since the later tools build off this one, and 
since SNOPT can handle dense problems as well, it remains a good optimizer to use to ensure 
compatibility between the single and multiple CubeSat trajectory optimization programs.   
SNOPT applies a sparse sequential quadratic programming approach to problems of the type [13]: 
min 𝐽(𝑃) 
 
subject to:  𝑙𝑏𝑜𝑢𝑛𝑑 ≤ (
𝑃
𝑓(𝑃)
𝐴𝐿(𝑃)
) ≤ 𝑢𝑏𝑜𝑢𝑛𝑑 
(3.4)  
 
Here 𝑃 represents the NLP parameter vector, 𝑓(𝑃) is the set of nonlinear constraints (i.e. the direct 
transcription defects and other imposed conditions), and 𝐽(𝑃) is the cost function.   𝐴𝐿(𝑃) represents any 
linear constraints, however the formulation here phrases all constraints as non-linear, and this term is left 
out.  
The following sections formulate the objective functions and constraints in a format that is compatible with 
the SNOPT formulation. 
3.2.2 Objective Function 
The primary goal of this tool is to develop propellant-minimizing trajectories.  To minimize propellant 
consumption, the objective function is given as: 
𝐽 = −𝑚(𝑡𝑓) (3.5)  
where 𝑚(𝑡𝑓) is the value of the mass at the final time. 
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3.2.3 Constraints 
At the end of the forward propagation of the satellite states, components of the final state, 𝑥𝑓
∗, are compared 
against the target values for specific states ,𝑥𝑡𝑖, and the defects are defined as: 
c𝑖 = 𝑥𝑓
∗
𝑖
− 𝑥𝑡𝑖 (3.6)  
These defects form a constraint vector (𝑐).  The selection of the target value, 𝑥𝑡, allows a range of problems 
such as orbit-to-orbit transfers (which would contain the first five states), as well as satellite rendezvous 
(which would add in the sixth state, 𝐿) and intercept scenarios.  In the case of a rendezvous, the effective 
modulus of the 𝐿 state with respect to 2𝜋 needs to be taken prior to the comparison to a target.  The 𝐿 
target is usually expressed as a value between zero and 2𝜋, whereas the 𝐿 state is allowed to accumulate 
value to infinity.  By taking the effective modulus of the result, this comparison becomes number of 
revolutions independent. 
The modulus function itself is a non-differentiable function, and poses some incompatibility with the 
algorithmic differentiation techniques used (see Section 3.7 for a discussion on algorithmic differentiation).  
The ‘effective’ modulus can be calculated by using a standard ‘while loop’ and subtracting off values of 2𝜋 
until it falls within the target range.  Since each subtraction is safely differentiable, this approach gives the 
same value as a modulus with respect to 2𝜋, but is compatible with algorithmic differentiation.   
3.2.4 Decision Variables 
The input vector to the NLP is the agglomerated sequence of controls at each discretized point, as well as 
the total time of flight: 
?⃑? =
[
 
 
 
 
 
 
 
𝑡𝑓
𝛼0
𝛽0
𝜏0
⋮
𝛼𝑓
𝛽𝑓
𝜏𝑓 ]
 
 
 
 
 
 
 
 (3.7)  
Limits are imposed upon the values of these controls.  The throttle is bounded from 0 to 1, and the time 
length is lower-bounded at 0.  The upper bound limit on time of flight is a design parameter that can nudge 
the solver into a specific locally optimal solution.  The limits on each of the in and out of plane angles are 
all set as a multiple of positive or negative 2𝜋, giving them full freedom to revolve as needed. 
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Pontryagin’s minimum principle [14] suggests that a bang-bang throttle profile should result for a constant 
specific impulse thruster.  It is not necessary to force this condition in the NLP, as the simulations have 
shown the bang-bang control occurs naturally. 
3.3 Software Overview 
As discussed in the previous two sections, the inner-loop of the program handles the formulation of the 
non-linear programming problem inputs, as well as a full run of the NLP solver, including multiple 
evaluations of the constraints and objective function, resulting in a single candidate solution to the problem.  
The outer-loop evaluates this candidate, and depending on its feasibility and optimality, adapts the 
discretization grid to improve the solution, and triggers the inner-loop to begin again. 
This nested loop approach allows problem refinement, and while it will not guarantee a global minimum, it 
will frequently allow the algorithm to find an improved local minimum with each run of the outer-loop. 
The entire program flow can be seen in Figure 3.1.  The mission objectives are set initially and stored in a 
problem structure.  The satellite parameters (such as initial mass, volume, thruster details, initial orbit, and 
overall mission target) are set here.  These values are supplied to the guess generator, which produces an 
initial trajectory.  The trajectory is delivered to the first step of the inner-loop, where it is reformulated into 
an NLP problem that can be solved by the NLP code (SNOPT). 
 
Figure 3.1: Program Flow 
 
Inner-Loop 
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  The NLP solver calls a ‘user function’, which takes in the vector of NLP and uses it to perform a single 
shot of the shooting method by integrating the functions from the initial to final point and using adaptive 
step-sizing as needed to ensure the integration accuracy.  The final states are then used to evaluate the 
constraints and objective function, and this is fed back to the NLP solver, which iterates on the NLP vector 
and repeats this sequence.  This continues until run conditions set on the NLP solver are met (such as a 
maximum number of iterations, solution within a certain tolerance, etc.).  Exiting the solver triggers the first 
feedback condition on the outer-loop.  The entire inner-loop uses a technique known as algorithmic 
differentiation to track the forward derivatives of all NLP variables and generates the Jacobian of the 
problem on-the-fly (as opposed to after-the-fact, as would be done with finite differencing). 
The outer-loop evaluates the candidate solution and adds or moves discretization points relative to each 
other, and returns a new discretization grid to be reformulated into the next NLP problem, using the old 
output as the guess.  This outer-loop gets repeated until its exit conditions are met (such as maximum 
number of outer-loop iterations, maximum number of sequential results with optimality values similar to 
each other within a given tolerance, etc.) 
In the following sections, each of the blocks in Figure 3.1 will be discussed in more detail. 
3.4 Guess Generation 
The guess trajectory most frequently used has the in-plane angle 𝛼 = 0, the out of plane angle 𝛽 = 0, and 
the throttle 𝜏 = 0.5 for all time.  This methodology was found to be sufficiently robust, that little care is 
needed when generating the guess.  The guess sequence does not need to satisfy the constraints, nor the 
objective function.  By putting all three controls at their ‘average’ position, the solver is able to deviate from 
this starting point and find an optimal control set consistently.  It was found that when they were put at their 
maximum or minimum values, optimal results took longer to converge. 
The solutions were found to be sensitive to the expected time of flight selected during guess generation, and 
could be promoted into various families of solutions based on how many complete orbits the guessed time 
of flight represented. 
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3.5 Problem Scaling 
NLP solvers are sensitive to problem scaling [9] [13].  To address this issue and improve convergence, the 
problem is normalized by implementing a standard unit conversion.   As this is an Earth-orbiting system, 
and the objective is to have all variables be of order 1, new ‘Time Units’ (TU) and ‘Distance Units’ (DU) 
are defined as follows: 
 1 𝐷𝑈 ≡ 6378.13649 𝑘𝑚 
(3.8)  
 1 𝑇𝑈 ≡ 806.811 𝑠 
(3.9)  
The DU is selected to be approximately the radius of the Earth while the TU was selected such that the 
period of a satellite orbiting at 1 DU would be 2𝜋 TUs.  This has the additional advantage of rendering the 
gravitational constant for earth, 𝜇, to be 1 for these units.  Using these units, a circular orbit of 400 km 
altitude (6778.136 km radius) would be a circular orbit at 1.0627 DU radius, which is on the same order as 
𝛼, 𝜏, and velocity.   
3.6 Propagation 
3.6.1 Integrator 
The classic choice integration of an orbit is the “RK4” algorithm [10] [11], however this algorithm lacks two 
important aspects that modern algorithms contain.  First, it depends on an internally constant step size, 
meaning that the integration precision is constant, regardless of whether or not it is within an acceptable 
range.  Second, it has a total accumulated error of order 𝒪(ℎ4).  When ℎ has a value between 1 and 10 
canonical time units, this can lead to a practical error in forward integration on the order of 102 meters per 
integration step.  Significant propagation error is quickly accumulated and has an adverse effect on the 
accuracy of the final states and, by association, the constraints and problem Jacobian.  When derivatives are 
generated using lower-order integration methods, the errors can lead to instabilities in the NLP solver, and 
ultimately either an incorrect or failed solution. [15] 
Two advanced algorithms developed by Dormand and Prince were considered for the forward integration.   
The algorithms are called DP6(5)8M and DP8(7)13M
1
. [16]    Both algorithms, unlike the standard RK4, 
are built to generate an estimation of the integration error by integrating equations that generate two 
different orders of magnitude approximations and use the difference between them as an error term.  An 
                                                     
 
1
 In their original papers, these were referred to as RK6(5)8M and RK8(7)13M, as they are of the Runge-Kutta family 
of algorithms, however time has renamed them after Dormand and Prince, and most modern publications use the 
‘DP’ prefix. 
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adaptive step size algorithm can be formulated around this error feedback, rejecting integration steps that 
are insufficiently accurate, and reducing the step size appropriately to ensure accuracy.  The DP6(5)8M is a 
5
th
 order approximation, using a 6
th
 order approximation for verification of the step-size accuracy, while the 
DP8(7)13M is a 7
th
 order approximation with an 8
th
 order verification for the step-size accuracy.  The 3
rd
 
number in the algorithm identifier is the number of internal steps needed for the estimation.  The RK4 
algorithm is often preferred because its 4
th
 order estimation requires only 4 internal steps.  The DP8(7)13M 
takes 13 internal calculations per forward integration, while the DP6(5)8M takes only 8 internal calculations.  
Intuition would suggest that a trade is available between computation speed (less steps) and integration 
accuracy (higher order).   
The results are rather surprising: because the DP8(7)13M is more accurate due to its higher order, it 
requires fewer iterations of the adaptive-step size algorithm, and can take larger steps with more accuracy 
than the DP6(5)8M.  As such, despite taking more internal steps, DP8(7)13M is both more accurate and 
faster for problems desiring a high order of integration accuracy.  A number of different test cases of various 
single satellite trajectory optimization problems were used to compare the two algorithms, and Table 3.1 
shows the results from the case with the largest discrepancy.  In all cases, the integration step size tolerance 
was set to 1. 0 × 10−10, and the associated optimizer feasibility and optimality output tolerance on their 
solutions was recorded.  This means that for every example, DP8(7)13M and DP6(5)8M both reported the 
same order of integration precision, but as Table 3.1 demonstrates, this did not result in a solution quality 
on the same order, nor in the same run time. 
Table 3.1:Comparison of Integration Methods 
Algorithm Feasible Optimal 
# Major 
Iterations 
Run 
Time 
DP8(7)13M Yes:  8.3 × 10−10 Yes: 7.0 × 10−7 18 5.58 s 
DP6(5)8M Yes: 2.1 × 10−10 
No: 
7.2 × 10−6 
49 663.55 s 
 
Table 3.1 shows that the DP8(7)13M is superior at a medium level of precision.  The run time is shorter 
because the adaptive step-size algorithm does not need to reject or repeat as many steps, nor does it need to 
reduce the step size as much to achieve the same integration accuracy.  The reduction in the number of 
major iterations is a reflection of the improved quality of Jacobian being generated by this algorithm.  It 
should be noted that these results were obtained on a Core 2 Quadro processor, with 4 gigabytes of ram, 
under a Windows 7 64-bit operating system.  
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All the work presented throughout the rest of the document uses the DP8(7)13M algorithm exclusively.   
3.6.2 Adaptive Step Size 
Integration-level adaptive step size is used to improve the integration accuracy.  This entails taking the 
segment length, ℎ𝑖, and dividing it into smaller steps, 𝛿𝑞.  The length of each  𝛿𝑞 can be different, and the 
number unknown, however the sum of all 𝛿𝑞 will equal exactly ℎ𝑖 for a given segment.  The adaptive step 
size is not to be confused with the ability to change the length of ℎ𝑖, which is discussed in Section 3.8. 
The adaptive step sizing used is an extension of an algorithm suggested in Numerical Recipes [17].  Given 
the integration error returned by the DP8(7)13M algorithm,  ∆𝑒, which is the maximum integration error 
among all the states, the updated instantaneous integration step size can be given as: 
 
𝛿𝑞+1 = 𝛿𝑞 ∙ 𝑆 ∙ (
∆𝑒
∆𝑡
)
1
𝑜𝑟𝑑𝑒𝑟
 (3.10)  
Where ∆𝑒 is the error in current step-size, while ∆𝑡 is the target precision error (typically selected to be 
10−10 as a compromise between accuracy and program speed), and S is a safety factor.  𝛿𝑞 is the 𝑞
𝑡ℎ 
iteration of the current integration step length, and 𝛿0 would initialize at ℎ𝑖, the total step length of the 𝑖
𝑡ℎ 
segment. The 𝑜𝑟𝑑𝑒𝑟 is a measure of the order of error in the method used, (8 for the DP8(7)13M).  The 
safety factor is to ensure there is always a change in the correct direction of the step size, such that it does 
not get caught in an infinite loop.  On each forward integration, the ∆𝑒 is compared to the ∆𝑡.  When the 
actual error is greater than the target, the current forward step is rejected, the step size, 𝛿𝑞, is updated as per 
(3.10), and it is repeated and checked again.  In such a case, 𝑆 = 0.98.  When the error is less than the 
target, the current step is retained, however on the next pass 𝛿𝑞 is adjusted with 𝑆 = 1.01 to ensure that the 
step gets larger, potentially saving computational time. 
3.7 Algorithmic Differentiation 
3.7.1 Overview 
In using the shooting method, knowledge of the change of the constraint satisfaction at the final time with 
respect to the controls is necessary.  In this particular formulation, the Jacobian of the constraints and of the 
objective function with respect to the control vector is returned to SNOPT, which uses this information to 
generate the next iteration of the NLP solution attempt. 
Only in very rare cases is the Jacobian available from an analytical formula.  For most cases, a numerical 
method is required.  The most common approach (and the one built into SNOPT) is finite differencing.  It 
is well understood, however, that finite difference methods are subject to a round-off truncation error.  
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Based on current machine precision of computers, this is often on the order of 10−6 or worse. [18]  While 
one might suspect that derivatives on the order of 10−6 accuracy would correlate with achieving feasibility 
or optimality on the same order, in practice this work has found that the derivatives need to be of much 
higher accuracy for an NLP solver to resolve a solution reliably. 
Algorithmic differentiation depends on the principle that all mathematical algorithms can be broken down 
into a series of elementary mathematical operations.  These elementary operations have well known 
derivatives.  Using advanced programming techniques, a new class can be designed which contains both the 
standard floating point double-precision number, and a secondary array of the instantaneous vector of 
derivatives of a given variable with respect to all other variables.  This class can have defined new versions of 
the standard mathematical operations, such that they operate on both the ‘real’ component and on the 
derivative. [18]  For simplicity, let’s define two of these augmented class variables such that: 
𝑌 =  [
𝑦
𝑦′ =
𝑑𝑦
𝑑𝑥
] 
𝑋 = [
𝑥
𝑥′ =
𝑑𝑥
𝑑𝑥
] 
(3.11)  
Take for example a simple line of code in a one dimensional example: 
𝑌 = 𝑋 ∙ sin𝑋 (3.12)  
At this point in the code, the current value of 𝑌 is not relevant; it may even be uninitialized.  Assume that 
the program has stored a ‘real’ component of 𝑥 = 2 within 𝑋.  Typically, the program would be configured 
to take all derivatives in terms of 𝑥, the second component of 𝑋 and its derivative will be 
𝑑𝑥
𝑑𝑥
= 1, by 
definition, and needs to be set by the programmer for this approach to work.  When the program sees line 
(3.12), the overloaded functions for the elementary operations ‘multiply’ and ‘sine’ will be called.  The 
resulting program will effectively take the following steps: 
1. Store in 𝑦 the value of 𝑦 =  𝑥 ∙ sin 𝑥 |𝑥=2,𝑥′=1 = (2) ∙ sin2 = 1.818 
2. Store in the  𝑦′ = 𝑥′ ∙ sin 𝑥 + 𝑥 ∙ cos 𝑥 ∙ 𝑥′|𝑥=2,𝑥′=1 = (1) ∙ sin2 + (2) ∙ cos 2 ∙ (1) = 0.0770 
3. Assign 𝑦 and 𝑦′ back into the storage locations of 𝑌 such that  𝑌 = [
1.818
0.0770
] 
In practice, the behind-the-scenes steps taken by the code is slightly more complicated, in that it cannot 
intuitively produce either line 1 or line 2 without breaking them down into much smaller operations and 
using hidden temporary variables.  For the programmer, however, this becomes a much simpler operation; 
the code would only have the single example line of (3.12), and 𝑌 would immediately be storing the values 
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shown on line 3 above.  This could continue for an entire program, with the programmer operating and 
treating 𝑌 and 𝑋 like normal, double floating precision variables, retrieving their ‘real’ component as 
needed.  Once it is determined that the final derivative is required, the second component of the 
augmented class is retrieved. 
The previous example was a simple, one-dimensional case, where both variables were intended to store 
derivatives with respect to 𝑥.  This concept of algorithmic augmentation of standard mathematics can be 
easily extended such that the second component is not a single derivative, but instead an array of derivatives.  
With this augmentation, the program can proceed to do its intended function (in our case, forward integrate 
systems of equations) and at any time, the program can extract the instantaneously accumulated derivative of 
whatever variables they are using with respect to whichever variables the class was configured to track. 
Unlike with a finite differencing method which modifies the output of a given algorithm to attempt to 
deduce the derivative, with an algorithmic differentiation method, the program quietly builds the derivative 
in the background.  There are no truncation or round-off errors inherent to the method, and so it produces 
derivatives accurate to machine precision.  When this approach is applied against the DP8(7)13M 
integrator, the derivatives will be accurate to the same precision as the adaptive step-size is set to maintain, 
because the integrator itself is now the limiting factor on accuracy.  This is still a multiple orders of 
magnitude improvement for the overall program accuracy, as the semi-arbitrary accuracy of a finite 
difference model has been removed, and replaced with the controllable accuracy of the integrator itself. 
The use of algorithmic differentiation, combined with the robustness of the Dormand-Prince integrator and 
the adaptive step-size algorithm, creates a flexible and accurate satellite propagator.  While the disturbances 
presented in this work include only a simple exponential drag and the first four tesseral gravity harmonics, 
these techniques will automatically adapt appropriately to higher fidelity models.  High accuracy Jacobian 
derivatives will result from the algorithmic differentiation without additional analytic manipulation or 
formula development is needed.  It is sufficient for the programmer to simply include any augmented force 
models into the equations of motion. 
There are several ways to implement algorithmic differentiation, and the next two subsections briefly discuss 
the options.  The last subsection discusses the details of the implementation used. 
3.7.2 Source Transformation vs. Operator Overloading 
Algorithmic differentiation is divided into two primary families, each of which has a number of different 
implementation methods.  The first family comprises run-time methods that take advantage of pure 
programming techniques to calculate the derivative as extra code being called by a function, class or 
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operator overload.  The second family involves code conversion techniques, which operate at compile time 
to generate new code on the fly.  In essence, the code is run through a pre-processor that augments it with 
line-for-line additional code to calculate the derivatives.  The program is then subsequently compiled with 
the extra code inserted.  
Source transformation methods offer a number of advantages.  They are generally faster during runtime 
execution, as the compiler is able to directly optimize the combined program.  They trade this for a 
substantial compile-time slowdown, and they render real-time debugging of the program very difficult.  They 
are also typically more difficult to implement, and require a larger change to even the original source code 
to appropriately tag it for preprocessing.  Code conversion is occasionally the only option for languages that 
do not support overloading, such as FORTRAN. [19] [20]   
With a run-time operator-overloading approach, the original algorithms are left unchanged, but all the 
variables are declared as part of a new type of variable (for instance, a double-type variable may now be an 
adouble variable).  Using the techniques of the language, the elementary math operations of the new 
variable types can be overloaded (i.e. replaced with associated operations that maintain the ‘real’ 
component, but also operate on the derivatives).  As such, readying a program for an operator overloaded 
formulation is less work, and easier to implement.  This does frequently come at a speed reduction, 
especially for vector derivatives (as are necessary for a NLP solver) as there can be significant behind-the-
scenes iteration over “for loops” to handle the multitude of hidden derivatives associated with each variable, 
and these iterations must be repeated for each elementary operation on each line of code.  These methods 
are typically much easier to debug, however, as the algorithmic differentiation implementation is simply a 
library being called within the code to provide the new variable types.  As this work was built in C++ both 
overloading and object-oriented techniques are available therefore a run-time operator overloading 
technique was implemented for this work. 
3.7.3 Taped vs. Tapeless 
Within the category of operator overloading techniques, there are two primary subcategories.  The more 
classical approach is to generate a ‘tape’.  The taping technique involves first flagging variables as 
independent and dependent variables.  The program, during run-time, performs a tape ‘recording’ as a 
preparatory step.  This tape recording runs the code to be differentiated once and memorizes the sequence 
of calculations needed to generate the derivatives.  For each subsequent call to develop the derivatives for a 
given block of code, the tape is simply ‘replayed’ with different inputs, and the derivatives are read out.  
While not as fast as a pure code-conversion approach, the taping method is still significantly faster than 
other derivative methods (such as finite differencing) [20].  It also allows the so-called ‘reverse-mode’ 
algorithmic differentiation, which generates the derivatives of the inputs with respect to the outputs.  (This 
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work requires a forward-mode derivative set, i.e. the outputs with respect to the inputs, for use in 
formulating the Jacobian).  Unfortunately, the tape mode expects a fully deterministic output for a given 
replay of the tape.  If the code to be derived has any amount of adaption or branching (i.e. if it contains 
things such as ‘if statements’, or loops that may run different numbers of iterations based on different 
inputs) the tape must be re-recorded, and all benefits of a taped approach are lost. 
Due to the automatic integration sub-step resizing discussed in Section 3.6.2, the taped approach was found 
not to be deterministic for this problem’s formulation, and therefore could not be used.  This meant a 
tapeless operator overloading approach had to be used. 
The tapeless approach is most closely related to the theoretical performance of algorithmic differentiation.  
The new variable types are usually object-oriented classes with derivative members and overloaded 
elementary math operations.  For each line of code using one of the new algorithmic differentiable 
variables, a class member function representing the elementary math operation in question is triggered.  It 
operates first on the ‘real’ part of the equation and then augments and stores the updated derivatives of its 
variable, based on the variable’s interaction within the equation.  This method is by far the slowest of the 
algorithmic differentiation techniques, and in a poor implementation, can have runtimes on the same order 
as finite differencing due to all the extra computations and dynamic memory allocation happening in real 
time.  It also cannot perform a reverse-mode differentiation, since it retains no ‘memory’ of the previous 
activities in which its variable was involved.  It is, however, the most versatile of the options, and easily 
accommodates for branching or iterative code.  Despite its slowness, it still offers machine-precision 
accuracy (limited by any assumptions or limitations of the algorithm it is differentiating), and this proves to 
be a worthy trade when compared to any other derivative technique. 
3.7.4 Implementation 
Instead of building a new algorithmic differentiation scheme
1
, this work incorporates an existing software 
library with over twenty years of heritage development, called ADOL-C.  The incorporation of ADOL-C 
with a Dormand-Prince integrator and SNOPT is a new contribution within astrodynamics.  In the chosen 
implementation of ADOL-C [20] (as the library provides a number of variations on algorithmic 
differentiation) an overloaded class as described above is provided, and it is sufficient to declare all variables 
                                                     
 
1
 Using an existing scheme was selected to reduce programming effort and take advantage of heritage code.  While this 
worked well for the single-satellite version of the code, Chapter 6 presents a wholly new algorithmic differentiation 
approach that became necessary for speed improvements, and represents a greater contribution to computational 
optimization. 
25 
 
of this new class type to be able to retrieve the Jacobian.  The overloaded elementary operations available 
from this package are given Table 3.2. 
Table 3.2:ADOL-C Operators [20] 
Elementary Operation Implementation Extent 
+, -, * / Smooth and complete 
exp, log Smooth and complete 
sin, cos, tan, asin, acos, atan, atan2 Smooth and complete 
sqrt, pow Infinite slopes at domain boundaries 
fmax, fmin, fabs, floor, ceil Undefined for certain values 
For the last two rows of this table, the programmer does have to take some precautions to avoid 
singularities, especially at the origin.  These are not limitations of this software package, but in fact 
limitations of numerical methods in general, which are frequently overlooked when using other techniques.
1
  
Without proper zero-trapping, the derivatives may be undefined, which can quickly propagate through the 
entire program implementation, wasting a run of the NLP solver. 
3.8 Outer-Loop Grid Discretization 
3.8.1 Overview 
The collective set of discretized points as they relate to their position from initial to final time is henceforth 
referred to as a grid.  As mentioned earlier, the discretized control points are held in place for a given run of 
the NLP solver.  Similarly, within any given integration step, the controls are held constant between each 
control point.  While the adaptive step-sizing can assist with the integration accuracy (generating sub-step 
lengths until time ℎ𝑖 has passed for the 𝑖
𝑡ℎ segment), the selection of the temporal locations of the control 
points, 𝛾𝑖, can also influence the quality of solution.  During relatively disturbance-free portions of the orbit 
(i.e. during coast arcs) the integration remains accurate with less frequent control points; during quick 
maneuvers, more control points are needed, both to improve the integration, but also give the control 
granularity needed to enable the satellite to achieve the objectives.     
The use of grid refinement, as an outer-loop activity, has been shown to be successful in improving the 
integration accuracy. [9]
 
[21]
 
[22] [23]  The choice of metric to determine the best refinement of the next 
grid varies; frequently the error on the integration is itself used [23], or two integration techniques of 
                                                     
 
1
Example: What is the derivative of the fabs(x) function?  When approaching from the left?  From the right?  Do you 
assign the derivative’s sign to be sign(x)?  What about fabs(0)? 
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different orders are compared and the higher order technique (such as a Hermite-Simpson) is used to 
determine the error [21]. Recently Zhao proposed a cumulative density function on the thrust profile to 
determine the discretization.
 
[22]  Here Zhao’s idea is extended by using an outer-loop evaluation of the 
cumulative density of the thrust profile to not only affect grid shape for improved integration, but also to 
determine the next iteration inner-loop thrust profile.  Typically, when grid spacing updates occur, they are 
considered refinement: maintaining all existing points while adding additional points in areas identified to 
be sensitive.  The method outlined here uses the same cumulative density concept of Zhao
 
[22], however it 
invokes a different algorithm to determine the desired next-iteration grid size, and allows the refinement to 
not only add points, but also relocate or remove points.  Areas with low impact, such as coasting, will 
receive less influence on the optimization during the next inner-loop iteration, while areas of thrusting will 
receive more points, or have points shifted, to better allow the optimizer to adjust the control magnitude 
around sensitive areas.  This new algorithm is described in Section 3.8.2.   
Once an optimal result has been found, the new algorithm is replaced with a more traditional refinement 
algorithm, described in Section 3.8.3, which can only add additional points, and not relocate or remove 
them. 
3.8.2 Adaptive Grid 
The new algorithm constructs a weighted cumulative density function (CDF) of the throttle at each point.  
The weighting was added to encourage the points to be placed in locations that promote the known optimal 
shape of such problems: a bang-bang solution.  The formula is as follows: 
𝑐𝑑𝑓𝑖+1 =
{
 
 
𝑐𝑑𝑓𝑖 + ((𝜏𝑖 > 0.5)? (
1.0
𝜏𝑖
∙ (𝑡𝑖+1 − 𝑡𝑖)) : (
1.0
1.0 − 𝜏𝑖
∙ (𝑡𝑖+1 − 𝑡𝑖))) , 𝜏𝑖 > 0
𝑐𝑑𝑓𝑖, 𝜏𝑖 = 0
 (3.13)  
This formula
1
 puts a mirrored inverse weighting on the thrust such that cumulative density increases at a rate 
of 1.0 units per time unit when the thruster is at 100% power (𝜏 = 1.0), but at an even faster rate (
1.0
𝜏𝑖
) 
between 0.5 and 1.0.  This forces the cdf to add artificial weight to areas that are not Pontryagin optimal, 
such that the NLP solver will have more ‘play’ due to the increased discretization in that area.  This extra 
flexibility allows SNOPT to better push towards 𝜏 = 1.0 or 𝜏 = 0.0 values, as it does not need to settle on 
some intermediate value to approximate a bang-bang switch which should have occurred within the time 
span of the original discretization.  The mirroring effect found in the second half of the formula ensures 
                                                     
 
1
 This formula is presented using the ternary operator (condition?true:false) for compactness. 
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that the values of 0.0 < 𝜏 ≤ 0.5 also increase with the same weight as their opposite values above 0.5, with 
decreasing weight placed as it approaches the 0.0 value. 
Once the weighted cumulative density function is developed using Equation (3.13), and then normalized to 
be from zero to one, it is used to place points.  The desired spacing on the new grid is equal to one over the 
number of points in the previous grid.  Points are read from the weighted cumulative density function graph 
(such as Figure 3.2) in equal spacing of this amount, and the matching normalized time values generate the 
new grid (and can be directly assigned into the new ?⃑?).  Figure 3.3 shows the grid before and after adaption, 
using the Figure 3.2 CDF.  The resulting grid is then used to re-formulate the NLP, with all controls set at 
each point to match their interpolated position on the previous grid.  As can be seen in Figure 3.3, this 
method allows not only for additional control points, but also to shift when and how long control occurs, 
fundamentally changing the input into the next iteration of the inner-loop.  This does not guarantee that the 
new input is feasible, but if the grid adaption was called, it is likely because the previous result was 
infeasible, so a major change in the input is being requested. 
 
Figure 3.2: Example Weighted Cumulative Density Function 
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Figure 3.3: Before and After Grid Adaption 
3.8.3 Augmented Grid 
Once a feasible and optimal result is determined by the inner-loop, the outer-loop changes purpose and no 
longer performs the grid adaption algorithm, but instead a traditional grid refinement is employed.   
For the grid refinement, all the points involved in the first optimal solution found are designated as ‘core’ 
grid points.  For the refinement, all core points are maintained and desired spacing is determined.  Points 
are then repeatedly placed until all points are separated by a target maximum spacing, typically half as large 
as the previous iteration.  This can be seen in Figure 3.4. 
On subsequent iterations of this refinement algorithm, only the core points are maintained.  Any new points 
are discarded, and the next set of new points is added based on the new desired spacing.  This spacing is 
still based on the previous iteration’s spacing and will therefore be a smaller gap than on former iterations.   
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Figure 3.4: Example Grid Refinement 
The reason for rejecting all existing points is made clear through a simple example.   For any two given 
‘core’ points that have a significant gap between them, the first iteration spacing may require only 1 point 
placed: at the midpoint.  On the next iteration, with half the spacing size, perhaps only two points are 
needed to bridge this original gap, at the 1/3 and 2/3
 
distance between the core points.  If the first-iteration 
mid-point was maintained, the spacing would be a 1/3 gap, two 1/6 gaps, and another 1/3 gap.  There would 
be an extra point accumulated, and this would unnecessarily slow down the solution.  Since the ‘core’ points 
are known to be sufficient for a feasible and optimal solution, the slight relocation by 1/6 of the original 
midpoint is acceptable, and the addition of a new point will only further add to the solver’s ability to refine 
the solution.  Since the expected spacing on subsequent runs is usually related to the total number of points 
of the previous run, retaining only 2 additional points (instead of 3) for this example gap will have an impact 
on the minimum spacing needed for the next iteration; jumping to too large a number of points will quickly 
lead to even smaller gap spacing, mandating even more points on the proceeding iterations.  The growth of 
points was found to quickly become exponential when all points were retained, and while this did produce 
very smooth and accurate trajectories, it came at an ever more significant runtime cost.  The choice to keep 
only the ‘core’ points on subsequent runs and re-evaluate all the other points has been found to allow the 
solver to run faster (less point accumulation) while still producing accurate results.   Additionally, by 
maintaining all the core grid points, the next NLP formulation provided as a guess to the solver is feasible, 
while also allowing the optimizer to find an optimal solution with more stringent optimality tolerances within 
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its local search area.  This often allows initially coarse optimal solutions to be improved due to the added 
flexibility.   
3.9 Software Tuning Parameters 
The software has a number of tuning parameters that can be manipulated to control the initial and final 
targets and the properties of the satellite in question.  These are stored in a text file and generated 
automatically by the guess generator, based on input parameters.  The full list of tuning parameters, and 
general default values are given in Table 3.3.  Unless otherwise stated, all simulations use these default 
values. 
Table 3.3: Default Parameters 
Parameter Description Default Value 
Distance Units (DU) Conversion 6378.13649 km 
Time Unit (TU) conversion 806.811 s 
Satellite Drag Coefficient 2.2 
Satellite Surface Area 0.0495 m2 
Maximum Satellite Thrust 0.005 N 
Satellite Specific Impulse 75 s 
Satellite Initial Mass 3 kg 
Maximum Inner-Loop Iterations 500 
Maximum Number of Outer-Loop Iterations 10 
Optimizer Feasibility Tolerance 10−10 
Optimizer Optimality Tolerance 10−10 
Integrator Maximum Acceptable Integration Error 10−10 
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Chapter 4 Single Satellite Missions 
4.1 Comparison to In-Plane Analytic Solution 
The simple in-plane transfer is a well-studied problem, with known analytical solutions for impulsive 
engines, and accepted analytical approximations for low thrust.  Wiesel’s [24] solution, most recently 
represented in the 2
nd
 Edition of Prussing and Conway [25], states that the time of flight for an optimal low-
thrust orbit-raising circle-to-circle transfer is given by: 
𝑡𝑓 =
√𝜇
Γ
(𝑎0
−1 2⁄ − 𝑎𝑓
−1 2⁄ ) (4.1)  
An estimate of the total Δ𝑣  for the maneuver is given by: 
Δ𝑣 = √
𝜇
𝑎0
−√
𝜇
𝑎𝑓
 (4.2)  
This analytical solution depends on a number of assumptions.  First, the solution assumes that the thrust 
acceleration, Γ, is constant.  Second, it assumes that the thrust is always on and therefore a propellant-
minimum solution shall also be time minimal.  As formulated, this analytic solution is also only applicable 
to orbit-raising cases.  Finally, it assumes that the thrust is always aligned with the velocity vector to produce 
the optimal propellant consumption.  While this is true instantaneously, it does not yield the true optimal 
value when the full time span is taken into account. [25] It is useful to further note that Eq. (4.2) is the well-
known ‘Edelbaum Equation’ for calculating Δ𝑣 for an in-plane spiral low-thrust transfer. [3] 
It is interesting to compare the capabilities and limitations of the developed software against the assumptions 
of the analytical solution.  In its full operational mode, the solver allows time of flight to be free, does not 
assume or enforce the optimal thrust direction, and does not insist on having the engine always on.  Finally, 
it does not make the assumption that the thrust acceleration is constant (but does allow an increase in thrust 
acceleration over time as mass is shed through engine operation).  An illustrative example is presented:  
consider a 400 to 500 km circle-to-circle transfer at zero inclination, with a 5 mN of thrust and 75 s of 
specific impulse engine.  The Wiesel analytic solution predicts a transfer time of 33570 s, and a total Δ𝑣 of 
0.05595 km/s.  Recall that 𝑐 = 75 𝑠 ∙ 9.806 = 735.5 𝑚/𝑠.  The associated mass consumption, 𝑚𝑐, for an 
always-on, constant thrust engine running for 33570 s is easily calculated as: 
𝑚𝑐 =
T
𝑐
𝑡 =
0.005 𝑁
735.5 𝑚/𝑠
33570 s = 228.21 g (4.3)  
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Note that this is different from the value of mass calculated from the rocket equation, given the Δ𝑣 of 
0.05595 km/s.  This results in a value of: 
𝑚𝑐 = (1 − 𝑒
−
∆𝑣
𝑐 )𝑚0 = (1 − 𝑒
−
55.95 𝑚/𝑠
735.5 𝑚/𝑠)3 kg = 219.75 g (4.4)  
This solution is the optimal mass consumption, the true minimum amount of mass converted into energy 
that would allow a transit between the energy states represented by the 400 km and 500 km circular orbit.  
The difference in mass between (4.3) and (4.4) can be attributed to the time of flight of 33570 s.  This time 
of flight is longer than is actually necessary to achieve transfer (as will be shown through simulation and can 
be seen in Table 4.1).  The elongated time of flight, calculated using Eq. (4.1) results from the assumption 
of constant thrust acceleration, whereas the rocket equation used to calculate the mass in (4.4) inherently 
takes into account the change in mass throughout the maneuver and therefore change in thrust acceleration.  
Fourteen simulations were run on the same base problem, with each of the assumptions in either an active 
or inactive state.  Enforcing the time of flight, throttle, or angle constraints was implemented by putting their 
upper and lower limits to the desired value.  For instance, to enforce the thruster to always be on, the 
throttle upper and lower limits were both set to 1.0.  To enforce constant thrust acceleration, the code 
needed to be recompiled, changing the code which implemented equation (2.23) to a constant value 
assignment.   Unfortunately, because of the higher order of integration accuracy and stringent feasibility and 
optimality request levels, not every combination of constraints led to a valid solution.   Table 4.1 shows each 
of the test cases, which constraints were active, and the associated result.  All cases were seeded with a time 
of flight matching the expected Wiesel analytic value, and as this is a circle-to-circle transfer, had final targets 
for the first 5 states: p, f, g h, k.  No final target was placed on the true longitude, L. 
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Table 4.1: Constraints on Runs Comparing Against Wiesel Solution 
 Constraint    
Case 
Number 
Thrust 
aligned 
with 
Velocity 
(𝛼 = 0) 
Throttle 
always on 
(𝜏 = 1.0) 
Constant Thrust 
Acceleration 
(Γ = 1. 6̅ × 10−6) 
Time Forced to 
Match Analytic 
Solution 
(𝑡𝑓 = 33570𝑠) 
Result 
Time of 
Flight (s) 
Mass 
Consumed 
(g) 
1 Active Active Active Active Infeasible   
2 Active Active  Active Infeasible   
3   Active Active 
f:1e-5 
o:1e-6 (33570.0) (228.21) 
4  Active Active Active 
F:5e-7 
o:5e-7 (33570.0) (228.21) 
5 Active Active   
f:1e-7 
o:1e-6 (33384.5) (226.95) 
6 Active   Active Optimal 33570.00 219.75 
7  Active   Optimal 32469.75 220.73 
8  Active Active  Optimal 33571.77 228.21 
9  Active  Active Optimal 33570.00 228.21 
10    Active Optimal 33570.00 219.75 
11   Active  Optimal 33706.51 228.21 
12 Active  Active  Optimal 33636.51 228.21 
13 Active    Optimal 33475.94 219.75 
14     Optimal 33139.12 219.75 
Analytic 
Solution Active Active Active Active  33570 228.21 
 
The simulations are broken into two broad categories: those that met the standard feasibility and optimality 
tolerance requirements (10−10 each respectively) and those which were infeasible under those 
requirements.  The latter category is presented in the top half of the table and those solutions have brackets 
about their time of flight and mass consumption.  Additionally note that for all solutions, an integration 
tolerance of 10−10 was also maintained through the adaptive integration step size, and they were integrated 
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after completion and verified to maintain the targets.  The final row of Table 4.1 gives the Wiesel analytic 
solution.  
First it is interesting to examine the ‘failed’ cases which could not achieve the target optimality and 
feasibility.  Case 1 is a numerical approximation of all four assumptions from the analytic solution.  It is 
logical why this must fail, and the result springs from the differences in mass consumed from (4.3) and (4.4).  
Given the throttle-always-on constraint and the fixed time of flight constraint, Case 1 can only result in a 
time of flight exactly 33570 s, with a mass consumption of 228.21 g.  Applying the rocket equation to a mass 
consumption of 228.21 g results in a ∆𝑣 of 0.05819 km/s.  This will overshoot the 500 km circular target 
orbit, unless some other control application allows a wasting of energy; however, with a fixed in-plane angle 
there are no available feasible maneuvers which would accomplish this.  As such, it is truly impossible for a 
formulation that has the in plane angle, throttle, and time of flight all fixed to find a feasible solution.  Case 
2 removes the constant thrust acceleration constraint, but it was not the governing concern causing 
infeasibility, and this case remains impossible. 
Cases 3 through 5 represent a set which were not feasible or optimal within the originally requested 10−10 
feasibility and optimality.  Each of these requirements were relaxed until the problems were solved, thus 
identifying the accuracy of their solutions given the constraints.   
It is interesting to note that there are more solutions which have the time-locked constraint active among the 
infeasible and low-feasibility solutions, than there are among the feasible solutions.  Clearly the time of flight 
estimated by Wiesel is in fact not an optimal solution unless you can reduce the total ∆𝑣 in some other way.  
This is further reinforced by the fact that not a single one of the feasible results have both the throttle and 
in-plane angle locked; this combination clearly limits the solver’s ability to reduce the ∆𝑣, and it cannot find 
a high fidelity solution.   
Further, the question might be raised about why the feasibility tolerance is strict as the default, given Cases 3 
through 5 do prove that solutions exist at a 10−6 to 10−7 order.  Given the normalization scaling (discussed 
in Section 3.5), an error of exactly  1 × 10−7 converts to an error of 0.6 m.  For a large, traditional satellite, 
0.6 m might represent a successful mission, rendezvous, or intercept; however, this tool targets CubeSat-
class missions.  Two 3U CubeSats could pass side by side in a 0.6 m space, and not interfere with each 
other in any way.  As such, an error on this scale is insufficient to guarantee a successful mission when 
discussing picosatellites.  By targeting 10−10, the mission is handled with sufficient precision that composite 
errors from multiple satellites or other unexpected defects can easily be absorbed within the scale tolerance 
of the error.  As such, Cases 3 through 5 each represent a combination of constraints that is not sufficiently 
robust for use with a CubeSat mission, and requires further relaxation or an alternate combination. 
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Investigating the feasible and optimal solutions, it is clear that once the fixed time of flight is relaxed, there 
are solutions with both a longer (Cases 8, 11, 12) and shorter time of flight (Cases 7, 13, 14).  Clearly the 
solutions that are longer are not globally optimal solutions, but it is interesting to note that even with those 
cases, the mass consumption does not exceed 228.21 g.  This suggests that those cases are reducing the 
throttle to a non-zero non-maximum state during some portion of their flight to achieve intermediary mass 
consumption.  This must also be true of Case 6 and Case 10, which both achieve the idealized mass 
consumption in the predicted time of flight, necessitating a period of coasting or reduced thrust.   
Case 13 differs from Case 14 only by a thrust alignment constraint.  The times of flight are different, but the 
mass consumed is the same.  This results from varying periods of coast, but the same resultant total thrust-
on time. 
The critical point to the entire experiment, however, derives from Case 14.  In this methodology’s most 
natural run environment – i.e. with no constraints -- the solution matches the optimal propellant 
consumption minimum predicted by the rocket equation in Eq. (4.4), which used the ∆𝑣 from Eq. (4.2): the 
difference in the velocity between two circular orbits.  This result reinforces the fact that the solver in its full 
form is robust and adaptive, and able to find an improved solution over the Wiesel analytic solution. 
 Taking this one step past the theoretical analytical solution, this problem was solved again, with the addition 
of disturbances 𝐽2 through 𝐽4 and drag.  The time of flight is found to extend to 33410.25 s, and associated 
burn arcs consume 219.66 g of fuel.  Despite an increase of only 271.13 s over the previous solution, a coast 
has now been added which is 1145.75 s long (about 1/5
th
 of an orbit).  This suggests that the solver is now 
taking advantage of some of the disturbances to improve its trajectory. 
4.2 Comparison to Out-of-Plane Analytic Solution 
Having shown in the previous section that this solver is capable of base-lining previously published results 
and further, finding more optimal results for relaxed in-plane problems, the next step is a similar 
demonstration for out-of-plane solutions. 
When considering out-of-plane problems for low thrust trajectories, comparisons must be made to the 
classic Edelbaum solution.
 
[3]
 
[4]
 
[26]  The Edelbaum algorithm applies to a minimum-time orbit, and 
therefore assumes thrust is always on. As with the Wiesel approach, it also assumes constant thrust 
acceleration, and therefore the minimum time solution will be the minimum mass solution.   
Based on the limited thrust and propellant available on a CubeSat, only very small inclination changes are 
within the reachable set before all propellant will be consumed.  As such, the case to be compared is again 
an orbit-to-orbit transfer from 400 km altitude to 500 km altitude, but with the addition of a 2° inclination 
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change.  This is a good initial case as such a transfer is at the edge of the reachable set available to a CubeSat 
with the power and mass restrictions imposed by the form factor.  This problem was solved with 5 mN of 
thrust at 150 s of specific impulse. 
To generate the Edelbaum analytical solution for this transfer, Kechichian’s reformulation [26] of the 
problem is used.  First the initial out of plane angle, 𝛽, is needed, given by: 
tan𝛽0 =
sin [
𝜋
2 ∆𝑖]
(
𝑣0
𝑣𝑓
) − cos [
𝜋
2 ∆𝑖]
 (4.5)  
Then the formula for 𝛽 at any future time is given by: 
𝛽(𝑡) = tan−1 (
𝑣0 sin𝛽0
𝑣0 cos𝛽0 − Γ ∙ 𝑡
) (4.6)  
Note that this analytic solution works on an orbit-averaging approximation, and uses the simplifying 
assumption that the 𝛽 angle is flipped from a positive to negative angle at exactly the node and anti-node of 
the orbit.  As such, formula (4.6) represents the absolute angle, and not the true angle. 
And the change in inclination at any future time is given by: 
∆𝑖(𝑡) =
2
𝜋
[
Γ ∙ 𝑡 − 𝑣0 cos𝛽0
𝑣0 sin𝛽0
−
𝜋
2
− 𝛽0] (4.7)  
With the total ∆𝑣 given by: 
∆𝑣𝑡𝑜𝑡 = 𝑣0 cos𝛽0 −
𝑣0 sin 𝛽0
tan [
𝜋
2 ∆𝑖𝑡𝑜𝑡 + 𝛽0]
 (4.8)  
Finally, the estimated time of flight is calculated using: 
𝑡𝑓 =
∆𝑣𝑡𝑜𝑡
Γ
 (4.9)  
Applying these formulae, the Edelbaum solution predicts a time of flight of 2.93 days, and a ∆𝑣𝑡𝑜𝑡 of 
0.4226 km/s.  Using the same methodology of Equation (4.3) to calculate the consumed propellant for a 
constant Γ engine finds that 862 g of propellant was used.  This compares to the optimal mass consumption, 
calculated by applying (4.4) to the Δ𝑣𝑡𝑜𝑡 prediction of the Edelbaum solution, resulting in a predicted 
consumption of 749 g. 
For the purposes of this simulation, one restricted case was simulated for comparison to the Edelbaum 
solution.  The time of flight was locked to the Edelbaum estimated length of 2.93 days, and the in-plane 
angle was forced to zero.  Note that the software does not make the assumption of an automatic switch of 
direction at the node and anti-node, but that this does fall out of the solution naturally based on the beta 
angles of the solutions.  To reduce the mass consumption, given the fixed time, this solution only has the 
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engine on approximately 82% of the time, and consumes 694.3 g of propellant.  Even under these 
constraints, it has performed the maneuver using less ∆𝑣 than Edelbaum’s formulae predict.   
Next the time and angle restrictions are lifted and the problem is simulated again.  Because the same 
Edelbaum timeframe is used as an initial guess, the solver continues to add coasts and maintain a time of 
flight on the same order as before, at 2.83 days.   As with the previous throttle-free result, it outperforms the 
Edelbaum solution, with the same mass consumption of 694 g.  The in-plane angle has a per-orbit 
oscillation, which assists in pumping the orbit to altitude faster and allows the out of plane angle to rotate to 
the plane sooner, speeding up the entire maneuver slightly.  Without the Edelbaum restriction of no in-
plane angle, the solver is able to find a more efficient solution. 
The same solution is run once again, this time with all disturbances (gravity and drag) active, showing an 
increased use of the in-plane angle, and a slightly longer time of flight of 2.90 days.   
4.3 Higher Thrust Example 
The examples of Section 4.1 and 4.2 were circle-to-circle transfers, and only represent a limited series of 
possible problems that can be solved.  Beginning with this section, the examples will involve rendezvous.  
The only change in the software is the addition of one extra constraint with respect to 𝐿 (see Section 3.2.3).  
This extra constraint is in addition to the standard 5 constraints on the p, f, g, h, and k elements, meaning a 
full rendezvous will result. 
The first example is a trajectory that considers a rendezvous from low earth orbit to 3 Earth radii, with a 
true longitude target of 2 rad (𝐿 = 2 given an equatorial, circular final orbit).  This necessitates a higher 
thrust engine (0.5 N), and is not likely the kind of trajectory to be flown by a CubeSat.  It does, however, 
make an excellent demonstration of the versatility of this tool, and its trajectory, seen in Figure 4.1, is worth 
displaying as it is both far easier to immediately confirm as intuitively optimal, and also does not simply 
appear as a series of overlaid and indistinguishable concentric circles.  The controls, seen in Figure 4.2, 
show a bang-bang control scheme, and the in-plane angle is sweeping appropriately to increase the 
effectiveness of the thrust arcs. 
The trajectory demonstrates a classic perigee pumping approach, applying thrust once per revolution at the 
new effective perigee of the transfer orbits.  This is opposed by the final thrust arc to circularize the orbit 
and coast into the targeted position.  The thrusting structure was developed entirely by the solver; the initial 
guess was a coast orbit.   
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Figure 4.1: Rendezvous Trajectory for 0.5 N Engine 
 
Figure 4.2: Controls for 1 to 3 Earth Radii 0.5 N Rendezvous at L=2 
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Figure 4.3: Trajectory for 1.1 to 3 Earth Radii Rendezvous at L=4, with Disturbances 
 
Figure 4.4: Controls for 1.1 to 3 Earth Radii Rendezvous at L=4, with Disturbances 
As a second example, the same case is run again, this time with disturbances, and the rendezvous target is 
changed to 𝐿 = 4.  Additionally, the initial conditions need a slight modification; if left as a theoretical 
problem starting at 1 Earth radius, the atmospheric drag disturbance becomes an insurmountable reality.  
As such, this example starts at 1.1 Earth radii, but otherwise uses the same initial conditions and spacecraft 
performance parameters.  The resulting solution is very similar, albeit rotated such that it ends at the new 
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target point, as seen in Figure 4.3.  Its control scheme is also similar, but has a longer initial burn, and 
continues to apply control at the perigee (which has not changed locations for this target). 
4.4 Single CubeSat Rendezvous 
The last Chapter 4 example demonstrates a low-thrust rendezvous (i.e. final constraints on all 6 states) using 
a CubeSat.  The target mission is a 400 to 450 km in-plane transfer, with a rendezvous at 𝐿 = 0, and 5 mN 
of thrust. Additionally, this problem is augmented with all the disturbances: atmospheric drag, and 𝐽2 
through 𝐽4.   Seen in Figure 4.5, it is apparent that an always-on thrust profile is optimal.  The total time of 
flight is 4.66 hours, which results in a propellant consumption of 56.9 g.  With the addition of the 
disturbances, Edelbaum’s solution is still a good first order approximation as it predicts a transfer time of 
4.69 h.  The inclusion of the disturbances requires a noticeable use of the in-plane angle, as can be seen in 
Figure 4.5.  At the initial time, 𝛼 is 22°, and it appears to be generally decreasing, ending around 2.5°. 
 
Figure 4.5: Controls for 400 to 450km Rendezvous 
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Chapter 5 Multiple Satellite Software 
5.1 Overall Description 
The next task is to develop a tool that enables solutions for cooperative satellite missions. [27] [28]  The 
methodology presented in Chapter 3 cannot be used directly to solve problems involving multiple satellites, 
and requires a number of changes.  First, additional NLP parameters are needed to include information 
about the extra satellites (such as their controls, and time point selection).  Second, new constraints need to 
be defined based on the desired mission and the relative outcome between the satellites.  Both of these 
augmentations are discussed in sections below, and are relatively trivial changes.  The core constraint 
evaluation (the forward integration of the states and resultant constraint vector calculation) does require a 
more significant update. 
At first glance, the intuitive choice would be to take the forward propagation integrator, and encapsulate it 
within a loop to iterate over all satellites.  Such a serial execution of the program proved to be too slow for 
practical work, and a parallel processing implementation was developed.  This is described in detail in 
Section 5.3. 
A brief mention about the nomenclature used in the rest of this and the following chapters is required:  So 
as not to have too many subscripts, but also to avoid confusion with exponential operations, any variables or 
vectors that are satellite specific will be identified by a number as a prefixed superscript.  To maintain 
consistency of discussion in the context of a C++ discussion, numbering always begins at zero.  For example, 
𝑥𝑓6
1
 would be the seventh (which would be mass) final-time state for the second satellite, and is equivalent 
to 𝑚𝑓
1
 or 𝑚1 (𝑡𝑓). 
5.2 Updates to Non-Linear Programming Problem 
The fundamental non-linear programming problem is unchanged from the overview in Section 3.2.1, and 
remains a sequential quadratic program as defined by (3.4).  SNOPT remains the NLP solver of choice. 
5.2.1 Objective Function 
The primary goal of the tool remains to develop propellant-minimum optimal trajectories.  The optimal 
minimal mass consumption for a cooperative rendezvous will be one which maximizes the sum of the final 
masses, given 𝑞 satellites: 
𝐽 =∑− 𝑚𝑖 (𝑡𝑓)
𝑖=𝑞
𝑖=0
 (5.1)  
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5.2.2 Constraints 
The constraint vector may change in length and purpose significantly based on the mission being defined.  
A few typical examples are given here, but specific details will be given in Chapter 7 when the constraint 
vector deviates from one of these samples. 
The most common choice of a constraint vector would be full rendezvous between two satellites.  The 
components of the constraint vector would be given by: 
c𝑖 = 𝑥𝑓
0
𝑖
− 𝑥𝑓
1
𝑖
 (5.2)  
for all seven states, resulting in a constraint vector seven elements long.  If a third satellite was added, all 
constraints from (5.2) would be maintained, and an additional seven constraints would be given by: 
c𝑖+7 = 𝑥𝑓
0
𝑖
− 𝑥𝑓
2
𝑖
 (5.3)  
The choice of maintaining the first satellite as the basis of comparison is arbitrary when combining (5.2) and 
(5.3).  It works just as easily to compare the second and third satellite instead, given all three will rendezvous 
at the same final position and velocity.  With this formulation, however, no constraint is put on the final 
orbit, and the solver will have full freedom to let the satellites meet at any altitude or inclination.  In 
practice, observation has found that this algorithm generally prefers to find a local optimal solution near the 
original orbits, but it is by no means constrained to do so. 
Enforcing specific final orbit conditions, when a full rendezvous of the satellites is occurring, is as simple as 
adding a target constraint to any one satellite.  This constraint would apply a targeted p value to the first 
satellite: 
c = 𝑥𝑓
0
0
− 𝑥𝑡0 (5.4)  
where 𝑥𝑡0 is the targeted zero state (p) at the final time.  Given the relative constraints, the other satellites 
would be forced to also achieve this state.   
Another possible constraint variant is a specified relative constraint between the satellites.  For instance, if 
the satellites needed an in-orbit phasing of 𝜃𝑡 radians, one of the constraints from (5.2) or (5.3) could be 
changed to: 
c𝑖 = 𝑥𝑓
0
5
− 𝑥𝑓
1
5
− 𝜃𝑡 (5.5)  
where recall from Eq. (3.3) that the true longitude, 𝐿, is the fifth state.  This same concept could be easily 
applied to the other states, or a conversion to the classical orbit elements could be calculated, and relative 
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constraints among them (such as matching eccentricity or specific differences in perigee height) could easily 
be formulated. 
While formulating constraints of any of these styles, care must be taken to be consistent and not combine 
relative and absolute constraints to multiple satellites in an infeasible combination. 
5.2.3 Decision Variables 
The updated input vector for the NLP solver starts with the time of flight (which is shared commonly 
among all satellites).  Next, each satellite has all its controls listed in the same sequence as was used for a 
single satellite, with each satellite following the next.  For 𝑞 satellites: 
?⃑? =
[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑡𝑓
𝛼0 0
𝛽0 0
𝜏0 0
⋮
𝛼0 𝑓
𝛽0 𝑓
𝜏0 𝑓
⋮
⋮
𝛼𝑞 0
𝛽𝑞 0
𝜏𝑞 0
⋮
𝛼𝑞 𝑓
𝛽𝑞 𝑓
𝜏𝑞 𝑓 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 (5.6)  
Limits on these values are as discussed in Section 3.2.4, repeated for each satellite.  As discussed in the next 
section, the actual length of each satellite’s set of controls will likely differ from satellite to satellite.  The 
length of ?⃑? will be equal to the sum of three times the number of discretized points across all satellites, plus 
one. 
5.2.4 Time Discretization 
The total time of flight is a single decision variable for the problem, ensuring that all satellites complete their 
trajectories in the same time.  They do not, however, need to do so with the same time discretization.  
Allowing them to operate over a different grid improves the overall solution, enabling satellites that may be 
coasting more than others to use fewer segments, while satellites with tight maneuvers can involve more 
maneuvers.   
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Since the time discretization vector for each satellite, ?⃑?, is not directly an NLP parameter but is instead 
handled in the outer-loop, it is simpler to store it as a two-dimensional variable-length array than as a 
stacked vector.  It is given by: 
𝜸 = [ ?⃑?0 … ?⃑?
𝑞
] (5.7)  
This is not a matrix, as the columns of 𝜸 can be of different lengths. 
5.3 Parallel Processing 
5.3.1 Description 
When considering how to design a new version of the code with the goal of reducing execution time 
through parallelization, it is important to identify what operations can and cannot be done simultaneously.  
One of the best places for parallelization would be within the non-linear programming solver itself.  With a 
complete re-write, the sequential programming problem could be parsed in a sparse manner across multiple 
processors, speeding up operations such as the Jacobian inversion and the next-step line search.  
Unfortunately, doing so would be a research topic all of its own, and beyond the reachable scope of this 
work.  As such, the NLP solver itself must be left to execute in a serial manner. 
Fortunately, a second and much more straightforward opportunity for parallelization exists.  Each satellite 
requires forward integration and this process can be done entirely independently of the other satellites.  
Only the calculation of the constraint vector requires global knowledge of all satellites’ final states.  The 
forward propagation is also the part of the software which is repeated most frequently, so improving its 
execution time should produce noticeable gains.  The outer-loop mesh adaption algorithms also can be 
executed on a per-satellite basis, and then recombine the ?⃑? and 𝜸 data.  The new program execution can be 
visualized as per Figure 5.1, which is easily compared to Figure 3.1. 
In this example, Figure 5.1 shows the new program flow, as visualized for two satellites.  Most of the core 
program remains unchanged.  The program is run on a number of processors equal to the number of 
satellites, allowing each processor to handle its respective satellite when a division of labour is possible.  
Each processor simultaneously processes the initial guess and formulates the NLP, initializing SNOPT.  
When the time comes to perform the forward integration, each processor only reads from its satellite’s 
section of the NLP vector (extracting its satellite’s control set), as well as the total time of flight.  Using its 
associated column in the 𝜸 array, it performs the forward integration, using the DP8(7)13M algorithm, as 
before, implemented across the algorithmic differentiation scheme. 
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Figure 5.1: Program Flow Example for a Two Satellite Problem 
The final states of each satellite are, at this point, stored on their respective processors.  An inter-processor 
data exchange then occurs, trading the satellite final states among all processors.  Each then continues with 
the independent serial calculation of the constraint vector (which necessitated information about the other 
satellites) and then returns to SNOPT with the constraints, objective function, and new Jacobian.  Since the 
NLP process is entirely deterministic, each processor will come to the same conclusions with the same 
information, in near lock-step time, continuing with an effectively serial execution until the next major 
iteration requires another forward propagation step, at which point each processor handles only its own 
satellite. 
From the perspective of a serial-code programmer, it may at first seem odd to “trust” the multiple 
processors to achieve the same result after trading information.  The initial intuition would be to have one 
processor collect all the satellites’ information, continue with the SNOPT process, and then redistribute that 
information when the next opportunity for parallelism occurs.  This is not the optimal coding strategy; each 
communication instance does add a time cost, and as the message size and number of processors increases, 
this can significantly impact the run time.  This approach would require two data exchanges: a collection of 
all final states onto the target processor and a broadcast of the new NLP decision vector, after the SNOPT 
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major iteration update is complete.  It is instead preferable to keep as much data locality on each processor 
as possible, and reduce communication whenever possible.  Since the processes used here are entirely 
deterministic, very little “trust” is needed to be reassured that the same result will be achieved on all 
processors as the program executes, given they all have the same information after the single data exchange. 
When the NLP solver decides (near-simultaneously on every processor) that an optimal result has been 
found, each copy of the program exits from the NLP solver and triggers the outer-loop.  Much as the 
forward integration is a time-expensive code execution, so too is the mesh adaption as it requires multiple 
iterations over the discretized segments of each satellite.  This too is parallelized, with each processor only 
handling its associated satellite and determining its local update to its time discretization, ?⃑?.  This is then 
shared among all processes, reforming  𝜸 on each one.  Because ?⃑? is only used during the integration step, 
the savvy parallel-code programmer may be tempted to leave it to be stored locally on each processor and 
not shared; this however is not possible, as the time discretization of every satellite is needed to assist with 
reforming the NLP decision vector, ?⃑?, which must be stored on every processor since all of them are 
executing the NLP solver. 
5.3.2 Implementation 
To handle the inter-processor communication, the Message Passing Interface (MPI) [29] library was used.  
This is a standardized protocol for distributed computing, that allows data packages to be transmitted in a 
controlled manner between processors.  Two MPI operations are used in this program.  First, a vector 
“allgather” operation is used to share the satellite final states after the integration step, and also to share the 
updated time discretization.  The second operation is a “reduction” across all the processors, used at 
various points to calculate the total final mass, or the total length of the NLP vector after mesh adaption.   
The vector allgather ensures that the complete vector of all final states of all spacecraft is stored on all 
processors once the operation is complete, which also acts as a pseudo-barrier, forcing all processors to 
synchronize their execution by waiting for the allgather to complete before continuing.  Since the 
algorithmic differentiable final states are in fact specialized overloaded classes with 𝑛 derivatives associated, 
the standard allgather
1
 cannot be used as-is.  To transfer classes instead of base variables, MPI must 
“register” the new data architectures so that the messages can package and parse the information correctly.  
Further, the standard MPI implementation requires fixed-length buffers, so it is typically necessary first to 
transmit the vector length, such that memory can be properly pre-allocated, and then to transfer the data. 
                                                     
 
1
 In fact, the correct standard MPI operation for a vectorized allgather would be “allgatherv”, but because of the use of 
the Boost.MPI implementation, the distinction is dissolved. 
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This entire process has been streamlined by a new, open-source implementation of MPI, known as 
Boost.MPI [30].  This particular library “understands” variable-length data as well as C++ style classes, and 
is able to, with a single command, package the data, pre-transmit a “skeleton” of the data structure, and then 
transmit the data for matching to the skeleton.  It is also guaranteed to be no slower than the standard MPI 
library when being applied against built-in data types.  This library greatly simplified much of the difficulty 
of message passing complex data structures such as the adoubles used for algorithmic differentiation, 
enabling focus to be placed on the algorithm itself and not the implementation.  Any optimal trajectory 
analyst looking to use MPI should consider Boost.MPI to ease the transition into parallel programming. 
5.3.3 Execution Time Speed Improvement 
By dividing out the parallelization in this way, such that at each parallel segment the task division is equal to 
the number of processors, the program can be said to operate in an “embarrassingly parallel” manner.  
Unfortunately, a parallel program is only as fast as its slowest serial section of execution.  There is nothing 
that can be done to speed up the portions where the NLP solver is doing its black-box calculations.  Also, 
since the data exchanges occurring at the end of the integration stage and the adaptive mesh stage require a 
full information exchange, processors which get through the integrator or mesh calculation faster are forced 
to wait for the slower processors to catch up.  This is still a substantial savings, as the integration takes as 
long as the longest single satellite takes to propagate, as opposed to the sum of the time needed to propagate 
each satellite.  In theory, the parallel program set up in this manner should run as fast for 𝑞 satellites as for 
one satellite.  In practice, this is not the case, as the NLP vector grows with each satellite significantly, and its 
length, 𝑛, also increases as the discretization becomes finer with each outer-loop iteration.  The impact of 
increasing 𝑛 is threefold.  First, it increases the size of the Jacobian, slowing down each major iteration of 
SNOPT in the serial portion of the code.  Second, because of the algorithmic differentiation, each variable 
holds 𝑛 derivatives (used for formulating the Jacobian), and this slows down the communication stage when 
trading the final states among the satellites, as it increases the message length.  Finally, because of the 
algorithmic differentiation techniques used, for each elementary math operation a behind-the-scenes “for 
loop” exists over all 𝑛 values.  This is a limitation of the ADOL-C implementation of algorithmic 
differentiation.  It is especially costly, as many of these values will be zero, since they may apply to a 
different satellite than the one being processed on a given processor, yet still need to be iterated over.  This 
increases the serial execution time on a given processor of the forward propagation step.  A further 
discussion on this last slowdown is continued in Chapter 6. 
All two of these three slowdowns were present in the single-satellite code described in Chapter 3, however 
the inclusion of 𝑞 − 1 additional satellites makes n approximately 𝑞 times larger.  This makes the problem 
significantly more noticeable with the multi-satellite code.  Yet, despite these predicted slowdowns, the 
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speed-up gained through this parallel formulation makes a noticeable difference when compared to a 
similar fully serial design. 
A few comparisons in the run time between the parallel multi-satellite program and a serial multi-satellite 
program demonstrate the advantages of the former.  For the serial code, a “for loop” (as suggested above) 
was implemented to integrate the equations of motion for each satellite sequentially.  A simple case with two 
satellites and 50 discretized time segments (resulting in an NLP vector 301 entries long) makes the 
difference in integration immediately apparent.  Propagation for both satellites, sequentially, takes 0.43 s.  
This can be compared to the parallel implementation, where the same problem takes 0.23 s to propagate 
both satellites simultaneously as well as share the data among the processors.  The 50 segments used in this 
example represent a relatively small problem and even with so few segments the serial code is already 
executing slower than the parallel code.  This problem is exacerbated as the length of the NLP vector 
increases.  In a second two-satellite case which has an NLP vector 1477 entries long, the parallel speed is 
3.51 s per integration. This is less than half the serial execution, which was timed at 8.04 s.  As the number 
of satellites increases, the benefits of the parallel implementation do as well.  A final example was run with a 
𝑛 = 451 entry long NLP vector problem with 3 satellites (i.e. each satellite was 150 control parameters 
long).  The serial execution time takes 1.57 s to integrate the three satellites, but the parallel code takes only 
0.37 s!   
Given the number of times the forward integration occurs (as high as 1500 times for a medium complexity 
problem, during a single inner-loop call), this kind of speed difference very quickly adds up, and the 
decision to use the parallel algorithm is immediately clear.  
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Chapter 6 Parallel Algorithmic Differentiation 
 
6.1 Motivation 
In the previous Chapter, a parallelized method for the simultaneous trajectory optimization of multiple 
satellites was developed.  While this method does have a near linear speedup with the number of satellites 
(𝑞) when compared to the serial code, it (and the serial code) still suffers from non-linear slowdown as the 
number of satellites (and the number of nodes for each satellite) increases.   
The Chapter 5 program is based on one key assumption: that the best speedup that can be achieved 
through parallelization is through the parallel division of the forward integration across a number of 
processors equal to the number of satellites being propagated.  This assumption did lead to the propagation 
of 𝑞 satellites taking the amount of time equal to the slowest satellite.  There is an implicit secondary 
assumption that the forward propagation of one satellite cannot be sped up through parallelization.  This is 
a fallacy!  Upon careful re-examination of the algorithm that each processor performs simultaneously on its 
respective satellite, a clear culprit for the slowdown can be identified, and additional parallelization can be 
introduced. 
This chapter will demonstrate that there is a speedup to be found for a single satellite, which therefore 
increases the speed with which all 𝑞 satellites propagate.  With hindsight, this methodology could be 
retroactively applied to the methods and examples of Chapter 3 and Chapter 4 for additional speed 
improvement.  This isn’t strictly necessary as a single satellite program runs sufficiently fast, since most of 
the slowdown is related to the length of the NLP vector (𝑛), which will always be smaller for single satellite 
cases than their equivalent multi-satellite cases. 
6.1.1 Re-examination of Algorithmic Differentiation 
Section 3.7 discussed Algorithmic Differentiation in detail, with specific reference to the ADOL-C tapeless 
implementation.  The benefits of Algorithmic Differentiation are clear: by providing machine-precision 
accurate derivatives, the NLP solver is able to converge faster, and more frequently than when left to use 
finite differencing.  Analytical derivatives would provide further improved derivative evaluations, but they 
are frequently difficult to derive and implement.  
The ADOL-C library implements the object-oriented, tapeless Algorithmic Differentiation scheme in a 
logical and straightforward way.  For every elementary math operation between an augmented double 
variable (adouble), a behind-the-scenes for-loop over all derivative directions occurs, implementing the 
50 
 
derivative calculation in the respective directions.  Given that the NLP solver needs a full Jacobian, this 
means there are 𝑛 derivatives.  A “for loop” repeating  𝑛 operations becomes costly quickly.  Examining 
one of the core equations of motion, Equation (2.7), here repeated: 
?̇? =
2𝑝
𝑤
√
𝑝
𝜇
𝑢𝑆 (6.1)  
To calculate ?̇? requires six elementary math operations (two divisions, three multiplications, and a square 
root), and therefore six hidden loops over 𝑛, performing various derivative calculations.  This line of code is 
preceded by all the rotations and transformations discussed in Section 2.1 (such that 𝑢𝑠 is holding the 
correct value) with elementary math operations on adoubles. The other 6 core equations of motion are 
longer equations, with their own respective preceding transformations and rotations, often involving even 
larger numbers of elementary math operations.  Further, the entire equations of motion function is 
necessarily called 13 times by the Dormand-Prince integrator, which itself may need to get called countless 
times as the adaptive step-size algorithm requests a reduction in the discretization to maintain accuracy.  
Despite normal intuition as to which lines of code would be executed most frequently (the equations of 
motion) the real answer is the algorithmic differentiation code is executed orders of magnitude more 
frequently than any other line in the program. 
There is an opportunity for parallelization in the algorithmic differentiation.  Since the derivative directions 
are all independent (being partial derivatives with respect to their associated NLP decision variable) the 
order in which they are calculated (or iterated over) is not important.  This means that the derivatives can be 
calculated simultaneously, on different processors! 
The idea to parallelize algorithmic differentiation is not new.  Griewank and Walther [20] discuss the 
challenges of developing a parallel, forward mode algorithmic differentiation scheme.  They specifically 
caution that the correct association of program variables to their respective derivatives has been a problem 
in the past.  A literature survey turns up very few explorations into this field.  Notable is the work of 
Christian Bischof.  In 1998, Bischof and Hovland [31] investigated the challenges of data association 
through message passing and attempted to develop algorithmic derivative augmentations to MPI reduction 
operations.  This work, however, does not appear to have been continued, as all references citing it are 
work by Bischof, and involve using OpenMP instead of MPI.  The differences between MPI and OpenMP 
aside, Bischof, Bücker, Rasch, and Lang continued to study parallel algorithmic differentiation, and in 2003 
develop a parallel automatic differentiation scheme for Fourier transforms [32]. Later, in 2007, Rasch et al. 
again published about algorithmic differentiation, this time for aerodynamic simulation [33].  What is 
notable about all three publications is that they are based on augmentations of the ADIFOR [34] package.  
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ADIFOR is a FORTRAN-only algorithmic differentiation implementation, and it depends on source code 
transformation.  While this approach has significant merit (see Section 3.7.2), it cannot be easily used, 
merged, or compared with the approaches applied to this work.  Further, based on currently available 
publications, there does not appear to exist a C++ compatible, operator-overloading based parallel 
algorithmic differentiation library.  The solution is to create this library. 
Unlike the already in-place parallelism that is “embarrassingly parallel,” i.e. allowing 1 processor per 
satellite, this new scheme will not have a hard limit on the number of available processors, and will instead 
scale automatically based on the available computational resources.  There will be a trade-off, however, 
between the number of processors (causing serial computation speedup) and the communication costs.  
This will be discussed in the last section of this chapter.   
This new parallel algorithmic differentiation is not meant to replace the existing parallelism, but rather to 
augment it.  The exact implementation of this new parallel, operator-overloaded algorithmic differentiation 
is described in detail in the next section, addressing how it fits in the overall architecture of the program, 
exactly which math operations are overloaded, and how data is allocated across the available processors. 
6.2 Implementation 
6.2.1 Cartesian Grid and Division of Labour 
The fundamental goal is to replace the existing ADOL-C implementation of algorithmic differentiation with 
a new method that can compute the derivatives correctly, using multiple processors simultaneously.  In the 
previous parallel model, the only acceptable number of processors (𝑛𝑝𝑟𝑜𝑐) was 𝑞, the number of satellites.  
Each processor forward integrated a single satellite, handling all the derivatives in a giant “for loop”.  
Given 𝑛, the NLP vector length (and therefore the number of derivatives) can become very large (>1500), it 
remains unreasonable to assume that 𝑛𝑝𝑟𝑜𝑐𝑠 will come close to 𝑛, so a sub-allocation of processors will be 
necessary. 
The available number of processors will be sorted into groups, with an equal number of processors 
allocated to each satellite.  This means that the number of processors per satellite is 
𝑛𝑝𝑟𝑜𝑐
𝑞
, and care must be 
taken that 𝑛𝑝𝑟𝑜𝑐 is an even multiple of q.  The derivatives are then allocated within each satellite processor 
group, such that each processor is only calculating a significantly smaller subset of 𝑛 derivatives, holding 
approximately 
𝑛∙𝑞
𝑛𝑝𝑟𝑜𝑐
 per processor.  In the trivial case of = 𝑛𝑝𝑟𝑜𝑐 , each processor will contain all 𝑛 
derivatives, and function effectively identically to the original version with ADOL-C.   
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This new formulation can be envisioned as a Cartesian processor grid
1
, as shown in Figure 6.1. The -1’s are 
present since numbering begins at 0 in all cases.   
Whereas in the original parallelization, all 𝑞 = 𝑛𝑝𝑟𝑜𝑐 processors needed to trade information with every 
other processor whenever communication was required, in this formulation communication is needed both 
along the rows and along the columns at different times, but never is there a need for a full global 
communication among all processors.  As such, two new MPI “communicators” are needed: InterSatellite, 
which communicates “horizontally” along the rows, and InterDerivative, which communicates “vertically” 
along the columns.  These communicators allow isolation of the existing MPI data sharing commands (such 
as the previously mentioned allgather) to only the appropriate rows and columns, and the horizontal and 
vertical communication never occur at the same time. 
Under this new partitioning of the data, every processor still contains the entire NLP vector, and every 
processor is still handling the serial execution of the NLP code.  When it comes time for forward 
propagation of the satellite states, each column of processors will propagate a single satellite simultaneously.  
Their “real” portions of the augmented doubles (adoubles) will deterministically result in the same value, 
concluding each individually with the same final state for their column’s satellite.  “Behind-the-scenes”, each 
processor will only calculate the derivatives assigned to its row.  (For a discussion on how the derivative 
assignment is selected, see the next section).   
When all columns (in approximately the same time) have determined their satellite final states, it is time for 
the InterSatellite communicator to perform a row-wise allgather to share the final states among satellites.  
Each processor communicates to its horizontal neighbours its satellite’s final states and associated 
derivatives.  This is the equivalent allgather to the original program’s data sharing, however it is significantly 
less costly from a communication point of view.  Whereas in Chapter 5, this communication needed to 
share all 7 final states, each with 𝑛 derivatives, now there are 
𝑛𝑝𝑟𝑜𝑐
𝑞
 simultaneous, non-interfering, 
communications of all 7 final states, each with 
𝑛∙𝑞
𝑛𝑝𝑟𝑜𝑐
 derivatives.  Not only has the derivative calculation been 
parallelized, but so has the communication! This is done with the confidence that all row neighbours are 
tracking the exact same behind-the-scenes derivatives.  Next, all processors simultaneously calculate the 
constraint vector, based on the problem at hand (see 5.2.2 for some example constraints).   
                                                     
 
1
 In fact, MPI has built-in tools for constructing Cartesian grids of any dimension, given a “world” of processors.  It also 
has tools to automatically generate the communicators across the different dimensions. [26]  BOOST.MPI does not 
directly support Cartesian grid formation, so this must be done in standard MPI, and then passed into the 
BOOST.MPI communicator object constructor. [27] 
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Figure 6.1: Cartesian Processor Grid 
At this point, every row of processors contains identical information: the full constraint vector, and its row’s 
associated derivatives.  The last step is to allgather the derivatives over the InterDerivative communicator, 
such that every processor has the full constraint vector, and all 𝑛 derivatives for each constraint.  Once this 
is accomplished, code execution proceeds in serial on every processor, as before, performing the Jacobian 
inversion and associated next-iteration controls guess update, i.e. all the internal-to-SNOPT operations. 
It should be noted that the outer-loop calculations are still performed in parallel, as shown in Figure 5.1.  
Whereas in the old version of the code, this communication was done between all processors, now it is 
sufficient to be done over the InterSatellite communicator only.  No native speedup over the previous 
implementation is to be had, as the algorithmic differentiation is not used in the outer-loop, however since 
InterSatellite is used and not the “world” communicator, the communication cost and speed is the same as 
the old code. 
6.2.2 Derivative Allocation Schemes 
As mentioned in the previous section, each processor will track approximately 
𝑛∙𝑞
𝑛𝑝𝑟𝑜𝑐
 derivatives.  This is 
accomplished through index identification.  When the “setDerivative(index, value)” routine is called in the 
code, it runs on every processor.  Each processor, using its own identifier, determines whether the 
derivative index for each NLP decision variable (the same index position as its associated NLP parameter in 
the NLP vector, ?⃑?) is its responsibility, and where it should be stored.  Once the derivatives are initialized 
using the setDerivative, no further processing is needed to ensure each derivative is tracked correctly.  All 
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processors will perform derivative calculations over their set of derivatives, without local awareness of which 
derivative it is.  Through the interaction of the elementary math operations, value will accumulate in the 
local set of derivatives on each processor.  It is only when doing the final allgather across the InterDerivative 
communicator that awareness of which processor holds which derivative becomes important again.  It is 
imperative that once the full derivative vector is built, each derivative is back in its correct index position 
(i.e. the same order as ?⃑?).   
The first scheme distributes derivatives evenly over all processors, such that each processor has non-
consecutive derivatives.  This is an ideal approach for parallelization [29] as it eliminates ‘hot spots’ and 
makes it unlikely that, for a given operation, multiple actively involved derivatives will reside on the same 
processor.  (This is true because the NLP vector is stored satellite-wise, and cross-satellite derivative 
relationships are relatively rare).  This approach should produce the fastest serial execution of the code.  
Unfortunately, reconstructing this information into the correct order is non-trivial.  Figure 6.2 shows this 
challenge for the simplistic case of 1 satellite, with 𝑛𝑝𝑟𝑜𝑐 = 3 and 𝑛 = 9.  Logically each processor receives 
3 derivatives to track.   
 
Figure 6.2 Derivative Index Allocation Scheme 1 
Unfortunately, there is no single MPI command to allgather and re-order the information.  A standard 
vectorized allgather will capture the data in literal order, and generate a vector of {0,3,6,1,4,7,2,5,8}.  One 
option is to track the original index position of the derivative, and allgather this as well, then sort the 
derivative vector, based on the index vector, simultaneously on all processors.  While for a trivial case of 
n = 9, a sort may seem inexpensive, in practice it can be costly on the order of log 𝑛.  The second 
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approach to this sorting problem is to perform 
𝑛∙𝑞
𝑛𝑝𝑟𝑜𝑐
 independent non-vectorized allgathers, moving the 
array pointer along the output vector such that the data is collected in the correct order.  The first such 
gather would claim the {0,1,2} values, the second {3,4,5}, and so on, in order. 
The allocation of derivatives to processors is not straightforward.  Rarely will 
𝑛∙𝑞
𝑛𝑝𝑟𝑜𝑐
 be an integer number.  In 
practice, the number of derivatives assigned per processor is calculated as follows: 
𝑛𝑙𝑜𝑐𝑎𝑙 = floor(
𝑛 ∙ 𝑞
𝑛𝑝𝑟𝑜𝑐
) + (modulus (𝑛,
𝑛𝑝𝑟𝑜𝑐
𝑞
) > 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟 𝑛𝑢𝑚𝑏𝑒𝑟) ? 1: 0 (6.2)  
This formula takes advantage of the fact that each processor has an identifier within the InterDerivative 
communicator which begins at zero and ends at (
𝑛𝑝𝑟𝑜𝑐
𝑞
− 1).  The second half of this formula, using the 
ternary operator, will assign an extra derivative to the first 𝑚𝑜𝑑𝑢𝑙𝑢𝑠 (𝑛,
𝑛𝑝𝑟𝑜𝑐
𝑞
) processors. 
Under this scheme, derivative of 𝑖𝑛𝑑𝑒𝑥 belongs to processor number  if: 
modulus(𝑖𝑛𝑑𝑒𝑥, 𝑛𝑙𝑜𝑐𝑎𝑙) == 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟 𝑛𝑢𝑚𝑏𝑒𝑟 (6.3)  
And it will assign it into local array position: 
𝑖𝑛𝑑𝑒𝑥𝑙𝑜𝑐𝑎𝑙 =
𝑖𝑛𝑑𝑒𝑥 − 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟 𝑛𝑢𝑚𝑏𝑒𝑟
𝑛𝑙𝑜𝑐𝑎𝑙
 (6.4)  
Based on these formulae, for the example shown in Figure 6.2, the derivative in NLP vector index 2 would 
be stored on processor 1, in array position 1. 
Despite avoiding hotspots, derivative allocation Scheme 1 was found to be too slow.  Performing 
𝑛∙𝑞
𝑛𝑝𝑟𝑜𝑐
 
allgathers of one value per processor had too much communication overhead.  As such, a second scheme 
was proposed, and ultimately adopted. 
Scheme 2 forgoes the advantages of non-consecutive derivative allocation, risking serial hotspots.  This 
exchange is made such that the communication can be performed in a single vectorized allgather step.  The 
equivalent example from Figure 6.2 is demonstrated in Figure 6.3. 
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Figure 6.3: Derivative Index Allocation Scheme 2 
Calculating the index allocation for this scheme is more involved, despite the indices being in an intuitive 
order.  The number of derivatives per processor remains the same, and can be calculated using (6.2). 
To determine which derivative goes into which processor, it is necessary to calculate the processor 
derivative origin value.  This can be done by looping over equation (6.2) while accumulating the result and 
incrementing the processor number until it matches the local processor.  For the example of Figure 6.3, 
processor zero’s origin index would be 0, processor 1’s origin index would be 3, and processor 2’s origin 
index would be 6. 
With this information, a given index can be identified as being part of the local processor’s set if its local 
index fits within the limits of this processor.  Its hypothetical local index would be: 
𝑖𝑛𝑑𝑒𝑥𝑙𝑜𝑐𝑎𝑙 = 𝑖𝑛𝑑𝑒𝑥 − 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟 𝑜𝑟𝑖𝑔𝑖𝑛 (6.5)  
and a given derivative is to be kept on the local processor if: 
𝑖𝑛𝑑𝑒𝑥𝑙𝑜𝑐𝑎𝑙 ≥ 0 𝐴𝑁𝐷 𝑖𝑛𝑑𝑒𝑥𝑙𝑜𝑐𝑎𝑙 < 𝑛𝑙𝑜𝑐𝑎𝑙 (6.6)  
This second scheme has greater initialization cost, in that each processor needs to pre-calculate its processor 
derivative index origin so that it can determine which derivatives are to be its responsibility.  This step was 
not necessary for Scheme 1, however it also is not overly expensive as it can be calculated once per period 
over which 𝑛 is constant (an entire run of SNOPT).  In exchange, it trades 
𝑛∙𝑞
𝑛𝑝𝑟𝑜𝑐
 allgather’s that are one 
value long for one allgather that is 
𝑛∙𝑞
𝑛𝑝𝑟𝑜𝑐
 long.  This trade is more than worth it, as Scheme 1 ran slower than 
the simple parallel design of Chapter 5, whereas Scheme 2 provides significant speed improvement. 
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With the selection of Scheme 2, the overall design of the new algorithmic differentiation method is 
complete. 
6.2.3 Necessary Processor-Local Data 
To simplify and speed up calculations of the derivatives, it is beneficial to make some data local to each 
processor, and globally accessible within a namespace dedicated to the new parallel algorithmic 
differentiation.  This is information which needs to be referenced frequently, but need only be calculated 
once.  When first instantiating the algorithmic differentiation (a good location for this is within the SNOPT 
user function under the Status = 1 flag [13]) the following should be pre-calculated and initialized into 
namespace global constants: 
1. The InterDerivative size (
𝑛𝑝𝑟𝑜𝑐
𝑞
) 
2. A pointer to the InterDerivative Communicator Object (so that each elementary math operation 
need not pass in the BOOST.MPI communicator object, and that the base mathematics give the 
appearance of being unchanged and having no behind-the-scenes derivative work) 
3. The length of the NLP vector, 𝑛 
4. The processor derivative index origin 
5. The number of locally stored derivatives, 𝑛𝑙𝑜𝑐𝑎𝑙 
This information will be the same horizontally along each row of processors, but different along each 
column. 
6.2.4 Overloaded Math and Additional Functions 
Since this new parallel algorithmic differentiation library is written using advanced C++ standard library 
objects, BOOST.MPI and an understanding of multiple processors, it necessitates a full re-write of all basic 
derivative math.  This can be accomplished by defining the new class, adouble1.  Three versions of most 
functions are necessary: 
1. adouble operator adouble 
2. adouble operator scalar 
3. Scalar operator adouble 
                                                     
 
1
 The name ‘adouble’ is taken from the ADOL-C algorithmic differentiation library.  It is used also in this new library 
to allow an ease of consistency and transition when updating the core code to use the new parallel algorithmic 
differentiation.  At some future point, if this new library is made available to the public, this name will likely need to 
change to generate a better distinction from the ADOL-C package. 
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By “scalar”, this references a non-augmented algorithmic differentiation class variable; it is always assumed 
to be a standard double-type variable, and leaves it to the end-user to type-cast other forms (such as integer) 
back into doubles for valid operation against an adouble1.  When overloading these math operations, the 
new functions constitute two parts: First, the original math intent needs to be maintained and implemented.  
Second, the local derivatives need to be augmented. 
Here is an example of the overloaded operator*() math operation (i.e. multiplication), in pseudo-code. 
 
(6.7)  
The pseudo-code of (6.7) is by no means complete.  It gives the impression the derivatives are stored in an 
array, whereas they are actually stored in a std::vector, it also skips most of the key infrastructure necessary 
to enable the parallelism.  It does suffice to give a general impression of how this works, and note how the 
derivative “for loop” iterates only up to 𝑛𝑙𝑜𝑐𝑎𝑙, and not 𝑛.  The version of operator*() shown only handles 
                                                     
 
1
 In fact, in this trivial example of integer into double, the C++ language is smart enough to make this type cast 
automatically. 
Class adouble { 
   double value 
   double derivatives[n] 
   adouble operator*(adouble rightvariable) { 
      adouble Temp 
  
      temp.value = this.value * rightvariable.value 
 
      for (all derivatives i=0 through 𝑛𝑙𝑜𝑐𝑎𝑙) { 
        temp.derivatives[i] = 
this.value*rightvariable.derivatives[i] + 
rightvariable.value*this.derivatives[i] 
      } 
      Return temp; 
   } //end function 
} //end class 
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the case of two adoubles multiplying; two additional versions are necessary for the case of pre-and-post 
multiplication by a non-adouble. 
Table 6.1 lists every math function currently supported by the new parallel algorithmic differentiation: 
Table 6.1: Operations Supported by the New Parallel Algorithmic Differentiation 
Comparators 
== >= > <= 
< !=   
Programming Constructs 
= (assignment) ! (negation)   
Elementary Math 
+ - / * 
+= -= /= *= 
++ (prefix and postfix) -- (prefix and postfix)   
Functions 
sin cos tan atan 
asin acos atan2 exp 
sinh cosh tanh fabs 
log sqrt pow ceil 
floor fmax fmin  
The same limitations about smoothness, completeness and undefined values discussed in 3.7.4 and listed in 
Table 3.2 apply to this new implementation. 
Beyond the overloaded math, a number of additional functions are needed.  First, and most importantly, is 
the setDerivative(index,value) function, which is needed to assign the initial derivatives, gather(), which 
forces the communication among all associated InterDerivative members and results in each processor 
holding the entire derivative set, and finally getDerivative(index) which retrieves the derivative in a given 
direction, assuming the variable is holding the full set.  Finally, the one-time initialization routine is 
necessary to set up the variables discussed in Section 6.2.3. 
6.3 Solution Comparison and Effective Speedup 
When running the new code, a certain amount of initial tuning is required.  There is one fundamental 
question to be asked: how many processors (𝑛𝑝𝑟𝑜𝑐) should be used?  The answer will change based on how 
many satellites are being simulated (𝑞) and the expected length of the NLP vector (𝑛).  With more 
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processors, each processor gets allocated fewer derivatives to calculate, speeding up the execution of the 
forward integration of the satellite.  This comes at the cost, however, of performing the allgather across 
more processors.  The allgather operation will take approximately  𝒪 (
𝑛𝑝𝑟𝑜𝑐
𝑞
log
𝑛𝑝𝑟𝑜𝑐
𝑞
) time, so as the 
number of processors increases, so will the communication time.  A sweet spot will exist where the number 
of processors is sufficiently high to produce speedup, but sufficiently low as to not cause communication-
related slowdown.  Table 6.2 shows a run-time comparison between the “original” parallel code and the 
new parallel algorithmic differentiation, run with an increasing number of processors.  (This is for an 
example case of a two satellite rendezvous, with an initial separation of 𝐿 = 180°, one satellite starting at 
400 km circular altitude, the other at 500 km circular altitude).  This example was also run on a relatively 
“small” problem, with very few segments.  At run initialization, 𝑛 = 301, and by exit, it has grown to 𝑛 =
937.  This is an example case that ran acceptably fast already: an approximately 20 minute run time. It was 
selected for this first baseline as it was easy to produce results fast, and still demonstrate the core speedup.  
It should be mentioned that the new algorithm uses increments of twelve processors due to the architecture 
of the supercomputer used for these tests (see the last paragraph of this section).   
Table 6.2: 𝑳 = 𝟏𝟖𝟎° Two Satellite Rendezvous Execution Run Time 
Resource Allocation 
Execution 
Time 
Original Method (2 processors) 20m:38s 
New Method - 12 processors 6m:47s 
New Method - 24 processors 5m:54s 
New Method - 36 processors 7m:38s 
New Method - 48 processors 9m:30s 
 
First off, it is apparent that the new algorithm makes a significant difference.  At best run time (with 𝑛𝑝𝑟𝑜𝑐 =
24), the program runs in only 5m:54s versus 20m:38s in the original formulation.  This represents almost a 
3.5X speedup.  Note how for 36 and 48 processors, the program actually slows down by comparison to the 
24 processor case – still running significantly faster than the original code, but clearly showing the trade-off 
between communication and computation.   If this problem had not been so easily convergent and robust 
(such that the solver was able to exit with optimality with very few outer-loop refinements) perhaps 𝑛 would 
have grown sufficiently such that the larger number of processors would have become efficient by 
comparison to the lower number, caught up and ultimately passed them.   
This theory can be tested with a new example case.  This time, instead of determining how quickly an easily 
convergent solution runs, a hard to solve problem is run for a fixed time, and a comparison is made 
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between the maximum achieved iteration counts of different processors.  This is presented for a case with 
an initial separation of two satellites by 90° around the orbit (true longitude), all disturbances active and an 
unreasonably high maximum time of flight (2000 time units).  By allowing such a high time of flight, the 
optimizer will have trouble finalizing on a particular local optimum.  Further, as it performs the line search 
of the SQP, the steps will be too large (based on the difference between maximum and minimum solutions) 
and the solver will have additional trouble finding specific local minima.  This results in a hard to solve 
problem with a long run time. 
The results of this test are presented in Table 6.3.  This presents the last completed outer-loop count 
(which may or may not have been a successful exit), and additionally how many major iterations of the next 
NLP solver were reached before a two hour time limit was exceeded.  The original code, run using two 
processors, finished the second full loop of the program and was at major iteration 480 of the 3
rd
 NLP 
solver call.  This is far behind the new parallel algorithmic differentiation, which achieved 5 complete runs 
of the NLP in the same timeframe.  For this particular case, the turning point of communication increase vs. 
speed increase appears to be at the 24 processor level; beyond this, the speed-up begins decreasing.  
However, given that over the course of 2 hours the 36 processor case only ran 13 fewer major iterations, 
this suggests it would be a better choice should the simulation have run longer than 2 hrs.  Likely the lower 
processor count scenarios ran faster in the earlier parts of the solution, but as the outer-loop increased 𝑛, 
the 36+ processor cases became more efficient, and might have soon surpassed the 24- processor runs.  It 
would be an acceptable gamble, with this foreknowledge, to run a similarly constrained problem with at least 
36 processors.  Given that the 48 processor case ended with only 1 less iteration than the 36 processor case, 
this further reinforces a native speedup as the program continued.  Clearly for this 2 hour run the 24 
processor is the instantaneously best performing configuration, but for an expected longer run, more 
processors appear to be trending towards being the better choice. 
Table 6.3: L=90º Initial Separation Between 2 Satellites, with Disturbances, 2000max TU and 2hr Run Limit 
Resource Allocation 
Maximum Completed NLP 
Run 
Major Iteration on Current NLP Run 
when Time Limit Reached 
Original Code (2 processors) Run 2 480 
New Method - 12 processors Run 5 157 
New Method - 24 processors Run 5 310 
New Method - 36 processors Run 5 297 
New Method – 48 processors Run 5 296 
New Method – 60 processors Run 5 249 
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All code execution of the multi-satellite work, be it with the old parallel algorithm, the new parallel 
algorithmic differentiation, or the few serial multi-satellite baseline examples, are performed on the Taub 
campus cluster [35].  This is a cluster of 512 computing nodes, each with two hex-core 2.66 Ghz processors, 
and at least 12 gigabytes of RAM.  It is based on an Infiniband switch which can support up to 10 Gb 
Ethernet. 
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Chapter 7 Multiple Satellite Missions 
7.1 Two-Satellite Cooperative Rendezvous 
All the multiple satellite mission examples throughout this section will involve satellites with identical initial 
performance parameters, in terms of available maximum thrust, mass, and specific impulse.  Asymmetric 
satellite missions (where the two satellites do not have the same design parameters) are briefly discussed in 
Section 7.3.  Unless otherwise stated, all satellites maintain the assumptions of Table 3.3, with a mass of 3 
kg, a specific impulse of 75 s, and a maximum thrust of 5 mN.  Further, the examples of this section do not 
include any disturbances unless otherwise noted. 
7.1.1 Two Satellite Rendezvous From Different Phasing with Same Initial Orbit 
The first set of examples is a family of in-plane rendezvous.  Two satellites are initially in the same orbit 
plane, at 400 km altitude.  Three different initial conditions are tested; in each case a different initial 
separation phasing of ∆𝐿 = 90°, 180°, 270° is used, and the constraints are set such that the two satellites 
rendezvous.  No restriction is placed on their final rendezvous orbit, and these simulations are performed 
for a disturbance-free two-body scenario.  To verify the validity, two runs of each situation are performed; 
one with both satellites active, and one with the satellite which does not start at perigee (i.e. satellite 1) 
forced to be passive.  The results are shown in Table 7.1; the time of flight is given in time units, and the 
mass consumed is given in grams.  It is confidence building to note that in all cases, the satellites collectively 
use less total propellant when operating cooperatively versus when one satellite is forced to perform the 
entire maneuver.  Note that no constraint was put on the final orbit, so in the cases where both satellites are 
active, the final orbits can be (and are frequently) non-circular.  Their final eccentricities are small, however, 
on the order of 1 × 104. 
Table 7.1: Two Satellite Rendezvous, Initially in Same Orbit with Phase Difference 
L Separation: 𝟗𝟎° 𝟏𝟖𝟎° 𝟐𝟕𝟎° 
 
TOF (TU) 
Mass 
Consumed 
(g) 
TOF (TU) 
Mass 
Consumed 
(g) 
TOF (TU) 
Mass 
Consumed 
(g) 
Both active 733 48.935 418 175.058 326 126.359 
Satellite 1 
passive 
258 148.582 382 211.266 235 183.766 
 
It is important to note that this is a somewhat unfair comparison, as the time of flight is allowed to vary and 
it is apparent that the increased time of flight for this problem allows a reduced mass consumption (the 
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maximum time of flight was set arbitrarily to 1000 TU).  To improve the quality of comparison, the same 
solutions were run again, for a fixed time of flight at 200 TU.  The new results are presented in Table 7.2, 
and they further maintain the important trend that the cooperative solution is preferable over a single 
satellite taking all the action.  It is interesting to note that, with the reduced time of flight, all the mass 
consumptions increase over the unrestricted values time of flight from Table 7.1.  Clearly, the solutions 
from Table 7.1 represent higher revolution count families that are able to obtain improved optimality.   
Table 7.2: Two Satellite Rendezvous, Fixed Time of Flight, Same Initial Orbit with Phase Difference 
L Separation: 𝟗𝟎° 𝟏𝟖𝟎° 𝟐𝟕𝟎° 
 
TOF (TU) 
Mass 
Consumed 
(g) 
TOF (TU) 
Mass 
Consumed 
(g) 
TOF (TU) 
Mass 
Consumed 
(g) 
Both active 200 187.569 200 402.944 200 194.706 
Satellite 1 
passive 
200 198.655 200 765.584 200 510.182 
 
As an example of the above 12 simulations, Figure 7.1, Figure 7.2, and Figure 7.3 present the details of the 
200TU maximum time of flight results with an initial separation of 90°.  In this example, even though both 
spacecraft start in a circular orbit of 400 km, without a specific final orbit requirement, the satellites settle at 
a 6786 km semi-major axis (408 km altitude), instead of the original orbit.  Figure 7.3 confirms a 
monotonically improving phase difference between the two satellites. 
With these examples, confidence has been built for the simplistic two-body model, and it is worth one 
additional example to confirm that with the addition of disturbances the full solver is functional, before 
moving on to a new example set.  Again using the 90° separation in-plane example and a maximum of 200 
TU, the problem was run with all disturbances (gravity, drag) active.  This produced a significantly different 
result, consuming 197.291 g of fuel (almost exactly 10 g of fuel more than the disturbance-free mode), and 
settled at 6821.14 km (443 km altitude).   
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Figure 7.1: 90° Initial Separation Rendezvous: Trajectory 
 
Figure 7.2: 90° Initial Separation Rendezvous: Semi-Major Axis Change over Time 
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Figure 7.3: 90° Initial Separation Rendezvous: Relative True Longitude 
 
7.1.2 Two Satellite Rendezvous From Different Initial Altitudes 
The next two examples have satellites which begin at different altitudes: 400 km and 500 km circular 
respectively.  In the first example, the satellites both begin at perigee with the same zero-valued true 
longitude, i.e. ∆𝐿 = 0.  Three simulations were performed for this test case: both satellites active, and each 
satellite passive.   As before, the both-active case found the fuel minimum solution, as seen in Table 7.3. 
Table 7.3: 2 Satellite Rendezvous from 400 and 500km orbits, with initial L=0° 
 
Time Fixed 
 
TOF (TU) 
Mass Consumed 
(g) 
Both active 250 263.213 
Lower satellite passive 250 405.781 
Upper satellite passive 250 352.376 
 
This example is particularly interesting, as all three scenarios find entirely different solution families, based 
on their implied constraints.  With both satellites active, the relative true longitude defect (seen in Figure 
7.4) necessitates an initial deviation from ∆𝐿 = 0 as the eccentricity increases during the altitude change 
maneuver.  As seen in Figure 7.5, the lower satellite raises to a slightly higher altitude than the 2
nd
 satellite, 
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causing the 23⁰ true longitude difference.  Both satellites coast in place until the phasing lines up again: 
Figure 7.4 shows the monotonically decreasing relative phasing difference, and the number of segments is 
high enough to even show a slight in-orbit variation as a sinusoidal disturbance.  When the anomalies line 
up, the 2
nd
 satellite performs a maneuver, and raises itself to the 1
st
 satellite’s new orbit, where they 
rendezvous. 
This is a fairly different solution from the 2
nd
 case, where the lower satellite is restricted from moving.  In 
this case, instead of causing a small initial disturbance and then waiting for the true longitude error to ‘catch 
up’, the upper satellite goes higher (shown in Figure 7.7), such that it is changing its relative phase more 
quickly, and opts for waiting until there is a full orbit phase loss (as seen in Figure 7.6) before firing its 
engines to rendezvous.  The end result meets the requirements: both satellites rendezvous and maintain the 
same orbit at the final time. 
Finally, in the last solution where the satellite at 500 km altitude is forced to coast, the lower satellite makes 
an initial maneuver similar to the both active case and transitions to a higher orbit (shown in Figure 7.9).  It 
does not wait long, and spends more propellant than the both active case by synchronizing the satellites after 
only a short time.  The similarity in the true longitude change can be seen by comparing Figure 7.4 and 
Figure 7.8.  Clearly the fixed time of flight is a key factor in the long coast of both satellites: it appears as if 
the solver could not find a more efficient solution that would not have taken more revolutions.  This is 
easily confirmed by repeating the case with the upper satellite passive, but with no constraint on time of 
flight.  The resulting solution settles on a local optimum that takes 881 TU, and consumes 270.291 g of 
propellant. 
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Figure 7.4: 400 and 500 km Satellite Rendezvous with 
Both Satellites Active - Relative True Longitude 
 
Figure 7.5: : 400 and 500 km Satellite Rendezvous 
with Both Satellites Active – Change in Semi-Major 
Axis 
 
Figure 7.6: 400 and 500 km 2 Satellite Rendezvous, 
Lower Satellite Passive - Relative True Longitude 
 
Figure 7.7: : 400 and 500 km 2 Satellite Rendezvous, 
Lower Satellite Passive - Change in Semi-Major Axis 
 
Figure 7.8: 400 and 500 km 2 Satellite Rendezvous, 
Upper Satellite Passive- Relative True Longitude 
 
Figure 7.9:: 400 and 500 km 2 Satellite Rendezvous, 
Upper Satellite Passive- Change in Semi-Major Axis 
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The next example of two satellites starting at different altitudes is similar to the previous one in most ways: 
the two satellites again begin at 400 and 500 km altitude; however, the upper satellite starts with an initial 
true longitude exactly opposite (i.e. ∆𝐿 = 180°).  This problem has an additional constraint, which locks 
the final altitude at 450 km for the first satellite (this is a constraint of the form of (5.4)).  With the first 
satellite having a specific altitude target and the second satellite aiming for a full rendezvous, both satellites 
will end at 450 km altitude.  As seen in Figure 7.10 and Figure 7.11, the solver has no trouble acquiring a 
solution which is continuously improving.  The relative phasing is a monotonic function towards equality, 
and to do so, neither satellite overshoots the altitude target. 
 
Figure 7.10: 400 and 500 km 2 satellite with initial 180° 
Separation - Relative True Longitude 
 
Figure 7.11: 400 and 500 km 2 satellite with initial 
180° Separation – Change in Semi-Major Axis 
 
7.1.3 Two Satellite Rendezvous With Disturbances 
The two satellite rendezvous problems that will be presented in this section serve to verify that the same 
methodology functions when the gravity and drag disturbances are enabled.  To ensure that the drag model 
is relevant, this example begins at a 250 km altitude, and a 45º initial inclination for both satellites ensures 
the gravity model also adds a significant contribution.  The two satellites start at the same initial position and 
are tasked with acquiring a 180º phase from each other, around the same orbit.  No constraints are placed 
on the final orbit’s altitude, but there is a maximum flight time of 200 TU.   
The control profile for Satellite 0 and Satellite 1 are shown in Figure 7.12 and Figure 7.13 respectively.  It is 
clear from these control profiles that Satellite 0 has an initial burn, while Satellite 1 waits a number of orbits 
before first firing its engine.  Further, when either satellite does initiate a burn, there is a noticeable out-of-
plane component to the thrust direction, to ensure they stay on the same plane.  Figure 7.14 allows easy 
verification that the satellites perform a monotonic phase change from 0º to 180º of separation.  Figure 7.15 
shows the altitude change over time.  It is immediately evident that Satellite 1, by coasting for the first half of 
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the maneuver, loses significant altitude due to drag.  Satellite 0 raises its altitude to a height where the drag 
effects are noticeably reduced.  There is a drop in altitude (about 3 km) over time for Satellite 0 as it coasts 
once it reaches a semi-major axis of approximately 6720 km (altitude of approximately 342 km). This is 
insignificant by comparison to Satellite 1’s initial loss of almost 26 km in a shorter time span.  Despite the 
effects of gravity, the 5 mN thruster is still strong enough to overcome these losses, and ensure a 
rendezvous. 
 
Figure 7.12: Two Satellite Rendezvous from 250 
km Altitude, Satellite 0 Controls 
 
Figure 7.13: Two Satellite Rendezvous from 250 km 
Altitude, Satellite 1 Controls 
 
Figure 7.14: Two Satellite Rendezvous from 250 
km Altitude, Relative True Longitude Over Time 
 
 
Figure 7.15: Two Satellite Rendezvous from 250 km 
Altitude, Semi-Major Axis Over Time 
 
7.2 Two Satellite Orbital Spacing Problem 
The next two simulations involve additional constraints, and are run with all disturbances active.  Instead of 
forcing a full rendezvous, a relative constraint is placed on the true longitude (a constraint of the form of 
Equation (5.5)).  The two satellites start in a 400 km circular altitude with a 90° initial spacing around the 
orbit (true longitude), and have a target final spacing of 45°.  Further, unlike the somewhat similar examples 
of 7.1.1 which were allowed to settle at any altitude, another constraint forces the final altitude to remain 
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400 km.  In total there are seven constraints: the first five ensuring an exact match of 𝑝, 𝑓, 𝑔, ℎ, 𝑘, the sixth 
enforcing the 45º separation of 𝐿, and the last ensuring the altitude at the final time is 400 km.  Unlike the 
previous cooperative rendezvous examples, which were purely academic in nature, this sort of cooperative 
constellation reformulation is closer to the type of on-orbit maneuver that may be performed by CubeSat-
class missions, such as a mid-mission reconfiguration for scientific payload reasons.  The trajectory, seen in 
Figure 7.16 shows with the red circles the initial 90° separation as well as with the blue circles, the 45° final 
separation. This problem took 9.51 hours to solve for this final solution, which contains almost 2300 
segments per satellite, rendering the full NLP vector 8473 decision variables long. 
 
Figure 7.16: 2 Satellite Constellation Reconfiguration from 90° to 45° Separation – Trajectory 
The two satellites initially split, one increasing altitude and the other decreasing altitude, to assist with the re-
phasing as seen in Figure 7.18; however, unlike the similar examples of Section 7.1, the satellites choose to 
phase forward instead of backward, from 90° up to 315°, to achieve the 45° separation.  This is likely a 
locally optimal solution it selected, based on the unrestricted time of flight and the new restriction of the 
fixed final altitude.  It is also a minor curiosity that the satellite starting at the perigee (satellite 1) chooses to 
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go higher in this case, whereas previously it had been the satellite going to a lower altitude.  While the two 
solutions at first glance appear similar, there are significant differences in their execution.  This solution also 
uses significantly more propellant: 671.770 g.  This increase is a result of a combination of the tighter 
constraints, and the inclusion of disturbances. 
 
Figure 7.17: 2 Satellite Constellation Reconfiguration 
from 90° to 45° Separation – Relative True Longitude 
 
Figure 7.18: 2 Satellite Constellation Reconfiguration 
from 90° to 45° Separation – Change in Semi-Major 
Axis 
 
A similar augmented example can be made for a pair of satellites with different initial altitudes.  In this case, 
the satellites start at 400 and 500 km, with an initial separation of 270°.  The final orbit is again set to 450 
km, as it was for the 2
nd
 case of Section 7.1.2, and the final separation is further set to 180°.  The results are 
shown in Figure 7.19 and Figure 7.20.  This example is notable because the upper satellite quickly acquires 
a higher than usual eccentricity (0.005), which makes the in-orbit variation in true longitude much more 
distinctive, generating the sinusoidal variation seen in Figure 7.19. 
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Figure 7.19: 2 Satellite Constellation Configuration 
from 400 and 500 km to 450 km, 270° to 180° 
Separation - Relative True Longitude 
 
Figure 7.20: 2 Satellite Constellation Configuration 
from 400 and 500 km to 450 km, 270° to 180° 
Separation - Change in Semi-Major Axis 
 
7.3 Two Asymmetrical Satellite Rendezvous 
In practice, satellites are rarely identical; frequently they may be constructed of different hardware, or may 
expel propellant at different rates.  Problems with asymmetrical satellite parameters have been studied 
previously [27] [28], and this section is dedicated to two simple studies of this class of problem.  
The first study will investigate the case where one satellite starts with less propellant than the other.  The 
second study will investigate the difference in trajectory and mass consumption when the two satellites have 
different specific impulses.  All remaining examples in the later sections of this chapter return to the 
assumption of identical initial mass and specific impulse on the two satellites.  For ease of comparison to the 
examples from Section 7.1, the two studies in this subsection were performed with no disturbances. 
7.3.1 Two Satellite Rendezvous with Different Initial Masses 
For this experiment, two satellites are placed at 400 km and 500 km respectively, with a relative true 
longitude difference of 180º.  Unlike the example from Figure 7.10 and Figure 7.11, no final altitude 
constraint was placed on their trajectory.  The satellite which begins at 400 km (Satellite 0) starts with only 
2.55 kg of mass, and has an imposed lower mass limit of 2.50 kg.  Satellite 1 has the standard 3 kg mass at 
the initial time.  The simulation was run with a maximum time of 200 TU, and all solutions in this section 
took the full 200 TU for their maneuvers. 
The resulting change in altitude can be seen in Figure 7.21, and the mass of each craft over the trajectory is 
given in Figure 7.22.  Satellite 0 reserves its remaining propellant for the second half of the maneuver; 
however it does hit the mass limit before the rendezvous is complete.  Satellite 1 is active for significantly 
more of the flight than Satellite 0, which is expected given that it has a full tank. 
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The exact same initial conditions were repeated for a second optimization; however the lower limit of 2.50 
kg was removed from Satellite 0.  The resulting change in altitude can be seen in Figure 7.23 and the mass 
in Figure 7.24. It is interesting to note that without the lower mass limit (allowing the engine to burn through 
dry mass as if it was propellant – a purely academic thought experiment) Satellite 0 activates its engine for 
the first time almost 2 × 104 s earlier, and is consistently on more frequently.  This is further evidenced 
from the fact that the final rendezvous altitude is also higher (476 km altitude vs. 426 km).  The 
unconstrained case also performs better, ending with a total final mass of 5.352 kg compared to the 
constrained case of 5.336 kg. 
The solution for two identical satellites with 3 kg of mass is presented in Figure 7.25 and Figure 7.26.  It is 
curious to note that the final rendezvous altitude is 436 km.  In the previous example without the lower 
mass limit, but with a lower initial mass for Satellite 0, as that satellite expended mass it gained thrust 
acceleration.  The increased thrust acceleration made it less propellant costly for Satellite 0 to continue to 
do a significant portion of the rendezvous, resulting in the two satellites meeting at a higher altitude.  This 
same thrust efficiency gain was present in the first case, but with the mass limit enabled, Satellite 0 could not 
sustain the maneuver.   
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Figure 7.21:Change in Semi-Major Axis of a Two 
Satellite Rendezvous; Satellite 0 has Reduced Initial 
Mass (2.55 kg) and Minimum Mass Constraint 
 
Figure 7.22: Change in Mass of a Two Satellite 
Rendezvous; Satellite 0 has Reduced Initial Mass 
(2.55 kg) and Minimum Mass Constraint 
 
Figure 7.23:Change in Semi-Major Axis of a Two 
Satellite Rendezvous; Satellite 0 has Reduced Initial 
Mass (2.55 kg) but No Minimum Mass Constraint 
 
Figure 7.24: Change in Mass of a Two Satellite 
Rendezvous; Satellite 0 has Reduced Initial Mass 
(2.55 kg) but No Minimum Mass Constraint 
 
Figure 7.25: Change in Semi-Major Axis of a Two 
Satellite Rendezvous; Identical 3 kg Satellites 
 
Figure 7.26: Change in Mass of a Two Satellite 
Rendezvous; Identical 3 kg Satellites 
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7.3.2 Two Satellite Rendezvous with Different Specific Impulse 
To determine the effects of varying specific impulse, a final set of simulations involving a two-spacecraft 
rendezvous was performed.  The two craft begin at 400 km altitude, with a 180º phase separation around 
the same orbit.  No restrictions are placed on the final orbit, although there was a maximum flight time of 
200 TU and both satellites begin with the full 3 kg mass.  As a baseline test, the results for identical specific 
impulse (the standard 75 s used in all other studies) produced the change in altitude shown in Figure 7.27 
and corresponding mass consumption depicted in Figure 7.28.  The solution is reminiscent of the in-plane 
initial 90º separation solution (see Figure 7.2), with both satellites performing initial burns, coasting through 
the middle of the maneuver, and then completing the rendezvous with final burns.  One satellite went to a 
higher altitude, the other to a lower altitude, and they met at nearly the same original altitude, despite there 
being no particular constraint for them to do so. 
 
Figure 7.27: Two Satellite Rendezvous from 180º 
Initial Separation at 400 km, Same Specific Impulse, 
Semi-Major Axis vs. Time 
 
Figure 7.28: Two Satellite Rendezvous from 180º 
Initial Separation at 400 km, Same Specific Impulse, 
Mass vs. Time 
 
Next, the same initial conditions were used to perform the optimization again; however, Satellite 0 has its 
specific impulse cut in half, to 37.5 s.  The resulting trajectory favours the satellite with the higher 𝐼𝑠𝑝 
(Satellite 1) to perform most of the work.  As can be seen from Figure 7.29, Satellite 0 remains at the initial 
altitude for most of the flight time and engages its thruster only near the end to complete the rendezvous.  
This results in Satellite 1 consuming significantly more propellant (Figure 7.32) than it did with two identical 
satellites.  The baseline solution with identical engines consumed 0.386 kg of propellant across both 
satellites, while the asymmetrical solution consumed significantly more: 0.572 kg. 
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Figure 7.29: Two Satellite Rendezvous from 180º 
Initial Separation at 400 km, Satellite 0 with lower 
Specific Impulse, Semi-Major Axis vs. Time 
 
Figure 7.30: Two Satellite Rendezvous from 180º 
Initial Separation at 400 km, Satellite 0 with lower 
Specific Impulse, Mass vs. Time 
 
7.4 Three-Satellite Cooperative Rendezvous 
The same techniques used for two satellite problems can be applied to three or more satellites.  This next 
problem is a three satellite cooperative rendezvous.  All the satellites start in the same initial plane (400 km 
altitude), which is set at a 45° inclination.  Their initial spacing is a 120° true longitude difference, i.e. evenly 
spaced around the orbit.  Even with the improved parallel processing, this solution did not reach an exit 
condition in a 10 hour run time using 72 processors.  The exit condition in question was a minimum 
number of sequentially found optimal solutions, and this particular run was alternating between infeasible 
and optimal solutions, and so did not trigger a program completion before time ran out.  The best solution 
that was found is presented in the next two figures.  It started with 𝑛 = 901 and this solution had increased 
the mesh refinement to 𝑛 = 3295 by the final outer loop execution.  Figure 7.31 shows each satellite’s true 
longitude improvement relative to the other two; as the maneuver continues, all three satellites are 
synchronizing their orbit phases at approximately the same rate, such that the satellite 1 vs. 0 and 2 vs. 1 
relative true longitude curves are almost lined up.  This is accomplished by having two of the satellites 
separate their altitude by 60-70 km from the initial orbit, as seen in Figure 7.32.  This figure is also 
interesting as it shows the short period oscillations [25] in the semi-major axis due to the gravity perturbation 
terms.  These were verified using STK’s HPOP propagator on a satellite coasting in the same original orbit.  
The STK simulation confirmed this oscillation as being correct when compared against Satellite 1’s coast 
phase.  The final propellant consumption for this maneuver is 665.586 g, split across all three satellites. 
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Figure 7.31: 3 Satellite Cooperative Rendezvous 
from Same Orbit - Relative True Longitude 
 
 
Figure 7.32: 3 Satellite Cooperative Rendezvous From 
Same Orbit - Change in Semi-Major Axis 
 
The controls for each of the three satellites are shown in Figure 7.33, and each thrust arc corresponds to 
changes in the semi-major axis from Figure 7.32.  Satellite 0 initially thrusts primarily with 𝛼 ≈ 180°; the 
brief spike of 𝛽 around the 2.2 × 104 s occurs when 𝛼 ≈ 0°, and is therefore effectively equivalent to 𝛼 ≈
180° with 𝛽 = 0°.  This reverse thrusting serves to drop the orbit, and only near the end is thrusting 
resumed, to raise the orbit to meet the other two satellites.  It is interesting to note that near the end there is 
a noticeable use of the 𝛽 angle, with an amplitude on the order of 10°, which serves to compensate for the 
inclination shift being imposed by coasting under the influence of the asymmetrical gravity disturbance.  
Satellite 2, on the other hand, appears to pre-compensate for this drag during its initial orbit raising 
maneuver, and such that during its first coast, the inclination catches up to near the desired position; during 
its second orbit drop, it again applies some out-of-plane thrust, but primarily is thrusting backward to drop 
its altitude and line up with the final target.  Note that it then coasts the remainder of the maneuver, 
indicating that its final orbit is the one to which the other two satellites synchronize.  The satellite 1 control 
profile is relatively straightforward: it coasts until near the end, when it applies some forward thrust to rise 
and meet the Satellite 2 orbit. The ‘chattering’ seen near the end of Figure 7.33 b) is directly related to the 
time discretization.  While it appears as if the throttle is ‘rapidly’ turning on and off, each on or off period 
represents a maneuver which does not take up a full orbit. 
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a) Satellite 0 b) Satellite 1 
 
c) Satellite 2 
Figure 7.33: 3 Satellite Cooperative Rendezvous from Same Orbit -  Control Time Histories 
 
The same problem can be run again, this time with the three satellites spread at different initial altitudes.  
The final result is similar, however the middle satellite (starting at 450 km) is found to remain passive 
throughout the maneuver, letting the upper and lower satellites do all the phasing and propellant 
consumption.  The upper and lower satellite trajectories are near-perfect mirrors of each other, resulting in 
very close agreement in relative true longitude improvement between satellite 1 relative to satellite 0 and 
satellite 2 relative to satellite 1, as seen in Figure 7.35.  This solution, as with the previous, began with an 
NLP vector 𝑛 = 901 variables, and concluded with 3238 variables. 
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Figure 7.34: 3 Satellite Rendezvous from Different 
Initial Orbits Altitudes - Relative True Longitude 
 
Figure 7.35: 3 Satellite Rendezvous from Different 
Initial Orbit Altitudes - Change in Semi-Major Axis 
 
Both of these examples show the general versatility of the software to perform multi-satellite cooperative 
maneuvers for the purpose of rendezvous under varying constraints. 
7.5  Satellite Launch Distribution Problem  
7.5.1 Four Satellite Disturbance-Free Distribution 
The final set of examples is both the most ambitious and the most practical.  One of the key problems with 
CubeSats is that they have little control over their orbit after launch.  When multiple CubeSats are launched 
on the same vehicle, they will often have near-identical orbits.  This last example assumes four CubeSats 
released simultaneously into a 500 km, circular orbit inclined at 45°.  As before, this assumes four identical 
satellites with 5 mN engines performing at 75 s of specific impulse.  The constraints require them to 
distribute themselves into the same orbit plane, with an equally-spaced (90°) separation.  This problem is 
especially challenging due to the increased satellite count, causing the initial NLP vector to be 2401 values 
long, while the final solution had an NLP vector 4537 entries long, representing between 375 and 400 
segments per satellite.  The solution was generated with 𝑛𝑝𝑟𝑜𝑐𝑠 = 120, and was run without the 
disturbances included.  
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Figure 7.36: 4 Satellite Distribution Problem - No 
Disturbances - Relative True Longitude 
 
Figure 7.37: 4 Satellite Distribution Problem - No 
Disturbances - Change in Semi-Major Axis 
As an early evaluation of the feasibility to solve such problems, Figure 7.36 and Figure 7.37 show a 
successful solution which involves no disturbances.  It is interesting to note that, without a specific altitude 
constraint, the solution converged to a final height of approximately 538 km altitude.  Figure 7.36 shows that 
all four satellites end with a relative spacing of 90°.  Looking at the altitude change, the satellites naturally 
ordered themselves such that each satellite spent most of its time at an altitude higher than the satellite that 
it needed to be lagging by the end the maneuver.   
7.5.2 Four Satellite Distribution with Disturbances 
The problem from the previous section is repeated, this time with all disturbances (drag, and the gravity 
disturbances) active. The trajectory, seen in Figure 7.38, is shown rotated slightly off from the normal to the 
final orbit plane, which allows an easy observation of two things.  First, it demonstrates the general 
inclination of 45°, but it also shows that over the course of the mission history, the orbit has precessed with 
respect to the right ascension of the ascending node.  Given that all four satellites had no specific final orbit 
constraints, but did have relative orbit constraints, allowing this precession is acceptable (and should, in fact, 
use less propellant than if they had required a specific final orbit plane).   
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Figure 7.38:4 Satellite Distribution Problem With Disturbances– Trajectory 
Figure 7.39 shows the change in the semi-major axis of each satellite, and gives insight into the general 
solution found.  Satellite 3, which needs to end at position 270° behind Satellite 0, remains in the initial 
orbit.  It is interesting to note that in the appropriate order, based on their required final positions, each 
satellite naturally chose respectively higher altitudes for their coast periods.  Satellite 1 quickly reached the 
semi-major axis destined to be the final result (approximately 6917 km, or 539 km altitude), suggesting the 
other three satellites chose to phase themselves based on its position.  Satellite 0 went higher, effectively 
“falling back” 90°, while Satellite 2 stayed lower and stepped up such that it achieves a 90° lead over 
Satellite 1.  This solution is very similar to the previous disturbance free result, with each satellite acquiring 
their altitudes relative to each other in the same general manner with similar periods of coasting.  The 
similarity of final altitude (538 vs. 539 km) further reinforces these two solutions are from the same family. 
The inset image shows a detailed view of the final moments of the maneuver, giving clearer proof that all 
four satellites conclude at the same semi-major axis.  As with the examples in Section 7.4, the gravity 
disturbances at the 45° inclination lead to a short period oscillation on the semi-major axis. 
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Figure 7.39: 4 Satellite Distribution Problem - Time History of the Semi-Major Axis 
Figure 7.40 shows the relative true longitude of each satellite, with respect to the satellite which is intended 
to be lagging it by 90° at the final time.  This demonstrates how the relative phasing of each satellite occurs 
monotonically with respect to its neighbour, allowing all four satellites to achieve the correct configuration in 
the same time of flight, despite the additional disturbances. 
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Figure 7.40: 4 Satellite Distribution Problem: Change in Relative True Longitude 
 
7.5.3 Four Satellite Distribution with Disturbances and an Altitude Target 
The final example takes this case one step further, and adds an altitude constraint.  The satellites again are 
started at the same initial point, with a 45° inclination and all disturbances, and they are given the objective 
to both space themselves out evenly by 90° relative to their neighbour, and additionally to transfer from 500 
km to 600 km altitude.  This scenario represents the most realistic one for a CubeSat launch; one where the 
satellites are not only released together, but also need to space themselves out and transition into their 
actual operational orbit.  The solution for this problem has parallels to the previous problem’s solution, but 
due to the fixed target final altitude, necessitates a slightly different strategy.  The altitude change can be 
seen in Figure 7.41.  Whereas in the previous example Satellite 1 achieved the final altitude first, and the 
rest seemed to set up their relative phasing around it, in this case, Satellite 0 achieved the target altitude of 
600 km as soon as possible, and the remaining satellites coasted at intermediate orbits to align themselves 
with their final position before transferring up to the 600 km altitude.  The Satellite 3 trajectory is noticeably 
different from before, choosing to drop to a lower altitude before rising to 600 km.  This maneuver to a 
lower altitude allows it to lose an entire relative orbit by comparison to the other satellites, as can be seen in 
Figure 7.42, where its relative final L is 450° by comparison to Satellite 2, which is a 90° separation.  This 
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solution is by no means unique, and there is likely a cousin solution to be found where Satellite 3 does not 
phase an entire orbit relative to the others.  Based on the initial time of flight of 500 TU provided as an 
initial guess, this is the closest local minimum solution that was settled upon by the solver (and note that the 
final time of flight was 535 TU). 
 
Figure 7.41: 4 Satellite Distribution Problem with Altitude Change to 600 km, Disturbances - Semi Major Axis Change 
The examples in this Section demonstrate that this tool is capable of handling open-ended problems with 
multiple non-linear constraints among different satellites.  Further, it indicates that this methodology is ready 
for use with CubeSat mission planning once the appropriate thruster technology becomes available. 
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Figure 7.42: 4 Satellite Distribution Problem with Altitude Change to 600 km, Disturbances – Relative True Longitude 
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Chapter 8 Conclusion 
CubeSats are still in their technological infancy.  The thruster being simulated here has only 5 mN of thrust 
and a very low specific impulse of 75 s but is a reasonable approximation of the type of thruster that will be 
available for missions in the near future.  A new software tool was needed to design trajectories for this 
sensitive and unique problem.  This work has endeavoured to develop an adaptable, high-fidelity trajectory 
propagation and planning tool for use in coordinated multiple CubeSat missions.  Through the 
combination of algorithmic differentiation, the Dormand-Prince higher-order integrator, an adaptive 
integration step sizing scheme, a novel implementation of node point placement, an NLP solver and the use 
of algorithmic differentiation, a single satellite trajectory optimization tool was developed.  For a two-body 
problem, this tool compares favourably with existing analytical solutions.  In addition, intercept and 
rendezvous trajectories can be guaranteed.  Because of the automatic, real time generation of derivatives, 
inclusion of a higher-fidelity force model, such as the addition of gravitational and atmospheric drag 
disturbances, becomes straight forward and does not require any reformulation of the software, while the 
higher-order integrator and adaptive step sizing can keep the integration both accurate and fast.  Extending 
mission studies to asymmetric multi-satellite maneuvers is an area for potential future exploration as well. 
The work was extended to enable multi-satellite solutions with relative orbit constraints by using an 
“embarrassingly parallel” processing scheme.  While this method did provide noticeable speedup when 
compared against a serial methodology, it inspired the development of an entirely new, fully parallel 
algorithmic differentiation approach.  This new technique, while not only being unique in its 
implementation of operator overloading parallel forward derivative development in C++, also allowed the 
satellite solver to generate results with significant speed improvement.   Using this tool, a number of proof-
of-concept trajectories were developed for two, three, and four satellite missions.  These ranged from purely 
academic problems such as cooperative rendezvous, to a full-fledged single-launch vehicle constellation 
deployment scenario.  The software is fully scalable to even more complicated problems; the only limitation 
is computational resources and time.  To generate the solutions found in this document, the equivalent of 
more than 64 real-time days were spent, totally over 1650 CPU-days of effort.  The maximum number of 
simultaneous processors used during this work reached just over 200.  This represents only a small portion 
of the capability of the full cluster supercomputer that was used for this work; however, as this was a shared 
University resource, it approached the reasonable upper-end of the practically available computational time.  
With a dedicated machine, this software is ready to solve for significantly larger constellations of satellites. 
The biggest limitation found throughout this work was the serial nature of the NLP solver being used, 
SNOPT.  The next logical step is to replace this with an NLP methodology that is fully parallel, such that 
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each processor keeps more local data and needs to share less.  Without the need to execute the NLP 
calculations in serial, yet further speedup will be possible, and even less data will be needed to be exchanged 
or shared globally.  Such a solver may already exist, or one may need to be developed; this remains an 
investigation for the future. 
In its current form, this software simultaneously calculates high-fidelity trajectories for multiple satellites, and 
is able to find solutions that are locally optimal in the environment of the initial guess.  The next logical 
progression will be to wrap this program inside a guess-free evolutionary method, and allow it to run for a 
few weeks at a time, in an attempt to find more globally optimal solutions at a fidelity not normally acquired 
with evolutionary techniques. 
This work represents the first time that a higher order integrator, algorithmic differentiation, and parallel 
computing have been combined to improve upon shooting methods.  Further, this work shows that the 
developed methodology performs on par with, or exceeds, some classical analytical methods such as the 
Edelbaum solution.  Finally, this new methodology is innovative in that it enables non-linear, simultaneous 
multiple satellite trajectory planning and relative constraints.  It is now ready for use by the astrodynamics 
community, and CubeSat development groups, to validate future mission concepts. 
 
 
89 
 
References 
 
[1]  CubSat Program, Cal Poly SLO, "cubesat.org," 1 August 2009. [Online]. Available: 
http://www.cubesat.org/images/developers/cds_rev12.pdf. 
[2]  J. Mueller, R. Hofer and J. Ziemer, "Survey of Propulsion Technologies Applicable to Cubesats," Pasadena, CA, 
2010. 
[3]  T. N. Edelbaum, "Propulsion Requirements for Controllable Satellites," ARS Journal, pp. 1079-1089, August 
1961.  
[4]  T. N. Edelbaum, "Theory of Maxima and Minima," in Optimization Techniques with Applications to Aerospace 
Systems, G. Leitmann, Ed., New York, 1962, pp. 1-32. 
[5]  M. J. Walker, B. Ireland and J. Owens, "A set of modified equinoctial orbit elements," Celestial Mechanics and 
Dynamical Astronomy, vol. 38, no. 4, p. 11, 1986.  
[6]  J. T. Betts, "Optimal Interplanetary Orbit Transfers by Direct Transcription," The Journal of the Astronautical 
Sciences, vol. 42, no. 3, pp. 247-268, July-Sept 1994.  
[7]  D. A. Vallado, Fundamentals of Astrodynamics and Applications, Second ed., El Segundo, California: 
Microcosm Press, 2004.  
[8]  J. R. Wertz, Spacecraft Attitude Determination And Control, Dordretcht: D. Reich Publishing Company, 1978.  
[9]  J. T. Betts, Practical Methods for Optimal Control Using Nonlinear Programming, Siam, 2001.  
[10]  J. T. Betts, "Survey of Numerical Methods for Trajectory Optimization," Journal of Guidance, Control, and 
Dynamics, vol. 21, no. 2, pp. 193-207, March-April 1998.  
[11]  P. J. Enright and B. A. Conway, "Discrete Approximations to Optimal Trajectories Using Direct Transcription 
and Nonlinear Programming," Journal of Guidance, Control, and Dynamics, vol. 15, no. 4, pp. 994-1002, July-
Aug. 1992.  
[12]  B. Conway, "The Problem of Spacecraft Trajectory Optimization," in Spacecraft Trajectory Optimization, B. 
Conway, Ed., Cambridge University Press, 2010, pp. 1-15. 
 
90 
 
[13]  P. Gill, W. Murray and M. Saunders, User’s Guide for SNOPT Version 7: Software for Large-Scale Nonlinear 
Programming, Stanford, CA: Stanford University, 2006.  
[14]  A. E. Bryson and Y.-C. Ho, Applied Optimal Control, New York: Taylor and Francis, 1975.  
[15]  J. R. Dormand and P. J. Prince, "A Family of Embedded Runge-Kutta Formulae," Journal of Computational and 
Applied Mathematics, vol. 6, no. 1, pp. 19-26, March 1980.  
[16]  J. R. Dormand and P. J. Prince, "Higher Order Embedded Runge-Kutta Formulae," Journal of Computational 
and Applied Mathematics, vol. 7, no. 1, pp. 67-75, March 1981.  
[17]  W. H. Press, B. P. Flannery, S. A. Taukolsky and W. T. Vetterling, Numerical Recipes in C, Cambridge: 
Cambridge University Press, 1988.  
[18]  A. Griewank and A. Walther, Evaluating Derivatives: Principles and Techniques of Algorithmic Differentiation, 
2nd Edition ed., Philadelphia: Society for Industrial and Applied Mathematics, 2008.  
[19]  J. I. Toivanen and r. A. Mäkinen, "Implementation of Sparse Forward Mode Automatic Differentiation with 
Application to Electromagnetic Shape Optimization," Optimization Methods and Software, vol. 26, pp. 601-616, 
August-October 2011.  
[20]  A. Walther and A. Griewank, "ADOL-C: A Package for Automatic Differentiation of Algorithms Written 
C/C++," 2011. 
[21]  J. T. Betts and W. P. Huffman, "Mesh Refinement in Direct Transcription Methods for Optimal Control," 
Optimal Control Applications and Methods, vol. 19, no. 1, pp. 1-21, 1998.  
[22]  Y. Zhao and P. Tsiotras, "Mesh Refinement Using Density Function for Solving Optimal Control Problems," in 
AIAA Infotech@Aerospace, Seatle, Washington, 2009.  
[23]  B. A. Conway and W. S. Paris, "Spacecraft Trajectory Opimization Using Direct Transcription and Nonlinear 
Programming," in Spacecraft Trajectory Optimization, B. A. Conway, Ed., Cambridge, Cambridge University 
Press, 2010, pp. 33-78. 
[24]  W. E. Wiesel, Spacecraft Dynamics, 1st ed., McGraw-Hill, 1989.  
[25]  J. E. Prussing and B. A. Conway, Orbital Mechanics, 2nd ed., New York: Oxford University Press, 2013.  
[26]  J. A. Kechichian, "Reformulation of Edelbaum's Low-Thrust Transfer Problem Using Optimal Control Theory," 
Journal of Guidance, Control, and Dynamics, vol. 20, no. 5, pp. 988-994, Sept-Oct 1997.  
91 
 
[27]  V. Coverstone-Carrol and J. E. Prussing, "Optimal Cooperative Power-Limited Rendezvous Between 
Neighbouring Circular Orbits," Journal of Guidance, Control, and Dynamics, vol. 16, no. 6, pp. 1045-1054, Nov-
Dec 1993.  
[28]  V. Coverstone-Carroll and J. E. Prussing, "Optimal Cooperative Power-Limited Rendezvous Between Coplanar 
Circular Orbits," Journal of Guidance, Control, and Dynamics, vol. 17, no. 5, pp. 1096-1102, 1994.  
[29]  A. Grama, A. Gupta, G. Karypis and V. Kumar, Introduction to Parallel Computing, 2nd Edition ed., Harlow, 
Essex: Pearson Education Limited, 2003.  
[30]  D. Gregor and M. Troyer, "Boost.MPI User Manual," 31 January 2013. [Online]. Available: 
http://www.boost.org/doc/libs/1_53_0/doc/html/mpi.html. [Accessed 24 February 2013]. 
[31]  P. Hovland and C. Bischof, "Automatic Differentiation for Message-Passing Parallel Programs," in Proceedings of 
the First Merged International Parallel Processing Symposium and Symposium on Parallel and Distributed 
Processing, 1998.  
[32]  H. M. Bücher, B. Lang, A. Rasch and C. H. Bischof, "Automatic Parallelism in Differentiation of Fourier 
Transforms," in Proceedings of the 2003 Symposium on Applied Computing, New York, 2003.  
[33]  A. Rasch, H. M. Bücher and C. Bischof, "Automatic Computation of Sensitivities for a Parallel aerodynamic 
Simulation," in Proceedings of the International Conference on Parallel Computing, Jülich, Germany, 2007.  
[34]  C. Bischof, A. Carle, P. Hovland, P. Khademi and A. Mauer, "ADIFOR 2.0 User's Guide," Argonne National 
Lab, June 1998. [Online]. Available: http://www.mcs.anl.gov/research/projects/adifor/AdiforDocs.html. [Accessed 
14 04 2013]. 
[35]  "Illinois Campus Cluster Program Hardware," University of Illinois, 2013. [Online]. Available: 
https://campuscluster.illinois.edu/hardware/. [Accessed 10 February 2013]. 
 
 
