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1. INTRODUCTION
Chapter 1. Introduction
1
"We rarely hear the inward music, but we're all dancing to it nevertheless." 
Jalaluddin Rumi, around 1240
"The soul never thinks without a mental image."
Aristotle, De Anima, 431a 15-20, around 330 BC
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Music is ubiquitous. It is found in every human culture (Cross, 2001), and 
its development can be traced back to evolutionary important capacities such 
as communication, group bonding and emotion regulation (Mithen, 2009). A l­
though exact definitions of music fall outside the scope of the current work, I 
here use a basic definition, stating that music is auditory information which is 
structured in time. Although some form of pattern periodicity is usually present, 
it is not strictly necessary. The breadth of this definition poses some problems; 
it includes things we normally do not consider to be music, such as spoken lan­
guage for instance, and traffic noise. At the same time, our intuitive definitions 
of musical sound are generally conservative, and stretch with genres and pref­
erences, changing at slow and fast scales from era and culture to generation and 
to some extent to every hype in every new season. Using a broad definition is 
also more compatible with the broad range of brain networks involved in pro­
cessing musical information. In a recent article on music's use for rehabilitation 
Dr. A. Patel was quoted to say: "People sometimes ask where in the brain music 
is processed and the answer is everywhere above the neck"1. This widespread 
cerebral activation in response to music presents difficulties in researching the 
subprocesses involved, not in the least because the inter-individual differences 
are immense (see for instance Altenmuller, 2001).
Music can also exist without sound; even without perceiving anything we 
can create the experience of music internally, either based on something we al­
ready know, or thinking it up as we go along. This thesis focuses specifically 
on deliberate, effortful music imagery, how this relates to perceptual processing, 
and how this music imagery is implemented in the brain. Here, I use the term 
music imagery to describe the process of deliberately imagining well-known mu­
sic, by recreating the perceptual experience internally. In this introduction, I first 
describe some background literature that considers the processing of musical in­
formation in the brain. Then I aim to clarify my use or terms by a description 
of perception, imagery and their subprocesses, as well as their interactions with 
other cognitive functions. Here, the extent to which I consider these mechanisms 
to overlap and differ is discussed, as well as how, in my opinion, some terms are
1Aniruddh Patel, The Neurosciences Institute: Singing 're-wires' damaged brain, BBC 
News, Feb 21st, 2010. http://news.bbc.co.uk/2/hi/science/nature/8526699.stm
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currently used in different ways by different authors. Importantly, the distinc­
tion between spontaneous and effortful imagery is raised. The main questions 
which are posed are a) to which extent this effortful imagery is similar to percep­
tion of music, and b) how music imagery is represented in the brain signal. Next, 
a short discussion of different research methods is added. Finally, I w ill briefly 
introduce the other chapters in this thesis, each describing experimental studies 
carried out to answer a number of questions that are raised.
1.1 Music and the brain
As suggested in the quote above, multiple brain regions have been found to be 
implicated in the processing of music. Among these are areas involved in basic 
auditory processing, in higher level information processing such as the track­
ing of a chord structure, rhythm and melodies, emotional processing, as well 
as responses from a multitude of other regions. While primary and secondary 
auditory areas are obviously implicated (see for instance Zatorre et al., 2002), 
there are numerous examples of modality-aspecific areas being involved in mu­
sic listening, that are shared with other cognitive functions non-specific to mu­
sic. Examples are the subcortical reward system responding to self-selected fa­
vorite music (Blood and Zatorre, 2001) or amygdala responding to unexpected 
chords (Koelsch et al., 2008), language-like responses to music-syntactical incon­
gruencies (i.e. Patel, 2005) and Broca's area involved in musical mirror neuron 
processes (Fadiga et al., 2009, see also Overy and Molnar-Szakacs, 2006). Ar­
eas known to be involved mainly in motor processes have been found to also 
be implicated in listening to musical rhythms (Bengtsson et al., 2009), and to be 
modulated by rhythm complexity (Chen et al., 2008b). Interestingly, Kraemer 
et al. (2005, supplementary material) found that the secondary auditory cortex is 
more active when listening to unfamiliar than familiar music, indicating that at 
least a large proportion of the higher level processing of unknown material takes 
place here. This likely includes generating expectations about what is to come, 
both in pitch and in time, based on the information present in section of music 
that was just heard. Such a tracking mechanism, and the confirmation and vio­
lation of these expectations, is considered to be the key element in what gives a
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musical piece its identity, and the source of enjoyment in listening (Huron, 2006). 
These expectations are currently assumed to be (at least) partly based on the sta­
tistical prevalence of musical events and their predictability. There appears to 
be a regularity detection mechanism in perceptual processing that formulates 
internal rules and functions independent of the listener's familiarity with the 
music. Thus, even deviations from predictable progressions in very well known 
musical pieces may keep sounding interesting and surprising, and through their 
deviation from the expected regularity may evoke an emotional response (e.g. 
Narmour, 1990). In a recent review, Winkler et al. (2009) discuss cerebral mecha­
nisms that may underlie predictive processing in auditory perception.
Music is also an interesting domain for neuroscientific investigations into 
inter-individual differences and training mechanisms. The range of musical ex­
pertise present in the general population is very large, from complete novices 
to highly trained professionals. Sloboda (2000) has described how motivational 
and social factors are implicated in the activities that promote skill acquisition, 
such as practice, of which youthful musicians have already had 7000 hours by 
the age of 18. Not only have researchers found structural brain differences based 
on musical expertise (Gaser and Schlaug, 2003), but lateralization is also affected 
(Vuust et al., 2005). Musical experts have been shown to have an increased abil­
ity to detect auditory deviants (Zuijen et al., 2005), they are better at attending 
to single voices within an auditory stream (Strait et al., 2010), and have been 
shown to have an advantage in the perception and production of second lan­
guages (Besson et al., 2007; Slevc and Miyake, 2006).
Relating these neuropsychological findings to information processing mech­
anisms in the brain, Peretz and Coltheart (2003) propose a modular system of 
music processing. They argue that, faced with many lesioned patients who 
have lost distinct musical functions (such as pitch perception, tonal organiza­
tion, rhythm perception etc), whereas other musical and linguistic functions have 
been spared, a modular system appears most likely. According to this view, sep­
arate (parallel) processes are taking place, from basic auditory functions such 
as detecting the pitch or rhythmic regularities, to higher level processes such as 
generating expectations and comparing renditions. The separate development of 
these modules offers an intuitive explanation for the large inter-individual differ­
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ences in music processing, due to a high degree of specificity and specialization 
of the system.
1 1.2 Music imagery
Although the term 'image' is inherently associated to the visual modality, one 
can of course also speak of an auditory image, with which I refer to the repre­
sentation of a certain musical piece, or the sound of an instrument or even the 
acoustical characteristics of a room. Music imagery is most familiar to us as the 
phenomenon of 'having a song in one's head'. In a study on its prevalence, Bailes 
(2007) found that an average of 32% of investigated music students reported ex­
periencing music imagery at any random sampling time. Kellaris (2001) found 
that in the general population, 98% of individuals have experienced this phe­
nomenon. In a study meant to investigate cerebral idling with functional Mag­
netic Resonance Imaging (fM RI), a 50% of participants (not selected for musical 
expertise) reported experiencing spontaneous music imagery while doing noth­
ing (Delamillieure et al., 2010). Be it from a radio show heard in the morning 
or the music playing in a supermarket, tunes have a habit of staying with us 
through the day, named 'earworms' by some (for instance Sacks, 2006). Even 
though this is not always a pleasurable experience, people participating in the 
Bailes (2007) study report that 70% are in a positive mood during imagery. Inter­
estingly, only 5% of the respondents had 'no idea' where the music came from, 
the majority of students reported just having heard it previously, or memoriz­
ing it for a performance, the latter indicating spontaneous mental rehearsal. The 
fact that it can be made to disappear by effortful imagery of another song points 
to one of the processing characteristics of auditory imagery: it requires an al­
location of resources (attention, working memory) that make it an activity that 
humans cannot perform in parallel: only one independent song can be imagined 
at the same time (to the extent that imagery can interfere with actual perception, 
see Farah and Smith, 1983).
A  more pathological spontaneous manifestation of music imagery happens 
in the form of musical hallucinations (sometimes hard to distinguish from actual 
perception, as described in Griffiths, 2000), or epileptic activity (Sacks, 2006).
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In contrast, we can also imagine music in a deliberate, effortful way. Pro­
vided that we are familiar with a musical piece, we can conjure its auditory im­
age internally, with varying ease. This type of imagery allows us to 'p lay' music 
internally. The amount of detail and vividness of this internal rendition can vary 
widely, and selective attention can be engaged to focus on particular aspects of 
the music. Nevertheless, information about this has to mainly come from intro­
spection and anecdotal evidence. But the fact that Beethoven, though deaf at the 
end of his life, could still construct wonderfully complex and well orchestrated 
music strongly suggests that he was able to conjure very detailed internal audi­
tory images. Thus auditory imagery may involve mental representations very 
similar in complexity to perceived music, the process seems also bound by the 
restrictions of music: music is ordered in time. This points to a basic underlying 
organizing principle of music memory recall: a next part (note, section) of the 
mental representation can only be activated by the activation of a previous one.
This feature constitutes the core difference between music imagery and im­
agery in other modalities. Although a time dimension is present in movement 
imagery, and can be introduced in visual imagery (moving pictures), the direc­
tion of time in natural music is non-reversible (although for an experiment on 
mental reversal of melodies, see Zatorre et al., 2009). With a few exceptions, very 
little is known about tactile, olfactory or gustatory imagery, and they w ill not be 
discussed further here, but it is safe to say that change in an image is what would 
create a time dimension. Music and movement imagery need such a change (and 
thus a time-structure), but other types of imagery do not necessarily, and only in 
music is it one-directional.
The modalities of imagery differ in terms of dimensions that are necessary 
or optional, subject to scanning or change. For instance, in visual imagery, the 
spatial dimension can be scanned (as in a map in Kosslyn et al., 1978), and in mu­
sic imagery the time dimension can be scanned (Halpern, 1988), and necessarily 
needs to unfold as the piece progresses. However, in natural music you cannot 
scan backwards through time, whereas this is not a problem in space. Addi­
tionally, you need a time-structure to control the time dimension or tempo. For 
movement imagery, we can imagine slow and fast movements, but the direction 
is arbitrary.
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Being able to imagine music unfolding in time and being able to track or scan 
its progression when hearing the music assumes the maintenance of an internal 
an internal pulse or timekeeper (Povel and Essens, 1985) that dictates the pace of 
the (internal) music. This process can be controlled, as up to a certain extent we 
can imagine the same music at a very fast or slow tempo. However, the tempo at 
which we have often heard music is stored in long-term memory, and is shown 
to be surprisingly accurate (Levitin and Cook, 1996). Thus the timekeeper allows 
imagination processes to activate representations that correctly evolve over time, 
giving them a character distinctly different from visual imagery.
This deliberate conjuring of an auditory experience is the type of music im­
agery investigated in this thesis, and the main questions which are posed are a) 
to which extent this process is similar to perception of music, and b) how this 
mechanism is represented in the brain signal.
However, this is not the only type of manifestation of auditory imagery. To be 
more specific about the nature of the process under investigation, it is necessary 
to make certain distinctions between different forms of imagery. Aside from 
effortful, deliberate imagination, imagery can also be spontaneous, as described 
above, or manifest as a component of another process, in a more implicit form. 
Although a systematic comparison of imagery types is beyond the scope of this 
thesis, it is important to briefly discuss a number of manifestations of imagery 
that are different from the type investigated here.
In a number of studies, imagery has been described as a necessary component 
of other cognitive functions. Important examples are working memory (Badde- 
ley, 1992), long term memory retrieval (Huijbers et al., 2011), but also, impor­
tantly, for music, expectation generation in perception (Janata, 2001; Janata and 
Paroo, 2006), and in action planning (Keller and Koch, 2008). It can be said that 
any goal-directed behavior includes some form of imagination of its outcome, 
and this is also formulated as the first element of Huron's (2006) ITPRA-theory 
(an acronym for Imagination, Tension, Prediction, Reaction, and Appraisal). Keller 
et al. (2010) show that anticipatory imagery modulates temporal kinematics of 
regularly timed action sequences. However, this concept of imagery is clearly 
at odds with the characteristics of deliberately conjuring a perceptual experi­
ence. In this case, there are multiple outcomes, perhaps varying in their prob­
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ability, that are expected and thus imagined, that likely would not manifest as 
conscious perceptual experiences. This creates a distinction of implicit versus 
explicit imagery, for the spontaneous imagery (it is likely safe to say that delib­
erate imagery is never implicit). An example from the motor imagery literature 
is the difference between hand-turning paradigms (as for instance reported by 
De Lange et al., 2008), where it is assumed motor imagery is used to ascertain 
whether one sees a left or right hand in some angle of rotation, contrasted by 
tasks where participants are explicitly instructed to imagine moving their hand 
(which is quite common in Brain-Computer Interface or BCI research, by for ex­
ample Pfurtscheller et al., 2006). Additionally, the type of imagery influences the 
brain response, as is shown for instance by differentiating kinesthetic and visuo- 
spatial movement imagery, the latter not involving motor regions of the brain, 
as shown by Stinear et al. (2006). Another example of an instance of auditory 
imagery being elicited spontaneously, although not in support of a particular 
cognitive function, is as co-activation of perception in a different modality, as 
in so-called notational audiation during music reading (Brodsky et al., 2008), or 
sound-implying visual stimuli (Meyer et al., 2010).
The difference stated above between explicit, effortful imagery and auto­
matic, spontaneous imagery should not be ignored in research methodologies. 
and it is important to be aware of these distinctions when interpreting results 
from the literature. Generally, A ll of these different types of imagery are used 
interchangeably, usually without a rationale or distinction from other types of 
imagery. The extent of exerted effort, the goal of the imagery and the extent to 
which the experience is actually consciously perceptual is not necessarily, but 
very likely a cause of divergence in behavioral and brain responses.
In this thesis I w ill only focus on effortful imagery of known fragments, a 
mental task that is deliberate and explicit. Furthermore, in these studies the in­
ternal timekeeper is controlled by providing an external stimulus, thereby pro­
viding the time structure as an instruction to the participants. As I focus on 
the two most basic dimensions of music: rhythm and melody, imagery of many 
other aspects of true music w ill need to be ignored such as harmony, timbre, 
expressiveness and other aspects that make music musical.
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1.3 Perception and imagery
I  One of the main questions addressed here is the relation between imagery and
perception. Considering the literature on brain activity measurements during 
imagery in different modalities, it is apparent that imagery in the visual or motor 
modality have received much more attention than auditory imagery. Although 
there is no reason to assume that the relation between perception or action on 
one hand, and imagery on the other, is necessarily the same for each modality, I 
w ill briefly discuss them here. For visual imagery it is shown that in most cases 
the primary visual areas are also active during imagery (Kosslyn et al., 2001), 
although this is not a consistent finding (Daselaar et al., 2010). In imagined 
movement, brain activity is seen that is very similar to actual movement (Sza- 
meitat et al., 2006), involving the primary motor cortices, and lateral and medial 
premotor cortices, bilaterally. Thus, the general tendency of the findings is that 
visual imagery as well as movement imagery appear to induce similar, though 
weaker activity in the same brain areas that are active for actual perception or 
action. In the auditory domain, and specifically music, more areas appear to be 
activated that are not necessarily part of auditory perception. Halpern (2001) de­
scribes a series of experiments showing that music imagery activates secondary 
auditory and supplementary motor areas, which is not due to subvocalisation 
or imagined movement (as in music-making). Although Kraemer et al. (2005) 
do find activation of the primary auditory areas during imagery, the difference 
with the results of Halpern may be traced to differences in experiment design 
or participant instruction. Whereas Halpern and colleagues instructed their par­
ticipants to actively imagine music, the Kraemer study assumed music imagery 
to happen in silent gaps in familiar music (i.e. spontaneous continuation based 
on a long-term memory representation), illustrating the point made above on 
differing types of imagery.
Although perception and imagery are two fundamentally different processes 
(i.e. perception involves external stimulation and imagery recreates a perceptual 
experience without external input), it is also clear they have things in common. 
Perception, even of familiar material, is not only passive intake of information, 
but has an active component, that involves online interpretation of incoming in-
10
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formation, expectancy generation of what is coming next and possibly the prepa­
ration of an appropriate response. Examples can be found in preattentive pattern 
processing (Zuijen et al., 2005), the dominance of cognitive priming over sensory 
priming in chords (Bigand et al., 2003), and the temporal expectation generation 
(a recent example shown by Tillmann et al., 2011).
processing perception imagery
memory retrieval: 
tempo, chord structure etc
receiving incoming 
information
connect to known stimuli: 
pattern matching
tracking:
!  pitch/chord/tempo structure
i ---  detect regularities
hierarchical chunking: 
generate implicit expectations
implicit expectation 
confirmation/violation
listener-specific
responses
subjective experience 
of sound
- - \  —  internal timekeeping
Figure 1.1: A possible framework of perception and imagery of music and their subpro­
cesses is shown here, some specific to one or the other, and some shared.
The logical assumption would be that especially the components of percep­
tion that make it an active process, are (at least partly) active during effortful 
imagery as well, explaining the finding of overlapping active brain areas. That 
said, a general finding is that this shared activity is smaller for imagery than per­
ception or action (for a musical example in the ERP, see the reduced N1 reported 
for imagined notes by Meyer et al., 2007)
As a first, incomplete step towards a model that needs to be developed, Fig­
ure 1.1 provides an example of what subprocesses may be shared or not by per­
ception and imagery. Though not meant as an exhaustive list or a definitive 
model, an intuitive idea is depicted where a number of subprocesses necessary
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for perception and effortful imagery of music are ordered as a sequence, start­
ing at the top and moving down along the perceptual or imagination process. 
The subprocesses that are closely related to each other are connected by dotted 
lines. For imagery, the first thing that may happen is the retrieval of informa­
tion from memory of musical aspects that are to be imagined. For perception, 
it would start with incoming information, and tracking the different structures, 
such as the temporal, melodic and chord structure. In imagery a perceptual ex­
perience would be generated, adding a pulse or tempo internally. While regular­
ities are detected in these structures in both tasks, these patterns are matched 
to what we already know explicitly or implicitly (i.e. other pieces of music, 
but also our knowledge about the idiom and syntax of commonly occurring 
musical structures). This process then may lead to expectations being formed 
and an overall perceptual structure being formed. It should be noted that in 
the pattern matching and expectancy generation, individually specific charac­
teristics could already be introduced, based on personal features such as mother 
tongue and musical experience, but also situational aspect such as attention lev­
els or listening context. It is important to note that the process of generating 
implicit expectations is here considered to be identical between perception and 
imagery. The incoming musical information is processed further at a higher cog­
nitive level, when the multi-leveled musical structure is interpreted based for 
instance on musical taste, memory associations and other cognitive influences 
(termed listener-specific aspects). This process of adding a personal interpreta­
tion is also identical between perception and imagery. As a proposed framework, 
these ideas may function as a starting point in interpreting brain activity that is 
either shared between perception and imagery, or specific to one task only. In­
terestingly, when non-clinical auditory hallucinations (in this case of voices) are 
compared with imagined heard speech (Linden et al., 2011), a substantial num­
ber of brain areas are activated in both, identified as sensory areas (including 
superior temporal sulcus and language areas) and prefrontal areas (supplemen­
tary motor areas). However, unlike in hallucinations, in imagination the latter 
precedes the former, which is interpreted as the supplementary motor areas be­
ing related to the initiation of the imagery, whereas the sensory activity is com­
parable for imagery and hallucinations. Although of course this study does not
12
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make a direct comparison between perception and imagery, it is a good example 
of differentiation of subprocesses. In this case, it is the timing of activation that 
causes the differentiation of voluntary control of the inner perceptual experience.
To construct a complete model, it is important to further investigate the sep­
aration of the processing into the modules needed for perception and imagery 
in its various forms, and to postulate their order, interconnections and activation 
in various tasks. It is clear that in such a model there are modules shared be­
tween perception and imagery as well as modules specific to those processes. In 
the current work, some of the questions raised by this framework are addressed, 
by looking at the overlap in brain response between perception and imagery, 
and decomposing the response according to musical aspects. However, it is a 
reverse-engineered interpretation, and further work is needed to develop the 
initial, intuitive framework shown here into a complete model.
1.4 Research methods
The considerations described above make a case to investigate single subjects 
as well as responses averaged over multiple participants. This way one could 
study the general mechanisms, that should be the same for everyone, but may 
exist with some variation in individuals, as well as the forms or levels that certain 
mechanisms can reach after various levels of training. Given the slippery, hard- 
to-quantify nature of both music and imagery, it is necessary to be extremely 
rigorous in our research methods when it comes to these experimental topics. 
At the beginning of experimental psychological inquiry with Wilhelm Wundt, 
imagery was generally researched using introspection and self-report (for exam­
ple Wundt, 1896). However, these methods add their own complications to the 
research design, as for instance the wording people use, the way they quantify 
their experience, as well as more social factors concerning the experiment sit­
uation may have a strong influence on the results, and led early behaviorists to 
reject introspection as a method altogether and ignore reports of experience in fa­
vor of consistently measurable behavior (Watson, 1913; Lyons, 1986). Measuring 
brain activity during imagery offers a way to objectify the neural correlates of an 
experience, although brain measurements can never replace phenomenological
13
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reports. Even so, something can be learnt not only about the cerebral mecha­
nisms of imagery, but also about the relation between these measurements and 
the reports that are given by participants.
Classic neuroscience methods, looking at either electrophysiological or haemo- 
dynamic responses in the brain, generally use averages of many trials and partic­
ipants, in keeping with the main goal of finding commonalities between people. 
This necessarily yields results of a non-existent person, and averages of anatom­
ical results are usually mapped on a standard, abstract, nonexistent brain. Aside 
from facilitating methods of statistical testing that are suitable for brain imaging 
data, this practice of using averages also reflects an interest in results that hold 
for a majority, and not individuals. The last few years have seen a change here, 
with advances in the measurement methods making more room for results from 
individual datasets, with increased statistical power to ensure that the results 
are informative and not random. A  simple example is that with more measuring 
channels, at higher sampling frequencies, there are more options for analysis to 
uncover previously unseen responses (but also a risk of spurious results with 
statistical significance being easier to achieve).
Newer methods of treating brain activity data focus on the amount of vari­
ance in a response (instead of just considering a mean), and allow for increased 
source separation. Using methods from other fields, such as machine learning 
and electrical engineering, neuroscientific questions can be phrased differently. 
Instead of comparing timelocked responses to single conditions, more options 
are available to clarify the mechanisms of interest, by decomposing the responses 
in the analyses instead of in the experiment design. These developments make 
it much easier to consider more natural response situations, instead of the mas­
sive standardization which is typical for a lab experiment. Exciting develop­
ments include the so-called brainreading studies, in which a single exposure to 
a perceived stimulus can be detected from the brain activity (Kay et al., 2008; 
Formisano et al., 2008). Considering how individual imagery mechanisms are, 
these new tools used for perception are also available to investigate the brain 
mechanisms associated with music imagery.
14
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1.5 A look ahead
A number of questions can be raised based on these considerations. These ques­
tions pertain to the extent of shared brain activity between perception and im­
agery, focusing on the task in itself, and focusing on the stimulus, i.e. the content 
of perception or imagery. Subcomponents may be found in either, decomposing 
tasks into subprocesses, and stimuli into musical aspects. In this thesis, five sep­
arate investigations are reported. As stated in the above, all concern effortful, 
deliberate imagery, and all make use of electroencephalography (EEG). The ba­
sic question, concerning the signature of the perception and imagery of a musical 
stimulus in the EEG  signal, returns in each study (although only for perception 
in chapter two). A  secondary question is whether distinctive responses to partic­
ular stimuli can be found, that can be distinguished as belonging purely either 
to perception or imagery. A  final common thread is the question whether de­
composing the EEG  response (according to stimulus aspects, or using statistical 
decomposition such as principal component analysis (PCA)) yields meaningful 
subcomponents.
Different analysis methods are used in each chapter. Chapter two focuses 
on single trial data for individual subjects, chapter three shows results from the 
frequency domain and chapters four and five focus on the event-related poten­
tial (ERP), and use different methods of decomposition. Chapter four looks at 
decomposition based on a priori knowledge about the stimulus, and the musi­
cal information, whereas chapter five uses a data-driven decomposition method. 
The presented preliminary model of overlap between imagery and perception, 
and the processing of musical information in these tasks, can function as a start­
ing point in interpreting possible sources of shared activation, or activity related 
to specific musical aspects. I w ill now summarize the reported findings for each 
chapter in turn. In chapter two, I focus solely on perception of natural music and 
whether the response is robust enough to be detectable from a single trial of EEG  
data. This is shown to be possible up to 70% correctly using about three seconds 
of brain activity measurement for the best participant, using seven stimuli (thus 
making chance level 14.3%). Furthermore, the detection of this response is also 
possible across participants, suggesting that there is a common representation
15
Chapter 1. Introduction
for each of these stimuli. Most of the information in the signal is found in fronto- 
central locations. A  number of aspects of the stimulus are investigated, to see 
what the best predictor of the EEG  response is. Although for most stimuli the 
audio envelope shows a high correlation with the event-related potential (ERP), 
this is not true for all stimuli. The third chapter concerns the brain signatures 
of imagery of natural music, averaged over people in order to find common re­
sponses. It is shown that the frequency content of the EEG  response shows a 
parieto-occipital 10-12 Hz activation that is larger in imagery than perception, 
and modulated by musical stimulus. In the fourth chapter I present a decompo­
sition study, looking at stimulus content, based on the perception and imagery of 
simple melodies. Here, the response is decomposed using a structural model that 
is based on our a priori knowledge of the stimulus, and tested to see how much 
variance it explains. Identification of the occurrence of musical aspects yields 
subcomponents in the data that explain up to 83% of the variance of the percep­
tual data, and 63% in the imagery data, revealing a primary role for the metric 
structure in the melodies in the EEG-response. In chapter five, I look specifically 
at simple rhythms, and how superimposing an accent pattern on an isochronous 
stimulus train, or metronome, influences the brain response. Here, the response 
to an imagined accent is actually shown to be very similar to a perceived accent, 
and the response is decomposed using PCA to identify different subprocesses 
involved in these subjective accenting patterns. A  large fronto-centrally located 
component already distinguishes the accents, and that the following components 
add further detail to the response to the metric structure of the stimulus. In the 
final chapter I discuss the implications of the combined body of work.
The reported experiments were carried out in the framework of BCI research, 
to investigate the suitability of musical imagery as a task that can be used to 
drive a device using only brain activity. This idea is based on the inherent time- 
structure of music, and the temporal precision of EEG  measurements. While 
the use of music imagery as a BCI task is not the subject of the work presented 
here, many of the methods chosen are more common to BCI than to cognitive 
neuroimaging. A  number of the studies described in the following are good ex­
amples of multidisciplinary carry-over. Although the studies are not presented 
in the order that they were carried out (as apparent from cross-references in the
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publications), I deemed this structure to be most logical in terms of interpreta­
tion.
To summarize, the following studies focus on deliberate perception and im­
agery of music, using a range of stimuli as well as a range of research methods. 
The main effects that are investigated are interpreted as either attributable to the 
task (i.e. perception or imagery) or to the content of the perceived or imagined 
stimulus. Together these papers serve as an indication of the complexity of these 
different aspects of musical imagery and their interrelations, and take a step in 
elucidating the underlying neural mechanisms.
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2. PERCEIVED MUSIC
Single trial detection
Chapter 2. Perceived Music
"The harmony of life can be learnt in the same way as the harmony of music. The ear 
should be trained to distinguish both tone and word, the meaning concealed within, and 
to know from the verbal meaning and the tone of voice whether it is a true word or a 
false note; to distinguish between sarcasm and sincerity, between words spoken in jest 
and those spoken in earnest (...), either directly or indirectly expressed. By doing so the 
ear becomes gradually trained in the same way as in music, and a person knows exactly 
whether his own tone and word as well as those of another are false or true."
Hazrat Inayat Kahn, The Mysticism of Music, Sound and Word, 1921
Abstract
In the current study we use electroencephalography (EEG) to detect heard mu­
sic from the brain signal, hypothesizing that the time structure in music makes it 
especially suitable for decoding perception from EEG  signals. While excluding 
music with vocals, we classified the perception of seven different musical frag­
ments of about three seconds, both individually and cross-participants, using 
only time domain information (the event-related potential, ERP). The best indi­
vidual results are 70% correct in a seven-class problem while using single trials, 
and when using multiple trials we achieve 100% correct after 6 presentations of 
the stimulus. When classifying across participants, a maximum rate of 53% was 
reached, supporting a general representation of each musical fragment over par­
ticipants. While for some music stimuli the amplitude envelope correlated well 
with the ERP, this was not true for all stimuli. Aspects of the stimulus that may 
contribute to the differences between the EEG  responses to the pieces of music 
are discussed.
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2.1 Introduction
Recent neuroimaging studies show an increasing ability to decode from brain ac­
tivity what is being perceived, in both visual (Kay et al., 2008; Haynes, 2009) and 
auditory (Formisano et al., 2008; Ethofer et al., 2009) modalities. This has how­
ever primarily been done using the haemodynamic brain response. We present 
a new development in this so-called brainreading approach, in that we decode 
perceived music from the electrophysiological signal from the brain. Using lin­
ear discriminant classification we are able to detect up to 100% correctly which 
musical fragment was presented, out of 7 possible choices, with three seconds of 
EEG  data per musical fragment, using the time course sampled at 30Hz. Taking 
basic aspects of the stimulus such as the amplitude envelope, as well as ratings of 
musical content, we find class-dependent differences to in the response to relate 
to different aspects of the stimuli, using low-level perceptual features but likely 
cognitive events as well.
Although most of the recent brainreading studies report multivariate de­
coding of fM RI signals, of course similar research can be done with electro­
encephalography (EEG), where the number of channels is much lower than the 
number of voxels, but the number of time samples and trials is usually much 
larger. Using multivariate decoding methods on EEG  signals is quite common 
in the domain of brain-computer interfacing (BCI) research, where covert men­
tal actions are decoded in real-time with the goal of driving a device with one's 
brain signals, or thoughts (for a review, see Gerven et al., 2009). Although the de­
tection of heard stimuli is not directly useful for BCI research as it does not relate 
any intention, classifying heard sounds teaches us more about the neural repre­
sentations of complex auditory events, such as music and speech perception.
The EEG  response to music perception has been studied in the context of 
specific musical aspects, albeit mostly in the context of more generally occurring 
components of the event-related potential (ERP). These components, such as the 
N1/P2 complex (Dekio-Hotta et al., 2009), the P300 oddball response (Halpern 
et al., 2007; Krohn et al., 2007) and the mismatch negativity (MMN, Brattico et al., 
2006; Trainor et al., 2002) have all been shown to be influenced by musical char­
acteristics. ERP responses to musical rhythms have also been investigated, for
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different metric levels such as the note, beat and bar level (Jongsma et al., 2004), 
as well as subjective accents (Brochard et al., 2003). Combining a number of these 
types of musical accents, Palmer et al. (2009) found that different types of accent 
in a melodic sequence (such as timbre changes, melodic and temporal accents) 
induce different types of ERP response, showing that listeners' neural responses 
to musical structure changed systematically as sequential predictability of the 
melodies and listeners' expectations changed across the melodic context. Simi­
lar to sentences in language, musical phrase endings also often induce a so-called 
closure-positive shift (Neuhaus et al., 2006). These studies generally use artifi­
cially created, usually monophone, isochrone melodies, to isolate the musical 
aspect under investigation (Schaefer et al., 2009). The response to fully ecologi­
cal, valid music stimuli has not been studied much. One example is a study by 
Bhattacharya et al. (2001), who found different patterns of dependencies between 
EEG  channels while listening to different pieces of music, which are higher for 
listeners with musical training than for non-musicians. Early studies on classi­
fying auditorily presented language (words or sentences) produced good results 
(Suppes et al., 1997, 1998), indicating feasibility of classification using EEG  sig­
nals, but to our knowledge no such effort has been made for musical material.
For the current study, we selected seven musical fragments, to see if the stim­
ulus could be detected from the EEG  signal. Considering the high temporal res­
olution of EEG, we hypothesized that the inherent temporal structure of music 
would make this feasible. We chose natural music stimuli under the assump­
tion that this would produce a more distinct brain response than artificial mu­
sic. The stimuli were chosen based on their length and perceptual naturalness 
when played as a loop, as well as maximizing musical differences (such as sub­
jective loudness, western or non-western tonal systems, different time signature, 
salient melody or background texture). We predicted there to be a relation be­
tween sound level and the ERP as the sound intensity dependence of the N1/P2 
complex is well-documented and shown to be attributed to auditory cortex ac­
tivity (Mulert et al., 2005). We are interested to see if there are other musical 
dimensions that can also help in predicting the class. Thus our main question 
is whether classification of perceived music is possible, and we explore some 
aspects of the stimulus to see which relate the most to the brain response.
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2.2 Method
2.2.1 Participants
Ten subjects volunteered to participate in the study, of which 5 male, aged 22­
53. A ll had normal hearing, and none had known neurological abnormalities. 
A ll participants were right-handed. Musical experience was not a controlled 
factor; one participant had formal music training (conservatory level) and four 
others play an instrument regularly (more than once a week). A ll participants 
were mainly exposed to Western tonal music as a cultural background, and their 
musical preferences differed widely.
tra in ing [ S2 | S3 ] S4 | S2 ] S6 ] S7 S1 [ S7 ] S5 | S2 ] S4 [ S3 ] S1 ] ] S6 |
testing [ S2 f~ S 2  [ S2 ] S2 | S2 | S2 f~ S 2  | S2 [  S2 | S2 |
Figure 2.1: A schematic representation of the stimulus sequences is shown: randomized 
sequences were used to collect data with which to train the classifier, and multitrial- 
sequence classification was done on continuous data of single repeating stimuli (in this 
case, S2).
2.2.2 Stimuli
Stimuli were created out of fragments of recorded music, on the basis of com­
parable length and musical differences. The original music that the fragments 
were taken from, and their durations are shown in Table 2.1, they can also be 
listened to at http://www.nici.ru.nl/mmm. S1, S4 and S6 are relatively quiet 
musical fragments, whereas S2, S3 and S7 are relatively intense and energetic, 
S5 is neutral in this sense. S1, S3, S4, and S5 use Western tonal scales and har­
monies, whereas S2 and S7 do not, containing respectively a non-western scale 
with micro-tuning deviations and non-western harmonies. S1, S2, S3, S4 and S7 
have prominent melodies, whereas S5 does not, and mainly provides a musical 
texture or background. S6 does not include any clear pitch information (only 
rhythm). A ll fragments were in 4/4 measures, except for S2. None of the frag­
ments included vocals. The musical fragments were presented back-to-back in 
randomized sequences, that each consisted of two instances of each fragment, 
shown schematically in Figure 2.1. The randomization ensures a pre-stimulus
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context that is not class-specific, and averages out any carry-over response from 
the previous trial. The starting fragment of the sequence was counterbalanced 
but not used in analysis. Seventy sequences were created, each containing 15 
fragments. Additionally, of each stimulus, five sequences were also made in 
which a single fragment was repeated ten times, to investigate multi-trial classi­
fication. A ll together this resulted in 145 sequences, which were equally divided 
over five blocks, with the opportunity for the participant to start every sequence 
with a button press. The total number of trials (before artifact rejection) was 140 
for each fragment in the random context, and five repeated sequences of each to 
use for multi-trial sequence classification. The total duration of the experiment 
amounted to about 1 hour and 45 minutes (excluding cap fitting time).
Stim Title Performer Record Label Year Length
S1 Tchaikovsky's 
Nutcracker Suite: 
March
Kazuchi Ono & 
Bratislava Radio 
Symph. Orchestra
Compose
Records
1997 3.26 s.
S2 Galvanize The Chemical 
Brothers
Freestyle
Dust
2005 3.45 s.
S3 Daft Punk is Play­
ing at my House
LCD Soundsystem DFA 2005 3.52 s.
S4 Agua de Beber Antonio Carlos 
Jobim
Verve 1963 3.59 s.
S5 Release the Pres­
sure
Leftfield Columbia 1995 4.36 s.
S6 How Insensitive Richard 'Groove' 
Holmes
P-Vine Japan 2004 3.87 s.
S7 Erkilet Guzeli Antwerp Gipsy-Ska 
Orkestra
Evil Penguin 
Records
2007 3.94 s.
Table 2.1: The musical fragments that were used as stimuli were fragments taken from 
the recordings listed here.
2.2.3 Equipment and procedure
The data were recorded using a Biosemi Active-Two system with 64 EEG  chan­
nels (placed according to the 10-20 system, Jasper, 1958), and eight EMG/refe­
rence channels (double mastoids, horizontal and vertical EOG, EM G of the long
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neck muscle (longus capitis) to control for head nodding and the laryngeal mus­
cle (cricothyroid) to control for subvocalization. The offsets of the active elec­
trodes were kept below 30 mV at the start of the measurement, EEG  was sampled 
at 2048 Hz. The experiment was programmed in StimCat and run on the Brain- 
Stream platform (www.brainstream.nu), which are both M ATLAB code pack­
ages soon to be open source. Audio files were edited using Audacity 1.2.5 
(http://audacity. sourceforge.net). The instructions and fixation cross were dis­
played on a 17" TFT screen with a 600x800 pixel resolution, and stimuli were 
played through passive speakers (Monacor, type MKS-28/WS) at a comfortable 
listening level adjusted to the preference of the participant (peaking between 86 
and 84 dB SPL). The analyses were performed in M ATLAB (Mathworks, Nantick 
USA).
In order to test if the audio speakers in the EEG  cabin somehow affected the 
measured signal, we performed the same experiment with a watermelon instead 
of a brain, using an identical set-up with conductive gel and positioning towards 
the speakers, see Figure 2.2. A  similar approach was used in Akhoun et al. (2008) 
when investigating artifacts in auditory brainstem responses.
Figure 2.2: To check for artifacts in the set-up, the experiment was also carried out with a 
watermelon phantom.
2.2.4 Analyses
The data were initially down-sampled to 256 Hz. To remove slow drift, linear de­
trending was used and electrodes were re-referenced using a common average.
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After removal of bad epochs and bad channels (determined by an amplitude of 
>3.5 times the standard deviation), a spectral filter was applied with high-pass at
1 Hz and low-pass at 14 Hz and further down-sampled to 30 Hz, as initial investi­
gation of the frequency domain revealed that no useful information was found in 
higher frequencies. As the shortest musical fragment was 3.26 seconds, this was 
the epoch duration used for all stimuli. The first fragment of every sequence was 
not used in the data analysis to avoid state-change effects. For classification, the 
multi-class problem was split into one-vs-rest style binary subproblems for each 
of which a quadratically regularized linear logistic-regression classifier (Bishop, 
1995) was trained. Each binary subproblem classifier, q , estimates the posterior 
probability of it's class, P r(c j|X ), given the data, X , so the class with maximum 
a-posteriori (M AP) probability was used for prediction. Classification perfor­
mance was assessed in two ways: individually (using training and test data from 
a single participant with performance estimated by 10-fold cross-validation) and 
cross-participant (training the classifier on 9 participants and testing it on the 
one remaining participant). To ensure that the classification results are based 
upon brain signals and not artifactual sources, the classification was also carried 
out for the processed signal from the EM G channels (referenced to the linked 
mastoids). The signals were processed according to standard treatment of EM G 
signals (Reaz et al., 2006), applying a high-pass filter at 8 Hz, and taking the en­
velope of the remaining signal. This envelope shows actual muscle activity, and 
its classification reveals class-specific muscle movement.
We also investigate the result of combining multiple consecutive epochs to 
improve performance. To do this, the M AP approach used to generate multi­
class predictions was extended to include multiple per-epoch classifier predic- 
tions1, which were tested on continuous data of a single repeating musical frag­
ment. To prevent any effect of a block design in the stimuli, the multi-trial se­
quences were used for testing only, training of the classifier was done using trials 
from the randomized sequences.
To visualize the location and time-course of the class-relevant features we
JAssuming epoch independence, the MAP probability of class Ci given the sequence 
of data, [ X i  , X 2,...], is given by the product of epoch predictions, Pr(ci |Xi , X 2,...) =
n,=i,2,... Pr(ci |xj ).
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first computed grand-average per-class ERPs across all subjects and electrodes 
by concatenating the stimuli into one long ERP. We then used singular-value- 
decomposition to decompose these grand-average ERPs into pairs of spatial- 
patterns and per-class time-courses. In this way we can clearly see both where 
a particular component is localized and when it responds to different stimulus 
inputs. The time-courses produced in this way are particularly interesting, as by 
correlating them with features of the audio stimulus, such as its acoustic enve­
lope or musical content, we can determine which stimulus features generate a 
strong brain response.
To ascertain the relation between sound volume dependence and the ERP, the 
correlation between the time course of this main component and the audio enve­
lope was calculated. As an exploratory test, some basic measures of music con­
tent were also investigated. This musical content was rated behaviorally by two 
raters to see if certain events in the music may be related to some aspect of the 
EEG  response. This was done by locating event onsets based on the audio wave­
form in Praat (http://www.fon.hum.uva.nl/ praat/) and scoring each event on
11 dimensions: subjective loudness, beat (the presence of a downbeat) or synco­
pation (as defined by Longuet-Higgins and Lee, 1982), complexity of harmonic 
structure, melodic events (as opposed to rhythmic), large interval jumps, novelty 
(the presence of a new, non-repeating sound event), and the level of expectations 
answered or violated in the harmony, rhythm (syncopation), timbre, melody or 
pitch (denoting surprising events in the music). These profiles were then cor­
related with the same time-course as the envelopes before, only with the mean 
subtracted to remove general perceptual responses and leave only the stimulus- 
specific response.
2.3 Results
The single trial classification results for both the individual and cross-participant 
classification are shown in Figure 2.3, showing classification rates far above chance 
for all participants, both for individual and cross-participant classification. The 
best individual participant (P4) shows 70% correct classification for the 7-class 
problem (chance level is 14.3%), the best result for the cross-participants classi-
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Figure 2.3: The classification results are shown for both the individual and the cross­
participant classification. The results of the EMG envelope and the melon phantom are 
also shown (cross participant classification not performed). Chance level is 14.3% for 
a seven-class problem (broken line), the p<0.01 significance level is 20% (dotted line) 
showing all rates to be significantly higher than chance.
fication is 53% correct (P1 and P6). When comparing the participants' results to 
each other, T-tests between all the within-participant results show that due to 
the large number of measuring points, almost all comparisons are significant at 
p<0.01 and all are significant at p<0.05. The classification on the EM G chan­
nels is also shown in Figure 2.3, and are all around chance, showing that sub­
vocalization or small head movements are not the source of the classification 
results. The results for the watermelon phantom are also right at chance level.
The sequence classification results are shown in Figure 2.4, with increasing 
classification rates for all participants, and up to 100% correct classification 
achieved after 6 trials for the best participant (thus using 19.6 seconds of data). 
The average multi-trial rate over all participants starts at 50% and goes up to 88% 
after consecutive trials of continuous data.
When decomposing the grand average ERP response over all participants, a 
fronto-central component emerges that explains 23% of the total variance. The 
time-course of this component for the different musical stimuli shows the most 
distinction between the classes, indicating it may be a cleaner response to the 
stimuli. The second component explains 9% of the variance, but the time-courses
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P Average
Figure 2.4: Here, the multi-trial classification results are shown per participant and the 
melon phantom, as well as the average over participants (thick black line). Chance level 
is 14.3% for a seven-class problem (mark on y-axis).
do not show big differences between the stimuli. Considering the distribution 
and the time-course, with a small peak around 300 ms, a possible interpretation 
of this response may be that it represents the processing of novelty for each new 
fragment in the randomized sequences changing every 3 to 4.3 seconds. How­
ever other processes such as working memory, prediction formation, memory 
retrieval and such may also be implicated. The third component appears to add 
extra detail to the separate stimuli, explaining only 5% of the variance. The com­
ponents are shown in Figure 2.5 and the first 20 components explaining the first 
75% of the total variance, and their distributions, are shown in the supplemen­
tary online material.
The differences in average classification rate per stimulus, see Figure 2.6, 
show that all stimuli are detectable at the p<0.01 significance level, although 
some musical fragments elicited a somewhat stronger classifiable response than 
others. For the within-subjects classification, the results are significantly better 
for S6 and S1 than for the others (p<0.01). The clear advantage of the the cross­
participant classification is very likely due to the increased amount of training 
data used in this case by merging all the data. Here, S1 has the strongest classifi­
able response and S7 is notably weaker than the others.
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Figure 2.5: The first three components contributing to the variance of the grand average 
ERP (all participants, all stimuli). The time-courses for the seven stimuli are plotted below, 
showing the first component to distinguish most between the musical fragments. The bar 
on the bottom right shows the scale of the y-axis, with the bar on each time-course running 
from -4 to 4 ^V.
The comparison of the ERP of Component 1 from Figure 2.5 to the envelope 
of the sound in the stimulus is shown in the left panel of Figure 2.7, showing that 
the correlation differs considerably per stimulus (from -.07 to .48). Although the 
correlations vary over stimuli, closer examination of the stimuli for which the 
correlations are above .10 shows that for the music with fewer events and more 
space in between, the envelope predicts the ERP response quite well, whereas 
this is not true for stimuli that have a high melodic event density (S2 and S7, 
which are two of the less easily detected stimuli). By finding the time lag at 
which the correlation between the envelope and the ERP is maximal, we get 
an impression of the response time of the ERP to the sound intensity. When 
summing the correlation at different time-lags for every stimulus (shown in the 
bottom of Figure 2.7.1) the highest correlation over all stimuli is lagged at about 
70-100 ms, which is an indication of the processing time and may likely relate to 
the N1 response.
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Figure 2.6: The single trial classification rates per stimulus in percentages (binary, 1 ver­
sus all others) are shown here averaged over participants, both for individual and cross­
participant classification. Chance level is 50%,the p<0.01 significance level is 57.5% (dot­
ted line).
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The results of the music comparison are less clear, and of an exploratory nature. 
The correlations for four of the rated dimensions are shown in the right panel 
of Figure 2.7. The 'Beat'-profile (Figure 2.7.2A) shows a common positive corre­
lation around 100 ms, which may indicate an influence on the N1/P2 complex. 
The differences per stimulus show this to be context-dependent: for instance S2 
and S7, which have a weaker metric accent than the other stimuli, do not show a 
strong response to the metre. Another profile identified syncopation ('Exp beat', 
Figure 2.7.2B), which shows a relatively early correlation («100 ms) for some 
stimuli (not all stimuli contain syncopations), and again S2 and S7 emerge, to­
gether with S3 and S6 which also contain strong syncopated accents. An early 
correlation with melodic events (Figure 2.7.2C) shows the pitch to have influence 
as well, and Melody Jumps, or large (> 4 semitones) intervals, Figure 2.7.2D) in­
dicates that the processing of the size of the interval may be a slower process, 
shown for those stimuli with a clear melody (thus excluding S5 and S6). As S5 
was chosen to investigate a fragment with only a musical texture or background, 
it is interesting to see that this was also a stimulus that was relatively less easy to 
detect.
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Figure 2.7: In panel 1 (left), the audio envelopes are shown together with the ERP of 
component 1 for every stimulus, showing the correlation between the two on the right. 
The y-axes are scaled individually, all between 2 and 4 ^ V. The bottom plot below shows 
the total correlation per stimulus at different time-lags, with the sum as the first line. 
The summed correlation is maximal at a latency of 100 ms, and the plots on the top of 
panel 1 have been lagged at this interval to visualize the correlation. In panel 2 (right), 
the correlations are shown for every stimulus (S1-S7 and the mean) for 4 of the scored 
musical dimensions, at different time-lags (0-600 ms). The first two (A and B) relate to 
the time-structure: beat' describes the rhythmic structure (the rhythmic pulse), 'E-beat' 
a rhythmic surprise (syncopation). The other two plots (C and D) concern the melody: 
'Melody' is identifies melodic events and 'Mel jumps' denotes large pitch jumps.
2.4 Discussion
The current study shows that it is possible to detect perceived music from the 
EEG  signal. The results do not stem from a mechanical or muscle artifact, as 
tested with a watermelon phantom and glottal and neck EM G respectively. Also, 
the maximum correlation of the EEG  signal with the auditory envelope at 70ms is 
evidence that some processing is involved. The range of results is quite broad for 
the different participants, with individual single trial 7-class rates varying from 
25% to 70%. This seems to involve a response that is general enough to be able 
to achieve 35% to 53% while classifying across participants, showing detection 
to be possible based on a general template and without training the classifier on 
subject-specific data. This shows that, contrary to most tasks investigated in BCI 
research, there are no subjects with unclassifiable responses (what is referred to
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as illiteracy for a certain task). This is likely due to early perceptual processing, 
which may be more common and less individualized then a BCI task, such as 
imagined movement. Although S1 was the stimulus that was most easily de­
tectable in the cross-participant classification, all stimuli were detectable based 
on a single trial. For the within-participant classification, the range of classifica­
tion rates was 58% to 64%, and the cross-participants rates varied from 65% to 
79%. The stimuli that were on average least detectable also showed the smallest 
correlation with the audio envelope or had the least musical information.
To better describe the information that is used by the classifier, we decom­
posed the averaged ERP response for all the stimuli concatenated, over all partic­
ipants. In this way we can isolate the class-specific responses better by discarding 
components that do not add any information based on their time-courses, and 
see which channels are most important based on the component weight distri­
bution. The decomposed ERP shows a main component with a fronto-central 
distribution that explains 23% of the data and shows the most distinction be­
tween the classes. Comparison of the time-course of this component with the 
audio envelope shows that the correlation between them is quite high for some 
stimuli, but quite low for some others. The most obvious difference between 
these stimuli appears to be the event density in the music, however other factors 
could also be of influence, such as the bandwidth of the signal, as was reported 
by Atcherson et al. (2009). Exploring a possible relation with music structure 
we found the strongest correlation lags between the EEG  and different musical 
events differed over stimuli as well, supporting the notion that different pro­
cesses are contributing to the brain signal that is useful for the detection of the 
representation. Considering that all stimuli were detectable, including stimuli 
of which the amplitude envelope and the ERP hardly correlate, the unique re­
sponse to a piece of music may point to a combination of both bottom up and 
top-down processes. This is supported by the finding by Brechmann et al. (2002) 
that while responses in the primary auditory areas show a clear dependence on 
stimulus intensity, the auditory association areas do not show this close relation. 
Recent results from concurrent EEG  and fMRI reported by Mayhew et al. (2010), 
namely that auditory stimulation induces activity in bilateral secondary auditory 
cortices as well as the right pre- and post-central gyri, anterior cingulate cortex
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(AAC) and supplementary motor cortex, points at other processing taking place, 
over and above registering loudness.
With the music perception literature in mind, in which many interpersonal 
differences in the EEG  response have been identified that appear to be related to 
personal music preference (Caldwell and Riby, 2007), cultural background (e.g. 
Nan et al., 2006) as well as musical training (Koelsch et al., 1999; Zuijen et al., 
2005; Vuust et al., 2005; Fujioka et al., 2004), the finding of a common ERP repre­
sentation in the grand average, strong enough to allow cross-participant classi­
fication was not necessarily expected, and we assume that low-level perceptual 
mechanisms are the main source of this common representation. However, as 
many brain responses to musical dimensions have also been shown to be inde­
pendent of musical training, we believe this common representation to be aug­
mented by implicit musical expectations (for a review on predictive processing 
of auditory information, see Winkler et al., 2009). This may explain certain as­
pects of the ERP that are not directly related to the audio envelope, such as the 
peak seen in the ERP of S4 at about 1800 ms (coinciding with a downbeat in the 
absence of a percussive event) or the ERP response to the latter half of S2, where 
a non-western tuning system was used (see Figure 2.7.1, fourth and second row). 
Of course more standardized experiments need to be carried out to confirm these 
findings.
To summarize, we found it was possible to detect perceived music from the 
single-trial ERP, with 70% correct classification for our best participant, out of 
seven stimuli and using three seconds of data. It was also possible to detect 
the music stimuli across participants, supporting the notion of a universal rep­
resentation for each stimulus. This shows the promise of EEG, next to fMRI, for 
brainreading paradigms, and the interest of music as an inherently time-based 
domain. Interesting steps for the future would be to investigate perception of 
spoken language, and the interaction between linguistic concepts and audio in­
formation.
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3. IMAGINED MUSIC
Alpha effects of task  
and stimulus
Chapter 3. Imagined Music
"Granting the presence of sensory capacities in adequate degree, success or failure in 
music depends upon the capacity for living in a tonal world through productive and 
reproductive imagination. (...) That is, [the musician's] memory and imagination are 
rich and strong in power of concrete, faithful and vivid tonal imagery; this imagery is so 
fully at his command that he can build the most complex musical structures and hear 
and feel all the effects of every detailed element before he has written down a note or 
sounded it out by voice or instrument. This capacity, I  should say, is the outstanding 
mark of a musical mind at the representational level - the capacity of living in a 
representative tonal world. "
Carl Seashore, Psychology of Music, 1938
Abstract
Previous work has shown that mental imagination of sound has generally been 
found to elicit alpha band activity (8-12 Hz) in the electroencephalogram (EEG), 
as compared to perception. In addition, both alpha and beta activity have been 
shown to be related to aspects of music processing. In the current study, EEG  
signatures were investigated for perception and imagery of two different natu­
ral musical phrases. The responses are compared between tasks and between 
stimuli. For all tasks and stimuli, posterior alpha band activity was seen, but 
differences were shown in the power of this response. As expected, imagery 
resulted in a significantly stronger activation than perception. The comparison 
of the averaged responses to the stimuli also showed a difference in alpha acti­
vation, although this difference was seen in different directions. A  small effect 
was seen in beta, but its distribution did not support the hypothesis of motor 
involvement. These results suggest that the responses to both tasks and stimuli 
activate the same network, which is thought to relate to the inhibition of non-task 
relevant cortical areas, as well as attentional engagement with the music.
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3.1 Introduction
The most commonly measured rhythm in the human electroencephalogram (EEG) 
is the alpha rhythm, here referring to the frequency band spanning from 8-12 Hz 
(exceptions in other studies are noted explicitly). Early studies have related this 
response to internally directed attention and imagination, showing high alpha 
amplitudes for imagination tasks (Klinger et al., 1973; Ray and Cole, 1985, in the 
left occipital and right hemisphere respectively). Cabrera and Demstrup (2008) 
report a peak in activity around 10 Hz for auditory and spatial imagery in right 
parietal EEG  channels. It has been suggested that increased alpha reflects an 
active process of inhibition (Klimesch et al., 2007; Jensen and Mazaheri, 2010), 
most notably in areas that are task-irrelevant. This is also seen in modality spe­
cific attention: using an 8-14 Hz fequency band, Fu et al. (2001) showed that 
auditory expectation caused a posterior alpha increase. A  specific investigation 
using music perception and imagery to compare 'internally and externally di­
rected attention' replicates this finding (Cooper et al., 2003) in both occipital and 
frontal measurement locations. Here, random tone sequences were played and 
repeated internally, and the alpha activity was shown to increase with increased 
task demands (answering questions about the stimuli). However, investigating 
random tone sequences may not activate music processing networks that are at 
work when natural music is imagined. The perceptual process of listening to 
music involves a network of multiple brain structures (Platel et al., 1997). It has 
been shown that posterior alpha activity increases for rhythmic stimuli (Rogers 
and Walters, 1981), and both stimulating and calming music (Iwaki et al., 1997, 
using the 9.6 to 11.4 Hz band), but that alpha desynchronization is also seen in 
response to musical-syntactic incongruency (using only the 9-10 Hz band, for 
musicians and nonmusicians alike, Ruiz et al., 2009) and thus is involved in mu­
sical information processing. Beta activity, generally spanning from 15-30 Hz 
band, is known to be implicated in the motor system, and has also been reported 
in connection to musical processing. Paradoxically, both beta increases and de­
creases have been found to be related to musical rhythms. Bilateral increases 
in the 20-30 Hz band have been found to follow an accent (Iversen et al., 2009), 
and a desynchronization in the 15-30 Hz band followed all beats in Fujioka et al.
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(2009), with both studies using magnetoencephalography (MEG). This difference 
may for instance be due to differences in stimulus choice and participants (with 
drummers in the former and non-musicians in the latter study), but the results 
nonetheless connect to the fM RI work that states that motor areas in the brain are 
involved in rhythm processing (Grahn and Brett, 2007; Chen et al., 2008b,a). The 
theta band (4-8 Hz) has also been shown to be involved with music processing, 
specifically concerning musical emotions (Sammler et al., 2007). Although some 
studies show the gamma range (>30Hz) to also be involved in music listening, 
this mostly concerns highly trained musicians, and not as much naive listeners, 
and is thus likely a reflection of acquired skill (i.e. Bhattacharya and Petsche, 
2000).
Recent results show that in the event-related potential (ERP), perception and 
imagery of music share activation patterns (Schaefer et al., 2009,2011; Vlek et al., 
2011), however, the longevity of this process is not clear (see for instance Janata, 
2001). Reports of fM RI results also show that music imagery and perception 
processing areas overlap in the brain, there are also differences (i.e. Halpern and 
Zatorre, 1999). These mainly concern the auditory association areas and sup­
plementary motor cortex, which are more active in imagery than in perception. 
Based on these findings, it is not clear whether the alpha response reported in 
studies of music imagery is related to the imagery process (task effect) or on 
musical information processing (stimulus effect). In the current paper we re­
port EEG  measurements of the imagination of short natural, well-known musi­
cal phrases, as well as perception of the same phrases. We chose short phrases of 
overlearned music stimuli to minimize the working memory operations. Based 
on previous literature, we are interested to further elucidate the frequency re­
sponses to musical stimuli, as well as the possible involvement of motor mech­
anisms in music imagery. We measure the response to hearing and imagining 
two separate musical fragments, and are thus able to compare between tasks 
(perception and imagery) or between musical stimuli (by averaging over task). 
Considering the widespread network of activity involved in music processing 
our first main question is whether the reported alpha increase for imagery or 
internally directed attention w ill only reveal a distribution concurring with pre­
vious work on auditory attention (Fu et al., 2001) and working memory (van Dijk
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et al., 2010, showing a left-lateralized parieto-occipital increase between 5 and 12 
Hz) or whether the processing of natural music w ill recruit a more widespread 
network. Then, the difference between stimuli may also result in a difference in 
the beta band, especially as previous work has implicated motor regions not only 
in rhythmic processing (Chen et al., 2008a), but also in music imagery (as sup­
plementary motor area activity was interpreted by Halpern and Zatorre, 1999), 
possibly predicting an effect of the beta band when comparing the tasks.
We expect to find more globalized alpha activity for imagery in general, and 
in the case that it is purely the auditory attentional system at work we would ex­
pect this alpha increase to have an occipito-parietal distribution, due to modality- 
specific sensory inhibition of the visual system. However, if this activity is more 
widespread when comparing stimuli, and perhaps not uniform over partici­
pants, this would indicate the contribution of music information processing net­
works which are partly shaped by the listeners' experience (Altenmuller, 2001). 
The notion of involvement of motor networks in music imagery would be sup­
ported by a response in the beta band. Here we would also expect to find a dif­
ference over sensorimotor areas between the stimuli, as the rhythmic structure of 
the two stimuli is different. As effects in the gamma- or theta band have mostly 
been reported in the context of musical expertise and emotional processing, we 
do not expect differences between our conditions in these frequency bands.
3.2 Method
3.2.1 Participants
Ten participants were measured, aged 23-51, of which six were males. Musical 
training was not necessary for inclusion; two participants received formal mu­
sic training, an additional four play an instrument regularly and four do not. 
A ll have normal hearing and normal or corrected to normal vision, none have 
known neurological abnormalities. The study was carried out in accordance 
with the principles of the W M A Declaration of Helsinki.
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3.2.2 Stimuli
Two musical stimuli were selected based on their length, ability of the partic­
ipants to imagine them, and how well they were known, meant to minimize 
working memory mechanisms. A ll the audio was normalized by matching the 
peaks in the signal, but no other manipulation of the sound was performed, to 
keep it as close to the overlearned original as possible. The stimuli are described 
in Table 3.1, the waveforms and reduced score (i.e. showing the most salient 
musical content) are shown in Figure 3.1.
Stimulus 1
time (s) 0 0.5 1 1.5 2 2.5 3 3.5
Hh=ï— v— HV H f-V---- r\=±=
Stimulus 2
S  0
time (s) 0 0.5 1 1.5 2 2.5 3 3.5
F F = p = n 7 « *P 7 P
Figure 3.1: The audio waveforms of the two musical fragments are shown here, in their fi­
nal normalized form, with S1 (Tchaikowski) on the top panel, and S2 (Beatles) below. Time 
is shown in seconds below the waveform, music notation is added below each waveform 
to show the music in reduced form (i.e. the most salient musical content).
The sequences were built up as shown in Figure 3.2. Each sequence started 
with one fully sounded repetition with a second phrase played at half the in­
tensity, these phrases were not used in further analyses (denoted by the dotted 
fragments in Figure 3.2). After this, the musical phrase was played 10 times 
('Perception'), alternating with silences of the same duration ('Imagery'), allow­
ing the participants to imagine the repetition and keep up with the tempo. The 
stimuli can be listened to on www.nici.ru.nl/mmm under 'Demos and stimuli'.
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Figure 3.2: A schematic overview of the sequences in which the trials were organized. 
Each sequence starts with a musical phrase (perception start or Ps), which is then re­
peated at half the intensity (fade or F), to start the repeating pattern. Then, the sounded 
(perceived, P) and silent (imagined, I) intervals are alternated, timed so that the internal 
repetition stays timelocked.
The first 6 participants heard some additional stimuli not reported in the cur­
rent study. Four of these participants received four sets of 16 sequences with 
breaks in between, the total experiment time adding up to about 1.5 to 2 hours, 
resulting in 160 trials per stimulus. Two additional participants received more 
repetitions: six sets of 20 sequences, resulting in 400 trials per stimulus. From 
these trials, the first 160 artifact-free trial were used so as not to bias the means 
and avoid the trials where participants were more fatigued. The four final par­
ticipants performed a slightly shorter experiment with only the stimuli investi­
gated here, and thus only needed three sets of sequences, still yielding 160 trials 
per stimulus. Although the complete sessions were not identical for all partici­
pants, the task, stimulus sequences and trial numbers were.
Stim Title Performer Record
Label
Year Duration
1 Tchaikovsky 
Nutcracker 
Suite: March
Kazuchi Ono and 
Bratislava Radio 
Symphony Orchestra
Compose
Records
1997 3.257 s
2 Daytripper The Beatles Capitol 1966 3.515 s
Table 3.1: A list of the recordings used for the stimuli. The last column indicates the length 
of the fragment that was used.
3.2.3 Equipment
EEG  was recorded using a Biosemi Active-Two system with 256 EEG  channels 
and 6 EM G channels (horizontal and vertical EOG, EM G of the long neck muscle 
(longus capitis) to check for head nodding and the laryngeal muscle (cricithy- 
roid) to check for subvocalization. The DC offsets of the active electrodes were
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kept below 25 mV at the start of the measurement. The analyses were carried 
out in M ATLAB (The Mathworks, Natick, USA) making use of the FieldTrip 
toolbox for EEG/MEG-analysis (Oostenveld et al., 2011). The experiment was 
programmed in Matlab and run on the BrainStream platform, which is a Matlab 
code package available on request (see http://www.brainstream.nu). Audiofiles 
were edited using Audacity 1.2.5 (http://audacity.sourceforge.net). The instruc­
tions and fixation cross were displayed on a 17" TFT screen, and stimuli were 
played through passive speakers (Monacor, type MKS-28/WS) at a comfortable 
listening level, adjusted to the preference of the participant.
3  3.2.4 Procedure
Up to four sequences were practiced before starting the measurement. The task 
was merely to keep the tempo and synchronize with the onset of the next occur­
rence of a musical phrase, without any response at the end. Between sequences, 
there was a self-paced pause in which participants were told they could blink 
and stretch as much as they wanted. During the sequences they were instructed 
to move as little as possible, and just listen to or imagine the music. As a pi­
lot had shown imagery vividness ratings in between sequences to be difficult to 
give for a whole sequence, participants were instructed to signal the experiment 
leader if they found their attention wandering (however, this did not occur).
3.2.5 Analyses
To segment the data, a time window of 0 ms to +3000 ms was chosen starting at 
each marker, where 0 is the sound or silence onset. These single data segments 
of 3000ms w ill from here on be referred to as trials. Bad channels were identified 
for each trial individually based on four properties. Initially, any channel with 
a DC offset exceeding 40mV was marked as bad, as well as channels exceeding 
5500 ^V2 of power in the 50 Hz band (45 to 55 Hz) or a maximum derivative 
bigger than 200 ^V/sample. Horizontal and vertical EOG channels were band­
pass filtered between 0.2 and 15 Hz and de-correlated from the EEG  (Schlögl 
et al., 2007), thus removing eye drifts or blinks if present. The raw EEG  signal, 
originally sampled at 2048 Hz, was temporally downsampled to a sampling fre-
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quency of 128 Hz. Additionally, as a fourth property for identification of bad 
channels, within-trial variance was computed and channels exceeding variance 
of 2000 ^V2 were marked as bad. If - according to these four criteria - more than 
20% of the channels in a trial were bad, the trial was excluded from further anal­
ysis. For the remaining trials, bad channels were reconstructed by interpolation 
from the remaining good channels with a spherical spline interpolation algo­
rithm (Perrin et al., 1989). For these trials the average number of bad channels 
that had to be reconstructed by interpolation was 4.7 (1.8% of all channels). The 
remaining trials were re-referenced to a common average reference (CAR) and 
linearly de-trended. If more than 35% of trials were rejected due to these criteria, 
the whole data set was not used. This resulted in exclusion of two participants 
and left an average of 152 trials (SD=16) for each perceived musical phrase, as 
well as for each imagery event. To avoid possible start-up or state-change effects, 
the first trial of every sequence was not used.
The power spectral density (PSD) of the responses was estimated with Welch's 
method, using the average PSD of 12 overlapping Hanning windows on each 
3000 ms trial, resulting in bins of 2.20 Hz. The Welch method reduces noise in 
the estimated PSD in exchange for a reduction in frequency resolution. Although 
this causes a somewhat non-standard bin definition, the estimate is more precise. 
To estimate the task-related response, the stimuli were averaged and Perception 
and Imagery trials were compared, whereas for the stimulus-related response, 
the tasks were averaged for stimulus 1 and 2.
Differences in estimated power in the alpha band were compared using a 
cluster randomization test, a non-parametric statistical test which provides a 
straightforward way to solve the multiple comparison problem present in EEG  
data while allowing biophysically motivated constraints, increasing the sensi­
tivity of the test (Maris and Oostenveld, 2007; Maris, 2004). The two additional 
EM G channels (to control for sub-vocalization and head nodding) were analyzed 
using the same analysis pipeline, and did not yield any significant differences 
between the different conditions. We here compare the means of the two tasks 
(Perceptions and Imagery) and the means of each stimulus (averaged over task) 
to distinguish their specific effects.
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3.3 Results
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Imagery
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Frequency (Hz)
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Figure 3.3: The average of all 3s segment spectra, for ten channels, for the Task (left) and 
Stimulus comparison (right). Significant differences are plotted in the gray bars on the 
bottom of each subplot, showing theta, alpha and beta effects in the Task comparison but 
no significant differences in the Stimulus comparison.
The spectra for a number of channels are shown in Figure 3.3, where the mag­
nitude of different frequencies is shown for locations Fz, C3, Cz, C4, P3, Pz, P4, 
O1, Oz and O2. The frequencies where the two spectra differ significantly are 
marked by a grey bar on the x-axis. Here we see that for both tasks and stim­
uli, a clear peak is seen at the high alpha range, around 11 Hz (in the 9.93-12.14
Results comparing the ERPs of the two imagined stimuli did not yield any sustained 
effect. This is not reported in the submitted paper, but referred to in the general discussion 
of this thesis (Chapter 6). A plot, and brief explanation of these ERPs is shown in the 
appendix of this thesis.
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Hz bin), a smaller peak around 4Hz (theta, in the 3.31-5.52 bin) and a modest 
bump in the spectrum at 22 Hz (20.97-23.17 Hz). Also, the comparison between 
the tasks yields significant differences in a number of frequencies, whereas the 
comparison between stimuli does not. The effects in the task comparison show 
there to be more theta (a higher 4 Hz-peak) in perception than in imagery, with a 
distribution focusing on fronto-central area, where the auditory ERP is also max­
imal. The biggest difference is seen in the alpha band (11 Hz peak), with Imagery 
showing to have more alpha than Perception. The difference in the beta band is 
very small, but shows more beta for Imagery than Perception. This supports 
our prediction concerning alpha activity and, to a smaller extent, beta activity 
during music imagery. To further investigate our hypothesis concerning the dif­
ference between stimuli, we look at the individual participant level. There, a 
large proportion has a significant stimulus effect, only in differing directions. Ta­
ble 3.2 shows the direction, location and significance of the difference in alpha 
distribution per participant. The increased beta activity for Imagery has a global 
distribution, and thus does not support the prediction of beta over sensorimotor 
areas. Further investigation shows that the significantly different clusters in the 
«20 Hz-peak are identical with the significant lusters in the alpha peaks, sug­
gesting that the small bump in the spectrum at 22 Hz represents a harmonic of 
the effect found around 11 Hz. For a more detailed view, the three channel loca­
tions that show the largest significant clusters for each frequency band are shown 
in Figure 3.4.
When looking at the distribution of the alpha peak over the scalp, we see that 
in the grand average, the strongest alpha increase takes place over left occipito­
parietal areas. However, the difference plots show modest but significant alpha 
effects over the whole scalp. Although the effect of the stimulus on the alpha in­
crease does not reach statistical significance in the grand average, the individual 
effects are highly significant and vary considerably over participants. To illus­
trate this, the alpha distribution of three single subjects is shown in Figure 3.5 
alongside the grand average. Here you see that for a typical subject (P4), the left 
temporal alpha increase is there for all conditions, the task effect is distributed 
slightly differently than the stimulus effect. The former shows a pronounced left 
temporal focus, consistent with reports on auditory working memory (van Dijk
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Figure 3.4: The spectrogram is shown for the three channels that show the largest differ­
ences in A) theta B) alpha, and C) beta, respectively in frontocentral (Fz), left parietal (P3) 
and right motor cortex (C4), based on the largest significant clusters in the Task compari-
et al., 2010), whereas the latter is more widespread, in concurrence with our pre­
diction concerning music information processing. However, different patterns 
are also seen, and two specific cases are shown in Figure 3.5, as some participants 
(with P7 as an example) showed a reversed stimulus effect and a few participants 
(for which P8 is representative) showed no stimulus effect at all. Although not 
all participants show a significant task effect, and the precise distributions vary, 
the difference (even if non-significant) is always in the same direction (i.e. more 
alpha increase for imagery as compared to perception). For the stimulus com­
parison however, the difference can go in all possible directions, as was already 
shown in Table 3.2. In each case, the alpha activation is located similarly for 
each condition within one subject, and thus the task and stimulus effects appear 
to be modulations of the same network. For the beta activity, no clear patterns 
were seen, with a global distribution reaching significance in the grand average 
but only in two individual participants. For theta, alpha and beta distributions 
for all participants, as well as plots of the ERP possibly the source of the theta 
effect, see the supplementary materials (posted on www.nici.ru.nl/mmm under 
'Demos and stimuli').
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Subject Task Stimulus
Dir Loc Sig Dir Loc Sig
S3 X X
S4 P<I LP 0.02 1<2 LP <0.001
S5 X 1<2 BP/O <0.001
S6 P<I LP 0.06 1<2 BP 0.74
S7 P<I BP <0.001 1>2 LP, F 0.01
S8 P<I MP <0.001 1>2 M 0.02
S9 P<I M P,F 0.01 1>2 MP, F 0.08
S10 X X
All P<I LP 0.02 1<2 BP/O 0.17.
Table 3.2: Here, the direction, location and significance of the difference in alpha activa­
tion is shown for individual subjects for each task (Perception and Imagery) and the two 
stimuli. The locations are coded for lateralization (L, R M or B for left, right, midline or 
bilateral) and general location (F, P and O for frontal, parietal and occipital). Absence of 
any difference is denoted by X.
3.4 Discussion
In the current study, the EEG  signatures of perceived and imagined music were 
compared over task and over stimulus. An effect in the high alpha band (around
11 Hz) was found for both comparisons, as well as a small, global effect in the 
beta band (around 22 Hz). Although individual subjects differed in their specific 
responses, a general increase in occipito-parietal alpha was found for all tasks 
and stimuli. Significant differences were found in the degree of this alpha in­
crease, shown for both comparisons, although the stimulus comparison effect 
was seen in all directions.
Regarding our hypotheses; the effect in alpha power, which was found to be 
larger during music imagination than perception, was expected. A  similar left 
occipito-parietal alpha increase was also reported for auditory working mem­
ory (van Dijk et al., 2010), and it is very likely that the two tasks are very sim­
ilar, especially where it concerns effortful imagery as was used in the current 
paradigm. However, it can be argued that there is a considerable difference be­
tween keeping a pitch in working memory, as was the task in van Dijk et al.
(2010), and imagining a melody line or musical phrase, including a time struc­
ture. Moreover, very familiar stimuli were selected especially to minimize the
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Figure 3.5: The topographies for the alpha band power (9.93-12.14 Hz) are shown for the 
means of Perception, Imagery, Stimulus 1 and Stimulus 2 in columns, with the difference 
plots for task (Perception - Imagery) and stimulus (Stimulus 1 - Stimulus 2), masked for 
statistical significance next to them. The grand average, and single subjects P4, P7 and P8 
are shown. Color scales are shown in ^ V2 below the plots, with the grand average plotted 
at a more sensitive scale.
need for rehearsal in working memory. Reasoning the other way, one can argue 
that effortful imagery is part of working memory, but not necessarily vice versa. 
However, the effect of the difference in time-structure that we expected to be re­
flected in the beta response was not observed. The stimulus comparison is where 
most interpersonal differences were seen, which is arguably due to personal lis­
tening biographies that have been shown to influence the brain signal in music 
listening. As such this difference is not surprising to see in Imagery as well. As 
alpha increase has been related to auditory attention in the shape of visual in­
hibition (Fu et al., 2001), a possible explanation for the effects in all directions is 
that the stimuli were engaging to the participants to different degrees. Reason­
ing based on the musical content, Stimulus 2 was rhythmically more complex 
than Stimulus 1, and contained more sound events. Stimulus one however had 
a harmonically more salient structure, and included different timbres. Although 
the clips were peak-normalized, the density of sound was somewhat higher for 
Stimulus 2. However, this is obviously not relevant for the imagined stimuli. The 
specific source of the engagement with the music stimuli needs to be further in­
vestigated, but especially in the absence of any incoming sound, the difference in
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the alpha response is apparently purely caused by 'internal' musical processing.
Our hypotheses for the beta band were only weakly supported. The activity 
difference was very small, and only present in two individual participants. The 
prediction about the location (i.e. over sensorimotor areas) was not confirmed. 
Two points support the argument that this difference reflects a harmonic of the 
11Hz effect, and no independent beta effect at all, namely the narrowness of the 
frequency band, and the overlap of significant clusters found in both frequency 
bands. This of course does not mean that the motor system is not involved in mu­
sic processing, as was found in fM RI work (Grahn and Brett, 2007; Chen et al., 
2008b,a). The findings of beta band effects in previous work were obtained with 
magneto-encephalography (M EG), which may be a reason for our different find­
ings. Another possibility is that in our 3-second fragments, the beta fluctuations 
are too fast to reliably measure. To find the exact difference in methodologies 
and stimuli that explain this finding is a focus of future work, and a likely area 
to start is the inclusion of musicianship as an experimental variable. The effect 
seen in the theta band for Perception is most likely not an oscillation, but a reflec­
tion of the auditory ERP, which is much larger for perception than for imagery 
(as expected), and is attributable to basic perceptual mechanisms. Multiple stud­
ies have shown the auditory ERP to project to fronto-central areas (i.e. Dien et al.,
2003) and manifest as theta activity (Mayhew et al., 2010).
The surprising finding here is that there do not appear to be specific responses 
related to either the task or stimulus processing, but rather that they differen­
tially modulate the same network. Based on the existing literature, a number of 
interpretations can be made for this posterior alpha response and how it relates 
to the current paradigm. The most straightforward focuses on the modality- 
specific inhibition for attentional purposes, in this case the inhibition of the visual 
system in order to allow engagement of the auditory system (Fu et al., 2001). Ad­
ditionally, concurrent EEG  and fM RI work has shown a dorsal attention network 
in the brain to be negatively correlated to low (7-10 Hz) alpha power (Sadaghiani 
et al., 2010). Deactivation of this same network has also been shown to predict 
lapses in auditory perception (Sadaghiani et al., 2009). An argument against this 
interpretation is that the frequencies we found to be implicated are generally 
higher than what was found in this study. Although replication in fM RI would
51
Chapter 3. Imagined Music
be needed, the current results imply that a dorsal attention network is engaged 
by the task of imagery, and also differentiates between different musical stim­
uli. Interestingly, the latter effect is not consistent over participants, indicating 
that the level of engagement with the stimulus is different for different people. 
This is likely related to personal listening biographies (Altenmüller, 2001). Also, 
although the alpha response is generally posterior, the lateralization in differ­
ent participants is different. As we would not necessarily expect this effect for 
imagery, we interpret this as a music-specific effect, reflecting the interpersonal 
differences in music processing.
The choice to average over perception and imagery to investigate the effect of 
stimulus is validated by the significant individual effects seen in this comparison. 
As the shared mechanisms between auditory perception and imagery reported 
previously (Schaefer et al., 2009, 2011; Vlek et al., 2011) only focused on the ERP, 
seeing similar activation in the frequency content of the EEG  provides new infor­
mation. The distribution of shared activation in these studies was fronto-central, 
concurrent with the projection of the auditory cortices (Mayhew et al., 2010). In a 
study focusing on the activation modality-independent imagery areas, Daselaar 
et al. (2010) found activation in a number of frontal and parietal areas, that are 
likely also implicated in the activation seen here. However, as their study only 
included auditory environmental sounds, the structure and timing of imagined 
music is likely to add extra subprocesses. Either way, signatures related to this 
temporal structures are not shown in the current data.
There are a few limitations to this study. Most notably, there is no control 
over the quality of the imagery of the participants. The time-locked nature of the 
design prevented a vividness rating per trial, and in a pilot it was found to be 
hard to rate an entire stimulus sequence. However, in the case that participants 
were not motivated, the found effect would likely be smaller, not larger. Also, 
behavioral measures would have complemented the stimulus effect, to further 
support our explanation of engagement with the music. Finally, due to the choice 
of similar stimulus length, the tempi of the two stimuli did not differ greatly. 
To better investigate the effect of tempo and time-structure, stimuli would be 
needed where the difference is bigger. However, this too would hypothetically 
cause the found effect to be larger, not smaller.
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The current work shows that imagining music causes an increase in parieto­
occipital alpha, replicating earlier findings (Cooper et al., 2003, 2005). Addi­
tionally, based on findings of alpha correlation with a dorsal attention network 
(Sadaghiani et al., 2010) and auditory attention (Fu et al., 2001), we believe that 
that the engagement level of music, although apparently affecting a similar net­
work, also has an effect on this activation. This effect shows more interpersonal 
differences, as expected, but is primarily visible in the parieto-occipital network. 
This may be due to modality-specific inhibition and auditory attention mecha­
nisms. Further work is needed to further elaborate the musical aspects that are 
relevant for this response, as well as the cause of the particular inter-individual 
differences.
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4. MELODY
Decomposition based on 
musical content
Chapter 4. Melody
"Now we have ten different but equal parts of Music: notes, articulation, technique, 
feel, dynamics, rhythm, tone, phrasing, space, and listening. We could have made our 
list one hundred or thousand elements long, but for now, we will stick with these ten." 
Victor Wooten, The Music Lesson, 2006
Abstract
In the current study we investigate the EEG  response to listening and imagining 
melodies and explore the possibility of decomposing this response according to 
musical features, such as rhythm and pitch patterns. A  structural model was 
created based on musical aspects and multiple regression was used to calculate 
profiles of the contribution of each aspect, in contrast to traditional ERP com­
ponents. By decomposing the response, we aimed to uncover pronounced ERP 
contributions for aspects of the encoding of musical structure, assuming a simple 
additive combination of these. When using a model built up of metric levels and 
contour direction, 81% of the variance is explained for perceived, and 57% for 
imagined melodies. The maximum correlation between the parameters found 
for the same melodic aspect in perception vs. imagery was 0.88, indicating simi­
lar processing between tasks. The decomposition method is shown to be a novel 
analysis method of complex ERP patterns, which allows subcomponents to be 
investigated within a continuous context.
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4.1 Introduction
In processing a musical stimulus, the information is thought to be grouped and 
categorized on multiple levels (see Lerdahl and Jackendoff, 1983). In probing 
the characteristics of these processes, it can be very challenging to isolate the dif­
ferent musical aspects and separate their related responses. The current study 
proposes a method to decompose the EEG  response to simple melodies, both 
heard and imagined, and to isolate the brain response common to separate mu­
sical aspects of the stimulus.
The investigation into how the melodic structure is stored (as a sequence of 
pitches, as interval jumps, as a tonal contour, as pitch functions within the key, or 
as a combination of these) has been very informative in behavioral studies. Dif­
ferences in reaction times have revealed hierarchical processing of tonality and 
chord structure (Bharucha and Krumhansl, 1983), the time course of recognition^ ®  4  
memory has indicated that contour (the relative up-down pattern of pitches in a 
melody) may be processed separately from the absolute pitch pattern (Dowling 
et al., 1995, 2001). Recognition rates have shown varying levels of attention over 
different melodic and metric accents (Jones and Boltz, 1989) and sophisticated 
scrambling methods have shown interactions of global and local perception (i.e. 
Tillmann and Bigand, 2001), among others.
For a number of these musical aspects the EEG  response has also been inves­
tigated, albeit mostly in the context of ERP components that have been described 
earlier, such as the P300 oddball response, the mismatch negativity (M M N) and 
language syntax related components such as the N400. Effects on the P300- 
complex were found for a number of oddball stimuli, such as minor vs ma­
jor mode for musicians (Halpern et al., 2007) and unexpected pitches in scales 
(Krohn et al., 2007). M M N's, occurring when infrequently occurring stimuli 
are perceived, were also seen for rare chord modulations (Koelsch et al., 2003)
(where the authors refer to an early-right anterior negativity as a music-syntactic 
M M N), out-of-key pitches (Brattico et al., 2006), and contour violations (Trainor 
et al., 2002). ERPs in response to musical rhythms have also been investigated, 
for different metric levels such as the note, beat and bar level (Jongsma et al.,
2004), as well as subjective accents (Brochard et al., 2003). On a more global level,
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parallel to phrases in language, musical phrase endings often induce a so-called 
closure-positive shift (Neuhaus et al., 2006).
In a single note, multiple characteristics or functions are combined, such as 
its absolute and relative pitch, the interval jump it has just made, its absolute and 
relative duration, hierarchical metric level, role in the harmony and more. How 
these aspects combine to form a representation is not clear. Jones and Ralston 
(1991) describe different aspects of the stimulus (ie. the rhythmic pattern, the 
pitch pattern) as each having their own accent structures, and assume that the 
different accent structures combine in some way to form our representation. To 
investigate these aspects individually, they need to be isolated from each other. 
This is practically impossible for melodies that inherently contain these differ­
ent layers, and can only be achieved by keeping constant as many of the other
■  aspects as possible. The studies described above tend to use factorial designs,
contrasting different conditions to investigate their different effects on the event- 
related brain response. Although there generally is an assumption that different 
ERP components combine additively, very few studies have tried to separate the 
effects of processing different aspects of a stimulus. A  relatively new method of 
separating such intercorrelated variables is using multiple linear regression anal­
ysis (e.g. Schaefer and Desain, 2006; Hauk et al., 2006; Dambacher et al., 2006; 
Hauk et al., 2009) to test the degree to which a variable (or in the current study 
musical aspect) predicts data across all trials, in a continuous context. For fMRI 
data, the use of continuous regressors imitating the ongoing modulations is more 
common (see Cohen, 1997) and has already been proposed in the music domain 
by Janata et al. (2002).
To investigate the cognitive involvement in processing melodies seperately 
from auditory response, the investigated constructs also need to be isolated from 
the processing of sound, distinguishing the low-level perceptual mechanisms 
from the higher-level cognitive processes. As we have a rich capacity for imagin­
ing music, imagery offers a means to get around auditory information processing 
while still evoking the representation of the melody. By investigating the relation­
ship between perceived and imagined modalities, the level of similarity between 
the different tasks can also be addressed. This issue becomes particularly important, 
as the two have been shown to be entwined, both in behavioral and EEG  studies.
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In previous work that has looked at imagery of music, specific attention has 
been given to the spatial location of music imagery in the brain, as measured 
with PET or fMRI. Brain structures implicated in musical imagery were shown 
to be very similar to those recruited by actual perception (c.f. Halpern et al., 
2004; Kraemer et al., 2005). However, looking at imagery for melodies in EEG, 
Janata (2001) found that of a series of imagined notes, only the first elicited an 
N1 component as is generally seen for actually perceived notes. The subsequent 
imagined notes did not elicit such a component, most likely indicating the re­
sponse to the first note to signify a state or task change. Other investigations 
of music imagery in EEG  have focused specifically on musicians, for instance 
on the motor component induced by imagining the sound of an instrument par­
ticipants played themselves (Kristeva et al., 2003), or the M M N elicited when a 
note imagined from notation deviates from a note actually presented (Yamamoto 
et al., 2005). When specifically investigating imagined rhythmic patterns, Desain 
and Honing (2003) showed that classification of internally rehearsed rhythms 
from the EEG  signature is possible well above chance level, and preliminary re­
sults also show detectability of imagined natural overlearned music from the 
EEG  (Schaefer et al., 2008). More basic investigations include work by Meyer 
et al. (2007), who find a reduced N1 and almost absent P2 response (see also 
Scherg et al., 1989) for imagined piano triads. However, these investigations do 
not address the multiple layers of a musical stimulus, such as metric levels or 
pitch structure.
In the current study, the full ERP trace of listening and imagining melodies is 
investigated, and the possibilities of decomposing these traces according to mu­
sical phenomena, here referred to as musical aspects, are explored. These musi­
cal phenomena or aspects add multiple levels of structure to a musical stimulus, 
and together form the melody. Examples are the absolute pitch sequence, the rel­
ative pitch pattern, the sequence of implied chords, and the rhythmic structure, 
which is multi-leveled itself. By taking this structure as the basis for the decom­
position, we thus use a-priori knowledge about the stimulus to decompose the 
response, similarly to Windsor et al. (2006) and Desain et al. (2008). A  structural 
symbolic model can be built to represent these layers of structure, defined by 
simply labeling notes according to different musical aspects. Each aspect can
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have a num ber of levels (such as for instance metric depth), bu t is reduced into 
a set of com ponents on separate levels (note, beat, bar, etc.) that are either ab­
sent or present. This structure can be expressed in a m atrix of ones and zeros, 
show n more elaborately in the m ethod description below. By regressing EEG 
data according to this structure, the contributions of different musical aspects to 
melodic processing can be calculated.
If w e assum e that these structural levels combine linearly in the ERP re­
sponse, w e can find the param eters that are associated w ith  these musical aspects 
by using simple least-squares linear regression. By regressing the data w ith only 
one, or a few com ponents that together correspond to the levels of a musical as­
pect, the prediction for only that com ponent (such as beat) or aspect (combined 
levels of meter) can be formed. By calculating how  m uch variance is explained
I  by each aspect or com ponent, the size and significance of that part of the m odel
can be assessed. This procedure is very similar to the deconvolution algorithms 
used in the analysis of fMRI data (Glover, 1999). In this way, w e have different 
predictor variables for different time segments, depending on the note w ithin 
the sequence. Furtherm ore, as w e fit the data separately per EEG channel, the 
topology of the com ponent responses can be investigated, yielding insight into 
the different cognitive m odules involved in the processing of the various aspects 
of musical structure. In the m odel w e created, we used a three-layered rhyth­
mic structure ('First', or the start of a phrase; 'Beat', or the pulse of the rhythm, 
and 'N ote ', the lowest rhythmic level using every event) and contour direction, 
based on the up-dow n pattern of the pitch sequence. These particular aspects 
were selected based on previous report of a distinguishable response in the EEG 
signal, such as Janata (2001) and Brochard et al. (2003) for rhythm  and Trainor 
et al. (2002) for contour direction changes.
4.2 Method
4.2.1 Participants
Eighteen healthy volunteers w ith norm al hearing took part in the study, from the 
undergraduate student body at Stanford in 2004. A lthough musical expertise is
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relevant to musical inform ation processing, we did not make this influence the 
subject of the current investigation, and musical background w as not taken into 
account.The data for two participants was not used because of extensive artifacts 
yielding poor signal quality, as judged by visual inspection.
Figure 4.1: The four stimuli, each consisting of a melody (E. Margulis), followed by a 
repetition of the rhythmic pattern with a high-hat sound, to ensure the time lock of the 
imagined events.
4.2.2 Stimuli and procedure
This study w as part of a longer experiment, in w hich three experim ents were 
interleaved, separated in blocks. These are not analyzed here. The other tasks 
were listening to phonem es and sentences while m aking emotional and w ord 
association judgm ents. Four original melodies were constructed by Elizabeth 
Margulis, and consisted of three parts, a perception part, an im agery part and a 
probe tone part. Here, we only analyze the first two sections and will for fur­
ther purposes ignore the probe tone section. Each m elody consisted of 7 notes of 
which the first six were of equal duration, and the last note w as twice this dura­
tion. This time-structure, combined w ith the chosen pitch sequence, induces the 
im pression of a binary beat structure, in which rhythm ic groups of two or four 
events emerge. The notes were presented using a m idi piano sound, followed 
by the same rhythm ic pattern  played by a m idi high-hat, so as to induce a time 
lock for the im agery task. For an overview in music notation (in 4 /4  measure) 
of the stim ulus melodies as they were presented, see Figure 4.1. The stimuli are
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also available to listen to on h ttp ://w w w .n ic i.ru .n l/m m m  under 'Demos and 
Stimuli'. The participants were instructed to 'repeat the m elody in their head ' in 
concurrence w ith  the high-hat sound. Notes were presented w ith an inter onset 
interval of 1 /3  of a second (180 beats per minute). The key-off time used for 
each note was 50 ms before the next onset, although due to the natural piano 
decay after key-release there were no real silent gaps between notes, resulting in 
legato-style. Each stim ulus w as presented 36 times.
4.2.3 Equipment
EEG recordings were m ade at the Suppes Brain Lab at Stanford University, using 
21 Model-12 Grass amplifiers and N euroscan's Scan 4 software. Sensors were
B  attached to the scalp of a subject according to the standard 10-20 EEG system 
(Jasper, 1958), using channel locations Fp1, Fp2, F3, F4, F7, F8, Cz, C3, C4, Pz, 
P3, P4, T3, T4, T5, T6, O1, O2 as well as vertical EOG, horizontal EOG, throat 
EMG and an earlobe reference. The recording bandw idth  w as from 0.3 to 100 
H z w ith a sam pling rate of 1000 Hz. A com puter was used to present auditory 
stimuli (digitized at 22 kHz) to subjects via small loudspeakers. All analyses 
were carried out in Matlab (The M athworks, Natick, MA).
4.2.4 Analyses 
Decomposition
A structural m odel was created based on the presence or absence of several m u­
sical aspects. A lthough num erous models can be constructed, w e here dem on­
strate the m ethod w ith a simple m odel that uses only basic aspects and illustrates 
the method. The m atrix for the a-priori m odel w e used is show n in Figure 4.2.
This m odel creates separate param eters for the first note of a phrase, the beat- 
based metric level (grouping subjectively accented events in even positions), the 
note level (partialing out the effects that are common for each note), and one 
pitch-based aspect, contour direction. N ote that one needs to take care to define 
structural aspects and levels sparsely, otherw ise the num ber of param eters (rows 
in Figure 4.2) becomes larger than the num ber of data points (columns), and the
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Figure 4.2: The structural matrix of melodic aspects for each of the four stimulus melodies.
In this way, each note has a specific profile made up of its characteristics.
resulting degenerate matrix can no longer be used to fit a unique solution. In our 
example this means, for instance, that while we have two contour directions in 
our melodies, we define only one level of contour (up) in the table. The other 
one (dow n) is considered as part of the com ponent for every note, as the two are 
m utually exclusive for these particular melodies. This is only the case because 
tone repetitions do not occur in these melodies, which w ould otherwise remove^ H  4  
the com plem entary nature of the two directions. The aspects chosen here each 
yield a unique param eter, although some necessarily overlap. An example is that 
'First' and 'Beat' always co-occur, defining the two param eters to both contribute 
to the response to the first note in a melody, bu t 'Beat' also occurs independently 
of 'First'. By adding the com ponent 'N ote', we capture all activity that is com­
m on over all notes, such as the sounds of the m etronom e in the case of imagery, 
or the common spectral properties of the sound during perception. This then 
leaves the residual activity, which is specific to each note, to be used to form 
the other param eters. In a similar vein, the aspect 'Beat', w hich is not explicitly 
present in the stimulus, bu t expected to show some EEG response based on the 
literature in subjective accenting, m ay overlap w ith the others, bu t as it is a dis­
tinct grouping of trials, the param eter will only be fitted to activity that is unique 
to this grouping. To the extent that this cannot be defined, Of course an alter­
native m odel can also be constructed, based on different characteristics of each 
note, in order to compare their pow er in explaining the data.
To deconvolve the ERP data, we expand the structure of Figure 4.2 in time 
into a table that defines the structure for each m easurem ent sample, replacing 
every 1 by a diagonal unity  matrix w ith the length of that segm ent in time­
points. Assum ing that different m usical aspects each have their own (unknown)
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response com ponent in the ERP, and that these different responses combine lin­
early, the structure matrix can be m ultiplied by the as-yet unknow n param eters 
(a concatenation of the com ponent segments show n on the right) to predict the 
data vector (a concatenation of the ERP response to the used stim ulus melodies 
for either perception or imagery).
stimulus
ERP data & 
full model (x)
parameters (R)
I
R
R 4
Figure 4.3: A schematic overview of the method, using an example of a stimulus melody 
to create the structural model, and predicting the ERP data from parameter segments that 
correspond to the model. The parameters are optimized using linear regression.
The m ethod can formally be described as follows. The input stim ulus is a bi­
nary sequence which comes from the structural m odel show n in Figures 4.2 and 
4.3. We postulate that the brain responds differently to the presence or absence (1 
or 0) of a musical aspect. Finally, w e assum e that each musical aspect contributes 
a time-limited w aveform  which combine linearly to give the total stim ulus re­
sponse. Figure 4.5 schematically illustrates this model. The same decomposition 
m odel was used for tim ing signals in W indsor et al. (2006). In algebraic terms 
this m odel can be w ritten as:
L n
x(t) =  ^  ^  la (t)R a(t  -  T ) (4.1)
t=1 a=1
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where, x(t) is the total response at time t, L is the duration of the response, R a are 
the tem poral responses of the brain to the presence (or absence) of the n  musical 
aspects a in the stimulus, and Ir (t)is an indicator function which has the value 
1 if there is an aspect a present at time t, and 0 otherwise. This m odel can more 
com pactly be expressed in matrix notation using a structure m atrix  M  to encode 
the indicator functions Ia as,
" R i "
11 (i : i +  L) In (i • i +  L)
.  Rn .
=  M p (4.2)
w here x is the colum n vector of m odeled response for each time, the rows of M  
signify sam ple times w ith each row  being the previous row  shifted 1 elem ent to 
the right, and p is the concatenation of the different types of response function. 
Equation 4.2 is linear in the tem poral responses R a and p, so these param eters can 
be found using a least-squares regression w ith the average m easured response.
To test the significance of the contribution of the individual aspects, an F-test 
w as used on the increase of the explained variance, com pared to the variance 
explained by the m odel w ithout this aspect. The regression analysis was carried 
out over the m ean ERP-response of all subjects, as there were not enough data 
to do this separately and subject the regression coefficients to group statistics. 
We used all the electrodes, and thus have a percentage of variance the m odel 
explains for each electrode position.
x
ERP latencies
As we are interested in the cognitive processing of these notes, it is likely that 
at least part of the response w e are looking for does not occur w ithin the 333 
ms until the next note is presented. To deal w ith the latency of the response 
and prevent the datasegm ent w e are looking at from still containing m uch of 
the response to the previous note) the data segm ents were shifted forward to 
follow the stim ulus note at a time lag. By shifting the position (not the duration) 
of the param eter in time, the tim e lag of the response w as accounted for. We 
optim ized the lag of the m odel behind the stim ulus and found that shifting the
65
Chapter 4. Melody
segm ents 0.2 seconds maximizes the predictive value of the model. Interestingly, 
this probably excludes some of the more low-level perceptual responses, which 
appear not to contribute to the processing of the chosen aspects. The fact that the 
m odel explains more variance at this time lag further argues for the notion that 
w e are looking at cognitively driven ERP responses, as more time is needed for 
these higher cortical processes.
Inter-task correlation
To assess the commonalities of the decomposition between perception and im­
agery, correlations betw een tasks were calculated for both the data and the pa­
ram eters found. By calculating this for each channel a distribution of task simi­
larity emerges for every aspect taken up into the model.
4.3 Results
4.3.1 ERPs
The full ERP trace at C4 (right auditory area) for each m elody over all partici­
pants is show n in Figure 4.4. The ERPs of the perceived melodies show  a similar 
pattern per note, show ing a N1-P2 complex for every note (c.f. Scherg et al., 
1989). For the imagined melodies, only the first imagined note shows this re­
sponse, and the ERP flattens after that, m uch like the responses to imagined 
notes described in Janata (2001). A lthough the absence of a clear auditory N1 
response is interesting, given the fact that there is still a high-hat sound present 
as a timekeeper, the absent P2 response for im agined sound events is consistent 
w ith M eyer et al. (2007) as well as the finding that this com ponent is m odulated 
by the spectral complexity of the sounds (Shahin et al., 2005), w hen com paring 
the richer pitch structure for the perceived melodies than that of just the high-hat 
sound.
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Figure 4.4: ERP signatures at electrode C4 (over right auditory area) for the whole 
melodies, perception (left) and imagery (right) The ticks on the x-axis mark the notes 
in the melody.
4.3.2 Regression results
For the m odel that was tested, the explained variance of the full model at Cz, as 
well as for each isolated aspect, is shown in Table 4.1. At this electrode, the full 
m odel explains the maximal am ount of variance. The param eters found through 
the decomposition are show n in Figure 4.5, show ing the ERP in the top row, fol­
lowed by the param eters found for each aspect. The bottom  two rows show the 
full model, built up  from these param eters, and the residue of the data w hen the 
m odel is subtracted. This figure also shows the scalp m aps of the r 2 explained 
by a single aspect w ithin the m odel, as well as the pow er distribution (s2) of the 
signal that is responsible for explaining this variance. M ost of the variance in the 
data is explained by perhaps the least 'm usical' aspects in the model, nam ely the 
note level and the start of the phrase, which by themselves explain up  to around 
55% and 48% of the variance, for perception (p<0.001, p<0.001) and imagery 
(p<0.04, p<0.01) respectively, Contour direction shows a trend to significance in 
perception, however in im agery it does not reach significance. Alternately, the 
beat-level subjective accenting does not reach significance during perception, but 
explains 6% of the data for im agery w ith p<0.01.
4.3.3 Correlations between tasks
W hen calculating the correlation betw een perception and im agery tasks for each 
of the estim ated param eters over the scalp, the decomposed param eters correlate 
m uch more highly than the ERP data do between tasks. To com pare the param e-
6 7
Chapter 4. Melody
s 2
CM
O
#
( • ) Ô
# #
0 #
# #
2 2 r s
Ô <2> 
♦  #
•  W
♦  #
O  #
Perception Imagery
Figure 4.5: Additive effect of melodic aspects for perception (left) and imagery (right). 
Each color represents one of the stimulus melodies. The top plots show the ERP data, 
followed by graphs of the parameters derived from the decomposition for first, beat, note 
and contour direction. Only the contour parameter differs per stimulus, which makes for 
a different contribution to each combined or full model. The two bottom plots show the 
full models for each melody and the residues left after subtraction of the model from the 
ERP. The channel shown here is Cz, where the combined model explained the maximum 
amount of variance. The topoplots show the distribution of the explained variance in the 
column closest to the wavefroms (r2) and the distribution of power of the signal of this 
parameter (s2).
ters from the decomposition w ith  the full ERP signature of the non-decom posed 
data, w e used the complete length of each melody. We m ust keep in m ind that 
for the param eter correlations, this causes parts of the m elody trace to become 
zero (due to the structural model), w hich increases the correlations. The topo­
graphic m aps of the correlations are show n in Figure 4.6. They show the de­
gree of correlation for the full data signature to be sm oothly distributed over the 
scalp, w ith  a m axim um  of about 0.6, whereas the separate musical aspects show 
m uch higher correlations (up to 0.88) and more pronounced patterns on the to­
pographic maps. This shows that the similarities betw een tasks have different 
distributions per aspect in the model. These distributions are m ost likely pro­
duced by the activity of com bined netw orks of brain regions. For the note level,
6 8
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Task
M odel Perception Imagery
r to a j p dj(a
CM
p
Full m odel 83(81)% < 0.0001 63(57)% < 0.01
First 48% < 0.0001 47% <0.04
Beat 0% n.s. 6% <0.01
Note 55% < 0.0001 17% <0.01
Contour direction 11% <0.065 10% n.s.
Residue 17% 37%
Table 4.1: Explained variance and significance results for the full combined model as well 
as per aspect, for electrode Cz.
it's interesting to note that even though w hat each note has in common is a m idi 
piano sound for perception and a high-hat sound for imagery, the correlations 
are still high. This supports the idea that the correlations are not likely to be due 
to early perceptual responses, considering the difference in timbre between the 
two, as wel as the timelag used in the analyses. Table 4.2 shows the correlations 
for the channels w ith m axim um  correlations for the different param eters as well 
as for the original data.
Figure 4.6: The distribution of correlations per channel between perception and imagery, 
for the original (left) and decomposed (others) data, with a different distribution for the 
state-change or 'first', the beat-level, the component common over all notes ('note') and 
contour direction changes.
4.4 Discussion
A m ethod has been described to decompose ERP data, illustrated w ith m easure­
m ents of perception and im agery of simple melodies. As opposed to analysis
6 9
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Decomposition param eter ERP data
Channel First Beat Note Contour dir.
Cz 0.88* 0.74 0.69 0.66 0.62*
C4 0.84 0.67 0.72 0.73* 0.52
T4 0.84 0.88* 0.74 0.02 0.30
F8 0.46 0.26 0.88* -0.26 0.30
Table 4.2: Correlations between perception and imagery, for each parameter found 
through the decomposition as well as for the full ERP trace. Channels are shown that 
represent the maximum correlation for each parameter, marked with *.
m ethods that contrast m ultiple conditions, w e here isolate responses to specific 
subcom ponents of the processes w e are interested in, exploiting a priori knowl­
edge of the stim ulus.
W hen testing a m odel based on a multi-leveled rhythmic aspect combined 
4  w ith the melodic contour direction, the param eters found through the decomposi­
tion explain a substantial am ount of the variance, slightly less so for imagery 
than for perception bu t highly significant in both. Rhythmic aspects were found 
to be more easily isolated than melodic or pitch-driven aspects. Even though the 
beat level com ponent did not reach significance during perception, the explained 
variance in im agery shows subjective rhythm isation of the identical sounds pre­
sented to provide a time lock. We suspect that at least some of the residual signal 
is also related to aspects that were not taken up  into the model. A m uch larger 
num ber of trials w ould be needed to investigate this further. The m ost variance 
was explained by the lowest rhythmic level, partialing out w hat is common over 
all notes in the melody. For perception this relates to the processing of a m idi­
piano note, for im agery it relates to the high-hat sound used to timelock the task. 
This m eans that, aside from the low-level rhythmic processing, the auditory re­
sponse to this sound is also captured in this param eter, resulting in a com ponent 
that cannot necessarily be considered musical. A lthough other m eans of syn­
chronization could have been used (i.e. a flashing led), the low-level rhythmic 
processing w ould always overlap w ith the timekeeper.
The param eters found through the decomposition do not only m odel the con­
tribution of a musical aspect to the ERP signature, bu t also allow comparisons 
across tasks (i.e. perception and imagery). A high correlation between the pa-
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ram eters found for different tasks also supports the idea that the decomposition 
isolates aspects of the brain response that are related to the musical aspect under 
consideration. As w ith statistically separated com ponents or calculated dipoles, 
the param eters found through decomposition are not physically isolable. As 
such their physical shapes are hard to com pare w ith ERP responses previously 
found for the melodic aspects included in our model. In order to fully investi­
gate the effects of these aspects, stimuli w ould need to be constructed that in­
clude com parable num bers of trials of each aspect or level of aspect, likely to 
produce melodies that sound less natural than the stimuli used here. That said, 
the decomposition does offer a look at EEG signatures that could not otherwise 
be revealed, and the result show ing the 'Beat'-level to explain variance in the 
Im agery condition corresponds well w ith previous results on subjective rhyth- 
m ization (Brochard et al., 2003). The contour com ponent, which only approaches 
significance for perception, bu t doesn 't at all for imagery, shows a very interest­
ing localization of the correlation between tasks, corresponding well w ith areas 
which also distinguish between different perceived and im agined music stimuli 
(Schaefer et al., 2008).
The decomposition m ethod offers a new  possibility of investigating complex 
ERP patterns and allows processing com ponents to be visualized w ithin a con­
tinuous context. This decomposition m ethod assumes that the EEG traces of 
the processing of each aspect of the stim ulus combine additively to form the 
w hole EEG signature of a note. This is a reasonable hypothesis if the subcom ­
ponents originate from different source locations, all m easured at each electrode. 
However, the m ethod also assum es independent contributions from each sub­
com ponent (but see Boltz (1989) for interactions in behavioral responses). The 
assum ption of m odularity of music processing in the brain is not new, and has 
been elaborately described by Peretz and Coltheart (2003). The concept of ad­
ditive responses is already present in general ERP research as well, w hen in­
terpreting the averaged waveform s as containing responses related to different 
subcom ponents of processing. In a few cases, Independent Com ponent Analysis 
(c.f. M akeig et al., 1997) or Principal Com ponent Analysis (c.f. Dien et al., 2003) 
have been used to separate the different brain responses. However, these m eth­
ods are blind to the stim ulus and do not allow structuring according to w hat is
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know n about the stim ulus or task, needing post-hoc interpretation of the result­
ing components. By creating a m odel based on w hat w e are interested in, the 
predictive value of that particular process or stim ulus com ponent on the data 
can be assessed.
A  num ber of interesting questions are still left unansw ered here. Notably 
the effect of musical expertise, which was not added as a variable in the current 
design, could influence the latency and localization of musical aspects (e.g. for 
rhythm  see Vuust et al. (2005). Additionally, the effects of m em ory processes are 
unclear in the current paradigm . W orking m em ory m ust have a big effect ini­
tially, w hen internally rehearsing unknow n melodies, whereas after a few repe­
titions, this is probably less of an issue. However, we now  did not have enough 
trials to investigate this effect over tim e as the experim ent progressed.
I  Here, the data segm ent used to find the contribution of a musical aspect
was lagged behind to ensure that a response to a previous note w as minim ally 
present. The m odel could alternatively be extended to deal w ith overlapping 
responses, at the cost of an increased danger of redundancy in the model. O ther 
additions m ight be to extend the decomposition to regress spatially as well as 
temporally, by recording high-density EEG w ith m ore channels. Also, time- 
frequency analysis m ay reveal more patterns by extending the features to non- 
timelocked activity as well as timelocked. To further investigate the usefulness 
of this m ethod, different types of stimuli and tasks are needed.
In conclusion, a m ethod was presented that allows decomposition of contin­
uous EEG signals, using m ultiple linear regression combined w ith a structural 
m odel of the stim ulus or task. This m ethod offers a more precise look at EEG 
signatures of subprocesses that cannot be disentangled by looking at the ERPs. 
A lthough further investigation is necessary, this m ethod expands the possibili­
ties of analysing electrophysiological m easurem ents as well as opening up pos­
sible paradigm s for investigating neural responses.
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5. RHYTHM
Decomposing processes 
of subjective accenting
Chapter 5. Rhythm
"... B u t I  use the term  'rotary perception.' I f  you get a m ental picture o f the beat 
existing  w ith in  a circle you're more free to improvise. (...) The notes fa ll anywhere 
inside the circle but the original feeling  fo r  the beat isn 't changed. I f  one in  the group  
loses confidence, somebody hits the beat again. The pulse is in inside you. W hen you're 
playing w ith  m usicians who th ink this w ay you can do anyth ing ."
Charles M ingus, Beneath the Underdog, 1971
Abstract
Perceiving musical rhythm s can be considered a process of attentional chunking 
over time, driven by accent patterns. A  rhythmic structure can also be gener­
ated internally, by placing a subjective accent pattern on an isochronous stim­
ulus train. Here, w e investigate the event-related potential (ERP) signature of 
actual and subjective accents, thus disentangling low-level perceptual processes 
from the cognitive aspects of rhythm  processing. The results show  differences 
between accented and unaccented events, bu t also show  that different types of 
unaccented events can be distinguished, revealing additional structure w ithin 
the rhythmic pattern. This structure is further investigated by decom posing the 
ERP into subcom ponents, using principal com ponent analysis. In this way, the 
processes that are common for perceiving a pattern and self-generating it are 
isolated, and can be visualized for the tasks separately. The results suggest that 
top-dow n processes have a substantial role in the cerebral mechanisms of rhythm  
processing, independent of an externally presented stimulus.
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5.1 Introduction
M any of the auditory patterns w e perceive around us, such as speech and music, 
require the structuring of inform ation over time for efficient perception. Perceiv­
ing regularities is essential for interpretation of this information, and leads to 
predictive processing, which, in turn , is needed for goal-directed behavior (for 
a recent overview, see W inkler et al., 2009). In music listening, it is w idely be­
lieved that the confirmation and violation of expectations are crucial for a m usi­
cal piece's ow n characteristics and w hat makes it specific and enjoyable (Huron, 
2006).
Events in auditory patterns such as musical rhythm s are believed to be pro­
cessed more efficiently w hen their position in time can be predicted, described 
in dynamic attending theory (Jones and Boltz, 1989; Drake et al., 2000) as well as 
other theories of fluctuating expectation levels (Desain, 1992). The main premise 
is that expectancy levels can be m anipulated by presenting tem poral patterns 
varying in regularity, thus m aking im pending events more or less predictable. 
This is also reflected in com putational m odels of rhythm  processing, such as the 
coupled oscillator m odel presented by Large and colleagues (Large and Jones, 
1999; Large and Kolen, 1995), in which the percept of a rhythm  is built up  out of 
m ultiple oscillators w ith different period lengths, related to different hierarchi­
cal levels of the rhythm. These m odels include a feedback loop in w hich highly 
expected events raise the 'confidence' of the oscillator, contributing m ore to sub­
sequent expectancy. Consequently, these m odels can predict how  in a very sim­
ple train of stimuli (e.g. an isochronous rhythm) chunking of a num ber of events 
m ay occur, so that specific future events incur a higher expectancy. This con­
tinues even if the actual accent is no longer present in the stimulus, m aking the 
percept of a pulse in the event train quite robust (see Figure 5.1 for a graphical 
representation of this process).
In the concept of dynamic attending as proposed by Jones and Boltz (1989) 
and Drake et al. (2000), listeners willfully give more w eight to the oscillator w e 
choose, thus attending to different hierarchical levels of the rhythmic structure 
(i.e. the beat, bar or even phrase level). This adds an internally driven factor to 
the mechanism, which leaves each individual event w ith its own unique combi-
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Figure 5.1: A schematic representation of metrical percept is shown to continue its pattern 
on an isochronous stimulus sequence by first introducing the structure. The perceived 
pulse will persist, resulting in a purely subjective structure. Based on Snyder and Large 
(2005).
nation of attention levels for each phase of the coupled oscillators. This concept 
has also been described in term s of music theoretical considerations (London, 
2004), referring to hierarchical levels of metric patterns as cycles. Here, we re­
port the event-related potential (ERP) response to these different events w ithin 
rhythm ic patterns, assum ing that varying levels of attention and expectancy will 
be visible in the ERP of the electro-encephalogram (EEG) (for early w ork dem on­
strating the effect of attention on the ERP, see Naatanen, 1975; Hillyard et al., 
1973). In order to distinguish between the perceptual responses and cognitive 
m echanisms that are independent of external stimulation, we do this for both 
externally presented and internally generated patterns.
We commonly think of rhythmic structure as hierarchical (see for instance 
Lerdahl and Jackendoff, 1983; Longuet-Higgins and Lee, 1984), an assum ption 
that has also been supported by showing that brain responses to deviants in 
different metrical positions resulted in different ERP signatures. This has been 
shown for the P300 oddball response using intensity decrements on different po­
sitions in an isochronous stim ulus pattern  (Brochard et al., 2003), and for the 
m ismatch negativity (MMN) response to syncopations in different positions (La- 
dinig et al., 2009). In these studies, it was show n that deviants in strong metric 
positions result in larger P300 and MMN com ponents, respectively, suggesting 
enhanced processing of accented events. However, the question of how  this pro­
cessing hierarchy is built up  is not easily answered. Two contrasting hypotheses 
can be form ulated, where on the one hand the brain signature for each event 
in a cycle m ay be unique, as in a Gestalt, and on the other hand, the response 
m ay be predictable and built up  of low-level com ponents, for instance, due to
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its own combination of the positions of m ultiple coupled oscillators. These hy­
potheses m ay be tested by decom posing the response to see if any com m onal­
ities are found over the different events. A lthough there are m ultiple m ethods 
of decom posing EEG data, the m ethod m ost commonly used for ERPs is p rin­
cipal com ponent analysis (PCA, see, for instance, Dien and Frishkoff (2005) for 
an overview). This will yield statistically independent com ponents w ith w eight 
distributions over the different sensors, that combine to form the full signature, 
and each explain an am ount of the variance in the data. If w e assum e that the 
EEG traces of the different subprocesses combine linearly in the total signal, we 
can com pare the decomposed EEG response to our own notion of hierarchical 
processing in rhythm  perception.
In the current study, we use three rhythmic patterns: binary, ternary and 
quaternary groupings, referred to as 2 beat, 3 beat and 4 beat. These patterns 
roughly correspond to 2 /4 , 3 /4 , and 4 /4  meters, and consist of cycles of an ac­
cented or louder first event called the downbeat, followed by one, tw o or three 
unaccented events that are considered to have a w eaker metrical function. These 
groupings are show n to be easiest to synchronize w ith in term s of num erosity 
(Repp, 2007). W ithin these patterns, we defined types of events and pooled to­
gether the responses to com pare them. First, w e com pare all accented events to 
all unaccented events, to find the effect of a the dow nbeat, or accented event. 
However, the literature on rhythm  processing generally posits a more complex 
structure w ith more than tw o types of events (i.e. accented/unaccented, see, for 
instance, Lerdahl and Jackendoff, 1983). Thus, w e look for evidence in the brain 
activity of the processing of a more intricate structure. We postulate that in the 
different patterns, certain events have som ething in common, nam ely the first 
unaccented event that follows the dow nbeat (or accented) event, as well as the 
last unaccented event, also called the upbeat, leading to, perhaps anticipating, 
the upcom ing downbeat. As w e are trying to uncover different processes occur­
ring simultaneously, w e try  to decompose the EEG data to see if w e can find a 
brain signature that is specific to such subprocesses.
To investigate rhythm  processing independent of perceptual input, w e m ake 
use of subjective accenting: patterns that are self-imposed on ambiguous, un ­
accented stimuli. A common manifestation of subjective accenting is the so-
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called clock illusion, w hen a regularly sounding 'tick-tick-tick-tick.. ' m ay spon­
taneously induce a 'tick-tock-tick-tock..'-percept in which events are chunked 
into groups of two. The binary grouping arises spontaneously, and the first beat 
of every group is perceived as distinctively different from the second. Sponta­
neous subjective rhythm ization has been a topic of study  for some time, begin­
ning w ith the influential w ork of Bolton (1894). In an early psychology text, it 
is described as a m echanism inherent to our sense of time, similar to grouping 
mechanisms inherent to visual perception (Boring, 1942). As opposed to this 
spontaneous process, w e here investigate effortful subjective accenting, by in­
ducing a specific pattern in the same w ay as is represented in Figure 5.1. By 
investigating rhythm  processing based on external input, w here the pattern is 
present in the stimulus, as well as generation of a rhythmic pattern in the absence 
of any accent in the stim ulus, w e can find processing mechanisms that take place 
independent of physical accenting patterns. Though there will be m any shared 
top-dow n processes active in both tasks, w e refer to the instructional phase as 
the 'Perception'-task, and the latter as the 'Im agery'-task. By perform ing the 
PCA decomposition over the averaged response to both tasks, brain activity pat­
terns that are common to the two tasks m ay be isolated and interpreted. In this 
way, the risk of an effect of the instructional effect adding to the Perception task 
is minimized.
This leads us to a num ber of hypotheses of rhythm  perception, the first and 
m ost im portant one being that the difference between an accented and an un ­
accented event is detectable in the brain signal. Secondly, w e pose that not all 
unaccented events are equal, more specifically, w e hypothesize that events w ith 
a similar function in the pattern will show  similarities. The unaccented event 
that follows an accented event (the first unaccented) has a distinctly different 
function than the upbeat leading up to an accented event (the last unaccented). 
The former m ay have some carry-over effect from the downbeat, bu t is generally 
considered a w eak beat in the pattern, w hereas the latter m ay show  some re­
sponse reflecting the expectation of the dow nbeat that is approaching. Here, we 
m ay see a conflict of rhythmic function, in which the last position in the pattern 
is never hierarchically im portant, versus a more cognitive driven view that this 
event should get m ost of the anticipatory response leading to the accent. This
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cognitive view w ould then result in an early version of the expectation-induced 
negative deflection in the EEG, the so-called contingent negative variation (CNV, 
Walter et al., 1964). However, this is a slow com ponent generally seen to start at 
up  to 1000 ms before the expected stim ulus (see, for instance, Ham ano et al. 
(1997), bu t also Chen et al. (2010) for an example of an earlier manifestation). 
Even so, later (250-500ms) negative responses are often seen in ERPs in musical 
or rhythmic contexts (Pearce et al., 2010; Jongsma et al., 2005). A nother indication 
of the strength of a metric event m ay be the presence of a processing negativity 
(Naatanen, 1982), an early negative response thought to reflect the recruitm ent 
of extra attentional resources. Finally, to investigate the role of external input in 
rhythm  processing, w e look at both the externally cued ('perceived'), and inter­
nally generated (referred to as 'im agined ' or subjective) patterns.
Previous w ork looking into ERP responses to specific metrical context has 
focused m ainly on intensity decrem ent deviants in different metric positions 
added to identical or physically accented stim ulus trains (Brochard et al., 2003; 
Abecasis et al., 2005), resulting in different P300-responses for different metric 
positions, nam ely larger P300 am plitudes for accented events in parietal regions. 
This confirms the spontaneous nature of this process, as no instruction to super­
impose a structure was given, and suggests enhanced processing for accented 
events. This is supported  by m ore recent w ork from this group, show ing that 
an early, small processing negativity m ay be seen at the left mastoid channel 
for accented events in both standard and deviant forms (Potter et al., 2009). To 
disentangle the task of deviancy processing from the m echanism of the metric 
cycle itself, we here look at responses to physically identical sounds (except for 
the accent in the Perception task) in different contexts. As such, no clear pre­
dictions can be m ade for the ERP response to a pattern w ithout deviants. In 
a recent study, Fujioka et al. (2010) investigated the brain response to different 
subjective metrical events as m easured w ith m agneto-encephalography (MEG), 
focusing on accented events (downbeats) and the last unaccented events (termed 
upbeats). Using 2-beat and 3-beat patterns and spatial-filtering source analysis, 
they found that responses from hippocam pus, basal ganglia, and auditory and 
association cortices showed a significant contrast betw een the up- and dow n­
beats of the two patterns w hile listening to identical click stimuli. However, they
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did not combine events from different patterns to find any commonalities be­
tw een them. A nother study that also focused specifically on voluntary accenting 
of am biguous stimuli, also using MEG, found no difference in the event-related 
field (ERF, presented as low-frequency content from 1-10 Hz) between subjec­
tively accented and non-accented events (Iversen et al., 2009).
Based on these studies, we expect the actual accents in the stim ulus to result 
in an increased N1 am plitude (Naatanen and Picton, 1987) due to the intensity 
differences caused by the accent, not present in the unaccented events. A ddition­
ally, the different spectral properties of the accent m ay enhance the P2 response 
(Meyer et al., 2006). As for the subjective accents, the literature does not offer 
a clear-cut prediction. Considering the different types of unaccented event, w e 
expect that if an anticipatory response for the accent is present in the last unac­
cented events, this will not be present in the other groups of events, thus pre­
dicting the first unaccented event not to show either the increased N 1/P 2  or any 
sign of anticipation. As no previous w ork has, to our knowledge, directly com­
pared ERP-responses to different unaccented events in a rhythmic pattern, this 
part of the w ork is still exploratory. By com paring events w ith similar functions 
w e m ay uncover common processes over different rhythmic patterns, w hich can 
be further investigated by decom posing the responses.
5.2 Method
5.2.1 Participants
Ten volunteers, recruited at the Radboud University of Nijmegen, participated in 
the experiment. Each gave their inform ed consent to participate. All participants 
were right-handed and had norm al or corrected-to-normal vision. None of them  
had a known history of neurological illness. Musical training was not a criterium 
for inclusion or exclusion in the study, three of the participants had received 
formal music training bu t none were professional musicians. Two datasets were 
rejected due to a disproportionate num ber of artifacts (see below for procedure). 
The reported analyses were carried out for the rem aining eight participants (5 
male, m ean age 38.2, SD 11.6).
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Figure 5.2: A schematic overview of a typical stimulus sequence, in this case a ternary beat 
pattern, with a probe on an unaccented position. With an IOI of 500ms between events, 
the sequence consists of 3 perceived patterns or cycles, one transition or fade cycle, and 
five imagery cycles. As the first cycle in each task is not used, two perception and four 
imagery cycles per sequence are used for analysis. The sequence was designed to induce 
an accenting pattern as is represented for a binary pattern in Figure 5.1, but applicable to 
all the patterns used here.
5.2.2 Stimuli and equipment
Three stim ulus patterns were used: binary, ternary and quaternary rhythm s, con­
sisting of 2-, 3-, and 4-beat cycles. As w e expected the Im agery response to be 
m uch sm aller than the Perception response, twice as m uch data were collected 
for this task. The stim ulus sequences were constructed to collect a maximal 
am ount of im agery data, and were m ade up of four parts: a perception part that 
also functioned as an instruction, a fade into the im agery part, the im agery part 
itself, and a probe accent as an attention check at the end, explained further in the 
procedure. A schematic example of one of the sequences is show n in Figure 5.2. 
For every sequence, the m etronom e tick was played throughout and functioned 
as the time-lock w hile keeping the tem po stable. The accents were positioned to 
establish a pattern, every 2,3 or 4 m etronom e beats. After three repeats there was 
one cycle in which the accent is played softly (fading) and after this no accents 
are sounded anymore. The subjects were instructed to imagine the accent pat­
tern continuing. At the end of the sequence an extra accent (probe) was played. 
This probe accent could appear at any point in the pattern, and participants had 
to indicate w hether this probe coincided w ith an im agined accent or not. This 
task w as added to control for attention and to check w hether the subject w as still 
on track. W hile the stim ulus played, a fixation cross was show n on a screen. All 
sequences w ere constructed this way, only differing in the num ber of events per 
cycle. The stimuli can be listened to at h ttp ://w w w .n ic i.ru .n l/m m m .
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EEG w as recorded using a Biosemi Active-Two system w ith 256 channels m oun­
ted into an elastic cap, and six auxiliary channels (double m astoids, horizon­
tal and vertical EOG), and sam pled at 512 Hz. The fixation cross and instruc­
tions were displayed on a 15" TFT screen, and stimuli were played through 
passive speakers (Monacor, type MKS-28/WS) at a comfortable listening level, 
adjusted to the preference of the participant. The stimuli were program m ed in 
POCO (Desain and Honing, 1992) and the resulting MIDI file w as converted 
to audio by Quicktime Musical Instrum ents using general MIDI com m ands for 
low bongo (key 61), velocity 0.7x127 as the m etronom e and high w ood block 
(key 76), velocity 0.8x127 as the accents. The sounds were presented w ith an 
inter-onset interval (IOI) of 500 ms and a duration of 200 ms. The analyses 
were perform ed in MATLAB (M athworks, Natick, MA, USA), m aking use of 
the FieldTrip toolbox for EEG/M EG-analysis (Donders Institute for Brain, Cog­
nition and Behaviour, Radboud University Nijmegen, The Netherlands. See 
h ttp ://w w w .ru .n l/n eu ro im ag in g /fie ld trip ).
5.2.3 Procedure
Preceding the actual experiment, a practice session was com pleted, allowing par­
ticipants to get used to the task and ensure that they understood it. The practice 
trials were m ade slightly easier, w ith a longer Perception-phase and longer fad­
ing period. To ensure good understanding of the task, the practice procedure 
was determ ined as follows: a counter w as set, which counted the correct answers 
to the probe-tone task. W henever a w rong answ er was given, the counter was 
set back two points, the practice block ended w hen the counter had a value of 
five. A fixation cross w as presented at a varying interval before the start of every 
first beat, appearing betw een 1 and 1.8 s before the sound started, w ith a jittered 
duration to prevent the occurrence of tem poral expectation. This fixation cross 
remained on the screen for the entire sequence. Participants were instructed to 
neither move nor use m otor im agery or inner speech, for instance, by counting. 
Their specific instruction w as to imagine the sound  of the accent continuing after 
it had faded. The experim ental task for the probe tone at the end of the sequence 
was to m atch it to the internally generated pattern, and respond 'yes' to a con­
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gruent probe and 'no ' to an incongruent probe accent through a button press. 
One block in the experim ent consisted of 12 sequences of each of these 2-, 3-, or 
4-beat patterns, resulting in a total of 36 random ized sequences. Four of these 
blocks were recorded per subject, yielding roughly 200 instances of every event 
for the im agery task and 100 for the perceptual task, not taking into account any 
rejection of data due to artifacts.
5.2.4 Analyses
First, some preprocessing steps were taken. The raw  EEG signal, w hich was 
originally sam pled at 512 Hz, was tem porally dow n-sam pled to a sam pling fre­
quency of 128 Hz. To segm ent the data, a time w indow  of -50 ms to +450 ms was 
chosen around each m etronom e tick w here 0 is the sound onset. These data seg­
m ents of 500 ms will from here on be referred to as trials. Trials from a sequence 
w ith a w rong answ er to the probe accent task were rejected (on average 4 se­
quences per participant, am ounting to 2.7% of the data). To avoid possible start­
up  or state-change effects, the first period of the perception or im agery pattern 
of a sequence w as not used for analyses (marked 's ta rt' in Figure 5.2). Channels 
w ith poor signal quality were rejected based on the DC offset, w ith  a cut-off of 35 
mV, and a variance of 500 ^V 2. From the remaining data removed channels were 
reconstructed by spherical spline interpolation (Perrin et al., 1989). After this a 
common average was subtracted. If more than 25% of channels were rejected, 
the trial w as rejected as a whole. If more than 30% of trials were rejected due to 
these criteria, the w hole data set was not used. This resulted in exclusion of two 
participants and left an average of 89 trials (SD 10.6) for every unique event in 
the perception task, and 184 (SD 22.3) for im agery events.
To test our hypotheses, four different com parisons were m ade between the 
types of events, show n in Figure 5.3. The ERP w as calculated for several types of 
events by grouping them  differently, referring to these groups as conditions. For 
com parison 1, the A ccented/U naccented contrast, all the accented (the first beat 
of the 2- 3- and 4-beat patterns) and all the unaccented (all other) events were 
grouped. To investigate the response to different types of unaccented beat, the 
first unaccented (the second beat of each pattern) and the last unaccented or up-
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I I
time
single events
1: All Accented vs 
All Unaccented
2: All Accented vs 
First Unaccented
I .
3: All Accented vs 
Last Unaccented
4: First Unaccented 
vs Last Unaccented
2-beat
3-beat
4-beat
Figure 5.3: Condition comparisons made in ERP analyses, reflecting the different hy­
potheses. Each beat pattern is shown as one accented (bigger) event and a number of 
unaccented (smaller) events, starting with the single events on the left (with repeating 
events in gray), and the groupings shown for each of the four condition comparisons. 
The conditions are referred to as AA (all accented), AU (all unaccented), FU (first unac­
cented) and LU (last unaccented). For the last comparison only the 3- and 4-beat patterns 
were used to avoid overlap.
beat (the last beat of each pattern) were grouped and com pared to the accented 
events (comparison 2 and 3). Here, the 2-beat pattern was included in the as­
sum ption that the second event in the pattern is a combination of both responses. 
To investigate the actual differences between different unaccented beats, the first 
and last were com pared to each other (comparison 4). This last com parison is 
only m ade up  out of the 3- and 4-beat patterns (to avoid the overlap of the 2-beat 
unaccented event). Because of how  the trial sequences were constructed, there 
were about twice as m any trials for the 'Im agery ' task as for the 'Perception' 
task; however, they are not directly com pared to each other. Thus, m ost condi­
tions are built up  of three events, yielding an average of 265 (min 228, m ax 322) 
trials per condition for Perception, and 560 (min=456, max=725) for Im agery per 
participant. Only 'All Unaccented' is built up  of twice as m any events. W hen di­
rectly com pared to each other, First and Last Unaccented are only based on two 
events. The condition ERPs w ere com pared using a cluster random ization test. 
This is a non-param etric statistical test, offering a straightforw ard w ay to solve 
the m ultiple com parison problem  present in EEG data by allowing biophysically 
m otivated constraints, nam ely clustering over channels, increasing the sensitiv­
ity of the test (Maris and Oostenveld, 2007; Maris, 2004). The significance level 
of the tem poral clusters as well as the spatial clusters was set at p<0.05.
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We then tested the assum ption of decomposability of the response by run­
ning a PCA on all the ERP data. This yields a data-driven w ay of validating the 
com parisons that w e m ade in a hypothesis-driven w ay by grouping the trials 
according to event type. Assum ing that the ERP signatures of different sub­
processes combine in a linear way, com paring the am ount of variance that each 
com ponent explains for the different event types offers an unbiased m ethod of 
supporting the choices m ade top-dow n in the event groupings. The results yield 
a w eight distribution over the scalp and a time course for each component. We 
first decomposed the two tasks separately (perception/im agery), and then also 
decomposed the whole dataset as one task (rhythm processing). Running the 
PCA on the average of the perception and im agery data reveals the processes 
that are common over the two tasks, again w ith the contribution of each con­
dition to each com ponent to see which com ponent is active when. A cluster 
random ization test was perform ed on the contributions of each com ponent to a 
condition ERP to see if the difference in contribution of a com ponent to a condi­
tion was significant.
5.3 Results
5.3.1 ERPs
Significant differences were found in every com parison m ade, for an overview 
of the effects on Cz and FPz (chosen for com parability to know n 10-20 posi­
tions) and FC1 (for the maximal effect), see Figure 5.4. A lthough here, clusters 
w ith p<0.05 are shaded, p<0.0001 for the m ain clusters in each of the com par­
isons. W hile keeping in m ind that for the perception task, the ERPs are inher­
ently som ewhat noisier due to sm aller num ber of trials, we can still see some 
regularities.
Early effects (100-300 ms)
First of all, the accented events (in com parison 1, 2 and 3) consistently show  a 
larger N 1/P 2  complex in Perception than any of the unaccented, m ainly visible 
as a larger positive deflection betw een about 100 and 250ms. For Imagery, w here
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Figure 5.4: The ERPs of all the different comparisons, for perceived (left) and imagined 
(right) accents, with the x-axis running from -50 to 450 ms after the metronome click and 
the y-axis running from -2 to 2 ^V. The distribution of channels with significant differ­
ences between these events is plotted below, the channels that show a significant cluster 
with p<0.05 are highlighted (printed bold) and the shading depicts the duration of the 
significant difference. Below each column of plots, the time-scale is shown in ms.
there is no difference in the stim ulus, this effect is also significant, albeit smaller. 
This effect is visible at central locations w ith  the strongest difference for FC1, just 
left-lateralized from Cz (FC1). Interestingly, the first unaccented events show  an 
early («100 ms) positive deflection as well, which distinguishes them  from the 
last unaccented events (com parison 4), and which averages out in the combined 
condition of all unaccented events. This difference starts earlier in Im agery than 
it does in Perception, bu t significant in both.
Late effects (300-450ms)
At higher latencies, an effect at >350 ms w ith a m ainly frontal localization also 
shows differences betw een the types of events. The accented and last unac­
cented event each show  a negative deflection, which is not there for the first 
unaccented. During imagery, this effect is slightly larger for the last unaccented 
events, differing from the accented at m ore central electrodes (comparison 3). In 
Perception this is hard to distinguish form the central effect described before, as 
the P2 increase carries over. The late difference betw een the first and last unac­
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cented events is consistent for both perceived and im agined patterns, as w ould 
be expected considering that in this case there is no difference between the actual 
stimuli (all unaccented events).
5.3.2 PCA
To test the hypothesis of separate effects w ith  distinct distributions and time 
courses, a PCA analysis was perform ed on each task separately. The PCA yields 
a num ber of com ponents that each have their ow n w eight distribution over the 
scalp, an am ount of variance of the signal explained by this com ponent and a 
time course of its activity. The distributions of the com ponents on separate tasks 
are show n in Figure 5.5 (top two rows, P1-2-3 and I1-2-3). The first com ponent 
explains the m ost variance by far for both tasks, and their distributions correlate 
highly (r>0.99). The consecutive two com ponents appear sim ilar in terms of dis­
tribution and explained variance for the two tasks, bu t seem sw apped in order, 
w ith com ponent P2 correlating best w ith I3 (r=0.5) and P3 correlating best w ith 
I2 (r=0.7).
The correlations of these distributions suggest that these first three com po­
nents represent related subprocesses, supporting the next step in w hich the de­
com position was carried out on both tasks together (B1-2-3). Of the resulting 
com ponents, the w eight distribution of B2 correlates highly w ith both P2 (r=0.9) 
and I2 (r=0.7) and B3 w ith P3 (r=0.9) and w ith I3 (r=0.8). This supports the notion 
that the processes (or combination thereof) associated w ith these com ponents are 
related. A ssum ing that the three com ponents that explain m ost of the variance of 
the data are indeed shared over the two tasks, w e only discuss the com ponents 
identified over both tasks. In this way, we can use the spatial properties of the 
activity explaining m ost variance for the m ean of the two tasks investigate how  
active these processes are for the different events. From com ponent 4 on, the 
explained variance of individual com ponents is below 5% and will not be dis­
cussed further (the scree plot is show n on the right panel of Figure 5.5). Looking 
further into the activation patterns of these com ponents for both tasks separately, 
Figure 5.6 shows the contribution of the three com ponents to each type of event, 
w ith time courses show n below each distribution for each task, and significant
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Figure 5.5: The left panel shows the distributions and explained amount of variance for 
the PCA performed on separate tasks (components named for the tasks (Perception, Im­
agery, and Both, numbered in the order of explained variance: P1-2-3, I1-2-3 and B1-2-3). 
While the separate tasks show weight distributions for the first three components that 
correlate significantly (shown by the arrows between P2-I3 and P3-I2), the distributions 
for both tasks together appear to capture the same activity (B2) but isolating additional 
frontal activity in the third, frontal component (B3). On the right panel, the explained 
variance is shown for the first 15 principal components of the decomposition of both tasks 
together, showing the first three to be the most important (explaining 74.3% of the total 
variance).
differences plotted below for the different comparisons. A lthough the PCA in­
herently tends to m ake orthogonal distributions, the subprocesses show n here 
are also supported by visual inspection of the ERP data w hen com paring the 
time courses and locations of significant differences. The three main com ponents 
are discussed in turn.
Component 1
The first com ponent has a central distribution, and shows a positive peak around 
100 ms, and then shows a large positivity after about 200 ms. The shape of the 
time course is similar for the perception and im agery tasks, bu t the strength is 
different between the accented and the unaccented events. There is also a sig­
nificant effect between the first and last unaccented events in a pattern for both
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Figure 5.6: The time courses of the contributions of the first three components from the 
PCA over both tasks are shown in ^V, with the weight distributions plotted above. The 
weights from the combined PCA are used to show the contribution of these components 
to the tasks separately. For both perceived and imagined patterns, the part of the ERP that 
is explained by the component is plotted as a time course below for each event type, and 
significant differences (p<0.05) between these contributions are shown for each compari­
son (1-4) in the bars below the time courses.
tasks. For the Perception task, the difference between the accented event and the 
first and last unaccented events appear to separate in time, w here the accented 
events show  a late negativity. This is not the case for Imagery, w here it m ainly 
distinguishes the different unaccented events. This com ponent likely relates to 
the N1 in perception and the P2 response in both perception and imagery.
Component 2
The second com ponent is a lateralized activity pattern, explaining 7.5% of the 
data. It appears to contribute m ainly to accented events in the Perception task 
w ith a strong peak at «150 ms and a negativity at «300ms, bu t does not dis-
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tinguish between the unaccented events. In the Im agery task this response is 
m uch smaller, bu t still significant. Thus, it appears to capture the part of the 
brain activity associated w ith the perceptual accent, but, interestingly, the con­
tribution to the ERPs only differs significantly for the second comparison, all 
accented vs first unaccented, for both tasks. As the latency of the differences 
between time courses for the first two com ponents appears to coincide w ith  the 
N 1/P 2  complex, one interpretation m ay be that com ponents 1 and 2 represent 
two subcom ponents of this complex.
Component 3
Com ponent 3, a cen tral/frontal activity pattern that explains 6.9% of the vari­
ance, shows an early peak in explained variance for all events in both tasks, but 
after about 30 ms starts to distinguish different unaccented events during  Im ­
agery, and later on (at «300ms) starts to contribute to the difference between 
accented and unaccented events. The difference in this contribution is m arkedly 
sm aller for the Perception task, and only reaches significance in relatively small 
time w indow s (comparison 1 and 2 at «400m s, com parison 4 at «250-300ms). 
The localization and time course suggest that this is an attention-related process, 
and m ay include effects of anticipation.
As an exploratory check on the groupings chosen to form the conditions, the 
time courses of the com ponents on single events are show n in Figure 5.7. The 
dash pattern represents the grouping m ade in Figure 5.3, so com parable acti­
vation patterns for sim ilar dashed lines support our grouping. Looking at these 
time courses clarifies some of the significance results show n in Figure 5.6, nam ely 
the absence of significance for Com ponent 3 in Perception, the grouping does 
not appear to reflect structure here. However, for Com ponents 1 and 2, and in 
Im agery Com ponent 3, the type of event tends to group together, supporting 
our design. Most obviously, for Perception, Com ponent 2 indeed isolates the 
response to all accented events at about 150 ms, and in Im agery Com ponent 3 
isolates the response to first unaccented events (3b2 and 4b2) at about 300 ms. 
Com ponent 1 (shown at a m uch larger scale than the other components) reveals 
the same grouping, supported by the statistical testing of the group means.
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Figure 5.7: The time courses of the component contribution of single events are shown in 
with the colors separating the patterns, the solid lines representing the accented events 
and the different dashed lines representing different unaccented events as is shown in the 
legend. Events are denoted by the pattern and the position (i.e. 4b3 is the 3rd beat in a 
4-beat pattern). The scales vary to maximally visualize the time course shape; the first 
component shows a far larger response than the other two.
5.4 Discussion
In the current study, the ERP signatures of rhythm ic processing were investi­
gated for both actual and subjectively accented rhythmic patterns. Significant 
differences were shown betw een responses to m etronom e ticks on different tem ­
poral positions in a rhythm ic pattern. Both hypotheses were confirmed; dif­
ferences were seen betw een accented and unaccented events in perceived and 
im agined rhythm s, as well as further differentiation of unaccented events. The 
ERPs show ed the predicted increased central N1-P2 response for actual and, to 
a lesser degree, subjective accents as com pared to all unaccented events. This ef­
fect is stronger w hen com paring all accented events to the last unaccented event 
of a pattern  than w hen com pared to the first unaccented. A lthough this effect is 
strongest on channel FC1, slightly left-frontal from Cz, we do not interpret this as 
a lateralized effect, given the distribution of the significant clusters shown in Fig­
ure 5.4. Additionally, a late, frontal positive response is seen in 'first-unaccented' 
events bu t not in 'last-unaccented' events, as com pared to the accented events.
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The final com parison betw een different unaccented events supports the notion 
of independence of these two different responses. This implies that rhythm  pro­
cessing entails more than sim ply serially processing only accented and unac­
cented events, bu t that there are different responses to unaccented events w ith 
a different context bu t an identical sound. A lthough com paring events w ith a 
different im m ediate history poses some problems, here the results appear to be 
quite straightforw ard in that the events w ith an actual accent show  a stronger 
N 1/P 2  response ending after «350 ms, whereas all other events are based on 
an identical stim ulus (the m etronom e tick). As the time betw een ticks (500ms) 
is long enough not to expect purely perceptual responses to leak into the next 
event, any difference we see is due to cognitive aspects of rhythm  processing. 
This is true especially in the Im agery task, w here all differences between events 
are completely subjective. Thus, the later differences between unaccented beats, 
here interpreted as purely cognitive instead of perceptual, can only be caused by 
the rhythmic context.
The m ost interesting finding here, w hich has not been show n before, is the 
difference between different types of unaccented event. Given that, in both Per­
ception and Im agery tasks, the sound stimuli for the unaccented events are iden­
tical, it is not surprising that the significant effects are similar in location and 
latency. It does how ever im ply that the mechanism w e see is independent of 
external input, and thus is active for perceiving and self-generating a rhythmic 
pattern, and is m ediated by metric position. A lthough the pattern of significant 
differences is com parable for the two tasks, the largest difference is visible in the 
com parison between the accented and first unaccented, in which the increased 
N 1/P 2  effect w e see for perceived patterns is completely absent. It appears that, 
w ithout the perceptual response to the actual accent, the last unaccented events 
show  a decreased N 1/P 2  am plitude, and the first unaccented events only show 
a decreased late frontal negativity w hen com pared to accented events. A lthough 
their interpretation is not straightforw ard, the impression of two distinct pro­
cesses is given.
The hypothesis of independent responses w as tested by decomposing the 
ERP data w ith PCA. The distributions of the com ponents of the different tasks 
separately (Perception and Imagery) correlate highly, w hich supports the valid­
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ity of decomposing the two tasks together, nam ely rhythm  processing, w ith or 
w ithout external input. This is likely a composite process, including elements 
of mnemonic processing, tem po tracking, regularity detection, expectancy gen­
eration and others. The first three com ponents explain almost 75% of the total 
variance. The distributions found for the different subcom ponents connect well 
w ith the existing literature. Kuck et al. (2003) found, w hen researching the distri­
butions of rhythm  and m eter processing, that there was sustained cortical activa­
tion over bilateral frontal and tem poral brain regions, that did not differ m uch for 
the two tasks. The different subcom ponents of accenting were obviously present 
in their stimuli as well, and perhaps m ay also be decomposed. In a study  con­
cerning speech rhythm , Geiser et al. (2008) found that adding an explicit rhythm  
judgem ent task, thus directing attention to the rhythm icity of the (spoken) stim ­
ulus, increased activity in the supplem entary m otor areas and the inferior frontal 
gyrus, both bilaterally. These sources, related to the explicitness (i.e. directed at­
tention) of a rhythm ical task, m ay well be implicated here. However, more w ork 
is needed to confirm this. Even so, Geiser et al. (2009) separated out m eter and 
rhythm  deviants and found the ERP response to rhythmic deviants to be maxi­
m al in frontal areas, and dependent on directed attention, while m eter changes 
elicited a response more centrally and laterally distributed.
To asses the activity of the processes explaining m ost variance over both tasks 
for each task individually, their distributions were used to visualize the activity 
for the two tasks separately. The time courses of the com ponents show  specific 
activations for specific aspects of the rhythmic patterns. The first and biggest 
com ponent contributes to the N 1/P 2  activity, also show ing the first unaccented 
event to be more like an accented event than the last unaccented event. As this 
com ponent explains around five times as m uch variance as the other two, for 
both tasks, the fact that a difference between the conditions is visible here pro­
vides the m ain support for the grouping into event categories that was decided 
on. The second com ponent appears to respond m ainly to perceived accents, but 
does not distinguish betw een the accented events and the last unaccented events, 
likely also contributing to the increased N 1/P 2  complex seen in the ERP in per­
ception. Then finally, the third com ponent contributes to the later, more frontal 
effect, distinguishing well between unaccented events only in the im agery task at
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a relatively early latency («100 ms) and betw een the accented and all unaccented 
events a bit later (at «350ms). Inspection of the contributions of single events to 
the different com ponents supports the groupings of events used here, according 
to metric context, save for com ponent 3 in perception. This difference m ay be in­
terpreted as a result of increased focus or effort during the self-generation of the 
rhythmic pattern in Im agery w hich is not necessarily there during Perception. 
Alternatively, it m ay be due to the sm aller num ber of trials for the Perception 
task. The finding that decomposing both tasks together as one still yields inter­
pretable results w as unexpected, and indicates that the cognitive processing of 
rhythm s, be they externally presented or internally generated, shares a common 
mechanism. The relevance of the decomposition is obviously dependent on the 
assum ption that the EEG traces of the com ponents combine linearly to form the 
total signal. O ther m ethods (that m ake the same assum ption) can also be used 
to decompose EEG data into subprocesses, such as ICA (Makeig et al., 1997) or 
linear regression (Hauk et al., 2009; Schaefer et al., 2009), and a solid com parison 
of these different m ethods m ay be a subject of future work.
A num ber of assum ptions m ade in the design m ay have consequences for 
the interpretation of the results. First, the assum ption that the second event in 
a 2-beat pattern includes characteristics of both first and last unaccented events 
in a pattern m ay have influenced the contrast w ith the accented events. More 
detailed analyses are needed to test this, bu t as this w ould not exaggerate the 
difference bu t instead dim inish it, the effect m ay actually be a bit larger than 
dem onstrated here. The decomposed time courses per event show n in Figure 
5.7, however, support our assum ption. Then, considering that im agery is never 
completely controlled w e m ust allow for the possibility that participants were in 
fact using inner speech or im agery after all, contrary to explicit instructions. As 
w e were interested in collecting a maximal am ount of im agery data, the stimuli 
were constructed to always have Perception preceding Imagery. A lthough the 
first cycle of each sequence was never used and treated as an instruction cycle, 
there was a fixed order of tasks in the design. However, as it is not possible to 
'continue a pattern internally ' that is not presented first, this opportunity  was 
used to extend this presentation to a series of Perception trials. Finally, there 
were subtle differences betw een the tasks that involve more than the task itself.
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As previously m entioned, the fact that the 'Perception' part of the sequence also 
includes an elem ent of instruction, and preparation for imagery, has to be kept 
in m ind. However, by decom posing the data based on the m ean over both tasks 
the risk of these processes causing the found effects is minimal. Moreover, if 
these effects w ould be present, the increase in variance w ould again cause an 
underestim ation of the effect instead of an overestimation.
Considering the literature cited earlier, we can say that the N 1/P 2  effect that 
w as expected for the accented events is actually affecting the unaccented events 
as well, although the difference is found m ostly in the P2-part of the complex, in 
a similar time w indow  as w here Fujioka et al. (2010) found an effect of accenting. 
Interestingly, this com ponent has been found to be affected by spectral aspects 
(or timbre) of an auditory stim ulus (Shahin et al., 2005; M eyer et al., 2006). Given 
that the stimuli were identical in the imagery task, in this case the percept is com­
pletely self-generated. This is even more interesting in the com parison between 
first and last unaccented events, w here even in the Perception task the stim ulus 
is identical. The later, frontal effect is harder to interpret. The reduced negativity 
seen in the first unaccented events m ay support the interpretation of a CNV-like 
response for the last unaccented events, how ever the fact that it is also present 
in the accented events contradicts this. To a certain extent, there is of course an­
ticipation for every event, as the stim ulus is intentionally rhythmic. Also, as the 
first unaccented events all lead to events w ith different functions the level of an­
ticipation, the levels of anticipation w ould likely differ. Again, the decomposed 
time courses per type of event show n in Figure 5.7 tend to support the grouping 
w e m ade here in term s of how  com ponents contribute to each event, especially 
for the prim ary com ponent explaining m ost of the variance. If how ever w e in­
terpret the absence of the positivity in the accented events as extra anticipation 
for the first unaccented beat, this w ould lend new  im portance to this event in 
the cycle, not suggested by either music theory or cognitive theory. On the other 
hand, if w e interpret this as a som ew hat late processing negativity present for the 
accented and the last unaccented, this w ould fit quite well. A lthough not explic­
itly discussed as a com ponent related to rhythmic processing, a frontal com po­
nent w ith  a sim ilar latency is seen in other studies that involve rhythmic musical 
stimuli (for instance Pearce et al., 2010; Jongsma et al., 2005), and further w ork is
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called for to elucidate this response. If w e consider this negativity a default, then 
its absence for the first unaccented events m ay be interpreted as reduced pro­
cessing, w hich is supported  by the lack of inform ation present in the stim ulus 
at this position (i.e. no accent and no anticipation). The early processing nega­
tivity found by Potter et al. (2009) was not seen here for the accented events, in 
either perception or imagery. Looking back at the coupled oscillator models, the 
decomposition results do not support the view of m ultiple processes resulting 
in the responses to the rhythmic events. The difference betw een the two types 
of unaccented events is captured m ostly in the main PCA com ponent, as is the 
difference between accented events and the first unaccented events. Thus, the 
interplay between varying levels of attention, expectation and processing is not 
separable by statistical decomposition in our study.
To conclude, the current report shows processing of m etronom e clicks in 
a different metric context to result in different ERP responses, and thus to be 
heavily influenced by attention levels, even w ithout differences in the percep­
tual input. The decomposition through PCA yields an inform ative look at the 
subprocesses involved, offering a decomposition that at least partly  relates to the 
hierarchical levels of rhythm  processing. By identifying com ponents that were 
active over both tasks (perception and imagery), w e found support for the notion 
that similar cerebral sources are active in perceived and self-imposed patterns, 
although they are clearly not identical. The tim e courses of these com ponents 
could be interpreted to separate a more low-level effect on the N 1/P 2  complex 
for the perception task, distinguishing accented from unaccented events, from a 
later, more frontal effect that distinguishes different types of unaccented events 
in both tasks. As the current data are based only on simple, regular metre, fur­
ther w ork is needed to clarify the nature of these responses in the fram ework 
of processing models such as coupled oscillators. Additionally, other IOIs m ay 
produce different responses. Even so, a strong case has been m ade to distinguish 
between different types of unaccented events w ithin one rhythmic pattern w hen 
researching cerebral mechanisms of rhythm  processing. Additionally, in the ab­
sence of any externally driven process, self-generated or imagined rhythm s were 
show n to be m easurable in EEG, differentiating responses based on the rhythmic 
context.
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6. DISCUSSION
Chapter 6. General Discussion
"As you read a book word by word and page by page, you participate in its creation, ju s t  
as a cellist p laying a Bach suite participates, note by note, in the creation, the 
coming-to-be, the existence, of the m usic. A n d , as you read and re-read, the book of 
course participates in  the creation of you, your thoughts and feelings, the size and
temper o f your soul."
Ursula K. Le Guin
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Four studies w ere presented that each pertain to the perception and imagery 
of (some aspect of) music. As was stated in the introduction, three m ain ques­
tions are present in m ultiple studies. These concern a) the representation of per­
ception and im agery of music in the EEG signal, b) the extent to which particular 
stimuli (i.e. musical content) can be distinguished, and c) w hether the response 
can be decomposed into m eaningful subcom ponents, either of the stim ulus, or 
of the task. A lthough the analyses m ethods differ, as well as the stim ulus m a­
terials, a num ber of interpretations can be m ade based on the combination of 
the results. In this final discussion, I will first briefly sum m arize each in turn. 
The conclusions from the different studies are discussed in connection w ith  each 
other, and related to the issues raised in the introduction. First, I focus specifi­
cally on im agery processes and how  these results add to w hat we currently know 
about imagery, considering the task; and how  this helps to clarify the relation of 
im agery to perception. Then I discuss the content of the imagery; nam ely the 
m usical information. The studies presented here use different types of musical 
stim ulus, and thus shed light on the processing of musical inform ation as well. 
Finally, I will close w ith a discussion of a num ber of limitations to this work, 
the implications of the results for different research fields, and suggestions for 
further research.
6.1 Summary of main points
The m ain question addressed in chapter two was w hether perception of a m usi­
cal fragm ent can be detected from a single trial of EEG data. To do this, a linear 
classifier, trained on subject-specific data, was used to classify the responses. Us­
ing seven possible choices, it w as found that this was possible well above chance 
level (14.3%), and for the best participant reached 70% for a single trial, and 
100% after six presentations of the stimulus. Moreover, above chance detection 
w as also possible using cross-subject classification; training the classifier on nine 
subjects and testing it on the tenth. This result suggests that subject-specific clas­
sifier training is not necessary, and can be based on a general representation. To 
elaborate a bit on these results, I looked at w hat aspect of the response explained 
m ost of the interstim ulus variation w ith principal com ponent analysis (PCA),
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which separates statistically independent com ponents in the data. This yielded 
a fronto-centrally distributed com ponent show n to explain m ost of the variance. 
I also looked at the content of the stim ulus to see how  it relates to this com po­
nent activity, finding that in some cases it correlates well w ith the event-related 
potential (ERP), bu t not always.
C hapter three reported on the EEG signatures of music perception and im­
agery, bu t this time not looking at the single trials bu t the m ean induced fre­
quency responses. The m ain questions are w hether im agined songs can also be 
distinguished in EEG (as this was already show n for the ERP for perceived frag­
m ents in chapter two), the differences in the EEG between tasks (perception and 
imagery) and if there are stim ulus specific signatures in this difference. In most 
participants, it w as found that the high alpha range (around 11 Hz) has a role in 
both music perception and imagery, which is interpreted as auditory attention. 
W hat is interpreted to be a dorsal attention netw ork is m odulated differentially, 
showing higher alpha pow er for im agery than for perception as a general effect, 
and interpersonal differences in the stim ulus comparison, w here some partici­
pants showed significantly m ore posterior alpha activation for one stim ulus over 
the other, w hile other participants showed the reversed effect.
In chapter four, simple, equitone melodies are used, w hich are perceived and 
im agined in turn. A new ly developed decomposition m ethod is presented, us­
ing linear regression in combination w ith a structural m odel that has been con­
structed using our knowledge of the stimuli. This is done by taking a num ber of 
m usical aspects and combining their occurrence patterns, so that a single event 
is scored to contain several characteristics (i.e. being a 'one ' out of four in the m e­
ter, having just m ade a pitch m ovem ent up, changing the implied harm ony etc). 
With this model, different musical aspects can be tested to see w hat proportion of 
the variance in the ERP response can be explained by this aspect. Multi-leveled 
metric structure is found to do best in explaining data variance, and the pitch- 
based aspects did not tu rn  out to explain m uch variance in the currently used 
dataset. W hen looking at perception and imagery, it was show n that the data, 
w hen decomposed according musical content, showed a higher correlation be­
tw een perception and im agery than the original full response, indicating that the 
decomposition finds similar activity for the musical aspects in both tasks.
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Focusing m ore on rhythmic processing, chapter five investigates the effect of 
the different positions in metric patterns on the ERP. To this end, w e used the 
m echanism referred to as subjective rhythm ization, or the deliberate superposi­
tion of a metric pattern on a steady metronome. By looking at perceived as well 
as subjective metric patterns, it w as show n that events in different positions of 
a pattern result in a different ERP response, both w hen com paring accented to 
non-accented events, as between different non-accented events. Next, PCA was 
perform ed on the average of perception and im agery to investigate the possible 
subprocesses, and their activity pattern for the separate tasks. The results show  a 
m ain com ponent, again w ith a fronto-central distribution (as was found in chap­
ter two), which distinguished between the different events in perceived as well 
as im agined patterns, suggesting a general m echanism active for both tasks. The 
second, laterally distributed com ponent appeared to be active only for perceived 
accents, possibly separating out the bottom -up response related w ith  the audio 
processing. The third com ponent was again similar betw een tasks, bu t showed 
a frontal distribution and a later activation in its timecourse, indicating similar 
attentional processes being involved in both tasks.
W hen returning to the main thesis questions posed above, it is clear that m u­
sic perception and im agery both show  a clear response in the EEG signal, al­
though im agery is not consistently visible in the ERP beyond a starting effect 
that is not specific to stim ulus (this is an unreported finding from chapter three, 
described in the appendix). The distinction between stimuli can be found in the 
ERP for perceived stimuli and in the frequency content of the EEG for the im ag­
ined stimuli. Additionally, decomposing the ERP response for sim ple melodies 
and rhythm s yield interpretable com ponents that suggest the presence of sub­
processes in the mechanisms of perception and imagery.
6.2 Perception and Imagery
In the introduction in chapter one, a num ber of issues on perception and im­
agery were raised. Background literature was discussed that shows that in the 
com parison between perception and imagery, fMRI results show  common and 
specific areas of activation. Based on this, I presented an example fram ework
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for the possible overlap of functional subcom ponents between music perception 
and imagery, (graphically represented in Figure 1.1). The main message there 
was that in the subprocesses of perception and imagery, some w ould likely be 
shared (such as the mechanisms that track musical content) whereas some w ould 
necessarily need to be specific (based on the differences in tasks). A lthough the 
details in this fram ework raise questions m uch broader than those w hich can 
be answered w ith the studies presented here, our results do offer support for 
several ideas presented there.
C hapter two is concerned w ith only perception, and the different stim ulus 
aspects that are related to the ERP response. The presented results, show ing 
w idely differing correlations between the stim ulus envelope and the ERP, im ply 
that the bottom -up auditory mechanisms do not fully determ ine the brain re­
sponse, which concurs w ith the statem ent m ade in chapter one concerning the 
active cognitive mechanisms that are always at w ork w hen one sim ply listens. 
A prelim inary m ethod of decomposition suggests that rhythmic aspects are pro­
cessed at a shorter latency than melodic aspects. The decomposition results from 
chapter four and five, w here decomposition according to melodic and rhythmic 
aspects was show n to be similar for perceived and im agined melodies, suggests 
that these mechanisms are com parable in both perception and imagery. In these 
cases, I investigated the ERP response, representing low frequency brain acti­
vation w hich appears to be shared between tasks, for isolated stim ulus aspects. 
However, w hen looking at fully natural (ecologically valid) music stimuli such 
as presented in chapter three, this relation is not found. There, it is seen that 
there is more posterior activity in the high alpha-band of the EEG for music im­
agery in the majority of participants, than w hen they perceive the same musical 
fragment. This alpha activity is more commonly found in im agery studies, and 
is interpreted as a modality-specific inhibition of non-relevant sensory areas, in 
this case the visual areas. However, the finding that activity in this same net­
w ork also distinguishes betw een musical stimuli does not support the idea that 
it is this alpha activation that represents the imagery-specific elem ents described 
in the proposed m odel from chapter one (Figure 1.1). It appears more likely that 
other subprocesses, specific to auditory im agery but perhaps not music imagery 
are at w ork here, such as auditory attention mechanisms and inhibition of non-
1 0 6
Chapter 6. General Discussion
relevant sensory areas. A nother explanation is that the alpha response is only 
related to w orking m em ory mechanisms. Considering the distinction m ade in 
chapter one regarding different forms of imagery, w orking m em ory rehearsal 
represents an interesting case w here im agery is effortful, bu t subserving another 
goal than im agery per se. This, of course, m ay have substantial similarities to 
the w ay im agery is im plem ented in the current experiments. Regarding the in­
terpretation of alpha activity as pure w orking m em ory mechanisms, as well as 
the subprocesses proposed to be shared betw een music perception and imagery, 
dedicated experim ents w ould be needed to specifically test these hypotheses.
Thus, the idea that there are aspects of perception and im agery that are shared 
is supported  by the reported studies. Decomposition of the ERP in chapters four 
and five shows that the distribution of the signal that m ost distinguishes between 
m usical stimuli is the same as the one that distinguishes content in chapter two; 
a fronto-central distribution that has previously been identified as a projection 
from auditory cortex, also seen for basic auditory evoked potentials (Mayhew 
et al., 2010). Thus, the involvem ent of similar processes in im agery as in per­
ception is w ell-supported. However, the ERP signals are m uch sm aller in im­
agery than in perception, indicating that the processes that underlie the auditory 
evoked potential are less active in imagery. Further w ork is needed to specify 
w hether the signals seen in im agery represent an activation of a subset of pro­
cesses in auditory perception, or the same processes bu t at a lesser degree of 
activation. O ther processes appear to be m easurable in the frequency dom ain 
that distinguish perception from im agery aside from a sm aller am plitude in the 
ERP. Thus, im agination of music is a distinct mechanism, and more than a sub­
process of (active) perception. It is m easurable beyond the state-change related 
ERP effect found in the literature (i.e. Janata, 2001), w hich m ay be related to the 
supplem entary m otor area activity found by Linden et al. (2011) w hen initiat­
ing imagery. However, it m ust be kept in m ind that different forms of imagery 
(as discussed in chapter one), other than w hat w as investigated here, m ay show 
different overlaps and differences.
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6.3 Music
W hen considering the presented results from the perspectives of a music re­
searcher, the m ost obvious result is that rhythmic processing produces a sig­
nificantly larger brain response in the EEG than pitch processing, based on the 
results from chapter four and five, bu t also supported by the results presented in 
chapter two. Of course this m ight be very tightly related to our imaging method, 
as EEG is very precise in time, and not in space, whereas w e know that pitch is 
tonotopically organized in the auditory cortex (Pantev et al., 1989). Thus, carry­
ing out similar experim ents w ith fMRI m ay yield more interesting results for the 
pitch-based aspects of music processing, though the tem poral resolution of this 
kind of m easurem ent m ay be a challenge for the design of the music stimuli. An 
especially novel finding is the distinction of tem poral positions w ithin a metrical 
context in the EEG response reported in chapter five. A finding which was not 
unexpected concerns inter-individual differences in music processing, especially 
apparent in the im agery responses presented in chapter three. A lthough the im­
agery task induced a similar response in m ost participants, the responses to the 
music itself varied widely, that is, all possible directions of the alpha effect were 
seen. The difference in localization of this response was also considerable, and is 
likely due to individually developed cerebral differences (or w hat A ltenm uller 
(2001) refers to as listening biographies). The fact that the direction of the alpha 
effect (i.e. more or less activation for one stim ulus over the other) was different 
between participants is more likely to reflect varying engagem ent levels.
6.4 Limitations
There are a num ber of limitations to these studies that should be m entioned. As 
stated above, the inter-individual differences are very large, and this was not un ­
expected. H owever the details or origins of these differences are not investigated 
here. In the current body of w ork musical training was never a factor, however 
a differentiation m ay be seen in the responses if this distinction is made. One 
possibility m ay be that musical training m ay affect the balance of perceptual 
com ponents in imagery, as the richer understanding of structure is also conjured
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alongside the basic auditory features.Then, the variety in skill for im agery is im­
portant, bu t this in itself was not the m ain focus of these studies. Im agery is a 
well-known tool in music m em orization (Highben and Palmer, 2004), in athletic 
training (Cumming and Hall, 2002) and m ovem ent rehabilitation (for reviews, 
see M alouin and Richards (2010) on retraining locomotor skills and Langhorne 
et al. (2009) on general post-stroke rehabilitation). The inquiry into im agery skill 
m ight yield answers that are useful in m ultiple dom ains, and m ay help to answer 
some questions about interpersonal differences. Despite the practical complica­
tions in disentangling music im agery ability (or experience saliency) from factors 
such as training and aptitude, the im portance of this skill for (musical) perfor­
mance should not be overlooked. As such, the possibility of training this skill is 
another area that deserves investigation.
Furtherm ore, the intrinsic characteristics of im agery (i.e. their subjective, 
phenom enological properties) will always allow for (difficult to detect) non­
compliance from participants, and although the greatest care has been taken to 
ensure that the participants are following experim ental instructions to the best 
of their abilities, researching im agery will always remain open to this criticism.
6.5 Implications
O ur findings m ay be relevant to a num ber of fields beside the dom ain of music 
im agery itself. Firstly the BCI com m unity benefits from our increasing funda­
m ental knowledge of the brain substrates of im agery tasks, in the effort to de­
velop a device that is driven only w ith  covert behavior. It is easily conceivable 
that w hen a brain signature identified to be robustly detectable can be trained 
using im agery in a neurofeedback setup, not only task success and system per­
formance in the BCI can be increased, bu t this perhaps m ay also influence the 
im agined experience. This m ay be useful to the neurorehabilitation field as well, 
w here it has been show n that m ovem ent im agery can be helpful, bu t is often 
hard to learn.
The influence of rhythm  in this rehabilitation setting is also relevant, involv­
ing time-based m ethods using some form of cuing and thus introducing a tem ­
poral structure into the rehabilitation exercise. W hile time-based therapies have
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been show n to be useful in a num ber of situations even outside m ovem ent reha­
bilitation (for instance in dyslexia and aphasia, Overy, 2003; Belin et al., 1996), 
early beginnings using imagined music as a cue for m ovem ent or imagined 
m ovem ent (Schauer and M auritz, 2003) show  potential as low-cost home-based 
rehabilitation m ethods that m ay augm ent current m ethods using only m ove­
m ent imagery. As processing a rhythmic pattern is show n to involve m otor re­
gions in perception (Chen et al., 2008a; Bengtsson et al., 2009), even listening to 
music m ay theoretically already have some effect, although this w ould need to 
be investigated more. One possible explanation for this m ay be found in the re­
sults reported of music activating the m irror neuron system (Fadiga et al., 2009), 
which support ideas pu t forward by O very and Molnar-Szakacs (2006, 2009) 
on how  imitation, synchronization and shared experience in music m ay con­
tribute to clinical (and other) settings. Finally, w ithin the area of music cognition, 
our understanding of the intricate connection between m ovem ent and music is 
slowly starting to become more detailed. The shared mechanisms of tem poral 
tracking and structuring, also necessary in complex movem ents, need to be fur­
ther investigated in order to explain phenom ena such as dancing, m arching and 
such.
To conclude, a num ber of results are reported that contribute to our under­
standing of the cerebral mechanisms of perception and im agery of music. Al­
though m ost responses are not identical for all participants, consistencies have 
been found that offer some insight into the general mechanisms behind the inter­
nal generation of an auditory image, and some of its subcom ponents. Also, more 
light has been shed on the complexities w ithin different musical stimuli and 
the consequences thereof for the processing related to their perception and self­
generation. This represents a next step in understanding previously reported 
results im plicating m otor areas in music imagery, thus interpreted as implicit 
m otor imagery, whereas the current w ork implies that internally directed atten­
tion and tim ekeeping m ay be the better explanation. However, m any questions 
remain open for further study. Luckily everything is not solved at once.
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APPENDIX
7. A ppendix
"Anyone can make the simple complicated. 
C reativity is m aking the complicated sim ple" 
Charles M in g u s
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A finding from C hapter 3 which w as not reported in the publication, bu t rele­
vant for the discussion presented here, is that in the ERP no sustained significant 
differences w ere found between im agination of different stimuli. A lthough some 
early significant differences are seen, the fact that they start at or even before im­
agery commences, indicates that this difference is likely a carry-over effect from 
the preceding perception trial (for each stim ulus, sound and silence was alter­
nated in a stim ulus sequence).
However, the fact that w ith sustained imagery, no effect after about 300 ms 
is seen, shows that the content of the ERP is not a robust signature for music 
imagery. The ERPs are show n in Figure 7.1.
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Figure 7.1: Here, the ERP's are shown for three seconds of imagery of stimulus 1 and 2. 
Significant differences (a  <0.05) are shown in gray shading.
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BRIEF SUMMARY
9. Brief Summary
"Always remember: your focus determines your reality." 
Qui-Gon Jinn, Star Wars Episode I
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9. Brief Summary
This thesis is about the brain activation that can be measured when subjects 
hear or imagine music. All the studies make use of electro-encephalography 
(EEG) to measure the electrical signal produced by the brain. The main questions 
posed here focus on the extent of overlap of brain mechanisms used for percep­
tion and imagination. By looking at brain activation that is common between 
normal perception and 'internal' perception we can investigate to what extent 
the same brain areas are active during these two tasks. Music is especially suit­
able to use here as (externally or internally generated) stimulus material, since it 
unfolds over time, and EEG is especially precise in measuring the timing of a re­
sponse. Each chapter demonstrates a different analysis method for the measured 
brain signal, and we look at the possibility of decomposing the activity patterns 
to uncover parts of the brain mechanisms. This can be done based on the task 
(looking at components of perception and imagination) or based on the musi­
cal content that is perceived or imagined (for instance looking just at rhythm or 
pitches).
Chapter 1 provides a brief overview of previous work investigating both mu­
sic processing and imagination in general, and introduces the remaining chap­
ters. A framework is presented concerning the possible overlap of the subpro­
cesses of perception and imagery for music. In chapter 2 we show that the music 
someone hears can be detected from the brain signal in only a single exposure. 
Although the success rates differ per person, the best result is a 70% correct score 
in a 7-class problem (a choice out of 7 music fragments). It is also possible to 
identify heard music based on group data, which implies that there is a common 
pattern of activation in different brains. Chapter 3 focuses on the imagination 
of musical fragments, and it is found that a particular aspect of the brain activ­
ity (so-called parieto-occipital alpha) is stronger during imagination than during 
perception. Interestingly, this aspect of the brain signal is also different for differ­
ent musical fragments, although there is great variety in this difference between 
people. This is interpreted as a consequence of the personal nature of our re­
sponses to music. In chapter 4 a newly developed method is described that can 
be used to isolate the brain response to a particular musical aspect, and rhythmic 
aspects of a melody are shown to be related to a large part of the brain response 
in listening to a melody. In chapter 5 the focus is specifically on rhythmic pro­
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cessing: even if no structure is present, one can still impose a structure (as one 
does automatically with the tick-tock of a clock, where in reality there are only 
identical sounds). The difference between such a 'tick' and 'tock' can be seen 
in the brain signal, and even the difference between non-accented sounds in a 
4-beat measure (tick-tock-tock-tock) can be detected. This reflection of metrical 
processing in the brain had not been shown before.
In the last chapter all the results are discussed based on the tasks (perception 
and imagery) and the stimulus (musical content). The most important conclu­
sion is that there is a substantial amount of overlap between the two tasks, and 
that 'internally' creating a perceptual experience uses functionalities of 'normal' 
perception. Specific activation for imagery is also found, showing that imagi­
nation entails more than activating a subprocess of perception. In terms of the 
music, the results here show that the responses to rhythmic aspects of music 
are easier to measure with EEG than pitch-based aspects, which is not surpris­
ing considering EEG's precision in time. It is quite possible that other methods of 
measuring brain activity would reveal activation based on other musical aspects, 
and more research is needed to specify the nature of the overlapping and specific 
activation. This work, however, offers a step in furthering our understanding of 
the relation between those tasks.
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SAMENVATTING
10. Korte Samenvatting
"Wat deze wereld aan wetenschap en kennis heeft vergaard, is de bloem die uit de 
vergissingen van de voorgangers werd gemalen"
Louis Paul Boon, Wapenbroeders, 1955
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10. Korte Samenvatting
Het onderwerp van dit proefschrift is de activatie van de hersenen bijhet 
waarnemen en het je voorstellen van muziek. Alle gepresenteerde studies maken 
gebruik van electro-encephalografie (EEG), waarmee de electrische activiteit van 
de hersenen gemeten kan worden. De voornaamste vraag die gesteld wordt 
betreft de overeenkomsten tussen waarneming en het voorstellingsvermogen. 
Door de overlap tussen de gemeten hersensignalen voor die taken in kaart te 
brengen kan bekeken worden in hoeverre bijnormale waarneming en 'interne' 
waarneming dezelfde hersengebieden betrokken zijn. Muziek is hier bij uitstek 
geschikt voor omdat het zich ontvouwt over tijd, en EEG juist heel precies in tijd 
kan meten. In de verschillende hoofdstukken worden verschillende methodes 
gebruikt om de hersensignalen te analyseren, en wordt er gekeken naar de mo­
gelijkheid om responsen te in hun componenten te ontleden en zo onderdelen 
van de mechanismen zichtbaar te maken. Dit kan gebeuren op basis van de taak 
(kijkend naar onderdelen van waarneming en voorstellingsvermogen), maar ook 
op basis van wat er waargenomen of voorgesteld wordt, in dit geval onderdelen 
van de muziek (bijvoorbeeld het ritme, of toonhoogtes).
In hoofdstuk 1 wordt een introductie gegeven van eerder onderzoek over 
zowel muziek als het voorstellingsvermogen in het algemeen, en worden de an­
dere hoofdstukken kort beschreven. Ook wordt een voorstel geschetst van de 
mogelijke overlap in subprocessen tussen waarneming en voorstellingsvermo­
gen voor muziek. Hoofdstuk 2 laat zien dat je aan de hand van hersensignalen 
kan detecteren welk stukje muziek iemand hoort, op basis van een enkele waarne­
ming. Hoewel dit verschilt per persoon, lukt dit tot 70% correct bijeen 7-klassen 
probleem (er moet uit 7 fragmenten gekozen worden). Ook kan dit op basis van 
groepsdata, wat betekent dat er sprake is van een algemene representatie in het 
brein. Hoofdstuk 3 gaat over voorgestelde muzikale fragmenten. Er blijkt een 
bepaald aspect van de gemeten hersenactiviteit te zijn (zgn. parieto-occipitale 
alpha) die sterker is bij voorgestelde muziek dan bij waargenomen muziek. Op­
vallend is dat deze activiteit ook verschilt per muziekfragment, alleen in dit 
geval is het verschillend per proefpersoon welk muziekfragment meer of min­
der alpha opwekt. Dit wordt geïnterpreteerd als een gevolg van de persoon­
lijke, subjectieve aspecten van muziekwaarneming. In hoofdstuk 4 wordt een 
manier beschreven waarop de reactie van de hersenen op een bepaald muzikaal
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aspect kan geïsoleerd kan worden met behulp van een nieuw ontwikkelde de- 
compositiemethode. Het blijkt dat het ritmische aspect van muziek een beter 
meetbare respons in de EEG activiteit veroorzaakt dan bijvoorbeeld toonhoogtes. 
In hoofdstuk 5 wordt dit aspect van muziek verder onderzocht; bijalleen ritme 
kun je je op een doorgaande metronoom ook zelf een patroon voorstellen. Dit 
zie je bijvoorbeeld in het zgn. klok-effect, waarbij je tik-tok-tik-tok hoort terwijl 
er eigenlijk alleen maar identieke geluiden zijn. In het hersensignaal is het ver­
schil tussen zo'n accent (tik) en een niet-accent (tok) ook te zien, en zelfs het 
verschil tussen verschillende niet-geaccentueerde geluiden in bijvoorbeeld een 
vierkwartsmaat (tik-tok-tok-tok). Dat het brein een ander signaal toont voor ver­
schillende tellen van de maat is nog niet eerder aangetoond.
In het laatste hoofdstuk worden alle resultaten samen besproken, aan de 
hand van de taak (waarneming/voorstellingsvermogen) en de stimulus (muzikale 
inhoud). De belangrijkste conclusie is dat er veel gedeelde activiteit is voor 
waarneming van buitenaf en zelf voorgestelde muziek, dus dat het brein, om 
zich iets voor te stellen, voor een groot deel gebruik maakt van de gebieden 
die ook betrokken zijn bijwaarneming. Ook is er activiteit die specifiek is aan 
waarnemen of voorstellen, dus het voorstellingsvermogen bevat meer dan alleen 
waarnemingsmechanismen. Verder is wat betreft de muziek duidelijk dat rit­
mische aspecten beter meetbaar zijn met EEG dan toonhoogtes, wat geen ver­
rassende uitkomst is. EEG is bij uitstek geschikt om precies in tijd te meten, 
en het zou goed kunnen dat met een andere meetmethode andere muzikale as­
pecten beter zichtbaar worden gemaakt, en er is meer onderzoek nodig om pre­
ciezer te kunnen zijn over de toedracht van de overlap tussen waarneming en 
voorstellingsvermogen. Er is echter met dit werk een eerste stap gezet in het 
beter begrijpen van de relatie tussen deze taken. gezet.
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