Abstract. The linearized Primitive Equations with vanishing viscosity are considered. Some new boundary conditions (of transparent type) are introduced in the context of a modal expansion of the solution which consist of an infinite sequence of integral equations. Applying the linear semi-group theory, existence and uniqueness of solutions is established. The case with nonhomogeneous boundary values, encountered in numerical simulations in limited domains, is also discussed.
that the result of [12] shows that the PEs without viscosity are definitely different from the Euler equations of fluid dynamics, and it is expected that totally different boundary conditions of nonlocal type will be required.
In this article the full 2D-PEs, without viscosity, and linearized around a stratified state with constant velocity are considered. The proposed boundary conditions are of a totally new type; they consist of nonlocal boundary conditions, defined mode by mode. The well-posedness of the corresponding linearized PEs is established using the linear semi-group theory. Although the use of the Hille-Yosida theorem in this context is classical, the verification of its hypotheses is not straightforward. Results concerning the linearized 3D-PEs will appear elsewhere. The additional difficulty in dimension three is that the verification of the hypotheses of the HilleYosida theorem necessitates the solution of partial differential equations, whereas in space dimension two it involves the resolution of ordinary differential equations. A few words are in order about the nonlinear case which is our ultimate goal. Concerning well-posedness, we are faced with boundary value problems for nonlinear hyperbolic systems of equations in a limited domain, a subject not yet extensively studied (see however the important results of [4, 11, 27] ). We believe and intend to prove that the appropriate boundary conditions for the nonlinear PEs correspond in general to those of the corresponding linearized equations. In any case the study of the well-posedness of the linear primitive equations is a necessary and important step for the problem of well-posedness of the nonlinear PEs, and this fully justifies the attention devoted here to the linearized PEs.
This article is organized as follows. In Section 1 we recall the PEs, describe the equations linearized around the stratified flow, and perform the normal modes expansion, which evidences as in [12, 22] that the PEs can not be well-posed when supplemented with a set of local boundary conditions.
In Section 2 we introduce the boundary conditions which are distinct for the first set of modes (called subcritical modes) and the remaining ones (called supercritical modes). The proposed boundary conditions are furthermore of nonreflective (transparent) type (see e.g. [3, 6] ), making them appropriate for computations. This initial boundary value problem is then set as an abstract linear evolution equation in a suitable Hilbert space (Section 2.1). The result of existence and uniqueness of the solution is stated in Section 2.2, and Section 2.3 is devoted to the proof of the hypotheses of the Hille-Yosida theorem. To conclude, we study in Section 2.4 the case, actually encountered in numerical simulations, of nonhomogeneous boundary conditions. 
In these equationsṽ = (ũ,ṽ) is the horizontal velocity,w the vertical velocity, p the pressure,ρ the density, andT the temperature; g is the gravitational acceleration, and f the Coriolis parameter. The horizontal gradient is denoted by ∇. Equation (1.5) is the equation of state of the fluid, ρ 0 and T 0 are constant reference values ofρ andT , and α > 0; this equation of state is linear. Equation (1.2) is the so-called hydrostatic equation. The other equations correspond to the Boussinesq approximation (see e.g. [14] and [20] for more details).
1.1. Reference flow and stratification. We now consider a reference stratified flow with constant velocity v 0 = (U 0 , 0) = U 0 e x , and density, temperature and pressure of the form ρ 0 + ρ, T 0 + T , p 0 + p with dp/dz constant and thus
Here N is the buoyancy frequency, assumed to be constant.
We then decompose the unknown functionsṽ,ρ,T ,p in the following way:
(1.11)
Equations (1.2), (1.4) and (1.5) become
(1.14)
Restricting now to a 2D problem, we assume that all variables in (1.11) are independent of y and we infer from (1.1)-(1.5) and (1.12),(1.13) the following equations for u, v, w, φ = p/ρ 0 and ψ = φ z = α g T : 
where φ s (x, t) = φ(x, z = 0, t) is the surface pressure, divided by ρ 0 , and φ s its derivative with respect to x.
The PEs (1.15)-(1.19), linearized around the stratified flow
We will consider the flow in the
. Naturally, we supplement equations (1.22)-(1.26) with the following top and bottom boundary conditions (just imposed by kinematics):
The aim of this article is to consider some lateral boundary conditions at x = 0 and x = L 1 that are both physically reasonable and computationally satisfying 1 , and that lead to the well-posedness of the problem (1.22)-(1.26).
1.2. Normal modes. We consider a normal mode decomposition of the solution of the following form (see [22] for the details and the justifications):
As explained in [22] , for every n ≥ 1 the functions U n and W n are solutions of the following eigenvalue problem:
where c 1,n , c 2,n are appropriate constants and the λ n the eigenvalues of these twopoint boundary value problems. By (1.27) we should have:
In a standard manner, we infer from (1.31) and the boundary conditions (
One of the constants c 1,n , c 2,n has not yet been imposed; we choose it by orthonormalization of W n , that is we set W n L 2 (−L 3 ,0) = 1, and we find
so that C n is in fact independent of n. The discussion above refers to the modes n ≥ 1. For n = 0, λ 0 = 0, so that W 0 vanishes identically, whereas U 0 is constant. Finally we find:
and for n ≥ 1:
(1.39)
We notice that ∀n ≥ 1, m ≥ 0, we have, as usual:
(1.40) 
Φ nφn , then (1.22) and (1.23) imply that U n , V n , Φ n are proportional, hence they can be taken equal.
1.3. The modal equations for (û n ,v n ,ŵ n ,ψ n ,φ n ). From now on and when no confusion can occur, we drop the hats and write (u n , v n , w n , ψ n , φ n ) instead of (û n ,v n ,ŵ n ,ψ n ,φ n ). The constant mode in z (n=0) is different (simpler), and we postpone its study to Section 2.5 below. For every n ≥ 1, since ψ(x, z, t) = φ z (x, z, t) we have: 
(1.42)
Taking into account the last two equations of (1.42) the first three become:
(1.43)
Let us now introduce the lateral boundary conditions which, for each n ≥ 1, will supplement this system.
1.4.
Boundary conditions at x = 0 and x = L 1 . Looking at (1.43), we find that the characteristic values of this first order system are U 0 − 1/λ n , U 0 and U 0 + 1/λ n ; they are the eigenvalues of the matrix:
Since U 0 > 0, λ n > 0, we always have at least two positive eigenvalues. But U 0 − 1/λ n can either be positive or negative. We say that the corresponding mode is supercritical in the first case and subcritical in the second case, it appears then that the subcritical modes require two boundary values on the left of the domain (x = 0) and one boundary value on the right (x = L 1 ), whereas the supercritical modes require three boundary values at x = 0. Based on this remark, Oliger and Sundström concluded in [12] that the boundary value problem associated with (1.42)-(1.43) is ill-posed for any set of local boundary conditions (see also [22] ). Instead different boundary conditions for the two types of modes must be provided and one of our aims in this article is to show the well-posedness of the system consisting of (1.22)-(1.26) supplemented with an appropriate set of boundary conditions.
Since
there is only a finite number of subcritical modes, let us say n c : Definition 1.1. We denote by n c the number of subcritical modes, defined by:
In physical applications most of the modes are supercritical, but the few subcritical modes carrying most of the energy are particularly important.
The boundary conditions for the subcritical modes were discussed in [18, 17] , they are recalled below. The boundary conditions for the supercritical modes are less problematic, we now present them. For n > n c , a set of natural boundary conditions for system (1.43) is:
(1.44)
In (1.44) and (1.46) we chose, for simplicity, homogeneous boundary conditions, but we discuss in Section 2.4 below the case of nonzero boundary values.
For 1 ≤ n ≤ n c , U 0 − 1/λ n < 0, and the corresponding eigenvector is η n = u n + ψ n /N . The eigenvectors related to U 0 and U 0 + 1/λ n are respectively v n and ξ n = u n −ψ n /N . Thanks to (1.41), we have, for n ≥ 1, (ξ n , η n ) = (u n +λ n φ n , u n −λ n φ n ).
Using the variables ξ n , v n , η n we rewrite (1.43) as follows:
(1.45)
Hence, for these subcritical modes (n ≤ n c ), a set of natural and nonreflective boundary conditions is the following
In Section 2 of this article, we will prove the well-posedness of the linear Primitive Equations (1.22)-(1.26) (equivalent mode by mode to (1.42)) with the modal boundary conditions (1.44) and (1.46).
2.
Well-posedness of the linear primitive equations with modal boundary conditions. We aim to implement (1.44) and (1.46), and we first set the functional framework appropriate to these boundary conditions. 2.1. Preliminary settings. We aim to write the initial value problem under consideration as a functional evolution in an appropriate Hilbert space H:
Here A is an unbounded operator with domain D(A) ⊂ H, the forcing F ∈ H and the initial data U 0 ∈ D(A) are given.
We define H by setting
2)
where
. We endow H with the scalar product
The space H u is clearly closed in L 2 (M), and
3 , which we endow with the scalar product and norm derived from (2.3) and equivalent to those of (
It is easily checked that P g ∈ H u and (
We are now in position to define the operator A; its domain D(A) is defined by
Here and in the sequel u x , u z denote the partial derivatives ∂u/∂x, ∂u/∂z of a function u.
The boundary conditions (2.7) and (2.8), identical to (1.44) and (1.46), are written in the following form 3 :
, AU is given by:
where w = w(u) is given by (1.21).
We now intend to prove, in the context of the linear semi-group theory ( [26] , [2] , [1] , [5] , [7] , [13] ), the well-posedness for equation (2.1), corresponding to the linearized PEs supplemented with the boundary conditions (2.7) and (2.8).
2.2. The main result. To prove the well-posedness of the initial value problem (2.1), we will use the following version of the Hille-Yosida theorem borrowed from [1] (see also [2] , [5] , [7] , [13] , [26] 
Then −A is infinitesimal generator of a semigroup of contractions {S(t)} t≥0 in H, and for every
(2.10) To this aim we verify the hypotheses (i), (ii) and (iii) of the Hille-Yosida theorem (Theorem 2.1); we start with (ii) and (iii), and postpone the proof of (i) to Lemma 2.3 below. We start with the proof of (ii):
Proof. For any U ∈ H, let us compute the scalar product (A U, U ) H :
Since u ∈ H u , we have, using (1.21):
Using the expansion (1.28), (1.29) with (1.39), it is easy to check that:
(2.12)
Using again the expansion (1.28), (1.29), and remembering that u ∈ H u , the integral M u θ dM vanishes and we find:
Using the boundary conditions (2.7) for the subcritical modes and (2.8) for the supercritical ones, we find:
For every subcritical mode (when n ≤ n c ):
the latter quantity is nonnegative, thanks to the definition of n c . For every supercritical mode (when n > n c ):
This quantity is also nonnegative, which achieves the proof of Lemma 2.1.
In order to simplify the following study, we now assume that U 0 is not a critical value, that is 
14) 
To obtain the modal equations corresponding to (2.16), we multiply the three equations by U n , U n and W n respectively, and integrate on (−L 3 , 0).
we also have the following modal decompositions:
(2.17)
Note that for F as for U , since
,F u,0 = 0 and the decomposition of F u starts from n = 1.
For the mode n = 0 (constant in the variable z), we only consider the first two equations, since multiplying the third one by W 0 = 0 would be useless. Integrating the equation for v and reporting in the equation for u (in whichû 0 = 0, see above), we find v 0 (formerly denotedv 0 ) and the surface pressure φ s , up to an additive constant φ s (0):
We recall that the nth mode is now denoted by (u n , v n , w n , ψ n , φ n ) instead of (û n ,v n ,ŵ n ,ψ n ,φ n ). Naturally, the above expression of φ s depends on the other modes (n ≥ 1). We now write the corresponding equations, derived from (2.16) mode by mode:
We recall that the functions (u n , v n , ψ n ) only depend on the x variable. Hence (2.19) is just a linear system of ordinary differential equations for u n , v n , ψ n .
As usual, to solve (2.19), we first consider the corresponding homogeneous system. Dropping the subscripts n for the moment, we write:
The general solution of this linear system is of the form
where the coefficients R i are as follows:
The (A i , B i , C i ) 1≤i≤3 satisfy the equations:
with a 1 = 0, 24) and, for i = 2, 3:
Now, returning to the nonhomogeneous system (2.19), we look for a solution (u n , v n , ψ n ) = (u, v, ψ) of the form: 26) where the (a i , c i ) and R i have been defined above. Equation (2.19) reads then: 27) where λ = λ n and
Thanks to assumption (2.13), U 0 = 1/λ n , the matrix M is regular and it can be inverted. Equation (2.27) then implies:
We now write the latter equation component by component. We find:
c 3 e
Let us check that the matrix Λ(x) is regular for every x ∈ R; it is clearly sufficient to do so for x = 0, for which
We call L 1 , L 2 and L 3 the lines of Λ(0). It is clear that L 1 and L 2 are linearly independent vectors. Then if Λ(0) were not regular there would exist (α,
After some easy computations we would find that necessarily:
which leads (see (2.24) and (2.25)) to:
From (2.14) we find that R 2 = R 3 , and thanks to the definition of R 1 equation (2.34) becomes:
which contradicts (2.15). Thus the matrix Λ(x) is regular for every x ∈ R.
Back to equation (2.31), and thanks to the latter result, the functions B i (x) are uniquely determined for i = 1, 2, 3. It remains to use the modal boundary conditions in order to determine the constants B i (0) and thus the functions B i (x).
At this point, it is desirable to reintroduce the indices n i.e. to return to the notation (u n , v n , ψ n ), since the boundary conditions depend on the mode considered.
For the supercritical modes (n > n c ), the modal boundary condition is the one of (1.44). We thus look for the B i (0) satisfying:
The matrix of this system is again Λ(0) which was shown to be regular (see above). We conclude that the constants B i (0) are uniquely determined by (2.36) and equal to zero. The functions B i (x) for the supercritical modes (n > n c ) are now fully determined.
If n ≤ n c , the mode is subcritical and we consider the boundary condition (1.46). We thus want to solve the following system:
The quantity Γ depends only on the data and on the B i , hence it is known at this stage. After some computations and using hypotheses (2.14) and (2.15), we check that the matrix of the linear system (2.37) is regular (same proof exactly as for Λ (0)). This achieves the determination of the B i in the subcritical case, and the lemma is proved.
Remark 2.1. The case when there exists n ≥ 1 such that U 0 = 1/λ n is slightly different and actually simpler since the third equation (1.45) becomes ∂η n (x, t)/∂t = F η,n (t), which can be integrated directly. We note that no boundary condition (neither in the subcritical case nor in the supercritical one) would then be required for η n so that (2.7),(2.8) would have to be modified. But we do not want to go into the details since this nongeneric situation seldom occurs in numerical simulations. 
Proof. We first verify that the orthogonal in H of D(A), D(A)
⊥ , is reduced to 0 .
Let v be an element of D(A)
⊥ . Since A + µ 0 I is onto, there exists u ∈ D(A) such that (A + µ 0 I) u = v. Then: 0 = (v, u) H = (A + µ 0 I) u, u H ≥ µ 0 u 2 H ; hence u = v = 0, which implies that D(A) ⊥ = 0 ,
and D(A) is dense in H.
To show that A is closed, we consider a sequence (u j , v j , ψ j ) = U j of D(A), such that :
and we want to verify that U = (u, v, ψ) ∈ D(A) and F = A U , so that the graph of A is closed.
Thanks to (2.39), we know that
We also find from (2.9) and (2.40) that
Hence the sequence (dv j /dx) j∈N is bounded in L 2 (M), and thanks to (2.42) we obtain that v x ∈ L 2 (M). In view of proving that (u x , ψ x ) ∈ L 2 (M), we consider the decomposition in normal modes, introduced in Section 1.2. Thanks to (2.39), we have for every n ≥ 1:û Similarly, we infer from (2.40) that for every n ≥ 1: 
. Moreover, we find that
51) so that the latter quantity is bounded uniformly in j. This guarantees that u x ∈ L 2 (M). Following the same idea, and using either (2.47) or (2.49), we also prove 4 Thanks to (2.13), we know that min
To insure that U ∈ D(A), we need to verify that the modal boundary conditions (1.44) and (1.46) are satisfied by U . This is clear since the convergence of (û j,n ,v j,n ,ψ j,n ) to (û n ,v n ,ψ n ) is in fact in H 1 (0, L 1 ), so that the boundary conditions pass to the limit.
Finally, let us show that A U = F . Thanks to (2.39), we find that
, which ends the proof of Lemma 2.3.
2.4.
The case of nonhomogeneous boundary conditions. In practical simulations, we want to solve the PEs with nonhomogeneous boundary conditions on U at x = 0 and x = L 1 , that is U g,l and U g,r . The latter are boundary values derived from a solutionŨ computed on a domainM larger than M 5 . We discussed in Section 2.3 above the case when U g,l = U g,r = 0. The issue is now to determine which components of U g,l and U g,r are needed to obtain a well-posed problem. In this context all components of U g,l and U g,r are available but we know (or surmise at this point) that they will not be all used, those used depending on the mode that we consider.
Based on the data U g,l ,U g,r , let us now construct the following 
We note that U g is a function of z and t, and hence it does not depend on the horizontal coordinate x. Setting
(2.55) Like (2.1) this equation corresponds to the case with homogeneous boundary conditions, and Theorem 2.2 applies 6 . Writing U = U # + U g , we find that U is solution of (1.22) -(1.27), and the boundary conditions of U at x = 0 and x = L 1 are those of U g , that is for the subcritical modes ( 1 ≤ n ≤ n c ):
5 Assuming e.g. periodical boundary conditions forM. 6 We will state in Theorem 2.3 below some assumptions on U g,l and U g,r so that U 
and for the supercritical ones (n > n c ): 2.5. The mode constant in z. We now return to the mode constant in z, when n = 0. This mode does not raise any mathematical difficulty, but it is fundamental in the numerical simulations, since it carries much energy.
Integrating (1.22),(1.23), and (1.26) on (−L 3 , 0) we find: We propose to supplement this system with the following boundary conditions: Then, since ∂u 0 /∂x = 0, u 0 does not depend on x, and it is thus equal to u l (t) everywhere, so that (2.61) means in fact that u 0 (x, t) = u l (t), ∀(x, t) ∈ (0, L 1 ) × R * + .
(2.63)
Introducing (2.63) in (2.59), we find that: 
