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1Introduction
1.1 Observing skylight
Looking through an airplane window one can admire the deep blue color of the sky.
This blue color arises from molecules in the Earth’s atmosphere, of which the most
abundant species in the dry atmosphere are: nitrogen (N2; volume mixing ratio of
78.09%), oxygen (O2; 20.95%), and argon (Ar; 0.93%). These molecules, which
have diameters that are more than a thousand times smaller than the wavelength
of the incident sunlight, scatter sunlight in all directions [Minnaert, 2004]. Light
with short wavelengths (i.e blueish light) is more strongly scattered than light with
longer wavelengths. The human eye contains two groups of light receptor cells, the
rods and cones. The rods are sensitive to dim light and mediate coarse black and
white vision. The cones are specialized for daylight and come in three types1 that
mediate detailed color vision [Stockman and Sharpe, 2000]. When looking at the
sky the cones that are most sensitive to blue light are triggered more than the ones
that predominantly sense blueish-green and yellowish-green light. This information
is sent to the brain where the image of a blue sky is formed [Kandel et al., 1991].
Over the past centuries a plethora of instruments has been developed that com-
plement our eyes and brains. Sir Isaac Newton (1643–1727) demonstrated with a
simple glass prism that light is composed of different colors. Spectrometers can
be built that accurately measure this, i.e. the intensity of light as a function of
wavelength. It was found that visible light covers only a small part (400–700 nm)
of the whole spectrum of electromagnetic radiation. Development of new detector
technology enabled humans to study spectra of invisible radiation as well. During
1Approximately 8% of the male readers of this thesis has effectively two types of cones and is
thus color blind.
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the last decades of the twentieth century satellites have been launched with spec-
trometers on board. These space-borne spectrometers act as artificial ‘eyes in the
sky’ that monitor the Earth from above. Unlike our eyes that contain three types
of spectral detectors2, many of these spectrometers contain several thousand differ-
ent spectral detectors that together cover a similar wavelength range as the human
eye. Examples of such space-borne spectrometers are the Global Ozone Monitor-
ing Experiment and its successor (GOME and GOME-2), the Scanning Imaging
Absorption Spectrometer for Atmospheric Chartography (SCIAMACHY), and the
Ozone Monitoring Experiment (OMI). Table 1.1 lists several properties of these
spectrometers.
Table 1.1: Instrument characteristics of spectrometers mentioned in the text. The satel-
lite instruments passively sense the sunlight that is backscattered by the Earth at 700–
800 km altitude and move in a near-polar orbit. This orbit is sun-synchronous, which
means that it has a fixed orientation with respect to the Sun. The Earth rotates under-
neath the orbit so that global coverage is obtained in one day for OMI and GOME-
2, in three days for GOME, and in six days for SCIAMACHY. The footprint size is
the projected area on the Earth’s surface that corresponds to the instrument field-of-
view (across track× along track). All instruments perform (near-)nadir measurements.
SCIAMACHY performs limb and occultation observations as well. More information
on GOME on the European Remote Sensing 2 (ERS-2) satellite, SCIAMACHY on the
Environmental Satellite (ENVISAT), and OMI on the Earth Observing System Aura
satellite (EOS-Aura) and GOME-2 on the METOP-A satellite can be found in Burrows
et al. [1999b], Bovensmann et al. [1999], Levelt et al. [2006], Callies et al. [2000],
respectively.
Spectrometer Satellite Launch Spectral Spectral resolution Footprint
year range [nm] [nm] size [km2]
GOME ERS-2 1995 240–790 0.17–0.35 320×40
SCIAMACHY ENVISAT 2002 220–2400 0.22–1.50 60×30
OMI EOS-AURA 2004 270–500 0.45–1.00 24×13
GOME-2 METOP-A 2006 240–790 0.22–0.53 80×40
2The spectral responses of the three types of detectors in the human eye (the S, M and L cone)
show a maximum near 442 nm, 543 nm and 570 nm, and have a full width at half maximum of
57 nm, 85 nm, and 111 nm, respectively [Stockman and Sharpe, 2000].
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These instruments measure sunlight that is backscattered by the Earth. The
measured spectra contain a wealth of information about atmospheric constituents
and properties of the Earth’s surface. In addition to N2, O2, and Ar the Earth’s at-
mosphere contains many other gases. Despite their low concentrations these trace
gases have a substantial influence on the physical and chemical properties of the
atmosphere. The main purpose of the GOME, SCIAMACHY, OMI, and GOME-2
instruments is to determine trace gas abundances on a global scale. To reveal this
information it is common to take the ratio of the Earth radiance spectrum (lower
curve in Fig. 1.1) and a daily measured solar irradiance spectrum (upper curve in
Fig. 1.1), which is called a reflectivity spectrum (Fig. 1.2). An advantage of using
the reflectivity spectrum is that many calibration errors that are present in both the
Earth and solar measurement cancel out. The reflectivity spectrum clearly displays
Figure 1.1: Example of a solar irradiance spectrum (F in mW m−2 nm−1; black curve)
and an Earth radiance spectrum of a vegetated scene in the USA (I in mW m−2 nm−1
sr−1; grey curve) measured by GOME on July 2, 1998. The lines of low intensity in
the solar spectrum are Fraunhofer lines (see Section 1.2). The names of prominent
Fraunhofer lines are indicated in the figure.
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Figure 1.2: The reflectivity spectrum is defined as r = πI/(µ0F ), where I is the Earth
radiance spectrum, F is the solar irradiance spectrum, and µ0 is the cosine of the solar
zenith angle. The upper curve shows a reflectivity spectrum of a cloudy scene over the
Pacific Ocean (µ0 = 0.37). The lower curve is a reflectivity spectrum of a clear-sky
land scene (µ0 = 0.92) that was constructed from the two spectra in Fig. 1.1. The O2
A band near 760 nm and the strong absorption by O3 (< 340 nm) are indicated. The
inset zooms-in on the clear-sky reflectivity spectrum in the range 350–400 nm to show
the Ring effect structures.
how the incident solar light has been altered by its interaction with the Earth’s sur-
face and its passage through the Earth’s atmosphere. For example, the absorption
of sunlight by ozone (O3) at wavelengths shorter than 320 nm is clearly visible in
the reflectivity spectrum. Absorption features of other trace gases are much weaker.
For example, nitrogen dioxide (NO2) causes absorption features in the order of 1%
near 420–460 nm, but these are hardly visible in Fig. 1.2. The reflectivity spec-
trum shows also the effects of scattering of sunlight by the Earth’s surface, clouds
and air molecules. The clear-sky scene observation in Fig. 1.2 shows the effect of
enhanced surface reflection by vegetation at wavelengths longer than 700 nm. Fur-
thermore, the effect of light scattering by air molecules is seen as a decay of the
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clear-sky reflectivity spectrum between approximately 320 and 500 nm. Finally, the
highly reflective property of clouds enhances the reflectivity spectrum at nearly all
wavelengths (upper curve in Fig. 1.2).
Extracting the wealth of information that is contained in the measured reflec-
tivity spectra requires models that accurately describe the measurement with all its
spectral features. In this thesis we focus on improving the modeling of the spectral
features that are associated with light scattering by molecules. Before we discuss the
details of molecular light scattering processes (Section 1.3), we will point out some
of these spectral signatures. The inset in Fig. 1.2 shows a zoom-in on a typical clear-
sky GOME reflectivity spectrum in the wavelength range 350–400 nm. The fact that
light with short wavelengths is more strongly scattered by molecules than light with
longer wavelengths is clearly seen in this particular wavelength range. The spectral
continuum is commonly described by a purely elastic light scattering process called
Rayleigh scattering. However, a closer inspection shows spectral fine-structure that
is also caused by scattering by molecules. In each scattering event approximately
4% of the light is inelastically scattered by molecules due to a process called Ra-
man scattering (e.g. [Joiner et al., 1995]). This type of inelastic scattering causes
spectral fine-structure in the reflectivity spectrum, which is also referred to as the
Ring effect as will be explained in the next section.
This thesis deals with the development of accurate radiative transfer models
that adequately describe the full reflectivity spectrum, with emphasis on including
the Ring effect. With the help of such accurate models the retrieval of trace gas
concentrations from satellite-based reflectivity spectra can be improved.
1.2 The Ring effect: a short historical background
Filling-in of Fraunhofer lines – In 1802 William Wollaston noticed lines of low
intensity in a solar spectrum that was measured on Earth. He figured – incorrectly
– that these had to be the division lines between the different colors. Joseph von
Fraunhofer rediscovered the lines in 1814 and studied them in greater detail. By
1815 he had catalogued more than 300 of them, assigning Roman letters to the
most prominent ones. Each Fraunhofer line, as was found later by Kirchhoff and
Bunsen (1861), can be attributed to a specific chemical element. Most Fraunhofer
lines in a solar spectrum that is measured on the ground are absorption lines of
chemical elements in the upper layers of the Sun, but some of them turned out to
be of terrestrial origin. For example, the A Fraunhofer line near 760 nm is a strong
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absorption band of O2, which was later referred to as the O2 A absorption band.
In 1961 Grainger and Ring compared a diffuse skylight spectrum (i.e. a spec-
trum of the sky measured during the day, but pointing away from the solar disk)
with a direct lunar spectrum. They discovered that the H Fraunhofer line near 397
nm was less deep in the diffuse skylight spectrum than in the direct lunar spec-
trum [Grainger and Ring, 1962]. Grainger and Ring proposed that daylight airglow
might be responsible for this, but this hypothesis was later rejected [Brinkmann,
1968, Kattawar et al., 1981]. Since then several mechanisms have been proposed
to explain the filling-in, for example by aerosol fluorescence [Noxon and Goody,
1965] and surface reflection effects such as plant fluorescence [Sioris et al., 2003].
Nowadays scientists concur that the filling-in of Fraunhofer lines in a daytime spec-
trum is predominately caused by inelastic scattering by N2 and O2 molecules in the
Earth’s atmosphere [Joiner et al., 1995, Fish and Jones, 1995, Burrows et al., 1996,
Chance and Spurr, 1997, Vountas et al., 1998, Sioris and Evans, 1999, Stam et al.,
2002, Langford et al., 2007]. The same phenomenon is observed when an Earth ra-
diance spectrum is compared to a direct solar irradiance spectrum that is measured
from space by a satellite instrument. This depletion of the Fraunhofer lines in an
Earth radiance spectrum is commonly referred to as the Ring effect after one of its
discoverers.
Due to the Ring effect the Fraunhofer lines in an Earth spectrum and in a so-
lar spectrum do not cancel out in a reflectivity spectrum. A close look at a typical
GOME reflectivity spectrum in the zoom-in of Fig. 1.2 reveals filling-in structures
that are typically larger than trace gas absorption features: in the order of a few nm
broad and can be more than 10% in the reflectivity. The Ring effect structures are
most prominent in the ultraviolet wavelength range (λ< 400 nm). There are three
reasons for this. First, the solar spectrum shows more pronounced Fraunhofer lines
in this wavelength range than at longer wavelengths. Secondly, light scattering by
N2 and O2 molecules is stronger at these shorter wavelengths. Thirdly, the exact
spectral resolution of the satellite instrument plays a role. GOME, OMI, SCIA-
MACHY and GOME-2 have a finer instrument spectral resolution in the ultraviolet
wavelength range, which makes the Ring effect structures stronger.
Light scattering by air molecules – The key to understanding the Ring effect is
understanding molecular scattering processes. Near the end of the 19th century,
Lord Rayleigh (John William Strutt; 1842–1919) made a thorough study of the
blue color of the sky [Howard, 1964]. He suggested that this color is caused by
the interaction of air molecules with incident sunlight [Lord Rayleigh, 1899]. Light
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consists of fast-oscillating electric and magnetic fields that force the electric charges
inside the air molecules to oscillate. The oscillating electric charges emit light of
their own, which is referred to as secondary light or as scattered light. Lord Rayleigh
assumed that the scattered light always has the same wavelength as the incident
light. He derived that the intensity of the scattered light is inversely proportional
to the wavelength to the fourth power [Lord Rayleigh, 1871]. This relationship is
caused by the increased energy content of light with short wavelengths compared to
light with longer wavelengths. The more energetic short wavelength light imposes
a stronger force on the electric charges to move and therefore drives them to radiate
more intensely in all directions (e.g Rybicki and Lightman [1979]).
In 1923 an Indian scientist named Venkata Raman (1888-1970) discovered a
‘new type of secondary radiation’ [Raman and Krishnan, 1928]. He found that
a fraction of the scattered light has a different wavelength than the one of the in-
cident light. This type of scattering is called inelastic scattering and involves an
energy exchange between the light and the molecules. This phenomenon is now re-
ferred to as the Raman effect. The Raman effect provides a powerful spectroscopic
tool because the spectrum of the inelastically scattered light provides a unique fin-
gerprint for each molecule species [Bransden and Joachain, 1996, Atkins and de
Paula, 2002,Weber, 1979, Long, 1977]. This diagnostic tool is used in many active
sensing applications today. With the help of a powerful lamp or laser that has a well-
defined incident wavelength various substances can be characterized and quantified
by studying the spectrum of the inelastically scattered light. This tool is used in
a wide range of disciplines, ranging from planetary exploration (e.g. [Ellery et al.,
2004]) to applications in biology, medicine, art, jewelry and forensic science.
In this thesis we focus on a passive remote sensing application. Here, not an
artificial controllable monochromatic beam is used as the light source, but the Sun,
which emits a continuous spectrum. The Raman effect is thus induced by N2 and O2
molecules at all these wavelengths. In this particular application of remote sensing
of the Earth the Raman effect is referred to as the Ring effect.
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1.3 The Ring effect: elastic and inelastic light scatter-
ing by air molecules
1.3.1 Energy states of N2 and O2 molecules
To understand the energy exchange between N2 and O2 molecules and light that
causes the Ring effect we need to consider the energy states of N2 and O2 molecules
first. Molecular energy states can be grouped into: (1) electronic energy states,
which are related to the orbital energy of the electrons, (2) vibrational energy states,
which correspond to vibrations of the nuclei, and (3) rotational energy states, which
are related to rotations of the nuclei around their center of mass (e.g. Rybicki and
Lightman [1979], Bransden and Joachain [1996]). A transition from one state to
another state involves a fixed energy difference. Electronic transitions involve en-
ergy differences of several eV, vibrational transitions involve energy differences in
the order of 0.1 eV, and rotational transitions involve energy differences in the order
of 0.001 eV.
A key parameter that determines the population of the energy states of the
molecules in a gas is the temperature of the gas. In the Earth’s atmosphere the
temperature ranges from approximately 200 K to 300 K (e.g. Thomas and Stamnes
[1999]). The population of energy states is described by the Maxwell-Boltzmann
distribution. This distribution shows that the majority of the N2 and O2 molecules
in the Earth’s atmosphere occupy the ground electronic-vibrational energy state and
various rotational energy states belonging to this ground state.
The spin states of the nuclei also influence the population of energy states of
an ensemble of molecules. Using the Pauli exclusion principle it is found that the
overall wave function of the homonuclear diatomic molecules N2 and O2 must be
symmetric, and that only certain wave functions are acceptable when the two identi-
cal nuclei are exchanged (e.g. [Bransden and Joachain, 1996, Atkins and de Paula,
2002]). Knowing that the nuclei of the O2 molecule are spin-0 particles and using
symmetry considerations it follows that O2 molecule in the ground electronic state
can only exist for energy states that correspond to an odd total angular momentum
quantum number J . In other words, even J energy states of O2 do not occur. For N2
the situation is different. The nuclei of the N2 molecule are spin-1 particles. Using
the same symmetry considerations it is found that both odd J and even J energy
states occur, but that there are two times more N2 molecules in the even J state than
in the odd J state.
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The energy E of vibrating and rotating molecules such as N2 and O2 is given by
E(v, J) = Evib(v) + Erot(v, J) (1.1)
where Evib is the vibrational energy, v is the vibrational quantum number, and Erot
is the rotational energy:
Erot(v, J) = hcBvJ(J+1)− hcDvJ
2(J+1)2 . (1.2)
Here, h is Plank’s constant, c is the speed of light in vacuum, B is the rotational
constant, and D is the centrifugal distortion constant of the specific molecule. The
first term in Eq. (1.2) describes how the rotational energy increases for increasing
angular momentum (J). The second term corrects the energy levels for the stretch-
ing of the molecular bond due to the centrifugal force that acts on the nuclei in the
rotating molecule. The values of Bv and Dv are characteristic for each molecular
species and are given for the ground vibrational state (v = 0): B0 = 1.99 cm−1,
D0 = 5.76× 10
−6 cm−1 for N2 and B0 = 1.44 cm−1, D0 = 4.85× 10−6 cm−1 for
O2 [Penney et al., 1974].
1.3.2 Elastic and inelastic scattering by air molecules
To describe the interaction between light and molecules we use the concept of pho-
tons. Scattering of light by molecules involves two steps. First, an incident photon
brings a molecule to a virtual excited energy state by absorbing the energy of this
photon. Then, the molecule falls back to a lower energy state by releasing a photon
(see Fig. 1.3). The energy of a photon is
Ephoton = hcν , (1.3)
where ν = 1/λ is the wavenumber. Here, Ephoton equals the energy difference of
two molecular states.
According to quantum theory each molecular transition process should obey the
quantum law J → J ′ = J ± 1, where J is the total angular momentum quantum
number of the initial state and J ′ is the quantum number of the final state of the
absorbing molecule. Therefore, for a two step process, the net change in the total
angular momentum quantum number becomes ∆J= −2, 0,+2. In addition, the
vibrational energy of the molecule might change, i.e. ∆v= −1, 0,+1. Changes in
rotational energy are allowed only if the molecule has an anisotropic polarizabil-
ity. Changes in vibrational energy are allowed only when the polarizability of the
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molecule changes as the molecule swells and contracts [Long, 1977, Atkins and de
Paula, 2002]. Both criteria hold for the N2 and the O2 molecule which means that
in principle both vibrational and rotational Raman scattering need to be considered.
Scattering processes that involve no net exchange of energy (∆J= 0; ∆v = 0)
between the molecule and the photons correspond to elastic scattering, whereas
scattering processes that involve an exchange of rotational and/or vibrational en-
ergy are inelastic. Elastic scattering by air molecules is referred to as Cabannes
scattering (Fig. 1.3a). It is worth to mention that the specific naming of the various
spectral components is not always that clear in the literature. In this thesis we adopt
the terminology that was proposed by Young [1982]. The light that is inelastically
scattered due to (rotational-)vibrational Raman scattering (∆v=+1; ∆J = 0,±2)
represents only a small fraction of the total inelastically scattered light, i.e. approx-
imately 1/30th [Burrows et al., 1996]. Therefore, it is sufficient to consider pure
rotational Raman scattering only (∆v=0; ∆J = ±2), which is also assumed in the
remainder of this thesis. In future work, however, it might be worthwhile to include
rotational-vibrational Raman scattering in the radiative transfer models3.
Rotational Raman scattering by air molecules that involves a released photon
with less energy than the incident one (∆J = +2; Fig. 1.3b) is referred to as Stokes
rotational Raman scattering and inelastic scattering that involves an energy gain of
the released photons (∆J =−2 ; Fig. 1.3c) is called anti-Stokes rotational Raman
scattering [Young, 1982]. The energies of the anti-Stokes rotational Raman photons
are given by
hcν = hcνin+(4hcB0−6hcD0)(J−
1
2
)−8hcD0(J−
1
2
)3 , J = 2, 3, . . . , (1.4)
and the energy of the Stokes rotational Raman photons are given by
hcν = hcνin−(4hcB0−6hcD0)(J+
3
2
)+8hcD0(J+
3
2
)3 , J = 0, 1, . . . , (1.5)
where hcνin is the energy of the incident light (see e.g. Fish and Jones [1995].) The
energy shifts, and thus the wavenumber shifts ν−νin, only adopt discrete values.
It is important to realize that these fixed shifts in energy lead to wavelength shifts
3Vibrational Raman scattering by N2 and O2 gives rise to “ghosts” of Fraunhofer lines at longer
wavelengths. This scattering process involves much larger energy shifts than pure rotational Ra-
man scattering, i.e. -2331 cm−1 and -1555 cm−1 for N2 and O2, respectively. For incident light at
400 nm, this corresponds to wavelength shifts of +41.1 nm and +26.5 nm for N2 and O2, respec-
tively. Burrows et al. [1996] estimated that the largest spectral features caused by vibrational Raman
scattering are expected to be maximally 0.27% in GOME reflectivity spectra.
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∆J=+2 =−2∆J
hcν hcν
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virtual energy level
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hc(   −      )ν ∆ν
Anti−Stokes
Figure 1.3: Molecular scattering involves an incident photon that brings a molecule
with initial energy state i to a virtual energy state (dashed line). Subsequently, the
molecule falls back to a lower energy state f by releasing a photon. If this final state
f has the same energy as the initial state i the scattering process is said to be elastic
and corresponds to Cabannes scattering (a). When the released photon has a lower
energy than the incident photon (Ef > Ei) the process is called Stokes rotational
Raman scattering (b). When the released photon gains energy (Ef < Ei) the scattering
process is called anti-Stokes rotational Raman scattering (c). The net rotational energy
transitions have to obey the quantum law ∆J = ±0, 2. We restrict ourselves to pure
rotational Raman scattering processes (∆v=0; ∆J = ±2).
λ−λin that are not fixed with respect to the wavelength of the incident light λin.
At shorter wavelengths the shifts in terms of wavelength are smaller than at longer
wavelengths. This makes the use of wavenumbers more elegant and simple to de-
scribe the Raman effect. Nevertheless, both descriptions are used throughout this
thesis.
The line-strengths of the individual rotational Raman lines can be measured in
the laboratory or can be calculated from theory (e.g. [Chance and Spurr, 1997,
Burrows et al., 1996, Penney et al., 1974]. In this thesis we choose to calculate
them. The rotational Raman scattering cross section, which is a measure of the
probability that light is scattered due to rotational Raman scattering, is given for
each transition J→J ′ (e.g. [Chance and Spurr, 1997, Sioris and Evans, 1999]):
σram(λ, λin) =
256π2
27
(λ)−4 [γ(λin)]
2 f(T, J) b(J→J ′) . (1.6)
Here, f is the fractional population of the initial energy states, T is the air tempera-
ture, γ is the polarizability anisotropy of the molecule, and b are the Placzek-Teller
coefficients for each energy transition J→ J ′ (See Appendix 3.A and 2.A and ref-
erences therein for more details). The quantities f , γ, and b are different for N2 and
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O2. According to Sioris [2001] the modeled and measured line strengths agree well
within the experimental error of the measurements made by Penney et al. [1974]
with differences of±0.4% for N2 and±2% for O2. To get the Raman cross sections
for air the cross sections of the different molecules have to be weighted according
to their abundance, i.e. weighted with 0.7809 and 0.2095 for N2 and O2, respec-
tively. Eq. 1.6 allows one to calculate the probability ω(λ, λin) that light is scattered
Figure 1.4: Probability ω that incoming radiation with λin =400 nm is scattered to
a certain wavelength λ. Together, the rotational Raman lines make up approximately
4% of the total scattered radiation. The parcel of air was assumed to be composed of
N2, O2 and Ar only and to have standard temperature and pressure (T = 273.15 K
and p = 1023.25 hPa). The rotational Raman lines of N2 and O2 are shown in grey
and black, respectively. Absorption and scattering by other atmospheric constituents
such as water, aerosols, nitrogen dioxide, ozone and carbon dioxide are ignored. The
wavelength range 400±4 nm corresponds to the wavenumber range 25000∓250 cm−1.
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from a wavelength λin to a different wavelength λ. Figure 1.4 shows this probability
distribution for λin = 400 nm. The central line in the spectral scattering distribu-
tion shown in Fig. 1.4 is called the Cabannes line. Fig. 1.4 shows that only a small
fraction of the light, approximately 4%, is scattered inelastically due to Raman scat-
tering. The grey lines in Fig. 1.4 are associated with N2 and the black lines with O2.
Due to their spherical symmetry Ar atoms are not able to transfer rotational energy
to the scattered light and hence show no Raman scattering.
At each wavelength sunlight is scattered with a spectral distribution similar to
the one that is shown in Fig. 1.4. Fig. 1.5 demonstrates how this leads to filling-in
structures in a reflectivity spectrum. At the center of a Fraunhofer line the scattered
light is less intense than at a continuum wavelength (Fig. 1.5 (a)). More light is
scattered from the continuum into a Fraunhofer line than the other way around.
This results in filling-in structures in a reflectivity spectrum (Figs. 1.5 (b) and (c)).
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Figure 1.5: Schematic illustration to explain the filling-in of Fraunhofer lines in an
Earth radiance spectrum. We assume that the solar spectrum contains one artificial
triangular Fraunhofer line. (a) For each wavelength and in each scattering event, ap-
proximately 4% of the solar radiation is scattered to other wavelengths. The scattered
radiance is of much lower intensity at the center of a dark Fraunhofer line than at the
continuum. (b) The upper curve shows the solar irradiance spectrum again. The lower
curve shows the Earth radiance with rotational Raman scattering taken into account
(solid curve) and when all scattering would be purely elastic (Rayleigh scattering ap-
proximation, dashed curve). (c) The reflectivity spectrum which involves the ratio of
the Earth radiance and the solar irradiance spectrum is featureless when all scattering is
elastic (dashed curve), but shows a filling-in feature when rotational Raman scattering
is included (solid curve).
Introduction 15
1.4 Accurate simulation of reflectivity spectra
Traditionally, radiative transfer theory deals with elastic (Rayleigh) scattering in
plane-parallel atmospheres (e.g. Mishchenko et al. [2006]). The Earth’s atmosphere
is modeled as a stack of homogeneous model atmosphere layers that have an infi-
nite horizontal extent. Obviously, with this approximation we cannot describe the
observed filling-in structures in reflectivity measurements by GOME and similar in-
struments. An appropriate description of inelastic Raman scattering in atmospheric
radiative transfer modeling, which is the subject of this thesis, is one of the two ma-
jor challenges in atmospheric radiative transfer modeling. The other is the inclusion
of three-dimensional effects such as broken cloud fields (e.g. Marshak and Davis
[2005]) and the sphericity of the Earth (e.g. Walter et al. [2006], Spada et al. [2006],
Postylyakov [2004]).
1.4.1 Polarization aspects of light
Light can be described by a superposition of many continuous electric and magnetic
fields that oscillate in space and time. Expression for these electromagnetic fields
can be derived from classical electrodynamics which is founded on the Maxwell
equations (e.g. Jackson [1975], Bohren and Huffman [1983], Mishchenko et al.
[2004]). In practice these fast-oscillating electric and magnetic fields are not mea-
sured by satellite instruments, but a time-averaged energy flux is obtained. In 1852,
G. G. Stokes suggested to describe a beam of radiation with the intensity vector
I(λ) =


I(λ)
Q(λ)
U(λ)
V (λ)

 , (1.7)
which has the four Stokes parameters I , Q, U , and V as its components. Here, I
is the specific intensity and the parameters Q, U and V describe the state of polar-
ization. They can be determined through intensity measurements only with the help
of a polarizer and a phase retarder (e.g. Mishchenko et al. [2006], Coulson [1988]).
The quantities I , Q, U and V are defined with respect to a certain reference plane,
which is the local meridian plane in this thesis.
For the interpretation of GOME, SCIAMACHY, OMI, and GOME-2 measure-
ments a vector radiative transfer model is needed which includes inelastic Raman
scattering, because of three reasons:
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The Stokes parameters are coupled due to scattering – Incident sunlight is unpolar-
ized (Q=U=V =0), but via (multiple) scattering in the Earth’s atmosphere and via
reflection by the surface Q and U attain values due to the coupling that takes place
between the different Stokes parameters in each scattering event. For most purposes,
the Stokes parameter V that is associated with circular polarization can be ignored
concerning light scattering by the Earth’s atmosphere and reflection by the Earth’s
surface. This is not true for the Stokes parameters Q and U . From standard elastic
(Rayleigh) scattering theory it is known that neglecting the coupling between the
Stokes parameters I , Q, U leads to significant errors in the intensity that can be as
large as 10% [Chandrasekhar, 1960]. This approximation in which the polarization
aspects of radiation are ignored is referred to as the scalar approximation.
Most instruments are polarization sensitive – The GOME, SCIAMACHY and GOME-
2 instruments are sensitive to the polarization of the incident radiation, mainly due
to the gratings in these instruments. Thus, for a proper measurement simulation
it is therefore important to know the polarization sensitivity of the spectrometer as
well as the intensity vector, including its polarization properties, that illuminates the
entrance slit of the instrument [Hasekamp et al., 2002].
Ring structures appear in the polarization signal – Figure 1.6 shows a spectrum
of the degree of linear polarization of zenith skylight, which is defined as P =√
Q2 + U2/I . This spectrum was measured with a copy of the GOME spectrometer
on the rooftop of SRON - Netherlands Institute for Space Research in Utrecht. A
polarization filter was used in front of the spectrometer to measure the polarization
spectra [Aben et al., 1999, 2001]. The figure shows that the Ring effect not only
affects the reflectivity spectrum, but influences the polarization spectrum as well.
This phenomenon that the degree of linear polarization is lower at the Fraunhofer
lines than in the continuum was first reported by Noxon and Goody [1965].
Clearly, a vector radiative transfer model is needed that takes the different polariza-
tion characteristics of rotational Raman scattering and elastic Cabannes scattering
into account. This means that the radiative transfer is further complicated: One has
to take into account not only scattering from one direction to another, but also from
one wavelength to another, while keeping track of the polarization state.
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Figure 1.6: The degree of linear polarization P =
√
Q2 + U2/I of zenith skylight
as function of wavelength λ. This spectrum was determined on June 3, 1997 with a
ground-based copy of the GOME spectrometer making use of a polarization filter. The
solar zenith angle was 68 degrees. This figure has been adapted from Stam et al. [2002].
1.4.2 Inclusion of inelastic scattering in radiative transfer mod-
eling
The radiation field that leaves the Earth’s atmosphere can be simulated by solving
the vector radiative transfer equation in the plane-parallel approximation given the
appropriate boundary conditions [Chandrasekhar, 1960]. This equation, which can
be derived from the Maxwell equations [Mishchenko et al., 2006], is a balance equa-
tion that links the intensity vector I to sinks and sources of radiation in the medium,
i.e.
µ
d
dz
I(z,Ω, λ) = −n(z)σext(z, λ)I(z,Ω, λ) + J(z,Ω, λ) (1.8)
Here, the Stokes parameters depend on the altitude z in the model atmosphere, the
wavelength λ and the propagation direction of the radiation Ω = (µ, ϕ). Here, µ
is the cosine of the solar zenith angle and ϕ is the relative azimuthal angle. The
left-hand side in Eq. (1.8) is called the streaming term. It involves the change of the
intensity vector in the direction Ω along a path-length dz/µ through the medium.
The first term on the right hand side of Eq. (1.8) describes the extinction of radiation,
where σext is the extinction cross section (in cm2) of the ensemble of particles and
n(z) is the particle number density (in cm−3) at altitude z. The extinction term de-
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scribes the removal of radiation from the beam by (1) elastic scattering, (2) inelastic
scattering, and (3) absorption.
The second term on the right hand side of Eq. (1.8) is a source term. Thermal
emission by the Earth’s atmosphere and surface can be neglected in the ultraviolet,
visible and near infrared wavelength range and therefore the source function is given
by
J(z,Ω, λ) =
n(z)σext(z, λ)
4π
∮
4pi
dΩ′
∫ ∞
0
dλ′ Φ(z,Ω, λ|z,Ω′, λ′) I(z,Ω′, λ′) .
(1.9)
Here, Φ is the 4 × 4 transformation matrix. The source function J describes how
incident polarized radiation from all possible directions (Ω′) and with all possible
wavelengths λ′ is added to the beam of interest with direction Ω and wavelength
λ. Compared to the standard elastic vector radiative transfer equation the source
function has two additional dimensions, namely the wavelength of the incident light
λ′ and the wavelength of the scattered light λ. The coupling of light with different
wavelengths, from different directions, and the coupling of the Stokes parameters is
implemented by using the extended source function in Eq. (1.9).
The solution of the vector radiative transfer equation (Eq. (1.8)) involves thus
multiple elastic and inelastic scattering processes, which together build up the radi-
ation field that emerges from the terrestrial atmosphere into the satellite instrument’s
line-of-sight.
1.4.3 Current status
To interpret the reflectivity spectra that are measured by instruments such as GOME,
SCIAMACHY, OMI and GOME-2 accurate radiative transfer simulations are re-
quired. Many well-verified methods exist to solve the vector radiative transfer equa-
tion including multiple elastic (Rayleigh) scattering (see e.g. [Lenoble, 1985] for
an overview). Several approximations to include rotational Raman scattering have
been proposed as well. However, little effort has been put into verifying the various
approximations.
The first theoretical treatment of the filling-in of Fraunhofer lines due to ro-
tational Raman was presented by Kattawar et al. [1981]. Since then, several ra-
diative transfer models were presented which account for multiple scattering, but
include one order of Raman scattering. For Raman scattering occurring in second
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and higher scattering orders, various approximations have been used [Joiner et al.,
1995, 2004, Vountas et al., 1998]. A Monte-Carlo model was presented by Lang-
ford et al. [2007]. All these models adopt the scalar approximation. Humphreys
et al. [1984] was the first to present a vector radiative transfer model, which simu-
lates the effect of inelastic Raman scattering on the full intensity vector. However, a
simple wavelength dependence was assumed. Stam et al. [2002] presented the ana-
lytical solution of the vector radiative transfer problem for two orders of elastic and
inelastic scattering. They found that two orders of scattering adequately describes
the differential Ring structures in the polarization spectrum (Fig. 1.6). The contin-
uum, however, needed to be modeled with a standard vector model that solves the
multiple Rayleigh scattering problem. Sioris and Evans [2002b] presented a suc-
cessive order of scattering model that was able to simulate the polarization spectrum
as well. To include second and higher order scattering the source function was ap-
proximated by neglecting the angular dependance and the wavelength dependence
of the intensity vector of the incident light. They stated that, for example to include
absorption, “a full radiative transfer model with rotational Raman scattering would
be ideal”.
1.5 Scope of this thesis
To be able to extract the wealth of information that is contained in the measured re-
flectivity spectra a radiative transfer model is required that accurately describes the
measurement with all its spectral features, i.e. both the spectral continuum and the
Ring structures. At present the mean differences between modeled and measured
reflectivity spectra that are reported in the literature (e.g. Joiner et al. [2004], van
Diedenhoven et al. [2007]) are a few times the instrument noise level, which is typ-
ically 0.1% for the considered spectrometers. This presents room for improvement.
The Ring structures are often larger than trace gas absorption features. Therefore, an
improved simulation of the Ring effect is expected to improve trace gas retrievals.
In addition, the Ring structures can also be employed to extract information about
the Earth’s atmosphere.
A model that is based on the physics of light scattering and that takes polariza-
tion, multiple scattering and inelastic Raman scattering into account was not avail-
able at the start of this thesis work and needed to be developed. For this, two com-
monly used approximations needed to be verified:
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1. To what extent are higher orders of Raman scattering important for modeling
the Ring effect in the ultraviolet and visible wavelength range?
2. What is the impact of neglecting the polarization characteristics of the light
that emerges from a molecular scattering atmosphere?
The answers to these questions are given in Chapters 2 and 3, respectively. In Chap-
ter 2 we present a model approach that is based on the doubling-adding method. The
power of this approach is that the multiple scattered radiation, both elastically and
inelastically scattered, is obtained in a straightforward way. One starts with the an-
alytical single scattering solution and uses the extended doubling-adding equations
to obtain the multiple scattered radiation. With this scalar model the approximation
of including only one order of Raman scattering is investigated.
Chapter 3 describes a different approach where the effect of inelastic Raman
scattering is described by a perturbation to the radiative transfer problem which in-
cludes multiple Rayleigh scattering. Here, the perturbation series describes increas-
ing orders of Raman scattering. For numerical implementation the perturbation
series is truncated at first order, which means that one order of Raman scattering
is included in addition to multiple elastic scattering. This eases the implementa-
tion and results in a very efficient vector radiative transfer model including inelastic
Raman scattering. With this model the impact of the scalar approximation on the
reflectivity spectrum including the Ring effect can be investigated.
Accurate simulation of the Ring effect relies heavily on the use of an accurate
input solar spectrum. The Ring effect that is induced by the solar Fraunhofer lines
is directly linked to the exact amplitude and spectral shape of the Fraunhofer lines
in the solar spectrum. In the literature it is common to rely on a reference solar
spectrum. However, large deviations exist between these reference solar spectra
[Gueymard, 2004]. In addition, these spectra show significant differences with the
solar spectra measured by instruments such as GOME, SCIAMACHY, OMI and
GOME-2 (e.g. Fletcher and Lodge [1996]). This raises the question:
3. Since the input solar spectrum is so crucial for the simulation of the Ring
effect, what is the best modeling approach?
In Chapter 4 we describe a newly developed approach in which the maximum
amount of information that is contained in the daily measured solar spectrum is
employed to simulate the spectral fine-structure in the reflectivity measurements
instead of relying on a reference input solar spectrum.
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The Ring effect in the measurement is sensitive to presence of clouds (e.g Joiner
and Bhartia [1995], de Beek et al. [2001]) and aerosols (e.g Stam et al. [2002],
Langford et al. [2007]) in the observed scene. The cloud information that can be
retrieved from the Ring effect, such as cloud top height, can be used to improve
trace gas retrievals for cloudy scenes. This is important since most of the GOME,
SCIAMACHY, OMI and GOME-2 observations are influenced by clouds due to the
large field-of-view of the considered spectrometers (see footprint size in Table 1.1).
Two other approaches are commonly used in the literature for the same purpose, but
these are based on using absorption features of oxygen and the oxygen dimer in the
reflectivity spectrum, i.e. the O2 A band near 760 nm and absorption by O2-O2 at
477 nm. In the last chapter, Chapter 5, we consider the question:
4. How does the capability to retrieve cloud parameters from the Ring structures
compare with other commonly used approaches that use absorption bands of
oxygen and the collisional complex of oxygen?
The different approaches for the retrieval of cloud parameters are evaluated, and
the most appropriate method is proposed for present and future GOME-type instru-
ments.
2
A doubling-adding method to include
multiple orders of rotational Raman
scattering
This chapter has been published as “Multiple elastic and inelastic scattering in the
Earth’s atmosphere: A doubling-adding method to include rotational Raman scatter-
ing by air” in J. Quant. Spectrosc. Radiat. Transfer 95, 309–330 (2005) and was
co-authored by J. Landgraf and I. Aben.
Abstract
An accurate description of multiple scattering is essential in atmospheric radiative
transfer modeling of ultraviolet and visible light in the Earth’s atmosphere. Part of
this multiply scattered radiation is inelastically scattered due to rotational Raman scat-
tering by air. The distribution of the inelastically scattered light leads to filling-in of
Fraunhofer lines, and to filling-in of absorption features of atmospheric constituents.
This complicates the interpretation of satellite measurements of backscattered sunlight.
Several atmospheric radiative transfer models consider multiple elastic scattering, but
allow only one order of inelastic Raman scattering. In this paper, we investigate the
validity of this approximation by taking also multiple inelastic scattering into account.
We present an extension of the doubling-adding method which for the first time ac-
counts for both multiple elastic and multiple inelastic scattering of light. Numerical
implementation of this method shows that, in simulations of reflected light by a model
atmosphere, multiple inelastic scattering contributes about 0.5% to the total intensity
around 325 nm and about 0.2% around 395 nm. At the center of the Fraunhofer lines
and in the Huggins ozone absorption bands this contribution is generally larger. For a
simulated measurement by a typical space-borne spectrometer with 0.2 nm instrumental
resolution, the observed contribution is about 0.6% at the Ca II K and H lines, located
at 393.48 nm and 396.97 nm respectively. At the 325 nm Huggins ozone absorption
feature this contribution due to multiple inelastic scattering is also about 0.6%.
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2.1 Introduction
Multiple light-scattering simulations are of extreme importance for atmospheric ra-
diative transfer modeling in the ultraviolet and visible part of the solar spectrum.
Scattering by air molecules, such as N2, O2, and trace gases like Ar and H2O, in this
spectral region is commonly described by Rayleigh scattering. This type of scatter-
ing is usually explained as monochromatic dipole scattering by dielectric spheres.
Most air molecules do not behave as perfect dielectric spheres, but show an
anisotropic polarizability [Long, 1977]. This anisotropy causes inelastic scatter-
ing and makes Rayleigh scattering only an effective description (see Appendix).
Rayleigh scattering namely consists of two components: the elastic Cabannes line
and the inelastic rotational-vibrational Raman lines1 [Young, 1982]. In each scat-
tering event about 4% of the light is scattered inelastically, whereas the remaining
96% is scattered elastically as Cabannes scattering. The rotational-vibrational Ra-
man line-strengths are weak compared to the pure rotational Raman lines and are
usually neglected [Burrows et al., 1996, Sioris, 2001]. Under atmospheric condi-
tions, the typical spectral distribution width of pure rotational Raman scattering is
about 400 cm−1, which corresponds to a width of 3.6 nm at 300 nm.
For the simulation of atmospheric radiation measurements with a spectral reso-
lution higher than the spectral scattering width of rotational Raman scattering, in-
elastic Raman scattering has to be taken into account. This becomes especially im-
portant in spectral ranges where the intensity changes significantly with wavelength
within the spectral scattering width. In this case, light gets effectively scattered from
wavelengths of high intensity toward wavelengths of low intensity. One of the con-
sequences is that Fraunhofer lines in the solar spectrum are filled due to atmospheric
scattering from the line-wings to the line-center. Also absorption features, such as
the ozone Huggins absorption structures, are filled due to atmospheric scattering.
Both types of filling-in are known as the Ring effect [Grainger and Ring, 1962].
Today, several space-borne instruments measure reflected sunlight by the Earth’s
atmosphere in the ultraviolet and visible. In 1995, the Global Ozone Monitoring Ex-
periment (GOME) was launched on board of ESA’s remote sensing satellite ERS-2.
This nadir viewing spectrometer measures the intensity of reflected sunlight be-
tween 240 and 780 nm with a spectral resolution of 0.2 nm. In 2002, the Scanning
1In more detail, the Cabannes line consists of the elastic Gross line and the Brillouin lines, rep-
resenting translational Raman scattering. Due to the small spectral scattering width of the Brillouin
lines, both line types can be combined into one Cabannes line for most measurement simulations.
Broadening of the Raman lines can also be neglected [Burrows et al., 1996].
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Imaging Absorption Spectrometer for Atmospheric Chartography (SCIAMACHY)
was launched on board of ESA’s ENVISAT satellite. SCIAMACHY covers the
spectral range 240–2320 nm and scans the Earth’s atmosphere in limb and nadir
viewing geometry. In the ultraviolet and visible, SCIAMACHY has the same spec-
tral resolution as GOME. The Ozone Monitoring Instrument (OMI) is also a nadir
viewing spectrometer, which is to be launched on NASA’s EOS-AURA satellite in
2004. OMI measures in the spectral range 270–500 nm with 0.5 nm resolution. Ad-
ditionally, the GOME-2 instrument will be flown on EUMETSAT’s Metop series,
starting with the launch of the Metop-1 satellite in 2005. GOME-2 is an adapta-
tion of the GOME instrument with the same spectral coverage and spectral resolu-
tion. Due to the relatively fine spectral resolution of all these instruments, a proper
interpretation of the nadir ultraviolet and visible measurements needs an accurate
simulation of atmospheric rotational Raman scattering.
The first theoretical treatment of the filling-in of Fraunhofer lines due to rota-
tional Raman was presented by Kattawar et al. [1981]. Since then, several radiative
transfer models were presented which account for multiple scattering, but include
one order of Raman scattering. The radiative transfer models of Joiner et al. [1995,
2004], and of Sioris and Evans [2002b] are based on a successive order of scattering
scheme which calculates the contribution of each order of scattering for a Rayleigh
scattering model atmosphere. Each scattering order is then corrected for one possi-
ble Raman scattering event. The models provide the exact single scattering solution
including inelastic Raman scattering. For Raman scattering occurring in second and
higher scattering orders, the Raman scattering source function has to be simplified
to achieve a feasible numerical implementation [Joiner et al., 1995, 2004, Sioris
and Evans, 2002b]. A different approach was presented by Vountas et al. [1998]
and Landgraf et al. [2004] (see Chapter 3). Both models divide the radiative trans-
fer equation including inelastic Raman scattering in the corresponding equation for
a Rayleigh scattering atmosphere and a perturbation term. The effect of this pertur-
bation on the solution of the Rayleigh scattering problem is described by Vountas
et al. [1998] with a Picard series, whereas Landgraf et al. [2004] use a Dyson series
known from perturbation theory. The truncation of both series takes place in first
order, which in both cases corresponds to one order of Raman scattering.
The first model approach accounting for two orders of Raman scattering was
presented by Stam et al. [2002] who use the analytical solution for an atmosphere
layer with second order scattering. Therefore, two inelastic scattering processes
are also included. The continuum height was calculated with a separate doubling-
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adding model that takes multiple elastic Rayleigh scattering into account.
In this paper, we present an extension of the adding method including inelastic
scattering which is not limited with respect to the order of inelastic scattering. In
Section 2, the theory of the doubling-adding method is extended to include inelas-
tic scattering. Then, in Section 3, we discuss the numerical implementation of the
method. In Section 4 we present filling-in results for a model of the Earth’s atmo-
sphere at 0.2 nm spectral resolution. For the first time, we quantify the contribution
of multiple inelastically scattered radiation. Then, in Section 5, we compare the
extended doubling-adding model with the model of Landgraf et al. [2004], which
takes one order of Raman scattering into account, but which compensates for the ne-
glect of multiple inelastic scattering to a certain degree. We summarize our findings
in Section 6.
2.2 The adding method including inelastic scattering
The interaction of radiation with the Earth’s atmosphere and the Earth’s surface is
described by the radiative transfer equation. In its scalar approach, the radiative
transfer equation neglects any polarization aspects of light. Therefore, the radia-
tion field is characterized by the intensity field I only. This approach simplifies the
radiative transfer problem extensively. Although it is known that the scalar approxi-
mation introduces errors [Chandrasekhar, 1960, Lacis et al., 1998,Hasekamp et al.,
2002], it is well suited to study the principal effect of multiple orders of inelastic Ra-
man scattering. Furthermore, we know that rotational Raman scattering has a minor
effect on the Stokes parametersQ, U and V , and that the errors in the Ring structures
in I introduced by the scalar approach are small [Landgraf et al., 2004]. In addi-
tion to the scalar approach we consider a plane-parallel model atmosphere, which is
a fair approximation for the simulation of space-borne measurements with a nadir
viewing geometry for moderate solar zenith angles (e.g. [Walter et al., 2004]).
The doubling-adding approach [Stokes, 1862, Peebles and Plasset, 1951, van de
Hulst, 1963, 1980, Hovenier, 1971, Hansen, 1971, de Haan et al., 1987] offers an
alternative solution technique of a radiative transfer problem compared to solving
the radiative transfer equation directly. Based on the reflection and transmission
properties of optically thin model layers, the corresponding properties of the model
atmosphere can be calculated using the adding scheme. Until now, this approach has
only included elastic scattering, but it can be extended in a straightforward manner
to also account for multiple inelastic scattering.
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The doubling-adding method aims to calculate the reflection and transmission
properties of a model atmosphere given by the reflection and transmission operators
R, R∗, T and T∗. These operators relate the incoming radiation defined at the top
and bottom of the model atmosphere to the reflected and transmitted radiation:
I+top = R I
−
top ,
I−bot = R
∗ I+bot ,
I−bot = T I
−
top ,
I+top = T
∗ I+bot .
(2.1)
Here, I+top and I−top represent the intensity at the top of the model atmosphere, where
superscripts “+” and “-” indicate upward and downward directions. Similarly, I+bot
and I−bot indicate the intensity at the lower boundary of the model atmosphere. For
a plane parallel atmosphere, the Stokes parameters are functions of wavenumber ν
and of the direction of the radiation. The direction is characterized by the cosine
of the zenith angle µ, which is defined with respect to the outward normal, and the
azimuthal angle φ, which is measured counterclockwise when looking downward.
The reflection and transmission operators can be written as integral operators of
the type
R I−top(ν, µ, ϕ) =
1
π
∫ ∞
0
dν ′
∫ 2pi
0
dϕ′
∫ 1
0
dµ′ µ′R(ν, µ, ϕ; ν ′, µ′, ϕ′) I−top(ν
′, µ′, ϕ′) ,
(2.2)
T I−top(ν, µ, ϕ) =
1
π
∫ ∞
0
dν ′
∫ 2pi
0
dϕ′
∫ 1
0
dµ′ µ′ T (ν, µ, ϕ; ν ′, µ′, ϕ′) I−top(ν
′, µ′, ϕ′) ,
(2.3)
where integral kernels R and T denote the reflection and transmission functions.
Analogous expressions hold for the operators R∗ and T∗.
For the numerical implementation, it is useful to separate the transmission prop-
erties of the direct beam from those of the scattered radiation, namely
T = T0 +Tdif . (2.4)
Here, the transmission operator for the direct beam, T0, is defined with the integral
kernel
T0(ν, µ, ϕ; ν
′, µ′, ϕ′) =
π
µ′
e−∆τ
′/µ′ δ(ν−ν ′) δ(µ−µ′) δ(ϕ−ϕ′) , (2.5)
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where ∆τ ′ ≡ ∆τ(ν ′) is the optical thickness of the model atmosphere layer at
wavenumber ν ′, and δ represents Dirac’s delta function. Analogous to Eq. (2.3),
the transmission operator for the diffuse light, Tdif , is defined with the integral ker-
nel Tdif .
Let us assume that the reflection and transmission properties are known for two
separate layers a and b. Then, with the definitions of the reflection and transmission
operator in Eqs. (2.2) and (2.3), the reflection and transmission properties of the
combined layer ab are given by the adding equations. These can be adopted in
a straightforward manner from the corresponding equations including only elastic
scattering (e.g. Lacis and Hansen [1974]), viz.
Rab = Ra +T0,aU +T
∗
dif,aU ,
R∗ab = R
∗
b +T0,bU
∗ +Tdif,bU
∗ ,
Tdif,ab = Tdif,bT0,a +T0,bD +Tdif,bD ,
T∗dif,ab = T
∗
dif,aT0,b +T0,aD
∗ +T∗dif,aD
∗ .
(2.6)
The auxiliary operators
D = Tdif,a + ST0,a + STdif,a ,
D∗ = T∗dif,b + S
∗T0,b + S
∗T∗dif,b ,
U = RbT0,a +RbD ,
U∗ = R∗aT0,b +R
∗
aD
∗ ,
(2.7)
describe the transmission and reflection properties at the layer interface between a
and b. Here, the operators
S =
∞∑
n=1
Qn ,
S∗ =
∞∑
n=1
Q∗n ,
(2.8)
describe multiple reflections of light between the layers with
Qn = Q1Qn−1 ,
Q∗n = Q
∗
1Q
∗
n−1 ,
(2.9)
and
Q1 = R
∗
aRb ,
Q∗1 = RbR
∗
a .
(2.10)
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At first glance, the operator products in Eqs.(2.6), (2.7), (2.9) and (2.10) might
look simple, but each product involves an integration over all possible angles and
wavenumbers. For example, the integral kernel for R∗aRb is calculated as
RaR
∗
b(ν, µ, ϕ; ν
′, µ′, ϕ′) =
1
π
∫ ∞
0
dν ′′
∫ 2pi
0
dϕ′′
∫ 1
0
dµ′′µ′′Ra(ν, µ, ϕ; ν
′′, µ′′, ϕ′′)R∗b(ν
′′, µ′′, ϕ′′; ν ′, µ′, ϕ′) .
(2.11)
When layers a and b are the same, the adding is called doubling. In this case, the
number of calculations can be reduced considerably due to symmetry considera-
tions [de Haan et al., 1987].
To calculate the reflection and transmission functions for a homogeneous model
layer, the doubling scheme is applied to a very thin sublayer. In general, the optical
properties of a homogeneous model layer are characterized by its optical thickness
∆τ , its single scattering albedo ω, and its phase function P . For a very thin layer,
the single scattering approximation suffices and yields
R(ν, µ, ϕ; ν ′, µ′, ϕ′) = 1
4
∆τ ′
µ′∆τ+µ∆τ ′
{
1−e−∆τ/µ−∆τ
′/µ′
}
ω(ν; ν ′)P (−µ, ϕ; ν ′, µ′, ϕ′) ,
(2.12)
Tdif(ν, µ, ϕ; ν
′, µ′, ϕ′) =


1
4
∆τ ′
µµ′
e−∆τ/µ ω(ν; ν ′)P (µ, ϕ; ν ′, µ′, ϕ′)
if µ′∆τ=µ∆τ ′ ,
1
4
∆τ ′
µ′∆τ−µ∆τ ′
{
e−∆τ
′/µ′−e−∆τ/µ
}
ω(ν; ν ′)P (µ, ϕ; ν ′, µ′, ϕ′)
otherwise .
(2.13)
Here, ∆τ ′ ≡ ∆τ(ν ′) and ∆τ ≡ ∆τ(ν). Furthermore, we assume that the phase
function P depends only on the wavenumber of the incident light. The scatter-
ing probability from wavenumber ν ′ to ν is given by the single scattering albedo
ω(ν; ν ′). Besides R and Tdif in Eqs. (2.12) and (2.13), which describe the diffuse
light, T0 in Eq. (2.5) is used to describe the transmission of the direct light.
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2.3 Numerical implementation
2.3.1 Discretization
In order to implement the adding equations (2.6–2.10), a proper discretization of the
operator product in Eq. (2.11) is required. First of all, the dependence on azimuthal
angle needs to be circumvented by representing the reflectivity and transmittance as
a Fourier series. In the scalar approximation this is done by expanding the reflection
and transmission functions as a cosine Fourier series of the order mmax,
R(ν, µ, ϕ; ν ′, µ′, ϕ′) =
mmax∑
m=0
Rm(ν, µ; ν ′, µ′) cosm[ϕ−ϕ′] , (2.14)
where Rm is the mth Fourier component [Liou, 1992]. The adding equations remain
valid for each Fourier component separately (e.g. Hansen and Travis [1974b]).
The integral over zenith angle in the operator product in Eq. (2.11) can be ap-
proximated by a Gaussian quadrature of order rmax with quadrature points µr and
weights wr with r = 1, .., rmax. In addition, the wavenumber interval ν ∈ [0,∞]
needs to be gridded. We decided to use a finite 1 cm−1 grid for this purpose, with
wavenumber bins νk and bin-widths ∆νk = 1 cm−1. This wavenumber grid seems
sufficient for the simulation of measurements with a spectral resolution of approxi-
mately 0.2 nm.
After a successful discretization, the reflection and transmission functions be-
come matrices with elements [R]mij;pq, [T ]mij;pq, [T ∗]mij;pq and [R∗]mij;pq. The first two
indices i and j describe reflection or transmission from wavenumber νj to wavenum-
ber νi; the next two indices, p and q, describe reflection or transmission from zenith
angle µq to µp in the mth Fourier mode. Evaluation of an operator product of the
type R∗aRb in Eq. (2.11) simplifies to calculating the matrix product
[RaR
∗
b ]
m
ij;pq = [1 + δ0m]
kmax∑
k=kmin
rmax∑
r=1
∆νk wr µr [Ra]
m
ik;pr [R
∗
b ]
m
kj;rq , (2.15)
where summation over all Gaussian points r = 1, .., rmax and all wavenumber bins
k = kmin, ..., kmax takes place. The factor π [1 + δ0m] in Eq. (2.15) arises from
the integration over azimuthal angle of products of cosm[ϕ− ϕ′]-type terms which
appear in the Fourier expansion of Eq. (2.14). Here, δ0m is the so-called Kronecker-
delta.
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Since the computation time to calculate a matrix product of the type in Eq. (2.15)
is proportional to the number of wavenumbers used to the third power, and since the
accessible computer memory is limited, this number should be reduced as much as
possible to make a numerical implementation feasible. We propose to evaluate a
compact wavenumber grid with only the rotational Raman lines which are signifi-
cant with respect to a certain threshold, for incoming sunlight at a given wavenum-
ber ν ′in. Significant lines are determined by convolving the single scattering albedo
ω(ν; ν ′) with itself to get the scattering probability distribution for the nth order of
scattering:
ωn(ν; ν ′in) =
∞∫
0
dν ′′ ω(ν; ν ′′)ωn−1(ν ′′; ν ′in) . (2.16)
In other words, ωn(ν; ν ′in) describes the probability that incoming light at wavenum-
ber ν ′in ends up at a wavenumber ν after n times of scattering. We compare this with
the corresponding scattering probability of the nth order of elastic Rayleigh scatter-
ing, ωnray(ν ′in), which can be interpreted as the probability that scattering in general
takes place. Then, significant lines are defined to be lines that satisfy
r(nmax, ν; ν
′
in) > ǫ , (2.17)
with
r(nmax, ν; ν
′
in) =
nmax∑
n=1
ωn(ν; ν ′in)
nmax∑
n=1
ωnray(ν
′
in)
, (2.18)
where ǫ is a given threshold and nmax is the maximum order of inelastic scattering
in the determination of the optimized wavenumber grid. The threshold ǫ and nmax
should be chosen in such a way that they have little influence on the end result. It
is important to realize that fixing nmax does not mean that scattering of inelastic
scattering of orders n > nmax does not occur; it means that higher order scattered
light can end up in the incorrect wavenumber bins, because the wavenumber bins
associated with n > nmax are not necessarily present in the optimized grid. This
small amount, which ends up wrongly, is distributed to neighboring wavenumber
bins which are present in the optimized grid. Fig. 2.1 shows the relevance of the
Raman lines versus wavenumber shift for nmax=1,2,3.
32 Chapter 2
Figure 2.1: Relevant wavenumber bins, associated with wavenumber shifts ∆ν =
ν − ν ′in, for one, two and three orders of scattering (nmax = 1, 2, 3). The dis-
played lines were calculated using Eq. (2.18) for incoming radiation at wavenumber
ν ′in = 25316 cm
−1 (λ = 395 nm) and for standard dry air at a temperature of 240 K.
The dotted horizontal line represents an example of a threshold of 10−5 above which
the Raman lines are kept.
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Keeping only the wavenumber bins that satisfy the criterion in Eq. (2.17), we
end up with a wavenumber grid which involves considerably less wavenumber bins
than the original 1 cm−1 grid. This compressed grid is kept fixed throughout the
model atmosphere. In the case of multiple layers, the wavenumber grid of the layer
with the most significant wavenumber bins is chosen and is applied to the other
layers. With the use of this optimized grid, the numerical implementation of the
matrix products of the type in Eq. (2.15) becomes feasible.
The optimization of the wavenumber grid has a dramatic impact on the cal-
culation method of the reflection and transmission matrices of the whole model
atmosphere. Because the optimization of the wavenumber grid is only valid for
one particular wavenumber ν ′in, the radiative transfer problem needs to be chopped
up in pieces. Instead of calculating one big matrix containing all the reflection
or transmission properties for all (ν, µ; ν ′, µ′)-combinations, a separate doubling-
adding calculation needs to be performed for each incoming wavenumber ν ′in.
In general, the choice of any finite wavenumber grid automatically leads to loss
of radiation at the borders of the spectral range of consideration. We propose to
put the light that is scattered outside this spectral range into the corresponding elas-
tic scattering component, such that no radiation is lost. This results in a single
scattering albedo matrix ωij = ω(νi; νj) which has both Cabannes and Raman scat-
tering contributions on its diagonal elements in cases where the wavenumber shift
of Raman scattering exceeds the borders of the spectral range. In this way, for each
incoming wavenumber νj , all probabilities ω(νi; νj) add up to the total scattering
probability ωray(νj). The direct result is that energy is not only conserved for sin-
gle scattering, but also for higher orders of scattering. The doubling-adding model
which takes both multiple scattering and energy conservation into account as de-
scribed above will be referred to as the DA (Doubling-Adding) model in this paper.
The single scattering albedo matrix can be modified in such a way that only one
order of Raman scattering is allowed, which is very useful in the comparison with
other available algorithms. This single scattering albedo matrix,
ωDA1,ij =
{
ω(νi; νj) for νj=ν
′
in ,
ωcab(νj) δij otherwise ,
(2.19)
is constructed by setting all off-diagonal elements to zero except the ones in the col-
umn corresponding to ν ′in. The diagonal solely contains the scattering probability
for elastic Cabannes scattering, ωcab (see Appendix). The version of the doubling-
adding model which is initialized with ωDA1,ij will be referred to as DA1. This
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Figure 2.2: Filling-in for a model layer with ωray = 1 and τ = 0.4 which is irradiated
by a synthetic solar spectrum with the Fraunhofer line in Eq. (2.20). The upper panel
shows the filling-in fref versus wavelength λ for a fixed optimized wavenumber grid
with nmax = 3 and ǫ = 10−6. Below is the difference with fref versus threshold ǫ
at the line center at λ = 393.48 nm (left) and at the continuum at λ = 398.18 nm
(right) for nmax = 1, 2, 3. For a threshold of ǫ = 10−2 only the Cabannes line is
selected, which results in f−fref = −17.25% at the line center (falls outside range).
All calculations were done for a fixed geometry with solar zenith angle ϑ0 = 60◦,
viewing angle ϑv = 30◦ and azimuthal angle difference ϕv−ϕ0 = 10◦. Four Gaussian
quadrature points were used to describe the internal radiation field. Furthermore, a
Gaussian instrument function with a full width at half maximum of 0.2 nm was applied
to simulate GOME-type measurements.
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model properly accounts for multiple elastic Cabannes scattering and includes one
order of inelastic Raman scattering; multiple inelastic scattering processes are ig-
nored.
2.3.2 Trade-off between accuracy and computational effort
Before modeling of a realistic Earth atmosphere can be initiated, appropriate values
for nmax and ǫ need to be determined. These parameters govern the balance between
accuracy and computational effort. Considering the immense computational times
involved, we made the following simplifications to determine the values of nmax and
ǫ for which the calculated intensity converges to the correct answer.
First of all, we assumed a single layer model atmosphere, which has wavelength
independent optical properties, so that the observed Ring effect purely comes from
variations in the solar spectrum. We chose the values of the optical properties to
resemble the ones of the Earth’s atmosphere at ν ′in = 25316 cm−1 (λ = 395 nm).
Having done so, the reflectivity of the model layer depends only on the wavenumber
shift ∆ν = ν − ν ′in. Because in this case R(ν; ν ′in) = R(∆ν), only one doubling-
adding calculation needs to be performed.
Secondly, we considered a synthetic flat solar spectrum containing one trian-
gular “Fraunhofer” line. In this case no interference by other structures in the so-
lar spectrum is present. The triangular line was chosen to represent the Ca II K
Fraunhofer line, which causes one of the strongest Ring features across the entire
spectrum. The synthetic solar irradiance we used was parametrized by
F0(ν) =
{
1− 0.82
(
1−
|ν−νF0 |
70
)
for ν−νF0 < 70 cm
−1
1 for ν−νF0 ≥ 70 cm
−1
, (2.20)
with the line center located at νF0 = 25414 cm−1 (λ = 393.48 nm).
Lastly, we used a Gaussian instrument function with a full width half maximum
of 0.2 nm to simulate GOME-type measurements.
Comparing this calculation with a calculation without inelastic scattering, the
filling-in spectrum
f(ν) ≡
I(ν)−Iray(ν)
Iray(ν)
(2.21)
is obtained. Here, Iray is the solution of the radiative transfer problem including only
elastic Rayleigh scattering processes (see Appendix). Fig. 2.2 shows the filling-in
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for various ǫ and nmax. For thresholds ǫ ≥ 10−2 only the Cabannes line is selected,
whereas thresholds ǫ ≤ 10−5 have a negligible impact on the end result. The figure
suggests that nmax has very little influence on the filling-in. Therefore we propose
to use nmax = 1 and ǫ = 10−5 for the simulation of GOME-type measurements in
the following section. Again, we emphasize that nmax does not limit the order of
scattering, but limits the number of wavenumber bins in the optimized wavenumber
grid. Multiply inelastic scattered light is not lost in this way, but a small amount of
multiply inelastic scattered radiation could end up at the wrong – albeit nearest –
wavenumber bins.
2.4 Simulation of multiple inelastic scattering in the
Earth’s atmosphere
To study the effect of multiple orders of inelastic Raman scattering in the Earth’s
atmosphere, we used a model atmosphere consisting of two homogeneous layers
which represent the troposphere and the stratosphere. The composition of the two
layers is summarized in Table 2.1 and their optical properties are given in Fig. 2.3.
In the ultraviolet and shortwave visible, the scattering properties of the layers are
mainly determined by the well-mixed gases N2, O2 and Ar, whereas ozone is the
most relevant atmospheric absorber in this part of the spectrum. Aerosols, NO2 and
other trace gases were ignored and the surface was considered to be black.
Table 2.1: US standard atmosphere [NOAA, 1976]. We ignored aerosols, water vapor
and trace gases except ozone. Given are mean temperature T , average air density, and
volume mixing ratios for N2, O2, Ar and O3. For ozone we assume a volume mixing
ratio of 1.33 × 10−6 in the upper layer (#2) and 0.35 × 10−6 in the lower layer (#1),
which corresponds to a total column of about 360 Dobson units.
layer T nair N2 O2 Ar O3
# [K] [molec.cm−3] [%] [%] [%] [ppmv]
1 240 2× 1019 78.09 20.95 0.93 0.35
2 260 6× 1017 78.09 20.95 0.93 1.33
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Figure 2.3: Optical thickness ∆τ and Rayleigh single scattering albedo ωray as a func-
tion of wavelength λ in the ultraviolet and shortwave visible for the two model layers
described in Table 2.1. The upper layer (2, solid line) represents the stratosphere and
the lower layer (1, dotted line) represents the troposphere.
Three wavelength regions were selected to study the Ring features in further de-
tail. First, the region 280–290 nm was chosen, where ozone absorption dominates
and the single scattering approximation suffices. Second, the region 320-330 nm
was evaluated, where ozone absorption and scattering have a comparable magni-
tude. Besides filling-in of solar spectral features, filling-in of the Huggins ozone
absorption structures occurs as well in this range. And last, the radiance for 390-
400 nm was selected, where scattering is less strong than in the range 320-330 nm
and where scattering is conservative. The simulated radiance spectra were con-
volved with a Gaussian instrument function with a full width at half maximum
(FWHM) of 0.2 nm to represent GOME-type measurements. The effect of mul-
tiple orders of Raman scattering in the three spectral windows can be studied by
comparing filling-in spectra simulated with the DA model and with the DA1 model,
respectively (see Section 2.3.1). The result is shown in the lower panels of Fig. 2.4.
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Figure 2.4: The upper three panels show the solar irradiance at the top of the atmo-
sphere versus wavelength for 280–290 nm (upper left), 320–330 nm (upper center) and
390–400 nm (upper right) [Chance and Spurr, 1997] plus the identification of some
prominent Fraunhofer lines. The middle three panels show the filling-in due to inelas-
tic scattering as calculated by the DA model. The three panels at the bottom show the
absolute filling-in difference between DA1 and DA. All calculations were done for a
fixed geometry with solar zenith angle ϑ0 = 60◦, viewing angle ϑv = 30◦ and az-
imuthal angle difference ϕv−ϕ0 = 10◦. Four Gaussian quadrature points were used to
describe the internal radiation field. A Gaussian instrument function with a full width
maximum of 0.2 nm was applied to simulate GOME-type measurements.
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At the shorter wavelengths, from 280 to 290 nm, the filling-in spectra fDA1 and
fDA agree very well, because both multiple elastic and multiple inelastic scattering
are of minor importance in this spectral range. In the second spectral range 320–
325 nm, where the multiple scattering contribution makes up more than half of the
total signal, we observe an offset in the difference fDA1 − fDA of about 0.5 %. This
is explained by the fact that the DA1 approach ignores photons which are multi-
ply Raman scattered. On top of this, we see that multiple inelastic scattering causes
structures of about±0.1 % which are partly related to extra filling-in of the Huggins
ozone absorption bands and partly to the extra filling-in of moderate solar Fraun-
hofer lines. For example at the location of a prominent Huggins absorption band
feature at 325.00 nm, about 0.6% of the total filling-in can be attributed to multiple
inelastic scattering. In the range 390-400 nm, two prominent Ring features appear
at the Ca II K and H line in the solar spectrum. The multiple inelastic scattering
contribution in the Ca II K and H line is about 0.7% at a spectral resolution of
0.2 nm. Again, a continuum offset of 0.2% is observed, which is smaller than in the
320–325 nm range due to less strong multiple scattering. Due to pronounced Fraun-
hofer lines, the contribution of multiple inelastic Raman scattering to the filling-in
structures, i.e. 0.5%, is stronger than the contribution to the continuum.
In conclusion, the contribution of multiple inelastic scattering has to be taken
into consideration in the spectral ranges 320-330 nm and 390-400 nm where mul-
tiple scattering is important. Although the multiple scattering contribution reaches
its maximum around 320-330 nm, the lack of prominent Fraunhofer lines in this
spectral window prevents a strong impact to be seen in a filling-in spectrum. In the
range 390-400 nm on the other hand, where the contribution of multiple scatter-
ing is smaller, the presence of the strong Ca II K and H lines nonetheless lead to a
comparable multiple inelastic scattering contribution to the total filling-in of these
Fraunhofer lines.
2.5 Compensating for the neglect of multiple inelastic
Raman scattering
Most of the models which incorporate rotational Raman scattering take one order of
inelastic scattering into account [Joiner et al., 1995, 2004, Sioris and Evans, 2002b,
Vountas et al., 1998, Landgraf et al., 2004]. Overall, these models have in common
that they, in contrast to the DA1 approach, aim to overcome the neglect of multiple
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inelastic scattering. Instead of a Cabannes scattering model, which is corrected
for one additional order of Raman scattering as in the DA1 model (approach A
in the following), a Rayleigh scattering model atmosphere is used, in which one
Rayleigh scattering event in the light path is replaced with corresponding Cabannes
and Raman scattering events (approach B). Unfortunately, the implementation of
this approach is not possible in our doubling-adding model. This is because a single
scattering albedo matrix, similar to ωDA1 in Eq. (19), which properly corrects a
Rayleigh scattering model atmosphere both for Cabannes scattering and for one
order of inelastic Raman scattering, simply does not exist. Therefore we chose the
model of Landgraf et al. [2004] and compared model simulations with our doubling-
adding model simulations to investigate the accuracy of approach B.
The radiative transfer model of Landgraf et al. [2004] can account for both ap-
proaches A and B. It solves the radiative transfer equation including inelastic Raman
scattering by the use of the first order contribution of the radiative transfer perturba-
tion theory. Here the effect of inelastic Raman scattering is treated as a perturbation
to a radiative transfer problem taking only elastic scattering processes into account.
The theory is based on the Green’s operator G, which describes the propagation of
light between two arbitrary points of the model atmosphere. It represents the gen-
eral solution of the radiative transfer problem including multiple elastic and inelastic
scattering processes. Green’s operator is expanded in a Dyson series, viz.
G =
∞∑
n=0
(−1)nGo [∆L Go]
n . (2.22)
This is a serial expansion in terms of a Green’s operatorGo of a simplified or unper-
turbed problem, which includes only elastic scattering, and a perturbation operator
∆L representing the effect of inelastic Raman scattering. The nth order contribu-
tion of Eq. (2.22) consists of a n-fold application of the operator ∆L Go. Here,
the Green’s operator Go represents the propagation of light to a perturbation point
taking the simplified description of the radiative transfer into account. Next, the per-
turbation ∆L is applied and the Green’s operator Go to its left describes the light
propagation to the next point of perturbation. In that sense, the nth order contribu-
tion represents an n-fold perturbation of the simplified problem. For more details
we refer to the paper of Landgraf et al. [2004].
Two obvious choices of the unperturbed radiative transfer problem exist. First,
one may consider a model atmosphere, where scattering is purely described by
elastic Cabannes scattering. Then, ∆L adds one Raman scattering process to the
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solution. Secondly, one may consider radiative transfer in a Rayleigh scattering at-
mosphere as the unperturbed problem. In this case the perturbation operator ∆L
replaces a Rayleigh scattering process by a Cabannes scattering process and a cor-
responding Raman scattering event. In both cases the nth order term of the Dyson
series represents the contribution of n order of Raman scattering to the Green’s op-
erator G. For numerical applications, we truncate the Dyson series in first order,
hence
G ≈ Go − Go∆LGo . (2.23)
Now the differences between the two applications of the perturbation theory become
clear, i.e. resulting from the the different choice of both G0 and ∆L. In the case
of the unperturbed problem including purely Cabannes scattering, Raman scatter-
ing processes of second order and higher are ignored, whereas in the second case
these scattering processes are effectively described by Rayleigh scattering. In that
sense both applications correspond to approaches A and B mentioned above. The
corresponding numerical applications of the perturbation theory will be referred to
as the PTA and the PTB model.
First of all, we compared PTA model simulations with DA1 simulations. Here it
is important to notice that, although both models describe multiple Cabannes scat-
tering and one order of Raman scattering, they do not solve exactly the same prob-
lem. The DA1 model takes into account that a Raman scattering event influences
the succeeding propagation of light. This is not the case for the PTA model. The
propagation before and after the perturbation is kept fixed, as can be seen in the
second term in Eq. (2.23), where Go describes the propagation of scattered light
in a pure Cabannes scattering atmosphere. However, the model simulations show
that this is only a minor effect that causes differences less than 0.005% between the
simulated radiance spectra.
Fig. 2.5 presents the comparison of both PTA and PTB model simulations with
DA simulations, which include multiple Raman scattering. Shown is the absolute
difference in the filling-in spectra f . Differences occur at wavelengths where filling-
in of solar Fraunhofer lines and/or atmospheric absorption lines takes place (see
Fig. 2.4). For example at the Ca II K and H line, approach A leads to an under-
estimation of the filling-in, whereas approach B leads to an overestimation of the
filling of these Fraunhofer lines. The latter seems surprising at first: on might ex-
pect that a model like PTB, which does not take all Raman scattering processes into
account, would show a weaker filling-in than DA. In other words, the more Raman
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Figure 2.5: Absolute difference in filling-in between the perturbation theory model
result (PTA and PTB) and the doubling-adding model result (DA). Lines are drawn for
approach A (PTA, dotted line), where a Cabannes scattering atmosphere is taken as
the base problem, and for approach B (PTB, solid line), where a Rayleigh scattering
atmosphere is taken as the base problem. The same model parameters were used as in
Fig. 2.4.
scattering is allowed, the more filling-in is expected. This is not the case and the
explanation of the overestimation can be found in the way how perturbation theory
works. Due to the fact that the perturbation theory approach does not account for
changes in light propagation succeeding the perturbation, an overestimation or an
underestimation is possible depending on the specific application. This effect has to
be considered in addition to the underestimation of the filling-in due to the neglect
of multiple Raman scattering.
To explain this in more detail, Fig. 2.6 shows the difference of the reflectivity due
to inelastic scattering for incoming sunlight at one particular wavelength, i.e. λ =
395 nm, as it is simulated with the different models. The PTA model underestimates
the reflectivity at any wavelength of the outgoing light. The propagation effect in
this model is of minor importance and the neglect of multiple inelastic scattering
processes dominates the simulation. Overall, this results in an underestimation of
the filling-in. The situation is different for PTB, which shows three different groups
of lines. The elastic line is clearly underestimated. Here, the perturbation ∆Lmeans
to replace a Rayleigh scattering event by a Cabannes scattering event. The inelastic
lines are caused by a perturbation ∆L, which adds a Raman process to the Rayleigh
scattering solution. This causes an overestimation of Raman lines because too much
light is built up in the inelastic lines due to multiple Rayleigh scattering before and
A doubling-adding method to include multiple orders of rotational Raman . . . 43
Figure 2.6: The reflectivity R(∆ν) ≡ R(ν, µv, ϕv; ν ′in, µ0, ϕ0) versus wavenumber
shift ∆ν = ν−ν ′in for incoming light at ν ′in = 25316 cm−1 (λ = 395 nm). The
upper panel shows the reflectivity calculated with DA, the middle shows the differences
between PTA and DA, and the lower panel shows the differences between PTB and
DA. The differences are given with respect to the reflectivity of a Rayleigh scattering
atmosphere. The same model atmosphere parameters were used as in Fig. 2.4. Note that
the difference in the elastic component between PTB and DA (lower panel) is -0.41%,
and falls outside the vertical plot range.
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after the perturbation. However, also multiple inelastic scattering leads to more
light arriving at the Raman lines. Due to both effects PTB overestimates the lines
close to the elastic component and underestimates the weaker outer lines. Overall,
the differences add up to zero, which has to be the case for a perturbation of this
type. This is consistent with getting the correct continuum height of the radiance.
Applying a solar spectrum to the reflectivity gives the backscattered intensity of the
model atmosphere, which demonstrates that PTB generates a too strong filling-in of
the Ca II K and H line compared to DA. For the same reason we get an exaggeration
of the filling-in amplitudes in the range 300-330 nm.
In conclusion, approach B is successful in compensating for neglecting multiple
inelastic scattering when it comes to reaching the correct continuum radiance. How-
ever, at wavelengths where filling-in occurs, the filling-in amplitudes are noticeably
exaggerated. Fig. 2.5 shows that the filling-in amplitudes in a filling-in spectrum are
overestimated with approximately 0.2% in the range 320–330 nm, and with about
0.6% at the Ca II H and K lines. These differences with respect to the continuum
seem slightly larger than when approach A is used, which produces differences of
about 0.1% in the range 320–330 nm and about -0.5% at the Ca II H and K lines.
2.6 Summary
We have extended the theory of the doubling-adding method to include inelastic
scattering. For the numerical implementation of this method it was necessary to
chop the problem up in pieces: for each incoming wavenumber a separate calcula-
tion of the reflection and transmission functions needed to be performed. To reduce
the processing time to an acceptable level, the choice of an optimized wavenumber
grid was crucial.
In this way we were able to quantify, for the first time, the impact of multiple in-
elastic Raman scattering on backscattered sunlight by the Earth’s atmosphere. With
the use of a two-layer model of the Earth’s atmosphere, we studied three spectral
ranges. In the range 280–290 nm both multiple elastic and multiple inelastic scat-
tering can be neglected, mainly due to strong ozone absorption. In the range 320–
330 nm about 0.5% of the filling-in is due to multiple inelastic Raman scattering.
The contribution of multiple inelastically scattered light is generally larger at places
where filling-in occurs, but in this particular spectral range no prominent Fraun-
hofer lines appear. In the range 390–400 nm the contribution of multiple inelastic
scattering is smaller, i.e. about 0.2%, but a more significant impact is observed at
A doubling-adding method to include multiple orders of rotational Raman . . . 45
the filling-in of the Ca II K and H line. At 0.2 nm instrumental resolution, about
0.7% of the filling-in in the center of these lines is the result of multiple inelastic
scattering.
Different approaches exist in the literature [Joiner et al., 1995, 2004, Sioris and
Evans, 2002b, Vountas et al., 1998, Landgraf et al., 2004] to include one order
of Raman scattering in the radiative transfer modeling. We adapted our doubling-
adding model with the use of a modified single scattering albedo to simulate mul-
tiple elastic Cabannes scattering, but only one order of inelastic Raman scattering.
This approach though leads in all cases to an underestimation of the radiances. To
overcome this loss of photons, other approaches assume a Rayleigh scattering atmo-
sphere in which one Rayleigh scattering event is replaced with a Cabannes scattering
event and corresponding Raman scattering. We compared our multiple scattering
doubling-adding model with one of those models, namely the model by Landgraf
et al. [2004] (see Chapter 3). We found that the impact of multiple inelastic Ra-
man scattering is visible in both approaches: in the first approach the filling-in is
underestimated at all wavelengths, whereas the second approach overestimates the
filling-in amplitudes only at wavelengths where Fraunhofer lines or absorption fea-
tures appear. It seems that reaching the correct continuum radiances with the use of
the second approach comes at a prize: the deviations of the filling-in amplitudes are
slightly larger compared to the first approach.
We realize that the absolute numbers as presented in this paper depend on the
exact shape of the Fraunhofer lines, the instrument spectral resolution, the viewing
geometry, and the atmospheric and surface conditions. Moreover, we expect that
the given numbers for the multiple inelastic scattering contribution present an up-
per threshold, because the elastic scattering probability increases when for example
aerosols or a reflecting surface are added (e.g.Stam et al. [2002]). Nevertheless,
we predict that when the spectral resolution of future instruments which measure
backscattered light by planetary atmospheres improves, the need for accurate mod-
eling of the exact amplitudes and spectral shapes of filling-in spectra will increase.
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2.A Appendix: Optical properties of Rayleigh, Cabannes
and Raman scattering
The strength of Rayleigh scattering is described by the scattering cross section [Bu-
choltz, 1995, Naus and Ubachs, 2000]
σray,air(ν
′) =
∑
i=N2,O2,Ar
χi σray,i(ν
′) , (2.24)
where ν ′ is the wavenumber of the incoming radiation, i indicates the molecule
species, χi is the volume mixing ratio (see Table 2.1), and
σray,i(ν
′) =
128π5
3
[ν ′]
4
α2i (ν
′)
[
1 +
2
9
εi(ν
′)
]
. (2.25)
Here, αi is the average polarizability and εi is the anisotropic polarizability factor.
Values for these quantities can be derived from Bates [1984] and Peck and Fisher
[1964]. The term containing 2
9
εi(ν) is attributed to the anisotropic polarizability of
molecules [Long, 1977, Young, 1982]. Noble gases such as Ar show no anisotropy,
hence εAr = 0.
Rayleigh scattering is only an effective description of scattering by molecules.
In reality, the anisotropic part is distributed to other wavenumbers than the one for
the incoming light, due to rotation and vibration of molecules. In this paper we
assume that N2 and O2 are simple linear rotors [Sioris, 2001]. For pure rotational
Raman scattering only energy transitions J→J ± 0, 2 are allowed, where J is the
rotational angular momentum quantum number.
The ∆J = 0 transitions are added to the isotropic scattering component and
make up one quarter of the anisotropic energy [Bhagavantam, 1931, Young, 1982].
The elastic scattering component contains the isotropic part plus one quarter of the
anisotropic part and is described by the Cabannes cross section
σcab,air(ν
′) =
∑
i=N2,O2,Ar
χi fcab,i(ν
′)σray,i(ν
′) , (2.26)
where the elastic fraction [Kattawar et al., 1981, Joiner et al., 1995] is given by
fcab,i(ν
′) =
18 + εi(ν
′)
18 + 4εi(ν ′)
. (2.27)
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The rest of the anisotropic part is scattered inelastically due to Raman scattering.
The total rotational Raman cross section for each molecule is given by
σramtot,i(ν
′) = [1− fcab,i(ν
′)]σray,i(ν
′) . (2.28)
The energy contained in the total rotational Raman cross section is distributed to
other wavenumbers according to
σram,i(ν; ν
′) =
4
3
fi(T, J) bi(J→J
′)
[ ν
ν ′
]4
σramtot,i(ν
′) , (2.29)
where σram,i(ν; ν ′) is the rotational Raman cross section for each line, bi(J → J ′)
are the so-called Placzek-Teller coefficients, J and J ′ are the rotational quantum
numbers of the initial state and final state respectively, and fi(T, J) is fractional
population of the initial rotational state where T is the temperature of the gas [Pen-
ney et al., 1974, Joiner et al., 1995, Sioris, 2001]. For our calculations we use a
maximum rotational number of the initial state of J = 50. The wavenumber shifts
can be calculated easily from the energy differences between the initial and final
state.
The Rayleigh, Cabannes, and Raman single scattering albedo can be determined
from the cross sections as,
ωray,air(ν
′) = σray,air(ν
′)/σext(ν
′) ,
ωcab,air(ν
′) = σcab,air(ν
′)/σext(ν
′) ,
ωram,air(ν; ν
′) = σram,air(ν; ν
′)/σext(ν
′) ,
(2.30)
where the total extinction cross section,
σext(ν
′) = σray,air(ν
′) + σabs(ν
′) (2.31)
is the sum of the scattering cross section of all scatterers plus the absorption cross
section of all absorbers.
Besides the single scattering albedo, the phase function is needed to describe a
scattering event. The phase functions of Rayleigh, Cabannes, and Raman scattering
depend only on the wavenumber of the incoming light and the scattering angle Θ,
which is related to zenith and azimuthal angles µ, µ′, ϕ and ϕ′ as
cosΘ = µµ′ +
√
1− µ2
√
1− µ′2 cos[ϕ− ϕ′] . (2.32)
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The effective Rayleigh and Cabannes phase functions for air are given by
Pray,air(ν
′,Θ) =
∑
i=N2,O2,Ar
χi
[
σray,i(ν
′)
σray,air(ν ′)
]
Pray,i(ν
′,Θ) , (2.33)
Pcab,air(ν
′,Θ) =
∑
i=N2,O2,Ar
χi
[
σcab,i(ν
′)
σcab,air(ν ′)
]
Pcab,i(ν
′,Θ) , (2.34)
with
Pray,i(ν
′,Θ) =
[
135 + 39εi(ν
′)
180 + 40εi(ν ′)
]
+
[
135 + 3εi(ν
′)
180 + 40εi(ν ′)
]
cos2Θ , (2.35)
Pcab,i(ν
′,Θ) =
[
540 + 39εi(ν
′)
720 + 40εi(ν ′)
]
+
[
540 + 3εi(ν
′)
720 + 40εi(ν ′)
]
cos2Θ , (2.36)
and the phase function for Raman scattering is given by
Pram,air(Θ) =
39
40
+
3
40
cos2Θ , (2.37)
which clearly is independent of wavenumber and molecular species (e.g. Stam et al.
[2002] and references therein).
3A vector radiative transfer model using
the perturbation theory approach
This chapter has been published as “Rotational Raman scattering of polarized light in
the Earth’s atmosphere: A vector radiative transfer model using the radiative transfer
perturbation theory approach” in J. Quant. Spectrosc. Radiat. Transfer 87, 399–433
(2004) and was authored by J. Landgraf and co-authored by O. P. Hasekamp, R. van
Deelen and E. A. A. Aben.
Abstract
A plane-parallel vector radiative transfer model is presented to simulate the effect of ro-
tational Raman scattering on radiance and polarization properties of sunlight reflected
by the Earth atmosphere in the ultraviolet and visible part of the solar spectrum. The
model employs the radiative transfer perturbation theory, which treats inelastic rota-
tional Raman scattering as a perturbation to elastic Rayleigh scattering. The approach
provides a perturbation series expansion for a simulated radiation quantity, where each
term describes the effect of one additional order of Raman scattering. The model is
worked out in detail to first order. Here, the adjoint formulation of radiative transfer
reduces significantly the numerical effort of computational applications. Numerical
simulations are presented for the ultraviolet part of the solar spectrum and the effect
of Raman scattering on the Stokes parameters I , Q and U of the reflected sunlight is
studied. Furthermore, the accuracy of both the single scattering approximation and the
scalar radiative transfer approach is considered for the simulation of Ring structures.
The use of these approximation techniques is investigated for the simulation of Ring
structures in polarization sensitive GOME measurements.
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3.1 Introduction
Satellite measurements of backscattered sunlight in the ultraviolet and visible part
of the solar spectrum contain essential information about the composition of the
atmosphere. In the years 1978-2002 a series of Solar Backscattered Ultraviolet
(SBUV) instruments were launched on NASA’s NOAA satellites, which measure
the backscattered ultraviolet radiances at 12 wavelengths between 250–340 nm
with a spectral resolution of approximately 1.1 nm. The Global Ozone Monitor-
ing Experiment (GOME), launched in 1995 on board of the ESA’s ERS-2 satellite,
represents the first space borne spectrometer of a series of European instruments
for remote sensing of atmospheric trace gas distributions. It performs measure-
ments in the spectral range 240–790 nm in a nadir viewing geometry with a spec-
tral resolution of approximately 0.2 nm. In 2002 the Scanning Imaging Absorp-
tion Spectrometer for Atmospheric Cartography (SCIAMACHY) was launched on
ESA’s ENVISAT satellite, which has an extended spectral range of 240–2880 nm.
SCIAMACHY measures in limb and occultation geometry as well as in nadir and
its spectral resolution in the ultraviolet and visible is comparable to GOME. In 2005
the first of three GOME-2 instruments will be launched on the METOP-1 platform
of ESA and EUMETSAT with the same spectral coverage and spectral resolution as
its precursor GOME. In 2004 NASA will launch the Ozone Monitoring Instrument
(OMI), also a GOME-type spectrometer on the EOS-AURA satellite. OMI covers
a spectral range of 270–500 nm with a spectral resolution of approximately 0.5 nm,
which is slightly worse than that of GOME.
The retrieval of atmospheric constituents from these types of measurements
needs a forward model, which simulates the radiation reflected by the Earth at-
mosphere in the viewing direction of the instrument. It requires a proper simula-
tion of radiative transfer in the atmosphere including the interaction of light with
different atmospheric constituents and with the ground surface. A common ap-
proach in radiative transfer theory is to assume a model atmosphere, where scat-
tering by air molecules is described by elastic Rayleigh scattering. However, due
to the anisotropic polarizability of air molecules the formulation of Rayleigh scat-
tering provides only an effective description. Rayleigh scattering actually consists
of three spectral components: (a) an elastic scattering component, which is called
the Gross line, (b) the Mandel’shtam-Brillouin lines, describing inelastic transla-
tional Raman scattering, and (c) inelastic rotational and rotational-vibrational Ra-
man scattering [Young, 1982]. For the simulation of both SBUV and GOME-type
measurements the Gross and Brillouin lines may be combined into one elastic scat-
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tering component, the so-called Cabannes line [Joiner et al., 1995]. Furthermore,
rotational Raman scattering is the most prominent inelastic scattering process in the
atmosphere [Brinkmann, 1968]. If we describe atmospheric Rayleigh scattering in
the ultraviolet in terms of Cabannes and rotational Raman scattering, about 96%
of all scattering events can be described by Cabannes scattering and only 4% by
Raman scattering. In the ultraviolet the change in wavelength of Raman scattered
light can be significant, e.g. up to 2 nm at 320 nm. This causes spectral signatures
on the backscattered sunlight, measured by space borne spectrometers. For exam-
ple for pronounced Fraunhofer lines in the solar spectrum but also for narrow band
absorption lines of atmospheric constituents light effectively is scattered from the
line wings to the line center. This filling-in of spectral lines is present clearly in the
reflectance spectra measured by the SBUV- and GOME-type instruments [Joiner
et al., 1995, Chance and Spurr, 1997, Vountas et al., 1998].
Furthermore, GOME, GOME-2, and SCIAMACHY are polarization sensitive
instruments, which means that the detected radiance signal depends on the polariza-
tion properties of the observed light. For these instruments the official data proces-
sor corrects for the polarization sensitivity of the measurements. Here, the state of
polarization of the backscattered light has to be known at the spectral resolution of
the radiance measurement. For this purpose broadband polarization measurements
are taken, from which spectra at the required resolution are reconstructed. How-
ever, the state of polarization can vary significantly with wavelength [Aben et al.,
1999, Stam et al., 2001, Schutgens and Stammes, 2002]. Here, not only atmospheric
absorption (e.g. by ozone and molecular oxygen) but also atmospheric Raman scat-
tering is of relevance. So any attempt to reconstruct the polarization information
at the required spectral resolution of the instrument using broadband polarization
measurements introduces errors in the polarization corrected spectrum and thus can
bias significantly the interpretation of the measurements. To overcome this prob-
lem, Hasekamp et al. [2002] suggested to simulate directly the polarization sensi-
tive measurement taken by the instrument. This requires a vector radiative transfer
model, which simulates the Stokes vectors of the reflected sunlight in the viewing
direction of the instrument. For radiative transfer simulations at fine spectral reso-
lution this model has to account for inelastic Raman scattering in the atmosphere.
The simulation of radiative transfer including inelastic rotational Raman scatter-
ing becomes complicated due to the coupling of radiation at different wavelengths.
A first numerical approach was proposed by Kattawar et al. [1981]. Their compu-
tational technique is based on a separation of single and multiple scattering using a
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scalar Monte Carlo model for a Rayleigh scattering atmosphere (by which we mean
a model atmosphere where atmospheric scattering is described by Rayleigh scat-
tering only). For both the single and multiple scattering component a correction is
proposed for polarization effects and inelastic Raman scattering contributions. A
more rigorous approach is presented by Joiner et al. [1995]. They utilize a succes-
sive order of scattering model of scalar radiative transfer for a Rayleigh scattering
atmosphere. Here, each scattering contribution is corrected for one order of Raman
scattering, where the spectral dependence of Raman scattering is taken fully into
account. The approach contains an exact solution for singly scattered light. To ease
the correction for multiple scattering it is assumed that the incoming radiation field
of a Raman scattering process is isotropic. The work of Vountas et al. [1998] repre-
sents an alternative approach to treat inelastic Raman scattering in scalar radiative
transfer. The radiative transfer equation, which describes Cabannes and Raman at-
mospheric scattering, is divided into two parts, the radiative transfer equation for a
Rayleigh scattering atmosphere and a perturbation term, which describes the addi-
tional inelastic scattering contribution. The effect of Raman scattering on the radi-
ation field is described by a Picard iteration series that uses the radiance field for a
Rayleigh scattering atmosphere as a first guess. This technique represents a sound
treatment of the problem in its scalar approximation, because it iterates toward the
correct solution. Vountas et al. [1998] presents numerical results for a first iteration
of this approach.
For the first time Humphreys et al. [1984] presented a vector radiative transfer
model, which simulates the effect of inelastic Raman scattering on the full Stokes
vector. Here the frequency variation of individual rotational Raman lines is de-
scribed in a simplified form. This effect is described fully in the model of Aben
et al. [2001] and Stam et al. [2002]. They demonstrated that differential fine struc-
tures in polarization measurements could be simulated already by a second order of
scattering model. However, for a proper simulation of the continuum of the radia-
tion signal higher orders of scattering must be included. Recently, Sioris and Evans
[2002a] have improved on the earlier effort of Joiner et al. [1995] with a succes-
sive order of scattering model including polarization. The underlying assumption
of their approach is that for scattering events of second order and higher only the
scattering phase matrix determines the angular distribution of the outgoing radiation
field. So the angle distribution of the incoming radiation is neglected. This is not
entirely valid for scattering contributions of lower order.
In this work, we present a vector radiative transfer model, where inelastic Ra-
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man scattering is taken into account using the radiative transfer perturbation theory
approach. Similar to the work of Vountas et al. [1998], the vector radiative trans-
fer equation is separated in an unperturbed radiative transfer problem describing
radiative transfer in a Rayleigh scattering atmosphere, and a perturbation term for
additional Raman scattering (Section 3.2). In Section 3.3, the effect of this pertur-
bation on the measurement simulation is described by a classical perturbation series
using the Green’s function formalism. In this approach the n-th order perturbation
term can be interpreted as a correction to the simulated measurement for n orders of
Raman scattering. To first order the numerical implementation of the perturbation
can be eased significantly by the adjoint formulation of radiative transfer, which
is also discussed in Section 3.3. Section 3.4 shows numerical simulations for the
Stokes parameters I , Q and U of the reflected sunlight. Here the effect of one order
of Raman scattering on the polarization components is considered in detail. Fur-
thermore, the accuracy of both the single scattering approximation and the scalar
approach of radiative transfer is studied for the simulation of Ring structures in
the reflectance spectra. Finally, in Section 3.5 we investigate the suitability of the
single scattering and scalar radiative transfer approximation for the simulation of
Ring structures in polarization sensitive measurements of GOME within the error
margins of the instrument. Here, we focus on both the spectral range 290–313 nm,
which contains information on the vertical ozone distribution in the probed atmo-
sphere, and the filling-in of the Ca II Fraunhofer lines, which can be used to retrieve
cloud properties.
3.2 The radiative transfer problem
3.2.1 The radiative transfer equation including both elastic Ca-
bannes scattering and inelastic Raman scattering
The radiance and state of polarization of light can be described by an intensity
vector I, which has the Stokes parameters I , Q, U , and V as its components (see
e.g. Chandrasekhar [1960], Hovenier and van der Mee [1983])
I = [I,Q, U, V ]T . (3.1)
Here, the superscript T indicates the transposed vector. The intensity vector is de-
fined with respect to a certain reference plane, which in this paper is given by the
local meridian plane. In general, the intensity vector is a function of altitude z, of
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wavelength λ and of directionΩ = (µ, ϕ), where ϕ is the azimuthal angle measured
clockwise when looking downward and µ is the cosine of the zenith angle (µ < 0
for downward directions and µ > 0 for upward directions). The domain of these
variables define the so-called phase space of the radiative transfer problem.
In the following, we consider a plane-parallel, macroscopically isotropic atmo-
sphere bounded from below by a Lambertian reflecting surface. For such an atmo-
sphere the equation of transfer for polarized light is given in its forward formulation
by
Lˆ I = S , (3.2)
with the transport operator [Bell and Glasstone, 1970, Marchuk, 1964, Box et al.,
1989, Hasekamp and Landgraf , 2001]
Lˆ =
∫ ∞
0
dλ˜
∫
4pi
dΩ˜
[
δ(λ−λ˜)
{[
µ
∂
∂z
+ βext(z, λ)
]
δ(Ω−Ω˜)E
−
A(λ˜)
π
δ(z)Θ(µ) |µ|Θ(−µ˜) |µ˜|
}
− J(z, Ω˜, λ˜|z,Ω, λ)
]
◦ . (3.3)
Here dΩ˜ = dµ˜ dϕ˜, E is the 4 × 4 unity matrix, Θ represents the Heaviside step
function, and δ is the Dirac-delta with δ(Ω−Ω˜) = δ(µ− µ˜) δ(ϕ− ϕ˜). βext is the
extinction coefficient and the symbol ’◦’ indicates that Lˆ is an integral operator
acting on a function to its right. The first term of the radiative transfer equation
describes the extinction of light for a wavelength λ in a direction Ω and the second
term represents the isotropic reflection on a Lambertian surface, where the matrix
A(λ˜) is given by
A(λ˜) = diag
[
A(λ˜), 0, 0, 0
]
(3.4)
with Lambertian albedo A(λ˜). Finally, J(z, Ω˜, λ˜|z,Ω, λ) defines the source func-
tion at height z for scattered light from direction Ω˜ toΩwith a change in wavelength
from λ˜ to λ. To simplify matters we assume a model atmosphere consisting of N2,
O2 and Ar molecules only. For Cabannes and rotational Raman scattering by an
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ensemble of randomly oriented molecules J is described by
J(z, Ω˜, λ˜|z,Ω, λ) =
∑
N=
N2,O2,Ar
χN
{
δ(λ−λ˜)
βcabscat,N(z, λ˜)
4π
ZcabN (λ˜, Ω˜,Ω)
+
βramscat,N(z, λ˜, λ)
4π
Zram(Ω˜,Ω)
}
. (3.5)
Here βcabscat,N and βramscat,N represent the scattering coefficients of N2, O2, and Ar for
Cabannes and rotational Raman scattering, respectively, with corresponding scat-
tering phase matrices ZcabN and Zram. Here, χN is the volume mixing ratio which for
standard dry air is 0.7809, 0.2095, 0.0093 for N2, O2, Ar, respectively. Notice that
Ar as an inert gas has an isotropic polarizability and thus rotational Raman scatter-
ing on Ar does not exist, βramscat,Ar = 0. The elastic feature of Cabannes scattering
is represented by the Dirac-delta δ(λ−λ˜), whereas the change in wavelength from
λ˜ to λ due to inelastic Raman scattering is described by the scattering coefficient
βramscat,N(z, λ˜, λ).
The scattering source function can be written in a more compact form, viz.
J(z, Ω˜, λ˜|z,Ω, λ) = δ(λ−λ˜)
βcabscat(z, λ˜)
4π
Zcab(λ˜, Ω˜,Ω) (3.6)
+
βramscat(z, λ˜, λ)
4π
Zram(Ω˜,Ω) , (3.7)
if we use the effective scattering phase matrix
Zcab(λ˜, Ω˜,Ω) =
∑
N=
N2,O2,Ar
χN
βcabscat,N(z, λ˜)
βcabscat(z, λ˜)
ZcabN (λ˜, Ω˜,Ω) (3.8)
with the total scattering coefficients
βcabscat(z, λ˜) =
∑
N=
N2,O2,Ar
χN β
cab
scat,N(z, λ˜) (3.9)
and an analogous expression for the Raman scattering contribution. The explicit
form of the scattering phase matrices as well as the scattering coefficients are given
in Appendix 3.A. The right-hand side of Eq. (3.2) provides the source of light and
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can either be a volume source inside the atmosphere or a surface source chosen
to reproduce the incident flux conditions at the boundaries of the atmosphere, or
some combination of the two. In the ultraviolet and visible part of the spectrum the
radiation source S is determined by the unpolarized sunlight that illuminates the top
of the Earth atmosphere:
S(z,Ω, λ) = µ0 δ(z−ztop) δ(Ω−Ω0)F0(λ) . (3.10)
Here, ztop is the height of the model atmosphere, Ω0 = (−µ0, ϕ0) describes the
geometry of the incoming solar beam (we define µ0 > 0), and F0 is given by
F0(λ) = [F0(λ), 0, 0, 0]
T , (3.11)
where F0 is the solar flux per unit area perpendicular to the direction of the solar
beam.
Because the reflection of light at the ground surface is already included in the
radiative transfer equation (3.2) and the incoming solar beam is represented by the
radiation source S in Eq. (3.10), the intensity vector I is subject to homogeneous
boundary conditions:
I(ztop,Ω, λ) = [0, 0, 0, 0]
T for µ < 0
I(0,Ω, λ) = [0, 0, 0, 0]T for µ > 0 . (3.12)
In combination with these boundary conditions, the radiation source S can be in-
terpreted as located a vanishingly small distance below the upper boundary. Simi-
larly, the surface reflection takes place a vanishingly small distance above the lower
boundary (see e.g. Morse and Feshbach [1953]).
The solution of Eq. (3.2) gives the internal intensity vector field inside the model
atmosphere. In the context of measurement simulations, one is generally interested
in a certain radiative effect E of this field. This scalar quantity can be derived from
the vector intensity field with an appropriate response vector functionR through the
inner product [Marchuk, 1964, Bell and Glasstone, 1970, Box et al., 1988]
E = 〈R, I〉 . (3.13)
Here, the inner product is defined by the phase space integration
〈I1, I2〉 =
∫ ∞
0
dλ
∫ ztop
0
dz
∫
4pi
dΩ I1
T (z,Ω, λ) I2(z,Ω, λ) (3.14)
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for two arbitrary vector functions I1 and I2.
For retrieval purposes of atmospheric constituents from space borne measure-
ments one is typically interested in a radiative effect E given by one of the four
Stokes parameters (or a linear combination of those) at a wavelength λv, at the top
of the model atmosphere pointed toward the viewing direction of an instrument. In
this particular case the response function for the i-th Stokes parameter is given by
Ri(z,Ω, λ) = δ(z−ztop) δ(Ω−Ωv) δ(λ−λv) ei , (3.15)
where ei is the unity vector in the direction of the i-th component of the intensity
vector, and Ωv=(µv, ϕv) denotes the viewing direction of the instrument.
3.2.2 Decomposition of the radiative transfer problem
The spectral coupling of the intensity vector field due to inelastic Raman scatter-
ing renders any solution approach of the integro-differential equation (3.2) difficult.
However, in the case of rotational Raman scattering the coupling is weak. One so-
lution technique is to solve first the radiative transfer equation, which takes only
elastic scattering processes into account and to treat the wavelength coupling due to
inelastic Raman scattering as a perturbation effect. In other words, we decompose
the transport operator Lˆ in two parts,
Lˆ = Lˆo +∆Lˆ . (3.16)
Here Lˆo describes a monochromatic radiative transfer problem
Lˆo Io = S , (3.17)
which can be solved with standard techniques (see e.g. Lenoble [1993]), and ∆Lˆ
represents a corresponding perturbation in transport given by inelastic scattering.
For example, we can choose a radiative transfer operator Lˆo, which describes
monochromatic radiative transfer including pure Rayleigh scattering. So Lˆo is de-
fined by Eq. (3.3) but with a scattering source
Jo(z, Ω˜, λ˜|z,Ω, λ) = δ(λ−λ˜)
βrayscat(z, λ˜)
4π
Zray(λ˜, Ω˜,Ω) . (3.18)
Here, βrayscat is the total Rayleigh scattering coefficient for an ensemble of N2, O2,
and Ar molecules, which is defined analogous to Eq. (3.9), and Zray represents the
corresponding effective scattering phase matrix.
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This in turn results in the perturbation operator
∆Lˆ =
∫ ∞
0
dλ˜
∫
4pi
dΩ˜ ∆J(z, Ω˜, λ˜|z,Ω, λ) ◦ (3.19)
with the integral kernel
∆J(z, Ω˜, λ˜|z,Ω, λ) = δ(λ−λ˜)
{
βcabscat(z, λ˜)
4π
Zcab(λ˜, Ω˜,Ω)
−
βrayscat(z, λ˜)
4π
Zray(λ˜, Ω˜,Ω)
}
+
βramscat(z, λ˜, λ)
4π
Zram(Ω˜,Ω) . (3.20)
Thus the perturbation in Eq. (3.19) represents a replacement of Rayleigh scattering
processes by partly Cabannes and partly inelastic Raman scattering processes. The
effect of this perturbation on the radiative transfer can be described by a perturbation
series approach, which is the subject of the next section.
3.3 Perturbation Theory
3.3.1 The perturbation series approach
A general formalism to calculate the effect of a perturbation ∆Lˆ on the solution of
a radiative transfer problem is given by the perturbation theory using the Green’s
function technique [Box and Sendra, 1995]. Green’s functions provide a concept
of broad and universal applicability to solve inhomogeneous differential equations.
Several applications of the formalism have been discussed in radiative transfer the-
ory (see e.g. Twomey [1985], Domke and Yanovitskij [1986], Benedetti et al. [2002],
Landgraf et al. [2002], Landgraf and Hasekamp [2002]). Here we apply the Green’s
function method to show the theoretical concept of the radiative transfer perturba-
tion theory.
The formal solution of the radiative transfer equation (3.2) means to find the
inverse of the transport operator Lˆ, i.e., an operator Gˆ with
Lˆ Gˆ = Gˆ Lˆ = 1 , (3.21)
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where 1 is the identity operator. So for any source S the solution is given by
I = Gˆ S . (3.22)
In other words, Gˆ represents the propagation of light emitted at a source point in
the phase space to a target point, where the intensity vector I is defined. Here, S
describes the source strength at the source point. With the knowledge of Gˆ the
radiative transfer problem is completely solved and any radiation effect may be
calculated by
E = 〈R, Gˆ S〉 (3.23)
for any radiation source S and any response function R.
The operator Gˆ can be given in the form of an integral, viz.
Gˆ =
∫
4pi
dΩ′
∫ ztop
0
dz′
∫ ∞
0
dλ′ G(z,Ω, λ|z′,Ω′, λ′) ◦ (3.24)
where the kernelG is a function with a 4×4 matrix structure. Because of Eq. (3.21)
the kernel G has to obey the relation
LˆG(z,Ω, λ|z′,Ω′, λ′) = δ(z−z′) δ(Ω−Ω′) δ(λ−λ′)1 . (3.25)
This equation can be written also as
Lˆ gi(z,Ω, λ|z
′,Ω′, λ′) = δ(z−z′) δ(Ω−Ω′) δ(λ−λ′) ei , (3.26)
where gi is the i-th column vector of G. Here, gi represents the intensity vector
field at the target point (z,Ω, λ) for a given unity light source in the i-th Stokes
parameter at the source point (z′,Ω′, λ′). The matrix G is commonly called the
Green’s function of the corresponding differential equation and accordingly we call
the inverse operator Gˆ= Lˆ−1 the Green’s operator.
If the calculation of the Green’s function intends to solve the actual problem for a
particular source S, this formulation does not provide any simplification. However,
the concept is needed for the perturbation theory approach. Suppose that a simpli-
fied problem, which in our case is the monochromatic radiative transfer problem in
Eq. (3.17), is already solved with a corresponding Green’s operator Gˆo. Then the
operator Gˆ and Lˆ, which belong to the radiative transfer problem including inelastic
Raman scattering, satisfy the relation
Gˆ = Gˆo − Gˆ∆Lˆ Gˆo. (3.27)
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This may be shown in a straightforward manner by substituting ∆Lˆ = Lˆ− Lˆo and
using relation (3.21) for the radiative transfer problems defined by the operators Lˆ
and Lˆo, respectively. Equation (3.27) can be solved formally with respect to the
Green’s operator Gˆ, viz.
Gˆ = Gˆo − Gˆo∆Lˆ Gˆo + Gˆo∆Lˆ Gˆo∆Lˆ Gˆo − · · ·
=
∞∑
k=0
(−1)k Gˆo [∆Lˆ Gˆo]
k, (3.28)
where we used the definition of the inverse operator [1 + ∆Lˆ Gˆo]−1 through the
geometric serial expression
[1+∆Lˆ Gˆo]
−1 = 1 − ∆Lˆ Gˆo + [∆Lˆ Gˆo]
2 − [∆Lˆ Gˆo]
3 + · · · . (3.29)
Equation (3.28) may be interpreted in a physical manner. The propagation of
light between two points of the phase space including inelastic Raman scattering
is given by a series expression, where each term of the series consists of a k-fold
application of the operator
∆Lˆ Gˆo =
∫ ztop
0
dz′
∫ ∞
0
dλ′
∫
4pi
dΩ′′
∫
4pi
dΩ′
{
∆J(z,Ω, λ|z,Ω′′, λ′)Go(z,Ω
′′, λ′|z′,Ω′, λ′)
}
◦ (3.30)
times the monochromatic Green’s operator Gˆo on the left. The Green’s functionGo
in Eq. (3.30) describes the propagation of light from a phase point (z′,Ω′, λ′) to a
point (z,Ω′′, λ′). At this point in the phase space the radiation field is perturbed and
a Rayleigh scattering process is replaced by a corresponding Cabannes and Raman
scattering event. Both processes cause a change in the propagation direction of
light, Ω′ → Ω′′, and Raman scattering provides a wavelength shift λ′ → λ as well.
Finally, the most left Green’s operator Go in Eq. (3.28) denotes the propagation of
the radiation field to the target point of consideration without change in wavelength.
Thus the k-th term of the perturbation series represents the propagation of light
including k Raman scattering processes. The perturbation series is illustrated in
Fig. 3.1 for the first three orders.
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Figure 3.1: Illustration of the perturbation series in Eq. (3.28). The Green’s operator
Gˆ may be approximated by the unperturbed Green’s operator Gˆo plus higher order
corrections. Here, each correction term consists of a chain of elements built up from the
unperturbed Green’s operator Gˆo, which describes the propagation of light to the point
of perturbation, and the perturbation of transport itself, represented by the operator ∆Lˆ.
Substitution of Eq. (3.28) in Eq. (3.23) gives a corresponding series expansion
of the radiation effect, viz.
E = Eo +
∞∑
k=1
(−1)k〈R, Gˆo [∆Lˆ Gˆo]
k S〉 . (3.31)
Here, the Green’s operator Gˆo has to be known in order to calculate any correction
to the unperturbed effectEo. Gˆo is determined by the solution of Eq. (3.26) and even
for a discretized problem in height and propagation directions of light, its numerical
calculation is very time consuming, because of the many different sources for which
the radiative transfer problem has to be solved. This restricts the application of the
perturbation series for numerical use. However, the so-called adjoint formulation of
radiative transfer facilitates the calculation to first order in the perturbation series.
3.3.2 The adjoint transport problem
The transport operator adjoint to Lˆ, which is called Lˆ†, is defined by requiring [Bell
and Glasstone, 1970, Marchuk, 1964, Box et al., 1988]
〈I2, Lˆ I1〉 = 〈Lˆ
† I2, I1〉 (3.32)
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for arbitrary vector functions I1 and I2. Here, the adjoint vector field I† is the
solution of the adjoint transport equation
Lˆ† I† = S† (3.33)
with any suitable adjoint source S†. For homogeneous boundary conditions of the
adjoint problem
I†(ztop,Ω, λ) = [0, 0, 0, 0]
T for µ > 0
I†(0,Ω, λ) = [0, 0, 0, 0]T for µ < 0 (3.34)
the operator Lˆ† is given by [Carter et al., 1978, Hasekamp and Landgraf , 2002]
Lˆ† =
∫ ∞
0
dλ˜
∫
4pi
dΩ˜
[
δ(λ−λ˜)
{[
− µ
∂
∂z
+ βext(z, λ˜)
]
δ(Ω−Ω˜)E
−
A(λ˜)
π
δ(z)Θ(µ) |µ|Θ(−µ˜) |µ˜|
}
− J†(z, Ω˜, λ˜|z,Ω, λ)
]
◦ , (3.35)
with
J†(z, Ω˜, λ˜|z,Ω, λ) = δ(λ−λ˜)
βcabscat(z, λ˜)
4π
Zcab,T (λ˜,Ω, Ω˜)
+
βramscat(z, λ˜, λ)
4π
Zram,T (λ˜,Ω, Ω˜) . (3.36)
Compared to the forward operator Lˆ the adjoint operator Lˆ† differs in the sign of
the streaming term. Furthermore, the scattering phase matrices Zcab(λ˜, Ω˜,Ω) and
Zram(Ω˜,Ω) are replaced by their transposed matrices Zcab,T (λ˜,Ω, Ω˜) and
Zram,T (Ω, Ω˜), respectively. Analogous expressions hold for the monochromatic
radiative transfer equation (3.17).
The adjoint formalism can be applied also to the Green’s function method. Sim-
ilar to Eq. (3.26) the Green’s function G† is defined by
Lˆ† g
†
i (z,Ω, λ|z
′,Ω′, λ′) = δ(z−z′) δ(Ω−Ω′) δ(λ−λ′) ei (3.37)
where g†i represents the i-th column vector of G†. Next we define the operator Gˆ†
analogous to Eq. (3.24). So the adjoint intensity field, which belongs to an adjoint
source S†, may be calculated by
I† = Gˆ† S† . (3.38)
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The forward and adjoint formulations of radiative transfer do not describe two
independent radiative transfer problems. The corresponding intensity fields I and I†
are linked by the relation
〈S†, I〉 = 〈I†, S〉 , (3.39)
which can be derived using Eqs. (3.2), (3.32) and (3.33). For the simulation of
a radiation effect E we choose the corresponding response function R as the ad-
joint source S†. In this particular case, the left hand side of Eq. (3.39) represents
the definition of the radiation effect E in Eq. (3.13) and the right hand side pro-
vides a second recipe to calculate E using the adjoint field. Here, one weighs the
source S by the adjoint intensity field I† and integrates the product over the phase
space of the problem. In other words, the adjoint field I†(z,Ω, λ) can be interpreted
as the importance of the source S(z,Ω, λ) with respect to the radiation effect E
[Lewins, 1965, Gerstl, 1980]. In particular, due to the specific response functionRi
in Eq. (3.15) the solution of the adjoint problem
Lˆ†o I
†
i,o = Ri (3.40)
has the form
I
†
i,o(z,Ω, λ) = I
†
i,o(z,Ω, λv) δ(λ−λv) . (3.41)
The use of the response function as an adjoint source allows one to rewrite the
perturbation series in Eq. (3.31) to first order as
Ei = Ei,o + 〈I
†
i,o, ∆Lˆ Io〉+O(∆
2) , (3.42)
where I†o and Io are the adjoint and forward solutions of the unperturbed radia-
tive transfer problem1. Here, O(∆2) indicates higher orders of perturbation. Thus,
the first order perturbation effect is solely determined by the adjoint and forward
intensity field. This represents a significant simplification for any computational
effort, because the numerically expensive calculation of the full Green’s function is
avoided.
1To derive Eq. (3.42) one makes use of the fact that the operator Gˆ† is the adjoint operator of
Gˆ. To show this, we write Eq. (3.39) in the form 〈S†, GˆS〉 = 〈Gˆ†S†, S〉 using Eqs. (3.22) and
(3.38). This is true for any sources S† and S and thus Gˆ† is the adjoint operator of Gˆ, according to
the definition in Eq. (3.32).
64 Chapter 3
For the numerical calculation of I†i,o another advantage of the adjoint formulation
is that both the forward and the adjoint formulation can be solved with one radiative
transfer code. The definition of the vector field
Ψi(z,Ω, λ) = I
†
i,o(z,−Ω, λ) (3.43)
allows one to transform the adjoint equation (3.33) into a corresponding pseudo
forward equation [Bell and Glasstone, 1970, Box et al., 1988, Hasekamp and Land-
graf , 2002], viz.
Lˆpso Ψi = S
ps
i (3.44)
with the source
S
ps
i (z,Ω, λ) = Ri(z,−Ω, λ) . (3.45)
Here Lˆpso is the same as Lˆo, except that the phase matrixZray(λ˜,Ω, Ω˜) is replaced by
the matrixQZray(λ˜, Ω˜,Ω)Q withQ = diag[1, 1, 1,−1]. Thus, only one algorithm
is needed to determine the forward as well as the adjoint intensity field.
3.3.3 The perturbation integrals of first order
Given the forward and adjoint intensity field Io and I†o as well as the perturbation
operator ∆Lˆ in Eq. (3.19), the perturbation integrals of first order can be evaluated
further, viz.
∆Ei = 〈I
†
i,o, ∆Lˆ Io〉
=
∫ ∞
0
dλ
{
Krami (λ, λv) +K
cab
i (λ, λv)−K
ray
i (λ, λv)
}
. (3.46)
The integral kernels Krami , Kcabi , and K
ray
i are of the same type and are given by
Ki(λ, λv) =
∫ ztop
0
dz
βscat(λ, λv)
4π
∫
4pi
dΩ
∫
4pi
dΩ˜
{
(3.47)
ΨTi (z,−Ω, λv)Z(λ, Ω˜,Ω) Io(z, Ω˜, λ)
}
. (3.48)
Here the adjoint intensity field is already replaced by its pseudo-forward correspon-
dent Ψi, given in Eq. (3.43). Depending on the specific kernel, Z represents the
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phase matrix for Raman, Cabannes and Rayleigh scattering, respectively. Further-
more, the scattering coefficient βscat is given by
βs(λ, λv) =


βramscat(λ, λv) for Krami (λ, λv)
δ(λ−λv) β
ray
scat(λv) for K
ray
i (λ, λv)
δ(λ−λv) β
cab
scat(λv) for Kcabi (λ, λv) .
(3.49)
Subsequently, the kernelsKi in Eq. (3.47) are expanded in a cosine and sines Fourier
series using the Fourier expansions of the scattering phase matrix and of the for-
ward and pseudo-forward intensity field (see [Hovenier and van der Mee, 1983,
de Haan et al., 1987] and Appendix 3.B). For the radiation effects Ei with i=1, 2,
thus for radiation effects represented by the Stokes components I(ztop,Ωv, λv) and
Q(ztop,Ωv, λv), the kernels are given by the cosine series
Ki(λ, λv) =
π
4
∞∑
m=0
(2−δm0) cos[m(ϕv − ϕ0)]K
m
i (λ, λv) (3.50)
with coefficients
Kmi (λ, λv) =
∫ ztop
0
dz βscat(z, λ, λv)
∫ 1
−1
dµ
∫ 1
−1
dµ˜
{
(3.51)
Ψ+mTi (z, µ, λv)∆Z
m(λ, µ˜, µ) I+mo (z, µ˜, λ)
}
. (3.52)
Here, ∆ = diag [1, 1,−1,−1] and Zm, Ψ±mi and I+m are the Fourier components
of the scattering phase matrix, the pseudo-forward and forward intensity field, re-
spectively (see Eq. (3.81) and (3.86) in Appendix 3.B). Analogously, we obtain a
corresponding sines expansion for the radiation effects Ei, with i=3, 4,
Ki(λ, λv) =
π
4
∞∑
m=0
(2−δm0) sin[m(ϕv−ϕ0)]K
m
i (z, λ, λv) (3.53)
with coefficients
Kmi (λ, λv) =
∫ ztop
0
dz βscat(z, λ, λv)
∫ 1
−1
dµ
∫ 1
−1
dµ˜
{
Ψ−mTi (z, µ, λv)∆Z
m(λ, µ˜, µ) I+mo (z, µ˜, λ)
}
. (3.54)
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To determine the coefficients in Eqs. (3.51) and (3.54), any vector radiative transfer
model may be used that calculates the Fourier components of the internal intensity
fields I and Ψi. A further evaluation of the perturbation integrals can be performed
in a straightforward manner, but it relies on the specific solution technique used
for the radiative transfer problem. Appendix 3.C gives an analysis of the integrals
utilizing the Gauss-Seidel iteration method to solve the radiative transfer problem.
This solution method is used for all numerical simulations presented in this paper.
3.4 Simulation of reflectance spectra
3.4.1 Rotational Raman scattering and polarization spectra
To study the effect of Raman scattering on the intensity vector of backscattered
light, we consider simulated spectra of I , Q and U of the reflected light in a nadir
viewing direction at the top of cloud-free and aerosol-free model atmospheres. The
simulations are performed on a 1 cm−1 spectral grid from 290-405 nm. Due to
the specific form of the phase matrix for Raman, Rayleigh and Cabannes scattering
(see Eq. (3.78) of Appendix 3.A), the Stokes parameter V always vanishes for these
model atmospheres. The spectra are convolved with a Gaussian slit function with a
FWHM of 18 cm−1, which corresponds to a FWHM of 0.15–0.29 nm depending on
wavelength. Figure 3.2 gives two examples of simulated spectra I/F0, Q/F0, and
U/F0 for solar zenith angles ϑ0 = 10◦ and 70◦. Ozone absorption is included in the
model calculations, which causes a low reflectance at wavelengths below 320 nm.
The decrease in reflectance toward longer wavelength is due to the λ−4 wavelength
dependence of Rayleigh scattering. Overall the polarization components Q and U
are one order of magnitude smaller for ϑ0 = 10◦ than for ϑ0 = 70◦, which is
primarily caused by the difference in the single scattering geometry.
The corresponding Ring spectra in I , Q and U are depicted in Fig. 3.3. Here, a
Ring spectrum is defined by
RI =
Iram − Iray
Iray
(3.55)
for the radiance component and corresponding expressions hold for the other Stokes
parameters. Iray represents the reflected intensity, simulated for a Rayleigh scatter-
ing atmosphere, and Iram denotes the same intensity but taking Raman scattering
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into account in the simulation. At the center of the strong Ca II K and H Fraun-
hofer lines at 393.5 and 396.8 nm rotational Raman scattering causes a filling-in
of the Fraunhofer lines in I of 7% for ϑ0 = 10◦ but of 12% for ϑ0 = 70◦. This
dependence on solar zenith angle has been noted before [Joiner et al., 1995, Voun-
tas et al., 1998] and can be explained by a difference in the scattering geometry.
Ring structures in RQ are relatively small for ϑ0 = 70◦ (less than 1%) but are more
pronounced for the solar zenith angle ϑ0 = 10◦ (up to 3.5%). Structures in RU are
weak for both solar geometries.
Figure 3.2: Reflectance spectra I/F0, Q/F0, and U/F0 at the top of a Rayleigh scat-
tering atmosphere. Simulations are performed for solar zenith angles ϑ0 = 10◦ (left
panel) and ϑ0 = 70◦ (right panel), for a viewing zenith angle ϑv = 10◦ and for a
relative azimuthal angle of 120◦. The vertical distribution of ozone is adopted from
the US standard atmosphere [NOAA, 1976], where the model atmosphere is divided in
60 homogeneous layers of the geometric thickness of 1 km. The Lambertian surface
albedo is 5%. The solar spectrum F0 is given by Chance and Spurr [1997], which has
a spectral resolution of 1 cm−1 and is sampled at 1 cm−1 intervals.
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Figure 3.3: Relative Ring spectraRI , RQ, andRU simulated with the first order pertur-
bation theory approach in its vector formulation. Same model atmosphere and same so-
lar and viewing geometries as in Fig. 3.2. Left panels ϑ0 = 10◦, right panels ϑ0 = 70◦.
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To understand the different amplitudes of polarization Ring spectra, we have
to consider two causes for Ring lines in the polarization components Q and U of
the backscattered light. First, these Ring structures can be induced by polarization
properties of Raman scattering itself. The importance of this effect can be estimated
by inspecting the scattering phase matrices Zramij and Zcabij for rotational Raman and
Cabannes scattering. An analysis of the scattering matrices shows that
Zram11 (Θ)
Zcab11 (Θ)
>
Zramij (Θ)
Zcabij (Θ)
(3.56)
holds for all i 6= 1 or j 6= 1. In Fig. 3.4 this relation is demonstrated for i= 1 and
j =2. Due to the normalization of the scattering phase matrix the ratio Zram11 /Zcab11
oscillates around 1. The dependence on scattering angle originates primarily from
the angular distribution of Cabannes scattering, whereas Raman scattering is nearly
isotropic. The ratio Zram12 /Zcab12 = 3/40 does not depend on scattering angle Θ at
all and is significantly smaller than Zram11 /Zcab11 . Relation (3.56) implies that Raman
scattered light is less polarized than Cabannes scattered light. Thus it suggests that
the outgoing light at a scattering point shows weaker Ring structures in Q and U
compared to structures in the radiance component.
Figure 3.4: Ratio Zram1j /Zcab1j of elements of the scattering phase matrix for rotational
Raman and Cabannes scattering as a function of scattering angle Θ. For j = 1, 2 the
ratios are given by corresponding ratios of the scattering phase matrix P defined with
respect to the plane of scattering (see Eqs. (3.78) and (3.80) of Appendix 3.A).
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Second, Ring structures in Q and U can be caused as well by elastic scatter-
ing processes following a Raman scattering event. This way Ring structures in I
propagate to Q and U because of the coupling between the Stokes parameters in
the Cabannes scattering phase matrix. This effect can be demonstrated most easily
by a simulation with a modified Raman scattering phase matrix, which neglects any
polarization properties, so Zramij = 0 for i 6= 1 or j 6= 1. Although this assump-
tion biases the simulation of the reflected light, which causes the slight offset in the
Ring spectra RQ and RU in Fig 3.5, it allows us to estimate the propagation effect.
Figure 3.5 shows structures in RQ of up to 2.5% for ϑ0 = 10◦, whereas for the other
polarization spectra those are much weaker. Hence, from a comparison of Figs. 3.3
and 3.5 we conclude that for ϑ0 = 10◦ the Ring structures in RQ are predominately
caused by the polarization of light due to Cabannes scattering following a Raman
scattering processes.
Despite the relatively large Ring structures in RQ for ϑ0 = 10◦ one has to keep
in mind that they are related to small values of the Stokes parameter Q. Only due to
the small degree of polarization of the reflected light becomes the propagation effect
visible, while for stronger polarization the effect is overwhelmed by the polarization
contribution of Cabannes scattering. Based on this fact we conclude that the simu-
lation of Ring structures in the polarization components is of minor importance for
most applications.
Rotational Raman scattering does not affect only the structures of Fraunhofer
lines in the reflected sunlight, also the filling-in of absorption lines from atmospheric
constituents may take place [Joiner et al., 1995]. At the longwave ultraviolet be-
tween 300–340 nm lie the weak Huggins absorption bands of ozone. The filling-in
of these absorption lines can be demonstrated for a constant solar source F0(λ) = 1
in a model simulation, which suppresses the effect of Fraunhofer lines. The cor-
responding Ring spectra are depicted in Fig. 3.6. For the radiance components the
filling-in of the Huggins absorption bands reaches 0.5% for ϑ0 = 10◦ and 1.3% for
ϑ0 = 70
◦ and are thus significantly smaller than the corresponding Ring structures
of Fraunhofer lines. Furthermore, the Ring effect for the polarization parameters Q
and U is again weaker than for the radiance Ring structures. Here, most pronounced
Ring structures are present in RQ for ϑ0 = 10◦ due to the reasons given above.
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Figure 3.5: Relative Ring spectra RQ and RU for a artificial Raman scattering phase
matrix with Z11 = Zram11 and Zij = 0 for the other elements. Same model atmosphere
and same solar and viewing geometries as in Fig. 3.2.
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Figure 3.6: Contributions of the Huggins ozone absorption bands to the Ring spectra
of the Stokes parameters I , Q, and U . Same model atmosphere, and same solar and
viewing geometries as in Fig. 3.2.
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3.4.2 Approximation methods
The calculation of Ring spectra with the proposed vector radiative transfer model
are numerically expensive and thus approximation methods are desirable for ap-
plications to large data sets. One of the most simple approximations of radiative
transfer is the single scattering approach. Numerically it can be implemented in
a straightforward manner and simulations require only minor computational effort.
However, the contribution of multiple scattered light δmsc to the Stokes parameters
I , Q, and U can be significant with a clear dependence on wavelength. This is
demonstrated in Fig. 3.7. Below 300 nm the Stokes parameters are mainly deter-
mined by singly scattered light due to the strong ozone absorption in this spectral
range. But at about 320 nm the multiple scattering contribution reaches its maxi-
mum of about 55% for the radiance component. For the polarization components Q
and U the contribution is somewhat less. So one expects significant errors in Ring
spectra that are calculated in the single scattering approximation.
Figure 3.7: Relative contribution of multiple scattering δmsc to the Stokes parameter
I , Q and U . Same model atmosphere and same solar and viewing geometries as in
Fig. 3.2.
To compare Ring spectra that are calculated with different radiative transfer
models, it is essential that they are normalized with respect to the same reference
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Figure 3.8: Absolute differences DI = RI,ssc − RI,vec and analogous expressions
for DQ and DU . Here, RI,ssc is the single scattering Ring spectrum and RI,vec is the
corresponding Ring spectrum calculated with the vector radiative transfer model. Same
model atmosphere and same solar and viewing geometries as in Fig. 3.2.
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spectrum. Otherwise artifacts may be introduced in the analysis originating from
the different normalization. Thus, in this study we normalize all Ring spectra to the
corresponding vector radiative transfer simulation, e.g.,
RI,app =
Iram,app − Iray,app
Iray,vec
, (3.57)
where Iram,app and Iray,app are approximate radiance spectra and Iray,vec is the corre-
sponding radiance spectrum simulated with the vector model. Figure 3.8 shows the
errors in the single scattering Ring spectra RI,ssc, RQ,ssc, and RU,ssc. As expected,
below 300 nm Ring structures are reproduced well by this approximation due to
the small fraction of multiple scattering events at these wavelengths. With the in-
crease of multiple scattering toward longer wavelengths also the error in the single
scattering Ring spectra increases. For the radiance component the absolute error
in the Ring spectra is generally less than 4% but can reach 7% at the Ca II lines
for ϑ0 = 70◦. Keeping in mind that the filling-in of this Fraunhofer lines is about
12%, this represents a clear bias of more than a factor of 2 in the simulation of
Ring spectra. For the polarization components relatively large errors occur in RQ,ssc
for a solar zenith angle ϑ0=10◦. This fact confirms the interpretation that for this
particular case Ring structures are mainly produced by elastic scattering processes
following a Raman scattering event. Obviously, this effect cannot be simulated in
the single scattering approximation. For the other polarization Ring spectra, where
this propagation effect is of minor importance, the differences are much smaller and
generally below 0.2%.
Another widely used approximation method, if only radiances need to be simu-
lated, is the scalar radiative transfer approach. The advantage of this approach is that
it takes into account multiple scattering of light but at the same time greatly sim-
plifies the calculations, which reduces the computational cost. However, neglecting
polarization can cause errors in the modeled radiance of up to 10% [Chandrasekhar,
1960, Mishchenko et al., 1994, Lacis et al., 1998, Hasekamp et al., 2002]. The up-
per panel of Fig. 3.9 shows the error in the radiance component I . In the single
scattering domain below approximately 300 nm the error is very small. For singly
scattered light the scalar approximation yields the same radiance as the vector ap-
proach, because the incoming sunlight can be assumed unpolarized [Hansen and
Travis, 1974a]. However, if a second scattering process takes place, which is very
likely for wavelengths longer than 300 nm (see Fig. 3.7), the incoming light for this
process is strongly polarized (see e.g. Mishchenko et al. [1994]). The radiance of
this second order scattered light does not depend only on the radiance component
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Figure 3.9: (upper panel) Relative error δIray in simulated radiance spectra Iray due
to the scalar approximation of radiative transfer, δIray = (Iray,sca − Iray,vec)/Iray,vec.
(lower panel) Difference DI,sca in the radiance Ring spectra RI,sca and RI,vec for scalar
and vector radiative transfer simulations, respectively, DI,sca = RI,sca −RI,vec. Here,
both Ring spectra are normalized to the radiance spectrum of a Rayleigh scattering
atmosphere simulated with the vector radiative transfer model. The model atmosphere,
surface albedo, and solar and viewing geometry is the same as in Fig. 3.2.
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of the incoming light but also on its Stokes parameters Q and U . Hence, a neglect
of polarization leads to an incorrect value of the modeled radiance. The same is true
for higher order scattering but here the effect is smaller. In Fig. 3.9 magnitude and
sign of the error in the scalar radiative transfer depend additionally on the scatter-
ing geometry and on the orientation of successive scattering processes [Mishchenko
et al., 1994].
For the simulation of Ring spectra RI,sca the scalar approach is much more exact
than for simulations of the continuum. The errors, shown in Fig. 3.9 are mostly
below 0.1% and reach their maximum of 0.14% for the Ca II lines for ϑ0 = 70◦.
Again, compared with the filling-in of the Fraunhofer line of 12% this represents
a bias of only a factor of about 1.01. The high accuracy can be explained by the
fact that Raman scattered light is less polarized and so the coupling of the Stokes
parameters due to scattering processes is of minor importance for the simulation of
Ring spectra in I .
3.5 Simulation of polarization sensitive measurements
of GOME including Ring structures
The GOME spectrometer on board of ESA’s ERS-2 satellite measures the backscat-
tered sunlight in the spectral range 240–790 nm. Although the aim of GOME is
to measure the radiance component I only, the measurements are also sensitive
to the state of polarization of the backscattered sunlight. Furthermore, due to the
spectral resolution of GOME of about 0.2 nm, Raman scattering clearly affects the
spectral structures of the measurement. Thus for an extensive simulation of polar-
ization sensitive GOME measurements a vector radiative transfer model is needed
that simulates Ring structures for all relevant Stokes parameters in addition to the
continuum spectrum for a Rayleigh scattering atmosphere. In this section it is in-
vestigated to which extent approximate Ring spectra, simulated with the single scat-
tering and scalar radiative transfer approach, are acceptable within the error margin
of the GOME instrument.
To describe the radiance spectrum measured by the detectors of a GOME-type
instrument, we need both the intensity vector of light illuminating the instrument
and the transmission properties of the spectrometer. The radiance detected by a
certain detector pixel i is given by
Idet,i = M11 Ii +M12Qi +M13 Ui , (3.58)
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where M11 to M13 are the elements of the first row of the Mueller matrix of the
instrument characterizing its transmission properties. For sake of simplicity we omit
the dependence of the Mueller matrix on the pixel index i. The Stokes parameters
Ii, Qi, and Ui are components of the intensity vector
Ii =
∫ ∞
0
dλ φi(λ)
∫ ∞
0
dλ′ s(λ, λ′) I(λ′) . (3.59)
Here I(λ′) denotes the intensity vector of the reflected sunlight at the entrance slit
of the spectrometer. The integration over λ′ represents the effect of the instrument
slit, characterized by a slit function s [Bednarz, 1995], and the integration over λ
describes the sampling by the detector pixel i with a normalized sensitivity φi. For
all simulations we assume a constant sensitivity within the spectral range of the
detector pixel. In Eq. (3.58) the contribution of Stokes parameter Vi is neglected
due to its small value for atmospheric applications.
A radiometric calibration of Idet,i yields the polarization sensitive measurement
Ipol,i =
1
M11
Idet,i = Ii +m12Qi +m13 Ui . (3.60)
Here Ipol,i denotes the radiance measurement not corrected for the instrument polar-
ization sensitivity and m12 and m13 are the relative elements of the Mueller matrix
M12/M11 and M13/M11, respectively. Any simulation of Ipol,i requires these instru-
ment characteristics, which have to be determined before launch of the instrument.
For GOME in particular it is assumed that the instrument is not sensitive with re-
spect to Stokes parameter U , thus m13=0. For a nadir viewing geometry of GOME
the sensitivity m12 ≈ 0.5 below 315 nm, which belongs to channel 1 of the instru-
ment. In the second instrument channel m12 changes approximately linearly from
0.30 to 0.46 in the spectral range 315-405 nm.
An additional calibration step of the standard GOME data processing is the so-
called polarization correction, which aims to eliminate the polarization dependence
of Ipol,i in Eq. (3.60). In other words, Ipol,i has to be converted to a corresponding
radiance spectrum, viz.
Iconv,i = Cconv Ipol,i (3.61)
with a conversion factor
Cconv =
1
1 +m12 qi
. (3.62)
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Figure 3.10: Relative error δIconv in the polarization corrected radiances Iconv due to
the neglect of Ring structures in the relative Stokes parameter q in Eq. (3.61). Calcu-
lations are performed for the same model atmosphere as in Fig. 3.2 with ϑ0 = 70◦,
ϑv = 10
◦
, and for relative azimuthal angle ∆ϕ = 120◦.
Here, qi is the relative Stokes parameter Qi/Ii. In case of an unbiased conversion
the spectrum Iconv,i is identical to Ii in Eq. (3.60). This conversion requires polar-
ization measurements to determine qi at the spectral resolution of the measurement
Ipol,i. However, GOME only performs broadband polarization measurements and
so polarization spectra have to be reconstructed from measurements at lower spec-
tral resolution. Here, errors of the order of 10% may be introduced in the converted
radiances, in particular in parts of the spectrum with strong variation of qi due to at-
mospheric absorption [Aben et al., 1999, Stam et al., 2001, Schutgens and Stammes,
2002]. Additionally, qi is affected by Raman scattering. Ring lines in qi are mainly
caused by corresponding Ring structures in the radiance component Ii and only to a
minor extent by Ring structures inQi. Figure 3.10 shows that the neglect of the Ring
structures in qi can cause errors of up to 1.4% in the converted radiance spectrum
Iconv,i, depending on the degree of polarization.
To investigate the relevance of this error, we consider the instrument noise of
GOME reflectance spectra r = Iconv/F0 between 290–405 nm, at 12 geo-locations
(±60◦ and ±20◦ latitude, 0◦, 120◦ and 240◦ longitude) for the period April, 1996 -
March, 1998. Figure 3.11 shows the frequency distribution of the mean error ε for
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Figure 3.11: (left panel) Frequency distribution of the mean error of GOME reflectance
measurements for the period April, 1996 - March 1998. Measurements are considered
at 12 geo-locations, viz. ±60◦ and ±20◦ latitude and 0◦, 120◦ and 240◦ longitude.
Here, the distribution is binned in intervals of width 0.01 %. (right panel) Two GOME
error spectra representing an upper and a lower error margin for GOME measurements.
The solid line shows a 1 σ error spectrum with a mean error of ε=0.43%, the dotted line
represents a corresponding spectrum with ε=0.19%.
these measurements, where ε is defined by
ε =
√√√√ 1
N
N∑
i=1
[
ei
ri
]2
. (3.63)
Here ei denotes the absolute 1 σ error of a reflectance measurement ri for a detector
pixel i, and N is the total number of detector pixels of the considered spectral range.
For about 97% of all measurements the mean error lies between 0.19–0.43%. From
this distribution we select two spectra emin with ε = 0.19% and emax with ε=0.43%,
representing a lower and an upper error margin of GOME. The error spectra are
shown in the right panel of Fig. 3.11.
Using these error scenarios, we consider the relative bias bi/ei, where bi =
Iconv,i − Ii is the absolute difference between the polarization corrected radiances
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and the unbiased radiance spectrum. The mean relative bias
bmean =
1
N
N∑
i=1
∣∣∣∣biei
∣∣∣∣ (3.64)
can be interpreted as a measure of the conversion bias. Obviously, bmean depends on
the selected spectral range of the measurement. In the following we consider two
examples: (a) the spectral range 290–313 nm, which can be used for ozone profile
retrieval (see e.g. Hasekamp and Landgraf [2001]) and (b) two detector bins related
to the center of the Ca II K and H Fraunhofer lines at 393.5 and 396.8 nm, which
contain information on the cloud distribution of the observed ground scene [Joiner
and Bhartia, 1995]. In the case of ozone profile retrieval the mean relative bias bmean
due to the neglect of Raman scattering in the polarization correction is 0.3 and 0.7
for the error scenarios emax and emin, respectively. This indicates that the mean bias
is below the instrument noise for this application. However, at the center of the Ca
II Fraunhofer lines bmean reaches values of 10.0 and 11.34 for both error scenarios.
So in this case the bias is 10 times as large as the instrument noise, which can cause
serious problems for the interpretation of the filling-in of these Fraunhofer lines.
For retrieval purposes the polarization correction can be avoided, if one attempts
to reproduce the polarization sensitive measurement Ipol,i instead of a polarization
corrected radiance measurement. For GOME this requires the simulation of Stokes
parameters Ii and Qi of the backscattered sunlight. Hasekamp et al. [2002] have
demonstrated that this approach provides a clear improvement for ozone profile
retrieval from GOME reflectance measurements, compared to a retrieval approach
using polarization corrected radiances. The retrieval approach utilizes measurement
simulations, which are performed for a Rayleigh scattering atmosphere. To include
Ring structures in the simulations one may introduce Ring spectra in the different
Stokes parameters of the polarization sensitive GOME measurement in Eq. (3.60),
viz.
Ipol = (1 +RI,vec) Iray,vec +m12 (1 +RQ,vec)Qray,vec . (3.65)
To simplify matters we omit the pixel index i on the spectra.
For an efficient simulation of polarization sensitive GOME measurements one
can try to approximate the Ring structures of Ipol by a simplified calculation scheme.
The results of the previous section suggest to neglect the Ring spectrum RQ,vec in
Eq. (3.65) because of its small value. Thus we first consider the approximation
Iapp1 = (1 +RI,vec) Iray,vec +m12Qray,vec . (3.66)
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Subsequently, we replace the Ring spectrum RI,vec by the respective scalar and sin-
gle scattering spectra, which yields the approximations
Iapp2 = (1 +RI,sca) Iray,vec +m12Qray,vec , (3.67)
Iapp3 = (1 +RI,ssc) Iray,vec +m12Qray,vec . (3.68)
In the context of GOME measurement simulations the goodness of these approx-
imations can be assessed using the mean relative bias bmean in Eq. (3.64) with
bi = Iapp,i − Ipol,i. Again we consider the mean bias for the spectral range 290-
313 nm as well as at the center of the Ca II Fraunhofer lines. Figure 3.12 shows
bmean for the spectral window of ozone profile retrieval as functions of the solar
zenith angle, of the viewing zenith angle and of the relative azimuthal angle for
a fixed model atmosphere. The dependence on atmospheric parameters is demon-
strated in Fig. 3.13, which shows the dependence on the vertically integrated ozone
column, on the Lambertian ground albedo, and on the truncation height for the lower
model boundary. The latter combined with a high Lambertian albedo of A = 0.8
simulates the effect of different cloud top heights.
The different scenarios show that in average the neglect of polarization Ring
spectra between 290–313 nm insignificantly biases the simulation of GOME mea-
surements with a mean bias of about two orders of magnitude below the instrument
noise level. Also the approximation in Eq. (3.67), which employs scalar radiance
Ring spectra, shows a small bias with bmean < 0.1. Therefore, the bias is over-
whelmed mostly by instrument noise. Contrary to that, the single scattering ap-
proximation produces a clear bias in the simulation with 1 < bmean < 4. Here, the
dependence on the different parameters is related to the amount of multiple scattered
light contributing to the detected signal. This becomes obvious for the increase of
bmean with increasing ground albedo. A change of the lower boundary height of the
model atmosphere shows a similar effect, where the smallest bmean values are re-
lated to the highest truncation height, which corresponds to a high cloud top. In this
case the optically dense troposphere is cut off and the radiative transfer becomes
dominated by single scattering.
The error assessment differs, if one considers the bias for the Ca II Fraunhofer
lines only. Figure 3.14 shows the corresponding relative mean bias bmean as func-
tions of solar zenith angle. For the single scattering approximation Iapp3 we obtain
a large bias with 40 < bmean < 70. Also the approximations Iapp1 and Iapp2 are
clearly biased in this case. For Iapp1 the relative mean bias bmean increases toward
larger solar zenith angles and reaches the level of the instrument noise at ϑ0=70◦.
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This dependence is caused by the increase of the degree of polarization of the re-
flected sunlight for large solar zenith angles (see e.g. Fig. 3.2). The approximation
Iapp2 has its largest bias for ϑ0=0◦ with bmean ≈ 1. Here, the bias decreases toward
larger solar zenith angle because of the cancellation of errors due to both the scalar
simulation of the radiance Ring spectrum and the neglect of the polarization Ring
spectrum RQ. We achieve similar results for different viewing zenith angles and for
different relative azimuthal angles as well as for a change of atmospheric parame-
ters (not shown). Thus the simulation of the filling-in of the Ca II Fraunhofer lines
in GOME radiance measurements, which uses the approximations Iapp1 and Iapp2,
can causes biases in the order of the instrument noise.
Figure 3.12: Mean relative bias bmean for simulated GOME measurements Ipol and
model simulations Iapp1, Iapp2, and Iapp3 in Eqs. (3.66), (3.67) and (3.68) in the spec-
tral range 290-405 nm. Here, the dotted, dashed and solid lines show the averaged
value for the error scenarios emin and emax. The difference between the mean biases
for the two error scenarios is less than 0.04 for model simulations Iapp1, and less than
0.1 and 1.9 for Iapp2 and Iapp3, respectively. (left panel) bmean as a function of solar
zenith angle ϑ0 for viewing zenith angle of ϑv=10◦, and for a relative azimuthal angle
∆ϕ = ϕv − ϕ0 = 120
◦
, (middle panel) bmean as a function of ϑv for ϑ0 = 40◦ and
∆ϕ= 120◦, (right panel) bmean as a function of ∆ϕ for ϑ0 = 40◦ and ϑv = 10◦. The
model atmosphere is adopted from Fig. 3.2.
84 Chapter 3
Figure 3.13: Same as Fig. 3.12 but for different atmospheric parameters. The calcula-
tions are performed for a solar and viewing geometry of ϑ0=40◦, ϑv=10◦, ∆ϕ=120◦.
(left panel) Dependence on ozone column C=200–400 DU for an albedo of A=0.1.
(middle panel) Dependence on Lambertian ground albedo A = 0.0–1.0 for a vertically
integrated ozone column of C = 300 DU. (right panel) Truncated atmosphere at a trun-
cation height ztrun=0–10 km for a Lambertian ground albedo = 0.8. The difference
in bmean for the error scenarios emin and emax is less than 0.02 for Iapp1, and less than
0.03 and 3.00 for Iapp2 and Iapp3, respectively.
Overall, the suitability of the proposed approximation techniques depends clearly
on the specific application. Here, we have considered two examples: For ozone
profile retrieval from GOME polarization sensitive measurements an efficient sim-
ulation can be achieved using the approach of Eq. (3.67). This includes (a) the
calculation of Ring spectra with a scalar radiative transfer approach and (b) the use
of a vector radiative transfer model to determine the continuum spectra of Stokes
parameters I and Q for a Rayleigh scattering atmosphere. Contrary, for the retrieval
of cloud properties from the filling-in of the Ca II H and K Fraunhofer lines, an
accurate simulation of the Ring structures within the bounds of the instrument noise
can only be achieved using a vector radiative transfer simulation of both the Ring
spectra RI and RQ.
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Figure 3.14: Mean relative bias bmean as function of solar zenith angle ϑ0 for simulated
GOME measurements Ipol and model simulations Iapp1, Iapp2, and Iapp3 in Eqs. (3.66),
(3.67) and (3.68) at the center of the Ca II K and H Fraunhofer lines at 393.5 and
396.8 nm. The model atmosphere and the viewing geometry are the same as for the left
panel of Fig. 3.12. The difference in bmean for the error scenarios emin and emax is less
than 0.04 for Iapp1, and less than 0.04 and 2.43 for Iapp2 and Iapp3, respectively.
3.6 Summary
A vector radiative transfer model is presented that includes the simulation of in-
elastic rotational Raman scattering in addition to elastic Cabannes scattering. The
model describes the reflectance properties of a vertically inhomogeneous, plane-
parallel model atmosphere bounded below by a Lambertian surface. Rotational Ra-
man scattering is treated as a perturbation to Rayleigh scattering. This perturbation
is presented by a classical perturbation series using the Green’s function formal-
ism of the unperturbed problem. The n-th contribution of the perturbation series
describes the effect of n orders of Raman scattering. The model is worked out in
more detail for first order perturbations. In this case the forward and the adjoint
solutions of the radiative transfer problem replace the expensive calculation of the
corresponding Green’s function, which provides a significant reduction in the nu-
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merical requirements. Based on this a numerical vector radiative transfer model is
presented including one order of Raman scattering. For the calculation of the per-
turbation effect any vector radiative transfer model can be used that calculates the
internal forward and adjoint intensity vector field of the atmosphere. In this paper
the Gauss-Seidel iteration method is employed, which provides efficient simulations
for cloud-free atmospheres.
Simulations of Ring spectra are presented for the spectral range 290-405 nm and
the effect of Raman scattering on the the polarization components Q and U is dis-
cussed. Here, Ring structures in the Stokes parameters Q and U originate both from
the polarization of light by Raman scattering itself and from the polarization by
Cabannes scattering following a Raman scattering process. In general, polarization
Ring spectra of Q and U are much weaker than those of the radiance component
due to the low polarization of Raman scattered light. Only for a low polarization of
the reflected sunlight pronounced Ring structures occur in the polarization spectra.
Those are mainly caused by the propagation of Ring structures from the radiance
component to the polarization components by Cabannes scattering processes. How-
ever, because of the small degree of polarization of the reflected light, this effect is
of minor importance for most applications.
The accuracy of two common approximation techniques is investigated for an ef-
ficient simulation of Ring spectra: the single scattering approximation and the scalar
approximation. The single scattering approach shows a clear bias in the simulation
of Ring structures. For example, the filling-in of the Ca II Fraunhofer lines near
395 nm is underestimated by more than a factor of 2. The corresponding filling-
in simulated with the scalar approach is only biased with a factor of about 1.01.
The relevance of biases depends on the spectral range of the measurement and on
the specific application. For example, for ozone profile retrieval from GOME po-
larization sensitive radiance measurements between 290–313 nm the combination
of both a vector radiative transfer model, which simulates the measurement for a
Rayleigh scattering atmosphere, with a scalar radiative transfer approach to account
for the effect of inelastic Raman scattering on the measurement provides an efficient
simulation of the measurement with only a minor bias. However, for the retrieval of
cloud properties using the filling-in of the Ca II Fraunhofer lines of GOME radiance
measurements we recommend comprehensive vector radiative transfer simulations
of the Ring spectra in both Stokes parameters I and Q.
A vector radiative transfer model using the perturbation theory approach 87
3.A Appendix: Optical properties of rotational Ra-
man, Cabannes and Rayleigh scattering
In general, scattering of light by an ensemble of random oriented molecules is char-
acterized by a scattering coefficient βscat and a scattering phase matrix Z. Here, the
scattering coefficient may be written as
βscat = σ ρ , (3.69)
where σ is the scattering cross section and ρ the volume density of scattering molecu-
les. The Rayleigh scattering cross section for a constituent of the atmosphere is
given by [Bates, 1984, Bucholtz, 1995, Naus and Ubachs, 2000]
σray(λ) =
24π2c4
N20λ
4
[
n2(λ)−1
n2(λ)+2
]2
Fk(λ) (3.70)
where λ is wavelength, n is the refraction index, N0 is the molecular number density
and Fk is the King factor. Here, the refraction index n and the number density N0
have to be taken for the same conditions, i.e., same temperature and same pressure.
The King factor and the refraction index for N2 and O2 molecules are given by Bates
[1984]. For inert gases like Ar the King factor is 1. The refraction index of Ar is
adopted from Peck and Fisher [1964].
Cabannes scattering cross sections may be calculated from the corresponding
Rayleigh cross sections in a straightforward manner, viz.
σcab(λ) =
18+ε(λ)
18+4ε(λ)
σray(λ) . (3.71)
The factor f = (18+ε)/(18+4ε) describes the fraction of scattered light that is
contained in the Cabannes line [Kattawar et al., 1981]. Here ε= (γ/α)2, γ is the
anisotropy of the polarizability, and α is the average polarizability, which can be
determined from the relation
α(λ) =
9
16π2N20
[
n2(λ)−1
n2(λ)+2
]2
. (3.72)
For N2 and O2 a parameterization of γ is given by Chance and Spurr [1997]. How-
ever, ε may be calculated as well directly from the King factor using the relation
Fk=1 + 2ε/9.
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Rotational Raman scattering consists of Stokes and anti-Stokes scattering. Stokes
lines are characterized by the change in rotational angular momentum of a molecule
J → J ′=J + 2 for J=0, 1, 2, . . . , anti-Stokes lines are indicated by the transition
J → J ′=J − 2 for J=2, 3, 4, . . . . The scattering cross sections for pure rotational
Raman scattering are [Long, 1977, Chance and Spurr, 1997]
σram(λ, λ
′) =
256π2
27(λ′)4
[γ(λ)]2 f(T, J) b(J→J ′) , (3.73)
where λ is the wavelength of the incoming light and λ′ represents the corresponding
wavelength of the scattered light. f(T, J) is the fractional population in the initial
state and can be approximated by [Joiner et al., 1995]
f(T, J) =
1
Nf
g(J) [2J+1] exp
[
−
E(J)
kT
]
, (3.74)
where g is the nuclear spin statistical weight factor, k is the Boltzmann’s constant,
T is the temperature, and E(J)=hcBJ(J+1) is the rotational energy (h is Planck’s
constant, c is the speed of light, and B is the rotational constant). The coefficient
Nf can be determined from the normalization condition∑
J
f(T, J) = 1 . (3.75)
b(J → J ′) represents the Placzek-Teller coefficient for the transition J → J ′. For
simple linear molecules these coefficients are given by
b(J→J+2) =
3(J+1)(J+2)
2(2J+1)(2J+3)
, (3.76)
for Stokes lines and
b(J→J−2) =
3J(J−1)
2(2J−1)(2J+3)
, (3.77)
for anti-Stokes lines. The change in wavelength ∆λ=λ′−λ due to rotational Raman
scattering can be calculated easily from the energy difference between the initial
and final state, ∆E =E(J ′)−E(J). The scattering phase matrix P, defined with
A vector radiative transfer model using the perturbation theory approach 89
Table 3.1: Parameters A, B, C, and normalization constant N of scattering phase
function (3.78) for Rayleigh, Cabannes and rotational Raman scattering.
A B C N
Rayleigh 3(45+ε) 30(9−ε) 36ε (180+40ε)
Cabannes 3(180+ε) 30(36−ε) 36ε 40(18+ε)
rot. Raman 3 −30 36 40
respect to the plane of scattering, has the same structure for Rayleigh, Cabannes and
rotational Raman scattering, viz.
P(Θ) =
1
N


A(1+cos2Θ)+C −A(1−cos2Θ) 0 0
−A(1−cos2Θ) A(1+cos2Θ) 0 0
0 0 2A cosΘ 0
0 0 0 B cosΘ

 (3.78)
with parameters A, B, and C, and a scattering angle Θ [Humphreys et al., 1984,
Stam et al., 2002]. The factor N guarantees the normalization of the scattering
phase matrix,∫
P11(Θ) dΩ = 4π . (3.79)
The parameters A, B, C and N are listed in Table 3.1 for Rayleigh, Cabannes, and
rotational Raman scattering.
For radiative transfer simulations it is necessary to choose one common plane of
reference for the Stokes parameters, which in this paper is the local meridian plane.
The scattering phase matrix defined with respect to the local meridian plane may be
obtained from P(Θ) by means of two rotations [Chandrasekhar, 1960, Hansen and
Travis, 1974a], viz.
Z(Ω˜,Ω)=


1 0 0 0
0 cos 2i2 − sin 2i2 0
0 sin 2i2 cos 2i2 0
0 0 0 1

P(Θ)


1 0 0 0
0 cos 2i1 − sin 2i1 0
0 sin 2i1 cos 2i1 0
0 0 0 1

(3.80)
with two appropriate rotation angles i1 and i2. Here, Ω˜ andΩ represent the incom-
ing and outgoing direction of light.
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3.B Appendix: The Fourier expansion
For an evaluation of a plane-parallel radiative transfer problem a common approach
is to describe the azimuthal dependence of the problem by a Fourier decomposition.
The Fourier expansion of the scattering matrix may be given by [Hovenier and
van der Mee, 1983, de Haan et al., 1987]
Z(z, Ω˜,Ω) =
1
2
∞∑
m=0
(2− δm0)
[
B+m(ϕ˜− ϕ)Zm(z, µ˜, µ)(E+∆) +
B−m(ϕ˜− ϕ)Zm(z, µ˜, µ)(E−∆)
]
, (3.81)
with the Kronecker delta δm0,
∆ = diag [1, 1,−1,−1] , (3.82)
and
B+m(ϕ) = diag[cosmϕ, cosmϕ, sinmϕ, sinmϕ] (3.83)
B−m(ϕ) = diag[− sinmϕ,− sinmϕ, cosmϕ, cosmϕ]. (3.84)
The m-th Fourier coefficient of the phase matrix can be calculated by
Zm(z, µ˜, µ) = (−1)m
∞∑
l=m
Plm(−µ) S
l(z) Plm(−µ˜), (3.85)
where Sl is the expansion coefficient matrix and Plm is the generalized spherical
function matrix [Hovenier and van der Mee, 1983, de Haan et al., 1987]. For
Rayleigh, Cabannes and rotational Raman scattering these coefficient matrices can
be determined straightforwardly [Stam et al., 2002]. In the corresponding Fourier
expansion of the intensity field
I(z,Ω) =
∞∑
m=0
(2− δm0)
[
B+m(ϕ0 − ϕ)I
+m(z, µ) +
B−m(ϕ0 − ϕ)I
−m(z, µ)
]
, (3.86)
two types of Fourier coefficient vectors are needed
I+m(z, µ) =
1
2π
2pi∫
0
dϕ B+m(ϕ0 − ϕ) I(z,Ω) ,
I−m(z, µ) =
1
2π
2pi∫
0
dϕ B−m(ϕ0 − ϕ) I(z,Ω). (3.87)
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An expansion analogous to (3.86) holds for the radiation source S. The Fourier
coefficients of the solar source in Eq. (3.10) are given by
S+m(z, µ, λ) =
1
2π
µ0δ(z−ztop)δ(µ+µ0)F0(λ) ,
S−m(z, µ, λ) = [0, 0, 0, 0]T . (3.88)
On the other hand, the Fourier coefficients of the source Sps in Eq. (3.44), which
is defined by the response function Ri in Eq. (3.15), are
S+mΨ (z, µ, λ) =
1
2π
δ(z−ztop)δ(µ+µv)ei ,
S−mΨ (z, µ, λ) = [0, 0, 0, 0]
T . (3.89)
for i = 1, 2, but
S+mΨ (z, µ, λ) = [0, 0, 0, 0]
T ,
S−mΨ (z, µ, λ) =
1
2π
δ(z−ztop) δ(µ+µv) ei , (3.90)
for i = 3, 4. Hence, due to the Fourier coefficients of the solar source in Eq. (3.88)
the Fourier coefficients I−m of the forward intensity field are zero. For the adjoint
fields the coefficients Ψ−m are zero for the response function Ri with i = 1, 2,
while for the response function Ri with i = 3, 4 the coefficients Ψ+m are zero.
This simplification is possible due to the special form of the Fourier expansion in
Eqs. (3.81) and (3.86). For the types of radiation sources considered in this paper,
this reduces significantly the numerical efforts required for solving the radiative
transfer equation.
With the Fourier expansion of Z, I and S the monochromatic radiative transfer
equation (3.17) and the pseudo forward equation (3.44) decompose into correspond-
ing equations for every Fourier component [Hovenier and van der Mee, 1983],
Lˆmo I
±m
o = S
±m, (3.91)
where Lˆm is the transport operator
Lˆm =
∫ ∞
0
dλ˜
∫ 1
−1
dµ˜
{
δ(λ−λ˜)
{[
µ
∂
∂z
+ βext(z)
]
δ(µ−µ˜)E
−δ0m
A(λ)
π
δ(z)Θ(µ)|µ| Θ(−µ˜)|µ˜|
}
− J±m(z, µ˜, λ˜|z, µ, λ)
}
◦, (3.92)
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with
J±m(z, µ˜, λ˜|z, µ, λ) = δ(λ−λ˜)
βrayscat(z, λ)
4π
Zray,±m(µ˜, µ) . (3.93)
A similar expression holds for the pseudo forward problem in Eq. (3.44).
Due to the special form of the forward and adjoint radiation sources in Eqs. (3.10)
and (3.15), it is common to separate the uni-directional beam from the diffuse part
of the intensity fields, viz.
I+m(z, µ) = I+md +
1
2π
δ(µ+µ0)F0e
−τ/µ0 (3.94)
and
Ψ+m(z, µ) = Ψ+md +
1
2π
δ(µ+µv)
1
µv
eie
−τ/µ0 ,
Ψ−m(z, µ) = 0 (3.95)
for i = 1, 2, and
Ψ+m(z, µ) = 0 ,
Ψ−m(z, µ) = Ψ−md +
1
2π
δ(µ+µv)
1
µv
eie
−τ/µ0 (3.96)
for i = 3, 4. Here Id and Ψd denotes the diffuse part of the forward and pseudo-
forward field, respectively. This allows one to use standard techniques,.e.g. the
discrete ordinate approach [Schulz et al., 1999, Schulz and Stamnes, 2000, Siewert,
2000] and the doubling adding technique [Hansen, 1971, Hovenier, 1971, de Haan
et al., 1987], to solve the radiative transfer equation (3.91). In this paper we use
the Gauss-Seidel iteration technique [Herman and Browning, 1965, Landgraf et al.,
2001, Hasekamp and Landgraf , 2002]), which provides an accurate and efficient
solution technique for clear sky and aerosol loaded model atmospheres.
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3.C Appendix: Evaluation of the perturbation inte-
grals
In Section 3.3.3 we have shown that the perturbation integrals in Eq. (3.46) can be
expressed by the coefficients Km in Eqs. (3.51) and (3.54). Subject of this section is
the further evaluation of these coefficients, where we make use of the specific rep-
resentation of the internal intensity fields, provided by the vector radiative transfer
model of Hasekamp and Landgraf [2002].
Due to the splitting of the forward and pseudo-forward intensity field in their
diffuse and direct components in Eqs. (3.94) and (3.95), we can rewrite coefficient
Km in Eq. (3.51) as
Km(λ, λv) =
ztop∫
0
dz βscat(z, λ, λv)
[
N∑
i,j=−N
j 6=0
aiaj Ψ
+mT
d (z,−µi, λv)∆Z
m(λ, µj, µi)I
+m
d (z, µj, λ)
+
1
2π
eτ(z,λ)/µ0
N∑
i=−N
i6=0
ai Ψ
+mT
d (z,−µi, λv)∆Z
m(λ,−µ0, µi)F0
+
1
2π
1
µv
e−τ(z,λv)/µv
N∑
i=−N
i6=0
ai e
T
i Z
m(λ, µi, µv)I
+m
d (z, µi, λ)
+
1
4π2
1
µv
e−τ(z,λ)/µ0 e−τ(z,λv)/µv eTi Z
m(λ,−µ0, µv)F0
]
. (3.97)
Here, all integrations over µ are approximated by a double Gaussian quadrature of
the order 2N with Gaussian weights ai and Gaussian streams µi (i=−N, . . . ,−1,
1, . . . , N ).
To calculate the remaining integrals over height z, the model atmosphere is di-
vided in homogeneous layers with height independent scattering coefficients and
scattering phase matrices. The intensity field within the model atmosphere is taken
from a monochromatic vector radiative transfer model using the Gauss Seidel it-
eration approach (for more details see e.g. Landgraf et al. [2001], Hasekamp and
Landgraf [2002]). Here each atmospheric layer is split into optically thin sublayers,
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which are chosen to be thin enough so that any height dependence of the intensity
field can be neglected within a sublayer. In this way the model atmosphere is sub-
divided into M homogeneous, optically thin layers indicated by an index k. The
intensity field is calculated at the layer boundaries and its height dependence within
these layers is described by the layer average. So the coefficient Km in Eq. (3.97)
are given by
Km(λ, λv) ≈
M∑
k=1
βscat,k(λ, λv)
[
Λmk ∆zk +Υ
m
k
∫ zk
zk−1
eτ(z,λ)/µ0dz
+Γmk
∫ zk
zk−1
e−τ(z,λv)/µvdz +Θmk
∫ zk
zk−1
e−τ(z,λ)/µ0 e−τ(z,λv)µvdz
]
(3.98)
with coefficients
Λmk =
N∑
i,j=−N
j 6=0
aiaj 〈Ψ
+mT
d (−µi, λv)〉k ∆Z
m
k (µj, µi) 〈I
+m
d (µj, λ)〉k
Υmk =
1
2π
N∑
i=−N
i6=0
ai 〈Ψ
+mT
d (−µi, λv)〉k ∆Z
m
k (−µ0, µi) F0
Γmk =
1
2π
1
µv
N∑
i=−N
i6=0
ai e
T
i Z
m
k (µi, µv) 〈I
+m
d (µi, λ)〉k
Θmk =
1
4π2
1
µv
eTi Z
m
k (−µ0, µv) F0 . (3.99)
Here zk−1 and zk indicate the lower and upper layer boundary, respectively, βscat,k
represents the scattering coefficient, and Zmk is the Fourier component of the scat-
tering phase matrix in layer k. Quantities of the form 〈f〉k denotes a layer average
defined by
〈f〉k =
1
2
[f(zk−1) + f(zk)] , (3.100)
where f is a function of altitude z. The remainder of the integrals in Eq. (3.98) can
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be calculated in a straightforward manner, which gives
Km(λ, λv) ≈
M∑
k=1
βscat,k(λ, λv)
[
Λmk +Υ
m
k
µ0
βext,k(λ)
[1−e∆τk(λ)/µ0 ] e−τk−1(λ)/µ0
+Γmk
1
βext,k(λv)
[1−e∆τk(λv)/µv ] e−τk−1(λv)/µv
+Θmk
µ0 e
−τk−1(λv)/µve−τk−1(λ)/µ0
βext,k(λv)µ0 + βext,k(λ)µv
[1−e∆τk(λv)/µve∆τk(λ)/µ0 ]
]
. (3.101)
An analogous approach holds for the coefficients (3.54), which allows one to eval-
uate the perturbation integral in Eq. (3.46).
4Accurate modeling of spectral
fine-structure in Earth radiance spectra
measured with the Global Ozone
Monitoring Experiment
This chapter has been published as “Accurate modeling of spectral fine-structure in
Earth radiance spectra measured with the Global Ozone Monitoring Experiment” in
Appl. Opt. 46, 243–252 (2007) and was co-authored by O. P. Hasekamp and J. Land-
graf.
Abstract
We present what we believe to be a novel approach to simulating the spectral fine-
structure (< 1 nm) in measurements of spectrometers such as the Global Ozone Mon-
itoring Experiment (GOME). GOME measures the Earth’s radiance spectra and daily
solar irradiance spectra from which a reflectivity spectrum is commonly extracted. The
high-frequency structures contained in such a spectrum are, apart from atmospheric ab-
sorption, caused by Raman scattering and by a shift between the solar irradiance and
the Earth’s radiance spectrum. Normally, an a priori high-resolution solar spectrum
is used to simulate these structures. We present an alternative method in which all
the required information on the solar spectrum is retrieved from the GOME measure-
ments. We investigate two approaches for the spectral range of 390–400 nm. First, a
solar spectrum is reconstructed on a fine spectral grid from the GOME solar measure-
ment. This approach leads to undersampling errors of up to 0.5% in the modeling of
the Earth’s radiance spectra. Second, a combination of the solar spectrum and one of
the Earth’s radiance measurements is used to retrieve the solar spectra. This approach
effectively removes the undersampling error and results in residuals close to the GOME
measurement noise of 0.1%.
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4.1 Introduction
In 1995, the European Space Agency launched the Global Ozone Monitoring Exper-
iment (GOME) [Bednarz, 1995, Fletcher and Lodge, 1996, Burrows et al., 1999b]
on the second European Remote Sensing satellite (ERS-2) in a sun-synchronized
near-polar orbit. Its goal was to determine the concentration of several trace gases
in the Earth’s atmosphere with a global coverage over a three-day period. GOME
measures the radiation backscattered by the Earth in the ultraviolet and visible part
of the electromagnetic spectrum, i.e. 240–790 nm, with a spectral resolution of ap-
proximately 0.17–0.35 nm and a spectral sampling distance of 0.11–0.22 nm [van
Geffen and van Oss, 2003]. It scanned the Earth across the satellite flight track with
a spatial sampling of approximately 320× 40 km2 at the ground. Each day, a solar
spectrum is measured as well.
Many atmospheric trace gases have absorption bands in the GOME spectral
range. These bands are associated with electronic transitions in combination with
the vibrational splitting of the energy levels of the molecules of these trace gases.
The detailed spectral fine-structure in the absorption features can be used to retrieve
atmospheric trace gas abundances. For example, the vertically integrated amount
of ozone can be determined from the spectral features in the Huggins absorption
bands [Spurr et al., 2005] (325–335 nm). The vertical distribution of ozone can be
retrieved in the range 290–320 nm, where an accurate simulation of the fine spectral
structures of the measurements is needed to obtain all information on the vertical
ozone distribution present in the measurement [Hasekamp and Landgraf , 2001]. In-
formation is also present on the total amount of nitrogen dioxide [Beirle et al., 2003,
Boersma et al., 2005] (405–465 nm), sulfur dioxide [Eisinger and Burrows, 1998]
(315–330 nm), and bromine oxide [Chance, 1998] (340–360 nm). Furthermore, the
depth of the Ca II Fraunhofer lines at 393 nm and 397 nm in the earthshine spectrum
provide information on cloud-top pressure and oceanic chlorophyll content [Joiner
et al., 2004] attributable to the filling in of these lines by inelastic Raman scattering.
This effect is also known as the Ring effect (e.g. Vountas et al. [1998], de Beek et al.
[2001], Chance and Spurr [1997], Sioris and Evans [1999], Joiner et al. [2004],
Stam et al. [2002] and Chapters 2 and 3).
To achieve the retrieval requirements, the GOME instrument was designed in
such a way that the fine structures in earthshine spectra can be measured with high
accuracy. Because the wavelength calibration of GOME is better than 0.05 nm
[Fletcher and Lodge, 1996, van Geffen and van Oss, 2003], the measurements of the
fine structures in the spectrum are expected to be mainly limited by the measurement
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noise. Therefore a proper interpretation of the GOME measurements is possible
using models only with high accuracy on the spectrally fine structures.
A common approach for the interpretation of GOME measurements is to deter-
mine a reflectivity spectrum, which is the ratio of a GOME Earth radiance and a
solar irradiance spectrum. The advantage of the reflectivity spectrum is that it re-
duces many calibration errors, because many of them affect the solar and earthshine
measurements in the same way. However, the reflectivity approach suffers from two
main difficulties. Firstly, a shift exists between the solar and the earthshine spec-
trum, which makes it necessary to resample the solar measurement on the spectral
sampling points of the earthshine measurement before the reflectivity spectrum can
be determined. Spectral interpolation schemes are commonly used for this purpose,
which introduce interpolation errors in the reflectivity spectrum. Second, the simu-
lations of the Ring effect in reflectivity spectra require a solar spectrum on a spectral
grid that is finer than that of the measurement. Large uncertainties exist with respect
to this solar spectrum (e.g. Gueymard [2004], Gurlit et al. [2005], Weber [1999]),
which result in biases in the modeled spectra.
To achieve better modeling of reflectivity spectra, Chance and Spurr [1997] pre-
sented an improved version of the high-resolution solar spectrum of Kurucz [1995].
This spectrum was used to improve the Ring effect correction spectra that are fitted
along in many trace gas retrievals, with additional fit parameters such as an am-
plitude and a spectral shift. Moreover, Chance et al. [2005] used the same solar
spectrum to estimate an interpolation error for typical GOME reflectivity spectra.
This interpolation error correction is fitted to the measured spectra in a similar way
as the Ring effect correction is fitted.
In this paper we present what we believe to be a new approach that does not
suffer from interpolation errors and does not rely on a priori knowledge of the solar
spectrum. The fitting of correction spectra is no longer required in our approach. To
achieve this, we first retrieve a solar irradiance spectrum on a fine spectral grid from
the GOME solar irradiance measurements. The retrieved solar spectrum allows an
accurate treatment of the Ring effect in the case of low frequency calibration errors
in the spectra. Furthermore, the solar spectrum retrieved on a fine spectral grid can
be sampled on any desired (coarser) wavelength grid. As a result, the simulation
suffers only from the undersampling error of the GOME solar spectrum, and any
additional errors due to the interpolation can be avoided. The undersampling er-
ror can be minimized further when the solar spectrum is retrieved from a GOME
solar irradiance spectrum and additionally a GOME Earth radiance spectrum. We
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demonstrate our approach for the range 390–400 nm, where two prominent Fraun-
hofer lines, i.e., the Ca II K and H lines, are present. The measurement simulation
for this wavelength range is not complicated by atmospheric absorption features.
The paper is organized as follows: In Section 4.2, we discuss the simulations
of GOME earthshine and solar measurements. In Section 4.3, the GOME reflec-
tivity spectrum and the related interpolation error are considered. In Section 4.4,
we introduce a retrieval approach for a solar spectrum from GOME solar irradi-
ance measurements. We demonstrate that such a spectrum improves the simulation
of GOME Earth radiance spectra. Deviations can be attributed mainly to the un-
dersampling error of GOME. In Section 4.5, a combination of a solar irradiance
spectrum and an Earth radiance spectrum is used to further improve the retrieval
of a solar spectrum. In turn, this approach reduces the undersampling error in the
Earth radiance measurement simulations. We present our conclusion in Section 4.6.
4.2 GOME measurements
The GOME instrument measures Earth radiance spectra in a sun-synchronized orbit
in a nadir viewing mode. Once per day (every fourteenth orbit) GOME measures a
solar irradiance spectrum. The solar measurement is observed with the same spec-
tral resolution but is slightly shifted in wavelength with respect to the earthshine
measurements, as was mentioned in Section 4.1. This spectral shift can be partially
explained by a Doppler shift [Slijkhuis et al., 1999]. Because of the orientation of
the satellite’s velocity with respect to the nadir viewing geometry of GOME there is
almost no Doppler shift for the Earth radiance measurements. On the contrary, the
direct solar measurement is carried out when the ERS-2 satellite crosses the termi-
nator in the North Polar region coming from the night side [Weber, 1999]. Because
the ERS-2 satellite is in a sun-synchronized orbit, GOME always moves with the
same speed toward the sun, i.e. 6.9 km s−1, during the solar measurement. This cor-
responds to a Doppler shift of the calibrated solar spectrum of +0.009 nm at 395 nm.
We found the shift between the solar spectrum wavelength grid and the earthshine
wavelength grid increasing from 0.011 to 0.013 nm in the wavelength range 390–
400 nm for a typical measurement. The difference between the observed shift and
the theoretical Doppler shift might be explained by issues with the standard wave-
length calibration of GOME [van Geffen and van Oss, 2003]. Instrumental effects
such as detector temperature effects and the ellipticity of the Earth’s orbit might also
play a role [Chance et al., 2005].
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The earthshine radiance Ipix that is measured by a certain detector pixel depends
linearly on the solar spectrum F0 and can be written as
Ipix =
∞∫
0
kear(λ)F0(λ) dλ , (4.1)
where we assume that the solar spectrum F0 is a continuous function of wavelength
λ. The integral kernel kear describes the transport of unpolarized solar radiation
through both the Earth’s atmosphere and the GOME spectrometer.
The atmospheric contribution can be summarized by the 4D reflectivity vector r.
Its application to the solar spectrum provides the radiation illuminating the GOME
entrance slit. This is described by the intensity vector I, which has the four Stokes
parameters I , Q, U , and V as its components, and thus
I(λ) =
∞∫
0
r(λ, λ′)F0(λ
′) dλ′ . (4.2)
Here, the reflectivity r includes the effect of elastic scattering and inelastic Raman
scattering in the Earth’s atmosphere that corresponds to a mapping of solar radiation
from a wavelength λ′ to a wavelength λ. In this paper we have used the vector
radiative transfer model of Landgraf et al. [2004] in which a Gauss-Seidel iteration
technique is used to solve the vector radiative transfer equation [Hasekamp and
Landgraf , 2001]. This model has proven to be highly efficient for optically thin
atmospheres [Hasekamp and Landgraf , 2001, van Diedenhoven et al., 2006]. The
radiative transfer perturbation theory is employed by treating inelastic rotational
Raman scattering as a perturbation to elastic Rayleigh scattering. One order of
Raman scattering is included. Van Deelen et al. [2005] (Chapter 2) have shown that
this approximation overestimates the filling in with at most 0.6% at the center of
the Ca II lines, compared to a computationally expensive multiple Raman scattering
calculation.
For an appropriate description of the GOME earthshine measurements we also
have to account both for the polarization sensitivity of the instrument and for the
averaging of the measurements over the instrument’s field-of-view during a scan.
For GOME, the radiance illuminating the detector device depends on the degree of
polarization of the incoming radiation. The polarization sensitivity arises from the
interaction of radiation with the different optical devices of the instrument. This
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dependence can be described by the scalar product
Idet =m · I , (4.3)
where the vector m = (m1,m2,m3,m4) contains the corresponding elements of
the instrument Mueller matrix [Coulson, 1988]. Presuming that the measurement to
be simulated is the radiometrically calibrated, polarization sensitive measurement,
the elements of vector m have to be normalized to its first component [Hasekamp
et al., 2002], i.e.
m =
(
1,
m2
m1
,
m3
m1
,
m4
m1
)
. (4.4)
The GOME instrument has a different sensitivity for radiation polarized parallelly
and perpendicularly to the instrument’s optical plane. The sensitivity for radiation
linearly polarized in a plane rotated by +45◦ and −45◦ with respect to the opti-
cal plane is assumed to be the same. Furthermore, we assume that GOME is not
sensitive to circularly polarized radiation. This means that the elements m3 and
m4 are zero. The ratio m2/m1 was determined during the preflight calibration of
GOME. Next, the averaging over the instrument’s field-of-view can be expressed
by an integration over the scan angle ϑ between boundaries ϑ1 and ϑ2, resulting in
the expression
I¯det =
1
ϑ1−ϑ2
ϑ2∫
ϑ1
m · I dϑ . (4.5)
Finally, we have to consider the spectral smoothing of the instrument including
the spectral sampling by the detector array. This can be described by a twofold
convolution of the intensity spectrum I¯det with an instrument slit function f and a
sampling function g, viz.
Ipix =
∞∫
0
g(λ)
∞∫
0
f(λ, λ′)I¯det(λ
′) dλ′ dλ . (4.6)
Here, the sampling and slit function may vary between the different detector pixels
of the instrument. For many purposes it is convenient to combine the slit function f
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and the sampling function g to an instrument response function s,
s(λ′) =
∞∫
0
g(λ)f(λ, λ′) dλ , (4.7)
which simplifies the notation of Eq. (4.6) to
Ipix =
∞∫
0
s(λ′) I¯det(λ
′) dλ′ . (4.8)
The rationale for introducing the instrument response function is that it can be deter-
mined by using standard spectroscopic techniques, whereas the separate character-
ization of the slit and the sampling functions is extremely difficult. Therefore only
the instrument response function was measured for GOME during the on-ground
calibration phase. For the spectral range we are interested in (390–400 nm) it is
given by [Bednarz, 1995]
s(λ) =
1
c
[
a2
(λpix − λ)4/b4 + a2
]
(4.9)
with constants a=0.6568, b=0.12 nm and a normalization constant c. Here, λpix is
the wavelength belonging to the center of the detector pixel.
The measurement of the solar spectrum can be described in a similar way, where
we assume that the solar radiation can be approximated by a collimated parallel
beam of unpolarized radiation directly illuminating the entrance slit of GOME. Thus
the solar measurement Fpix can be described similar to Eq. (4.1), but with an integral
kernel ksun, viz.
Fpix =
∞∫
0
ksun(λ)F0(λ) dλ . (4.10)
Here, the kernel ksun includes only the spectral smoothing and sampling of the
instrument, and thus is given by the instrument response function s in Eq. (4.9).
However, as was explained earlier, the wavelengths λpix for the solar measurement
belonging to the center of the individual detector pixels are shifted with respect to
those of the earthshine measurement.
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In practice, for any measurement simulation the continuous solar spectrum F0
is provided on a finite wavelength grid. For all simulations we use a solar spectrum
that is given on a 1 cm−1 wavenumber grid. This is particularly useful in the simula-
tion of the Earth radiance spectra, because each Raman transition is associated with
a fixed shift in wavenumber, but a variable shift in wavelength [van Deelen et al.,
2005]. Furthermore, the spectral grid is fine enough to approximate the integration
in Eqs. (4.1) and (4.10) sufficiently. Figure 4.1 shows a typical kernel kear and ksun
on this spectral grid. It shows that the measurement of the earthshine spectrum for
one particular detector pixel involves extra smoothing because of rotational Raman
scattering. The sidelobes are the result of convolving the distribution of inelastically
scattered radiation with the instrument response function. This extra smoothing is
responsible for the filling in of the Fraunhofer lines in an earthshine spectrum.
Figure 4.1: Kernels kear and ksun normalized to their maximum value
(max(kear)/max(ksun) ≈ 0.04) as a function of incident wavelength. The peaks of
the two kernels belong to the same detector pixel, but are slightly shifted in wave-
length, i.e. λpix = 394.9899 nm for the Earth versus λpix = 395.0016 nm for the solar
measurement.
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4.3 The GOME reflectivity spectrum
The GOME Earth radiance and solar measurement are subject to a radiometric bias
of several percent. This bias originates not only from errors in the preflight instru-
ment calibration, but also from the continuous degradation of the GOME instrument
in space [Fletcher and Lodge, 1996]. For this reason, one commonly considers
GOME reflectivity spectra. Since reflectivity spectra are the ratio of the GOME
Earth radiance and solar measurements, calibration errors that are present in both
spectra cancel out, and, consequently, the effect of radiometric biases on the data
interpretation is reduced. To use this approach, however, the solar spectrum needs
to be resampled on the spectral sampling points of the earthshine spectrum. Com-
monly this is achieved by means of an interpolation scheme, which introduces errors
in the reflectivity spectrum.
To demonstrate these interpolation errors we consider a linear interpolation sche-
me and study the introduced error on the reflectivity spectrum for the GOME sam-
pling scenario and additionally two improved sampling scenarios. We start with
a simulation of a GOME solar spectrum utilizing an instrument response function
which is composed of a Gaussian slit function with a FWHM of 0.17 nm and a box-
car sample function with a detector pixel width ∆λ = 0.12 nm (see Eq. (4.7)). Here,
the solar and earthshine sampling grids have been adopted from a typical GOME
solar and earthshine measurement. We use the solar spectrum on a 1 cm−1 grid of
Chance and Spurr [1997] for the simulation. First, a GOME solar spectrum is sim-
ulated on the solar sampling grid. Then this spectrum is interpolated on the Earth
wavelength grid. This interpolated solar spectrum is used to determine a reflectiv-
ity spectrum. Second, we determine a reflectivity spectrum that includes a solar
spectrum directly sampled on the earthshine grid. The difference between the two
reflectivity spectra yields the interpolation error of GOME.
Figure 4.2 shows that for the GOME sampling this error reaches values up to
3.4% (the root-mean-square is 0.9%) in the spectral range 390–400 nm. In a next
step, we increase the sampling by factors of 2 and 3 without changing the spectral
smoothing. Even in the case in which the solar spectrum is well sampled, an inter-
polation error of up to 1.6% (the rms is 0.5%) remains on the spectrum. Although
the interpolation error can be slightly reduced by using other interpolation schemes,
e.g. the maximum value is decreased to 1.5% (the rms is 0.4%) for a cubic spline
interpolation, clearly an interpolation approach does not provide the optimal tech-
nique for resampling the solar spectrum. It does not make maximum use of the
information present in the GOME measurements.
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Figure 4.2: The interpolation error due to linear interpolation of the GOME solar spec-
trum onto the earthshine wavelength grid for (a) 1×, (b) 2×, and (c) 3× the sampling
of GOME.
An additional problem of the reflectivity concept is caused by rotational Ra-
man scattering in the Earth’s atmosphere. In general the simulation of a reflectivity
spectrum does not rely on a solar spectrum. However, because of the effect of
inelastic Raman scattering in the Earth’s atmosphere the reflectivity spectrum is su-
perimposed by a so-called Ring spectrum. This spectrum describes the effect of
the filling in of solar Fraunhofer lines (and absorption features attributable to atmo-
spheric trace gases) on the reflectivity spectrum. Because of that, the simulation of
a GOME reflectivity spectrum depends on knowledge of the solar spectrum on a
spectral grid that is finer than the spectral sampling of GOME. However, large un-
certainties exist with respect to the solar spectrum [Gueymard, 2004, Gurlit et al.,
2005,Weber, 1999], which introduces additional errors in the GOME measurement
simulation. Figure 4.3 shows differences of up to 9% in the reflectivity spectrum
using two different solar spectra as model input.
Both the interpolation error and the errors in the simulation of the Ring effect,
can be reduced significantly when a solar spectrum is retrieved on a fine spectral
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grid from GOME observations, which is subsequently used for the simulation of
GOME Earth radiance measurements. This technique is described in Section 4.4.
Figure 4.3: (a) Simulated reflectivity spectrum R including Raman scattering with the
use of two different solar spectra: by Kurucz [1995] (solid curve) and by Chance and
Spurr [1997] (dotted curve). See Gueymard [2004] for more details on these solar
spectra. (b) Difference between the two reflectivity spectra in percentages.
4.4 Retrieval of a solar spectrum on a fine spectral
grid from the solar measurement
In this section we describe the GOME measurements of the Earth radiance and the
solar irradiance spectrum by the vectors year and ysun, respectively. Both vectors
have dimension M and cover the same spectral range 390–400 nm. Each element of
these vectors describes the measurement of one particular detector pixel and can be
simulated using Eqs. (4.1) and (4.10). Furthermore, the continuous solar spectrum
F0 is described by a vector x of dimension N , which belongs to a discretization
of the solar spectrum on a 1 cm−1 wavenumber grid. The forward simulation of
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GOME earthshine and solar measurements can be described by the linear equations
year = Kearx+ eear , (4.11)
ysun = Ksunx+ esun , (4.12)
where the M × N -dimensional kernel matrices Kear and Ksun are matrix repre-
sentations of the corresponding integral kernels kear and ksun in the Eqs. (4.1) and
(4.10). The M -dimensional vectors eear and esun contain the measurement error
of the Earth radiance and solar irradiance spectrum, respectively. In this section
we discuss a retrieval scheme to determine the solar spectrum x from the GOME
solar measurements. The retrieved solar spectrum should not be seen as a GOME
data product, but as an auxiliary product to enhance the accuracy of GOME Earth
radiance simulations, which will be demonstrated at the end of this section.
4.4.1 Inversion scheme
The retrieval of the solar spectrum x from the GOME solar irradiance spectrum
ysun involves the inversion of Eq. (4.12). This presents an underdetermined problem
because the number of measurements M is smaller than the number of parameters
N to be retrieved. To gain insight into the inversion of Eq. (4.12) we consider the
singular value decomposition (SVD) of the kernel matrix K, viz.
K = UΣVT . (4.13)
For simplicity, the subscript ‘sun’ is omitted in this subsection. In Eq. (4.13),U is a
M ×N -matrix with orthonormal columns (u1, . . . ,uM) spanning the measurement
space, V is a N × N -matrix with orthonormal columns (v1, . . . ,vN) spanning the
state space and Σ is a diagonal matrix containing the singular values (σ1, . . . , σN).
The underdetermination of the inversion problem is expressed by the fact that the
singular values (σM+1, . . . , σN) are zero. Therefore the estimate of the inversion
needs to be written as a truncated sum
xest =
M∑
n=1
(uTny)
σn
vn . (4.14)
The part of the solar spectrum that is described by the vectors vM+1, . . . ,vN cannot
be retrieved. The vector space spanned by these vectors is referred to as the null-
space of the problem, whereas the vectors v1, . . . ,vM describe the row space of the
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retrieval. The solution (4.14) is also known as the solution of minimum length (see
e.g.Menke [1989]) and can be written as
xest = K
T
(
KKT
)−1
y , (4.15)
which is useful for any numerical implementation. For GOME measurements xest
is strongly affected by the measurement error esun in Eq. (4.12). This is caused
by those terms in Eq. (4.14) that belong to small singular values. Here the noise
on the measurement y gets amplified and therefore has a significant contribution to
xest. However, owing to the spectral smoothing that is part of the forward model
of the Earth radiance spectrum in Eq. (4.12), these error contributions are smoothed
out and thus have only a minor effect on the corresponding simulations of an Earth
radiance spectrum.
The minimum length solution in Eq. (4.14) obviously does not contain informa-
tion of the solar spectrum in the null-space components. Since the null-space com-
ponents describe the fine spectral structures of the solar spectrum, the retrieved solar
spectrum is a smooth version of the high-resolution solar spectrum. This smoothing
is expressed by the so-called averaging kernel A of the retrieval [Rodgers, 2000].
For the minimum length solution the averaging kernel is given by
A =
M∑
i=1
viv
T
i . (4.16)
Thus, the relation between the true solar spectrum and the retrieved spectrum is
x = Axtrue + ex . (4.17)
Here, e
x
is the error on the retrieved solar spectrum. The averaging kernelA repre-
sents the projection of the state vector onto the row space (i.e. the non-null-space)
of the inversion problem. On the other hand, (1−A) represents the projection onto
the null-space, where 1 is the identity matrix.
Figure 4.4 shows the null-space component and the row space component of
a solar spectrum retrieved from a simulated GOME solar measurement. Here we
used the solar spectrum of Chance and Spurr [1997] as the true high-resolution so-
lar spectrum xtrue. The figure shows that the null-space part (1−A)xtrue represents
a significant component of the true solar spectrum. The rms of the null-space com-
ponent, related to the mean solar spectrum, is 23.4%. By definition, this null-space
part is mapped to zero in the forward simulation of the GOME solar irradiance
spectrum.
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Figure 4.4: null-space contribution (1−A)xtrue and row space contributionAxtrue of
the true solar spectrum xtrue as a function of wavelength, belonging to the inversion of
a solar spectrum on a 1 cm−1 grid from the solar measurement.
4.4.2 Undersampling error
If the solar spectrum is well sampled, the null-space contribution is mapped to zero
for any sampling of the slit-averaged spectrum. This is also true for a sampling
of the Earth radiance spectrum, which is subject to a similar but slightly stronger
spectral smoothing (see Fig. 4.1). However, it is known that the spectral sampling of
GOME is too coarse, which results in a model bias for the simulation of the Earth’s
radiance spectra of GOME. This error is called the undersampling error of GOME
and has to be distinguished from the interpolation error described in Section 4.3.
We studied the GOME undersampling error in more detail for the three sampling
scenarios of Section 4.3 (see Fig. 4.2). We started with a simulation of a GOME
solar spectrum assuming the instrument response function from Section 4.3. Again,
the high-resolution solar spectrum of Chance and Spurr [1997] was used for the
simulation of the measured solar spectrum. Next, we retrieved a solar spectrum on
the 1 cm−1 grid from this simulated measurement. The retrieved solar spectrum
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was subsequently used to simulate an Earth radiance spectrum that is sampled on a
shifted wavelength grid belonging to a typical GOME earthshine measurement. The
difference between this spectrum modeled with the retrieved solar spectrum and the
spectrum modeled with the original high-resolution solar spectrum represents the
undersampling error.
This error is depicted in the upper panel of Fig. 4.5 and ranges from 0 to 0.5%
(the rms is 0.2%). Analogous to Fig. 4.2 we increase the sampling in the next step
with factors of 2 and 3 without changing the spectral smoothing. Figure 4.5 shows
that increasing the sampling of GOME with a factor of 2 results in an undersam-
pling error that is insignificantly small. For three times the sampling of GOME
the undersampling error vanishes (not shown). This confirms the result of Chance
et al. [2005]. The comparison of Figs. 4.5 and 4.2 also shows that the use of the
retrieved solar spectrum results in an error in the measurement simulations that is
smaller than the one that was introduced by a linear interpolation of the GOME so-
lar spectrum. The errors shown in Fig. 4.5 represent a lower error limit on the Earth
radiance spectrum.
Figure 4.5: Undersampling error in the Earth’s radiance spectrum for (a) the sampling
of GOME and (b) 2× the sampling of GOME.
The perspective on the sampling problem chosen here is motivated by the re-
112 Chapter 4
trieval problem of the solar spectrum. The classical Fourier analysis of the prob-
lem [Chance et al., 2005] provides an analogous description, but for this analysis
both the slit function and the sampling function in Eq. (4.7) need to be known sep-
arately. In general, this is not the case for GOME-type spectrometers, which makes
our approach particularly useful for the analysis of measurements by this type of
spectrometer. Another advantage is that uneven sampling in wavelength space can
be taken into account in an uncomplicated way.
4.4.3 Simulation of GOME earthshine measurements
To demonstrate the use of the retrieved solar spectrum x for an accurate simulation
of GOME Earth radiance spectra, we consider the measurements of two GOME or-
bits. The first orbit (ERS-2 orbit number 80702165) went over North America and
the Pacific Ocean on 2 July, 1998, the second orbit (ERS-2 orbit number 81003031)
went over Eastern Asia and the Indian Ocean on 10 October, 1998. We retrieved
a solar spectrum on a 1 cm−1 grid from the direct solar measurements belonging
to both orbits. Subsequently, those two spectra were used to simulate the GOME
earthshine spectra in the 390–400 nm range. We restrict our study to cloud-free ob-
servations and moderate solar zenith angles, i.e. < 70◦. The data were selected by
using a cloud filter that was based on measurements by the polarization measure-
ment devices of GOME [Krijger et al., 2005].
Furthermore, we determined a wavelength dependent Lambertian surface albedo
from the GOME earthshine measurements by using a nonlinear least-square fitting
procedure. The albedo was assumed to be linearly dependent on wavelength for the
selected spectral range. This approach also accounted for the presence of aerosols
in the observed scene. In addition, a wavelength shift ∆λ between the earthshine
and solar spectrum was fitted in the instrument response function in Eq. (4.9) to
compensate for a possible erroneous wavelength calibration of GOME. Tempera-
ture and pressure profiles were adopted from the UK MetOffice database for the
observed scene.
The mean residual for the earthshine measurements over land is shown in Fig. 4.6,
as a function of detector pixel. The Earth radiance noise is low in the range 390–
400 nm and ranges from 0.05% to 0.2% at the center of the Ca II Fraunhofer lines.
The rms of the noise is approximately 0.08%. We see that the high frequency fea-
tures in the mean residual are similar to the undersampling error in Fig. 4.5. Here,
the differences could be explained by (1) differences between the reference high-
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resolution solar spectrum used in Fig. 4.5 and the real high-resolution solar spec-
trum, (2) calibration errors that affect the Earth and solar measurements in a differ-
ent way, and (3) possible errors in the Earth radiance forward model, which could
be instrumental (e.g. incorrect instrument response function) or atmospheric (e.g.
incorrect treatment of Raman scattering).
The fact that the mean residuals for both orbits are similar and that their spread
is of the same order as the measurement noise confirms that the undersampling error
is very stable along the orbit, at different dates, and at different locations [Slijkhuis
et al., 1999, Chance et al., 2005]. This is directly related to the shift between the
solar irradiance spectrum and the Earth radiance spectrum, which does not change
significantly within one orbit. Moreover, the wavelengths assigned to each detector
Figure 4.6: Mean residual for the earthshine measurements over land in the two se-
lected GOME orbits ((a) 25 earthshine spectra in 80702165, (b) 121 earthshine spec-
tra in 81003031), using the reconstructed solar spectrum on a 1 cm−1 grid from the
GOME solar measurement. The light gray area corresponds to the mean residual ± 1
standard deviation. The earthshine wavelengths of earthshine measurement 967 in orbit
80702165 were assigned to the detector pixels.
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pixel show no significant variation for the Earth radiance measurements.
4.5 Retrieval of a solar spectrum on a fine spectral
grid from the combination of an earthshine and a
solar measurement
To reduce the undersampling error discussed in Section 4.4, we present a retrieval
scheme to determine a solar spectrum from the combination of a solar irradiance
and an Earth radiance measurement. This combination allows a significant reduc-
tion of the undersampling error for two reasons: First, the shift between the solar
wavelength grid and the Earth wavelength grid makes the solar irradiance measure-
ment and the Earth radiance measurement two differently sampled representations
of the same underlying high-resolution solar spectrum. Second, the Earth and solar
wavelength grids are very stable (Section 4.4.3).
The inversion scheme described in Section 4.4.1 can be adopted in a straightfor-
ward way to retrieve a solar spectrum x on a fine spectral grid from the combination
of Eqs. (4.11) and (4.12), i.e.(
year
ysun
)
=
(
Kear
Ksun
)
x+
(
eear
esun
)
. (4.18)
Here the number of measurements is increased from M to 2M , which results in
the 2M dimensional measurement vector y = (year,ysun)T with the corresponding
error vector ey = (eear, esun)T . Furthermore, the kernel matrix K = (Kear,Ksun)T
is a 2M ×N matrix. Apart from the effect of the atmosphere on the Earth radiance
spectrum, the additional measurement components result in an effectively increased
sampling of the incident solar spectrum, and in turn reduces the undersampling
problem.
To obtain the solar spectrum from the combination of both measurements, we
again employ the minimum length solution in Eq. (4.15). Owing to the use of both
measurements, the rms of the null-space component decreases significantly from
23.4% to 20.1%, and thus the row space component contains more spectral fine-
structure. This improvement arises mainly from the two different samplings of the
solar and earthshine spectra. Here atmospheric effects such as the extra smoothing
attributable to Raman scattering (see Fig. 4.1) are less important.
Accurate modeling of spectral fine-structure in Earth radiance spectra . . . 115
When applying this approach, it is important that the unknown atmospheric and
surface parameters that affect the earthshine spectrum can be retrieved simultane-
ously with the solar spectrum. Other geophysical parameters have to be assumed a
priori. To fulfill this condition as well as possible, we select an Earth radiance spec-
trum of a clear sky scene over land (by making use of the cloud filter in Krijger et al.
[2005]), i.e. a measurement that is not affected by clouds or underwater scattering
in the ocean. For such a scene we consider the surface albedo and its linear depen-
dence on wavelength as the only unknown geophysical parameters. Additionally,
we include a wavelength shift ∆λ in the instrument response function in Eq. (4.9)
as an additional fit parameter to correct for a possible wavelength calibration error.
To demonstrate that the undersampling problem of GOME can be significantly
reduced by this approach, we combined the Earth radiance spectrum number 967 in
GOME orbit 80702165 and the Earth radiance spectrum number 800 in GOME orbit
81003031 with the corresponding solar spectra. Then, in the same way as described
in Section 4.4.3, the retrieved solar spectra were used to model the remaining Earth
radiance spectra of all clear sky measurements over land of both orbits.
The mean residuals for the two orbits are shown in Fig. 4.7. Many of the features
related to the undersampling error disappear. The remaining mean residuals can be
explained by the fact that the minimum length solution in Eq. (4.14) fits the solar
and earthshine measurement including its noise. Thus the retrieved solar spectrum
is biased by the particular noise pattern of the GOME earthshine and solar measure-
ments that are used in the retrieval. However, biases that differ for the measurements
of the considered orbit may also result in such a spectral bias. The standard devia-
tion of the mean residual (depicted in light gray) does not differ significantly from
the one using our first approach (see Fig. 4.6).
In both approaches, the retrieved values for the shift ∆λ were very small, i.e.
-1.86×10−3 to +1.01×10−3 nm with a retrieval error of approximately 1×10−5 nm.
The residuals did not improve significantly by adding ∆λ to the state vector, and
thus one could decide to leave out this relative shift. In other words, the wavelength
calibration of GOME is accurately enough as it is to achieve modeling of the Earth
radiance spectra close to the noise level for the range 390–400 nm with our method.
For other spectral ranges with absorption features of atmospheric trace gases, the
relative shift ∆λ might be of more importance owing to a difference in the wave-
length calibration of GOME and of the absorption cross sections of the relevant
trace gases.
Thus, so far, only the residuals for the measurements over land have been shown.
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This is because our forward model does account for vector radiative transfer in an at-
mosphere bounded below by a Lambertian surface, but does not include underwater
light scattering in the ocean. When we apply our model to cloud-free measurements
over the ocean we obtain the mean residual shown in Fig. 4.8. Here, the solar spec-
trum is the same as that used in Fig. 4.7. The undersampling error is removed, but
at the Ca II Fraunhofer lines almost 3% of filling in is missing. This bias can be at-
tributed to vibrational Raman scattering in liquid water in the ocean [Vasilkov et al.,
2002]. Joiner et al. [2004] presented a model that includes inelastic scattering by
the ocean and showed that the extra filling in was reduced when chlorophyll was
present. This was used to retrieve the chlorophyll content from the GOME mea-
surements for cloud-free ocean scenes. Our method could be used to improve this
type of retrieval that makes use of the exact shape of the Fraunhofer lines in an Earth
radiance spectrum.
Figure 4.7: Same as Fig. 4.6 ((a) 24 earthshine spectra in 80702165, (b) 120 earthshine
spectra in 81003031), but using the retrieved solar spectrum from the combination of
the solar measurement and one earthshine measurement.
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Figure 4.8: Mean residual for 142 earthshine measurements over the ocean in orbit
80702165, using the retrieved solar spectrum from the combination of the solar mea-
surement and one earthshine measurement over land. The light gray area corresponds
to the mean residual ± 1 standard deviation.
4.6 Conclusion
We have presented what we believe to be a new method that allows accurate model-
ing of spectral fine-structure in GOME measurements without any a priori knowl-
edge of the solar spectrum. We have presented two approaches. In our first ap-
proach, a solar spectrum was retrieved from the measured solar spectrum only. In
contrast to previous work [Chance et al., 2005], our approach does not require sep-
arate knowledge of the sample and slit function; only the instrument response func-
tion needs to be known. This function is much easier to characterize than its two
separate components. For the GOME instrument only the instrument response func-
tion was measured during the on-ground calibration of the spectrometer. Further-
more, uneven sampling distances are easily included in our approach. The retrieved
solar spectrum resulted in undersampling errors up to 0.5% in the modeled Earth
radiance spectra, which is in good agreement with simulated undersampling errors.
To reduce this undersampling error, we presented a second approach in which a
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solar spectrum is determined from a combination of the measured solar irradiance
spectrum and one Earth radiance spectrum per GOME orbit (or per day). The shift
between the two spectra of approximately 0.01 nm helps to effectively increase the
sampling. The residuals can be brought down to the measurement noise level of
approximately 0.1%.
Our approach to simulate GOME measurements is similar to the reflectivity
concept that is commonly used in this context. Calibration errors that are shared by
both the Earth and the solar measurement end up in the retrieved solar spectrum,
whereas in the reflectivity concept these calibration errors cancel out in the ratio
of both measurements. The advantage of our approach is that it avoids any errors
attributable to interpolating the measured solar spectrum onto the earthshine wave-
length grid. Another important advantage is that the retrieved solar spectrum allows
one to simulate the Ring effect accurately. This makes separate correction spectra
such as a Ring correction spectrum and an interpolation error correction obsolete.
As a result, a high degree of accuracy can be reached in the modeling of GOME
Earth radiance spectra, and in particular in the modeling of the Ring effect, which
was not possible previously with the available solar spectra on a fine spectral grid.
Although this study focused on the simulation of GOME measurements, the pre-
sented approach can be adopted in a straightforward manner to simulate measure-
ments of related space-borne instruments such as the Scanning Imaging Absorption
Spectrometer for Atmospheric Chartography [Bovensmann et al., 1999] launched
on Envisat in 2002, the Ozone Monitoring Instrument on the Earth Observing Sys-
tem Aura launched in 2004 and the three GOME-2 instruments to be launched on
the MetOp platform of the European Space Agency and the European Organisation
for the Exploitation of Meteorological Satellites.
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Retrieval of cloud properties from near
ultraviolet, visible and near infrared
satellite-based Earth reflectivity spectra:
a comparative study
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Abstract
In this study we investigate the capability to retrieve cloud parameters from near ul-
traviolet, visible and near infrared satellite-based reflectance measurements. A good
description of cloud parameters is essential to include in trace gas retrievals in the case
of cloud-contaminated satellite scenes. We therefore compare the retrieval of cloud top
pressure, cloud fraction and cloud optical thickness from simulated reflectance mea-
surements in three wavelength ranges: 350–400 nm, which includes pronounced Ring
effect structures, and 460–490 nm and 755–775 nm, which contain absorption features
of O2-O2 and O2, respectively. Retrieval simulations are performed for both a typi-
cal noise level of present-day space-borne spectrometers and additional random-like
measurement biases. Furthermore, we investigated the importance of the spectral con-
tinuum for the retrieval of cloud properties. The retrieval capability of each spectral
window as well as combinations of the different windows is evaluated on the basis of
the degree of regularization that is needed to stabilize the ill-posed inversion of the
measurement. It is found that reflectance measurements in the wavelength ranges 350–
400 nm and 755–775 nm provide complementary information on cloud properties. Both
spectral windows provide more information on clouds than the 460–490 nm window.
The best results are obtained for the combination of the 350–400 nm and 755–775 nm
windows. In this case all three cloud parameters can be retrieved independently and a
high robustness is obtained with respect to random-like measurement biases. Here it is
not required to resolve the Ring effect structures in the near ultraviolet window.
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5.1 Introduction
Satellite instruments that measure Earth reflectivity spectra in the near ultraviolet
(NUV), visible (VIS) and near infrared (NIR) wavelength range are used to mon-
itor important atmospheric constituents on a global scale, e.g. ozone (O3), wa-
ter vapor (H2O), nitrogen dioxide (NO2) and aerosols. Examples of such instru-
ments are the first and second Global Ozone Monitoring Experiment (GOME and
GOME-2; Burrows et al. [1999b], Callies et al. [2000]), which cover the spectral
range 240–790 nm with a spectral resolution of 0.17–0.35 nm and 0.22–0.53 nm,
respectively. Furthermore, the Scanning Imaging Absorption Spectrometer for At-
mospheric Chartography (SCIAMACHY; Bovensmann et al. [1999]) observes the
spectral range 220–2400 nm with a spectral resolution 0.22–1.50 nm. The Ozone
Monitoring Experiment (OMI; Levelt et al. [2006]) has a reduced spectral coverage
of 270–500 nm with a spectral resolution of 0.45–1.00 nm. The size of the ground
scene that is observed by these satellite instruments differs considerably. The area is
largest for GOME with 320 × 40 km2 (across × along track) and smallest for OMI
with 24× 13 km2. Due to the large field-of view of these satellite instruments nearly
all observations contain clouds, i.e. more than 94% for GOME, SCIAMACHY and
GOME-2, and approximately 88% for OMI [Krijger et al., 2007]. Clouds strongly
affect the light-paths of solar radiation through the atmosphere, and in turn change
the air masses that are seen by the measured radiation. In order to determine trace
gas concentrations as accurately as possible, parameters are required that adequately
describe the measured reflectivity spectra in cloudy conditions (e.g. van Dieden-
hoven et al. [2007]). Since clouds are highly variable in space and time, the cloud
parameters are preferably derived from the same reflectivity spectrum that is used
for the trace gas retrieval to guarantee collocation in space and time of both the
cloud parameters and the retrieved atmospheric trace gases.
A well established method to retrieve cloud parameters from reflectivity mea-
surements is to use absorption bands of molecular oxygen (O2) [Daniel et al., 2003]
of which the vertical distribution is accurately known. The oxygen A (O2 A) band
near 760 nm is often selected [Kuze and Chance, 1994, Koelemeijer et al., 2001].
These measurements are provided by GOME, SCIAMACHY and GOME-2. The
OMI instrument lacks the O2 A band and therefore the much weaker absorption line
of collision complexes of oxygen (O2-O2) at 477 nm is used instead [Daniel et al.,
2003, Acarreta et al., 2004]. The O2 density is sufficiently high in the lower part
of the Earth’s atmosphere for radiation to be absorbed during the short time-interval
that two colliding O2 molecules form an O2-O2 dimer. A third method makes use
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of the Ring effect in the NUV wavelength range [Grainger and Ring, 1962, Joiner
et al., 1995, de Beek et al., 2001, Joiner and Vasilkov, 2006]. This effect is caused
by rotational Raman scattering by nitrogen (N2) and oxygen (O2) molecules. This
inelastic scattering of sunlight decreases the depth of Fraunhofer lines in an Earth
radiance spectrum, which is also known as filling-in. The presence of cloud and
aerosol particles, which scatter solar radiation elastically, alters the probability that
radiation is scattered inelastically. As a consequence the filling-in is different com-
pared to the clear-sky case [Joiner et al., 1995, de Beek et al., 2001, Stam et al.,
2002]. Furthermore, van Diedenhoven et al. [2007] showed that combining re-
flectivity spectra of the O2 A absorption band and reflectivity measurements in the
wavelength range 350–390 nm leads to an improved retrieval of cloud properties. In
their approach the Ring effect was partially removed by fitting pre-calculated Ring
structures and thus the additional cloud information that is contained in the Ring
effect was not used.
Because of the different retrieval concepts the question is raised which spectral
range or which combination of spectral ranges is most suited for an appropriate
retrieval of cloud parameters. In this work we compare the capability to retrieve
cloud parameters of three wavelength ranges: (a) 350–400 nm, hereafter referred
to as the NUV window, which contains pronounced Ring effect structures and two
weak O2-O2 absorption bands, (b) 460–490 nm, hereafter referred to as the VIS
window, which contains a stronger absorption band of O2-O2, and (c) 755–775 nm,
hereafter referred to as the NIR window, which contains the O2 A band. We use the
following approach: First we simulate reflectivity spectra of cloudy scenes that are
characterized by three cloud parameters: cloud top pressure, cloud fraction, cloud
optical thickness. The ground surface albedo is used as an additional parameter. In a
next step we investigate the retrieval sensitivity of the cloud parameters and surface
albedos as a function of noise and as a function of cloud fraction. This analysis is
performed for the spectral windows separately and for combinations of the spectral
windows. Since satellite-based Earth reflectivity spectra are often subject to signif-
icant radiometric calibration errors, it is common to use only spectral features of
the measurement which are defined relative to broadband spectral structures. In this
way the sensitivity to broadband calibration errors can generally be reduced, but po-
tential information that is present in the broadband continuum of the measurement
is not exploited. We therefore choose to investigate two additional scenarios: (1)
when only the spectral features relative to the reflectivity continuum spectrum are
used, and (2) when all spectral features except the absolute values of the reflectiv-
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ity continuum are used (i.e. the spectral signature of the continuum is included as
well). The comparison of the cloud parameter retrieval from the different spectral
windows is not only relevant for the data analysis of reflectivity spectra measured
by present-day satellite instruments, but also for decisions on the optimal design of
future space-borne spectrometers.
The paper is constructed as follows: In Section 5.2 the forward model is de-
scribed. Section 5.3 describes the sensitivity of the measurement to cloud proper-
ties and the role of the spectral continuum, the Ring effect structures, and absorption
features for the different spectral windows. In Section 5.4 we describe the inversion
scheme that is used to retrieve the cloud parameters from simulated measurements.
In Section 5.5 the retrieval capabilities of the three selected spectral windows are
assessed, whereas in Section 5.6 the combination of windows is investigated. We
end with a summary in Section 5.7.
5.2 Forward model
The reflectivity of the Earth’s atmosphere and surface is defined as r = πI/(µ0F ),
where I is the intensity that is reflected by the Earth, F is the daily measured so-
lar irradiance, and µ0 is the cosine of the solar zenith angle. For the simulation of
cloudy reflectivity measurements a model is required that describes the most rel-
evant effects of clouds on r. Several recently developed models describe clouds
as a scattering layer [Ahmad et al., 2004, Liu et al., 2004, van Diedenhoven et al.,
2006, de Beek et al., 2001] in which cloud optical thickness is used as an impor-
tant cloud parameter. To circumvent time-consuming radiative transfer calculations
other schemes are used that simplify clouds as an elevated Lambertian reflector
with a given Lambertian cloud albedo (e.g. Joiner et al. [2004], Koelemeijer et al.
[2001]). In this paper we choose to simulate the cloud as an elevated reflecting
surface that is described by a bidirectional reflection function (BDRF) as a func-
tion of cloud optical thickness. We adopted the parameterization of Kokhanovsky
et al. [2003] for this purpose. This BDRF represents the reflection by an ideal-
ized semi-infinite non-absorbing water cloud and was derived from the asymptotic
theory of radiative transfer (see Kokhanovsky et al. [2003] for details). We ignore
three-dimensional radiative transfer effects and thus the independent pixel approx-
imation can be used (see e.g. Marshak et al. [1999]). The reflectivity of a cloudy
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scene is then simulated as
r(pc, fc, τc, As) = fc rcld(pc, τc) + [1−fc] rclr(As) . (5.1)
Here, rcld and rclr represent the reflectivity for the clouded part and the clear-sky
part of the observed scene, respectively. A fraction fc of the observed satellite scene
is covered by a homogeneous cloud layer with a certain optical thickness τc and a
certain cloud top pressure pc. The remaining part of the scene is considered cloud-
free with a Lambertian reflecting surface (surface albedo As) at the ground. Other
parameters than pc, fc, τc and As, e.g. surface pressure, are assumed to be known a
priori.
To simulate the reflectivity in Eq. (5.1) we used the plane-parallel vector radia-
tive transfer model that is described in Chapter 3. This model includes polariza-
tion and one order of rotational Raman scattering. For this study, we convoluted
the simulated reflectivity spectrum with a Gaussian slit-function with full width at
half maximum of 0.2 nm in the NUV window, of 0.3 nm in the VIS window, and
of 0.4 nm in the NIR window. Subsequently, the smoothed spectra were sampled
at spectral sampling intervals of 0.2 nm. Furthermore we assumed a polarization
insensitive instrument in the simulation. These choices represent a compromise be-
tween the different spectral characteristics of the GOME, GOME-2, SCIAMACHY
and OMI instruments.
The plane-parallel model atmosphere is based on the US standard atmosphere
[NOAA, 1976] and is subdivided into 1-km thick layers for the lowest 10 km and
2-km layers for higher altitudes. The optical properties of air are calculated using
data provided by Bates [1984], Peck and Fisher [1964] and Penney et al. [1974]
(see Appendix 3.A for more details). The absorption cross sections of O2 and H2O
are taken from the HITRAN2004 database [Rothman et al., 2005]; those of O3 are
adopted from Burrows et al. [1999a]; the absorption cross sections of NO2 are taken
from Vandaele et al. [1998]; and those of O2-O2 at 360 nm, 380 nm and 477 nm
are taken from Greenblatt et al. [1990]. Absorption by other gases is assumed to be
insignificant.
The effect of inelastic Raman scattering on a reflectivity spectrum is commonly
described by a filling-in or Ring spectrum, which is defined as
R(λ) =
Iram(λ)− Iray(λ)
Iray(λ)
. (5.2)
Here, Iray(λ) represents a spectrum of reflected intensity that is simulated using
the Rayleigh scattering approximation (all scattering is assumed to be elastic), and
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Iram(λ) denotes the intensity spectrum that takes inelastic Raman scattering into
account. The deviation of the Ring spectrum from zero is called the Ring effect.
This effect is most prominent in the ultraviolet wavelength range where scatter-
ing by molecules is strong and where many Fraunhofer lines are present. The
filling-in of the O2 A band is of minor importance for GOME(-2) and nadir-viewing
SCIAMACHY measurements [Sioris and Evans, 2000]. Therefore, we adopt the
Rayleigh scattering approximation in the NIR window, which simplifies the radia-
tive transfer model considerably.
5.3 Sensitivity of measurement to cloud properties
The reflectivity spectrum can be dissected into three spectral components that are
sensitive to cloud properties: (1) the spectral continuum, (2) the Ring spectrum, and
(3) molecular absorption features. The relative importance of each spectral com-
ponent is different for the NUV, VIS and NIR window. Fig. 5.1 shows a simulated
reflectivity spectrum r for a clear-sky scene (As = 0.05) and a fully clouded scene
(pc = 500 hPa, fc=1, τc=40) normalized to its value at the shortest wavelength of
each wavelength interval. For all three spectral windows the clear-sky reflectivity
rclr decreases towards longer wavelengths. This property of the spectral continuum
is a direct consequence of molecular scattering, which involves a scattering cross
section that is proportional to λ−4 (e.g. [Bucholtz, 1995]). At shorter wavelengths
more solar radiation is scattered into the satellite instrument’s line of sight than at
longer wavelengths. For fully clouded scenes hardly any wavelength dependence
of the reflectivity continuum spectrum is observed. Here the wavelength indepen-
dent reflection by the bright cloud surface overwhelms the atmospheric scattering
contribution. For the NUV window, and to a lesser degree for the VIS window, this
results even in a small increase of the reflectivity towards longer wavelengths. The
atmosphere is optically more dense at shorter wavelengths due to stronger molecular
scattering. As a result less light that is reflected by the cloud emerges from the atmo-
sphere at these wavelengths into the direction of the satellite instrument. In general,
the wavelength dependence of the continuum is most pronounced in the NUV and
VIS windows and therefore the reflectivity spectra at these wavelengths provide a
clear sensitivity to cloud properties. The importance of the spectral continuum for
the retrieval of cloud parameters is investigated in Sections 5.5 and 5.6.
Clouds affect the Ring spectrum as well. Due to the Ring effect radiation is
effectively scattered from the wings of the Fraunhofer lines to the line-center, which
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Figure 5.1: Reflectivity spectra of a clear-sky observation (gray curve; fc = 0, As =
0.05) and a fully clouded observation (black curve; fc = 1, τc = 40, pc = 500 hPa) in
the NUV, VIS and NIR wavelength ranges normalized to their reflectivity value at the
start of each wavelength interval. For the NUV, VIS and NIR windows these values are
r(λ0)=0.25, 0.12, 0.06 and 0.78, 0.80, 0.82 for the cloud-free scene and fully clouded
scene, respectively. A nadir viewing geometry and a solar zenith angle of 40 degrees
were used.
results in an enhanced reflectivity at the center of a Fraunhofer line and a reduced
reflectivity at the wings. The strength of the Ring effect depends on the depth and
shape of the Fraunhofer line and on the relative amount of measured photons which
are (both elastically and inelastically) scattered by air molecules. In the cloudy
case less light is scattered by air molecules than in a cloud-free atmosphere, which
results in less pronounced Ring spectra in cloudy observations. The sensitivity of
the Ring spectrum to clouds is highest for the spectral range that shows the strongest
filling-in features, i.e. at the Ca II K and H line near 393.4 and 397.0 nm. Figure 5.2
shows that the filling-in of the Fraunhofer lines can reach 11% for a clear-sky scene
in nadir viewing geometry and a solar zenith angle of 40 degrees, whereas for a low
cloud at 800 hPa it is 8% and decreases to approximately 4% for a higher cloud at
500 hPa. In this study we investigate the relevance of inelastic Raman scattering for
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cloud parameter retrieval in the NUV spectral window only, because Ring spectra
are much weaker in the VIS and NIR, due to the lack of prominent Fraunhofer lines
and weaker molecular scattering in these spectral ranges.
Figure 5.2: Ring spectra in the wavelength range 388–400 nm for a clear-sky observa-
tion (gray curve; fc=0, As=0.05, surface pressure ps = 1013 hPa) and for two fully
clouded observations (black curves; fc=1, τc=40) with different cloud top height. In-
creasing the cloud top height from 1.9 km (pc=800 hPa; dotted line) to 5.6 km altitude
(pc =500 hPa; black solid line) leads to a reduction of the Ring effect structures. We
used the solar spectrum of Chance and Spurr [1997] as input for our simulations.
Finally, sensitivity to clouds in the measurements is caused by molecular ab-
sorption lines. The most prominent absorption feature of O2 is located in the NIR
window. Another significant, but much weaker absorption band is the O2-O2 ab-
sorption band in the VIS window. Other absorption features in the NUV, VIS and
NIR windows are of minor importance for the sensitivity to clouds. A large part of
the sensitivity to clouds arises from the shielding effect of clouds; the vertical col-
umn of O2 and O2-O2 below the cloud is shielded and hence the depth of the O2 and
O2-O2 absorption features are reduced, which can be used in a retrieval approach.
At wavelengths with both strong and weak atmospheric absorption such as in the
O2 A band additional sensitivity of the measurement is obtained. The measured
strong atmospheric absorption bands consist of the radiation that has been scattered
back to the satellite at high altitudes, because incident radiation cannot penetrate to
lower altitudes due to absorption. The situation is different for wavelengths with
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weak or no atmospheric absorption. Here, the measured radiation travels all the
way through the atmosphere, is reflected by the cloud, and subsequently scattered
by the air molecules into the satellite’s line of sight. Therefore the measurement is
sensitive to radiation from any altitude. This results in a characteristic sensitivity
of absorption bands such as the O2 A band in reflectivity measurements to cloud
properties which can be used in a retrieval approach.
To summarize, in the NUV window the sensitivity of the measurement with re-
spect to cloud parameters is mainly determined by the combination of the spectral
continuum and the Ring features. The VIS window is sensitive to cloud parameters
due to the combination of the spectral continuum contribution and atmospheric ab-
sorption by O2-O2. The absorption of O2 is the most relevant spectral feature in the
NIR spectral range. Thus the sensitivity of the measurement to clouds differs for the
different spectral ranges, which makes it interesting to compare the retrieval capa-
bility of measurements in the different spectral ranges. For this purpose we perform
retrievals from simulated reflectivity measurements from the NUV, VIS and NIR
windows and from combinations of those.
5.4 Inversion and retrieval diagnostics
To determine the cloud parameters from reflectivity measurements we assume that
a forward model F describes the measurement vector y as a function of the atmo-
spheric state vector x as
y = F(x) + ey , (5.3)
where ey is the measurement error vector. We assume that the components of ey are
uncorrelated and thus the measurement covariance matrix Sy is given by a diagonal
matrix that has the variance of the measurement error on its diagonal. In our case
the measurement vector y contains the reflectivity spectrum for the different spectral
ranges, and the state vector is given by x = [pc, fc, τc, As]T . Here, T stands for the
transpose of the vector.
The state vector x has to be determined by inverting Eq. (5.3). Since the forward
model is non-linear in the unknown parameters, an iterative scheme has to be used
to find the solution of the inverse problem. For each iteration step the forward model
is replaced by its linear approximation around the vector xn of the previous iteration
step n,
F(x) ≈ F(xn) +K [x−xn] . (5.4)
128 Chapter 5
Here, K is the Jacobian matrix that contains the derivatives of the forward model
with respect to the elements of xn. Each element Kij is defined by
Kij =
∂Fi
∂xj
(xn) . (5.5)
These derivatives indicate the measurement sensitivity to the parameters xj .
For the three selected windows, the satellite measurements generally do not con-
tain sufficient information to retrieve all four parameters pc, fc, τc, and As indepen-
dently. This means that many combinations of parameters exist that fit the mea-
sured reflectivity spectrum (almost) equally well. In this case the inversion problem
is ill-posed and the least-square solution of the inversion problem is overwhelmed
by noise. Regularization is required to obtain a stable solution. In this study we
adopt the Tikhonov regularization method [Phillips, 1962, Tikhonov, 1963] as it is
described by [Hasekamp and Landgraf , 2005]. This method introduces a side con-
straint in addition to the minimization of the least-squares residual norm. As a side
constraint we choose the minimization of a weighted norm of the state vector. So
the regularized least-squares solution xreg becomes
xreg = min
x
(
||S−1/2y (F(x)− y)||
2 + γ ||Γx||2
)
, (5.6)
where Γ is a diagonal matrix that contains weight factors for the different elements
of the state vector. Here the weighting factors are chosen as Γi = 1/xa,i, where
xa,i are the elements of an a priori state vector xa. The regularization parameter γ
balances the two contributions in Eq. (5.6) and its value is of crucial importance for
the inversion. To find an appropriate value of γ we use the L-curve method [Hansen,
1992, Hansen and O’Leary, 1993].
The regularized solution of Eq. (5.6) is given by
xreg = Dy˜ (5.7)
with y˜ = ymeas − F(xn) +Kxn and with the contribution matrix
D =
(
KTS−1y K+ γΓ
)−1
KTS−1y . (5.8)
The regularized state vector is a weighted average of the true state vector,
xreg = Axtrue + ex . (5.9)
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Here A is the so-called averaging kernel of the inversion and is given by
A = DK , (5.10)
and ex is the retrieval noise, which is the error on the state vector as a result of
the measurement noise. The retrieval noise on the different parameters, ex,i, can be
obtained by taking the square root of the diagonal elements of the retrieval noise
covariance matrix
Sx = DSyD
T . (5.11)
The degree of smoothing of the averaging kernel reflects the degree of regularization
that is needed to stabilize the inversion. The retrieval capability of a given measure-
ment can thus be assessed by analyzing the elements of the averaging kernel. For
our purpose we focus on the diagonal elements only,
Ci = Aii =
∂xreg,i
∂xtrue,i
, (5.12)
which indicate how much the regularized value xreg,i depends on the true parameter
xtrue,i. Hereafter, this quantity Ci is referred to as the retrieval sensitivity. In case
of a well-posed problem Ci = 1 for each parameter xi and so all parameters can be
retrieved independently. If the retrieval is not sensitive at all to a certain parameter
then Ci = 0. This makes Ci a useful diagnostic tool to study the capabilities of the
different spectral windows to retrieve information on the cloud parameters pc, fc, τc
and on the surface albedo in each window. The sum of the retrieval sensitivities of
all parameters, i.e.
∑
iCi, is known as the degrees of freedom for signal [Rodgers,
2000]. It denotes the number of independent pieces of information that can be
retrieved from the measurement.
5.5 Information content of the NUV, VIS and NIR
spectral window
The instrument noise on GOME, GOME-2, SCIAMACHY and OMI measurements
is in the order of 0.1% in the NUV, VIS and NIR wavelength ranges. In practice,
the differences between modeled and measured reflectivity spectra are a few times
larger than this instrument noise level and appear random (e.g. [Joiner et al., 2004,
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van Diedenhoven et al., 2007] and Chapter 4). The origin of these large residuals
can be manifold, e.g. problems in the instrument calibration, errors in the simulation
of the measurements, and uncertainties in spectroscopic data such as the O2 A band
cross sections [Rothman et al., 2005] and line-shapes [Yang et al., 2005, Tran et al.,
2006]. Due to these possible sources of errors it is useful to study the robustness of
the retrieval to random-like biases on top of the instrument noise.
Figure 5.3 shows the retrieval sensitivities Cpc , Cfc , and Cτc as a function of
a white noise floor η that is added to the instrument noise of 0.1% for the three
spectral windows. All curves in this figure were calculated for a fully clouded scene
(fc=1). In general, the retrieval sensitivities decrease when η is increased, because
the effect of clouds on the signature of the spectral continuum and on the spectrally
fine structures becomes more difficult to distinguish from noise. For example, the
retrieval sensitivity Cpc for the NUV window decreases from Cp ≈ 1 at η = 0% to
Cp≈0.3 at η=1.5% for a high and optically thick cloud (pc=500 hPa, τc=40). In
case of a low and optically thin cloud (pc = 800 hPa, τc = 10) this loss in retrieval
sensitivity is less: Cpc is still 0.8 at η = 1.5%. For the VIS window increasing
the noise floor has a stronger impact than for the other windows because the cloud
sensitive spectral features are weaker in this window. Here, the retrieval sensitivity
Cpc decreases from Cpc =0.6 at η=0% to Cpc≤0.1 for noise floors larger than 1.0%
for the high cloud. For low cloud scenarios the sensitivityCpc is significantly higher.
This is explained by the quadratic dependence of the O2-O2 absorption cross section
on air density, which results in a significantly weaker absorption at high altitudes in
the troposphere than closer to the surface. The signature of the O2-O2 absorption
features relative to the noise is thus more rapidly lost for high clouds than for low
clouds [Acarreta et al., 2004]. This situation is different for the cloud top pressure
retrieval from the NIR window, which stays unaffected at noise levels even larger
than 1%. The strong O2 absorption feature dominates the reflectivity spectrum even
in the case of very large noise levels.
The retrieval sensitivity of cloud fraction shows a similar dependence on noise
floor for all three spectral windows. For the VIS and NIR windows the sensitivity
remains Cfc ≥ 0.9 up to a η = 1.5% for an optically thick cloud, whereas for the
optically thin cloud it decreases to about 0.6 at a noise floor of 1.0%. A closer
look reveals that the retrieval sensitivity of cloud fraction is somewhat higher in the
NUV window than in the VIS and NIR windows. Let us consider the retrieval of
cloud optical thickness for the scenario τc = 40. Here the sensitivity Cτc ≈ 0.8 and
Cτc ≤ 0.5 for the VIS and NIR windows respectively when no noise floor is added
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to the measurement simulation, whereas for η = 0.5% the sensitivity is reduced to
Cτc ≤ 0.1. The retrieval of τc from the NUV window is far less sensitive to noise.
Here the retrieval sensitivity is 1 in case of no noise floor and larger than 0.6 for a
noise floor of 0.5% for all cloud scenarios that are shown in Fig. 5.3.
For a proper interpretation of the retrieval sensitivity one has to be sure that the
changes in the retrieval sensitivity, and thus in the degree of regularization of the
inversion problem, arise solely from differences in the information that is present in
the measurement. For this purpose we consider the retrieval noise ex,i in Fig. 5.4
together with the retrieval sensitivity shown in Fig. 5.3. In general, a higher retrieval
sensitivity cannot automatically be associated with more information present in the
measurement. It indicates a weaker regularization of the inversion and one has to
make sure that a higher retrieval sensitivity is not accompanied by an enhanced
retrieval error of the cloud parameters. In our case, Fig. 5.4 shows that the retrieval
noise ex,i for the different cloud parameters is of the same order of magnitude when
we compare the different spectral windows. Only for the retrieval of cloud top
pressure from the NIR window with a retrieval sensitivity close to one for the full
range of noise floor values we achieve significantly lower retrieval errors. Overall,
the small variations of the retrieval noise anti-correlate with the retrieval sensitivity.
Thus for a higher retrieval sensitivity we obtain a somewhat lower retrieval noise and
vice versa. This clearly demonstrates that the variation of the retrieval sensitivities
Ci in Fig. 5.3 adequately reflects the retrieval capability of the different spectral
windows.
Summarized, for fully clouded scenes it is possible to retrieve all three cloud
parameters, pc, fc, and τc from the NUV window with sensitivities Ci > 0.5 up
to reasonable noise levels (< 0.8%). Of the three windows, the VIS window is
most sensitive to additional random-like spectral biases on the measurement: here
the sensitivity to cloud top pressure retrieval for high clouds and to cloud optical
thickness for thick clouds rapidly diminishes when the noise level increases to >
0.5%. For low clouds though, the VIS window provides a similar performance as
the NUV window. The retrieval of cloud top pressure from NIR window appears
unaffected by noise floors up to 1.5%. The cloud optical thickness on the other hand
(and to a lesser degree the cloud fraction retrieval) is highly sensitive to random-like
biases.
To investigate the retrieval capabilities of the NUV, VIS and NIR windows in
further detail we choose a noise floor η = 0.1% and study the information on the
cloud parameters as a function of cloud fraction. Fig. 5.5 shows the sensitivity Cpc ,
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Figure 5.3: Retrieval sensitivities (C) to cloud top pressure (pc), cloud fraction (fc) and
cloud optical thickness (τc) in the NUV, VIS and NIR spectral windows as a function
of the noise floor (η) that is added to the instrument noise of 0.1%. Results are shown
for a fully clouded scene (fc=1) and thus information on the surface albedo is absent.
The dotted lines show the retrieval sensitives for an optically thick cloud (τc=40) and
the solid lines for an optically thinner cloud (τc = 10). The lines in gray correspond
to a low cloud (pc = 800 hPa) and the black lines to a high cloud at (pc = 500 hPa),
respectively.
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Figure 5.4: Same as Fig. 5.3, but retrieval noise (ex) as function of noise floor (η).
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Cfc , Cτc and CAs , as function of fc. For the NUV window all three cloud parameters
can be retrieved with a high sensitivity, i.e. Cpc , Cfc , Cτc > 0.7 down to low cloud
fractions of fc≈ 0.2, for all scenarios. Here the differences between low and high
cloud and optically thick and thin cloud are small. The situation differs for the
VIS window where cloud top pressure retrieval shows a low retrieval sensitivity,
e.g. Cpc ≤ 0.45 for the high cloud scenario. As mentioned earlier this results from
the weak O2-O2 absorption coefficient at higher tropospheric altitudes. Finally, the
NIR window provides highest sensitivity Cpc ≈ 1 for the retrieval of pc for all cloud
fractions. However it has its shortcoming in the retrieval of cloud optical thickness.
For the optical thick cloud only a very low sensitivity is achieved of about Cτc = 0.1
and also for the optically thin cloud the sensitivity does not exceed a value of 0.5
for cloud fractions fc < 0.5. In all three spectral windows the Lambertian surface
albedo can only be extracted from the measurement when the cloud fraction is low.
This holds for all cases that are studied in this paper and therefore the retrieval
sensitives CAs are hereafter not shown. Furthermore, we studied the retrieval noise
ex for the scenarios in Fig. 5.5 (not shown). Similar to Fig. 5.3 we found that the
dependence of the retrieval noise on cloud fraction allows us also in this case to use
the retrieval sensitivity to investigate cloud information in the measurement. This
holds for the other scenarios in the remainder of this study as well.
With the obtained results it is hard to identify one spectral window that has the
best capability to retrieve all three cloud parameters. Cloud top pressure can be
retrieved best using the NIR window but this spectral range has a lower retrieval
sensitivity for fc and τc. The latter two parameters can be retrieved from the NUV
window with a high retrieval sensitivity. The VIS window shows weakest perfor-
mance, especially for the high cloud scenario for the retrieved pc, and for optically
thick clouds for the retrieved τc.
A common approach in satellite remote sensing is to use only spectral struc-
tures relative to broadband spectral features of the measurement. For example, the
differential optical absorption spectroscopy (DOAS) method uses this technique,
which is employed in many trace gas retrieval applications in the ultraviolet, visible
and near-infrared wavelength range (e.g. [Platt, 1994]). One important advantage
of this technique is its low sensitivity to broadband calibration errors of the mea-
surement. For the retrieval of cloud properties we therefore consider two related
approaches in this study, where we first fit a scaling to the reflectivity measurement
with a power-law function
g(λ) = g0(λ/λ0)
α (5.13)
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Figure 5.5: Retrieval sensitivities (C) to cloud top pressure (pc), cloud fraction (fc),
cloud optical thickness (τc) and surface albedo (As) in the NUV, VIS and NIR spectral
windows as a function of cloud fraction for a fixed noise floor η = 0.1%. Results are
shown for the same cloud scenarios as in Fig. 5.3. A surface albedo of 0.05 was used
in all windows.
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Here, g0 represents the scaling ratio at a reference wavelength λ0 of the spectral in-
terval and the exponent α governs the wavelength dependence of the scaling factor.
Thus the state vector that is to be retrieved is x = [pc, fc, τc, As, g0, α]T . In the re-
trieval, the two parameters g0 and α are given a strong weight (by setting Γi = 108
in Eq. (5.6)) to force that the scaling is fitted in any case. Here, the function g(λ)
describes nearly all broadband spectral features of the reflectivity continuum in the
three spectral windows. In a second approach we fit a wavelength independent scal-
ing factor (corresponding to setting α = 0 in Eq. (5.13)) instead of using function
g(λ) and thus we use only the spectral features relative to a constant background for
the purpose of cloud parameter retrieval. The comparison of the retrieval sensitiv-
ity of both approaches with those where all spectral information of the reflectivity
spectrum is used allows us to investigate the importance of the spectral continuum
for the retrieval of cloud properties versus the importance of the differential Ring
and absorption structures alone.
Fig. 5.6 shows Cpc , Cfc , and Cτc as function of cloud fraction for both scaling
factor scenarios (g = g(λ) and g = g0), where we consider a cloud scenario of a
high optically thick cloud. In general the NUV and VIS windows provide little in-
formation on cloud parameters when the continuum is fitted with the wavelength
dependent scaling factor. Even in the NUV window with the prominent Ring fea-
tures at the Ca II Fraunhofer lines the sensitivities are low for all cloud fractions:
Cpc ≤ 0.45, Cfc ≤ 0.25 and Cτc ≈ 0. As is shown in Fig. 5.6 (g = g(λ)) a small
but significant amount of information on cloud top pressure and cloud fraction can
be retrieved from the NUV Ring structures alone, but most of the cloud information
of the NUV window comes from the spectral continuum. When in addition to the
relative Ring structures the spectral signature of the continuum is used (g= g0 sce-
nario), the NUV window provides sufficient information on cloud top pressure and
cloud fraction (Cpc , Cfc ≤ 0.9 for fc ≥ 0.2), whereas for the VIS window only the
cloud fraction can be retrieved with a reasonable sensitivity (Cfc≤0.9 for fc>0.2).
In contrast the NIR window shows a maximum sensitivity Cpc≈1 for both types of
scaling factor. Here the information on cloud top pressure is extracted only from the
relative spectral structures of the O2 A absorption features. Furthermore, cloud frac-
tion can be retrieved with a reasonable sensitivity from NIR of about Cfc =0.6−0.7,
which means that the cloud fraction is retrieved to a large extend from the relative
O2 A absorption features. For all three windows the optical thickness cannot be
retrieved if one of the two scaling factors is applied. The retrieval of surface albedo
is also not possible for fc> 0.1 due to fitting the two scaling factors (not shown in
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Fig. 5.6). Thus, Fig. 5.6 demonstrates that especially for the NUV and VIS window
the continuum provides essential information on cloud properties. Although the re-
trieval sensitivities in Fig. 5.6 depend to some extend on the chosen cloud scenario
the overall conclusions remain valid for the other cloud scenarios that are used in
this study (not shown).
5.6 The synergistic use of spectral windows
Figure 5.5 showed that the NIR spectral window provides complementary informa-
tion on cloud properties to the NUV and VIS spectral windows. The NIR window
allows one to retrieve cloud top pressure with a high sensitivity Cpc , whereas the
NUV and VIS windows provide a higher sensitivity to τc. A combination of the
NUV and NIR or of the VIS and NIR window may improve the retrieval of cloud
properties compared to a single window approach. van Diedenhoven et al. [2007]
already showed that by combining O2 A band measurements with measurements in
the wavelength range 350–390 nm the sensitivity to cloud parameters can be sig-
nificantly increased. In the following we investigate the combination of the NUV
and NIR and of the VIS and NIR reflectivity spectra to a measurement vector y in
Eq. (5.13) and study the retrieval capability of these measurements. The state vector
is extended to contain the surface albedo for each spectral window.
Figure 5.7 shows the retrieval sensitivities for the combinations of spectral win-
dows. The synergistic use of the NUV and NIR windows allows one to combine the
ability to retrieve the three cloud parameters with high sensitivity. As a result, the
three cloud parameters can be retrieved with maximum sensitivity Cpc , Cfc , Cτc≈1
for nearly all cloud fractions. In other words one combines the ability of the NIR
window to retrieve cloud top pressure for all possible cloud fractions with the abil-
ity of the NUV window to retrieve cloud fraction and cloud optical thickness with
a high sensitivity. The combination of the VIS and NIR spectral range also im-
proves the cloud retrieval compared to the single window approaches, but here the
improvement is significantly less than for the NUV and NIR window combination.
Especially the retrieval of cloud optical thickness for thick clouds is not satisfying
with sensitivities Cτ < 0.5 for cloud fractions smaller than 0.5. We also inves-
tigated the combination of the NUV and VIS windows and found no significant
improvement for the retrieval of cloud properties compared to the NUV window
alone (not shown). Since this spectral combination has no added value, it will not
be considered in the remainder of this paper.
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Figure 5.6: Retrieval sensitivities (C) to cloud top pressure (pc), cloud fraction (fc)
and to cloud optical thickness (τc) in the NUV, VIS and NIR spectral windows when in
addition to these parameters a power law (solid line) or a factor (dotted line) is fitted to
the reflectivity measurement. The retrieval sensitivities are shown as function of cloud
fraction for η = 0.1%, pc = 500 hPa and τc = 40.
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In addition, the robustness of the fit with respect to random-like measurement
biases is enhanced by the combination of spectral windows. Figure 5.8 shows the
retrieval sensitivities for cloud parameters as a function of noise floor η. For the
combination of the NUV and NIR spectral windows the sensitivities Cpc , Cfc , and
Cτc larger than 0.9 in almost all cases. Only for the thick cloud Cτc reduces to
values between 0.7 and 0.9 for a noise floor η ≥ 1%. A high robustness is also
achieved for the combination of the VIS and NIR windows. However, the retrieval
of cloud optical thickness is more sensitive to the noise floor than for the NUV +
NIR combination. The third column of Fig. 5.7 presents retrieval simulations of the
combined NUV and NIR windows when in addition to the cloud parameters also
the power law scaling factor is fitted to the spectra in each window. In this case
when the spectral continuum of the NUV window is described by the wavelength
dependent scaling factor, the retrieval of the NIR window is not improved by the
extra measurements in the NUV. This can be explained by our previous finding that
the extra information of the NUV with respect to the NIR retrieval originates from
the continuum signature of the NUV window. However, the NIR retrieval can be
improved by the synergistic use of both spectral windows when only a wavelength-
independent scaling factor is fitted to the spectrum. We can then retrieve the cloud
fraction fc with a maximum sensitivity Cf ≈ 1 for nearly all cloud fractions.
Furthermore, we found that for the NUV + NIR spectral combination the Ring
effect does not significantly contribute to the retrieval of cloud parameters. To
demonstrate this we replaced the NUV reflectivity spectrum with a NUV reflec-
tivity spectrum where we did not take inelastic Raman scattering into account. This
modification of the measurement simulation hardly affected the retrieval sensitivity.
The loss of sensitivity of the NUV measurement with respect to cloud top pressure
is completely compensated by the sensitivity of the O2 A absorption band in the
NIR measurement. For the design of a future instrument this means that the spec-
tral resolution requirement on the NUV measurements can be relaxed, because it is
not needed to resolve the spectrally fine Ring effect features in the spectrum. Fur-
thermore, our results implicate that it allows one to simulate the Ring effect on the
spectrum with a pre-calculated Ring spectrum and certain fudge parameters, such
as an amplitude of the Ring spectrum, to account for the different strength of the
Ring effect depending on the atmospheric state. This commonly used approach
(e.g. Chance [1998]) eases the time-consuming radiative transfer calculations that
include inelastic Raman scattering considerably.
Overall, the combination of the NUV and NIR window is superior to the combi-
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Figure 5.7: The first two columns show the retrieval sensitivities (C) to the cloud
parameters pc, fc, τc as function of cloud fraction for the spectral window combination
VIS + NIR and NUV + NIR for a fixed noise floor η = 0.1%. Results are shown for
the four cloud scenarios of Fig. 5.5. The third column shows the retrieval sensitivities
for the combination NUV + NIR when in addition to the cloud parameters a power
law (solid line) or a factor (dotted line) is fitted to the reflectivity measurement in each
window, using the same cloud scenario as in Fig. 5.6.
Retrieval of cloud properties from NUV, VIS and NIR 141
Figure 5.8: Same as Fig. 5.3, but for the spectral window combinations VIS + NIR and
NUV + NIR.
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nation of the VIS and NIR spectral range. It improves the NIR and NUV cloud re-
trieval significantly so that all three cloud parameters, i.e. cloud top pressure, cloud
fraction and cloud optical thickness can be retrieved from the measurement with a
high robustness to random-like measurement biases. This added value compared
to a single NIR window approach originates from the spectral shape of the contin-
uum in the NUV window. The relative Ring structures do not provide significant
extra information in this combination. This means that the maximum benefit of the
synergistic use of both spectral windows can only be achieved when the broadband
spectral features are exploited in the spectrum. Therefore, the broadband radio-
metric calibration of the NUV requires special attention for the retrieval of cloud
properties.
5.7 Summary and conclusion
The majority of satellite-based reflectivity measurements are affected by clouds.
To enable trace gas retrievals for cloudy scenes it is essential to retrieve auxiliary
parameters that adequately describe the clouds. Our purpose was to find out which
spectral window or which combination of windows is most suited to retrieve this
cloud information for present and future GOME-type instruments. We compared the
retrieval of cloud top pressure, cloud fraction, cloud optical thickness and surface
albedo from three spectral windows that are currently used for this purpose: (1)
the NUV window 350–400 nm, which contains pronounced Ring effect structures,
(2) the VIS window 460–490 nm, which contains an O2-O2 band, and (3) the NIR
window 755–775 nm that contains the O2 A band.
Using the spectral windows separately we found that the VIS window provides
the least information on cloud properties. The retrieval capability of this window
is especially limited in the case of high and optically thick clouds. We found that
the retrieval of cloud top pressure and cloud optical thickness from these measure-
ments is very sensitive to random-like spectral biases on the reflectivity measure-
ment. Since a significant amount of the cloud parameter information originates from
the spectral continuum, the radiometric calibration limits the measurement interpre-
tation. In all cases, the surface albedo in each window could only be retrieved for
low cloud fractions.
The NIR window is most capable of retrieving cloud top pressure. The strong
O2 A absorption feature in this window yields a high robustness to random-like
biases. However, information on cloud optical thickness, which originates predom-
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inantly from the spectral continuum, is easily lost when random-like spectral biases
increase. Another important aspect of the retrieval of cloud parameters from this
window is that it is still possible to retrieve cloud top pressure with high retrieval
sensitivity without using the spectral continuum, in contrast to the other windows.
To a large extend this is also the case for the retrieval of cloud fraction. Thus, the
NIR window allows one to retrieve cloud parameters even when the measurement
is subject to large, spectrally broad calibration errors.
Retrievals from NUV measurements show a retrieval sensitivity close to one for
cloud fractions fc > 0.4 for all three cloud parameters but this information decreases
rapidly for smaller cloud fractions. Furthermore, the retrieval from the NUV win-
dow is sensitive to random-like biases on the measurements. Nevertheless, even for
a noise floor of 0.5% a reasonable performance is obtained. In this spectral window
the cloud information is mainly extracted from the spectral continuum. Addition-
ally, the Ring effect provides a small but significant contribution to the retrieval of
cloud top pressure. When the relative spectral dependence of the continuum but
not its absolute value is used cloud top pressure and cloud fraction can be retrieved
adequately, but information is lost on cloud optical thickness.
Due to the different performance of cloud retrieval from the NUV and NIR win-
dow a superior single window approach cannot be appointed. Both windows pro-
vide, to a certain extend, complementary information, which can be best exploited
when both windows are used in a synergistic manner in a cloud retrieval as was
proposed by van Diedenhoven et al. [2007]. Here the absolute continuum height
and relative spectral dependence in the NUV window aid the retrieval of cloud frac-
tion and cloud optical thickness, which are difficult to determine simultaneously
from the NIR window continuum alone. We found that the Ring effect structures
do not significantly contribute in this combination of the NUV and NIR window in
terms of information content on cloud top pressure, cloud fraction, and cloud optical
thickness. This means that for future instruments the requirement on the instrument
spectral resolution of the NUV window to resolve the Ring effect structures can be
relaxed for the purpose of cloud retrieval, because the Ring features do not have
to be resolved when the NUV and NIR window are combined. Furthermore, this
allows one to simplify the radiative transfer modeling in the NUV considerably, and
thus, eases the setup of an efficient retrieval approach.
Finally, for GOME(-2), SCIAMACHY and similar instruments in the future we
propose to retrieve cloud parameters from the NUV and NIR window combined.
For OMI-type instruments that lack the NIR spectral window w
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NUV window including the Ring structures, which has the potential to retrieve all
cloud parameters, i.e. cloud pressure, cloud fraction and cloud optical thickness for
cloud fractions larger than 0.4. However, due to the sensitivity of the retrieval to an
additional noise floor on the measurement, but also due to the importance to use the
spectral continuum in the NUV window, an accurate calibration of the measurement
is crucial for this type of cloud parameter retrieval.
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Summary
A spectrum of sunlight that is backscattered by the Earth’s atmosphere and surface
contains a wealth of information on atmospheric constituents and surface proper-
ties. For instance, one can infer the atmospheric concentration of an important trace
gas like ozone from an Earth radiance spectrum. Several satellite instruments have
been launched to measure Earth radiance spectra: the first and second Global Ozone
Monitoring Experiment (GOME and GOME-2), the Scanning Imaging Absorption
Spectrometer for Atmospheric Chartography (SCIAMACHY), and the Ozone Mon-
itoring Instrument (OMI). It is common to take the ratio of the Earth radiance spec-
trum and a measured solar irradiance spectrum to reveal the information on atmo-
spheric constituents and surface properties. This ratio, which is called the reflectiv-
ity spectrum, displays how the incident solar light has been altered by its interaction
with the Earth’s surface and its passage through the Earth’s atmosphere. An advan-
tage of this ratio is that many calibration errors that are shared by the Earth radiance
and solar irradiance measurement cancel out.
Close examination of reflectivity spectra reveals fine structures that are caused
by the Ring effect, which was discovered by Grainger and Ring in 1962. The Ring
effect is observed where the solar spectrum shows lines of low intensity, the so-
called Fraunhofer lines. The effect is caused by rotational Raman scattering by
nitrogen and oxygen molecules in the Earth’s atmosphere. This inelastic scattering
process decreases the depth of the Fraunhofer lines in an Earth radiance spectrum
compared to those in an extraterrestrial solar irradiance spectrum. As a result, the
reflectivity spectrum contains filling-in structures. The Ring effect is most pro-
nounced in the ultraviolet wavelength range, where many strong Fraunhofer lines
are present and where molecular scattering is important. The Ring effect often in-
terferes with absorption features in reflectivity spectra and is therefore considered
as a nuisance. However, the Ring effect can also be utilized to extract information
on cloud parameters from reflectivity spectra. This is because the amount of inelas-
tic scattering is affected by the presence of clouds. In turn, this cloud information
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can be used to improve trace gas retrievals for cloudy observations. At the start
of this project several models were available that take the Ring effect into account
to some degree. However, multiple inelastic Raman scattering and the polarization
aspects of the multiple scattered light including inelastic Raman scattering needed
to be investigated in more detail. This approximation in which polarization is ne-
glected is referred to as the scalar approximation. Only the intensity I is simulated
instead of the full intensity vector I = [I,Q, U, V ]T , where Q and U describe linear
polarization and V describes circulair polarization.
The work described in this thesis started with the development of a scalar ra-
diative transfer model that is suited to describe multiple scattering in the Earth’s
atmosphere including multiple Raman scattering. This model is described in Chap-
ter 2 and is based on the doubling-adding method. The doubling-adding equations
were extended to include inelastic scattering. One of the questions that we were
particularly interested in was to what extent higher orders of Raman scattering are
important for modeling the Ring effect in the ultraviolet and visible wavelength
range. Using a somewhat simplified model atmosphere that consisted of two layers
and assuming an instrument spectral resolution similar to GOME, we found that the
filling-in due to one order of Raman scattering can be as high as 21% at the Ca II K
and H lines at 393 nm and 397 nm. The observed multiple Raman scattering con-
tribution to the total filling-in is only 0.6% at these lines. Near 325 nm molecular
scattering is stronger, but the Fraunhofer lines are less pronounced than the Ca II
lines. Here, the contributions of single and multiple inelastic scattering to the total
filling-in are typically 4% and 0.2%, respectively. From this we concluded that in
the case of GOME-type measurements including one order of inelastic scattering is
sufficient for most applications.
In Chapter 3 we investigated the polarization aspects of the light that emerges
from a molecular scattering atmosphere. The impact of neglecting the polarization
aspects was verified with a newly developed vector radiative transfer model. This
model employs radiative transfer perturbation theory and treats inelastic rotational
Raman scattering as a perturbation to elastic Rayleigh scattering (i.e. the approxi-
mation in which all light scattering is assumed to be elastic). The approach provides
a perturbation series expansion for a simulated radiation quantity, where each term
describes the effect of one additional order of Raman scattering. The model was
worked out in detail to first order. Here, the adjoint formulation of radiative transfer
reduces the numerical effort of computational applications significantly. Numeri-
cal simulations were presented for the ultraviolet part of the solar spectrum and the
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effect of Raman scattering on the Stokes parameters I , Q and U of the reflected sun-
light was studied. It was found that the influence of the Ring effect on a spectrum of
the degree of linear polarization,
√
Q2 + U2/I , is largely determined by the filling-
in structures in a spectrum of I . The filling-in structures in spectra of Q and U are
less important. Two common approximations were tested for the simulation of the
Ring effect structures in GOME-type measurements: the single scattering approxi-
mation and the scalar approximation. We found that the single scattering approach
does not produce the correct amplitude of the Ring effect structures. For example,
the filling-in of Ca II Fraunhofer lines is underestimated by a factor 2. This means
that both for the simulation of the reflectivity continuum spectrum and for the cal-
culation of the one order of Raman scattering correction the inclusion of multiple
Rayleigh scattering is crucial. Next we investigated the approximation in which
the Ring effect structures were calculated with a scalar model, but in which the re-
flectance continuum spectrum was simulated with a vector model. It was found that
for most applications this approximation is justified since the biases that are intro-
duced are typically one order of magnitude smaller than the instrument noise. Only
in the case of the strong Ca II Fraunhofer lines the Ring structures on I as well as
on Q and U should be incorporated.
For the simulation of the Ring structures in GOME-type measurements it is of
crucial importance to use an accurate solar irradiance spectrum as model input. In
addition to the Ring structures the reflectivity spectra that are measured by GOME-
type instruments contain high frequency spectral structures that are introduced by a
Doppler shift between the Earth radiance and solar irradiance spectrum. These fea-
tures are the result of interpolating the GOME solar irradiance spectrum to the Earth
radiance spectrum wavelength grid in order to obtain the reflectivity spectrum. In
Chapter 4 we introduce a novel approach that both provides the required input solar
spectrum and prevents the introduction of interpolation errors. To achieve this, a
solar spectrum is determined from the GOME measurements on a spectral grid that
is finer than the GOME wavelength grid. When the GOME solar irradiance mea-
surement is used to determine this solar spectrum on a fine spectral grid one ends up
with errors of approximately 0.5% in the modeling of the Earth’s radiance spectra.
These errors are caused by the GOME undersampling error. We demonstrated that
when in addition to the GOME solar irradiance measurement one GOME Earth ra-
diance measurement is used, the undersampling errors can be effectively removed.
With this approach the mean residuals are brought down to the instrument noise
level. This demonstrates that the Ring effect is adequately modeled.
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As mentioned before, the Ring effect contains information on cloud parame-
ters that can be used to improve trace gas retrievals for cloudy observations. In
the last chapter, Chapter 5, we investigated how the capability to retrieve cloud
parameters from near ultraviolet spectra that contain pronounced Ring structures
compares with other commonly used approaches that make use of absorption bands
of oxygen and the collisional complex of oxygen. We were also particularly inter-
ested to find out which spectral window or which combination of spectral windows
provides the best option to retrieve cloud parameters for present and future GOME-
type instruments. We compared the retrieval of cloud top pressure, cloud fraction
and cloud optical thickness from simulated reflectivity measurements in three wave-
length ranges: 350–400 nm, which includes pronounced Ring structures, and 460–
490 nm and 755–775 nm, which contain absorption features of oxygen and the
collisional complex of oxygen, respectively. Retrieval simulations were performed
for both a typical noise level of present-day space-borne spectrometers and addi-
tional random-like measurement biases. Both spectral windows 350-400 nm and
755–775 nm separately provide more information on clouds than the 460–490 nm
window. The best results were obtained for the combination of the 350–400 nm and
755–775 nm windows. In this case all three cloud parameters can be retrieved inde-
pendently and a high robustness was obtained to random-like measurement biases.
It was found, however, that the Ring effect structures do not add significant cloud
information in this combination of spectral windows. The additional information on
cloud top pressure and cloud fraction is instead obtained from the O2 A band, and
in fact, enables a more robust and more accurate cloud retrieval. For instruments
that do not measure the oxygen A band, such as OMI, both the Ring effect and the
spectral continuum in the near ultraviolet wavelength range should be included in
the cloud parameter retrieval scheme.
The most important conclusions of this thesis are:
1. We have developed two novel models to include rotational Raman scatter-
ing in the Earth’s atmosphere. With these models we were able to assess the
significance of polarization and multiple Raman scattering for the simulation
of the Ring effect that is observed in GOME-type Earth reflectivity measure-
ments. It was found that the best strategy to simulate the Ring effect in these
satellite-based measurements is to solve the vector radiative transfer problem
for an elastic Rayleigh scattering atmosphere and use perturbation theory to
correct this base solution for one order of Raman scattering.
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2. The high degree of accuracy that is reached in the simulation of the Ring effect
in GOME-type reflectivity measurements demonstrates that we can accurately
model atmospheric rotational Raman scattering in backscattered sunlight. For
this, our radiative transfer model and the derived input solar spectrum are
sufficient, interpolation errors and undersampling errors can be avoided, and
the mean residuals are reduced to the instrument noise level.
3. Accurate cloud parameters can be retrieved from a combination of O2 A ab-
sorption band measurements and measurements of the near ultraviolet reflec-
tivity continuum (350–400 nm). The Ring effect does not add significant
information to the cloud parameter retrieval for this combination. When O2
A absorption band measurements are not available the Ring structures need
to be included to accurately retrieve cloud parameters.
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Samenvatting
Rotationele Raman-verstrooiing in de aardatmosfeer
Modellering en toepassing op satellietmetingen van weerkaatst
zonlicht
Het door de aardatmosfeer en het aardoppervlak terugverstrooide en gereflecteerde
zonlicht bevat een schat aan informatie over de samenstelling van de atmosfeer en
over de eigenschappen van het oppervlak. Zo kan men bijvoorbeeld de concentratie
van een belangrijk gas als ozon bepalen uit een gemeten Aarde-radiantiespectrum.
Verscheidene satellietinstrumenten zijn gelanceerd om Aarde-radiantiespectra nauw-
keurig te meten: het Global Ozone Monitoring Experiment en zijn opvolger (GOME
en GOME-2), de Scanning Imaging Absorption Spectrometer for Atmospheric Char-
tography (SCIAMACHY), en het Ozone Monitoring Instrument (OMI). Bij de ana-
lyse van de metingen is het gebruikelijk om het gemeten Aarde-radiantiespectrum
te delen door een zonne-irradiantiespectrum. Deze ratio, die het reflectiespectrum
wordt genoemd, toont hoe inkomend zonlicht verandert door weerkaatsing aan het
aardoppervlak en door zijn reis door de aardatmosfeer. Een voordeel van deze ratio
is dat calibratiefouten die zowel in de Aarde- als in de zonnemeting zitten wegdelen.
Wanneer de reflectie als functie van golflengte nauwkeurig bekeken wordt ziet
men fijne spectrale structuren die veroorzaakt worden door het Ring effect. Dit
effect, dat in 1962 ontdekt werd door Grainger en Ring, is te zien bij golflengten
waar het zonnespectrum lijnen van lage intensiteit vertoont – de zogenaamde Fraun-
hoferlijnen. Het Ring effect wordt veroorzaakt door rotationele Raman-verstrooiing
door stikstof- en zuurstofmoleculen in lucht. Dit inelastische lichtverstrooiingspro-
ces maakt de Fraunhoferlijnen in een Aarde-radiantiespectrum minder diep dan in
een zonnespectrum dat buiten de aardatmosfeer is gemeten. Hierdoor delen de
Fraunhoferlijnen niet weg in de ratio van deze metingen en veroorzaakt het Ring
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effect effectief een opvulling van de Fraunhofer lijnen in het gemeten reflectiespec-
trum. Het Ring effect is het meest prominent in het ultraviolette golflengtebereik
waar zich veel sterke Fraunhoferlijnen bevinden en waar moleculaire verstrooiing
belangrijk is. Vaak wordt het Ring effect beschouwd als een stoorzender in de
analyse van verstrooid zonlicht. De Ring-structuren interfereren namelijk met de
veelal zwakkere absorptiestructuren die gebruikt worden om concentraties van de
gassen zoals ozon, stikstofdioxide, etc. te bepalen. Het Ring effect kan echter ook
beschouwd worden als een bron van informatie. Zo is het Ring effect gevoelig voor
de aanwezigheid van wolken in de satellietwaarneming. Dit komt doordat de ver-
houding van inelastisch verstrooid licht ten opzichte van elastisch verstrooid licht
afhankelijk is van de aanwezigheid van wolken. Met de informatie over wolken
die in het Ring effect verstopt zit, zoals bijvoorbeeld wolkentophoogte, kan het
bepalen van concentraties van diverse gassen uit verstrooid zonlicht verbeterd wor-
den in het geval van bewolkte waarnemingen. Bij de aanvang van dit project waren
er verschillende stralingstransportmodellen beschikbaar die het Ring effect tot op
zekere hoogte meenemen. Echter, twee aspecten waren nog niet in voldoende detail
bestudeerd: (1) het belang van meervoudige Raman-verstrooiing en (2) het belang
van de polarisatie-eigenschappen van het meervoudig verstrooide licht in het geval
dat inelastische Raman-verstrooiing wordt meegenomen. De benadering waarin de
polarisatie-eigenschappen van licht worden verwaarloosd heet de scalaire benade-
ring. Hierbij wordt slechts de intensiteit I gemodelleerd in plaats van de volledige
intensiteitvector I = [I,Q, U, V ]T , waarbij Q en U lineare polarisatie van het licht
beschrijven en V circulaire polarisatie beschrijft.
Het werk dat beschreven wordt in dit proefschrift begon met het ontwikkelen
van een scalair stralingstransportmodel dat in staat is om meervoudige verstrooiing
in de aardatmosfeer te berekenen en ook meervoudige Raman-verstrooiing mee-
neemt. Dit model wordt beschreven in hoofdstuk 2 en is gebaseerd op de doubling-
adding-methode. Om inelastische verstrooiing mee te nemen was het nodig om de
doubling-adding-formules aan te passen. Ee´n van de vragen waar we met name in
geı¨nteresseerd waren was tot in welke mate hogere ordes van Raman-verstrooiing
belangrijk zijn voor het modelleren van de reflectie in het ultraviolette en zichtbare
golflengtebereik. Met behulp van een versimpelde modelatmosfeer en uitgaande
van een instrument met een vergelijkbare spectrale resolutie als GOME vonden we
dat de totale opvulling door enkelvoudige Raman-verstrooiing ∼22% kan zijn bij
de Ca II K- en H-lijnen rond 393 nm en 397 nm. Hiervan wordt slechts 0,6% door
meervoudige Raman verstrooiing veroorzaakt. Nabij 325 nm is moleculaire ver-
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strooiing sterker, maar zijn de Fraunhoferlijnen minder sterk dan de Ca II-lijnen.
Hier is de totale opvulling 4%, waarvan 0,2% veroorzaakt wordt door meervoudige
Raman verstrooiing. Hieruit hebben we geconcludeerd dat het voor metingen waar-
bij de spectrale resolutie vergelijkbaar is als die van GOME volstaat om e´e´n orde
inelastische Raman verstrooiing mee te nemen voor de meeste toepassingen.
In hoofdstuk 3 hebben we de polarisatie-aspecten van terugverstrooid zonlicht
bestu-deerd. Het gevolg van het verwaarlozen van polarisatie werd onderzocht met
een nieuw ontwikkeld vector-stralingstransportmodel. Dit model maakt gebruik van
de stralingstrans-port-storingstheorie waarbij inelastische Raman-verstrooiing be-
handeld wordt als een verstoring van het elastische Rayleigh-verstrooiingsprobleem.
Deze aanpak levert een storingsreeksontwikkeling op van de intensiteitsvector, waar-
bij iedere term het effect van e´e´n extra orde Raman-verstrooiing beschrijft. Dit
model is in detail uitgewerkt voor de eerste orde. De berekening van de eerste
orde Raman-verstrooiingscorrectie kon significant versneld worden door gebruik te
maken van de terugwaartse formulering van stralingstransporttheorie. We hebben
numerieke simulaties voor het ultraviolette golflengtebereik gedaan om het effect
van Raman-verstrooiing op I , Q en U van het weerkaatste zonlicht te bestuderen.
We vonden dat de Ring-structuren in een spectrum van de graad van lineaire pola-
risatie (
√
Q2 + U2/I) voornamelijk het gevolg zijn van Ring-structuren in het spec-
trum van I . De Ring-structuren in spectra van Q en U zijn minder belangrijk. Twee
veelgebruikte benaderingen om de Ring-structuren in metingen door instrumenten
zoals GOME te simuleren werden nader onderzocht: de enkelvoudige verstrooiings-
benadering en de scalaire benadering. We vonden dat de enkelvoudige verstrooi-
ingsoplossing niet de juiste amplitude van de Ring-structuren kan simuleren. De
opvulling van de Ca II-lijnen werd bijvoorbeeld onderschat met een factor 2. Dit
betekent dat het cruciaal is om meervoudige Rayleigh-verstrooiing mee te nemen
voor zowel het continuu¨m als voor de berekening van de opvulling van de Fraun-
hoferlijnen. Vervolgens bestudeerden we de benadering waarin de Ring-structuren
worden gesimuleerd met een scalair model, maar waarin het continuu¨m berekend
wordt met een vector-model. We vonden dat deze benadering gerechtvaardigd is
voor de meeste toepassingen, omdat de geı¨ntroduceerde afwijkingen over het alge-
meen e´e´n orde kleiner zijn dan de ruis van het satellietinstrument. Alleen in het
geval van de sterke Ca II-Fraunhoferlijnen dienen de Ring-structuren op zowel I als
Q en U meegenomen te worden.
Voor de berekening van de Ring-structuren in metingen van instrumenten zoals
GOME is het zeer belangrijk dat er een nauwkeurig zonnespectrum gebruikt wordt.
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Behalve de Ring-structuren bevat de reflectie ook hoog-frequente spectrale struc-
turen die geı¨ntrodu-ceerd worden door een Doppler-verschuiving tussen de zonne-
en de Aarde-metingen. Deze structuren ontstaan doordat het zonne-irradiantie-
spectrum geı¨nterpoleerd wordt op het Aarde-radiantie-golflengtegrid om zo de re-
flectie te kunnen bepalen. In hoofdstuk 4 introduceren wij een nieuwe aanpak
die zowel het vereiste zonnespectrum levert als mede het ontstaan van interpo-
latiefouten voorkomt. Om dit te bereiken wordt een zonnespectrum afgeleid op
een golflengtegrid dat veel fijner is dan het GOME-golflengtegrid. Echter, wanneer
dit zonnespectrum gebruikt wordt en interpolatiefouten vermeden worden houdt
men uiteindelijk toch fouten van ongeveer 0.5% over in de gesimuleerde Aarde-
radiantie-spectra. Deze fouten zijn het gevolg van undersampling door GOME.
GOME heeft namelijk te weinig sample-punten om alle hoog-frequente spectrale
structuren te ”vangen”, waardoor de reconstructie van het gemeten zonnespectrum
op een fijner grid dan dat van GOME niet helemaal volledig is. We hebben verder
laten zien dat de undersampling-fouten effectief verwijderd kunnen worden wan-
neer het zonne-spectrum wordt afge-leid uit de GOME zonnemeting en e´e´n GOME
Aarde-meting. Met deze aanpak kunnen de gemiddelde verschillen tussen gesimu-
leerde en gemeten Aarde-radiantie-spectra teruggebracht worden tot het ruisniveau
van het instrument. Dit toont aan dat het Ring effect op adequate wijze gemod-
elleerd kan worden.
Zoals eerder genoemd bevat het Ring effect informatie over wolken. Deze in-
formatie kan gebruikt worden voor het beter bepalen van concentraties van gassen
in het geval van bewolkte waarnemingen. In het laatste hoofdstuk, hoofdstuk 5,
onderzoeken we de mogelijkheid om wolkenparameters te af te leiden uit nabij-
ultraviolette metingen waar zich prominente Ring-structuren bevinden. We ver-
gelijken deze aanpak met een andere, meer gebruikelijke aanpak waarbij absorp-
tiebanden van zuurstof en het botsingscomplex van zuurstof worden gebruikt. We
waren met name geı¨interesseerd welke spectrale band of welke combinatie van ban-
den het meest geschikt is voor het bepalen van wolkenparameters voor huidige en
toekomstige GOME-achtige satellietinstrumenten. Om de bepaling van wolken-
tophoogte, wolkenfractie en optische dikte van de wolk uit gesimuleerde reflec-
tiemetingen te bestuderen hebben we drie spectrale gebieden geselecteerd: 350–
400 nm met significante Ring-structuren, 460–490 nm met een absorptieband van
het botsingscomplex van zuurstof (O2-O2) en 755–775 nm met een absorptieband
van zuurstof, de zogenaamde O2 A band. Het bepalen van de wolkenparameters
is uitgevoerd voor ruis-scenarios die reprensentatief zijn voor hedendaagse ruimte-
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spectrometers. Zowel de spectrale band 350–400 nm als de O2 A band leveren apart
meer informatie op over de wolkenparameters dan de 460–490 nm band. De beste
resultaten worden verkregen door de combinatie van de banden bij 350–400 nm
en 755-775 nm. In dit geval kunnen alle drie de wolkenparameters onafhankelijk
bepaald worden en is de bepaling beter bestand tegen ruis. We vonden echter dat in
deze combinatie van spectrale banden het Ring effect niet significant bijdraagt aan
de wolkeninformatie. De extra informatie over wolkenfractie en wolkentophoogte
komt in deze combinatie uit de O2 A band in plaats van uit het Ring effect en levert
op deze manier een meer robuuste en meer nauwkeurige wolkenparameterbepa-
ling op. Voor instrumenten die geen O2 A absorptieband meten zoals het OMI-
instrument, moeten zowel het Ring effect als het continuu¨m in het nabij-ultraviolet
meegenomen worden voor het nauwkeurig bepalen van de wolkenparameters.
De belangrijkste conclusies van dit proefschrift zijn:
1. We hebben twee nieuwe modellen ontwikkeld die rotationele Raman-ver-
strooiing in de aardatmosfeer meenemen. Met deze modellen konden we
bepalen hoe belangrijk polarisatie en meervoudige Raman-verstrooiing zijn
voor de simulatie van het Ring effect in Aarde reflectiemetingen, uitgevoerd
door satellietinstrumenten zoals GOME. We vonden dat het Ring effect in
deze metingen het beste gesimuleerd kan worden door het stralingstransport-
probleem voor een elastisch Rayleigh-verstrooiende atmosfeer op te lossen
en deze basisoplossing te corrigeren voor e´e´n orde Raman-verstrooiing. Dit
wordt bereikt door gebruik te maken van storingstheorie.
2. De hoge graad van nauwkeurigheid die bereikt kan worden in het simuleren
van GOME reflectiemetingen laat zien dat we atmosferische rotationele Ra-
man-verstrooiing in weerkaatst zonlicht nauwkeurig kunnen modelleren.
Hiervoor volstaat het om ons stralingstransportmodel en het uit GOME afge-
leide zonnespectrum te gebruiken. Interpolatiefouten en undersampling-fou-
ten kunnen voorkomen worden en de gemiddelde residuen kunnen tot het
ruisniveau van het meetinstrument teruggebracht worden.
3. Nauwkeurige wolkenparameters kunnen afgeleid worden uit een combinatie
van O2 A-absorptie-bandmetingen en metingen van het continuu¨m in het nabij-
ultraviolet (350–400 nm). Het Ring effect voegt geen significante informatie
toe aan de bepaling van de wolkenparameters in deze combinatie. Echter,
wanneer O2 A absorptiebandmetingen niet beschikbaar zijn, dient het Ring
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effect gebruikt te worden om wolkenparameters zo nauwkeurig mogelijk te
bepalen.
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