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Abstract. In this paper, we introduce a system of split varia-
tional inequality problems in real Hilbert spaces. Using projection
method, we propose an iterative algorithm for the system of split
variational inequality problems. Further, we prove that the se-
quence generated by the iterative algorithm converges strongly to a
solution of the system of split variational inequality problems. Fur-
thermore, we discuss some consequences of the main result. The
iterative algorithms and results presented in this paper generalize,
unify and improve the previously known results of this area.
1. Introduction
Throughout the paper unless otherwise stated, for each s ∈ {1, 2, 3, 4},
let Hs be a real Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖;
let Cs be a nonempty, closed and convex subset of Hs.
The variational inequality problem (in short, VIP) is to find x ∈ C1
such that
(1.1) 〈h1(x), y − x〉 ≥ 0, ∀y ∈ C1,
where h1 : C1 → H1 be a nonlinear mapping.
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Variational inequality theory introduced by Stampacchia [27] and
Fichera [10] independently, in early sixties in potential theory and me-
chanics, respectively, constitutes a significant extension of variational
principles. It has been shown that the variational inequality theory pro-
vides the natural, descent, unified and efficient framework for a general
treatment of a wide class of unrelated linear and nonlinear problem aris-
ing in elasticity, economics, transportation, optimization, control theory
and engineering sciences [1, 2, 8, 11, 12, 22]. The development of vari-
ational inequality theory can be viewed as the simultaneous pursuit of
two different lines of research. On the one hand, it reveals the funda-
mental facts on the qualitative behavior of solutions to important classes
of problems. On the other hand, it enables us to develop highly efficient
and powerful numerical methods to solve, for example, obstacle, unilat-
eral, free and moving boundary value problems. In last five decades,
considerable interest has been shown in developing various classes of
variational inequality problems, both for its own sake and for its appli-
cations.
In 1985, Pang [26] showed that a variety of equilibrium models, for ex-
ample, the traffic equilibrium problem, the spatial equilibrium problem,
the Nash equilibrium problem and the general equilibrium programming
problem can be uniformly modelled as a variational inequality problem
defined on the product sets. He decomposed the original variational in-
equality problem into a system of variational inequality problems and
discuss the convergence of method of decomposition for system of vari-
ational inequality problems. Later, it was noticed that variational in-
equality problem over product sets and the system of variational inequal-
ity problems both are equivalent, see for applications [9, 25, 26]. Since
then many authors, see for example [7, 9, 13, 25] studied the existence
theory of various classes of system of variational inequality problems by
exploiting fixed-point theorems and minimax theorems. On the other
hand, a number of iterative algorithms have been constructed for ap-
proximating the solution of systems of variational inequality problems,
see [15, 16, 17, 23, 28] and the relevant references therein.
More precisely, the system of variational inequality problems (in short,
SVIP) is to find (x, y) ∈ C1 × C2 such that
(1.2) 〈F (x, y), z1 − x〉 ≥ 0, ∀z1 ∈ C1,
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(1.3) 〈G(x, y), z2 − x〉 ≥ 0, ∀z2 ∈ C2,
where F : C1 × C2 → H1 and G : C1 × C2 → H2. Verma [28] studied
the convergence analysis of an iterative method for a problem similar to
SVIP(1.2)-(1.3) by using projection mappings.
Recently, Censor et al. [6] introduced the following split variational
inequality problem (in short, SpVIP): Find x ∈ C1 such that
(1.4) 〈h1(x), z1 − x〉 ≥ 0, ∀z1 ∈ C1,
and such that
(1.5) y = Ax ∈ C2 solves 〈h2(y), z2 − y〉 ≥ 0, ∀z2 ∈ C2,
where h1 : H1 → H1 and h2 : H2 → H2 are nonlinear mappings and
A : H1 → H2 is a bounded linear operator. They studied some iterative
methods for SpVIP(1.4)-(1.5).
SpVIP(1.4)-(1.5) is an important generalization of VIP(1.1). It also
includes as special case, the split zero problem and split feasibility prob-
lem which has already been studied and used in practice as a model
in intensity-modulated radiation therapy treatment planning, see [4, 5].
For the further related work, we refer to see Moudafi [24], Byrne et al.
[3], Kazmi and Rizvi [18, 19, 20, 21] and Kazmi [14].
Motivated by the work of Censor et al. [6], Kazmi [14], Verma [28] and
work going in this direction, we introduce the following system of split
variational inequality problems (in short, SSpVIP), which is a natural
generalization of SpVIP(1.4)-(1.5):
Let F : C1 × C2 → H1, G : C1 × C2 → H2, f : C3 × C4 → H3
and g : C3 × C4 → H4 be nonlinear bifunctions and A : H1 → H3
and B : H2 → H4 be bounded linear operators, then SSpVIP is to find
(x, y) ∈ C1 × C2 such that
(1.6) 〈F (x, y), z1 − x〉 ≥ 0, ∀z1 ∈ C1,
and such that (u, v) with u = Ax ∈ C3, v = By ∈ C4 solves
(1.7) 〈f(u, v), z3 − u〉 ≥ 0, ∀z3 ∈ C3;
(1.8) 〈G(x, y), z2 − y〉 ≥ 0, ∀z2 ∈ C2,
and such that (u, v) solves
(1.9) 〈g(u, v), z4 − v〉 ≥ 0, ∀z4 ∈ C4.
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Some special cases:
I. If we set H2 = H1, H4 = H3, C2 = C1, C4 = C3, G = F, g =
f, B = A, and y = x, then SSpVIP(1.6)-(1.9) reduces to the following
spilt variational inequality problem: Find x ∈ C1 such that
(1.10) 〈F (x, x), z1 − x〉 ≥ 0, ∀z1 ∈ C1,
and such that u = Ax ∈ C3 solves
(1.11) 〈f(u, u), z3 − u〉 ≥ 0, ∀z3 ∈ C3.
The SpVIP(1.10)-(1.11) is new and different from SpVIP(1.4)-(1.5).
II. If we set H3 = H1, H4 = H2, C3 = C1, C4 = C2, f = F, g = G,
and A = B = I, identity mapping, then SSpVIP(1.6)-(1.9) reduces to
the SVIP(1.2)-(1.3).
Using projection method, we propose an iterative algorithm for SSpVIP
(1.6)-(1.9) and discuss some of its special cases. Further, we prove that
the sequence generated by the iterative algorithm converges strongly to
a solution of SSpVIP(1.6)-(1.9). Furthermore, we discuss some conse-
quences of the main result. The iterative algorithms and results pre-
sented in this paper generalize, unify and improve the previously known
results of this area, see for example [14, 28].
2. Iterative Algorithms
For each s ∈ {1, 2, 3, 4}, a mapping PCs is said to be metric projection
of Hs onto Cs if for every point xs ∈ Hs, there exists a unique nearest
point in Cs denoted by PCs(xs) such that
‖xs − PCs(xs)‖ ≤ ‖xs − ys‖, ∀ys ∈ Cs.
It is well known that PCs is nonexpansive mapping and satisfies
(2.1) 〈xs−ys, PCs(xs)−PCs(ys)〉 ≥ ‖PCs(xs)−PCs(ys)‖
2, ∀xs, ys ∈ Hs.
Moreover, PCs(xs) is characterized by the following properties:
(2.2) 〈xs − PCs(xs), ys − PCs(xs)〉 ≤ 0,
and
(2.3) ‖xs−ys‖
2 ≥ ‖xs−PCs(xs)‖
2+‖ys−PCs(xs)‖
2, ∀xs ∈ Hs, ys ∈ Cs.
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Further, it is easy to see that the following is true:
(2.4) x is a solution of VIP(1.1)⇔ x = PC1(x− λh1(x)), λ > 0.
Hence, SSpVIP(1.6)-(1.9) can be reformulated as follows: Find (x, y) ∈
C1 × C2 with (u, v) = (A(x), B(y)) ∈ C3 ×C4 such that
x = PC1(x− ρF (x, y)),
u = PC3(u− λf(u, v)),
y = PC2(y − ρG(x, y)),
v = PC4(v − λg(u, v)),
for ρ, λ > 0.
Based on above arguments, we propose the following iterative algo-
rithm for approximating a solution to SSpVIP(1.6)-(1.9).
Let {αn} ⊆ (0, 1) be a sequence such that
∞∑
n=1
αn = +∞, and let
ρ, λ, γ are parameters with positive values.
Algorithm 1. Given (x0, y0) ∈ C1×C2, compute the iterative sequence
{(xn, yn)} defined by the iterative schemes:
(2.5) an = PC1(xn − ρF (xn, yn)),
(2.6) dn = PC2(yn − ρG(xn, yn)),
(2.7) bn = PC3(A(an)− λf(A(an), B(dn))),
(2.8) ln = PC4(B(dn)− λg(A(an), B(dn))),
(2.9) xn+1 = (1− αn)xn + αn[an + γA
∗(bn −A(an))]
(2.10) yn+1 = (1− αn)yn + αn[dn + γB
∗(ln −B(dn))]
for all n = 0, 1, 2, ..... and ρ, λ, γ > 0, where A∗ and B∗ are, respec-
tively, the adjoint operator of A and B.
Some special cases:
If we set H3 = H1, H4 = H2, C3 = C1, C4 = C2, f = F, g = G, and
A = B = I, identity mapping, then Algorithm 1 reduces to the following
iterative algorithm for SVIP(1.2)-(1.3).
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Algorithm 2. Given (x0, y0) ∈ C1×C2, compute the iterative sequence
{(xn, yn)} defined by the iterative schemes:
an = PC1(xn − ρF (xn, yn)),
dn = PC2(yn − ρG(xn, yn)),
xn+1 = (1− αn)xn + αnan
yn+1 = (1− αn)yn + αndn
for all n = 0, 1, 2, ....., and ρ > 0.
If we set H2 = H1, H4 = H3, C2 = C1, C4 = C3, G = F, g =
f, B = A, and y = x, then Algorithm 1 reduces to the following iterative
algorithm for SpVIP(1.10)-(1.11).
Algorithm 3. Given x0 ∈ C1, compute the iterative sequence {xn}
defined by the iterative schemes:
an = PC1(xn − ρF (xn, xn)),
bn = PC3(A(an)− λf(A(an), A(an))),
xn+1 = (1− αn)xn + αn[an + γA
∗(bn −A(an))]
for all n = 0, 1, 2, ..... and ρ, λ, γ > 0, where A∗ is the adjoint operator
of A.
Definition 2.1. A mapping F : H1 ×H2 → H1 is said to be
(i) α1-strongly monotone in the first argument, if there exists a con-
stant α1 > 0 such that
〈F (x1, y)− F (x2, y), x1 − x2〉 ≥ α1‖x1 − x2‖
2, ∀x1, x2 ∈ H1, y ∈ H2;
(ii) α-strongly monotone in the second argument, if there exists a
constant α > 0 such that
〈F (x, y1)− F (x, y2), y1 − y2〉 ≥ α‖y1 − y2‖
2, ∀x ∈ H1, y1, y2 ∈ H2;
(iii) (β1, ǫ1)-Lipschitz continuous, if there exist constants β1 > 0, ǫ1 >
0 such that
‖F (x1, y1)−F (x2, y2)‖ ≤ β1‖x1−x2‖+ǫ1‖y1−y2‖, ∀x1, x2 ∈ H1, y1, y2 ∈ H2.
Definition 2.2. A mapping S : H1 ×H1 → H1 is said to be
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(i) η-strongly mixed monotone, if there exists a constant η > 0 such
that
〈S(x1, x1)− S(x, x), x1 − x〉 ≥ η‖x1 − x‖
2, ∀x1, x ∈ H1;
(ii) ξ-mixed Lipschitz continuous, if there exists a constant ξ > 0
such that
‖S(x1, x1)− S(x, x)‖ ≤ ξ‖x1 − x‖, ∀x1, x ∈ H1.
3. Results
Now, we prove that the iterative sequence generated by Algorithm 1
converges strongly to a solution of SSpVIP(1.6)-(1.9).
Theorem 3.1. For each s ∈ {1, 2, 3, 4}, let Cs be a nonempty, closed
and convex subset of real Hilbert space Hs; let F : H1 × H2 → H1 be
α1-strongly monotone in the first argument and (β1, ǫ1)-Lipschitz con-
tinuous; let G : H1 ×H2 → H2 be α2-strongly monotone in the second
argument and (ǫ2, β2)-Lipschitz continuous; let f : H3 × H4 → H3 be
σ1-strongly monotone in the first argument and (µ1, ν1)-Lipschitz con-
tinuous, and let g : H3 × H4 → H4 be σ2-strongly monotone in the
second argument and (ν2, µ2)-Lipschitz continuous. Let A : H1 → H3
and B : H2 → H4 be bounded linear operators. Suppose (x, y) ∈ C1×C2
is a solution to SSpVIP(1.6)-(1.9) then the sequence {(xn, yn)} gener-
ated by Iterative algorithm 1 converges strongly to (x, y) provided that
for i ∈ {1, 2}, j ∈ {1, 2}\{i}, the constants ρ, λ, γ satisfy the conditions:
max
1≤i≤2
{Li −∆i} < ρ < min
1≤i≤2
{Li +∆i}
Li =
αi − piqi
β2i − p
2
i
; ∆i =
√
(αi − piqi)2 − (β2i − p
2
i )(1− q
2
i )
β2i − p
2
i
;
αi > piqi +
√
(β2i − p
2
i )(1 − q
2
i ); βi > pi; qi < 1
pi =
(δj + 2λνi)ǫj
δi + 2λνj
; qi =
1
δi + 2λνj
; δi = (1 + 2θi+2);
θi+2 =
√
1− 2λσi + λ2µ
2
i ; λ > 0; γ ∈
(
0,min
{
2
‖A‖2
,
2
‖B‖2
})
.
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Proof. Given that (x, y) is a solution of SSpVIP(1.6)-(1.9), that is, x, y
satisfy the following relations:
(3.1) x = PC1(x− ρF (x, y)),
(3.2) y = PC2(y − ρG(x, y)),
(3.3) A(x) = PC3(A(x)− λf(A(x), B(y))),
(3.4) B(y) = PC4(B(y)− λg(A(x), B(y))).
Since F : H1 ×H2 → H1 be α1-strongly monotone in the first argu-
ment and (β1, ǫ1)-Lipschitz continuous, from Algorithm 1(2.5) and (3.1),
we estimate
‖an−x‖ = ‖PC1(xn−ρF (xn, yn))−PC1(x−ρF (x, y))‖
≤ ‖xn−x−ρ(F (xn, yn)−F (x, yn))‖+ρ‖F (x, yn)−F (x, y)‖
≤
(
‖xn − x‖
2 − 2ρ〈F (xn, yn)− F (x, yn), xn − x〉
+ρ2‖F (xn, yn)− F (x, yn)‖
2
) 1
2 + ρ‖F (x, yn)− F (x, y)‖
≤ θ1‖xn−x‖+ρǫ1‖yn−y‖,
(3.5)
where θ1 =
√
1− 2ρα1 + ρ2β
2
1 .
Next, since G : H1×H2 → H2 be α2-strongly monotone in the second
argument and (β2, ǫ2)-Lipschitz continuous, from Algorithm 1(2.6) and
(3.2), we have
(3.6) ‖dn − y‖ ≤ θ2‖yn − y‖+ ρǫ2‖xn − x‖,
where θ2 =
√
1− 2ρα2 + ρ2β22 .
Again, since f : H3 ×H4 → H3 be σ1-strongly monotone in the first
argument and (µ1, ν1)-Lipschitz continuous, from Algorithm 1(2.7) and
(3.3), we have
(3.7) ‖bn −A(x)‖ ≤ θ3‖A(an)−A(x)‖+ λν1‖B(dn)−B(y)‖,
where θ3 =
√
1− 2λσ1 + λ2µ21.
Since g : H3 × H4 → H4 be σ2-strongly monotone in the second
argument and (µ2, ν2)-Lipschitz continuous, from Algorithm 1(2.8) and
(3.4), we have
(3.8) ‖ln −B(y)‖ ≤ θ4‖B(dn)−B(y)‖+ λν2‖A(an)−A(x)‖,
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where θ4 =
√
1− 2λσ2 + λ2µ22.
Now, using the definition of A∗, fact that A∗ is a bounded linear
operator with ‖A∗‖ = ‖A‖, and condition γ ∈
(
0,min
{
2
‖A‖2 ,
2
‖B‖2
})
,
we have
‖an−x−γA
∗(A(an)−A(x))‖
2
= ‖an − x‖
2 − 2γ〈an − x,A
∗(A(an)−A(x))〉 + γ
2‖A∗(A(an)−A(x))‖
2
≤ ‖an − x‖
2 − γ(2− γ‖A‖2)‖A(an)−A(x)‖
2
≤ ‖an−x‖
2.
(3.9)
Similarly, using the definition of B∗, fact that B∗ is a bounded linear
operator with ‖B∗‖ = ‖B‖, and condition γ ∈
(
0,min
{
2
‖A‖2
, 2
‖B‖2
})
,
we have
(3.10) ‖dn − y − γB
∗(B(dn)−B(y))‖ ≤ ‖dn − y‖.
From Algorithm 1(2.9),(3.5),(3.7) and (3.9), we have the following
estimate:
‖xn+1− x‖
≤ (1−αn)‖xn−x‖
+αn [‖an − x− γA
∗(A(an)−A(x))‖ + γ‖A‖‖bn −A(x)‖]
≤ (1−αn)‖xn−x‖
+αn [‖an − x‖+ γ‖A‖[θ3‖A(an)−A(x)‖+ λν1‖B(dn)−B(y)‖]]
≤ (1−αn)‖xn−x‖
+αn
[
(1 + γ‖A‖2θ3)‖an − x‖+ λν1‖A‖‖B‖‖dn − y‖
]
≤ (1−αn)‖xn−x‖
+αn [δ1θ1‖xn − x‖+ ρδ1ǫ1‖yn − y‖+ λν1γ‖A‖‖B‖θ2‖yn − y‖
+λρν1ǫ2γ‖A‖‖B‖‖xn − x‖] ,
(3.11)
where δ1 = (1 + γ‖A‖
2θ3).
From Algorithm 1(2.10),(3.6),(3.8) and (3.10), we have the following
estimate:
‖yn+1 − y‖
≤ (1−αn)‖yn−y‖
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+αn [‖dn − y − γB
∗(B(dn)−B(y))‖+ γ‖B‖‖ln −B(y)‖]
≤ (1−αn)‖yn−y‖
+αn
[
(1 + γ‖B‖2θ4)‖dn − y‖+ λν2γ‖A‖‖B‖‖an − x‖
]
≤ (1−αn)‖yn−y‖
+αn [δ2θ2‖yn − y‖+ ρδ2ǫ2‖xn − x‖+ λν2γ‖A‖‖B‖θ1‖xn − x‖
+λρν2ǫ1γ‖A‖‖B‖‖yn − y‖] ,
(3.12)
where δ2 = (1 + γ‖B‖
2θ4).
Now, define the norm ||.||⋆ on H1 ×H2 by
||(x, y)||⋆ = ||x||+ ||y||, (x, y) ∈ H1 ×H2.
We can easily show that (H1 ×H2, ||.||⋆) is a Banach space.
Since γ‖A‖‖B‖ < 2 then, using (3.11) and (3.12), we have the follow-
ing estimate:
‖(xn+1, yn+1)−(x, y)‖∗ = ‖xn+1−x‖+‖yn+1−y‖
< (1− αn)[‖xn − x‖+ ‖yn − y‖]
+αn[δ1θ1 + ρδ2ǫ2 + 2λ(ρν1ǫ2 + ν2θ1)]‖xn − x‖
+αn[δ2θ2 + ρδ1ǫ1 + 2λ(ρν2ǫ1 + ν1θ2)]‖yn − y‖
(3.13) = [1− αn(1− θ)]‖(xn, yn)− (x, y)‖∗,
where θ = max{k1, k2}; k1 = e1θ1 + ρe3; k2 = e2θ2 + ρe4; e1 = δ1 +
2λν2; e2 = δ2 + 2λν1; e3 = δ2ǫ2 + 2λν1ǫ2; e4 = δ1ǫ1 + 2λν2ǫ1.
Thus we obtain
(3.14) ‖(xn+1, yn+1)− (x, y)‖∗ <
n∏
r=1
[1− αr(1− θ)]‖(x0, y0)− (x, y)‖∗.
Since pi =
ei+2
ei
and qi =
1
ei
, it follows from given conditions on ρ, λ, γ
that θ ∈ (0, 1). Since
∞∑
n=1
αn = +∞ and θ ∈ (0, 1), it implies in the light
of [14] that
lim
n→∞
n∏
r=1
[1− αr(1− θ)] = 0.
Thus, it follows from (3.14) that {(xn+1, yn+1)} converges strongly to
(x, y) as n → +∞, that is, xn → x and yn → y as n → +∞. Further,
System of split variational inequality problems 11
it follows from (3.5) and (3.6), respectively, that an → x and dn → y
as n → +∞. Since A, B are continuous, it follows that A(an) → A(x)
and B(dn) → B(y) as n → +∞. Hence, it follows from (3.7) and
(3.8), respectively, that bn → A(x) and ln → B(y) as n → +∞. This
completes the proof. 
Now, we give the following corollaries which are consequences of The-
orem 3.1.
If we set H3 = H1, H4 = H2, C3 = C1, C4 = C2, f = F, g = G, and
A = B = I, identity mapping, then Theorem 3.1 reduces to the following
theorem for the convergence analysis of Algorithm 2 for SVIP(1.2)-(1.3).
Corollary 3.2. For each s ∈ {1, 2}, let Cs be a nonempty, closed and
convex subset of real Hilbert space Hs; let F : H1 × H2 → H1 be α1-
strongly monotone in the first argument and (β1, ǫ1)-Lipschitz continu-
ous, and let G : H1 ×H2 → H2 be α2-strongly monotone in the second
argument and (ǫ2, β2)-Lipschitz continuous. Suppose (x, y) ∈ C1×C2 is
a solution to SVIP(1.2)-(1.3) then the sequence {(xn, yn)} generated by
Algorithm 2 converges strongly to (x, y) provided that for i ∈ {1, 2}, the
constant ρ satisfy the conditions:
0 < ρ < min
1≤i≤2
{
2(αi − ǫi)
β2i − ǫ
2
i
}
If we set H2 = H1, H4 = H3, C2 = C1, C4 = C3, G = F, g = f, B =
A, and y = x, then Theorem 3.1 reduces to the following corollary for
the convergence analysis of Algorithm 3 for SpVIP(1.10)-(1.11).
Corollary 3.3. For each s ∈ {1, 3}, let Cs be a nonempty, closed and
convex subset of real Hilbert space Hs; let F : H1 × H1 → H1 be α1-
strongly monotone in the first argument and (β1, ǫ1)-Lipschitz continu-
ous, and let f : H3 ×H3 → H3 be σ1-strongly monotone in the first ar-
gument and (µ1, ν1)-Lipschitz continuous. Let A : H1 → H3 be bounded
linear operator. Suppose x ∈ C1 is a solution to SSpVIP(1.10)-(1.11)
then the sequence {xn} generated by Algorithm 3 converges strongly to
x provided that the constants ρ, λ, γ satisfy the conditions:∣∣∣∣ρ− α1 − ǫ1β21 − ǫ21
∣∣∣∣ <
√
(α1 − ǫ1)2 − (β21 − ǫ
2
1)(1− k
2)
β21 − ǫ
2
1
;
12 Kazmi
α1 > ǫ1 +
√
(β21 − ǫ
2
1)(1− k
2); β1 > ǫ1; k =
1
δ1
< 1;
δ1 = (1 + 2θ3); θ3 =
√
1− 2λσ1 + λ2µ
2
1; λ > 0; γ ∈
(
0,
2
‖A‖2
)
.
Corollary 3.4. For each s ∈ {1, 3}, let Cs be a nonempty, closed and
convex subset of real Hilbert space Hs; let F : H1 × H1 → H1 be α1-
strongly mixed monotone and β1-mixed Lipschitz continuous, and let
f : H3 ×H3 → H3 be σ1-strongly mixed monotone and µ1-mixed Lips-
chitz continuous. Let A : H1 → H3 be bounded linear operator. Suppose
x ∈ C1 is a solution to SSpVIP(1.10)-(1.11) then the sequence {xn} gen-
erated by Algorithm 3 converges strongly to x provided that the constants
ρ, λ, γ satisfy the conditions:∣∣∣∣ρ− α1β21
∣∣∣∣ <
√
α21 − β
2
1(1− k
2)
β21
;
α1 > β1
√
1− k2; k =
1
δ1
< 1;
δ1 = (1 + 2θ3); θ3 =
√
1− 2λσ1 + λ2µ21; λ > 0; γ ∈
(
0,
2
‖A‖2
)
.
Remark 3.5. It is of further research effort to extend the iterative
method and results presented in this paper for the system of split varia-
tional inequality problems involving set-valued mappings.
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