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A graph (I’ is bridged if it contains no isometric ycles of length greater than 3. For each 
positive integer p, let Tp be the graph obtained by triangulating an equilateral triangIe of side p 
with equilateral triangles of side 1. It is shown that the radius and diameter of a bridged graph 
containing no isometric TP satisfy the inequality 6r s 3d +p + 3. Thus, for each 8xed p, the 
radius of a bridged graph containing no isometric TP is within a constant of its theoretical lower 
bound. Also, letting p = d + 1, it follows that the radius and diameter of an arbitrary bridged 
graph satisfy the inequality 3r s 2d + 2. The graphs TP, p 2 1, show that this bound on the 
&ius is best possible. Two results of Chang and Nemhauser concerning diameters and radii of 
chordal graphs are also corollaries. 
1. Intmduction 
All graphs in this paper are assumed to be finite. A subgragh H of a graph G is 
isometric if the distance between any pair of vertices in H is the same as that in 
G. A graph is bridged if it contains no isometric ycles of length greater than 3. 
Clearly, any isometric subgraph is an induced subgraph. Thus the class of bridged 
graphs generalizes the well-studied class of chordal graphs, which consists of all 
graphs containing no induced cycles of length greater than 3. The class of bridged 
graphs arose in the study of abstract convexity in graphs [7, lo], and has been 
shown to have numerous properties analogous to known properties of chordal 
graphs; see e.g. [2,5,7,8, lo]. 
The diameter and radius of a graph G are defined in terms of the standard 
distance function of the graph, as follows. The distance, d&u, v) (or simply 
d(u, v) if there is no ambiguity), between two vertices u, v is the minimum 
number of edges on a path joining those vertices, and is in&rite if the two vertices 
lie in distinct components of the graph. The eccentricity of a vertex ~1, denoted 
e&v), is the maximum value of d&u, v), taken over all vertices u. The diameter 
of G, denoted d(G), is the maximum value of e,(v), taken over all vertices V, 
and the radim of G, denoted r(G), is the minimum value of e&Q, taken over all 
vertices V. 
Trivially, 14 d(G)1 s r(G) s d(G), f or any graph G. The lower bound is 
attained, for example, by paths, and the upper bound by cycles. Laskar and Shier 
[9] showed that this trivial lower bound is close to being an upper bound for the 
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class of chordal graphs. In particular, they showed that 2r(G) s d(G) + 3, if G is 
a chordal graph. Chang and Nemhauser subsequently tightened this bound. 
Theorem 1 (Chang and Nemhauser [3]). rf G is a chordal graph, then 2r(G) s 
d(G) + 2. 
We note that the chordal graph T2 in Fig. 1 has radius 2 and diameter 2, and 
thus the bound in Theorem 1 is a best possible bound. On the other hand, T2 is 
essentially the only chordal graph which prevents the bound in Theorem 1 from 
being improved. 
Theorem 2 (Chang and Nemhauser [3]). If G is a chordal graph containing no 
indxed T,, then 2r(G) s d(G) + 1. 
Since r(G) is an integer (or m), Theorem 2 implies that a chordal graph with no 
induced & satisfies r(G) = 1% d(G)]. 
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In view of the similarity in the definitions of bridged graphs and chordal graphs, 
one might wonder if these results extend to bridged graphs. For Theorem 1, the 
answer is no. Let Tp be the graph obtained by triangulating an equilaten.? triangle 
of side p with equilateral triangles of side 1; see Fig. 1. It is straightforward to 
verify that Tp is bridged, and r(T,) = ](2d(T,)/3] ; thus Theorem 1 does not 
extend to bridged graphs. On the other hand, Theorem 2 does extend. 
Theorem 3. Zf G is a bridged graph containing no induced G, then 2r(G) s 
d(G) + 1. 
Moreover, the graphs Tp, p 3 1, are extremal for the class of bridged graphs. 
Theorem 4. Zf G i’s a bridged graph, then 3r(G) s 2d(G) + 2. 
In fact, Theorems l-4 are all special cases of the following more general result, 
which is the main result of this paper. 
Theorem 5. Let p be a positive integer. Zf G is a bridged graph containing no 
isometric TP, then 6r(G) s 3d(G) + p + 3. 
Since a graph of diameter d cannot contain an isometric subgraph of diameter 
d + 1, Theorem 4 follows from Theorem 5 by letting p = d + 1. Letting p = 2, and 
noting that r(G) is an integer (or m), we see that Theorem 5 implies Theorems 2 
and 3_ Letting p = 3, and noting that T, contains an induced 6-cycle, we see that 
Theorem 5 implies Theorem 1. In fact, the inequality in Theorem 1 is valid for all 
bridged graphs containing no isometric T5. 
We note that, subject o obvious integrality considerations in dividing by 6, the 
inequality in Theorem 5 is tight for all p, and arbitrarily large d. This is 
demonstrated by the graphs Tp-l,k, k 3 1, obtained from Z&l by appending a 
path of length k to each of the original 3 vertices of the triangle. 
Our proof of Theorem 5 uses Theorem 4 for the case d(G) <p. We prove 
Theorem 4 in the next section, and Theorem 5 in Section 3. The proofs of both of 
these theorems can be adapted-and simplified-to prove Theorems l-3 directly. 
We note that Theorem 3 trivially implies that if G is a diameter 2graph with no 
induced 4-cycle, S-cycle or T2, then r(G) = 1. This is a common strengthening of
two results appearing in [l]. 
2. The proof of Theorem 4 
We begin with some definitions and notation. Let G = (V, E) be a graph. For 
any subset K of vertices, N[K] denotes the closed neighborhood of K, i.e. the set 
of vertices equal or adjacent o some vertex in K; and Nj[K] denotes the set of 
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vertices within distance i of K. A vertex v is simplicial if N[v] induces a complete 
subgraph, and is dismantlable if there is another vertex u such that N[v] s N[u]. 
Notice that a simplicial vertex is dismantlable as long as it is not isolated. If C is 
a cycle in G, then a bridge of C is a shortest path in G joining two vertices of C 
which is shorter than both paths in C joining those vertices. A chord of C is a 
bridge of length 1. The cycle C is well-bridged if, for each vertex v E C, either v is 
joined to another vertex of C by a bridge, or the two neighbors of v in C are 
adjacent. We say that a subset K of vertices is complete if it induces a complete 
subgraph. Also, K is convex if K contains every vertex on every shortest path 
joining vertices of K. 
We will use the following previously established results to prove Theorem 4. 
Lemma 1 (Farber [S]). rf G is a bridged graph, M is a convex set of vertices, and 
S is a complete set of vertices in N[K], then there is a vertex v E K such that 
S c N[v]. 
meorem 6 (Farber and Jamison [7], Soltan and Chepoi [lo]). A graph G is 
bridged if and only if N[K] is convex, for each convex set K. In particular, if G is 
a bridged graph, then Nj[v] is convex, for each vertex v and integer j. 
Theorem 7 (Farber and Jan&on [7]). Every cycle in a bridged graph is 
well-bridged. 
Theorem 8 (Anstee and Farber [2]). Every nontrivial bridged graph has a 
dismantlable vertex. 
We note that the restrictions of these results to chordal graphs are all fairly 
easy to prove; see e.g. [4,6]. Two other technical results are required for our 
proof of Theorem 4. 
Lemma 2. Let u, v, w be vertices of a bridged graph. Suppose that d(u, v) = i, 
d(w, v) = i + k, k 2 0, and there is a shortest u-w path all of whose vertices are of 
distance at least i from v. Then there is a shortest u-w path of the form 
u = U~l.4~ * l l u,u,+1 l n l u,+k = w, where d(v, u,) = i, for 0 s s < t, and d(v, u,) = 
h-s-t,forsat. 
of. The proof is by induction on d(u, w). The case d(u, w) = 1 is trivial. 
Suppose that d(u, w) 3 2. If k = 0, then the conclusion follows from the fact that 
N’[v] is convex (Theorem 6). Suppose k > 0. By induction, if suffices to show 
that there is some shortest u-w path of the form u = vlvz l l l VOW, with 
d(v, v,) = i + k - 1, since d(u, q) < d(u, w). Suppose d(v, VJ 3 i + k. Then 
d(v, vJ = i + k, since N’+k[v] is convex. Since d(u, vt) < d(u, w), we may assume 
that d(v, vl+) = i + k - 1. By Lemma 1, there is some v; E Ni+k-l[v] adjacent o 
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both vi and w. Since v~_+~v; is a path and N’+k-‘[v] is convex, we find that v~_~ 
is adjacent to v;. Thus u =zJ~v~= l 9 v,_,vjw is a shortest U--W path with 
d(v, v;) = i + k - 1. 0 
Let v be a vertex of a graph G. We say that a sequence yo~1y1~2y2e l . Y~_~QJI~ 
of vertices of G is an alternating walk with respect o r~ if the following properties 
hold: 
(i) d(v, yJ = d(v, ui) - I, for each i and j. 
(ii) yi is adjacent o yi+l, h 0 s i s k - 1. 
(iii) Ui is adjacent o ui+l, for 1 =Z i < Ire - 1. 
(iv) yi is adjacent o Ui and ui+l, for 0 s i s k. 
(v) yi is distinct from and nonadjacent to yi+2, for 0 G i s k - 2. 
Lema 3. Let G = (V, E) be a bridged graph. suppose youlylu2y2 l l l yk_lukyk is 
an alternating walk with respect to some vertex v, and d(yo, v) = d. Then the 
following properties hold: 
(a) If j - i = 2, then yi and yj have no common neighbors in Nd-‘[v]. 
(b) There exist vertices Xi, 0 S i S k - 1, in NdW1[v] such that yflo, y&+ E E 
and xoylxly2x2 9 l l yk-_lxk__l is an alternating walk with respect to v. 
(c) ksd. 
PrOOf. (a) If Xyi, Xyi+2 E E and x E Nd-‘[VI, then xyiui+lui+2yi+2x is a 5cyce 
which fails to be well-bridged at x, contrary to Theorem 7. 
(b) By Lemma 1, there exists a vertex xi E Nd-‘[v] adjacent o yi and yi+l, for 
each i. By (a), Xi # xj if 1 <j - i s 2. Since Nd-‘[~] is convex, xixi+l E E, for each 
i. Moreover, Xixi+2 $E, for each i, for otherwise the 4-cycle xiyi+lyi+2Xi+2Xi 
would have a chord, contradicting (a). Thus xoylxly2 l l l xk-_Zyk__lxk__l is an 
alternating walk with respect o V. 
(c) This follows immediately from (b), by induction. 0 
We note that Lemma 3 is trivial for chordal graphs. Indeed, if G is chordal, 
then k s 1. To see this, observe that if k 3 2, then { yo, y2) is a minimal cutset in 
the subgraph induced by Nd-‘[v] U {yo, ul, u2, y2). However, it is well-known 
that any minimal cutset in a chordal graph induces a complete subgraph [4]. 
The next proposition is not needed for the proof of Theorem 4 or Theorem 5. 
We include it because it seems to be somewhat interesting in its own right. 
Proposition 1. Let G = (V, E) be a bridged graph. suppose youly1u2y2 l l l ukyk is 
an alternating walk with respect to some vertex v. Then yoy,y2 9 l 8 yk is a shortest 
yo-y,path in G. 
Proof. The proof is by induction on k. If k s 2, then the result is trivial, since y. 
is nonadjacent to y2, by the definition of an alternating walk. Supposr k 2 3, and 
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that the result is valid for all k’ < k. Suppose y. y, y2 9 l l yk is not a shortest yo-yk 
path. Let d(yo, V) = d and let yozlz2 l l l ztyk be a shortest YO-yk path. By the 
induction hypothesis, d( yi, yi) = 1 j - i 1, unless {i, j} = (0, k}. Thus zi # yi, for 
each i and j= Moreover, Zi E Nd[v], for all i, since Nd[v] is convex. We consider 
two cases: 
Cease 1. Suppose k = 3. Observe that y. and y3 are not adjacent, for otherwise 
the 4-cycle yoyly2y3yo would have a chord, contrary to the definition of an 
alternating walk. Thus t = 1, and ~lyoyly2y3~1 is a 5cycle. Since yoy2, yly3, 
yoy3 $ E, and yet G has no isometric 4-cycles or S-cycles, we deduce that z1 is 
adjacent o yip for 0 < i s 3. As mentioned above, z1 E Nd[v]. By Lemma 3, 
zl $ Nd-‘[v]. By Lemma 1, there is a vertex w, E Nd-‘[v] adjacent o yo, y, and zl, 
and a vertex w2 E Nd-‘[v] adjacent to y2, y3 and zl. Since both wl and w2 are 
adjacent o zl and Nd-‘[v] is convex, we deduce that wl = w2, or wl and w, are 
adjacent. In the latter case, wlyly2w2w1 is a 4=cycle, which must have a chord. In 
either case, we contradict Lemma 3. 
Case 2. Suppose k 34. We begin by showing that certain edges must be 
present. By Theorem 7, the cycle yoyl l l l ykztzt_l l l l z1 y. is well-bridged at yo. 
Sirce y. lies on no bridge of this cycle, we deduce yltl E E. Consequently, 
ta k - 2, since d(y,, yk) = k - 1. On the other hand, d(yo, yk) < k - 1, and so 
tsk-2. Hence t=k-2, and y, lies on no bridge of the cycle 
Yl Y2 l l l Yk&&l l l l ZlY,. Thus y2z1 E E. By choice of k, d(z,, yi) 2 j - 1 for 
1 < j < k. Thus tl lies on 110 bridge of the cycle z1 ~2~3 l 9 l ykztzt_l l l l zl. Hence 
y2z2 E E. Since t = k - 2, ~2 lies on no bridge of the cycle ~2~3 l l l ykztzt_l l l l z2y2. 
Hence ~3~2 E E. 
Now, zlyoz.41u2y2z1 is a 5-cycle which is well-bridged at y2. Since yoy2 $ E and 
Nd[v] is convex, We find Uly& E. Hence Z1U2 E E. ThUS zl~2~3y3z2zl iS a 
S-cycle which is well-bridged at zl. By choice of k, y3zl $ E. Thus z1u3 $ E, by 
convexity of Nd[u]. Hence u2z2 E E. Thus y1z2 EE, since ylu2z2 is a path and 
Nd[v] is convex. Consequently, d(y,, yk) 6 I -* I(z2, yk) = k - 2, contradicting 
the choice of k. Cl 
roof of Theoae~m 4. The recta!+ 10 P ‘vial if G consists of a single vertex, or if G is 
disconnected. Assuming tht res,lr ;s false, let G = (V, E) be a counterexample 
with the fewest vertices. By Theorem 8, G has a dismantlable vertex, say v. 
Since v is dismantlable, G\v is bridged, r(G\v) s r(G), and d(G\v) s d(G). 
On the other hand, r(G \ v) 3 r(G) - 1, since this inequality holds for any vertex 
of any connected nontrivial graph. If r(G\v) = r(G), then 3r(G) ~2d(G\v) + 2, 
the choice of (3. Thus 3r(G) < 2d(G) + 2, which contradicts the choice of G. 
ence r(G\v) = r(G) - 1. 
Let r = r(G) and d = d(G). Let u1 be a center of G\v, i.e. a vertex satisfying 
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eG,,,(ul) = r(G\v). Then d(v, u,) a r, for otherwise e,(u,) c r - I. Also, 
d(v, tiJ 6 r, for otherwise &ul) 2 r > r(G\v). Hence d(v, ul) = r. . 
Let yo be a neighbor of u1 in N’-‘[VI. Since y. is not a center of G\v, but u1 is 
a center, there exists a vertex x such that d (yo, x) = r and d(u,, x) = r- 1. (Note 
that since v is dismantlable, d&, y) = d&x, y) for every pair of vertices in 
G \v. Thus the subscript can be suppressed without ambiguity.) Since you1 E E, 
there is a shortest ye-x path P containing ul. Since N’-‘[v] is convex in G, we 
find P contains no vertex of N’-‘[v] other than yc. Hence, by Lemma 2, there is a 
shortest ul--x: path of the form ulu2 l l l u*u*+~ l l l u,+~ = n, where d(v, us) = r, 
for lesst, and d(v,u,j=r+s -t for s>t. (Thus d(u,,x)<e(v)-rsd-r.) 
By Lemma 1, there exists a vertex yj E A@[v] adjacent to uj and uj+l, for 
i-1,2,..., t - 1. (By the remarks following the proof of Lemma 3, we find that 
if G is chordal, then t G 2, and so r s d - r + 2. Thus, if G had been chosen to be 
a minimum counterexample to Theorem 1, we would have now completed the 
proof of Theorem 1.) Since IV'-'[v] is convex, we find yj = yj+l or yjyj+l E E, for 
each i. Since youlu2 l l l u, is a shortest path, we find that yoyl l l l yt-lut is also a 
shortest path. In particular, yo, y,, . . . , y,_l are pairwise distinct, and yjyj+2 $ E, 
for all i. If t = 1, then r =S d - r + 1, which contradicts the choice of G. 
Consequently, the vertices yo, yl , . . . , y,_, , ul, u2, . . . . , u, satisfy: 
(i) YOUlYlU2Y2 l l l yt-2~t-lyr-l is an alternating walk with respect o v, 
(ii) t 2 2, and 
(iii) both PI = youlu2 l l l ut and P2 = yoyl l l l Y,-~u, are initial segments of 
shortest paths from y. to a vertex x such that d(yo, x) = r and d(u,, xj s 
d - r. 
(The reader might have observed that t - lsr-1, byLemma3,implyingr6d. 
This does not seem to be very helpful.) 
Let X = A@,] n N’-‘[v]. By Theorem 6, X is complete. We define a digraph 
D = (X, A) on X by letting (wo, wl) E A if and only if there exist paths Pi and Pa 
satisfying conditions (i)-(iii) above, with w. playing the role of yo, and wl playing 
the role of y,. Observe that every vertex of D has outdegree at least 1, since yul 
does, and y. was chosen as an arbitrary member of X. Choose a vertex w. of 
largest indegree. Let w1 be a vertex such that (wo, VW~) E A. By the choice of w,, 
there is a vertex w* such that (w*, wg) E A, and (w*, M+) $A (possibly w* = u+). 
Let wow1 l l l IV,_~U~ and wou1u2 l l 9 ut 5e the two paths associated with the arc 
(wo, wl), and let w*w,wiw; l l 9 w;._& and w*ulu~ l l l u:._,u;. be the two paths 
associated with the arc (w*, wo). Then 2r s 2(d - r) + t + t’. We will show that 
t+t’SrC2, thereby contradicting the choice of G. Since t + t’ = d(w,, w,+) + 
d(w,, w;#_,) + 3, and d(v, wo) = r - 1, it suffices to show that the sequence 
Q = w;L_lu;Llw:L_2 l l l w;u;w()u,w,u2w2 l l l u,-lW,-1 
is an alternating walk with respect o v, by Lemma 3. (Note that Q includes every 
vertex of the above 4 paths, except possibly w*.) 
Observe that Q is an alternating walk with respect o v, unless w; exists and is 
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equal or adjacent o wl. Suppose wi exists. Since X is complete, and w*wOw;l is a 
shortest w*--wi path, we find wi $ X. In particular, wi # wl. Suppose w&v1 EE. 
Then w;U&~~w~ is a $-cycle, which must have a chord. Since wi $ X(=N[u,] n 
N’-‘[VI), we find U&V, E E. Thus the paths w*w& l l l w;&~ and w*z& l l l u;. 
imply (w*, u+) E A, contradicting the choice of w*. Cl 
3. The proof of Theorem 5 
We require two other previously established results to prove Theorem 5. 
Lemma 4 (Farber and Jamison [7]). Zf G is Q bridged graph, K is a convex subset 
of vertices, and v E N[K], then K U {v} induces an isometric subgraph. 
Lemma 5 (Farber [S]). Let u be a vertex of a connected bridged graph G. Zf 
d(u, v) = e(v), for some vertex v, then G\u is bridged. 
We noie that Lemma 5 does not say that u is dismantlable. Indeed, G \u may 
not even be isometric. For example, let G = G and let u be any nonsimplicial 
vertex. 
For vertices u, w of a graph G, let Z&u, w) denote the set of all vertices lying 
on shortest u--w paths. 
Lemma 6. Let u, v, w be vertices of a bridged graph G = (V, E), and let d be a 
positive integer. Suppose d(u, v) = d(w, v) = d. Then dcw(u, w) <d&u, w) + 1, 
for all X E V\(NdW1[v] CI (u, w}), with equality only if d(x, v) = d, for all 
x E ZG(u, w). Moreover, if d(x, v) = d, for all x E Z&u, w), then G contains an 
isometric Td,,, v,). 
Proof. Observe that ZG(u, w) c Nd[v], since the latter set is convex. If d(x, v) c 
d for some x E I,(u, w), then 
d&u, w) = d&u, x) + do@, w) = d&u, x) + d&x, w) 3 dGW(“, W) 
for all Xc V\(Nd-l[v] U { u, w})~ by Lemma 4, since Nd-‘[v] is convex= 
Supl~e d(x, v) = d, for all x E ZG(U, w). Let k = d(u, w), and let 
u = x()kxl,k l ’ ’ xk,k = w 
be a shortest u-w path. By Lemma 1, there exists a vertex Xi,k-1 E Nd-‘[v] 
adjacent 0 Xi,k and Xi+l,k, for 0 <i s k - 1. Since Nd-‘[v] is convex, we find 
Xi,k_1 is equal Or adjacent t0 Xi+l,k-1, for 0 s i s k - 2. ThUS d&U, W) s 
dG(U, W) + 1, for all x c V\(Nd-‘[v] U {u, w}). 
It remains to show that G contains an isometric Tk. Since ZG(U, w) n Nd-‘[v] = 
, we find Xi,k-1 $ ZG(U, w), for all i. Thus the vertices Xi,k-1, 0~ i 6 k - 1, are 
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pairwise distinct, and 
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~O,kxO,k-1~l,k-1~2,k-l' l 'xk-l,k-1 
iS a shortest X(&k-&-l,k__l path. If fOllOWS that 
xO,k-l&,&k-lx2#2,k-1 . l ' Xk-l,k-1 
is an alternating walk with respect to V. By Lemma 3, there exist vertices 
+_2 E NdB2[V], for 0 s i 6 k - 2 such that X0,k_1X0,k-2 and Xk_1,k_1Xk__2,k__2 are 
edges, and 
~O,k-2%,k-l~l,k--2X2,k-l~2,k-2' l 'Xk-2,k-2 
is an alternating walk with respect o V. By repeatedly applying Lemma 3, we 
build what seems to be a Tk (with vertices indexed in the obvious way), layer by 
layer, each successive layer being closer to V. We say “seems to be” since, a 
priori, we do not know if the vertices are pairwise distinct. (This does, in fact, 
follow from Proposition 1, althou we do not ueed to appeal to thzz 
proposition.) 
We claim not only that the vertices are pairwise distinct, but that the Tk is 
isometric. The proof is by induction on k. The case k = 1 is trivial. Suppose the 
claim holds for all k’ < k. Then, in particular, it holds for the Tk+ (call it A) built 
up from the path X()&&k l l l Xk_-l,k, and for the &_I (call it B) built Up from the 
path Xl,kn2,k l ' l Xk,k- By construction, d(~,,~, x~,~) = j, for all i and j. Thus, 
supposing that the “Tk” is not isometric, there exist indices i > 0 and j > 0 such 
that d(xo,i, +,j) < &(Xo,i, j,j x ) = max{i, j}. Without loss of generalitv, we may 
assume that i 3 j. Since d(xa,k, X0.i) = k - i, we find d(XO,k, Xj,j) ( k. ThUS j < k. 
AlSO, 2 l,j and Xk__l,k are both in Nk-l[&Jk]. Consequently, ZG(Xj,j, Xk__l,k) c 
Nkel[XO,&], since the latter set is convex. Moreover, Xk-l,k_1 E ZG(Xj,j, Xk__l,k), 
since xj,j and x k-l,& are both in B, and B is isometric. Thus, &-_l,k_l E Nk-‘[&)&], 
and so &-_l,k-_l E z,(X(Jk, Xk,k), contrary to the hypothesis. cl 
Proof of Theorem 5. Let p be an arbitrary, but tied, positive integer. Suppose 
the theorem is false for p. Let G = (V, E) be a counterexample with the fewest 
vertices. Clearly G is canne;cted and incomplete. Also, d(G) 3 p, by Theorem 4. 
For each vertex v of G, let J: = {u: d(u, v) = e(v)}. Obviously, each S, is 
nonempty. We consider two cases: 
(i) Suppose each S, consists only of simplicial vertices. Let X = U(&, : v E V), 
and let G ’ = G \X. Since G is connected and incomplete, every simplicial vertex 
of G is adjacent o a nonsimplicial vertex. Moreover, no simplicial vertex lies on a 
shortest path between any other two vertices. Thus G ’ is a non-null isometric 
proper subgraph of G. In particular, G’ is bridged. Hence, 6r(G’) ~3d(G’) + 
p + 3, by the choice of G. Thus it suffices to show that r(G) c r(G’) + 1 and 
d(G) a d(G’) + 2. 
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Let V’ = V\X. Then N,[V’] = V. Letting r = r(G’) and z be a center of G’, 
we find V = N&J’] = N#‘,.[z]] c Nrc+‘[t]. Hence r(G) 6 r(G’) + 1. 
Observe that e,(v) < e&u), for all v E V ‘, since G ’ is isometric and 
V’ n &, = 0, for all r~ E V. Moreover, X contains all vertices of maximum 
eccentricity in G. Thus e&v) <e&v) <d(G), for all r~ E V’. Hence d(G’) s 
d(G) - 2. 
(ii) Suppose some S, contains a nonsimplicial vertex u. We construct a 
sequence of vertices, and a nested sequence of subgraphs as follows. Let u1 = u, 
and let G1 = G\ul. Suppose we have chosen ul, u2, . . . , ui and G1, G2, . . . , Gi. 
If Gi contains an isometric TP and has a nonsimplicial vertex in S,, then choose 
such a vertex u~+~, and let Gj+l= Gj\uj+l. Repeat this procedure until a graph Gk 
is obtained which either contains no isometric T., or has no nonsimplicial vertices in 
&, whichever comes first. 
By Lemma 5, Gk is bridged. We claim that d(Gk) s d(G). If not , then choose 
vertices x and y such that d&x, y) > d(G). By Lemma 4, X, y E &,. Thus 
dc(x, y) = d(G), and G contains an isometric TdtGI, by Lemma 6. Hence 
d(G) <p, or G contains an isometric Tp. Both possibilities contradict the 
hypotheses, proving the claim. 
Suppose Gk contains no isometric Tp. Since Gk is a proper subgraph of G, we 
find 6r(Gk) < 3d(G,) + p + 3 c +3d(G) + p + 3, by the choice of G. Thus it suffices 
to show that r(G) s r(C,). Let r = r(Gk), and let z be a center of Gk. Then 
V\{uj:lsjsk} =N&[z]~N’,[z]. S_ ince N&l is convex in G, and uk has two 
nonadjacent neighbors in N&[t], is follows that uk E N~[z]. Consequently, r&-l 
has two nonadjacent neighbors in N&l, and so Uk-_l E NL[z]. Repeating this, we 
deduce that V c N’[z]. Hence r(G) s r(Gk). 
It remains to show that Gk contains no isometric I&. This is immediate if p S 2, 
since G contains no isometric Tp, and an induced subgraph of diameter at most 2 
is isometric. Suppose p 2 3 and Gk contains an isometric Tp (call it A). Then Gk 
has no nonsimplicia: vertices in &, by the choice of Gk. Since G contains no 
isometric Tp, we find that A contains two vertices whose distance from each other 
in Gk is greater than that in G. By Lemma 4, both of these vertices must be in &, . 
Thus these vertices are simplicial in Gk, and hence must be simplicial (corner) 
vertices of A. Without loss of generality, we may assume that these vertices are 
x0.p and &II, where the vertices of A are indexed as in Lemma 6 (although the 
layers of A need not have any relation to distances to v). Observe that 
I (x c; o,P, xP,J is contained in S,,, and dc;(xo.p, x,.J = p - ‘I, by Lemma 6. 
Let P = XO.~Y~Y~ l l l Y~-~x~,~ be a shortest x~,~-x~,~ path in G. We claim that 
each Xi,;, is adjacent o yi and yi-1. The argument is almost identical to part of that 
given in Proposition 1. Let C1 be the cycle formed by P together with the shortest 
x0.p -x~,~ path in A. Observe that Xi,p is not simplicial in A, and hence in Gk, for 
each 1 s i Gp - 1. Thus each such vertex lies in Ne(u)-l[~]. Hence, by Lemma 4, 
~0,~ and xp,p lie on no bridge of C1 in G. Thus, xl,,yl E E, by Theorem 7. Let C, 
be the cycle obtained from C1 by deleting xo,p and adding the edge x~,~Y,. Since 
On diameters and radii of bridged graphs 259 
x1,, lies on no bridge of Ca, we find x2,Pyl E E. Now let C, be the cycle obtained 
from C2 by deleting xl,, and adding the edge ~~,~y~, and continue in the obvious 
fashion to prove the claim. 
We next claim that each yi is adjacent o Xi,p-l and Xi-l,p-1. Considering the 
S-cycle Yl~o,p~o,p-1~l,p-I~~,~Yl~ we find that the claim holds for i = 1, since A is 
isometric and G has no isometric 4-cycles or 5-cycles. Assuming the claim holds 
for i - 1, we show that it holds for i by considering the 5-cycle 
YiYi-lxi-l,p-lxi.p-lxi+l,pYi* Observe that xi,P_l E N’(“)-‘[v], for each i, since it is 
not simplicial in A. Since Yi-lXi-2,p-1 E E, and Xi-2,p-lXi,p-l$ E, we find 
Yi-lx&p- 1 $ E, by convexity of Ne(“)--l[v]. Similarly, yi-lXi+l,p $ E. Since A is 
isometric, and G has no isometric 4-cycles or 5cycles, we deduce that the claim 
. holds for i. 
By a symmetric argument, beginning with the S-cycle 
we find that each yi is adjacent o Xi,p-1 and Xi+l,p-1. 
Since p 23, xo,P-l and x2,p-1 exist. Since xo,p_lylx2,p_l is a path with xO,~-~ 
and x2,p-1 E N’@)-‘[VI, and y, e Neiu;-l[~], we find ~~~~~~~~~~~~ E E, by convexity 
of N”@)-“[v], contradicting the assumption that A is isometric. Cl 
4. concluding reInarks 
It is interesting that the extremal graphs Tp_l,k for Theorem 5, which were 
mentioned in the introduction, are planar, and that the bound in Theorem 4 is 
like a discrete version of the relationship between the radius and height of an 
equilateral triangle.. Together with Theorem 1, these facts suggest that, in some 
vague sense, chordal graphs are l-dimensional, and bridged graphs are 2- 
dimensional. 
Jamison [S] has shown that, in the cycle space of a chordal graph, every n-cycle 
is a sum of 12 - 2 triangles, while in a bridged graph, every n-cycle is the sum of 
O(n”) triangles. This again leads to the suggestion above. 
It is well-known that a chordal graph with PZ vertices has at most rr cliques, i.e. 
maximal complete subgraphs; see e.g. [4]. In light of the above remarks, one 
might expect hat bridged graphs have, at most, a quadratic number of cliques. In 
fact, this is true of all graphs containing no induced 4-cycles. 
Proposition 2. If G = (V, E) is a graph containing no induced 4-cycles, then G 
Proof. The proof is by induction on 1 VI. The base case is trivial. Suppose [VI > 1, 
and the result is valid for all smaller graphs containing no induced 4-cycles. Let 
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u E V. Then G\u has at most cliques. Hence, it seffices to show that 
the number of cliques K of G such that K\ {v} is not a clique of G \ v is bounded 
by IV1 - 1. We will, in fact, show thaa it is bounded by the number of 
nonneighbors of V. Suppose K is such a clique. Then, obviously, v E K and 
K\(v) is properly contained in a clique of G\v. Thus, there is a vertex u # v 
which is adjacent o every vertex in K, except r~. Since u and v are nonadjacent 
and G contains no induced 4-cycles, we deduce that N[u] fl N[v] is complete, and 
hence equals K\(v). q 
It remains to be seen whether this suggestion of .a type of dimension can be 
made meaningful and precise. 
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