Abstract-This paper addresses the problems of stability analysis and stabilization of systems presenting nested saturations. In the analysis problem the objective is the determination of estimates of the basin of attraction of the system. Considering the stabilization problem, the goal is to design a set of gains in order to enlarge the basin of attraction of the system. Based on the modelling of the closed-loop system as a linear system with dead-zone nested nonlinearities and the use of a modified sector condition, LMI stability conditions are formulated. Based on this condition, convex optimization problems are proposed to determine solution for both problems.
problem, the objective is then to maximize the basin of attraction of the closed-loop saturated system. Based on the modeling of the closed-loop system as a linear system with dead-zone nested nonlinearities, LMI stability conditions are formulated. Although the objectives of the paper are similar to the ones recently proposed in [1] , considering the modeling of the saturated systems by a polytopic differential inclusion, it should be pointed out that we do not consider particular assumptions about the structure and the dimensions of matrices evolving in the description of the system. Furthermore, our results allow also to address global stability issues, which is not possible with the approach proposed in [1] .
The paper is organized as follows. Section II describes the system under consideration and the problems we intend to address. In section III, theoretical conditions for solving both the analysis of stability region as well as the control design problems are presented. Discussions in terms of number of variables, lines of LMI to test and the comparison of our results with those proposed in the literature are presented. Section IV deals with convex optimization issues. Two examples allow then to illustrate the potentialities of the proposed approach. Section V summarizes the main contributions of the work and points to some open problems and future research directions.
Notations. For any vector x ∈
n , x 0 means that all the components of x, denoted x (i) , are nonnegative. For two vectors x, y of n , the notation x y means that x (i) II. PROBLEM STATEMENT This paper focuses on the following class of nonlinear systems resulting from nested saturations.
where x ∈ n is the state of the system. For all j ∈ {1, . . . , p}, A j , B j and C are given matrices of appropriate dimensions (eventually having different dimensions depending on the index j). Furthermore, sat j is a componentwise saturation map mj → mj defined as follows:
where u j(i) denotes the ith bound of the saturation function. For j = 1, . . . p, let us recursively define the following nonlinearities:
Define now the following p matrices:
¿From the definitions in (2) and (3), system (1) can be rewritten aṡ
Note that in the absence of saturation one gets φ j (x) = 0, j = 1, ..., p. Hence, in the absence of saturation, the stability of system (1) or (4) is directly characterized by the stability property of the closed-loop matrix A p . In presence of saturation, considering that the exact analytical determination of the basin of attraction of the system is, in general not possible, we should be concerned with the determination of estimates of this basin, i.e. regions in the state space in which the closed-loop asymptotic stability is guaranteed.
The two problems we intend to solve can therefore be summarized as follows.
Problem 1: Given a system where the matrix A p , defined in (3) is Hurwitz, determine a region of stability E 0 for the closed-loop system (4) as large as possible.
Problem 2: Determine the gains A j , j = 1, ..., p − 1 and C such that A p is Hurwitz and that lead to a region of stability E 0 for the closed-loop system (4) as large as possible.
The two problems above are complementary. The first one consists in a stability analysis problem. The idea is to determine an estimate, as large as possible, of the basin of attraction of the nested saturated system (1). The second one is a synthesis problem. In this case, the implicit goal is to design the gains A j , j = 1, ..., p − 1 and C in order to maximize the basin of attraction of system (1).
III. THEORETICAL CONDITIONS

A. Theoretical Analysis conditions
Let us consider the generic nonlinearity
m and define the following set:
Lemma 1: If v and w are elements of S(v 0 ) then the nonlinearity ϕ(v) satisfies the following inequality:
for any diagonal positive definite matrix T ∈ m×m . Proof. Assume that v and w are elements of S(v 0 ). In this case, it follows that
¿From the definition of the nonlinearity ϕ(v) we can therefore consider three cases.
• Case 1:
¿From the three cases above, once v and w are elements of S(v 0 ), we can conclude that
Lemma 1 may be applied to nonlinearities defined in (2) . For this, it suffices to define the sets S(u j ), associated to the bounds u j , j = 1, ..., p, by considering adequate vectors v, w and v 0 . This will be detailed in the sequel.
The following proposition provides theoretical sufficient conditions to solve Problem 1.
Proposition 1: If there exist a symmetric positive definite matrix W , matrices
1 The symbol stands for symmetric blocks.
then the set
is a region of stability for the system (1). Proof. According to the definition of nonlinearities φ j , j = 1, ..., p, by applying Lemma 1 p-times, it follows:
• Firstly, in the case ϕ = φ 1 , relation (6) applies with
• Secondly, in the case ϕ = φ 2 , relation (6) applies with
• Finally, in the case ϕ = φ p , relation (6) applies with
are matrices of appropriate dimensions to be determined. Furthermore, matrices T 1 , T 2 , . . ., T p are p diagonal and positive definite matrices.
Consider now
The satisfaction of relation (8) implies then that the set
. We prove now, by induction, that relations 8) and (9) 
where
Using the S-procedure and the Schur's complement, it
Pre and post-multiplying (11) by the matrix ⎡ ⎣ W 0 0
it follows that this inequality is equivalent to relation (9) for j = 2.
Applying recursively the reasoning above, provided that
. . .
, whence, using S-procedure Schur's complement and considering S j = T −1 j , j = 2, ..., p, it follows (9). Hence the satisfaction of relations (8) and (9) Consider now the quadratic Lyapunov function V (x) = x P x, with P = P > 0. The time-derivative of V (x) along the trajectories of closed-loop system (4) reads:
Since (8) and (9) are satisfied, sector conditions (6) hold ∀φ j , j = 1, . . . , p, ∀x ∈ E(W −1 , 1). Hence, it follows thaṫ
The inequality above can be re-written as followṡ
with M= 2 6 6 6 6 6 6 4
By recalling that 
, it follows that, if relation (7) is satisfied, one hasV (x) < 0, ∀x ∈ E(W −1 , 1), x = 0. Hence one can conclude that E(W −1 , 1) is a contractive set along the trajectories of system (1) and thus it is a region where the asymptotic stability of system (1) is ensured. 2 Proposition 1 presents a local stability condition for the nested saturated system (1). In the case where A p is Hurwitz the global asymptotic stability of the system can be checked.
Proposition 2: If there exist a symmetric positive definite matrix W and diagonal positive matrices S j , j = 1, ..., p, of appropriate dimensions satisfying: 
then the system (1) is globally asymptotically stable. Proof. Considering the sets S(u j ) as defined in the beginning of Proposition 1, it suffices to consider E 11 = C,
In this case, S(u j ) = n , j = 1, . . . , p and it follows that the sector conditions (6) applied p-times to the nonlinearities defined in (2) are globally satisfied, i.e. they are satisfied ∀x ∈ n . 2
B. Computational Burden Analysis
It is important to stress that the conditions of Proposition 1 are under LMI form in the decision variables. This fact is due to the use of model (4) For the sake of simplicity, consider m 1 = · · · = m p = m, where m is a fixed integer and assume that all matrices A j , for 1 ≤ j ≤ p − 1 are diagonal such that [1] applies.
In Proposition 1 we have to consider LMI conditions with:
+ m p decision variables (for W , Z jj , Y jl and S j respectively).
On the other hand, in [1, Th. From the analysis above, we can conclude that the LMI conditions of Proposition 1 lead to an optimization problem which is numerically easier to solve [4] 
C. Theoretical Synthesis Conditions
Let us define the following matrix
The following proposition provides theoretical sufficient conditions to address Problem 2.
Proposition 3: If there exist a symmetric positive definite matrix W , matrices
.., p − 1, and diagonal positive matrices S j , j = 1, ..., p, of appropriate dimensions satisfying:
2 6 6 6 6 6 6 6 4 
<0
(19) where G p−1 and L are defined in (14) and (18), respectively, then the system (1) with
, is globally asymptotically stable. Note that the same type of computational burden analysis as developed in section 3.2 could be done in the synthesis case.
IV. OPTIMIZATION PROBLEMS
Based on the result stated in Propositions 1 and 3, we are interested in one of the following cases: 1. A set of initial states, Ξ 0 ⊂ n , for which asymptotic stability must be ensured, is given. 2. We aim to maximize the estimation of the basin of attraction associated to system (1) . In other words, we want to compute the set E(W −1 , 1) as large as possible considering some size criterion.
Both cases can be addressed if we consider a set Ξ 0 with a given shape and a scaling factor β. For example, let Ξ 0 be defined as a polyhedral set described by its vertices: Ξ 0 = Co{v r ; r = 1, ..., n r , v r ∈ n }. We want then to satisfy β Ξ 0 ⊂ E(W −1 , 1). In case 1, mentioned above, this problem reduces to a feasibility problem with β = 1. In case 2, the goal consists in maximizing β, which corresponds to define through Ξ 0 the directions in which we want to maximize E(W −1 , 1). The problem of maximizing β (with β = 1/ √ µ) can be accomplished by solving the following convex optimization problem:
min µ subject to relations (7), (8) , (9) (1) , in the case p = 2, m 1 = m 2 = 1 and n = 2, described by the following data:
; A 1 = 0 1 ;
This systems is globally asymptotically stable. By applying Proposition 2, one obtains: Consider the longitudinal dynamics of the F-8 aircraft adopted from [11] . System (1), in the case p = 3, m 3 = m 2 = 2, m 1 = 1 and n = 4, is described by the following data: Since, we have m 3 = m 2 = 2, m 1 = 1, a design solution cannot be directly from [1] .
V. CONCLUSION
By an LMI approach, the problems of stability analysis and stabilization of systems presenting nested saturations have been addressed. Concerning the analysis problem, a technique to determine estimates of the basin of attraction of a system with nested saturations has been presented. The synthesis problem has been also investigated and a method for computing a set of gains to enlarge the basin of attraction of the system has been proposed. The method used throughout the paper is based on the modeling of the closed-loop system as a linear system with dead-zone nested nonlinearities and a modified sector condition. This method allows to consider more general linear systems than those considered in [1] and to study the global stability and global stabilization properties. Numerical examples highlighted the application of the results.
The present study leaves several open issues. In particular, given a general linear systemẋ = Ax, the complete synthesis problem i.e. the problem of the design of all gains (namely all matrices A j and B j in (1)) is still open. Existence of such a global stabilizing saturation control is proved in [9] for multiple integrators. In that paper, only a part of this set of gains (namely, the matrices A j = G j W −1 , j = 1, ..., p and C = G 0 W −1 in Proposition 4) have been designed. Note that it is also possible to design the bound of the saturation function u j since the LMI condition stated in Proposition 4 is linear in u 2 j(i) . However, the design of the other gains (i.e. the matrices B j ) is a more challenging problem and is currently under investigation. Other perspectives regard the use of such nested saturations for the global stabilization of cascade systems with linear part (see [8] , [9] , [10] ) and the study of different nonlinearities than the nested saturation (see e.g. the hysteresis in [7] ).
