Abstract. Suppose we have an m-jet field on V ⊂ R n which is a Whitney field on the nonsingular part M of V . We show that, under certain hypotheses about the relationship between geodesic and euclidean distance on V , if the field is flat enough at the singular part S, then it is a Whitney field on V (the order of flatness required depends on the coefficients in the hypotheses). These hypotheses are satisfied when V is subanalytic. In Section II, we show that a C 2 function f on M can be extended to one on V if the differential df goes to 0 faster than the order of divergence of the principal curvatures of M and if the first covariant derivative of df is sufficiently flat. For the general case of C m functions with m > 2, we give a similar result for codim M = 1 in Section III.
Introduction
Since H. Whitney proved his important extension theorem, introducing the notion of "Whitney field" ( [Wh] ; classical references are [M] and [T] ), various papers have been dedicated to the study of this subject: we recall among the others [Bi] , [H] , [S] and the very recent [KP] . Whitney fields are the restrictions to V of jets of smooth functions on R n . If V is a smooth submanifold, each smooth function on V has many consistent Whitney fields on V . A natural question from the viewpoint of singularity theory arises when V is singular. In this case we may consider functions which are smooth on the nonsingular part and just continuous all over V , and ask for conditions of extendibility. In particular, we may look for conditions of "flatness" at the singular locus of V . This paper is an attempt in this direction.
In Section I we first give a generalization of Hestenes' Lemma, which we call Generalized Hestenes' Lemma (for the classical Hestenes' Lemma, see Lemma 1 of [H] or [T] , p. 80). More precisely, if we have an m-jet field on V which is a Whitney field on the nonsingular part M of V and which is "flat" enough at the singular part S, then it is a Whitney field on V . In order that this result holds, we need to assume that V fulfils some hypotheses given as a comparison between geodesic and euclidean distance on V . We point out that we get extension in the same differentiability class while other known results of this type involve a loss of differentiability (compare e.g. with Proposition 3.4 of [BiMP] ). Next we show in Proposition I-1 that the hypotheses of this Generalized Hestenes' Lemma are satisfied when V is assumed to be subanalytic. At the end of Section I, we add some specific considerations about the isolated singularity case.
Section II is devoted to the application of our previous work to the extension of C 2 functions. We obtain in Theorem II-1 that a C 2 function f on M can be extended to one on V if the differential df goes to 0 faster than the order of divergence of the principal curvatures of M and if the first covariant derivative of df is sufficiently flat. These conditions arise from the choice of the orthogonal tubular neighborhood of M to extend f locally.
For the general case of C m functions with m > 2, we give a result for codim M = 1 in Section III. Here some work has to be done to give an estimate on the higher order derivatives (Theorem III-1) and the resulting flatness conditions on f are far from being as nice as in Section II (see Definition III-2); nevertheless they still appear meaningful and they allow us to generalize in a slightly stronger way the extension result of Section II to any finite order of differentiability when we are in codimension 1 (Theorem III-2). One line of further inquiry will certainly be to search for simpler and less restrictive hypotheses under which the extension property holds.
I. A generalization of Hestenes' Lemma
We recall the terminology and notation of [T] , Chapter IV. Let k ∈ N n , N = N ∪ {0}, and let
is the Taylor polynomial of F in a and J m (T 
(note that, contrary to usual practice, this seminorm only involves the m-th order derivatives).
We will use the Landau notation: if f and g are real-valued functions on A ⊂ R n , a ∈ A, then g = O(f) at a (respectively g = o(f ) at a) means that |g/f | is bounded (respectively |g/f | → 0) as f (x) → 0 and x is near a; furthermore, we say g = O(f ) (respectively g = o(f )) if it is so at each point of the domain A of f and g.
In all of the following, S ⊂ V will be closed subsets of R n , 0 ∈ S, such that
For x, y ∈ V , δ(x, y) denotes the geodesic distance on V between x and y, that is, the infimum of the lengths of all summable curves in V joining x to y (possibly δ(x, y) = ∞; for instance if one forms V by rotating the curve y = 2x + x sin(1/x), x ≥ 0, about the x-axis, then δ(x, y) is finite for all points x, y ∈ M , but δ(x, 0) = ∞ for all x ∈ M ). Note that a curve joining x to y of length δ(x, y) may have to pass through S: this is the case for the points (0,1,0) and (0,−1,0) x, y) and let δ (x, y) denote the smaller of δ(x, y) and δ(x, S) + δ(y, S). First we look at the relations between some conditions we will use in the Generalized Hestenes' Lemmas.
Lemma I-1. Given l > 0, the following are equivalent: Furthermore, (a) and (b) are implied by:
Proof. (b) =⇒ (a): There exists C > 0 such that, for x and y sufficiently near 0,
There exist curves γ i in V such that γ 0 starts at x, ends at y 1 and has length (outside S) less than 2δ (x, y 1 ) and, for i > 0, γ i starts at y i , ends at y i+1 and has length (outside S) less than 2δ (y i , y i+1 ). Then the part outside S of the path obtained by connecting the γ i 's has finite length l. There is a C > 0 such that
To prove the last statement of the lemma, S) , yielding a contradiction.
Definition I-2. Let us define the following conditions for x, y ∈ M near to S: (A) There exist K > 0, 0 < l ≤ 1 and r ≥ 1 such that:
(B) There exist K > 0, 0 < l ≤ 1 and r ≥ 1 such that:
If V fulfils (A) (respectively (B)) we say that V is (r, l)-regular of type A (respectively of type B). We shall generically say "(r, l)-regular" when the type does not need to be specified.
Evidently, B1 ⇒ A1 in Definition I-2. If V is (r, l)-regular, we shall unless otherwise stated assume that l is the largest number satisfying A1 (respectively B1) and r is the smallest number satisfying A2 (respectively B2) using the above l. If V is (r, l)-regular of type B, we shall denote by l the exponent for condition A1 on V : we have of course l ≥ l.
We set
The conditions described in Definition I-2 will allow us to prove a generalization of Hestenes' Lemma. Since they may appear quite technical, we will make a few comments about them before going on.
Clearly, A1 and B1 are global comparisons between euclidean and geodesic distance on M . We point out that, in Tougeron's terminology, B1 means that V is " 1 l -regular". Other authors, e.g. [St] , consider a more general version of this property called "the Whitney condition".
On the other hand, the two distances are always locally comparable in the above sense, and we can interpret A2 and B2 as giving an estimate of the diameters of the neighbourhoods where comparability holds. For instance, we give the following geometric interpretation of condition A2 (analogous arguments hold for B2).
For each C > 1 and x ∈ M, there is a maximal positive number (
Hence condition A2 is equivalent to saying that there are C, K, r such that (x, C) ≥ Kd(x, S) r for x near S. Because there is considerable interest in condition B1, we include the following result, although it is not used anywhere else in the paper.
Lemma I-2. If S = {0}, then A1 and A2 imply B1 with exponent l/r.
We finally remark that, if V is 1-regular, we can take r = l = 1 and so c m = k m = 0.
Generalized Hestenes' Lemma. Suppose that V is (r, l)-regular and that F is an m-Taylor field on V which is flat of order
Proof. By the definition of a Whitney field and our assumptions on F , it suffices to prove that, for each k with |k| ≤ m,
as x and y tend to a point of S. Let ∆ be a curve in V from x to y such that ∆ = ∆ 1 ∪ ∆ 2 , ∆ 1 of length less than 2δ (x, y), ∆ 2 ⊂ S, and
Since ∆ is compact, the argument of IV.2.5.1 of [T] (p. 76) implies that
(whereas in [T] , one uses δ(x, y), we can get the same result using δ (x, y) since the Taylor field is identically 0 on the part of our curves contained in S). By our assumption on F and (1),
Thus,
By Lemma I-1, we have
We deal now with types A and B separately.
Since δ ≤ δ, from A2 and (3) we have
By Lemma I-1, A1 and (3),
and we conclude as above.
Type B.
Case
By B2, δ ≤ δ and (3),
By B1
In what follows, "GHL" will stand for "Generalized Hestenes' Lemma".
Remarks.
(1) Assume V 1-regular: by the last remark before GHL the assumption on F in GHL becomes that F (x) → 0 as x → 0. Thus we recover the usual Hestenes' Lemma, which is the case V = R n . (2) Also see the generalized Hestenes' Lemma of [BiMP] . They have a very nice and simple result using only the exponent of l-regularity. However, their hypothesis is not on the order of flatness of the m-th order terms; rather that the Whitney field be of prescribed higher order of differentiability with continuous derivatives where it is not known to be Whitney.
Examples. Let r A , l A , r B and l B denote the numbers of Definition I-2, parts A and B, respectively.
That l A = 1 follows from Proposition I-4, since V is a semialgebraic set with isolated singularity.
For each x > 0 and for each −x a < y < x a , let p = p(x, y) and q = q(x, y) be the points on M which project to (x, y, 0). (max{z, u}) , where u = x a − y. δ(p, q)/|p−q| is greatest when y = 0, so we restrict to p = p(x, 0) and q = q(x, 0).
(We omit the proof that this forces the same inequality to hold for p and q replaced by arbitrary P and Q in M , and x replaced by max{P, Q}.) So we want z = O(x r ) to imply max{
Thus we want z = O(x r ) to imply that zx
Thus we can take r B = b. Now let r denote r A . So we need that
Calculating as above, we get that the right hand side holds if I-2. Let x n = 1/n and let f (x) = x 3/2 . In the xy-plane, join the points (x 2n , 0) to the points (x 2n+1 , f(x 2n+1 )) by straight line segments, and similarly join the latter points to (x 2n+2 , 0). Round off at the sharp points and include 0 to form a curve V . An elementary calculation shows the l A = l B = 1/2, and r A = r B = 1. So
We can get a surface with the same r's and l's by revolving this curve about any line through 0 different from the x-axis.
We know of no example in which B gives different estimates on the order of flatness than A; however the l-regularity assumption used there is a frequently studied quantity, so we feel justified in including this method.
Next we give an example proving that conditions A2 and B2 are needed to get our result. , q)) ). Since the discrepancy between δ and euclidean distance is greatest for these points p, q, we conclude that condition B1 holds with l = 
By an easy calculation, ∂f /∂y is O(φ s−1 ), as is ∂f /∂x on |y| ≤ φ(x), hence on M . Thus the 1-jet of f on M is infinitely flat at 0. Let F be the 1-jet field of f restricted to
Whitney field on M with coefficients infinitely flat at 0, but it has no C 1 extension near 0 since
We conclude that condition B1 is not strong enough by itself to give the type of extendibility result we are after. Next, using a result which has not yet been published, we prove that our results hold when we assume V to be subanalytic and S to be compact.
Proposition I-1. If V is subanalytic and S is bounded, then V is (r, l)-regular.
Proof. S is compact by our assumption. Condition B1 of Definition I-2 holds locally for any subanalytic set ("Whitney condition", [St] ), hence B1 is fulfilled in our case. We show that conditions A2 and B2 hold on M by proving a stronger result. By a recent result of Kurdyka and Orro ([KO] ), there is a subanalytic metric function on V which is equivalent to δ. Since the equivalence will preserve the constructions we do below, without loss of generality we assume that δ is subanalytic. Let C > 1 and let ∆ be the diagonal in
Let U = V 2 \ U and let α : R n × R n → R be defined as the distance of (x, y) from U . Then α is subanalytic and positive on ∆. By the Lojasiewicz inequality, there are positive constants K and r such that α(
We shall give some further results in the simplified case of an isolated singularity. Therefore we shall assume for the rest of this section that S = {0}. Under this hypothesis, we introduce another regularity condition which is a particular case of Bekka and Trotman's (a + δ)-regularity ( [BT] ) and which is weaker than Whitney's b-regularity. If x ∈ M , we shall denote by P x : R n → T x M the orthogonal projection, where T x M is considered a subspace of R n through 0.
Definition I-3. V is said to be δ-regular if there are r > 0, δ ∈ (0, 1) such that, for any x ∈ M ∩ B(0, r), the inequality δ|x| ≤ |P x x| holds.
Let θ denote the angle between T x M and − → 0x. Then cosθ = |P x x|/|x|, so the above condition gives a positive lower bound on cos θ, hence an upper bound on θ smaller than π/2.
The proof of a more general version of the next proposition can be found in [B] .
Proposition I-2. If V is δ-regular, the germ of M at any point of R n has a finite number of connected components.
Proposition I-3. Let us assume that V is δ-regular; then l = 1 (where l is the coefficient of condition A1).
Proof. Let us consider the smooth vector field on M given by
Then ξ = 0 on B(0, r). Fix x ∈ B(0, r) and denote by α(t) the integral curve of ξ
and |α(t)| = −t + |x|. The length of α is |x| 0 |α (t)| dt ≤ 1 δ |x|. Thus l = 1. We recall that, if V is subanalytic with an isolated singularity, then it is δ-regular (in fact, by [Hi] , the stratification {M, {0}} of V is b-regular in the sense of Whitney), so l = 1.
We now denote by δ M the geodesic distance on M . δ M is always finite and we have δ | M ≤ δ M , but it is possible to find examples in which δ | M = δ M . If δ = δ M , then we can also consider in GHL m-Taylor fields on M which are not a priori continuous at S, since this hypothesis was only used to apply the mean value theorem. If our paths remain in M , this is not a problem. Actually this hypothesis is very natural if M is connected, and it is satisfied in the subanalytic case, as the next proposition shows.
Proposition I-4. Let V be subanalytic. Assume that the germ of M at 0 is connected. Then
Proof. Since δ ≤ δ M , it is enough to prove the following:
1) γ(0) = x, γ(1) = y, γ(t 0 ) = 0 for a t 0 ∈ I and γ(t) ∈ M for any t ∈ I \ {t 0 };
2) γ is piecewise differentiable in M and has finite length (γ).
Then there is a sequence {γ k } of piecewise differentiable arcs in M such that
To prove this assertion we shall apply a result of Stasica ([St] ). From Stasica's work we may state that there exists an open neighborhood U of 0 in V such that:
iii) there are C > 0 and l > 0 (which can chosen to be independent of j) such that, if x, y ∈ U j , then there is a smooth arc α : I → U i with (α) ≤ C|x − y| l . Now let {x k } (respectively {y k }) be a sequence of points in γ((0, t 0 )) (respectively γ((t 0 , 1))) converging to 0. The assertion will be proved if we show that there is a sequence {α k } of piecewise differentiable arcs in M such that α k joins x k to y k and (α k ) goes to 0 as k goes to ∞.
Since the germ of M at 0 is connected, there is an 0 > 0 such that, for all ≤ 0 , M is connected. Pick a k 0 such that k = max{|x k |, |y k |} < 0 for all k ≥ k 0 . Fix such a k. If there is a j such that x k and y k are in the same U j , then we take α k as in iii) above. Otherwise there are j and j with j = j such that x k ∈ U j and y k ∈ U j . Since M k is connected and is covered by the U k 1 , . . . , U k p , we can find q ≤ p + 1 points z 1 ,...,z q such that:
2) there exist h 1 , . . . , h q such that for i = 1, ..., q − 1, z i and z i+1 are in the same U k hi .
For each i we have an arc α
Hence the arc α k obtained by gluing the α i k 's has length less than C l k .
II. An extension result
Let V be as in section I with M of class C m+1 at least, and let f : V → R be a continuous function such that f | M ∈ C m (M, R) and f| S ≡ 0. We want to study the possibility of extending f to a C m function on R n by means of the GHL. In the trivial case V = R n , if all derivatives of f tend to 0 as δ(x, S) does, then f is C m on R n (m-flat) by Hestenes' Lemma. So, we have to deal with the notion of "flatness" on V . If V were smooth at S, the meaning of "f is m-flat at S" would be clear: just take local coordinates of V at any point of S and compute the derivatives of f up to order m, requiring that they vanish on S. This notion is independent of the choice of local coordinates, though the derivatives are not. In the singular case, one should have a limit condition, such as "all derivatives tend to 0", but this notion is no longer intrinsic, as is illustrated by the following:
2 , y = t 3 , then f is 2-flat with respect to this parametrization, while it is just 1-flat if we use the parametrization x = u, y = u 3 2 .
In [Wi] , an extension result for functions which are "flat" with respect to a fixed parametrization is obtained as a byproduct of a different theory.
Here we try to define an intrinsic notion of flatness. Let us consider the 1-form df on M ; since df is a tensor on M , we can consider its iterated generalized covariant derivatives with respect to the Levi-Civita connection ∇ on M induced by the standard connection D on R n . Then we may set:
for r > 1, ∇ 1 f = df and ∇ 0 f = f . We say that f is m-flat at 0 if, for r ≤ m, we have lim x→0 ∇ r f (x) = 0, where · is the norm for covariant tensors. The extension theorems we will get in this section and in the next one need a stronger notion of flatness for f . On the other hand, we shall actually obtain extensions of an m-jet on M which depends on f . Since the component with index 0 of this jet is f itself, the result is stronger than a plain extension of f and is tied to the way of extending f on a neighborhood of M in R n \ S.
We consider the standard orthogonal tubular neighborhood of M in R n \S. This is an open neighborhood T of M in R n \ S on which the map π : T → M which sends each point to the nearest point on M is defined and smooth. An idea is to take the function F = f • π ∈ C m (T, R), to compute the m-jet of F on M and to look for conditions on f so that this jet fulfils the hypotheses of the GHL. In this way, the differential geometry of M as a submanifold is involved. In this section we carry on this work in the case m = 2, which turns out to be the case in which we get the most meaningful conditions.
Remark. Wall, in [W] , gives arguments which essentially deal with these same issues.
From now on e 1 , . . . , e n will be the canonical basis in R n and dim
We recall some details about
is self-adjoint and smooth (we recall that P x : R n → T x M is the orthogonal projection). The eigenvalues of L N,x are the negatives of the principal curvatures of M at x in direction N (x); we denote these principal curvatures by κ
As usual (see e.g. [Mi] ), we take
where ∆ x is the self-adjoint automorphism of T π(x) M which, for a local orthonormal frame ν = {N 1 , . . . , N p } of normal smooth vector fields on M , is given by
Let v ∈ T x R n and let us consider the smooth curve α(t) = π(tv + x) on M, which is defined in a neighborhood of 0. Then α fits d x πv, that is, α(0) = π(x) and α (0) = d x πv. Differentiating both sides of the last displayed equation in direction v and evaluating at x, we get
where
Equation (5) yields that Λ is independent of ν and surjective. Hence Λ is nonsingular, and (4) follows.
For each i ≤ n, we define a smooth vector field on M with P i (x) = P x (e i ).
Lemma II-2. If i, j ≤ n and x ∈ M , then, for any frame ν = {N 1 , . . . , N p }, we have
Proof. For any i ≤ n and x ∈ M ,
Let A and B denote the first and the second summand respectively on the right side of (7).
Computation of A.
If e i ⊥T x M , then A = 0 trivially. Otherwise, let's consider the smooth curve α(t) = π(te i + x) on x, which is defined for t near enough to 0. Evidently α fits P i (x). Then, by the definition of generalized covariant derivative,
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use and, taking the tangential component,
Going back to (8), we get from (9)
Substituting (10) and (11) in (7), we obtain, for x ∈ M , formula (6).
Proof. Let F = f • π; then the 2-jet of F | M fulfils GHL. In fact, by Lemma II-2,
which gives
Our thesis now follows from (13) and GHL.
Remarks. (1) It is easy to see that, to have Theorem II-1 for C 1 functions, we just o(d(x, S) c ) with c ≥ min{c 1 (r, l), k 1 (r, l)}. (2) Consider the elliptical bugle (Example I-1). If we fix x, the resulting ellipse has greatest curvature at (±x a , 0), with curvature x a−2b ; it is not too hard to see that, for (x, y, z) on M near to 0, κ(x, y, z) 
III. Extension of C m functions with m > 2
In this section we discuss the extendibility of functions with differentiability order higher than 2 in the case of orientable hypersurfaces of R n . The work we do will turn out at the end to be valid in the nonorientable case as well. The general codimensional case presents both computational and conceptual problems which we shall discuss later. So let's assume M orientable of class C m+1 at least and with dimension n − 1. Let N be a fixed unit normal vector field on M (the only other one being −N ). T and π will be the standard orthogonal tubular neighborhood of M and its projection, as in section II. If L denotes the shape operator of M , from (4) of Lemma II-1 we have for x ∈ T N(π(x) ) is the "distance with sign" of x from M .
Proof. ∆ x is self-adjoint and commutes with L π(x) ; hence there is a common basis of eigenvectors. Moreover the eigenvalues of ∆ x are the numbers 1 1+ρ(x)κj (π(x)) , where the κ j (π(x)) are the principal curvatures of M at π(x). From (2) of section II, |ρ(x)κ j (π(x))| < 1; hence
and the result follows.
We introduce some new notation. All subsets of N will be considered ordered. If m ∈ N, we set
Then we shall identify a subset σ of N with a strictly increasing map σ : N ≤#σ → N and we shall write σ = {σ(k); k = 1, . . . , #σ} (here # denotes the cardinality). The family of subsets of N ≤s with cardinality j ∈ N will be denoted by S j,s . We employ the same notation with N in place of N.
We define (T, π) . We now consider the smooth vector fields {P i } i=1,...,n and N on T defined by parallelism in R n as
We have P i (x)⊥N (x) for any x ∈ T and i. Hence the P i (x)'s are tangents to level hypersurfaces {ρ = ρ(x)}, and d x πN (x) = 0, d x πP i (x) = ∆ x P i (π(x)) by Lemma II-1. So there are smooth curves α :
. We call such a curve α a standard fitting curve for P i (x), and we remark that the curve π • α fits ∆ x P i (π(x)). Finally, the curve β : (− , ) → T , β(t) = tN (x) + x, will be called the standard fitting curve for N (x); we have πβ(t) ≡ π(x) and ρ(β(t)) = t + ρ(x).
As in Section II, we have for i ∈ N ≤n and x ∈ T
We set ν i (x) = N(x), e i and N i (x) = ν i (x)N(x). Evidently, ν i ∈ C m (T, π) for any i. Using this notation and (2), the following can be easily checked:
Lemma III-2. On T the identity
holds.
By the product rule for derivatives we get 
Then, for x ∈ T ,
where the p are positive integer constants which are equal to 1 if d = 0.
Proof. Let A = {q ∈ N ≤s : d q = 0} and p = #A. We do induction on p.
Case p = 0. In this case d = 0, Q = s q=1 P iq and (4) has the form
Now, by Lemma III-1 and the Cauchy product rule, the right side of (5) is equal to s q=1 ∆ x P iq (F | M )(π(x)).
We now use induction on s. If s = 1, (5) is just (1) of Lemma III-1. Let us assume that s > 1 and that (5) holds for s − 1. Then, by the remark above we get
Let x ∈ T and let α be a standard fitting curve for P is (x). Since ρ(α(t)) ≡ ρ(x), ∆ α(t) depends only on π • α and
that is, formula (5).
Case p > 0. Let us assume that (4) holds true for p − 1 and let us order A = {q 1 < · · · < q p }. After setting d qj = d j , we get Q = P is . . . P iq p +1 N dp P iq p . . . N d1 P iq 1 . . . P i1 .
with q 1 ≥ 1.
Let Q = P iq p . . . P iq p−1 +1 N dp−1 . . . N d1 P iq 1 . . . P i1 .
Then, by our inductive hypothesis, there are positive integers p such that
If x ∈ T and β is the standard fitting curve for N x , we have
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use the use of principal curvatures gives a result which is actually weaker than Theorem III-3, but which is not tied to a choice of a (local) trivialization of the normal bundle of M .
