Abstract In the present study, stochastic numerical computing approach is developed by applying artificial neural networks (ANNs) to compute the solution of Lane-Emden type boundary value problems arising in thermodynamic studies of the spherical gas cloud model. ANNs are used in an unsupervised manner to construct the energy function of the system model. Strength of efficient local optimization procedures based on active-set (AS), interior-point (IP) and sequential quadratic programming (SQP) algorithms is used to optimize the energy functions. The performance of all three design methodologies ANN-AS, ANN-IP and ANN-SQP is evaluated on different nonlinear singular systems. The effectiveness of the proposed schemes in terms of accuracy and convergence is established from the results of statistical indicators.
Introduction
In recent years, many mathematicians and physicists have focused their studies to investigate the numerical study of second-order ordinary differential equations (ODEs) known as singular initial value problems (SIVPs) [1] [2] [3] [4] [5] [6] [7] [8] .
The widely used class of such type equations is called Lane-Emden type equations (LEEs), which have been applied in many physical phenomena in applied mathematics, cosmology, applied physics and astrophysics. The generic form of LEE is given as follows: where A and B are finite constant. Firstly, in history, two famous astrophysicists J. H. Lane and R. Emden had studied such type of equations known as Lane-Emden type equations (LEEs), and their main attention was focused on the thermodynamic behaviour of the model involved in spherical gas cloud through application of the classical laws of thermodynamics with mutual attraction of its molecules. A class of such type of ODEs is nonlinear singular initial value problems (IVPs) within the domain ½0; 1: Moreover, such type of equations has used in various fields like the polytrophic theory of the stars, study of thermodynamics, the energy, transport model, the stellar structure, radioactive cooling and modelling of clusters of galaxies.
Recently, many attempts have been made to construct the analytical as well as numerical techniques to find solution of LEEs (1) . We observe that the main difficulty that comes in these problems is due to the existence of singularity at x ¼ 0: In order to find approximate solutions of these equations, several techniques were proposed, such as
• Runge-Kutta type methods, Horedt [5] .
• Perturbation techniques (based on an artificial parameter), Bender et al. [6] .
• Adomian decomposition methods, Shawagfeh [7] .
• Wazwaz [8] .
• Quasilinearization, Mandelzweig and Tabakin [9] .
• Variational principles, He [10] .
• Homotopy analysis method, Liao [11] .
• Legendre wavelets, Yousefi [13] .
• Homotopy perturbation method (HPM), Chowdhury and Hashim [14] .
• Homotopy perturbation method, Yildirim and Ö zis [15] .
• Hybrid functions, Marzban et al. [16] .
• Series expansion, Ramos [17] ;
• VanGorder and Vajravelu [18] .
• Variational iteration method (VIM), Dehghan and Shakeri [19] .
• Rational Legendre pseudo-spectral approach, Parand et al. [1] .
• Singh et al. [12] .
• Lagrangian interpolation method, Parand et al. [3] .
• Hermite function collocation (HFC) method, Parand et al. [2] .
• Differential transform method, Mukherjee et al. [4] .
• Bernstein operational matrix of integration, Kumar et al. [20] ; • Optimal homotopy asymptotic method, Iqbal and Javed [22] .
• Pandey and Kumar [21] .
• Jacobi matrix method, Eslahchi et al. [23] .
• Boubaker polynomials expansion scheme, Boubaker and VanGorder [24] .
• Modified Legendre-spectral method, Rismani and Monfared [25] .
• Legendre operational matrix of integration, Pandey et al. [26] .
• Birkhoff interpolation method, Dehghan et al. [27] .
• B-spline expansion methods, Lakestani and Dehghan [28] .
• Squared remainder minimization method, Cȃruntu and Bota [29] .
Numerical solution based on the simple idea of artificial intelligence (AI) through the use of neural networks, optimized with inbuilt global and local optimization techniques, has made less attention in this domain. However, artificial intelligence (AI) techniques have been largely used for finding the solution of initial value problems (IVPs) as well as boundary value problems (BVPs) of both linear and nonlinear type of differential equations [30] [31] [32] [33] . Few recent applications in this domain are stochastic numerical of nonlinear Jeffery-Hamel flow study in the presence of high magnetic field [34] , problems arising in electromagnetic theory [35] , modelling of electrical conducting solids [36] , fuel ignition type model working in combustion theory [37] , magnetohydrodynamics (MHD) studies [38] , fluid mechanics problems [39] , drainage problem [40] , plasma physics problems [41] , Bratu's problems [42] , Van-der-Pol oscillatory problems [43] , Troesch's problems [44] , nanofluidic problems [45] , multiwalled carbon nanotubes studies [46] , nonlinear Painleve systems [47] , nonlinear pantograph systems [48] and nonlinear singular systems [49] [50] [51] [52] [53] . Furthermore, the extended form of these methods has been applied to compute the solution of linear and nonlinear well-known fractional differential equations [54, 55] . Keep viewing of these applications, authors are motivated to investigate in neural network methodologies to find the accurate and reliable solution for nonlinear singular systems based on LaneEmden type equations arising in thermodynamic studies of the spherical gas cloud model. In the present study, intelligent computing approaches are formulated to solve Lane-Emden type boundary value problems (BVPs) by exploiting the strength of neural network modelling optimized with efficient local search procedures based on AS, IP and SQP algorithms. The performance of all the proposed methods based on ANN-AS, ANN-IP and ANN-SQP is compared on the basis of multi-time runs of the algorithms to draw reliable and effective inferences. Beside the provision of an accurate solution with neural network methodologies, other advantages over classical and traditional numerical methods are listed as:
• The simplicity of the approach to handle effectively the nonlinearity and singularity of Lane-Emden type systems.
• ANN-based stochastic methods provide the continuous solution for the entire domain of integration unlike deterministic solvers.
• The generalized form of method has been used to solve many relevant problems like linear and nonlinear singular IVPs and BVPs. 
Proposed methodology
The proposed scheme consists of three phases based on neural networks, mathematical modelling of the problem, development of fitness function and optimization of the networks using efficient local search.
Mathematical modelling of the problem
In this section, differential equation neural network mathematical modelling of the LEEs has been considered to find its solution. Arbitrary combine feed-forward ANNs are applied to model the LEE, with transfer function known as log-sigmoid used inside the secondary hidden layer of proposed networks. The continuous mapping represents the solution and its respective derivatives of LEE model as:
. . .
where the 'hat' on the top of the symbol yðxÞ denotes their estimated values and d i ; b i ; and x i is (bounded, realvalued) moveable parameters or adjustable weights of the network. Where m is the number of neurons and f is the activation function, we take here the log-sigmoid as a transfer function which is defined as f ðjÞ ¼ 1=ð1 þ e Àj Þ for the hidden layer. A neural network approximation can be written as:
Fitness function
The fitness function 2 of the problem has been defined for Eq. (3) using the error in an unsupervised manner as the sum of the mean square errors of both:
The error term 2 1 is associated with Lane-Emden type Eq. (1) and is given as:
. . .; NÞ: The interval 0; 1 ½ is divided into N numbers of steps with a step size h. The error term 2 2 is associated with boundary conditions and is defined as:
It is quite evident from the above formulation and error term that the approximation ofŷðxÞ approaches the original solution yðxÞ of the Lane-Emden when the error term approaches to zero. The structure diagram of complete model is presented in Fig. 1 .
Learning methodologies
The interior-point (IP) algorithm is a fundamental local search procedure which is used for trainer of weights of neural networks. This technique is a member of the large family of constrained optimization problem techniques. In 1984, first time this technique was inspired by Narendra Karmarkar to work in this direction for developing the algorithm called Karmarkar's algorithm based on IPA with linear programming [56] . The basic components of the technique are the function of self-consistent barriers, which are used for encoding the convex cancelled. Unlike the simple, useful optimal solution has been developed through the neighbourhood of the feasible region [57] . Each iteration of IP algorithm is working with two-step principle.
Step one: Newton step: a continuous sequence that attempts to find the solution of the Karush-Kuhn-Tucker (KKT) equations through the use of a linear approximation.
Step two: Conjugate gradient step: this step is mainly working in the trust region, for essential information regarding the algorithm [57] .
Recently, IP optimizer has been used in the field of applied and physical sciences, like multi-region and different optimal reactive power flow problems [58] , economic transmission problems [59] . Active-set algorithm (ASA) is a class of local search algorithms used for constraint optimization problems [60] . In standard ASA, the initial optimization problem is converted into simple partial problems which are then used as part of an iterative process. Scheme foundation is on Karush-based solution with Kuhn-Tucker (KKT) conditions. With the help of KKT conditions, Lagrange multipliers are obtained satisfying the necessary and sufficient conditions for a candidate solution. ASA technique is commonly used for optimization problems practical importance, including problems with balance limitations as limited box optimization problems, linear programming and rare problems [61, 62] .
The sequential quadratic programming (SQP) is nonlinear-based programming techniques which are commonly used for finding the numerical solution of constrained optimization problems. Its domination among optimizers is well known due to its efficiency, percentage and accuracy of acceptable solutions considered as a benchmark for a large class of such problems. More details on this technique are provided by Nocedal and Wright in their research work [63] .
The execution steps for IPA, ASA and SQP are given below:
Step 1 Initialization
Generate an initial value of population with bounded real numbers presented in row vector known as chromosomes or individuals. Each chromosome has number of genes equal to a number of design parameters in ANN models for solver IP as provided in Table 1 Step 2 Evaluation of fitness Using AS, SQP, IP optimizers for constrained LEE optimization system and evaluate the fitness function by logsigmoid transfer in proposed mathematical models of LEE system
Step 3 Criteria of termination
Terminate AS, IP on the basis of given criteria
The predefined fitness value is achieved by the algorithm, i.e. 2 j j 10
À12
Total number of defined iterations are executed Any of the termination conditions tabulated in Table 1 for IP are fulfilled
If the above conditions are satisfied, then go to step 6 otherwise continue
Step 4 Storage
The fitness values in the form of array of weights have been stored
Step 5 Ranking Rank each chromosome on the basis of minimum fitness values. The chromosome has high degree rank if has small values of the fitness and vice versa
Step 6 Reproduction Initial population has been reproduced during each cyclic process through the help reproduction operators based on crossover, mutation selection and elitism operations. Their settings are presented in Table 1 Go to step 2 with new population sample for next cycle
Step 7 Statistical analysis Present a strong statistical analysis on the basis of store data for each solver
Numerical experiments and results
Here, the obtained results through ANNs with the help of optimizers like ASA, SQP and IPA are presented. Furthermore, on the basis these results a numerical simulation has been performed for three direct kinds of boundary value problem for LEE system. are the parts of fitness function 2 and are given below for 10 numbers of inputs as [64] :
Optimization of the objective function (8) is carried out by all three ASA, SQP and IPAs, and trained weights in terms of graphical presentations are shown in Fig. 2 , while the numerical values are presented in Table 2 .
The continuous solution derived for three solvers based on a set of weights of the algorithm involved in problem I is given as: 
The solution calculated using expressions (9-11) for 11 grid points is shown in Fig. 3 graphically and numerically in Table 3 along with the values of absolute error from reference exact solution. It is seen that the accuracy of order 10 -06 -10 -07 is achieved which established the precision of the proposed scheme.
The working of the proposed ANN models of LEEs is evaluated in terms of accuracy, reliability and convergence on the basis of strong statistical analysis through sufficient multiple runs one step further to execute single run of the scheme. In this regard, for performing the strong analysis on the basis of 100 independent runs for each solver have been executed and proposed results with their absolute errors (AEs) are presented in Table 4 . In statistical analysis table MIN and MAX marked as minimum and maximum value of AE with respect to their exact solution, respectively. Moreover, mean, median and standard deviation (STD) are also calculated. The values of these statistical indicators show the consistent behaviour of the solvers. Also mean absolute error (MAE) is calculated which is defined as: The values of fitness obtained and MAE are calculated and results are presented in Fig. 4 for all three methodologies. The plot of the fitness and MAE values in ascending order are shown in Figs. 5 and 6, respectively, for problem I. It is seen that with the increase and decrease of the fitness the value of MAE also behaves on similar trend. The results of convergence of the proposed scheme are presented in Table 5 .
Problem II
In this case, consider the following equation is presented here. The results in the case of 30 weights to be calculated and input value x is divided into 10 equal steps between x 2 0; 1 ½ with a step size h ¼ 0:1: Therefore, 2 1 and 2 2 the fitness functions are given as:
Our intention is to hunt the suitable values of weights which are helping to minimize the value of fitness given in expression (10) . By applying various algorithms like ASA, SQP and IPA for the better learning as well as training of adaptive weights of proposed optimization problem. The set of trained weights for problem II is presented in Table 6 .
The series solution for three solvers based on a set of weights of the algorithm involves in problem II is written as: 
The value of AE for solution of yðxÞ ÀŷðxÞ j jis determined for proposed algorithm, and results are provided in Table 7 for the interval [0, 1]. It can be observed that the value of absolute error (AE) for ASA, SQP and IPA exists in the range 10 -02 -10 -06 , 10 -02 -10 -07 and 10 -03 -10 -08 , respectively.
The value of mean absolute error (MAE) is calculated as:
where x 2 ½x 0 ¼ 0;
The results of statistical analysis are presented in Table 8 . The plot of the fitness and MAE values in ascending order are shown in Figs. 5 and 6, respectively, for problem II. It is observed that the values of MAE for ASA, SQP and IPA are obtained in the range 2.43E-06, 4.13E-07 and 9.11E-08, respectively.
Problem III
In this case, we consider the following equation:
Thus, the problem given in Eq. (19) , where m ¼ 5, is another kind of Lane-Emden equation of Eq. (1). Therefore, the error functions 2 1 and 2 2 for the fitness function are given as:
Learning of weights for a proposed scheme of problem III is shown in Table 9 , the neural network is performed with same three local algorithms, and AE is given in Table 10 . A strong statistical analysis for problem III is presented in Table 11 . The graphical representation of Table 6 Set of weights learned by neural networks using the three algorithms for problem II results of three solvers for three problems is shown in Fig. 5 , and plots of MAE for three problems are given in Fig. 6 .
Statistical analysis
Analysis of variance (ANOVA) is a statistical technique used to analyse the differences among algorithms or models based on their average performances with their associated evaluation process such as 'variation' among and between algorithms. So, the average efficiency or mean value of absolute error (MAE) of proposed algorithms has investigated through descriptive statistics, confidence interval plot and ANOVA. One-way ANOVA: ASA, SQP, IPA for problem I: Tukey pairwise comparisons for problem III: • We have been discussing strong statistical and convergence analysis based on one hundred runs for each proposed method using different performance measures in Tables 4, 5, 8 and 11 , and results show the consistency of proposed approach.
• Furthermore, we represent the analysis of variance (ANOVA) in Figs. 12 and 13 to provide the difference between ASA, SQP and IPT for three different problems and error bar analysis in Fig. 7 which provided the reliability of algorithms.
• We can extend our methods to these problems by developing alternate ANN models based on activation function like Bernstein polynomial (B-polynomial) and Bessel polynomials.
