In many statistical linear inverse problems, one needs to recover classes of similar curves from their noisy images under an operator that does not have a bounded inverse. Problems of this kind appear in many areas of application. Routinely, in such problems clustering is carried out at the pre-processing step and then the inverse problem is solved for each of the cluster averages separately. As a result, the errors of the procedures are usually examined for the estimation step only. The objective of this paper is to examine, both theoretically and via simulations, the effect of clustering on the accuracy of the solutions of general ill-posed linear inverse problems. In particular, we assume that one observes X m = Af m + σn −1/2 ǫ m , m = 1, · · · , M , where functions f m can be grouped into K classes and one needs to recover a vector function
Introduction
In this paper, we consider solution of a set of general ill-posed linear inverse problems Af m = q m , m = 1, · · · , M , where A is a bounded linear operator that does not have a bounded inverse and the right-hand sides q m are measured with error. In particular, we assume that some of the curves f m and hence, q m are very similar to each other, so that they can be averaged and recovered together. As a result, one supposedly obtains estimators of f j with smaller errors. The grouping is usually unknown (as well as the number of groups) and is carried out at a pre-processing step by applying one of the standard clustering techniques with the number of clusters determined by trial and error. Subsequently, the curves in the same cluster are averaged and the errors of those aggregated curves are used as true errors in the analysis.
Problems of this kind appear in many areas of application such as astronomy (blurred images), econometrics (instrumental variables), medical imaging (tomography, dynamic contrast enhanced Computerized Tomography and Magnetic Resonance Imaging), finance (model calibration of volatility) and many others where similar curves are measured and can be recovered together. Indeed, clustering has been applied to solution of ill-posed inverse problems for decades in pattern recognition [4] , astronomy [21] , astrophysics [12] , pattern-based time series segmentation [8] , medical imaging [7] , elastography for computation of the unknown stiffness distribution [3] and for detecting early warning signs on stock market bubbles [17] , to name a few. While in some of other settings the main objective is finding group assignments, we are considering only applications where clustering is used merely as a denoising technique. In those applications, routinely, clustering is carried out at the pre-processing step and then the inverse problems are solved for each of the cluster averages separately. As a result, the errors of the procedures are usually examined for the estimation step only. The objective of this paper is to examine, both theoretically and via simulations, the effect of clustering on the accuracy of the solutions of general ill-posed linear inverse problems.
There exists immense literature on the statistical inverse problems (see, e.g., [1] , [5] , [6] , [9] , [19] and monographs [2] , [11] and references therein, to name a few). While authors investigated the problem under some special noise scenarios (see, e.g., [15] , [14] , [18] among others), to the best of our knowledge, the question about the effects of clustering in the statistical inverse problems has never been investigated. Recently, as a part of a more general theory, the effect of clustering on the precision of recovery in multiple regression problems has been studed in [16] . Klopp et al. [16] concluded that, even under uncertainty, clustering improves the estimation accuracy. The goal of this paper is to extend this study to the ill-posed linear inverse problems setting.
In particular, we consider the following problem. Let A : H 1 → H 2 be a known linear operator where H 1 and H 2 are Hilbert spaces with inner products ·, · H 1 and ·, · H 2 , respectively. The objective is to recover functions f m ∈ H 1 from X m (x) = q m (x) + σn where ǫ m (x) are the independent white noise processes and the goal is to recover the vector function f = (f 1 , · · · , f M ). Assume that observations are taken as functionals of X m : for any ψ ∈ H 2 X m , ψ = Af m , ψ + σn −1/2 ξ m (ψ), (1.2) where ξ m (ψ) are Gaussian random variables with zero means such that
In formula (1.2), σ can be viewed as noise level and n as the number of observations. In what follows we assume that, although M is large, there are only K types of functions f m (t). In particular, there exists a collection of functions h 1 (t), ..., h K (t) such that f m (t) = h k (t) for any m and some k = z(m). In other words, one can define a clustering function z = z(m), m = 1, . . . , M , with values in {1, . . . , K} such that f m = h z(m) . We denote the clustering matrix corresponding to the clustering function z(m) by Z. Note that Z ∈ {0, 1} M ×K and Z m,k = 1 if and only if z(m) = k. Hence, 4) where N k is the number of functions in cluster k, k = 1, · · · , K.
If we knew the function z(m), we could improve precision of estimating f m by averaging the signals within clusters,thus, reducing the noise levels, and construct the estimatorsĥ k of the common cluster means, subsequently settingf m =ĥ z(m) . In reality, however, neither the true clustering matrix Z * , nor the true number of classes K * are unavailable, so they also need to be estimated.
Note that our objective is accurate estimation of functions f m , m = 1, · · · , M , rather than recovery of the clustering matrix Z. Moreover, although a true clustering matrix Z * always exists (if all functions f m are different, one can choose K * = M and Z * = I M ), we are not interested in finding Z * : we would rather incur a small bias resulting from replacement of f m by h k ≈ f m than obtain estimators with high variances that are common in inverse problems where each function f m is estimated separately. On the other hand, while using the clustering procedure, we gather one more type of errors that are due to erroneously pooling together estimators of functions f m that belong to different classes, i.e., the errors due to mistakes in clustering.
One of the advantages of our estimation procedure is that we do not assume that the number of clusters is known in advance. Instead, we elicit the unknown number of clusters, the clustering matrix and the estimators of the unknown functions as a solution of a penalized optimization problem. We conclude that clustering does not have an adverse effect on the estimation precision as long as class sizes and the number of observations are large enough. However, significant improvement in accuracy occurs only if the problem is not severely illposed.
The rest of the paper is organized as follows. In Section 2, we introduce notations and assumptions and discuss optimization problem that delivers the estimator. Section 3 deals with quantification of estimation error. In particular, Section 3.1 provides the oracle expression for the risk of an estimator obtained in Section 2.3. Section 3.2 presents upper bounds for the risk under the assumptions in Section 2.2. In order to ensure that the estimators in Section 2.3 are asymptotically optimal, in Section 3.3 we derive minimax lower bounds for the risk. Finally, Section 3.4 carries out theoretical comparison of estimation accuracy with and without clustering in asymptotic setting. Section 4 performs a similar comparison for finite values of parameters via a simulation study. Finally, Section 5 discusses results of the paper. Section 6 contains proofs of all statements in the paper.
Assumptions and estimation

Notations
Below, we shall use the following notations. We denote [m] = {1, · · · , m}. We denote vectors and matrices by bold letters. For any vector a, we denote its l 2 -norm by a and the l 0 norm, the number of non zero elements by a 0 . For any matrix A, we denote its Frobenius norm by A F and the operator norm by A op and the span of the column space of matrix A by Span(A). We denote the Hamming distance between matrices A 1 and A 2 , the number of nonzero elemnts in A 1 − A 2 , by A 1 − A 2 H . We denote the k × k identity matrix by I k and drop subscript k when there is no uncertainty about the dimension. We denote the inner product and the corresponding norm in a Hilbert space H by ·, · H and · H , respectively, and drop subscript H whenever there is no ambiguity. For any set S, we denote cardinality of S by |S|. We denote the set of all clustering matrices for grouping M objects into K classes by M(M, K). We denote a n b n if there exist c < ∞ independent of n such that a n ≤ cb n and a n b n if there exist c > 0 independent of n such that a n ≥ cb n . Also, a n ≍ b n if simultaneously a n b n and a n b n . Finally, we use C for a generic absolute constant independent of n, M and K, which can take different values in different places.
Assumptions
Following Donoho (1995), we assume that there exists an orthonormal basis φ j , j = 1, 2, · · · , of H 1 and nearly orthogonal sets of functions ψ j , η j ∈ H 2 , j = 1, 2, · · · , such that for some constants ν j , one has
where A * : H 2 → H 1 is the linear operator conjugate to A. Donoho (1995) showed that conditions (2.1)-(2.3) hold when, for example, A is a kind of a convolution operator and φ j is a wavelet basis. Expand functions f m ∈ H 1 over the basis φ j , choose large n and denote the matrix of coefficients by G, so that, by assumption (2.1), for j = 1, · · · , n, m = 1, · · · , M , one has
Consider matrix of observations Y and matrix of errors E with components Y j,m = X m , ψ j and E j,m = ξ m (ψ). Let G * and Q * be the true matrices of coefficients. Then, it follows from (1.1), (1.2) and (2.
Here, by (1.3), E(E j,m ) = 0. While E j,m are independent for different values of m, i.e., E(E j 1 ,m 1 E j 2 ,m 2 ) = 0 whenever m 1 = m 2 , they are not necessarily independent when j 1 = j 2 . In particular, denote by Σ the matrix with elements Σ i,j = ψ i , ψ j and observe that
so that matrix E has the matrix-variate normal distribution E ∼ N (0, Σ ⊗I M ). Consider matrix S ∈ R n×n such that Σ = SS T , so that Σ −1 = S −T S −1 and S −1 ΣS −T = I n . Hence, it follows from (2.3) that for some absolute constant C ψ , one has
Then, by definition of the matrix-variate normal distribution and Theorem 2.3.1 of Gupta and Nagar (2000), we derive that
Recall that functions f m belong to K different groups, so that f m = h k with k = z(m) where z = z(m) is a clustering function. Denote the matrix of coefficients of functions h k in the basis φ j by Θ, so that
In addition, we assume that functions h k , k = 1, · · · , K, have sparse representations in the basis φ j . For this purpose, we consider a class of functions S(r, A) where 8) and assume that h k ∈ S(r, A), k = 1, . . . , K. The latter means that
Estimation
Condition (2.9) means that, coefficients Θ jk decrease rapidly as j increases and hence, for large n, one does not need to keep all n coefficients for an accurate estimation of functions f m (and h k ); on the contrary, this will yield an estimator with a huge variance. For this reason, for every function h k we can choose a set J k ⊆ {1, . . . , n} and set Θ jk = 0 if j ∈ J k . Note that since conditions (2.9) apply to all k = 1, · · · , K simultaneously, we can choose J k = J for every k. Then, one has G j,m = 0 if j ∈ J c where the set J c is complementary to J. In order to express the latter in a matrix form, we introduce matrix 10) and observe that condition (I n − W J )G = 0 ensures that G j,m = 0, j ∈ J c . Consider projection matrices
, the projection matrix on the column space of matrix Z and the projection matrix on the orthogonal subspace, respectively. Here, we use index K to indicate that not only the clustering matrix Z but also the number of clusters K is unknown. In order to reduce the variances of the estimators of functions f m , m = 1, · · · , M , we approximate the matrix of coefficients G * by W J GΠ Z,K .
Consider an integer K ∈ [M ] and a set M(M, K) of clustering matrices that cluster M nodes into K groups. Then, the objective is to find matrices G and Z ∈ M(M, K), a set J and an integer K such that
Note though that optimization problem (2.11) has a trivial solution: K = M , J = [n] and Z = I M . In order to avoid this, we put a penalty on the value of K and the set J. Then Z, G, J and K can be found a solution of the following optimization problem:
Note that ifẐ,Ĵ andK were known, then G would be given by
and problem (2.12) can be re-written as
We choose Pen(J, K) of the form
where C ψ is defined in (2.6).
In practice, we shall solve optimization problem (2.14) separately for each K ∈ [M ] and then choose the value of K that delivers the smallest value in (2.14). We estimate the matrix of coefficients G by G defined in (2.13). After coefficients G are obtained, we estimate
3 Estimation error
The oracle inequality
The average error of estimating f m byf m , m = 1, . . . , M, is the given by
where f andf are column vector with functional components f m andf m , m = 1, . . . , M, respectively.
It is easy to see that the main portion of the error is due to
Theorem 1. Let (Ẑ, G,Ĵ ,K) be a solution of optimization problem (2.12) with the penalty Pen(J, K) given by expression (2.15). Then, there exists a set Ω = Ω(τ ) with P(Ω) ≥ 1 − 2n −τ such that for every ω ∈ Ω one has
Theorem 1 provides an oracle inequality for G − G * 2 F . The first term in expression (3.2) is the bias term that quantifies the error of approximation of matrix G * when its columns are averaged over K clusters and one keeps only terms with j ∈ J in the approximations of each of K cluster means. This term is decreasing when K and |J| are increasing. The second term is the variance term that grows when K and |J| are increasing. The error is provided by the best possible bias-variance balance in (3.2) .
Note that the right hand side in (3.2) is minimized over Z and K. The latter means that if some of the functions h k , k = 1 · · · , K, are similar but not exactly identical to each other, it may be advantageous to place those functions in the same cluster, hence, reducing the variance component of the error. Our methodology will automatically take advantage of this opportunity. Theorem 1 however does not provide an explicit expression for the error in the case of a specific collection of functions h k , k = 1, · · · , K * and a clustering matrix Z * ∈ M(M, K * ). This study is carried out in the next section.
The upper bounds for the risk
In order to study particular scenarios, in what follows, we shall consider the following condition on ν j :
for some absolute positive constants ℵ 1 , ℵ 2 and nonnegative γ, α and β where β = 0 and γ > 0 whenever α = 0. Assume that h k ∈ S(r, A), k = 1, . . . , K * , where S(r, A) is defined in (2.8).
Denote by h the functional column vector with components h k , k = 1, . . . , K * . Consider the maximum risk of our estimatorf over all h k ∈ S(r, A), k = 1, . . . , K * , and all clustering matrices
where S(r, A) is defined in (2.8) and M(M, K * ) is the set of all clustering matrices that place M objects into K * classes. In what follows, we assume that M grows as some power of n, so that
Then, application of the oracle inequality (3.2) with |J| = L and K = K * provides the following upper bounds for the error. Theorem 2. Let assumption (3.5) hold and ν j , j = 1, · · · , n, satisfy condition (3.3) with r > 1/2. Let (Ẑ, G,L,K) be a solution of optimization problem (2.12) with the penalty given by expression (2.15). Then, with probability at least 1 − 2n −τ , one has R(f , S(r, A), M, K * ) ≤ CR(M, K * , n) where the constant C depends on α, β, γ, r, τ and A only and 6) if α = β = 0, and
if α > 0, β > 0.
The minimax lower bounds for the risk
In order to show that the estimator developed in this paper is asymptotically near-optimal, below we derive minimax lower bounds for the risk over all h k ∈ S(r, A), k = 1, . . . , K * , and all clustering matrices Z ∈ M(M, K * ). For this purpose, we define the minimax risk as
wheref is any estimator of f on the basis of matrix of observations Y.
Theorem 3. Let ν j , j = 1, · · · , n satisfy condition (3.3) and r > 1/2. Then, with probability at least 0.1, one has R min (S(r, A), M, K * ) ≥ CR min (M, K * , n) where the constant C depends on α, β, γ, r and A only and
if α = β = 0, and
Observe that expressions (3.7) and (3.10) for the upper and the lower bounds of the risk are identical, so our estimators are asymptotically optimal in the case of α > 0, β > 0. If α = β = 0, the first terms in the expressions (3.6) and (3.9) are the same while the second terms differ by a factor ρ(n, K * ) = (1 + (ln n)/K * ) 2r 2r+2γ+1 . Therefore, the estimators are asymptotically optimal unless the second term in (3.6) dominates the first term. In the latter case, the estimator is asymptotically near-optimal within the factor ρ(n, K * ).
The advantage of clustering
Theorems 2 and 3 allow to answer the question whether clustering in linear ill-posed inverse problems is advantageous or not. Indeed, solving problem (1.1) for each m = 1, · · · , M separately is equivalent to choosing K = M = 1 in the penalty. In this case, one obtains the following corollary.
Corollary 1. If each of the inverse problems is solved separately, where the penalty is of the form (2.15) with K = M = 1 and J = {1, · · · , L}, then, with probability at least 1 − 2n −τ , the average estimation errorR(n) defined in (3.1) is bounded bỹ
If assumption (3.5) hold, then for n → ∞, M → ∞, one has
Therefore, clustering is asymptotically advantageous if α = β = 0 and
Simulations
In order to study finite sample properties of the proposed estimation procedure, we carried out limited simulation study. For this purpose, we used K = 4 and considered two sets of test functions: smooth functions
and non-smooth ones,
where f B (x), f W (x) and f P (x) are the blocks, wave and parabolas introduced by Donoho and Johnstone [10] . The functions are sampled at n equispaced points j/n, j = 1, · · · , n, on the interval [0, 1]. While functions in (4.1) are simpler and easier to recover, functions in (4.2) are more difficult to estimate. We studied a periodic convolution equation q = Af = f * g with a kernel g that is known to satisfy conditions (2.1)-(2.3) (see [9] ). This equation transforms into a product in Fourier domainq
wheref is the Fourier transform of f and ν j are factors in (2.1). We carried out simulations with the periodized versions of the following two kernels
where g 1 (x) corresponds to the case of α = β = 0, γ = 2 while g 2 (x) corresponds to α ∝ 1/λ, β = 2 in (3.3). Hence, the problem is moderately ill-posed with g 1 and severely ill-posed with g 2 . In addition, recovery of the solution becomes easier as λ grows.
For each of the test functions f k , k = 1, · · · , K, we evaluated (Af ) k and subsequently scaled them to have equal norms, hence, adjusting f k (x) accordingly. Furthermore, we generated a clustering function z : M → K that places M objects into K classes, M/K into each class at random. We obtained the true matrices F, Q ∈ R n×M with the sampled versions of the vector functions f z(m) and (Af ) z(m) , m = 1, · · · , M , respectively. Finally, we generated data X by adding independent Gaussian noise with the standard deviation σ to every element in Q. We found σ by fixing the Signal-to-Noise Ratio (SNR) and choosing σ = std(F)/SN R, where std(F) is the standard deviation of the matrix F reshaped as a vector. In what follows, we considered several noise scenarios: SNR = 3, SNR = 5 and SNR = 7 for g 1 and SNR = 10, SNR = 15, SNR = 20 for g 2 .
Since, even for a fixed K, finding Z that produces a global minimum in (2.14) requires φ j , j = 1, · · · , n. In order to obtain ψ j in (2.1), we generated wavelet functions φ j using MakeWavelet command in WaveLab850 package for Matlab and recovered ψ j using the second equation in (2.1). We further obtained the estimated wavelet coefficients as a scalar product of ψ j andŷ k , j = 1, · · · , n, k = 1, · · · , K, and applied hard thresholding to obtain the set J. Finally, we used the inverse wavelet transform to recover the estimatorsf k of f k , k = 1, · · · , K. The equispaced versions of those estimators appear as the estimator F of the matrix F with columnsfẑ (m) representing functions f k . In order to assess the benefits of the clustering, we also obtained estimators without clustering by using the same procedure with the only difference that K = M andẑ is the identity transformation. We measured the accuracy of the estimators by their relative Frobenius error
Although we carried out simulations with a more diverse sets of parameters, here we report the results for n = 256, M = 60 and K = 4. Tables below report the mean values of ∆( F) with and without clustering over 100 simulation runs (with the standard error of the means presented in parentheses) for the test functions in (4.1) or (4.2), one of the kernels in (4.4) and various values of λ. In particular, Tables 1 and 2 report results for the set of smooth functions (4.1) with g 1 (x) in (4.4) for Table 1 and g 2 (x) in (4.4) for Table 2 . Tables 3 and 4 report results for the set of non-smooth functions (4.2) with g 1 (x) in (4.4) for Table 3 and g 2 (x) in (4.4) for Table 4 .
Discussion
In this paper, we investigate theoretically and via a limited simulation study, the effect of clustering on the accuracy of recovery in ill-posed linear inverse problems. As we stated earlier, in many applications leading to such problems, clustering is carried out at a pre-processing step and later is totally forgotten when it comes to error evaluation. We conclude that when the Tables 1-4 show, the improvement due to clustering is more significant when the problem is less ill-posed. It is easy to notice that the difference in precision of estimators with and without clustering is more pronounced for larger values of λ and for α = β = 0. Indeed, in the case when the problem is not ill-posed (α = β = γ = 0 in (3.3)), as findings of Klopp et al. [16] show, clustering always improves estimation precision. On the other hand, when the problem is severely illposed (α > 0, β > 0), the recovery can be very poor even when clustering errors are small or even zero (see, e.g. Table 4 where reconstruction errors are high even when clustering errors are small). This is due to the fact that the reduction in the noise level due to clustering is not sufficient to counteract the ill-posedness of the problem and, thus, and does not lead to a meaningful improvement in estimation accuracy.
Proofs
Proof of the oracle inequality
Proof of Theorem 1. Note that it follows from the optimization problem (2.12) that for any fixed G, Z, J and K one has
Therefore, equation (2.5) yields 
here E(δδ T ) = I n,M ,thus δ ∼ N (0, I n,M ), where ǫ is defined in (2.7) and Σ = SS T . Then, equation (2.5) can be re-written as
Observe that by Theorem 1.2.22 of Gupta and Nagar (2000), one haŝ
. Now (6.1) can be rewrite in a vector form as
(6.7) Derivation of upper bounds for ∆ 1 and ∆ 2 is based on the following lemma. Lemma 1. Let K, J be fixed,Ĵ be an arbitrary random subset of {1, ·, n} andK be a random integer between 1 and M . Let Z and Z be a fixed and a random matrices of ranks K and K, respectively. Denote the projection matrices on the column spaces of matrices Z and Z, respectively, by Π Z,K and Π Z,K . Let S be a matrix with S op ≤ C ψ and δ ∼ N (0, I nM ). Then, for any s > 0, there exist sets Ω 1τ and Ω 2τ with P(Ω 1τ ) ≥ 1 − n −τ and P(Ω 2τ ) ≥ 1 − n −τ such that
(6.9)
Note that ∆ 1 can be re-written as
to n −1/2 σ Γǫ = Γy − g * and (6.3), obtain ∆ 1 = 2 n −1 σ 2 (ΠẐ ,K ⊗ (WĴ ΥS))δ 2 . Therefore, by (6.9), obtain that for ω ∈ Ω 2τ
(6.10) In order to construct an upper bound for ∆ 2 , consider the following sets
The sets J 1 , J 2 and J 3 are non-overlapping andJ = J 1 ∪ J 2 ∪ J 3 . Furthermore, consider matrix Z that includes all linearly independent columns in matrices Z K andẐK, so that Span{Z} = Span{Z K ,ẐK }. LetK be the number of columns of matrixZ. Then, one has
In order to obtain an upper bound for ∆ 2 defined in (6.7), note that using notations above, we can rewrite ∆ 2 as
Using Cauchy inequality and 2ab ≤ 4a 2 + b 2
4 , obtain
(6.12)
Applying Cauchy Inequality to the term ∆ 2,1 and using that J 2 ⊆Ĵ and J 3 ⊆ J we rewrite
The upper bounds for the first and the third term in the inequality above can be obtained directly from Lemma 1. For the second term, note that sinceK ≤ K +K and J 1 ⊆ J and
Combining (6.13) with equations (6.8) and (6.9), obtain
Sinceĝ = ΠẐ ,K,Ĵ Γy and
By combining upper bounds of ∆ 1 , ∆ 2,1 and ∆ 2,2 , we derive from (6.10) and (6.14)-(6.16) that for any ω ∈ Ω 1τ ∩ Ω 2τ upper bound for ∆ can be written as
Since it follows from (6.3) that G − G * 2 F = ĝ − g * 2 , obtain from (6.5) that for any G = Π Z,K,J G * on the set Ω 1τ ∩ Ω 2τ one has
Choose Pen(J, K) in the form (2.15) and note that all terms containingĴ andK in (6.18) cancel. Finally we obtained for any G = W J G * Π Z,K that with probability at least 1 − 2n −τ
which yeilds (3.2).
Proof of the upper bounds for the error
Proof of Theorem 2. Note that, in this case, the optimal set J is of the form J = {1, · · · , L}, so that |J| = L, and find (Ẑ, G,L,K) as a solution of optimization problem (2.12) with the penalty given by expression (2.15).
Note that for the true number of classes K * with N k , k = 1, . . . , K * elements in each class, G are coefficients of each f m and Θ is the clustered version of those coefficients. it follows from (2.4) that
Therefore, application of Theorem 1 with G = W J G * Π Z * ,K * where Z * and K * are respectively the true clustering matrix and the true number of classes, yields
where N k is the number of functions f m = h k in the cluster k, k = 1, · · · , K * , and Θ jk are the true coefficients of those functions. Note that it follows from (2.9) that
Therefore, (6.20) and (6.21) yield
Moreover, it follows from (6.22) that
so that the last term in (6.19) is smaller than the first term. Now, consider the second term in (3.2). Due to the condition (3.3) and J = {1, · · · , L}, one obtains
Note also that, due to condition (3.3), in order
Therefore, it follows from (3.2) that
where R 1 (K * , n) and R 2 (M, K * , n) are defined in (6.23) andC depends only on µ, A, ℵ 2 , C 2 ψ and is independent of M ,L, n and K * . In order to find the minimum of the right hand side of (6.24), denote 6.25) and observe that
where L opt is the value of L minimizing the right hand side of (6.24). Denote
and set L opt = min(L 1,opt ; L 2,opt ). It is easy to see that since the first terms in expressions (6.27) and (6.28) are decreasing in L while the second terms are increasing, the values L 1,opt and L 2,opt are such that those terms are equal to each other up to a multiplicative constant and, therefore, due to (6.25), one has
(6.29)
Consider two cases.
. which, together with (6.26) and (6.29), yield the expression (3.6).
Case 2: α > 0, β > 0. Minimizing expressions in (6.27) and (6.28) obtain
Taking into account that R 2 > R 1 and that, for large M and n, ln M n ln n −1 ≍ ln (M n), obtain
Similarly,
which, together with (6.26) and (6.29), yield the expression (3.7).
Proofs of the minimax lower bounds for the error
Proof of Theorem 3. Since the estimation error is comprised of the error due to nonparametric estimation and to clustering, we consider two cases here.
Lower bound for the error due to clustering. Let K be the fixed number of classes. Consider a subset Z(M, K) ⊂ M(M, K) of the set of all clustering matrices which contain all matrices that cluster M K vectors into each class. The cardinality of the set Z(M, K)
by Lemma 5 in Pensky (2018) with γ = 1. Let set J be of the form
In what follows, we use the packing lemma (Lemma 4 of Pensky (2018) 
Apply this lemma with r = dM , 0 < d < 1/4. Then, by (6.30), derive
Use the following statement:
It is easy to calculate that, e.g., d = 0.0147 satisfies the condition (6.31). Then, for d obeying (6.31), one has
Consider a collection of binary vectors ω ∈ {0, 1} |J| . By Varshamov-Gilbert bound lemma, there exists a subset W of those vectors such that, for any ω, ω ′ ∈ W such that ω = ω ′ one has ω − ω ′ H ≥ |J|/8 and ln |W| ≥ |J| ln(2)/8. Choose a subset W K of W such that |W K | = K. This is possible if K ≤ 2 |J|/8 which equivalent to |J| ≥ 8 ln K/ ln 2. Consider a set of vectors w ∈ {0, 1} n obtained by packing ω with zeros for components not in J. Then
Define matrix W with columns w k , k = 1, ..., K. Finally, form the set G M,K of matrices G of the form
where d satisfies (6.31) and θ > 0 depends on M ,n and K. Note that, due to (6.32), one has
On the other hand, observe that for Z 1 , Z 2 ∈ S M,K one has
Therefore, the last two inequalities yield for any
Now, it is easy to calculate that for any G 1 , G 2 ∈ G M,K and corresponding probability measures P G 1 and P G 2 , one has
j , obtain
Finally, due to condition (2.9), one needs θ 2 j∈J (j + 1) 2r ≤ A 2 , so that we can choose
In order to apply Theorem 2.5 of Tsybakov (2009), we need K (P G 1 , P G 2 ) ≤ α ln |G M,K | which, due to (6.32), is guaranteed by
If inequality (6.42) holds, then application of Theorem 2.5 of Tsybakov (2009) with α = 1/9 yields that, with probability at least 0.1, one has R min (S(r, A),
where, due to (3.1) and (6.36),
to the following values of θ 2 :
We study the cases of α = β = 0 and α > 0, β > 0 separately.
In this case, by (6.44), inequality (
. Hence,
Plugging the first expression from (6.44) into (6.42), derive that L −(2γ+2r) exp −2αL β
(6.46)
Lower bound for the error due to estimation. Let, as before,
Consider a set of binary vectors ω ∈ {0, 1} |J|K and set N = |J|K. Complete vectors ω with zeros to obtain vectors w ∈ {0, 1} nK . By Varshomov Gilbert lemma, there exists a subset B of those vectors such that for any w, w ′ ∈ B such that w = w ′ one has w−w ′ H ≥ N/8 and ln |B| ≥ N ln(2)/8. Pack vectors w into matrices W ∈ {0, 1} n×K . Denote the set of those matrices by W and observe that
Let Z be the clustering matrix that corresponds to uniform sequential clustering, M/K vectors per class. Finally, form the set G M,K of matrices G of the form
where θ > 0 depends on M ,n and K. Then, for any
Now, since G 1 = θW 1 Z and G 2 = θW 2 Z, using formula (6.37), derive that
Recalling that
j , and using (6.39), arrive at
In order to apply Theorem 2.5 of Tsybakov (2009), we need K (P G 1 , P G 2 ) ≤ α ln |G M,K | which, due to (6.47), is guaranteed by
If inequality (6.49) holds, then application of Theorem 2.5 of Tsybakov (2009) with α = 1/9 yields that, with probability at least 0.1, one has R min (S(r, A), M, K * ) ≥ CR min (M, K * , n) where, due to (3.1) and (6.36), R min (M, K * , n) = θ 2 |J| (6.50)
Now, as before, we consider two choices of L 1 and L 2 : L 1 = L 2 = L and L 1 = L/2 + 1 , L 2 = L leading to the values of θ 2 given by (6.44). Again, we consider the cases of α = β = 0 and α > 0, β > 0 separately.
Since .
(6.51)
Plugging the first expression from (6.44) into (6.49), derive that L −(2γ+2r) exp −2αL β
Now, in order to obtain the expressions for the lower bounds, we find the maximum of (6.45) and (6.51) if α = 0 , β = 0, and of (6.46) and (6.52) if α > 0 , β > 0.
Proofs of the comparison of the risks with and without clustering
Proof of Corollary 1. First observe that expressions (3.11) are obtained directly from (3.6) and (3.7) by setting M = K * = 1 since all functions belong to the same Sobolev ball (2.8).
In order to compare the upper bounds (3.6) and (3.7) obtained with clustering with the upper bound (3.11) derived without clustering, we consider several cases. with the first term in the maximum in (6.54) σ 2 ln n n Note that, due to 2ab ≤ a 2 + b 2 , probability (6.58) can be re-written as P( Aǫ 2 ≥ 2 A setting s = τ ln n yields (6.8).
In order to prove inequality (6.9), note that for 
