The combinatorial structure of the generalized nullspace of a block triangular matrix with entries in an arbitrary field is studied. Using an extension lemma, we prove the existence of a weakly preferred basis for the generalized nullspace. Independently, we study the height of generalized nullvectors. As a corollary we obtain the index theorem, which provides an upper bound for the index of a general matrix in terms of the indices of its diagonal blocks. We also investigate the case of equality in the index theorem.
INTRODUCTION
Beginning with Frobenius [2] , many authors have investigated the combinatorial structure of a basis for the generalized eigenspace associated with the spectral radius of a (not necessarily irreducible) nonnegative matrix; see [10] , [8] , [7] , [4] , and the survey [11. ]. These results have been partially extended to other real eigenvalues of a nonnegative matrix, or equivalently to the real eigenvalues of a Z-matrix [12, 5] . In this paper we eliminate the restriction to nonnegativity and show that a somewhat weaker version of the combinatorial results on the structure of certain bases holds for matrices with entries in an arbitrary field. Thus, it is possible to apply, for example, our results to complex eigenvalues of real matrices. Our aim is to relate the structure of the generalized eigenspace of a matrix given in a block triangular form to the Jordan structure of its diagonal blocks and to the graph structure of the matrix. Formally our results are stated in te!lllS of the eigenvalue 0 of a singular matrix, but this is a technicality, since a scalar matrix may always be added to the original matrix. Our principal results are the Extension Lemma (3.2), the theorem (4.9) on the existence of weakly preferred bases, and the Index Theorem (Corollary (5.8» and the discussion of the equality case in the Index Theorem in Section 6.
The Extension Lemma (3.2) proved in Section 3 shows that every vector in the generalized nullspace of a diagonal block of a matrix has an extension to a vector in the generalized nullspace of the matrix which satisfies certain combinatorial properties. This lemma is a major tool used for subsequent results.
The existence of a weakly preferred basis for the generalized nullspace of a matrix is proved in Section 4; see Theorem (4.9) . Such a basis is characterized by a very special combinatorial structure induced by the reduced graph of the matrix.
Section 5 is independent of Sections 3 and 4. It is an easy consequence of Theorem 2.1 in [6] that the index of a matrix given in a block triangular form is less than or equal to the sum of the indices of the diagonal blocks. In the Index Theorem (Corollary (5.8» we improve this result. We show that the index of the matrix is less than or equal to the maximal sum of the indices of blocks along a path in the reduced graph. Another proof of the Index Theorem using an entirely different approach is given in [1] . A special case for nonnegative matrices for the eigenvalues that are possibly different from the spectral radius is contained in [9] .
In Section 6 we discuss the equality case of the inequality in the Index Theorem. We give a necessary and sufficient condition when A is a 2 X 2 block matrix (see Theorem (6.8», and we show that an analogous condition is necessary for the equality when the number of blocks is arbitrary (see NUlLSPACE OF A BLOCK TRIANGULAR MATRIX   11 Theorem (6.13)). We show by means of examples that our condition is not sufficient.
This paper continues the series of papers [4, 5, 3] . The current paper is logically independent of these references.
NOTATION AND DEFINITIONS
In this paper we discuss n X n matrices A and vectors with n entries over an arbitrary field (which will not be mentioned explicitly in the sequel). The matrix A is always assumed to be in a (lower) block triangular form , with p diagonal blocks, all square. The diagonal blocks are not necessarily irreducible. The dimension of the jth block is n j ' j E < p ). Also, every vector b with n entries will be assumed to be partitioned into p vector components b i conformably with A.
We follow the notation and definitions of [4] , [5] , and [3] . We denote Note that since A is in a block triangular form, R( A) may contain loops but no other (directed, simple) cycles.
(2.4) DEFINITION. Let i and j be vertices in R(A). We say· that j accesses i if i = j or there is a path in R( A) from j to i. In this case we write that i =< j. We write i -< j for i =< j but i '* j. We write i '*< j if i =< j is false. (2.13) DEFINITION. Let A be a square matrix and let x E E(A). We define the height of x to be the minimal nonnegative integer k such that Akx = O. We denote it by height(x).
COMBINATORIAL EXTENSIONS
OF GENERALIZED NULL VECTORS (3.1) DEFINITION. Let A be a square matrix in a block triangular form, let x be a vector, and let i be a vertex in R ( A). The vector x is said to be a weak i-combinatorial extension of an n;-vector y if Xi = Y and xi = 0 whenever i =1= < j. The latter condition means that supp( x) ~ below( i ).
The following Extension Lemma is a major tool in our results. 
the last inequality follOwing from the fact that in a block triangular matrix the algebraiC multiplicity of 0 as an eigenvalue equals the sum of the algebraiC multiplicities of 0 as an eigenvalue of the diagonal blocks. Hence, we must have t = m( A ii)' and so x f, ... , x: form a basis for E( A ii)' Thus, we have Proof. By Lemma (3.3) we have
Also, since supp( Xl) ~ below(j) we have Hence, x 2 is a weak j = combinatorial extension of y2. An inductive argument completes the proof.
• Motivated by Proposition (3.4), we now define be a chain with respect to A, defined by X'=A,-lX \ i E (m). Then a is said to be a weak j-combinatorial chain extension of {3. If {3 is a Jordan chain with respect to A jj and Xl E E( A), then we call a a weak j-combinatorial Jordan chain extension of {3. In view of Remark (4.6) we define Proof. Let Yi = {yi j : j E (m i ) } be a Jordan basis for E(A jj ), i E S. We now choose the set Yof n-vectors {x ij : j E ( m i ), i E S} such that {x ij : j E (m i )} is a weak i-combinatorial extension of the Jordan basis Y; for E(Aii)'
All we have to show is that Y is a weakly S-preferred set. Note that (4.2) is given, that we have (4.3) by Proposition (3.4) and Definition (3.7), and that obviously (4.4) holds for appropriate cfrs. We now establish (4.5). Let i E S and j E ( m j ) be given. Define the set V = {h: cf.t * 0 for some k E ( m,,) }.
Then (4.5) asserts that V ~ below(i). Evidently, the latter is equivalent to the assertion that top(V) ~ below(i). So let r E top(V). We next argue that (Axij)r * O. Assume to the contrary that (Axij)r = O. By (4.4) we have
Since r E tope V), we have c f,t = 0 whenever h -< r. Since, by (4.3), supp( x hk) ~ below( h), it follows that (x "k) r = 0 whenever h =1= < r. Therefore, ( below(i).
•
THE HEIGHT OF GENERALIZED NULLVECTORS (5.1) NOTATION. Let i be a vertex in R(A).
We denote by SI the maximal sum of indices of diagonal blocks of A along a path in below( i ) \ { i }. 
Let x be a nonzero vector in E(A). Then q(Ax) < q(x).
Proof. Let y = Ax. If y = 0, then the result is obvious. So assume that y =1= 0 and let i E top(supp(y». We distinguish between two cases: 
which yields that q( x) ~ k.
• (5.7) COROLLARY. Let A be a square matrix in block triangular form, and let x E E( A). Then height( x) is less than or equal to the maximal sum of indices of diagonal blocks of A along a path in below(supp(x».
Proof. In view of Notation (5.2) 
Then the maximal height of a vector in E( A) is less than or equal to the maximal sum of indices of diagonal blocks of A along a path in R( A ).
It is an immediate consequence of a lemma in [6] that the index of a matrix in block triangular form is less than or equal to the sum of the indices of the diagonal blocks. We improve this result in the following Index Theorem for general matrices, which is equivalent to Corollary (5.8). A different proof for the Index Theorem may be found in [1] , and a special case was proved in [9] . Corollary (5.8) and Theorem (5.9) raise the natural question of when the index of A is equal to the maximal sum of indices of diagonal blocks of A along a path in R( A). One equality case, that is for M-matrices, is well known ( [8] ; see also [II] and [4] ). In the following section we shall investigate this problem in general.
(5.10) REMARK. Corollary (5.7) (and thus also Corollary (5.8) and Theorem (5.9» can also be derived from Theorem (4.9). However, the proof is more complicated, and requires an analysis of the coefficients Cj/k in (4.4). In view of (6.11), (6.10) holds.
EQUALITY CASES IN THE
We comment that if All or A22 is nonsinguiar, then clearly index(A) = fll + fl2· This case is not covered by Theorem (6.8).
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We now generalize one direction of Theorem (6.8) to the case that the number of diagonal blocks is greater than or equal to 2. We first prove a lemma. (i 2 )] )), such that for every r, 2.;;;; r.;;;; t -1, we have (6.16), where h = ir and k = i r + l . Set i l = j, and observe that the chain i l -< i2 -< ...
Proof. Let
-< i, has index sum Jl. In order to complete the proof we have to show that (6.16) holds also for h = i l and k = i 2 • So, let h = i l (= j) and k = i 2 • Let w = AI',,-IX (so that y = Aw). By (6.17) we have (6.19) . -AI', -1 ( AI't. w" -, , }. x" E range ",. n ,." . In view of (6.19) and (6.20) this proves (6.16).
• (6.21) REMARK. Observe that if a singular chain i l -< i2 -< .. . -< if has a maximal index sum, then there do not exist 1 E ( p > and r E (t -1 > such that Allis Singular and ir -< 1-< ir+ l' Therefore, all the 1's in the second term on the left hand side of (6.16) correspond to nonsingular blocks Au. In particular, in the case that the diagonal blocks of A are all singular, (6.16) in Theorem (6.15) can be replaced by
The converse of Theorem (6.15) does not hold in general, as demonstrated by the following examples. 
