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1.Introducció	  	  Aquesta	   memòria	   pretén	   reflectir	   el	   treball	   realitzat	   durant	   el	   disseny	   i	  implementació	   d’un	   sistema	   de	   visió	   per	   computador	   en	   temps	   real	   i	   la	   seva	  posterior	  integració	  en	  un	  ecosistema	  mòbil.	  	  Aquest	   sistema	  de	  visió	  ha	  de	  permetre	  a	  una	  persona	  utilitzar	   les	   seves	  mans	  com	  a	  punters	  en	  una	  pantalla,	  emulant	  un	  ratolí	  convencional,	   	  amb	  qualsevol	  màquina	  (ordinador	  o	  mòbil)	  a	  través	  d’una	  càmera	  convencional	  2D	  sense	  cap	  complement.	  	  Durant	   la	   realització	  del	  projecte	   s’han	   implementat	  diferents	  alternatives	  dins	  del	   sistema	   de	   visió	   per	   tal	   d’avaluar	   en	   cada	  moment	   la	   robustesa	   i	   l’eficàcia	  d’aquestes,	   per	   tal	   de	   poder	   triar	   correctament	   aquelles	   tècniques	   que	   més	  s’escauen	  en	  la	  elaboració	  del	  sistema.	  	  	  Per	  provar	  la	  eficàcia	  del	  sistema	  s’ha	  implementat	  una	  senzilla	  app	  que	  permet	  veure	  en	  temps	  real	  què	  està	  passant	  i	  comprovar	  el	  correcte	  funcionament	  de	  la	  interfície	  visual	  que	  hem	  creat.	  	  	  Aquest	  document	  exposarà	  i	  explicarà	  les	  eines	  i	  els	  llenguatges	  de	  programació	  que	  s’han	  usat	  per	  a	  la	  correcta	  elaboració	  d’aquest	  projecte.	  A	  més	  també	  es	  farà	  una	   reflexió	   sobre	   perquè	   s’han	   triat	   i	   per	   a	   quina	   part	   són	   útils	   cada	   una	  d’aquestes	  eines	  i	  llenguatges.	  	  Un	   cop	   explicades	   les	   tecnologies	   que	   s’utilitzaran,	   s’explicarà	   el	   procés	   de	  disseny	   de	   l’algoritme	   de	   visió	   per	   computador,	   mostrant	   les	   seves	  característiques	   i,	   com	   tots	   els	   sistemes	   de	   visió	   per	   computador,	   les	   seves	  limitacions.	  A	  més	  també	  s’exposaran	  les	  alternatives	  que	  s’han	  implementat	  en	  el	  procés	  de	  disseny.	  Tot	  aquest	  procés	  s’explicarà	  per	  un	  ordre	  cronològic	  i	  mostrant	  perquè	  s’ha	  implementat	  un	  sistema	  per	  davant	  d’un	  altre	  i	  un	  anàlisi	  dels	  resultats	  que	  ha	  donat	  cada	  una	  de	  les	  diferents	  implementacions.	  	  	  Un	   cop	   s’hagi	   presentat	   el	   sistema	  de	   visió	  per	   computador	  que	   s’utilitzarà,	   es	  presentarà	  la	  integració	  en	  un	  ecosistema	  mòbil,	  en	  aquest	  cas	  Android.	  	  S’estudiaran	   les	   limitacions	   i	   s’exposaran	   diferents	   dificultats	   que	   s’han	   tingut	  durant	   el	   procés,	   així	   com	   les	   optimitzacions	   necessàries	   per	   a	   poder	   tenir	   un	  bon	  rendiment	  de	  l’aplicació.	  	  	  Un	  cop	  acabats	  els	  detalls	  de	  implementació,	  hi	  haurà	  una	  secció	  on	  s’exposaran	  diferents	   usos	   potencials	   d’aquesta	   interfície	   	   en	   diferents	   àmbits	   de	   la	   nostra	  vida	  quotidiana.	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1.2	  Motivació	  	  El	   món	   de	   les	   tecnologies	   mòbils	   és	   una	   branca	   de	   la	   informàtica	   que	   està	  experimentant	   un	   creixement	   vertiginós,	   tant	   a	   nivell	   de	   software	   com	   de	  hardware.	  	  Els	   smartphones,	   tenen	   només	   6	   anys	   de	   vida	   (comptant	   com	   a	   primer	  smartphone	   el	   primer	   iPhone)	   i	   han	   suposat	   una	   revolució	   en	   la	   nostra	   vida	  quotidiana,	   tant	  per	   la	  manera	  com	  consumim	  continguts	  com	  en	   la	  manera	  en	  que	  ens	  comuniquem.	  	  	  Aquesta	   ràpida	   integració	   dels	   smartphones	   ha	   portat	   a	   fer	   dispositius	   més	   y	  més	  potents	  a	  un	  ritme	  molt	  accelerat.	  El	   propòsit	  d’aquest	  projecte	  no	   es	  més	  que	  avançar-­‐se	   a	   aquest	   	   progrés	   i	   fer	  coses	  que	  en	  principi	  són	  impensables	  en	  un	  dispositiu	  mòbil.	  	  Una	   d’aquestes	   coses	   és	   que	   un	   sistema	   mòbil	   es	   converteixi	   en	   el	   centre	   de	  càlcul	  d’un	  sistema	  de	  visió	  per	  computador	  en	  temps	  real.	  Amb	  aquest	  projecte	  estem	  construint	  un	  prototip	  viable	  per	  als	  dispositius	  actuals	  però	  	  que	  serà	  una	  interfície	  lleugera	  per	  als	  dispositius	  del	  futur,	  que	  estaran	  molt	  millor	  equipats.	  	  D’aquesta	   manera	   podrem	   arribar	   a	   combinar	   la	   visió	   per	   computador	   i	   la	  interfície	  sense	  mans	  amb	  la	  utilització	  de	  complexes	  estructures	  3D	  o	  fins	  i	  tot	  al	  món	  de	  l’entreteniment,	  així	  com	  ja	  ho	  han	  fet	   la	  Kinect	  per	  Microsoft	  o	  Eyetoy	  per	  Sony	  (PlayStation)	  o	  la	  Wii	  de	  Nintendo	  (salvant	  les	  distàncies).	  	  Aquest	  paradigma	  ha	  sigut	  molt	  ben	  acollit,	  i	  amb	  la	  evolució	  dels	  smartphones,	  en	  breu	  tindrem	  la	  possibilitat	  de	  combinar	  càlcul	  intensiu	  de	  videojocs	  amb	  una	  interfície	  visual	  per	   sota.	  És	  possible	   inclús	  que	  aquesta	   capa	   s’implementi	  per	  hardware	  per	  accelerar	  els	  processos.	  	  	  És	   per	   aquesta	   raó,	   i	   per	   la	   meva	   passió	   per	   la	   innovació	   i	   la	   visió	   per	  computador	  que	  he	  proposat	  aquest	  projecte.	  Aquest	   projecte	   neix	   de	   l’esperit	   d’anticipació,	   i	   no	   treballar	   pel	   que	   tindrem	  avui,	   si	   no	  pel	   que	   tindrem	  demà,	   i	   quan	  demà	  arribi	   ser	   els	  primers	   en	  haver	  donat	  el	  pas.	  	  	  Actualment	  ja	  es	  comencen	  a	  veure	  iniciatives	  mixtes	  de	  visió	  per	  computador	  i	  procés	   real,	   com	   per	   exemple	   al	   nou	   dispositiu	   Samsung	   S4	   que	   llegeix	  informació	  de	  la	  posició	  de	  l’ull	  per	  tal	  d’estalviar	  a	  l’usuari	  fer	  “scroll	  down”.	  	  Si	  bé	  és	  un	  sistema	  de	  visió	  per	  computador	  a	  temps	  real,	  no	  és	  ni	  de	  bon	  tros	  tan	  complex	  com	  la	  interfície	  proposada	  en	  aquest	  projecte,	  que	  implica	  el	  seguiment	  de	  dos	  cossos	  que	  es	  mouen	  i	  la	  interpretació	  del	  gest	  que	  estan	  executant.	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1.1	  Objectius	  del	  projecte	  	  
1.2.1	  Objectius	  principals	  	   	  	  	  	  	  	  	  	   	  L’objectiu	  d’aquest	  projecte	  és	  dissenyar,	  implementar	  i	  optimitzar	  una	  interfície	  que	  permeti	  utilitzar	   les	  mans	  com	  a	  dos	  ratolins	  convencionals	  utilitzant	  visió	  per	  computador	  en	  un	  dispositiu	  mòbil	  amb	  sistema	  operatiu	  Android	  utilitzant	  la	  seva	  càmera	  incorporada,	  utilitzant	  com	  a	  mitjà	  de	  comunicació	  el	  gest	  de	  les	  mans	  de	  l’usuari.	  	  La	  interfície	  interpreta	  la	  mà	  com	  a	  punter	  dins	  de	  la	  pantalla	  i	  el	  gest	  com	  a	  click	  en	  la	  pantalla.	  	  A	   més,	   també	   s’implementarà	   una	   app	   molt	   senzilla	   per	   sobre	   per	   tal	   de	  comprovar	  i	  mostrar	  el	  correcte	  funcionament	  d’aquesta	  interfície.	  	  
1.2.2	  Objectius	  específics	  	  
• Especificació	  del	  sistema	  de	  comunicació	  i	  disseny	  de	  la	  interacció	  	  
• Disseny	   d’un	   prototip	   del	   sistema	   de	   visió	   per	   computador	   amb	   alguna	  eina	  que	  permeti	  un	  prototipatge	  ràpid,	  flexibilitat	  i	  alta	  canviabilitat	  per	  tal	  de	  testejar	  diferents	  opcions	  abans	  d’una	  optimització	  més	  exhaustiva	  	  
• Implementació	   de	   vàries	   tècniques	   de	   visió	   per	   computador	   per	   al	  reconeixement	  gestual	  i	  anàlisis	  d’aquests	  en	  termes	  d’eficiència	  i	  eficàcia.	  	  
• Integració	   del	   sistema	   de	   visió	   en	   un	   dispositiu	   amb	   sistema	   operatiu	  Android	  	  
• Optimització	  a	  baix	  nivell	  (posicions	  de	  memòria)	  de	  l’algoritme	  de	  visió	  per	  computador	  	  
• Implementació	  d’una	  app	  simple	  per	  testejar	  el	  funcionament	  correcte	  de	  la	  interfície	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2.Descripció	  del	  projecte	  	  
2.1	  Eines	  i	  tecnologies	  	  Les	  eines	  utilitzades	  per	  aquest	  projecte	  es	  divideixen	  en	  2	  grups.	  El	  primer	  és	  el	  grup	   que	   s’ha	   utilitzat	   pel	   disseny	   i	   implementació	   del	   prototip	   de	   visió	   per	  computador	   i	   el	   segon	   el	   que	   s’ha	   utilitzat	   per	   a	   la	   integració	   als	   dispositius	  mòbils.	  Aquest	  primer	  procés	  s’ha	  fet	  en	  ordinador	  i	  amb	  una	  finalitat	  purament	  científica,	  de	  disseny	  i	  experimentació	  amb	  diferents	  algoritmes.	  	  La	   segona	   part	   correspon	   a	   la	   part	   d’integració	   del	   sistema	   en	   un	   dispositiu	  mòbil,	   així	   que	   hi	   trobarem	  més	   tecnologies	   i	   unes	   optimitzacions	   a	  molt	  més	  baix	  nivell.	  	  	  
2.1.1	  MATLAB	  	  
	  	  Pel	  disseny	  del	  primer	  prototip	  s’ha	  utilitzat	  MATLAB.	  MATLAB	  és	  l’abreviatura	  de	   Matrix	   Laboratory	   i	   és	   un	   framework	   de	   software	   matemàtic	   amb	   un	  llenguatge	  propi.	  	  MATLAB	   és	   un	   llenguatge	   d’alt	   nivell	   que	  no	   es	   compila,	   sinó	   que	   s’interpreta.	  Això	  té	  conseqüències	  en	  el	  rendiment	  d’aquest	  ja	  que	  per	  cada	  nova	  instrucció,	  s’ha	  de	  processar,	  veure	  si	  està	  ben	  construïda	  i	  executar	  la	  instrucció.	  	  Encara	  i	  així,	  es	  un	  llenguatge	  molt	  recomanable	  per	  a	  prototipatge	  ràpid	  ja	  que	  no	   s’han	   de	   declarar	   variables	   (simplement	   s’utilitzen)	   i	   totes	   les	   variables	  estàndards	  són	  en	  realitat	  vectors	  d’aquests	  tipus	  estàndard,	  pel	  que	  fa	  molt	  fàcil	  el	  tractament	  amb	  vectors	  i	  matrius.	  	  A	  més,	  MATLAB	  és	  especialment	  eficient	  en	  càlculs	  amb	  matrius	  (sumes,	  restes,	  multiplicacions	  i	  divisions)	  	  però	  en	  canvi	  té	  un	  accés	  aleatori	  bastant	  lent.	  És	  per	  aquesta	  raó	  que	  cal	  adaptar-­‐se	  a	   l’entorn	   i	   intentar	  utilitzar	  càlculs	  amb	  matrius	   senceres	   enlloc	   de	   accessos	   aleatoris	   (en	   forma	   de	   bucle	   o	   totalment	  aleatoris)	  que	  penalitzarien	  el	  rendiment	  dels	  processos.	  MATLAB	   permet,	   a	   més	   de	   prototipar	   d’una	   forma	   molt	   còmode,	   mostrar	  resultats	  d’una	  forma	  senzilla	  i	  ràpida,	  tant	  en	  forma	  d’imatges	  com	  	  de	  gràfiques.	  A	  més,	  la	  divisió	  de	  funcions	  per	  fitxers	  fa	  que	  es	  pugui	  generar	  un	  codi	  altament	  canviable	  i	  mantenint	  un	  codi	  net	  i	  segmentat.	  MATLAB	  és	  altament	  popular	  entre	  enginyers	  i	  científics	  per	  la	  seva	  facilitat	  pel	  càlcul	  numèric,	  l’anàlisi	  i	  visualització	  de	  resultats.	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2.1.1.1	  Computer	  Vision	  System	  Toolbox	   	  	  Computer	  Vision	  System	  Toolbox	  és	  un	  paquet	  de	  procediments	  i	  funcions	  per	  al	  desenvolupament	  de	  sistemes	  de	  visió	  per	  computador.	  Aquest	   paquet	   d’algoritmes	   conté	   algoritmes	   per	   a	   l’extracció	   de	  característiques,	   sensors	   de	   moviment,	   detecció	   d’objectes,	   visió	   per	   estèreo,	  procés	  i	  anàlisis	  de	  vídeo.	  A	  més	  també	  incorpora	  eines	  de	  gràfics	  i	  de	  mostra	  de	  vídeos.	  	  Aquest	   paquet	   també	   permet	   una	   integració	   de	  MATLAB	   amb	  OpenCV,	   encara	  que	  en	  aquest	  projecte	  no	  s’ha	  utilitzat.	  A	  més,	  també	  incorpora	  la	  implementació	  d’algoritmes	  complexos	  de	  seguiment	  i	  detecció	  d’objectes	  basats	  en	  punts	  singulars	  que	  tenen	  un	  comportament	  molt	  robust.	   Encara	   i	   així,	   aquests	   algoritmes	   no	   s’han	   utilitzat	   degut	   a	   que	   en	   un	  mòbil	  no	  funcionarien	  d’una	  manera	  fluida.	  	  	  A	  més,	   també	   hi	   ha	   una	   eina	   per	   transformar	   codi	  MATLAB	   a	   codi	   C	   (o	   C++).	  Aquesta	   funció	   tampoc	   s’ha	   utilitzat	   ja	   que	   l’objectiu	   de	   la	   implementació	   en	  MATLAB	   només	   era	   la	   de	   dissenyar	   un	   prototip	   d’una	   manera	   àgil,	   no	  implementar	  el	  codi	  definitiu.	  	  A	  més,	  la	  implementació	  en	  C,	  C++	  es	  volia	  fer	  amb	  més	  cura	  per	  tal	  de	  aplicar	  més	  optimitzacions.	  	  	  Aquest	   paquet	   d’algoritmes	   també	   dona	   facilitats	   per	   a	   calibrar	   les	   càmeres	  usant	  el	  clàssic	  patró	  d’escacs	  per	  a	  visió	  estereoscòpica.	  Per	  totes	  aquestes	  raons	  s’ha	  triat	  MATLAB	  +	  Computer	  Vision	  System	  Toolbox	  per	   a	   dissenyar	   el	   primer	   prototip	   i	   fer	   assajos	   per	   tal	   d’ajustar	   i	   construir	   un	  sistema	   de	   visió	   robust	   i	   funcional	   d’una	   forma	   més	   àgil	   i	   ràpida	   que	  implementant	   directament	   el	   sistema	   en	   C/C++	   amb	   OpenCV	   des	   de	   un	  ordinador	  o	  des	  de	  el	  propi	  sistema	  Android.	  	  	  
2.1.2	  Android	  	  
	  	  Android	  és	  un	  sistema	  operatiu	  basat	  en	  el	  nucli	  de	  Linux.	  	  	  Es	  va	  crear	  en	  el	  2003	  per	  Andy	  Rubin,	  Rich	  Miner,	  Nick	  Sears	  i	  Chris	  White.	  En	  un	   principi,	   aquest	   sistema	   estava	   pensat	   per	   a	   ser	   utilitzat	   dins	   de	   càmeres	  digitals,	  però	  un	  cop	  es	  van	  adonar	  de	  que	   la	  mida	  del	  mercat	  era	  massa	  petit,	  van	   concentrar	   els	   seus	   esforços	   en	   crear	   un	   sistema	   operatiu	   per	  mòbils	   que	  pogués	  competir	  amb	  Symbian	  i	  Windows	  Mobile.	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Al	   2005,	   Google	   va	   adquirir	   aquesta	   companyia	   i	   des	   d’aquest	  moment,	   el	   seu	  creixement	  ha	  sigut	  exponencial.	  Aquest	   sistema	   operatiu	   té	   llicencia	   Apache	   2.0,	   cosa	   que	   ha	   contribuït	  enormement	   en	   l’acceptació	   d’aquest	   sistema	   operatiu	   entre	   els	   fabricants	   de	  smartphones,	   ja	   que	   els	   hi	   permet	   tenir	   un	   sistema	   operatiu	   barat,	   lleuger	   i	  focalitzat	  en	  smartphones	  i	  tabletes.	  A	  més,	   i	  és	  pràctica	  habitual,	  els	  fabricants	  implementen	  una	  capa	  per	  sobre	  del	  sistema	  operatiu	  per	  donar	  cabuda	  a	  apps	  que	  volen	  que	  hi	  siguin	  al	  telèfon	  i	  a	  altres	  capes	  de	  disseny.	  D’aquesta	  manera	  s’aconsegueix	  un	  sistema	  operatiu	  diferent	  dels	  altres	  i	  sense	  haver	  de	  fer-­‐lo	  des	  del	  principi.	  	  	  En	  l’actualitat	  té	  el	  79%	  del	  mercat1	  2	  ,	  proclamant-­‐se	  com	  a	  líder	  en	  el	  sector.	  Els	   seus	   competidors	   són	   iOS,	   el	   sistema	   operatiu	   de	   Apple	   amb	   un	   13,2%	   de	  cuota	  de	  mercat,	  Windows	  Phone	  amb	  un	  3,7%	  i	  BlackBerry	  OS	  amb	  un	  2,9%.	  El	  sistema	  operatiu	  està	  programat	  en	  C	  (el	  nucli),	  C++	  i	  Java.	  Un	  esquema	  de	  la	  seva	  arquitectura	  (en	  anglès)	  es	  pot	  veure	  aquí:	  	  	  
	  	  Figura	  1:	  Esquema	  de	  sistema	  operatiu	  Android	  	  Com	   a	   destacat	   i	   que	   potser	   pot	   resultar	   estrany,	   trobem	   el	   Dalvik	   Virtual	  Machine.	  Dalvik	   VM	   és	   una	  màquina	   virtual	   que	   s’encarrega	   d’executar	   el	   codi	  JAVA	  de	  les	  aplicacions.	  Durant	  el	  procés	  de	  compilat,	  Java	  es	  compila	  en	  arxius	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  1	  http://techcrunch.com/2013/08/07/android-­‐nears-­‐80-­‐market-­‐share-­‐in-­‐global-­‐smartphone-­‐shipments-­‐as-­‐ios-­‐and-­‐blackberry-­‐share-­‐slides-­‐per-­‐idc/	  2	  http://www.foxnews.com/tech/2013/08/08/iphone-­‐sinks-­‐as-­‐android-­‐seizes-­‐market-­‐share/	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.class	   i	   un	   cop	   aquest	   procés	   ha	   acabat,	   es	   transformen	   en	   arxius	   .dex	   (Dalvik	  Executable)	  per	  tal	  de	  ser	  executats	  en	  la	  Dalvik	  VM,	  especialment	  pensada	  per	  aquells	  dispositius	  que	  tenen	  restriccions	  de	  memòria	  i	  de	  velocitat	  de	  procés.	  	  Actualment	   existeix	   una	   implementació	   alternativa	   d’aquesta	   part	   que	  s’anomena	  Dalvik	  Turbo	  Virtual	  Machine,	  que	  ha	  demostrat	  que	  és	  2,8	  vegades	  més	  ràpida	  que	  la	  Dalvik	  tradicional.	  En	   el	   desenvolupament	   d’aquest	   projecte	   s’ha	   utilitzat	   la	   Dalvik	   tradicional,	   ja	  que	  és	  la	  que	  trobem	  als	  smartphones	  Android	  sense	  personalitzar.	  Actualment,	   i	   a	   data	   de	   9	   de	   setembre	   de	   2013,	   la	   última	   versió	   del	   sistema	  operatiu	  és	  Android	  4.3	  Jelly	  Bean,	  però	  s’ha	  anunciat	  la	  versió	  4.4	  Kit	  Kat.	  Aquesta	   constant	   millora	   del	   sistema	   operatiu	   ha	   portat	   un	   dels	   majors	  problemes	  d’aquest	  sistema,	   la	   fragmentació	  entre	  dispositius,	  cosa	  que	  fa	  molt	  més	   difícil	   als	   desenvolupadors	   construir	   apps	   per	   a	   tots	   els	   dispositius	   del	  mercat.	  	  	  
2.1.2.1	  Android	  SDK	  	  
	  	  Android	  SDK	  	  vol	  dir	  Android	  Software	  Developement	  Kit,	  i	  és	  el	  framework	  que	  permet	  crear	  apps	  pel	  sistema	  operatiu	  Android.	  	  Aquest	  SDK	  inclou	  diverses	  eines	  per	  fer	  el	  desenvolupament	  més	  senzill.	  Entre	  aquestes	   trobem	   un	   debugger,	   diverses	   llibreries,	   un	   emulador,	   documentació,	  tutorials	  i	  inclús	  codi	  de	  mostra.	  	  Actualment	  el	  IDE	  (Integrated	  Development	  Environment)	  oficial	  (i	  distribuït	  per	  Google)	  és	  el	  format	  per	  Eclipse	  +	  ADT	  (Android	  Development	  Tools),	  encara	  que	  també	  es	  pot	  trobar	  NetBeans	  i	  un	  plugin	  per	  suportar	  el	  ADT.	  	  Alternativament,	   també	  es	  pot	  desenvolupar	  mitjançant	   línia	  de	  comandes	  amb	  el	  JDK	  	  (Java	  Development	  Kit)	  i	  Apache	  Ant.	  	  Una	  de	  les	  eines	  més	  utilitzades	  pels	  desenvolupadors	  és	  el	  ADB	  (Android	  Debug	  Bridge),	  que	  és	  un	  programa	  que	  permet	  executar	  debugs	  en	  el	  dispositiu	  i	  que	  s’utilitza	  mitjançant	  una	  línia	  de	  comandes.	  	  En	   aquest	   projecte	   s’ha	   utilitzat	   el	   IDE	   oficial	   (Eclipse	   +	   ADT)	   i	   no	   s’ha	   pogut	  utilitzar	  el	  ADB	  mitjançant	  línia	  de	  comandes,	  sinó	  que	  s’ha	  utilitzat	  el	  debugger	  LogCat,	  que	  és	  part	  del	  ADB	  i	  que	  ve	  integrat	  amb	  Eclipse	  per	  fer	  un	  debug	  molt	  més	  senzill.	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2.1.2.2	  Android	  NDK	  	  
	  	  El	  NDK	  (Native	  Development	  Kit)	  és	  un	  conjunt	  d’eines	  que	  permet	   incorporar	  trossos	  de	  codi	  natiu	  (C++)	  al	  desenvolupament	  de	  apps.	  El	   seu	   ús	   està	   desaconsellat	   com	   a	   pràctica	   habitual	   per	   Google,	   i	   aconsella	  utilitzar-­‐ho	  en	  processos	  que	  no	  hagin	  de	  emmagatzemar	  una	  gran	  quantitat	  de	  memòria	  com	  procés	  de	  senyal	  o	  simulacions	  de	  físiques3.	  	  A	   més	   també	   permet	   reutilitzar	   codi	   d’altres	   aplicacions	   sense	   que	   s’hagi	   de	  tornar	  a	  implementar	  el	  mateix	  sistema	  de	  nou	  en	  un	  altre	  llenguatge.	  	  El	   NDK	   proporciona	   les	   capçaleres	   estables	   per	   libc	   (biblioteca	   de	   C),	   libm	  (biblioteca	  matemàtica	  de	  C),	  OpenGL,	  la	  interfície	  JNI	  (Java	  Native	  Interface)	  que	  serveix	   per	   comunicar	   parts	   de	   codi	   en	   C/C++	   i	   Java,	   les	   APIS	   pel	  desenvolupament	  d’aplicacions	  natives	  per	  Android	  i	  d’altres.	  	  En	  aquest	  projecte	  s’ha	  utilitzat	  Android	  NDK	  per	  a	  tota	  la	  part	  de	  procés	  de	  visió	  per	  computador,	  que	  reuneix	  els	  requisits	  recomanats	  per	  Google	  per	  a	   la	  seva	  utilització,	   és	   a	   dir,	   càlcul	   intens	   i	   amb	   poca	   quantitat	   de	  memòria	   (una	   única	  imatge).	  	  	  El	  procés	  de	  visió	  s’ha	  implementat	  utilitzant	  la	  llibreria	  OpenCV	  tradicional	  i	  el	  JNI	  per	  establir	   la	  comunicació	  entre	   la	  part	  de	  procés	  C++	   	   i	   la	  part	  de	  procés	  Java.	  	  
2.1.2.3	  XML	  	  
	  	  XML	  són	  les	  sigles	  en	  anglès	  de	  Extensible	  Markup	  Languae.	  Aquest	  llenguatge	  va	  ser	  creat	  pel	  W3C	  (World	  Wide	  Web	  Consortium).	  XML	  és	  similar	  al	   llenguatge	  HTML,	   ja	   que	   ambdós	   pertanyen	   als	   SGML	   (Standard	   Generalized	   Markup	  Language).	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  3	  http://developer.android.com/tools/sdk/ndk/index.html	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XML	   va	   néixer	   com	   un	   llenguatge	   per	   a	   fer	   més	   senzill	   l’emmagatzematge	   de	  dades	   i	   la	   interpretació	   d’aquestes	   per	   programes	   automàtics	   que	   havien	   de	  interpretar	  el	  contingut	  dels	  documents.	  Com	  a	  HTML,	   funciona	  per	  una	  sèrie	  d’etiquetes	  del	   tipus	  <nom>	  que	  marquen	  on	   comença	   i	   on	   acaba	   un	   tros	   d’informació,	   formant	   un	   arbre	   d’elements	  estructurat	  on	  figura	  tota	  la	  informació	  que	  es	  vol	  comunicar.	  	  Entre	  les	  crítiques	  més	  habituals	  d’aquest	  llenguatge	  trobem	  a	  aquells	  que	  diuen	  que	   la	   comunicació	   de	   dades	   altament	   estructurades	   entre	   aplicacions	   és	  complex,	  ja	  que	  no	  es	  va	  dissenyar	  aquest	  llenguatge	  amb	  aquest	  propòsit.	  Per	  això	  es	  postulen	  JSON	  i	  YAML	  com	  a	  alternatives	  a	  aquest	  sistema,	  ja	  que	  es	  centren	   més	   en	   la	   representació	   de	   dades	   estructurades	   enlloc	   de	   documents	  narratius.	  	  En	   aquest	   projecte	   s’ha	   utilitzat	   XML	   per	   declarar	   els	   layouts	   i	   elements	   de	   la	  interfície	   tradicional	   d’aplicacions	   Android.	   En	   aquest	   cas	   ho	   hem	   utilitzat	   per	  posar	  la	  imatge	  com	  a	  fons	  de	  pantalla	  i	  posar	  a	  sobre	  el	  layout	  dels	  botons.	  	  El	  càlcul	  de	  la	  localització	  dels	  botons	  es	  fa	  en	  Java,	  d’acord	  al	  patró	  “Dashboard	  Layout”,	   encara	   que	   s’ha	   modificat,	   simplificant	   així	   la	   interfície	   en	   XML	   i	  augmentant	  la	  portabilitat	  entre	  dispositius.	  	  
2.1.2.4	  OpenCV	  	  
	  	  	  OpenCV	  és	  una	  llibreria	  d’algoritmes	  centrat	  en	  la	  visió	  per	  computador	  que	  va	  ser	  originalment	  desenvolupada	  per	  Intel.	  	  Es	   pot	   usar	   gratuïtament	   tant	   per	   a	   desenvolupaments	   comercials	   com	   no	  comercials	   i	   conté	   més	   de	   500	   funcions	   de	   vàries	   àrees	   de	   la	   visió	   per	  computador,	  com	  pot	  ser	  la	  calibració	  de	  càmeres	  per	  visió	  per	  estèreo	  o	  mesura	  de	  longituds,	  reconeixement	  d’objectes	  (inclús	  reconeixement	  facial	  utilitzant	  el	  ja	  famós	  algoritme	  Viola-­‐Jones),	  extracció	  de	  propietats	  i	  demés.	  	  Aquesta	  llibreria	  va	  néixer	  per	  proveir	  algoritmes	  avançats	  i	  optimitzats	  per	  a	  la	  visió	   per	   computador,	   expandir	   el	   coneixement	   sobre	   aquesta	   àrea	   usant	   la	  mateixa	   plataforma	   per	   fer	   el	   codi	   més	   llegible	   i	   per	   generar	   i	   crear	   nou	  coneixement	   en	   l’àrea	   de	   la	   visió	   per	   computador,	   encara	   que	   sigui	   amb	   codi	  tancat.	  	  OpenCV	  està	  programat	  en	  C++,	  encara	  que	  també	  existeix	  una	   interfície	  per	  C,	  Java,	   Python	   i	  MATLAB/OCTAVE.	   A	  més	   també	   té	   una	   versió	   per	   a	   dispositius	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Android	  utilitzant	  la	  interfície	  Java.	  També	  s’està	  treballant	  en	  una	  versió	  basada	  en	  CUDA	  i	  una	  altra	  en	  OpenCL	  per	  GPU’s.	  En	   aquest	   projecte	   s’ha	   utilitzat	   la	   interfície	   de	   Java	   per	   mostrar	   la	   imatge	  modificada	  a	  la	  pantalla	  en	  cada	  moment	  i	  la	  interfície	  C/C++	  per	  a	  tot	  el	  procés	  de	  càlcul	  i	  optimització.	  	  	  
2.2	  Esquema	  de	  les	  tecnologies	  	  En	   aquesta	   imatge	   es	   veuen	   les	   tecnologies	   utilitzades	   separades	   en	   les	   dues	  fases	   del	   projecte.	   A	   l’esquerra	   trobem	   MATLAB	   +	   Computer	   Vision	   System	  Toolbox	   que	   corresponen	   a	   la	   fase	   de	   disseny	   del	   sistema	   de	   visió	   per	  computador	   i	   	   a	   la	   dreta	   trobem	  Android	   SDK,	   Android	  NDK,	   Java,	   XML,	   C++	   i	  OpenCV,	   que	   corresponen	   a	   la	   part	   d’integració	   del	   sistema	   de	   visió	   en	   un	  dispositiu	  mòbil.	  	  
	  Figura	  2:	  Esquema	  de	  les	  tecnologies	  utilitzades	  en	  el	  sistema	  	  	  	   	  
	   	   	  22	  















	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Figura	  3:	  Esquema	  de	  procés	  del	  sistema	  de	  visió	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3.Disseny	  de	  l’algoritme	  de	  visió	  	  	  El	   sistema	   de	   visió	   es	   divideix	   en	   diversos	   blocs	   que	   seran	   explicats	  individualment.	  	  A	  més,	  es	  presentaran	  les	  dificultats	  i	  els	  canvis	  que	  s’han	  efectuat	  des	  de	  la	  idea	  inicial	  fins	  arribar	  al	  resultat	  final.	  	  	  L’algoritme	  de	  visió	  està	   format	  per	  2	  grans	   fases:	   la	   fase	  d’anàlisi	  d’escena	   i	   la	  fase	  de	  procés	  en	  temps	  real.	  Son	  diferents	  fases	  degut	  a	  que	  en	  la	  fase	  d’anàlisi	  no	   tenim	  cap	   tipus	  d’informació	   i	  hem	  de	   trobar	   coses	  dins	  de	   la	   imatge	   sense	  ajuda	  prèvia	  mentre	  que	  en	  canvi	  en	  la	  fase	  de	  temps	  real,	  que	  es	  la	  més	  crítica	  en	   termes	   d’eficiència,	   conté	   bastant	   informació	   que	   permet	   millorar,	   afegir	  robustesa	  i	  accelerar	  moltíssim	  el	  procés.	  	  	  
3.1	  Fase	  d’anàlisi	  	  La	  fase	  d’anàlisi	  és	  la	  fase	  inicial	  del	  sistema	  de	  visió	  d’aquest	  projecte,	  i	   la	  més	  sensible,	  ja	  que	  si	  per	  alguna	  raó	  falla	  aquesta	  fase,	  la	  resta	  no	  funcionarà	  com	  és	  precís.	  	  En	  aquesta	   fase	  no	  es	  compta	  amb	  informació	  de	  experiències	  prèvies	   i	  s’inicia	  tan	  aviat	  com	  s’inicia	  l’aplicació.	  	  	  La	  fase	  d’anàlisi	  té	  una	  restricció	  moderadament	  forta,	  i	  és	  que	  s’han	  de	  situar	  les	  mans	  una	  a	  cada	  costat	  de	  la	  cara.	  Es	  diu	  moderadament	  forta	  ja	  que	  la	  altura	  en	  la	  que	  se	  situïn	  les	  mans	  és	  indiferent.	  A	  més	  tampoc	  es	  necessari	  que	  només	  es	  mostri	   la	  mà	   i	   la	  cara,	  si	  no	  que	  pot	  aparèixer	  un	  tros	  de	  braç	  en	  el	  cas	  en	  que	  l’usuari	  tingui	  la	  màniga	  de	  la	  seva	  samarreta	  una	  mica	  pujada	  i	  quedi	  a	  la	  vista	  canell	  i	  tros	  de	  braç.	  	  El	  primer	  procés	  d’aquesta	  fase	  és	  l’anàlisi	  de	  fons	  	  	  
3.1.1	  Anàlisi	  de	  fons	  	  La	   detecció	   del	   fons	   es	   fa	   sobretot	   per	   facilitar	   la	   segmentació	   i	   per	   tenir	   una	  coherència	  semàntica,	   ja	  que	  es	  defineix	  com	  a	  usuari	  del	  sistema	  a	  algú	  que	  es	  mogui	   (encara	  que	  sigui	   la	  vibració	   típica	  del	   cos)	   i	   tingui	  pell.	  Algú	  que	   tingui	  pell	  (o	  sigui	  de	  color	  de	  pell)	  i	  no	  es	  mogui,	  no	  és	  un	  usuari	  del	  nostre	  sistema.	  	  Amb	   la	   extracció	   del	   fons,	   que	   es	   basa	   en	   una	   simple	   comparació,	   eliminem	  moltíssimes	  dificultats	  i	  ens	  estalviem	  píxels	  per	  comprovar.	  A	  més,	  permet	  que	  hi	  hagi	  fons	  de	  color	  de	  pell	  mentre	  la	  mà	  no	  hi	  passi	  per	  sobre,	  ja	  que	  en	  aquest	  cas,	  i	  donat	  que	  la	  segmentació	  es	  fa	  per	  color,	  donaria	  resultats	  equivocats.	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Aquest	  procés	  tracta	  de	  separar	  la	  part	  de	  la	  imatge	  que	  és	  immòbil	  (fons)	  de	  la	  part	   que	   és	   mòbil.	   La	   part	   mòbil	   correspon	   a	   la	   persona	   que	   està	   davant	   del	  dispositiu	   Android	   i	   que	   per	   tant	   serà	   la	   persona	   que	   assumeixi	   el	   control	   de	  l’aplicació.	  	  En	  aquesta	  aplicació,	   i	   encara	  que	  el	  procés	  és	  més	   complicat,	   	   no	  es	  pren	  una	  imatge	   del	   fons	   sense	   l’individu,	   cosa	   que	   complica	   bastant	   les	   coses	   ja	   que,	   a	  priori,	  no	  sabem	  què	  és	  fons	  i	  què	  no.	  	  En	  el	  cas	  en	  que	  tinguéssim	  una	  imatge	  inicial	  del	  fons,	  l’únic	  procés	  que	  s’hauria	  d’efectuar	  per	  a	  separar	  fons	  i	  individu	  és	  una	  imatge	  diferència.	  En	  aquest	  cas,	  però,	  haurem	  de	  determinar	  el	   fons	  amb	  un	  algoritme	  dedicat	  a	  aquest	  procés.	  	  	  L’algoritme	  que	  hem	  seguit	  per	  a	  analitzar	  el	  fons	  de	  pantalla	  és	  el	  següent.	  	  En	  primera	  instància,	  i	  durant	  aproximadament	  3	  segons	  (suposant	  una	  velocitat	  de	   refresc	   de	   10	   fps,	   que	   és	   el	   que	   obtenim	   en	   aquesta	   fase),	   es	   prenen	   10	  imatges,	  és	  a	  dir,	  una	  imatge	  cada	  0,3	  segons.	  	  S’ha	  decidit	  usar	  aquesta	  proporció	  ja	  que,	  degut	  a	  que	  el	  que	  intentem	  detectar	  és	  moviment,	  ens	  interessa	  que	  el	  cos	  es	  mogui	  una	  mica.	  	  Aquest	  moviment	  no	  ve	  de	   cap	  acció	  que	   l’usuari	  hagi	  de	   realitzar,	   sinó	  que	   la	  vibració	   del	   cos	   fa	   que	   la	   imatge	   sigui	   diferent	   encara	   que	   l’usuari	   tingui	   la	  sensació	  de	  que	  no	  es	  mou.	  	  Encara	   i	   així	   s’aconsella	   que	   si	   la	   resolució	   del	   dispositiu	   no	   és	   gaire	   bona,	  l’usuari	  es	  mogui	  molt	  lleugerament	  per	  tal	  d’artificialment	  canviar	  la	  imatge.	  	  	  En	  aquest	  projecte	  s’ha	  utilitzat	  una	  resolució	  de	  800x480	  píxels	  en	  ordinador	  i	  de	  640x480	  en	  mòbil,	   que	   ja	   és	   suficient	  per	  no	  haver	  de	   fer	  moure	  a	   l’usuari.	  Donat	   a	   que	   el	   palmell	   de	   la	  mà	   és	   bastant	   regular,	   s’aconsella	   que	   s’obri	   i	   es	  tanqui	  la	  mà	  per	  a	  assegurar-­‐se	  que	  la	  detecció	  de	  la	  mà	  no	  falli	  mai,	  encara	  que	  ja	  s’apliquen	  processos	  per	  augmentar	  la	  robustesa	  d’aquest	  procés.	  	  	  L’esquema	  de	  l’anàlisi	  del	  fons	  de	  pantalla	  és	  el	  següent:	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Figura	  4:	  Esquema	  del	  procés	  d’anàlisi	  de	  fons	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Un	  cop	  hem	  capturat	  aquestes	  10	  imatges,	  s’inicia	  el	  procés	  de	  filtre	  de	  mitjana.	  Aquest	   algoritme	  ha	   sigut	   l’escollit	   per	   a	   realitzar	   l’anàlisi	   del	   fons	   de	   pantalla	  degut	  a	  la	  seva	  senzillesa	  i	  a	  la	  seva	  eficiència.	  	  L’algoritme	  consisteix	  en	  realitzar	  una	  mitjana	  de	   les	   imatges	  que	  hem	  pres.	  La	  mitjana	  que	  utilitzarem	  no	  és	  res	  més	  que	  la	  suma	  de	  les	  10	  matrius	  (imatges)	  i	  una	  divisió	  per	  10.	  Un	  cop	  tenim	  aquest	  procés	  acabat,	  tenim	  una	  matriu	  o	  imatge	  amb	  la	  “mitjana”	  del	  que	  ha	  passat	  durant	  el	  procés.	  Per	  tant,	  si	  hi	  ha	  alguna	  cosa	  que	  s’ha	  mogut	  veurem	  moviment	   i	  si	  ha	  alguna	  cosa	  que	  no	  s’ha	  mogut	   la	  veurem	  exactament	  igual	  que	  la	  vèiem	  anteriorment	  i,	  per	  tant,	  la	  mitjana	  i	  qualsevol	  de	  les	  imatges	  coincidiran.	  	  	  	  L’esquema	  d’aquest	  procés	  és	  el	  següent:	  	  
	  	  Figura	  5:	  Esquema	  del	  procés	  de	  filtre	  de	  mitjana	  	  	  	  Per	   a	   realitzar	   l’anàlisi	   amb	   la	   imatge	   original	   farem	   una	   comparació	   amb	   un	  llindar	  amb	  les	  dues	  imatges.	  És	  a	  dir,	  si	  la	  diferència	  entre	  la	  imatge	  original	  i	  la	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imatge	  mitjana	  és	  major	  d’un	  cert	  llindar,	  que	  és	  bastant	  petit	  (un	  valor	  de	  35	  en	  la	   diferència	   entre	   la	   suma	   de	   les	   diferències	   de	   RGB	   amb	   8	   bits	   de	  representació),	  llavors	  és	  considera	  que	  hi	  ha	  hagut	  moviment.	  	  Escrit	  en	  forma	  de	  funció	  quedaria	  així:	  	   𝑓 𝑝 =    1, 𝑠𝑖   𝑓!"(𝑝)−   𝑓!" 𝑝   > 𝑡ℎ𝑟𝑒𝑠ℎ0,𝑎𝑙𝑡𝑟𝑎𝑚𝑒𝑛𝑡                                                                          	  	   Figura	  6:	  Funció	  de	  filtre	  pel	  Background	  Substraction	  	  	  on	  𝑓!"(𝑝)	  és	  el	  valor	  del	  píxel	  p	  en	  la	  imatge	  original	  i	    𝑓!" 𝑝 	  és	  el	  valor	  del	  píxel	  p	  en	  la	  imatge	  mitjana.	  En	  cas	  contrari,	  s’interpreta	  que	  no	  hi	  ha	  hagut	  moviment	  i	  el	  píxel	  s’interpreta	  com	  si	  fos	  part	  del	  fons.	  	  Un	  exemple	  del	  resultat	  obtingut	  és	  el	  següent:	  	  
	  Figura	  7:	  Última	  imatge	  de	  la	  seqüència	  de	  10	  en	  el	  procés	  de	  Background	  Substraction	  
	  Figura	  8:Mitjana	  d’imatges	  en	  el	  procés	  de	  Background	  Substraction	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  Figura	  9:	  En	  color,	  fons	  detectat	  i	  en	  negre	  el	  que	  és	  usuari	  	  	  La	  part	  negra	  correspon	  a	  les	  parts	  en	  què	  s’ha	  detectat	  moviment,	  mentre	  que	  les	  parts	  amb	  colors	  correspon	  amb	  el	  fons	  de	  pantalla.	  	  	  En	   les	   figures	   6,	   7	   i	   8	   es	   pot	   veure	   un	   exemple	   del	   funcionament	   d’aquest	  algoritme,	  i	  es	  pot	  comprovar	  visualment	  que	  l’algoritme	  funciona	  bé.	  En	  aquest	  cas,	   i	   com	   és	   natural,	   també	   es	   detecta	   que	   la	   roba	   té	   un	   moviment,	   i	   no	  s’interpreta	  com	  a	  fons.	  	  	  Determinar	   correctament	   el	   fons	   és	   un	   procés	   crític	   per	   a	   aquest	   sistema,	   així	  que	  s’ha	  fet	  un	  expand	  de	  la	  imatge.	  Aquest	  procés	  consisteix	  en	  2	  processos:	  	   -­‐ Erode:	  Erosionar	  la	  imatge	  per	  a	  eliminar	  soroll.	  -­‐ Dilate:	  Fer	  la	  imatge	  més	  gran	  per	  a	  contrarestar	  el	  que	  s’ha	  eliminat	  amb	  	  	  l’erode.	  	  	  Aquest	  procés	  ens	  permet	  solucionar	  un	  problema	  típic	  d’aquests	  algoritmes	  que	  es	  basen	  en	  mitjanes	  i	  restes,	  i	  és	  que	  els	  vèrtexs	  i	  els	  contorns	  dels	  objectes	  es	  capten	  diferent,	  ja	  que	  la	  llum	  pot	  incidir	  d’una	  forma	  diferent	  en	  aquestes	  parts.	  	  	  Això	  es	  comprova	  molt	  fàcilment	  si	  prenem	  2	  imatges	  diferents	  en	  un	  espai	  molt	  reduït	  de	  temps	  i	  calculem	  la	  imatge	  diferència.	  El	  resultat	  que	  obtindrem	  seran	  els	  contorns	  de	  la	  imatge.	  	  Com	  a	  part	  dolenta	  d’aquest	  procés,	  tenim	  que	  la	  imatge	  a	  causa	  d’aquest	  procés	  queda	   una	   mica	   alterada	   en	   la	   seva	   forma,	   ja	   que	   experimenta	   una	   espècie	  d’arrodoniment.	  	  Encara	  i	  així,	  aquesta	  conseqüència	  no	  té	  major	  rellevància	  en	  el	  procés	  i	  es	  pot	  continuar	  operant	  sense	  fer	  cap	  procés	  auxiliar.	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  A	  més,	  i	  donat	  que	  com	  hem	  comentat	  abans	  hi	  han	  parts	  de	  la	  imatge	  que	  donat	  que	  són	  homogènies	  és	  possible	  que	  encara	  que	  es	  moguin	  no	  es	  detectin	  com	  a	  mogudes	   (palmells	   de	   les	   mans	   i	   parts	   de	   l’avantbraç),	   	   hem	   de	   omplir	   els	  possibles	  forats	  que	  quedin	  a	  la	  imatge.	  	  	  Aquest	  post	  procés	   és	  molt	   important	   ja	  que	   la	   fase	   inicial	   es	   crítica,	   ja	   que	   és	  aquella	  que	  proveeix	  de	  la	  font	  d’informació	  que	  s’utilitzarà	  durant	  tot	  el	  procés	  posterior.	  	  	  Com	  hem	  dit	   abans,	   l’usuari	  de	   la	   interfície	  ha	   estat	   en	   tot	  moment	  davant	  del	  sistema,	  pel	  que	  no	  tenim	  informació	  addicional	  del	  fons	  a	  priori.	  	  Aquest	  algoritme	  per	  tant	  permet	  deduir	  un	  fons	  estàtic	  a	  partir	  d’una	  seqüència	  d’imatges	  d’una	  manera	  molt	  senzilla	  i	  ràpida.	  	  Aquest	   procés	   es	   pot	   continuar	   fins	   a	   tenir	   el	   fons	   complet,	   però	   ja	   no	   és	  necessari.	   	  No	  és	  necessari	  degut	  a	  que	  si	  hi	  es	  detecta	  que	  el	  que	  abans	  no	  era	  fons	  (zona	  negra)	  ha	  canviat,	  només	  hi	  poden	  haver	  2	  possibilitats:	  	  -­‐	  La	  zona	  té	  color	  de	  pell	  	  Això	  es	  pot	  donar	  en	  el	  cas	  en	  que	  la	  part	  de	  	  darrere	  de	  l’usuari	  tingui	  color	  de	  pell	  (porta	  de	  fusta,	  per	  exemple)	  o	  que	  en	  la	  zona	  hi	  aparegui	  una	  mà	  o	  braç	  on	  abans	  hi	  havia	  roba.	  	  Donat	   que	   a	   priori	   no	   es	   pot	   saber	   què	   ha	   passat	   exactament,	   trobem	   una	  restricció	  en	  el	  sistema,	  i	  és	  que	  donat	  que	  la	  segmentació	  es	  fa	  per	  color	  de	  pell,	  el	  fons	  de	  pantalla	  no	  pot	  ser	  de	  fusta	  o	  algun	  color	  que	  pugui	  ser	  interpretat	  com	  a	  pell.	  Aquesta	  restricció	  només	  s’aplica	  a	   les	  zones	  per	   les	  que	  passa	  la	  mà,	  en	  cas	  contrari	  no	  hi	  hauria	  cap	  problema.	  Per	   tant,	   l’únic	   cas	   possible	   que	   no	   viola	   la	   restricció	   és	   que	   la	   mà	   fos	  efectivament	   el	   que	   ha	   ocupat	   aquest	   espai.	   La	   mà,	   per	   tant,	   no	   és	   fons	   de	  pantalla	  i	  no	  s’actualitza	  el	  fons.	  	  -­‐	  La	  zona	  no	  té	  color	  de	  pell	  	  En	  aquest	  cas,	  hem	  descobert	  un	  nou	  tros	  de	  fons	  de	  pantalla,	  però	  si	  no	  té	  color	  de	  pell,	  no	  s’arribarà	  a	  analitzar	  mai	  com	  a	  potencial	  mà,	  així	  que	  no	  guanyem	  res	  si	  el	  tros	  en	  qüestió	  és	  negre	  (no	  s’analitza)	  o	  un	  altre	  color	  que	  no	  s’analitza.	  Per	  això,	  encara	  que	  actualitzem	  el	  fons	  no	  guanyarem	  en	  rapidesa	  de	  procés.	  	  	  	  Per	   últim	   i	   per	   finalitzar	   amb	   el	   bloc	   de	   l’anàlisi	   del	   fons,	   farem	   un	   petit	  raonament	  del	  cost	  computacional	  de	  l’algoritme.	  El	   cost	   de	   efectuar	   la	   mitjana,	   la	   divisió	   i	   la	   comparació	   és	   lineal	   respecte	   al	  número	  de	  píxels	  de	  la	  imatge.	  Els	   tractaments	   posteriors	   (erosió,	   dilatació	   i	   posterior	   ompliment	   de	   forats)	  també	  tenen	  cost	  lineal,	  per	  tant,	  la	  complexitat	  d’aquest	  procés	  és	  Θ(k·n) on	  	  n	  és	   el	  nombre	  de	  píxels	  de	   la	   imatge i	   k	   és	   la	  mida	  dels	   filtres	  que	   s’usen	  en	   la	  dilatació	  i	  la	  erosió.	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3.1.2	  Filtre	  de	  pell	  	  El	  filtre	  de	  pell	  està	  basat	  en	  el	  color	  de	  la	  pell,	  per	  tant	  caldrà	  fer	  un	  anàlisi	  previ	  de	  les	  característiques	  de	  la	  pell	  abans	  d’implementar	  el	  filtre.	  	  Donat	   que	   no	   volem	   que	   l’algoritme	   estigui	   entrenat	   en	   la	   pell	   d’una	   persona,	  s’han	  agafat	  diverses	  mans	  de	  la	  xarxa	  per	  tal	  de	  fer	  l’algoritme	  el	  més	  universal	  possible	  i	  no	  entrenar	  el	  sistema	  amb	  només	  un	  tipus	  de	  pell.	  	  Per	  tenir	  un	  bon	  sistema	  de	  reconeixement	  de	  pell	  s’ha	  utilitzat	  la	  representació	  RGB	  i	  la	  representació	  HSV	  i	  s’ha	  fet	  una	  comparació	  entre	  aquests	  dos	  mètodes.	  	  Per	   a	   realitzar	   l’estudi,	   s’han	   agafat	   mans	   amb	   fons	   negre	   i	   se	   n’ha	   fet	   un	  
histograma	  del	  quocient	  R/G	   	  en	  el	  cas	  de	  RGB	  i	  un	  histograma	  convencional	  en	  el	  cas	  de	  HSV	  per	  saber	  el	  color	  de	  la	  pell	  i	  veure	  la	  distribució	  que	  segueix	  per	  treure	  d’aquí	  un	  patró.	  	  Durant	  aquesta	  prova	  s’han	  separat	   les	  mans	  obertes	  de	   les	  mans	  tancades	  per	  trobar	   si	   hi	   ha	   alguna	   diferència	   i	   la	   distribució	   del	   color	   ens	   permet	   obtenir	  alguna	  informació	  extra.	  	  Les	  imatges	  utilitzades	  per	  tant	  son	  les	  següents:	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   Figura	  10:	  Mans	  obertes	  amb	  fons	  negre	  	  	  	  Les	  imatges	  de	  	  mans	  tancades	  que	  s’han	  utilitzat	  són	  les	  següents:	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   Figura	  11:	  Mans	  tancades	  amb	  fons	  negre	  	  Donat	  que	  se	  sabíem	  a	  través	  de	  la	  bibliografia	  que	  la	  característica	  que	  permet	  fer	   el	   filtre	  de	  pell	   és	   el	   quocient	   vermell	   entre	   verd,	   l’histograma	  que	   veurem	  resultant	  de	  la	  representació	  de	  RGB	  és	  l’histograma	  del	  quocient.	  De	  la	  mateixa	  manera,	   i	   per	   veure	   en	   més	   detall,	   hem	   fet	   un	   zoom	   a	   l’histograma	   de	   1000	  augments	  per	  veure	  més	  clarament	  les	  diferències	  que	  hi	  han	  i	  tenir	  una	  major	  quantitat	  d’informació	  a	  l’hora	  de	  decidir	  què	  és	  pell	  i	  què	  no.	  	  L’histograma	  RGB	  de	  les	  mans	  obertes	  és	  el	  següent:	  	  	  	  En	  el	  gràfic	  es	  pot	  veure	  que	  comença	  a	  pujar	  a	  partir	  de	  1,15	  i	  un	  cop	  passat	  de	  1,5	  ja	  no	  hi	  ha	  pràcticament	  cap	  píxel.	  	  El	  major	  pic	  està	  a	  1,3,	  el	  que	  vol	  dir	  que	   la	  majoria	  de	  píxel	  de	  pell	   tenen	  una	  proporció	  de	  1,3	  vegades	  la	  seva	  quantitat	  de	  verd.	  	  Els	  píxels	  del	   fons	  (estarien	  a	   la	  franja	  del	  0)	  han	  sigut	  eliminats	  per	  tal	  de	  que	  l’anàlisi	  sigui	  més	  clar	  i	  que	  la	  franja	  de	  zeros	  no	  ens	  faci	  confondre	  i	  ens	  allunyi	  de	  les	  dates	  que	  realment	  interessen.	  	  També	  es	  presenta	   el	   gràfic	  de	   l’histograma	  en	  HSV.	  En	  aquest	   cas	  només	   s’ha	  analitzat	  la	  component	  H,	  que	  és	  la	  que	  dóna	  el	  color.	  El	  gràfic	  està	  expressat	  en	  graus,	  per	  tant,	  va	  dels	  0º	  al	  360º.	  El	  resultat	  és	  el	  següent:	  	  	  	  	  	  Figura	  12:	  Histograma	  de	  la	  proporció	  R/G	  de	  les	  mans	  obertes	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  Figura	  13:	  Histograma	  de	  color	  de	  les	  mans	  obertes	  en	  H	  	  Com	  es	  pot	  veure	  la	  majoria	  dels	  píxels	  cauen	  a	  la	  franja	  dels	  60º,	  que	  correspon	  a	  la	  zona	  dels	  vermells	  i	  grocs,	  però	  també	  veiem	  una	  franja	  prop	  dels	  120º	  que	  correspon	   als	   verds.	   Aquest	   pic	   pot	   ser	   degut	   a	   que	   si	   la	   imatge	   té	   poca	  il·luminació	  i	  a	  que	  els	  contorns	  tapats	  com	  a	  ombres	  tenen	  molt	  poca	  llum	  o	  son	  inclús	  negres,	  coses	  que	  poden	  fer	  que	  els	  colors	  siguin	  pràcticament	  aleatoris.	  	  Portats	   per	   aquest	   raonament,	   es	   pot	   arribar	   fàcilment	   a	   la	   conclusió	   de	   que	  aquests	  píxels	  corresponen	  a	  oclusions	   i	  al	   fons	  que,	  en	  aquest	  cas,	  no	  ha	  sigut	  extret.	  Per	  tant,	  les	  úniques	  dades	  que	  s’han	  de	  tenir	  en	  compte	  són	  les	  que	  corresponen	  al	  pic	  de	  60º	  corresponen	  als	  colors	  vermellosos	  i	  groguencs.	  	  De	  moment	   sembla	  més	   fiable	   utilitzar	   el	   filtre	   de	   colors	   en	  RGB	   ja	   que	   veiem	  clarament	  el	  rang	  en	  el	  color	  de	  pell,	  mentre	  que	  a	   la	  distribució	  HSV	  veiem	  un	  pic	   que	   és	   més	   difícil	   d’explicar	   i	   que	   eventualment	   pot	   portar	   a	   confusions	   i	  problemes.	  	  	  Veurem	  a	  continuació	  els	  gràfics	  corresponents	  a	  les	  mans	  tancades.	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  Figura	  14:	  Histograma	  de	  la	  proporció	  R/G	  de	  les	  mans	  tancades	  	  	  Com	  es	  pot	  veure	  en	  aquest	  gràfic,	  el	  gràfic	  és	  molt	  similar	  al	  de	  la	  figura	  10,	  cosa	  que	   confirma	   la	   hipòtesis	   de	  que	   la	   proporció	   vermell/verd	   és	  un	  distintiu	  del	  color	  de	  la	  mà	  i	  que	  per	  tant	  es	  pot	  utilitzar	  en	  la	  identificació	  de	  la	  pell.	  Obtenim	  resultats	  similars,	  ja	  que	  obtenim	  un	  pic	  en	  el	  1,3	  (recordem	  que	  hem	  de	  dividir	  l’escala	  entre	  1000).	  	  	  Comprovarem	  ara	  la	  gràfica	  HSV	  de	  les	  mans	  tancades:	  
	  Figura	  15:	  Histograma	  de	  color	  de	  les	  mans	  tancades	  en	  H	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Com	   en	   el	   cas	   anterior,	   	   la	   gràfica	   HSV	   també	   mostra	   un	   pic	   que	   sembla	  inexplicable	   en	   els	   120º.	   Aquest	   pic,	   com	   hem	   explicat	   abans	   correspon	   a	  oclusions	   i	   al	   fons	   negre,	   però	   el	   comportament	   és	   exactament	   com	   l’anterior	  gràfic	  HSV	  (figura	  11).	  	  Ambdues	   gràfiques	   són	   similars	   en	   les	   mans	   obertes	   o	   les	   mans	   tancades	   i	  semblen	  totalment	  vàlides	  per	  elaborar	  el	  filtre	  de	  pell.	  	  	  Encara	   i	   així,	   empíricament,	   hem	   comprovat	   que	   el	   filtre	   RGB	   té	   un	  comportament	  més	  robust	  en	  les	  condicions	  amb	  que	  la	  llum	  no	  és	  tan	  bona,	  ja	  que	  el	  HSV	  amb	  poca	  il·luminació	  té	  un	  comportament	  més	  irregular	  en	  quant	  al	  càlcul	  de	  l’angle.	  	  	  Donat	  que	  si	  el	  filtre	  en	  RGB	  es	  molt	  proper	  a	  1	  s’inclouen	  blancs	  i	  negres	  i	  no	  ens	  interessa,	  hem	  posat	  el	  filtre	  en	  1.25	  (abans	  del	  pic)	  com	  a	  rang	  inferior	  i	  a	  3	  com	  a	   rang	   superior.	   La	   decisió	   de	   posar	   3	   com	   a	   rang	   superior	   ve	   de	   proves	  empíriques	  amb	  situacions	  adverses	  de	  il·luminació,	  ja	  que	  per	  a	  que	  una	  imatge	  es	  vegi	  vermellosa	  en	  situacions	  de	  poca	  il·luminació	  ha	  de	  tenir	  una	  component	  vermella	  més	  forta.	  	  	  Aplicant	  aquest	  filtre,	  el	  resultat	  és	  el	  següent:	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  Figura	  16:	  Resultats	  del	  filtre	  de	  pell	  en	  mans	  obertes	  i	  tancades	  	  	  Les	   imatges	  responen	  molt	  bé	  al	   filtre	  de	  pell	  aplicat,	   fallant	  només	  en	  algunes	  oclusions	  de	  les	  mans	  i	  zones	  molt	  fosques.	  Això	  és	  degut	  a	  que	  quant	  més	  fosca	  és	   la	   zona,	  més	  petita	   és	   la	   diferència	   i	   tots	   els	   números	   tendeixen	   a	  0.	   És	  per	  aquesta	   raó	   que	   les	   oclusions	   en	   aquesta	   aplicació	   són	   un	   problema	   ja	   que	   al	  tenir	   una	   detecció	   per	   color,	   si	   la	   il·luminació	   no	   és	   suficientment	   bona,	   es	  captaran	  zones	  de	  pell	  com	  a	  zones	  negres	  i	  no	  es	  detectaran	  com	  a	  pell.	  	  El	  mateix	  passa	  amb	  el	  cas	  contrari,	  en	  que	  la	  llum	  incideixi	  directament	  sobre	  la	  pell	  i	  es	  vegi	  totalment	  blanca.	  En	  aquest	  cas	  la	  pell	  tampoc	  serà	  detectada	  com	  a	  pell	  pel	  sistema.	  	  	  Fer	  la	  detecció	  per	  color	  de	  pell,	  encara	  que	  és	  àmpliament	  utilitzat	  i	  molt	  ràpid,	  és	  lleugerament	  depenent	  de	  la	  càmera	  que	  s’utilitzi	  per	  a	  prendre	  les	  imatges	  i	  pot	  requerir	  un	  lleuger	  ajust	  degut	  al	  tipus	  de	  càmera	  que	  s’utilitzi.	  	  Hi	  ha	  càmeres	  en	  que	  la	  imatge	  es	  veu	  més	  vermella	  i	  per	  tant	  s’ha	  de	  reajustar	  el	  sistema	  depenent	  del	  sensor	  de	  la	  càmera	  que	  s’utilitzi.	  	  Per	  últim,	  farem	  una	  petita	  reflexió	  del	  cost	  computacional	  de	  fer	  la	  segmentació	  basada	  en	  el	  color	  de	  pell.	  	  Per	  a	  cada	  píxel	  de	  la	  imatge	  que	  no	  és	  fons	  (que	  ja	  hem	  eliminat),	  hem	  d’efectuar	  una	  divisió	  per	   saber	   la	  proporció	  de	   vermell/verd	  que	   té	   el	   píxel	   i	   un	   cop	   fet	  això	  mirar	   si	   està	   dins	   del	   rang	   indicat	   com	   a	   pell.	   Donat	   que	   només	   hem	   de	  recórrer	  la	  imatge	  un	  cop	  per	  fer	  aquest	  procés,	  la	  complexitat	  d’aquest	  procés	  és	  
Θ(n) on	  	  n	  és	  el	  nombre	  de	  píxels	  de	  la	  imatge	  que	  no	  s’han	  detectat	  com	  a	  fons. 	  	  
3.1.3	  Detecció	  inicial	  de	  mans	  	  Aquest	  procés	  és	  aquell	  que	  permet	  identificar	  on	  són	  les	  mans	  en	  una	  escena	  en	  la	  que	  ja	  tenim	  el	  fons	  eliminat	  i	  la	  pell	  segmentada.	  	  Per	  tant,	  només	  tenim	  en	  la	  imatge	  la	  pell	  que	  es	  mou	  (per	  tant,	  la	  pell	  de	  l’usuari	  de	  l’aplicació).	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Aquest	  procés	  pot	  ser	  molt	  llarg	  i	  complex,	  ja	  que	  entrem	  en	  el	  reconeixement	  de	  patrons	  de	  una	  imatge	  complexa,	  ja	  que	  es	  pot	  mostrar	  amb	  i	  sense	  un	  braç,	  amb	  una	  rotació	  determinada,	  etc.	  Per	   tant,	   a	   priori,	   aquest	   problema	   és	   molt	   difícil	   d’afrontar	   i	   amb	   el	   qual	  podríem	  elaborar	  diversos	  projectes	  de	  investigació	  només	  amb	  aquest	  tema.	  De	  fet,	  s’han	  consultat	  diverses	  articles	  de	   investigació	  sobre	  el	   tema	  que	  realitzen	  processos	   molt	   complexos	   amb	   temps	   d’execucions	   més	   alts	   i	   que	   no	   són	  compatibles	  amb	  el	  temps	  real	  en	  un	  dispositiu	  mòbil	  	  Aquest	  procés,	  encara	  que	  és	  complex	  només	  s’ha	  d’executar	  un	  únic	  cop,	  ja	  que	  a	  continuació,	  en	  la	  etapa	  de	  temps	  real	  ja	  tindrem	  les	  mans	  localitzades	  i	  només	  s’ha	   de	  mirar	   en	   una	   àrea	   relativament	   petita	   on	   són	   les	  mans	   de	   l’usuari	   per	  saber	  com	  ha	  canviat	  la	  seva	  ubicació.	  	  Per	  afrontar	  aquest	  problema,	  s’ha	  optat	  per	  incloure	  una	  posició	  inicial	  per	  tal	  de	  simplificar	  un	  problema	  molt	  complex	  a	  un	  problema	  trivial.	  La	  posició	  inicial	  consistirà	  en	  tenir	  les	  mans	  una	  a	  cada	  costat	  del	  cap.	  D’aquesta	  manera,	  el	  cap	  queda	  al	  mig.	  	  La	  posició	  inicial	  (havent	  eliminat	  el	  fons	  i	  fent	  una	  segmentació	  de	  pell)	  serà	  la	  següent:	  	  
	  Figura	  17:	  Posició	  inicial	  de	  la	  aplicació	  amb	  el	  fons	  segmentat	  	  Aquesta	   imatge	   és	   una	   de	   les	   més	   complexes	   que	   podem	   trobar	   en	   el	   nostre	  sistema,	   ja	  que	  té	  una	   il·luminació	  bastant	  pobre,	   l’usuari	   té	  complements	  a	   les	  mans	  (rellotge	  en	  aquest	  cas)	  	  i	  té	  el	  braç	  a	  la	  vista	  (pell).	  	  Això	  fa	  que	  el	  braç	  es	  detecti	  com	  a	  moviment,	   i	  degut	  que	  el	  té	  al	  descobert	  es	  detecta	  el	  color	  de	  pell.	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  Llavors	   el	   que	   farem	   és	   detectar	   els	   3	   trossos	   que	   tinguin	   una	   àrea	  més	   gran.	  Aquests	  trossos	  corresponen	  a	  cap	  i	  mans	  (braços	  inclosos).	  	  Llavors,	  l’únic	  que	  hem	  de	  fer	  és	  analitzar	  la	  posició	  relativa	  d’aquests	  objectes.	  	  Com	   es	   pot	   veure	   a	   la	   imatge,	   en	   la	   que	   hem	   mostrat	   les	   coordenades	   dels	  centres	  de	  masses	  dels	  trossos,	  el	  centre	  de	  masses	  del	  cap	  està	  en	  mig	  del	  centre	  de	  masses	  de	  la	  mà	  esquerra	  i	  del	  centre	  de	  masses	  de	  la	  mà	  dreta.	  	  	  El	  centre	  de	  masses	  pot	  semblar	  un	  bon	  indicador	  en	  el	  cas	  anterior,	  però	  en	  la	  següent	  imatge	  un	  cas	  en	  que	  la	  imatge	  no	  és	  del	  tot	  fiable	  i	  que	  ens	  portaria	  a	  un	  error	  important.	  	  
	  Figura	  18:	  Imatge	  d’usuari	  amb	  fons	  segmentat	  i	  centres	  de	  masses	  	  En	  aquest	  cas,	  l’usuari	  ha	  mantingut	  la	  cara	  totalment	  immòbil	  (es	  veu	  moviment	  en	  els	  ulls	  com	  a	  resultat	  de	  parpellejar	  una	  mica,	  com	  és	  natural).	  	  En	   aquest	   cas	   la	   roba	   de	   l’usuari	   ha	   sigut	   escollida	   expressament	   per	   donar	  problemes,	   ja	  que	  es	  vermella	  per	  tal	  de	  que	  es	  detectés	  com	  a	  pell	  al	   incidir	   la	  llum	  en	  ella.	  	  	  Com	  es	  pot	  veure,	  el	  centre	  de	  masses	  en	  aquest	  cas,	  el	  centre	  de	  masses	  del	  mig	  és	   la	  mà	  dreta.	  Això	  hauria	   significat	   un	  problema	   important,	   ja	   que	   la	   fase	  de	  temps	  real,	  com	  hem	  explicat	  abans,	  depèn	  de	  la	  fase	  d’anàlisis.	  	  	  És	   per	   aquesta	   raó	   que	   hem	   de	   buscar	   un	   altre	   indicador.	   Es	   pot	   deduir	  molt	  fàcilment,	   ja	  que	  només	  hem	  de	  mirar	  on	  comença	  cada	  part.	   Si	   es	   compleix	   la	  restricció	  de	  la	  posició	  inicial,	  sabrem	  que	  la	  mà	  esquerra	  comença	  a	  l’esquerra	  del	  cap	  i	  que	  la	  mà	  dreta	  comença	  a	  la	  dreta	  del	  cap.	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  Per	  tant,	  només	  haurem	  de	  mirar	  la	  posició	  en	  l’eix	  X	  (horitzontal)	  i	  mirar	  quin	  dels	  trossos	  té	  la	  mínima	  X	  al	  mig	  de	  les	  altres	  dues	  X	  mínimes.	  Un	  cop	  haguem	  identificat	  aquest	  tros,	  aquest	  serà	  identificat	  com	  a	  cap	  i	  per	  tant	  els	  altres	  dos	  trossos	  seran	  identificats	  com	  a	  mà	  (o	  braç).	  	  El	  problema	  de	  saber	  distingir	  entre	  braç	  i	  mà	  s’afrontarà	  després	  un	  cop	  s’hagi	  de	  reconèixer	  el	  gest.	  	  El	  cost	  computacional	  de	  la	  detecció	  és	  pràcticament	  0,	  ja	  que	  només	  hem	  de	  fer	  un	  parell	  de	  comparacions	  entre	  enters,	  així	  que	  aquesta	  operació	  que	  a	  priori	  es	  presentava	   molt	   complexa	   y	   amb	   un	   cost	   computacional	   molt	   gran,	   amb	   una	  petita	  restricció	  ha	  passat	  a	  ser	  trivial	  i	  sense	  cost	  computacional.	  	  	  
3.1.4	  Detecció	  de	  canell	  	  Encara	   que	   hi	   han	   moltíssimes	   tècniques	   per	   a	   la	   detecció	   del	   gest	   de	   la	   mà,	  normalment	  s’utilitzen	  en	  ambients	  controlats,	  on	  el	  gest	  de	  la	  mà	  és	  bastant	  clar	  o	   en	   ambients	   on	   el	   temps	   de	   computació	   no	   és	   crític	   i	   es	   poden	   elaborar	  processos	  molt	  costosos.	  	  	  En	   aquest	   cas,	   tenim	   dificultats	   afegides	   com	   que	   no	   sabem	   si	   la	   imatge	   ens	  ensenya	   un	   braç	   i	   una	   mà	   o	   només	   una	   mà.	   A	   més,	   com	   hem	   vist	   abans	   la	  segmentació	  és	  bona	  en	  casos	  en	  que	  la	  il·luminació	  sigui	  decent,	  però	  donat	  que	  el	  projecte	  s’ha	  pensat	  per	  ambients	  complexos	  amb	  il·luminació	  no	  controlada	  per	   tal	   de	   simular	   un	   espai	   real,	   no	   es	   pot	   pressuposar	   que	   la	   segmentació	   és	  perfecte,	  sinó	  que	  pot	  contenir	  errors.	  	  Aquests	   errors	   en	   molts	   casos	   no	   es	   corregiran	   degut	   a	   que	   els	   costos	  computacionals	  associats	  són	  massa	  alts	  com	  per	  a	  un	  sistema	  en	  temps	  real	  en	  un	  dispositiu	  de	  baixes	  prestacions.	  	  	  És	  per	  aquesta	  raó	  que	  s’ha	  de	  trobar	  un	  sistema	  lo	  suficientment	  robust	  com	  per	  aguantar	  problemes	  de	  segmentació	  i	  que	  sigui	  capaç	  de	  discernir	  si	  hi	  ha	  braç	  o	  no	  n’hi	  ha.	  	  	  Com	  a	  dificultat	  extra,	  s’ha	  d’afegir	  que	  aquest	  procés	  ha	  de	  funcionar	  tant	  si	   la	  mà	  està	  en	  horitzontal	  com	  en	  vertical	  o	  en	  qualsevol	  posició	  entre	  0	  i	  180º.	  Això	  és	  perquè	  el	  sistema	  ha	  de	  ser	  suficientment	  bo	  com	  per	  a	  no	  limitar	  a	  l’usuari	  i	  que	  li	  sigui	  més	  còmode	  la	  interacció.	  	  S’ha	  decidit	   entre	   0º	   i	   180º	   ja	   que	   se	   suposa	  que	   l’usuari	   no	  posarà	   la	  ma	   cap	  avall	  estant	  ell	  en	  posició	  vertical,	  ja	  que	  es	  considera	  que	  és	  molt	  incòmode	  i	  no	  és	  natural.	  	  El	  primer	  pas	  que	  semblava	  lògic	  per	  començar	  amb	  el	  reconeixement	  del	  gest	  de	  la	  mà	  era	  veure	  si	  hi	  havia	  o	  no	  algun	  tros	  de	  braç.	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Per	  això	  es	  van	  implementar	  diversos	  diferents	  detectors	  de	  canells	  per	  a	  acotar	  el	   que	   era	  mà	   i	   el	   que	   no,	   i	   un	   cop	   sabent	   on	   estava	   la	  mà,	   decidir	  mitjançant	  diverses	  propietats	  l’estat	  de	  la	  mà.	  	  	  Per	  a	  aquest	  projecte	  s’han	  implementat	  3	  detectors	  de	  canells:	  -­‐ Un	  basat	  en	  la	  derivada	  de	  l’histograma	  d’àrea.	  -­‐ Un	  basat	  en	  la	  derivada	  amb	  un	  operador	  de	  l’histograma	  d’àrea.	  -­‐ Un	  basat	  en	  punts	  singulars,	  en	  concret,	  del	  punt	  més	  ample	  de	  la	  mà.	  	  	  En	   els	   tres	   casos	   s’ha	   treballat	   sobre	   una	   projecció	   de	   les	   dades	   per	   tal	   de	   fer	  l’algoritme	  invariable	  a	  la	  rotació	  de	  la	  mà.	  El	  càlcul	  i	  el	  desenvolupament	  de	  la	  projecció	  es	  troba	  a	  l’annex	  1.	  	  Tots	   aquests	   algoritmes	   van	   ser	   provats	   amb	   la	   premissa	   de	   que	   la	  mà	   podia	  tenir	  qualsevol	  orientació.	  	  	  Encara	   que	   sembla	   trivial	   el	   punt	   de	   que	   pot	   tenir	   qualsevol	   orientació,	   val	   la	  pena	   reflexionar	   sobre	   aquest	   procés,	   ja	   que	   si	   no	   es	   fa	   bé,	   pot	   tenir	   efectes	  negatius	  tant	  computacionalment	  com	  de	  qualitat.	  	  Per	  entendre	  aquesta	  problemàtica	  cal	  primer	  analitzar	  quin	  és	   l’algoritme	  que	  hem	  utilitzat	  per	  detectar	  la	  orientació.	  	  	  Per	   fer-­‐ho	  hem	  utilitzat	  moments	  de	   la	   imatge,	  que	  no	  és	  més	  que	  una	  mitjana	  ponderada	  de	  les	  intensitats	  dels	  píxels	  de	  les	  imatges.	  En	  aquest	  cas,	  donat	  que	  l’anàlisi	  s’executa	  sobre	  imatge	  binària,	  és	  més	  simple.	  	  Encara	  i	  així,	  es	  mostrarà	  la	  fórmula	  general	  i	  després	  com	  en	  aquest	  projecte	  (i	  en	  qualsevol	  aplicació	  que	  utilitzi	  imatge	  binària)	  hem	  adaptat	  aquest	  concepte.	  	  	  	  L’angle	  de	  la	  figura	  amb	  l’eix	  ‘x’	  segueix	  la	  següent	  fórmula:	  	   𝜃 =   12 arctan 2𝜇′11𝜇′20 −   𝜇′02   	  	  basada	  en	  moments	  lineals	  de	  segon	  ordres,	  que	  s’expliquen	  a	  l’annex	  1.	  	  Aquesta	   manera	   de	   calcular	   la	   orientació	   és	   molt	   ràpida,	   ja	   que	   en	   imatges	  binàries,	   es	   pot	   fer	   a	   mesura	   que	   s’està	   analitzant	   i	   delimitant	   la	   figura	  mitjançant	  l’anàlisi	  de	  component	  connexes.	  Encara	  i	  així	  presenta	  un	  problema,	  i	  és	  el	  cas	  d’una	  mà	  tancada	  sense	  canell	  en	  posició	  vertical.	  	  En	   aquest	   cas,	   	  𝜇′!"  	  i	  𝜇′!!	  serien	   molt	   semblants	   i	   l’angle	  𝜃	  podria	   donar	   un	  resultat	  incorrecte.	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  Figura	  19:	  Histogrames	  verticals	  i	  horitzontals	  de	  diverses	  mans	  	  Encara	  que	  només	  es	  mostrin	  10	  imatges,	  l’estudi	  ha	  estat	  fet	  amb	  una	  població	  més	   gran,	   però	   amb	   10	   mostres	   ja	   es	   pot	   tenir	   una	   idea	   ben	   acotada	   dels	  histogrames	  en	  diversos	  casos.	  	  Donat	  que	  la	  mà	  té	  una	  part	  ampla	  al	  final	  del	  palmell	  de	  la	  mà	  i	  després	  apareix	  el	   canell	   (hi	   ha	   una	   gran	   diferència)	   el	   que	   busquem	   únicament	   és	   on	   està	  aquesta	   diferència.	   Per	   tant,	   l’algoritme	   consisteix	   en	   crear	   una	   finestra	   d’uns	  quants	  píxels	  i	  analitzar	  la	  diferència	  entre	  el	  píxel	  n	  i	  el	  píxel	  n	  +	  finestra.	  	  Posteriorment,	  analitzarem	  la	  diferència	  que	  hi	  ha	  entre	  aquests	  píxels,	  i	  el	  punt	  que	  mostri	  una	  diferència	  més	  gran	  és	  el	  que	  anomenarem	  el	  canell	  de	  la	  mà.	  	  A	   partir	   d’aquest	   punt	   s’analitzaran	   imatges	   totalment	   reals	   que	   venen	   de	  l’algoritme	   de	   eliminació	   de	   fons	   i	   de	   segmentació	   de	   pell	   en	   escenes	   amb	  il·luminació	  pobre.	  D’aquesta	   manera,	   a	   partir	   d’aquesta	   lectura	   els	   resultats	   obtinguts	   seran	   un	  reflex	  del	  comportament	  en	  el	  sistema	  en	  temps	  real,	  ja	  que	  si	  s’utilitzen	  mostres	  més	  preparades,	  és	  possible	  que	  els	  resultats	  obtinguts	  no	  siguin	  suficientment	  bons	  en	  el	  context	  d’aquesta	  aplicació.	  	  	  A	  més,	   utilitzar	   aquest	   tipus	   d’imatges	   ens	   ajudarà	   a	   entendre	   la	   problemàtica	  que	   tenen	   segons	  quins	   algoritmes	   i	   perquè	   s’han	  pres	   les	   decisions	  que	   s’han	  pres	  a	  la	  hora	  d’elaborar	  l’algoritme	  de	  reconeixement	  del	  gest	  de	  la	  mà.	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La	  mostra	  utilitzada	  és	  de	  30	  mans,	  però	  en	  aquest	  document	  veurem	  únicament	  12	  exemples	  representatius	  de	   la	  mostra	  per	   tal	  d’entendre	   les	  avantatges	   i	  els	  inconvenients	  de	  cada	  algoritme.	  	  	  Per	  tal	  d’evitar	  aquesta	  situació	  s’ha	  posat	  una	  restricció	  que	  diu	  que	  si	  la	  taca	  té	  una	  bounding	  box	  bastant	  quadrada	  (entre	  0,75	  i	  1,3	  de	  coeficient	  llarg/alt)	  i	  té	  una	  superfície	  coberta	  (proporció	  àrea	  entre	  àrea	  de	  bounding	  box)	  de	  més	  d’un	  65%,	  es	  considera	  que	  estem	  en	  aquest	  cas	  i	  la	  imatge	  no	  es	  gira.	  	  Encara	   i	   així,	   la	   imatge	   s’analitza	   de	   la	   mateixa	   manera	   per	   a	   donar	   més	  robustesa	  al	  sistema.	  	  	  Un	   cop	   explicat	   com	   es	   calcula	   la	   orientació	   de	   la	   figura	   i	   els	   problemes	   que	  presenten,	  així	  com	  la	  seva	  solució,	  passarem	  a	  explicar	  els	  detectors	  de	  canells	  que	  s’han	  utilitzat.	  	  El	  primer	  algoritme	  basat	  en	  la	  diferència	  de	  píxels	  amb	  finestra	  té	  els	  següents	  resultats:	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   Figura	  20:	  Resultats	  del	  detector	  de	  canells	  basat	  en	  finestra	  	  	  Aquest	   algoritme	   és	  molt	   depenent	   de	   la	   segmentació	   de	   la	   imatge.	   En	   alguns	  casos	  ens	  beneficia	  que	  la	  segmentació	  no	  sigui	  bona	  en	  l’avantbraç,	  ja	  que	  això	  fa	  que	  hi	  hagi	  molta	  diferència	  entre	  l’avantbraç	  i	  el	  palmell	  de	  la	  mà	  o	  el	  puny,	  però	  en	  altres	  casos,	  que	  la	  segmentació	  no	  sigui	  perfecta	  fa	  que	  l’algoritme	  falli.	  	  Aquest	   és	   el	   cas	   en	   que	   hi	   hagi	   una	   oclusió	   al	   tancar	   la	   mà	   (que	   és	   de	   fet,	   la	  posició	  més	  problemàtica).	  Si	  hi	  ha	  una	  oclusió	  o	  una	  ombra	  quan	  els	  dits	  toquen	  el	  palmell	  de	  la	  mà,	  l’algoritme	  fracassarà	  estrepitosament.	  	  Degut	  a	  que	  és	  un	  sistema	  en	  temps	  real,	  aquesta	  imatge	  o	  una	  molt	  de	  similar	  es	  presentarà	  diversos	   cops,	   cosa	  que	   es	   fa	   resistent	   a	  un	   algoritme	  de	   robustesa	  basat	  en	  estats	  anteriors.	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Un	  exemple	  d’aquest	  cas	  seria	  el	  següent:	  	  
	  Figura	  21:	  Exemple	  de	  mal	  funcionament	  del	  detector	  de	  canell	  basat	  en	  finestra	  	  	  	  Es	   detecta	   una	   oclusió	   produïda	   per	   una	   ombra	   i	   això	   fa	   que	   hi	   hagi	   una	   gran	  diferència	   entre	   la	   part	   superior	   i	   la	   part	   del	   mig,	   tal	   com	   i	   es	   pot	   veure	   en	  l’histograma	  a	  sota.	  	  En	  aquest	  cas	  l’algoritme	  detectarà	  el	  canell	  just	  en	  mig	  de	  la	  mà.	  	  Aquest	  cas	  també	  es	  pot	  donar	  en	  mans	  obertes	  com	  en	  aquest	  cas:	  	  
	  	   Figura	  22:	  Segon	  exemple	  de	  mal	  funcionament	  del	  detector	  de	  canell	  basat	  en	  finestra	  	  	  En	  aquest	  cas	  no	  es	  detecta	  bé	  el	  palmell	  de	  la	  mà,	  donat	  a	  que	  és	  una	  superfície	  bastant	   regular	   i	   amb	   baixes	   resolucions	   no	   es	   detecta	   moviment.	   Per	   tant,	  encara	  que	  sigui	  de	  color	  de	  pell,	  si	  no	  es	  mou,	  no	  és	  una	  persona.	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  Aquest	   algoritme	   hauria	   de	   deixar	   la	  mà	   tal	   i	   com	   està	   si	   el	   funcionament	   fos	  correcte,	  però	  veiem	  a	   l’histograma	  que	   tallarà	  allà	  on	  hi	  ha	  el	  pic	   (on	  hi	  ha	  el	  polze),	  fent	  que	  perdem	  la	  meitat	  de	  la	  mà	  per	  error.	  	  Aquest	   tipus	   de	   fallides	   fan,	   per	   tant,	   que	   l’algoritme	   no	   sigui	   lo	   suficientment	  robust	   com	   per	   a	   estar	   en	   un	   sistema	   en	   temps	   real	   amb	   una	   il·luminació	   tan	  complexa.	  	  
3.1.4.2	  Detector	  de	  canell	  basat	  en	  la	  derivada	  amb	  un	  operador	  de	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  l’histograma	  d’àrea	  
	  	  El	   segon	   algoritme	   que	   s’ha	   implementat	   recorda	   al	   primer	   algoritme	   que	   ha	  donat	  bons	  resultats	  però	  amb	  un	  intent	  de	  donar	  més	  robustesa	  i	  evitar	  que	  a	  la	  part	  de	  a	  dalt	  hi	  hagin	  aquestes	  fallides.	  Per	   aquesta	   raó	   aquest	   segon	   algoritme	   intenta	   guardar	   les	   virtuts	   del	   primer	  algoritme	  i	  corregir	  els	  seus	  errors.	  	  	  Per	  això,	  enlloc	  de	  aplicar	  una	  diferència	  basada	  en	  només	  dues	  línies,	  que	  poden	  ser	  susceptibles	  a	  errors	  de	  segmentació,	  el	  que	  s’ha	  fet	  és	  calcular	  àrees	  a	  sobre	  i	  a	  sota	  de	  cada	  línia.	  Per	  tant,	  per	  a	  cada	  línia	  tindrem	  un	  registre	  que	  ens	  dirà	  quanta	  àrea	  hi	  ha	  en	  el	  20%	  superior	  i	  quanta	  àrea	  hi	  ha	  en	  el	  20%	  inferior	  de	  la	  imatge.	  	  	  Donada	   la	   morfologia	   d’un	   braç	   amb	   la	   mà	   al	   final	   (en	   la	   part	   superior),	  l’avantbraç	  és	  més	  gruixut	  quant	  més	  allunyat	   està	  del	   canell.	  Un	   cop	  arriba	  al	  canell,	   la	   tendència	   canvia	   ja	  que	  ens	   trobem	  amb	   la	  mà.	  Aquest	   algoritme	  per	  tant	  intenta	  captar	  aquest	  canvi	  de	  tendència	  d’una	  manera	  més	  robusta.	  	  L’algoritme	  para	  tan	  aviat	  com	  es	  troba	  aquest	  canvi	  de	  tendència,	  és	  a	  dir,	  quan	  es	  troba	  en	  un	  punt	  en	  que	  l’àrea	  del	  20%	  superior	  és	  més	  gran	  que	  el	  del	  20%	  inferior.	  	  Per	  tant,	  el	  canell	  és	  el	  punt	  més	  estret	  del	  braç.	  Això	  té	  un	  pes	  però	  no	  és	  del	  tot	  determinant.	  És	  a	  dir,	  mentre	  es	  fa	  un	  anàlisi	  de	  les	  dades,	  si	  hi	  ha	  un	  punt	  que	  és	  més	   estret	   que	   la	   resta	   i	   té	   una	   àrea	   superior	   més	   gran	   que	   la	   inferior,	   és	  indiscutiblement	   el	   canell,	   però	   pot	   passar	   que	   no	   sigui	   el	   més	   estret	   però	   la	  diferència	  entre	   l’àrea	  superior	   i	   inferior	  d’aquesta	   línia	  sigui	  bastant	  més	  gran	  que	  la	  diferència	  entre	  l’àrea	  superior	  i	  inferior	  del	  candidat	  a	  canell	  anterior.	  	  En	  aquest	  cas,	  s’assignarà	  com	  a	  canell	  el	  que	  tingui	  una	  diferència	  major.	  	  El	  principi	  és	  el	  mateix	  que	  en	  el	  detector	  anterior,	  però	  es	  fa	  d’una	  manera	  més	  robusta,	  ja	  que	  no	  només	  es	  tenen	  en	  compte	  2	  línies	  de	  la	  mà,	  sinó	  tot	  un	  20%	  superior	  i	  un	  20%	  inferior.	  	  Aquest	  canvi	   fa	  que	  sigui	  més	  robust	  a	  possibles	   fallades	  de	  segmentació	  entre	  línies,	   encara	   que	   augmenta	   tant	   la	   complexitat	   algorítmica	   en	   termes	  d’eficiència	   (tarda	   més	   del	   doble	   que	   l’anterior	   algoritme)	   com	   en	   termes	   de	  dificultats	  a	  la	  hora	  d’entendre	  el	  codi.	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  Figura	  21:	  Funcionament	  del	  segon	  detector	  de	  canells	  	  	  Encara	   que	   l’algoritme	   és	   més	   robust	   i	   té	   una	   tolerància	   a	   fallades	   més	   gran,	  continuarà	  fallant	  en	  els	  casos	  més	  extrems	  en	  que	  el	  primer	  algoritme	  fallava.	  Per	   aquesta	   raó,	   encara	   que	   aquest	   algoritme	   és	   una	   versió	  molt	  millorada	   de	  l’algoritme	   anterior	   i	   que	   aporta	   un	   grau	   de	   robustesa	   més	   gran,	   no	   és	   tan	  tolerant	  a	  fallades	  com	  seria	  desitjable.	  	  	  Un	  algoritme	  amb	  fallades	  només	  seria	  desitjable	  (o	  tolerable)	  si	  tingués	  fallades	  en	   un	   únic	   sentit,	   és	   a	   dir,	   si	   l’algoritme	   al	   fallar	   només	   afectés	   a	   una	   de	   les	  classes	  (mà	  oberta	  o	  mà	  tancada)	  exagerant	  alguna	  de	  les	  seves	  característiques.	  	  En	   aquest	   cas,	   però,	   l’algoritme	   podria	   fallar	   tant	   en	   mà	   oberta	   com	   en	   mà	  tancada	  fent	  que	  la	  mà	  fos	  més	  curta	  en	  ambdós	  casos.	  	  Això	   fa	   que	   la	   identificació	   del	   gest	   de	   la	  mà	   sigui	  molt	  més	   complicat	   ja	   que	  sense	   dubte	  moltes	   característiques	   (com	   relació	   entre	   alt	   i	   ample)	   es	   veurien	  erròniament	  mal	  interpretades	  al	  tenir	  mans	  obertes	  més	  curtes	  per	  culpa	  d’un	  error	  al	  detector	  de	  canells.	  	  
3.1.4.3	  Detector	  de	  canell	  basat	  en	  punts	  singulars	  	  El	  tercer	  detector	  de	  canells	  està	  basat	  en	  un	  invariant	  de	  la	  mà,	  que	  és	  el	  punt	  més	   ample.	   Aquest	   està	   situat	   normalment	   en	   la	   falange	   del	   dit	   gruixut	   o	   una	  mica	  més	  baix.	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Un	   cop	   localitzat	   aquest	   punt	   (només	   s’ha	   de	   buscar	   el	   punt	  més	   ample	   de	   la	  imatge	  mitjançant	  un	  histograma),	  es	  calcula	  que	  el	  canell	  està	  com	  a	  mínim	  a	  2	  vegades	   la	   distància	   entre	   la	   part	   superior	   de	   la	   imatge	   i	   la	   línia	   on	   trobem	  el	  punt	  més	  ample	  de	  la	  mà.	  	  	  Quan	   estem	   situats	   a	   2	   vegades	   la	   distància,	   el	   que	   es	   fa	   es	   buscar	   un	  mínim	  relatiu	  entre	  la	  part	  més	  ampla	  de	  la	  mà	  i	  dos	  vegades	  la	  distància	  mencionada	  anteriorment.	   Es	   fa	   calculant	   la	  mitja	   entre	   les	   3	   línies	   superiors	   i	   les	   3	   línies	  inferiors	  per	  a	  donar	  més	  robustesa.	  	  En	  cas	  que	  es	  trobi	  aquest	  mínim	  relatiu,	  significarà	  que	  hem	  trobat	  el	  canell.	  En	  cas	  que	  no	  es	  trobi,	  suposarem	  que	  el	  canell	  ha	  estat	  superat,	  així	  que	  assignarem	  com	  a	  canell	  2	  vegades	  la	  distància	  entre	  la	  part	  més	  alta	  de	  la	  mà	  i	  la	  zona	  on	  la	  mà	  és	  més	  àmplia.	  	  Aquest	  detector	  de	   canells	   funciona	   realment	  malament,	  però	  proporciona	  una	  gran	  avantatge,	  i	  és	  que	  deixa	  les	  imatges	  amb	  mans	  obertes	  amb	  el	  canell	  molt	  baix	  i	  les	  imatges	  amb	  les	  mans	  tancades	  amb	  un	  canell	  molt	  amunt.	  	  Això	   fa	  que	   les	   imatges	  amb	  mans	  obertes	  quedin	  molt	  allargades	   i	   les	   imatges	  amb	  mans	  tancades	  quedin	  molt	  curtes	  i	  més	  amples.	  	  	  La	   gran	   avantatge	   d’aquest	   algoritme	   és	   que	   la	   part	  més	   ample	   de	   la	  mà	   està	  present	  en	  la	  gran	  majoria	  de	  imatges	  ja	  que	  és	  la	  part	  on	  just	  acaben	  els	  dits,	  i	  allà	  sempre	  es	  detecta	  moviment	  degut	  als	  contorns	  dels	  dits.	  A	  més	  és	  una	  zona	  molt	  més	  irregular	  que	  la	  zona	  del	  palmell	  i	  l’avantbraç,	  que	  a	  vegades	  pot	  donar	  a	  error.	  	  Aquest	  és	  clarament	  un	  algoritme	  amb	  el	  qual	  quant	  pitjor	   funcioni	  en	  una	  mà,	  més	  informació	  útil	  proporciona.	  Veurem	  més	  endavant	  que	  aquest	  principi	  serà	  clau	  per	  a	   la	   identificació	  gestual	  de	   la	  mà	   i	  que,	  amb	  aquest	  procés	   i	  una	  mica	  més	  serem	  capaços	  de	  identificar	  el	  gest	  de	  la	  mà.	  	  	  	  De	  moment,	  però,	  veurem	  el	  funcionament	  d’aquest	  algoritme	  un	  altre	  cop	  amb	  12	  exemples:	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  Figura	  23:	  Detector	  de	  canell	  basat	  en	  la	  zona	  més	  ampla	  de	  la	  mà	  	  	  Com	  hem	  explicat	   abans,	   els	   resultats	   com	  a	   algoritme	  detector	   de	   canells	   són	  molt	   dolents,	   però	   donen	   molta	   més	   informació	   com	   a	   algoritme	   detector	   de	  gestos	  (a	  separar	  entre	  mà	  oberta	  o	  tancada).	  	  	  Després	   d’un	   detingut	   anàlisi,	   es	   va	   detectar	   que	   la	   part	  més	   ampla	   d’una	  mà	  tancada	  sí	  que	  correspon	  a	  la	  falange	  del	  dit	  gruixut	  en	  la	  gran	  majoria	  de	  casos,	  però	  això	  no	  era	  així	  quan	  la	  mà	  està	  oberta.	  	  	  Quan	  està	  oberta,	  la	  part	  més	  ampla	  de	  la	  mà	  està	  una	  mica	  més	  a	  baix,	  cosa	  que	  fa	  que	  es	  produeixi	  aquest	  fenomen	  de	  que	  es	  detecti	  molt	  més	  a	  baix	  el	  canell	  de	  la	  mà	  oberta	  que	  el	  de	  la	  mà	  tancada.	  	  	  Aquest	  descobriment	  va	  aparèixer	  després	  de	  molt	  de	  treballar,	  i	  cal	  a	  dir	  que	  es	  va	  avançar	  molt	  en	  la	  detecció	  del	  gest	  de	  la	  mà	  utilitzant	  el	  segon	  mètode,	  que	  ja	  hem	  vist	  que	  dóna	  molt	  bon	  resultat.	  	  	  
3.1.4.4	  Conclusió	  	  El	  tercer	  i	  últim	  mètode	  és	  aquell	  que	  ens	  dóna	  més	  informació	  sobre	  el	  gest	  de	  la	  mà,	  així	  que	  el	  principi	  en	  què	  es	  basa	  aquest	  mètode	  serà	  el	  que	  s’utilitzarà	  posteriorment	   per	   al	   reconeixement	   del	   gest	   de	   la	   mà.	   Encara	   i	   així,	   el	   segon	  mètode	  dóna	  resultats	  bastant	  bons	  i	  podria	  ser	  perfectament	  un	  bon	  candidat	  a	  ser	  utilitzats	  en	  projectes	  posteriors.	  	  
3.1.5	  Detecció	  del	  gest	  de	  la	  mà	  	  En	  aquesta	  secció	  veurem	  tots	  els	  algoritmes	  que	  s’han	  provat	  per	  a	  dur	  a	  terme	  la	  identificació	  del	  gest	  de	  la	  mà.	  	  S’oferirà	  un	  anàlisis	  dels	  algoritmes	  usats	  i	  un	  raonament	  de	  com	  d’adequats	  son	  per	  a	  la	  identificació	  del	  gest.	  	  El	  primer	  mètode	  que	  es	  va	  provar	  va	  ser	  el	  mètode	  d’histogrames	  de	  gradients	  orientats	  (HOG	  per	  les	  seves	  sigles	  en	  anglès).	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3.1.5.1	  HOG	  	  Aquest	   mètode	   és	   un	   descriptor	   de	   propietats	   que	   es	   basa	   en	   comptar	  repeticions	  de	  la	  orientació	  dels	  gradients	  d’una	  imatge.	  	  Inicialment	   es	   va	   pensar	   per	   atacar	   el	   problema	   de	   gent	   caminant	   per	   davant	  d’una	  càmera,	  encara	  que	  s’han	  trobat	  més	  aplicacions	  a	  aquest	  mètode.	  	  	  Hi	   han	   treballs	   que	   permeten	  distingir	   de	  molts	   gestos	   d’una	  mateixa	  mà	   amb	  aquest	   mètode4	  5,	   així	   que	   aquest	   va	   ser	   el	   primer	   mètode	   que	   es	   va	   usar	   en	  aquest	  sistema.	  	  L’algoritme	  que	  s’ha	  utilitzat	  per	  a	  calcular	  el	  HOG	  ha	  sigut	  el	  següent:	  	   1. Buscar	  contorns	  en	  l’eix	  x	  i	  y	  utilitzant	  l’operador	  Sobel	  següent:	  	   	  𝑆! =    1 2 10 0 0−1 −2 −1 	  	  	  	  	  	  	  	  	  	  𝑆! =    1 0 −12 0 −21 0 −1 	  	  	   2. Calcular	  el	  valor	  següent	  per	  a	  cada	  píxel:	  	   𝐺 =    𝐺!! +   𝐺!!  	  	  on	  𝐺!	  i	  𝐺!	  són	  els	  valors	  obtinguts	  al	  passar	  el	  filtre	  Sobel	  	   3. Filtre	  de	   la	  matriu	  amb	  un	   threshold	  de	  10.	  Formalment,	   correspon	  a	   la	  següent	  equació:	  	   𝑓 𝑝 =    1, 𝑠𝑖  𝐺 > 𝑡ℎ𝑟𝑒𝑠ℎ0,𝑎𝑙𝑡𝑟𝑎𝑚𝑒𝑛𝑡 	  	  4. Calcular	  𝜃	  a	  aquells	  valors	  que	  hagin	  passat	  el	  filtre,	  on	  𝜃	  és:	  	   𝜃 = atan 𝐺!𝐺! 	  	  Com	  a	  optimització	  en	  aquest	  punt,	  s’han	  de	  tabular	  tots	  els	  arctangents	  per	  tal	  de	   no	   haver	   de	   calcular	   cap	   arctangent	   més	   d’un	   cop.	   Simplement,	   el	   càlcul	  d’aquest	   es	   realitza	   un	   cop	   i	   cada	   cop	   que	   es	   vulgui	   saber	   el	   valor	   d’un	   nou,	  només	  s’ha	  de	  buscar	  en	  un	  vector.	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  4	  http://www.mva-­‐org.jp/Proceedings/2011CD/papers/14-­‐16.pdf	  5	  http://rationale.csail.mit.edu/publications/SongDD2011a.pdf	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  Figura	  25:	  Imatge	  original,	  contorns	  verticals	  i	  contorns	  horitzontals	  utilitzant	  Sobel	  a	  imatges	  d’arxiu	  	  	  Aquest	  algoritme	  és	  bastant	  ràpid,	  però	  encara	  no	  lo	  suficient	  com	  per	  a	  aguantar	  a	   una	   velocitat	   acceptable	   la	   segmentació	   de	   la	   pell,	   la	   detecció	   i	   rotació	   de	  l’objecte	  i	  aquest	  procés	  dos	  cops	  (recordem	  que	  tenim	  dos	  mans).	  	  	  Per	  a	  aquest	  anàlisi	  veurem	  el	  funcionament	  del	  HOG	  amb	  ambdues	  extraccions	  de	  contorns.	  	  L’anàlisi	   per	   HOG	   consisteix	   en	   comptar	   repeticions	   d’orientacions	   de	   píxels.	  Aquestes	   repeticions	   es	   compten	   en	   “bins”,	   per	   tant,	   tenir	   8	   bins	   per	   exemple,	  voldria	  dir	  que	  comptem	  repeticions	  de	  45º	  en	  45º.	  El	  primer	  bin	  contindria	  les	  repeticions	  del	  0	  a	  45º,	  el	  segon	  de	  45º	  a	  90º	  i	  de	  la	  mateixa	  manera	  fins	  arribar	  als	  360º.	  Donat	   que	   les	   repeticions	   són	   una	   mesura	   absoluta,	   el	   que	   es	   farà	   serà	  normalitzar	   aquest	   número,	   és	   a	   dir,	   comptar	   el	   %	   de	   repeticions	   que	   es	  repeteixen	  en	  cada	  bin.	  	  D’aquesta	  manera	   la	   prova	   serà	   invariable	   a	   les	   dimensions	  de	   la	  mà,	   és	   a	   dir,	  serà	  invariable	  a	  la	  escala.	  	  	  Si	   analitzem	   els	   resultats	   obtinguts,	   trobem	   uns	   resultats	   optimistes,	   que	   es	  mostren	  a	  continuació:	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   Figura	  26:	  Resultats	  del	  mètode	  HOG	  amb	  8	  bins	  utilitzant	  la	  tècnica	  Sobel	  d’extracció	  de	  contorns	  en	  imatges	  d’arxiu	  	  
	  Figura	  27:	  Resultats	  del	  mètode	  HOG	  amb	  16	  bins	  utilitzant	  la	  tècnica	  Sobel	  d’extracció	  de	  contorns	  en	  imatges	  d’arxiu	  	  	  Com	  es	  pot	  veure,	  en	  aquest	  cas	  hi	  han	  diversos	  bins	  que	  permeten	  una	  separació	  clara	  entre	  classes.	  En	  l’anàlisi	  de	  8	  bins,	  el	  bin	  número	  1	  (0-­‐45º)	  i	  el	  bin	  5	  (180-­‐225º)	  mostren	  clarament	  una	  diferència	  entre	  classes.	  	  En	  l’anàlisi	  de	  16	  bins,	  però	  només	  el	  de	  5	  bins	  mostra	  aquestes	  diferències.	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  Degut	  a	  aquests	  resultats	  amb	  aquest	  mètode	  d’extracció	  de	  contorns,	  s’ha	  fet	  la	  prova	  amb	  imatges	  totalment	  reals,	  un	  altre	  cop	  amb	  8	  i	  16	  bins.	  	  Els	  resultats	  són	  els	  següents:	  	  
	  Figura	  28:	  Resultats	  del	  mètode	  HOG	  amb	  8	  bins	  utilitzant	  la	  tècnica	  Sobel	  d’extracció	  de	  contorns	  en	  imatges	  reals	  	  
	  Figura	  29:	  Resultats	  del	  mètode	  HOG	  amb	  16	  bins	  utilitzant	  la	  tècnica	  Sobel	  d’extracció	  de	  contorns	  en	  imatges	  reals	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  Veiem	   que	   en	   aquest	   cas,	   amb	  mans	   reals,	   els	   resultats	   no	   són	   bons,	   o	   com	   a	  mínim	  no	  es	  pot	  diferenciar	  trivialment	  si	  una	  classe	  segueix	  una	  regla	  o	  no.	  	  	  En	   aquest	  mètode	   hi	   ha	   un	   problema,	   que	   és	   la	   segmentació.	   Si	   bé	   és	   bastant	  bona	  no	  ho	  és	  lo	  suficient	  per	  causes	  d’il·luminació	  complicada.	  Aquest	  problema	  pot	  fer	  que	  hi	  hagin	  forats	  en	  la	  mà	  o	  que	  no	  es	  detecti	  bé	  una	  part.	  	  D’aquesta	  manera	   es	   crearien	  nous	   contorns	  que	  no	  hi	   haurien	  de	   ser	   (i	   estan	  degut	   a	   fallades	   de	   segmentació)	   creant	   objectes	   que	   si	   bé	   recorden	   a	   una	  mà	  oberta	  i	  tancada,	  no	  estan	  perfectament	  definides.	  	  Donat	   que	   és	   un	   algoritme	   molt	   sensible	   i	   que	   permet	   amb	   bons	   algoritmes	  diferenciar	  entre	  moltes	  classes,	  una	  variació	  important	  en	  els	  contorns	  detectats	  farà	  que	  es	  detecti	  una	  classe	  incorrecta.	  	  	  	  El	  següent	  algoritme	  que	  s’ha	  provat	  per	  a	   la	   identificació	  de	   les	  mans	  ha	  sigut	  l’algoritme	  de	  HARRIS.	  	  
3.1.5.2	  Anàlisi	  de	  convexitats	  
	  Anteriorment	  a	  aquest	  algoritme	  s’ha	  implementat	  l’algoritme	  de	  HARRIS,	  que	  ha	  donat	  resultats	  bastants	  pobres.	  Aquests	  resultats	  es	  poden	  veure	  a	  l’annex	  3.	  Donat	  que	  aquest	  últim	  algoritme	  era	  lent	  i	  donava	  punts	  	  que	  podien	  fer	  l’anàlisi	  més	  complicat,	  ens	   limitarem	  a	  obtenir	  únicament	  aquells	  punts	  necessaris	  per	  formar	  un	  polígon	  convex.	  	  	  Per	  fer	  aquesta	  funció,	  s’implementa	  l’algoritme	  QuickHull,	  especificat	  en	  l’annex	  4	  	  El	  resultats	  en	  algunes	  de	  les	  nostres	  imatges	  és	  el	  següent:	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   Figura	  30:	  Resultat	  d’aplicar	  l’algoritme	  QuickHull	  en	  imatges	  reals	  del	  sistema	  	  Com	  es	  pot	  veure	  als	  exemples,	  els	  resultats	  són	  bastant	  bons	   i	   sembla	   factible	  treure	   conclusions	   de	   la	   distribució	   d’aquests	   vèrtexs	   que	   configuren	   la	  convexitat	  de	  la	  mà.	  	  S’hauria	  d’estudiar	  sobretot	  la	  part	  de	  dalt	   ,	   ja	  que	  és	  la	  que	  dóna	  la	   informació	  de	   la	   posició	   de	   la	   mà,	   de	   si	   la	   mà	   acaba	   en	   punta	   (mà	   oberta)	   o	   en	   pla	   (mà	  tancada).	  	  	  Com	  ja	  suposàvem,	  aquest	  algoritme	  és	  prohibitiu	  fins	  i	  tot	  per	  a	  un	  sistema	  en	  temps	  real	  executat	  amb	  MATLAB	  pel	  mateix	  ordinador,	  ja	  que	  tarda	  0,5	  segons	  per	   analitzar	   10	   imatges.	   Per	   tant,	   tarda	   0,05	   segons	   en	   etiquetar	   i	   executar	  l’algoritme,	  i	  donat	  que	  hi	  han	  dos	  mans,	  es	  tarda	  0,1	  segons.	  	  Així	  que	  en	  un	  ordinador	  podríem	  tenir	  com	  a	  molt	  en	  un	  sistema	  en	  temps	  real	  menys	   de	   10	   fps.	   Amb	   aquesta	   freqüència	   es	   podria	   construir	   un	   sistema	   en	  temps	  real	  sense	  que	  es	  vegin	  grans	  deficiències,	  però	  no	  es	  podria	  utilitzar	  en	  un	  dispositiu	  mòbil	  actual.	  	  Aquest	  algoritme,	  a	  més,	  presenta	  una	  de	  les	  deficiències	  de	  l’algoritme	  anterior	  (detecció	  de	  vèrtexs	  mitjançant	  Harris),	   i	   és	  que	  depèn	  molt	  de	   la	   segmentació	  (extracció	  de	  fons	  i	  filtre	  de	  pell)	  de	  l’objecte	  que	  s’està	  analitzant.	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També,	   com	   aplicant	   l’algoritme	   de	   Harris,	   els	   resultats	   millorarien	   amb	  l’aplicació	  d’un	  filtre	  que	  suavitzés	  els	  contorns	  de	  la	  imatge	  Donat	  que	  en	  el	  nostre	  sistema	   la	   il·luminació	  pot	  ser	   irregular,	   la	  segmentació	  pot	   ser	   bona	   en	   un	   escenari	   però	  més	   deficient	   en	   un	   altre,	   i	   el	   sistema	  ha	   de	  funcionar	  en	  ambdós	  casos.	  	  	  
3.1.5.3	  Anàlisi	  de	  propietats	  morfològiques	  	  Després	  de	  provar	  amb	  els	  mètodes	  anteriors	  i	  veure	  que	  els	  resultats	  o	  bé	  eren	  massa	  lents	  per	  al	  disseny	  del	  nostre	  sistema	  o	  que	  no	  funcionaven	  massa	  bé,	  es	  va	   fer	   un	   anàlisi	   de	   les	   propietats	   morfològiques	   (de	   forma)	   de	   la	   mà	   per	   tal	  d’esbrinar	   si	   hi	   havia	   alguna	   forma	   trivial	   de	   distingir	   d’una	   mà	   oberta	   i	   una	  tancada	  amb	  un	  algoritme	  excepcionalment	  ràpid.	  	  	  Per	  això	  es	  van	  analitzar	  diverses	  característiques	   i	  es	  va	  fer	  un	  PCA	   (Principal	  Component	  Analysis)	   per	   tal	   de	   veure	   quines	   de	   les	   característiques	   eren	  més	  significatives.	  	  A	   més,	   també	   es	   va	   utilitzar	   una	   SVM	   (Support	   Vector	   Machine)	   per	   tal	   de	  construir	   una	   funció	   adaptativa	   a	   les	   dades	   obtingudes	   per	   tal	   de	   segmentar	  entre	  les	  dues	  classes.	  	  El	   propòsit	   d’aquesta	   fase	   no	   era	   la	   utilització	   d’un	   PCA	   ni	   una	   SVM	   durant	  l’algoritme,	   sinó	  aprendre	   del	   comportament	   de	   diferents	   característiques	  per	  veure	  quines	  característiques	  eren	  més	  significatives	  en	  una	  mà.	  A	  partir	  d’aquí,	   l’objectiu	  era	  analitzar	  correctament	  les	  dades	  obtingudes	  per	  a	  implementar	   un	   reconeixement	   de	   senyal	   de	   la	   mà	   amb	   propietats	  morfològiques	  de	  la	  mà.	  	  Per	  entendre	  millor	  que	  és	  un	  PCA	  i	  una	  SVM	  es	  pot	  llegir	  l’annex	  3	  i	  4.	  	  Les	  propietats	  analitzades	  són	  les	  següents:	  	  
1-­‐	  Quocient	  entre	  l’altura	  que	  hi	  ha	  entre	  el	  punt	  més	  alt	  de	  la	  mà	  i	  la	  part	  
on	  es	  troba	  la	  part	  més	  ampla	  de	  la	  mà	  i	  l’ample	  de	  la	  mà.	  	  	  En	  forma	  d’equació	  es	  veu	  més	  clar:	  	   𝑟 =   𝑑𝑖𝑠𝑡à𝑛𝑐𝑖𝑎  𝑑𝑒𝑠𝑑𝑒  𝑑𝑎𝑙𝑡  𝑎  𝑙𝑎  𝑝𝑎𝑟𝑡  𝑚é𝑠  𝑎𝑚𝑝𝑙𝑎  𝑑𝑒  𝑙𝑎  𝑚à𝑎𝑚𝑝𝑙𝑒  𝑚é𝑠  𝑔𝑟𝑎𝑛  𝑑𝑒  𝑙𝑎  𝑚à 	  	  	  Aquesta	   propietat	   és	   invariant	   a	   escala,	   ja	   que	   es	   divideix	   píxels	   entre	   píxels	   i	  queda	  un	  escalar.	  	  Aquesta	   propietat	   ve	   inspirada	   pel	   detector	   de	   canells	   que	   ha	   donat	   molta	  diferència	  entre	  mans	  tancades	  i	  obertes.	  	  Els	  resultats	  són	  els	  següents	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   Mà	  1	   Mà	  2	   Mà	  3	   Mà	  4	   Mà	  5	   Mà	  6	   Mà	  7	   Mà	  8	   Mà	  9	   Mà	  10	  Oberta	   0,693	   1,546	   1,485	   0,769	   1,683	   0,652	   1,217	   0,767	   0,745	   0,645	  Tancada	   0,330	   0,337	   0,406	   0,451	   0,391	   0,404	   0,568	   0,616	   0,449	   0,443	  	  La	  diferència	  entre	  les	  dues	  classes	  sembla	  molt	  clara,	  ja	  que,	  com	  és	  d’esperar,	  la	  part	   més	   ampla	   de	   la	   mà	   és	   invariant	   en	   els	   dos	   casos	   però	   en	   la	   mà	   oberta,	  l’altura	   és	   equivalent	   als	   dits	   estesos	   i	   en	   la	   mà	   tancada,	   l’altura	   és	   molt	   més	  petita.	  	  	  Aquesta	   propietat	   semànticament	   correspondria	   a	  mirar	   si	   “hi	   ha	   dits	   estesos	  presents”.	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3	  –	  Àrea	  /	  𝐏𝐞𝐫𝐢𝐦𝐞𝐭𝐫𝐞𝟐	  	  Aquesta	  mesura	  també	  és	  una	  manera	  de	  mesurar	  com	  de	  rodó	  és	  un	  objecte.	  Aquesta	   propietat	   serà	  màxima	   en	   el	   cas	   d’un	   cercle,	   per	   tant,	   el	   valor	  màxim	  teòric	  serà:	  	   𝑐!"# =    À𝑟𝑒𝑎𝑃𝑒𝑟í𝑚𝑒𝑡𝑟𝑒! =    𝜋  𝑟!2𝜋𝑟 ! =    𝜋  𝑟!4𝜋!𝑟!   =    14𝜋 ≈ 0,07958	  	  per	   tant,	   com	   més	   proper	   sigui	   la	   relació	   calculada	   a	  𝑐!"# ,	   més	   rodó	   serà	  l’objecte.	  	  	  Després	  d’executar	  la	  prova,	  els	  resultats	  són	  aquests:	  	  	   Mà	  1	   Mà	  2	   Mà	  3	   Mà	  4	   Mà	  5	   Mà	  6	   Mà	  7	   Mà	  8	   Mà	  9	   Mà	  10	  Oberta	   0,018	   0,016	   0,017	   0,032	   0,036	   0,013	   0,018	   0,027	   0,023	   0,016	  Tancada	   0,370	   0,063	   0,047	   0,057	   0,040	   0,019	   0,026	   0,035	   0,008	   0,018	  	  Aquesta	  prova	  no	  és	  gaire	  efectiva	  per	  un	  problema	  de	  segmentació.	  En	  el	  cas	  en	  que	   hi	   hagi	   un	   problema	   de	   segmentació	   i	   apareguin	   dificultats,	   el	   perímetre	  augmenta	  i	  l’àrea	  disminueix.	  	  Per	   aquesta	   raó,	   encara	   que	   per	   alguns	   casos	   funciona	   bé,	   en	   altres	   casos	  funciona	  molt	  malament.	  Aquest	  és	  el	  cas	  de	  la	  mà	  tancada	  número	  9.	  En	  aquest	  cas	  hi	  han	  molt	  perímetre	  per	  una	  segmentació	  dolenta.	  A	   aquest	   problema	   se	   li	   suma	   que	   el	   detector	   de	   canells	   detecta	   les	   mans	  tancades	  més	  curtes	  del	  que	  han	  de	  ser,	  i	  això	  fa	  que	  la	  mà	  tancada	  perdi	  la	  forma	  rodona.	  Aquesta	  característica,	  per	  tant,	  no	  ha	  de	  ser	  utilitzada	  per	  a	  l’anàlisi	  del	  gest	  de	  la	  mà.	  	  
4	  –	  Proporció	  alt/ample	  de	  l’objecte	  	  En	  aquest	  cas,	  i	  degut	  a	  la	  gran	  diferència	  que	  obtenim	  amb	  el	  detector	  de	  canells	  amb	  la	  mà	  oberta	  i	  tancada,	  aquesta	  propietat	  distingeix	  molt	  bé	  entre	  les	  mans	  obertes	  i	  tancades.	  	  Recordem	  que	  el	  detector	  de	  canells	  tal	  i	  com	  està	  dissenyat	  fa	  les	  mans	  obertes	  més	  llargues	  i	  les	  mans	  tancades	  més	  curtes.	  	  És	  per	  aquesta	  raó	  que	  hi	  ha	  una	  gran	  diferència	  entre	  les	  dues	  classes.	  	  	  Els	  resultats	  obtinguts	  són	  els	  següents:	  	  	  	  	  	  	   Mà	  1	   Mà	  2	   Mà	  3	   Mà	  4	   Mà	  5	   Mà	  6	   Mà	  7	   Mà	  8	   Mà	  9	   Mà	  10	  Oberta	   1,096	   2,428	   2,324	   1,178	   2,597	   1,049	   2,200	   1,260	   1,252	   1,227	  Tancada	   0,619	   0,615	   0,685	   0,762	   0,654	   0,803	   0,904	   0,974	   0,769	   0,569	  	  	  Com	  es	  pot	  veure,	  es	  pot	  separar	  molt	  clarament	  entre	  una	  classe	  i	  una	  altra	  amb	  una	  funció	  lineal.	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Més	  endavant	  ho	  veurem	  gràficament	  amb	  una	  altra	  propietat.	  	  
5	  –	  Angle	  que	  forma	  el	  punt	  més	  alt	  de	  la	  mà	  amb	  les	  parts	  més	  amples.	  	  Aquest	   serà	   l’angle	   que	   forma	   la	   part	   superior	   de	   la	   imatge	   amb	   la	   part	   més	  ampla.	  	  Es	  veu	  fàcilment	  en	  els	  següents	  exemples:	  	  
	  Figura	  31:	  Mans	  amb	  l’angle	  que	  es	  calcula	  entre	  la	  part	  més	  alta	  i	  la	  més	  ampla	  	  	  Els	  angles	  que	  analitzem	  seran	  𝛼  𝑖  𝜃.	  Com	  veiem	  a	  l’exemple,	  aquests	  angles	  són	  molt	  diferents.	  Encara	   i	   així,	   i	  per	  veure-­‐ho	  d’una	   forma	  numèrica	  en	   forma	  de	  taula	  amb	  una	  mostra	  més	  gran,	  es	  presenten	  els	  següents	  resultats:	  	  	  	   Mà	  1	   Mà	  2	   Mà	  3	   Mà	  4	   Mà	  5	   Mà	  6	   Mà	  7	   Mà	  8	   Mà	  9	   Mà	  10	  Oberta	   69,88	   35,22	   37,19	   62,82	   32,28	   69,51	   42,49	   62,44	   67,21	   74,91	  Tancada	   112,79	   110,43	   99,59	   95,70	   102,83	   94,69	   82,65	   77,93	   95,85	   94,65	  	  Tots	  els	  angles	  anteriors	  estan	  expressat	  en	  graus.	  	  	  Com	  es	  pot	  veure	  hi	  ha	  molta	  diferència	  entre	  mans	  obertes	   i	   tancades,	  encara	  que	  hi	  han	  un	  parell	  de	  casos	  en	  que	  les	  mans	  tancades	  tenen	  angles	  de	  77º	  en	  mà	  tancada	  i	  un	  altre	  amb	  74	  de	  mà	  oberta.	  	  	  Aquest	  cas	  es	  deu	  als	  següents	  casos	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   Figura	  32:	  Casos	  atípics	  en	  la	  detecció	  de	  angles	  	  	  	  En	  el	  primer	  cas	  es	  poden	  detectar	  errors	  degut	  a	  que	  la	  mà	  té	  els	  dits	  separats	  i	  per	   aquesta	   raó	   l’angle	   és	   més	   gran,	   encara	   que	   més	   petit	   que	   en	   els	   casos	  anteriors.	  	  La	   imatge	   segmentada	   té	   la	  orientació	   rectificada	   i	  per	  aquest	  motiu	  no	  es	  veu	  exactament	  com	  la	  imatge	  original.	  	  En	  el	  segon	  cas,	  el	  problema	  ve	  degut	  a	  la	  posició	  del	  puny	  en	  relació	  al	  braç.	  	  Aquest	  és	  un	  cas	  atípic	  però	  que	  es	  pot	  donar,	  i	  correspon	  al	  cas	  en	  que	  el	  puny	  no	  es	  trobi	  en	  posició	  natural,	  sinó	  que	  es	  trobi	  amb	  una	  lleugera	  inclinació	  amb	  el	  canell.	  	  En	  aquest	  cas	  es	  detectarà	   la	  zona	  més	  ampla	  molt	  més	  a	  sota	  del	  que	  s’hauria	  detectat.	  També	  fallarà	  com	  hem	  vist	  abans	  el	  detector	  de	  canell,	  que	  en	  aquest	  cas	  no	  el	  troba	  correctament.	  	  Encara	  que	  en	  el	  nostre	  sistema	  no	  pot	  estar	  la	  mà	  oberta	  amb	  els	  dits	  separats,	  sinó	  amb	  els	  dits	  junts	  i	  s’ha	  de	  tenir	  la	  mà	  en	  posició	  natural	  i	  alineada	  amb	  el	  canell	   en	   cas	   que	   hi	   hagi,	   s’han	   volgut	   incloure	   en	   la	   fase	   d’aprenentatge	   i	  investigació	  alguns	  casos	  més	  atípics	  per	  a	  fer	  l’algoritme	  més	  robust	  a	  possibles	  fallades.	  	  	  
Anàlisis	  PCA	  i	  SVM	  	  
	  Un	  cop	  tenim	  aquestes	  propietats	  analitzades,	  procedirem	  a	  construir	  la	  matriu	  de	  covariància	  normalitzada	  d’aquestes	  variables.	  	  Es	  pot	  normalitzar	  la	  matriu	  de	  covariàncies	  de	  dues	  maneres:	  	  La	  primera	  és	  normalitzar	  la	  mostra	  mitjançant	  la	  següent	  equació	  	   𝑧 =      𝑥 −   𝑥𝜎! 	  	  on	  x	  és	  la	  mostra,	  	  𝑥	  és	  la	  mitjana	  mostral	  i	  𝜎!	  és	  la	  desviació	  estándar	  de	  la	  mostra.	  	  La	  segona	  manera	  és	  calcular	  la	  matriu	  de	  covariància	  sense	  normalitzar	  i	  posteriorment	  aplicar	  la	  següent	  fórmula:	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𝑟!,! =    𝑐𝑜𝑣(𝐹! , 𝐹!)𝑣𝑎𝑟 𝐹! 𝑣𝑎𝑟(𝐹!)	  	  on	  	  𝑟!,! 	  és	  cada	  element	  de	  la	  matriu	  de	  covariàncies	  normalitzades	  i	  𝐹! , 𝐹! 	  són	  les	  dues	  mostres	  que	  s’estan	  comparant.	  	  En	  ambdós	  casos,	  la	  matriu	  de	  covariàncies	  normalitzada	  és:	  	  
Σ =    1 0.7068 0.4733 0.9883 −0.95340.7068 1   0.4536 0.6857 −0.73320.4733   0.4536 1 0.4578 −0.50510.9883 0.6857 0.4578 1 −0.9518−0.9534 −0.7332 −0.5051 −0.9518 1 	  	  	  	  Per	  exemple,	  en	  la	  casella	  Σ!,! =   −0.9518	  veiem	  que	  la	  relació	  és	  negativa.	  Això	  vol	   dir	   que	   en	   general	   existeix	   una	   relació	   inversa,	   pel	   que	   a	   valors	   grans	   de	  relació	   alt/ample	   hi	   corresponen	   valors	   petits	   dels	   graus	   entre	   l’ample	   i	   l’inici	  superior	  de	  la	  mà.	  	  Si	  mirem	  els	  vectors	  propis	  (en	  posició	  vertical)	  obtindrem	  la	  matriu:	  	  
U =    −0.4927 −0.2136 −0.2377 0.3876 0.7106−0.4185 0.0019   0.9044 0.0779 −0.0295−0.3156   0.9357 −0.1519 0.0410 −0.0108−0.4889 −0.2345 −0.2802 0.36581 −0.70270.4935 0.1545 0.1550 0.8416 −0.0186 	  	  i	  si	  observem	  els	  valors	  propis	  tindrem	  que	  dóna:	  	  
𝜆 =    3.83940.69480.39990.05470.0112 	  	  el	   que	   ens	   indica	   que	   el	   més	   important	   és	   el	   primer	   vector	   propi	   amb	   molta	  diferència	  sobre	  el	  segon.	  	  	  A	   partir	   dels	   valors	   que	   veiem	   en	   la	   matriu	   de	   vectors	   propis,	   veiem	   que	   les	  propietats	  5,1	  i	  4	  són	  les	  3	  més	  significatives	  en	  aquest	  ordre	  .	  	  Per	   això,	   veurem	   algunes	   comparacions	   entre	   algunes	   de	   les	   propietats	  mitjançant	   una	   SVM	   i	   comentarem	   alguns	   dels	   problemes	   que	   s’han	   produït	  durant	  el	  seu	  entrenament.	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SVM	  entre	  característiques	  4	   i	  5	  (Proporció	  alt/ample	   i	  angle	  entre	   la	  part	  més	  ample	  i	  la	  part	  de	  dalt).	  	  	  
	  
	  	  Figura	  33:	  SVM	  de	  alt/ample	  VS	  angle	  entre	  alt	  i	  ample	  amb	  funcions	  lineals,	  gaussiana	  i	  polinòmica	  	  	  SVM	  entre	  característiques	  1	   i	  5	   (Relació	  entre	   la	  distància	  a	   la	  que	  es	   troba	  el	  punt	  més	  ample	  i	  la	  amplitud	  i	  angle	  entre	  la	  part	  més	  ample	  i	  la	  part	  de	  dalt).	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  Figura	  34:	  SVM	  de	  propietats	  1	  i	  5	  amb	  funcions	  lineals,	  gaussiana	  i	  polinòmica	  	  SVM	  entre	  característiques	  1	   i	  4	  (Proporció	  alt/ample	   i	  angle	  entre	   la	  part	  més	  ample	  i	  la	  part	  de	  dalt).	  
	  
	  Figura	  35:	  SVM	  de	  propietats	  1	  i	  4	  amb	  funcions	  lineals,	  gaussiana	  i	  polinòmica	  	  	  En	  tots	  els	  casos	  hi	  ha	  una	  separació	  simple	  amb	  una	  línia,	  però	  hi	  ha	  present	  un	  problema	  típic	  en	  les	  Support	  Vectors	  Machines.	  	  Aquest	  problema	  s’anomena	  overfitting.	  	  Aquest	  fenomen	  passa	  quan	  tots	  els	  resultats	  estan	  bastant	  concentrats	  però	  hi	  ha	  uns	  quants	  valors	  que	  no	  tenen	  el	  comportament	  esperat	   i	  que	  tenen	  valors	  que	  poden	  discernir	  del	  seu	  grup.	  	  En	  aquest	  cas	  la	  SVM	  no	  té	  en	  compte	  tant	  aquests	  valors	  degut	  a	  que	  en	  cas	  de	  tenir-­‐lo	  en	  compte	  és	  molt	  possible	  que	  el	  classificador	  no	  fos	  gaire	  bo,	  ja	  que	  ha	  donat	  molt	  pes	  a	  un	  resultat	  aïllat	  que	  a	  tot	  el	  grup.	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Aquest	   problema	   té	   solució,	   encara	   que	   pot	   ser	   més	   o	   menys	   complexa.	   En	  aquest	   cas	   s’ha	   executat	   un	   pre-­‐procés	   de	   filtració	   dels	   dos	   resultats	   més	  extrems.	  	  Estadísticament	   seria	   un	   procés	   similar	   a	   eliminar	   els	   “outliers”	   d’una	  mostra	  abans	  d’analitzar-­‐la.	  	  	  Com	  a	  exemple	  veurem	  el	  cas	  en	  que	  es	  filtren	  els	  resultats	  al	  fer	  la	  SVM	  amb	  els	  criteris	  4	  i	  5.	  	  
	  Figura	  36:	  SVM	  de	  propietats	  1	  i	  4	  amb	  funcions	  lineals,	  gaussiana	  i	  polinòmica	  amb	  la	  mostra	  filtrada	  	  	  Com	  es	   veu,	   la	   solució	  passava	  per	   fer	  un	  pre-­‐procés	   i	   com	  veiem	  es	   creen	   les	  divisions	  amb	  3	  mètodes.	  	  El	  primer	  correspon	  a	  un	  kernel	   lineal,	  el	  segon	  a	  un	  kernel	  amb	  una	  funció	  de	  base	  radial	  gaussiana	  i	  per	  últim,	  el	  tercer	  correspon	  a	  un	  polinomi	  de	  grau	  5.	  	  	  Com	   s’ha	   especificat	   anteriorment,	   no	   s’utilitzarà	   ni	   PCA	   ni	   SVM	   en	   aquest	  sistema	  però	  s’ha	  utilitzat	  per	  a	  aprendre	  sobre	  les	  característiques	  i	  propietats	  de	  la	  mà.	  	  
Conclusió	  	  Després	  d’aquest	  anàlisi,	  s’utilitzarà	  com	  a	  propietat	  diferenciadora	  l’angle	  que	  
es	   forma	   entre	   la	   part	   superior	   de	   la	   mà	   i	   la	   part	   més	   ample,	   per	   tant	  s’especificarà	  un	  llindar	  de	  75º.	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Si	  l’angle	  és	  més	  gran	  de	  75º,	  	  es	  decidirà	  que	  la	  mà	  és	  tancada	  i	  en	  cas	  contrari,	  es	  considerarà	  oberta.	  	  	  Aquest	  sistema	  té	  una	  gran	  avantatge,	  i	  és	  que	  no	  cal	  en	  cap	  cas	  fer	  una	  cerca	  del	  canell,	  ja	  que	  sabem	  que	  la	  mà	  es	  troba	  en	  l’extrem	  superior	  del	  braç.	  Per	   tant,	   només	   haurem	   de	   trobar	   la	   part	   més	   ampla	   de	   la	   figura	   i	   computar	  l’angle,	  sense	  tenir	  en	  compte	  la	  resta	  de	  l’objecte.	  	  	  Per	   a	   dur	   a	   terme	   aquesta	   operació	   suposarem	  que	  no	   es	  mostra	   una	  part	   del	  braç	  que	  sigui	  més	  ampla	  que	  la	  part	  més	  ampla	  de	  la	  mà.	  	  	  En	  la	  majoria	  dels	  casos,	  es	  pot	  tenir	  el	  braç	  al	  descobert	  i	  visible	  fins	  a	  una	  altura	  propera	  al	  colze.	  	  Amb	  aquests	  llindar	  farem	  una	  prova	  amb	  46	  imatges,	  27	  de	  mans	  obertes	  i	  19	  de	  mans	  tancades	  extretes	  directament	  d’una	  execució	  de	  l’algoritme.	  	  Aquestes	   imatges	   estan	   en	   qualsevol	   orientació,	   així	   que	   s’avaluarà	   el	   resultat	  complet	  de	  l’algoritme	  de	  detecció	  de	  gest	  de	  la	  mà.	  	  	  Si	  posem	  els	  resultats	  en	  una	  matriu	  de	  confusió	  obtenim:	  	   	   Detectada	  Oberta	   Detectada	  Tancada	  Oberta	   26	   1	  Tancada	   2	   17	  	   	   Detectada	  Oberta	   Detectada	  Tancada	  Oberta	   96,3%	   3,7%	  Tancada	   10,52%	   89,48%	  	  	  La	   detecció	   de	   mans	   obertes	   té	   un	   error	   de	   un	   3,7%	   i	   la	   detecció	   de	   mans	  tancades	  té	  un	  error	  de	  10,52%.	  	  	  Analitzarem	   els	   errors	   detectats	   per	   comprovar	   si	   han	   estat	   pel	   mal	   ús	   de	  l’aplicació	  (no	  complir	  alguna	  de	  	  les	  limitacions)	  o	  si	  realment	  l’algoritme	  no	  es	  tan	  efectiu	  hauria	  de	  ser.	  	  	  En	  el	  cas	  de	  la	  mà	  oberta,	  el	  cas	  que	  dóna	  error	  és	  el	  següent:	  	  
	  	  Figura	  37:	  Exemple	  de	  mà	  que	  dóna	  un	  fals	  negatiu	  en	  la	  detecció	  com	  a	  oberta.	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  En	   aquest	   cas	   el	   problema	   ve	   donat	   per	   la	   extensió	   del	   dit	   polze.	   Com	   hem	  especificat,	  el	  gest	  obert	  s’estableix	  quan	  els	  dits	  són	  tots	  adherits	  a	  la	  mà	  sense	  excepció.	  	  Per	  aquesta	  raó	  la	  fallada	  ha	  sigut	  donada	  per	  la	  incorrecta	  posició	  de	  la	  mà.	  	  	  En	  el	  cas	  de	  les	  fallades	  amb	  la	  mà	  tancada,	  els	  casos	  que	  donen	  error	  són:	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  Figura	  38:	  Exemple	  de	  mans	  que	  donen	  un	  fals	  negatiu	  en	  la	  detecció	  com	  a	  tancada.	  	  	  En	  aquests	  dos	  casos	  apareix	  un	  fenomen	  que	  hem	  descrit	  anteriorment	  i	  és	  que	  el	  puny	  està	  en	  una	  posició	  antinatural	  amb	  el	  canell.	  	  D’aquesta	  manera,	   la	  part	  que	  es	  detecta	  com	  a	  canell	  és	  més	  baixa	  que	   la	  part	  que	  s’hauria	  de	  detectar.	  	  Per	  aquest	  motiu	  es	  produeix	  una	  fallada.	  	  	  En	   el	   cas	   en	   que	   les	   imatges	   que	   incompleixin	   les	   restriccions	   s’eliminessin,	   el	  resultat	  seria	  el	  següent:	  	   	   Detectada	  Oberta	   Detectada	  Tancada	  Oberta	   26	   0	  Tancada	   0	   17	  	  	  	   	   Detectada	  Oberta	   Detectada	  Tancada	  Oberta	   100%	   0%	  Tancada	   0%	   100%	  	  fent	  d’aquest	  mètode	  el	  més	  apropiat	  per	  a	  detectar	  mans	  tancades	  i	  obertes.	  	  	  Encara	  i	  així	  aquest	  sistema	  és	  sensible	  a	  oclusions	  de	  la	  mà,	  és	  a	  dir,	  si	  la	  mà	  es	  troba	   inclinada	   cap	   a	  darrera	   o	   cap	   endavant	   els	   gest	   detectat	   serà	   amb	  molta	  probabilitat	  tancat.	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Aquesta	   restricció	   i	   la	   limitació	   de	   la	   posició	   de	   la	   mà	   fan	   que	   a	   vegades	  s’obtinguin	  resultats	  poc	  satisfactoris	  en	  temps	  real	  en	  el	  cas	  en	  que	  l’usuari	  no	  estigui	  acostumat	  a	  interactuar	  amb	  la	  interfície.	  	  	  Es	  considerarà	  com	  a	  centre	  de	  la	  mà,	  el	  punt	  mitjà	  del	  segment	  que	  es	  dibuixa	  entre	  extrem	  i	  extrem	  de	  la	  part	  més	  ampla	  de	  la	  mà.	  	  	  Com	  a	  mode	  d’exemple	  es	  mostra	  una	  mà	  amb	  el	  seu	  centre:	  
	  	  Figura	  39:	  Exemple	  de	  mà	  amb	  el	  seu	  centre	  	  	  
3.1.5	  Actualització	  de	  la	  finestra	  de	  seguiment	  	  Un	   cop	   hem	   detectat	   l’objecte,	   la	   mà,	   el	   seu	   centre	   i	   el	   seu	   gest,	   cal	   preparar	  l’escenari	  pel	  següent	  frame.	  	  Per	  fer	   l’algoritme	  més	  eficient,	  seleccionarem	  on	  és	   la	  mà	  al	   frame	  𝑓! ,	  que	  serà	  molt	   propera	   al	   frame	  𝑓!!!.	   Per	   aquesta	   raó,	   la	   finestra	   serà	   un	   15%	  més	   gran	  que	  la	  bounding	  box	  detectada.	  	  Aquest	  augment	  es	  calcula	  de	  forma	  que	  es	  creixi	  en	  totes	  les	  direccions,	  fent	  una	  imatge	  més	  gran	  en	  qualsevol	  direcció.	  	  Per	  augmentar	  la	  robustesa	  es	  calcula	  la	  bounding	  box	  de	  tota	  la	  part	  detectada	  com	  a	  pell,	  independentment	  de	  si	  hi	  ha	  braç	  o	  no.	  	  Això	  es	   fa	  donat	  que	  és	  molt	  difícil	  perdre	  per	   fallada	  de	  segmentació	   tota	  una	  taca	   sencera,	   mentre	   que	   si	   agafem	   el	   canell	   és	   possible	   que	   la	   bounding	   box	  sigui	  molt	  petita	   en	  el	   cas	  de	   la	  mà	   tancada	   i	   costi	   uns	  quants	   frames	   tornar	   a	  tenir	   la	  mà	   sencera	   a	   la	   finestra	   de	   seguiment	   en	   cas	   que	   aquesta	   torni	   a	   ser	  oberta.	  	  A	  més,	  si	  es	  mostra	  part	  del	  braç	  la	  rotació	  serà	  més	  robusta,	  ja	  que	  la	  direcció	  es	  calcularà	  millor	  i	  serà	  molt	  menys	  sensible	  a	  fallades	  de	  segmentació.	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  Figura	  40:	  Imatge	  amb	  el	  canell	  detectat	  (vermell)	  i	  la	  seva	  finestra	  de	  seguiment	  (verd)	  	  En	   aquesta	   imatge	   es	   veu	   en	   vermell	   la	  mà	   detectada	   i	   en	   verd	   la	   finestra	   de	  seguiment	  de	  cada	  una	  de	  les	  mans.	  	  En	   aquest	   cas	   s’ha	   aplicat	   un	   detector	   de	   canells	   per	   a	   fer	   la	   finestra	   de	  seguiment	   completament	   visible	   i	   que	   no	   estigui	   limitada	   pels	   límits	   	   de	   la	  imatge.	  	  Quan	   la	  mà	   es	  mogui,	   aquesta	   caurà	   dins	   de	   la	   finestra	   de	   seguiment	   i	   només	  s’haurà	  de	  analitzar	  aquesta	  zona	  en	  el	  frame	  següent,	  fent	  l’algoritme	  molt	  més	  eficient.	  	  En	   el	   cas	   en	   que	   hi	   hagi	   una	   fallada	   important	   de	   segmentació	   i	   la	   finestra	   de	  seguiment	  es	  faci	  molt	  petita,	  amb	  aquest	  sistema	  només	  haurem	  de	  deixar	  la	  mà	  quieta	  on	  estigui	  la	  finestra	  de	  seguiment	  i	  esperar	  uns	  quants	  frames	  (potser	  1	  segon	  o	  2)	  i	  aquesta	  ja	  tornarà	  a	  tenir	  tota	  la	  mà	  en	  el	  seu	  interior.	  	  	  
3.2	  Fase	  de	  temps	  real	  	  Aquesta	   part	   correspon	   als	   processos	   que	   s’han	  d’executar	   a	   cada	   frame	  per	   a	  detectar	  la	  posició,	  el	  seguiment	  i	  el	  gest	  de	  la	  mà	  a	  cada	  moment.	  	  En	  aquesta	   fase	  el	  més	   important	  és	   la	   rapidesa,	  per	  això	  s’han	   implementat	   la	  majoria	  d’operacions	  pesades	  en	  la	  fase	  d’anàlisi,	  deixant	  en	  la	  fase	  de	  temps	  real	  càlculs	  simples	  o	  sinó,	  a	  mig	  fer	  (com	  és	  el	  procés	  de	  sostracció	  de	  fons,	  on	  ja	  està	  calculat	  el	  fons).	  	  
3.2.1	  Eliminació	  de	  fons	  	  Aquesta	  fase	  és	  molt	  semblant	  a	  la	  fase	  de	  eliminació	  de	  fons	  en	  la	  fase	  d’anàlisi,	  però	  amb	   la	  avantatge	  de	  que	   ja	   tenim	  el	   fons	  calculat	  prèviament,	  per	   tant	  no	  caldrà	   calcular-­‐lo	   un	   altre	   cop,	   sinó	   que	   només	   haurem	   d’aplicar	   la	   següent	  funció:	  	   𝑓(𝑝) 1, 𝑖𝑓   𝑓!"(𝑝)−   𝑓!"#$ 𝑝   > 𝑡ℎ𝑟𝑒𝑠ℎ0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                           	  	  on	  𝑓!"(𝑝)	  és	  la	  el	  valor	  del	  píxel	  p	  en	  la	  imatge	  original	  i	    𝑓!"#$ 𝑝 	  és	  el	  valor	  del	  píxel	  p	  en	  el	  fons	  detectat	  anteriorment.	  La	  variable	  𝑡ℎ𝑟𝑒𝑠ℎ	  és	  un	  llindar	  que	  s’ha	  posat	   degut	   a	   alguns	   canvis	   que	   es	   poden	   donar	   en	   el	   cas	   en	   que	   la	   càmera	  s’adapti	  a	  la	  llum	  de	  l’escena,	  que	  pot	  canviar	  segons	  la	  posició	  de	  les	  mans.	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  Aquest	  procés	  no	  s’aplicarà	  a	  tota	  la	  imatge,	  sinó	  només	  a	  la	  part	  delimitada	  per	  la	  finestra	  de	  seguiment.	  	  	  Si	   fem	   càlculs,	   aquesta	   optimització	   de	   fer	   només	   la	   sostracció	   de	   fons	   en	   la	  finestra	  de	  seguiment,	   	   suposant	  que	  una	  mà	  ocupa	  1/5	  de	   la	   imatge	  d’ample	   i	  1/3	   d’alt,	   i	   que	   en	   una	   imatge	   hi	   han	   dos	   mans,	   el	   rendiment	   optimitzat	  correspon	  a	  la	  següent	  fórmula:	  	   𝑟 = 𝑐𝑜𝑠𝑡  𝑠𝑒𝑛𝑠𝑒  𝑜𝑝𝑡𝑖𝑚𝑖𝑡𝑧𝑎𝑟𝑐𝑜𝑠𝑡  𝑜𝑝𝑡𝑖𝑚𝑖𝑡𝑧𝑎𝑡   =    640 ∗ 4802   6405 ∗   4803 = 30720040960 = 7,5	  	  Per	  tant,	  veiem	  que	  aplicar	  la	  optimització	  de	  la	  finestra	  de	  seguiment	  fa	  que	  la	  sostracció	  de	  fons	  sigui	  7,5	  vegades	  més	  ràpida	  que	  sense	  aplicar-­‐la	  en	  el	  cas	  de	  la	  eliminació	  de	  fons.	  	  	  	  
3.2.2	  Filtre	  de	  pell	  	  En	  aquest	  cas	  el	  filtre	  de	  pell	  només	  és	  aplicar	  la	  fórmula	  següent:	  	   𝑓(𝑝) 1, 𝑠𝑖  1,25 ≤   𝑓!" 𝑝 ≤ 30,                                                        𝑎𝑙𝑡𝑟𝑎𝑚𝑒𝑛𝑡 	  	  a	  la	  zona	  que	  no	  és	  fons	  de	  la	  imatge	  i	  sempre	  dins	  de	  la	  finestra	  de	  seguiment.	  El	  guany	   en	   eficiència	   és	   exactament	   igual	   a	   l’anterior,	   ja	   que	   només	   s’analitza	   la	  finestra	  de	  seguiment.	  	  	  
	  
3.2.3	  Detecció	  de	  mans	  	  En	  aquest	  cas	  la	  detecció	  de	  mans	  és	  trivial,	  ja	  que	  només	  s’ha	  de	  trobar	  la	  zona	  més	  gran	  que	  s’ha	  detectat	  com	  a	  pell	  dins	  de	  la	  finestra	  de	  seguiment.	  	  	  El	  cost	  és	  lineal,	  ja	  que	  l’algoritme	  de	  etiquetat	  d’imatges	  té	  un	  cost	  𝜃(𝑛)	  on	  n	  és	  el	  nombre	  de	  píxels	  de	  la	  finestra	  de	  seguiment.	  	  	  	  
3.2.4	  Detecció	  del	  gest	  de	  la	  mà	  	  En	  aquest	  cas	  s’aplicarà	  el	  detector	  de	  gest	  de	  mà	  basat	  en	  l’angle	  entre	   la	  part	  més	  ampla	  de	  la	  mà	  i	  la	  part	  més	  alta.	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A	   més,	   per	   fer-­‐lo	   invariable	   a	   la	   rotació	   s’haurà	   d’executar	   una	   rotació	   de	   la	  imatge,	  que	  té	  cost	  𝜃(𝑛)	  on	  n	  és	  el	  nombre	  de	  píxels	  de	  la	  zona	  detectada	  com	  a	  mà.	  	  Per	  a	  fer	  aquest	  càlcul	  més	  ràpid	  s’han	  calculat	  prèviament	  els	  sinus	  i	  els	  cosinus	  dels	  graus	  0	  fins	  al	  359	  i	  s’han	  dipositat	  a	  un	  vector.	  D’aquesta	  manera	  la	  fase	  de	  temps	  real	  no	  ha	  de	  carregar	  amb	  el	  càlcul	  de	  cap	  funció	  trigonomètrica,	  sinó	  que	  només	  s’ha	  de	  consultar	  un	  vector	  per	  a	  saber	  el	  resultat	  de	  la	  funció.	  	  Això	   millor	   lleugerament	   el	   rendiment	   d’aquesta	   fase	   utilitzant	   molt	   poca	  memòria	  addicional.	  	  	  Trivialment,	   la	   zona	   més	   ampla	   es	   calcularà	   calculant	   el	   màxim	   absolut	   de	  l’histograma	  de	  la	  mà.	  Aquest	  càlcul	  només	  necessita	  recórrer	  l’histograma,	  que	  es	  calcula	  quan	  es	  fa	  la	  rotació,	  per	  tant,	  aquest	  càlcul	  té	  cost	  𝜃(𝑛)	  Per	  tant,	  si	  𝛼	  és	  l’angle	  entre	  la	  zona	  més	  alta	  i	  la	  més	  ample	  de	  la	  mà,	  el	  gest	  de	  la	  mà	  obeirà	  la	  següent	  fórmula:	  	   𝑔! 𝑜𝑏𝑒𝑟𝑡𝑎, 𝑠𝑖  𝛼 < 75𝑡𝑎𝑛𝑐𝑎𝑑𝑎,        𝑎𝑙𝑡𝑟𝑎𝑚𝑒𝑛𝑡	  	  	  Per	  a	  reduir	  la	  quantitat	  de	  fallades	  i	  fer	  el	  sistema	  més	  robust,	  s’ha	  implementat	  un	  algoritme	  que	  funciona	  a	  mode	  d’historial.	  Així	  que	  per	  a	  cada	  mà	  tindrem	  un	  registre	   temporal	   amb	   la	   posició	   en	   la	   que	   es	   trobava	   anteriorment	   i	   només	  canviarà	  de	  gest	  si	  es	  detecta	  tres	  cops	  seguits	  el	  mateix	  gest.	  	  	  A	  més,	  el	  centre	  de	  la	  mà	  també	  es	  calcula	  com	  la	  distància	  mitja	  del	  segment	  s,	  que	  és	  el	  segment	  que	  va	  des	  de	  un	  vèrtex	  de	  la	  mà	  en	  la	  seva	  part	  més	  ampla	  fins	  a	  l’altre.	  	  Aquests	  punt	  els	  anomenarem	  𝑝! = 𝑥!,𝑦! 	  i	  𝑝! = 𝑥!,𝑦! ,	  per	  tant,	  el	  centre	  de	  la	  mà	  serà	  calculat	  com	  a	   𝑝!,! = 𝑥! + 𝑥!2 ,𝑦! + 𝑦!2 	  	  on	  𝑝!,!	  és	  el	  punt	  del	  centre	  de	  la	  mà	  en	  el	  temps	  t.	  	  Per	   a	   donar	   més	   robustesa	   al	   càlcul	   del	   centre,	   s’aplicarà	   el	   següent	   filtre	  recursiu:	  	   𝑝! =   𝛼𝑝!,!!!   +   𝛽𝑝!,!	  	  on	  𝑝! 	  és	  el	  punt	  de	  centre	  que	  retornarem	  al	  sistema	  i	  𝑝!,!!!	  és	  el	  punt	  del	  centre	  que	  teníem	  anterior	  al	  sistema.	  	  Aquests	   valors	  𝛼  𝑖  𝛽 	  depenen	   de	   la	   freqüència	   de	   refresc	   del	   sistema	   i	   són	  perceptibles	  de	  canviar.	  	  Encara	  i	  així,	  en	  ordinador	  han	  sigut	  determinats	  com	  𝛼 = 0,9  𝑖  𝛽 = 0,1.	  D’aquesta	   manera	   es	   fa	   un	   sistema	   molt	   robust	   contra	   possibles	   fallades	   de	  segmentació	  o	  variacions.	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Com	  a	  efecte	  secundari	  trobem	  que	  si	  la	  mà	  es	  mou	  molt	  ràpid,	  el	  centre	  sembla	  com	  si	  anés	  més	  lent	  que	  la	  mà.	  Encara	  i	  així,	  el	  sistema	  no	  està	  pensat	  per	  a	  ser	  utilitzat	  de	  forma	  molt	  ràpida,	  tant	  per	  aquesta	  limitació	  com	  per	  a	  la	  limitació	  de	  robustesa	  del	  gest	  de	  la	  mà.	  	  El	  cost	  total,	  per	  tant,	  serà	  de	  𝜃(𝑛)	  on	  n	  és	  el	  nombre	  de	  píxels	  de	  la	  imatge	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3.2.5	  Actualització	  de	  la	  finestra	  de	  seguiment	  	  	  El	  procés	  d’actualització	  de	  la	  finestra	  de	  seguiment	  en	  la	  fase	  de	  temps	  real	  és	  exactament	  igual	  que	  el	  procés	  de	  actualització	  de	  la	  finestra	  de	  seguiment	  en	  la	  fase	  d’anàlisi.	  	  Aquest	  cost	   té	  cost	  constant,	  donat	  que	  només	  s’han	  d’actualitzar	  dos	  variables	  amb	  un	  càlcul	  que	  no	  depèn	  de	  la	  mida	  de	  la	  imatge.	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4.	  Implementació	  en	  un	  sistema	  Android	  	  Un	   cop	   està	   l’algoritme	   de	   visió	   preparat,	   només	   cal	   adaptar-­‐lo	   a	   un	   sistema	  Android.	  	  En	  primer	  lloc	  i	  per	  tal	  de	  saber	  que	  s’està	  fent	  en	  cada	  moment,	  es	  presentarà	  un	  diagrama	  amb	  les	  fases	  en	  les	  que	  es	  pot	  trobar	  una	  app	  i	  es	  comentarà	  què	  es	  farà	  en	  cada	  una	  d’aquestes	  fases:	  	  
	  Figura	  41:	  Esquema	  de	  vida	  d’una	  app	  Android	  	  	  Encara	  que	  pot	  semblar	  molt	  complex,	  a	  mesura	  que	  anem	  avançant	  veurem	  que	  el	  comportament	  és	  bastant	  simple.	  	  A	  més,	   i	  durant	  el	  procés,	  s’aniran	  exposant	  algunes	  dificultats	   i	  optimitzacions	  que	  s’han	  utilitzat	  durant	  la	  implementació	  del	  sistema.	  	  Veurem	  per	  tant	  els	  processos	  que	  es	  fan	  en	  cada	  una	  de	  les	  fases.	  	  Com	  es	  va	  especificar	  en	  l’apartat	  2.1.2	  d’aquest	  treball,	  s’ha	  utilitzat	  OpenCV	  per	  a	  la	  elaboració	  de	  la	  part	  d’implementació	  del	  sistema	  de	  visió	  artificial.	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Aquest	   sistema	   mostra	   una	   limitació	   molt	   important,	   i	   és	   que	   el	   procés	   de	  mostrar	  la	  imatge	  mitjançant	  OpenCV	  i	  sense	  cap	  tipus	  de	  procés	  de	  detecció	  ni	  filtratge	   s’executava	   amb	   una	   freqüència	   de	   refresc	   de	   10	   frames	   per	   segon	  aproximadament.	  	  Aquesta	   xifra	   marca	   per	   tant	   una	   cota	   superior	   del	   rendiment	   del	   sistema	   en	  termes	  de	  frames	  per	  segon	  i	  qualsevol	  procés	  extra	  no	  farà	  sinó	  baixar	  aquest	  rendiment.	  Encara	   que	   és	   una	   restricció	   bastant	   forta	   s’ha	   decidit	   continuar	   amb	   el	  desenvolupament	  del	  sistema.	  	  	  
4.1	  Disseny	  de	  l’aplicació	  i	  de	  la	  interacció	  	  El	  sistema	  està	  dissenyat	  seguint	  el	  patró	  de	  disseny	  “Dashboard	  Layout”	  que	  va	  ser	   presentat	   en	   l’event	   Google	   I/O	   al	   2010.	   S’ha	   utilitzat	   la	   implementació	   de	  Roman	  Nurik.	  Aquest	  patró	  és	  molt	  senzill	  en	  aparença	  però	  és	  molt	  usable,	  ja	  que	  permet	  tenir	  totes	  les	  icones	  separades	  la	  distància	  màxima	  possible.	  En	  aquest	  cas,	  el	  patró	  ha	  sigut	  lleugerament	  modificat	  per	  a	  mostrar	  2	  files	  amb	  3	  columnes	  cada	  una.	  	  	  Un	  exemple	  d’aquest	  patró	  en	  la	  nostra	  app	  és	  el	  següent:	  	  
	  	   Figura	  42:	  Interfície	  utilitzada	  en	  el	  sistema	  	  Com	  es	  veu,	   totes	   les	   icones	  estan	  equidistants	   i	  per	   tant	  és	   senzill	   seleccionar	  una	  icona	  sense	  confusions.	  	  En	   la	   pantalla	   es	   veurà	   la	   imatge	   que	   s’està	   rebent	   de	   la	   càmera,	   així	   com	   el	  Dashboard	  Layout	  per	  sobre	  amb	  fons	  transparent.	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Un	  cop	  ha	  estat	  definida	  la	  interfície	  que	  s’usarà,	  s’ha	  de	  dissenyar	  la	  interacció.	  	  La	   interacció	   serà	   molt	   senzilla.	   Al	   polsar	   un	   botó	   aquest	   desapareixerà.	   Es	  considera	  polsar	  un	  botó	  estar	  a	  sobre	  del	  botó	  amb	  la	  mà	  tancada.	  	  	  Aquesta	  part	  ha	  estat	  elaborada	  amb	  XML	  per	  a	  afegir	  botons	  i	  amb	  JAVA	  per	  a	  col·locar-­‐los	  dins	  de	  la	  pantalla.	  	  	  	  
4.2	  Estats	  de	  l’aplicació	  	  A	  continuació	  es	  farà	  un	  repàs	  dels	  processos	  que	  s’executen	  en	  cada	  una	  de	  les	  fases	  de	  l’aplicació.	  Es	   farà	   especial	   èmfasi	   en	   les	   optimitzacions	   que	   s’han	   seguit	   per	   tal	   de	   fer	  l’algoritme	  el	  més	  eficient	  possible	  i	  en	  les	  llibreries	  externes	  que	  s’han	  utilitzat,	  ja	  que	  l’algoritme	  de	  visió	  ja	  ha	  estat	  explicat	  i	  no	  cal	  tornar	  a	  explicar-­‐lo.	  	  	  
4.2.1	  onCreate	  	  Aquesta	  fase,	  com	  es	  veu	  al	  diagrama	  és	  la	  primera	  que	  es	  crea	  i	  s’executa	  en	  la	  creació	  de	  la	  aplicació.	  	  	  En	  aquesta	  fase	  el	  primer	  que	  es	  fa	  és	  iniciar	  la	  càmera.	  El	  que	  es	  fa	  és	  iniciar	  la	  CameraBridgeViewBase.	   Aquest	   component	   és	   una	   classe	   que	   s’encarrega	   de	  comunicar	  la	  càmera	  d’OpenCV	  amb	  la	  càmera	  JAVA	  d’Android.	  	  Les	   responsabilitats	   d’aquesta	   classe	   són	   el	   control	   de	   la	   càmera	   quan	   està	  iniciada,	   processar	   cada	   frame,	   cridar	   a	   listeners	   externs	   en	   el	   cas	   en	   que	   es	  necessitin	   i	   per	   últim	   dibuixar	   el	   resultat	   de	   cada	   frame	   a	   la	   pantalla	   del	  dispositiu.	  	  Un	   cop	   fet	   aquest	   procés	   només	   haurem	   de	   posar	   la	   capa	   amb	   els	   icones	   per	  sobre	  d’aquesta	  capa.	  	  Per	  tant,	  es	  defineix	  la	  vista	  dels	  botons,	  es	  posa	  al	  front	  i	  s’inicialitzen	  els	  botons.	  	  Inicialitzar	  els	  botons	  vol	  dir	  assignar-­‐li	  una	  acció	  (en	  aquest	  cas	  desaparèixer)	  	  i	  fer-­‐los	  visibles	  per	  a	  que	  es	  pugui	  interaccionar	  amb	  ells.	  	  	  En	  aquesta	  fase,	  a	  més,	  es	  calculen	  els	  sinus	  i	  els	  cosinus	  dels	  graus	  des	  de	  0	  fins	  a	  359	  per	  tal	  d’estalviar	  temps	  en	  la	  fase	  de	  temps	  real	  i	  no	  haver	  de	  calcular	  cap	  funció	  trigonomètrica.	  D’aquesta	  manera,	  en	  comptes	  de	  computar	  un	  sinus	  o	  un	  cosinus,	  només	  s’haurà	  d’accedir	  a	  un	  valor	  d’una	  taula,	  millorant	   lleugerament	  el	  rendiment	  de	  la	  fase	  en	  temps	  real.	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4.2.2	  onResume	  	  En	  aquesta	  fase	  només	  es	  carrega	  i	  s’inicialitza	   la	   llibería	  OpenCV	  per	  al	  procés	  de	  totes	  les	  funcions	  que	  la	  necessitin.	  	  Per	  a	  fer	  això	  només	  caldrà	  la	  crida:	  	  
OpenCVLoader.initAsync(OpenCVLoader.OPENCV_VERSION_2_4_3, 
this, mLoaderCallback);	  	  En	  aquesta	  fase	  s’inicialitza	  el	  sistema,	  creant	  la	  classe	  DetectionBasedTracker	  i	  inicialitzant	  variables	  que	  s’utilitzaran	  al	  llarg	  de	  tot	  el	  programa.	  	  	  La	   classe	   DetectionBasedTracker	   serà	   la	   classe	   intermediària	   entre	   C++	   i	   la	  interfície	  Android,	  i	  serà	  implementada	  en	  Java.	  	  	  	  
4.2.3	  onStart	  	  En	  el	  nostre	  cas	  a	  cada	  frame	  s’accedeix	  a	  la	  funció	  onCameraFrame,	  que	  rep	  com	  a	  paràmetre	  una	  imatge	  que	  prové	  de	  la	  càmera.	  	  Aquesta	   funció	  és	   l’encarregada	  de	  tot	  el	   funcionament	  del	  sistema	  un	  cop	  s’ha	  iniciat	  l’aplicació.	  	  	  Únicament	   el	   primer	   cop	   que	   s’accedeix	   a	   aquesta	   funció	   s’ha	   de	   definir	   la	  correspondència	  entre	  els	  píxels	  de	   la	   imatge	   i	  els	  píxels	  de	   la	  pantalla.	  Aquest	  procés	  no	  es	  pot	  fer	  a	  la	  fase	  de	  onCreate	  ja	  que	  els	  elements	  encara	  no	  són	  a	  la	  pantalla	  (no	  s’han	  pintat	  mai)	  i	  donaria	  un	  resultat	  erroni.	  Per	  aquesta	  raó	  s’ha	  fet	  aquí.	  El	  procés	  consisteix	  en	  fer	  uns	  càlculs	  de	  variables	  necessàries	  per	  a	  transformar	  píxels	  de	  imatge	  a	  píxels	  de	  pantalla.	  	  Abans	  de	  continuar,	  farem	  un	  petit	  incís	  en	  els	  eixos	  de	  coordenades	  en	  els	  que	  treballem.	  	  En	  primer	   lloc	   tenim	  els	   eixos	  de	   coordenades	  de	   l’observador,	   que	   és	   l’usuari	  que	  es	  troba	  utilitzant	  l’aplicació.	  Aquests	  eixos	  són	  els	  eixos	  naturals,	  amb	  la	  X	  en	  horitzontal	  a	  la	  dreta	  i	  la	  Y	  en	  vertical	  cap	  a	  dalt,	  suposant	  el	  mòbil	  en	  situació	  horitzontal.	  Un	  cop	  dit	  això,	  s’utilitza	  una	  llibreria	  més	  endavant	  que	  es	  diu	  CvBlob	  per	  a	   la	  detecció	  i	  anàlisi	  d’objectes.	  Aquesta	  llibreria	  determina	  la	  X	  en	  horitzontal	  a	   la	  dreta	  però	  la	  Y	  és	  en	  vertical	  cap	  a	  sota.	  Això	  implica	  que	  hi	  ha	  una	  rotació	  de	  90º	  (o	  -­‐270º)	  respecte	  el	  sistema	  de	  coordenades	  inicial	  i	  típic.	  La	  imatge	  utilitzada	  per	  OpenCV	  és	  una	  imatge	  de	  640x480	  píxels,	  mentre	  que	  la	  imatge	   que	   es	   mostra	   en	   la	   pantalla	   del	   terminal	   en	   el	   que	   s’està	   executant	  aquesta	  app	  pot	  variar.	  En	  aquest	  cas	  la	  resolució	  de	  la	  imatge	  és	  de	  1200x780,	  pel	  que	  a	  més,	  a	   la	  hora	  de	  comunicar-­‐se	  amb	  el	  terminal	  hi	  ha	  una	  reescalació	  dels	  eixos,	  ja	  que	  els	  botons	  tenen	  coordenades	  pantalla	  (dins	  de	  1200x780)	  i	  les	  coordenades	   detectades	   pel	   sistema	   de	   visió	   té	   coordenades	   imatges	   (dins	   de	  640x480).	  	  
	   	   	  83	  
Per	  últim,	  durant	   el	   càlcul	  del	   centre	  de	   la	  mà,	   aquest	   es	   fa	   respecte	  un	  eix	  de	  coordenades	  desplaçat,	  ja	  que	  es	  fa	  respecte	  la	  finestra	  de	  seguiment.	  	  	  Aquests	   sistemes	   de	   coordenades	   tan	   canviants	   dificulten	   enormement	   la	  comprensió	  del	  programa,	  així	   com	   la	   seva	   implementació,	   ja	  que	   s’ha	  de	   tenir	  molt	  clar	  en	  tot	  moment	  què	  s’està	  fent	  i	  en	  quin	  sistema	  de	  coordenades.	  	  En	  el	  primer	  cas,	  un	  cop	  tinguem	  l’objecte	  detectat,	  s’haurà	  d’efectuar	  una	  rotació	  de	  -­‐270º	  (o	  90º)	  en	  sentit	  anti-­‐horari.	  En	   el	   cas	   dels	   eixos	   amb	   diferents	   proporcions,	   s’haurà	   d’escalar	   l’eix	   de	  coordenades	  i	  de	  la	  imatge,	  per	  tal	  de	  veure	  la	  imatge	  en	  tamany	  complet	  i	  passar	  de	  coordenades	  d’imatge	  a	  coordenades	  de	  pantalla.	  Per	   últim,	   en	   el	   cas	   de	   les	   coordenades	   en	   el	   sistema	   de	   coordenades	   de	   la	  finestra	   de	   seguiment,	   només	   s’ha	   d’efectuar	   una	   translació	   del	   sistema	   de	  coordenades	  de	  finestra	  a	  sistema	  de	  coordenades	  d’imatge.	  	  Aquests	   canvis	   no	   suposen	   una	   gran	   problemàtica	   excepte	   el	   cas	   en	   el	   que	  escalem	  la	  imatge,	  que	  sí	  que	  suposa	  un	  cost	  computacional	  extra.	  	  Un	   cop	   exposat	   la	   problemàtica	   dels	   eixos	   de	   coordenades,	   continuarem	   amb	  l’algoritme.	  Durant	   un	   número	   de	   frames,	   simplement	   esperarem	   a	   que	   es	   col·loqui	   el	  dispositiu	  Android	  al	  seu	  lloc,	  així	  que	  la	  única	  operació	  serà	  esperar	  durant	  una	  estona.	  	  Com	  a	  exemple	  il·lustrarem	  la	  comunicació	  utilitzant	  JNI	  (Java	  Native	  Interface)	  mostrant	  codi.	  	  	  La	  activitat	  principal	  d’Android	  s’anomena	  FdActivity,	  i	  tenim	  el	  següent:	  
 
public Mat onCameraFrame(CvCameraViewFrame inputFrame) {	  	   ...	  
Mat imagen = mNativeDetector.waitingTime(rgb); 
 … 
} 
 mNativeDetector	  és	  una	  classe	  que	  fa	  de	  pont	  entre	  l’activitat	  principal	  i	  la	  part	  en	  C++.	  mNativeDetector	  és	  de	  la	  classe	  DetectionBasedTracker.	  	  	  La	  funció	  waitingTime	  del	  DetectionBasedTracker	  serà:	  	  
public Mat waitingTime(Mat rgb) { 
 nativeWait(rgb.getNativeObjAddr()); 
 return rgb; 
} 
 Com	  es	   pot	   comprovar,	   aquesta	   classe	   no	   es	  més	   que	   un	   pont	   de	   comunicació	  entre	   les	   dues	   parts.	  Donat	   que	   Java	   i	   C++	  no	   s’entenen	   en	  matèria	   d’objectes,	  
	   	   	  84	  
encara	   que	   tots	   dos	   són	   orientats	   a	   objectes,	   haurem	   de	   passar	   el	   punter	   a	  l’objecte.	  En	  aquest	  cas	  l’obtindrem	  amb	  rgb.getNativeObjAddr(). 
 La	  signatura	  de	  la	  funció	  en	  Java	  serà:	  	  
private static native void nativeWait(long inputImage);	  	  Això	  cridarà	  a	  la	  part	  de	  C++.	  En	  aquest	  projecte	  tindrem	  2	  arxius.	  El	  primer	  és	  un	   arxiu	   de	   capçaleres	   anomenat	   DetectionBasedTracker_jni.h	   i	   l’arxiu	   amb	  implementació	  anomenat	  DetectionBasedTracker_jni.cpp.	  	  La	  signatura	  en	  C++	  en	  l’arxiu	  de	  capçaleres	  serà:	  	  
JNIEXPORT void JNICALL 
Java_org_opencv_samples_facedetect_DetectionBasedTracke
r_nativeWait(JNIEnv *, jclass, jlong); 
 Veiem	  que	  es	  passen	  dues	  coses	  que	  no	  teníem	  en	  la	  signatura	  inicial.	  Aquestes	  són	  un	  punter	  a	  una	  variable	  d’entorn,	  on	  es	  guarda	  l’estat	  que	  es	  tenia	  al	  fil	  quan	  s’ha	  cridat	  a	  aquesta	  funció	  i	  la	  variable	  jclass	  que	  indica	  la	  classe	  des	  de	  la	  qual	  s’ha	  fet	  la	  crida.	  	  	  Per	   últim,	   només	   queda	   veure	   la	   part	   de	   comunicació	   amb	   l’arxiu	   de	  implementació	  DetectionBasedTracker.cpp	  	  
JNIEXPORT void JNICALL 
Java_org_opencv_samples_facedetect_DetectionBasedTracke
r_nativeWait(JNIEnv * env, jclass, jlong mat) { 
 
 Mat *imagen = (Mat*) mat; 
 flip((*imagen), (*imagen), 1); 
 
cv::putText(*(imagen), "Take the standard position",  
cvPoint(50,240),FONT_HERSHEY_COMPLEX_SMALL, 2, 
cvScalar(0,255,0), 3, CV_AA); 
}	  	  	  	  Com	   veiem	   hem	   passat	   un	   punter	   a	   matriu	   (jlong mat)	   i	   hem	   indicat	   que	  aquest	  punter	  pertany	  a	  un	  objecte	  de	  tipus	  Mat.	  	  Mat	  és	   l’objecte	  més	  actual6	  per	  a	  referir-­‐se	  a	  una	  imatge	  de	  OpenCV.	  Tant	  Java	  com	   C++	   entenen	   l’objecte	   Mat	   ja	   que	   l’entorn	   està	   configurat	   per	   detectar	  OpenCV	  tant	  per	  Java	  com	  per	  a	  C++.	  Com	  podem	  veure,	  l’únic	  que	  fem	  és	  girar	  la	  imatge	  (donat	  que	  es	  veu	  des	  d’una	  pantalla	  i	  és	  més	  intuïtiu)	  i	  escriure	  a	  la	  imatge	  “Take	  the	  standard	  position”.	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  6	  A	  data	  de	  25	  de	  Setembre	  de	  2013	  a	  http://opencv.org/	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Aquesta	   comunicació	  es	   fa	  més	   complicada	  en	  el	   cas	  en	  que	  es	  passin	  objectes	  que	  no	  són	  estàndards	  i	  que	  per	  tant,	  a	  priori,	  C++	  no	  els	  reconeixi.	  Un	  exemple	  d’aquest	  cas	  es	  veurà	  més	  endavant.	  	  	  Un	   cop	   passat	   la	   fase	   d’espera	   es	   capten	   10	   imatges	   en	   un	   vector	   durant	   30	  frames	  (1	  cada	  3	  frames).	  Aquestes	   imatges	   seran	   les	  que	   s’utilitzin	  per	   a	   fer	   el	   background	   substraction	  que	  hem	  explicat	  en	  l’apartat	  de	  anàlisi	  de	  l’algoritme.	  	  	  Aquest	  procediment	  es	  va	  intentar	  fer	  íntegrament	  en	  Java,	  utilitzant	  l’accés	  	  
M.at<int>(i, j)	  on	  M	  és	  una	  matriu	  i	  (i,	  j)	  és	  la	  posició	  a	  la	  que	  volem	  accedir,	  però	  simplement	  fer	  una	  sostracció	  del	  fons	  o	  un	  filtre	  de	  pell	  pel	  color	  ocupava	  un	  segon.	  	  És	  per	  aquesta	  raó	  per	  la	  que	  es	  va	  decidir	  fer	  el	  sistema	  de	  visió	  íntegrament	  en	  C++.	  	  	  Tant	   en	   la	   fase	   de	   detecció	   i	   sostracció	   de	   fons	   com	   en	   la	   de	   segmentació	   per	  filtre	   de	   pell	   s’utilitza	   versió	   optimitzada	   del	   bucle	   for,	   utilitzant	   punters,	  	  aprofitant	  la	  localitat	  espacial	  de	  les	  dades	  i	  posant	  a	  memòria	  files	  senceres	  de	  la	  matriu	   per	   tal	   de	   que	   la	  matriu	   estigui	   en	   RAM	   el	  més	   aviat	   possible	   i	   així	  evitar	  més	  accessos	  a	  disc.	  	  La	   solució	   està	   considerada	   per	   la	   comunitat	   de	   desenvolupadors	   com	   la	  més	  eficient7.	  Encara	  i	  així	  té	  les	  seves	  desavantatges,	  ja	  que	  fa	  el	  codi	  molt	  més	  difícil	  de	  llegir	  i	  més	  difícil	  de	  mantenir.	  	  	  Donat	  que	  en	  aquest	  sistema	  el	  més	  important	  és	  la	  velocitat,	  sobretot	  en	  la	  fase	  de	   temps	   real,	   l’accés	   seqüencial	  mitjançant	   punters	   és	   l’alternativa	   que	  millor	  s’adapta	  al	  nostre	  sitema.	  	  L’estructura	  d’aquest	  bucle	  és	  la	  següent:	  	  
int channels = (*input).channels(); 
 
int nRows = (*input).rows; 





for( int i = 0; i < nRows; ++i) { 
 original = (*input).ptr<uchar>(i); 
 res = (*resultado).ptr<uchar>(i); 
   
 for (int j = 0; j < nCols*channels; j +=channels) { 
    
  //Contingut del bucle 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  7	  Segons	  els	  desenvolupadors	  del	  fórum	  StackOverflow.com	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 } 
} 
 On	  la	  imatge	  d’entrada	  és	  (*input), la	  imatge	  de	  sortida	  és	  	  (*resultado). Com	  es	  pot	  veure,	  per	  accedir	  a	  un	  píxels	  haurem	  d’accedir	  a	  la	  informació	  dels	  canals	   que	   siguin.	   Per	   exemple,	   una	   imatge	   RGB	   té	   3	   canals	   i	   per	   accedir	   al	  contingut	  haurem	  d’efectuar	  el	  següent	  càlcul:	  	   𝑃!"# 𝑖, 𝑗 =    𝑃! = 𝐼 𝑖 ∗ 𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠, 𝑗               𝑃! = 𝐼 𝑖 ∗ 𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠, 𝑗 + 1𝑃! = 𝐼 𝑖 ∗ 𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠, 𝑗 + 2 	  	  On	  channels	  en	  aquest	  cas	  és	  3	  i	  on	  I	  és	  la	  imatge.	  
 Mentre	   s’està	  executant	   la	   captura	  d’imatges	  del	   fons	  es	  mostrarà	  a	   la	  pantalla	  del	  terminal	  “Checking	  images...”,	  que	  donarà	  informació	  a	  l’usuari	  de	  que	  s’estan	  agafant	  imatges.	  	  Quan	   la	   part	   de	   detecció	   de	   fons	   ja	   ha	   acabat	   el	   pròxim	   pas	   és	   treure	   el	   fons	  detectat	  i	  buscar	  les	  mans.	  	  En	  aquesta	  part	  sorgeix	  un	  problema	   important	  a	   l’hora	  de	   treure	  el	   fons	  de	   la	  imatge	  inicial.	  El	  problema	  no	  és	  d’algorísmia,	  sinó	  en	  el	  sistema	  en	  sí	  mateix,	  ja	  que	  la	  càmera	  mostra	  una	  imatge	  adaptada	  a	  la	  llum	  que	  rep.	  	  Encara	  que	  estiguem	  en	  la	  mateixa	  escena	  amb	  una	  il·luminació	  que	  ens	  sembla	  constant,	  el	  gest	  de	  la	  mà	  pot	  en	  alguna	  mesura	  tapar	  lleument	  una	  font	  de	  llum.	  	  En	  aquest	  cas	  la	  càmera	  detectarà	  aquest	  petit	  canvi	  de	  il·luminació	  i	  ajustarà	  la	  imatge	  a	  la	  nova	  il·luminació.	  	  El	   canvi	   és	  molt	   subtil	   i	   a	   ull	   humà	   és	   pràcticament	   imperceptible,	   però	   és	   un	  canvi	  que	  altera	  la	  informació	  als	  píxels	  del	  fons.	  	  Per	  a	  resoldre	  aquest	  problema	  s’ha	  establert,	  enlloc	  d’una	  diferència	  d’imatges,	  un	  llindar	  de	  canvi.	  És	  a	  dir,	  si	  la	  resta	  d’un	  píxel	  amb	  el	  fons	  és	  menor	  d’un	  cert	  llindar,	  es	  pot	  afirmar	  que	  és	  fons,	  i	  s’eliminarà.	  	  Més	  formalment,	  la	  funció	  seria	  la	  següent:	  	   𝑃!"# 𝑖, 𝑗 =    𝑃!,!,!  , 𝑠𝑖   𝑃!"# 𝑖, 𝑗 −   𝑃!"#$(𝑖, 𝑗) < 𝑡ℎ𝑟𝑒𝑠ℎ        𝑃!"# 𝑖, 𝑗 ,                            𝑎𝑙𝑡𝑟𝑎𝑚𝑒𝑛𝑡                                                                	  	  on	  𝑃!"# 𝑖, 𝑗 	  és	  el	  píxel	  de	  la	  imatge	  en	  RGB	  i	  𝑃!"#$(𝑖, 𝑗)	  és	  el	  píxel	  de	  la	  imatge	  del	  fons.	  	  Un	  cop	  s’ha	  separat	  el	  fons	  de	  l’usuari,	  s’ha	  d’efectuar	  el	  filtre	  pel	  color	  de	  pell	  i	  la	  detecció	  de	  les	  mans.	  	  El	   filtre	  pel	   color	  de	  pell	  es	   farà	  mitjançant	  el	  bucle	  optimitzat	  per	  punters	   i	   el	  segon	  es	  farà	  amb	  una	  llibreria	  que	  es	  diu	  cvBlob.	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La	  llibreria	  cvBlob8	  	  és	  una	  llibreria	  escrita	  en	  C	  per	  a	  OpenCV	  que	  s’utilitza	  per	  a	  la	   detecció	   d’objectes	   sobre	   imatge	   binària,	   calculant	   diverses	   propietats,	   com	  poden	   ser	   l’àrea,	   els	   moments	   lineals,	   el	   centre	   de	   masses,	   trobar	   contorns	   i	  d’altres.	  Aquesta	   llibreria	   té	  un	  problema,	   i	   és	   que	   està	   adaptada	   totalment	   a	   les	  noves	  versions	  de	  OpenCV,	  per	  tant,	  la	  interfície	  utilitzant	  imatges	  del	  tipus	  cv::Mat	  no	  són	  útils.	  	  La	   llibreria	   cvBlob	   utilitza	   la	   interfície	   en	   C	   i	   en	   comptes	   de	   utilitzar	   cv::Mat	  utilitza	   el	   tipus	   cv::IplImage	   que	   a	   més	   està	   obsolet.	   Si	   bé	   això	   no	   afecta	   al	  rendiment	  ja	  que	  la	  conversió	  no	  té	  un	  gran	  cost,	  fa	  que	  el	  codi	  sigui	  més	  difícil	  de	   llegir	   i	   que	   s’hagin	   d’afegir	   línies	   de	   codi	   que	   no	   aporten	   gaire	   cosa	   a	  l’algoritme	  i	  només	  estan	  pensades	  per	  la	  integració	  d’aquesta	  llibreria.	  	  Les	   mans	   es	   detecten	   per	   primer	   cop	   quan	   s’extreu	   el	   fons	   de	   la	   imatge,	  	  finalitzant	  així	  amb	  la	  fase	  d’anàlisi	  de	  la	  imatge.	  	  Per	  defecte,	  el	  primer	  signe	  detectat	  és	  obert	  per	  tal	  de	  que	  no	  hi	  hagi	  possibles	  errors	  amb	  el	  primer	  frame	  i	  es	  polsi	  un	  botó.	  	  Encara	   i	   així,	   i	   donada	   la	   velocitat	   de	   l’algoritme	   aquesta	   mesura	   no	   arregla	  aquesta	   situació,	   però	   si	  més	  no,	   ajuda	   a	  que	  no	   es	  produeixi	   i	   a	  més	  hi	   ha	  un	  estalvi	  de	  cost	  al	  no	  analitzar	  la	  mà	  per	  primer	  cop.	  	  	  Un	  cop	  en	  aquest	  punt,	  comença	  la	   fase	  de	  temps	  real,	   ja	  que	  sabem	  on	  són	  les	  mans	  (tenim	  la	  finestra	  de	  seguiment	  determinada)	  i	  sabem	  el	  fons.	  	  	  En	  Android,	  i	  per	  tant	  d’augmentar	  molt	  el	  rendiment	  del	  sistema	  en	  temps	  real,	  s’ha	   aplicat	   una	   gran	   optimització	   en	   la	   rotació	   i	   en	   la	   detecció	   del	   punt	   més	  ample	  de	  la	  mà.	  	  Anteriorment,	   en	   l’algoritme	   proposat	   en	   el	   disseny	   es	   girava	   tota	   la	   mà	   i	   a	  continuació	  es	  feia	  l’anàlisi	  de	  la	  mà	  girada.	  	  En	   el	   cas	   d’Android	   s’ha	   aplicat	   una	   optimització	   que	   consisteix	   en	   girar	  
únicament	   els	   contorns	   exteriors	   fent	   que	   gran	  quantitat	   dels	   píxels	   quedin	  sense	  analitzar,	  però	  en	  realitat	  només	  interessen	  els	  contorns	  exteriors	  degut	  a	  que	  es	  busca	   la	  part	  més	  ample,	   i	   amb	  els	   contorns	   exteriors	   ja	   s’obté	   aquesta	  informació.	  	  Aquest	  algoritme	  presenta	  algunes	  dificultats	  d’implementació.	  	  La	   primera	   d’aquestes	   dificultats	   és	   que	   en	   una	   mateixa	   línia	   hi	   poden	   haver	  diversos	   contorns	   exteriors	   degut	   a	   fallades	   de	   segmentació.	   En	   aquest	   cas	  només	  es	  tindrà	  en	  compte	  el	  píxel	  de	  contorn	  amb	  la	  component	  horitzontal	  (X)	  mínima	   i	   el	   píxel	   de	   contorn	   amb	   la	   component	   X	  màxima.	   D’aquesta	  manera	  s’ignoren	  els	  altres	  contorns	  que	  només	  son	  fruit	  de	  fallades	  de	  segmentació.	  	  	  La	  segona	  de	  les	  dificultats	  d’implementació	  és	  que	  degut	  a	  que	  les	  imatges	  tenen	  una	  variable	  discreta,	  al	  aplicar	  rotacions	  aquestes	  variables	  es	  converteixen	  en	  contínues.	   D’aquesta	   manera,	   quan	   se	   li	   assigna	   una	   fila	   posteriorment	   s’ha	  d’aplicar	  un	  truncament	  o	  arrodoniment,	  i	  és	  possible	  que	  alguna	  fila	  quedi	  sense	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algun	  dels	  dos	  extrems	  que	  delimiten	  la	  mà.	  	  En	  aquest	  cas	  aquesta	  línia	  es	  ignorada.	  	  	  En	  resum,	  estem	  girant	  els	  píxels	  del	  perímetre	  enlloc	  de	  moure	  tots	  els	  píxels	  de	  l’àrea.	  	  L’objecte	  que	  té	  una	  relació	  mínima	  entre	  àrea	  i	  perímetre	  és	  el	  cercle.	  Si	  suposem	  com	  anteriorment	  que	  una	  mà	  ocupa	  1/5	  de	  l’ample	  d’una	  imatge	  i	  1/3	  de	   l’alt	   i	   que	   la	   imatge	   té	   640x480	  píxels	   calculem	  el	   guany	   en	   rendiment	  com:	  	  	  	   𝑟 =    𝑎𝑟𝑒𝑎𝑝𝑒𝑟í𝑚𝑒𝑡𝑟𝑒 =    𝜋  𝑟!2  𝜋  𝑟 = 𝑟2 = 1602 = 80	  	  Per	  tant,	  l’algoritme	  és	  80	  vegades	  més	  ràpid	  com	  a	  mínim.	  	  Aquesta	   optimització	   ha	   sigut	   clau	   per	   a	   la	   viabilitat	   d’aquest	   projecte	   ja	   que	  aquest	  era	  el	  procés	  més	  costós	  de	  tot	  l’algoritme.	  Per	  tant,	  s’ha	  baixat	  la	  complexitat	  de	  l’algoritme	  de	  𝜃(𝑛)	  a	  𝜃 𝑛 .	  	  Per	   a	   comunicar	   la	   part	   Java	   (Android)	   i	   la	   part	   C++	   hem	   creat	   un	   objecte	  anomenat	   “Hand”,	   que	   es	   composa	   de	   un	   punt	   que	  marca	   el	   centre	   i	   del	   gest	  actual.	  	  Aquest	  gest	  serà	  el	  que	  es	  detecta	  en	  el	   frame	  actual	  després	  d’haver	  ser	  filtrat	  amb	  l’algoritme	  de	  robustesa	  basat	  en	  l’historial	  (és	  a	  dir,	  en	  el	  frame	  anterior).	  Tots	  els	  mètodes	  de	  robustesa,	  tant	  de	  posició	  del	  centre	  com	  de	  gest,	  han	  de	  ser	  totalment	  transparents	  a	  l’usuari.	  	  Aquest	  únicament	  farà	  una	  crida	  a:	  	  	  Mat imagen = mNativeDetector.process(rgb, offsetX, offsetY, 
ratioX, ratioY); 
 
Hand leftHand = mNativeDetector.getLeftHand(); 
          
Hand rightHand = mNativeDetector.getRightHand();	  	  
  I	  obtindrà	  el	  centre	  de	  les	  mans	  i	  el	  seu	  gest	  en	  l’objecte	  Hand	  abans	  especificat.	  Les	   variables	   offsetX,	   offsetY,	   ratioX	   i	   ratioY	   corresponen	   a	   les	   variables	  calculades	   per	   ajustar	   escales	   dels	   eixos	   de	   coordenades	   per	   passar	   de	   l’eix	  imatge	  a	  l’eix	  pantalla	  i	  possibles	  offsets	  que	  sofreixin	  els	  botons.	  	  En	  aquest	  cas,	  DetectionBasedTracker	  té	  dos	  camps	  del	  tipus	  Hand,	  que	  es	  diuen	  “izquierda”	   i	   “derecha”.	   Veurem	   per	   tant	   com	   es	   comunica	   un	   objecte	   de	   Java	  amb	  un	  en	  C++	  quan	  no	  comparteixen	  una	  llibreria.	  	  En	  primer	  lloc	  passarem	  l’objecte	  	  a	  la	  funció	  de	  la	  següent	  manera:	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nativeProcessFrame(izquierda, derecha, rgb.getNativeObjAddr(), 
resultado.getNativeObjAddr()); 
 on	  rgb	  és	  la	  imatge	  original	  i	  resultado	  és	  la	  imatge	  que	  retornarem	  i	  on	  es	  veurà	  el	  resultat	  de	  l’algoritme.	  	  La	  firma	  de	  l’algoritme	  en	  Java	  serà:	  	  
private static native void nativeProcessFrame(Object 
izquierda, Object derecha, long inputImage, long 
outputImage); 
 	  per	  tant,	  la	  firma	  en	  l’arxiu	  DetectionBasedTracker_jni.h	  serà:	  	  
JNIEXPORT void JNICALL 
Java_org_opencv_samples_facedetect_DetectionBasedTracke
r_nativeProcessFrame(JNIEnv *, jclass, jobject, jobject, 
jlong, jlong); 
 	  Per	  tal	  de	  detectar	  la	  classe	  de	  la	  mà,	  li	  haurem	  d’especificar	  a	  la	  part	  en	  C++	  on	  està	  aquesta	  classe.	  	  Per	  fer-­‐ho,	  haurem	  de	  posar	  la	  següent	  línia:	  	  	  
jclass handClass = 
env>FindClass("org/opencv/samples/facedetect/Hand"); 
 	  Un	  cop	  sabem	  la	  classe	  haurem	  d’obtenir	  l’identificador	  del	  mètode:	  	  	  
jmethodID setGesture = env->GetMethodID(handClass, 
"setGesture", "(I)V"); 
 El	  camp	  “(I)V”	  vol	  dir	  que	  l’algoritme	  rep	  un	  argument	  de	  tipus	  enter	  (Integer)	  i	  no	  retorna	  res	  (void).	  Per	  cridar	  al	  mètode	  s’haurà	  de	  fer	  el	  següent:	  	  
env->CallVoidMethod(izq, setGesture, 0);	  
 En	  aquest	   cas	  es	   cridarà	  el	  mètode	  setGesture	  de	   l’objecte	   izq	   (que	  és	  de	   tipus	  Hand)	  amb	  el	  paràmetre	  0,	  que	  vol	  dir	  oberta.	  	  
 Per	  acabar	  la	  fase	  principal	  de	  l’algoritme,	  només	  caldrà	  comprovar	  si	  hi	  ha	  una	  mà	  tancada	  a	  sobre	  d’algun	  botó.	  	  Aquesta	  part	  ha	  sigut	  lleugerament	  complicada,	  ja	  que	  Android	  té	  la	  limitació	  de	  
	   	   	  90	  
que	   no	   es	   pot	   modificar	   la	   interfície	   si	   no	   és	   des	   de	   el	   fil	   que	   s’ha	   creat.	   Per	  aquesta	  raó	  a	  priori	  sembla	  impossible	  modificar	  la	  interfície,	  ja	  que	  s’ha	  creat	  al	  mètode	  onCreate	  explicat	  anteriorment.	  	  	  Encara	   i	   així	  hi	  ha	  un	  mètode	  anomenat	   runOnUiThread	  que	  permet	   l’execució	  d’un	  objecte	  que	  implementi	   la	   interfície	  Runnable.	  Com	  en	  aquest	  cas	  s’han	  de	  passar	  paràmetres,	  	  es	  complica	  lleugerament.	  Per	  a	   solucionar-­‐ho,	   s’ha	  creat	  una	  nova	  classe	  anomenada	  HandClickRunnable	  que	   implementa	   la	   interfície	  Runnable.	  A	  aquesta	   li	  passarem	  la	  mà	  i	  el	  radi	  de	  detecció,	  que	  serà	  el	  marge	  de	  detecció	  respecte	  al	  centre.	  Per	  tant,	  tots	  aquells	  botons	  que	  estiguin	  en	  el	  rang	  [centre.x	  –	  radi,	   	  centre.x	  +	  radi]	   i	  [centre.y-­‐radi,	  centre.y	  –	  radi]	  es	  consideraran	  apretats	  si	  la	  mà	  està	  tancada.	  	  El	  codi	  per	  a	  cridar	  a	  aquests	  objectes	  és	  el	  següent:	  	  
runOnUiThread(new HandClickRunnable(leftHand, 
DETECTION_RADIUS) {   
                
  @Override 
      public void run() { 
checkPressedHand(getHand(), getRadius()); 
      } 
}); 
 La	  funció	  checkPressedHand	  s’encarrega	  de	  recórrer	  els	  botons	  i	  mirar	  si	  algun	  d’ells,	  amb	  la	  informació	  de	  la	  mà	  ha	  sigut	  apretat	  o	  no.	  En	  cas	  de	  que	  sí,	  s’invoca	  a	  la	  funció	  callOnClick(),	  que	  invoca	  a	  la	  funció	  programada	  en	  cas	  de	  que	  es	  polsi	  el	  botó.	  
 
 
4.2.4	  onRestart	  	  Aquest	  procés	  s’inicia	  quan	  l’aplicació	  es	  fa	  invisible	  (es	  canvia	  de	  procés)	  i	  torna	  a	  l’execució	  un	  altre	  cop.	  	  	  En	  aquest	  cas	  es	  considera	  que	  ens	  trobem	  en	  el	  cas	  similar	  en	  que	  es	  comença	  la	  execució	   del	   programa	   i	   es	   fa	   de	   nou	   tot	   el	   procés	   de	   captació	   d’espera	   per	  col·locació,	  captació	  de	  fons	  de	  la	  imatge	  i	  detecció	  de	  mans.	  	  	  En	  definitiva,	  es	  torna	  a	  executar	  onStart	  com	  si	  el	  programa	  s’hagués	  reiniciat.	  	  	  	  	  
4.2.5	  onPause	  	  En	  aquest	  cas	  l’únic	  procés	  que	  s’haurà	  de	  fer	  és	  deixar	  de	  fer	  un	  enviament	  de	  frames	   al	   sistema.	   Encara	   i	   així,	   la	   vista	   (el	   layout)	   no	   s’elimina	   de	   la	   pantalla,	  
	   	   	  91	  
sinó	  que	  segueix	  estan	  present.	  Per	  tant,	  el	  que	  es	  fa	  és	  eliminar	  la	  connexió	  de	  la	  càmera.	  	  	  	  
4.2.6	  onStop	  	  Donat	  que	  a	  la	  fase	  de	  onPause	  ja	  s’ha	  eliminat	  la	  connexió	  de	  la	  càmera	  i	  aquesta	  queda	  alliberada,	  en	  la	  fase	  onStop	  no	  s’ha	  de	  fer	  res	  més.	  És	  per	  aquesta	  raó	  que	  aquesta	  función	  no	  ha	  sigut	  implementada.	  	  	  	  
4.2.7	  onDestroy	  	  En	   aquest	   cas,	   i	   com	   en	   el	   cas	   anterior,	   la	   única	   manera	   d’arribar	   a	   la	   fase	  onDestroy	  és	  a	  través	  de	  onStop,	  i	   l’única	  manera	  d’arribar	  a	  onStop	  és	  passant	  per	  onPause.	  	  Donat	  que	  a	  onPause	  ja	  s’havia	  destruït	  la	  connexió	  amb	  la	  càmera,	  no	  cal	  fer	  cal	  més	  implementació	  en	  aquesta	  fase.	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5.	  Característiques	  del	  maquinari	  i	  rendiment	  	  Aquest	   projecte	   s’ha	   executat	   en	   dos	   equips	   i	   s’han	   obtingut	   rendiments	  diferents.	  	  	  El	   primer	   equip	   en	   el	   que	   s’ha	   provat	   correspon	   a	   un	   ordinador	   portàtil.	   En	  aquest	   cas	   s’ha	   provat	   el	   rendiment	   en	   un	   ordinador	   Intel	   Core	   i5	   amb	   una	  freqüència	  de	  2,4GHz	  i	  4GB	  de	  memòria	  RAM	  DDR3	  a	  1333MHz.	  	  En	   aquesta	   màquina	   s’ha	   provat	   el	   rendiment	   de	   l’algoritme	   executant-­‐se	  utilitzant	  MATLAB,	   cosa	  que	  provoca	  un	   cost	   computacional	   extra	   al	   tractar-­‐se	  d’un	  llenguatge	  interpretat.	  	  	  En	   ordinador,	   la	   freqüència	   que	   s’ha	   obtingut	   és	   de	  10-­‐12	   frames	   per	   segon	  sense	  córrer	  cap	  més	  procés	  a	  la	  màquina	  (exceptuant	  els	  de	  sistema	  operatiu).	  	  Aquesta	  velocitat	  utilitzant	  un	   llenguatge	   interpretat	  dóna	  moltes	  esperances	  a	  un	  rendiment	  similar	  en	  un	  dispositiu	  mòbil	  amb	  Android.	  	  	  La	   màquina	   utilitzada	   per	   a	   provar	   l’aplicació	   en	   el	   dispositiu	   mòbil	   és	   un	  Nexus49,	   que	   té	   un	  processador	  de	  quatre	  nuclis	   Snapdragon	   S4	  Pro	  APQ8064	  amb	  una	  freqüència	  de	  rellotge	  de	  1,5GHz	  i	  2	  GB	  de	  memòria	  RAM.	  	  És	   fàcil	   veure	   que	   la	   màquina	   és	   molt	   més	   limitada,	   però	   encara	   veure	   el	  rendiment	  de	  OpenCV	  sobre	  la	  màquina.	  	  	  En	   una	   primera	   prova	   amb	   OpenCV	   es	   va	   implementar	   un	   sistema	   en	   el	   que	  només	   es	   mostrava	   una	   imatge	   sense	   cap	   procés	   però	   mitjançant	   OpenCV.	  Aquest	  sistema	  tenia	  una	  freqüència	  màxima	  de	  10	  frames	  per	  segon.	  	  	  Aquests	  resultats	  feien	  difícil	  creure	  que	  un	  sistema	  tan	  complex	  com	  el	  que	  s’ha	  implementat	  en	  aquest	  projecte	  fos	  possible	  d’integrar	  en	  temps	  real	  en	  aquest	  dispositiu.	  	  	  Encara	  i	  així,	  i	  aplicant	  moltes	  optimitzacions,	  el	  sistema	  mostra	  una	  freqüència	  mitja	  de	  5-­‐6,5	  frames	  per	  segon.	  	  Les	  fluctuacions	  depenen	  majoritàriament	  de	  la	  mida	  de	  la	  mà	  (inclòs	  el	  braç),	  i	  la	  mida	  de	  la	  mà	  depèn	  de	  com	  a	  prop	  es	  trobi	  l’usuari	  de	  la	  càmera.	  Per	  tant,	  com	  més	  a	  prop	  es	  trobi,	  més	  lent	  funcionarà	  el	  sistema.	  	  	   	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  9	  https://play.google.com/store/devices/details/Nexus_4_16_GB?id=nexus_4_16gb	  [Consultat	  el	  26	  de	  sep.	  de	  13]	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6.	  Planificació	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7.Cost	  econòmic	  	  El	  cost	  econòmic	  s’ha	  calculat	  de	  forma	  molt	  senzilla.	  	  	  S’ha	   treballat	   durant	   aquest	  projecte	  durant	  9	  mesos	   i	   8	  dies,	   incloent	   caps	  de	  setmana,	  en	  els	  que	  també	  s’han	  treballat.	  	  	  Si	   fem	  una	  aproximació	  de	  que	  cada	  mes	   té	  30	  dies,	  que	  és	  molt	  raonable,	  s’ha	  treballat	  un	  total	  de	  278	  dies	  en	  aquest	  projecte.	  	  	  La	  dedicació	  no	  ha	  sigut	  constant,	  ja	  que	  en	  les	  primeres	  fases	  s’han	  dedicat	  una	  mitjana	  de	  4	  hores	  al	  dia	  fins	  al	  juny	  (a	  causa	  de	  la	  implementació	  d’un	  projecte	  propi)	  i	  de	  jornades	  molt	  intensives	  de	  10-­‐12	  hores	  durant	  els	  mesos	  de	  juliol	  i	  agost.	  	  	  Per	  fer	  el	  càlcul	  d’hores	  s’ha	  agafat	  per	  tant	  una	  mitjana	  de	  4	  hores	  al	  dia	  durant	  el	  9	  de	  gener	  fins	  al	  28	  de	  juny	  i	  de	  11	  hores	  al	  dia	  durant	  el	  període	  que	  va	  del	  dia	  1	  de	  Juliol	  fins	  al	  20	  d’agost.	  	  Durant	  aquest	  període	  es	  van	  fer	  10	  dies	  de	  vacances.	  	  Per	  últim,	  i	  durant	  la	  elaboració	  de	  la	  memòria	  s’ha	  treballat	  durant	  una	  mitja	  de	  2	  hores	  al	  dia.	  	  Un	  enginyer	  amb	  coneixements	  de	  visió	  per	  computador	  i	  de	  disseny	  d’interfícies	  pot	  cobrar	  30€/hora,	  mentre	  que	  un	  programador	  en	  cobra	  20€/hora.	  	  	  La	  part	  de	  visió	  si	  té	  més	  càrrega	  d’una	  persona	  que	  avalua	  els	  mètodes	  utilitzats	  en	   visió	   per	   computador,	   mentre	   que	   gran	   part	   de	   la	   part	   d’Android,	   la	   pot	  executar	  un	  programador.	  Per	  això,	  el	  cost	  serà:	  	   	  
	  	  	  	  	   	  








9/01-­‐	  28/06	   143	   4	   360	   176	   14,320€	  
Integració	  
Android	  
01/07-­‐20/08	   40	   9	   40	   320	   7,600€	  
Memòria	   23/08-­‐17/10	   55	   2	   0	   110	   2,200€	  
Total	   9/01-­‐	  17/10	   238	   4,22	   400	   606	   24.100€	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8.Conclusions	  	   	  
8.1	  Objectius	  	  L’objectiu	   d’aquest	   projecte	   era	   dissenyar,	   implementar	   i	   optimitzar	   una	  interfície	  per	  a	  un	  dispositiu	  mòbil	  basada	  en	  la	  visió	  per	  computador	  i	  utilitzant	  la	  càmera	  incorporada	  del	  dispositiu.	  	  A	   més,	   implementar	   una	   app	  molt	   senzilla	   per	   tant	   de	   comprovar	   el	   correcte	  funcionament	  d’aquesta.	  	  Els	   objectius	   implícitament	   impliquen	   dissenyar	   un	   sistema	   de	   visió	   per	  computador	   suficientment	   lleuger	   com	   per	   a	   córrer	   en	   un	   dispositiu	  mòbil	   en	  temps	  real.	  	  	  Aquests	   objectius	   han	   sigut	   satisfets	   satisfactòriament,	   creant	   un	   sistema	  suficientment	   lleuger	   com	   per	   a	   córrer	   a	   10-­‐12	   frames	   per	   segon	   en	   un	  ordinador	  i	  a	  5-­‐6,5	  frames	  per	  segon	  en	  un	  dispositiu	  mòbil.	  	  	  L’algoritme	   té	   cost	  𝜃(𝑛)	  en	   la	   fase	  de	  anàlisi,	   on	  n	  és	  el	  nombre	  de	  píxels	  de	   la	  imatge	  i	  cost	  𝜃 𝑛! 	  on	  𝑛′	  és	  el	  nombre	  de	  píxels	  de	  les	  finestres	  de	  seguiment,	  que	  és	  aproximadament	  7,5	  vegades	  més	  petit	  que	  el	  nombre	  de	  píxels	  de	  la	  imatge.	  	  	  
8.2	  Valoració	  personal	  	  Amb	   aquest	   projecte	   m’he	   hagut	   d’enfrontar	   amb	   un	   dels	   àmbits	   de	   la	  informàtica	  que	  més	  recursos	  consumeixen	  en	  termes	  de	  computació	  i	  adaptar-­‐lo	  a	  un	  dispositiu	  amb	  molt	  baixa	  capacitat	  de	  càlcul,	  cosa	  que	  és	  un	  gran	  repte,	  i	  per	  això	  no	  hi	  han	  gaires	  treballs	  fets	  en	  aquest	  àmbit.	  	  	  Els	  pocs	  treballs	  que	  hi	  han	  són	  sobretot	  basats	  en	  el	  reconeixement	  de	  patrons	  amb	   una	   segmentació	   bastant	   clara,	   cosa	   que	   fa	   que	   la	   documentació	   i	   les	  experiències	   en	   dispositius	   mòbils	   en	   un	   sistema	   tan	   complex	   no	   siguin	   gaire	  abundants.	  	  	  És	   per	   aquesta	   raó	   que	   el	   treball	   ha	   sigut	   tan	   gratificant,	   ja	   que	   al	   haver	   tan	  poques	   coses	   fetes	   en	   aquest	   àmbit	   fa	   que	   hi	   hagi	   una	   sensació	   d’estar	  empenyent	   les	   fronteres	   de	   la	   tecnologia,	   encara	   que	   en	   molt	   petita	   escala,	   i	  d’estar	   col·laborant	   a	   fer	   el	   món	   tecnològic	   una	   mica	   més	   savi	   amb	   aquesta	  experiència.	  	  	  Sense	   dubte,	   els	   meus	   coneixements	   en	   visió	   per	   computació	   han	   augmentat	  moltíssim,	   sobretot	  en	  els	   fonaments	  matemàtics	  que	  hi	  han	  darrere.	  Entendre	  realment	  com	  estan	  implementats	  els	  algoritmes	  més	  bàsics	  i	  perquè	  funcionen	  en	  determinats	  casos	  i	  perquè	  no	  ha	  sigut	  un	  procés	  costós	  però	  extremadament	  gratificant	  un	  cop	  s’ha	  entès.	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Per	  un	  altre	  banda,	  jo	  no	  tenia	  coneixements	  d’Android	  més	  allà	  d’un	  petit	  curs,	  cosa	  que	  ha	  dificultat	  alguna	  de	  les	  parts	  de	  la	  implementació.	  	  A	  més,	  el	  NDK	  (Native	  Development	  Kit)	  és	  molt	  menys	  popular	  que	  la	  interfície	  Java	   per	   programar	   en	   Android,	   cosa	   que	   ha	   fet	  més	   difícil	   trobar	   solucions	   a	  problemes	  molt	  concrets.	  	  	  	  	  
8.3	  Futur	  	  Aquest	  algoritme	  obre	   tot	  un	  món	  de	  possibilitats	  en	  el	  món	  de	   les	   tecnologies	  mòbils,	   ja	   que	   s’ha	   comprovat	   que	   és	   possible	   implementar	   algoritmes	  complexos	  en	  temps	  reals	  en	  dispositius	  mòbils	  actuals.	  Això	  va	  suposar	  una	  revolució	  en	  els	  camp	  dels	  videojocs,	  on	  per	  primer	  cop	  la	  interfície	   va	   ser	   el	   cos	   humà,	   fent	   possible	   una	   interacció	   sense	   cap	  comandament	  addicional.	  	  	  A	   més	   es	   pot	   utilitzar	   en	   ambients	   complexos	   de	   mobilitat	   reduïda,	   com	   per	  exemple	  per	  ajudar	  a	  persones	  que	  vagin	  en	  cadira	  de	  rodes	  a	  agafar	  coses	  de	  la	  seva	  cuina	  que	  estiguin	  en	  prestatges	  superiors	  utilitzant	  aquesta	  interfície.	  	  	  Una	  aplicació	  semblant	  s’està	  utilitzant	  en	   televisors	  SmartTV	  de	  determinades	  marques,	  que	  permeten	  el	  control	  de	  la	  televisió	  utilitzant	  els	  gestos	  de	  la	  mà.	  De	  la	   mateixa	   manera	   i	   utilitzant	   un	   dispositiu	   extern	   USB	   amb	   Android	   i	   una	  càmera	  es	  podria	  democratitzar	  el	   sistema	   i	   ser	  portable	  a	   totes	   les	   televisions	  amb	  USB.	  	  	  Per	  últim,	  i	  com	  a	  més	  important,	  aquest	  projecte	  pot	  servir	  de	  referència	  com	  a	  punt	  d’inici	  per	  a	  aquelles	  persones	  que	  vulguin	  implementar	  solucions	  en	  temps	  real	   en	  un	  dispositiu	  mòbil,	   proveint	   de	   tècniques	   que	   funcionen	   i	   sobretot	   de	  tècniques	   que	   no	   han	   funcionat,	   evitant	   així	   una	   gran	   pèrdua	   de	   temps	   en	   el	  procés	  de	  disseny	  i	  d’implementació	  dels	  seus	  sistemes.	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10.	  Annex	  	  
Annex	   1:	   Càlcul	   de	   orientació	   d’un	   objecte	  mitjançant	  moments	  
lineals	  	  Per	   fer-­‐ho	  hem	  utilitzat	  moments	  de	   la	   imatge,	  que	  no	  és	  més	  que	  una	  mitjana	  ponderada	  de	  les	  intensitats	  dels	  píxels	  de	  les	  imatges.	  En	  aquest	  cas,	  donat	  que	  l’anàlisi	  s’executa	  sobre	  imatge	  binària,	  és	  més	  simple.	  	  Encara	  i	  així,	  es	  mostrarà	  la	  fórmula	  general	  i	  després	  com	  en	  aquest	  projecte	  (i	  en	  qualsevol	  aplicació	  que	  utilitzi	  imatge	  binària)	  hem	  adaptat	  aquest	  concepte.	  	  	  Per	   començar	   explicarem	   una	   abstracció	   d’aquest	   concepte	   en	   un	   espai	   2-­‐dimensional.	  	  Si	  tenim	  una	  funció	  contínua	  f(x,y),	  el	  moment	  d’ordre	  (p	  +	  q),	  que	  a	  partir	  d’ara	  anotarem	  amb	  la	  notació	  𝑀!" ,	  	  s’expressa	  com:	  	   𝑀!" =    𝑥!𝑦!!!!!!! 𝑓 𝑥, 𝑦   𝑑𝑥  𝑑𝑦	  	  per	  a	  p,	  q=0,1,2...	  Evidentment,	   en	   el	   nostre	   cas	   no	   es	   treballa	   sobre	   una	   funció	   contínua,	   sinó	  sobre	   una	   funció	   discreta	   (píxels),	   per	   tant,	   l’adaptació	   d’aquesta	   fórmula	   a	  variable	  discreta	  serà:	  	   𝑀!" = 𝑥!𝑦!∀!∀!   𝐼(𝑥, 𝑦)	  	  on	   I(x,	   y)	   correspon	  a	   la	   intensitat	  del	  píxel	  en	  una	  escala	  de	  grisos.	  Per	   tant,	   i	  donat	  que	   en	   aquest	   cas	   es	   treballa	   sobre	   variable	  discreta	   i	   imatge	  binària,	   la	  fórmula	  que	  hem	  d’utilitzar	  és	  la	  següent:	  	   𝑀!" = 𝑥!𝑦!𝑓 𝑥, 𝑦∀!∀! 	  	  on	  	  	   𝑓 𝑥,𝑦 =   𝑏 𝑥,𝑦 = 1                                      𝑂𝑏𝑗𝑒𝑐𝑡0              𝐵𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑	  	  quedant	   només	   com	   una	   suma	   de	   coordenades	   allà	   on	   hi	   trobem	   píxels	  corresponents	  a	  l’objecte.	  	  	  Amb	  aquest	   càlcul	   i	   combinant	  els	   índex	  p	   i	  q	  es	  poden	  aconseguir	  dades	  molt	  interessants	  i	  que	  són	  de	  molta	  utilitat	  en	  el	  càlcul	  de	  propietats	  dels	  objectes.	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Per	   exemple,	   és	   trivial	   adonar-­‐se	   de	   que	   l’àrea	   pot	   ser	   calculada	   mitjançant	  moments.	  	  La	  seva	  notació	  seria	  𝑀!!	  i	  explicarem	  breument	  perquè.	  	  	  Donat	   que	   tenim	   	  𝑀!! 	  ,	   la	   seva	   fórmula	   en	   termes	   de	   imatge	   binària	   i	  bidimensional	  seria:	  	   𝑀!! = 𝑥!𝑦!∀!∀! =    1∀!∀! 	  	  Com	  veiem,	  	  aquesta	  fórmula	  suma	  1	  cada	  cop	  que	  troba	  un	  píxel,	  i	  recorre	  tots	  els	  píxels	  en	  la	  direcció	  x	  i	  tots	  els	  píxels	  en	  la	  direcció	  y.	  Per	  aquesta	  raó,	  donat	  que	  recorre	  tots	  els	  elements	  en	  les	  dues	  dimensions	  i	  suma	  1	  cada	  cop,	  està,	  de	  fet,	  calculant	  l’àrea.	  	  Veurem	  ara	  una	   altra	   aplicació	   d’aquests	  moments	   abans	  de	   veure	   com	  es	   pot	  calcular	  la	  inclinació	  a	  partir	  d’aquests.	  	  Veurem	  l’exemple	  de	  calcular	  el	  centre	  de	  masses	  d’un	  objecte.	  	  El	  centre	  de	  masses	  té	  component	  x	  i	  component	  y,	  per	  tant,	  s’exposarà	  el	  cas	  en	  la	  coordenada	  x	  i	  el	  càlcul	  en	  la	  coordenada	  y	  serà	  exactament	  igual.	  	  	  El	   centre	   de	   masses	   es	   pot	   calcular	   mitjançant	   moments	   amb	   la	   següent	  expressió:	  	  	  𝑃  !" = !!"!!!    , !!"!!!   	  	  Per	  raonar-­‐lo	  només	  ens	  hem	  de	  fixar	  en	  el	  significat	  del	  centre	  de	  masses	  i	  en	  el	  dels	  moments	  de	  la	  imatge.	  	  Donat	  que	  treballem	  amb	  imatge	  binària,	  ja	  hem	  comentat	  perquè	  𝑀!!	  correspon	  a	  l’àrea.	  	  	  𝑀!"	  és	  la	  suma	  de	  les	  components	  x	  de	  la	  figura	  de	  la	  qual	  volem	  saber	  el	  centre	  de	  masses.	  Per	  posar	  un	  exemple	  senzill,	  si	  la	  figura	  té	  3	  píxels	  amb	  coordenades	  (3,4),	   (4,4)	   i	   (5,4)	   formant	  una	   línia	  recta	   totalment	  horitzontal,	   	  𝑀!" = 3+ 4+5 = 12.	  Donat	  que	  el	  centre	  de	  masses	  és	  el	  punt	  central	  de	  les	  masses,	  no	  és	  mes	  que	  una	  mitjana	  no	  ponderada	  de	  les	  posicions	  de	  la	  figura.	  	  	  Per	  tant,	  per	  fer	  la	  mitjana	  només	  haurem	  de	  dividir	  la	  suma	  de	  les	  	  posicions	  que	  hem	  trobat	  pel	  nombre	  de	  posicions	  que	  n’hi	  ha.	  El	  nombre	  de	  posicions,	  és	  a	  dir,	  de	   píxels	   d’una	   imatge	   correspon	   a	   la	   seva	   àrea,	   que	   en	   termes	   de	   moments	  correspon	  a	  𝑀!!.	   Per	   tant,	  per	  obtenir	   la	  mitjana	  en	   l’eix	   ‘x’,	   només	  hem	  de	   fer	  !!"!!!.	  	  D’aquesta	   manera	   queda	   raonat	   el	   càlcul	   de	   la	   component	   ‘x’	   del	   centre	   de	  masses,	  que	  és	  anàloga	  en	  el	  cas	  de	  la	  component	  ‘y’.	  	  El	  càlcul	  de	  la	  orientació	  de	  l’objecte	  és	  una	  mica	  més	  complex	  d’entendre,	  i	  s’han	  d’utilitzar	  moments	  lineals	  de	  grau	  2,	  que	  es	  presenten	  a	  continuació:	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𝑀!,! =    𝑥!!!!!!! 𝑓 𝑥, 𝑦   𝑑𝑥  𝑑𝑦	  	   𝑀!,! =    𝑥𝑦!!!!!! 𝑓 𝑥, 𝑦   𝑑𝑥  𝑑𝑦	  	   𝑀!,! =    𝑦!!!!!!! 𝑓 𝑥, 𝑦   𝑑𝑥  𝑑𝑦	  	  	  Aquests	  moments	  no	  són	  més	  que	  el	  resultat	  d’aplicar	  la	  funció	  general	  adaptada	  a	  moments	  de	  segon	  grau.	  	  	  Abans	  de	  continuar,	   	   s’ha	  de	  presentar	  un	  nou	  concepte,	  que	  és	  el	  de	  moments	  centrals.	  Els	   moments	   centrals	   en	   estadística	   i	   teoria	   de	   la	   probabilitat,	   es	   un	  moment	  d’una	  funció	  de	  distribució	  d’una	  variable	  aleatòria	  en	  torn	  a	  la	  mitjana	  d’aquesta	  variable.	  	  La	  seva	  equació	  és	  molt	  senzilla	  i	  bastant	  intuïtiva.	  	  	  L’	  enèsim	  moment	  central	  	  en	  una	  dimensió	  es	  calcula	  amb	  la	  següent	  fórmula:	  	   𝜇! = 𝐸   𝑋 − 𝐸 𝑋 ! =    𝑥 −   𝑥 !𝑓 𝑥 𝑑𝑥!!! 	  	  on	  f(x)	  és	  la	  funció	  de	  densitat	  de	  probabilitat.	  	  La	  versió	  d’aquesta	  	  mateixa	  equació	  en	  versió	  bidimensional	  seria:	  	  	   𝜇!" =    𝑥 −   𝑥 ! 𝑦 −   𝑦 !𝑓 𝑥, 𝑦 𝑑𝑥  𝑑𝑦!!!
!
!! 	  	  on	   𝑥,𝑦 	  són	   les	   coordenades	   del	   centre	   de	   masses	   i	   f(x,	   y)	   és	   la	   funció	   de	  densitat	  de	  probabilitat.	  	  Si	   adaptem	   aquest	   concepte	   a	   imatges	   bidimensionals	   amb	   variable	   discreta,	  només	   hem	   de	   canviar	   les	   integrals	   per	   sumatoris,	   quedant	   de	   la	   següent	  manera:	  	   𝜇!" = 𝑥 −   𝑥 ! 𝑦 −   𝑦 !∀!∀! 𝑓(𝑥, 𝑦)	  	  	  Els	   moments	   centrals	   també	   es	   poden	   calcular	   a	   partir	   de	   moments	   normals	  mitjançant	  la	  següent	  	  fórmula:	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   𝜇!" =    𝑝𝑚!!
!
!
𝑞𝑛 (−𝑥)(!!!)(−𝑦)!!!𝑀!" 	  	  	  Un	   cop	   arribats	   a	   aquest	   moment,	   ens	   adonem	   que	   el	   segon	   moment	  𝜇!"	  correspon	  a	  la	  variància	  (en	  termes	  estadístics)	  de	  la	  variable	  X.	  Recordem	  que	  la	  fórmula	  de	  la	  variància	  en	  x	  és:	  	   𝑉𝑎𝑟 𝑥 =   𝜎! =    𝑥 −   𝜇 ! 𝑓 𝑥 𝑑𝑥 =    𝑥! 𝑓 𝑥 𝑑𝑥     −   𝜇!	  	  on	  𝜇	  és	  el	  valor	  esperat	   i	   f(x)	  és	   la	   funció	  de	  distribució	  de	  x.	   	   Si	  ho	  adaptem	  a	  variable	  discreta	  la	  fórmula	  quedaria	  com:	  	   𝑉𝑎𝑟 𝑥 =   𝜎! = 𝑥 −   𝜇 !𝑓 𝑥!!!! =      𝑥!𝑓 𝑥!!!!   −   𝜇!	  	  on,	  en	  aquest	  cas	  𝑓,	  en	  el	  cas	  de	  ser	  una	  imatge	  binària,	  es:	  	  	   𝑓 𝑥,𝑦 =   𝑏 𝑥,𝑦 = 1                                      𝑂𝑏𝑗𝑒𝑐𝑡0              𝐵𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑	  	  	  Anàlogament	  trobem	  el	  cas	  de	  la	  variable	  ‘y’.	  	  De	  la	  mateixa	  manera,	  trobem	  que	  el	  moment	  central	  de	  grau	  2	  𝜇!!	  correspon	  a	  la	  covariància.	  	  Recordem	  que	  la	  covariància	  entre	  (x,	  y)	  té	  la	  següent	  fórmula:	  	   𝜎 𝑥, 𝑦 =   𝐸[ 𝑥 − 𝐸 𝑥 𝑦 − 𝐸 𝑦 ]	  	  El	   raonament	   és	   igual	   que	   el	   del	   cas	   anterior,	   on	   només	   s’ha	   d’estendre	   la	  fórmula	  i	  aplicar	  àlgebra	  bàsica	  per	  comprovar	  que	  equivalen	  al	  mateix.	  	  A	   partir	   d’aquests	   resultats	   es	   poden	   calcular	   dades	   sobre	   la	   orientació	   de	   la	  imatge.	  	  Típicament	  s’utilitzen	  les	  covariàncies	  i	  les	  variàncies	  pel	  càlcul	  dels	  angles,	  però	  en	  aquesta	  aplicació	  els	  càlculs	  s’han	  fet	  utilitzant	  els	  moments.	  	  A	   partir	   de	   la	   informació	   dels	   moments	   centrals,	   podem	   normalitzar-­‐los	   per	  construir	  una	  matriu	  de	  covariàncies.	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La	  normalització	  en	  els	  3	  casos	  de	  moments	  centrals	  de	  segon	  grau	  quedarien	  de	  la	  següent	  manera:	  	   𝜇′!" =   𝜇!"𝜇!!   = 𝑀!"𝑀!!   −   𝑥!	  𝜇′!" =   𝜇!"𝜇!!   = 𝑀!"𝑀!!   −   𝑦!	  𝜇′!! =   𝜇!!𝜇!!   = 𝑀!!𝑀!!   −   𝑥𝑦	  	  A	  partir	  d’aquestes	  dades,	  s’ha	  calculat	  la	  matriu	  de	  covariància	  de	  la	  imatge,	  que	  consisteix	  en:	  	   𝑐𝑜𝑣 =    𝜇′20 𝜇′11𝜇′11 𝜇′02 	  	  Els	  vectors	  propis	  d’aquesta	  matriu	  corresponen	  als	  eixos	  major	  i	  menors	  de	  la	  figura,	  així	  que	  la	  orientació	  d’aquestes	  dades.	  	  L’angle	  de	  la	  figura	  amb	  l’eix	  ‘x’	  segueix	  la	  següent	  fórmula:	  	   𝜃 =   12 arctan 2𝜇′11𝜇′20 −   𝜇′02   	  	  	  Aquesta	   manera	   de	   calcular	   la	   orientació	   és	   molt	   ràpida,	   ja	   que	   en	   imatges	  binàries,	   es	   pot	   fer	   a	   mesura	   que	   s’està	   analitzant	   i	   delimitant	   la	   figura	  mitjançant	  l’anàlisi	  de	  component	  connexes.	  	  
Annex	  2:	  Algoritme	  QuickHull	  per	  la	  detecció	  de	  convexitats	  	  	  Aquest	  és	  un	  algoritme	  basat	  en	  dividir	   i	  vèncer	  amb	  un	  cost	  de	  𝑂 𝑛𝑙𝑜𝑔 𝑛 	  de	  cost	  mitjà	  i	  𝑂(𝑛!)	  en	  el	  pitjor	  cas.	  	  A	  priori	   aquest	   cost	   ja	   fa	   sospitar	  que	  aquest	   algoritme	  no	   té	   cabuda	  al	  nostre	  sistema,	  però	  encara	  i	  així	  veurem	  els	  resultats.	  	  Els	  passos	  són	  els	  següents:	  	  1	  –	  Trobar	  als	  punts	  amb	  x	  mínima	  i	  màxima,	  que	  seran	  punts	  del	  polígon	  2	  –	  Utilitzar	  la	  línia	  formada	  per	  aquests	  dos	  punts	  per	  separar	  els	  punts	  en	  dos	  	  	  	  	  	  	  	  	  grups	  per	  ser	  analitzats	  de	  forma	  recursiva.	  3	  –	  Trobar	  el	  punt	  més	  allunyat	  d’aquesta	  	  línia.	  Aquests	  tres	  punts	  formen	  un	  	  	  	  	  	  	  	  	  triangle.	  	  4	  –	  Els	  punts	  de	  dins	  d’aquest	  triangle	  no	  poden	  formar	  part	  del	  polígon,	  així	  que	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  seran	  ignorats	  en	  els	  pròxims	  passos.	  5	  –	  Repetir	  els	  passos	  3	  i	  4	  amb	  les	  dues	  línies	  que	  s’han	  format	  fent	  el	  nou	  	  	  	  	  	  	  	  	  triangle.	  6	  –	  Repetir	  el	  procés	  fins	  que	  no	  quedin	  més	  punts.	  Els	  punts	  que	  quedin	  seran	  	  	  	  	  	  	  	  	  els	  que	  conformin	  el	  polígon.	  	  Per	   entendre	   millor	   l’algoritme	   es	   mostraran	   les	   següents	   imatges	   amb	   els	  passos:	  	  
	  Pas	  1-­‐2	   	   	   Pas	  3-­‐5	   	   	   Pas	  6.	  	   Figura	  43:	  Algoritme	  de	  QuickHull.	  Font:	  Wikipedia	  	  	  
Annex	  3:	  Principal	  Component	  Analysis	  (PCA)	  	  Un	  PCA	  és	  un	  algoritme	  matemàtic	  del	  camp	  de	  la	  estadística	  que	  serveix	  per	  a	  sintetitzar	  la	  informació	  i	  per	  reduir	  la	  dimensió	  del	  problema,	  és	  a	  dir,	  reduir	  el	  màxim	  número	  de	  variables	  perdent	  la	  menor	  informació	  possible.	  	  Aquest	   algoritme	   també	   es	   coneix	   com	   a	   transformació	   discreta	   de	   Karhunen-­‐Loève	   si	   s’aplica	   en	   el	   camp	   de	   processament	   de	   senyals,	   descomposició	   de	  valors	   singulars	   (SVD),	   descomposició	   en	   factors	   propis	   en	   àlgebra	   lineal,	  teorema	   d’Eckart-­‐Young	   en	   psicometria,	   funcions	   empíriques	   ortogonals	   en	  meteorologia,	   descomposició	   espectral	   en	   anàlisi	   de	   sorolls	   i	   vibracions,	  descomposició	   ortogonal	   pròpia	   en	   enginyeria	   mecànica	   o	   anàlisi	   de	   model	  empíric	  en	  dinàmica	  estructural.	  Per	   fer-­‐ho,	  aquest	  algoritme	  crea	  un	  eix	   	  per	  a	  cada	  una	  de	   les	  característiques	  amb	  la	  peculiaritat	  de	  que	  cada	  eix	  és	  ortogonal	  als	  altres.	  	  Per	   a	   fer-­‐ho,	   cada	   eix	   serà	  una	   combinació	   lineal	   de	   les	   característiques	  de	   les	  variables	   originals,	   i	   cada	   un	   d’aquestes	   combinacions	   lineals	   seran	  independents	  entre	  si.	  La	   transformació	   està	   definida	  de	   tal	  manera	   que	   el	   principal	   component	   té	   la	  variància	   més	   gran	   possible	   (és	   a	   dir,	   les	   dades	   més	   variables	   i	   diferents).	   El	  segon	  component	  principal	   és	  aquell	  que	   té	   la	  màxima	  variabilitat	   (encara	  que	  menys	  que	  el	  primer)	  i	  és	  ortogonal	  a	  l’eix	  del	  primer.	  	  Així	  es	  va	  fent	  simultàniament	  fins	  a	  que	  no	  queden	  més	  variables.	  	  Una	  de	  les	  principals	  desavantatges	  d’aquest	  mètode	  és	  que	  és	  sensible	  a	  escala,	  per	  tant,	  les	  propietats	  que	  es	  triïn	  per	  a	  alimentar	  el	  PCA	  no	  poden	  ser	  variables	  sensibles	  a	  escala.	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És	  per	  aquesta	  raó	  que	  no	  es	  poden	  usar	  termes	  absoluts	  com	  àrea	  o	  perímetre,	  sinó	  que	  totes	  aquestes	  variables	  han	  d’estar	  normalitzades	  per	  tal	  d’aconseguir	  un	  resultat	  que	  realment	  ens	  digui	  alguna	  cosa	  de	  la	  forma	  de	  l’objecte.	  	  	  Per	   a	   entendre	   millor	   el	   funcionament	   d’aquest	   algoritme,	   ja	   que	   a	   priori	   pot	  semblar	  complex,	  utilitzarem	  un	  exemple10.	  	  Suposem	  que	  tenim	  una	  sèrie	  de	  dades	   𝑥 ! , 𝑥 ! ,…   𝑥 ! 	  amb	  2	  dimensions,	  per	  tant,	  𝑥(!)   ∈ ℝ!.	  Volem	  reduir	  el	  nombre	  de	  variables	  de	  2	  a	  1.	  	  El	  conjunt	  de	  dades	  és	  el	  següent:	  	  
	  Figura	  44:	  Distribució	  de	  dades	  de	  3	  mostres	  i	  2	  propietats	  Font:	  http://ufldl.stanford.edu/wiki/index.php/PCA	  	  	  Com	  es	  pot	  veure	  a	  la	  imatge,	  les	  dades	  han	  estat	  normalitzades	  i	  tenen	  una	  mitja	  de	  0.	  El	   PCA	   llavors	   trobarà	   un	   subespai	   amb	   menys	   de	   2	   dimensions	   per	   tal	   de	  projectar	   les	   nostres	   dades.	   És	   a	   dir,	   es	   busca	   una	   transformació	   lineal	   de	   les	  dades.	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  10	  es	  pot	  veure	  amb	  més	  detall	  a	  http://ufldl.stanford.edu/wiki/index.php/PCA	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  Figura	  45:	  Eixos	  amb	  la	  màxima	  variància.	  Font:	  http://ufldl.stanford.edu/wiki/index.php/PCA	  	  Com	  es	  veu	  a	  la	  imatge,	  𝑢!	  és	  la	  principal	  direcció	  de	  variació	  de	  data	  (variància	  més	  alta)	  i	  𝑢!	  correspon	  a	  l’eix	  perpendicular	  a	  𝑢!	  amb	  la	  major	  variància.	  	  Aquests	   eixos	   es	   troben	   computant	   la	   matriu	   de	   covariància	   de	   la	   mostra.	  Aquesta	  es	  calcula	  de	  la	  següent	  manera:	  	   Σ =    1𝑚    𝑥!    𝑥! !!!!! 	  	  Si	   les	  dades	  estan	  normalitzades	  amb	  mitjana	  situada	  al	  0,	  aquesta	  matriu	  és	  la	  matriu	  de	  covariància.	  	  	  La	  matriu	  de	  covariància	  és	  aquella	  que	  la	  seva	  entrada	   𝑖, 𝑗 	  es	  la	  covariància	  	   Σ!" = 𝐸[ 𝑋! −   𝜇! 𝑋! −   𝜇! ]	  	  on	  	  	   𝜇! = 𝐸 𝑋! 	  	  La	   resta	   no	   era	   necessària	   en	   el	   primer	   cas	   donat	   que	   les	   dades	   havien	   estat	  normalitzades	   amb	   la	   mitjana	   a	   0,	   així	   que	   el	   procés	   𝑋! −   𝜇! 	  ja	   s’havia	  efectuat	  anteriorment.	  	  Un	  cop	  fet	  aquesta	  matriu,	  observarem	  que	  𝜇!,	  que	  és	  la	  principal	  direcció	  de	  la	  variació	  de	  les	  dades	  (on	  està	  la	  variació	  més	  gran),	  correspon	  al	  vector	  propi	  de	  la	  matriu	  de	  covariància	  i	  que	  𝜇!	  és	  el	  segon	  vector	  propi.	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  Aquest	  procediment	  recorda	  al	  càlcul	  de	  la	  orientació	  d’un	  objecte	  mitjançant	  el	  càlcul	   	   dels	   moments	   lineals,	   on	   posteriorment	   es	   trobava	   la	   matriu	   de	  covariància	  i	  per	  últim	  s’extreien	  els	  vector	  propis.	  	  	  Per	  tant,	  si	  anomenem	  𝜆! 	  als	  valors	  propis	  dels	  vectors	  propis	  𝜇! ,	  	  𝜆! 	  és	  la	  llargada	  de	  cada	  un	  dels	  vectors	  propis	  𝜇! .	  	  Si	  construïm	  la	  matriu	  U	  com	  	  	   𝑈 =    | |    |𝑢! 𝑢! ⋯ 𝑢!| |    | 	  	  on	  𝑢! 	  son	  els	  vectors	  propis	  ordenats	  per	  𝜆! 	  de	   forma	  descendent	  (𝑢!	  correspon	  al	  vector	  propi	  que	  té	  el	  valor	  propi,	  	  𝜆!,	  més	  gran).	  	  Veiem	  clarament	  que	  a	  l’exemple,	  els	  vectors	  propis	  formen	  una	  nova	  base,	  així	  que	  procedirem	  a	  executar	  una	  transformació	  lineal	  de	  les	  dades	  per	  tal	  de	  que	  segueixin	  el	  sistema	  de	  coordenades	  format	  pels	  dos	  vectors	  propis.	  	  	  Per	  a	  fer	  això,	  només	  s’haurà	  de	  calcular	  la	  següent	  operació:	  	   𝑥! =   𝑈!𝑥 = 𝑢!!𝑥𝑢!!𝑥 	  	  Si	  fem	  una	  gràfica	  de	  les	  dades	  rotades	  obtenim	  el	  següent	  resultat:	  	  
	  Figura	  46:	  Mostra	  transformada	  segons	  els	  eixos	  de	  màxima	  variància.	  Font:	  http://ufldl.stanford.edu/wiki/index.php/PCA	  	  	  Amb	  això	  només	  	  hem	  identificat	  com	  es	  comporten	  les	  dades	  i	  les	  hem	  posat	  en	  un	   sistema	   de	   coordenades	   més	   còmode,	   però	   encara	   no	   hem	   reduït	   la	  dimensionalitat	  de	  la	  mostra,	  ja	  que	  en	  els	  dos	  casos	  tenim	  2	  dimensions.	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En	  aquest	  exemple,	  si	  volem	  reduir	  la	  mostra	  a	  1	  dimensió,	  es	  pot	  fer	  trivialment	  com:	  	   𝑥(!) =   𝑥!,!(!) =   𝑢!!𝑥(!)  𝜖  ℝ	  	  Aquesta	   fórmula	  significa	  que	  si	  volem	  reduir	  a	  una	  única	  dimensió,	  només	  cal	  aproximar	   tenint	   en	   compte	   únicament	   la	   primera	   component	   dels	   vectors	  propis.	  	  Amb	  aquesta	  aproximació	  s’obté,	  en	  aquest	  exemple,	  aquest	  resultat:	  	  
	  Figura	  47:	  Mostra	  amb	  dimensionalitat	  reduïda	  en	  base	  als	  eixos	  de	  màxima	  variància.	  Font:	  http://ufldl.stanford.edu/wiki/index.php/PCA	  	  Com	  que	  la	  matriu	  𝑈	  és	  ortogonal,	  és	  a	  dir,	  que	  compleix	  𝑈𝑈! =   𝑈!𝑈 = 𝐼,	  per	  a	  recuperar	  les	  dades	  en	  la	  base	  original,	  només	  haurem	  de	  multiplicar	  el	  resultat	  obtingut	  per	  𝑈.	  	  El	  resultat	  en	  aquest	  cas	  serà	  el	  següent:	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  Figura	  48:	  Mostra	  amb	  dimensionalitat	  reduïda	  en	  la	  base	  original.	  Font:	  http://ufldl.stanford.edu/wiki/index.php/PCA	  	  	  Com	  podem	  veure	  hem	  reduït	  el	  sistema	  de	  2	  dimensions	  a	  només	  una.	  	  	  A	   partir	   d’aquest	   exemple,	   però,	   es	   poden	   deduir	   fàcilment	   les	   equacions	  generals.	  	  Si	  volem	  reduir	  un	  espai	  𝑥  𝜖  ℝ! 	  a	  un	  espai	  aproximat	  𝑥  𝜖    ℝ! 	  on	  evidentment	  k	  <	  n,	  haurem	  d’agafar	  els	  primers	  𝑘  components	  de	  la	  matriu	  de	  rotació	  𝑥! .	  Recordem	  que	  la	  matriu	  de	  rotació	  està	  ordenada	  per	  la	  magnitud	  dels	  seus	  valor	  propis,	  per	  tant,	  son	  els	  vectors	  propis	  que	  tenen	  una	  variància	  més	  gran.	  	  	  En	  l’exemple	  anterior,𝑛   =   2  i  𝑘 =   1,	  però	  d’una	  forma	  més	  general,	  la	  matriu	  𝑥	  seria	  de	  la	  forma:	  	  
𝑥   =   
𝑥!,!⋮𝑥!,!0⋮0
  	  
	  D’aquesta	   forma	   només	   serien	   tinguts	   en	   compte	   els	   primers	  𝑘	  elements	   de	   la	  matriu	  de	  rotació	  i	  la	  resta	  serien	  ignorats.	  	  D’aquesta	  manera	  hauríem	  reduït	   l’espai	  de	  n	  dimensions	  a	  k,	   ja	  que	  recordem	  que	  la	  matriu	  de	  rotació	  era	  de	  la	  forma:	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𝑥   =   
𝑥!,!⋮𝑥!,!𝑥!,!!!⋮𝑥!,!
	  
	  Aquesta	  seria	  per	  tant	  la	  abstracció	  de	  la	  primera	  part.	  	  	  Trivialment,	  per	  a	  fer	  una	  rotació	  de	  les	  dades	  obtingudes,	  només	  haurem	  de	  fer:	  	  
𝑥 = 𝑈  
𝑥!⋮𝑥!0⋮0
=    𝑢!𝑥!!!!! 	  	  Arribat	  a	  aquest	  punt,	  caldrà	  algun	  mètode	  objectiu	  per	  a	  saber	  la	  qualitat	  de	  les	  dades	  que	  obtenim	  un	   cop	  hem	   fet	   la	   reducció	   a	  diferents	  variables.	  Pel	   costat	  contrari,	  cal	  una	  manera	  de	  saber	  quanta	  informació	  s’està	  perdent	  al	  realitzar	  la	  reducció	  per	  a	  saber	  a	  quantes	  dimensions	  podem	  reduir	  la	  mostra.	  	  	  La	  decisió	  de	  a	  quin	  nombre	  es	  fixa	  la	  𝑘	  és	  molt	  important,	  ja	  que	  si	  la	  𝑘	  es	  massa	  gran,	  no	  estarem	  comprimint	  gaire	  la	  mostra	  i	  si	  pel	  contrari	  la	  𝑘	  és	  massa	  petita,	  estarem	  utilitzant	  una	  aproximació	  molt	  dolenta	  de	  la	  mostra.	  	  	  El	  mètode	  que	  utilitzarem	  per	  tal	  de	  decidir	  el	  valor	  de	  la	  variable	  𝑘	  serà	  mirar	  el	  percentatge	  de	  la	  variància	  retinguda	  per	  a	  diferents	  valors	  de	  𝑘.	  	  Aquest	   càlcul	   s’efectuarà	   mitjançant	   els	   valors	   propis	   que	   hem	   obtingut	  anteriorment	  per	  a	  cada	  vector	  propi	  𝜇! 	  i	  als	  que	  hem	  anomenat	  𝜆! .	  	  Com	  s’ha	  especificat	  anteriorment,	  els	  valors	  propis	  estaven	  ordenats,	  de	  forma	  que	  	  𝜆! ≥   𝜆! ≥ ⋯ ≥   𝜆!.	  Per	   tant,	   si	   volem	   saber	   quin	   és	   el	   percentatge	   de	   variància	   retinguda	   amb	  𝑘	  elements,	  haurem	  de	  fer	  el	  càlcul:	  	   % =    𝜆!!!!! 𝜆!!!!! 100	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Annex	  4:	  Support	  Vector	  Machine	  (SVM)	  	  SVM	   fa	   referència	   a	   diferents	   models	   supervisats	   de	   classificació	   que	   permet	  separar	  diferents	  elements	  en	  dues	  classes	  mitjançant	  una	  funció	  matemàtica.	  	  Aquests	  models	  analitzen	  les	  dades	  i	  serveixen	  per	  fer	  reconeixement	  de	  patrons.	  Una	  definició	  més	   formal	   seria	  que	  una	  Support	  Vector	  Machine	   construeix	  un	  híper	  pla	  o	  un	  conjunt	  de	  híper	  plans	  en	  un	  conjunt	  n-­‐dimensional	  que	  poden	  ser	  utilitzats	  per	  classificar	  o	  per	  fer	  regressions.	  	  És	  considerat	  que	  la	  classificació	  és	  major	  si	  la	  distància	  entre	  la	  recta	  i	  els	  punts	  més	  propers	  a	  aquesta	  de	  les	  diferents	  classes	  és	  màxima.	  A	  aquesta	  distància	  se	  la	  coneix	  com	  a	  marge	  funcional	  	  	  El	   funcionament	  d’una	  SVM	  es	  pot	  resumir	  en	  vàries	   fases	  ben	  diferenciades.	  A	  mesura	  que	  s’exposin	   les	  dades,	  es	  posarà	  un	  raonament	  matemàtic	  del	  procés	  amb	  una	  SVM	  lineal.	  	  	  Un	  SVM	  lineal	   intenta	  separar	  dues	  classes	  (etiquetades	  com	  a	   -­‐1	   i	  1)	  amb	  una	  línia	  recta	  i	  amb	  el	  màxim	  marge.	  	  El	  marge	  està	  definit	  com	  la	  distància	  entre	  la	  recta	  que	  separa	  les	  dues	  classes	  i	  els	  punts	  més	  propers	  de	  cada	  una	  de	  les	  classes	  a	  la	  recta.	  	  	  	  El	   primer	   pas	   és	   es	   definir	   les	   dades	   inicials	   que	   s’utilitzaran	   per	   entrenar	   el	  sistema.	  Aquestes	   dades	   consisteixen	   en	   2	   coses	   essencialment.	   La	   primera	   és	   un	   punt	  𝑝  𝜖  ℝ!	  i	  una	  etiqueta	  que	  indiqui	  a	  quina	  de	  les	  classes	  pertany	  aquesta	  mostra.	  	  D’aquesta	   manera	   tindrem	   un	   conjunt	   de	   dades	   que	   seran	   la	   base	   de	  coneixement	  del	  sistema.	  	  Formalment,	  el	  conjunt	  d’entrenament	  𝑇	  serà	  de	  la	  següent	  forma:	  	   𝑇 =    𝑥! , 𝑦!   |  𝑥!   𝜖  ℝ! , 𝑦!   𝜖   −1, 1 !!!! 	  	  	  A	  continuació,	  la	  segona	  fase	  és	  la	  fase	  d’entrenament.	  	  En	  aquesta	  fase	  l’objectiu	  és	  aconseguir	  un	  híper	  pla	  que	  separi	   les	  dues	  mostres	  i	  que	  a	  més	  la	  distància	  entre	  les	  dues	  mostres	  i	  l’híper	  pla	  sigui	  el	  més	  gran	  possible.	  	  Qualsevol	  híper	  pla	  es	  pot	  escriure	  com:	  	   𝑤 · 𝑥 − 𝑏 = 0	  	  	  on	  ·	  es	  refereix	  al	  producte	  escalar,	  w	  és	  el	  vector	  normal	  de	  l’híper	  pla	  (vector	  perpendicular	   a	   l’híper	   pla)	   i	   on	   b	   és	   un	   paràmetre	   tal	   que	   	   !! 	  defineix	   la	  distància	  entre	  el	  vector	  normal	  del	  pla	  i	  l’origen	  de	  coordenades.	  	  En	   el	   cas	   en	  que	   les	  dades	   es	  puguin	   separar	  mitjançant	  una	   recta	   (linealment	  separables)	  podem	  seleccionar	  dos	  hiperplans	  de	  manera	  que	  separin	  les	  dades	  i	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que	  no	  hi	  hagin	  punts	  entre	  ells.	  Les	  equacions	  de	  recta	  d’aquests	  dos	  híper	  plans	  són	  les	  següents:	  	   𝑤 · 𝑥 − 𝑏 = 1	  i	  	   𝑤 · 𝑥 − 𝑏 = −1	  	  
	  Figura	  49:	  Dos	  mostres	  separades	  per	  un	  híper	  pla.	  Font:	  OpenCV	  	  	  Utilitzant	  geometria,	  trobem	  que	  la	  distància	  entre	  els	  dos	  híper	  plans	  és	   !! ,	  així	  que	  el	  que	  haurem	  de	  fer	  és	  minimitzar	   𝑤 	  per	  tal	  de	  maximitzar	  la	  distància.	  	  	  Com	   que	   hem	   de	   preveure	   que	   els	   punts	   estiguin	   al	   marge,	   hem	   d’afegir	   la	  restricció	  següent:	  	   𝑦! 𝑤 · 𝑥! − 𝑏 ≥ 1,      1 ≤ 𝑖 ≤ 𝑛	  	  on	  com	  recordem	  𝑦! 	  és	  la	  classe	  i	  𝑦!   𝜖   −1, 1 .	  	  Per	  tant,	  el	  problema	  que	  s’ha	  de	  resoldre	  és	  un	  problema	  d’optimització	  que	  ha	  de	  minimitzar	   𝑤 	  amb	  la	  restricció	  𝑦! 𝑤 · 𝑥! − 𝑏 ≥ 1,      1 ≤ 𝑖 ≤ 𝑛	  	  Hi	  han	  mostres,	  però,	  que	  no	  es	  poden	  separar	  mitjançant	  una	  única	  recta	  ja	  que	  la	  naturalesa	  de	  la	  seva	  mostra	  és	  més	  complexa.	  	  És	  per	  aquesta	  raó	  que	  en	  ocasions	  cal	  utilitzar	  altres	   funcions	  no	   lineals	  per	  a	  separar	  les	  mostres11.	  Aquestes	  funcions	  poden	  ser	  de	  diferents	  tipus.	  A	  continuació	  mostrem	  les	  dues	  funcions	  més	  típiques.	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  11	  Boser,	  Bernhard	  E.;	  Guyon	  Isabelle	  M.;	  Vapnik,	  Vladimir	  N;	  A	  training	  algorithm	  for	  optimal	  margin	  classifiers,.	  In	  Haussler,	  David	  (editor);	  5th	  Annual	  ACM	  Workshop	  on	  COLT,	  pages	  144-­‐152,	  Pittsburgh,	  PA,	  1992.	  ACM	  Press	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Polinòmica	  	  La	   funció	  polinòmica	  pot	   ser	  homogènia	  o	  no	  homogènia,	   així	  que	   la	   funció	  de	  kernel	  obeeix	  a	  una	  d’aquestes	  funcions:	  	  	   𝑘 𝑥,𝑦 =    𝑥! ·   𝑦 !     𝑜  𝑘 𝑥,𝑦 =    𝑥 ·   𝑦 + 𝑐 ! 	  	  	  
	   	   	  Figura	  49:	  Dos	  mostres	  separades	  per	  un	  híper	  pla	  definit	  per	  una	  funció	  polinòmica.	  Font:	  http://www.dtreg.com/svm.htm	  	  	  Funció	  de	  base	  radial	  gaussiana	  	  Aquesta	  funció	  de	  kernel	  correspon	  a	  una	  funció	  Gaussiana	  de	  equació:	  	   𝑘 𝑥! , 𝑥! =   𝑒 !! !!!!! ! 	  	  amb	  𝛾 > 0.	  	  Sovint	  es	  parametritza	  com	  	  𝛾 = !!𝜎!.	  	  
	  Figura	  50:	  Dos	  mostres	  separades	  per	  un	  híper	  pla	  definit	  per	  una	  funció	  de	  base	  radial	  gaussiana.	  Font:	  http://www.dtreg.com/svm.htm	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Un	   cop	   s’han	   presentat	   els	   algoritmes	   que	   s’han	   utilitzat	   per	   a	   l’anàlisi	   de	   les	  dades,	  es	  presentaran	  les	  variables	  que	  s’han	  utilitzat	  per	  ser	  analitzades.	  	  Com	  hem	  dit	  abans,	  totes	  aquestes	  variables	  han	  d’estar	  normalitzades	  per	  tal	  de	  que	   siguin	   invariants	   a	   escala,	   per	   tant	   no	   hi	   podran	   haver	   variables	   del	   tipus	  àrea	   o	   perímetre,	   ja	   que	   aquests	   números	   canvien	   depenent	   de	   la	   mida	   de	   la	  imatge.	  	  	  Per	  a	  cada	  una	  de	  les	  propietats	  es	  donarà	  un	  petit	  raonament	  de	  perquè	  ha	  sigut	  triat	   i	   els	   resultats	   d’aplicar	   aquesta	   propietat	   a	   10	   imatges	   reals	   amb	   la	   mà	  oberta	  i	  10	  imatges	  reals	  amb	  la	  mà	  tancada.	  	  	  El	  detector	  de	  canell	  que	  s’ha	  utilitzat	  és	  el	  detector	  basat	  en	  el	  punt	  més	  ample	  de	  la	  mà	  i	  que	  s’ha	  exposat	  en	  últim	  lloc.	  	  Encara	  que	  donés	  resultats	  no	  gaire	  bons,	  era	  el	  que	  més	  diferenciava	  entre	  mà	  oberta	  i	  tancada.	  	  	  
