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Abstract of thesis entitled: 
Emitter Localization Algorithms for 
Telecommunication Applications 
submitted by Yau Chin Hang Herman 
for the degree of Master of Philosophy 
in Electronic Engineering 
at The Chinese University of Hong Kong in 
August 2003. 
Because of the regulatory requirement in the mobile phone industry, and other 
potential applications, there has been substantial research activities on deter-
mining the location of a mobile station (MS) in cellular network. A MS can be 
considered as an emitter which emits signals to Base Stations (BSs). Then a 
localization system can use the arrival times of the signal at the BS to locate 
the emitter. In video conferencing and handsfree communications, speaker lo-
calization is also necessary. The speaker is the emitter and a microphone array 
system receives and processes the speech signal to locate the speaker. 
Most localization systems use time of arrival (ToA) or time difference of 
arrival (TDoA) extracted from the signal to locate the emitter. Triangulation 
is the simplest method but it cannot use extra ToAs or TDoAs to provide a 
much more accurate location. The maximum likelihood estimator is optimal 
but it involves solving several non-linear equations simultaneously, which nor-
mally requires iteration. In the thesis, a new approximate maximum likelihood 
(AML) estimator is derived. The estimator has 2 stages. In the first stage, 
non-linear equations are reformulated to 2 circle equations by approximation. 
The intersection is the position of the emitter. Then this estimated position 
can be further improved by the iterative process in the second stage. The AML 
is evaluated and discussed in the simulation and found to be able to achieve the 
smallest error possible. 
iv 
In general, localization accuracy depends on the algorithm as well as the rela-
tive placements between sensors and emitter. In speaker localization, the config-
uration of microphone pattern can be designed to reduce the localization error. 
A novel mathematical development for optimum placement of 4-microphone in 
3-D is given. With three microphones fixed, the optimum position of the 4仇 
can be found by a closed-form formula. This optimum microphone pattern is 
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Localization is to determine the location of an object from transmission of sig-
nals between the object and sensors. Localization techniques have been in use 
for more than 2 decades in the military and navigation. These include radar [1], 
sonar [2], the Global Positioning System (GPS) [3], LOng RAnge Navigation 
System (LORAN C) [4], etc. In July 1996, the U.S. Federal Communications 
Commission (FCC) requires all wireless service providers to provide location in-
formation for Emergency 911 (E-911) public safety services. There are 2 phases, 
in phase I the accuracy of localization is 125m for 67% of calls [5]. In phase II’ 
the accuracy requirement is further restricted to 50m for 67% of calls [6] • The 
reason for FCC to impose this rule was that the FCC wants to provide assis-
tance to wireless 911 callers much more quickly. This FCC rule has motivated 
researchers to study the feasibility of localization and develop localization al-
gorithms for telecommunication system recently. Embedding GPS device in all 
mobile stations (MSs) is a temporary means to locate a MS. However, it needs 
to replace all existing cellular phones and the GPS device is quite expensive. In 
fact, in the existing cellular standards, Global System for Mobile Communica-
tion (GSM) [7] and Code Division Multiply Access (CDMA) [5] and [8], already 
have some of the basic localization abilities. Thus many localization techniques 
are based on these 2 major standards. In addition to the requirement for emer-
gency location, there are many other reasons for an existing cellular network 
to provide accurate localization information. The following are some potential 
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applications. 
1. Location-sensitive billing 
2. Cellular network design and resource management 
3. Fleet management and intelligent transport system 
4. Providing entertainment information 
Location-sensitive billing is a billing system which charges the callers with 
different rate according to the caller's location. As compared with fix line 
system, the charge of cellular phone is relatively expensive. If a cellular network 
can provide caller location, the cellular operators can charge with a lower rate if 
they know that the caller makes the phone call at home. Then cellular operators 
can become competitive with the fix line network. Callers will also benefit from 
this billing system. 
Location information of subscribers are important for cellular operators in 
designing their network. Given the subscribers' location information, operators 
can optimize their frequency spectrum and allocate their channels effectively. 
Thus it can increase their revenue. 
For logistic or transportation companies, knowing their vehicles' positions 
and effective assignment of fleet are very important. In a logistic company, 
the ability to track their vehicles will provide an efficient operation. Public 
transport companies such as bus companies wish to be able to provide estimate 
arrival times for passengers. This of course requires tracking of the buses. 
Finally, localization can provide extra service to the existing cellular oper-
ators by providing entertainment information according to the location of the 
cellular user. For example, if a user wants to have dinner, he can use his cell 
phone to connect to the entertainment information center and access location 
specific restaurant information. Similarly, this kind of location based service 
can provide tourism information to visitors. 
The above shows that cellular network with localization capability not only 
benefits the operators but also provide important services to users. 
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Apart from locating a MS in a cellular network, two other telecommuni-
cation applications that need localization techniques are speaker tracking for 
video conferencing [9], [10], [11], [12], [13] and handsfree communication [14], 
15], [16]. In these two applications, a set of microphones is used to locate a 
speaker. Microphones receive the speech signal from the speaker. Since they 
are spatially separated, the speech signal arrives at different microphones with 
different delays. A localization system then uses the delayed signal to find the 
location of the speaker. Then it can steer the microphone array to the location 
of the speaker so as to enhance the speech from the speaker and reduce the 
interference from other speakers. As a result, the microphone array can provide 
handsfree communication for a distance speaker to control appliances for on-off 
TV or to select TV channels. In addition, the location information can con-
trol the camera to follow the speaker without a professional camera operator in 
video conferencing. 
Depending on whether the object transmits or not, localization can be classi-
fied into 2 categories, active and passive. A typical example of active localization 
is the radar system. In radar system, the localization system has a transceiver. 
The transceiver can turn around in different azimuth directions. For a particular 
direction, the transceiver transmits a signal. If there is a plane in this direction, 
the signal hits the plane and is reflected back by the plane to the transceiver. 
Then the localization system using the time of signal transmit and receive to 
estimate the distance of the plane from the antenna, which is the range. Thus 
the localization system can estimate the position of the plane by the range and 
direction information. Figure 1.1 shows the radar system. 
In passive localization, a set of sensors locates an emitter by intercepting 
its transmission. The reverse is an object localizing itself from signals which 
come from a set of transmitters. An example is the GPS system. In either 
case, the principle to derive the location of the emitter or object from the signal 
is the same, thus for simplicity only the case of locating an emitter from its 
transmission is discussed. Due to the spatial separation of the emitter and 
sensors, signals arrive at different sensors at different times. The localization 
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signal transmit 
y reflected signal 
Ra{iar 
Figure 1.1: Active Localization:Radar 
system collects signals from all sensors and processes the signals to estimate the 
location of the emitter. A well-known example of passive localization system 
is sonar system for submarine detection. When a submarine is moving, the 
turbine will generate an acoustic signal, and this signal is detected by the sonar. 
After processing the acoustic signal, the location of submarine can be found. 
Figure 1.2 shows the sonar system. Since both positioning MS and locating 
speaker are passive localization, this thesis research concentrates only on passive 
localization. 
_ 丨、)l7 
Figure 1.2: Passive Localization:Sonar 
Passive localization system can be further divided into two types. The first 
type is one-stage localization and the second one is two-stage. In the one-stage 
localization system, location of the emitter is estimated directly from the re-
ceived signals, for example by beamforming technique or grid search techniques 
17]. Beamforming electronically steers a set of sensors point at different prede-
fined locations one by one, and the location which gives the maximum power is 
the location of the emitter. Similarly, the grid search approach first divided the 
whole area into many grids. Since in each grid the delay set is unique, it can 
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act as a finger-print and can be used to match the measured delays to identify 
the location of the emitter. These two methods are easy to implement, but high 
computational power is a must if the searching space is large and the resolution 
is high. 
In the two-stage case, localization system is subdivided into 2 subsystems. 
The two subsystems are parameter estimation system and location estimation 
system. When the signals are received at the receivers, they will be passed to 
parameter estimation system. The parameter estimation system extracts the 
location-related parameters from the signals. These parameters are labelled 
as measurements. They may includes angle of arrival (AoA), time of arrival 
(ToA), time of arrival (ToA), time difference of arrival (TDoA) and received 
signal strength (RSS). These measurements are transmitted to the location 
estimation system. Since different measurements give the location of the emitter 
in different way, the techniques for estimating the location of emitter are also 
different. The diagram of the 2-stage localization system is shown in Figure 1.3 
Parameters Positioning 
“ E s t i m a t i o n Finding  
Signal 幻 stem System 
TOA ^ 
Co-ordinate 
TDOA of the MS 
AOA (x’y) 
RSS 
Figure 1.3: Block Diagram of 2-stage localization system 
AoA is also called direction of arrival (DoA). It is the angle or direction of 
the signal impinging the sensors. When 2 AoAs are estimated, the location of 
the emitter can be found by the intersection of 2 angles. Each angle defines a 
straight line, so that 2 straight lines intersect to give the location of the emitter. 
The above description is shown in Figure 1.4. However, in the cellular network, 
AoA is very inaccurate since sectoring information is available as AoA. Thus 
using AoA is not feasible in MS localization because the measurement is so 
coarse. In microphone array localization, the microphone array can group into 
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at least 2 clusters in 2D and 3 clusters in 3D. In each cluster, a particular AoA 
can be estimated. Thus a central system can gather AoAs from different clusters 
to estimate the location of a speaker. 
.......K—-
Figure 1.4: Localization by AoA 
RSS is the signal power strength received at the sensor. By using the power 
loss model, the ranges can be estimated from RSS. Thus the ranges can be used 
for locating the emitter by the localization algorithms of To A. It is because 
To A localization algorithms also make use of estimated ranges. However, due 
to multipath, fading and interference, RSS has a large variation. Thus it is not 
a reliable measurement for localization. 
To A is the time of signal travel between the emitter and sensors. In order to 
estimate To A, the time signal departs from the emitter and the signal waveform 
or pattern should be known. In the cellular network, this information is available 
from the training sequence and the communication link between BSs and MS. 
Thus ToAs and the ranges can be estimated and used for localization. An 
example of using To A for localization is shown in Figure 1.5. The ranges can 
form circular loci of the emitter, and with 2 ranges there are 2 intersections, 
with one of them being the location of the emitter. This ambiguity can be 
solved by using more sensors or a priori information. Sometimes ToAs can be 
converted to TDoAs. This permits the use of TDoA localization algorithms 
since TDoA localization has been in existence for 2 decades and there are many 
available localization algorithms. 
Usually ToA cannot be estimated in passive localization because the signal 
transmitting time and signal shapes are unknown. TDoA is then an alternative 
6 
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1 BSl / I \ 
J 
Figure 1.5: Localization by To A 
measurement for localization [18], [19]. In this situation, one sensor is a refer-
ence. The signal arriving at this sensor is then be the reference. Then signals 
arriving at other sensors used this reference signal to find the relative delays. 
Multiplying the speed of signal propagate in the medium to the TDoAs give 
range differences, which are hyperbolae where the emitter lies. Using 3 TDoAs 
to form 2 hyperbolae gives the intersection of the hyperbolae as the location 
of the emitter. Since this is a popular technique for locating a submarine in 
sonar, it has been studied for almost 2 decades and there are many available 
algorithms. For speaker localization, ToA cannot be estimated because of lack 
of information of signal in system. Thus TDoA can be used for localization in a 
microphone array. Figure 1.6 shows the hyperbolic intersections in localization. 
• / F 參 BS3 
B S l n • 
BS2 
V 
Figure 1.6: Localization by TDoA 
It can seen from the above that ToA and TDoA can provide location of 
an emitter in telecommunication applications. In the following, localization 
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algorithms based on ToA and TDoA will be studied and developed. In general, 
2 to 3 measurements are sufficient to locate an emitter. Appropriately using 
any extra measurements can further increase the localization accuracy. Thus in 
this thesis research, the localization technique with redundant ToA and TDoA 
measurements will be investigated. Localization algorithms will be developed 
in statistical sense. The errors corrupting the measurements are assumed to be 
white and Gaussian distributed. Following is a summary of this thesis. 
Since ToA is the major measurement for localization in wireless communi-
cation, ToA localization will be discussed in chapter 2. First, a localization 
technique based on geometry will be introduced. By reformulating the distance 
equations, a simple linear estimator will be developed in section 2.1. However, 
it is only a sub-optimal estimator, hence an estimator developed from maximiz-
ing a log likelihood function will be developed in section 2.2. This estimator 
can give a higher localization accuracy and robustness to different geometry 
between BSs and MS. Finally, an maximum likelihood estimator for 3 linearly 
aligned sensors will be shown in section 2.3. 
Next, TDoA for localization will be reviewed in Chapter 3. An approximate 
maximum likelihood estimator will be developed in section 3.1. The develop-
ment follows the arguments in section 2.2. 
The discussion and development in the Chapter 2 and Chapter 3 are based on 
the assumption that there is Line of Sight (LOS) between sensors and emitter. 
However in real application, this assumption cannot be granted. Thus non-
Line of Sight (NLOS) problem will be discussed in Chapter 4.1. Besides this 
topic, other considerations of implementation of localization in positioning MS 
and locating speaker will also be discussed, for example the multipath problem. 
In a microphone array localization system, the configuration of microphones is 
critical. Different configuration can give different degree of accuracy even with 
the same noise power. Thus the optimal configuration for microphone will be 
discussed at the end of Chapter 4. 
Chapter 5 provides simulation of the above algorithms with comparison and 
discussion with respect to other algorithms. First, a measure of accuracy will 
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be introduced. Next, simulation results of different algorithms will be stated. 
Finally, some discussions and evaluations of the simulation results will be pro-
vided. 
At the end of this research thesis, a overall conclusion and further suggestions 




In telecommunication system, locating a mobile station (MS) with the aid of 
spatial separated base stations (BSs) is a popular research topic recently. In 
the Global System for Mobile Communication (GSM) or Code Division Multiply 
Access (CDMA) systems, there are different types of measurements available for 
localization. They include angle of arrival(AoA), received signal power strength 
(RSS) and Time of Arrival (ToA). Since AoA and RSS are inaccurate measure-
ments as compared with ToA, accurate localization usually relies on ToA. ToA 
is the time for a signal to travel between a MS and a BS. ToA can be estimated 
by cross-correlating the received training sequence with the known training se-
quence. If there is a direct line of sight (LoS), the ToA can be used to estimate 
the ranges between BSs and the MS by multiplying it by the speed of signal 
travel. Then the estimated ranges can be used for localization. 
Let there be N BSs located at [xj, y^ and the MS be at [x, y]. The location 
of the MS can be represented as 2 x 1 vector 6 = [a;，y]厂 For simplicity, the 
co-ordinate system used is 2-dimensional (2-D), but 3-dimensional (3-D) can 
also be used with little modification. In a localization system consisting of N 
BSs, there are N measured LoS To As. Let be the ToA between the MS and 
the ith BS. Then the estimated distance between the i仇 BS and the MS is 
5i = cTi = l , . . . , i V (2.1) 
or in vector form, 
6 = cT (2.2) 
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where c is the speed of light, 
( s A 
62 
6 = (2.3) 
[ t A 
T = � 2 (2.4) 
\TN ) 
On the other hand, the true distance between the i认 BS and the MS is 
gi[e) = gi{x,y) = ^ { x - X i f + [ y - y i Y ) = l,...，iV (2.5) 
or in vector form as 
9i 
g{e)=分 2 (2.6) 
J 
When the estimated distance 5i is put into the left hand side of (2.5), then it 
gives 
= { x - Xi)' + ( y - Vif ,i = l,…,N (2.7) 
From geometrical point of view, (2.7) defines a circle in the xy-plane, with the 
center at [xi,yi\. Any point in the circle can be the location of the MS. Since 
there are only 2 unknowns [a:, y], the minimum number of equations required to 
solve the unknowns [a;, y] is two. Thus two circles are formed. However, these 2 
circles intersect at 2 different points. It needs one more measured ToA or other 
measurements, such as AoA, to resolve the ambiguity. When the N measured 
TOAs are noise-free, then all of the N circles intersect at an exact point, which 
is the location of the MS. Figure 2.1 shows how these circles can estimate the 
MS. In practice, the N measured ToAs are corrupted with random noise and 
this causes many intersections on the xy plane. 
12> 
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MS (x，y) 
. / \ (x2,y2X / 
V K i V \ / ‘ BS3 
J 
Figure 2.1: Localization by intersecting of circles 
Based on the geometric approach, [20] recently developed a linear closed 
form estimator. The method is from 2 TO As, there are 2 intersections and it 
uses the 2 intersections to form a straight line equation, which is the locus of 
the MS. Similarly, using one of the TOAs from the above 2 TOAs and the third 
ToA forms another straight line equation which intersects with the previous to 
give the MS location. If there are more than 3 ToAs, then a Least Square (LS) 
fit will be used. Figure 2.2 shows the above algorithm graphically. 
MS (x.y) 
、、、、、、“,“3 严 
T � � � � �一 乂 
Figure 2.2: Localization by intersecting of straight lines 
From [20], it is shown that this estimator is limited to BSs that are not on 
a straight line. Otherwise the lines joining the intersections of circles will be 
parallel to each other. Furthermore, simulation results show that the estima-
tor has reliable performance only when the BSs are surrounding the MS. This 
12 
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motivated our thesis research to find another estimator which can give reliable 
localization for any configuration between BSs and MS. 
In the next section, a new linear estimator will be introduced. This linear 
estimator is formed from (2.7). Since the new linear estimator is only a sub-
optimal estimator, its statistical performance, which is the mean square error, 
is higher than the theoretical Cramer Rao Lower Bound (CRLB). Thus another 
estimator will be introduced in section 2.2 which maximizes the likelihood func-
tion. It contains two stages. With some approximations, a closed-form estimator 
is developed and then this sub-optimal solution can be used for iterative search 
in the second stage for further improvement. Finally, an estimator for the case 
of 3 linearly aligned BSs will be discussed in detail 
2.1 Linear Estimator 
Suppose N BSs are used for locating a MS so that N ToAs are measured in the 
system. Finding the estimated ranges by (2.1)，then generating the following 
equation by expanding (2.7), and letting Ki = xf-^- yf gives 
2a;,0； + 2 郷 = + - 赶 + 凡，i = 1, • ’ W (2.8) 
Arrange (2.8) as the matrix equation 
M'^e = 0.56 (2.9) 
where 
M 二 … ( 2 . 1 0 ) 
\ y\ ？/2 … y N ) 
[ A 
e = (2.11) 
\ y ) 
丨+〜幻—好、 
6= ？ + + 宛 (2.12) 
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and the superscript T denotes the transpose. Premultiplying both sides of (2.9) 
by M , (2.9) becomes 
(YA 5：鄉）卜）=(�2)-；^她2-�（2 13) 
which contains 2 quadratic equations in variables x and y. Since the coefficients 
of x^ and y^ are the same, 2 circles may be formed from (2.13). If these 2 circles 
with intersections, then let 
= + (2.14) 
and solve x and y in (2.9) in term of r^ by LS. Then a quadratic equation 
in term of r^ is formed from (2.14). If there is only one positive root, then 
substitute it back to (2.9) to find {x,y). If both of the roots are positive, then 
substitute each root into (2.14) to get the 2 sets of solutions {x,y). The correct 
solution is the one that minimizes the cost function which will be defined later 
in Section 2.2. If no real solution can satisfy the 2 quadratic equations in (2.14)， 
then the (x, y) that best fit the 2 quadratic equations are found, as shown in 
the appendix. 
2.2 The Approximate Maximum Likelihood 
(AML) estimator 
Apart from developing geometric estimator [20] or elimination of + y^ as in 
section 2.1, an estimator can also be derived statistically. From statistical point 
of view, the measured TOAs T is corrupted with error, referred to noise. Since 
the error is random in nature, the measured TOAs T is also random. If the 
error is additive, the measured ToA vector can be viewed as 
T = + e (2.15) 
where is a vector with true TOAs and e is a vector containing the addi-
tive error when measuring TOAs. Suppose this error vector has a zero mean 
multivariate independent Gaussian distribution, so that the probability density 
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function (pdf) of measured TO As T is 
P i r n = ( 2 7 r ) - ^ / 2 ( d e ^ Q ) - i / 2 e a : p | - i [ T - g W / c ] V [ T - g W / c ] } (2.16) 
where detQ denotes the determinant of Q, the superscript —1 denotes the in-
verse and Q is the covariance matrix of e with the following form, 
。 ？ 0 ... 0 、 
0 . . . 0 
Q = 2 (2.17) 
0 0 • . . ; 
� 0 0 . . . (7^ 1 J 
and af is the noise power of Cj. 
Equation (2.16) shows that the pdf of T is governed by the parameter 6. 
Prom estimation theory [21], equation (2.16) is called a likelihood function of 
the parameter vector 6. The likelihood function tells how likely a variable 6 
gives a particular measured ToAs T. Thus given a set of ToAs, the larger the 
likelihood value of 0, the larger the chance of 0 giving the measured TO As. 
Since natural logarithm is a monotonic increasing operation and the likelihood 
function contains exponent operation, a natural logarithm is taken over the 
likelihood function (2.16) to give 
lnip(T\e)) = Zn((27r)-寧(detQ) -1/2) + gW/cfQ'' [T — g(0)/c] | 
(2.18) 
The optimal estimate 0 from the measured T maximizes the log likelihood 
function (2.18)，i.e., 
6 = argm^[p{T\e)] (2.19) 
The first term in the right hand side of (2.18) is a constant and the second term 
in the right hand side is a negative number. Thus a cost function J is developed 
as 
J = g{0)/cfQ-' [T 一 g{e)/c] (2.20) 
By combining (2.19) and (2.20), a maximum likelihood (ML) estimator is formed 
as 
OML = ar^min[[T — g(0)/c广Q—i [T - g(0)/c]] (2.21) 
0 
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To minimize (2.21), a common technique is by setting its gradient to zero. Thus 
v 4 T - g W / c ] V [ T - g W / c ] = 0 (2.22) 
Let the noise power in all ToA measurements be the same, i.e. 
cTi = a2 = • • • = CTM (2.23) 
Rewriting (2.22) in terms of the optimal x and y then gives the following equa-
tions 
£ $ ( “ ） 二 0 
T ^ - ^ i y - V i ) = 0 (2.24) 
tr 
For notation simplicity, gi is used instead of gi{x,y) for i = 1，... ’ iV，Finally, 
solving X and y from (2.24) gives the ML estimator. However, (2.24) is non-
linear . N o simple closed-form solution can be found. [22] linearized (2.24) by 
Taylor series expansion and developed the linearized least squares estimator. 
An iterative search is a possible alternative to solving (2.24) [5], for example by 
using Newton Method or the steepest descent method. In the following, a new 
iterative approach will be introduced to solve (2.24). The method is based on 
the approach described in the previous section. 
First of all, since 
9 i - 6 i = (2.25) 
9i + Oi 
then 
^ = (2.26) 
Qi [9i + Oi)gi 
Suppose the error is small, so that gi ~ 民.Substituting (2.26) into (2.24) gives 
二 0 
i=l � 
= 0 (2.27) 
1=1 � 
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Expanding (2.27) gives a sufficient but not necessary condition for satisfying 
the 2 equations as 
= • 
石严二 
E ^ = 0 (2.28) 
i=l ^ 
From (2.5), (2.28) produces the matrix equation 
ce = a (2.29) 
where 
, E f E f � 
E l f E f (2-30) 
I 厂 / 
a 二 I：鸯(x2 + y ' ) + E f � -釣 (2-31) 
for notation simplicity, all the summations are from 1 to N. Similar to (2.9), 
premultiplying both sides of (2.29) by C gives 2 quadratic equations in terms of 
x,y. Following the discussion in section 2.1, if the 2 quadratic equations have 
intersections, then we use LS to solve x,y in terms of r^ from (2.29) and then 
substitute the solutions into (2.14) to give a quadratic equation in terms of r^. 
If only one positive root, then substitute it into (2.29) to find x,y. If two of 
them are positive then, we substitute both solutions to (2.29) to find 2 sets of 
x,y. The one which can minimize the cost function in (2.20) is the solution. 
If there is no solution for the 2 quadratic equations, then we find the best fit 
solution. Both of them have similar results in simulation. This is the first stage 
of the new iterative method. Let the solution from the first stage be 
Now, without using the assumption of gi 二 Si in equation (2.27), a similar 
matrix equation similar to (2.29) is formed as 
C'e = a' (2.32) 
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Now 
/ y^ xi(x-xi) y^ (x-xi)vi \ 
(Jf _ L L 6i{gi+5i) (2 33) 
Y^ xi{y-yi) Y^ (y-yi)yi 
\ 乙 乙 5i{gi+Si)) 
and 
a'= ( E 『二)i)(工2 + y^) + E 6%ilt)(扣 - ^i) (2 34) 
Since (2.33) and (2.34) are functions in {x, y), (2.32) cannot be solved explicitly. 
Thus we use the solution in the first stage to estimate C and a'. Then 
the new (x,y) in (2.32) can be solved similarly to (2.29). In most cases, this 
method can further improve the accuracy of estimating MS. It converges to the 
optimal values with only a few iterations. However, if the errors are too large, 
then it may not converge, thus a stopping criteria is needed to handle this case. 
The iterative process stops if it does not converge after 10 iterations, and the 
first estimate are taken as the answer. 
2.3 Estimator for Linear BS 
The localization algorithm presented in the above section is only suitable for 
all the BSs which are not linearly aligned. Otherwise the matrices C or C' 
becomes singular and as a consequence x, y cannot be solved. A ML estimator 
for 3 linearly aligned BSs will be developed next. Suppose without loss of 
generality that all BSs are aligned on the left hand side of the x-axis and one 
of them is on the origin, and the MS is at the location [x,y\ as shown in Figure 
2.3. Thus the distances between the sensors are du = X1—X2 and d^ = x i - x ^ . 
The range between BSs and the MS are 
91 = V ^ ^ (2.35) 
92 = Vi^ + 如)2 + 
93 = \/(工+ cb)2 + y2 
Similar to Section 2.2, the ML estimator of [x, y] finds the minimum of the cost 
function J respect to [x^y] from (2.20), as 
J = (91- 61)' + {92 一 + ( 仍 — 如 ) 2 (2.36) 
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y 
” MS 
身 ’ y) 
^ ^ BSl 人V 
(X3 ’y3) BS3 ( ,2 .y2) b S 2 ( x i , y i ) 
Figure 2.3: Localization by intersecting of linear lines 
Then finding the minimum of (2.36), by differentiating J with respect to x,y 
and setting them to zeros gives 
£ = 2 ( 仍 — J i ) 砖 ) + 幼 ( 2 . 3 7 ) 
2 ( 仍 - 喊 = o 1 
2 93 
dy 2 gi 2 gi 
2 93 
Simplifying (2.37) gives 
+ ^ 如 = 0 (2.38) 
92 93 
+ + = o (2.39) 
9i 92 93 
First consider the case when all 3 BSs are equally spaced, i.e. d^ = d and 
di3 = 2d�then (2.38) becomes, 
如 + = 0 (2.40) 
92 93 
Substituting (2.40) into (2.39) gives 
gsSi = gi 知 (2.41) 
or 
2^1 I 92-<^2 = Q 
9i 92 
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Squaring both sides of (2.41) and then substituting r^  by (2.35) gives 
4xd = glib - 1) - Acf (2.42) 
where 
Finding g\ in terms of g\ by substituting (2.42) into the second equation in 
(2.35) gives 
gl = gt-^ - (2.43) 
Modifying the second equation in (2.41) gives 
H A - 12则22知 + 4办 ? = g ' A (2.44) 
Substituting (2.43) into (2.44) gives a 4认 degree polynomials in parameter 仍. 
The positive root of this polynomials as the solution if there is only one positive 
root. If there are more than 1 positive root, then we choose the solution by 
using the cost function (2.36). Finally, {x,y) are formed by 
工 = Yd 
y = sjgl -工2 (2.45) 
Next, consider the case when the spacing are not equal, i.e. = d and 
di3 = Id, where 1 is any real number. Then equation (2.38) becomes, 
= 0 (2.46) 
92 93 
Substituting (2.46) into (2.39) gives 
I fe -<^3)(1 - Q = Q 
9i 93 
or 
〜 ( 卜 1 ) (仍 -如 )二 0 (2.47) 
9i 92 
Rearranging the first equation in (2.47) gives 
^3^1(2-0-^3^1 = ^1^3(1-0 (2.48) 
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Squaring both sides and substituting the gl by the third equation in (2.35) gives 
必 2 — o f f t 工 ) + [ " � - 叫( I ) (2.49) 
Similarly, the second equation in (2.47) becomes 
gM2l _ 1) 一 g2l6i = gMl 一 1) (2.50) 
Squaring (2.50) gives r2 as function of n as 
2 = 9lSl{l - 1)2 
g\{2l-If-2g,{2l-1)18,-VlHl 卜) 
Finally, substituting (2.49) and (2.51) into the second equation in (2.35) gives 
a 6认 degree polynomial. Similar to the equal spacing case, the positive root 
is solution, if there is only 1 positive root. Otherwise, the (a:, y) that give the 
minimum of the cost function (2.36) is the solution. Then the optimal (x, y) 
can be solved by substituting gf into (2.49) and y = \/g\ — 
The above developed ToA localization algorithms are suitable for all kinds of 
sensors configurations. However, in some circumstances, such as speaker local-
ization, TDoAs instead of ToAs are available for localization. Thus localization 




Time of Arrival (ToA) measurements can only be estimated when the transmis-
sion time of the signal and the signal's waveform are known. However, when 
using microphone for speaker localization, no waveform and transmission time 
information is given. Thus ToA is not suitable for speaker localization and 
tracking. Instead, Time Difference of Arrival (TDoA) is used. To estimate 
TDoAs in a microphone system, one microphone is set as a reference. The 
signal arriving at this microphone is the reference signal. Assuming that this 
is the first signal received from the speaker, then delayed and amplitude dis-
torted versions of the reference signal are received at other microphones. More 
generally, for an arbitrary reference, signals arriving at other microphones will 
be time advanced or delayed versions of that received signal at the reference. 
The TDoA signal at each microphone relative to the reference can be estimated 
by applying cross-correlation between these two signals [23] • Therefore a set of 
TDoAs is estimated. Let Ui denotes the TDoA between the i仇 microphone and 
the microphone. Then for an N microphones array, there are N -1 TDoAs 
measured and grouped in a vector form as 
乂 tm 
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Multiplying the time delay Ti by the speed of sound c, gives range differences 
as 
/ , \ / , \ 
(hi Ct2l 
, dsi ctsi 
a = = . 
\ dm / \ ctm 
Foi simplicity, only the 2-D (2 dimensional) case is studied but here it can 
be easily extended to the 3-D scenario. Let the true position of the speaker 
he 6 = [a:, y]^ and N distinct microphones be at Xi = [xi^ yi]'^ for z = 1 to 
N. Suppose microphone 1 is the reference microphone, then the true range 
difference between the i*^  microphone and the is given by 
dii = n-ri 
=\/{xi - x)^ + {yi - vY - a/(a；! — xf + {yi — yf 
for i = 2 to N (3.1) 
where 7\ is the true range between i认 microphone and the speaker. Grouping 





In 2-D, only 2 parameters x,y are unknown, thus 3 microphones and 2 
TDoAs 力 2 1 ’ 亡31 are already sufficient solve for x,y as follow. Multiply first 亡21 
and 亡31 by c to give the measured range differences 2^1 and dsi. Then substitute 
the results into (3.1) to give 
d2i = — xy + (2/2 - yf - Vi^i - + {yi - yy 
dsi = - + {ys - y? - Vi^i - + (yi - v? (3-2) 
These 2 equations can be viewed as 2 hyperbolic loci of the speaker's location 
x^y which have foci at (a;2,^2)? i^i^yi) and (2:3,2/3), {xi,yi) respectively. This 
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Speaker's • 
location mic2 
y / mid 
Figure 3.1: Localization with 2 TDoAs 
is shown as Figure 3.1. The intersection gives the location of the speaker. This 
method is usually called triangulation [12]. In fact, having extra TDoA measure-
ments can improve the performance accuracy, measured by Mean Square Error 
(MSE). However, modification of the triangulation method for extra TDoA 
measurements is not easy. This is because from the geometrical point of view, 
extra hyperbolae from additional error corrupted TDoA measurements cannot 
intersect at an exact point. Thus it is necessary to estimate the speaker location 
from a set of distinct intersects, as shown in Figure 3.2. 
Incorporating the set of intersections from triangulation to find the location 
of speaker is not straightforward. The equations are nonlinear. But since using 
redundant TDoAs can improve accuracy, there are many algorithms developed 
for additional TDoA measurements. For example the 'Divide and Conquer' 
method [24]. This method divides TDoAs measurements into different groups. 
It finds the speaker location in each group separately and then combines the 
solution from each group to give a better estimate. It has be shown that this 
estimator is computationally efficient. Localization algorithms are classified 
into 2 classes, iterative and closed-form estimators. [25] and [22] introduced 
iterative linear estimators. They are based on linearizing a non-linear cost 
function by Taylor's Series. However, there is a potential divergence problem 
due to inaccurate initial guesses although convergence was demonstrated in their 
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simulations. Since iterative estimators need high computation power and have 
no guarantee of divergence, researchers developed estimators from the Least 
Squares (LS) approach because of the resultant attractive closed-form solution. 
Also, LS estimators are suitable for real-time processing. 
mic2 
mic3 \ \ � mic4 
m i d J 
Figure 3.2: No clear intersection when using 3 TDoAs for localization 
From (3.1), rearranging and squaring the equation give 
(式i + n)2 = rf 
4 + 24n+r? = rf 
for i =2 to N (3.3) 
26] developed a LS approach to solve x, y with 2 TDoAs by spherical intersec-
tion (SX). First let 
/ \ 
u / X2-X1 y2-yi 
M[= , 
\xz-xi yz-yi / 
( K2-K1-dl \ 
£>1 = » 
\Ks-K,-
where Ki = xf yf. Expanding rj, and r\ and rewriting (3.3) as a matrix 
equation give 
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Thus the solution rc, y are in terms of ri as 
e = - 2rid') (3.5) 
Next substituting 6 into the equation, 
n 二 (6> — - cci) (3.6) 
gives a quadratic in terms of n as 
r?[4 - 广 + 
( M广 1 广 M 广 ifo'i == 0 (3.7) 
Now substituting the true range differences J21 and dsi by measured 2^1 and dsi 
in (3.7)，give a solution for n in (3.7). Putting the positive root back to (3.4) 
will give x,y if there is only 1 positive root. If both roots are positive then a 
priori information is used to find the correct solution. Although [26] only used 
2 TDoA measurements, SX is also suitable for more TDoAs by changing M^, 
and d' to Mi, bi and d, where 
/ \ 
X2 - y2 - yi 
X3 - xi ys - yi 
Ml = • • , 
\xn -xi VN-yi / 
and \ 
K2-K1-
L Ks-Ki- dl 
01 == 
乂 Kn - Ki- y 
Thus (3.4) becomes 
2Mi(9 = bi- 2riJ (3.8) 
Then LS is used to solve (3.8) and give the estimated speaker's location. 
Another algorithm that uses LS is the spherical interpolation (SI), first de-
� veloped in [27]. SI is designed for embedding redundant TDoAs for localization 
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by letting x,y and n as independent variables. Then the parameter vector 
becomes 6' = [x, y, ri]^ and an matrix equation is formed as 
2M26I' = 61 (3.9) 
where 
/ , \ 
X2 - y2 - yi d2i 
X3-X1 ys — yi dsi 
2 = . . . 
yxN - Xi UN - yi dm 
It then uses weighted LS to solve (3.9), giving the solution 
6' = ( M f Q ' - i M 洲 f Q'- ib ' i (3.10) 
where Q' is the covariance matrix of the TDoAs. The location of the speaker 
X, y is the first 2 elements in As a further improvement [28] incorporates the 
relationship of the elements in 6' by employing another LS. However all of the 
above estimation are based on LS, and they are not are optimal solution to the 
nonlinear equations of (3.1). 
In the following, a 2 steps AML estimator will be discussed. This estimator is 
based on maximizing the likelihood function. Thus it is optimal in the statistical 
sense. 
3.1 AML in TDoA localization 
Let the measurement TDoAs be corrupted with additive error so that 
Ti = f 1 + e (3.11) 
where Ti is the vector containing true TDoAs and e is the additive error. If 
this error vector is zero mean Gaussian distributed with covariance matrix 
^ 1 0.5 . . . 0 . 5 � 
2 0.5 1 ... 0.5 , � i o � 
Q' = (j^ (3.12) 
• • • • 
• • • • 
� 0 . 5 0.5 . . . 1 y 
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then the conditional probability density function (pdf) of measured TDoAs is 
(3.13) 
This conditional pdf of measured TDoA Ti is governed by 6. 
Given Ti, then from estimation theory [21], (3.13) is a likelihood function 
in parameter 6 denoted as /(0,Ti), 
i{e,Ti) = p{T^\e) (3.14) 
This likelihood function tells how likely the value of the parameter 6 is given the 
measured TDoA Ti. The larger the value, the larger the probability that a pa-
rameter value gives that measurement vector. A maximum likelihood estimator 
(MLE) then gives the estimate which maximizes the likelihood function 
Oml = arg[max{l{e, TI))] (3.15) 
The likelihood function is an exponential function. But since the natural log-
arithm is a monotonic function, which preserves the maximum or minimum, a 
log likelihood function can be derived from (3.14) and (3.13) as 
log{l{e,Ti) = const + | -丢 [ T i — d(6l)/c]^Q'"'[Ti - d(6/)/c] | (3.16) 
where const denotes a constant term. Now maximizing log likelihood function 
is equivalent to minimizing the cost function J and (3.15) becomes 
9 ml = arg[min{J{6)) 
=arg[min{i^ d(6>)/c]^Q'"'[Ti - d(6l)/c] |) (3.17) 
As J{9) is continuous and differentiable, the minimum of J{6) is found by 
differentiating J{6) with respect to 6 and setting them to zero, i.e. 
(3.18) 
The left hand side of (3.18) is, 
' 餐 勢 ) ( 知 - 而 1 、 
脊 化 1 知-而1 (3.19) 
dO ： 丨 
'-t I [dm-dNiJ 
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But 
in - d2i =厂2 - n — d2i 
= r ? - ( r i - 办 1)2 
厂2 + n + d2i 
for i = 2 to N (3.20) 
Let 
( ^ dd^ \ 
dx dy 
ddai ddsi 
W1 = 办 Q-1 
ddNi ddm 
\ dx dy J 
then from (3.19)， 
< d2i - d2i� 
d m _ 4一办1 
- … ： 
乂 dm — dm y 
( 0 … • ) 卜 2 - ( … 1 ) 2 ) 
= 們 0 ••• ： ”!-(。+而 1)2 
• • • • • 
V � � … 八 R ^ — I + W J 
(3.21) 
Expanding the square terms yields 
r- - ( r i - d n ) ^ = r1 - [r? + 2 r i d a + 4 ] 
= 2 ( : c i - xi)x + 2{yi — yi)y + KiKi - 2ridn - (fa 
for i = 2 to N (3.22) 
where Ki = xf yf for z = 1 to TV. Letting 
( 0 ... 0 \ 
0 1 .. : 
W2 = W1 rs+ri+d3i 
• • . • • • • • 
• • • 
V 0 0 …^ Tv+rJ+dNl 
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and putting (3.22) into (3.21) gives 
(T\- (n + 0^ 21)2 \ f X2-X1 y2-yi ^ 
— (n + rc3 —工1 ys-yi ( x\ 
W 2 = 2W2 — 
: ； ； \y J 
\r%- (ri + dmf / \ xn - xi VN - Vi J 
(K2-K1- dl^ - ridl^� 
Kz-Ki- dl^ — ricgi 
W2 
\ KN - Ki- djji - ndjfi 
= 2 W 2 M 1 6 I - W2b (3.23) 
Substituting (3.23) into left hand side of (3.18) and rearranging the equation, 
we have 
2W2M10 = W2b (3.24) 
Since W2 is a function of 6, we cannot find boldsymboW by simple least squares 
from (3.24). The following is alternative to solve the above equation, which is 
the AML estimator. 
The AML estimator composes of 2 steps. Since (3.24) is quite similar to SX, 
thus in the first stage, it solves the multi-microphone version of SX with the 
weighted LS with the weight Hence form 
2Mi0 = b 
= 6 1 + rid (3.25) 
The weighted LS solution is 
e = + nd ] (3.26) 
This equation gives x,y in terms of n . Substituting (3.26) into (3.6) gives a 
quadratic equation in ri. Solving the quadratic equation for ri and substituting 
back the positive root into (3.25) finds the solution for the first stage. If there 
are two positive roots, then use the root that gives the smaller J{0). 
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The second stage is an iterative process. It first uses the previous solution 
to estimate W2 in (3.24). Thus 6 can be found in terms of ri as 
e = + rid] (3.27) 
Similar to the above process, substituting (3.27) into (3.6) gives a quadratic 
equation in terms of r!. Solving the quadratic equation and substituting the 
positive root to (3.24) give x^y. Again if both roots are positive, then the 
one which gives a minimum J is selected. The above process repeats until 
the difference of the solutions of 2 consecutive iterations is less than 0.05 or a 
maximum of 10 iterations, then the iterative is terminated. Same as the AML 
developed in Chapter 2, simulation results show that this method can achieve 
the CRLB for different scenarios. These simulation results will be discussed in 
details in Chapter 5. 
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Discussions of Application 
Considerations 
Chapter 2 and Chapter 3 have reviewed and proposed algorithms for locating 
an MS and positioning a speaker. Those algorithms are effective in reducing 
additive zero mean Gaussian random errors in the TDoA or ToA measurements 
which most likely come from signal receiving instruments. In fact, there are 
many other impairments introduced into the measurements when the signals 
propagate between the sensors and the emitter. These impairments include 
non-line of sight propagation (NLOS), multipath propagation and also interfer-
ence from other users in a cellular network, or other speakers in the case of a 
microphone array environment. The inferences of each impairment depends on 
the application. In a microphone array system, non-line of sight is not a major 
problem because the microphones should be placed near the speaker. However, 
room reverberation of a speech signal from the wall can significantly degrade 
the accuracy of the TDoA measurements. On the other hand, non-line of sight 
is a major difficulty in cellular network based localization. The reason is that 
high-rise buildings in urban areas act as obstacles which block the direct signal 
propagation paths between an MS and BSs. In the following, these two prob-
lems will be discussed in detail and some methods for solving these problems 
will also be stated. 
Also, the placement of microphones is a critical factor in the speaker localiza-
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tion system. If the placement is properly designed, the location estimators can 
provide excellent performance. Thus the design of microphone array placement 
will also be briefly discussed. Finally a derivation and procedures for finding 
optimum placement of microphones is also introduced. They can be used to 
find the optimum positions for 4 microphones in the 3 dimension (3-D) case for 
locating an speaker with the assumption that the radiation of speech signal is 
omi-directional. 
4.1 The Non-Line-of-Sight Problem 
The Non-Line-of-Sight (NLOS) problem is rather common in an urban area. 
It is because the some Direct Line-of-Sight (LOS) paths between an MS and 
BSs are blocked by buildings. Then signals propagate in the NLOS paths by 
refraction and diffraction. Therefore signals will take a longer path and arrive 
the MS with longer delays r. Let the signal Siit) be the transmitted signal from 
the ith BS. After propagation, MS receives the signal yi(t) from the i认 BS as 
yi{t) = s ^ - D i - n � + r]{t), (4.1) 
where 7](t) is the additive zero mean white Gaussian noise received at MS, Di is 
the signal propagation time from LOS path and n is the additional time delay 
because of the NLOS. Figure 4.1 shows the scenario described above. 
building 
NLOS / Z ' BS 
•i^z"" building 
MS 
Figure 4.1: NLOS between BS and MS. 
If the MS is stationary and the Time of Arrival (TOAs) is estimated by 
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applying the received signal in (4.1) to a correlator. The propagation time of 
signal is estimated as Di + r^ . Then when multiplying it with the speed of light 
c the range between and MS is estimated. Then estimated range is no longer 
the true range but with an extra bias en. When using this biased ranges to 
locate the MS, an additional error is introduced in locating the MS. 
If at least 3 paths are LOS, there are 2 methods proposed to solve the NLOS 
problem. They are LOS Reconstruction and NLOS measurement weighting [5 . 
The first algorithm finds the LOS paths by computing the standard deviation 
of each estimated range from a series of measurements for a particular range in 
different time. Then the ones with small standard deviations are the LOS path. 
On the other hand, the second method uses different weightings for different 
ranges to estimate the location of the MS and the weightings are estimated 
recursively. This can reduce the effect of biased estimated ranges from NLOS 
paths. 
4.2 Multipath Propagation 
In speaker localization, NLOS does not happen because the speaker is close to 
the microphone array. Thus no obstacle blocks the propagation of signal from 
the speaker to the array. However, multipath becomes the dominant problem. 
Multipath propagation appears because of the received signal yi(t), which is 
received from the microphone, not only contain the delayed signal from 
direct path, but also contains other delayed versions of the speech signal s(t) 
due to room reverberation from the wall, ceiling and floor. Thus the signal 
received becomes 
L 
yi{t) = J ^ s { t - D i - n ) + Vi{t) (4.2) 
k=0 
where L is the number of multipaths and Di is the time delayed due to direct 
LOS path propagation and Tfc is the k讯 multipath delay from the reflecting wall. 
A simplified scenario with 3 multipaths is shown in Figure 4.2. 
When multipath propagation appears, the general cross-correlator (GCC) is 
no longer an optimal time delay estimator. [9] shows the adaptive eigenvalue 
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Figure 4.2: 3 multipaths and 1 LOS path between microphone array and 
speaker. 
decomposition algorithm (AEDA), which can be useful in practise for time delay 
estimation between two received signals. The algorithm determines the relative 
delay between the direct paths of two estimated channel response. 
4.3 Optimum placement of 4 sensors 
In a microphone array, its geometric pattern plays an important role in localiza-
tion accuracy. The design of a microphone array pattern is usually by trial and 
simulation [9]. In fact, it can be studied mathematically based on Cramer-Rao 
Lower Bound (CRLB). For a given microphone array configuration and TDoA 
error, any unbiased location estimator's accuracy is bounded by the CRLB ma-
trix. The Mean Square Error (MSE) of any unbiased estimator cannot be better 
than the trace of the CRLB matrix. Suppose the covariance matrix of estimated 
parameter vector § = [x,y,z] is C, such that 
c = E[e - Eie]][e - E[e]f 
= E i e - e ] [ e - e f (4.3) 
where 6 is the true parameter and E[6] = 6 because the estimator is unbiased. 
The covariance matrix is bounded by the CRLB matrix because it is the bound 
for unbiased estimator. The CRLB matrix of location estimator is the inverse 
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of the Fisher Information Matrix (FIM) [21], thus 
C > CRLB 
= F / M - 1 (4.4) 
From [28], the FIM matrix is 
FIM = GTQ]G (4.5) 
where 
(XI—X — XI—X y\—y _ y2—y zi—z _ z2—z� 
ri r2 ri r2 ri r2 
XI—X — X3—X yi—y — yz—y z\—z _ zz—z 
Q _ ri ra n rz n rz 
• • • ‘ 
• • • 
xi-x _ XN-x yi-y _ VN-y z\-z _ z^-z 
\ ri tn ri rjv ri rjv / 
0.5 0 . 5 � 
0.5 1 0.5 . . . 0.5 
Q= , 
• . . • • 
• • • • . 
� 0 . 5 0.5 ••• 1 y 
the location of the speaker is {x^y^z) and N microphones are located at Xi = 
(rci，yi, Zi) for i = 1 to N, and the reference is at xi = {xi,yi, zi). The derivation 
of FIM or CRLB of TDoA localization will be discussed in Appendix. Prom 
(4.5), it is seen that the CRLB or FIM is determined by the speaker location, 
the microphone array configuration and the covariance matrix of the TDoA 
measurements. The determinant of the CRLB gives the minimum theoretical 
spread of the unbiased location estimate. Hence the smaller the determinant 
of the CRLB the smaller the spread of estimate. When the speaker location 
and the covariance matrix of TDoA measurements are fixed, then the problem 
becomes minimizing the determinant of the CRLB by the microphones' locations 
{xi^Ui, Zi) for i = 1 to iV. However minimizing the determinant of the CRLB 
is not straightforward, and it needs the aid of FIM to solve the minimization 
problem. 
To minimize the determinant of the CRLB matrix is just maximizing the 
determinant of the FIM matrix because the FIM matrix is the inverse of the 
36 
Chapter 4. Discussions of Application Considerations 
CRLB matrix. Thus the minimization problem becomes, 
A 
M = arg[nmxFIM 
= a r g l m a x 
where 
M = Xi X2 • … ) ， 
M = xi X2 …OCN ) 
As 
and M is the optimal estimate of M , which is a matrix containing the optimum 
microphones' locations. 
The M matrix can be further simplified if G and Q are non-singular square 
matrices. Thus first consider 4 microphones such that for N = A, (4.5) is 
simplified as 
FIM = G'TQ,-力' (4.6) 
where 
(xi-x — X2—X yi-y — y2—y z\—z _ z^—z� 
ri r2 ri r2 n r2 
Q'= 工 1-3； _ X3-X Vi_y _ ya-y zi-z _ z^-z ， 
ri ra ri ra ri rs 
xi-x _ X4-X yi-y _ VA—y zi—z — z^-z 
\ ri n n r4 n / 
丨 1 0.5 0.5、 
Q' = 0.5 1 0.5 , 
、0.5 0.5 1 > 
the location of the speaker is {x,y,z) and the 4 microphones are located at 
{xi,yi, Zi) for z = 1 to 4, and the reference microphone is at (xi,yi,Zi). Since 
G' and Q' are 3 x 3 square matrices, thus the determinant of FIM is equal to 
the product of each individual determinant, so that 
|jPJM| = 了 ||Q'_1||G'| (4.7) 
In (4.7), |Q'-i| is not a function of the microphones' locations (xi,yi,zi), 
(2:2,2/2,22), (x3,y3,Z3) and (x4,y4,Z4). Also = thus (4.7) can be 
rearranged as 
|FJM| 二 IQ'-i丨 
= ( 4 . 8 ) 
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Therefore, substituting (4.8) into (4.6) changes the ma:ximization problem to 
M = arg[n^(|G'|)] (4.9) 
The speaker and microphone positions are all relative to each other. Thus 
without loss of generality the speaker location can be set as [0,0，0] .^ Then 
广 ML _ m _ \ 
ri ra ri ra ri r2 
G ' = 红 — 驻 处 — 迎 £1 _ £2. 
r\ 7*3 ri ra ri rz 
Ei _ ^ a _ M a _ £1 ^ 
\ ri r4 ri r^ ri r^ / 
Also, it is convenient to change from Cartesian to Spherical coordinates by the 
transformation, 
Xi = n cos 9i sin (f)i 
Ui = ri sin 6i sin 4>i 
Zi = ri cos (4.10) 
where 9i is the elevation angle measured from z-axis and is the azimuth angle 
in the xy-plane measured from positive side of the x-axis. This coordinate 
transformation is shown in Figure 4.3. (4.10), G, can be further simplified to 
7 [Xi Yi Z i ] 
(bi / m i d 
X 
Figure 4.3: An example of changing Cartesian coordinates to Spherical coordi-
nates. 
( c o s sin (f)i — cos 62 sin 62 sin 61 sin - sin 62 sin 62 cos (pi - cos 6 2 � 
G' = cos 61 sin (j)i - cos 63 sin 63 sin 9i sin - sin sin 63 cos — cos 63 ， 
^^  cos 61 sin (f}i - cos O4 sin 64 sin 9i sin - sin 64 sin O4 cos (pi - cos 64 
38 
Chapter 4- Discussions of Application Considerations 
Thus the number of variables in the function |G| is reduced from 12 to 8 by the 
transformation. Then the maximization problem in (4.9) becomes 
'0 = arg[max(|G'(i/j)|)l (4.11) 
where 
^ = [^1, 01, 02, (f>2, 03, 04]^ 
As _ A A A A. A A, A 八 1 rjp 
the vector ijj contains the Spherical coordinates of the 4 optimum microphones. 
A simple way to find the maximum argument in (4.11) is by differentiating 
\G\tJj)\ with respect to ijj and set the resultant equations to zeros, because it 
is the necessary condition of the maximum point 
^ = 0 (4.12) 
dtp 
where 
0 = [0,0,0,0,0,0,0, of 
and (4.12) forms 8 non-linear equations. It is difficult to find the optimum 
microphone placement by a closed-form solution. However, if some variables are 
known and fixed, then the optimum placement for the remaining microphone 
locations can be found. Also the 8 equations in (4.12) can act as a guideline 
to check whether the configuration of microphones is optimum or not. The 
following 3 cases will be discussed and the procedures for finding the optimum 
placement in each case will be introduced. These three cases are: 
1. Find the optimal position of the 4*紅 microphones if the other 3 are known. 
2. Find the optimal position of the 3”" and 紅 microphones if the other 2 
are known. 
3. Find the optimal configuration of microphone array with 4 microphones. 
First, suppose (^《）for i = 1 to 3 are the known. Then the unknown 
parameters are only ("4，<^ 4). Therefore the matrix G ' � can be further sim-
plified to a function with 2 knowns as C(04，<^4). Next using expansion of 
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determinants by minors [29] to expand the determinant of 04) by the 3 � " 
row gives 
|G'(04’(^4)| = Ki(cos 9i sin 01 — cos 64 sin 04)— 
i^2(sin 61 sin — sin sin 04) + i^3(cos — cos (j)^ ) 
(4.13) 
where 
sin 61 sin (j)i — sin 62 sin 少2 cos — cos 於2 
Ki = , 
sin 61 sin 4>i — sin 没3 sin 如 cos — cos (f)3 
cos 61 sin (f)i — cos O2 sin 02 cos (j)i — cos 4>2 
K2 = , 
cos 0\ sin 01 - cos 6z sin </)3 cos — cos (^>3 
and 
cos 9i sin (/)i — cos 62 sin 02 sin sin (pi — sin �s i n 02 
= ) 
cos sin </)i — cos O3 sin 小^ sin 9i sin 01 — sin sin (ps 
Ki, K2 and K3 are constants because they contain only the known parameters 
{ei,(j)i) for 2 = 1 to 3. Then substituting (4.13) into (4.12) and differentiating 
give 
辦‘二4’ 04)1 = 幻 sin 04 sin 04 + K2 cos e, sin (^>4 = 0 (4.14) 
064 
and 
dlG^e^^Ml = — 幻 cos 9, cos 04 + K2 sin 9头 cos 04 + 私 sin 04 = 0 (4.15) 
0(P4 
Rearranging (4.14) and (4.15) produce the closed-form solutions of 64 and 小各 as 
tan = - 尝 
Ki 
-K2 
64 = arctan (4.16) 
八1 
and 
sin 64 - Ki cos ^4) cos </)4 = - K ^ sin 
K2 sin 04 - cos 6>4 
04 = arctan — (4.1 Tj 
- A 3 
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Therefore if we only want to find the optimum position of the 4认 microphone, 
then substituting the Spherical co-ordinates of other microphones can give a 
closed-form solutions. 
Next, suppose the locations of the 1 石* and the microphones are known 
and we are wish to find the optimum positions of the and 4艺九 microphones. 
Thus the function \G'(iJj)\ is a function of 4 parameters 65, 如 and which 
is |C(03，04，03，(^ 4)|. Similar to (4.13), the determinant is expanded by using 
the 2几d row to give 
\G'\ = —Li(cos 61 sin - cos O3 sin (^ 3) + 
Z/2(sin di sin (j)i — sin O3 sin ^ 3) — Z/3(cos — cos (f)^ ) 
(4.18) 
where 
sin sin 01 — sin 62 sin (f)2 cos — cos 4>2 
Li = ， 
sin 9\ sin 於 1 — sin sin 於4 cos 4>i — cos 少4 
cos 9i sin 01 — cos O2 sin 02 cos — cos 02 
L2 = ， 
cos sin — cos 64 sin (j)^  cos — cos (f)^  
and 
cos 61 sin (j)�—cos 62 sin (j)2 sin 61 sin — sin O2 sin 如 
Ls = ， 
cos 61 sin (f)i — cos 64 sin sin 9i sin — sin 64 sin 
Then finding the maximum of (4.18) by differentiating it with respect to 63 and 
03 gives 
’ = - L i sin 没3 sin 如—cos O3 sin 03 = 0 (4.19) 
and 
Q G, 
— ~ = Li cos Os cos 03 - 1/2 sin 63 cos - L3 sin 03 = 0 (4.20) 
094 
L2 
tan 03 = — — -
Li 
—>• = arctan — ^ (4.21) 
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and 
(Z/2 sin 03 — Li cos 6z) cos = — L3 sin 03 
1/2 sin Oz - Li cos Oz 
—>• 03 = arctan  
—Ls 
Now, together with (4.16) and (4.17), there are 4 equations but i^i, K2, K5, 
Li, 1/2 and L3 are not constant but with parameters 没3, 04, 03 <f>4- Therefore it 
is difficult to find the closed-form solutions from the above 4 equations. 
Hence we propose a method to find the optimum placement of the 3 � "a n d 
4讯 microphones iteratively. First arbitrarily choose a value and (/)3 between 
the range [0,27r]. Then use (4.16) and (4.17) to find $4 and 04- Next substi-
tuting 04 and (^ 4 from the above solutions into (4.21),(4.22) and find and 03. 
Repeating the above procedures and iteratively find the 如 and 64, 04 until 
the differences between new and previous parameters are less than 0.05. Then 
the optimum placements of and can be found. 
To determine the optimum position of 4 elements microphone array system 
requires finding 6 parameters. This is because all parameters are relative to 
each other. Thus the location of first microphone can be placed anywhere and 
we can find others relative to it. A straightforward approach is to find two extra 
equations from (4.12) similar to above. However, a closed-form solution cannot 
be found easily. However, by substituting different parameters from different 
geometry into the six equations, we can check whether the position is optimum 
or not. If the parameters can simultaneously satisfy the six equations, then the 
configuration is optimum, otherwise it is not. 
A intuitive guess is to place the speaker locates at the center and let all other 
microphones surround the speaker with equal spacing between each other. To 
visualize the geometry, first joining lines between the speaker and each micro-
phone. Then the angle between each line is the same with the value 109°28'. 
This Cartesian coordinates of each microphone is shown in Table 4.1 with the 
ranges between microphones and speakers are equal and 40 units. The ge-
ometry of this placement is plotted in Figure (4.4). When substituting all 
coordinates of 4 microphones, they simultaneously satisfy (4.12). Therefore it 
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Position cartesian coordinates 
microphone 1 (0.00，10.00, 28.28) 
microphone 2 (24.49, 10.00, -14.14) 
microphone 3 (-24.49, 10.00, -14.14) 
microphone 4 (0.00, -40.00, 0.00) 
Table 4.1: The optimum placement of 4 microphones 
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Figure 4.4: The optimum placement of 4 microphones. 
is the optimum placement of 4 microphones and it will be verified by simulation 




In this chapter, simulations are performed to compare and evaluate the perfor-
mance of the proposed algorithms with others. Several performance measures 
are first introduced. They are bias, the covariance matrix, the mean square 
error (MSE), the circular error probability (CEP) and the geometric dilution of 
precision (GDOP). Usually the MSE of different estimators are compared with 
the CRLB to check for estimation efficiency. These measures will be described 
also in section 5.1. 
In the remaining sections, several simulations are performed to evaluate 
the estimators. First in section 5.1, non-linearly aligned BSs for locating MS 
is used to evaluate the Approximate Maximum Likelihood (AML) estimator 
and other linear estimators. Four simulation scenarios are used to compare 
the robustness of each estimators under different conditions. The proposed 
maximum likelihood (ML) estimator for 3 linearly aligned BSs is evaluated in 
section 5.3. There are only 2 cases to study, one has non-equal spacing and the 
other has equal spacing. In section 5.4, the AML for TDoA localization is also 
evaluated. Finally, optimum positions of a 4-microphone system is analyzed 
theoretically and by simulations. 
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5.1 Measures of Accuracy 
In each simulation, there are N trials. Each trial gives an estimate which is 
the location of the speaker or mobile station (MS), this estimate has either 2 
parameters ( f , y) in the 2 dimension (2-D) case or 3 parameters (a;, y, z) in 3-D. 
For N trials, there are N estimates, the average of each parameter is the mean 





讯 y = nHv^ 
1 N 
^^ = (5.1) 
i=l 
where Xi is the estimate of i仇 trial. The bias is the difference between the mean 
and the true value of a parameter. The sum of the absolute values of biases is 
used, given as 
‘ 
- + |my — 2/1 + - for 3-D 
sum or absolute or biases = io.Zj 
- + \my — y\ for 2-D 
\ 
where \a\ is the absolute value of a and x and y are the true parameters respec-
tively. 
The covariance matrix is a 2 x 2 matrix in 2-D and 3 x 3 in the 3-D case. 
They are respectively 
C =丄(E二 1 — ( 壬 — — my) \ (5 3) 
and 
f E^^I — — m.){y — my) Z l , {x — m^){z - m,)� 
C =去 (：^  - m^){y — my) {y - my? iv - - m.) 
V (士 - m.){z — m.) E S i {y - my){z - m.) _ m.? / 
(5.4) 
Usually, the trace of C is considered, which is the sum of the diagonal elements of 
C. If the estimated parameters are independent, the trace of C is the variance, 
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which the deviation from the mean. However this measure does not consider the 
off-diagonal elements of the matrix even they are non-zero. Another measure 
is then to find the determinant of C which shows the spread in area or volume, 
with the mean as the center. 
Similar to the covariance matrix, the MSE matrix is also a 2 x 2 matrix for 
2-D and 3 x 3 for 3-D, given as 
iv - y? 
1 (壬-工)2 - 棚 - y ) Efii (全-工)(乏-、 
MSE =去 J：二 1 (x — x){y — y) iv — V? iv —")(乏—么） 
V ( 壬 - 幼 乏 - { y - - 么 ） - ； 
(5.6) 
The trace of the MSE matrix usually refers to as the MSE. However, this infor-
mation only gives the differences of each parameter of the estimate to the true 
estimate, but ignores the information of the cross-relation between the different 
parameters, when the off-diagonal elements are not zero. Thus following the 
similar argument in the covariance matrix case, another measure is developed, 
which is the determinant of the MSE matrix. This measure reflects the spread 
of the estimate with the center as the true parameters. These two different are 
not comparable. The trace of the MSE matrix is usually used for comparing 
different estimators and it is used in sections 5.2, 5.3 and 5.4. In the section 
dealing with the optimum placement of a microphone array, the second measure 
is used because the objective function for optimum position of microphones is 
derived from minimizing the spread of estimate of an ideal estimator. 
Apart from the Bias, the trace of the covariance, the determinant of the 
covariance matrix, the MSE and the determinant of the MSE matrix, there are 
2 other measures called circular error probability (CEP) and geometric dilution 
of precision (GDOP) [5]. CEP is an uncertainty measure of estimates from the 
mean of all estimates of a particular estimator. CEP is a radius of a circle 
which has center at the mean of the estimates and covers half of the realizations 
(or trials). When the mean of the estimator is zero, it can also be defined as 
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the uncertainty from the true estimate. Since it is difficult to derive the exact 
expression, an approximation is usually used, so that 
CEP ^ 0.75a/斤(C) 
- M r -
= { x i - m^y + ivi - m,)2 (5.7) 
� i=l L � 
However this approximation is accurate to within 10%. 
GDOP is an alternative measure. It shows how the geometry of localization 
affect the accuracy and is given by 
(5.8) 
OV 
where is the error in range for ToA localization and range difference for 
TDoA localization assuming that all the measurements has the same error dis-
tribution. Thus, it indicates how a particular geometry magnifies the range or 
range difference error. Therefore it can be used for designing a better geometry 
for microphone array or for cell site design, although normally cell sites are 
located for transmission coverage. 
5.2 Simulations for non-linear array BSs 
Simulations of non-linearly aligned BSs are studied in this section. Generally, 
there are two cases. The first is when all the BSs enclose the MS and the second 
is when the MS is locating outside the enclosed area. Enclosing here means that 
the MS is inside the perimeter joining all the BSs. In each case, 3 and 6 BSs 
will be used to analyze the performance of the estimators. There are a total 4 
scenarios. 
1. 3 BSs enclose the MS and the distance between different BSs and MS is 
the same. 
2. 3 BSs do not enclose the MS. 
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Locations of BSs (-100.0, -200.0), (—279.4，1496.4), (1279.4,803.6) 
True MS location (300,700) 
True range 984.8858 
The range of error variances —5dB to —35dB with step of IdB 
trials for each point 50000 
Table 5.1: The settings of simulation 1 
3. 8 BSs enclose the MS and the distance between different BSs and MS is 
the same. 
4. 8 BSs do not enclose the MS. 
In each simulation, the true ranges between the MS and BSs are corrupted 
with zero mean independent white Gaussian random variables representing the 
errors. The simulation assumes line-of-sight (LOS) between the BSs and the 
MS. The range of variance of this error will be stated before each simulation. 
The sum of absolute bias, trace of covariance matrix and trace of MSE matrix 
with different error variances will be plotted and used for comparison. The 
linear estimator (LEI) in [20], the new linear estimator (LE2), the first stage of 
the AML and the AML with second stage are compared and discussed. 
5.2.1 Simulation 1: MS locating inside the enclosed area 
formed by 3BSs 
In this simulation, the MS locates inside the enclosed area. The distances 
between the MS and BSs are the same, thus it is in the center of the enclosed 
area. The objective of this simulation is to evaluate the performance of LEI, 
LE2, first stage of the AML and the AML with the iterative second stage with 
different error variances. The settings and geometry for simulation are shown 
in Table 5.1 and Figure 5.1. From the above settings, the sum of absolute bias, 
the variance and the MSE plots are shown in Figure 5.2, Figure 5.3 and Figure 
5.4 respectively. 
From the MSE plot, it shows that the first stage of the AML and the LE2 do 
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Figure 5.1: The locations of the BSs and the MS 
not attain the CRLB. However, the MSE of the AML with iterative stage and 
the LEI are on the CRLB for different error variances. The sum of absolute 
bias plot shows that both first stage of AML and the new developed linear 
estimators have a little bit more bias than the other two estimators. However, 
the variance of LE2 and first stage of the AML are quite large as compared 
with the variances of the LEI and the AML with the iterative stage. Thus 
it leads the MSE of the LE2 and the first stage of the AML away from the 
CRLB. Fortunately, the second iterative stage of AML can reduce the variance 
in the first stage and thus perform as well as the LEI. The reason LE2 and 
the first stage of the AML gives similar performance is because the first stage 
of the AML is the same as the LE2 if the ranges are the same. Since the error 
of ranges in this simulation is zero on the average, the performance of LE2 and 
the first stage of the AML are similar on average. 
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5.2.2 Simulation 2: The MS is outside the enclosed area 
formed by 3 BSs 
The scenario of the MS locating outside the enclosed area is the major topic in 
this section. The objective of this simulation is to evaluate the performance of 
LEI, LE2, first stage of AML and AML with iterative stage when the MS is not 
enclosed by BSs. Similar to simulation 1, different error variances are studied. 
The setting of this simulation is stated in Table 5.2 and Figure 5.5 shows the 
geometry of the simulation scenario. Then the simulation results are plotted 
in Figure 5.6, Figure 5.7 and Figure 5.8. 
The result of the three linear estimators is that the LEI performs the worst, 
LE2 is better and stage one of the AML is the best. Also, the AML can be 
improved and attain the CRLB when using the second stage. From the bias 
and the variance plots, it can be seen that the LEI has a very low bias when 
compared with our proposed method. However, the variance of the LEI is very 
large, so that the large variance dominates the large MSE. Furthermore, the 
iterative AML can provide the best result because it has the smallest variance 
and the bias is very small. 
Locations of BSs (-100.0, -200.0), (-279.4’ 1496.4), (1279.4,803.6) 
True MS location (1000,2000) 
True range 2459.6747,1374.9639,1228.6067 
The range of error variance - 5 d B to -35dB with step of IdB 
trials for each point 50000 
Table 5.2: The settings of scenario that MS is not in the enclosed area of the 
3BSs 
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5.2.3 Simulation 3: The MS is inside the enclosed area 
formed by 6 BSs 
After evaluating the performance of estimators with 3BSs, the simulation of 
6BSs is performed in this section. The aim of this section is to analyze the 
performance of estimators with different error variances when 6BSs is used to 
locate the MS. Table 5.3 and Figure 5.9 show the settings and the geometry 
of the scenario which will be used in this simulation. Simulation results are 
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Figure 5.9: The geometry of simulation having the MS locating at the enclosed 
area of 6BSs 
shown in Figure 5.10，Figure 5.11 and Figure 5.12. 
Locations of BSs (792.4，1552.9), (-192.4,1552.9), (-684.9,700.0) 
(-192.4,-152.9), (792.4’ 152.9)，(1284.9,700.0) 
True MS location (300,700) 
True ranges 984.8858，984.8858,984.8858, 
984.8858,984.8858,984.8858 
The range of error variances - 5 d B to -35dB with step of IdB 
trials for each point 50000 
Table 5.3: The settings of simulation when the MS is in the enclosed area of 
the 6BSs 
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Figure 5.11: The variance of MS being enclosed by 6BSs 
The results are similar to the case where 3BSs are enclosing the MS. Both 
the LE2 and the first stage of the AML are similar and they are inferior as 
compared with the LEI and the AML with iterative stage. Further, comparing 
the AML with iterative stage and the LEI, the AML performs better because of 
its lower variance. Even the bias of the first stage of the AML is larger than the 
LE2, they perform similarly because the variance dominates the MSE again. 
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Figure 5.12: The MSE of MS being enclosed by 6BSs 
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5.2.4 Simulation 4: The MS locates outside the enclosed 
area formed by 6 BSs 
The last simulation evaluates the performance of estimators for non-linearly 
aligned BSs and the 6BSs do not enclose the MS. The settings along with the 
geometry are shown in Table 5.4 and Figure 5.13. The sum of absolute bias, 
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Figure 5.13: The geometry of simulation having the MS locating outside the 
enclosed area of 6BSs 
the variance and MSE plots are given in Figure 5.14，Figure 5.15 and Figure 
5.16 respectively. Similar to the 3BSs case, the LEI is the worst one because 
of its large variance even though the bias is insignificant. The performance of 
Locations of BSs (792.4,1552.9), (-192.4,1552.9)，(-684.9,700.0) 
984.8858,984.8858,984.8858 
True MS location (2000,2000) 
True ranges 1287.7，2237.6,2983.1 
3.0728,2468.5，1483.7 
The range of error variances - 5 d B to — 35dB with step of IdB 
trials for each point 50000 
Table 5.4: The settings of simulation when the MS is not in the enclosed area 
of the 6BSs 
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Figure 5.14: The sum of absolute Bias with the case of MS is not enclosed by 
6BSs 
the LE2 is similar to LEI, it has the largest bias but the bias is relatively very 
small, and does not affect the MSE significantly. Same as the case when MS is 
not enclosed by 3BSs, the AML without iterative stage is better than LEI and 
LE2 however it still needs the second stage to attain the CRLB. 
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Figure 5.16: The MSE of MS being outside the enclosed area 
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From the above four simulations, we can conclude that the AML gives the 
best performance in each case. It is also robustness to the geometry of local-
ization. The LEI performs reasonably well when the MS is enclosed by BSs. 
However, its performance degrades when the MS is outside the enclosed area. 
The LE2 and the stage 1 of the AML give similar performances when the true 
ranges are similar. However, when there is a large difference between ranges, 
then they differ in accuracy. The first stage of the AML is better than the LE2 
when the MS is not in the enclosed region. 
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5.3 ML estimator for linear array 
It this section, simulations are performed to evaluate the performance of Maxi-
mum Likelihood (ML) estimator derived in section 2.3. The simulation scenarios 
of linearly aligned BSs with equal and unequal spacing are the scope of this sec-
tion. In both simulations, zero mean independent white Gaussian distributed 
errors corrupt the true ranges. As previous, only LOS is assumed. Since there 
is no existing localization algorithm for linearly aligned BSs, only the MSE of 
ML estimator is compared with the CRLB. 
5.3.1 Simulation 5: Three BSs with equal spacing 
This simulation investigates the performance of the ML estimator for linear and 
equal spacing BSs with different error variances. The settings and the geometry 
are shown in Table 5.5 and Figure 5.17. Then the MSE plot for different variance 
error is shown in Figure 5.18. 
Figure 5.18 shows that its MSE attain the CRLB when the variance of error 
is between MB and 30dB but is above the CRLB if the variance of error is 
larger than 30dB. The reason is that when noise power is larger than 30(iB, 
there is a complex solution result from solving the y co-ordinate of MS. This 
forces a real solution of y by taking only the real part. As a result the MSE 
becomes larger and no long attains the CRLB. 
Locations of BSs (0,0), ( -900,0) , (-1800,0) 
True MS location (400,500) 
True range 640.3,1392.8，2256.1 
The range of error variance 5dB to 40dB with step of IdB 
trials for each point 50000 
Table 5.5: The settings of scenario that 3BSs are linearly aligned with equal 
spacing 
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Figure 5.17: The geometry of 3 linearly aligned BSs for localization. 
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Figure 5.18: The MSE of ML when 3BSs are linearly aligned with equal spac-
ings. 
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5-3-2 Simulation 6: Three BSs with non-equal spacing 
This simulation investigates the performance of the ML estimator for linear 
but non-equal spacing BSs with different error variance. The settings and the 
geometry are shown in Table 5.6 and Figure 5.19. The MSE plot for different 
error variances is shown in Figure 5.20. 
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Figure 5.19: The geometry of 3 linearly aligned BSs for localization. 
The results in Figure 5.20 are similar to those in simulation 5. The MSE 
attains the CRLB when the error variances are between MB and 30dB but it 
jumps above the CRLB when the variance of error is over 30dB. The reason is 
that when noise power is larger than 30dB, there is a complex solution when 
solving the y co-ordinate of MS. Taking only the real part makes the MSE 
become larger and above the CRLB. 
Locations of BSs (0,0), ( -500,0) , (-1800,0) 
True MS location (400,500) 
True range 640.3,1029.6,2256.1 
The range of error variance 5dB to 40dB with step of IdB 
trials for each point 50000 
Table 5.6: The settings of scenario that 3BSs are linearly aligned with non-equal 
spacing 
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Figure 5.20: The MSE of ML when 3BSs are linearly aligned with non-equal 
spacings. 
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Locations of microphones (-4.7141,-12.9639), (-14.0000,30.0000), 
(16.0000,44.0000), (30.0000,14.0000) 
True MS location (8,22) 
True range 37.2038，23.4094,23.4094，23.4094 
The variance of error —20dB to 17dB with step of IdB 
trials for each point 10000 
Table 5.7: The settings of TDOA location in simulation 7 
5.4 TDOA localization simulations 
In this section, the AML developed in Chapter 3 is evaluated. In [28], the es-
timator is shown to be optimum as compared with other estimators, thus in 
this section only the estimator in [28], which is labelled as LE3, is compared 
with the proposed AML developed in Chapter 3. Experimental results indi-
cated that the LE3 cannot attain the CRLB when the speaker is inside the 
enclosed area formed by microphones. Hence we will only consider this case for 
in our simulation. In the simulation the true ranges are corrupted with zero 
mean independent white Gaussian random variables. Now since a pair of TDoA 
shares a common sensors, the covariances of range differences are not zero. The 
details of the covariance between range and range differences will be discussed 
in Appendix A. 
5.4.1 Simulation 7: TDOA localization with 4 equal 
spacing microphones and the speaker is inside the 
enclosed area. 
This simulation evaluates the performance of the AML and compares it with 
LE3 as well as the CRLB for different error variances. This simulation scenario 
has 4 microphones enclosing the speaker. Table 5.7 shows the settings of this 
simulation and Figure 5.21 shows the geometry. Then the MSE, the Bias and 
the variance are plotted in Figure 5.22, Figure 5.23 and Figure 5.24. 
In this simulation, the AML and the LE3 perform the same and both attain 
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Figure 5.22: The MSE plot of TDOA localization 
the CRLB when the variance of error is smaller than OdB. However when the 
variance is larger than OdB, LE3 no longer attains the CRLB but the AML is 
still on the CRLB. The reason is that the variance of estimates and bias of LE3 
become larger and larger and the variance dominates the deviation of MSE. On 
the other hand, the variance of the AML maintains a steady increase in error 
variance. 
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Figure 5.23: The Bias plot of TDOA localization 
10 L., ； •••••'•'•'•••1 “ • •. •.. I h r r :::：! J:::::::::::::::: J:;:：:：：:：:：：：：：： I：：:；：r :::::；:：： 
I - LES I , - " " 
I « 工lI , � � , 
f •: ： •； y/“" V ； 
io' - < > y 1 • 
：：；：：：：：：：：：：：；：;：：：：：：：：：：：：：：：：；：：；：：：：；：：：；；：：：：：：；：：：：：：：：：：：：：：;：：：：^ 
% ： •； , i i i »" to : 1 , > ' ' * ' • y X 
« ； 、 , M 乂 •年 
！ho�• - Z 
I i zZ 1 
- M ： 
10 * • • -
Z 
» - t  
Z • . 
10' r . * : 
ifl-'l i I i i i 1 ‘ 
-20 -15 - to - 5 0 S 10 15 20 
Error variance of range differenco in dB 
Figure 5.24: The Variance plot of TDOA localization 
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5.5 To see the performance of optimum place-
ment 
In this section, the method to find the optimum placement of a 4-microphone 
array system is evaluated. The 3 cases discussed in section 4.3 are listed in 
table 5.8. They will be analyzed in this section. Since the method minimizes 
the spread of any efficient estimator, the determinant of the CRLB of different 
placement is investigated. Also, from section 4.3, we see that the spread is 
governed by the elevation and azimuth angles relative to the speaker's location. 
Thus the CRLB is a function of 9 and • and all the figures in this section are 
in terms of 6 and (f). This is the theoretical analysis. Then simulations will be 
performed to see how the performance is affected by a particular placement. In 
both theoretical and simulated analysis, we want to see the effect of varying the 
placement of one of the microphones. 
Case description 
1 Fix 3 find the optimum of the remained one 
2 Fix 2 and find the optimum of the other 2 
3 find the optimum of 4 sensors 
Table 5.8: 3 cases in the simulation of optimum placement 
In each case, the optimum position is checked by varying the location of 
one of the microphones. Prom chapter 4 only the relative angles affect the 
lower bound of any estimator, thus only the azimuth and elevation angle of 
the 4认 microphone is varied. In order to check the optimum position, azimuth 
and elevation angles are varied from 0 to 27r. In each plot, only one of them 
is varied but the other one is fixed. In each case the theoretical results and 
simulation results are compared and demonstrated. The theoretical result is 
the determinant of Cramer Rao Lower Bound (CRLB). The simulation result 
uses a 3-D version of the estimator in [28] to estimate the speaker location and 
then calculate the covariance matrix from 20000 estimates. In each case, the 
noise power used is only O.OOlcm^ and the speaker's location is [0,0,0] without 
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loss of generality. 
5.5.1 Simulation 8: Optimum placement of the 4力"mi-
crophone if the other three are fixed. 
In this simulation, the optimum position of the microphone is found when 
the other three are fixed. Table 5.9 shows the locations of the three fixed 
microphones and also the optimum placement of the 4认 microphone derived 
from the method in section 4.3 when it is 40m from the speakers. There are 
two optimum locations because the inverse tangent gives two solutions which 
are 180 degrees apart. The geometry of this result is shown in Figure 5.25. The 
3D plot of the determinant of CRLB and determinant of MSE in simulation 
is shown in Figure 5.26 and Figure 5.27. From this two plots we can see that 
there are two stationary points, one is the global minimum and the other one is 
a local minimum. It is difficult to see which set of angles give these minimum 
points. Now Figure 5.28 and Figure 5.29 give an overhead view with colors to 
indicate the value of each angle can identify easily the location of minimums. 
From these two plots, we can see that the optimum placements found are the 
local and global minimums respectively. When restricting the microphone 
with elevation and azimuth angles smaller than other microphones, the local 
minimum is the solution. However, without this restriction, the local minimum 
is not the optimum solution. Moreover, the optimum placement of the 4认 
microphone should be on the opposite side of the 3 fixed microphone. This 
Location of microphone 1 (30,0,0) 
Location of microphone 2 (0,30,0) 
Location of microphone 3 (0,0,30) 
Optimum location of microphone 4 (23.0940,23.0940,23.0940) 
or (-23.0940, -23.0940, -23.0940) 
Table 5.9: The locations of three fixed microphones and the optimum location 
of the 4认 microphone 
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means that the optimum microphone is behind the speaker, which is not a 
practical solution. 
5 0 、 ， . ； . . • • • • ..; 
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Figure 5.25: The optimum position of the 4认 microphones when other three are 
fixed. 
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Figure 5.26: The determinant of CRLB for different 6 and • 
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Figure 5.27: The determinant of MSE form simulation for different 6 and • 
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,誦 jQ m • « 丨》 丨 • • 抑 p Figure 5.28: an overhead view of the determinant of CRLB for different 9 and 
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Figure 5.29: An overhead view of the determinant of MSE form simulation for 
different 9 and 4> 
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5.5.2 Simulation 9: Fixing 2 microphone and find the 
optimum placement of the other two microphones 
In this simulation, we use the method proposed in section 4.3 to find the opti-
mum placements of two microphones if the other two are fixed. The two fixed 
microphones are in (30,0,0) and (0,0,30). The initial guess of microphone 3 
is at (10,10’ 10). Table 5.10 shows the optimum placement in each step. The 
resultant optimum positions of microphone 3 and microphone 4 is shown in Fig-
ure 5.30. Then the plot of determinant of CRLB and the determinant of MSE 
matrices are given in Figure 5.31 and Figure 5.32. The CRLB plot shows that 
the global minimum is at the point of the optimum placement of microphone 4 
found in the above table. Thus we can conclude that the proposed scheme can 
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Figure 5.30: The optimum position of the 4亡紅 microphones when other three are 
fixed. 
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Figure 5.31: The determinant of CRLB for different 9 and • 
Number of iteration Position of microphone 4 Position of microphone 3 
1 (-27.7899, -27.7899,7.4463) (-3.0975, -3.0975, -39.7594) 
2 (-21.8546，-21.8546’ 25.3920) (-11.1507, —11.1507’ -36.7603) 
3 (-18.1213, —18.1213，30.7121) (-14.0004,-14.0004, -34.7560) 
4 (-16.5692,-16.5692,32.4180) (-15.0223,-15.0223, -33.8919) 
5 (-15.9728,-15.9728,33.0112) (-15.3961,-15.3961, 一33.5548) 
6 (-15.7487,-15.7487,33.2258) (-15.5341，-15.5341，-33.4273) 
7 (-15.6651,-15.6651,33.3048) (—15.5853’ —15.5853，-33.3796) 
8 (一 15.6339，-15.6339,33.3341) (-15.6043,-15.6043, -33.3618) 
9 (-15.6224, -15.6224,33.3449) (-15.6114,-15.6114, -33.3552) 
10 (一 15.6181，-15.6181,33.3489) (-15.6140,-15.6140, -33.3528) 
11 (-15.6165, 一 15.6165，33.3504) (-15.6150,-15.6150, -33.3519) 
12 (-15.6159,-15.6159,33.3510) (-15.6153，-15.6153, -33.3515) 
13 (-15.6157’—15.6157，33.3512) (-15.6154,-15.6154, -33.3514) 
14 (一 15.6156，-15.6156’ 33.3513) (-15.6155, —15.6155，-33.3513) 
15 (-15.6155, —15.6155,33.3513) (一 15.6155，-15.6155, -33.3513) 
Table 5.10: The optimum locations of microphone 3 and microphone 4 in each 
iteration 
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Figure 5.32: The determinant of MSE form simulation for different d and • 
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Figure 5.33: an overhead view of the determinant of CRLB for different 6 and 
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Figure 5.34: An overhead view of the determinant of MSE form simulation for 
different 6 and (f) 
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5.5.3 Simulation 10: The optimum placement of micro-
phones without constraint 
As introduced in section 4.3, the optimum placement of microphones without 
any constraint is shown in Figure 5.35.The 3D plots of the determinant of the 
CRLB and the MSE are shown in Figure 5.36 and Figure 5.37. 
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Figure 5.36: The determinant of CRLB for different 0 and 小 
The optimum placement of microphones is the same as in the theoretical 
CRLB plot. In simulation, optimum placement is verified also. 
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Figure 5.37: The determinant of MSE form simulation for different 9 and 4> 
From the above 3 simulations, we have verified that the methods proposed 
in 4.3 can successfully obtain the optimum positions of a 4-microphone array 
system. In the case of finding the optimum position of the forth microphone 
when others are fixed, the local and global minimum of the determinant of the 
CRLB matrix can be found. The point at the global minimum is the optimum 
placement of the forth microphone, but it is not practical as one microphone 
is placed behind the speaker. On the other hand, the local minimum is the 
optimum position if the angle of the forth microphone is restricted by the other 
3 microphones. Also, the optimum positions, which gives the global minimum of 
the CRLB, of microphones 3 and 4 are found and verified by simulation. Finally, 
the optimum placement of 4-microphone array system when no constraint is 
imposed was found and verified by simulation. 
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Figure 5.39: An overhead view of the determinant of MSE form simulation for 
different 6 and (f) 
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Conclusions and Suggestions for 
future work 
6.1 Conclusions 
In telecommunication systems, locating a mobile station (MS) in a cellular net-
work and positioning a speaker in a microphone array system require 2-stage 
passive localization technique. Time of arrival (ToA) and time difference of 
arrival (TDoA) are usually used for localization. In a cellular system, the ToA 
is available because the transmission time and the signal is known. In contrast, 
microphone array systems use TDoA to locate the speaker. The localization 
techniques of using ToA and TDoA are reviewed and discussed. An estima-
tor based on maximizing the likelihood function is developed. The estimator 
has two stages. In the first stage, the non-linear equations are reformulated 
as circle equations with some approximations. The second stage is an iterative 
process. The non-linear equation can be viewed as weighted circle equations 
with the non-linear terms as the weighting. Thus using the solution from the 
first stage to update the weights can further improve the accuracy. Simulation 
results show that the AML estimator can achieve the Cramer Rao Lower Bound 
(CRLB) for different scenarios. It is especially suitable for the scenarios when 
the MS locates outside the enclosed area formed by BSs when the accuracy of 
other linear estimators deteriorate. 
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For linearly aligned BSs, the AML cannot be used. Then a maximum like-
lihood estimator for 3 linearly aligned BSs is developed. The estimator can 
be used for both the equal and non-equal spacing cases. In the equal spacing 
case, it needs to solve a order polynomial and a 6亡紅 order polynomial for the 
non-equal spacing case. Simulation results have verified that they can attain 
the CRLB when the variance of error is small. But when the variance is large, 
a complex solution will occur and as a result the MSE is above the CRLB. 
A similar technique in AML can also be used in TDoA localization. Thus 
the AML for TDoA localization system is developed. When compared with the 
estimator in [28] in the case of the emitter inside the enclosed area formed by 
sensors, the AML performs better and can attain the CRLB even the other [28 
cannot. 
Finally, the optimum placement of a 4-microphone array system is discussed. 
When 3 microphones are fixed, then the optimum placement of the micro-
phone is found. When there is no constraint, the optimum placement of the 
microphone is at the back of the speaker and this is not practical. On the other 
hand, if the microphone is restricted to be bounded by the other 3 microphones, 
then our proposed method can also find this solution. If 2 microphones are fixed 
and 2 others can be placed anywhere without constraint, we have proposed a 
method to find the optimum placement. Finally, the optimum placement of 
a 4-microphone system is the one where all microphones have the largest sep-
arations to each other. This placement have been checked by the necessary 
conditions. The above results are all verified by simulations and which agree 
with the theoretical analysis. 
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6.2 Suggestion for future work 
1. Designing an estimator for the Non-Line-of-Sight 
(NLOS) Problem 
The AML estimator is developed by maximizing the log likelihood function and 
assumes that the error is unbiased. However, in a cellular network, often NLOS 
between base stations (BSs) and MS appears. The NLOS problem degrades the 
performances accuracy of location estimators. Thus it is important to design 
location estimators which is robust to NLOS. 
2. Experimental evaluation of optimum microphone con-
figuration 
From the simulation results, the optimum placement of microphone is found 
mathematically and verified by simulation. It is of interest to setup a micro-
phone localization system and then investigate the placement experimentally. 
3. Optimum microphone array configuration for more 
than 4 microphones 
Localization system can increase its performance when extra microphones are 
used. Thus the optimum microphone array configuration for more than 4 mi-
crophones becomes the next objective. Our analysis shows that minimizing the 
determinant of Cramer Rao Lower Bound can successfully find the optimum 
placement of microphones. Thus the optimum placement can be found based 
on minimizing the determinant of the CRLB by optimization methods. 
4. Experimental evaluation of Localization algorithms 
The developed localization algorithms were tested under simulated environment. 
This scenario must have some deviations from real environment. For example, 
the measurement errors are not Gaussian distributed. Thus testings of localiza-
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_ tion algorithms with real data should be done to see how are their performances 
under non-ideal environment. 
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Appendix A 
The relationship between range 
variance and range difference 
variance 
Suppose that the variances of errors of ranges are the same. Let the variance 
be (7^ , the true range be u and the zero mean independent white Gaussian 
distributed error is £i, thus the measured range is 
fi = fi + Si 
for i = l to N (A.l) 
where N is the number of sensors. Then mean and variance of ranges are 
Eln] = Ti (A.2) 
and 
( 
a Hi = j 
variriTj) = (A. 3) 
I 0 otherwise 
When the range differences are estimated by setting the first sensor as the 
reference, then range differences are 
dii =ri-ri 
for i = 2 to N (A.4) 
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Thus the mean of range difference is 
E[dil] = E[ri - ri 
= E [ r i + £ - ( f i + £ ) ] 
=E[ri] + E[e] - E[ri\ - E[e 
= r i - h- (A.5) 
The covariance of range differences is 
cov(di) = Elin - ri)2] 
=E[rf — nri + rf 
=E[r^] + E[rl 
= 
(A.6) 
cov{dudij) = E[{ri - ri){rj - ri) 
=Elurj — TiVi + nvj + r?: 
= E [ r l ] 




The Cramer-Rao Lower Bound 
(CRLB) for TDoA and ToA 
cases 
The CRLB of a parameter 6 is given by 
CRLB= {丑[(基 lnp(d|0))(基 Md|0)广仆 (B.l) 
where p{d\0) is the conditional probability density function (pdf) of a random 
vector d with N elements. Let the random vector be Gaussian, i.e. 
綱 約 = 严 - i / 2 | Q | i 严 一 斤 們 " - ( B . 2 ) 
where Q is the covariance matrix of vector d and / 二 [/i’ /2’ • • . ， i s a 
function of 0.From B.2, 
de do^ k •M 、乂 
Hence, _i 
(B.4) 
In the TDoA case, suppose there are {N - 1) TDoAs, m for i = 2 to N. Thus 
= h2i’ 7"3i’ ...，Tjvi]^, 0 = [x, and 
fi{0) = fi{x,y) 
=9i+i{x,y) - gi{x,y) (B .5) 
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where 
9i{x,y) = -Vi^-^iY + iy-Vi? (B.6) c 
and c is the speed of signal propagation. Then 
/ M M \ 
dx dy 
pif 1 坠 坠 
@ =上 dx dy 
M ~ c : : 
dfN-1 dfN-i 
\ dx dy J 
/ (xi-x) _ (x2-x) {yi-y) _ {y2-y) \ 
g\ 92 gi 92 
1 (xi-x) _ (x3-a：) {yi-y) _ jyz-y) 
_ _ 91 93 91 93 
C ： ： 
(xi-g：) _ jxN-x) jyi-y) _ ivN-y) 
\ 51 9N 91 9N J 
= ( B . 7 ) 
c 
Substituting (B.7) into (B.l) gives 
CRLB = (B.8) 
c 
where 0 �i s the true parameter. For the 3-D case, Gi becomes 
/ (xi-x) 一 (x2-x) (yi-y) _ (y2-y) (^i-^) _ (^a-z) \ 
31 _ 92 ffl 92 (ffl) 92 
(xi-x) _ (x3-x) jyi-y) _ jys-y) jzi-z) — {z3-z) 
Q _ 93 51 93 (gi) 93 (B.9) 1 • •  
(xi-x) _ jxN-x) jyi-y) _ ivN-y) i^i-z) _ {zn-z) 
\ 91 ~ 9N 91 9N (91) 9N / 
Similarly, for the ToA case, suppose the N ToAs are U for i = 1 to N. Thus 
d= [ti ’t2，...，td 了’ 0 = [x,yf and 
fi = 9i (B-10) 
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for 2 = 1 to N. Consider 
/ 坠 M \ 
dx dy 
Q^ _ dx dy 
dfN-l Q/n-1 
\ dy / 
f {x\-x) jyi-y) \ 
91 91 
{x2-x) (1/2-3/) 
= 52 (B.ll) 
jxN-x) iVN-y) 
\ 9N 9N ) 
Then the CRLB of ToA case is 
CRLB = (B.12) c 
where is the true parameter. For the 3-D case, changing the matrix G^ as 
/ (yi-y) jzi-z) \ 
91 91 91 
ix2-x) {y2-y) iz2-z) 
G2 = g: 9， 卯 (B.13) 
(xjv-x) (VN-y) jzN-z) 
\ 9N 9N 9N / 
and substituting into (B.12) will give the CRLB for localization. 
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