In the low rank matrix completion (LRMC) problem, the low rank assumption means that the columns (or rows) of the matrix to be completed are points on a low-dimensional linear algebraic variety. This paper extends this thinking to cases where the columns are points on a low-dimensional nonlinear algebraic variety, a problem we call Low Algebraic Dimension Matrix Completion (LADMC). Matrices whose columns belong to a union of subspaces (UoS) are an important special case. We propose a LADMC algorithm that leverages existing LRMC methods on a tensorized representation of the data. For example, a second-order tensorization representation is formed by taking the outer product of each column with itself, and we consider higher order tensorizations as well. This approach will succeed in many cases where traditional LRMC is guaranteed to fail because the data are low-rank in the tensorized representation but not in the original representation. We also provide a formal mathematical justification for the success of our method. In particular, we show bounds of the rank of these data in the tensorized representation, and we prove sampling requirements to guarantee uniqueness of the solution. Interestingly, the sampling requirements of our LADMC algorithm nearly match the information theoretic lower bounds for matrix completion under a UoS model. We also provide experimental results showing that the new approach significantly outperforms existing state-of-the-art methods for matrix completion in many situations.
Introduction
The past decade of research on matrix completion has shown it is possible to leverage linear relationships among columns (or rows) of a matrix to impute missing values. If each column of a matrix corresponds to a different high-dimensional data point that lies in or near a low-dimensional linear subspace, then the corresponding matrix has low rank and missing values can be imputed using low-rank matrix completion [2] [3] [4] [5] [6] . These ideas continue to impact diverse applications such as recommender systems, image inpainting, computer vision, and array signal processing [7] [8] [9] [10] , among others.
The high-level idea of that body of work is that if the data defining the matrix belongs to a structure having fewer degrees of freedom than the entire dataset, that structure provides redundancy that can be leveraged to complete the matrix. However, the typical subspace assumption is not
Mathematical Contribution to LADMC
The main mathematical contribution of this paper is to generalize sampling conditions in [12, [21] [22] [23] [24] to the LADMC setting. In line with [21] , we give deterministic conditions that guarantee that the subspace in the tensorized representation is uniquely identifiable from its canonical projections, i.e., projections of the subspace onto a collection of canonical basis elements. The wrinkle here is that observation patterns in the original representation when tensorized generate only a small subset of all possible observation patterns in the tensor representation. This implies that the canonical projections that we may observe in the tensor representation are restricted, and so one cannot simply apply known results [21] for the reconstruction of linear subspaces from canonical projections. Our main results show that under mild genericity assumptions on the underlying variety, the (possible) canonical projections in the tensor space are sufficient to identify the subspaces (in the tensor representation), and thus (equivalently) the variety in the original domain. This shows that the class of varieties we consider are indeed identifiable from incomplete data. Furthermore, we derive precise information theoretic bounds on how much missingness can be tolerated in terms of the dimension of the subspace in the tensor representation.
Motivated by these results, we propose a new and more practical algorithm that we call LADMC (Algorithm 1) to complete data belonging low-dimensional varieties. Our algorithm performs LRMC on a lifted tensorized representation of the data matrix and solves the matrix pre-image problem once to return a matrix completion in the original domain. As a consequence of our theoretical results, we can guarantee that if the lifted matrix has been successfully completed with LRMC, then the pre-image step is guaranteed to recover the original LAD matrix. Indeed, while we do not provide a guarantee that any particular LRMC algorithm will succeed in this context, if the samples are sufficient for recovery of a rank R matrix in the tensorized representation and LRMC outputs a rank R matrix that exactly fits the observations, we know the completion is correct.
In contrast with [18] , this approach can be implemented non-iteratively (besides the subroutine used to solve the LRMC problem), although an iterative implementation appears to yield some empirical improvement. Additionally, we demonstrate the proposed LADMC algorithm on UoS data, which shows competitive or improved matrix completion performance as compared to other stateof-the-art matrix completion methods, including approaches that are based on explicitly estimating UoS models.
Related Work
The present work is closely related to the algebraic subspace clustering (ASC) framework, also known as generalized principal component analysis (GPCA) [19, [25] [26] [27] . Similar to our approach, the ASC framework models unions of subspaces as an algebraic variety, and makes use of tensorizations (i.e., Veronese embeddings) of the data to identify the subspaces. Characterizations of the rank of tensorized data when the original (untensorized) data belongs to a union of subspaces are fundamental to the ASC framework and are based on results in [28] . However, the results in [28] only apply for higher-order tensorizations of the data, and we prove in this work that similar characterizations of the rank hold for lower-order tensorizations. Finally, the ASC framework has not been extended to the missing data/matrix completion setting, which is the main focus of this work.
Setup and Algorithm
A (real) algebraic variety V ⊂ R d is the common vanishing set of a collection of polynomials in d real variables [29] . Informally, we say an algebraic variety V is a low-dimensional variety when the connected components making up V have small dimension relative to d.
Let
where ⊗ denotes the Kronecker product and (⋅) D denotes the restriction of the vector its D unique entries, i.e., deletes the d 2 duplicate entries that arise from taking the Kronecker product of a vector with itself. We call
the tensorized matrix, and call the subset of R D to which these matrices belong the tensor space. In this work our main focus is a special class of low-dimensional varieties described by homogeneous 2 quadratic polynomials:
We call this variety quadratic because every element x ∈ V satisfies quadratic polynomial constraints of the form
In other words, V contains the coefficients of the quadratic polynomial constraints that define V.
At first glance it may appear that the class of quadratic varieties is restricted to those that are described only vanishing sets of quadratic polynomials. However, this is not the case. Several varieties that are described by the common vanishing set of higher degree polynomials are in fact quadratic, as well; see Appendix A for examples and more discussion.
Notice that by definition, if x ∈ V, then x ⊗2 ∈ ker V T =∶ S, which is a linear subspace of R D . In words, low-dimensional quadratic varieties are low-dimensional linear varieties in the tensor space. This is the main idea motivating this work. More precisely, if the columns of X are points on a quadratic variety V whose corresponding tensorized subspace S is low-dimensional, then the tensorized matrix X ⊗2 is low-rank and may be recovered from a subset of its entries using standard LRMC techniques.
Furthermore, if LRMC indeed recovers X ⊗2 from a subset of its entries, then we can always recover X from X ⊗2 . To see this, let x ⊗2 ∈ R D be a column of X ⊗2 . Since x ⊗2 = (x ⊗ x) D , we can populate the entries of the symmetric matrix xx T ∈ R d×d with the entries of x ⊗2 . This way xx T is rank one, and its leading singular vector is precisely x up to a choice of sign, which can be determined from any non-zero entry of x.
These observations motivate our proposed algorithm, summarized below. Remarkably, there are situations where the original data matrix X is full rank, but the tensorized matrix X ⊗2 is low-rank, owing to the (nonlinear) algebraic structure of the data. In such cases, the LADMC matrix can succeed, while LRMC will fail.
For example, a union of subspaces is a special case of a nonlinear variety. Specifically, note that a union of K rank-r subspaces (in general position) lies in a subspace of
However, in the tensor space, these points lie in a subspace of R D of dimension R = min(K 
Preamble and Assumptions
Algorithm 1 is primarily inspired by the ideas in [18] . However, the key technical issue that was unresolved in [18] is related to the fact that the pattern of missing entries in the tensorized matrix is highly structured due to the tensor product. Consequently, the observation patterns in the tensorized matrix are not generated uniformly at random, even if the original observation patterns are.
To see how the set of observation patterns are constrained, consider a data matrix where each column is observed in m locations. Then each column of the tensorized matrix is observed in M = possible sampling patterns per column. These constraints on the sampling patterns imply that existing LRMC theory (which typically requires uniform random sampling) does not apply directly to the tensorized representations.
In addition, typical LRMC methods also rely on incoherence, which is a parameter indicating how aligned a subspace is to the canonical axes. Incoherence guarantees that the information is well-spread over all coordinates. However, it is unclear (and generally unverifiable) whether the column space of X ⊗2 will be incoherent. For these reasons it was not clear (until now) whether LRMC algorithms would succeed when applied to the tensorized data. In fact, there are cases where X ⊗2 cannot be low-rank completed, even with an unlimited amount of data, sampled randomly and ideal incoherence (see Example 1 in Section 5). In this paper we prove that low-rank matrices that arise from tensorized LAD structures are indeed identifiable from tensorized sampling patterns.
As an alternative to incoherence and random sampling assumptions, our main theoretical results will assume that V is generic. More precisely, we assume that V satisfies one of the two following assumptions:
(A1) Recall from Definition 1 that V contains the coefficients of the polynomials that determine V. Assume that the entries in V are drawn independently with respect to an absolutely continuous distribution with respect to the Lebesgue measure on R.
Essentially, A1 requires that the coefficients V of the polynomials that determine V are generic. This guarantees that V is in general position. Varieties of this sort do not have a particular orientation with respect to the canonical axes. Notice that by definition, V is the set of points x ∈ R d such that x ⊗2 ∈ ker V T =∶ S, which is a linear subspace of R D . This way, V is also determined by S. Equivalently, A1 requires that S is in general position. Similar sorts of genericity assumptions have been used to study standard LRMC and related problems [12, [21] [22] [23] [24] [30] [31] [32] .
As mentioned in Section 2, unions of subspaces (UoS) are a special type of variety (see [18] for more details). UoS are very relevant in modern applications and have received considerable attention [11] [12] [13] [14] [15] [16] [17] . However, they do not follow A1. Luckily, as we show in Section 5, all our results also apply to UoS that satisfy the following general position assumption:
(A2) V is a variety corresponding to the union of K linear subspaces drawn independently and uniformly at random from the Grassmannian manifold of r-dimensional subspaces in R d .
Note that A2 is equivalent to the following generative model for V: draw a d × Kr random matrix whose entries are i.i.d. standard normals, partition the columns into K sets of r columns, and form the V by taking the union of the span of each set of columns.
With these assumptions we are ready to show that low-rank matrices that arise from tensorized LAD structures are indeed identifiable from tensorized sampling patterns.
Main Results
First observe that the problem of completing the rank-R matrix X ⊗2 is tantamount to identifying the R-dimensional subspace S spanned by its columns [22] , and this is how we will approach it.
Let Ω = [ω 1 ⋯ ω n ] ∈ {0, 1} d×n be the matrix containing all the distinct sampling patterns of the columns in X.
D×n indicate all the distinct sampling patterns of X ⊗2 . Next notice that L ≥ R columns in X observed on rows ω i will generate L ≥ R columns in X ⊗2 observed on rows υ i . Let S υ i denote the projection of S onto the coordinates indicated in υ i , which we call a canonical projection. Supposing S υ i is full rank (i.e., R-dimensional) and the L tensorized columns are full rank, then the tensorized columns will span S υ i . In other words, L ≥ R columns of X observed on ω i contain the same information about S as the canonical projection S υ i , provided S and the columns of X are suitably generic.
With this in mind, we will derive necessary and sufficient conditions on the sampling pattern Ω to guarantee that S can be uniquely recovered from the canonical projections indicated in Υ, i.e.,
. See Figure 1 to build some intuition. The key insight of [21] is that observing a projection onto more than R coordinates places constraints on what S may be. For example, if we observe a projection onto R + 1 coordinates, then not all R-dimensional subspaces will be consistent with this projection. If we observe more projections, then even fewer subspaces will be consistent with them. In effect, each coordinate, in addition to the first R, places one constraint that an R-dimensional subspace must satisfy in order to be consistent with the projections. The projections onto different coordinates may or may not produce redundant constraints. The main result in [21] is a simple condition on the set of constraints (resulting from all the projections) that is necessary and sufficient to guarantee that only one subspace satisfies all the constraints. This in turn provides a simple condition to identify the subspace.
To state these results, we introduce the matrixΥ that encodes the set of all constraints in a way that allows us to easily express the necessary and sufficient condition. as the D × (m i − R) matrix, whose κ th column has the value 1 in rows j
R+κ , and zeros elsewhere. For example, if j
where 1 denotes a block of all 1's and I the identity matrix. Finally, defineΥ ∶= [
This way, each column ofΥ indicates the coordinates involved in one constraint placed by the projections. But not only that;Υ also allows to write all constraints as a simple, linear matrix equation. To see this, letυ j denote the j th column inΥ. Lemma 2 below shows that Sυ j is a hyperplane, i.e., an R-dimensional subspace in R R+1 . As such, it is characterized by its orthogonal direction, which we will call aυ j . More precisely, let aυ j ∈ R R+1 be a nonzero vector in ker Sυ j , and let a j be the vector in R D with the entries of aυ j in the locations ofυ j , and zeros elsewhere. This way, any subspace that agrees with the projection Sυ j must be orthogonal to aυ j . Let A be the matrix formed with {a i } as columns. Then ker A T contains all the subspaces consistent with the projections. If dim ker A T = R, then there is only one subspace that agrees with the projections, namely S = ker A T (which by definition is also equal to ker V T ; it follows that A actually spans the same subspace as V). This way A encodes the information of the projections
Our first main result, summarized in the next theorem, gives the necessary and sufficient conditions on the given projections to guarantee that S can be identified. This in turn provides an identifiability condition for LADMC. The proof is given in Section 5. Theorem 1. Assume V satisfies A1 or A2 and lies in an R-dimensional subspace S of the tensor space. Then with probability 1, S can be uniquely recovered from the canonical projections indicated in Υ if and only if there is a matrix Υ ⋆ formed with D − R columns ofΥ, such that every matrix formed with a subset of η columns of Υ ⋆ has at least η + R nonzero rows.
Furthermore, this condition holds if and only if dim ker A T = R, whence S = ker A T .
Figure 1: When can S be identified from its canonical projections {S
Theorem 1 gives exact conditions on the original samplings Ω to identify the tensor subspace S. We show in Section 5 that there are plenty of sampling patterns satisfying these conditions. Theorem 1 also gives provable algorithm for identifying S from canonical projections: if the data sampling satisfies Theorem 2, then from the canonical projections on those coordinates we can identify S uniquely in closed form as S = ker A T . In this case, any algorithm for finding the null space of A T is a provably correct algorithm for identifying the subspace S. As consequence of Theorem 1 we also obtain exact information-theoretic sampling rates required for LADMC, summarized in the next theorem. To present these, first recall that S is R-dimensional, so it can only be recovered if Υ has more than R observations per column [21] . It is easy to see that a column in Ω with m observations will produce a column in Υ with m+1 2
observations. It follows that columns in Ω need to be observed on at least m = entries, where the critical point (lower bound) is the smallest integer such that (i) If m < , then S cannot be uniquely determined.
(ii) There exist cases with m = and m = + 1 where S cannot be uniquely determined.
(iii) If m ≥ + 2, then S can be uniquely determined.
The proof of (i) follows by the simple argument above. The proof of (ii) follows by counterexample, which is given in Section 5 along with the proof of (iii), which follows by showing that the conditions of Theorem 1 are met if Ω contains all the sampling patterns with m = + 2 observations per column.
Theorem 2 is stated in terms of the recovery of the subspace S from canonical projections. However, the result also translates to the recovery of the tensorized matrix X ⊗2 provided Ω contains sufficiently many duplicates of each of the d m possible sampling patterns υ ⊂ {1, ..., d} such all the canonical projections S υ can be determined.
For example, suppose each of the N columns in Ω is drawn uniformly at random from the n = d m possible sampling patterns of size m in d coordinates. Then, by a variant of the coupon collector's problem, with high probability Ω will contain R copies of each sampling pattern provided the number of columns N = n log n + (R − 1)n log log n + O(n). If every subset of R columns of X is in general position, it will be possible to determine the canonical projections of S from our samples of X ⊗2 and hence complete the matrix. While Theorem 2 establishes a sufficient number of columns to recover the subspace S, we believe this is a vast overestimate of how many columns are truly necessary and sufficient. For example, a naive extension of the results in [22] would lead one to believe that N ≥ (R + 1)(D − R) columns are necessary and sufficient for unique recovery of S, which is far less than the estimate N = O(Rd m log d) given above. However, the tensorization process violates many of the genericity assumptions in [22] , making the extension of these results to the LADMC setting challenging. Empirically, we observe that LADMC often successfully recovers synthetic variety data with the minmimal number of uniform random observations per column provided there are N = O(R(D − R)) columns, and we conjecture this is the true necessary and sufficient number of columns needed for recovery with LADMC (see Figure 3 and Section 7 for more discussion).
In the special case where V is union of K subspaces of dimension r, Theorem 2 shows that m = O( √ Kr) samples per column are necessary for LADMC to succeed. In contrast, the informationtheoretic requirements for subspace clustering with missing data (SCMD) are that we observe m = r+1 samples per column. Note the SCMD problem is mathematically equivalent to matrix completion under a union of subspace model. Hence, this shows that the necessary sampling complexity of LADMC order-wise suboptimal by a factor of √ K in the case of unions of subspaces. Nonetheless, empirically we find that LADMC performs equally well or better than most state-of-the-art SCMD methods on unions of subspaces data (see Figure 2 ).
Proofs
In order to prove Theorem 1, we will use the results in [21] . These results show that a subspace in general position can be recovered from a subset of its canonical projections (see Figure 1 to build some intuition). Furthermore, they determine exactly which projections are needed.
More precisely, [21] requires that the subspace is drawn according to the uniform measure over the Grassmannian. This is to guarantee that all its projections have full-dimension, or equivalently, that all the minors of its bases are full-rank. Intuitively, this guarantees that all its projections provide enough information about the subspace, so that these projections can be glued together to recover the whole subspace.
Recall that S is the R-dimensional subspace of R D containing all the columns in X ⊗2 . Observe that S is determined by the tensorized products of elements in V, and hence some of its coordinates may have structured relationships. However, as we show in next two lemmas, in fact all canonical projections of S have full-dimension under our assumptions A1 and A2, and hence all the results in [21] are applicable.
Our first lemma gives an explicit characterization of the basis of the tensorized subspace S generated by a UoS.
is a spanning set for the subspace S = span {x ⊗2 ∶ x ∈ V}. In particular, S is an R-dimensional subspace where
Furthermore, if the subspaces have pairwise trivial intersection, i.e., U i ∩ U j = {0} for all i ≠ j, then (1) is a basis for S and equality holds in (2).
We give the proof of Lemma 1 in Appendix B.
Using Lemma 1, we now prove the that canonical projections of S are always full rank under our assumptions on V:
Lemma 2. Assume V satisfies A1 or A2. Let υ be a subset of {1, . . . , D} with exactly R elements. Let S υ denote the restriction of S to the coordinates in υ. Then dim S υ = R with probability 1.
Proof. Let B denote a matrix whose columns are a basis for the R-dimensional subspace S. It suffices to show that every R × R submatrix of B is full-rank with probability 1.
First consider the case when V satisfies A1. Recall that the span of V is the orthogonal complement of S. Since the elements of V are continuously distributed and i.i.d., the subspace spanned by V is continuously distributed with respect to uniform measure on the Grassmannian. It follows that the complementary subspace spanned by B is as well, and therefore every R × R submatrix of B is full-rank with probability 1.
Next consider the case when V satisfies A2, i.e., V is a union of K subspaces of dimension r. Let
For any subset υ ⊂ {1, ..., D} with R elements let B υ ∈ R R×R denote B restricted to the R rows corresponding to indices in υ. Observe that every entry of B υ = B υ (U) is a polynomial function of the entries of the concatenated subspace basis matrix U ∈ R d×Kr . Therefore, the determinant of B υ is also a polynomial in U. Hence, the set of matrices U for which B υ is rank deficient for some υ ⊂ {1, ..., D} with υ = R coincides with the variety
Therefore, the subset of all U ∈ R d×Kr for which B υ is full rank for all υ = R is the complement of the variety A in R d×Kr , hence a generic set. Under A2, the concatenated subspace basis matrix U generating the union of subspaces is also generic, hence the claim follows.
Equipped with Lemma 2, the proof of Theorem 1 follows unchanged from the proofs of Theorems 1 and 3 in [21] . We now give the proof of Theorem 2.
Proof. (Theorem 2) The proof of (i) follows by the simple argument above Theorem 2. The following example shows (ii). Following that, we give the proof of (iii). Example 1. Suppose X lies in the union of K = 2 subspaces in general position, each of dimension
= 6. Information-theoretically, one must observe at least r + 1 entries per column to complete X [12] . So suppose X is observed on exactly r + 1 = 2 entries per column. It follows that there are only 3 possible samplings for any column of X, and consequently there are only 3 possible samplings for any column of X ⊗2 . The respective possible samplings are indicated by the columns in the following matrices:
This way, each column of X ⊗2 will be observed on exactly 3 entries, thus satisfying the minimum R + 1 = 3 observations per column required for low-rank completion [22] . If the number of columns N is sufficiently large, at some point there will be enough observations to account for the number of degrees of freedom in a D × N rank-R matrix.
However, having enough observations is necessary for completion, but in general insufficient. The observations need to be in the right locations [22] . In fact, one may use the results in [21] to verify that even if X ⊗2 is maximally incoherent (ideal scenario), and even with an unlimited number of columns, X ⊗2 cannot be recovered. We point out that given enough observations, it is information-theoretically possible to recover X (for example using subspace clustering with missing data [12] ). However, it is impossible to recover X by low-rank completing X ⊗2 .
We now give the proof of (iii). There exist plenty of samplingsΥ satisfying the conditions of Theorem 2. For instance, it is easy to see (and one can verify using Algorithm 1) that the following sampling, where 1 denotes a block of all 1's and I denotes the identity matrix, satisfies these conditions.
To show (iii), it suffices to show that the sampling Ω (containing all possible d m subsets of m of the d coordinates in the original data space) will generate a samplingΥ containing a sampling Υ ⋆ satisfying the conditions of Theorem 1. In particular, we will show thatΥ will contain the sampling Υ ⋆ in (3).
To this end, recall that each coordinate in the tensor space R D corresponds to two coordinates in the original space R d . Let i = 1, . . . , D − R index the columns of Υ ⋆ in (3), and let j, k ∈ {1, . . . , d} be the coordinates of R d corresponding to the (R + i) th coordinate in R D . It is easy to see that υ i ∈ Υ is nonzero in row (R + i) if and only if ω i is nonzero in both rows j and k. Since Ω contains all possible columns with m = + 2 samples, it contains a column ω i whose first samples are in the first rows, and whose last 2 samples are in rows j and k.
Recall that a column in Ω with observations will produce a column in Υ with +1 2 ≥ R observations. It follows that ω i will produce a column υ i with samples in the first R rows and in row (R + i). In other words, the column ω i will produce the i th column of Υ ⋆ in (3).
Since is true for every i = 1, . . . , D − R, we know that Ω will produce a matrixΥ containing Υ ⋆ as in (3). Since Υ ⋆ satisfies the conditions of Theorem 1, it follows that S can be uniquely recovered, as claimed.
Extension to higher order tensorizations
The previous results focus on LADMC for varieties defined by quadratic polynomials and secondorder tensorizations of the data. However, our results readily generalize to varieties defined by higher-degree polynomials and to higher-order tensorizations of the data. Here we give a compact account of how to extend our main results to the higher-order case. Fix an integer p ≥ 2, and let D ∶= d+p−1 p
. For any column x ∈ R d , we define its p-fold tensorized
where (⋅) D denotes restriction of the vector to its D entries, removing duplicates that occur when taking the p-fold Kronecker product of a vector with itself.
The following extends our definition of quadratic varieties to the p th case of varities defined by p th degree homogeneous polynomials:
Definition 2. Let V be a collection of vectors in R D . Given V, we define the p-th degree variety
In other words, V contains the coefficients of the p-th degree homogeneous polynomial constraints that define V.
Assumptions A1 and A2 can be extended to p th degree varieties in the obvious way. As before, we define the tensorized subspace S ⊂ R D associated with a p th degree variety V by S ∶= span{x ⊗p ∶
x ∈ V}, and let R ∶= dim S. Lemma 1, which characterized the rank of S in the case of UoS under a second order tensorization, is a special case of the more general result for p th order tensorizations, which is proved in Appendix B.
Lemma 3. Suppose V is a union of K subspaces of dimension r. Then S = span{x ⊗p ∶ x ∈ V} is an R-dimensional subspace where
Furthermore, if the subspaces have pairwise trivial intersections, then equality holds in (4), and a basis for S is given by the union of all p th order symmetric tensor products of basis elements of each subspace (see Appendix B).
Theorem 1 extends directly to the high-order setting due to Lemma (3). Next, we extend Theorem 2 to higher-order tensorizations: (i) If m < , then S cannot be uniquely determined.
The proof of Theorem 3 follows similarly to Theorem 2 and we omit the details. An important consequence of Lemma 3 and Theorem 2 is that for a union of K subspaces of dimension r the necessary minimum number of observations per column for recovery with p th order LADMC is m = = O(K 1 p r); see Figure 6 for experimental verification of this fact. Note that if we choose p = O(log K), then we only need m = O(r) measurements per column, which, up to a constants, is the information-theoretic minimal number of samples per column needed for unique recovery under a UoS model [12] . Hence, with higher-order tensorizations LADMC is nearly order-wise optimal with respect to the number of samples per column that are sufficient for unique identification of data belonging to a UoS model. However, our theory does not address the necessary or sufficient number of columns per subspace for unique recovery with LADMC. Based on results in [22] we conjecture N = O(R(D − R)) columns are necessary and sufficient for higher order LADMC to succeed, which is order-wise the same number of columns needed to recovery a generic R-dimensional subspace of R D from R + 1 observations
and for a UoS R = O(Kr p ), we see that our conjecture entails N K = O((dr) p ), i.e., the conjectured necessary and sufficient number of columns per subspace is exponential in the tensor order p. This suggests there may be diminishing returns to taking large tensor orders with LADMC unless N is sufficiently large. We also note this is suboptimal relative to the information-theoretic minimum established in [12] , which shows that just O(rd) columns per subspace are necessary and sufficient for UoS identification.
Finally, we note that extending Algorithm 1 to higher tensor powers is straightforward except for the SVD step. This step needs to be replaced with an algorithm that computes the best rank-one approximation of p-th order symmetric tensor. This problem is well-studied, and there are several efficient methods to compute rank-one symmetric tensor approximations [33] [34] [35] . However, since the row dimension D of the tensorized matrix X ⊗p grows as O(d p ), Algorithm 1 will be computationally demanding when the ambient dimension d is large. In this case a more efficient approach is to use a "kernelized" algorithm, such as [18] , that avoids storing and performing computations on the full D × N tensorized matrix.
Experiments
Figure 2: Phase transitions for matrix completion of synthetic union of subspaces data. We simulated data belonging to K subspaces and sampled each column of the data matrix at a rate m d, and perform matrix completion using LRMC, state-of-the-art subspace clustering based algorithms (SSC+EWZF, GSSC, EM), the proposed LADMC and iLADMC algorithms. Grayscale values indicate the fraction of random trials where the matrix were successfully recovered; white is 100% success and black is 100% failure. The red dashed line indicates the minimal information-theoretic sampling rate m d = O( √ K) needed for LRMC to succeed in the tensorized domain as specified by Theorem 2.
In the following experiments we demonstrate the performance of the proposed LADMC algorithm (Alg 1) on real and synthetic data having low algebraic dimension, and empirically verify the information-theoretic sampling requirements for LADMC given in Theorems 2 and 3.
Implementation details
For the LRMC step within LADMC (Algorithm 1) we use the singular value iterative hard thresholding algorithm, also known as singular value projection [36] . In addition to LADMC we also test an iterative version of LADMC (iLADMC) where we run the iterative singular value hard thresholding step in the tensorized domain for T iterations, map back to the original domain by the rank-1 SVD pre-image step, fill in the known entries of the matrix, and repeat until convergence.
In the experiments below we ran T = 30 inner iterations of singular value hard thresholding, and as many outer iterations of LADMC until convergence. While we have no theory to show an iterative approach should outperform LADMC, empirically we find that iLADMC converges much faster than LADMC (in terms of the number of iterative hard thresholding steps, which is the main computational bottleneck) and succeeds in completing matrices at lower sampling rates than plain LADMC. Figure 2 shows the performance of the LADMC and iLADMC algorithms against competing methods for the recovery of synthetic union of subspaces data with missing entries. We generated d × N data matrices whose columns belong to a union of K subspaces each of dimension r. We sampled m entries in each column, selected uniformly at random, and attempted to recover the missing entries using our proposed LADMC algorithm. We used the settings d = 15, N = 50K, r = 2, for varying measurements m and number of subspaces K, and measured the fraction of successful completions over 25 random trials for each pair (m, K). We judged the matrix to be successfully completed if the normalized root mean square error X − X 0 F X 0 F was less than 10 −4 , where X is the recovered matrix and X 0 is the ground truth matrix. Here we compared against low-rank matrix completion (LRMC) via singular value iterative hard thresholding in the original matrix domain, and three methods based on subspace clustering: sparse subspace clustering (SSC) with entry-wise zero fill [15] followed by LRMC on each identified cluster (SSC+EWZF), the expectation-maximization (EM) algorithm proposed in [14] , and the group-sparse subspace clustering algorithm [16] followed by LRMC on each cluster (GSSC). The subspace clustering algorithms were passed the exact rank and number of subspaces. The EM and GSSC algorithms were initialized with the subspace clustering obtained by SSC-EWZF. Any remaining free parameters in these algorithms were set via cross-validation. We find that LADMC is able to successfully complete the data when the number of measurements per column in the tensorized domain exceeds the information-theoretic bounds established in Theorem 2, as indicated by the red dashed line in Figure 2 . This is a substantial extension over standard LRMC: for these settings, LADMC is able to complete data matrices drawn from up to K = 30 subspaces, whereas LRMC is limited to data drawn from less than K = 7 subspaces. However, for LADMC there a small gap between the information-theoretic bound and the true phase transition, which is most apparent where the number of subspaces and sampling rate is low (lower-left of the plot), but this gap closes as the number of subspaces and sampling rate increases (upper-right of the plot). We hypothesize this is due to insufficiently many data columns (see Figure 3 and the discussion below). This gap is less pronounced for iLADMC, and in fact, in the upper-right of the plot iLADMC shows recovery below the LADMC information-theoretic bound. We conjecture this is because iLADMC is enforcing extra non-linear constraints that are not accounted for in our theory, which may reduce the sampling complexity relative to non-iterative LADMC, both in terms of necessary number of data columns and the number of samples per column. We also observe that the performance of LADMC and iLADMC is competitive with the best performing subspace clustering-based algorithm, which in this case is GSSC.
Sampling complexity of union of subspaces data
In Figure 3 we investigate the effect of the number of data columns per subspace in the overall recovery performance of LADMC for synthetic UoS data. Here we use the same settings as in the previous experiment, but fix the number of subspaces to be K = 10 and vary the number of columns per subspace, N K, and the number of random measurements per column, m. In this case, the tensorized subspace has rank R = 30 and the necessary minimum number of samples per column is = 8. Observe that as the number of columns per subspace increases, the probability of exact recovery is approaching one for m ≥ 8, as predicted by Theorem 2. The minimum number columns per subspace needed for exact recovery we conjecture to be N K = O(R(D−R) K) (see the discussion after Theorem 2). Assuming the constant in the order-wise expression to be one, we have N K ≈ 270. Note that we do see exact recovery at m = + 1 = 9 samples per column when N K = 270 and partial success at m = = 8 with two-or three-fold more columns, as predicted.
In Figure 4 we compare the performance of LADMC versus LRMC when the data is drawn from a single subspace of dimension r ≤ d (using the settings d = 25, r = 1, ..., 25, N = 500). Here we find that the performance of LADMC is only slightly worse than LRMC. In fact, iLADMC shows a similar phase transition as LRMC, except at very low sampling rates where the performance degrades. This shows that LADMC and iLADMC can be expected to perform similarly well as LRMC in the case where the data is low-rank. 
Comparison with VMC
In an earlier work [18] we introduced an algorithm called variety-based matrix completion (VMC) designed to achieve the same goal as LADMC and iLAMDC. The VMC algorithm is most similar to iLADMC, since it also enforces the tensorized structure at each iteration. In particular, VMC attempts to minimizes the non-convex Schatten-q quasi-norm (0 < q < 1) of the tensorized matrix X ⊗p using an iterative reweighted least squares approach [37] . Elements of analysis from [37] allows us to show that for appropriate choice of step-sizes VMC is guaranteed to converge to a stationary point of the (smoothed) Schatten-q quasi-norm objective.
The main difference of VMC compared to LADMC/iLADMC is that it uses a kernelized representation of the data, i.e., VMC stores and performs computations on the N × N kernel matrix (X ⊗p ) T (X ⊗p ), where N is the number of data columns. An advantage of a kernelized approach is that it extends trivially to higher order tensorizations (p > 2) of the data, unlike LADMC and iLADMC, which require substantial modification of the pre-image step (i.e., the SVD step in Algorithm 1). Also, regardless of the tensor order, the per iteration computational complexity of VMC is always quadratic in N since it requires a partial eigendecomposition of the N × N kernel matrix at every iteration. While this can be computationally advantageous when D = O(d p ) is large relative to N, this makes the storage and computational costs of VMC prohibitive when N is large. In contrast, for second-order tensorizations, the storage requirements and computational complexity of LADMC/iLADMC is linear in N and quadratic in d, which means LADMC/iLADMC can be much more efficient than VMC both in terms of memory and computation when D = d(d − 1) 2 is less than N.
In Figure 5 we compare the relative performance of LADMC and iLADMC with VMC for the same synthetic unions of subspaces data as in Figure 2 . One drawback of VMC observed in [18] is that it often failed to complete a small proportion of the data columns correctly, even at high sampling rates on synthetic data. Consistent with the results in [18] , we find that VMC and LADMC/iLADMC perform similarly when comparing probability of recovering at least 95% columns. However, LADMC and iLADMC both recover 100% of the data columns correctly above the minimum sampling rate, whereas VMC mostly fails under this more strict recovery criterion. This shows that LADMC/iLADMC could have some empirical benefits over VMC if high accuracy solutions are desired. [18] for recovery of synthetic UoS data. LADMC and iLADMC succeed with high probability at recovering all the columns where VMC often fails (top row). The algorithms perform similarly when comparing probability of recovering at least 95% columns (bottom row).
Higher order tensorizations
In Figure 6 we experimentally verify the predicted minimal sampling rate for UoS data with higher order tensorizations specified in Theorem 3. In this work we do not pursue higher order p ≥ 3 LADMC with Algorithm 1, due to poor scalability with respect to the ambient dimension d and a lack of an efficient implementation of the pre-image step, which prohibited us from investigating the phase transition behavior of LADMC over a reasonable range of the number of subspace K. Instead, we verify our predictions using VMC algorithm [18] , for which the sufficient conditions of Theorem 3 also hold (although the necessary conditions may not hold). We find that the phase transition recovery follows the dependence m = O(K 1 p ) for tensor orders p = 2, 3 as predicted by Theorem 3.
Experiments on real data
Here we illustrate the performance of LADMC and iLADMC on several real world datasets. We experiment on the standard oil flow dataset introduced in [38] , the Jester-1 recommender systems [39] , and the MNIST digit recognition dataset 3 . We chose these datasets to demonstrate the feasibility of LADMC on a variety of data sources, and because they had sufficiently small row dimension for LADMC/iLADMC to be computationally practical 4 . For the oil flow and MNIST datasets we simulate missing data by randomly subsampling each data column uniformly at random, using a 50%-25%-25% training-validation-test split of the data. For the Jester-1 dataset we used 18 randomly chosen ratings for each user for training, 9 randomly chosen rating for validation and the remainder for testing. As baselines we compare with filling the missing entries with the mean of the observed entries within each column (Mean-fill), and with LRMC via nuclear norm minimization [5] , which outperformed LRMC via singular value iterative hard thresholding on these datasets. For the LRMC routine within LADMC we used singular value iterative hard thresholding, and set the rank cutoff R to the value that gave the smallest completion error on the validation set, and use the same rank cutoff R for iLADMC. For all methods we report the root mean square error (RMSE) of the completion on the test set. We find that LADMC/iLADMC gives significantly lower RMSE on the Oil Flow and MNIST datasets relative to the baselines; iLADMC gives lower RMSE than LADMC on the Oil Flow dataset, but performs similarly to LADMC on the others. Figure  7 illustrates the improvement of LADMC over LRMC on a selection of examples from the MNIST dataset. We see less differences between LRMC and LADMC/iLADMC on the Jester-1 dataset, where LADMC/iLADMC give nearly the same RMSE as LRMC. Because of lower sampling rate for the Jester-1 dataset, the rank cutoff R in LADMC was kept small to avoid overfitting, and we suspect in this case LADMC is fitting a linear subspace to the data, which would explain the similar performance to LRMC. Representative examples of matrix completion on MNIST dataset. Here we randomly remove 50% of the pixels in each MNIST image and attempt to jointly recover the missing pixels of all images by low-rank matrix completion (LRMC) and low algebraic dimension matrix completion (LADMC).
Conclusion
The theory and algorithms presented in this paper give new insight into conducting matrix completion when the matrix columns correspond to points on a non-linear algebraic variety, a special case of which is a union of subspaces. Unlike most completion methods for unions of subspaces, the proposed approach does not necessitate an intermediate subspace clustering step that can be fragile in the presence of missing data.
The theoretical guarantees currently focus on canonical projections -i.e., the assumption that we observe multiple columns with each possible sampling pattern. This assumption is not always met in practice, yet the proposed LADMC algorithm nevertheless performs well empirically. An important avenue for future study are conditions for completion of partially sampled data matrices.
In this work we focused on second order tensorized representations of the data, which allows for the recovery of quadratic varieties. Yet, we also showed our approach and results generalize to higher order tensorizations. In principle, this extension would facilitate the completion of higher order varieties in the presence of more missing data. However, the computational complexity of our approach scales as O(d p ), where p is the tensor order, making our approach computational challenging for even modest problem dimensions d. One potential solution is to use a kernelized algorithm like in [18] that avoids the construction of the large scale tensorized matrix. Unfortunately, kernelized approaches have complexity and storage requirements that scale quadratically with the number of data columns, making such an approach computationally challenging for large datasets. We are actively investigating memory and computationally efficient algorithms that allow more efficient extensions of the LADMC approach for higher order tensorizations.
From Proposition 2 we have the equivalence
If the subspaces {U i } K i=1 have pairwise trivial intersection, then all the terms in (6) vanish for t ≥ 2, which gives the particular result R = min{K r+p−1 p , D}. Counting dimensions, we see this is possible if and only if S = S p (U 1 ) ⊕ ⋯ ⊕ S p (U K ), and so a basis for S is given by the union of the bases of all the S p (U i ), i = 1, ..., K, which proves the second part of the claim.
Remark 1. The rank characterization in Lemma 3 proved above generalizes a result in [28] , which similarly derives formulas for the rank of S when V is a union of subspaces (equivalently, put in algebraic-geometric terms, [28] determines the values of the Hilbert function for subspace arrangements). The main difference of the results in [28] and those in Lemma 3 is that ours hold for an arbitrary order of tensorization of the data p and an arbitrary number of subspaces K, whereas the results in [28] only characterizes the rank when p ≥ K. Lemma 3 is slightly less general in that we only give an exact formula when the subspaces have pairwise trivial intersection and the same dimension. However, our result could be extended to more general cases as well, e.g., the assumption of transversal intersection used in [28] .
