Abstract. We consider the numerical approximation of f (A)b where b ∈ R N and A is the sum of Kronecker products, that is A = M 2 ⊗ I + I ⊗ M 1 ∈ R N×N . Here f is a regular function such that f (A) is well defined. We derive a computational strategy that significantly lowers the memory requirements and computational efforts of the standard approximations, with special emphasis on the exponential function, for which the new procedure becomes particularly advantageous. Our findings are illustrated by numerical experiments with typical functions used in applications.
1. Introduction. We consider the problem of approximating
where f is a sufficiently regular function defined on the spectrum of A (see [20] ), and
is the sum of Kronecker products with M 1 ∈ R n1×n1 , M 2 ∈ R n2×n2 so that N = n 1 n 2 , b = vec(B) with B a matrix of low rank with dimensions compatible with that of b. The Kronecker (or tensor) product of two matrices X and Y of size n x × m x and n y × m y , respectively, is defined as . . .
particular, the Kronecker structure above arises whenever the domain is a rectangle or a parallelepiped and finite difference or certain low-order finite element methods are employed to discretize differential equations with separable coefficients; see, e.g., [7, 9] and references therein. Other applications leading to matrices with Kronecker sum structure include image processing [19] , queueing theory [31, Chapter 9] , graph analysis [1, Chapter 3.4] , and network design [36] . A significant body of literature is now available on efficient numerical methods for approximately evaluating the product of f (A) times a vector b, using particular spectral properties of A and under certain regularity conditions on f . To the best of our knowledge, the computational advantages of exploiting, for a general function f , the possible Kronecker structure of A have not been addressed in the context of Krylov subspace methods for large-scale problems of the form (1.1). By taking into account this structure, and also the possible low rank of B, the computational setting changes significantly. We will show that the memory requirements can be drastically reduced: in fact, we show that by preserving the structure of the problem, faster convergence and significantly lower memory requirements can be achieved. More precisely, we acknowledge that the approximation to functions of A is the composition of distinct approximations in terms of M 1 and M 2 , which are much smaller matrices. Similar considerations can be made for other properties of functions of matrices that are Kronecker sums, as is the case for their sparsity and decay patterns; see [6] for a recent analysis.
Our results strongly rely on the low rank of the matrix B. In fact, but without loss of generality, we shall assume that B has rank equal to one, so that we can write
For larger rank ℓ ≪ min{n 1 , n 2 }, we could still write B = B 1 B T 2 and proceed in a similar manner. Our results also apply when B is numerically low rank, that is, only a few singular values of B are above machine precision, or some other small tolerance. In this case, we could write b = b + b ǫ where b = vec( B) with B of low rank, and b ǫ ≪ 1. If f (A) is not too large,
An outline of the paper is as follows. In section 2 we review some standard techniques for approximating (1.1) when A is large, and set up the notation for the rest of the paper. In section 3 we derive the structure-exploiting approximation for general functions f such that f (A) is well defined. In section 4 we focus on the exponential function, for which the new procedure becomes particularly advantageous. Another important special case, the matrix inverse, is briefly discussed in section 5, and more general matrix functions in section 6. Conclusions are given in section 7. Our findings are illustrated by numerical experiments with typical functions used in applications.
General approximation by projection.
A common procedure for large A constructs an approximation space, and a matrix V whose orthonormal columns span that space, and obtain
Depending on the spectral properties of the matrix A and on the vector b, the approximation space dimension may need to be very large to obtain a good approximation. Unfortunately, the whole matrix V may need to be stored, limiting the applicability of the approach. This is the motivation behind the recently introduced restarted methods, which try to cope with the growing space dimensions by restarting the approximation process as soon as a fixed maximum subspace dimension is reached [10, 13] . A classical choice as approximation space is given by the (standard) Krylov sub-
b}. An orthonormal basis {v 1 , . . . , v m } can be constructed sequentially via the Arnoldi recurrence, which can be written in short as
here e m is the mth vector of the canonical basis of
The past few years have seen a rapid increase in the use of richer approximation spaces than standard Krylov subspaces. More precisely, rational Krylov subspaces, namely
have been shown to be particularly well suited for matrix function approximations; we refer the reader to [16] for a recent survey on various issues related to rational Krylov subspace approximations of matrix functions. A special case is given by the extended Krylov subspace, which alternates powers of A with powers of A −1 [7, 26] .
3. Exploiting the Kronecker structure. Assume that A has the form in (1.2) and that, for simplicity, B has rank one, that is B = b 1 b T 2 . We generate distinct approximations for the matrices M 1 and M 2 ; in the case of the classical Krylov subspace these are given as
Note that the two spaces could have different dimensions; we will use the same dimension for simplicity of presentation. The matrices Q m and P m have orthonormal columns, and have a much smaller number of rows than V m (the square root of it, if n 1 = n 2 ). We thus consider the following quantity to define the approximation:
Following the general setting in (2.1), and defining T m = T 2 ⊗ I m + I m ⊗ T 1 we thus consider the approximation
We stress that the matrix P m ⊗Q m does not need to be explicitly computed and stored. Indeed, letting Z ∈ R m×m be such that z = vec(Z), it holds that
The following proposition provides a cheaper computation in case both T 1 and T 2 are diagonalizable, as is the case for instance when they are both symmetric.
Proposition 3.1. Assume that the matrices T 1 , T 2 are diagonalizable, and let
With the notation and assumptions above, for G such that g = vec(G) it holds that
Proof. Using the properties of the Kronecker product (see, e.g., [24, Corollary 4.2.11 and Theorem 4.4.5]), the eigendecomposition of T m = T 2 ⊗ I + I ⊗ T 1 is given by
, where f (Θ ⊗ I m + I m ⊗ Λ) is a diagonal matrix. The result follows from explicitly writing down the eigenvector matrices associated with each Kronecker product; note that f (Θ ⊗ I m + I m ⊗ Λ) can be computed cheaply as both Θ and Λ are diagonal.
In addition to providing a computational procedure for determining x ⊗ m , Proposition 3.1 reveals that, in exact arithmetic, the true vector x = f (A)b can be obtained using information from spaces of dimension at most m = max{n 1 , n 2 }, whereas the standard approximation x m may require a much larger dimension space. This fact is due to both the Kronecker form of A and the composition of b, as b corresponds to the "vectorization" of the rank-one matrix b 1 b T 2 . The following examples illustrate this property, while more explicit formulas can be obtained for the exponential function, as we will describe in section 4.
n×n , n = 50, each corresponding to the (scaled) centered three-point discretization of the one-dimensional negative Laplace operator in (0,1). We first consider b 1 equal to the vector of all ones, and b 2 a vector of random values uniformly distributed in (0, 1); the results are shown in Table 3 .1. We observe that convergence is faster, in terms of space dimension, for x ⊗ m . Moreover, once subspaces of dimension m = n = 50 are reached, a rather accurate approximation is obtained with the structure-preserving approach, as the full eigenspace of M 1 is generated. We next consider the case of b 2 = b 1 (the vector of all ones) and report the numerical experiments in Table 3 .2. Convergence is even faster in the structure preserving method, as apparently convergence is faster with b 1 than with the original b 2 . No major difference is observed in the standard procedure. Example 3.3. Data for this example are taken from [13] . We consider the function f (z) = (e shows the approximation history of the standard method and of the new approach for n = 50. Because of the small size, we could compute and monitor the true error. In the last two columns, however, we also report the relative difference between the last two approximation iterates, which may be considered as a simple-minded stopping criterion for larger n; see, e.g., [26] or [12] for more sophisticated criteria. The results are as those of the previous examples. In Table 3 .2 we report the runs for n = 100, for which we could not compute the exact solution, so that only the error estimates are reported. The results are very similar to the smaller case. In this case, memory requirements of the structured approximation become significantly lower than for the standard approach.
4. The case of the matrix exponential. The evaluation of (1.1) with f (A) = exp(A) presents special interest owing to its importance in the numerical solution of time-dependent ODEs and PDEs [21, 22, 23] . The problem also arises in network science, when evaluating the total communicability of a network [5, 11] .
The exponential function provides a particularly favorable setting in the case of a matrix having Kronecker form. Indeed, due to the property (see, e.g., [20 
10.9]) exp(T
formula (3.1) simplifies even further. Indeed, we obtain
. We observe that the final approximation x ⊗ m is the simple combination of the two separate approximations of exp(M 1 )b 1 and exp(M 2 )b 2 . Indeed, the same approximation could be obtained by first writing
and then using the standard approximations exp(
In the following we illustrate the behavior of the approximation to the matrix exponential with a few numerical examples. Here the standard Krylov subspace is used in all instances for approximating the corresponding vector. We stress that because of the decreased memory allocations to generate K m (M i , b i ), the computation of x vector exp(A)b could be computed explicitly. Example 4.3. The next example arises in graph and network analysis. Given two graphs G 1 = (V 1 , E 1 ) and G 2 = (V 2 , E 2 ), we consider the Cartesian product G = G 1 G 2 of the two given graphs, defined as follows. The vertex set of G is just the Cartesian product V 1 × V 2 , and there is an edge between two vertices (u 1 , u 2 ) and
The adjacency matrix of G is then the Kronecker sum of the adjacency matrices of G 1 and G 2 [1, page 37]; see also [36] for definitions (and applications) in the case of directed graphs. A useful notion in the analysis of complex networks is the total communicability, which is defined as the row sum of the exponential of the adjacency matrix, see [5] . The entries of this vector provide a measure of the "importance" of the nodes in the network, and can be computed as exp(A)b where now b is the vector of all ones (note that the corresponding matrix B has rank one). We consider five Cartesian product graphs of the form G i = G i G i , with each G i being a Barabasi-Albert graph constructed using the preferential attachment model. The command pref in the Matlab toolbox contest [34] was used (with the default choice of parameters) to generate five graphs on n nodes, where n = 1000, 2000, . . . , 5000. Thus, the adjacency matrices of the corresponding Cartesian product graphs G i have dimension ranging between one and twenty-five millions. All the resulting matrices are symmetric indefinite. Table 4 .1 reports the CPU time required to compute a basis for the Krylov subspace of dimension m = 30 as the graph matrix size increases (all runs were performed with Matlab R2011b [29] on a laptop with Intel Core i7-3687U CPU running at 2.10Ghz with 7.7GiB memory). The last column reports the time when A is used, so that V m exp(H m )e 1 b is computed; the middle column refers to the case when M 1 is used, so that x ⊗ m in (4.2) is computed. As expected, the CPU time for K m (M 1 , b 1 ) is several orders of magnitude smaller than for K m (A, b). In the latter case, timings became prohibitive for n = 3, 000, since the generation of the basis for the space entails the orthogonalization of vectors in R n 2 . The computational costs remain extremely low when computing a basis for K m (M 1 , b 1 ). The left plot of Figure 4 .2 shows the convergence history of the two approaches, in terms of space dimensions, when the smallest matrix in the set is used. Convergence is monitored by measuring the difference between the last two iterates, as done in the previous examples. Once again, convergence is faster when the Kronecker form is exploited. The right plot of Figure  4 .2 reports the convergence history of x ⊗ m for all matrices in the set. All spectra are roughly contained in the interval [−15, 15] , therefore the expected convergence rate is approximately the same for all matrices. 
These identities can be exploited to greatly reduce the computational cost and storage requirements for the evaluation of f (A)b when f is either the sine or cosine or a combination of these functions.
Convergence considerations.
An expression for the error can be deduced by using the form in (4.3). Indeed, letting
and also
Therefore, the error norm in the approximation to exp(A)b is bounded by the errors of the two separate approximations with M 1 and M 2 . The relation (4.6) can also be used for deriving a priori convergence bounds for exp(A)b in terms of the bounds for M 1 and M 2 . We will give such bounds in the case M 1 and M 2 are Hermitian and positive definite. The following result was proved in [21] . We next show how Theorem 4.5 can be used to compare the difference in convergence rates between x m and x ⊗ m . To simplify the presentation, we assume that M = M 1 = M 2 , and that b 1 = b 2 , with b 1 = 1. We refer the reader to [4, 25] for estimates similar to those of Theorem 4.5.
It can be shown that if λ i , i = 1, . . . , n are the eigenvalues of M (in decreasing order), then the n 2 eigenvalues of A are given by λ i + λ j , i, j ∈ {1, . . . , n}; see, e.g., [24, Theorem 4.4.5] . Therefore in particular, the largest and smallest eigenvalues of A equal 2λ 1 and 2λ n , respectively. If we apply Theorem 4.5 to M − λ n I for τ = 1, then we obtain that for m large enough the error is bounded as
On the other hand, Theorem 4.5 applied to A − 2λ n I yields
The ratio between the two bounds is given by exp ρ 2 2 m−1 , which is in favor of the computation with M for small ρ. In case ρ is very large, both methods become very slow.
The
Numerical methods that exploit the small size of M 1 , M 2 can be used to solve the linear matrix equation in (5.1). If n 1 and n 2 are of order up to a few thousands, then the Bartels-Stewart algorithm can be used [2] . Otherwise, X can be approximated by using different approaches, depending on the relative size of n 1 and n 2 ; we refer the reader to [32] for detailed discussion of the available methods and the related references. Here we briefly describe the idea of approximate solution by projection onto an appropriate subspace, which will be used in section 6.2. For simplicity of exposition we assume M 2 = M 1 and b 2 = b 1 ; if this is not the case, straightforward modifications can be included; see [32] . If the orthonormal columns of P m (= Q m ) are a basis for the considered subspace of R n of dimension m, then an approximation to X is sought as X ≈ X m = P m Y m P 
Recalling that P T m P m = I and that P T m M 1 P m = T 1 , we obtain the small scale linear equation
where · F denotes the Frobenius norm. While we refer to [32] for a detailed analysis, here we notice that the approximate solution x ⊗ m = vec(X m ) to f (A)b = A −1 b can be written in the more familiar form
This form will be used in section 6.2 to express the approximation error of CauchyStieltjes functions.
Completely monotonic functions.
Both the matrix exponential (in the form f (A) = exp(−A)) and the inverse are special cases of an important class of analytic functions, namely, the completely monotonic functions [35] . We recall the following definitions.
Definition 6.1. Let f be defined in the interval (a, b) where −∞ ≤ a < b ≤ +∞. Then, f is said to be completely monotonic in (a, b) if
≥ 0 for all a < x < b and all k = 0, 1, 2, . . . Important examples of Laplace-Stieltjes functions include:
Moreover, f is said to be strictly completely monotonic in (a, b) if
∞ 0 e −xτ dα 2 (τ ) for x > 0, where α 2 (τ ) = 0 for 0 ≤ τ < 1 and
e −xτ dα 3 (τ ) for x > 0, where α 3 (τ ) = τ for 0 ≤ τ ≤ 1, and α 3 (τ ) = 1 for τ ≥ 1. Also, the functions x −σ (for any σ > 0), log(1 + 1/x) and exp(1/x), are all strictly completely monotonic on (0, ∞). Moreover, products and positive linear combinations of strictly completely monotonic functions are strictly completely monotonic. Formula (6.1) suggests the use of quadrature rules to approximate f (A)b when A is a Kronecker sum and f is strictly completely monotonic on (0, ∞):
where τ 1 , . . . , τ k ∈ (0, ∞) are suitably chosen quadrature nodes and w 1 , . . . , w k ∈ R are the quadrature weights; see, for example, [17, Sec. 5] . As shown in the previous section, the Kronecker sum structure can be exploited in the computation of the individual terms exp(−τ k A)b. Also note that each contribution to the quadrature can be computed independently of the others, which could be useful in a parallel setting. This approach could be especially useful in cases where convergence of the Krylov subspace approximation is slow. In the case of interpolatory quadrature and Hermitian matrices, the absolute error f (A)b − q k=1 w k exp(−τ k A)b (in the 2-norm) is easily seen to be bounded by ε b , where ε is defined as
and λ i , µ j range over the spectra of M 1 , M 2 , where A = M 2 ⊗ I + I ⊗ M 1 . In the case M 1 = M 2 = M = M * , the error can be bounded by
where λ min , λ max are the extreme eigenvalues of M . For additional discussion of error bounds associated with the use of quadrature rules of the form (6.2), see [17, Sec. 5.7] . Analogous considerations apply to more general types of functions. For a function f analytic inside a contour Γ ∈ C containing the eigenvalues of A in its interior and continuous on Γ we can write
Quadrature rules can be used to obtain approximations of the form
requiring the solution of the q linear systems (A − z k I)x = b, possibly in parallel for k = 1, . . . , q. We refer to [18] for details on how to apply this technique efficiently. Again, the Kronecker sum structure of A, if present, can be exploited to greatly reduce the computational cost and storage requirements. In particular, if
, then according to section 5, each system (A − z k I)x = b is equivalent to solving the linear matrix equation
Another important class of functions is given by the Cauchy-Stieltjes (or Markovtype) functions, which can be written as
where γ is a (complex) measure supported on a closed set Γ ⊂ C and the integral is absolutely convergent. This class is closely related to, but distinct from, the class of Laplace-Stieltjes functions; see [35, Chapter VIII] for a general treatment. In this paper we are especially interested in the particular case Γ = (−∞, 0] so that
where γ is now a (possibly signed) real measure. Important examples of CauchyStieltjes function that are frequently encountered in applications (see [16] ) include
6.1. Convergence analysis for Laplace-Stieltjes functions. For LaplaceStieltjes functions and symmetric positive definite matrices, in this section we analyze the convergence rate of the approximation obtained by exploiting the Kronecker form. Moreover, we compare this rate with that of the standard approximation with A, and that of the approximation of M 1 . We will mainly deal with standard Krylov approximations, as error estimates for the exponential are available. A few comments are also included for rational Krylov subspaces.
6.1.1. Analysis of Krylov subspace approximation. In this section we show that the convergence rate of the approximation when using x 
T b be the Kronecker approximation to f (A)b. Moreover, let
We also define the scaled quantity
Proof. Recalling the notation of (4.2) and (4.3) leading to (4.6), we have
where in the last inequality we have used λ min (M 1 ) ≤ λ min (T 1 ), so that
We remark that the extra shift in the matrix M 1 is what makes the solution x ⊗ m converge faster than x
m . In light of Proposition 6.2, bounds for the error norm can be found by estimating the error norm in the approximation of the exponential function under the measure dα. Depending on the function α(τ ), different approximation strategies need to be devised. Here we analyze the case dα(τ ) = 1 τ γ dτ for some γ ≥ 0; for instance, the function f (x) = 1/ √ x falls in this setting with γ = 3/2. Then
The case γ = 0 is special. Since τ γ = 1, the integral on the right-hand side can be bounded as in [33, proof of (3.1)], so that it holds
where κ = (λ max + λ min )/(λ min + λ min ). We focus next on the case γ > 0. We split the integral as
Lemma 6.3. With the previous notation, for γ > 0 it holds
Proof. We note that in the given interval where γ γ γ is the lower incomplete Gamma function. Proof. We observe that the quantity
in I 1 can be bounded by using Theorem 4.5 (see [21] ), hence we further split I 1 as
Theorem 4.5 can be applied to positive semidefinite matrices. Therefore we write e −(M1+λminI)τ = e −2λminτ e −(M1−λminI)τ , with M 1 − λ min I positive semidefinite. For the first integral in (6.5) we thus have (see Theorem 4.5(ii)) For the second integral in (6.5), after the same spectral transformation and also using .
By collecting all bounds we can prove a final upper bound for the error, and give its asymptotic convergence rate. To this end, we first need the following technical lemma, whose proof is given in the appendix.
Lemma 6.5. For 0 < x ≤ αn with 0 < α < 1 it holds that
Theorem 6.6. For γ > 0 and with the notation above, it holds that
Proof. We only need to show that the term involving γ γ γ is asymptotically bounded above by O exp − m .
Writing down ρ = 1 4 (λ max − λ min ), and after a few algebraic calculations we obtain
where the last inequality holds for κ large enough (namely for κ ≥ 10).
The theorem above states that the convergence rate of the approximation depends on the condition number of the shifted matrix.
Remark 6.7. If f (A)b is approximated in the Krylov subspace K m (A, b), then the error norm can be written as
Therefore, all the previous steps can be replicated, leading to an estimate of the type
where now κ = λ max /λ min . The improvement in the convergence rate when exploiting the Kronecker form thus becomes readily apparent, with the shift acting as an "accelerator". It is also important to realize that the error norm
is also driven by the same quantity κ, since the condition number of M 1 and A is the same. Therefore, it is really by using the Kronecker form that convergence becomes faster.
We next illustrate our findings with a simple example. A diagonal matrix is considered so as to be able to compute exact quantities, while capturing the linear convergence of the approximation.
Example. We consider f (x) = 1/ √ x (so that γ = 3/2) and a diagonal matrix 6.1.2. Rational Krylov subspace approximation. Convergence bounds of Laplace-Stieltjes functions are harder to obtain when rational Krylov subspaces are used, for few results on error bounds for the exponential functions are available. In this section we discuss some of the results that can be obtained. However, we will show that additional results can be derived for the subclass of Cauchy-Stieltjes functions, since they involve inverses in place of exponential functions.
If the approximation space is the extended Krylov subspace, which can be defined as
, error bounds are difficult to obtain for LaplaceStieltjes functions, unless dα =dτ (that is, γ = 0). Indeed, for γ = 0, we have
The integral coincides with the error matrix in the approximation of the numerical solution to the Lyapunov equation in the space Range(P m ). This connection was already used in Lemma 6.3 to establish an upper bound for the Krylov subspace approximation. Here, we just mention that an asymptotic bound can be obtained by using results in [27, 28, 3] , giving
. Note that while there is no beneficial shifted matrix in this bound, the fourth root of κ appears, ensuring significantly faster convergence rate than for standard Krylov subspaces. For γ > 0, lack of explicit error bounds for the exponential function leaves the derivation of bounds for our setting an open problem. Nonetheless, experimental evidence seems to suggest a convergence rate similar to the one for γ = 0.
Upper bounds for the exponential function when rational Krylov subspaces (2.2) are employed are usually asymptotic and specialized to optimal values of the parameters σ 1 , . . . , σ m−1 . We refer the reader to [16, sec.4.2] for more details. 
T ). Then, recalling the derivation in (5.3), we obtain
where X(ω) and X m (ω) are the exact and approximate solutions to the linear matrix equation
, so that the columns of P m are still a basis for this space. An upper bound for the error can then be obtained as
Available convergence bounds for the approximation of X(ω) onto standard and rational Krylov subspaces can be employed as a first step towards an upper bound for the error norm above. Final bounds will then be obtained for specific choices of f , which yield specific functions γ(ω).
For standard Krylov subspaces, we can once again use [33, Proposition 3.1] to get
where κ ω = (λ max + λ min − Since the inverse square root is both a Laplace-Stieltjes function and a CauchyStieltjes function, it is not surprising that we get a similar convergence rate. The setting of this section allows one to determine a simpler expression for the bound. Following similar steps as for the inverse square root, for f (x) = ln(1 + x)/x we have (note the change in the integration interval) In both cases, the integral appearing in (6.7) is bounded by a constant of modest size, unless λ min is tiny in the inverse square root. Summarizing, when using standard Krylov subspace approximation, f (A)b − x ⊗ m is bounded by a quantity whose asymptotic term is , where m is the subspace dimension and κ = λ max /λ min (see, e.g., [26] , [28] ), as conjectured in the case of Laplace-Stieltjes functions. Here, an explicit upper bound can actually be obtained.
Rational Krylov subspaces can also be used, and the term X − X ⊗ m F can be estimated using, e.g., [8, Theorem 4.9].
7. Conclusions. In this paper we have shown how to take advantage of the Kronecker sum structure in A when using Krylov subspace methods to evaluate expressions of the form f (A)b. Special attention has been devoted to the important case of the matrix exponential. Numerical experiments demonstrate that considerable savings can be obtained when the Kronecker sum structure is exploited. A detailed analysis of the convergence rate of the new approximation for symmetric (or Hermitian) and positive definite matrices was also proposed.
Finally, while we have limited our presentation to the case where A is the Kronecker sum of two matrices, the same observations and techniques apply to the more general case where A is the Kronecker sum of three or more summands, since this can be reduced to the Kronecker sum of two matrices. For instance, if Acknowledgement. The authors would like to thank Paola Boito for her careful reading of the manuscript and helpful comments.
Appendix. In this appendix we prove Lemma 6.5. 
