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We obtain the existence of standing wave solutions to a coupled nonlinear Schrödinger
system⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−iu1t = u1 +
(
μ|u1|p +
m∑
k=1
αk|u1|pk−2|u2|qk
)
u1 in R
N × (0, T ),
−iu2t = u2 +
(
γ |u2|p +
m∑
k=1
βk|u1|pk |u2|qk−2
)
u2 in R
N × (0, T ),
u1(x,0) = u10(x), u2(x,0) = u20(x) in RN ,
where 0 < p < 4
(N−2)+ , μ, γ and αk , βk , pk , qk are real constants with 1 < pk < p + 1,
1< qk < p+1, pk +qk = p+2 and αkqk = βk pk (k = 1, . . . ,m). We also discuss the stability
and instability of the standing wave solutions.
© 2009 Published by Elsevier Inc.
1. Introduction
In this paper, we are interested in the standing wave solutions to the Cauchy problem of the nonlinear Schrödinger
system⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−iu1t = u1 +
(
μ|u1|p +
m∑
k=1
αk|u1|pk−2|u2|qk
)
u1 in R
N × (0, T ),
−iu2t = u2 +
(
γ |u2|p +
m∑
k=1
βk|u1|pk |u2|qk−2
)
u2 in R
N × (0, T )
(1.1)
with
u1(x,0) = u10(x), u2(x,0) = u20(x) in RN , (1.2)
where 0 < p < 4
(N−2)+ (we use the convention:
4
(N−2)+ = ∞ when n = 1,2 and (N − 2)+ = N − 2 when n  3), μ, γ and
αk , βk , pk , qk are real constants with 1 < pk < p + 1, 1 < qk < p + 1, pk + qk = p + 2 and αkqk = βk pk (k = 1, . . . ,m).
The system (1.1) models the propagation of polarized laser beams in birefringent Kerr medium in nonlinear optics or the
remarkable Bose–Einstein condensate with attractive inter-particle interactions under magnetic trap and so on.
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346 X.F. Song / J. Math. Anal. Appl. 366 (2010) 345–359Our paper is directly motivated by [2,11,17,18,20,23,27]. In [27], Tao et al. studied the Cauchy problem for the following
Schrödinger equation with two power-type nonlinearities:{
iut = u + λ1|u|p1u + λ2|u|p2u in RN × (0, T ),
u(x,0) = u0(x) in RN .
(1.3)
They dealt with the questions related to local and global well-posedness, ﬁnite time blowup, and asymptotic behavior.
Scattering was also considered in H1(RN ) and a pseudo-conformal space. Naturally, we are interested in other behaviors of
the solutions to a system of nonlinear Schrödinger equations with combined power-type nonlinearities. On the other hand,
a special case of (1.1) is the case of m = 1, p1 = q1 = p+22 and α1 = β1 = β , which can be written as:{
−iu1t = u1 + μ|u1|pu1 + β|u1| p2 −1|u2| p2 +1u1 in RN × (0, T ),
−iu2t = u2 + γ |u2|pu2 + β|u1| p2 +1|u2| p2 −1u2 in RN × (0, T )
(1.4)
with
u1(x,0) = u10(x), u2(x,0) = u20(x) in RN .
We call the solutions of the following form as standing wave solutions to (1.4)
u1(x, t) = eiω1t w1(x), u2(x, t) = eiω2t w2(x), (1.5)
where (w1,w2) solves the following elliptic system:{
ω1w1 − w1 = μ|w1|pw1 + β|w1| p2 −1|w2| p2 +1w1 in RN ,
ω2w2 − w2 = γ |w2|pw2 + β|w1| p2 +1|w2| p2 −1w2 in RN .
(1.6)
The existence of standing wave solutions to (1.4) has been investigated by theoretical and numerical means. In particular,
the existence of nonnegative solution of the following elliptic system{
ω1w1 − w1 = μ|w1|2w1 + β|w2|2w1 in RN ,
ω2w2 − w2 = γ |w2|2w2 + β|w1|2w2 in RN , (1.7)
which is a special case of (1.6) with p = 2, was discussed in [2,11,17,23]. Roughly, by their results, there exist two constants
0 < Λ1 < Λ2 depending on μ,γ ,ω1,ω2 such that: If β ∈ (0,Λ1) ∪ (Λ2,+∞), then (1.7) has a radially symmetric solution
(w1,w2) with both w1 > 0 and w2 > 0; while in the case of Λ1  β Λ2, (1.7) doesn’t have such solution. In [20], Maia
et al. proved that: There exists a positive constant Λ depending on μ,γ ,ω1,ω2 such that (1.6) exists a ground state solu-
tion (w1,w2) with both w1 > 0 and w2 > 0 if β > Λ. Recently, Ma and Zhao in [18] considered the uniqueness of ground
states of (1.6) with β < 0. Naturally, we are interested in the following questions: Do there exist standing wave solutions
of form (1.5) as solutions to system (1.1)? If there exist the standing wave solutions to system (1.1), are they stable or
instable?
To know more information on the standing wave solutions of a Schrödinger equation, we should mention some re-
cent work of this topic. Some authors considered the stability of the standing wave solutions to a Schrödinger equation
(see [4,11,12,15,21]); some authors studied the existence of ground states or bounded states of a Schrödinger equation
(see [1,3,5,8,14,25]); and others are interested in the stability of standing wave solutions to a Schrödinger equation with
potential (see [9,26,29] and the references therein). In this paper, we will deal with not only the existence of ground states
but also the stability of standing wave solutions to (1.1). We will give the deﬁnition of standing wave solution to (1.1) as
follows:
Deﬁnition 1.1. A standing wave solution to (1.1) is a solution of the form
u1(x, t) = eiω1t w1(x), u2(x, t) = eiω2t w2(x), (1.8)
where ω1,ω2 > 0, (w1,w2) ∈ {H1(RN ) × H1(RN )} \ {(0,0)} is a ground state solution of the following elliptic system:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ω1w1 − w1 = μ|w1|pw1 +
m∑
k=1
αk|w1|pk−2|w2|qk w1 in RN ,
ω2w2 − w2 = γ |w2|pw2 +
m∑
k=1
βk|w1|pk |w2|qk−2w2 in RN .
(1.9)
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Theorem 1. Assume that μ,γ ,αk, βk > 0 and αkqk = βk pk (k = 1,2, . . . ,m). Moreover, suppose that
μ
μ + γ +∑mk=1(αk + βk) < 2−
p+2
2 , (1.10)
γ
μ + γ +∑mk=1(αk + βk) < 2−
p+2
2 . (1.11)
Then system (1.1) has standing wave solutions of form (1.8).
Remark 1.1. (1) If the coeﬃcients μ, γ , αk and βk satisfy one of the following cases:
(i)
∑m
k=1(αk + βk) is large enough;
(ii) both μ and λ are small enough;
(iii) the ratios of μ to
∑m
k=1(αk + βk) and γ to
∑m
k=1(αk + βk) are small enough, then one may obtain the existence of
ground states of (1.9).
(2) The conditions αkqk = βk pk imply that
bk := αkpk =
βk
qk
(k = 1,2, . . . ,m). (1.12)
These equalities can make (1.1) has the variational structure. They also illustrate some information on the relationships
among the coupling constants αk , βk and the interaction powers pk , qk (k = 1,2, . . . ,m).
In order to state other results of ours, we need to introduce some notations. Denote{
H1
(
R
N)}2 = H1(RN)× H1(RN), (1.13){
H1
(
R
N × (t1, t2)
)}2 = H1(RN × (t1, t2))× H1(RN × (t1, t2)), (1.14)
P(u1,u2) = μ‖u1‖p+2p+2 + γ ‖u2‖p+2p+2 +
m∑
k=1
(αk + βk)
∥∥|u1|pk |u2|qk∥∥L1 , (1.15)
M(u1,u2) =
(∥∥u1(x, t)∥∥22 + ∥∥u2(x, t)∥∥22) 12 , (1.16)
E(u1,u2) = 1
2
(‖∇u1‖22 + ‖∇u2‖22)− 1p + 2P(u1,u2). (1.17)
Now we state the stability and instability results:
Theorem 2 (Stability Theorem). Assume that p < 4N , ω1,ω2 > 0, 1 pk,qk  p + 1, pk + qk = p + 2 (k = 1, . . . ,m). Denote
Γ =
{
(w1,w2) ∈
{
H1
(
R
N)}2: ω1
2
‖w1‖22 +
ω2
2
‖w2‖22 =
ω1
2
‖u10‖22 +
ω2
2
‖u20‖22
}
, (1.18)
ν = − inf{E(z1, z2): (z1, z2) ∈ Γ }, (1.19)
(w1,w2) is a minimizer of the minimization problem
E(w1,w2) = min
{
E(z1, z2): (z1, z2) ∈ Γ
}
. (1.20)
Then (u1(x, t),u2(x, t)) = (eiω1t w1(x), eiω2t w2(x)) is a standing wave solution of (1.1) and for any ε > 0, there exists δ(ε) > 0 such
that if (ϕ1,ϕ2) ∈ {H1(RN )}2 and
2∑
j=1
‖ϕ j − w j‖H1(R)  δ(ε),
then the corresponding solution (s1(x, t), s2(x, t)) satisﬁes
2∑
sup
t∈R
inf
θ j∈R
inf
y j∈RN
∥∥s j(·, t) − eiθ j w j(· − y j)∥∥H1  ε. (1.21)
j=1
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sup
t∈R
2∑
j=1
∥∥s j(·, t) − eiθ j w j(· − y j)∥∥H1  ε. (1.22)
For ω1,ω2 > 0 and 4N  p <
4
(N−2)+ , denote
Q (u1,u2) = 4E(u1,u2) − pN − 4
(p + 2)P(u1,u2), (1.23)
Iω1,ω2(u1,u2) = E(u1,u2) +
(
ω1
2
‖u1‖22 +
ω2
2
‖u2‖22
)
. (1.24)
We have the instability result as follows:
Theorem 3 (Instability Theorem I). Assume that 4N < p <
4
(N−2)+ , ω1,ω2 > 0, 1 pk,qk  p + 1, pk + qk = p + 2 (k = 1, . . . ,m).
Moreover, suppose that (w∗1,w∗2) ∈ {H1(RN )}2 is a minimizer of
d2 := inf{(w1,w2)∈(H1(RN ))2\{(0,0)}; Q (w1,w2)=0}
(
ω1
2
‖w1‖22 +
ω2
2
‖w2‖22
)
+ E(w1,w2) (1.25)
such that (u1(x, t),u2(x, t)) = (eiω1t w∗1(x), eiω2t w∗2(x)) is a standing wave solution of (1.1). Then for any ε > 0, there exists a
(u10,u20) ∈ {H1(RN )}2 with ∑2j=1 ‖u j0 − w∗j‖H1(RN ) < ε such that the solution (u1,u2) of (1.1) with (u10,u20) will blow up
in ﬁnite time.
Denote
Sω1,ω2(u1,u2) =
(‖∇u1‖22 + ‖∇u2‖22)+ (ω1‖u1‖22 + ω2‖u2‖22)− P(u1,u2), (1.26)
and we can reasonably deﬁne
dω := inf{(w1,w2)∈{H1(RN )}2\{(0,0)}, Sω1,ω2 (w1,w2)=0}
Iω1,ω2(w1,w2), (1.27)
CM := {(w1,w2) ∈ {H1(RN)}2, Sω1,ω2(w1,w2) < 0, Q (w1,w2) = 0}, (1.28)
dM := infCM Iω1,ω2(w1,w2) (1.29)
and
d := min(dω,dM). (1.30)
Denote by
K := {(w1,w2) ∈ {H1(RN)}2: Iω1,ω2(w1,w2) < d, Sω1,ω2(w1,w2) < 0, Q (w1,w2) < 0}. (1.31)
We have another instability result in the following:
Theorem 4 (Instability Theorem II). Assume that 4N < p <
4
(N−2)+ . Let ω1 , ω2 such that dM  dω and (w

1,w

2) is the minimizer
of (1.27). Then for any ε > 0, there exists a (u10,u20) ∈ {H1(RN )}2 with∑2j=1 ‖u j0 − wj‖H1(RN ) < ε such that the solution (u1,u2)
of (1.1) with (u10,u20) will blow up in ﬁnite time.
This paper is organized as follows: In Section 2, we recall some results of the behaviors of the solutions to (1.1), which
have been proved in [24]. In Section 3, we will prove the existence of standing wave solutions to (1.1) and ground states of
a time-independent coupled nonlinear Schrödinger system under some assumptions. In Section 4, we discuss the stability
and instability of the standing wave solutions to (1.1).
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First, we recall a proposition which was proved in [24]:
Proposition 2.1. Let (u1,u2) be a solution of (1.1). Then for any real numbers a, b we have:
(1)
∫
RN
(
a
∣∣u1(x, t)∣∣2 + b∣∣u2(x, t)∣∣2)dx =
∫
RN
(
a
∣∣u10(x)∣∣2 + b∣∣u20(x)∣∣2)dx.
Consequently, M(u1,u2) = M(u10,u20).
(2) E(u1,u2) = 12 (‖∇u1‖22 + ‖∇u2‖22) − 1p+2P(u1,u2) = E(u10,u20).
Next, we recall some results of blowup and global existence of the solutions to (1.1) which was proved in [24] (some
similar results in [19]). Our proofs of the stability and instability of the standing wave solutions can be look as some
applications of these results.
Theorem 5. Assume that p < 4N . Then the solution of (1.1) exists globally for any (u10,u20) ∈ {H1(RN )}2 .
Theorem 6 (Sharp Threshold I). Assume that 4N < p <
4
(N−2)+ and (u10,u20) satisﬁes Iω1,ω2 (u10,u20) < d. Then the solution of (1.1)
blows up in ﬁnite time if and only if (u10,u20) ∈ K.
Theorem 7 (Sharp Threshold II). Assume that 4N < p <
4
(N−2)+ . Let Q (w1,w2) and d2 are deﬁned by (1.23) and (1.25). And (u10,u20)
satisﬁes
ω1
2
‖u10‖22 +
ω2
2
‖u20‖22 + E(u10,u20) < d2.
Then we have:
(A) If Q (u10,u20) > 0, the solution of (1.1) exists globally;
(B) If Q (u10,u20) < 0, (|x|u10, |x|u20) ∈ L2(RN ) × L2(RN ), the solution of (1.1) blows up in ﬁnite time.
3. Existence of the standing wave solution to (1.1) and the ground state of an elliptic system
Setting
u1(x, t) = eiω1t w1(x), u2(x, t) = eiω2t w2(x), ω1 > 0, ω2 > 0, (3.1)
we can obtain the following time-independent coupled nonlinear Schrödinger system from (1.1):⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ω1w1 − w1 =
(
μ|w1|p +
m∑
k=1
αk|w1|pk−2|w2|qk
)
w1 in R
N ,
ω2w2 − w2 =
(
γ |w2|p +
m∑
k=1
βk|w1|pk |w2|qk−2
)
w2 in R
N .
(3.2)
Multiplying the ﬁrst equation of (3.2) by w1 and the second one by w2 respectively, and integrating by parts over RN ,
we obtain that
‖∇w1‖22 + ω1‖w1‖22 = μ‖w1‖p+2p+2 +
m∑
k=1
αk
∥∥|w1|pk |w2|qk∥∥L1 , (3.3)
‖∇w2‖22 + ω2‖w2‖22 = γ ‖w2‖p+2p+2 +
m∑
k=1
βk
∥∥|w1|pk |w2|qk∥∥L1 , (3.4)
which implies that
‖∇w1‖22 + ‖∇w2‖22 + ω1‖w1‖22 + ω2‖w2‖22 = P(w1,w2). (3.5)
That is, any nontrivial solution of (3.2) belongs to the Nehari manifold
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Now we study the energy functional:
Iω1,ω2(w1,w2) =
1
2
(‖∇w1‖22 + ‖∇w2‖22 + ω1‖w1‖22 + ω2‖w2‖22)− 1p + 2P(w1,w2) (3.7)
in the Sobolev space H = {H1(RN )}2. The functional Iω1,ω2 (w1,w2) is of class C1(H,R) and its differential is give by
〈I ′ω1,ω2(w1,w2), (ϕ1,ϕ2)〉=
∫
RN
(∇w1 · ∇ϕ1 + ω1w1ϕ1)dx−
∫
RN
(
μ|w1|p +
m∑
k=1
αk|w1|pk−2|w2|qk
)
w1ϕ1 dx
+
∫
RN
(∇w2 · ∇ϕ2 + ω2w2ϕ2)dx−
∫
RN
(
γ |w2|p +
m∑
k=1
βk|w1|pk |w2|qk−2
)
w2ϕ2 dx.
Hence each critical point of Iω1,ω2 (w1,w2) is a weak solution of (3.2). Standard regularity arguments show that it is a
classical solution (see [13]).
In convenience, we give a deﬁnition as follows:
Deﬁnition 3.1. A ground state solution of (3.2) is a pair (w˜1, w˜2) ∈ {H1(RN )}2 with w1 > 0 and w2 > 0 and solving
Iω1,ω2(w˜1, w˜2) = inf
(w1,w2)∈N
Iω1,ω2(w1,w2) := cm. (3.8)
We show that the minimizer of (3.8) is a solution of (3.2).
Proposition 3.1. Assume that the minimization problem (3.8) is attained by a pair (w˜1, w˜2) ∈ N . Then (w˜1, w˜2) is a solution of (3.2).
Proof. Assume that (w˜1, w˜2) ∈ N is a minimizer for Iω1,ω2 (w1,w2) restricted on N . We construct the Euler–Lagrange
function Iω1,ω2 (w1,w2)+ λS(w1,w2) for λ ∈ R . By the standard minimization theory, in the sense of weak derivatives, we
know that(
∂Iω1,ω2(w1,w2)
∂w1
+ λ∂ S(w1,w2)
∂w1
)∣∣∣∣
(w˜1,w˜2)
= 0, (3.9)
(
∂Iω1,ω2(w1,w2)
∂w2
+ λ∂ S(w1,w2)
∂w2
)∣∣∣∣
(w˜1,w˜2)
= 0. (3.10)
We will claim that λ = 0. Let (3.9) make inner product with w˜1 and (3.10) with w˜2 respectively, summing them up, we
obtain that
S(w˜1, w˜2) − λp
(‖∇ w˜1‖22 + ω1‖w˜1‖22 + ‖∇ w˜2‖22 + ω2‖w˜2‖22)= 0, (3.11)
where we have used the fact that
S(w˜1, w˜2) =
〈
w˜1,
∂Iω1,ω2(w˜1, w˜2)
∂ w˜1
〉
+
〈
w˜2,
∂Iω1,ω2(w˜1, w˜2)
∂ w˜2
〉
.
However, noticing that S(w˜1, w˜2) = 0 and (w˜1, w˜2) = (0,0), we know that λ = 0 by (3.11). Therefore, from (3.9) and (3.10),
we can obtain that
∂Iω1,ω2(w˜1, w˜2)
∂w1
= 0, ∂Iω1,ω2(w˜1, w˜2)
∂w2
= 0. (3.12)
That is, (w˜1, w˜2) is a critical point of the functional Iω1,ω2 (w1,w2). Consequently, it is a solution of (3.2). 
Proposition 3.2. Assume that 0 < p < 4
(N−2)+ , μ,γ ,αk, βk > 0 and αkqk = βk pk (k = 1,2, . . . ,m). Then there exists a solution
of (3.2) satisfying w1  0, w2  0 with both w1 and w2 are radial.
Proof. Since μ,γ ,αk, βk > 0 satisfy αkqk = βk pk (k = 1,2, . . . ,m), our proof can follow the spirit of [22].
Obviously, the functional Iω1,ω2 (w1,w2) satisﬁes the following conditions:
(1) (0,0) is a strict local minimum;
(2) Iω1,ω2(λw1, λw2) < 0 for λ large enough.
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c1 := inf
(w1,w2)∈{H1(RN )}2\{(0,0)}
max
λ0
Iω1,ω2(λw1, λw2), (3.13)
cN := infN Iω1,ω2(w1,w2), c = infΓ max[0,1] Iω1,ω2
(
γ (t)
)
(3.14)
with
Γ = {γ : [0,1] → {H1(RN)}2, γ is continuous and γ (0) = (0,0), Iω1,ω2(γ (1))< 0}. (3.15)
Similar to the proof of Proposition 3.11 in [22], one can get that c1 = cN = c > 0. By the Ekeland variational principle
(see [10]), we know that there exists a sequence (w1n,w2n) satisfying
Iω1,ω2(w1n,w2n) → c, ∇Iω1,ω2(w1n,w2n) → 0. (3.16)
From (3.16) and through computing (p+2)Iω1,ω2 (w1n,w2n)−(w1n,w2n) ·∇Iω1,ω2 (w1n,w2n), we can prove that (w1n,w2n)
is bounded in {H1(RN )}2. Hence there exists (w¯1, w¯2) such that
(w1n,w2n) ⇀ (w¯1, w¯2) weakly in
{
H1
(
R
N)}2, (3.17)
(w1n,w2n) → (w¯1, w¯2) strongly in
{
Lqloc
(
R
N)}2, ∀q ∈ [1,2∗), (3.18)
(w1n,w2n) → (w¯1, w¯2) almost everywhere in RN . (3.19)
Moreover, (3.16)–(3.19) imply that (w¯1, w¯2) is a critical point of Iω1,ω2 (w1,w2) and it is a solution of (3.2).
Now we need to show that (w¯1, w¯2) = (0,0). First, we claim that, up to a subsequence, there exists yl ∈ RN , C, R ∈ R+
such that∫
BR (yl)
(|w1l|2 + |w2l|2)dx C > 0, ∀l ∈ N. (3.20)
Otherwise, assume that
sup
y∈RN
∫
BR (y)
(|w1n|22 + |w2n|22)dx → 0.
Using the methods in [28], we can deduce that
(w1n,w2n) → (0,0) strongly in
(
Lp+2
(
R
N))2. (3.21)
However, from (3.16), we obtain that
c = lim
n→∞
(
Iω1,ω2(w1n,w2n) −
1
2
(w1n,w2n) · ∇Iω1,ω2(w1n,w2n)
)
=
(
1
2
− 1
p + 2
)∫
RN
(
μ|w1n|p+2 + γ |w2n|p+2
)
dx+ 1
2
m∑
k=1
∫
RN
((
1− 1
pk
)
αk +
(
1− 1
qk
)
βk
)
|w1n|pk |w2n|qk dx
 M
∫
RN
(|w1n|p+2 + |w2n|p+2)dx for some positive constant M,
which contradicts (3.21). Denoting(
w¯1l(z), w¯2l(z)
)= (w1l(z + yl),w2l(z + yl)),
we have∫
BR (0)
(∣∣w¯1l(z)∣∣2 + ∣∣w¯2l(z)∣∣2)dz =
∫
BR (0)
(∣∣w1l(z + yl)∣∣2 + ∣∣w2l(z + yl)∣∣2)dz
=
∫ (∣∣w1l(x)∣∣2 + ∣∣w2l(x)∣∣2)dx C > 0. (3.22)
BR (yl)
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(w¯1nl (z), w¯2nl (z)) → (w¯1(z), w¯2(z)) strongly in (L2loc(RN ))2. Passing to the limit in (3.22), we obtain that∫
BR (0)
(∣∣w¯1(x)∣∣2 + ∣∣w¯2(x)∣∣2)dx C > 0,
which means that (w¯1, w¯2) = (0,0).
Now we will show that Iω1,ω2 (w¯1, w¯2) = c. Since (w¯1, w¯2) is a critical point of Iω1,ω2 (w1,w2) and (w¯1, w¯2) ∈ N , we
deduce that Iω1,ω2 (w¯1, w¯2) c. However, by the Fatou’s lemma, we can achieve that
c = lim
nl→∞
(
Iω1,ω2(w1nl ,w2nl ) −
1
2
(w1nl ,w2nl ) · ∇Iω1,ω2(w1nl ,w2nl )
)
= lim
nl→∞
{(
1
2
− 1
p + 2
)∫
RN
(
μ|w¯1nl |p+2 + γ |w¯2nl |p+2
)
dx
+ 1
2
m∑
k=1
∫
RN
((
1− 1
pk
)
αk +
(
1− 1
qk
)
βk
)
|w¯1nl |pk |w¯2nl |qk dx
}

(
1
2
− 1
p + 2
)∫
RN
(
μ|w¯1|p+2 + γ |w¯2|p+2
)
dx+ 1
2
m∑
k=1
∫
RN
((
1− 1
pk
)
αk +
(
1− 1
qk
)
βk
)
|w¯1|pk |w¯2|qk dx
= Iω1,ω2(w¯1, w¯2) −
1
2
(w¯1, w¯2) · ∇Iω1,ω2(w¯1, w¯2) = Iω1,ω2(w¯1, w¯2).
Therefore, (w¯1, w¯2) is minimizer of (3.8) and consequently is a least energy solution of (3.2).
Noticing that
Iω1,ω2
(|w¯1|, |w¯2|)= Iω1,ω2(w¯1, w¯2) = c,(|w¯1|, |w¯2|) · ∇Iω1,ω2(|w¯1|, |w¯2|)= (w¯1, w¯2) · ∇Iω1,ω2(w¯1, w¯2) = 0,
we know that (|w¯1|, |w¯2|) is also a solution of (3.2) with |w¯1|  0, |w¯2|  0. Since μ,γ ,αk, βk > 0 satisfy αkqk = βk pk
(k = 1,2, . . . ,m) with (1.10) and (1.11), we know that system (3.2) satisﬁes the assumptions in [6]. By the results of [6]
and [16], we know that |w¯1| and |w¯2| are radial functions. Hence we ﬁnd a least energy solution (w1,w2) = (|w¯1|, |w¯2|)
whose components are nonnegative functions. 
The following proposition gives the existence of ground state (w1,w2) of (3.2).
Proposition 3.3. Assume that μ,γ ,αk, βk > 0 satisfy αkqk = βk pk (k = 1,2, . . . ,m) with (1.10) and (1.11). Then there exists a
ground state (w1,w2) of (3.2), i.e., the least energy solution of (3.2) with w1 > 0 and w2 > 0. 
Proof. Assume that wˆ1 is the unique radial solution of the following problem{
−w1 + ω1w1 = μwp+11 in RN ,
w1 > 0, w1 ∈ H1
(
R
N
) (3.23)
and wˆ2 is the unique radial solution of the following problem{
−w2 + ω2w2 = γ wp+12 in RN ,
w2 > 0, w2 ∈ H1
(
R
N
)
.
(3.24)
Obviously, (wˆ1,0) and (0, wˆ2) are also two radial solutions of (3.2). By the results of Proposition 3.2, there exists radial
ground state (w¯1, w¯2) with w¯1  0 and w¯2  0. If we have proved that
c = Iω1,ω2(w¯1, w¯2) < min
(Iω1,ω2(wˆ1,0),Iω1,ω2(0, wˆ2)), (3.25)
we can conclude that w¯1 > 0 and w¯2 > 0.
Multiplying (3.23) by wˆ1 and (3.24) by wˆ2, integrating by parts over RN , we obtain that
‖∇ wˆ1‖2 + ω1‖wˆ1‖2 = μ‖wˆ1‖p+2, ‖∇ wˆ2‖2 + ω2‖wˆ2‖2 = γ ‖wˆ2‖p+2. (3.26)2 2 p+2 2 2 p+2
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N − 2
2
‖∇ wˆ1‖22 +
Nω1
2
‖wˆ1‖22 =
Nμ
p + 2‖wˆ1‖
p+2
p+2, (3.27)
N − 2
2
‖∇ wˆ2‖22 +
Nω2
2
‖wˆ2‖22 =
Nγ
p + 2‖wˆ2‖
p+2
p+2. (3.28)
Using (3.26)–(3.28) and the deﬁnition of Iω1,ω2 (w1,w2), we obtain that
‖wˆ1‖22 =
(2p + 4− pN)μ
2ω1(p + 2) ‖wˆ1‖
p+2
p+2, (3.29)
‖wˆ2‖22 =
(2p + 4− pN)γ
2ω2(p + 2) ‖wˆ2‖
p+2
p+2, (3.30)
s1 := Iω1,ω2(wˆ1,0) =
pμ
2(p + 2)‖wˆ1‖
p+2
p+2 =
1
N
‖∇ wˆ1‖22, (3.31)
s2 := Iω1,ω2(0, wˆ2) =
pγ
2(p + 2)‖wˆ2‖
p+2
p+2 =
1
N
‖∇ wˆ2‖22. (3.32)
By the proof of Proposition 3.2, we know that
c = Iω1,ω2(w¯1, w¯2)max
λ0
Iω1,ω2(λw1, λw2) for all (w1,w2) ∈
{
H1
(
R
N)}2.
For given (w1,w2), considering the function g(λ) = Iω1,ω2 (λw1, λw2), it is easy to see that its maximum value reaches
at
λ0 =
( ‖∇w1‖22 + ω1‖w1‖22 + ‖∇w2‖22 + ω2‖w2‖22
μ‖w1‖p+2p+2 + γ ‖w2‖p+2p+2 +
∑m
k=1(αk + βk)‖|w1|pk |w2|qk‖L1
) 1
p
and
Iω1,ω2(λ0w1, λ0w2) =
p
2(p + 2)
{‖∇w1‖22 + ω1‖w1‖22 + ‖∇w2‖22 + ω2‖w2‖22}
p+2
p
{μ‖w1‖p+2p+2 + γ ‖w2‖p+2p+2 +
∑m
k=1(αk + βk)‖|w1|pk |w2|qk‖L1}
2
p
.
Especially, choosing (w1,w2) = (wˆ1, wˆ1) and using (1.10), (1.11), we obtain that
Iω1,ω2(λ0 wˆ1, λ0 wˆ1) =
p
p + 2
2
2
p μ
p+2
p ‖wˆ1‖p+2p+2
{μ + γ +∑mk=1(αk + βk)} 2p < Iω1,ω2(λ0 wˆ1,0). (3.33)
Choosing (w1,w2) = (wˆ2, wˆ2) and using (1.10), (1.11), we obtain that
Iω1,ω2(λ0 wˆ2, λ0 wˆ2) =
p
p + 2
2
2
p γ
p+2
p ‖wˆ2‖p+2p+2
{μ + γ +∑mk=1(αk + βk)} 2p < Iω1,ω2(0, λ0 wˆ2). (3.34)
If Iω1,ω2(λ0 wˆ1, λ0 wˆ1) Iω1,ω2(λ0 wˆ2, λ0 wˆ2), we take (w1,w2) = (wˆ1, wˆ1); and we can take (w1,w2) = (wˆ2, wˆ2) when
Iω1,ω2(λ0 wˆ2, λ0 wˆ2) Iω1,ω2(λ0 wˆ1, λ0 wˆ1). In any case, we have
c = Iω1,ω2(w¯1, w¯2)min
{Iω1,ω2(λ0 wˆ1, λ0 wˆ1),Iω1,ω2(λ0 wˆ2, λ0 wˆ2)}
< min
{Iω1,ω2(λ0 wˆ1,0),Iω1,ω2(0, λ0 wˆ2)},
which means that (w¯1, w¯2) is a ground state of (3.2) with w¯1 > 0 and w¯2 > 0. 
4. Stability and instability of standing wave solutions
This section is dedicated to discuss the stability and instability of the standing wave solutions.
First, we introduce three concentration–compactness lemmas without proof.
Lemma 4.1. Assume that (u1,u2) ∈ L2(RN ) × L2(RN ) with ∑2j=1 ω j2 ‖u j‖22 = a > 0. Let the concentration function ρ(u1,u2, r) be
deﬁned by
ρ(u1,u2, r) =
2∑
j=1
sup
y∈RN
∫
ω j
2
∣∣u j(x)∣∣2 dx for r > 0. (4.1)
{|x−y|<r}
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(i) ρ(u1,u2, r) is a nondecreasing function of r, ρ(u1,u2,0) = 0, 0 < ρ(u1,u2, r) a for r > 0, and limr→∞ ρ(u1,u2, r) = a.
(ii) There is a (y1(u1,u2, r), y2(u1,u2, r)) ∈ RN ×RN such that
ρ(u1,u2, r) =
2∑
j=1
∫
{|x−y j(u1,u2,r)|<r}
ω j
2
∣∣u j(x)∣∣2 dx.
(iii) If (u1,u2) ∈ {Lq(RN )}2 for some q > 2, then there exists a positive constant C = C(N,q,ω1,ω2) such that
∣∣ρ(u1,u2, r) − ρ(u1,u2, s)∣∣ C(N,q,ω1,ω2)∣∣rN − sN ∣∣ q−2q 2∑
j=1
ω j
2
‖u j‖2Lq for all r, s > 0.
Lemma 4.2. Assume that {(u1n,u2n)}∞n=0 ⊂ {H1(RN )}2 satisfy
2∑
j=1
ω j
2
‖u jn‖L2 = a > 0, sup
n0
2∑
j=1
‖∇u jn‖L2 < ∞, (4.2)
and ρ(u1n,u2n, r) is deﬁned by (4.1). Denote
σ = lim
r→∞ limn→∞ infρ(u1n,u2n, r). (4.3)
Then there exist a sequence {(u1nl ,u2nl )}l0 , a nondecreasing function γ (r) and a sequence rl → ∞ satisfying
(i) ρ(u1nl ,u2nl , ·) → γ (·) ∈ [0,a] as l → ∞ uniformly on bounded sets of [0,∞);
(ii) σ = limr→∞ γ (r) = liml→∞ ρ(u1nl ,u2nl , rl) = liml→∞ ρ(u1nl ,u2nl , rl/2).
Remark. The proofs of the above two lemmas are similar to those of Lemmas 1.7.4 and 1.7.5 in [7] respectively. Roughly,
if we replace
∫
{|x−y(u,r)|<r} |u(x)|2 dx here by
∑2
j=1
∫
{|x−y j(u1,u2,r)|<r}
ω j
2 |u j(x)|2 dx in the proofs, we can obtain the parallel
results. We omit the details here.
Paralleling with Proposition 1.7.6 in [7], we will give a lemma in the following:
Lemma 4.3. Assume that {(u1n,u2n)}∞n=1 ⊂ {H1(RN )}2 satisfy (4.2). Let ρ(u1,u2, r) and σ be deﬁned by (4.1) and (4.3) respectively.
Then there exists a subsequence {(u1nl ,u2nl )}l0 satisﬁes the following properties:
(i) If σ = a, then there exist a sequence {(y1l , y2l )}l0 ⊂RN ×RN and (u1,u2) ∈ {H1(RN )}2 such that (u1nl (·− y1l ),u2nl (·− y2l )) →
(u1,u2) as l → ∞ in {Lp+2(RN )}2 for all 0 p < 4N−2 (0 p ∞ if N = 1).
(ii) If σ = 0, then (u1nl (· − y1l ),u2nl (· − y2l )) → (0,0) as l → ∞ in {Lp+2(RN )}2 for all 0 p < 4N−2 (0 p ∞ if N = 1).
(iii) There exist {(v1l, v2l)}l0 ⊂ {H1(RN )}2 and {(w1l,w2l)}l0 ⊂ {H1(RN )}2 such that
supp v jl ∩ suppw jl = ∅, supp v j′l ∩ suppw jl = ∅, j, j′ = 1,2, (4.4)
2∑
j=1
(|v jl| + |w jl|) 2∑
j=1
|u jnl |,
2∑
j=1
(‖v jl‖H1 + ‖w jl‖H1) C
2∑
j=1
‖u jnl‖H1 , (4.5)
2∑
j=1
ω j
2
‖v jl‖2L2 → σ ,
2∑
j=1
ω j
2
‖w jl‖2L2 → a − σ , l → ∞, (4.6)
lim
l→∞
inf
2∑
j=1
(∫
|∇u jnl |2 −
∫
|∇v jl|2 −
∫
|∇w jl|2
)
 0, (4.7)
2∑
j=1
∣∣∣∣
∫
|u jnl |p+2 −
∫
|v jl|p+2 −
∫
|w jl|p+2
∣∣∣∣→ 0, l → ∞, (4.8)
m∑∣∣∣∣
∫
|u1nl |pk −
∫
|v1l|pk −
∫
|w1l|pk
∣∣∣∣→ 0, l → ∞, (4.9)k=1
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k=1
∣∣∣∣
∫
|u2nl |qk −
∫
|v2l|qk −
∫
|w2l|qk
∣∣∣∣→ 0, l → ∞, (4.10)
m∑
k=1
∣∣∣∣
∫
|u1nl |pk |u2nl |qk −
∫
|v1l|pk |v2l|qk −
∫
|w1l|pk |w2l|qk
∣∣∣∣→ 0, l → ∞ (4.11)
for all 2 pk,qk  p + 1, pk + qk = p + 2 and 0 p < 4N−2 (0 p < ∞ if N = 1).
The proof of Theorem 2 is based on the following proposition and its corollary:
Proposition 4.1. Assume that τ > 0, 0 < p < 4N , ω1,ω2 > 0, 2 pk,qk  p + 1, pk + qk = p + 2 (k = 1, . . . ,m). Denote
Γ =
{
(w1,w2) ∈
{
H1
(
R
N)}2: ω1
2
‖w1‖22 +
ω2
2
‖w2‖22 = τ
}
, (4.12)
ν = − inf{E(z1, z2): (z1, z2) ∈ Γ }. (4.13)
Then:
(i) The minimization problem
E(w1,w2) = min
{
E(z1, z2): (z1, z2) ∈ Γ
}
(4.14)
has a solution.
(ii) If {(w1n,w2n)}∞n=1 satisﬁes
ω1
2
‖w1n‖22 +
ω2
2
‖w2n‖22 → τ , E(w1n,w2n) → −ν,
then there exist a subsequence {w1nl ,w2nl }nl∈N and a family {(y1l , y2l )}l∈N ⊂ RN ×RN such that {w1nl (·− y1l ),w2nl (·− y2l )}nl∈N
has a strong limit (w1,w2) ∈ {H1(RN )}2 and satisﬁes (4.14).
Proof. Similar to the proof of Proposition 8.3.6 in [7], we proceed in three steps.
Step 1. We prove that 0< ν < ∞. Set
ukλ(x) = λ N2 u(λx), k = 1,2
for (u1,u2) ∈ Γ and λ > 0. It is not diﬃcult to verify that (u1λ,u2λ) ∈ Γ and
E(u1λ,u2λ) = λ
2
2
2∑
j=1
‖∇u j‖22 −
λ
pN
2
p + 2P(u1,u2).
Since pN2 < 2, we have E(u1λ,u2λ) < 0 for λ small, which means that ν > 0.
Recall the vector-valued Gagliardo–Nirenberg’s inequality
P(u1,u2) C
(
2∑
j=1
‖∇u j‖22
) pN
4
(
2∑
j=1
ω j‖u j‖22
) p+2
2 − pN4
.
Since pN < 4 and
∑2
j=1
ω j
2 ‖u j‖22 = τ , we can use Young’s inequality to obtain that
P(u1,u2) ε
2∑
j=1
‖∇u j‖22 + C(ε, p,N, τ ) for ε > 0.
Using this inequality and by the deﬁnition of E(u1,u2), we know that there exist c1 > 0 and c2 < ∞ satisfying
E(u1,u2) c1
2∑
j=1
‖∇u j‖22 − c2 for all (u1,u2) ∈ Γ. (4.15)
Hence, −ν −c2 > −∞.
Step 2. We claim that: Every minimizing sequence (u1n,u2n) of (4.14) is bounded in {H1(RN )}2 and P(u1n,u2n) is
bounded from below. First, it is easy to see from (4.15) that
∑2
j=1 ‖∇u jn‖2 is bounded. Meanwhile, (u1n,u2n) ∈ Γ implies2
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ν > 0, we have E(u1n,u2n)− ν2 for n large enough, and
P(u1n,u2n) = −(p + 2)E(u1n,u2n) + p + 2
2
2∑
j=1
‖∇u j‖22 
(p + 2)ν
2
. (4.16)
Step 3. We only need to prove (ii). Assume that {(u˜1n, u˜2n)}n0 satisfy ∑2j=1 ‖u˜kn‖2L2 → σ and E(u˜1n, u˜2n) → −ν , where
σ is deﬁned by (4.3) in Lemma 4.1. Set
u jn =
√
τ∑2
j=1
ω j
2 ‖u˜ jn‖22
u˜ jn.
We will prove that {(u˜1n, u˜2n)}n0 is a minimizing sequence of (4.14). Note that by rescaling we may assume that τ = 1.
We will apply Lemma 4.2 to {(u1n,u2n)} (it is also a minimizing sequence) with a = 1 and prove that
σ = 1. (4.17)
Since P(u1n,u2n) is bounded from below, we know that σ > 0 by Lemma 4.2 (ii). Assume by contradiction that
0< σ < 1. (4.18)
By the deﬁnition of E(u1,u2) and using (4.7)–(4.11) in Lemma 4.2, we can get that
lim
l→∞
inf
(
E(u1nl ,u2nl ) − E(v1l, v2l) − E(w1l,w2l)
)
 0,
which implies that
lim
l→∞
sup
(
E(v1l, v2l) + E(w1l,w2l)
)
−ν. (4.19)
Noticing that for any λ > 0 and (u1,u2) ∈ {H1(RN )}2,
E(u1,u2) = 1
λ2
E(λu1, λu2) + λ
p − 1
p + 2 P(u1,u2),
we have
E(v1l, v2l)− ν
a2l
+ a
p
l − 1
p + 2 P(v1l, v2l) for al =
1√∑2
j=1
ω j
2 ‖v jl‖22
,
E(w1l,w2l)− ν
b2l
+ b
p
l − 1
p + 2 P(w1l,w2l) for bl =
1√∑2
j=1
ω j
2 ‖w jl‖22
,
because al(v1l, v2l) ∈ Γ and bl(w1l,w2l) ∈ Γ . Consequently, we achieve that
E(v1l, v2l) + E(w1l,w2l)−ν
(
a−2l + b−2l
)+ apl − 1
p + 2 P(v1l, v2l) +
bpl − 1
p + 2 P(w1l,w2l).
By the results of Lemma 4.2, one can see that a−2l → σ and b−2l → 1− σ . Meanwhile, (4.18) implies that
θ := min{σ− p2 , (1− σ)− p2 }> 1.
Using (4.11) and (4.16), we obtain that
lim
l→∞
inf
(
E(v1l, v2l) + E(w1l,w2l)
)
−ν + θ − 1
p + 2 liml→∞ infP(u1nl ,u2nl )
−ν + (θ − 1)ν
2
> −ν,
which contradicts (4.19). Hence σ = 1. Now we achieve that σ = a = 1. By the results of Lemma 4.3, there exist a sequence
{(y1l , y2l )}l0 ⊂ RN ×RN and some (u1,u2) ∈ {H1(RN )}2 satisfying (u1nl (· − y1l ),u2nl (· − y2l )) → (u1,u2) in {L2(RN )}2 with
(u1,u2) ∈ Γ . The weak lower semi-continuity of the H1 norm means that
E(u1,u2) lim
l→∞
E(u1nl ,u2nl ) = −ν.
By the deﬁnition of ν , we know that E(u1,u2) = −ν , which implies that E(u1nl ,u2nl ) → E(u1,u2). This together with (4.11)
implies that
∑2
j=1 ‖∇u jnl‖22 →
∑2
j=1 ‖∇u j‖22 and (u1nl (· − y1l ),u2nl (· − y2l )) → (u1,u2) strongly in {H1(RN )}2. 
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a solution.
Proof of Theorem 2. From the conclusion of Corollary 4.1, we know that the minimizer of (1.20) can be attained at some
(w1,w2) ∈ {H1(RN )}2. Similar to Corollary 8.3.8 of [7], it is easy to verify that (w1,w2) ∈ {H1(RN )}2 is also a ground state
of the following equation⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ω1w1 − w1 =
(
μ|w1|p +
m∑
k=1
αk|w1|pk−2|w2|qk
)
w1 in R
N ,
ω2w2 − w2 =
(
γ |w2|p +
m∑
k=1
βk|w1|pk |w2|qk−2
)
w2 in R
N .
(4.20)
Consequently, (u1(x, t),u2(x, t)) = (eiω1t w1(x), eiω2t w2(x)) is a standing wave solution of (1.1).
Assume by contradiction that there exist a sequence {(ϕ1n,ϕ2n)}∞n=1 ⊂ {H1(RN )}2, a sequence {tn}∞n=1 ⊂ R, and some
ε0 > 0 such that
2∑
j=1
‖ϕ jn − w j‖H1 → 0, n → ∞, (4.21)
but the solution (s1(x, t), s2(x, t)) with initial value (ϕ1n,ϕ2n) satisﬁes
2∑
j=1
inf
θ j∈R
inf
y j∈RN
∥∥s jn(·, tn) − eiθ j w j(· − y j)∥∥H1  ε. (4.22)
Denote
z jn(x) = s jn(x, tn) ( j = 1,2).
In order to prove (4.22), we only to prove that
inf
(w1,w2) is a minimizer of (1.20)
2∑
j=1
‖z jn − w j‖H1  ε. (4.23)
The conservation of mass and energy implies that
2∑
j=1
ω j
2
‖z jn‖22 →
2∑
j=1
ω j
2
‖w j‖22, E(z1n, z2n) → E(w1,w2), n → ∞. (4.24)
(4.24) implies that {(z1n, z2n)}∞n=1 is also a minimizing sequence for variational problem (1.20). By the results of Proposi-
tion 4.1, there exist a sequence {(y1n, y2n)}n∈N ⊂ RN ×RN and a minimizer (w∗1,w∗2) of (1.20) such that
2∑
j=1
∥∥z jn − w∗j (· − y jn)∥∥H1 → 0, n → ∞. (4.25)
Since (w∗1(· − y1n),w∗2(· − y2n)) is also a minimizer of (1.20), it is easy to see that (4.25) contradicts (4.23). 
Now we will give the proofs of Theorems 3 and 4.
Proof of Theorem 3. Recall that the minimization of (1.25) is attained by (w∗1,w∗2) ∈ {H1(RN )}2 and (w∗1,w∗2) satisﬁes⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ω1w
∗
1 − w∗1 =
(
μ
∣∣w∗1∣∣p +
m∑
k=1
αk
∣∣w∗1∣∣pk−2∣∣w∗2∣∣qk
)
w∗1 in RN ,
ω2w
∗
2 − w∗2 =
(
γ
∣∣w∗2∣∣p +
m∑
k=1
βk
∣∣w∗1∣∣pk ∣∣w∗2∣∣qk−2
)
w∗2 in RN .
(4.26)
Multiplying the j-th equation of (4.26) by w∗ and integrating over RN by part, summing them up, we get thatj
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j=1
(∥∥∇w∗j∥∥22 + ω j∥∥w∗j∥∥22)− P(w∗1,w∗2)= 0. (4.27)
On the other hand, multiplying the j-th equation of (4.26) by x · ∇w∗j and integrating over RN by part, we can obtain the
Pohozaev’s identity through
N − 2
2
2∑
j=1
∥∥w∗j∥∥22 + N2
2∑
j=1
ω j
∥∥w∗j∥∥22 − Np + 2P
(
w∗1,w∗2
)= 0. (4.28)
Using (4.27) and (4.28), one can deduce that Q (w∗1,w∗2) = 0. By the deﬁnition of Q (w∗1,w∗2), we can get that
Q
(
λw∗1, λw∗2
)
< 0 (4.29)
for arbitrary λ > 1. Since
d
dλ
(
2∑
j=1
ω j
2
∥∥λw∗j∥∥22 + E(λw∗1, λw∗2)
)
(4.30)
= λ
2∑
j=1
(∥∥∇w∗j∥∥22 + ω j∥∥w∗j∥∥22)− λp+1P(w∗1,w∗2)< 0, (4.31)
we obtain that⎧⎪⎪⎨
⎪⎪⎩
m∑
j=1
ω j
2
∥∥λw∗j∥∥22 + E(λw∗1, λw∗2)< d2,
Q
(
λw∗1, λw∗2
)
< 0.
(4.32)
By the results of Theorem 7, the solution (u1,u2) of (1.1) with (λw∗1, λw∗2) will blow up in ﬁnite time. Hence Theorem 3
holds for any (u10,u20) = (λw∗1, λw∗2) with 1 < λ < 1+ ε∑2
j=1 ‖w∗j ‖H1
. 
Proof of Theorem 4. By the deﬁnitions of d, dω , dM , one know that d = dω from the condition dM  dω . Consequently,
Sω1,ω2 (w

1,w

2) = 0 and Q (w1,w2) = 0. And
Sω1,ω2
(
λw1, λw

2
)= λ2 2∑
j=1
(∥∥∇wj∥∥22 + ω j∥∥wj∥∥22)− λp+2P(w1,w2)
 λ2
(
2∑
j=1
(∥∥∇wj∥∥22 + ω j∥∥wj∥∥22)− P(w1,w2)
)
,
Q
(
λw1, λw

2
)= 2λ2 2∑
j=1
∥∥∇wj∥∥22 − pNλp+2p + 2 P
(
w1,w

2
)
 2λ2
(
2∑
j=1
∥∥∇wj∥∥22 − pNp + 2P
(
w1,w

2
))
,
d
dλ
Iω1,ω2
(
λw1, λw

2
)= λ−1Sω1,ω2(λw1, λw2)
for λ > 1. That is,
Sω1,ω2
(
λw1, λw

2
)
< 0, Q
(
λw1, λw

2
)
< 0,
Iω1,ω2
(
λw1, λw

2
)
< Iω1,ω2
(
w1,w

2
)= dω = d. (4.33)
(4.33) implies that (λw1, λw

2) ∈ K for any λ > 1. By the results of Theorem 6, the solution (u1,u2) of (1.1) with (λw1, λw2)
will blow up in ﬁnite time. Hence Theorem 4 is true for any (u10,u20) = (λw1, λw2) with 1 < λ < 1+ ε∑2
j=1 ‖w∗j ‖H1
. 
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