Abstract-We present a new framework for fast edge-aware processing of images and videos. The proposed smoothing method is based on an optimization formulation with a non-convex sparse regularization for a better smoothing behavior near strong edges. We develop mathematical tools based on first order approximation of proximal operators to accelerate the proposed method while maintaining high-quality smoothing. The first order approximation is used to estimate a solution of the proximal form in a half-quadratic solver, and also to derive a warm-start solution that can be calculated quickly when the image is loaded by the user. We extend the method to large-scale processing by estimating the smoothing operation with independent 1D convolution operations. This approach linearly scales to the size of the image and can fully take advantage of parallel processing. The method supports full color filtering and turns out to be temporally coherent for fast video processing. We demonstrate the performance of the proposed method on various applications including image smoothing, detail manipulation, HDR tone-mapping, fast edge simplification and video edge-aware processing.
D
URING the past few years, there has been a significant amount of work on edge-aware filtering. Unlike regular Gaussian smoothing, edge-aware filters blur the image while preserving sharp edges. Probably the most popular edge-aware filter is the bilateral filter [1] that performs a weighted averaging of the pixel values in a window based on both space and range distances. The bilateral filter can be seen as a high-dimensional filter working in a 5D space when performed on 2D RGB images [2] . A naive implementation of this filter is computationally demanding as it operates in a high-dimension space. Many researchers tried to boost this filter or at least simulate bilateral-like results by either using linear interpolation [3] , optimized data structures such as the bilateral grid [4] , reformulation and downsampling [5] , [6] , constant time spatial filters decomposition [7] , Gaussian KD-trees [8] , Supports Vector Machines regression [9] , recursive implementation [10] , dimensionality reduction [11] , adaptive manifolds [12] , among others. The bilateral filter is the building block of a wide range of applications such as HDR tone-mapping [3] , non-photorealistic rendering [13] , upsampling [14] and non-blind image deconvolution [15] . Unfortunately, bilateral filtering suffers from several issues. For instance, it tends to produce several halo artifacts in detail manipulation applications as pointed out by Farbman et al. [16] . It also tends to blur some edges and refuses to wash-out some large-scale details as can be seen in Fig. 1 . The main problem of the bilateral filter comes from its smoothing behavior that is controlled by two parameters s s and s r , called respectively the scale and range parameters. As s s increases, the bilateral filter acts like a range filter and as s r increases the bilateral filter becomes a Gaussian filter. Increasing s s tends to preserve sharp edges but fails at smoothing small-scale details. On the other hand, increasing s r tends to smooth small scale details but over-smooths sharp edges. As a result, the bilateral filter may not be suitable for some edge-aware manipulation applications due to its smoothing behavior. New local filtering methods perform filtering in a pyramid to prevent halo artifacts. The local Laplacian filter method [17] , [18] uses a Laplacian pyramid while the mixed-domain method [19] uses a Gaussian pyramid. While these methods produce high-quality smoothing results compared to previous local filtering methods, they require a relatively large processing time.
Gradient-domain methods have emerged as another set of methods for edge-aware manipulation. These methods are based on optimization, contrary to local filtering methods such as the bilateral filter. The first method introduced in this category is the total variation (TV) method [20] . This approach consists in minimizing an energy regularized by a convex gradient function (l 1 -norm). The method was mainly used for denoising and its use for computer graphics applications was limited. The method of Farbman et al. [16] is also based on a convex optimization formulation but instead of the l 1 -norm, the method makes use of a weighted least squares formulation (WLS). The approach has shown to produce improved smoothing results and was successfully used in detail manipulation applications. Xu et al. make use of the l 0 -minimization framework [21] to progressively suppress details. The l 0 quasi-norm is a non-convex and non-differentiable function that highly promotes sparsity. The method produces sharp and piecewise-like smoothing that is suitable for applications such as abstraction and non-photorealistic rendering. These optimization-based methods produce in general a highquality smoothing result and do not introduce halo artifacts in detail manipulation applications. However, they suffer from two issues. The first one is the limited smoothing behavior that is directly related to the choice of the regularizer. For instance, using the l 0 quasi-norm produces only sharp and piecewise-like smoothing, which may be unsuitable for some smoothing applications. The second issue is the computational cost. In order to preserve sharp edges, the regularization term should promote sparsity in the gradient domain. Minimization results in solving large inhomogeneous linear systems in the case of the WLS method or a large iteration number of gradient shrinkage/ reconstruction such as the case of the method in [21] . We provide in Fig. 1 some smoothing results on synthetic data to compare local filtering methods such as the bilateral filter and optimization methods such as WLS and the proposed method. The input image (a) contains noise on multiple-scales. The bilateral filter (c) is not able to smooth large-scale details and introduces strong edge blurring. The domain transform method [11] , which is a fast method based on local filtering, is also not able either to correctly smooth the image. Similar to the bilateral filter, the result (d) contains large-scale noise and blurred edges. The optimization methods WLS and the proposed method produce a much better smoothing result. However, the proposed method does not require solving a large inhomogeneous system and has a flexible smoothing behavior.
In this paper, we present a fast and flexible framework for image smoothing based on non-convex optimization and various approximations to make the method computationally efficient. In the first part of the paper, we show how to efficiently estimate a solution to optimization problems with differentiable non-convex functions. We use a half-quadratic solver with a first order approximation to estimate the solution of the non-convex proximal operator. In the second part of the paper, we show how to accelerate this solver by introducing a warm-start solution and forcing a low number of iterations. We also propose two flexible regularization functions derived from Cauchy and Welsch functions that produce suitable photographic smoothing behavior. In the third part of the paper, we discuss numerical solutions for fast processing. We show how to estimate the proposed filter with few independent convolutions that can fully take advantage of parallel processing. Not only this parallel filtering approach enables fast processing, it also permits the method to be applied to large-scale images. Finally, we present various edge-aware applications produced with our method and compare with state-of-the-art methods.
PROBLEM FORMULATION
Given an input image g, we seek a smooth image u that is close to g under a sparse gradient assumption. The problem is formulated as follows :
where cð:Þ is a function and is a positive regularization term. Producing a smooth image requires forcing the output u to have sparse gradients. Thus, cð:Þ should be a sparsityinducing function. 1 Problem (1) is not easy to solve as the function cð:Þ can be a non-smooth or not even convex. One popular method to tackle optimization problems of this form is by introducing an additional variable v to obtain a half-quadratic form [22] :
where b is a new regularization term. The problem then can be solved by alternate minimization : 
where k is the current iteration number. If cð:Þ is convex, then, following [23] , it can be shown that (3) converges to u as k ! 1. Otherwise, (3) converges to a local minima (please refer to the Appendix for more details). Problem ðp 2 Þ is a least-squares problem and is relatively easy to solve. However, problem ðp 1 Þ is hard to solve due to the [16] ). Local filtering methods such as the bilateral filter and the domain transform are not able to correctly smooth large-scale details and tend to blur sharp edges. In contrast, our method smooths both small and large details while being computationally efficient.
presence of the non-quadratic function cð:Þ. In a nutshell, the function cð:Þ determines the distribution of the gradient of the smooth output image u. In the MAP estimation framework, problem (1) is derived from the Bayes rule P ðujgÞ / P ðgjuÞP ðuÞ. Searching for the smooth image comes to solve the following problem :
For instance, in the case of the Laplacian distribution, we get e Àtjzj , which comes to take cð:Þ as the l 1 -norm on the gradient. The smoothing behavior of the filter is totally determined by the choice of the function cð:Þ. The main issue with this choice is that, in order to correctly smooth strong edges, the distribution of the gradients should be highly kurtotic to promote sparsity in the gradient field, which naturally leads to non-convex functions. We will see through this paper how to perform edge-aware smoothing with non-convex but differentiable functions cð:Þ using a first order proximal estimation.
Non-Convex Proximal Operators
We discuss here our approach to solve problem ðp 1 Þ. Note that this problem takes the form of the proximal operator [24] :
where t is a positive regularization term. This operator is important in splitting algorithms and has many useful interpretations. For a differentiable function h, the solution can be found by direct minimization of the energy, which leads to the following equation:
Therefore, the solution of problem (5) is given by the following inverse function :
Inverse functions are sometimes very hard to evaluate, especially for non-convex functions. For this reason, we use a first order Taylor expansion hðyÞ % hðxÞ þ rhðxÞ T ðy À xÞ, which results in a more tractable estimation:
prox th ðxÞ % x À trhðxÞ:
By replacing x by ru ðkÞ , h by c and t by 1=b in problem ðp 1 Þ, we get the following estimate : 
which simplifies to pixelwise operations:
where w c ðxÞ ¼ cðxÞ 0
x is the weight function of c and p is the pixel location. For more details about the derivations and convergence, please refer to the Appendix.
Photographic Smoothing Behavior
Now that we know how to estimate a solution to the proximal operator, we need to choose an appropriate function cð:Þ. As discussed before, one important parameter in edgeaware processing is defining the smoothing behavior. This is directly related to the derivative distribution prior adopted in the method. Studies have shown that real-world images' gradients distribution has a heavier tail than a Laplacian distribution [25] , which suggests using a non-convex regularization. In order to be able to generate different smoothing results, we propose two flexible models derived from Cauchy and Welsch functions, two models widely used in M-estimation. The weight functions w c i ðxÞ of Cauchy and Welsh functions are given as follows (please refer to the Appendix):
These functions act as thresholding operators as they have an inverted sigmoid-like shape. We introduce a new parameter a that controls the nature of the thresholding:
As a ! 1, the functions act more as hard-thresholding operators and approach the l 0 case. As a result, decreasing a produces more blurry results and increasing g smooths more details. The parameter , on the other hand, controls the balance between the original image and the smoothing. Visual results for various parameters using function w 2 can be found in Fig. 2 . For color images, we define the following gradient function for full color filtering:
where ch is the number of channels. The solution of problem ðp 1 Þ becomes:
Efficient Warm-Start
Solving problem (3) corresponds to an iterative process. Thus, the initial solution u ð0Þ plays an important role in terms of speed of the algorithm. To accelerate the method, we derive a warm-start solution u ð0Þ from (p 2 ). The warmstart solution corresponds to a rough estimation that can be calculated quickly. Using Euler-Lagrange equation, we rewrite the solution of (p 2 ) in the matrix form :
where Lu ð0Þ Àdivðru ð0Þ Þ. We consider the quadratic form
Solving for fðxÞ ¼ 0 is equivalent to solving the system (15). To estimate a rough solution of f, we use a quadratic regularization, which takes the form of the proximal form on the point x ð0Þ :
where x ð0Þ is close to x. Applying the first order approximation of equation (8), we get the linearized form :
Now replacing x ð0Þ with the input image g and applying equation (14) on v ð0Þ , we get the first order estimation :
where is a pointwise multiplication operator and ¼ bt.
As we want a relatively small number of iterations, we rather fix b ¼ 1 in the rest of the paper. This choice has two motivations. First, as the functions w 1 and w 2 have values between 0 and 1, the term ð1 À 1 b w i Þ will also have values between 0 and 1 for b ¼ 1, and thus one can use only the parameters g and a to control smoothing. The second reason is that, with the same b at each iteration, one does not need to update the preconditioner if equation ðp 2 Þ is solved using the preconditioned conjugate gradient method, or update the filters in the separable filters approach that will be introduced in the next section. In a theoretical point of view, b
should slightly increase at each iteration. As we force a low iteration number for faster processing, fixing b has little impact on the truncated solution and offers a more efficient implementation. For the warm-start parameters, is set between 0:01 and 0:25, a is fixed to 2 and g is set to around 400. Fig. 3 shows the importance of the warm-start solution when filtering at low iterations. Only three iterations were used to produce the smoothing result. The input image is the same as in Fig. 1 .
Fast Numerical Solution
Here we discuss fast methods to compute problem ðp 2 Þ. The problem is quadratic and the solution is given by EulerLagrange equation:
One approach to solve equation (19) consists in using the Fourier transform. As the divergence and Laplacian operators can be expressed using convolutions, introducing the Fourier transform permits to split the differential operators from the variable u ðkþ1Þ and the solution is given as follows (for b ¼ 1):
where F is the Fourier transform, div is the discrete divergence operator 2 and lap is the OTF (optical transfer function) of the discrete Laplacian filter. Calculating the filter lap depends only on the size of the image and can be calculated only once when for example the image is loaded by the user, or even pre-stored for multiple image sizes. Another approach to solve equation (19) is using sparse linear solvers. Differential operations can expressed as linear operations using discrete differential operators D x and D y , the solution corresponds to the following linear system: Results produced with the proposed method for various parameter settings (image from the LLF project [17] ). The parameter g controls the main smoothing behavior of the filter, a controls the blur, while controls the balance between the original image and the smoothing.
The discrete Laplacian operator D corresponds to
The matrix A is symmetric, positive-semidefinite and very sparse due to the Laplacian matrix L. The good news about this system is that it corresponds to a homogeneous system [26] . Contrary to inhomogeneous systems as the one that corresponds to the WLS solution [16] , they are much easier to solve. Using the latest Laplacian matrix pre-conditioner by Krishnan et al. [26] , we have noticed that solving equation (20) takes in general only one iteration, and two iterations for very small values. This is very fast processing: for two iterations of the proposed method, around 2 Â 3 ¼ 6 preconditioned conjugate gradient iterations in total are required to perform edge-aware smoothing of a full-color image. Solving equation ðp 1 Þ corresponds to simple pointwise image processing. Note also that, as b is fixed, the method does not need to update the preconditioner. Hence, the Laplacian matrix and the preconditioner for various discrete values and image sizes can be pre-computed and stored for faster processing. Note however that the use of these two approaches can be problematic for large-scale images due to large memory requirement. We propose a simple method to extend the proposed fast edge-processing method to large-scale processing and can fully take advantage of parallel processing. The idea consists in transforming the deconvolution operation in equation (20) first to a convolution operation, then estimating the convolution kernel with separable filters. Equation (20) can be written as the following convolution:
Unfortunately, the filter G has a large support and using a straightforward convolution is costly. However, note that: 1) the size of the filter depends only on , 2) as becomes larger, the filter G tends to Dirac's delta function, a 1 Â 1 filter. This means that for a given > 0 value, G can be estimated with a smaller kernel of size h Â h, given an error tolerance. Fig. 4 shows how the support of the filter becomes smaller when becomes larger. Table 1 shows the MSE (Mean Square Error) between the ground truth filter G estimated in a grid of size 1;201 Â 1;201 and its truncated version, for various values of and various sizes without any rescaling: Table 2 simply shows that one can indeed estimate the filter G with high accuracy using a much smaller truncated filter. As a result, instead of using two Fourier transforms, equation (21) can be calculated using a convolution with a medium-size kernel. In the next paragraph, we show that the cropped version of the filter can be estimated with a small set of separable filters which offers significant speedup compared to a straightforward convolution.
Efficient Estimation via Separable Filters
A convolution with a large kernel is still costly. It turns out that the kernel in our case can be written as the sum of few separable filters making the process much faster. It is well known that a matrix of rank 1 can be written as the product of two vectors. More generally, if a kernel is of rank r, it can be written as the sum of r two successive convolutions with 1D kernels. This operation is highly parallelizable and can make our filter faster for large-scale processing. Mathematically speaking, the filters are given by SVD decomposition
where d i and s i denote respectively the ith column of the matrices D and S, and s i denotes the singular value at position i. It turns out that the filter G is real symmetric and positive-semidefinite. Hence, calculating u ðkþ1Þ becomes :
In order to perform less filtering operations, we take the sum to r t < r instead of the full rank of the matrix. This comes to using a truncated SVD and corresponds to the best r t -rank approximation in the sense of the squared Frobenius norm. We found that, for 0 0:04, r t ¼ 2 or 3 is generally enough to guarantee high-quality visual results as shown in Fig. 5 . 
Analysis
The proposed method consists mainly in two steps. The first step consists in calculating the gradient, the weights, the divergence and the summation. These are pixelwise operations that can be calculated quickly and take advantage of parallel processing. In fact, they can be coded more efficiently by combining for example the gradient and the weights calculations in the same loop. They can also take advantage of SIMD instructions for even more efficient processing. The second step consists in the image reconstruction. Here again, the processing time reported in this paper is for serial filtering. A more efficient implementation would perform filtering in parallel using SIMD instructions for instance. For the separable filtering (SP) approach, the reconstruction cost is r t Â 2 Â h operation per pixel, where r t operations can be performed in parallel. Concerning the warm-start solution, it consists in pixelwise operations. For large images, the weights can be calculated on a downsampled image for faster processing. We use the following setup: Intel Xeon CPU E5-2609 2.24 GHz and Nvidia Tesla C2075 GPU on Matlab 2013a and Linux 64bits, Intel i7-2670QM 2.20 Ghz on Visual Studio 2008 and Windows 7. Processing time for various methods can be found in Table 2 . NaN means that the method encountred out of memory error. As can be seen, the proposed method offers attractive efficiency with a non-optimized Matlab implementation. We expect to get faster processing with an optimized and parallelized C/C++ implementation.
APPLICATIONS
We present in this section various applications produced with the proposed method as well as a comparison with various state-of-the-art methods.
Image Smoothing
Image smoothing is a very popular method to filter out small noise and produce abstracted versions of a natural image. It is the building-block for a wide range of applications such as detail manipulation, HDR tone-mapping, fast edge simplification and video edge-aware processing.
Smoothing Quality Comparison
A natural image smoothing example is given in Fig. 6 as well as a comparison with seven state-of-the-art methods. The bilateral filter result (b) (s s ¼ 40, s r ¼ 0:25) produces a globally blurred result. The most important salient structures such as the face and the hand of the lady were completely washed-out. This result was produced with a brute-force bilateral filter implementation, which offers the best BLF quality possible as some fast BLF implementations do not produce exactly the same quality as the brute-force implementation. The second result (c) was produced with the fast Domain Transform method using the NC filter (s s ¼ 50, s r ¼ 0:47). The global blurring produced by the BLF is much less present, but the method is not able to preserve some important salient structures such as the face and the hand of the lady. The third example (d) is produced with our implementation of TV regularization using a half-quadratic solver. The use of a halfquadratic solver here is important so we can compare it with the L 0 -minimization method and the proposed method. With parameters ¼ 0:1 and k ¼ 2, the method took around 23 iterations, which comes to the cost of using 23 Â 3 FFTs. The result contains a global blurring, and some salient structures were also not preserved. The local extrema method that consists in extracting the extrema envelopes and produce a smooth signal by calculating the mean of these envelopes has shown to be effective in textured areas. The method in this case (e) was not able to correctly smooth the background and also was not able to correctly smooth important salient structures. The forth result is produced by the Guided Filtering method (radius ¼ 5, ¼ 0:15 2 ). The GF method is fast but produces severe global blur in the smoothing result. The fifth example is produced using the weighted least squares method of Farbman et. al ( ¼ 0:25, a ¼ 1:2). The method seems to produce a better result than TV regularization (d) but the most important salient structures were blurred. Note also that the method requires solving a large inhomogenous linear system that becomes harder to solve as increases. The seventh result (h) is produced with the L 0 gradient minimization method ( ¼ 0:015, k ¼ 2). The approach produces a better result than the other six results. The faces are better preserved and the method does not suffer from the global blur produced by most of the other methods. However, the method required 23 Â 3 FFTs. Finally, the proposed method (i) (g ¼ 12, a ¼ 20, ¼ 0:04, function w 1 ) produces a high-quality smoothing result at a low computational cost. Note how the salient structures such as the faces and the hand of the lady on the left are preserved. The method required two iterations. This is more than 12 times faster than L 0 -minimization when using the FFT approach. Using the sparse linear system approach with Krishnan et al. preconditioner [26] , the method required a total of 2 Â 1 Â 3 ¼ 6 preconditioned conjugate gradient iterations, where the three iterations in each iteration can be performed in parallel. Note also that the preconditioner does not to be updated and can be fixed in advance according to the value .
We compare with multi-scale local filtering methods such as Local Laplacian Filters [17] and the mixed-domain method [19] . These methods produce high-quality results but they are relatively computationally demanding. Results are given in Fig. 8 . As can be seen, the proposed smoothing method produces comparable smoothing quality at lower computational cost. Note that the results presented here are produced with the original Local Laplacian Filter implementation that is computationally very demanding. The Fast Local Laplacian Filters method [18] that aims at making the Local Laplacian Filter faster is only an approximation and does not produce comparable smoothing quality.
Fast Smoothing Comparison
Another smoothing example is presented in Fig. 9 . We evaluate the quality and speed of three fast edge-aware filters: the fast implementation of the bilateral filter in [7] , the domain transform method (RF filter) in [11] and the adaptive manifolds method in [12] . We use the following setup: Intel Xeon CPU E5-2609 2.24 GHz, Matlab 2013a on Linux 64 bits and an Intel i7-2670QM 2.20 Ghz on Windows 7. The result (b) was produced with the author's C++ code (Visual Studio). It took around 0.09 secs to produce this result with values ðs s ¼ 0:01; s r ¼ 0:1Þ. The adaptive manifolds method took around 0:4 seconds (Matlab implementation) to produce the result (d) (s s ¼ 10; s r ¼ 0:2). The proposed method produces a high-quality result even using one single iteration (e). The result is further improved with a second iteration. The pears are correctly smoothed and the image does not contain background artifacts. With a Matlab implementation and using the FFT method, the proposed method with one iteration took around 0:045 seconds, and around 0:09 seconds with two iterations with the following parameters: g ¼ 12, a ¼ 25, ¼ 0:03 using the function w 1 . The processing is around five times faster using Matlab's GPU computing toolbox.
Large-Scale Image Smoothing
We present here an example of large-scale processing with the proposed method on a real photo taken with a [21] ). The proposed method produces high-quality smoothing while being flexible and computationally efficient. A close-up is given in Fig. 7 . smartphone (Nokia Lumia 620) in Fig. 10 . Mid-range smartphones can produce high-resolution images but the result is relatively noisy. Using the FFT approach in this case can cause memory issues. We rather use the proposed filter with the separable filters approach to perform noise reduction. We took r t ¼ 2 (two separable filters) and h ¼ 15 for parameters g ¼ 12, a ¼ 8, ¼ 0:7, function w 2 for only one iteration. The total cost of the smoothing here comes to two successive convolutions with a 1 Â 15 filter two times, which is computationally efficient. It took around 0:82 seconds to filter the image on Matlab without parallel processing.
Multi-Scale Detail Enhancement
Edge-aware filtering can be used to decompose one image into several layers according to its degrees of details. One can thereafter manipulate each layer and recombine them to boost details on multiple scales [16] . Let B 0 ; . . . ;B k be different smoothed versions of the input image g. As k becomes larger, B k becomes coarser, with g ¼ B 0 . These layers are called base layers. Detail layers D l are extracted by subtracting the base layer B lþ1 from its richer version B l as D l ¼ B l À B lþ1 . Each detail layer is then multiplied by a parameter and summed to form the output image. Fig. 11b presents an example of multi-scale detail enhancement applied to the flower (a). As can be seen, the result generated with the proposed method is visually similar to the one produced with the WLS filter (c). However, generating the two layers took only a total of 0.048 seconds with our approach. The WLS method [16] took 2.7 seconds with the direct solver and around 1.5 seconds with the PCG method [30] using an incomplete Cholesky factorization preconditioner (the method took more processing time with the preconditioner in [26] due to the preconditioner update processing time. The incomplete Cholesky factorization preconditioner produces in this case a high-quality result while being fast to generate). Fig. 12 shows examples of detail enhancement compared with the Local Laplacian Filters [17] and the mixed-domain [19] methods. As can be seen, the proposed method offers high-quality results with reduced processing time.
HDR Tone Mapping
Edge-aware filtering can be used for tone-mapping high dynamic range images by performing a multi-scale decomposition of the log-luminance channel similar to the one discussed in the previous paragraph. We present in Fig. 14 an example of HDR tone mapping with our approach using one detail layer. Our result (d) is artifact-free and visually similar to (c). The proposed solution took only 0.025 seconds on Matlab to extract the base layer. Another example of HDR tone mapping is presented in Fig. 13 with a three layers decomposition. The method produces a suitable photographic look with reduced processing time. [27] . (e) Domain transform [11] . (f) Edge-avoiding wavelets from [29] . Fig. 12 . Detail enhancement examples (images from the LLF project [17] ). The proposed method produces a high-quality detail manipulation with reduced processing time.
Edge Simplification
Edge extraction is an important application in computer vision and graphics. The goal is to extract the perceptually most important structures from a natural image. Natural signals are very complex with unpredictable perturbations everywhere that makes accurate edge extraction extremely difficult. Instead of designing a highly sophisticated and adapted edge detector, which is very hard to realize, edgeaware filters can be used to reduce unecessary details and better extract edges using regular edge detectors. We propose to use the filter presented herein for edge extraction and compare it with various state-of-the art filters. To evaluate the performance of each method, we used the same edge detector [31] for all the filters. Smoothing is applied only on the luminance channel. Results are presented in Fig. 15 . Note how the proposed filter (h) is able to get rid of the unecessary details and correctly captures important structures. Methods such as bilateral filter (b) and extrema method (e) are much less adapted to this task.
Fast Video Processing
One important point about an edge-aware filter is its ability to be extended for video processing. Temporal coherence must be hold in order to prevent flickering effects. It turns out that the proposed method is temporally coherent even when performing frame-per-frame filtering. Theoretically, temporal coherence can be easily added in our method by simply adding the temporal gradients and adjusting it to the temporal gradients of the original video. The method in this case would require a 3D FFT. We found that simple frame-per-frame filtering works already quite well and does not introduce any flickering effect. We can thus take advantage of the separable filters approach for fast large-scale video smoothing. GPU processing can be used instead of the CPU for real-time processing. An example is given in Fig. 16 for a video frame. The smoothing was performed in Matlab using a Tesla C2075 GPU device in real-time. 
CONCLUSION
We present a fast solution for high-quality edge-aware processing. The proposed approach is based on non-convex optimization and makes use of various mathematical tools to perform efficient processing. First, we show how to estimate non-convex differentiable proximal operators using a first order approximation. Second, we use a first order proximal estimation to derive a warm-start solution that permits to generate high-quality smoothing at low iterations. The third contribution of the paper consists in proposing numerical estimations for even faster processing. We show that the proposed filter can be reduced to few convolutions with separable filters such that the size of the filters is independent of the size of the image. The separable filters approach permits fast large-scale image processing at low memory cost. We demonstrate the effectiveness of the proposed method on various applications such as image smoothing, detail manipulation, HDR tone-mapping and edge simplification and compare with various state-of-the-art methods.
APPENDIX Study of Convergence
We study here the convergence properties of the solver when a first-order approximation is introduced on the sparse prior. Suppose the following general minimization problem: minimize fðxÞ þ gðxÞ; (25) where f represents the data fitting term and g is the sparse gradient prior. We want to verify the optimality condition:
To do so, we first start by introducing the intermediate variable v for half-quadratic splitting. For fixed x and v, we have:
which results in the following intermediate solutions
By introducing the first order approximation on g (eq 8), we get:
Now by adding the two equations together, it is easy to see that the optimality condition (eq (26)) is verified. This means that convergence is guaranteed if the proximal operator associated to the sparse prior is linearized. Now the difference is that, in the convex case (l 1 -norm), the linearization corresponds to the exact solution of the proximal operator. That is, we have:
As a result, the minimum reached is a global optimum of the main problem (25) . However, in the non-convex case, the linearized proximal operator does not correspond exactly to that solution. As a result, the minimum reached by the solver is local.
First Order Derivation
The first order solution of the proximal operator is derived as follows: instead of minimizing the exact proximal operator that is defined as:
we rather minimize the linearized version that is tractable. It consists in replacing hðyÞ by its first-order approximation hðyÞ % hðxÞ þ rhðxÞ T ðy À xÞ in the energy formulation:
This problem is equivalent to: 
Now applying Euler-Lagrange equation we get:
rE ¼ rhðxÞ þ 1 2t ð2y À 2xÞ ¼ 0:
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