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Abstract
It is proved to be decidable, for any given -nite subset F of X ∗ and mapping ’:F→X ∗,
whether or not ’ can be extended to an (injective) monoid homomorphism 1’:F∗→X ∗. As
a corollary, an alternative algorithm for the isomorphism problem for the free monoid is also
provided: for any given -nite subsets F; G of X ∗, it is decidable whether or not F∗G∗. c© 2002
Elsevier Science B.V. All rights reserved.
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1. Introduction
The isomorphism problem is, along with the word problem and the conjugacy prob-
lem, one of the three classical decidability problems in combinatorial group theory [7].
The word problem receives most attention in combinatorial semigroup theory but the
other problems are interesting enough in their own right.
The main result in this paper solves what we call the homomorphism problem for the
free monoid: is it decidable, given a mapping ’ :F→X ∗ with F ⊆X ∗ -nite, whether
or not can be extended to a homomorphism 1’ :F∗→X ∗? It should be clear that the
existence of 1’ depends of whether every relation satis-ed by the elements of F is also
satis-ed by the corresponding images under ’. Note also that if 1’ exists then it is
unique.
We start by presenting a few useful technical lemmas involving the notion of a dual
alphabet (the letters are ordered pairs) borrowed from the theory of automatic groups
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[3]. Then we proceed by encoding the set of relations satis-ed by the elements of
F through an adequate rational language. This is reminiscent of other constructions
used previously by Markov [8], Spehner [10], Sakarovitch [9] and Almeida [1]. This
encoding makes use of the cited dual alphabet. We make use of generalized sequential
machines (gsm), also known as rational transducers, and the technical lemmas presented
in the preceding section complete the solution for the homomorphism problem.
Solution for the isomorphism problem comes as a corollary of the above result, due
to the well-known fact that submonoids of a free monoid have a (unique) minimum
generating set. This provides an alternative algorithm to the one obtained recently by
ChoJrut et al. [4], where compactness of certain systems of equations was used.
As a -nal remark, we note that both decidability problems are much simpler in
the free group case, due to the famous Nielsen’s Theorem [7] which states that every
subgroup of a free group is free. Moreover, in the case of a -nitely generated subgroup,
a set of free generators can be eJectively determined. This immediately solves the
isomorphism problem and can be used to provide solution for the homomorphism
problem as well.
2. Preliminaries
In this section we -x some notation and we present some useful basic results. We
assume the reader to have some familiarity with elementary automata theory. We may
give [2] or [6] as references.
As usual, the free monoid (respectively semigroup) on a set X is denoted by X ∗
(respectively X+). Given a language L⊆X ∗, we denote by Pref (L) the set of all
pre-xes of words in L. The submonoid (respectively subsemigroup) of X ∗ generated
by L is denoted by L∗ (respectively L+). A submonoid M of X ∗ is said to be 3nitely
generated if M =F∗ for some -nite subset F of X ∗. In general, we omit brackets
when dealing with singleton sets.
An automaton is described as a 5-tuple A=(X;Q; i; T; E), where X is a -nite alpha-
bet, Q the set of states, i the initial state, T the set of terminal states and E⊆Q×X×Q
the set of edges (or transitions). The language recognized by A is denoted by L(A).
A language is said to be rational if it can be obtained from the -nite languages by ap-
plying -nitely many times the operators union, product and star (generated submonoid).
Alternatively, a language is rational if it is recognized by some automaton. The next
result (see [6]) collects some well-known properties of rational languages, including
the constructibility aspects.
Lemma 2.1. (i) If L; K ⊆X ∗ are rational languages, so are L∩K; LK; L∗ and L+.
Moreover, these languages are e6ectively constructible from L and K .
(ii) Let ’ :X ∗→Y ∗ be a homomorphism and let L⊆X ∗; K ⊆Y ∗ be rational. Then
L’ and K’−1 are e6ectively constructible rational languages.
(iii) If L; K ⊆X ∗ are rational, it is decidable whether or not L⊆K .
A gsm is a 6-tuple of the form
S =(X; Y; Q; i; T; E);
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where X; Y; Q are -nite sets, i∈Q; T ⊆Q and E is a -nite subset of Q×X × Y ∗×Q.
Generalized sequential machines are also known as rational transducers. We can view
S as an automaton where the (-nitely many) edges take values in X × Y ∗. We shall
often represent an edge (p; x; g; q) by
p
x|g→ q:
Let u∈X ∗, say u= x1 : : : xn, with x1; : : : ; xn ∈X . We denote by S(u) the set of all words
g1 : : : gn such that
i= q0
x1|g1−→ q1 x2|g2−→· · · xn|gn−→ qn∈T





Lemma 2.2 (Hopcroft and Ullman [6, Theorem 9.10]). Let S =(X; Y; Q; i; T; E) be a
gsm and let L⊆X ∗ be rational. Then S(L) is an e6ectively constructive rational
language.
Given a gsm S =(X; Y; Q; i; T; E), we write
Sq =(X; Y; Q; q; T; E)
for every q∈Q. We say that S is deterministic if
(p; x; g; q); (p; x; g′; q′)∈E ⇒ (g= g′ ∧ q= q′)
for all p; q; q′∈Q; x∈X ; g; g′∈Y ∗. It is immediate that if S is deterministic then S(u)
has at most one element for every u∈X ∗.
3. Counting dollars
We introduce in this section some notation developed in the context of automatic
groups and monoids (see [3]). Let X be a -nite alphabet and assume that $ is a symbol
not belonging to X . We de-ne a new alphabet
X (2; $)= ((X ∪ $)× (X ∪ $))− ($; $):
Let  :X ∗ × X ∗→X (2; $)∗ be the mapping described as follows. For all u= x1 : : : xn,
v= x′1 : : : x
′
m with xi; x
′








n+1) : : : ($; x
′
m) if n¡m;
(x1; x′1) : : : (xn; x
′
n) if n=m;
(x1; x′1) : : : (xm; x
′
m)(xm+1; $) : : : (xn; $) if n¿m:
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The diagonal homomorphism  :X ∗→ (2; $)∗ is de-ned by
u=(u; u):





and ′i :X (2; $)
∗→ (X ∪ $)∗ for i=1; 2 by
(x1; x2)′i = xi; (x1; x2)∈X (2; $):
For every w∈X (2; $)∗, let
w!= |w′1| − |w′2|;




Note that ! is a homomorphism from X (2; $)∗ onto the additive group of integers.
Indeed, given w; w′∈X (2; $)∗, we have
(ww′)!= |(ww′)′1| − |(ww′)′2|
= |w′1|+ |w′′1| − |w′2| − |w′′2|=w! + w′!:
When computing w", we read w from left to right and we compare the number of
occurrences of $ in the -rst components and in the second components. The maximum
value reached by the diJerence is precisely w". Given L⊆X (2; $)∗, we write
L"= sup{w"; w∈L}:
Intuitively, the purpose of # is to eliminate all occurrences of $ in the middle of w
by moving the letters of X as far to the left as possible. Note that # is very far from
being a homomorphism.
We recall that a loop in an automaton A=(X;Q; i; T; E) is a closed path
q0
x1→ q1 x2→· · · xn−1→ qn−1 xn→ qn = q0 (xj∈X );
where the vertices q1; : : : ; qn are all distinct.
Lemma 3.1. Let L⊆X (2; $)∗ be rational. Then the following conditions are equiva-
lent:
(i) L"¡+∞;
(ii) u!=0 whenever u labels a loop in minL.
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Proof. Let minL =A=(Q; i; T; E).
(i)⇒ (ii). Suppose that u!= k =0 for some loop q u→ q in A. Let
i v→ q w→ t∈T
be a successful path in A. Then vu∗w⊆L and
(vnnw)!= v! + nk + w!
for every n¿0, hence |(vunw)!| is not bounded and L"=+∞ as required.
(ii)⇒ (i). Assume that (ii) holds. We show that condition (ii) holds for arbitrary
closed paths using induction on their length. The claim obviously holding for trivial
paths, let q u→ q be a nontrivial closed path and assume that the claim holds for shorter
closed paths. Since condition (ii) yields the required equality u!=0 if our path is a
loop, we may assume that this is not the case and obtain a factorization of the form
q u1→ q′ u2→ q′ u3→ q
with u= u1u2u3 and u1u3; u2 =1. Since |u1u3|; |u2|¡|u|, the induction hypothesis yields
(u1u3)!= u2!=0. Hence
u!=(u1u2u3)!=(u1u3)! + u2!=0
and so u!=0 whenever u labels a closed path in A.
We complete the proof by showing that L"¡|Q|. Indeed, suppose that L"¿|Q|.
Then we have |u!|¿|Q| for some u∈Pref (L). Hence there is a path in A of the form
i= q0
a1→ q1 a2→· · · an→ qn
with u= a1 : : : an (aj∈X (2; $)). Since ! is a homomorphism and |a!|61 for every
a∈X (2; $), it follows that
|(a1 : : : aj)! − (a1 : : : aj−1)!|61
for every j∈{1; : : : ; n}. Thus, for every k∈{0; 1; : : : ; |u!|}, there exists some jk ∈{0; : : : ;
n} such that |(a1 : : : ajk)!|= k. Since |u!|¿|Q|, there exist some k; l∈{0; 1; : : : ; |u!|}
such that qjk = qjl and jk¡jl. We conclude that
qjk
ajk+1−→ qjk+1
ajk+2−→· · · ajl−→ qjl
is a closed path with
(ajk+1ajk+2 : : : ajl)!=(a1 : : : ajl)! − (a1 : : : ajk )!=± l± k =0;
a contradiction.
Therefore L"¡|Q| and (i) holds.
Lemma 3.2. Let L⊆X (2; $)∗ be rational. If L"=+∞, then L#*X ∗.
Proof. Let minL =A=(Q; i; T; E). Since L"=+∞, we have |u!|¿|Q| for some u∈
Pref (L). Hence there is a path in A of the form i u→ q. Since A is trim, there exists
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also a path of the form q v→ t∈T with |v|¡|Q|. Thus uv∈L. Since (uv)!= u! + v!,






We conclude this section by presenting another useful technical lemma proved in-
dependently in [5,11].
Lemma 3.3 (Frougny and Sakarovitch [5]; Veloso da Costa [11]). Let L⊆X (2; $)∗ be
rational and suppose that L"¡+∞. Then L# is an e6ectively constructible rational
language.
4. The homomorphism problem
Throughout this section, we -x an alphabet X , a -nite nonempty subset F of X ∗ and
a mapping ’ :F→X ∗. We shall describe an algorithm to decide whether or not ’ can
be extended to a monoid homomorphism 1’ :F∗→X ∗. Since F is -nite, only -nitely
many letters occur in the words of F and so we may assume that X is -nite. Moreover,
we may certainly assume that 1 =∈F : if 1∈F , then either 1’ =1 and no homomorphism
extension is possible, or 1’=1 and we can ignore 1 and restrict ourselves to F − 1.
We consider two new symbols ( and ) and we de-ne
X0 =X ∪{(; )}; 1X =X∪{((; )); (); (); ((; ()}:
For i=1; 2; let i : 1X ∗→X ∗0 denote the homomorphism de-ned by
(x1; x2)i = xi; (x1; x2)∈ 1X :
We de-ne also the homomorphism * :X ∗0 → (X ∪ ()∗ by
x*=
{
x if x∈X ∪ (;
1 if x= ):
Finally, let
A=(F()+*−1 ∩X ∗0 (
and de-ne a gsm S =(X0; X; P; 1; 1; E) by P=Pref (F) and
E = {(p; x; 1; px); x∈X; p; px∈P}∪ {(u; (; u’; 1); u∈F}
∪{(p; ); 1; p);p∈P}:
It is immediate that S is a deterministic gsm.
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Lemma 4.1. (i) For every v∈X ∗0 ; S(v*)= S(v).
(ii) For all u1; : : : un∈F
S(u1(u2( : : : un()= (u1’)(u2’) : : : (un’):
(iii) For every a∈X ∗0 (; S(a) = ∅ if and only if a∈A.
Proof. (i) This follows from the existence of a loop labelled by )|1 at every vertex.
(ii) Since S is deterministic and the unique terminal vertex is the initial vertex
itself, it suOces to show that S(u()= u’ for every u∈F . Write u= x1 : : : xm with
x1; : : : ; xm∈X . We have a path in S of the form
1
x1|1−→ x1 x2|1−→ x1x2 x3|1−→· · · xm|1−→ x1 : : : xm = u (|u’−→ 1;
hence S(u()= u’ as required.
(iii) Let a∈X ∗0 (. Assume that S(a) = ∅. By (i), we have S(a*) = ∅. We may write
a*= u1(u2( : : : un( with u1; : : : ; un∈X ∗. Since all the edges with input label ( are di-
rected towards state 1, we conclude that S(uj() = ∅ for j=1; : : : ; n. Thus we must have
a path in S of the form
1
x1|1−→ x1 x2|1−→ x1x2 x3|1−→· · · xm|1−→ x1 : : : xm = uj (|uj’−→ 1
for every j, and this implies that uj∈F for every j by de-nition of E. Thus a*∈(F()+
and so a∈A.
Conversely, let a∈A. By (i), we have S(a*)= S(a). Since a*∈(F()+, we may apply
(ii) and conclude that S(a*) = ∅. Thus S(a) = ∅.
Now we de-ne the 1X -language
R=(A−11 )∩ (A−12 ):
By Lemma 2.1, R is an eJectively constructible rational language. Moreover, R⊆
1X ∗((; (). The rational language R encodes all the relations satis-ed by the elements of
F in F∗. Other devices were used for the same purpose in [1,8,9,10].
Next we de-ne the gsm
S ′=( 1X ; X (2; $); P × P; (1; 1); P × P; E′)
by
E′= {((p; q); (x; y); (g; h); (p′; q′)); (p; x; g; p′); (q; y; h; q′)∈E; (x; y)∈ 1X }:
Lemma 4.2. (i) Let w∈ 1X ∗((; (). Then there is a path of the form
(1; 1)
w|z→ (1; 1) (1)
in S ′ if and only if w∈R.
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(ii) For every w∈R; S ′(w) = ∅ and
(S ′(w))′i = S(wi)
for i=1; 2.
Proof. Let w=(x1; y1) : : : (xn; yn)∈ 1X+, with (xj; yj)∈ 1X for j=1; : : : ; n and
(xn; yn)= ((; (). Suppose that w∈R. Since w1∈A⊆X ∗0 (, we have S(w1) =∅ by
Lemma 4.1(iii). Thus we have a path
1=p0
x1|g1−→p1 x2|g2−→· · · xn|gn−→pn =1
in S with g1 : : : gn = S(w1).
Similarly, we have a path
1= q0
y1|h1−→ q1 y2|h2−→· · · yn|hn−→ qn =1
in S with h1 : : : hn = S(w2). It follows that
((pj−1; qj−1); (xj; yj); (gj; hj); (pj; qj))∈E′
for j=1; : : : ; n. Writing z=(g1; h1) : : : (gn; hn), we can say that we have a path in
S ′ of the form (1). In particular, z= S ′(w), showing that S ′(w) = ∅. Furthermore, we
have
(S ′(w))′1= g1 : : : gn = S(w1)
and the equality (S ′(w))′2= S(w2) follows similarly.
It remains to prove the direct implication of (i). Suppose that there is a path of the
form (1) in S ′. It follows from the de-nition of S ′ that there exist paths
1
w1|z′→ 1; 1 w2|z
′′
→ 1
in S for some z′; z′′∈X ∗. By Lemma 4.1(iii), we obtain w1; w2∈A, hence w∈R as
required.
The next result shows how the tools we have introduced can be used to reach our
goal.
Lemma 4.3. The following conditions are equivalent:
(i) ’ can be extended to a homomorphism 1’ :F∗→X ∗;
(ii) (S ′(R))#⊆X ∗.
Proof. (i) ⇒ (ii). Assume that (i) holds and let w∈R. Lemma 4.2 yields
(S ′(w))#=((S ′(w))′1; (S
′(w))′2)=(S(w1); S(w2)):
We must show that S(w1)= S(w2).
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Since w∈R, we may write
w1*= u1( : : : un(; w2*= u′1( : : : u
′
m(
with ui; u′j∈F and u1 : : : un = u′1 : : : u′m. Since 1’ is a well-de-ned homomorphism, we
have




1’) : : : (u
′
m’)
and Lemma 4.1 yields




(ii)⇒ (i). Assume that (ii) holds. To prove the lemma, we have to show that
u1 : : : un = u′1 : : : u
′
m ⇒ (u1’) : : : (un’)= (u′1’) : : : (u′m’) (2)
holds for all ui; u′j∈F . Write v= u1 : : : un = u′1 : : : u′m and let
B= {u1; u1u2; : : : ; u1 : : : un};
B′= {u′1; u′1u′2; : : : ; u′1 : : : u′m}:
Let 21; : : : ; 2r denote the positive integers {|z|: z∈B∪B′} written in increasing order.




((; )) if v1 : : : vk ∈B− B′;
(); () if v1 : : : vk ∈B′ − B;
((; () if v1 : : : vk ∈B∩B′:
It follows from the de-nition of the sequence 21; : : : ; 2r that the ck are well de-ned.
Let
w=(v1)c1(v2)c2 : : : (vr)cr:
Clearly, w∈ 1X ∗, and it is straightforward to see that
w1*= u1( : : : un(; w2*= u′1( : : : u
′
m(: (3)
Since cr =((; (), we obtain w1; w2∈A and so w∈R. Since (ii) holds, we have
(S ′(w))#∈X ∗. On the other hand, Lemma 4.2 yields
(S(w1); S(w2)) = ((S ′(w))′1; (S
′(w))′2)=(S
′(w))#;
hence S(w1)= S(w2). By Lemma 4.1(i), we obtain S(w1*)= S(w2*) and so
S(u1( : : : un()= S(u′1( : : : u
′
m()
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by (3). Applying Lemma 4.1(ii), it follows that
(u1’) : : : (un’)= (u′1’) : : : (u
′
m’)
and so (2) holds as required.
Making use of the lemmas in the preceding section, we are now able to prove our
main result.
Theorem 4.4. It is decidable, given a mapping ’ :F→X ∗ with F ⊆X ∗ 3nite, whether
or not ’ can be extended to a homomorphism 1’ :F∗→X ∗.
Proof. By Lemma 4.3, we only need to show that we can decide whether (S ′(R))#⊆
X ∗. Note that, by Lemma 2.2, (S ′(R))# is an eJectively constructible rational lan-
guage. By Lemma 3.2, (S ′(R))"¡+∞ is a necessary condition to have (S ′(R))#⊆X ∗.
Since we can eJectively determine the -nitely many loops in an automaton, Lemma 3.1
implies that we can decide whether or not (S ′(R))"¡+∞. This being the case, it fol-
lows from Lemma 3.3 that (S ′(R))# is an eJectively constructible rational language
and we can decide whether or not (S ′(R))#⊆X ∗ by Lemma 2.1.
Corollary 4.5. It is decidable, given a mapping ’ :F→X+ with F⊆X+ 3nite, whether
or not ’ can be extended to a homomorphism 1’ :F+→X+.
Proof. Since ’ can be extended to a homomorphism 1’ :F+→X+ if and only if it can
be extended to a homomorphism 5 :F∗→X ∗, the result follows from Theorem 4.4.
5. The isomorphism problem
We prove in this section the decidability of the isomorphism problem for the free
monoid by applying Theorem 4.4. This provides an alternative algorithm to the one
produced by ChoJrut et al. [4]. We start by generalizing Theorem 4.4 to the case of
injective homomorphisms.
Lemma 5.1. Let F;G⊆X ∗ and let ’ :F→G be a surjective mapping that admits
an extension to a homomorphism 1’ :F∗→G∗. Then the following conditions are
equivalent:
(i) 1’ is an isomorphism;
(ii) 1’ is injective;
(iii) ’−1 :G→F can be extended to a homomorphism  :G∗→F∗.
Proof. (i)⇒ (ii). Trivial.
(ii)⇒ (iii). Assume that 1’ is injective. Let v1; : : : ; vn; v′1; : : : ; v′m∈G be such that
v1 : : : vn = v′1 : : : v
′
m. We must show that
(v1’−1) : : : (vn’−1)= (v′1’
−1) : : : (v′m’
−1): (4)
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Clearly,
((v1’−1) : : : (vn’−1)) 1’= (v1’−1 1’) : : : (vn’−1 1’)= v1 : : : vn





−1 1’) : : : (v′m’
−1 1’)
= ((v′1’
−1) : : : (v′m’
−1)) 1’:
Since 1’ is injective, we get (4) and so (iii) holds.
(iii)⇒ (i). Assume that (iii) holds. For every u∈F , we have
u 1’ = u’ = u’’−1 = u:
Since F generates F∗, we conclude that 1’ =1. Similarly,  1’=1 and thus 1’ is an
isomorphism.
Theorem 5.2. It is decidable, given a mapping ’ :F→G with F;G⊆X ∗ 3nite, whether
or not ’ can be extended to an injective homomorphism 1’ :F∗→G∗.
Proof. By Theorem 4.4, we can decide whether ’ can be extended to a homomor-
phism 1’ :F∗→G∗. We may assume this is so and we may also assume that ’ is onto.
By Lemma 5.1, we only need to decide if ’−1 :G→F can be extended to a homo-
morphism  :G∗→F∗. If ’ is not injective, the answer is trivially negative due to the
fact that ’−1 is not even a function. If ’ is injective, then we may apply Theorem 4.4
to ’−1 and obtain the required decidability.
It goes without saying that the two previous results have analogous versions for free
semigroups.
We can now provide an alternative algorithm for the isomorphism problem for free
monoids=semigroups.
Theorem 5.3 (ChoJrut et al. [4]). The isomorphism problem for the free monoid is
decidable.
Proof. Let X be an alphabet and let A; B be -nite subsets of X ∗. We show that it is
decidable whether or not A∗B∗. Without loss of generality, we may assume that X
is -nite.
It is a well-known fact that every submonoid M of a free monoid contains a unique
minimum generating set (contained in any other generating set of M), namely (M −
1)− (M − 1)2 [2, Proposition 1.2.1]. Let F and G be the minimum generating sets of
A∗ and B∗, respectively. It should be clear that F ⊆A and G⊆B, hence F and G are
-nite.
Suppose that 5 :F∗→G∗ is an isomorphism. It is a simple exercise to check that
the restriction of 5 to F is a bijection from F onto G. Therefore, to decide whether
such an isomorphism exists, we only have to consider all the -nitely many bijections
from F onto G and check if any of them induces an isomorphism between F∗=A∗
and G∗=B∗. By Lemma 5.1 and Theorem 5.2, this is decidable.
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Corollary 5.4 (ChoJrut et al. [4]). The isomorphism problem for the free semigroup
is decidable.
Proof. Let A; B⊆X+ be -nite. Clearly, A+B+ in X+ if and only if A∗B∗ in X ∗,
hence decidability follows from Theorem 5.3.
Since semigroups isomorphic to -nitely generated subsemigroups of a free semigroup
are also referred in the literature as F-semigroups, the preceding result can be expressed
as stating that it is decidable whether or not two F-semigroups are isomorphic.
References
[1] J. Almeida, Some algorithms on the star operation applied to -nite languages, Semigroup Forum 28
(1984) 187–197.
[2] J. Berstel, D. Perrin, Theory of Codes, Academic Press, New York, 1985.
[3] J.W. Cannon, D.B.A. Epstein, D.F. Holt, S.V.F. Levy, M.S. Paterson, W.P. Thurston, Word Processing
in Groups, Jones and Bartlett, Boston, MA, 1992.
[4] C. ChoJrut, T. Harju, J. KarhumRaki, A note on decidability questions of word semigroups, Theoret.
Comput. Sci. 183 (1997) 83–92.
[5] C. Frougny, J. Sakarovitch, Synchronized rational relations of -nite and in-nite words, Theoret. Comput.
Sci. 108 (1993) 45–82.
[6] J.E. Hopcroft, J.D. Ullman, Formal Languages and Their Relation to Automata, Addison-Wesley,
Reading, MA, 1969.
[7] W. Magnus, A. Karrass, D. Solitar, Combinatorial Group Theory: Presentations of Groups in Terms of
Generators and Relations, Wiley, New York, 1966.
[8] A.A. Markov, On -nitely generated subsemigroups of a free semigroup, Semigroup Forum 3 (1971)
251–258.
[9] J. Sakarovitch, Easy multiplications I. The realm of Kleene’s theorem, Inform. Comput. 74 (1987)
173–197.
[10] J.C. Spehner, Quelques constructions et algorithmes relatifs aux sous-monoRTdes d’un monoRTde libre,
Semigroup Forum 9 (1975) 334–353.
[11] A. Veloso da Costa, On graph products of automatic monoids, Theor. Inform. Appl., to appear.
