We have used different metallic magnetic calorimeter (MMC) gamma detectors to measure the low-energy emissions of 233 U with an accuracy of a few eV.
Introduction
Accurate decay data are the foundation of non-destructive assays (NDA) and other quantitative gamma-ray measurements of nuclear materials [1] . Many of the data currently in use have been measured decades ago with equipment that was state-of-the-art at the time but have not been revisited since. Some measurements in nuclear safeguards and forensics show discrepancies that have been attributed to inaccurate data in the literature, especially in applications that require high accuracy, although the exact origin of the inconsistencies is not always obvious. In other cases, important data have been measured with high accuracy only once [2] and should be confirmed through independent measurements.
Metallic magnetic calorimeters (MMCs) are cryogenic gamma-ray detectors with an energy resolution [ 10 9 better than the high-purity germanium (HPGe) detectors that most nuclear decay data have been measured with [3] . Earlier measurements have shown that the MMC response is very reproducible for different cooldowns and can be calibrated with a simple second-order polynomial [4] . This makes MMCs potentially well-suited to improve measurements of gamma-ray energies and branching ratios and resolve discrepancies in the literature, especially at low energies where HPGe detectors can suffer from line overlap or a high Compton background. In fact, the earlier measurements did show that some of the measured gammaray energies differ from the accepted literature values [4, 5] . This raises the question whether the observed differences are in fact due to errors in the nuclear databases, or whether they are caused by subtle instrument errors, either in the MMCs gamma detectors or in the amplifier chain.
We have now taken high-resolution gamma spectra of 233 U with two different sets of MMC detectors fabricated at different institutions. The detectors were tested in the same cryostat in different cooldowns, and the signals were read out with two different preamplifiers. This paper discusses the consistency of the results and the consequences for accurate measurements of nuclear decay data.
Metallic magnetic calorimeters
Cryogenic calorimeters consist of an absorber optimized for the radiation of interest, a sensitive thermometer, and a weak thermal link to the heat bath. Absorption of radiation heats the absorber and increases its temperature in proportion to the deposited energy. The temperature rise is measured by the thermometer, and the calorimeter cools back down to the initial temperature through the weak thermal link [6] . High energy resolution can be achieved because of low heat capacities and thermal noise at cryogenic temperatures \ 0.1 K, and the fact that close to 100% of the energy is converted into heat.
Metallic magnetic calorimeter (MMC) gamma detectors are typically composed of thick gold gamma-ray absorbers, paramagnetic Au:Er or Ag:Er thermometers and a metallic path to the cold stage of the cryostat (Fig. 1) . Heating by gamma-ray absorption changes the magnetization of the Er spins according to Curie's law, and this change is picked up by sensing coils connected to a superconducting quantum interference device (SQUID) [3] . To reduce electromagnetic interference and the influence of temperature drifts, two MMC pixels with two pick-up coils wound in opposite direction are usually connected gradiometrically to a single SQUID preamplifier, and their signals can be distinguished by their respective positive and negative polarity. Gold posts between the absorber and the thermometers serve as thermal bottlenecks to let the gamma-ray energy fully thermalize before heating up the thermometers and prevent a position dependence of the signals. The entire detector is made of metallic Au and Ag, which are highly conductive at temperatures \ 0.1 K and therefore thermalize the absorbed energy and cause the signal to decay relatively quickly. In addition, the magnetic response of the Er spins follows simple equilibrium thermodynamics, which makes the response of MMC gamma detectors very reproducible.
Experimental setup
Our experiments use two different MMC gamma detectors, one from the Kirchhoff-Institute for Physics (KIP) at Heidelberg University in Germany and one from the University of New Mexico in the USA. Each detector is independently designed, developed and fabricated, and while they both share the same essential components, their detailed characteristics are slightly different.
The KIP MMC detectors [4, 7] consist of eight rectangular 2 mm 9 0.5 mm pixels with 100 lm thick gold absorbers (Fig. 2, left) . They are connected to paramagnetic Ag:
168 Er sensors through 16 gold posts with 30 lm diameter. The Er concentration is 300 ppm, and Er is enriched in the isotope 168 Er to avoid the 7/2 ? nuclear spin of 167 Er whose hyperfine structure adds unwanted heat capacity and magnetization. The weak thermal links to the heat bath are made by gold bond wires between gold films connected to each pixel and the heat bath. Meander-shaped sensing coils underneath the Ag:
168 Er thermometers couple the signals to a commercial Magnicon C6XS1 SQUID preamplifier on a separate chip, which is controlled by Magnicon XXF-1 feedback electronics. The UNM MMC detectors [8, 9] consist of smaller 16-pixel arrays (Fig. 2, right) . 14 of the pixels have 0.5 mm 9 0.5 mm 9 30 lm gold absorbers, and the remaining two have bare thermometers for sensitive measurement of the absolute chip temperature. The absorbers are supported on Ag:
nat Er thermometers through 8 gold posts, the Er has natural isotopic abundances and its concentration is 1000 ppm. The weak thermal links are made of meander-shaped gold patterns between each sensor and a common elevated Au thermal bus, and gold bond wires on each end connect the thermal bus to the heat bath on the chip holder. The 16 UNM MMCs use spiral-shaped sensing coils to couple the signals to 8 SQUIDs fabricated on the same chip and controlled with PFL-102 preamplifiers by STAR Cryoelectronics.
For our measurements, a 150 lCi 233 U source is mixed in solution with 20 lCi of 239 Pu as an internal calibration standard and dried in a small centrifuge tube. The dried material is then taken up in a drop of dilute nitric acid, dripped into an aluminum holder, dried again, sealed by Stycast 2850FT epoxy and enclosed with a secondary thin Al lid. The starting materials have not been purified, and the source therefore contains some contaminations and their daughter nuclei such as 241 Am. The 233 U/ 239 Pu source is characterized with the KIP and the UNM MMCs with different source-detector geometries in separate cooldowns in the same BlueFors LD-400 dilution refrigerator. Two of the eight KIP MMCs in the array are operated at * 25 mK for 8 days with the 233 U source * 2.5 cm from the detectors at 3.7 counts/s per pixel. The signals are low-pass filtered at 1 MHz with an SRS SR560 amplifier. Entire waveforms are captured using a 16-bit GaGe oscilloscope, saved to disc and processed by a trapezoidal filter with a 200 ls peaking time and a 20 ls gap time [5] . In a separate cooldown with the 14-pixel UNM detector array, 6 pixels are operated at * 45 mK and read out simultaneously for 10 days, with the source * 5 cm from the detectors for an acquisition rate of 0.5 counts/s per pixel. No low-pass filter was used. Signals are again captured using the same 16-bit GaGe oscilloscope, and analyzed using a trapezoidal filter with a 1 ms peaking time and a 10 ls gap time as optimized parameters. Figure 3 shows the spectrum of the 233 U/
Results

239
Pu source from one of the pixels in the UNM detector array, compared to the spectrum of the same source taken with a Fano-limited Ge detector. The energy resolution of 48 eV FWHM during this run is sufficient to separate all lines of interest, and the small pixel size reduces Compton scattering to observe several weak lines above the background. There is a feature at 39.18 keV that we cannot attribute to any transition published in the literature. On the other hand, we do not observe any evidence for a weak 233 U gamma ray at 42.005 (19) keV (green peak), which has been postulated based on observed lines shapes with Ge detectors [10] . No measurements of the 233 U spectrum with crystal spectrometers have been published [11] .
The different absorbers geometries, magnetic properties of the thermometers, thermal links, operating temperatures and SQUID noise levels cause the KIP and the UNM MMC detectors to exhibit different responsivities, energy resolutions, signal decay times and line shapes. In addition, there are small differences between pixels in the same array due to slight non-uniformities in detector fabrication. Each pixel therefore has to be calibrated individually. We use the strong 225 Ra line at 40.0932(7) keV [5] , the 239 Pu line at 51.624(1) keV [12] , the 241 Am gamma-ray at 59.5409(1) keV [13, 14] gamma-ray at 59.5409 keV to extract an accurate line shape of the gamma peaks and use this line shape in the fits to all other gamma peaks. KIP and UNM detectors have different line shapes that need to be determined for each detector separately, but they agree with the line shapes in earlier measurements [5] . Aside from a small line broadening for energies above * 60 keV, the line shapes are constant within the statistical accuracy of the data throughout the energy range of interest (Fig. 3) . This reduces fitting errors significantly. The calibrated spectra are shown in Fig. 4 (top) . Electromagnetic pickup is degrading the detector resolution in this experiment by more than a factor of two compared to earlier tests [4, 9] to between 104 and 113 eV FWHM. Still, many more details can be observed than in the Ge spectrum of the same source. The calibration curve (Fig. 4  middle) shows that both sets of detectors are mostly linear, with small non-linearity corrections between 10 -5 and 10 -4 keV -1 due to the temperature dependence of the Curie susceptibility [4] . The UNM MMCs (squares) have smaller absorbers with smaller heat capacities and therefore larger temperature excursions and non-linearity (Fig. 4, middle inset) .
The residuals, i.e. the difference between literature values and measured peak centroids, are shown in Fig. 4 (bottom). In most cases they are consistent with zero, although for some lines there seems to be a systematic offset. Measuring the same residuals with two independent sets of detectors enables us to examine whether any of these offsets are related to details of the detector response, measurement conditions and analysis routines. Different trapezoidal filter parameters, energy resolution, line shapes or nonlinearity can also affect the results. We find that the residuals from the KIP and UNM MMC detectors are very consistent, although the data were taken with different detectors fabricated by different institutes and measured under different operating conditions and pulse processing parameters. This result indicates that gamma-ray measurements from these MMC detectors do not depend on details of fabrication and operating conditions and raises the possibility that MMC responses in general are relatively robust. It also supports the notion that the MMC detector response is well described by a second-order polynomial to within the accuracy of current literature errors, at least in the energy range of these experiments.
With the current experimental setup, the literature errors of the calibration lines are now comparable to the statistical accuracy of our measurements, slightly below ± 1 eV (Fig. 5a ). All other lines in the spectra can therefore be characterized to this level, as long as the measurement error is set mostly by statistics. We can quantify the systematic errors from the differences in the energies measured by the KIP and the UNM MMC detectors. For each line, the total error is given by the quadrature sum of the statistical and the calibration error. When normalized by the total error of each centroid energy, the measured energy differences are consistent with zero for all lines in the spectrum (Fig. 5 bottom) . This suggests that systematic errors are so far negligible and that non-idealities of the detector response will not degrade the measurements below Fig. 3 (Top) MMC gamma spectrum around 42 keV from one of the UNM pixels and from a Ge detector. At an MMC resolution of 48 eV FWHM, all lines are separated, and weak lines above the Compton background can be observed. We do not observe any evidence for a postulated line at 42.005 keV [11] . (Bottom) The residuals show that a fit with a single response function matches the data within the accuracy of the measurement the calibration accuracy of ± 1 eV. Improvements beyond ± 1 eV appear possible with MMCs, but require using calibration lines that are known with higher accuracy. One possibility is to use Yb-169 as a calibration source, whose low-energy gamma-rays have been measured with exquisite accuracy with a crystal spectrometer [16] . In addition, reduced statistical errors will require the use of faster detectors, larger arrays and/or longer acquisitions times. These are the goals of future work.
Summary
Gamma-ray detectors based on metallic magnetic calorimeters (MMCs) are powerful tools for high-accuracy gamma spectroscopy at low energies, because their very high energy resolution reduces line overlap and their low Compton background increases sensitivity to weak lines. This should allow improving nuclear decay data, provided that systematic errors can be kept low. To understand Fig. 4 systematic errors in the MMC response, we have examined the same 233 U/ 239 Pu source with two sets of MMC gamma detectors designed and fabricated independently at two different institutions. We find that both MMC gamma detectors follow a simple quadratic response function to within the accuracy of the published uncertainties of the literature energies. This suggests that the quadratic response is an intrinsic property of MMC detectors, and that (at least at the level of ± 1 eV) no higher-order corrections are needed. We also find that the residuals of the calibration are consistent for both sets of MMCs within the statistical accuracy of the measurement. This consistency suggests that deviations from literature values are due to inaccuracies in the data bases rather than subtle effects in the MMC response. MMCs may be therefore able to improve nuclear decay data provided the statistical accuracy of the measurement is sufficiently high. With the current setup, the accuracy is limited to roughly ± 1 eV by the accuracy of gamma-ray energies in the data bases. Further improvements require the use of calibration sources such as Yb-169 whose gamma energies are known with much higher accuracy.
