We 
Introduction
A large body of work in discrete signal and image processing [7] can be analyzed and carried out conveniently in the spectral or frequency domain through transformations such as the wavelet or discrete Fourier transform (DFT). With polygonal meshes quickly becoming the primary model for 3-D objects in computer graphics and visualization, spectral decomposition techniques for mesh geometry, especially eigenvalue decomposition, has received a great deal of attention [8, 9, 12, 13, 16] . In this setting, the mesh geometry is represented by a 3D signal, i.e., the Cartesian (x, y, z) coordinates, defined over the vertices of the underlying graph. A mesh signal transform is given by a projection of the signal onto the eigenvectors of a suitably defined discrete Laplacian operator [5, 8, 13, 15] .
The most frequently used decomposition adopts as its basis vectors the eigenvectors of the discrete uniform Laplacian operator, also known as the (normalized) Tutte Laplacian [6] . Taubin [13] points out that the eigenvectors of the Tutte Laplacian represent the natural vibration modes of the mesh, while the corresponding eigenvalues capture its natural frequencies, much like the case for well-known image transforms such as the DFT. In general, the eigenvectors of the Tutte Laplacian possess no analytical form and there are no fast methods, analogous to the Fast Fourier Transform, to compute the corresponding mesh signal transform.
In addition to the Tutte Laplacian, the Kirchhoff operator and the normalized graph Laplacian, both as its variants, have also been used for eigenvalue decomposition. These operators are both combinatorial, as they depend on the connectivity of a mesh only. The Kirchhoff operator and the graph Laplacian have traditionally been used in spectral graph theory and their graph-theoretic properties have been studied intensively [4] . Recently, the Tutte Laplacian and the Kirchhoff operator have appeared in numerous applications for geometry processing, including spectral mesh compression [8, 12] , mesh smoothing [13, 16] , parameterization [6] , and watermarking [9] . Despite of these developments, there is little work on analyzing the properties of these combinatorial Laplacian operators and the mesh signal transforms they induce, especially in the context of geometry processing. We have addressed some of these issues in our recent work [15] , where two new symmetric operators for spectral mesh processing and analysis have been proposed and experimental results demonstrating their advantages over existing operators are given.
In this paper, we present a theoretical result which forms a connection between mesh signal transforms and the wellknown Karhunen-Loeve or KL transform [7] . The latter is also known as the method of principle components [3] and is of fundamental importance in digital signal and image processing, since it is optimal in many ways, e.g., in the context of spectral compression, as we shall explain in Section 2.3. We are mainly interested in establishing the same notion for mesh geometry processing, which we call optimal mesh signal transforms. Such optimality assertions are relative to particular stochastic distributions for 3-D mesh geometry, which one needs to define first.
"Optimality" of the Kirchhoff operator
Recent work by Ben-Chen and Gotsman [2] appears to be the first attempt at proving the optimality of spectral mesh compression in 3D. Based on a stochastic model of the barycentric coordinate matrix [6] , they derive a probabilistic distribution for the geometry of meshes with fixed boundaries and having a given connectivity. It is shown to be a multivariate Gaussian distribution 1 , but this requires the valences of the mesh vertices to be sufficiently large. That is, this multivariate distribution is only approximately Gaussian in general. Simple examples in 2D are given to illustrate that a valence of six seems to be large enough for the Gaussian approximation to be reasonable.
Ben-Chen and Gotsman argue for the optimality of spectral mesh compression using the Kirchhoff operator K. They prove that K is essentially the inverse of the covariance matrix of the mesh geometry distribution and its optimality follows from the well-known result of principle component analysis [7] . The proof offered is somewhat lengthy and it resorts to the use of conditional distributions and the notion of order statistics and uniform spacings. They do not handle the case of free boundaries or closed meshes in which cases the operator K would be singular.
Our results and contribution
In this paper, we are able to make precise statements in regards to the optimality of certain mesh signal transforms based a simple stochastic model for the geometry of 3D meshes (with or without fixed boundaries) having a common connectivity. This model is defined by the familiar notion of linear prediction whose error term is assumed to realize a multivariate Gaussian distribution with zero mean [3] . It is straightforward to prove that the resulting mesh distribution is a also a multivariate Gaussian, where the only nontrivial part is the inclusion of the singular case.
Furthermore, we show that the eigenvectors of the covariance matrix of the mesh distribution coincide with the eigenvectors of the prediction operator, if the operator is symmetric positive semi-definite. Thus the resulting mesh signal transform is optimal with respect to a specific class of mesh distributions and in the sense of basis restriction errors, which we define in Section 2.2. Practical implications of our results include a way of generating random meshes and a new method to perform boundary-preserving spectral decomposition using a symmetric operator; this provides a remedy for the boundary shrinkage problem in spectral compression of meshes composed of many patches [8] .
Spectral compression and the KL transform
Let us first fix some notations. In this paper, we denote matrices by capital letters, with A, T , D, U , C, K, and I reserved for special operators. In particular, I n is the n × n identity matrix. The trace, rank, and transpose of a matrix P are denoted by tr(P ), rank(P ), and P , respectively, and the 2-norm of a vector by || · ||. Random vectors and variables are represented using calligraphic letters such as X , Y, R, . . ., and ordinary vectors are denoted by x, y, r, . . ., possibly with subscripts. The expectation, variance, and covariance matrix of a random variable or vector X is denoted by E X , σ 2 (X ), and Σ(X ), respectively, where the matrix may be omitted when it is obvious from the context. If the random vector X has a multivariate Gaussian, i.e., normal, distribution with mean µ and covariance matrix Σ, then we shall write X ∼ N (µ, Σ). Other notations will be defined when necessary.
We only consider meshes that are connected. Meshes composed of disjoint parts can be handled in a componentwise manner. Given a mesh M with n vertices, its vertex and edge sets are denoted by V (M ) and E(M ), respectively. We represent M by a pair (A, x), where A is the n × n adjacency matrix of the underlying mesh graph G = (V (M ), E(M )), characterizing the connectivity among the mesh vertices. Mesh geometry is specified by the real n × 3 matrix x, where no particular order of the mesh vertices is assumed. This way, the mesh M can be viewed as a 3D signal defined over the vertices of the mesh graph.
Combinatorial operators for spectral analysis
Given a mesh M = (A, x) with n vertices and associated mesh graph G, denote the valence of
Following [6] , let us call the matrix
where C is referred to as the centroid matrix of M . By applying C to x, each vertex is transformed into the centroid of its immediate, i.e., first-order or one-ring, neighbors; this is the well-known Laplacian smoothing. In general, T and C are not symmetric and their eigenvectors cannot be made orthonormal [15] . Thus we also consider the operator
which is first proposed in [15] , for eigenvalue decomposition. Clearly, U is a symmetric second-order (as the nonzero entries of U extends to the second-order neighbors of a vertex) operator. For convenience, let us refer to it as the symmetric second-order Tutte Laplacian, or SSTL, for short.
ED-transforms and spectral compression
Consider a mesh M = (A, x) with n vertices and an operator P ∈ R n×n whose eigenvectors e 1 , e 2 , . . . , e n form a basis and assume that they are ordered according to increasing eigenvalues. Typically, P takes the form of a combinatorial Laplacian of M . Let E = [e 1 |e 2 | . . . |e n ]. The eigenvalue decomposition of x with respect to P is given by x = Ex = n j=1 e jxj , wherex ∈ R n×3 is said to be the ED-transform of x with respect to P . The inverse ED-transform is thenx = E −1 x.
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Figure 1. Spectral compression of a 4-8 mesh.
The projection of x onto the subspace spanned by the first m eigenvectors is denoted by x (P,m) = m j=1 e jxj , providing a spectral compression of the mesh x using the m low-frequency spectral coefficients. For any probabilistic distribution of x, the expected value of the L 2 error
is said to be a basis restriction error [7] . From now on, let us only deal with the x-component of the mesh, still denoted by x; the same arguments can be made about y and z. We can then eliminate the tr() from the definition of the basis restriction error, yielding E ||x − x (P,m) ||.
Our experiments [15] show that the Kirchhoff operator, when used in spectral compression, often generates undesirable artifacts around vertices with low valences, e.g., 3 or 4. This is especially problematic for the class of so-called semi-regular 4-8 meshes [14] , as shown in Figure 1. 
The KL transform
For a given distribution of random signals specified by its mean µ and covariance matrix Σ, it is well-known [7] that the optimal transform, one which minimizes the basis restriction error for this distribution, is given by the eigenvalue decomposition with respect to the autocorrelation matrix Φ = Σ + µµ . That is, for any P and m,
The ED-transform of x with respect to Φ is referred to as the KL transform. If the random signals have zero mean, then Φ = Σ. In general, the transforms of Σ and Φ need not be the same. To prove the optimality of a mesh signal transform with respect to P , for a given distribution, it suffices to show that the eigenvectors of P coincide with the eigenvectors of the autocorrelation matrix of that distribution.
An autoregressive model for mesh geometry
A stochastic model describes a signal as a member of an ensemble, referred to as a discrete random field. It is often sufficient, e.g., for the study of optimal transforms, to characterize the ensemble by its mean and covariance matrix [7] . Based on this and linear prediction, we define a stochastic model for meshes having a common connectivity.
Let us denote the random mesh by X and start with the classical observation model [7, 10] X =x + R m , where X is the observed mesh signal subject to some additive measurement noise R m andx represents the true shape. We can predictx asX based on some observation Y. For an (non-causal) autoregressive model based on linear predictions, we haveX = P Y = P X withX =x − R p , where P ∈ R n×k is the prediction operator applied to X itself, and R p is the prediction error. Thus we have
which is the familiar Wiener filtering equation [7] . Note that Alexa [1] has used this exact model for mesh smoothing.
In the context of signal or image restoration, the prediction operator P is regarded as a blurring operator [10] . Thus the image acquisition process is assumed to be subject to blur and additive noise, given by R. One often requires a priori statistical knowledge of the noise/error term. A natural and frequently used model is that of a Gaussian white noise or a more general multivariate Gaussian distribution.
Optimal mesh signal transforms
Let us first consider the case for meshes without fixed boundaries. From our stochastic model (1), we have
where Q is seen as the prediction error filter [7] . Let q = rank(Q), q ≤ n. If q = n, then Q is nonsingular. If the error R is a Gaussian white noise with R ∼ N (0, σ 2 I n ), it is not hard to see that X ∼ N (0, σ 2 (Q Q) −1 ). So the ED-transform with respect to the operator Q Q is optimal.
The singular distribution case
The more difficult case is when rank(Q) = q < n, in which case Q is singular. Suppose that Q is symmetric positive semi-definite. We first observe that then the error term R cannot be a white noise, since its subspace, i.e., the image space of Q, Im Q = {Qx | x ∈ R n }, is only q-dimensional. Inevitably, the mapping from the space of random mesh signals X to the error space would be manyto-one. To make this clear, let us first fix some notations. Denote by E the n × n matrix whose columns are the orthonormal eigenvectors of Q, i.e., E = E −1 . Then QE = EΛ, where Λ = 0 0 0 Λ 1 , and Λ 1 ∈ R q×q is a diagonal matrix of q positive eigenvalues of Q. Partition E,X , andR as follows.
where E 1 ∈ R n×q andX 1 ,R 1 ∈ R q are the EDtransforms of their respective (truncated) spatial mesh vectors with respect to Q. Now recall that QX = R. It follows that EΛE X = R and thus ΛX = ΛE X =R = E R. We must haveR 0 = 0 andR 1 = Λ 1X 1 . Observe that no matter how we chooseX 0 , as long asX 1 = Λ −1 1R 1 , we would have QX = EΛX = EE R = R. Thus to have a unique mesh for a given error R, we must impose a constraint onX 0 . In our model, we letX 0 = 0. Therefore,
The key assumption we make is that the spectral-domain error termR 1 is a Gaussian white noise, 2 a common practice for coefficients of orthogonal transforms [7] . Thus,
for a positive diagonal matrix Ω.
1 ), and furthermore, since X = E 1X 1 ,
AsX 1 has a nonsingular multivariate Gaussian distribution and E 1 ∈ R n×q with q < n, the random mesh X has a singular multivariate Gaussian distribution by definition (see Appendix). The mean and covariance matrix of X are 0 and Σ = E 1 ΩΛ −2 1 E 1 , respectively. We can easily verify that the eigenvectors of Σ coincide with the eigenvectors of the linear prediction operator Q, since
Therefore, the optimal transform for our mesh distribution for X is given by the eigenvalue decomposition with respect to Q. Note that the eigenvalues of Q are in reverse order against the eigenvalues of Σ. It is also worth noting that results we have derived so far would not hold if the prediction operator Q does not have an orthonormal set of eigenvectors, as is the case for the Tutte Laplacian. Now let us consider the spatial-domain error term R. Recall that R = ER = E 1R1 . SinceR 1 is a nonsingular multivariate Gaussian, R is a singular Gaussian distributed according to N (0, E 1 ΩE 1 ), by definition. Note that the rank of the covariance matrix of R and X are both q. We summarize our results in the following theorem.
Theorem: Given a stochastic model QX = R. If Q is symmetric positive definite and R ∼ (0, E 1 ΩE 1 ) with some positive diagonal matrix Ω ∈ R q×q , q = rank(Q), and E 1 is the matrix whose columns are the eigenvectors of Q corresponding to its nonzero eigenvalues (let
1 E 1 ) and the optimal transform for the distribution of X is given by the ED-transform with respect to Q.
In fact, we are able to make a stronger statement about the optimality of the ED-transforms given by Q. To see this, let 0 < λ 1 ≤ . . . ≤ λ q be the values along the diagonal of Λ −2
1 . Observe that if we change the values of the λ i 's but still maintain the order λ 1 ≤ . . . ≤ λ q , then the Gaussian distribution for X changes -it has a different covariance matrix now -but the eigenvectors of the covariance matrix does not change and neither does the optimality of the ED-transform given by Q. Therefore, this ED-transform is really optimal for a class of mesh distributions. For example, some members of this class include the distributions of X for which f (Q)X = R, where f is a monotone polynomial. That is, f (a) > f(b) whenever a > b.
Optimality of the Kirchhoff operator and the SSTL
It can be shown that the Kirchhoff operator K = DT and the SSTL U = T T are both symmetric positive semidefinite [15] . Thus the theorem applies, implying the optimality of mesh transforms induced by K and U , relative to their respective distributions. Also, both K and U are singular and the constraintX 0 = 0 translates to the requirement that the centroid of all the vertices, i.e., the DC value, which corresponds to the zero eigenvalue, be invariantly 0.
However the distributions induced by K and U are quite different. To see that, consider the simplest case where the covariance matrix of the spectral errorR 1 is Ω = I q . Thus the covariance matrix of the spatial error R is Σ r = E 1 E 1 = I n − E 0 E 0 . For K (or U ), E 0 is simply the eigenvector of K (or U ) corresponding to the (unique) zero eigenvalue. The normalized version of this eigenvector is simply
Consider the distribution X given by KX = DT X = R. We have T X = D −1 R and the covariance matrix of
Thus at a vertex i with valence d i , the variance of the i-th component of T X , which can be seen as a rough, discrete measure of curvature at vertex i [13] , is (n − 1)/(nd 2 i ). So this variance is sensitive to the valence and the smaller d i is, the larger the variance.
Random mesh generation and spectral compression
An implication of the above observation is that the distribution induced by K tends to generate meshes that have "spikes" at vertices with low-valences, as shown in Figure  2 Note that the way we generate these random meshes is as follows. We use the RANDN() function from Matlab to generate the spectral-domain error termr 1 ∈ R n×3 according to N (0, I); note that this can be generalized to N (0, Ω). Then we generate the mesh x = E 1 Λ −2 1r 1 , as explained before. With the same error statistics, the distribution induced by the SSTL operator U appears to favor much smoother meshes without any effects from the vertex valences, as shown in Figure 2 
One can see that the diagonal values of Λ
−2
1 , which are the square reciprocals of the eigenvalues of K (or U ), have the effect of attenuating the high-frequency content of error term. In general, the characteristics of the random meshes generated may be examined from various properties, e.g., eigenproperties, of the prediction operator. Now consider applying K and U to spectral compression of a mesh M . If M has a sufficient number of "spikes" around low-valence vertices, e.g., boundary vertices tend to fall into this category, then it is more likely to be generated from K's distribution. So we would expect K to perform better in terms of approximation quality (in the mean square error sense) for compression, as it gives the (statistically) optimal transform for the distribution. On the other hand, if M is highly smooth, then it is more likely to be generated by U 's distribution and then U should provide better compression quality. Empirical evidence which supports these arguments can be found in [15] .
To summarize, suppose that we wish to find an operator Q which performs well in spectral compression for a particular class of meshes. We would then want this operator to be a good predictor for this class of meshes, so that the error term would tend to be small and close to its statistical mean 0. In this case, this class of meshes have a higher probability of being generated from the mesh distribution defined by Q. Due to Q's optimality for this distribution, we would expect spectral compression of meshes from the class to have smaller basis restriction errors.
Meshes with fixed boundaries or anchors
Let us use X again to represent the random mesh vector and without loss of generality, assume that all interior vertices precede all boundary vertices in the vertex ordering. Let X I and x B denote the subvectors of interior and boundary vertices, respectively. Suppose that the mesh boundary x B is fixed. We use the linear prediction model (1) again, but this time for the interior vertices X I only,
where we note that the prediction is based on the interior, as well as the fixed boundary vertices. Note also that x B does not have to be just the mesh boundary; it may be any set of "anchor" points [12] which are fixed in space.
A natural choice for P is the centroid matrix 3 C, but restricted to the interior vertices. That is, if
If there are at least one boundary vertex and the mesh is connected, it can be shown that T I is a irreducibly diagonally dominant matrix [11] and that it is invertible. Therefore,
We shall assume that the error term R is a Gaussian white noise distributed according to N (0, σ 2 I). It follows that X I has a nonsingular multivariate Gaussian distribution specified by
. The optimal transform for this distribution is given by the eigenvalue decomposition with respect to the autocorrelation matrix Σ + µµ . Unlike K and U , this matrix depends on the spatial information about the mesh, i.e., x B .
Note that the mean mesh µ = T
−1
I C B x B has zero total energy at the interior vertices, where energy is defined by the partial Tutte Laplacian [T I | − C B ], which is the full Tutte Laplacian restricted to the interior vertices only. Thus our stochastic model favors smooth and regular meshes interpolating the given boundary.
Finally, if one were to apply this optimal transform to compress a large mesh composed of many patches, so as to fix the boundary shrinkage problem pointed out by Karni and Gotsman [8] , the patch boundaries, which can be fixed, need to be encoded separately, e.g., using delta-encoding. The decoded connectivity and the error variances σ 2 transmitted will be used to construct the operators for spectral decompression. Note that there will be a different operator for each of the x, y, and z component for each patch.
Conclusion and future work
The main result of this paper is a theoretical one. It provides one possible answer to the question: what would be the equivalents of KL transforms for spectral analysis of meshes? We have shown that if one assumes a Gaussian white noise model for the error spectrum of the linear prediction model (1), then any symmetric positive definite operator, e.g., the SSTL U and the Kirchhoff operator K, is optimal, since the basis restriction errors are minimized for the probabilistic distribution induced by this operator. Although there are some practical implications of our result for spectral mesh compression, the major bottleneck still remains to be the cost of computing the mesh transform.
We view this work as setting the stage for an investigation into a statistical characterization of mesh models, borrowing concepts and techniques from statistical image processing [7] . Many unanswered questions still remain and provide motivation for our future work. For one, there is no justification so far for assuming the error term to be a Gaussian -we ought to study the error distribution carefully. Also, a closer look at the class of mesh distributions for which a prediction operator is optimal is still needed. Finally, 3-D random meshes generated with our model are far from being satisfactory since they may contain (invalid) inverted triangles, as shown in Figure 2(a) . A procedure capable of generating valid random meshes in 3-D honoring a given set constraints is still elusive [2] , but would be quite useful, e.g., when large sets of test mesh data are needed.
