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Introduction
Last years have witnessed how crowd simulations have become an essential tool for many virtual environment applications. Extensive use of virtual crowds has been made in many commercial movies. Also, high quality crowd simulations are crucial for many virtual environment applications in education, training, and entertainment [2, 9, 23] . Crowd simulations can be considered as virtual environment applications with were users do not control the avatars. Instead, avatars are autonomous agents that can have different missions in the virtual world. As a results, crowd simulations have two different goals. On the one hand, crowd simulations must focus on rendering visually plausible images of the environment, requiring a high computational cost. On the other hand, complex agents must have autonomous behaviors, greatly increasing the computational cost as well. Figure 1 shows an example of a crowd simulations. Concretely, it shows a detailed view of a urban environment. In this case, this environment is filled with 8000 autonomous agents that freely move an interact in the environment.
One of the main problems that arises in the design of a crowd simulation is the scalability. Some proposals tackle crowd simulations as a particle system with different levels of details (eg:impostors) in order to reduce the computational cost [3, 24] . Although these proposals can handle crowd dynamics and display populated interactive scenes (10000 virtual humans), they are not able to produce complex autonomous behaviors for their actors. On the contrary, several proposals have been made to provide efficient and autonomous behaviors to crowd simulations [21, 19, 4, 20, 15, 8] . However, they are based on a centralized system architecture, and they can only control a few hundreds of autonomous agents with different skills (pedestrians with navigation and/or social behaviors for urban/evacuation contexts). Taking into account that pedestrians represent the slowest human actors (in front of other kind of actors like drivers in cars, for example) these results show that scalability has still to be solved in crowd simulations.
Distributed schemes like networked-server architectures [10, 6, 18] or peer-to-peer architectures [16, 14, 17] have been proved to improve the scalability of virtual environments through the use of different interconnected computers. In order to exploit the potential of such computer architectures, the software architecture must also be distributed. An example of such software architecture could be the one shown in Figure 2 . It is composed of two kind of elements: the Action Server (AS) and the Client Processes (CP). The AS is unique, but the system can have as many client processes as necessary, in order to properly scale with the number of agents to be simulated. In his turn, each CP manages a group of autonomous agents. In order to take advantage from the underlying computer architecture, the most suitable distribution for this software architecture consists of allocating the AS in a single server, and uniformly distributing the CPs among the rest of the networked servers. Since each client process can manage a variable number of autonomous agents, the replicas usually host one CP, although it can hosts several ones. On the other hand, the action server is composed of two different modules, the Semantic Data Base (SDB) and the Action Execution Module (AEM). The action server is hosted on another networked server.
Figure 2. A distributed software architecture
Although a software architecture like the one shown in Figure 2 can improve the scalability of the crowd simulation with respect to centralized architectures, it is limited by the the centralized nature of the AS. This element becomes the system bottleneck when the number of agents reaches order of magnitude of tens of thousands. In this sense, a region-based partition of the semantic database and its distribution among different computers seems to be essential for actually exploiting the inherent scalability of distributed computer architectures. In such a scheme, each part of the distributed database would contain the information of a different region of the virtual world and it would reside in a different computer.
However, several problems arise when physically distributing the semantic database. First, in order to maintain the database consistency those agents near the borders of each region need to access to several regions. This requires the exchanging of locking requests among the computers hosting the partition of the database. Additionally, in order to avoid the saturation of those computers hosting the database the partition must be properly balanced. Taking into account these issues, in this paper, we propose a genetic approach for solving the problem of properly distributing the semantic database of crowd simulations among the computers in the system. Performance evaluation results show that the proposed algorithm improves the performance achieved by other local search methods, providing balanced partitions that actually minimize the number of locking requests.
The rest of the paper is organized as follows: Section 2 details the problems to be solved in order to properly distributing the semantic database and the evaluation function used for modeling the problem. Section 3 describes the implementation and tuning of the proposed genetic algorithm. Next, Section 4 presents the performance evaluation of the proposed method. Finally, Section 5 presents some concluding remarks.
The Semantic Database Problem
The problem of properly distributing the information stored in a centralized semantic database of a crowd simulation has not been still addressed. As discussed above, this problem can be split into two different problems: on the one hand, the overhead produced by those agents near the borders of each region. Effectively, when the semantic database is split into several pieces, each one containing a given region of the virtual world, the surroundings of an agent located near the border of a region are contained in more than one of the pieces. All of these pieces must wait (must be locked) until the action requested by that agent is checked in all the pieces, in order to ensure that other local requests do not change that area of the virtual world.
Regardless of the consistency protocol used, this constraint adds a significant overhead that must be minimized, since the requests from all the agents must be solved by the AS in a single cycle. On the other hand, the potential saturation of a given computer must be taken into account. In this sense, a proper balancing of the regions assigned to different computers must be made. Otherwise, one or more computers can reach saturation, greatly degrading the performance of the entire system [18] .
An assignment of regions to computers consists of partitioning the virtual world into 2D or 3D regions and assigning each part of the semantic database (containing each of these regions) to a given computer. We will denote as modules each part of the database containing a given region. The computer k hosting a given module then will become the server for that region, meaning that all the agents located in that region of the virtual world (as shown in Figure 2 , the autonomous agents are threads of a process being executed on another computer) will send requests to computer k to check their interactions with the virtual world. The semantic database problem will consists of finding a near optimal partition of the semantic database that minimizes the number of agents near the border of the regions and also that properly balances the number of agents in each of the regions. Additionally, the partition of the semantic database is a dynamic procedure. In each server cycle, the autonomous agents in a crowd simulation can move and interact with the virtual world existing in their surroundings, in such a way that when the simulation proceeds the current partition can become obsolete because many agents have moved from their original location. At this point, a new search for the best partition (taking into account the current position of the agents) must be performed.
Since this seems a complex problem, we propose the use of a bio-inspired heuristic technique that is capable to perform a heuristic search within the huge solution space of all possible partitions of the virtual world. The first step in the process of a heuristic search is the definition of a fitness function that properly models the problem to be solved. For the sake of clearness, in this paper we will consider 2-D worlds, although the technique can be easily extrapolated to 3-D worlds. We have considered rectangular (or square) regions delimited by four coordinates, x min, x max, y min and y max. The surroundings of each avatar are delimited by its Area of interest (AOI) [22] . The AOI defines the area of the virtual world that the agent can interact with. Usually, AOIs have spheric (3-D worlds) or circular shapes.
Since this particular problem is determined by the two main issues explained above, we have defined the fitness function to be minimized by the search method as the following one:
The first term in this equation measures the number of agents in the resulting partition P whose surroundings crosses the region boundaries. Each interaction of such agents will require the locking of more than one of the modules, and this overhead must be minimized. Concretely, α(P ) is computed as the sum of all the agents whose AOIs intersect two or more regions of the virtual world (that is, the number of avatars whose AOIs reside in more than one module). β(P ) is computed as the standard deviation of the average number of agents that each region contains. Therefore, β(P ) measures how balanced partition P is. Finally, ω 1 and ω 2 are weighting factors between 0 and 1 that can be tuned to change the behavior of the search as needed.
Thus, the proposed approach will consist of a heuristic search on order to find the partition that minimizes H(P ) as much as possible.
A Sexual Elitist Genetic Algorithm
Genetic Algorithms (GA) consists of a search method based on the concept of evolution by natural selection [13, 7] . GA starts from an initial population, made of R chromosomes, that evolves following certain rules, until reaching a convergence condition that maximizes a fitness function. Each iteration of the algorithm consists of generating a new population from the existing one by recombining or even mutating chromosomes. In this case, a chromosome consists of an integer array that contains k Minimum Bound Rectangles (MBR), where k is the number of pieces which the semantic database must be split into. Each MBR is a quadruple (integer coordinates array) [x min, x max, y min, y max ] that defines a rectangular region of the virtual world. Thus, a chromosome defines a partition of the virtual world in k regions.
Most of heuristic methods are based on the random generation of an initial population. However, if the initial population has been correctly defined, then the heuristic method easily obtains a good approximation to the global optimum. In this case the algorithm should maintain a certain level of structural diversity among all the chromosomes, in order to avoid the premature convergence of the search [13] . In this sense, it must be noticed that the method must be executed in each server cycle, and it must start from the result provided for the prior AS cycle. Thus, from this initial partition a population of R chromosomes is randomly generated. These chromosomes are sorted by the fitness function H(P ) associated with each chromosome in ascending order (the first chromosome is the one with the best partition). We have denoted this sorted list as Best Solutions List (BSL). This list represents the initial population for the genetic algorithm, and it will contain the best R solutions found until that iteration by the GA. The value of R is a parameter that must be tuned. However, in order to prove that the proposed method can provide good results even in the worst case, we have not tuned this parameter, and we have used an arbitrary value (R=10).
Each iteration consists of generating a descendant generation of R chromosomes, starting from an ancestor generation. The way that the algorithm provides the next generation determines the behavior of the GA. We have chosen a sexual reproduction technique [13] , in such a way that each descendant is generated starting from two ancestors. In each iteration the first ancestor for the i − th chromosome of the population is the i − th chromosome of the population in the previous iteration. The second ancestor is randomly selected among the 50% of the previous population with the best fitness function. It must be noticed that this reproduction method can produce non-valid offsprings, because they define MBRs with different shapes. If this situation occurs, then the nonvalid offspring is discarded and another offspring is computed. For example, the resulting MBR in Figure 3 is narrower than ancestor a. If the rest of MBRs in the resulting chromosome do not include the area of a not covered by the resulting offspring, then the agents located at that area will not be assigned to the semantic database. Moreover, the initial partition, provided by the previous execution of the GA, can be corrupted due to the movement of agents during the AS cycle. In this case, the initial population starts from a modified partition where some regions are expanded as necessary to cover all the agents at the current locations.
Since invalid offsprings can be generated, the number of chromosomes in the offspring population can be lower than R. When an invalid offspring is generated it is simply discarded, and another offspring is generated from different ancestors in the population. When all the ancestor population has been used for producing offsprings and the number of valid offsprings is lower than R, then the process starts again until R valid offsprings are obtained. At this point, the R offsprings and the chromosomes in the BSL are sorted and merged to obtain the new BSL for that iteration. Mutation is not used, since exchanging two or more coordinates between different MBRs could lead to invalid chromosomes. Since one of the main constraints in the semantic database problem is the execution time of the search (it must be shorter than a fraction of the AS cycle, denoted as T , in order to provide an effective partition) we have established the execution time as one of the finishing conditions of the algorithm. Concretely, we have set T to half of the AS cycle period, that is, 125 msec.. Additionally, in order to en-sure that the proposed method provides the best solution as possible, we have added the decrease of H(P ) as a convergence condition. That is, if the H(P ) value of the first chromosome in the BSL is not decreased in two successive iterations, then the algorithm finishes. Therefore, the first chromosome in the BSL is chosen as the result of the search either when the convergence condition is reached or when the algorithm has been executed during T milliseconds.
Performance Evaluation
In this section, we present the performance evaluation of the heuristic method described in the previous section. In order to show the genetic approach can improve better performance than other approaches, we have also tested another local search method, K-means [11] . K-means is a non-supervised clustering technique used in data mining and other AI fields. In this problem, K (the number of pieces which the semantic database must be split into) is fixed a priori. K-means splits the data set into k-partitions, considering that the distance from each agent to its centroid (the point whose x coordinate is the average x coordinate of all the agents and whose y coordinate is the average y coordinate of all the agents) should be minimized. It is an iterative method, and it continually processes the data set until the coordinates of all the centroids do not change in two iterations.
We have evaluated both the K-means method and the proposed method in a crowd simulation composed by 8000 autonomous agents and with K=5. Concretely, the crowd simulations consist of the evacuation of a structured 2-D world where there are several emergency exits. The autonomous agents must try to escape from the world as soon as possible. We have performed different experiments with different populations and different virtual worlds. In all of them we have considered three well-known movement patterns: Changing Circular Pattern (CCP) [1] , HP-All (HPA) [5] and HP-Near (HPN) [12] . CCP considers that all avatars in the virtual world move randomly around the virtual scene following circular trajectories. HPA considers that there exists certain "hot points" where all avatars approach sooner or later. This movement pattern is typical of multiuser games, and this application is an example of this pattern, since all agents must find one of the existing exits. Finally, HPN also considers these hot-points, but only avatars located within a given radius of the hot-points approach these locations. In order to achieve these movement patterns, we have considered the following 2-D world configurations: full, where there are a lot of emergency exits uniformly distributed along the whole 2-D world (CCP pattern); perimeter, where all the emergency exits are uniformly distributed along the four borders of the virtual world (HP-Near); up, where there are only a few exits and they are located at the upper border of the world (HP-All); and down, where there is only one exit located at the lower border of the world (HP-All with a single hot-point). In order to illustrate these configurations, Figure 4 shows four snapshots of the virtual world with these configurations at half of the simulation time. In this figure, the 2-D world is viewed from above, and agents are represented as grey dots. A common feature for all these movement patterns is that as simulation proceeds and some agents accomplish their mission (escaping from the virtual world), the number of agents in the database decreases. Another common feature is that the obstacles in the virtual world (there are a lot of walls and only some doors allow to access the correct path for escaping) make agents to crowd in some regions of the virtual world.
The first step is to study the improvement achieved by the proposed approach (in terms of both the fitness function and execution times) with respect to the reference method (K-means). Table 1 shows an example of the performance evaluation results for both methods under the four configurations described above. The results obtained in all the experiments performed with different populations and in different virtual worlds were very similar. Each value in the tables of this section are computed as the average of at least 10 different simulations of the same configuration. Each row in this table shows the execution time in milliseconds required to compute each algorithm for a population of 8000 agents and the resulting H(P ) values achieved by each method. We have labeled the proposed method as genMBR, for genetic MBR. For both methods ω 1 and ω 2 values were set to 0.6 and 0.4, respectively. Table 1 shows that for all the configurations the fitness function values provided by the proposed approach are lower than the ones provided by the K-means method. On the contrary, the execution times required by the proposed approach is one order of magnitude higher than the time required for executing the K-means algorithm, as it could be expected. Nevertheless, the only time constraint imposed by the application is that the partition must be provided before half of the AS period, that is, 125 milliseconds. Since none of the execution times reaches that threshold, these results show that the genetic approach can efficiently solve the semantic database problem. Nevertheless, the results shown in table 1 do not show the actual improvement that the proposed approach provides to real systems. In order to achieve this goal, we have executed crowd simulations with the four movement patterns shown above and we have used both methods (with ω 1 =0.6) for distributing the semantic database. Figure 5 shows the H(P ) values provided by both methods during the crowd simulation of the Full configuration. In this figure (and the following ones) , the x-axis show the simulation time in seconds, while the y-axis shows the H(P ) values provided by both methods for all the AS cycles. It can be clearly seen that during the first 50 seconds the H(P ) values provided by the proposed approach are clearly lower than the ones provided by the K-means method. After that period the differences decrease due to the population decrease (in this configuration there are a lot of emergency exits and the population rapidly decreases).
In order to measure the effects that the proposed approach has on the simulations shown in Figure 5 , Table 2 shows the average number of locking requests produced in each AS period among the computers hosting the database modules. Each value shown in this table is the average value for all the AS cycles of the simulation time. Also, this table shows the average standard deviation for the average number of agents in each module (that is, how balanced the provided partitions are). Table 2 shows that the proposed method provides significantly better results than the reference method in terms of the number of locking requests. Concretely, the proposed method reduces the average number of locking requests to less than half of the ones provided by the K-means method. Also, table 2 shows the average standard deviation of the number of agents hosted in each module (that is, how balanced the partitions are during the simulations). This column of the table shows that the proposed method provides a similar balancing to the one provided by the K-means method. Figure 6 shows the H(P ) values provided by both methods during a simulation with the Perimeter configuration. In this case the genMBR plot show much lower values than the K-means plot for the first 110 seconds of the simulation. After that period, the difference between the two plots is reduced and it remains more or less constant until the end of the simulation. However, the genMBR plot is always below the K-means plot, and thus this simulation longs a shorter time than the simulation with the K-means method. Since less locking requests are sent, the hosting computers can answer the agents faster, and therefore agents can accomplish their mission (evacuation) in a shorter time. Table 3 shows the average number of locking requests produced in each AS period and the average standard deviation for the simulation performed using a perimeter configuration of the virtual world. Table 3 shows that the proposed method is able to provide a lower number of locks than the K-means method, while the average standard deviation is still lower than the one provided by the K-means method. Figure 7 shows the H(P ) values provided by both methods during a simulation with the Up configuration. In Table 3 . Performance evaluation for the Perimeter configuration.
this case, the values of H(P ) provided by the proposed method are around half of the ones provided by the Kmeans method during the 300 first seconds of the simulation. After that period both plots shows more or less the same behavior. Again, these results show that the proposed method provides better results in terms of the fitness function. Table 4 . Performance evaluation for the Up configuration. Table 4 shows that again the proposed method provides around half of the locking requests provided by the Kmeans method, while the partitions are slightly better balanced.
Finally, Figure 8 and table 5 show the performance results for the Down configuration. In this case the proposed method does not provide clearly lower values of H(P ) than the ones provided by the K-means method. In terms of actual performance improvement, the average number of locks shown in table 5 for the proposed method is less than half of the ones provided by the K-means method. The partitions provided by the proposed method show a similar standtard deviation than the ones provided by the K-means method. In order to ensure that the provided partitions do not lead to saturation, we have measured the maximum CPU utilization reached by all the computers in the simulation, and in all of them this value was lower than 85% (in order to reach saturation, a CPU utilization around 99% or more must be reached [18] ). Therefore, the proposed method provide balanced partitions that generate less locking requests, actually improving the system throughput (the number of agents supported by the system). the virtual world. Even in this case the proposed approach is able to generate a lower overhead due to the locking requests, while still balancing the workload associated to each module of the database.
Conclusions
In this paper, we have proposed a genetic algorithm for solving the semantic database problem that arises in crowd simulations when this database must be split in order to be distributed among several computers of a distributed system.
Performance evaluation results show that the proposed approach provides partitions that are properly balanced, avoiding the saturation of the servers as much as possible. Also, the proposed approach significantly reduces the overhead due to the partition consistency (number of locks) in regard to other local search methods, regardless of the movement pattern the agents can follow. Therefore, it allows an effective partition of the AS, eliminating the bottleneck that a centralized database represents.
