As a consequence of the wide deployment of biometrics-based recognition systems, there are increasing concerns about the security of the sensitive information managed. Various techniques have been proposed in the literature for the biometric templates protection (BTP), having gained great popularity the crypto-biometric systems. In the present paper we propose the implementation of a Fuzzy Vault (FV) scheme based on fixed-length templates with application to dynamic signature verification (DSV), where only 15 global features of the signature are considered to form the templates. The performance of the proposed system is evaluated using three databases: a proprietary collection of signatures, and the publicly available databases MCYT and BioSecure. The experimental results show very similar verification performance compared to an equivalent unprotected system.
I. INTRODUCTION
The last decades have seen a widespread deployment of biometric technologies for automatic user recognition. Biometric recognition systems are used in a wide variety of applications, such as border crossings, automated teller machines and cellular phones [1] , [2] . The specific advantages offered by biometrics have led to the success of these systems. Biometric characteristics have the property of being intrinsic to each individual and, unlike traditional authentication methods (e.g. PIN or password), they have high immunity to be lost, forgotten or guessed [3] . Compared to traditional authentication methods, biometrics-based recognition systems offer greater reliability and user convenience.
Despite the benefits offered by biometric recognition, there are still major concerns about issues such as privacy and security of biometric technology. In [4] , [5] eight vulnerable points were identified on a generic biometric system (see Fig. 1 ).
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Attacks at the user interface (sensor) are mostly carried out by presenting the physical reproduction of a biometric characteristic. Also, feature extraction module and system database can be attacked to obtain the generated genuine template, modify it, or replace it by an impostors' template. Other vulnerable points of the system are the interfaces between modules, which could be intercepted to manipulate the biometric information transmitted. Finally, both the comparator score and the final system decision could be conveniently modified by an attacker. While a biometric system can be compromised in different ways, one of the most damaging attacks is the unauthorized access to stored biometric templates [6] . It has been showed that biometric samples can be recovered from stolen templates and then used to fraudulently gain access to the system [7] . In addition, as biometric characteristics are permanently linked to the user, if a template is compromised, all the applications using the same biometric sample are also compromised. Moreover, stolen templates could be used to track the activity of enrolled users by cross-comparisons across different databases (e.g. bank's databases, person's health records, criminal databases). Thus, the leakage of stored biometric template compromises both the systems security and the citizen privacy. In order to improve robustness against attacks, biometric recognition systems storing protected reference templates are required.
Among the different biometric characteristics considered for the recognition of individuals, handwritten signature has been historically one of the most used methods [8] , [9] . It has been applied in the context of transactions, document certification or forensic applications. In addition, handwritten signatures are acquired in an easy and non-invasive way, which allows high acceptability from the users perspective [10] . Thus, its recognition reliability and its wide social acceptance have consolidated the handwritten signature in the field of biometric recognition.
Depending on the available input information, the handwritten signature recognition can be divided in two main approaches: static and dynamic. In the static case the analysis is performed only from the scanned signature image. In the dynamic approach, electronic pens or digitising tablets are typically used to capture the time functions generated during the writing process (e.g. spatial coordinates, pression, pen tip state switch or azimuth). Traditionally, DSV has reported better results than static approach, as the dynamic features available are more discriminative and difficult to imitate [1] , [8] , [11] , [12] .
In particular, the biometric signature has the drawback of presenting high intraclass variability. This variability problem is influenced by factors such as mood or age. As a consequence, protecting signature templates is a difficult task. One of the main challenges in designing a BTP system based on signature is to generate sufficiently invariant and discriminatory templates, allowing efficient comparisons in the protected versions. Furthermore, templates in an appropriate format should be derived according to the input requirements of the selected protection algorithm.
In the present article we propose an implementation of the FV scheme for fixed-length templates introduced in [13] , and its application to DSV. To form the signature templates to be protected, we consider only 15 global features, which are encoded to obtain templates without repeated values. In order to improve the system performance, an initial training phase is added, where the system configuration parameters are automatically adjusted according to the target database. The verification performance of the proposed system is analysed and then, the results are compared with respect to an equivalent unprotected system. The irreversibility, unlinkability and time performance of the proposed system are also analysed.
Experiments are carried out on three databases: a proprietary data collection [14] and the publicly available databases MCYT [15] and BioSecure [16] .
The article is organized as follows: Section II presents the state of the art of the main BTP approaches and some related works are summarized. The proposed system is described in Section III. Verification performance is presented in Section IV, while irreversibility and unlinkability are analysed in Section V. The time performance of the proposed system is studied in Section VI. Finally, conclusions and future works are drawn in Section VII.
II. STATE OF THE ART
The variability problems of the biometric features represent a fundamental challenge in the design of BTP systems [6] , [17] . Standard encryption techniques (e.g. RSA, Advanced Encryption Standard (AES)) could be considered to protect the biometric information. However, these encryption algorithms provide large differences in the results even when the input data differ slightly. Thus, intraclass variability invalidates the use of these algorithms in biometrics, since encrypted templates could not be effectively compared. Alternatively, templates could be decrypted before carrying out the comparison. But this option is not secure because the templates are unprotected in every authentication attempt. Hence, standard encryption algorithms are not a suitable solution to protect the biometric templates [6] .
A. BIOMETRIC TEMPLATE PROTECTION SCHEME: REQUIREMENTS AND CATEGORIES
In order to overcome the limitations of the standard encryption techniques, over the last years researchers have been working on the development of BTP schemes. According to the ISO/IEC 24745:2011 standard on biometric information protection [18] , these schemes must fully meet the following requirements:
• Irreversibility: from a protected biometric template it must be computationally difficult to recover the original template.
• Renewability: if a secure template is compromised, the scheme must be able to revoke it and remake a new different one from the same biometric data.
• Unlinkability: it must be difficult to determine if two or more templates, protected with different keys, belong to the same biometric characteristic. This property avoids possible cross-comparisons with other databases, thus ensuring the users' privacy. At the same time, it is desirable that the accuracy, the verification time and the storage requirements are maintained similar to an equivalent unprotected system [19] .
Designing BTP schemes that fully meet the aforementioned requirements without degrading the verification performance represents a great challenge. Different approaches have been proposed in the literature, which can be classified into three main categories: Cancelable Biometrics, Biometric Cryptosystem and Biometrics in the Encrypted Domain (see Fig. 2 ).
In the Cancelable Biometrics category, a transformation function defined by a user-specific key is applied to the unprotected template. Both, the modified template and the key (usually referred as auxiliary data (AD)), are stored for verification purposes. Then, the same transformation is applied to the template probe and the comparison takes place in the transformed domain. Depending on the characteristics of the transformation function there are two subcategories:
-Salting, where a reversible function (e.g. bio-hashing) is used for the transformation. Thus, the security of these schemes relies on the security of the key. -Irreversible Transformation, where a one-way function (e.g. robust hashing) is applied to the unprotected template, obtaining a transformed template which is hard to invert even if the key is known. In the Biometric Cryptosystem category, cryptography and biometrics are merged, obtaining a secure sketch (stored as AD), which does not reveal much information about the key or the biometric data. During the authentication, the comparison is performed indirectly by checking the validity of a key extracted from the biometric probe using the AD. If the genuine users' biometric data is not known, to get the key from the AD must be computationally difficult. But, if the template probe is sufficiently close to the enrolled template, it must be easy to decode the AD and recover the key. Typically, error correction coding techniques are used to handle intraclass variability. These schemes allow the protection of the biometric data and facilitate the secure key management. The Biometric Cryptosystem category is divided into:
-Key Binding, where the AD is obtained by binding the key to the biometric data. Two well-known schemes in this category are FV [20] and fuzzy commitment [21] . -Key Generation, where the AD is obtained only from the biometric data. This category includes the secure sketch and fuzzy extractor concepts [22] . In Cancelable Biometrics and Biometric Cryptosystem approaches, the stored AD should not reveal significant sensitive information in order to preserve both the system security and the privacy of the subject. A more detailed review of these two categories can be found in [6] , [23] .
As an alternative to the above approaches, secure multiparty computation [24] and homomorphic cryptosystem [25] have recently been used as BTP methods. These solutions are classified in a new class called Biometrics in the Encrypted Domain. In this class, the most used approaches are based on Garbled Circuits [26] and Homomorphic Encryption (HE) [27] . Particularly, successful implementations of biometric systems based on HE have been developed, where only encrypted biometric data are handled. HE schemes carry out the recognition in the encrypted domain while obtaining results fully comparable to those achieved by unprotected systems. However, HE allows a limited subset of operations in the encrypted domain. Thus, advanced comparison techniques (e.g. Hidden Markov Models (HMMs)) are more difficult to implement in this approach. Moreover, typically this protection technology requires higher computational cost and bandwidth [24] , and it depends on the assumption that encryption keys are always kept secret.
New authentication methods have recently been proposed, where the security of biometric systems is strengthened. These methods are based on Biometric Cryptosystems, providing secure communication through the interfaces. For instance, in [28] and [29] , the authors present a secure multi-server authentication protocol using a fuzzy commitment scheme. Also, [30] presents a novel fingerprint-based crypto-biometric scheme where the Diffie-Hellman (DH) algorithm [31] is used to maintain secure communication between two users.
In practice, the choice of a specific BTP approach is mostly influenced by factors such as: the biometric modality used, the security of the acquired template, the capacity to handle the intraclass variations, the recognition performance, the storage requirement or the computational cost [6] .
B. RELATED WORKS
Only a few works about template protection based on dynamic signature have been proposed. In [32] and [33] , the authors present an irreversible transformation approach to protect signature time sequences, where HMMs used in the comparisons are trained with the transformed features. On the other hand, in [34] and [35] was applied a FV scheme based on local features extracted from dynamic signatures. In [34] the templates were generated using maximum and minimum of the signature, while in [35] event points (crossing points, ending points and high curvature points) were considered. The fuzzy commitment scheme was applied in [36] to a DSV system based on Universal Background Model (UBM). The approach proposed in [37] use helper data and error correction techniques to protect fixed-length templates of dynamic signature.
More recently, a DSV system based on HE and variablelength templates was presented in [38] . Despite this system meets all the requirements of the ISO/IEC 24745:2011 standard, its comparison time inefficiency prevents its use in real time applications. Another HE scheme applied to DSV is proposed in [39] considering fixed-length template. With respect to the system of [38] , the scheme based on fixedlength template achieves better processing times while the verification accuracy is degraded. Then, a multi-algorithm approach based on HE for template of fixed and variable length was suggested in [40] , improving both the computational complexity of [38] and the verification performance achieved in [39] .
C. FUZZY VAULT: BACKGROUND
The crypto-biometric FV scheme has become one of the most popular BTP methods. This scheme is presented as an errortolerant cryptographic construction in which an unordered set (e.g. set of biometric features) is used to encrypt/decrypt a secret key, obtaining an indivisible vault. This approach not only secures the key, but also provides protection to the unordered set. The FV scheme works as explained in the following paragraphs.
To secure a biometric feature set, A = {a 1 , a 2 , . . . , a n }, a user specific key K , of length M bits, is randomly generated. An error-correcting code (e.g. Reed Solomon (RS) [41] ) is applied to K and the redundancy generated is concatenated to K , obtaining an encoded key K c of length N bits (N > M ). Then, a polynomial P of degree L (being L < n) is constructed using K c as coefficients. The polynomial projections, P(A), are calculated per each element of A, obtaining a set of genuine points G = {( a i , P (a i ))} n i=1 . To hide the genuine points, chaff points that do not intersect with both the polynomial P and the set A, are randomly generated. Finally, a vault set V is made up of the union of the G set and chaff points (see Fig. 3 ).
During the authentication, a probe biometric template B, is presented to decode the vault and recover K . If the template B overlaps substantially with A, then B can identify many genuine points from V . Provided that the difference between sets A and B is small enough such that the redundancy present in K c allows to correct the erroneously identified points, the polynomial P will be successfully reconstructed and hence obtained the associated key K . To successfully reconstruct the polynomial, at least L +1 genuine points need to be identified from V .
The FV scheme has the advantage of providing high security [6] . The number of chaff points included in the vault directly influences this property, since by increasing the chaff points, the system security increases. Commonly, the number of chaff points is one order of magnitude greater than the number of genuine points [17] . Another important advantage of this scheme is its ability to handle the intraclass variability problems of biometric data, by means of error correction codes.
However, the FV scheme is vulnerable to some specific attacks [42] . In particular, this scheme i) can be directly attacked via record multiplicity. If diverse vaults generated from the same biometric sample (using different keys) are known, the genuine points can be easily identified by correlating the different vaults. Thus, the FV scheme does not provide renewability and unlinkability. Also, ii) stolen key inversion attacks could take place in these systems. If the key embedded in the vault is known, the vault can be easily decoded to obtain the protected biometric data. Furthermore, iii) a FV system can be compromised by blended substitution attacks. Since the vault involves numerous chaff points, some of them could be replaced by the attacker biometric features. Consequently, both the genuine user and the attacker could successfully unlock the same vault.
To overcome these limitations, in [43] , the authors propose the application of a transformation function to the biometric template and then, to construct the vault from the transformed template. Finally, an encryption technique is used to secure the generated vault. This way, the transformation function provides renewability and unlinkability, avoiding attacks via record multiplicity, while the encryption algorithm provides robustness against stolen key inversion and blended substitution attacks. Such solutions, where more than one approach is used to protect the biometric templates, are known as hybrid schemes.
D. FUZZY VAULT: APPLICATIONS
Several works have been reported, where the FV scheme is applied to protect different biometric modalities. In [44] , a FV scheme based on fingerprint templates is presented. In this case, due to the difficulties encountered to reconstructing the polynomial via error correction, authors propose a modified version of the FV scheme introduced in [20] . During vault encoding, no error corrector code is applied. Instead, bits of Cyclic Redundancy Check (CRC) are generated from the user key. These bits are appended to the key, and the L-degree polynomial involved in the construction of the vault is represented using the encoded key. The rest of the vault coding process is the same as the original FV scheme. During the authentication, candidate points are selected from the vault using the probe sample. If less than L + 1 points are found, the authentication fails. Otherwise, they find all the possible combinations of L + 1 points and a candidate polynomial per combination is constructed and verified by applying CRC. In case of error detection, the checked polynomial is discarded, and the same procedure is repeated for the next point combination. If no error is detected, it means that the correct polynomial has been found and therefore, the associated key is valid. As a limitation, this scheme needs to evaluate many candidate's polynomial for each authentication attempt, resulting in a high time inefficiency. However, this FV scheme variant has been one of the most used.
Both [34] and [35] protect dynamic signature templates following the FV approach proposed in [44] . Implementations of the FV scheme applied to face [45] or palmprint [46] modalities have also been reported. Furthermore, a multibiometric-based FV is proposed in [47] , where the template to be protected is derived from individual fingerprint and iris templates. In this case, the multibiometric vault provided better performance and higher security compared to the unibiometric vaults.
Another variant of the original FV scheme is proposed in [13] to secure iris biometric data. In this case, the authors propose a scheme where error correction and interpolation procedures are separated. Specifically, our implementation is based on this FV scheme variant, mostly because the use of the error-correcting code RS accelerates the decoding step [20] , and allows to manage the intraclass variability.
A summary of the FV applications reported is presented in Table 1 , indicating in each case the used database size, the features used to conform the templates and the results obtained.
III. PROPOSED SYSTEM
In this section, the proposed FV scheme based on signature fixed-length templates is presented. As shown in Fig. 4 , the system is divided into three phases. In the first phase the system configuration parameters are automatically adjusted according to the target database. In the second phase the reference templates are created and secured using the FV encoder. Finally, the verification takes place, keeping the security of reference templates. The following subsections provide an in-depth explanation for each of these phases.
A. PHASE 1. ADJUSTMENT OF CONFIGURATION PARAMETERS
The configuration process is initiated from 15 global features of the signature, which are candidates to form the final templates that will consist of 8 features. Table 2 shows the description of the features used, as well as the notations assigned to each one.
In order to achieve greater verification accuracy, both static and dynamic information have been considered. These include, features related to signature dimensions, stroke measures and time. To obtain these metrics, only the channels associated with spatial coordinates (X and Y), pen tip switch state (S) and time (T) are used. Pressure has not been used, as some capture devices (e.g. capacitive touch screens) cannot provide it.
1) SELECTION OF OPTIMAL QUANTISATION LEVELS
In the proposed FV scheme, all the operations take place in Galois fields with cardinality 65536, namely GF(2 16 ). For this reason, the features involved in the templates must be quantised on 16 bits maximum. Based on this, the first objective of the configuration phase is to individually select optimal quantisation levels to represent each of the 15 starting features. Before carrying out this task, the following pre-processing steps are applied to the signals used:
1. The X and Y coordinates are smoothed using a low pass filter to remove possible noise introduced during the acquisition process. 2. A statistical normalization is applied to X and Y signals, using their mean and standard deviation [48] .
3. The X and Y coordinates corresponding to the first and last 5% of the signature length are discarded due to the high instability typically present in these signature regions [34] . Once the channels are pre-processed, an individual reference is calculated per feature, using the first 5 genuine signatures. The value of 5 samples to enrol was chosen taking into account that in a real scenario, requesting a higher number of samples during the enrolment could cause rejections from users [49] .
Then, the influence of applying different quantisation levels in the individual verification of each feature is evaluated. This is performed by using, in each case, the corresponding individual references. From the results obtained per feature, the quantisation that generates the lowest False Match Rates (FMR) and False Non-Match Rates (FNMR) simultaneously, is selected as optimal. Although this has been our criterion to consider a result as optimal, other criteria could also be used (e.g. minimum FMR accepting high FNMR, or vice versa).
According to empirical analysis, it was determined that a maximum of 8 bits is enough for optimal quantisation. Assuming this, we decided to encode the features into 16 bits according to the binary distribution shown in Fig. 5 . The 4 most significant bits are reserved for the feature identification number, and the remaining bits are used to represent the feature value according to the corresponding optimal quantisation. This way, there are enough bits to quantify the features and during the template generation, none of the features involved is encoded with the same binary sequence. 
2) SELECTION OF OPTIMAL 8-FEATURE COMBINATION AND ERROR-CORRECTING CODE TOLERANCE
The proposed FV scheme has been designed to work with templates of 8 elements. Thus, the next step in the configuration is to find the optimal 8-feature combination to represent the handwritten signatures.
First, a database with the reference 15-feature templates is generated, using the previously calculated individual references (encoded into 16 bits). All the possible combinations of 8 features, among the previous 15 are found (obtaining a total of 6435 candidate reference templates per genuine user). Then, a performance evaluation is carried out considering all these alternatives of reference templates (unprotected). Finally, the 8-feature combination that best discriminate among target database users is selected to conform the unprotected signature templates.
During this evaluation, the number of equal elements between the probe and the reference template is used as comparison score. Then, from the results obtained with the optimal 8-feature combination, the score that has generated the lowest error rates is selected as the decision threshold. Finally, with the selection of the threshold, the tolerance of the error-correcting code used in the FV scheme is established.
Once the optimal quantisation per feature has been found and both the optimal 8-feature combination and the tolerance of the error correction code have been selected, the system is properly parametrized according to the target database.
The next phases (2 and 3 in Fig. 4 ) correspond to the FV scheme implementation. From this point on, all the calculations are performed in GF(2 16 ).
B. PHASE 2. ENROLMENT (FUZZY VAULT ENCODER)
During the enrolment phase, the signature reference templates are generated and protected using FV encoder.
As shown in Fig. 6 , in the vault encoding process two inputs are necessary: the reference template to be protected (I ), comprising 8 elements of 16 bits each, The 128-bit key S is divided into 8 non-overlapping 16-bit packets, {S 1 , S 2 , . . . , S 8 }, which are used to represent the coefficients of a polynomial with degree d = 7, resulting in P (x) = S 1 + S 2 x + . . . + S 8 x 7 . Then, the projection of I on the polynomial P is calculated, obtaining the set of genuine points G = {(I 1 , P(I 1 )), (I 2 , P(I 2 )), . . . , (I 8 , P(I 8 ))}. To hide G from an attacker, a set C of 292 chaff points is randomly generated in the range of the finite field (no chaff point is located on the polynomial and their x-axis values do not overlap with the elements of I ). From the union of these two sets, the vault set is formed, V = (G ∪ C). Note that the feature vector size used to encode/decode the vault has been set to 8, (d + 1), because during the decoding phase the 8 genuine points (G) need to be identified from V to reconstruct the polynomial.
On the other hand, an RS code is applied to the unprotected reference I , obtaining a set R of redundant N -symbols. This redundancy has a correction capability of up to N /2 errors and it is used during the vault decoding. Finally, the sets V and R, forms the protected reference template.
C. PHASE 3. VERIFICATION (FUZZY VAULT DECODER)
The verification phase is represented in Fig. 7 . The input parameters of this stage are a probe template Q, and the R and V sets stored. To obtain Q, the optimal 8 features are extracted from the probe signature and represented with 16 bits using the binary distribution of Fig. 5 .
As the probe template Q may contain errors due to the intraclass variability, first the RS decoding is applied, using the redundancy set R. On one hand, if the errors contained in Q cannot be corrected, the output A of the RS decoding is set to 0 and the user is immediately considered incorrect. On the other hand, if the probe Q can be corrected or does not show errors, A is set to 1 and the user is immediately considered correct. In this case, a corrected template Q * , identical to the one enrolled is obtained and the genuine points are perfectly identified in the vault. From the genuine points the polynomial P (x) = S 1 + S 2 x + . . . + S 8 x 7 is reconstructed by Lagrange interpolation, and finally, the key S represented in the coefficients of P is recovered.
IV. EXPERIMENTS
This section gathers the results obtained in the experiments carried out. All these results are presented following the operation methodology described in Section III.
A. DATABASES DESCRIPTION
To evaluate the verification performance of the proposed system, three databases were used: i) the public version of the MCYT signature corpus (DB_1 from now on), ii) a proprietary database (DB_2 from now on), and iii) the signature subcorpus of the DS2 BioSecure database (DB_3 from now on).
DB_1 comprises 25 genuine signatures and 25 skilled forgeries of 100 users. The capture device used was a Wacom STU-500 digitiser especially designed for handwritten signature acquisition.
DB_2 contains the real signatures of 48 users, with 20 genuine signatures per user. During the generation of this database all samples were collected in a controlled environment and the acquisition process was as realistic as possible (e.g. non-biometric related test subjects, signatures subjectively accepted by the signing user, etc.). A detailed description of the protocol applied to generate this database is presented in [14] . All the samples were acquired using a Wacom STU-500 tablet.
BD_3 comprises 210 subjects, with 30 genuine signatures and 20 skilled forgeries per subject, acquired with a digitalizing tablet Wacom Intuos 3.
During the experiments, no skilled forgeries were used in this work. To calculate FMR, only signatures from other users as random forgeries have been considered.
B. EVALUATION: SELECTION OF CONFIGURATION PARAMETERS
The evaluation was initiated by obtaining the 15 individual references of the starting features for each user. To make the experiment as close as possible to a real scenario, these VOLUME 8, 2020 references were generated from the first 5 signatures accepted by user, instead of the best resulting set of 5, as is commonly used.
1) OPTIMAL QUANTISATION LEVELS PER FEATURES
Once the individual references have been obtained, the optimal quantisation levels to represent the features (calculated through ratios) were found.
As an example, Fig. 8 shows the FMR to FNMR comparison obtained when the recognition of the feature P iS / t (ratio of initial-stroke dots to total dots recovered) was evaluated on DB_2 using from 3 to 15 quantisation levels. According to the criterion of optimal result assumed (lowest FMR and FNMR simultaneously), from Fig. 8 it can be seen that this feature performs better on DB_2 when it is quantised uniformly using 8 levels (point closest to the equal error rate (EER) line). A similar analysis was carried out for the remaining features. Table 3 gathers the optimal quantisation levels obtained per feature and database.
As shown, different optimal quantisation levels were obtained for the features evaluated on the same database. In addition, for the same feature, different values were obtained in each database. Therefore, these results show that, to achieve better verification performance, quantisation levels must be individually assigned according to the specific feature and target database.
2) OPTIMAL 8-FEATURE COMBINATION AND ERROR CORRECTING CODE TOLERANCE
Following the initial configuration, the most discriminative 8-feature combination was automatically found. Fig. 9 shows the 8-feature vectors selected to represent the samples in each database, as well as the verification performance achieved.
Note that, although the representation vectors are not identical, they include 3 equal features. Therefore, among all the features considered, it seems that these 3 are the most discriminative.
Regarding the graphs of Fig. 9 , in each case, 8 discrete values marked with different symbols are shown. The symbols represent the percentage of probe templates that, during the comparison with the corresponding reference template, presented at least (from right to left) 1, 2, . . . , 7 and 8 correct elements. The discrete values have been connected using a straight line to appreciate that the disposition of the results corresponds to DET curves. Table 4 gathers the numerical value of the reported error rates. According to the results, in all databases the best performing conditions (lowest FMR and FNMR) are achieved setting the decision threshold at 5 correct elements (points next to the ERR line), reaching FMRs and FNMRs below 7% and 14%, respectively (see Table 4 ). Based on this, it was decided to configure the RS coding to tolerate up to 3 errors in the probe templates.
C. VERIFICATION PERFORMANCE
After finding the optimal configuration parameters (feature quantisation levels, 8-feature representation and error correcting code tolerance), the verification performance of the FV scheme was evaluated. Results are gathers in Table 5 . It should be noted that, the error rates achieved by the template protection system are the same as those obtained during the configuration phase. These results allow us to validate the implemented FV scheme.
As shown, by tolerating up to 3 errors in the probe templates, the results obtained were: 6.91% of FMR with 7.85% of FNMR using DB_1, 6.21% of FMR with 4.86% of FNMR for DB_2, and 6,16% of FMR with 13,6% of FNMR using DB_3. In all experiments, similar error rates were achieved, though the system performance is slightly better on DB_2. In addition, despite having optimized the system to achieve low FMR and FNMR, it should be noted that, by tolerating up to 2 errors, an FMR lower than 3% is achieved (without a significant increase of the FNMR). As described in Section II, the ISO/IEC 24745:2011 standard on biometric information protection states that a BTP system should not degrade the verification performance with respect to the equivalent unprotected system. To check the compliance with this requirement, a signature recognition system based on the same fixed-length templates as our FV scheme, was implemented and evaluated. In this case, the similarity scores between the templates Q and I were computed using the Euclidean distance, (d Euc ), defined as follows:
where F represents the number of features included in the templates. Fig. 10 shows the DET curves obtained for the unprotected system and the performance of the FV system tolerating up to 3 errors in the probe templates (circle mark). In our FV scheme, the error correction code does not allow to operate at the multiple operating points of the unprotected system. Thus, for comparison purpose, we will consider an FMR fixed value (the one corresponding to the protected system) to analyse the FNMR of both systems. As can be observed, the circle marks (protected system performance) are practically located on the DET curves. These results reveal that, at the operating points supported by the protection scheme, the performance is almost preserved with respect to the baseline unprotected system.
V. IRREVERSIBILITY AND UNLINKABILITY
According to the ISO/IEC 24745:2011 standard the BTP systems must also meet the properties of irreversibility and unlinkability. In our case, the irreversibility of the proposed VOLUME 8, 2020 system can be mathematically quantified. Given that the vault has 300 points and only 8 of them are genuine, the expected number of combinations that need to be evaluated by an attacker using brute force, is C(300, 8) = 1.5 × 10 15 (corresponding with a security of 15 bits). Hence, the probability of a successful attack in our system is 1 (1.5 × 10 15 ) = 6.7 × 10 −16 . On the other hand, the stored redundant symbols do not reveal information about the protected templates. However, if an attacker in the attempt to decode the vault uses this redundancy, the success probability will be increased, but not significantly. While the proposed system provides high security in terms of irreversibility, it does not meet the unlinkability and renewability properties. Following the hybrid approach [43] mentioned in Section II.C, this problem could be addressed by first applying a transformation function to the original template and then generating the vault from the transformed template. A possible transformation is to combine the original template with a user password (independent of the key involved in the vault) using the binary XOR function. This password-based transformation allows the creation of revocable vaults and prevents cross-comparisons of vaults across different applications.
At the same time, by using this hybrid approach an improvement in template security could be achieved. Assuming the system is able to protect the password, if an impostor gets the genuine points from the vault (which correspond to the transformed template), he will not be able to reverse the transformation and recover the original template. Note that, the XOR operation is irreversible if only the result is known. However, the impact of this modification on the system performance should be analysed.
VI. TIME PERFORMANCE
In the design of a verification system the processing time is relevant, and the requirements of the application scenario play a fundamental role in this aspect. In scenarios where a high security is demanded, the priority is to guarantee low error rates, although that brings longer processing time. Nevertheless, for scenarios that require user interaction (e.g. access control), it is important that the system responds immediately.
With the goal of having a more complete evaluation of the proposed FV scheme, it was decided to analyse the time performance of the proposed system. Two scenarios were considered for this evaluation: i) the time elapsed in verifying a probe template and obtaining its key (when applicable), and ii) the time elapsed only until the verification (without recovering the key). The probe templates were grouped according to the number of errors, and then the time performance was calculated for each group. The system was implemented in MATLAB R using a PC Intel Core ×64 i7-6700 CPU at 3.40GHz with 16GB RAM. Fig. 11 shows the results obtained, which are very similar in all databases. In templates that show from 0 to 3 errors, the process of verification and recovery of the key lasted 40ms approximately. Although, when the probe and reference template were equal, this process took less time (37ms) since no error had to be corrected.
On the other hand, if during the decoding phase the templates are only classified as correct or incorrect (without extracting the key from the vault), the time elapsed is around 10ms, at the vectors with 3 or fewer errors.
In the case of probe templates with 4 or more errors, the time elapsed in both scenarios is the same (around 10ms). This result was expected because during the decoding phase when a user is classified as incorrect, no key is extracted from the vault.
As can be seen, the difference between the results obtained in each scenario is associated with the time spent by the system to recover the correct user key.
VII. CONCLUSIONS AND FUTURE WORKS
In this paper we have proposed a FV scheme based on fixed-length templates with application to DSV, where only 15 global features of the signature have been considered to form the templates. The system performance has been evaluated using three databases: a proprietary collection of signatures and the public databases MCYT and BioSecure. As an outcome, protected references more robust against attacks are obtained, while the verifications accuracy is not significantly degraded with respect to an equivalent unprotected system.
Evaluation results show that, the proposed FV scheme can achieve low error rates tolerating up to 3 errors in the probe templates (FMR of 6.91% and FNMR of 7.85% using MCYT database, FMR of 6.21% and FNMR of 4.86% with the proprietary database, and FMR of 6.16% and FNMR of 13.6% for BioSecure database). However, these rates could be individually reduced, adjusting during the initial phase, the configuration parameters according to the desired optimization criterion (e.g. minimum FMR accepting high FNMR, or vice versa). Moreover, very low times were spent by the system during verification phase (around 40ms).
It was learned that all the features do not achieve their best performance using the same quantisation levels. Also, it was confirmed that the system performance varies depending of the features involved in the representation vector. Therefore, the individual choice of quantisation levels for each feature and the correct selection of the representation features improve the system performance.
Once the operating methodology of the FV has been studied, we consider that in applications where it is not necessary to ensure a key, a simplified version of this scheme could be used. Alternatively, during the enrolment just the RS encoding would be applied to the reference template, storing for each enrolled user only the redundant symbols obtained. Then, during verification, the RS decoder using the corresponding redundancy can determine whether the user is correct. This alternative eliminates the generation of the vault set, avoiding storing any sensitive information of the enrolled biometric characteristic.
As a future work, we will extend this study, analysing the robustness of the system against skilled forgeries. Also, the system performance could be evaluated using a personal 8-feature combination per user, instead of a unique combination for the entire database.
Also, in order to counter the attacks described in Section II.C, we intend to adapt the hybrid approach of [43] to our particular signature case. To that end, we plan to use the XOR logic function to combine the original template with a password (independent of the user key) before the vault creation. Finally, we will protect the generated vault by applying an encryption technique. In this way, renewability and unlinkability can be achieved while the security is improved. Consequently, the influence of the initial transformation on the system performance should be studied.
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