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Introduction
Methods based on low-density airborne laser scanning (ALS) data have been shown to produce accurate estimates of forest characteristics on an operational scale (estimation unit from hundreds of square meters to hectares). These methods have been based on the laser canopy height distribution approach, where various laser pulse height distribution -derived predictors are related to the stand characteristics of interest. The most commonly used methods have been that of linear regression (e.g. Means et al. 2000 , Naesset 2002 , Lim et al. 2003 , Holmgren 2004 , Jensen et al. 2006 , and non-parametric estimation .
Although regression methods are widely used and they tend to provide reliable results, nonparametric nearest neighbor (NN) methods have certain advantages over parametric methods, especially, when simultaneously considering the estimation of various characteristics of interest. According to LeMay and Temesgen (2005) NN methods: a) retain the variance structure of the data; b) will produce realistic results, since estimates are within the bounds of real data; c) are distribution-free, therefore distributional assumptions are not required for predictor variables nor for the variables of interest; and d) can be easily used in multivariate situations.
However, advantages a) and b) cannot be guaranteed if more than one nearest neighbors are used for the estimation.
The studies by Maltamo et al. (2006) , Packalén and Maltamo (2006) , and have demonstrated that the non-parametric k Most Similar Neighbor (k-MSN) method is very suitable for estimating mean stand characteristics from the ALS data. Furthermore, by combining aerial photographs and ALS data, the overall estimation accuracy can be improved and it is possible to obtain species-specific estimates Maltamo 2007) .
There are some issues that need to be considered when applying NN method: 1) a distance metric used in the selecting the neighbors, 2) the number of neighbors, and 3) the weighting of the neighbors (LeMay and Temesgen 2005) . Important issue is also how the selection of the predictor variables is carried out. Usually, in the canopy height distribution method, various predictor variables are calculated from the distribution of laser pulse heights, and then the most significant and least cross-correlated ones are chosen for the model. If some optical remote sensing material (e.g. aerial photographs) is additionally used in the estimation, the number of candidate predictor variables can be vast, so the selection procedure for finding the best predictors or predictor combinations becomes complicated. This relates to both of the methods: linear regression and non-parametric estimation. In the case of NN methods, another problem is the "curse of dimensionality" (Bellman 1961) . This means that when the number of predictor variables increases (the number of dimensions increase), the solution of the estimation task rapidly becomes more complex.
The natural way of describing the ALS data are laser pulse height, and intensity, distributions. The spectral information of the aerial photographs can be represented in the form of distributions, as well. Thus, the same methodology could be used in analyzing both of the data sources. To avoid the above problems considering the selection of the predictor variables and to keep in mind the distributional characteristics of the laser height, intensity, and spectral distributions, a search method for finding the nearest neighbors should satisfy two conditions: 1) it should take into consideration the variability and the heterogeneous structure of the laser height, intensity, and spectral distributions; and 2) it should be based on as few predictor variables as possible. To realize this, a new nearest neighbor search method will be introduced which is based on Minkowski distance of order one (later: Minkowski distance).
In this study we test the proposed search method by estimating species-specific volumes and diameter distributions using laser pulse height distributions and spectral histograms derived from aerial photographs. The estimation of speciesspecific diameter distributions is routine operation in field measurement based forest inventories (e.g. Siipilehto 1999 , Newton et al. 2004 ) whereas in the case of remote sensing data only diameter distributions for the tree stock as a whole has been considered so far (Gobakken and Naesset 2004, Maltamo et al. 2007) .
Additional goal of the study is to test the estimation method in producing estimates of the factual saw log recovery (i.e. the saw log recovery which includes reduction due to bucking constraints (allowable length and diameter combinations) and external technical defects) using estimated species-specific height-diameter distributions and stem data bank. The estimation of the factual saw log recovery is based on the assumption that the height-diameter distribution and tree species composition can be used as predictor variables in estimating the external quality of trees, which, in other hand, could be used in predicting the quality of wood.
The result of the estimation chain (i.e. speciesspecific diameter distributions and saw log recoveries) can be considered as pre-harvest measurement information. Currently, pre-harvest measurement is usually carried out by field work, but different computational methods have also been developed in Nordic countries. The most promising ones has been based on nonparametric k-MSN and k-Nearest Neighbor (k-NN) regression (e.g. Tommola et al. 1999 , Malinen et al. 2001 .
To sum up the aims of this study are 1) to introduce a new search method for producing nearest neighbor estimates from remote sensing material and 2), to produce accurate species-specific diameter distributions through the use of ALS data and aerial photographs. Additionally, the proposed method is tested in estimating factual saw log recoveries with the use of estimated height-diameter distributions and the stem data bank.
Materials

Study Area
The study was conducted at the Matalansalo study area, located in the municipality of Varkaus in eastern Finland (about 28°29´E, 62°18´N) and owned by the forest industry company UPM Kymmene Ltd. The Matalansalo study area can be considered as a typical managed boreal forest area in Finland. The total area is approximately 1200 hectares and it is dominated by coniferous species (Norway spruce (Picea abies (L.) Karst.) and Scots pine (Pinus sylvestris L.)); deciduous species are found mainly as a minority in mixed species stands.
Field Data Collection
Plot Data
In summer 2004, a total of 474 circular plots each with a 9 meter radius were systematically placed over the 67 forest stands and positioned with Trimble Pro XRS GPS that used real time differential correction. Diameter at breast height (dbh), species, tree storey and tree class (dead, alive) were all recorded for every tree inside the plot with a dbh at least 5 cm. In addition, one tree from every tree storey by species per plot was chosen as a height sample tree. Heights for the rest of the trees were calculated using the speciesspecific height models of Veltheim (1987) , which were calibrated by plots with the use of sample tree measurements. The plot measurements did not include the assessment of technical quality of the trees, and therefore, it was not possible to extract factual saw log recoveries from the plot data. Thus, the circular plot data (Table 1) was used only as a reference in the estimation of the species-specific volumes and diameter and heightdiameter distributions.
Harvester-acquired Data
A total of 14 marked stands located in the study area were clear cut after acquisition of the remote sensing material. These test stands were delineated using Trimble GeoXT GPS and differential correction in a post-processing mode. To avoid the effect of trees left in the clear cut area, retention tree groups of more than 2 trees were also delineated and left out of the analysis. The harvester data of the stands consisted of STM files, which include the position of the harvester at the time of the felling, harvester measured diameters of the stem in 10-cm intervals from the felling point to the last cutting point, length of the usable trunk part, species, and bucking parameters and buck-ing results (e.g. factual saw wood recovery) for every harvested tree, according to the Standard for Forest Data and Communication (StanForD 2006) . Harvested trees were assigned to the correct stand according to the coordinates of the harvester provided in the STM files, and the diameter distributions and bucking results extracted from the stand-wise harvester data were used as test data ( Table 2) .
The circular sample plot data and the harvester data were collected independently. Eight of the total 14 test stands were such that they contained sample plots or portions of the sample plots. A total of 45 complete plots were located inside the test stands.
Stem Data Bank
The harvester-acquired data from the study area consisted only of 14 test stands. Thus, we used separate stem data bank for estimating factual saw (Table 3 ). According to this comparison, the stem data bank data was extensive despite insufficient stands with low saw log proportions.
Remote Sensing Material
ALS Data and Processing
The ALS data covering the study area were collected on the 4th of August, 2004 using an Optech ALTM 2033 laser scanning system. The operating altitude was 1,500 meters above ground and the field of view was 30 degrees. This resulted in a nominal sampling density of about 0.7 measurements per square meter and a footprint of 45 cm at the ground level. A digital terrain model (DTM) was processed from last pulse data with TerraScan software (see www.terrasolid.fi). At first, the ground points were separated from other points using the method explained in Axelsson (2000) . Then a raster DTM was created from the classified ground points by calculating their mean values within each one-metre raster cell. Values for raster cells with no data were derived by Delaunay triangulation and the bilinear interpolation method. The ALS data was further processed by subtracting DTM from the laser pulses to produce a point cloud with x, y and dz coordinates, where dz is the height above the ground. Only the first pulse data was utilized in the estimation procedure of the forest characteristics.
Aerial Photography Data and Processing
In addition to ALS data, color-infrared photographs at a scale of 1:30,000 were acquired on the 22nd of August 2004 with a Leica RC30 camera having a UAGA-F 13158 objective of focal length 163.18 mm and an anti-vignetting filter (AV525 nm). The films were digitized at a resolution of 14 μm, orthorectified using the DTM generated from the ALS data, and resampled to a pixel size of 50 cm. Since the study area was covered by three aerial photographs, radiometric calibration was required in order to make the images comparable. The correction was performed by the method presented by Tuominen and Pekkarinen (2004) , using a Landsat 7 ETM satellite image taken in June 2002 of the study area. The radiometric resolution of the final images was 8 bits.
Methods
The study followed the structure briefly described below. The estimation procedure itself is presented schematically in a flowchart ( Fig. 1 ). At first, we formulated a suitable distance metric to be used with ALS data and spectral histograms in k-NN estimation. Then the estimation method was applied to the plot level in order to study the effectiveness and suitability of the method and to discover the optimal estimation parameters. After this, the species-specific volumes, diameter, and height-diameter distributions were predicted for the test stands.
Remote sensing material covered only the study area, not the stem data bank data area. Thus, the two-stage KNN approach was used in estimation of the saw log recoveries. The estimated speciesspecific height-diameter distributions were used to find k nearest reference stands from the stem data bank in order to produce saw log volume estimates. Finally, the results were evaluated using root mean square error of the estimates (RMSE) and Reynolds' error index (Reynolds et al. 1988 ). The following sections give a more detailed description of the methods used.
Estimation Method
The chosen method for estimation was a nonparametric k-NN method. The first step in the NN method is to define the distances between the target and reference objects. The distance metric used to fulfill the requirements mentioned earlier in this paper (it should take into consideration the whole variability and the nonparametric nature of the studied distributions, and it should be based on as few predictor variables as possible) was the Minkowski distance of order one, applied to classified distributions, and it was of the form:
where D pq is distance between compared distributions, p i is the proportion of observations of the test distribution in class i, q i is the proportion of observations of the reference distribution in class i, and n is the number of classes in distributions. This measure yields one value that relates to the absolute difference of classified distributions. The value of D pq varies from 0 (compared distributions are the same) to 2 (compared distributions have no observations in same classes). After computing the distances, the neighbors are sorted, and the nearest neighbors are assigned for every target object. There is no need to select among several variables, or to find the optimal weights for them, because the only information that is extracted from the difference of the distributions is given in one explicable numeric value. 
Combining Distances from ALS Data and Several Bands
In the case of using more than one predictor variable, weights for them have to be somehow decided. The weights could not be searched for using multidimensional feature space, because the predictor variable (D pq ) used in this study is a distance metric by definition. Thus, the distances were calculated separately for ALS data and the aerial photograph's bands, and the weights for them were searched for afterwards using a bruteforce search algorithm. The algorithm formulated weight combinations systemically so that every data set was given a weight from 0 to 1 with an interval of 0.05 and all weight combinations which summed up to 1 were examined. The optimization task was then to find the weight combination, which minimized the estimation error.
Plot-wise Volume Estimates
To examine the functionality of the proposed estimation method, it was at first tested in the estimation of the species-specific volumes for the measured reference plots. Because of the relatively small plot size (254.5 m 2 ), and therefore, a small number of laser pulses per plot, ALS data was classified using a 1 meter class size in order to avoid a prevalence of empty classes. Reclassification resulted, on average, in 5-6 laser observations for every class per plot. The spectral values of the aerial photographs were not reclassified; consequently, the processing was based on the original 256 classes, with an average of 4 observations in each of them at the plot-level. The volume estimates were produced from the leave-one-out cross validation in such a manner that the plots within the same stand as target plot were excluded from the reference data. The number of nearest neighbors was restricted to ten and the neighbors were weighted by 2 minus the distance measure D pq . This estimation was done using either ALS data or aerial photographs, or both. The optimal weights for the ALS data and different bands of the aerial photographs were searched for by minimizing the RMSE of the total volume or, alternatively, the sum of the RMSEs of the species-specific volumes.
Estimating Stand Level Speciesspecific Diameter and Height-diameter Distributions
Estimating diameter and height-diameter distributions for the test stands followed a two-phase grid approach. At the first step, a grid with a 16x16 meter cell size (area corresponding to the size of the reference plot) was laid over the test stands, and the nearest reference plot for every grid cell was sought based on distances between spectral (in the case of aerial photographs) or height (in the case of ALS data) distributions by using the method described here. At the second step, the cell estimates were added up for the stand level.
To produce the diameter and height-diameter distributions from the reference plot data, trees of the chosen (nearest) reference plots were added to a table containing stand wise height-diameter classes by species. Since all the cells were not complete (cells in the border of the stands), the number of each added tree was weighted by the ratio of the cell area and reference plot area. As a result of this procedure, we obtained three height-diameter distributions (for pine, spruce, and deciduous species) at the chosen height and diameter classification. For the estimation of diameter distributions, we decided to use two centimeters even classification, which we supposed would give a detailed enough description of the stand structure. To enable sensible comparison of height-diameter distributions (to ensure enough observations in height-diameter classes), diameters were classified by two centimeters and heights in one meter classes. In the study area, this theoretically corresponds to 2-dimensional discrete distribution for about a size of 30x30 classes.
Because the STM-files of the test stands only included the length of the usable trunk part (i.e. the part of the trunk from the stump height to the final cutting point) the actual tree heights could not be used to produce height-diameter distributions. Thus, the lengths and volumes of the usable trunk parts were calculated for the trees of the reference plots with the use of the taper curve functions designed by Laasasenaho (1982) .
The prediction of diameter distributions for the test stands was conducted in a similar manner as the prediction of plot-wise volumes with the use of either ALS data or aerial photographs, or both. The weights used for the bands were those found in the optimization of plot-wise volumes, because the optimization of minimal errors in diameter distributions in small area plots with few trees is unstable and prone to wrong decisions. The number of the nearest neighbors was also reasoned according to the plot-wise results and the optimal number was found to be three. However, deciding how many neighbors to use is not a clear issue (LeMay and Temesgen 2005) and it will be discussed more thoroughly later on in this paper. The estimation of the diameter distributions produced also stand-level volume estimates as an additional variable of interest.
Estimating Saw Log Recovery
Factual saw log recoveries were considered to be the amount of actually harvested saw log volume extracted from the STM files. Apart from the factual saw log recovery, the total volume of the usable trunk part and the saw log proportion were also examined. The saw log proportion here is considered to be the percent of the saw log recovery from the volume of the usable trunk part.
The estimates for the usable trunk part can be produced directly from the trees of the reference plots, or indirectly by using the stem data bank as reference data. In the first case, the species specific volume estimates can be provided simultaneously with the estimation of the height-diameter distributions, by summing-up the volumes of the trees from the chosen (nearest) reference plots.
The reference plots did not provide information about the factual saw log recoveries because no technical quality attributes were measured. Thus, the estimation of the saw log recovery and saw log proportion was performed by searching for stands from the stem data bank that have the most similar height-diameter distributions with the test stand under consideration. This procedure is analogous with the method used for estimating the species-specific height-diameter distributions. At first, the distances between the height-diameter distribution of a test stand and the reference stands (stem data bank stands) were calculated by using the equation: where m is the number of the tree species, n is the number of the diameter classes and k is the number of the height classes in the species-specific height-diameter distributions. Proportions r and s are calculated from the number of all trees in the stand. This equation is a generalization of the (Eq. 1) to a 3-dimensional distribution.
We intend to test the effect of using more than one nearest neighbor in estimation, and therefore, the selected neighbors were weighted by 2 minus D rs . The species-specific estimates of the variables of interest were then calculated with the equation:
where k is the number of the nearest neighbors, V test is the estimated species-specific volume of the test stand and V ref is the correct volume of the reference stand, w is the weight for the reference stand (2 -D rs ) , and ref v is the value of the variable of interest for the reference stand. Species-specific volumes were used in the equation to scale the estimate in the test stand level. This was done because the reference stands (stem data bank stands) had no precise information about the stand area, and therefore, we had to use absolute values, which needed to be scaled to the test stand level. The optimal number of the nearest neighbors was decided heuristically based on the estimation results achieved by using harvester measured height-diameter distributions and by taking into account the estimation error and bias, i.e. the number of neighbors was increased until the estimation error did not decrease or the bias started to increase significantly. The small number of stands in the stem data bank and the geographical differences between the test and stem data bank stands could plausibly affect the results, therefore we decided to test the alternative where the test stands were included in the stem data bank to provide more locally emphasized data. In this case the estimation was conducted with the leave-one-out cross-validation, excluding the test stand for which the attributes were predicted from the stem data bank.
Reliability Characteristics
The diameter and height-diameter distributions which were estimated with the use of different datasets were compared by calculating Reynolds' error indices (Reynolds et al. 1988 ):
where f i and f i are the numbers of stems in class i to be compared, and w i is the weight of class i. It is noticeable, that Reynolds' error index is similar to Minkowski distance of order one with the exception that Reynolds' error index use weighting. In this case, basal area was used as a weight; therefore, the number of large trees had a major influence on the result. However, the basal area weighting is justified, since the large trees are more interesting from a wood procurement point of view, and the small trees (commercially invaluable trees) are not exactly described in the harvester data. In the case of the diameter distributions, the index i stands for diameter class and in the case of height-diameter distributions it stands for height-diameter class.
The reliabilities of the saw log recoveries and other volume estimates were investigated using root mean square error: The relative RMSEs were computed by dividing absolute RMSE values (5) by the observed mean value of the variable of interest.
Results
Plot-level Volume Estimates
Plot-wise species-specific volume estimates were at their best when both ALS data and aerial photographs were used together. The RMSE of the total volume was, at its lowest, about 20%, whereas that of coniferous species was from 60 to 80% and that of deciduous about 150% (Table 4) .
The estimation error of the total volume decreased significantly as the weight of the ALS data increased (Fig. 2) . The optimal weight of the ALS data was between 0.5 and 0.7, depending on the optimization task. The more the species-specific volumes were emphasized, the more important the influence of the spectral information became. However, using only aerial photographs in the estimation gave notably worse results and the use of the ALS data alone gave relatively good results compared to the ones achieved by utilizing both data sources with the optimal weights. The near-infrared band seemed to provide more auxiliary information than red or green bands, but no evident difference in relation to which bands of the aerial photograph should be used in the estimation besides the ALS data was noticed. The number of neighbors considerably affected the results up to 3-5 nearest neighbors. After that the estimation accuracy improved only slightly. Nevertheless, we noticed no increasing trend for the biases even when we used as many as 10 neighbors.
Stand-level Results
Species-specific diameter and height-diameter distributions were predicted using the optimal weights found in the optimization of the plot-level volume estimates and three nearest neighbors. By using aerial photographs exclusively, the estimation error was significantly higher than if the ALS data were included in the analysis (Table 5) . Visual examination of the diameter distributions established the conclusion that ALS data performs better than aerial photographs and that the additional use of the aerial photographs slightly enhances the estimation result (Fig. 3 and Fig. 4) . Visual examination also revealed that the diameter distributions of the dominant tree species are predicted much more accurately than those of the minor species; the estimated diameter distributions for the dominant tree species can be considered accurate also in the cases where the test stand is a mixed-species stand, if ALS data and aerial photographs are both used in the estimation Distribution a) is estimated by using laser data, b) by using aerial photograph, and c) by using laser data and aerial photographs simultaneously. (observed) pine (estimated) spruce (estimated) broad-leaved (estimated) (Fig. 4) . However, utilizing only the ALS data produced the most precise height-diameter distributions, obviously as a result of a direct physical relationship between the tree height distribution and the height distribution of the laser points. The species-specific volume estimates were at their best when both data sources were used in the estimation. By using the ALS data, the total volume was predicted with a RMSE of approximately 7%. Inclusion of the aerial photograph improved the prediction of the species-specific estimates, especially when deciduous species were considered. By using both data sources, the RMSE of the volume of the dominant tree species was less than 20%, whereas for the minority species it was approximately 70%. 
Saw Log Recoveries
Saw log recoveries and saw log proportions were predicted by utilizing the stem data bank and the estimated height-diameter distributions. At first, the estimation was done using the correct harvester measured height-diameter distributions. It was noticed that even though the height-diameter distributions were correct, the estimated saw log recoveries and proportions had rather large errors (Table 6 ). The final predictions were carried out with and without the inclusion of the test stands in the stem data bank. The results suggest that more comprehensive or locally representative data improves the estimation accuracy and diminishes the biases. The most suitable number of neighbors was 4 before the inclusion of the test stands in the stem data bank and 5 if the test stands were included. After these numbers, the errors did not diminish significantly or the biases began to increase. The harvester measured height-diameter distribution (the correct distribution) gave the most reliable saw log volume estimates, whereas in the case of the saw log proportions, the estimation errors were substantial despite the used height-diameter distribution.
Discussion
This study concerned itself with the prediction of the species-specific diameter distributions and saw log volumes by utilizing ALS data, aerial photographs, and stem data bank. The estimation was carried out by a non-parametric k-NN estimation method for which a new nearest neighbor search method was developed, based on the Minkowski distances between the distributions of the predictor variables. The estimation procedure is suitable for the current situation regarding data availability, i.e. harvester data and remote sensing material are collected independently and from the different areas. Thus, the results of the study should be seen not as the final accuracy for utilization of the ALS and harvester data, but as the accuracy level that is currently achievable. The proposed estimation method was supported by the plot level results of the species-specific volumes of the growing stock, although, the estimation accuracies were not as good as those achieved by Packalén and Maltamo (2006) and . However, the estimates remained fairly unbiased regardless the number of neighbors used. It is also noticeable that even though the smallest RMSE's were achieved when Table 6 . The main results of saw log recovery and saw log proportion estimation using the stem data bank as reference data. The values in parentheses are the corresponding results when test stands are included in the reference data. The weights of the ALS data and bands of aerial photographs are the optimal ones found in the prediction of plot-wise volumes and the number of used neighbors is 4 and (5). the number of nearest neighbors was 5-10, the accuracies did not significantly increase after 3-5 neighbors. As mentioned earlier, the choice of the optimal number of neighbors can be problematic. The use of several neighbors can improve the estimation accuracy but also diminish the variation, and increase bias as a result of the averaging. According to Tuominen et al. (2003) , the optimal number of neighbors is a trade-off between the estimation accuracy and the variation retained in the estimates. Since the estimation accuracy of the plot-wise volumes improved significantly up to three neighbors and the biases remained stable, it was justified to use three nearest neighbors in the estimation of the stand-wise diameter and heightdiameter distributions and volumes. Moreover, the use of more neighbors could have a negative impact on the estimation results because of the averaging. The weights for the different data sources were optimized by minimizing the RMSE of the total volume estimate or alternatively the sum of the RMSEs of the species-specific volumes. In the latter case, the spectral data were more influential, which supports the conclusion that the spectral attributes contain information on the tree species composition. Because the target of the estimation was to predict stand-level diameter distributions, and furthermore saw log volume estimates by utilizing the species-specific height-diameter distributions, the optimization could have been done by minimizing, for example, Reynolds' error index of species-specific diameter distributions at the plot-level. However, this alternative is problematic when the plot size is relatively small, and therefore, the number of trees per plot also remains low, so it is difficult to estimate accurate diameter distributions; a few trees in the wrong diameter class can significantly affect the calculation of the error indices.
The stand-level volumes and species-specific diameter distributions were predicted by using the parameters optimized at the plot-level. Although plausible, the results would have been better if the optimization had been carried out at the standlevel. On the other hand, this could have ended in overly optimistic conclusions, since in the practical situation accurate stand-level data (i.e. harvester data collected immediately after the acquisition of the remote sensing material) is still absent nowadays. The stand-wise species-specific volume estimates were at the same level as those achieved by . However, these numbers should be compared with caution because of the differences in the ground truth reference data; in our case, the ground truth data was collected independently from the plot data and included every tree of the test stand and the stand-level estimates were calculated by summing the estimation results of the cells of the grid laid over the whole stand, whereas used the method where the plots inside the test stand represented the standlevel data and the estimates were calculated as the average of the plot-level estimates. Thus, the true values included sampling errors.
The predicted diameter distributions were rather accurate considering the dominant tree species, and we were also able to estimate multi-modal distributions. The estimation of the diameter distributions for the minor species was, nevertheless, not so successful and the method tended to produce overestimates for these. This is probably a consequence of the method's averaging effect and the fact that the plot data was pine dominated, whereas the test stands were spruce dominated.
The estimation of saw log recovery by using predicted height-diameter distributions and the stem data bank was not successful. Even if the harvester measured height-diameter distribution was used, the estimation errors of the saw log proportions were substantial. There are several reasons for this. First of all, the similarity of the height-diameter distributions and tree species proportions does not automatically mean there is similarity between the tree quality attributes. Therefore some auxiliary variables, like forest site class and geographical location, could be useful in explaining the saw log proportion. Secondly, the stem data bank data was not very extensive; thorough examination revealed that three of the test stands were outside the boundaries of the stem data bank's species-specific saw log proportion range.
Similarly, the stem data bank may have been more locally emphasized, although the results improved only slightly when the test stands were included in the reference data. Furthermore, besides the actual quality of the trees, the saw log recovery is dependent on the bucking parameters used; the saw log recovery can differ substantially if the optimization parameters, such as allowable log lengths and diameters or harvested timber assortments used in bucking, are changed. Finally, information is always lost and errors accumulate when the variables of interest are estimated by using long model chains. In the optimal situation, the saw log recoveries are estimated by searching for the nearest neighbors directly from the stem data bank by using ALS and spectral data predictors. This means that the stands of the stem data bank also need to be laser scanned and photographed in a relatively short time before the cuttings. Such data requires large laser scanning areas and is perhaps not available until ALS based forest inventory is in operational use.
Saw log recovery can also be predicted by using direct ALS based regression models, which was demonstrated by Korhonen et al. (2008) . At first, they calculated the factual saw log recoveries for the trees in the modeling data using the saw log reduction factor models presented by Mehtätalo (2002) and then the saw log volume estimation models were formulated based on low density ALS data. The study was established at the Matalansalo test area and the models were tested with the test stands that were also used in this study. The results indicated that direct ALS based models were capable of producing rather accurate theoretical and factual saw wood volume estimates (RMSE of the factual saw log recovery was 18%). However, they did not consider the tree species proportions; on the contrary, the dominant tree species was taken as a priori information and the stands were understood to be single species stands.
Apart from the use of low density ALS data in the canopy height distribution approach, diameter distributions and volume estimates can be produced through individual tree delineation, which was demonstrated by Peuhkurinen et al. (2007) , who managed to predict very accurate diameter distribution for mature spruce stands. However, they did not consider the tree quality or species recognition issues, though Holmgren and Persson (2004) have proved that the identification of tree species is possible from ALS data. The main issue which seems to prefer the canopy height distribution approach instead of the individual tree delineation is that the latter requires higher pulse density (4-10 pulses/m 3 ) to separate individual trees under boreal conditions (Hyyppä and Inkinen 1999, Persson et al. 2002) , which incurs more data acquisition expenses.
In comparison with the results achieved with computational methods of pre-harvest measurements, the results presented here are not encouraging. Tommola et al. (1999) reported RMSE values of 14.7 and 11.3 for saw log/pulp wood ratios of pine and spruce stands, respectively. Malinen et al. (2001) achieved saw log ratios similar to our findings but more accurate volume estimates by using harvester measured or, alternatively, forest inventory based data. Furthermore, Malinen (2003) reported an RMSE for saw timber ratio of only 7.1% in spruce stands by utilizing harvester data. However, these numbers do not tell the whole truth. First of all, they used accurately measured stand information, not predicted stand variables. Tommola et al. (1999) had an extensive study material of 716 stands and they used some accurately measured variables, like the size of the logs in the modeling phase; the estimation itself was carried out using cross-validation. In those studies by Malinen et al. (2001) and Malinen (2003) the quality of the trees was not considered, thus, the saw timber ratios were calculated based on the dimensions of the trees and not the actual saw log recoveries. However, the estimation of defects that affect saw log recovery has been found troublesome ). The problem is more severe in spruce dominated stands, where the risk of butt rot (heterobasidion) damage is difficult to predict (Mattila and Nuutinen 2007) . These notions do not diminish the fact that the results achieved here are not at a sufficient level, rather they confirm the matter that there is no soft option to predict the quality attributes of forest stands.
In this study, only the first pulse data was utilized in the estimation procedure. Even though it is plausible that laser canopy height distribution of first pulse data provides most of the volume information on the growing stock, other pulse types, i.e. last and intermediate pulses, or then intensity, could contain auxiliary information about forest structure and tree species composition, which may enhance the estimation results.
Here we considered the prediction of the stand characteristics from the wood procurement's point of view. However, we do not see any reason as to why the proposed estimation method could not be utilized in other areas of interest, too. The method can be directly adapted to different estimation tasks, including classification procedures. Furthermore, because of the multivariate approach of the method, several continuous and discrete variables can be estimated simultaneously. It is only a question of which variables are used in the search for the optimal estimation parameters.
The obvious weakness of the method is that it looses some information contained in the laser canopy height distribution because of the classification of laser pulses into height classes. This is a problem that may occur if low density data and small plot size is used. Another problem is that the Minkowski distance tells us only the magnitude of the difference between two distributions, not where the difference is. Thus two very different distributions can give the same values of Minkowski distance when they are compared with some reference distribution.
Another weakness of the introduced nearest neighbor search method is that it is not a straightforward procedure to implement any other predictor variables than that of the form of distribution in the estimation procedure. For example, by considering the estimation of the saw log recovery by utilizing the stem data bank, the forest site class or geographical distance to the reference stand besides of the height-diameter distributions could improve the estimation accuracy. In other words, the problem is how to measure distance between these new variables of non-distributional form so that it is compatible with the Minkowski distance of order one applied to classified distributions.
