This paper is concerned with efficiently coloring sparse graphs in the distributed setting with as few colors as possible. According to the celebrated Four Color Theorem, planar graphs can be colored with at most 4 colors, and the proof gives a (sequential) quadratic algorithm finding such a coloring. A natural problem is to improve this complexity in the distributed setting. Using the fact that planar graphs contain linearly many vertices of degree at most 6, Goldberg, Plotkin, and Shannon obtained a deterministic distributed algorithm coloring n-vertex planar graphs with 7 colors in O(log n) rounds. Here, we show how to color planar graphs with 6 colors in polylog(n) rounds. Our algorithm indeed works more generally in the list-coloring setting and for sparse graphs (for such graphs we improve by at least one the number of colors resulting from an efficient algorithm of Barenboim and Elkin, at the expense of a slightly worst complexity). Our bounds on the number of colors turn out to be quite sharp in general. Among other results, we show that no distributed algorithm can color every n-vertex planar graph with 4 colors in o(n) rounds. 1 In [3] , it is mentioned that a parallel algorithm of [13] that 5-colors plane graphs (embedded planar graphs) can be extended to the distributed setting, but this does not seem to be correct, since the algorithm relies on edge-contractions and some clusters might correspond to connected subgraphs of diameter linear in the order of the original graph. The authors of [3] acknowledged (private communication) that consequently, the problem of coloring planar graphs with 6-colors in polylogarithmic time was still open.
INTRODUCTION 1.Coloring sparse graphs
This paper is devoted to the graph coloring problem in the distributed model of computation. Graph coloring plays a central role in distributed algorithms, see the recent survey book of Barenboim and Elkin [4] for more details and further references. Most of the research so far has focused on obtaining fast algorithms for coloring graphs of maximum degree ∆ with ∆+1 colors, or to allow more colors in order to obtain more efficient algorithms. Our approach here is quite the opposite. Instead, we are interested in proving "best possible" results (in terms of the number of colors), in a reasonable (say polylogarithmic) round complexity. By "best possible", we mean results that match the best known existential bounds or the best known bounds following from efficient sequential algorithms. A typical example is the case of planar graphs. The famous Four Color Theorem ensures that these graphs are 4-colorable (and the proof actually yields a quadratic algorithm), but coloring them using so few colors with an efficient distributed algorithm has remained elusive. Goldberg, Plotkin, and Shannon [13] (see also [3] ) obtained a deterministic distributed algorithm coloring n-vertex planar graphs with 7 colors in O(log n) rounds, but it was not known 1 whether a polylogarithmic 6-coloring algorithm exists for planar graphs.
In this paper we give a simple deterministic distributed 6-coloring algorithm for planar graphs, of round complexity O(log 3 n). In fact, our algorithm works in the more general list-coloring setting, where each vertex has its own list of k colors (not necessarily integers from 1 to k). The algorithm also works more generally for sparse graphs, and the sparseness measure we consider here is the maximum average degree of a graph (see below for precise definitions), which seems to be more suited for coloring problems than arboricity, which had been previously considered [3, 12] . While it might seem at first sight that considering list-coloring instead of coloring is of little interest in distributed algorithms, one of the objectives of this paper is to show that instead it is particularly useful. This is a critical ingredient in our proof, which would most likely not work (or not as simply) without it.
To state our result more precisely, we start with a couple of definitions and classic results on graph coloring.
Definitions
A coloring of a graph G is an assignment of colors to the vertices of G so that adjacent vertices are assigned different colors. The chromatic number of G, denoted by χ (G), is the minimum integer k so that G has a coloring using colors from 1, . . . , k. In this paper it will also be convenient to consider the following variant of graph coloring. A family of lists (L(v)) v ∈G is said to be a k-list-assignment if |L(v)| ⩾ k for every vertex v ∈ G. Given such a list-assignment L, we say that G is L-list-colorable if G has a coloring c such that for
. We also say that G is k-list-colorable, if for any k-list-assignement L, the graph G is L-list-colorable. By a slight abuse of notation, we will sometimes write that our algorithm finds a k-list-coloring of G. This should be understood as: for any k-list-assignment L, our algorithm finds an L-list-coloring of G.
The choice number of G, denoted by ch(G), is the minimum integer k such that G is k-list-colorable. Note that if all lists L(v) are equal, then G is L-list-colorable if and only if it is |L(v)|-colorable, and thus χ (G) ⩽ ch(G) for any graph G. On the other hand, it is well known that complete bipartite graphs (and more generally graphs with arbitrary large average degree) have arbitrary large choice number.
The average degree of a graph G = (V , E) is defined as the average of the degrees of the vertices of G (it is equal to 0 if V is empty and to 2|E|/|V | otherwise). The maximum average degree of a graph G, denoted by mad(G), is the maximum of the average degrees of the subgraphs of G. The maximum average degree is a standard measure of the sparseness of a graph. Note that if a graph G has mad(G) < k, for some integer k, then any subgraph of G contains a vertex of degree at most k − 1, and in particular a simple greedy algorithm shows that G has (list)-chromatic number at most k. Therefore, for any graph G, χ (G) ⩽ ch(G) ⩽ ⌊mad(G)⌋ + 1. This bound can be slightly improved when G does not contain a simple obstruction (a large clique), as will be explained below.
Previous results
Most of the research on distributed coloring of sparse graphs so far [3, 12] has focused on a different sparseness parameter: The arboricity of a graph G, denoted by a(G), is the minimum number of edge-disjoint forests into which the edges of G can be partitioned. By a classic theorem of Nash-Williams [18] , we have
From this result, it is not difficult to show that for any graph G, 2a(G) − 2 ⩽ ⌈mad(G)⌉ ⩽ 2a(G) (the lower bound is attained for graphs whose maximum average degree is an even integer).
In [3] , Barenboim and Elkin gave, for any ϵ > 0, a deterministic distributed algorithm coloring n-vertex graphs of arboricity a with ⌊(2 + ϵ)a⌋ + 1 colors in O( a ϵ log n) rounds. In particular, their algorithm colors n-vertex graphs of arboricity a with 2a + 1 colors in O(a 2 log n) rounds.
Brooks theorem, Gallai trees, and list-coloring
A classic theorem of Brooks states that any connected graph of maximum degree ∆ which is not an odd cycle or a clique has chromatic number at most ∆. This improves the simple bound of ∆ + 1 obtained from the greedy coloring algorithm. While most of the research in coloring in the distributed computing setting has focused on (∆ + 1)-coloring, Panconesi and Srinivasan [19] gave a O(∆ log 3 n/log ∆) deterministic distributed algorithm that given a connected graph G of maximum degree ∆ ⩾ 3 finds a clique K ∆+1 or a ∆-coloring. In Section 2 we show how to simply derive a list-version of this result from our main result, at the cost of an increased dependence in ∆ (see Corollary 2.1).
Figure 1: A Gallai tree.
A block of a graph G is a maximal 2-connected subgraph of G. A Gallai tree is a connected graph in which each block is an odd cycle or a clique, see Figure 1 for an example. Note that a tree is also a Gallai tree, since each block of a tree is an edge (i.e. a clique on two vertices). The degree of a vertex v in a graph G is denoted by d G (v). The proof of our main result is mainly based on the following classic theorem in graph theory proved independently by Borodin [5] and Erdős, Rubin, and Taylor [8] , extending Brooks theorem (mentioned above) to the list-coloring setting. Theorem 1.1 ( [5, 8] ). If a connected graph G is not a Gallai tree, then for any list-assignment L such that for every vertex v ∈ G,
It is not difficult to prove that Theorem 1.1 implies Brooks theorem. We mentioned above that for any graph G, χ (G) ⩽ ch(G) ⩽ ⌊mad(G)⌋ + 1. Let us now see how this can be slightly improved using Theorem 1.1 if we exclude a simple obstruction, in the spirit of Brooks theorem. Proof. We prove the result by induction on the number of vertices of G. We can assume that G is connected, since otherwise we can consider each connected component separately. If G contains a vertex v of degree at most d − 1, we remove it, color the graph by induction, and then choose for v a color that does not appear on any of its neighbors. Hence, we can assume that v has minimum degree at least d. Since G has average degree at most d, G is 
Our results
Our main result is an efficient algorithmic counterpart of Theorem 1.2 in the LOCAL model of computation, which is standard in distributed graph algorithms. Each node of an n-vertex graph G has a unique identifier (an integer between 1 and n), and can exchange messages with its neighbors during synchronous rounds. Initially, each node only knows its own identifier, as well as n (the number of vertices) and sometimes some other parameters: in Theorem 1.3 below, each node knows its own list of d colors (in the list-coloring setting), or simply the integer d (if we are merely interested in coloring the graph with colors from 1 to d and there are no lists involved). With this information, each vertex has to output its own color in a proper coloring of the graph G. The round complexity of the algorithm is the number of rounds it takes for each vertex to choose a color.
Theorem 1.3 (Main result).
There is a deterministic distributed algorithm that given an n-vertex graph G, and an integer d ⩾ max(3, mad(G)), either finds a (d + 1)-clique in G, or finds a d-list-coloring of G in O(d 4 log 3 n) rounds. Moreover, if every vertex has degree at most d, then the algorithm runs in O(d 2 log 3 n) rounds.
Before we discuss some consequences of our result, let us first discuss its tightness. First, Theorem 1.3 improves the result of Barenboim and Elkin [3] mentioned above by at least one color in general, and by at least 3 colors in some cases (for instance for graphs whose maximum average degree is an even integer), and is best possible in general in terms of the number of colors (already from an existential point of view). On the other hand, the round complexity of our algorithm is slightly worst. Second, a classic result of Linial [17] showing that n-vertex paths cannot be 2-colored by a distributed algorithm using o(n) rounds, also shows that we cannot omit the assumption that d ⩾ 3 in the statement of Theorem 1.3.
We also note that using network decompositions [20] , we can replace the O(d 4 log 3 n) round complexity in Theorem 1.3 by d 3 
and the O(d 2 log 3 n) round complexity by d2 O ( √ log n) (the multiplicative factor of d is saved similarly as in [19] ). These alternative bounds are not very satisfying, and in most of the applications we have in mind d is a constant anyway, so we omit the details. It remains interesting to obtain a bound on the round complexity that is sublinear in n regardless of the value of d.
In Section 2 we explore various consequences of our result. In particular, we prove that it gives a 6-(list-)coloring algorithm for planar graphs in O(log 3 n) rounds. On the other hand, we show that an efficient Four Color Theorem cannot be expected in the distributed setting. In Section 3, we give an overview of our algorithm. The proof of its correctness (and of its round complexity) follows from Lemmas 3.1 and 3.2, that are respectively proved in Sections 4 and 5.
CONSEQUENCES OF OUR MAIN RESULT
It was proved by Panconesi and Srinivasan [19] that there exists a deterministic distributed algorithm of round complexity O( ∆ log ∆ log 3 n) that given an n-vertex graph of maximum degree ∆ ⩾ 3 distinct from a clique on ∆ + 1 vertices, finds a ∆-coloring of G. Note that the following list-version of their result can be deduced as a simple corollary of our main result.
There is a deterministic distributed algorithm of round complexity O(∆ 2 log 3 n) that given any n-vertex graph of maximum degree ∆ ⩾ 3, and any ∆-list-assignment L for the vertices of G, either finds an L-list-coloring of G, or finds that no such coloring exists.
We note that Panconesi and Srinivasan [19] also gave a randomized variant of their algorithm working in O( log 3 n log ∆ ) rounds. In our case, it is not clear whether we can similarly avoid the multiplicative factor polynomial in ∆ in a randomized version of our algorithm.
We now turn to consequences of our main result for sparse graphs (whose maximum average degree is independent of n). The girth of a graph G is the length of a shortest cycle in G. A simple consequence of Euler's formula is the following. Proposition 2.2. Every n-vertex planar graph of girth at least д has maximum average degree less than 2д д−2 . In particular, planar graphs have maximum average degree less than 6, triangle-free planar graphs have maximum average degree less than 4, and planar graphs of girth at least 6 have maximum average degree less than 3.
As a direct consequence of our main result, we obtain:
There is a deterministic distributed algorithm of round complexity O(log 3 n) that given an n-vertex planar graph G,
(1) finds a 6-(list-)coloring of G;
(2) finds a 4-(list-)coloring of G if G is triangle-free;
(3) finds a 3-(list-)coloring of G if G has girth at least 6.
Let us discuss the tightness of our results. We first consider item 2 of Corollary 2.3, which turns out to be sharp in several ways. First, it is known that there exist triangle-free planar graphs that are not 3-list-colorable [23] , so our 4-list-coloring algorithm is the best we can hope for (from an existential point of view). However, a classical theorem of Grötzsch [14] states that triangle-free planar graphs are 3-colorable, so a natural question is whether a distributed algorithm can find such a 3-coloring efficiently.
We now show that 3-coloring triangle-free planar graphs requires Ω(n) rounds, and even for rectangular grids (which are 2colorable) finding such a 3-coloring requires Ω( √ n) rounds, which is significantly worst than our polylogarithmic complexity. The proof relies on the following observation, due to Linial [17] , who first applied it to show that regular trees cannot be colored with a constant number of colors by a distributed algorithm using o(log n) rounds. Let G be a graph, and H be a graph in which each ball of radius at most r is isomorphic to some ball of radius at most r of G. Then no distributed algorithm can color G with less than χ (H ) colors in at most r rounds. Figure 2 : Left: A k by ℓ grid on the Klein bottle (the graph itself can be obtained by identifying the two blue segments (in the same direction), and the two red segments (in opposite directions)). Right: The planar triangle-free graph H 2ℓ (drawn here for 2ℓ = 4).
Let G k, ℓ denote the k by ℓ rectangular grid on the Klein bottle (where k denotes the length of vertical cycles and ℓ denotes the length of horizontal cycles, see Figure 2 , left). It was proved by Gallai [10] (see also [1, 16] ) that for any k and ℓ, the graph G 2k +1,2ℓ+1 is 4-chromatic. Observe that in G 2k +1,2k +1 , any ball of radius less than k is isomorphic to a ball of the planar rectangular grid of size 2k + 1 by 2k + 1, and in G 5,2ℓ+1 , any ball of radius less than ℓ is isomorphic to a ball of a planar triangle-free graph (more precisely, a ball in the graph H 2ℓ depicted in Figure 2 , right). Using Observation 2.4, this implies the following. Theorem 2.5. No distributed algorithm can 3-color the graph H k in less than k/2 rounds. In particular, no distributed algorithm can 3-color every planar triangle-free graph on n vertices in o(n) rounds.
Theorem 2.6. No distributed algorithm can 3-color the rectangular k × k-grid in the plane in less than k/2 rounds. In particular, no distributed algorithm can 3-color every planar bipartite graph on n vertices in o( √ n) rounds.
It is an interesting problem to find an algorithm of round complexity matching this lower bound in the case of planar bipartite graphs. Question 2.7. Is there a distributed algorithm that can 3-color every n-vertex planar bipartite graph in O( √ n) rounds?
Consider now item (1) in Corollary 2.3. It is known that planar graphs are 5-list-colorable [21] , so item (1) is not best possible (from an existential point of view). On the other hand, Voigt [22] proved that there exist planar graphs that are not 4-list-colorable. Fisk [9] proved that triangulations of surfaces in which all vertices have even degree except two adjacent vertices, are not 4-colorable. Such triangulations exist in the torus, see Figure 3 , where the two vertices of odd degree are depicted in white. Versions of this graph on n vertices clearly exist for any n ≡ 1 (mod 3), and in such a graph any ball of radius at most n−1 6 − 3 induces a planar graph. Using Observation 2.4 again, this implies that no distributed algorithm The graph itself is obtained by identifying the two blue segments, and the two red segments.
can 4-color every planar graph on n vertices in o(n) rounds, which proves Theorem 1.4. This raises the following natural question. Question 2.8. Is it true that there is a distributed algorithm 5-(list-)coloring planar graphs in a polylogarithmic number of rounds?
It might be the case that the girth condition in item (3) of Corollary 2.3 is not best possible, so the following might very well have a positive answer. Question 2.9. Is it true that there is a distributed algorithm 3-(list-)coloring planar graphs of girth at least 5 in a polylogarithmic number of rounds?
By the result of Linial [17] (mentioned above), stating that regular trees cannot be colored with a constant number of colors by a distributed algorithm within o(log n) rounds, there is no hope to obtain a better round complexity for the two questions above.
OVERVIEW OF THE PROOF OF THEOREM 1.3
We now recall the setting of Theorem 1.3. The graph G has n vertices, and maximum average degree at most d, for some integer d ⩾ 3. Moreover, G does not contain any clique on d +1 vertices (otherwise such a clique can be found in two rounds, and we are done). Any vertex v has a list L(v) of d colors, and our goal is to efficiently find an L-list-coloring.
A first remark is that we can assume without loss of generality that d ⩽ n, since otherwise we can simply set d := n in the theorem. This will be assumed implicitly throughout the proof (in fact it will only be needed towards the end of the proof of Proposition 4.1).
The proof of Theorem 1.3 goes as follows: in a polylogarithmic number of rounds, we identify some set A of vertices of G, representing a constant fraction of the vertex set, and such that any list-coloring of G − A can be extended to A in a polylogarithmic number of rounds. By repeatedly removing such a set A (this can be done at most O(log n) times), we obtain a trivial graph (that can easily be colored) and then proceed to extend this coloring to each of the sets A that were removed, one by one (starting from the last one to the first one).
So the proof naturally breaks into two very different parts. In the first one, we find such a set A and show that it has linear size in n. We use purely graph theoretic arguments but we feel that some of our tools could be useful to design other distributed algorithms. In the second part, we show how to extend any coloring of G − A Let us now be more specific about the set A mentioned above. Let c = 12 log(6/5) (this specific value will only be needed in the proof of Proposition 4.1, so anywhere else in the proof the reader can simply assume that c is any fixed constant). Given a vertex v and an integer r , the ball centered in v of radius r , denoted by B r (v), is the set of vertices at distance at most r from v. We will often consider balls of radius r = ⌈c log n⌉, in this case we will omit the superscript in B ⌈c log n ⌉ (v) and write B(v) instead. Note that from now on we will omit floors and ceiling when they are not necessary in our discussions (we will write c log n instead of ⌈c log n⌉ and consider it as an integer). We will also be interested in balls within specific subgraphs of G. Given a subset R of vertices of G, B r R (v) is the subset of vertices of G that are at distance at most r from v in
Any vertex of degree at most d in G is said to be rich, and the remaining vertices are said to be poor. Note that there are at most d d+1 n poor vertices, and thus the set R of rich vertices has size at least n d+1 (a formal proof will be provided at the end of the proof of Lemma 3.1). Our goal is to select a large set of vertices that can be easily (and efficiently) colored, given a partial coloring of the rest of the graph. Vertices v of degree at most d − 1 certainly have this property, since their lists contain at least one more color than their degree (and then the coloring of G − v can be extended). However, it might be the case that G contains few such vertices, or even no such vertex at all (if G is d-regular), and thus we also have to look for candidates in the set of vertices of degree precisely d. Indeed, we will not consider poor vertices (whose degree is at least d + 1) as possible candidates. The ball B R (v) (as defined in the preceding paragraph) of a rich vertex v is called the rich ball of v. A rich vertex is said to be happy if its rich ball B R (v) contains a vertex of degree at most d − 1 in G or is not a Gallai tree. Recall that this second option is equivalent to the fact that some block (2-connected component) of the subgraph of G induced by B R (v) is neither an odd cycle nor a clique. We denote by A the set of happy vertices. In Section 4, we prove the following result.
Moreover, if there are no poor vertices in G, then |A| ⩾ n 12d+1 . Our goal is then to prove that any coloring of G − A can be efficiently extended to A. Proof of Theorem 1.3. Since being happy only depends on the ball of radius c log n around each vertex, the set A of happy vertices can be found in O(log n) rounds. We repeatedly remove sets A 1 , A 2 , . . . , A k from G using Lemma 3.1 until G is empty. By Lemma 3.1, k ⩽ 
A HAS LINEAR SIZE -PROOF OF LEMMA 3.1
The goal of this section is to prove that A, the set of happy vertices, has size linear in n.
Recall that a vertex is happy if it is rich (i.e. it has degree at most d) and its rich ball B R (v) = B c log n R (v) contains a vertex of degree at most d − 1 or is not a Gallai tree. Let S = R \ A (here 'S' stands for 'Sad'). Note that S is the set of rich vertices whose rich ball contains only vertices of degree d (in G) and induces a Gallai tree. We will prove that S is not too large compared to A (Proposition 4.1 below), and since R = A ∪ S has size linear in n, this will prove Lemma 3.1.
The bulk of the proof of Lemma 3.1 is contained in the following technical proposition, whose proof is omitted here due to the lack of space (it is included in the full version of the paper). We are now ready to prove Lemma 3.1. Proof of Lemma 3.1. By Proposition 4.1, there are at least 1 12 |S | vertices of degree at most d − 1 in G[S]. Since each vertex of S has degree d in G, this implies that there are also at least 1 12 |S | edges leaving S. Let us divide these edges into two sets: E(S, P), the set of edges with one end in S and the other in P, the set of poor vertices, and E(S, A), the set of edges with one end in S and the other in A.
Observe that since each vertex of A has degree at most d, we have |A| ⩾ 1 d |E(S, A)|. Since G has average degree at most d, we have v ∈G (d G (v) − d) ⩽ 0. Recall that P (the set of poor vertices) is precisely the set of vertices of degree at least d + 1 in G, while A (the set of happy vertices) contains all the vertices of degree at most d − 1 in G, and thus . Since G has average degree at most d, the set R = A ∪ S contains at least n d+1 vertices and thus |A| ⩾
where we used that d ⩾ 3 in the last inequality. This concludes the proof of the first part of Lemma 3.1.
Assume now that G has maximum degree at most d. Then P is empty, and so is E(S, P). It follows that |A| ⩾ 1 d |E(S, A)| ⩾ 1 12d |S |. Since P is empty, V (G) = R = A ∪ S and thus |A| ⩾ n 12d+1 , as desired. This concludes the proof of Lemma 3.1. □
THE COLORING CAN BE EXTENDED EFFICIENTLY -PROOF OF LEMMA 3.2
The goal of this section is to prove that any L-list-coloring of G − A can be efficiently extended to A. (Actually our recoloring process might modify the colors of some vertices of G \ A). To show this, we will need the notion of an (α, β)-ruling forest, introduced by Awerbuch et al. in [2] . Given a graph H and a subset U of vertices of H , an (α, β)-ruling forest with respect to U is a family of vertexdisjoint rooted trees (T i , r i ) 1⩽i⩽t , such that (1) each vertex of U lies in some tree T i , and (2) for each 1 ⩽ i < j ⩽ t, the roots r i and r j are at distance at least α in H , and (3) each rooted tree T i has depth at most β (i.e. each vertex of T i is at distance at most β from r i in T i ).
Awerbuch et al. in [2] proved that a (k, k log n)-ruling forest can be computed deterministically in the LOCAL model in a graph on at most n vertices in O(k log n) rounds. Note that ruling forests were also used by Panconesi and Srinivasan [19] in their "distributed" proof of Brooks theorem, but our application here is slightly different, essentially due to the fact that we have to consider a listcoloring problem rather than a coloring problem (and it is seems that their approach of switching colors cannot be applied in the list-coloring framework).
Consider a graph G ′ , in which every vertex v starts with a list L ′ (v) of size d, and assume that a subset U of vertices is precolored (i.e. each vertex of u is assigned a color from its list). Let H be the subgraph of G induced by the uncolored vertices (i.e. the vertices outside U ), and for each v ∈ H , let L H (v) be the list obtained from L ′ (v) by removing the colors of the precolored neighbors of v. Recall that d H (v) denotes the degree of a vertex v in H . The following simple observation will be crucial in our proof Lemma 3.2.
We can now proceed to the proof of Lemma 3.2.
Proof of Lemma 3.2. Recall that the vertex-set G is divided into two sets: R, the rich vertices (that have degree at most d), and P, the poor vertices (that have degree at least d +1) and the set R itself is divided into A (the happy vertices), and S (the set of rich vertices whose rich ball of radius c log n induces a Gallai tree and only contains vertices of degree d in G).
Consider some L-list-coloring of G − A, which we wish to extend to A.
Let (T i , r i ) 1⩽i⩽t be a (k, k log n)-ruling forest in G[R] with respect to A, with k = 2c log n. This ruling forest can be computed in O(log 2 n) rounds as proved in [2] . Let us denote by T the union of the vertices contained in some tree T i . Note that T contains A (the set of vertices that are uncolored at this point), and also possibly some (colored) vertices of S. We uncolor all the vertices of T ∩ S, and now T is precisely the set of uncolored vertices.
Let H be the subgraph of G induced by T . For each vertex v ∈ T , we start by removing from L(v) the colors of the neighbors of v outside T . Let us denote by L H (v) the new list of each vertex v of H after this removal step. By construction, in order to extend the coloring of G − A to A it is enough to (efficiently) find an L H -listcoloring of H .
Since each vertex v ∈ T has degree at most d in G, and starts with a list L(v) of size d, it follows from Observation 5.1 that |L H (v)| ⩾ d H (v). To find an L H -list-coloring of H , we first compute a partition of H into d + 1 stable sets C 1 , C 2 , . . . , C d+1 . Since each vertex of T has degree at most d in G and thus in H , such a partition (which is exactly a proper (d +1)-coloring) can be computed deterministically in O(d log n) rounds [13] . Recall that each tree T i has depth at most k log n = 2c log 2 n. We then proceed to L H -list-color H as follows:
for each i from 2c log 2 n to 1, and for each j from 1 to d + 1, we consider the vertices of C j that are at distance precisely i from the root of their respective tree of the ruling forest (these vertices form a stable set of H and can thus be colored independently), and each of these vertices selects a color of its list L H that does not appear on any of its colored neighbors in H . Since each such vertex v has at least one uncolored neighbor in H (its parent in the ruling forest, since we proceed from the leaves to the root), it has at most d H (v) − 1 ⩽ |L H (v)| − 1 colored neighbors and can thus select a suitable color from its list. This procedure takes O(d log 2 n) steps, and all that remains to do is to find suitable colors for the roots r i , 1 ⩽ i ⩽ t. By the definition of a ruling forest, each root r i lies in A, and thus the ball B R (r i ) (of radius c log n) contains a vertex of degree at most d − 1 or is not a Gallai tree. Moreover, it also follows from the defintion of our ruling forest that any two balls B R (r i ) and B R (r j ) are disjoint and have no edges between them. We then uncolor each of the balls B R (r i ) completely, and remove from the lists of the vertices inside these balls the colors assigned to their neighbors outside the balls. As before, it follows from Observation 5.1 that the list of remaining colors of each vertex v is as least as large as the number of uncolored neighbors of v. Moreover, if v has degree at most d − 1 in G, the list of remaining colors for v is strictly larger than the number of uncolored neighbors of v. It thus follows from the definition of A that each vertex r i can apply Theorem 1.1 to its ball B R (r i ), and thus extend the current L H -list-coloring to these balls in k log n = 2c log 2 n = O(log 2 n) additional steps. This concludes the proof of Lemma 3.2. □ Session 3C: Coloring PODC'18, July 23-27, 2018, Egham, United Kingdom
CONCLUSION
In Theorem 1.3, every vertex has the same number of colors in its list. However, as seen in Theorem 1.1, in the list-coloring setting, some results can be obtained when vertices have a varying number of colors. Indeed, many distributed (∆ + 1)-coloring algorithms work in the more general (deg + 1)-list-coloring setting, where each vertex v is given a list of d(v) + 1 colors, and the complexity of this specific problem plays an important role in the most efficient distributed (∆ + 1)-coloring algorithms to date [6, 15] . There are obvious obstacles to an efficient version of Theorem 1.1 in the distributed setting: we cannot apply it to paths in o(n) rounds. Paths are not the only difficult case to circumvent, as one could attach a clique to every vertex on a path and face similar issues. Therefore, we need to assume that every vertex v has a list L(v) of size d(v), except if d(v) ⩽ 2 or the neighbors of v form a clique, in which cases v has a list L(v) of size d(v)+1. Such a list-assignment L is said to be nice. The same algorithm and proof go through merely by replacing d with the size of the given vertex' list. Indeed, every vertex is rich, and thus we obtain a complexity of O(∆ 2 log 3 n) rounds. Theorem 6.1. There is a deterministic distributed algorithm that given an n-vertex graph G of maximum degree ∆, and a nice listassignment L for the vertices of G, finds an L-list-coloring of G in O(∆ 2 log 3 n) rounds.
We note that this also implies Corollary 2.1 and is another way to refine the result by Panconesi and Srinivasan [19] (which is faster by a factor of ∆ log ∆).
RECENT DEVELOPMENTS
Shortly after the submission of our manuscript, two related papers appeared on arXiv.
In [11] , the authors were interested in d-coloring non-complete graphs of maximum degree at most d (this corresponds to the setting of our Corollary 2.1). They gave a deterministic distributed algorithm with round complexity O(d 1/2 log 2 n) (improving our bound of O(d 2 log 3 n)), and a randomized distributed algorithm with round complexity d 1/2+o(1) (log log n) 2 . Using known lower bounds on the round complexity of the deterministic version of the problem (essentially Ω(log n)), this implies an exponential separation between the deterministic and randomized versions of the problem.
In [7] , the authors were interested specifically in planar graphs. They gave deterministic distributed algorithms to 4-color trianglefree planar graphs and 6-color planar graphs in O(log n) rounds (improving our round complexity of O(log 3 n) from Corollary 2.3). They also gave a different proof of Theorem 1.4, based on similar ideas.
