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Os sistemas de controlo distribuído realizam malhas de controlo realimentado cujos dados
circulam entre nodos distribuídos do sistema. Logo, os atrasos de rede influenciam diretamente
os atrasos da malha de controlo e, consequentemente, a respetiva estabilidade e desempenho.
Com frequência estes sistemas são compostos por vários processos periódicos que compõem a
sensorização, o controlo e a atuação. Não havendo sincronização entre estes processos, o jitter de
atuação e o atraso de ponta a ponta poderá ser excessivo para a capacidade de controlo do sistema.
O objetivo desta dissertação é desenvolver um método de sincronização de processos periódi-
cos em sistemas de controlo distribuídos com o intuito de minimizar o jitter de atuação, mantendo
o atraso ponta-a-ponta limitado e tendencialmente baixo. Este processo deverá ser automático e
adaptativo a diferentes tipos de rede e a carga variável na rede.
O método estudado foi implementado sobre um sistema distribuído com microcontroladores
PIC 18F258 executando um pequeno kernel multitasking de tempo-real, sendo interligados com
uma rede CAN. Com a referida plataforma experimental foram efetuadas várias medidas que per-
mitiram comparar o jitter de atuação e o atraso ponta a ponta obtidos com várias opções para as




The distributed control systems implement feedback control loops whose data move between
various distributed nodes in the system. Therefore the network delays directly affect the control
loop delays and therefore its stability and performance. Usually these systems have numerous
periodic processes that are a part of the sensing, control and actuation. Without synchronization,
the actuation jitter and the end-to-end delay could be excessive for the capacity of the control
systems.
The goal of this dissertation is to develop a method to synchronize the periodic processes in the
distributed control system in order to minimize the actuation jitter, keeping the end-to-end delay
limited and tendentially low. This method should be automatic and adaptive to different kinds of
networks and to variable network loads.
The method that was studied was implemented on a distributed system with PIC 18F258 mi-
crocontrollers executing a simple multitasking real-time kernel, connected with a CAN network.
With the referred experimental platform, we carried out several measurements that allowed
comparing the actuation jitter and the end-to-end delay achieved with different options for man-
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Os sistemas (de controlo) distribuídos são cada vez mais comuns e importantes no mundo at-
ual, estando presentes em diferentes áreas desde os transportes até ambientes industriais, passando
pela agricultura e domótica.
Os sistemas distribuídos são constituídos por vários nodos que executam diferentes tarefas
com um objetivo comum. Frequentemente estes sistemas estão sujeito a restrições temporais. Um
exemplo disso são os sistemas de controlo que realizam malhas de controlo realimentado e que
são normalmente compostos por processos periódicos de sensorização, controlo e atuação, cujos
dados circulam entre os nodos distribuídos do sistema. A transação destes dados está sujeita aos
atrasos de ponta a ponta da rede que podem comprometer a controlabilidade do sistema [4]. A
sincronização entre estes processos periódicos permitirá minimizar este efeito.
1.2 Objetivo
Na presente dissertação propõe-se implementar um método de sincronização de processos per-
iódicos em sistemas de controlo distribuídos que permite minimizar o jitter de atuação mantendo
limitado o atraso de ponta a ponta. Este processo deverá ser automático e adaptativo a diferentes
tipos de rede e a carga variável na rede.
Este método será implementado numa rede CAN interligando pequenos sistemas chamados
DETPIC baseados em microcontroladores de 8 bits, nomeadamente os PIC 18F258 da Microchip,
e executando um simples kernel tempo-real mutlitasking. Com a referida implementação pretende-
se desenvolver uma análise experimental comparativa entre várias possibilidades de implementar
as transações de controlo.
1
2 Introdução
1.3 Estrutura da Dissertação
Para além da introdução, esta dissertação contém mais 4 capítulos. No capítulo 2, são apre-
sentados trabalhos relacionados. No capítulo 3, é descrito e explicado o sistema desenvolvido.




Neste capítulo são dados a conhecer os pressupostos teóricos e tecnológicos da dissertação.
Em primeiro lugar são expostos os conceitos de CAN mais importantes e relevantes para a dis-
sertação. Em segundo lugar é apresentado apresentada a bibliografia que serve de base a esta
dissertação.
2.1 Controller Area Network
2.1.1 Indrodução
CAN (Controller Area Network) é um protocolo de comunicação série estandardizado como
ISO 11898 e foi originalmente desenvolvido para a indústria automóvel pela Bosch GmbH. As
principais vantagens do CAN são o baixo custo dos dispositivos, o comportamento determinís-
tico, grande fiabilidade e a capacidade de deteção de erros e de retransmissão. São permitidas
velocidades de transmissão entre 20Kbits/s e 1Mbit/s
Este protocolo é do tipo CSMA/CD+AMP (Carrier Sense Multiple Access with Collision De-
tection and Arbitration on Message Priority), ou seja, permite o múltiplo acesso ao meio com
deteção de colisões tendo em conta a prioridade das mensagens.
3
4 Trabalho Relacionado
Figura 2.1: Modelo OSI do ISO 11898 [1]
2.1.2 Formato das Tramas
Existem dois tipos de trama em CAN: standard e extended. A standard tem um campo de
identificação com 11 bits e a extended tem 29 bits. O formato da trama standard em CAN é
apresentado na figura 2.2.
Figura 2.2: Trama CAN Standard [1]
Os campos da trama têm a seguinte função/descrição:
• SOF – Início da mensagem (Start of Frame)
• Identifier – Identificação, inclui a prioridade da mensagem
• RTR - remote transmission request, é dominante quando requer informação de outro ele-
mento.
• IDE - Identifier extension, é dominante quando a trama não é extended
• r0 – reserved bit
• DLC - data length code, tamanha dos dados
• Data - Dados
• CRC - cyclic redundancy check
• ACK – acknowledge
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• EOF – end of frame, fim da trama
• IFS – Interframe space, espaço inter-tramas
O formato da trama standard em CAN é apresentado na figura 2.3.
Figura 2.3: Trama CAN Extended [1]
Campos extra:
• SRR - substitute remote request
• IDE - identifier extension
2.1.3 Arbitragem do meio
Se vários dispositivos tentam transmitir ao mesmo tempo, o dispositivo com a maior prioridade
(menor identificação) ganha o acesso ao meio. Os dispositivos com menor prioridade que não
ganharam acesso ao meio ficam à espera até que o barramento fique livre para tentarem transmitir
outra vez.
Figura 2.4: Arbitragem do meio
2.1.4 Filtro de mensagens
As mensagens recebidas são filtradas através de mascaras e de filtros pré-definidos. Só as men-
sagens que passarem por esses filtros é que chegam aos buffers. Normalmente os controladores
CAN possibilitam que os diferentes buffers de receção tenham diferentes filtros associados. A
figura 2.5 explica o procedimento.
6 Trabalho Relacionado
Figura 2.5: Receção e filtro de mensagens [2]
2.2 Bibliografia de base
Existem já diferentes propostas de processos/protocolos de comunicação que efetuam a sin-
cronização desejada. Em particular, nesta dissertação iremos utilizar dois trabalhos como base,
que serão apresentados de seguida.
Em “An Adaptive TDMA Protocol for Soft Real-Time Wireless Communication among Mobile
Autonomous Agents” [3] é apresentado um protocolo para comunicação entre robôs autónomos
usando uma rede Wireless. Este protocolo usa TDMA (Time division multiple access) e adapta-se
às diferentes condições de carga na rede sem sincronização de relógio, usando o tempo de receção
das tramas.
Na figura 2.6 é possível ver uma ronda TDMA normal de período Ttup, onde cada elemento
k da rede tem a sua slot Mk. Quando um elemento transmite uma mensagem num instante Tnow
agenda a próxima transmissão para Tnow + Ttup.
Figura 2.6: Ronda TDMA [3]
Cada elemento também regista o tempo de chegada das tramas dos restantes elementos e cal-
cula a diferença entre o tempo de chegada e o tempo normal previsto de chegada δk. Com base
nesta informação o cálculo do instante da sua próxima transmissão é o seguinte: Tnow + Ttup +
maxk(δk). A figura 2.7 apresenta uma ronda de transmissões usando este novo método. Ao termo
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maxk(δk) é imposto um limite superior de ∆ para limitar a duração máxima da ronda TDMA que
será de Ttup+∆.
Figura 2.7: Ronda TDMA adaptativa [3]
Com este método quando o meio se encontra sobrecarregado, causando atrasos, a pressão de
transmissão é aliviada com o aumento do período da ronda.
Em “Implementing Transactions in a Distributed Real-Time System without Global Time” [5]
é apresentado outro algoritmo de sincronização com jitter e atrasos limitados e sem necessidade de
sincronização de relógio global. O código seguinte representa a implementação do algoritmo num
determinado nodo, onde é processada informação vinda da ligação link l, t representa o instante
em que essa informação estava disponível para ser utilizada pelo processamento.
next_release := 0
read from link l returning t
loop
undertake processing
write result to the environment (or next link)
next_release := max(next_release,t) + T
delay_until next_release
read from link l returning t
end loop
Quando as tarefas atingiram a latência máxima na entrada de dados, estas vão ser executadas
com um período fixo regular. Este método consegue lidar com drifts de relógio e consegue de-





Neste capítulo são apresentadas. em primeiro lugar, as características do sistema implemen-
tado, nomeadamente o hardware utilizado e a arquitetura do sistema. Em segundo lugar é descrita
a metodologia dos testes efetuados, nomeadamente os cenários testados e as medições efetuadas.
3.1 Tecnologias utilizadas
3.1.1 Microcontrolador PIC18F258
O PIC18F258 é um microcontrolador com módulo CAN produzido pela Microship.
O módulo CAN segue a especificação CAN 2.0B e tem como principais características, dois
buffers de receção, três buffers de transmissão, seis filtros de aceitação e uma velocidade máxima
de transmissão 1 Mbit/s [6].
Para este microcontrolador é utilizado o compilador: HI-TECH C Compiler for PIC18 MCUs
(PRO) v8.20 Linux.
O microcontrolador está instalado numa placa impressa denominada DETPIC 18F258 (v05.03).
3.1.2 Kernel - RTKPIC18
Nos microcontroladores utilizados foi usado um Kernel denominado: Real-Time Kernel PIC
18FXX8 – RTKPIC18.
Este é um Kernel multi-tarefa, preemptivo e com preocupações de tempo-real. Permite definir
tarefas periódicas, com relação de fase e deadline. O Kernel efetua um escalonamento de tempo-
real baseado em prioridades fixas ou prioridades dinâmicas. Para prioridades fixas utiliza Rate
Monotonic (prioridade inversamente proporcional ao período) ou Deadline Monotonic (prioridade
inversamente proporcional à deadline). Para prioridades dinâmicas utiliza Earliest Deadline First
(prioridade proporcional à proximidade das deadlines em runtime) [7].
O kernel foi alterado de maneira a incluir funcionalidades CAN - CAN driver.
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3.2 Arquitetura do Sistema
3.2.1 Hardware
O hardware utilizado para implementação e teste do método de sincronização consiste em
quatro DETPICs ligados entre si por um barramento CAN (Figura 3.1).
Figura 3.1: Fotografia dos quatro DETPICs
3.2.2 Software
Nos microcontroladores foi instalado o kernel supramencionado com inibição de preempção
das tarefas e usando Rate Monotonic como método de escalonamento.
No diagrama de blocos da figura 3.2 é descrito o funcionamento do sistema, nomeadamente a
receção e transmissão de mensagens de mensagens CAN.
Figura 3.2: Diagrama simplificado do funcionamento da receção e transmissão de mensagens em
RTKPIC18
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O ’Módulo CAN’ representa efetivamente o módulo de hardware presente no microcontro-
lador PIC18F258 que é responsável pelo envio e transmissão de mensagens. O ’CANDrv’ é uma
tarefa aperiódica event-triggered responsável pelo envio de mensagens CAN.
Na receção de mensagens o módulo CAN lança uma interrupção que por sua vez escreve a
mensagem recebida numa variável global e também o instante em que foi recebida ( timestamp)
No envio de mensagens por uma dada tarefa, esta escreve a mensagem numa variável global e
ativa a tarefa CANDrv que por sua vez envia a mensagem através do módulo CAN.
3.3 Método de Auto-sincronização
O método de auto-sincronização implementado é baseado no método descrito em “Imple-
menting Transactions in a Distributed Real-Time System without Global Time” [5], enunciado no
capítulo 2.
A tarefa que se pretende sincronizar executa o código representado em seguida. A tarefa é
ativada em cada ’próx_activação’, tem um período de ’T’ e a operação ’ler msg’ bloqueia até




ler msg retorna timestamp
Tarefa (loop):
envia msg
próx_activação := max(próx_activação,timestamp) + a*T
espera até próx_activação
ler msg retorna timestamp
O parâmetro ’a’ permite controlar o comportamento deste método com auto-sincronização.
Com a=1 ou pouco superior, deixa de haver sincronização com o fluxo de mensagens e a tarefa
executa ciclicamente (há sempre uma mensagem pronta quando a tarefa inicia). Com a=0 a tarefa
está imediatamente pronta à espera da próxima mensagem, ou seja, comportando-se de uma forma
event-triggered. Tipicamente usar-se-á um valor de a entre 0,5 e 0,8 por forma a manter a tarefa
sincronizada com as mensagens (de vez em quando a tarefa terá de esperar pela mensagem) mas
em média, esperando pouco, logo reduzindo o jitter ponta-a-ponta.
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3.4 Metodologia
3.4.1 Testes e medições efetuados
3.4.1.1 Testes
Normalmente, três dos DETPICs são usados para implementar diferentes cenários e configu-
rações e o restante DETPIC é usado como logger e/ou para fazer variadas medições (Figura 3.3).
Figura 3.3: Esquema do hardware
Na configuração de hardware descrita anteriormente são efetuados três tipos de testes:
• Cadeia de Mensagens com tarefas Event-Triggered.
O DETPIC A tem uma tarefa periódica com período T que envia mensagens com ID:1,
DETPIC B tem uma tarefa event-triggered que sempre que recebe uma mensagem de A
envia uma mensagem ID:2, o DETPIC C tem uma tarefa event-triggered que sempre que
recebe uma mensagem de B envia uma mensagem ID:3.
• Cadeia de Mensagens com tarefas Cíclicas.
O DETPIC A tem uma tarefa com um período T que envia mensagens com ID:1, DETPIC
B tem uma tarefa periódica (período T) que espera por uma mensagem de A e nesse caso
envia uma mensagem ID:2, o DETPIC C tem uma tarefa periódica (período T) que espera
por uma mensagem de B e nesse caso envia uma mensagem ID:3.
• Cadeia de Mensagens com tarefas Cíclicas com sincronização.
É semelhante à cadeia de mensagens cíclicas mas as tarefas periódicas em DETPIC B e C,
seguem o método de sincronização descrito no capítulo anterior.
Nestes três tipos de testes são efetuadas as seguintes versões:
• Sem tarefas nem mensagens adicionais
• Com mensagens adicionais
O DETPIC A para além da tarefa principal tem outra tarefa periódica com um período de 6
ms que envia três mensagens consecutivas com um ID:0.
• Com tarefas adicionais
Em DETPIC B e C existem duas tarefas periódicas adicionais. Uma tarefa periódica tem
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um período de 8ms e a outra tem um período de 12 ms e ambas tem um tempo de execução
de 1,2 ms. As duas tarefas extra têm maior prioridade do que a tarefa principal.
• Com mensagens e tarefas adicionais
Com as mesmas características das duas descrições anteriores.
Todas as mensagens CAN trocadas são do tipo standard, têm 8 bytes de dados (0x8181818181818181)
e com velocidade de transmissão de 250 kbit/s, sendo o tempo de transmissão 0,432 ms.
3.4.1.2 Medições
Nestes testes são efetuados dois tipos de medições:
• Atrasos de ponta-a-ponta.
Intervalo de tempo desde que uma mensagem é enviada no DETPIC A até a tarefa de re-
ceção ser terminada no DETPIC C. Este intervalo de tempo é calculado num DETPIC L
da seguinte maneira: quando DETPIC A envia uma mensagem, é ativado uma saída digital
que por sua vez está ligado ao interrupt externo do DETPIC L, o DETPIC C tem uma lig-
ação semelhante ao outro interrupt externo que é ativado sempre que a tarefa de receção é
terminada. O atraso de ponta-a-ponta é então calculado pela diferença de tempo em que os
interrupts são disparados em DETPIC L.
• Intervalos de tempos entre finalizações da tarefa no final da cadeia.
Sempre que a tarefa em DETPIC C termina é ativado uma saída digital que está ligada a
um interrupt externo em DETPIC L. O DETPIC L calcula os intervalos entre interrupts
consecutivos.
Os intervalos de tempo são calculados em DETPIC L usando um timer deste micocontrolador.
O timer utilizado (Timer1) é configurado em modo free run e com um pre-scaler de 1:8. Sempre
que é detetado um interrupt correspondente ao início do intervalo esse timer é colocado a zero e
quando for detetado o interrupt correspondente ao final do intervalo o valor do timer é registado
nesse instante.






Sendo 10MHz a frequência de oscilação do microcontrolador e 8 o valor do pre-sclaler do timer.
O intervalo de tempo é então calculado multiplicando o valor do timer pelo Ttick.
14 Caracterização do Sistema
Figura 3.4: Esquema simplificado da cadeia de mensagens com tarefas event-triggered
3.4.2 Análise de resultados
3.4.2.1 Cadeia de Mensagens com tarefas Event-Triggered
O emissor (DETPIC A) tem uma tarefa periódica que transmite mensagens. Como o acesso
ao BUS não é imediato existe então um jitter (JT ) no período (T) desde que a transmissão é
despoletada até que é realmente iniciada. Caso o conteúdo da mensagem seja variável, existe
ainda um jitter (JC) no tempo de transmissão (C). No DETPIC B existe um jitter (Jk) na ativação
da tarefa, devido a, por exemplo, tarefas ainda em execução. Esta tarefa demora O a ser executada.
A sequência do DETPIC B para o DETPIC C é semelhante à anterior.
O atraso de ponta-a-ponta, desde que a tarefa em DETPIC A é ativada até que a tarefa em
DETPIC C também é terminada, é dado por D
O intervalo de tempo entre finalizações da tarefa em DETPIC C é dado por W
3.4.2.2 Cadeia de Mensagens com tarefas cíclicas
Até a mensagem chegar a DETPIC B o procedimento é o mesmo do anterior. No DETPIC B
existe um jitter (Jk) na ativação da tarefa, devido a, por exemplo, tarefas ainda em execução. Esta
tarefa demora O a ser executada, o tempo de execução sofre de um jitter (JO) devido à espera que
a tarefa faz pela receção da mensagem (JO).
O atraso de ponta-a-ponta, desde que a tarefa em DETPIC A é ativada até que a tarefa em
DETPIC C também é terminada, é dado por D
O intervalo de tempo entre finalizações da tarefa em DETPIC C é dado por W
3.4.2.3 Cadeia de Mensagens com tarefas cíclicas com sincronização
O procedimento é muito semelhante à cadeia de mensagens cíclicas, mas neste caso é aplicado
o método de sincronização. Em DETPIC B e C quando uma tarefa bloqueia ’S’ tempo à espera da
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Figura 3.5: Esquema simplificado da cadeia de mensagens com tarefas cíclicas
Figura 3.6: Esquema simplificado da cadeia de mensagens com tarefas cíclicas com sincronização
mensagem da sequência anterior, a próxima ativação dessa tarefa não será no período normal mas
sim com um atraso de ’S’.
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Capítulo 4
Apresentação e Análise dos Testes
Neste capítulo são apresentados os resultados dos testes descritos no capítulo anterior.
4.1 Testes sem tarefas nem mensagens adicionais
4.1.1 Cadeia de Mensagens Event-Triggered
DETPIC A envia mensagens com um período de 20ms. No gráfico da figura 4.1 estão repre-
sentados os intervalos de tempo entre finalizações da tarefa em DETPIC C. A média de intervalos
de tempo é 20,070 ms, o máximo é 20,542 e mínimo 20,599.
Figura 4.1: Cadeia de Mensagens Event-Triggered. Intervalos de tempo entre finalizações da
tarefa em DETPIC C (ms)
No gráfico da figura 4.2 estão traçados os atrasos de ponta-a-ponta. A média de intervalos de
tempo é 1,903 ms, o máximo é 2,357 ms e o mínimo é 1,859 ms.
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Figura 4.2: Cadeia de Mensagens Event-Triggered. Atrasos ponta-a-ponta (ms)
4.1.2 Cadeia de Mensagens cíclica
DETPIC A envia mensagens com um período de 20ms. No gráfico da figura 4.3 estão repre-
sentados os intervalos de tempo entre finalizações da tarefa em DETPIC C. A média de intervalos
de tempo é 20,078 ms, o máximo é 20,0712 ms e mínimo é 20,030.
Figura 4.3: Cadeia de Mensagens cíclica. Intervalos de tempo entre finalizações da tarefa em
DETPIC C (ms)
No gráfico da figura 4.4 estão representados os atrasos de ponta-a-ponta. O máximo é 20,085
ms e o mínimo é 0,003 ms.
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Figura 4.4: Cadeia de Mensagens cíclica. Atrasos ponta-a-ponta (ms)
4.1.3 Cadeia de Mensagens cíclica com sincronização
DETPIC A envia mensagens com um período de 20ms. No gráfico da figura 4.5 estão repre-
sentados os intervalos de tempo entre finalizações da tarefa em DETPIC C. A média de intervalos
de tempo é 20,070 ms, o máximo é 20,115 ms e o mínimo é 20,026 ms.
Figura 4.5: Cadeia de Mensagens cíclica com sincronização. Intervalos de tempo entre finaliza-
ções da tarefa em DETPIC C (ms)
No gráfico da figura 4.6 está traçado os atrasos de ponta-a-ponta. A média de intervalos de
tempo é 1,526 ms, o máximo é 1,568 ms e o mínimo é 1,511 ms.
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Figura 4.6: Cadeia de Mensagens cíclica com sincronização. Atrasos ponta-a-ponta (ms)
4.2 Testes com mensagens adicionais
O DETPIC A para além da tarefa principal tem outra tarefa periódica com um período de 6 ms
que envia três mensagens consecutivas com um ID:0.
4.2.1 Cadeia de Mensagens Event-Triggered
DETPIC A envia mensagens com um período de 20ms. No gráfico da figura 4.7 estão repre-
sentados os intervalos de tempo entre finalizações da tarefa em DETPIC C. A média de intervalos
de tempo é 20,070 ms, o máximo é 21,510 e mínimo 18,629.
Figura 4.7: Cadeia de Mensagens Event-Triggered. Intervalos de tempo entre finalizações da
tarefa em DETPIC C (ms)
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No gráfico da figura 4.8 estão traçados os atrasos de ponta-a-ponta. A média de intervalos de
tempo é 2,205 ms, o máximo é 3,357 ms e o mínimo é 1,859 ms.
Figura 4.8: Cadeia de Mensagens Event-Triggered. Atrasos ponta-a-ponta (ms)
4.2.2 Cadeia de Mensagens cíclica
DETPIC A envia mensagens com um período de 20ms. No gráfico da figura 4.9 estão repre-
sentados os intervalos de tempo entre finalizações da tarefa em DETPIC C. A média de intervalos
de tempo é 20,070ms, o máximo é 21,520 ms e mínimo é 18,621.
Figura 4.9: Cadeia de Mensagens cíclica. Intervalos de tempo entre finalizações da tarefa em
DETPIC C (ms)
No gráfico da figura 4.10 estão representados os atrasos de ponta-a-ponta.
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Figura 4.10: Cadeia de Mensagens cíclica. Atrasos ponta-a-ponta (ms)
4.2.3 Cadeia de Mensagens cíclica com sincronização
DETPIC A envia mensagens com um período de 20ms. No gráfico da figura 4.11 estão repre-
sentados os intervalos de tempo entre finalizações da tarefa em DETPIC C. A média de intervalos
de tempo é 20,070ms, o máximo é 21,299 ms e o mínimo é 18,872 ms.
Figura 4.11: Cadeia de Mensagens cíclica com sincronização. Intervalos de tempo entre finaliza-
ções da tarefa em DETPIC C (ms)
No gráfico da figura 4.12 está traçado os atrasos de ponta-a-ponta. A média de intervalos de
tempo é 1,903 ms, o máximo é 2,715 ms e o mínimo é 1,496 ms.
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Figura 4.12: Cadeia de Mensagens cíclica com sincronização. Atrasos ponta-a-ponta (ms)
4.3 Testes com tarefas adicionais
Em DETPIC B e C existem duas tarefas periódicas adicionais. Uma tarefa tem um período de
12ms e um tempo de execução de 1,2ms. A outra tarefa tem um período de 8ms e um tempo de
execução de 1,2ms.
4.3.1 Cadeia de Mensagens Event-Triggered
DETPIC A envia mensagens com um período de 20ms. No gráfico da figura 4.13 estão repre-
sentados os intervalos de tempo entre finalizações da tarefa em DETPIC C. A média de intervalos
de tempo é 20,070 ms, o máximo é 22,726 e mínimo 17,886.
Figura 4.13: Cadeia de Mensagens Event-Triggered. Intervalos de tempo entre finalizações da
tarefa em DETPIC C (ms)
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No gráfico da figura 4.14 estão traçados os atrasos de ponta-a-ponta A média de intervalos de
tempo é 3,049 ms, o máximo é 4,571 ms e o mínimo é 1,912 ms.
Figura 4.14: Cadeia de Mensagens Event-Triggered. Atrasos ponta-a-ponta (ms)
4.3.2 Cadeia de Mensagens cíclica
DETPIC A envia mensagens com um período de 20ms. No gráfico da figura 4.15 estão repre-
sentados os intervalos de tempo entre finalizações da tarefa em DETPIC C. A média de intervalos
de tempo é 20,070ms, o máximo é 22,966 ms e mínimo é 17,176.
Figura 4.15: Cadeia de Mensagens cíclica. Intervalos de tempo entre finalizações da tarefa em
DETPIC C (ms)
No gráfico da figura 4.16 estão representados os atrasos de ponta-a-ponta.
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Figura 4.16: Cadeia de Mensagens cíclica. Atrasos ponta-a-ponta (ms)
4.3.3 Cadeia de Mensagens cíclica com sincronização
DETPIC A envia mensagens com um período de 20ms. No gráfico da figura 4.17 estão repre-
sentados os intervalos de tempo entre finalizações da tarefa em DETPIC C. A média de intervalos
de tempo é 20,070ms, o máximo é 22,956 ms e o mínimo é 17,185 ms.
Figura 4.17: Cadeia de Mensagens cíclica com sincronização. Intervalos de tempo entre finaliza-
ções da tarefa em DETPIC C (ms)
No gráfico da figura 4.18 está traçado os atrasos de ponta-a-ponta. A média de intervalos de
tempo é 1,908 ms, o máximo é 2,714 ms e o mínimo é 1,496 ms.
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Figura 4.18: Cadeia de Mensagens cíclica com sincronização. Atrasos ponta-a-ponta (ms)
4.4 Testes com mensagens e tarefas adicionais
4.4.1 Cadeia de Mensagens Event-Triggered
DETPIC A envia mensagens com um período de 20ms. No gráfico da figura 4.19 estão repre-
sentados os intervalos de tempo entre finalizações da tarefa em DETPIC C. A média de intervalos
de tempo é 20,070 ms, o máximo é 23,586 e mínimo 16,877.
Figura 4.19: Cadeia de Mensagens Event-Triggered. Intervalos de tempo entre finalizações da
tarefa em DETPIC C (ms)
No gráfico da figura 4.20 estão traçados os atrasos de ponta-a-ponta. A média de intervalos de
tempo é 3,235 ms, o máximo é 5,412 ms e o mínimo é 1,893 ms.
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Figura 4.20: Cadeia de Mensagens Event-Triggered. Atrasos ponta-a-ponta (ms)
4.4.2 Cadeia de Mensagens cíclica
DETPIC A envia mensagens com um período de 20ms. No gráfico da figura 4.21 estão repre-
sentados os intervalos de tempo entre finalizações da tarefa em DETPIC C. A média de intervalos
de tempo é 20,070ms, o máximo é 22,956 ms e mínimo é 17,098.
Figura 4.21: Cadeia de Mensagens cíclica. Intervalos de tempo entre finalizações da tarefa em
DETPIC C (ms)
No gráfico da figura 4.22 estão representados os atrasos de ponta-a-ponta.
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Figura 4.22: Cadeia de Mensagens cíclica. Atrasos ponta-a-ponta (ms)
4.4.3 Cadeia de Mensagens cíclica com sincronização
DETPIC A envia mensagens com um período de 20ms. No gráfico da figura 4.23 estão repre-
sentados os intervalos de tempo entre finalizações da tarefa em DETPIC C. A média de intervalos
de tempo é 20,070ms, o máximo é 21,303 ms e o mínimo é 18,843ms.
Figura 4.23: Cadeia de Mensagens cíclica com sincronização. Intervalos de tempo entre finaliza-
ções da tarefa em DETPIC C (ms)
No gráfico da figura 4.24 está traçado os atrasos de ponta-a-ponta. A média de intervalos de
tempo é 1,935 ms, o máximo é 2,726 ms e o mínimo é 1,504 ms.
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Figura 4.24: Cadeia de Mensagens cíclica com sincronização. Atrasos ponta-a-ponta (ms)
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4.5 Análise dos Resultados
4.5.1 Resumo dos resultados
Na Tabela 4.1 são apresentados as médias, os máximos e os mínimos dos testes apresenta-
dos anteriormente. Jitter diz respeito ao Jitter de atuação, ou seja, aos intervalos de tempo entre
finalizações da tarefa em DETPIC C. Atraso diz respeito ao atraso de ponta-a-ponta.
Tabela 4.1: Sumário dos resultados (ms)
Testes Event-triggered Cíclica Cíclica c/ Sincronização
Jitter s/ extras
Média 20,070 20,078 20,070
Máximo 20,542 20,118 20,115
Mínimo 19,599 20,030 20,026
Atraso s/ extras
Média 1,903 18,529 1,526
Máximo 2,357 20,085 1,568
Mínimo 1,879 0,003 1,511
Jitter c/ mensagens
Média 20,070 20,070 20,070
Máximo 21,510 21,520 21,299






Média 20,070 20,070 20,070
Máximo 22,726 22,966 22,956






Média 20,070 20,070 20,070
Máximo 23,586 22,956 21,303





4.5.2 Análise sumária dos resultados
A variação dos dados entre as várias experiências pode ser explicada pela presença das men-
sagens e/ou das tarefas extra. No caso das mensagens extra estas fazem variar os valores até 1,296
ms, devido às três mensagens extra de 0,432 de tempo de transmissão. No caso das tarefas extra
os valores podes variar até 2,4 ms, devido às duas tarefas extra com um tempo de execução de 1,2
ms.
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Em relação aos atrasos de ponta-a-ponta nos testes das cadeias de mensagens com tarefas
cíclicas, o atraso varia entre 0 e os 20 ms. Como os relógios das DETPICs são independentes, os
períodos efetivos não são exatamente iguais. Logo ao longo do tempo, as fase das ativações das
tarefas vão deslizando e ao medir um intervalo de tempo iniciado por um DETPIC e terminado
por outro, esse intervalo vai aumentar. O atraso de ponta-a-ponta vai aumentando até ao ponto
em que a tarefa recetora que vai sendo ativada cada vez mais tarde, a certa altura é ativada depois
de chegar a mensagem seguinte, o que corresponde a perder uma mensagem. Na figura 4.25 é
possível ver estes fenómeno.
Figura 4.25: Esquema simplificado do atraso de ponta-a-ponta numa cadeia de mensagens com
tarefas cíclicas
O atraso de ponta-a-ponta (D) vai aumentando de D1 até D4. D4 é aproximadamente igual a
um período. Entre D4 e D5 é possível verificar a perda de uma mensagem.
Comparando os resultados de atraso ponta-a-ponta em event-triggered e com transmissão
cíclica sincronizada, nota-se que os segundos são mais reduzidos do que os primeiros. Isto deve-se
ao facto de que no modo event-triggered as tarefas recetoras estão em sleep e têm de ser ativadas
quando chega uma mensagem, enquanto no modo cíclico com sincronização, as tarefas estão ati-
vas, à espera da chegada da mensagem, logo resultando em menor overhead e por isso num menor
atraso.
Em geral, conforme esperado, as transações cíclicas sincronizadas conseguem gerar atrasos
menores de ponta-a-ponta e com menor jitter do que as outras formas de transação consideradas.




No final da dissertação foi implementado um método de sincronização de processos periódi-
cos, automático e adaptativo a carga variável na rede. Com base em testes efectuados sobre um
sistema distribuído com microcontroladores (PIC 18F258) executando um pequeno kernel multi-
tasking de tempo-real, interligados com uma rede CAN e utilizando diferentes tipos de transações
de controlo (event-triggered, cíclica e cíclica com sincronização), foi possível verificar que este
método permite minimizar o jitter de atuação mantendo limitado o atraso de ponta a ponta.
5.2 Trabalho Futuro
Seria interessante executar mais testes com o método implementado em diferentes condições.
Existem alguns aspetos em que o método pode ser melhorado, acrescentando novas funcionali-
dades, nomeadamente: capacidade de lidar mais eficazmente com o drift dos relógios dos micro-
controladores; e a capacidade de detetar e ultrapassar falhas na comunicação (por exemplo uma
mensagem não chegar).
O próximo passo desta dissertação seria a implementação e teste deste método de sincroniza-
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