Due to rapid growth of research articles in various languages, cross-lingual plagiarism detection problem has received increasing interest in recent years. Cross-lingual plagiarism detection is more challenging task than monolingual plagiarism detection. This paper addresses the problem of cross-lingual plagiarism detection (CLPD) by proposing a method that combines keyphrases extraction, monolingual detection methods and machine learning approach. The research methodology used in this study has facilitated to accomplish the objectives in terms of designing, developing, and implementing an efficient Arabic -English cross lingual plagiarism detection. This paper empirically evaluates five different monolingual plagiarism detection methods namely i)N-Grams Similarity, ii)Longest Common Subsequence, iii)Dice Coefficient, iv)Fingerprint based Jaccard Similarity and v) Fingerprint based Containment Similarity. In addition, three machine learning approaches namely i) naïve Bayes, ii) Support Vector Machine, and iii) linear logistic Al-Suhaiqi et al.; AJRCOS, 2(3): 1-12, 2018; Article no.AJRCOS.46873 2 regression classifiers are used for Arabic-English Cross-language plagiarism detection. Several experiments are conducted to evaluate the performance of the key phrases extraction methods. In addition, Several experiments to investigate the performance of machine learning techniques to find the best method for Arabic-English Cross-language plagiarism detection. According to the experiments of Arabic-English Cross-language plagiarism detection, the highest result was obtained using SVM classifier with 92% f-measure. In addition, the highest results were obtained by all classifiers are achieved, when most of the monolingual plagiarism detection methods are used.
INTRODUCTION
Cross-lingual plagiarism (CLP) happens when texts written in one language are translated into another language and used without acknowledging the original sources. Extensive studies have been executed on monolingual plagiarism analysis which content searching for plagiarism in documents of the same language, but CLP still remains a challenge. Previous studies have addressed this problem using methods such as Statistical Machine Translation [1] , cross-lingual showed semantic analysis (CL-ESA) [2] , syntactic alignment using character N-grams (CL-CNG), dictionaries and thesaurus [3, 4] , online machine translators [5, 6] , and more recently, semantic networks and word embedding [7, 8] . and [9, 10] . Most of the suggested pattern are either limited to bilingual cross-lingual plagiarism detection tasks, when require parallel or comparable corpus which are usually not sufficient or available for low resource languages, while others trust on internet translation services, which are not existing for large scale cross-lingual plagiarism detection.
Different methods have been used to solve the cross lingual plagiarism detection. Based on the literature, it could be noticed that the majority of these methods can be classified into machine translation based approaches, parallel corpora based models and hybrid models. The main problems of the existing cross-language plagiarism detection techniques that uses machine translation as main method where the quality of the existing machine translation in translating big texts (whole documents) is very low and detecting plagiarism in translated documents is very challenging task because of the lexical and structural changes. In addition, when translated texts are replaced with their synonyms, using online machine translators to detect CLP would result in poor performance. To handle the limitation of these methods, this paper aim to design and implement a keyphrases based cross lingual plagiarism detection method. A significant feature of the proposed methodology is that it can be more efficient for detecting mono lingual paraphrased plagiarism where the sentence structure is changed and cross lingual translated plagiarism, as it keyphrases based detection method and keyphrases and their translation cannot be paraphrased.
This proposed research methodology consists of five phases, denoted as i) documents preprocessing phase, ii) Key phrase Extraction, Translation and Fingerprinting phase, iii) Retrieval of Candidate Documents phase, vi) Monolingual plagiarism detection phase and v) Machine Learning phase. The research methodology used in this study has facilitated to accomplish the objectives in terms of designing, developing, and implementing an efficient Arabic -English cross lingual plagiarism detection.
The remainder of this paper is structured as follows: Section 2 provides related work of crosslanguage Arabic -English techniques, as applied to words or sentences. Section 3 is proposed methodology , explaining the various proposed algorithms which are used for the pre-processing and framework CLPD; the techniques mentioned in section 3, namely pre-processing is tokenization and stop word and NLP techniques in section 3.1; in section 3.2, the techniques are the key phrase extraction -based techniques, namely c-value algorithm and NC-value and key phrase ranking to find similarity score after that translate Arabic key phrases to English and retrieval candidate document and compare fingerprint for the key phrases in section 3.4. Section 3.5 monolingual methods N-Grame and longest common subsequence to compare candidate document and suspicious document by hash table for fingerprint; and section 3.6 Machine Learning phase in this section is plagiarised text or not. in section 4 presents the experimental design, including the tools and packages used in this study, the datasets involving 318 documents from the Arabic and English language benchmark dataset. Section 5 presents the results and discussion of findings and, finally, in section 6, conclusions and recommendations for future research are provided.
RELATED WORK
In this section, we give an overview of existing research in the area of focused on dataset of document. Specifically focusing on candidate document categorization. In 11. Pera et al. [11] , text pre-processing techniques, such as stopword removal, and shallow NLP techniques, such as stemming, are applied to documents before counting similarity. Short sentences are also deleted. The degrees of similarity between words are computed by their frequency of cooccurrence and relative distance, as mentioned by a word-correlation matrix generated using Wikipedia. A threshold is set to candidate sentences with a low similarity, and the degree of resemblance between two documents is visualized using Dot plot view. Although the results interpreted development over n-gram matching by decreasing the false positives, the approach is still limited to comparison between individual words.
Experiments were created on a domain-specie corpus compounding of English, Arabic, French, Spanish and Russian texts translated into Italian [12] . The experiment was executed using an SVM classifier, based on features such as lemmatised words and POS sequences. The best accuracy was achieved by using a combination of features that includes 1-gram word with TF-IDF weighting, and 2-grams and 3grams of POS tags. The experiment finished that the task biases on the distribution of n-grams of function words and morpho-syntactic features.
Pouliquen introduced a statistical approach to map multilingual documents for a languageindependent document representation, which measures similarity between monolingual and cross-lingual documents. A parallel corpus with multilingual interpreted texts was used, and preprocessing techniques including lemmatisation and stopword removal were applied. Parallel texts in various languages are determined by the tf-idf of the topic, and the top 100 words are chosen as descriptors. Each descriptor contains one-to-one interpretations into various languages and is stood for by a vector. The similarity score was computed by comparing the vectors between Spanish and English documents [13] .
Aljohani and Mohd [14] introduced the first Arabic-English cross-language plagiarism detection using the Winnowing Algorithm to discover the Arabic sentences translated from English sources without indication of the original sources, as well as to diagnosing its main content and processes. The result clarifies that the Winnowing algorithm can be used effectively to discover the Arabic-English cross-language plagiarism with 81% recall, 97% precision and 89% F-measure.
Omar, Alkhatib [15] studied a method for plagiarism detection algorithm in both Arabic and English languages. They proved a system to detect plagiarism in both Arabic and English languages using "Bing" search machain. The system which bases on plagiarism detection algorithm is effective and can supply both Arabic and English languages.
Kent [16] improved a web-based system to discover cross-lingual plagiarism. The system decreases candidate document by summarizing. The Summary is interpreted to English. Then similar web resources are discovered.
Gottschalk [17] and Demidova improved methods to join text passages written in various languages and consisting of overlapping data. The authors used Named entities and text interpretation to English as features to estimate the similarity between documents. These approaches use text translation as part of the process of obtaining a common comparison space. However, since text translation is a challenging task, it may arrive to high false rate.
Ferrero [9] suggested methods for cross-lingual plagiarism detection using word embeddings. These methods require training using decision tree or weights optimization, so here they are supervised methods.
España-Bonet et al [18] introduced a language autonomous model that measures the semantic similarity between text captures across multiple languages. The system used a Support Vector Machine (SVM) to summarize a number of inter textual features, which contains features divided from embeddings trained using the word2vec model and a multi-lingual corpora, from lexical similarity measurements, from the internal representation (hidden layer) of a neural network trained using multi-lingual parallel corpora and from CL-ESA. This approach is however best appropriate for low resource languages.
METHODOLOGY
This research will study the problem of cross lingual plagiarism detection solution, and proposed solutions for this problem. The primary goal of the research is to design and implement methods for Arabic -English cross lingual plagiarism detection.
This research methodology consists of five main phases, denoted as i) Documents pre-processing phase, ii) Key phrase Extraction, Translation and Fingerprinting phase and iii) Retrieval of Candidate Documents phase, vi) Monolingual plagiarism detection phase and v) Machine Learning phase.
Preprocessing
In the pre-processing stage, various NLP preprocessing techniques are applied in a first step, each document is spilt into sentences. This work use (.), (;), (:), (!) And (?) Punctuation marks as a spilt point.
After splitting documents into sentences, the sentences pre-processing consists of three steps: 1) tokenization, 2) normalization, 3) stop word removal. All sentences went through a pre-processing stage. In the normalization process, noisy characters are removed. Secondly, in this phase certain stop-words that occur commonly in all documents were removed to avoid plagiarism detection over fitting. After the pre-processing stage, each document is represented as a bag of sentences and each sentence in its turn is modelled as Bag of Words. 
Fig. 1. The proposed methodology of Arabic-English cross language plagiarism detection

Key Phrases Extraction Phase
The main problems of the existing crosslanguage plagiarism detection techniques that uses machine translation as main method where the quality of the existing machine translation in translating big texts (whole documents) is very low and detecting plagiarism in translated documents is very challenging task because of the lexical and structural changes.
Key phrases are the important words/phrases that reflect the subject of the text. The Key phrases describe a document in a coherent and simple way giving the prospective reader a way to quickly determine whether the document satisfies their information need. According to that, we index each document by Key phrases and only translate them, if the similarity score is so high between the Key phrases of two documents, then one of these documents will be selected as suspicious document. However, the method used here for key phrases extraction consists of four steps 1) Features Extraction 2) Ranking 3) translation 4) fingerprinting.
Features extraction
The following features are used for ranking the candidate key phrase:
Phrase frequency
Frequency is the number of occurrences of the candidate phrase. Frequency is normalized by the number of all candidate phrases in the document.as [19] .
C-value approach
The C-Value method is a hybrid domainindependent method combining linguistic and statistical information (with emphasis on the statistical part) for the extraction of key phrases and nested phrases (i.e. phrases that appear within other longer phrases, and may or may not appear by themselves in the corpus). This method takes as input a corpus and produces a list of candidate key phrases, ordered by the likelihood of being valid terms, namely their C-Value measure... C-value is defined as [20] :
Where C is a candidate key phrase, is the number of simple nouns that consist of C, f(.) is its frequency of occurrence in the corpus, T C is the set of extracted candidate terms that contain C, P(T C ) and is the number of this candidate term.
NC-value
The NC-Value is used to re-rank and improve the list of the extracted key phrases based on information from the term's neighbourhood. It, therefore, ranks the list of candidate key phrases, trying to bring higher key phrases that are more likely to contain key phrases. The NC-value measure is computed as [19, 21] :
Key phrases ranking and filtering
This main purpose of this phase is to extract the most important Key phrases. To rank each key phrase from the candidate Key phrases.
Translation and language normalization
In order to overcome the language barrier, all original documents (represented by extracted key phrases) are translated into one language in this case the English language has been chosen as it has bilingual translation between it and most of languages. For this purpose, the present work adopted Google Translate (GT) as it offers API access and is considered the state-of-the-art machine translation system used today.
Fingerprinting
Document fingerprinting is the process of representing a document as a set of integers resulting from hashing substrings of the document. The comparison is then performed on the fingerprint rather than the whole text. In this work, the process of creating a fingerprint is as follow:
 Key phrasing: key phrases are extracted and each sentence is represented as a Bag of Words.  Hashing: a hash function is applied to the extracted key phrases to map them to a vector of integers.
Retrieval of the Candidate Documents Phase
The process of candidate documents retrieval is through measuring similarities between the input document and the candidate documents at sentence level. In the fingerprinting method, the amount of similar fingerprints is used as similarity indicator between sentences; measuring similarity between two sentences or subdocuments is calculated by comparing the similarity percentage between a sentence's fingerprint and another sentence's fingerprint. 
If Sim (A,B) is greater than a threshold, subdocument B is selected as candidate subdocument.
Monolingual Plagiarism Detection Techniques
The output of these methods will be used as feature vector that is used to training a machine learning classifier. In this work, several monolingual plagiarism detection techniques have been adopted:
N-Grams similarity
The number of overlapping n-grams between two documents, d s the suspicious document and document i from the candidate document, will be counted. the overlapping total is divided by the length of the suspicious subdocument and length of the candidate subdocuments respectively in order to calculate recall and precision.
N-gram similarity score is expressed as [23] :
Longest Common Subsequence (LCS)
Given two documents, LCS is the longest string of matched tokens between these documents. LCS is that unlike n-grams (excluding unigram), LCS allows skip of matched n-grams. LCS score can be expressed as follows [24] :
Dice coefficient
The Dice similarity between two subdocuments A and B is defined as in [25] :
Where (a) refers to the matched key phrases or fingerprints present in both A and B, (b) refers to the key phrases or fingerprints present only in A, and (c) refers to those present only in B.
Fig. 3. Dice coefficient similarity
Fingerprint based Jaccard similarity
Jaccard similarity is a very common set similarity measure that is used in a wide variety of applications. It is defined as [26] :
Where A is the suspect fingerprints and B is the source fingerprints.
Fingerprint based containment similarity
Containment similarity is nearly identical to jaccard similarity, except the denominator is only the number of elements in the suspect fingerprint. Again, let A be the suspect fingerprints and B be the source fingerprints. Due to the size difference in of these fingerprints sets, an asymmetric similarity measure is conducted based on containment similarity as [27] :
n t a i n m e n t A B A
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Machine learning phase
The main idea is to feed the output of Monolingual plagiarism detection techniques to a machine learning classification framework. As shown in the previous sections, the monolingual plagiarism detection measures are only measure the similarity between suspicious document and candidate documents. However, their scores cannot indicate explicitly whether spacious document is plagiarized or not. To indicate explicitly whether suspicious document is plagiarized or not, we evaluated several classification methods for plagiarism detection.
Linear logistic regression
Logistic regression predicts the probability of an outcome that can only have binary response, also can handle several predictors (numerical and categorical). The multiple logistic regression model has the form as [24] :
Naive Bayes
The major advantage of NB algorithms is that they are easy to implement, often they have a superior performance. Naive Bayes (NB) can be defined as the conditional probability of plagiarized class pc given monolingual feature vector mf constructed as follows as [28] : Thus, the maximum posterior classifier is given as follows: 
Linear discriminate analysis
The basic idea of LDA is to find a onedimensional projection defined by a vector v that maximizes class separation. This method maximizes the ratio of between-class variance S B to the within-class variance S W in any particular data set thereby guaranteeing maximal separability as [29] .
Support vector machines
SVM is a featured machine learning technique that is developed for the binary classification task. SVM proposed to solve two-class problems by finding the optimal separating hyper-plane between two classes of data. Suppose that X is set of labelled training points (feature vector be solved through the following convex optimization as [18] :
with λ as a regularization parameter.
EXPERIMENTAL RESULTS
In this section, several experiments have been conducted in order to evaluate the proposed approaches. First, several experiments have been conducted to evaluate key phrases extraction methods. Secondly, Several experiments to empirically compare several monolingual plagiarism detection methods and three classification approaches which are i)Linear Logistic Regression, ii) naïve Bayes , iii) SVM classifiers for Arabic-English Crosslanguage plagiarism detection. This research uses the same data set used by ALAA et al 2017 [24] for Arabic-English Cross-language plagiarism detection system. The data consists of 318 Arabic files are used for both training and test. All
English files were used for the comparison of both training and testing stages.
Experimental Results of SVM Classifier
In this experiment, SVM classifier is applied on testing set using 10-fold cross-validation. In this work, we used all monolingual plagiarism detection methods namely N-Grams Similarity (M1), Longest Common Subsequence (LCS) (M2), Dice Coefficient (M3), Fingerprint based Jaccard Similarity (M4), Fingerprint based Containment Similarity(M5) as a features for SVM. Table 4 .2 shows the performance in terms of the precision, recall, F-measure of Arabic-English Cross-language plagiarism detection by applying the SVM classifier with using different combination set of features. The highest result yield by SVM classifier trained is 92% f-measure. As shown in Table 4 .2, low performances are obtained when SVM uses only one or two monolingual methods as features and high performances are obtained when SVM uses more than three monolingual methods as features. This means that using all monolingual plagiarism detection methods has an obvious positive effect on the quality detection method.
Experimental Results of NB Classifier
In this experiment, NB classifier is applied on testing set using 10-fold cross-validation. The idea is to show the best results obtained when the NB classifier is applied. In this work, we used all monolingual plagiarism detection methods namely N-Grams Similarity (M1), Longest Common Subsequence (LCS) (M2), Dice Coefficient (M3), Fingerprint based Jaccard Similarity (M4), Fingerprint based Containment Similarity(M5) as a features for NB. Table 4 .3 shows the performance in terms of the precision, recall, F-measure of Arabic-English Cross-language plagiarism detection by applying the NB classifier using different combination set of features. The highest result yield by NB classifier trained is 89% f-measure. This means that using all monolingual plagiarism detection methods has an obvious positive effect on the quality detection method. However, the results obtained by NB are lower than that of SVM. 
Experimental Results of Linear Logistic Regression Classifier
In this experiment, linear logistic regression classifier is applied on testing set using 10-fold cross-validation. The idea is to show the best results obtained when the linear logistic regression classifier is applied. In this work, we used all monolingual plagiarism detection methods namely N-Grams Similarity (M1), Longest Common Subsequence (LCS) (M2), Dice Coefficient (M3), Fingerprint based Jaccard Similarity (M4), Fingerprint based Containment Similarity(M5) as a features for NB. Table 4 .4 shows the performance in terms of the precision, recall, F-measure of Arabic-English Cross-language plagiarism detection by applying the linear logistic regression classifier using different combination set of features. The highest result yield by linear logistic regression classifier trained is 86% f-measure. This means that using all monolingual plagiarism detection methods has an obvious positive effect on the quality detection method. However, the results obtained by linear logistic regression are lower than that of SVM and NB.
RESULTS AND DISCUSSION
This paper aim to examine the proposed model and observation of the experimental results that have been achieved.
In the result tables in the fields (M1, M2, M3, M4, M5) there are values: 1 : indicates that it was used in the experiment. 0 : indicates that it was not used in the experiment.
According to the experiments of Arabic-English Cross-language plagiarism detection with the SVM, NB, linear logistic regression classifiers, the highest result yield by SVM classifier with 92% f-measure. Furthermore, the obtained results with 92% fmeasure were better than the previous work of Aljohani [14] et al. (2014) at 89% and of ALAA [24] et al (2017) with 90%.
CONCLUSION
Due to rapid growth of research articles in various languages, cross-lingual plagiarism detection problem has received increasing interest in recent years. Cross-lingual plagiarism detection is more challenging task than monolingual plagiarism detection. This paper aims to design and implement a keyphrases based cross lingual plagiarism detection method. This paper empirically investigates five different monolingual plagiarism detection methods with three machine learning approaches namely naïve Bayes, SVM, and linear logistic regression classifiers are used for Arabic-English Crosslanguage plagiarism detection. Several experiments are conducted to evaluate the performance of the key phrases extraction methods. In addition, several experiments to investigate the performance of machine learning techniques to find the best method for Arabic-English Cross-language plagiarism detection. According to the experiments of Arabic-English Cross-language plagiarism detection, the highest result yield by decision SVM classifier with 92% f-measure. In addition, the highest results obtained by all classifiers are achieved when most of the monolingual plagiarism detection methods used.
Future work will aim to evaluate the current methodology with different language pairs. In addition, future work will studied multilingual plagiarism detection i.e. include more than two languages.
