The number balancing (NBP) problem is the following: given real numbers a1, . . . , an ∈ [0, 1], find two disjoint subsets I1, I2 ⊆ [n] so that the difference | i∈I 1 ai − i∈I 2 ai| of their sums is minimized. An application of the pigeonhole principle shows that there is always a solution where the difference is at most O( √ n 2 n ). Finding the minimum, however, is NP-hard. In polynomial time, the differencing algorithm by Karmarkar and Karp from 1982 can produce a solution with difference at most n −Θ(log n) , but no further improvement has been made since then.
Introduction
One of six basic NP-complete problems of Garey and Johnson [GJ97] is the partition problem that for a list of numbers a 1 , . . . , a n asks whether there is a partition of the indices so that the sums of the numbers in both partitions coincide. Partition and related problems like knapsack, subset sum and bin packing are some of the fundamental classical problems in theoretical computer science with numerous practical applications; see for example the textbooks [MT90, KPP04] and the article of Mertens [Mer06] . In this paper, we study a variant called the number balancing problem (NBP), where the goal is to find two disjoint subsets I 1 , I 2 ⊆ {1, . . . , n} so that the difference | i∈I1 a i − i∈I2 a i | is minimized. Equivalently, given a vector of numbers a = (a 1 , . . . , a n ) ∈ [0, 1] n , we want to find a vector of signs x ∈ {−1, 0, 1} n \ {0} so that | a, x | = | n i=1 x i a i | is minimized. Woeginger and Yu [WY92] studied this problem under the name "equalsubset-sum" and showed that it is NP-hard to decide whether there are two disjoint subsets that sum up to the exact same value. This version has also been extensively studied in combinatorics [Lun88, Boh96, LY11] .
On the positive side, it is not hard to prove that there is always a solution with exponentially small error. Suppose that a 1 , . . . , a n ∈ [0, 1]. Consider the list of 2 n many numbers n i=1 a i x i for all x ∈ {0, 1} n . All these numbers fall into the interval [0, n], hence by the pigeonhole principle, we can find two distinct vectors x, x ′ ∈ {0, 1} n with | § Email: yx1992@uw.edu a constant fraction of vectors x ∈ {0, 1} n , the sums n i=1 a i x i fall into an interval of length √ n (instead of n). However, since these arguments rely on the pigeonhole principle, they are non-constructive. Restricting the non-constructive argument to polynomially many "pigeons" provides a simple polynomial time algorithm to find at least an x ∈ {−1, 0, 1} n \ {0} with | a, x | ≤ 1 poly(n) for an arbitrarily small polynomial. Interestingly, the only known polynomial time algorithm that gives a better guarantee is Karmarkar and Karp's differencing algorithm [KK82] which provides the bound | a, x | ≤ n −c log(n) for some constant c > 0. Their algorithm uses a recursive scheme; find Θ(n) pairs of numbers a i of distance at most Θ( 1 n ) and create an instance consisting of their differences, then recurse.
This leads to the natural question: Given a 1 , . . . , a n ∈ [0, 1], what upper bound on | n i=1 a i x i | can be guaranteed if x ∈ {−1, 0, 1} n \ {0} is to be chosen in polynomial time? While answering this question directly seems out of reach, it appears that NBP falls into a class of problems where good solutions exist due to the pigeonhole principle, such as the Shortest Vector Problem or Minkowski's Theorem. Recall that given linearly independent vectors b 1 , . . . , b n ∈ R n , a (full rank) lattice is the set Λ := { n i=1 λ i b i : λ i ∈ Z ∀i = 1, . . . , n}. The set {b 1 , . . . , b n } is called a basis for Λ and we define det(Λ) := | det(B)|. The Shortest vector problem then consists of finding a non-zero vector in Λ that minimizes the Euclidean norm. The famous LLL-algorithm [LLL82] can find a 2 n/2 -approximation in polynomial time (the generalized block reduction method of Schnorr [Sch87] brings the factor down to 2 n log log(n)/ log(n) ). As a rarity in theoretical computer science, the shortest vector problem admits (NP ∩ coNP)-certificates for a value that is at most a factor O( √ n) away from the optimum [AR05] , while the best known hardness lies at a subpolynomial bound of n Θ(1/ log log n) [HR07] . Using the pigeonhole principle one can show that a lattice Λ contains a vector of length at most O( √ n) · det(Λ) 1/n . Interestingly, a polynomial time algorithm that achieves this bound would imply an O(n)-approximation algorithm even for worst-case lattices [Ajt96] , enough to break lattice-based cryptosystems [LLJS90] .
Minkowski's Theorem tells us that any symmetric convex body K ⊆ R n of volume at least 2 n must intersect Z n \ {0}, see for example [Mat02] . This theorem is proven by placing translates of 1 2 K at any lattice point and then inferring an overlap due to the pigeonhole principle. Again, one can consider the algorithmic question: given a symmetric convex body K with volume at least 2
n , for what factor ρ can one be guaranteed to find an x ∈ (ρK) ∩ (Z n \ {0}) in polynomial time? We would like to point out that this factor ρ is within a polynomial factor of the shortest vector approximability using the fact that there is a linear transformation sandwiching K between two Euclidean balls whose radius differs by a factor of √ n [Joh48]. It is not hard to use an exact oracle for Minkowski's Theorem to find a good number balancing solution, since the body K := {x ∈ (−2, 2) :
n . However, it is not clear how we could use an approximate oracle. For example, it is known that the LLL-algorithm can be used to find a nonzero integer vector x ∈ ρK for a factor of ρ = poly(n) · 2 n/2 . While the error guarantee of | n i=1 a i x i | ≤ poly(n) · 2 −n/2 outperforms the Karmarkar-Karp algorithm, we only know that x ∞ < 2ρ, which means that x will not be a valid solution if ρ > 1
1 . This leads us to the next question: what factor ρ is needed for Minkowski's Theorem to improve over Karmarkar-Karp's bound ? Again, we should mention that a poly(n)-approximation for Minkowski is not known to be inconsistent with NP = P.
We have seen that in a certain sense the Shortest Vector Problem and Minkowski's Theorem are generalizations of number balancing. This brings us to the question about the reverse: given an oracle that solves NBP within an exponentially small error, can this give a non-trivial oracle for the Shortest Vector Problem or Minkowski's Theorem?
Contribution
In this work, we provide some answers to the questions raised above, by relating the complexity of the number balancing problem to Minkowski's Theorem. For ρ ≥ 1, we define a ρ-approximation for the Minkowski problem as a polynomial time algorithm that on input 2 of a symmetric convex set K ⊆ R n with vol n (K) > 2 n ,
, but this breaks down if ρ ≥ 2. 2 We will specify in the text, how the body K is represented.
Moreover, for δ > 0 we define a δ-approximation for the number partitioning problem as a polynomial time algorithm that receives a ∈ [0, 1] n as input and produces a vector x ∈ {−1, 0, 1} n \ {0} with | a, x | ≤ δ. We provide the following reduction:
Theorem 1. Suppose there is a ρ-approximation for Minkowski's problem for polytopes K with O(n) facets. Then there is a δ-approximation for number balancing where δ := 2
In fact, it suffices to have such an oracle for the linear transformation of a cube, which is equivalent to an oracle for SVP in the · ∞ norm.
Theorem 2. Suppose that there is a polynomial time algorithm that given a lattice Λ ⊆ R n with det(Λ) ≤ 1 finds a non-zero vector x ∈ Λ of length x ∞ ≤ ρ. Then there is δ-approximation for number balancing where δ := 2
Recall that vol n ([−1, 1] n ) = 2 n and hence for such a lattice there is always an x ∈ Λ \ {0} with x ∞ ≤ 1. In particular an oracle for ρ ≤ c ′ log(n)/ log log(n) would imply an improvement over Karmarkar-Karp's algorithm, where c ′ > 0 is a small enough constant. Again, we would like to stress that the NP-hardness bounds of [HR07] for Shortest Vector do not apply for such lattices where a solution is guaranteed to exist.
Finally, we can also prove that an oracle with exponentially small error for number balancing would provide approximations for Minkowski's Theorem and Shortest Vector:
Theorem 3. Suppose that there is a δ-approximation for number balancing with δ ≤ 2 √ n /2 n . Then there is an O(n 5 )-approximation for Minkowski's problem. Here it suffices to have a separation oracle for the convex body K ⊆ R n .
Reducing Number Balancing to Minkowski's Theorem
In this section we will show how to solve NBP with an oracle for Minkowski's Theorem. The idea is to consider a hypercube intersected with the constraint | a, x | ≤ δ, and to show that this set has large enough volume. If we have an exact Minkowski oracle, this gives us x ∈ {−1, 0, 1} n \ {0} as desired. Here we state a more general version which uses only a ρ-approximate Minkowski oracle, and then show how we can use this more general version to solve NBP with a weaker bound.
Theorem 4. Suppose we have a ρ-approximate Minkowski oracle, and let k > 0 be any positive integer. Then, for any a ∈ [0, 1] n , there is a polynomial time algorithm to find x ∈ Z n \ {0} with x ∞ ≤ k and so
Proof. For ease of notation, let
Now consider the body
Obviously this is a symmetric convex body. For α ∈ [−δ, δ], consider the (n − 1)-dimensional slice
of it. Let us consider the (n − 1)-dimensional volume vol n−1 (K(α)) of that slice. Then we can write the volume of K as
since the slices are empty if |α| > n(k+1) ρ
. By symmetry vol n−1 (K(α)) = vol n−1 (K(−α)). Moreover, by convexity of K, for α ≥ 0, the quantity vol n−1 (K(α)) is monotonically non-increasing. Thus
n . Hence, using our ρ-approximate
Minkowski oracle, we can find a vector
In particular, this gives x ∈ Z n with | a, x | ≤ n ρ k+1 n−1 and x ∞ ≤ k.
The bound in Theorem 4 can be strengthened by a √ n factor by using concentration of measure arguments. We omit this here. Now suppose, for instance, that we have a (2 − ǫ)-approximate oracle for some ǫ ∈ (0, 1]. Then we can pick k = 1 and get
with x ∞ ≤ 1 and x ∈ Z n \ {0}. However, this line of arguments breaks down if we only have access to a ρ-approximation for ρ ≥ 2 as these would in general not produce feasible solutions for number balancing.
It turns out that we can design a recursive self-reduction. The main technical argument is to transform an algorithm that finds x ∈ Z n \ {0} with x ∞ ≤ k, into an algorithm that finds vectors x ∈ Z n \ {0} with x ∞ ≤ k 2 , with a bounded decay in the error | a, x |. Applying this recursively gives the following lemma.
Lemma 5. Suppose that there is a polynomial-time algorithm that for any a ′ ∈ [−1, 1] n finds a vector
log n 6 log log n , then there is also a polynomial time algorithm that for any a ∈ [−1, 1] n finds a vector x ∈ Z n with | a, x | ≤ 2 −n 1 3k and x ∈ {−1, 0, 1} n \ {0}.
The way we do the self-reduction is the following. We partition our set of n numbers into subsets of size √ n. First, for each subset ℓ, we find a number b ℓ = 0 for which we can (approximately) express b ℓ , 2b ℓ , . . . , kb ℓ as linear combinations of elements of that subset using only coefficients in {−⌊ k 2 ⌋, . . . ⌊ k 2 ⌋}. We then run our assumed algorithm on b 1 , . . . , b √ n to obtain y ∈ {−k, . . . , k} n with b, y = √ n ℓ=1 y ℓ b ℓ being small. Since each of the summands can be expressed more efficiently in terms of our original set of numbers, we obtain a good solution x with coefficients in
The following two lemmas go through this argument more precisely. The first gives a condition under which we can find a more efficient coefficient representation for a number β. In the second, we will show that an application of the assumed algorithm will actually allow us to satisfy this condition, and so we are able to construct the stronger oracle. Note that the interesting parameter choice is r := ⌈k/2⌉, so that the size of the coefficients is halved.
Lemma 6. Let r, k ∈ N be parameters with r < k. Let α 1 , . . . , α k ∈ R so that k i=1 i · α i = 0 and abbreviate
Proof. By symmetry it suffices to consider j ≥ 0. For j ∈ {0, . . . , r − 1}, we can obviously write
Now consider j ∈ {r, . . . , k}. The trick is to use that
If we inspect the size of the used coefficients, then for i ∈ {1, . . . , r − 1} we have | − i| ≤ r − 1 and for i ∈ {r, . . . , k} we have |j − i| ≤ k − r.
Note that if we have the weaker assumption of | k i=1 i · α i | ≤ δ, then for any j ∈ {0, . . . , k} one can find coefficients
Lemma 7. Let k, r ∈ N be parameters with 0 < r < k. Let f : N → R be a non-negative function such that f (n) ≥ 4 log n. Suppose that there is a polynomial-time algorithm that for any a ′ ∈ [−1, 1] n finds a vector
Then there is also a polynomial time algorithm that for any a ∈ [−1, 1] n finds a vector x ∈ Z n \ {0} with | a, x | ≤ 2
Proof. Let a ∈ [−1, 1] n be the given vector of numbers. Split [n] into blocks I 1 , . . . , I √ n each of size |I ℓ | = √ n. For each block I ℓ we use the oracle to find a vector x ℓ ∈ {−k, . . . , k} n \ {0} with supp(
. If for any ℓ one has x ℓ ∞ ≤ r − 1, then we simply return x := x ℓ and are done. Otherwise, we write the vector as
n . Note that these vectors will have disjoint support and supp(x ℓ,1 ), . . . , supp(x ℓ,k ) ⊆ I ℓ . Moreover we know that for every ℓ there is at least one index i ∈ {r, . . . , k} with x ℓ,i = 0. Now define a vector b ∈ R √ n with b ℓ := k i=r a, x ℓ,i . Note that if for any ℓ we have |b ℓ | ≤ 2
then we can set x = k i=r x ℓ,i and we are done. Therefore we may assume that |b ℓ | > 2
We run the oracle again to find a vector y ∈ {−k, . . . , k}
we can use Lemma 6 to find integer coefficients λ ℓ,i with
We define
Then x ∞ ≤ max{r − 1, k − r} since the x ℓ,i 's have disjoint support and x ℓ,i ∞ ≤ 1 for all ℓ, i. Moreover, since there is some y ℓ = 0 and |b ℓ | > 2
The last line comes from the fact that when f (n) ≥ 4 log n, we have 2 √ n ≤ 2 2 3 log n = 2
Now we can apply Lemma 7 recursively to prove Lemma 5.
Proof of Lemma 5. For k ∈ N, take r = ⌈k/2⌉, then Lemma 7 says any a ∈ [−1, 1] n , if we have a x ∈ {−k, . . . , k} n such that | a, x | ≤ 2 −f (n) , we can obtain
Repeat this procedure for t := ⌈log k⌉ times, if f (n 2 −t ) ≥ 4 log n, we will get x ′′ ∈ {−1, 0, 1}
t . So we can take f (n) = n as appearing in Lemma 7. Note that when k ≤ log n 6 log log n , t = ⌈log k⌉ ≤ log( 1 2 log n log log n ), so f (n
log n log log n ) = log 2 n ≥ 4 log n.
Then the condition in Lemma 7 is satisfied, and the bound we get is
Here we use the fact that t = ⌈log k⌉ ≤ log 2k, and when k ≤ 1 6 log n log log n , we have
Using Lemma 5, we are now able to prove Theorem 1:
Proof of Theorem 1. If ρ ≥ log n 48 log log n , then 2
By choosing a proper constant on the exponent, this can be achieved with the Karmarkar-Karp algorithm. So we only need to work with ρ < log n 48 log log n . If we take k = 3ρ, then Theorem 4 implies | a, x | ≤ n ρ k+1
16 log log n , and hence the condition of Lemma 5 is satisfied. Then the bound given by Lemma 5 is 2
Instead of using an oracle for Minkowski's Theorem one can directly use an oracle for the Shortest Vector Problem in the · ∞ norm. We need the following theorem:
Theorem 8. Suppose that there is a polynomial time algorithm that given a lattice Λ ⊆ R n with det(Λ) ≤ 1 finds a non-zero vector x ∈ Λ of length x ∞ ≤ ρ. Then, for any a ∈ [0, 1] n , there is a polynomial time algorithm to find x ∈ Z n \ {0} with x ∞ ≤ k and so that | a, x | ≤ 2nkρ(
, in which case x = (1, 0, · · · , 0) trivially does the job. We can hence assume that ρ(
2 . Let I n be the n×n identity matrix and consider the lattice Λ generated by the (n+1)×(n+1)-dimensional matrix
Note that det(B) = 1. Let x ∈ Λ be the vector returned by the algorithm. Then y := B −1 x ∈ Z n+1 . Since x ∞ ≤ ρ and x = By, we have |y i | ≤ k for i = 1, . . . , n. Moreover,
2 and y n+1 ∈ Z, we must have y n+1 = 0. Therefore,
n , so the vector (y 1 , . . . , y n ) does the job. Now using Lemma 5 and Theorem 8 we are able to prove Theorem 2:
Proof of Theorem 2. The proof mirrors that of Theorem 1. We start by choosing k = 3ρ in Theorem 8, which gives us | a, x | ≤ 2 −n and x ∞ ≤ 3ρ. As we argued in the proof of Theorem 1, we may assume that ρ < log n 48 log log n . This gives us k ≤ log n 16 log log n and we can, as before, apply Lemma 5.
Reducing Minkowski's Theorem to Number Balancing
In this section we show how an oracle for number balancing can be used to design an algorithm to approximate Minkowski's problem. More precisely, given a large enough symmetric convex body K, we will be able to find a vector x ∈ Z n ∩ ρK \ {0} where ρ is a polynomial in n. The first helpful insight is that each such convex body can be approximated within a factor of √ n using an ellipsoid [Lov90, MG12] . Recall that an ellipsoid is a set of the form
with an orthonormal basis a 1 , . . . , a n ∈ R n defining the axes and positive coefficients λ 1 , . . . , λ n > 0 that describe the lengths of the axes 3 . Overall, our reduction will operate in two steps:
(i) By combining John's Theorem with lattice basis reduction, we can show that it suffices to find integer points in an ellipsoid that is well-rounded, meaning that the lengths of the axes are bounded.
(ii) We show that a number balancing oracle allows a self-reduction to a generalized form where inner products with n vectors have to be minimized and additionally the solution space is Z n instead of {−1, 0, 1} n .
We begin by proving (ii) and postpone (i) until the end of this section.
A self-reduction to a generalized form of number balancing
The main technical result of this section is the following reduction:
Theorem 9. Suppose there is a δ-approximation for number balancing with error parameter δ = ρ(n) 2 n and ρ(n) ≤ 2 n/2 . Then there is a polynomial time algorithm that on input a 1 , . . . , a n ∈ [0, 1] n and 0
In particular if ρ(n) ≤ 2 √ n , then the right hand side in Theorem 9 simplifies to just O(n 4 ) · λ i . We will show this by introducing two extensions of the number balancing oracle. The first extension gives a weaker bound in terms of the error parameter, but allows for multiple vectors in [0, 1] n . In the second extension, we extend the range of coefficients from {−1, 0, 1} to {−Q, . . . , Q} which leads to a much stronger error bound.
Lemma 10. Suppose there is a δ-approximation for number balancing. Then there is a polynomial time algorithm that given an input a 1 , . . . , a k ∈ [0, 1] n and parameters δ 1 , . . . ,
Proof. The idea is that we will discretize all of the vectors and then run our oracle on their sum. The vector that we obtain will then have small inner product with all of the a i . To define the discretizationã i , round elements of a i down to the nearest multiple of 2nδ i , and then multiply by j<i δ j . Definingã i this way, notice that for all i we have | ã i , x | ≤ n j<i δ j . Now let c =ã 1 + . . . +ã k . By our oracle, we can find x ∈ {−1, 0, 1} n \ {0} with | c, x | ≤ δ. We have
and hence | ã i , x | = 0 for all i. Notice that by definition ofã i we have
2 j≤i δ j , and so we can conclude that | a i , x | ≤ 2n 2 δ i .
Now we come to a second reduction that takes the oracle constructed in Lemma 10 as a starting point:
Lemma 11. Assume there exists a f (n)-approximation for number balancing. Let a 1 , . . . , a k ∈ [0, 1] n be given with parameters δ 1 , . . . , δ k ≤ 1 2 and a number Q that is a power of 2 and satisfies k i=1 δ i ≥ f (n log Q). Then in polynomial time we can find a vector x ∈ {−Q, . . . , Q} n \ {0} with | a i , x | ≤ δ i Q · 2(n log Q) 2 for all i = 1, . . . , k.
Proof. For each i, we define b i ∈ [0, 1] n log Q by b i (j, ℓ) = a i (j)2 −ℓ for j = 1, . . . , n and ℓ = 1, . . . , log Q. Since k i=1 δ i ≥ f (n log Q), we can apply Lemma 10 to find y ∈ {−1, 0, 1} n log Q \{0} with | b i , y | ≤ δ i ·2(n log Q) 2 .
Now define x ∈ {−Q, . . . , Q} n \ {0} by x j := Q Finally we come to the proof of Theorem 9.
Theorem 9. Suppose that the oracle has parameter f (n) = ρ(n)/2 n . Suppose that a 1 , . . . , a n ∈ [0, 1] n and λ 1 , . . . , λ n > 0 with n i=1 λ i ≥ 1. We choose Q := 2 4n , which is a power of 2. Define δ i = λ i · f (n log Q) 1/n . Note that δ i ≤ 2 3n/2 · f (4n 2 ) 1/n ≤ 1 2 since f (n) ≤ 2 −n/2 . Then n i=1 δ i ≥ f (n log Q), and so by Lemma 11 we can find y ∈ {−Q, . . . , Q} n \ {0} with | a i , y | ≤ Qδ i · 2(n log Q) 2 ≤ Qλ i · f (n log Q) 1/n · 2(n log Q)
3.2 A reduction to well-rounded ellipsoids Using John's Theorem [Joh48] , the convex body K in Theorem 3 can be approximated by an ellipsoid E as defined in Eq.
(1). The natural approach will then be to apply Theorem 9 to the axes of the ellipsoid. However, it will be crucial that the lengths of the axes of the ellipsoid are bounded by 2 O(n) . We will now argue how to make an arbitrary ellipsoid well rounded.
Let us denote λ max (E ) := max{λ i : i = 1, . . . , n} as the maximum length of an axis. Recall that a matrix U ∈ R n×n is unimodular if U ∈ Z n×n and |det(U )| = 1. In particular, the linear map T : R n → R n
