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Abstract
In this paper a general definition of quantum conditional entropy
for infinite-dimensional systems is given based on recent work of Holevo
and Shirokov [3] devoted to quantum mutual and coherent informa-
tions in the infinite-dimensional case. The properties of the condi-
tional entropy such as monotonicity, concavity and subadditivity are
also generalized to the infinite-dimensional case.
1 The definition
In this paper a general definition of quantum conditional entropy for infinite-
dimensional systems is given based on recent work of Holevo and Shirokov
[3] devoted to quantum mutual and coherent informations in the infinite-
dimensional case. The necessity of such a generalization is clear in particular
from the study of Bosonic Gaussian channels and was stressed also in [7].
We refer to [3] for some notations and preliminaries. Let A, . . . be quantum
systems described by the corresponding Hilbert spaces HA, . . . , and let Φ be
a channel from A to B with the Stinespring isometry V : HA −→ HB ⊗HE .
Let ρAR be a purification of a state ρA with the reference system R and let
ρBRE be the pure state obtained by action of the operator V ⊗IR. The mutual
∗Work partially supported by RFBR grant 09-01-00424.
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information of the quantum channel Φ at the state ρA is defined similarly to
finite-dimensional case (cf. [1], [2]) as
I(ρA,Φ) = H(ρBR‖ρB ⊗ ρR),
and coherent information at the state ρA with finite entropy H(ρA) is defined
as follows [3]
Ic(ρA,Φ) = I(ρA,Φ)−H(ρA).
It is then shown that the above-defined quantity satisfies the inequalities
−H(ρA) ≤ Ic(ρA,Φ) ≤ H(ρA)
and the identity
Ic(ρA,Φ) + Ic(ρA, Φ˜) = 0, (1)
where Φ˜ is the complementary channel.
Let A,C be two (in general, infinite-dimensional) systems and ρAC a state
such that H(ρC) <∞. We define the conditional entropy as
H(C|A) = H(ρC)−H(ρAC‖ρA ⊗ ρC), (2)
where H(·‖·) is the relative entropy which takes its values in [0,+∞], so that
H(C|A) is well defined as a quantity with values in [−∞,+∞). If in addition
H(ρA) <∞ , one recovers the standard formula H(C|A) = H(AC)−H(A).
Now let B be infinite-dimensional system so that arbitrary state ρBC can
be purified to a pure state ρABC . Consider the channel Φ = TrA from AB to
B so that Φ˜ = TrB, then
Ic(ρAB,TrB) ≡ I(ρAB,TrB)−H(ρAB) = H(ρAC‖ρA⊗ρC)−H(ρC) = −H(C|A).
(3)
Similarly
Ic(ρAB,TrA) ≡ I(ρAB,TrA)−H(ρAB) = H(ρBC‖ρB⊗ρC)−H(ρC) = −H(C|B).
(4)
From the results of [3] concerning the coherent information, we then obtain
that under the condition H(ρC) <∞ both H(C|A), H(C|B) are well defined
and satisfy
|H(C|A)| ≤ H(ρC), |H(C|B)| ≤ H(ρC), (5)
H(C|A) +H(C|B) = 0, (6)
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2 Properties of conditional entropy
Proposition 1. Let ρAB be such a state that H(ρA) < ∞. The function
H(A|B) has the following properties:
1.monotonicity: the inequality
H(A|BC) ≤ H(A|B). (7)
holds for any systems A,B,C.
2. concavity in ρAB : if ρAB = αρ
1
AB + (1− α)ρ
2
AB, α ∈ [0, 1], then
H(A|B) ≥ αH(A1|B1) + (1− α)H(A2|B2). (8)
3. subadditivity: the inequality
H(AB|CD) ≤ H(A|C) +H(B|D). (9)
holds for any systems A,B,C,D such that H(ρA) <∞, H(ρB) <∞.
Proof. 1. To prove monotonicity we rewrite the inequality (7) using the
definition (2), i.e.
H(ρA)−H(ρABC‖ρBC ⊗ ρA) ≤ H(ρA)−H(ρAB‖ρB ⊗ ρA).
which is equivalent to
H(ρAB‖ρB ⊗ ρA) ≤ H(ρABC‖ρBC ⊗ ρA),
and the last inequality holds by monotonicity of the relative entropy with
respect to taking the partial trace.
2. Let PAn , P
B
k be arbitrary increasing sequences of finite rank projectors
in the spaces HA,HB, strongly converging to the operators IA, IB respec-
tively. Consider the sequence of states
ρnkAB = λ
−1
nk (P
A
n ⊗ P
B
k ρABP
A
n ⊗ P
B
k ), λnk = Tr(P
A
n ⊗ P
B
k )ρAB,
with the partial states ρnkA , ρ
nk
B .
Let us show first that
lim
n,k→∞
H(Ank|Bnk) = H(A|B). (10)
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By the definition (2) H(Ank|Bnk) = H(ρ
nk
A )−H(ρ
nk
AB‖ρ
nk
B ⊗ρ
nk
A ). By using
lower semi-continuity of the von Neumann entropy [4], we obtain
lim
n,k→∞
infH(λnkρ
nk
A ) ≥ H(ρA).
On the other hand, [5, lemma 4] implies
H(λnkρ
nk
A ) = H(P
A
n (TrBI⊗P
B
k ρABI⊗P
B
k )P
A
n ) ≤ H(TrBI⊗P
B
k ρABI⊗P
B
k ).
Further, by the dominated convergence theorem for entropy [4] we have
lim
n,k→∞
H(TrBI ⊗ P
B
k ρABI ⊗ P
B
k ) = H(ρA),
since TrB(I ⊗ P
B
k ρABI ⊗ P
B
k ) ≤ ρA and H(ρA) < ∞. Thus by the theorem
about the limit of the intermediate sequence we obtain
lim
n,k→∞
H(λnkρ
nk
A ) = H(ρA), hence, lim
n,k→∞
H(ρnkA ) = H(ρA).
Then we prove that lim
n,k→∞
H(ρnkAB‖ρ
nk
A ⊗ρ
nk
B ) = H(ρAB‖ρA⊗ρB). Consider
the following values
Hnk = H(ρ
nk
AB‖ρ
nk
B ⊗ ρ
nk
A ) = H(ρ
nk
A ) +H(ρ
nk
B )−H(ρ
nk
AB),
H˜nk = H
(
ρnkAB‖η
−1
k P
B
k ρBP
B
k ⊗ µ
−1
n P
A
n ρAP
A
n
)
= −H(ρnkAB)−
−Tr
(
ρnkA
)
log
(
µ−1n P
A
n ρAP
A
n
)
− Tr
(
ρnkB
)
log
(
η−1k P
B
k ρBP
B
k
)
,
where µn = TrP
A
n ρA, ηk = TrP
B
k ρB.
By using again [5, lemma 4] we have
lim
n,k→∞
H˜nk = lim
n,k→∞
H
(
PAn ⊗ P
B
k ρABP
A
n ⊗ P
B
k ‖P
B
k ρBP
B
k ⊗ P
A
n ρAP
A
n
)
= H(ρAB‖ρB ⊗ ρA).
We will prove that limn,k→∞Hnk = H(ρAB‖ρA ⊗ ρB) by considering the
difference Hnk − H˜nk. After some calculation we obtain that the difference
tends to zero:
lim
n,k→∞
(
Hnk − H˜nk
)
= lim
n,k→∞
(
H
(
ρnkA ‖µ
−1
n P
A
n ρAP
A
n
)
+H
(
ρnkB ‖η
−1
k P
B
k ρBP
B
k
))
= 0.
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The last double limit is equal to zero since it follows from [5, lemma 4] that
0 ≤ H
(
λnkρ
nk
A ‖P
A
n ρAP
A
n
)
= H
(
PAn TrB(IA ⊗ P
B
k ρABIA ⊗ P
B
k )P
A
n ‖P
A
n ρAP
A
n
)
≤
≤ H
(
TrB(IA ⊗ P
B
k ρABIA ⊗ P
B
k )‖ρA
)
,
and [3, lemma 7] implies
lim
n,k→∞
H
(
TrB(IA ⊗ P
B
k ρABIA ⊗ P
B
k )‖ρA
)
= H(ρA‖ρA) = 0.
Thus, the theorem about the limit of the intermediate sequence implies
lim
n,k→∞
H
(
λnkρ
nk
A ‖P
A
n ρAP
A
n
)
= lim
n,k→∞
H
(
ρnkA ‖µ
−1
n P
A
n ρAP
A
n
)
= 0.
Similarly we obtain that the second summand of the difference Hnk − H˜nk
also tends to zero:
lim
n,k→∞
H
(
ρnkB ‖η
−1
k P
B
k ρBP
B
k
)
= 0.
Finally, we have
lim
n,k→∞
H(ρnkAB‖ρ
nk
B ⊗ρ
nk
A ) = H(ρAB‖ρB⊗ρA), hence lim
n,k→∞
H(Ank|Bnk) = H(A|B).
To prove the concavity of the function H(A—B) let us consider
ρAB = αρ
1
AB + (1− α)ρ
2
AB, α ∈ [0, 1].
Also consider again
ρnkAB = λ
−1
nkP
A
n ⊗ P
B
k ρABP
A
n ⊗ P
B
k =
=
α(PAn ⊗ P
B
k ρ
1
ABP
A
n ⊗ P
B
k ) + (1− α)(P
A
n ⊗ P
B
k ρ
2
ABP
A
n ⊗ P
B
k )
αTr(PAn ⊗ P
B
k ρ
1
AB) + (1− α)Tr(P
A
n ⊗ P
B
k ρ
2
AB)
=
θ1nkρ
1nk
AB + θ
2
nkρ
2nk
AB
θ1nk + θ
2
nk
,
θ1nk = αTrP
A
n ⊗ P
B
k ρ
1
AB, ρ
1nk
AB =
αPAn ⊗ P
B
k ρ
1
ABP
A
n ⊗ P
B
k
θ1nk
,
θ2nk = (1− α)TrP
A
n ⊗ P
B
k ρ
2
AB, ρ
2nk
AB =
(1− α)PAn ⊗ P
B
k ρ
2
ABP
A
n ⊗ P
B
k
θ2nk
.
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Due to concavity of the condition information on the finite rank states
we can write that
H(Ank|Bnk) ≥
θ1nk
θ1nk + θ
2
nk
H(A1nk|B
1
nk) +
θ2nk
θ1nk + θ
2
nk
H(A2nk|B
2
nk)
Taking the limit and using (10) for both parts of inequality we obtain the
assertion of (8). Thus, concavity is proved.
3. A direct verification shows that in the finite-dimensional case
H(AB|CD) = H(A|CD) +H(B|CD)− (H(A|CD)−H(A|BCD)), (11)
which implies
H(AB|CD) ≤ H(A|CD) +H(B|CD), (12)
since the value in brackets in (11) is nonnegative. We will prove the inequal-
ity (12) in infinite-dimensional case, the subadditivity property (9) can be
derived from (12) by using monotonicity of the conditional entropy.
Let ρABCD = ρ ∈ HA ⊗ HB ⊗ HC ⊗ HD be a state with H(ρA) <
∞, H(ρB) < ∞. Consider an arbitrary increasing sequence of finite rank
projectors {PCDl } which strongly converges to the operator ICD. Also con-
sider the sequence of states
ρl = τ−1l (IA ⊗ IB ⊗ P
CD
l )ρ(IA ⊗ IB ⊗ P
CD
l ), τl = Tr(IA ⊗ IB ⊗ P
CD
l )ρ.
The relation (11) (which implies (12)) holds for ρl since all the summands in
(11) are finite.
We will show thatH(Al|CDl)→ H(A|CD). Actually, using the definition
(2) we have
H(Al|CDl) = H(ρlA)−H(ρ
l
ACD‖ρ
l
CD ⊗ ρ
l
A).
It follows from the dominated convergence theorem for entropy [4] that
lim
l→∞
H(ρlA) = lim
l→∞
H
(
τ−1l TrBCD(IA ⊗ IB ⊗ P
CD
l )ρ
)
= H(ρA).
Further, consider the values
Hl = H(ρ
l
ACD‖ρ
l
CD ⊗ ρ
l
A) = −H(ρ
l
ACD) +H(ρ
l
A) +H(ρ
l
CD).
and
H˜l = H(ρ
l
ACD‖ρ
l
CD⊗ρA) = H
(
τ−1l IA ⊗ P
CD
l [ρACD]IA ⊗ P
CD
l ‖ρA ⊗ τ
−1
l P
CD
l [ρCD]P
CD
l
)
=
6
= −H(ρlACD) +H(ρ
l
CD) + Tr
(
τ−1l TrCDIA ⊗ P
CD
l [ρACD]
)
(− log ρA).
Then [5, lemma 4] implies that
lim
l→∞
H˜l = H(ρACD‖ρA ⊗ ρCD).
On the other hand, after the calculation and using [3, lemma 7] we obtain
lim
l→∞
(H˜l −Hl) = lim
l→∞
H
(
τ−1l TrCDIA ⊗ P
CD
l [ρACD]‖ρA
)
= 0.
This implies that
lim
l→∞
H(ρlACD‖ρ
l
A⊗ρ
l
CD) = H(ρACD‖ρA⊗ρCD), hence, lim
l→∞
H(Al|CDl) = H(A|CD).
In the similar way we obtain H(Bl|CDl)→ H(B|CD) and
H(ABl|CDl) → H(AB|CD). Thus the statement (12) is proved in infinite-
dimensional case, hence, the subadditivity property holds. 
The following observation is due to M. E. Shirokov.
Proposition 2. Let A be a subset of S(HAC) such that the von Neumann
entropy is continuous on the set AC = TrAA ⊂ S(HC). Then the function
ρAC 7→ H(C|A) is continuous on the set A.
Proof. Let {ρn} ⊂ A be a sequence converging to a state ρ0 ∈ A. By the
well known results of purification theory there exists a corresponding se-
quence of purifications {ρˆn} ⊂ S(HABC) converging to a purification ρˆ0 ∈
S(HABC) of the state ρ0. The sequence {TrC ρˆn} converges to TrC ρˆ0 and
limn→+∞H(TrC ρˆn) = H(TrC ρˆ0) by the condition (sinceH(TrC ρˆn) = H(TrABρˆn)).
Proposition 4 in [3] implies
lim
n→+∞
Ic(TrC ρˆn,TrB) = Ic(TrC ρˆ0,TrB).
The author is grateful to A.S. Holevo and M.E. Shirokov for suggesting
the problem and for discussions and the help in preparing the manuscript.
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