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Abstract
In this paper, we stress the nonstandard properties characterizing
the peculiar form of cointegration recently suggested by Granger and
Yoon (2002). We show that although being linear in the cumulative pos-
itive and negative changes of the data, the nonlinear stochastic structure
of the relation calls for speciﬁc estimation and testing procedures. This
can be done straightforwardly by augmenting the cointegration relation
with the complement to the ﬁrst diﬀerence of the dependent variable.
The theory is applied to the exchange rate dynamics.
Keywords : Nonlinear transformations, integrated processes,
cointegration, exchange rates.
JEL classiﬁcation: C22, F31.
I. Introduction
This paper discusses some aspects of the nonlinear generalization of cointegra-
tion recently suggested by Granger and Yoon (2002). The concept is based on
the fact that any time series fxtgT
t=0 can be decomposed as follows









t respectively denote the cumulative sums of the positive and






1f4xt¡i > 0g4xt¡i (2)
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1f4xt¡i < 0g4xt¡i (3)
1f¢g is the indicator function taking the value 1 if the event in brackets occurs
and zero otherwise.
In this context, suppose that two time series integrated of order one, say
x1t and x2t, are not cointegrated but their components are. In other words,
there exists a vector ¯0 = (¯0;¯1;¯2;¯3), ¯ 6= 0, such that
¯0 x
+
1t + ¯1 x
¡
1t + ¯2 x
+
2t + ¯3 x
¡
2t (4)
deﬁnes a stationary series.
Several interesting cases appear. Imposing ¯0 = ¯1 and ¯2 = ¯3 yields
the classical relation examined by Engle and Granger (1987). In that way,
model (4) can be seen as some generalization of the framework analyzed by
these authors. From an economic point of view, this generalization is partic-
ularly appealing to model asymmetric behavior. For instance, Granger and
Yoon (2002) (henceforth GY) have investigated the case where ¯1 = ¯3 = 0 to
explain the term structure of interest rates. The underlying idea is that the
short- rate may respond in an asymmetric way to the ﬂuctuations of the long-
term interest rate. In a similar interpretation, Schorderet (2001) has examined
the relation where ¯0 = ¯1 to model the unemployment dynamics.
Note that model (4) stands for a nonlinear generalization of cointegra-
tion. In this respect, it is useful to specify what we refer to as a nonlinear
cointegration relation. Restricting the discussion to the generalization of the
CI(1;1) case, that is when the series involved are assumed to be I(1) and the
error correction term I(0), a cointegration relation between x1t and x2t can
be described as the existence of some function g(x1t;x2t) producing a station-
ary series. Adopting the terminology of the classical cointegration theory, we
will call zt = g(x1t;x2t) the error correction term. In this context, two cases
can be distinguished: when g(¢) is a linear combination of the two variables,
we get the well-known linear case; alternatively, when the function g(¢) exists
but is some nonlinear function, it seems natural to speak about a nonlinear
cointegration relation.1
However, consider the case where the function g(¢) can be decomposed into
two nonlinear transformations, say g1(¢) and g2(¢), such that zt = g1(x1t) ¡
g2(x2t). As it is common practice in applied work, suppose further that
1Note that in a nonlinear context, x1t and x2t need not to be integrated of the same order.
Indeed, a variable integrated of order one can be nonlinearly combined with a stationary
one to yield a stationary series.
2gj(¢) = log(¢), j=1,2. Because the transformed variables are generally not in-
compatible with the classical assumptions of the linear cointegration paradigm,
this example will not be described as nonlinear from an econometric point of
view. By contrast, let gj(xjt) = x
+
jt, j=1,2, and set ¯1 = ¯3 = 0 in (4). As





2t neglects the intrinsic nonlinear properties of the latter
series. Because of these particular features, it can be shown that the regres-
sion function is nonlinear in the cointegrating parameter and consequently, the
usual techniques of statistical inference are misspeciﬁed. In that sense, model
(4) will be referred to as a nonlinear cointegration relation.2
The remainder of this paper is organized as follows. The next section
emphasizes the important points characterizing any relation of the form (4).
Since some preliminary results can be found in Schorderet (2001), we will focus
on the model suggested by GY. The latter refer to the terminology of hidden
cointegration. The analysis starts with the properties of the peculiar series
introduced above and discusses their implications for the error correction term.
The nonlinear features of the model are then examined in the context of sta-
tistical inference. The estimation technique suggested is illustrated in Section
III where two actual data sets are considered. Some concluding remarks are
provided in Section IV.
II. Some important aspects of hidden cointegration
Assume that fx1tg and fx2tg are two time series, either I(0) or I(1), with a
possible linear time trend in mean. We ﬁrst summarize the main properties
characterizing their components (2) and (3).









jtg) j = 1;2 are nondecreasing (nonincreasing)













jtg j = 1;2 are nonstationary series as a deterministic and
a stochastic trend characterize their second order properties.
2Notice that another way of generalizing the classical cointegration framework consists
on maintaining the linearity of the function g(¢) but assuming a nonlinear process for zt.
The recent literature provides some examples of this kind where it is assumed that the error
correction term follows a threshold autoregressive process (see Enders and Granger, 1998,
Enders and Siklos, 2001). In this connection, the error correction term of the model we shall
examine in detail will be shown to have important nonlinear properties.














jt are strongly dependent. Indeed, as 4x
+
jt = maxf0;4xjtg while
4x
¡
jt = minf0;4xjtg, we have 4x
¡
jt = 0 if 4x
+






We stress the fact that the original series fx1t;x2tg do not have to be in-





jtg are integrated of order one whenever fxjtg is
stationary or integrated of order one.3 Hence, some hidden cointegration re-
lationships may be found amongst series of diﬀerent order of integration.4
B. Characterization of the error correction term
Focusing on the model examined in GY,5 assume there is a cointegration re-






2t + z1t t = 2;:::;T (5)
where z1t denotes the error correction term and ¯+ is a positive parameter.7












A convenient way to model this condition consists on deﬁning z1t as the out-








3See Schorderet (2001) for the case where fxjtg is a random walk and the appendix for
the discussion of a white noise process. It turns out that any stationary series can be seen
as a cointegration relation between its two I(1) components.
4Note that this statement must be taken with care. Although this is true for the spec-
iﬁcation explored by Schorderet (2001), this does not apply for the particular model in
question here. See the discussion below.
5This corresponds with case 2 in the classiﬁcation in GY.
6Since z1t depends on x
+
1t¡1 (see equation (7)), the cointegration relation is deﬁned for
t = 2;:::;T.
7In the general framework (4), ¯+ = ¡¯2=¯0. Note that if the cointegration relation
is given by x
¡
1t = ¯¡ x
¡
2t + z2t then ¯¡ takes a positive value as well. In case of a hidden
cointegration relation of the form x
+
1t = °¡ x
¡
2t +z3t or x
¡
1t = °+ x
+
2t +z4t, °+ and °¡ must
take a negative value.
4Notice that z1t follows a nonlinear autoregressive process. Indeed, since
x
+
1t¡1 ¡ ¯+ x
+
2t = z1t¡1 ¡ ¯+ 4x
+
2t, (7) can be rewritten as




As shown below, E(z1t) is equal to E("1t)¡E(4x
¡
1t) which is generally nonzero
since x
¡
1t has a linear time trend. Finally, it should be pointed out that z1t is
incompatible with the normality assumption and depends on the variables ap-
pearing in (5). Bearing in mind these properties is crucial when contemplating
statistical inference of the cointegrating parameter.
Obviously, various extensions of the basic model are possible. In particular,
an intercept may be added on the right hand side of (5).8 In that case, the
model is given by x
+
1t = c+¯+ x
+





C. Determination of fx
¡
1tg
At this stage, it is worth noting that fx
¡
1tg is completely dependent on the








("1t¡i ¡ z1t¡i) (9)
Indeed, subtracting x
+


















1t¡1 + "1t if "1t > x
+






1t = maxf0;4x1tg and 4x
¡








1t¡1 + "1tg = "1t ¡ z1t (12)
This result will be especially useful when discussing the estimation of the
cointegrating parameter ¯+. Besides, equation (12) entails that x
¡
1t cannot
be cointegrated with x
¡





2t rules out a second cointegration relation of the
form x
¡
1t = ¯¡ x
¡
2t + z2t.
8Note that although theoretically possible, the inclusion of a time trend is diﬃcult to
justify from an economic point of view.
5D. Uniqueness of the hidden cointegration relationship
More fundamentally, we show in the appendix that if (5) is a cointegration











2t. In short, amongst the four possible versions of model
(5), only one can deﬁne a contegration relation at the same time.




2t are cointegrated, then neither x1t nor
x2t can be stationary.
Indeed, assume that (5) is a cointegration relation which means that z1t is
stationary. Substituting (5) in (1), we get






We know that if z1t is stationary then x
¡
1t cannot be cointegrated with x
+
2t.
Hence, the right hand side of (13) is the sum of stationary components and two
I(1) series which cannot be cointegrated. Therefore, x1t cannot be stationary.
Similarly, we get for x2t









Note ﬁnally that if x1t and x2t are linearly cointegrated with cointegrating
parameter ¯, then they cannot be hidden cointegrated in the form (5) with
the same cointegrating parameter and vice versa.
Indeed, suppose that this could be the case. By assumption, we have
zt = x1t ¡ ¯ x2t » I(0) (15)
z1t = x
+
1t ¡ ¯ x
+








1t ¡ ¯ x
¡
2t » I(0) (17)




2t cannot be I(0) which contra-
dicts (17) and (15).
E. Simulated data
It is rewarding to look at the realizations of two series linked by this peculiar
form of cointegration. Towards this end, simulated data can be obtained by
the following procedure.
1. Generate a Gaussian random walk fx2tgT








62. Simulate a Gaussian white noise process f"1tgT




t=1 according to (5) and (7). In order to initialize the
process, x
+





3. From (9), derive fx
¡
1tgT
t=1 and sum the two components to get fx1tgT
t=1.
In this respect, any arbitrary value can be chosen for x10.
Figure 1 depicts the outcome of this exercise for diﬀerent values of ¯+
and ¾2
", T = 100. Some additional charts concerning the data, in particular
the cointegration relation and the error correction term, can be found in the
appendix. Note that the variance of 4x2t has been set to unity and x10 equals
x20. It turns out that detecting the existence of the cointegration relation
is not evident by examining the realizations of the two series. Indeed, the
time paths of the two variables can be quite diﬀerent and seemingly unrelated.
Moreover, the series can wander far from each other and common phenomena
generally identiﬁed as jumps or structural changes are allowed in this context,
that is without external intervention.
F. Estimating the cointegrating vector
While nonnormality casts doubt on the optimal properties of the OLS esti-
mates, the intrinsic deﬁnition of the error correction term (7) means that (5)




2t. Hence, OLS although con-
sistent, will suﬀer from second order bias. The reasoning is similar to the
one presented by Phillips (1991) in the analysis of linear cointegration rela-
tionships, yet the issue here is somewhat diﬀerent and does not lead to the
procedure suggested by the author.
In the simplest case, assume that f"1tg is a Gaussian white noise process
with mean zero and variance ¾2
". Conditional to Ωt = fx1t¡1;x1t¡2;:::;x10;x2t;
x2t¡1;:::;x20g, well-known results on the truncated normal distribution yield
























where Φ(¢) and Á(¢) denote respectively the cumulative distribution and density






































beta+ = 1, sigma = 1






beta+ = 1.5, sigma = 1







beta+ = 2, sigma = 2






beta+ = 3, sigma = 2
Figure 1. Simulated series fx1t;x2tg100
t=1 linked by a hidden cointegration relation (5).
where ºt is a martingale diﬀerence sequence such that E(ºt) = E(ºt j Ωt) = 0.
It makes clear that performing least squares on (5) is based on a misspeciﬁed
regression since some relevant variables are neglected. However, because the
omitted terms are I(0) and x
+
2t is I(1), the former will be asymptotically
dominated by the latter. Hence, leaving the stationary regressors out of the
speciﬁcation does not matter as far as the consistency of the OLS estimator
is concerned.
Even though the conditional mean is nonlinear in the parameters, a simple
procedure can be used to get better estimates of ¯+ and ¾2
". The method
relies on (12) in the sense that combining this equation with the cointegration
relation provides the auxiliary model below where the regression disturbance








2t + "1t t = 2;:::;T (20)
Accordingly, statistical inference can proceed in the usual manner. In par-
ticular, when x2t is exogenous for ¯+, OLS supplies the maximum likelihood
estimator of the cointegrating coeﬃcient.
G. Error correction representation, nonlinearity and nonnormality
The Granger Representation Theorem states that if two variables are linearly
cointegrated, they must have an error correction model representation. In this
connection, we examine the particular case where the cointegration relation is
of the form (5).
For the sake of argument and without loss of generality in the point we will
emphasize in this context, suppose that x2t follows a random walk process. It
can then be shown9 that x
+
2t is a random walk as well, say 4x
+
2t = m+ + v
+
t
where m+ and v
+





1t¡1 in both sides of (5) yields
4x
+









1t = ¡(1 ¡ Φt)z1t¡1 + (1 ¡ Φt)¯
+ m
+ + ¾" Át + (1 ¡ Φt)¯
+ v
+
t + ºt (22)















Equation (22) shows that the error correction form of x
+
1t cannot be written
as a linear regression on the past equilibrium gap and a set of lagged variables.
Although consistent estimates of ¯+ and ¾" computed in a ﬁrst step can be
used to get a linear model, the regression disturbance [(1 ¡ Φt)¯+ v
+
t + ºt] is
an intricate mixture of distributions. In particular, the latter is incompatible
with the Gaussian assumption. Consequently, maximum likelihood estimation
requires speciﬁc attention and any least squares approach is expected to pro-
vide a poor approximation. Note that a similar conclusion applies to the error
correction representation of x1t given in (23).





t + "1t (23)
9See Schorderet (2001).
9H. Testing the null of no cointegration
By deﬁnition, there is no cointegration if the disturbance term in (5) is inte-
grated of the same order than the variables involved in the equation. Assuming
that the latter are integrated of order one, this means that z1t is integrated
of order one as well. From then on, testing the null of no cointegration would
consist in testing for a unit root in the process of z1t. While this deﬁnes a nat-
ural way to go about the construction of a statistical test, this is not exactly
the strategy we will adopt in this peculiar context.
In this respect, consider the Engle and Granger (1987) testing methodology.
This leads to estimate the cointegration relation by OLS and test the unit root
hypothesis in the regression residuals. It has been shown however that even
in the simplest form of the model in question, running OLS on (5) is expected
to provide poor estimate of the cointegrating parameter. Hence, any statistics
built on this procedure will be badly aﬀected by this undesirable property.
By contrast, optimal estimate can be straightforwardly obtained from the
auxiliary regression (20). Moreover, testing for a unit root in "1t is equivalent
to test this hypothesis in z1t since (12) implies 10
z1t » I(1) () "1t » I(1) (24)
This argument leads to base the test on the auxiliary regression rather than on
the cointegration relation in itself. Resuming the reasoning stated above, this
can be done by estimating (20) by OLS and testing for a unit root in the resid-
uals. This approach can be seen as the standard Engle and Granger procedure
applied to the auxiliary regression instead of the cointegration relation.
Monte Carlo experiments have been conducted to assess if the classical
critical values are still appropriate in this case. To this end, simulated data
of fx1tg and fx2tg have been generated according to 4xjt = Ã 4xjt¡1 + ²jt,
j=1,2, where f²1tg, f²2tg are two independent Gaussian white noises with mean
zero and variance unity. Note that to initialize the process, the ﬁrst 100 obser-







2tg have been constructed and the usual Dickey-Fuller statistics have been
computed on the OLS residuals of (20) including a constant term amongst the
regressors.
Table 1 reports the results of the simulations for 10,000 replications and
diﬀerent parametrizations and sample sizes. It is shown that the critical values
lie beyond those obtained by Engle and Granger (1987). While the DF and
ADF(1) statistics turn out to be dependent on the underlying data generating
10Indeed, recall that 4x
¡
1t is stationary.
10process, the ADF(k) statistics, k=2,4, are reasonably insensitive to the level
of serial correlation in fx1tg and fx2tg. The latter can then be used as a
guide to test the null of no cointegration against the alternative of a hidden
cointegration relationship.
Table 1. Critical Values for the No Hidden Cointegration Tests
Ã = 0 Ã = 0:6
Statistic 1% 5% 10% 1% 5% 10%
T = 100
DF 6.028 5.183 4.729 3.802 3.045 2.683
ADF(1) 4.610 3.932 3.620 3.888 3.296 2.999
ADF(2) 4.111 3.576 3.286 4.011 3.386 3.065
ADF(4) 3.914 3.371 3.093 3.911 3.363 3.058
T = 250
DF 6.019 5.117 4.695 3.480 2.812 2.489
ADF(1) 4.518 3.852 3.539 3.763 3.162 2.874
ADF(2) 4.141 3.537 3.240 3.861 3.311 3.018
ADF(4) 3.976 3.408 3.104 3.933 3.364 3.081
Notes : The critical values are computed by generating T + 1 ob-
servations of 4xjt = Ã 4xjt¡1 + ²jt, j = 1;2, where ²1t and ²2t
are independent standard normal, 10,000 replications. By noting fˆ ²tg






2t and a constant,
the DF statistic is the absolute t-ratio of the OLS estimate of Á in
4ˆ ²t = Áˆ ²t¡1 + errort while ADF(k) refers to the augmented regression
4ˆ ²t = Áˆ ²t¡1 +
Pk
i=1 Ái 4ˆ ²t¡i + errort, k = 1;2;4.
It is of interest to compare the power of the suggested procedure with
the Engle and Granger approach applied on the cointegration relation. In
this respect, the power of both tests has been examined by simulating 2,500
hidden cointegrated series following the procedure described in section E where
T = 100, ¯+ = 1 and ¾" = 1. Furthermore, the model where f"1tg is no more
white noise but a ﬁrst order autoregressive process has been considered as well.
In that case, two diﬀerent values of the autoregressive parameter ½ have been
investigated.
Table 2 reveals the percentage of instances in which the ADF(4) statistics
correctly rejected the null of no cointegration for test sizes of 10%, 5% and
111%. As we should expect, the statistics relying on the auxiliary regression
outperform the classical Engle and Granger strategy, albeit for ½ = 0:9, the
latter provides slightly better results than the former procedure.
Table 2. Power Tests
The auxiliary regression test The Engle and Granger test
½ 10% 5% 1% 10% 5% 1%
0 99.5 97.8 85.2 91.4 79.0 45.1
0.8 53.4 35.4 12.1 50.0 30.8 9.0
0.9 25.1 14.3 4.1 27.6 15.6 3.9









2t;"1tg, "1t = ½"1t¡1 + »1t, 4x2t = "2t, ("2t;»1t)0 » iidN(0;I). The ADF(4)




1t = c + ¯+ x
+
2t + errort in
the case of the auxiliary regression test and x
+
1t = c + ¯+ x
+
2t + errort in the Engle
and Granger test. The statistics are then compared to the critical values shown in
Table 1 and in Engle and Granger (1987) respectively. Each entry is the percentage
of instances in which the null hypothesis of no cointegration is correctly rejected.
III. Examples
In application of the preceding developments, we consider some data for which
no evidence of classical cointegration is found despite the fact that the variables
should be or do appear to be closely related. Our ﬁrst example concerns the
term structure of interest rates as it has been examined by GY.
The authors suggest the existence of a hidden cointegration relation of the
form (5) where x1t and x2t denote the short- and long-term interest rates. The
underlying motivation is that central banks may pay more attention on rising
interest rates than in falling ones because of their diﬀerent implications on
inﬂation. Thus, it is claimed that the Federal Reserve Bank responds to rising
long-term interest rates by increasing the federal fund rate while being more
tolerant towards falling long-term interest rates.
The data concern the monthly ﬁgures of the federal funds rate and the
10-year yield on federal government securities over the period 1954:08 to
2001:09.11 Reporting OLS estimates of model (5), GY do not take into ac-
count for the nonlinearities of the system. We comment below the empirical
results deriving from the procedure presented above. Note that a constant
11The data have been downloaded from the web site of the Federal Reserve Bank of St.
Louis at ’www.stls.frb.org/fred/data/irates.html’.
12term has been included in the model. Following GY,12 two subperiods have
been considered in addition to the full sample of the data, that is prior and
posterior to the Fed’s monetary policy change in September 1979.13
The results are summarized in Table 3. It is shown that for any samples
considered, the null of no cointegration cannot be rejected at any conventional
signiﬁcance levels. Indeed, each entry is below the corresponding critical value
presented in Table 1. Notice that two lags seem to be suﬃcient to capture
the autoregressive structure of the residuals in the full sample, three for the
data prior to the Fed’s monetary policy change and one for the last sample
examined. For these models, the cointegration test statistics are 0.18, 2.21
and 1.95 respectively.
In conclusion, there is little evidence of a hidden cointegration relationship
of the form (5) between the two series. Note ﬁnally that similar results are
obtained when considering the variables in logarithm as it has been suggested
in the recent literature.14
Table 3. Hidden Cointegration Tests for the Term Structure of Interest Rates
Statistic Full sample 1954:8 to 1979:3 1983:1 to 2001:9
DF 1.04 2.53 2.46
ADF(1) 0.60 2.06 1.95
ADF(2) 0.18 1.94 1.70
ADF(4) 0.11 2.21 1.48
Notes : The full sample consists of data from 1954:8 to 2001:9. The number of
observations in each sample is 566, 296 and 226 respectively.
Turning now to another ﬁnancial data set, we investigate whether there
might be some hidden cointegration relationships amongst series of real ex-
change rate. Figure 2 depicts the historical paths of the real exchange rates
(in logarithm) between six major currencies and the U.S. Dollar, namely the
Deutsche Mark (DM), French Franc (FF), Italian Lira (IL), Japanese Yen
(JY), British Pound (BP), and Canadian Dollar (CD).
12In line with the authors, the very subsamples have been chosen in order to avoid the
more volatile episodes caused by the Fed’s monetary policy change that were eﬀective until
October 1982.





2;1982:12 respectively in the subsequent observations. Alternatively, we may work with
the variables computed as before, that is as in the full sample, provided that a constant
term is included in the model.


























































Figure 2. Real exchange rates of six major currencies against the U.S. dollar.
The data have been constructed according to the formula
logRERj;t = logSj;t ¡ logPj;t + logPUS;t ; j = DM, FF, IL, JY, BP, CD
where RERj;t denotes the real exchange rate of currency j against the U.S.
Dollar, Sj;t is the nominal bilateral exchange rate, that is the number of foreign
currency units per U.S. Dollar, Pj;t is the foreign consumer price index and
PUS;t is the U.S. consumer price index. The price series as well as the nominal
exchange rates which consist of the monthly average values have been obtained
from Datastream.
The stylized facts about these series are the following. Even though we
may expect them to be stationary according to the purchasing power parity,
they are statistically integrated of order one according to the unit root tests.15
In this perspective and with regard to the similar shape of the data, we may
15Note that the empirical assessment of the purchasing power parity is indeed a contro-
versial debate. In spite of the large body of papers about the topic, no deﬁnitive agreement
seems to have been reached on this point.
14think there exists some long-run dependencies between them. In particular, the
European currencies do appear to move closely together. However, performing
the classical cointegration tests clearly rejects any cointegration relationship
in the system of the six real exchange rates considered.16
Contemplating the possibility of asymmetric behavior leads to diﬀerent
conclusions. The four versions of the basic model (5) including an intercept
have been successively estimated for all bivariate combinations of the six vari-
ables, that is 17
x
+
1t = c1 + ¯
+ x
+
2t + z1t (25)
x
¡
1t = c2 + ¯
¡ x
¡
2t + z2t (26)
x
+
1t = c3 + °
¡ x
¡
2t + z3t (27)
x
¡
1t = c4 + °
+ x
+
2t + z4t (28)
The cointegration tests indicate strong evidence of hidden cointegration in the
form (26) between the Deutsche Mark, French Franc and Italian Lira. Some
loose evidence of cointegration is found between the Canadian Dollar and
Japanese Yen. Table 4 reports the test statistics for these particular cases.




























Examining the resulting estimates, we stress that the coeﬃcients are very close
to one as we might expect in theory. In this connection, notice that according
to the results of section D, the series cannot be linearly cointegrated with
16The cointegration tests have been conducted according to Johansen’s (1991) maximum
likelihood procedure. The details of the results not reported here are available from the
author upon request.











c2 + ¯¡ x
¡




1t = c3 + °¡ x
¡




1t = c4 + °+ x
+
2t + errort.
With 6 currencies, we have 15 unique combinations which entail performing 15 £ 4 = 60
regressions. Reversing the causality in the equations raises this number to 120 regressions.
18The estimated coeﬃcients with t-statistics in parentheses are the OLS estimates of the
auxiliary regressions. Note that reversing the causality in the regressions does not change
the qualitative conclusions.
15cointegrating vector (1 -1) if they are hidden cointegrated with cointegrating
vector (1 -1).
For none of the other models and currencies can the null of no cointegration
be rejected at any standard level of signiﬁcance.
Table 4. Hidden Cointegration Tests for the Real Exchange Rates
Statistic FF-DM IL-DM IL-FF CD-JY
DF 9.28 7.74 6.70 4.55
ADF(1) 7.64 6.98 5.77 3.62
ADF(2) 6.25 6.31 4.89 3.41
ADF(4) 5.28 5.65 4.29 3.01
Notes : The entries refer to the DF and ADF statistics computed on the




i;t = c + ¯¡ logRER
¡
j;t + errort.
The period considered spans January 1973 to December 2001 for a total of
348 observations. Notice that the fourth lag is statistically signiﬁcant in the
augmented Dickey-Fuller regression for the FF-DM relation, the ﬁrst three
lags for the IL-DM equation, the ﬁrst two for IL-FF and only the ﬁrst one
in the CD-JY case.
IV. Conclusion
This paper addresses some issues relative to the recent work by Granger and
Yoon (2002). It is shown that the nonlinear cointegration relation examined
by these authors, although being seemingly linear in some peculiar variables,
has nonstandard properties which have important consequences when contem-
plating statistical inference. In particular, applying the two-step Engle and
Granger methodology should be avoided since it relies on a misspeciﬁed re-
gression. Instead, we propose a simple procedure based on the auxiliary model
resulting from augmenting the cointegration relation with the complement of
the ﬁrst diﬀerence of the dependent variable. While the disturbance of this
latter model is compatible with the classical assumptions, all standard results
do not hold in this context and a new set of critical values for the null of no
cointegration has been computed by simulations.
The theory is applied to the longstanding issue in econometrics concerning
the term structure of interest rates. The empirical estimates provide little
support to the hypothesis of a hidden cointegration relationship between the
two series. This ﬁnding favors more traditional formulations where the linear-
ity of the cointegration relation is maintained but with potential asymmetric
adjustment towards the long-run equilibrium.
16By contrast, strongly signiﬁcant hidden cointegrated relations are found
between real exchange rates of countries belonging to the European Monetary
System. The existence of some long-run relationship amongst these series is
not surprising since countries belonging to the European Monetary System
have agreed to coordinate their currencies so that any one currency would not
deviate too far from another currency belonging to the System.
17Appendix A: Second order properties of fx
+
t g and fx
¡
t g when fxtg is
a Gaussian white noise process
Let fxtg be the Gaussian white noise process
xt » iid N(0; ¾
2
x ) (29)
and consider the second order properties of the process f4x
+
t g deﬁned as
4x
+
t = 1f4xt > 0g4xt =
½
4xt if 4xt > 0
0 otherwise (30)
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> > > > > :
¼¡1
¼ ¾2







x if j = 1
0 if j > 1
(32)
where ¹ and °j denote respectively the mean and the j-th autocovariance
of 4x
+















x > 0 (33)
Hence, 4x
+






1f4xt¡i > 0g4xt¡i (34)
is I(1).
Furthermore, consider the MA(1) model
4yt = m + "t + µ"t¡1 (35)
19See Rosenbaum (1961).
20As I(0), we refer to a covariance stationary process whose spectral density at frequency
zero is ﬁnite and strictly positive. On that basis, a process is said to be I(1) if its ﬁrst
diﬀerence is I(0). Finally, a process will be said to be I(¡1) if it is written as the ﬁrst
diﬀerence of an I(0) process.
18where "t » iid(0;¾2











. It is straight-
forward to see that f4ytg has the same second order properties than f4x
+
t g.
As ¡1 < µ ¼ ¡0:34 < 1, yt =
Pt¡1
i=0 4yt¡i is an IMA(1,1) process with drift
stating that fx
+
t g has second order properties similar to an IMA(1,1) process
with drift.
Obviously, a similar argument stands for fx
¡
t g. In that case, the drift is
given by ¡ 1 p









t g are linearly cointegrated.










Let x2t be a time series integrated of order one with a possible linear time


























Assume that z1t is stationary and E("1t) = 0 8t. By construction, (36) is a
cointegration relation. Under this set of assumptions, we will show that z2t
cannot be stationary meaning that (37) cannot constitute a second cointegra-
tion relation.





0 if "1t > x
+





1t¡1 + ¯+ x
+
2t if "1t < x
+









0 if "2t > x
¡





1t¡1 + ¯¡ x
¡
2t if "2t < x
¡
















Equation (42) states that the perturbations "1t and "2t are intrinsically depen-
dent and we can write







































= z2t¡1 ¡ ¯
¡ 4x
¡




In order to show that z2t cannot be stationary, consider the particular case
where
minf0; "1t ¡ z1t¡1 + ¯
+ 4x
+
2t g = 0 8t (47)
Then 4z2t = ¡¯¡ 4x
¡
2t meaning that z2t has the same properties as x
¡
2t.
Hence, E(z2t) ! 1 and V (z2t) ! 1 when t ! 1.
Suppose now that
minf0; "1t ¡ z1t¡1 + ¯
+ 4x
+












































which is in contradiction with (37) since the expression in brackets cannot be
equal to zero throughout the sample. In this respect, note that x
+
2t is I(1)
whereas all other variables in brackets are stationary. In conclusion, case (48)
cannot occur and must be dismissed.
Finally, if case (47) does not apply, then there must be at least one period,
say h, for which
½
4z2h¡1 = ¡¯¡ 4x
¡
2h¡1
4z2h = ¡¯¡ 4x
¡
2h + ¯+ 4x
+




E(4z2h¡1) = ¡¯¡ E(4x
¡
2h¡1)
E(4z2h) = ¡¯¡ E(4x
¡
2h) + ¯+ E(4x
+
2h) ¡ E(z1h¡1) (53)
In this context, suppose that E(z1h¡1) 6= ¯+ E(4x
+
2h). Then E(4z2h¡1) 6=
E(4z2h) and z2t cannot be stationary because of a nonlinear time trend. As-
sume now that E(z1h¡1) = ¯+ E(4x
+





2t has a downward linear time trend. Hence E(4x
¡
2h¡1) < 0.
200 8t implying that z2t has a deterministic trend in mean. Here again, z2t can-
not be stationary.
Note that the same conclusion applies for any other versions of (37) in the













2t can be. The reasoning is similar to the one presented above.
In these cases, (46) becomes respectively
z3t = z3t¡1 ¡ °
¡ 4x
¡




z4t = z4t¡1 ¡ °
+ 4x
+




21Appendix C: Simulated hidden cointegrated series
x1,x2



























Figure 3. ¯+ = 1, ¾" = 1
22x1,x2


























Figure 4. ¯+ = 1:5, ¾" = 1
23x1,x2





























Figure 5. ¯+ = 2, ¾" = 2
24x1,x2































Figure 6. ¯+ = 3, ¾" = 2
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