The HP filter is the most popular filter for extracting the unobserved trend and cycle components from a time series. Many researchers consider the smoothing parameter λ = 1600 as something like a universal constant. It is well known that the HP filter is an optimal filter under some restrictive assumptions, especially that the "cycle" is white noise. In this paper we show that we can get a good approximation of the optimal Wiener-Kolmogorov filter for autocorrelated cycle components by using the HP filter with a much higher smoothing parameter than commonly used. In addition, a new method -based on the properties of the differences of the estimated trend -is proposed for the selection of the smoothing parameter. * The author thanks Andreas Blöchl, seminar participants at the Statistische Woche in Vienna and at the ifo lunchtime seminar, the editor and two referees for useful suggestions.
Introduction
The probably most popular filter for extracting a trend and a cycle component from an observed time series is the Hodrick-Prescott filter (Hodrick/Prescott 1997) . The features of this filter were intensively studied in the literature (see, among many others, King/Rebelo 1993 , Harvey/Jaeger 1993 , Cogley/Nason 1994 , Kaiser/Maravall 2001 . The properties of the HP filter in the time and frequency domain depend mainly on a smoothing parameter λ which governs the smoothness of the estimated trend and the shape of the estimated cycle. In most empirical applications a value of 1600 is used for λ . This is the value recommended by Hodrick and Prescott (1997) for quarterly data. They motivate this value by the assumption that the ratio of the variance of the cyclical component to the variance of the second differences of the trend (the inverse signal-to-noise ratio) of US GDP is about 1600. It is well known that the HP filter with a smoothing parameter λ is optimal (in the sense that the mean square error (MSE) of the estimated components is minimal) if the second differences of the trend follow a white noise process (the trend is integrated of order two), the cyclical component is white noise as well and λ is set to the inverse signal-to-noise ratio. These assumptions are clearly not appropriate in many applications. For instance, when the trend is a random walk (with constant drift), its second differences follow a noninvertible MA(1), not a white noise process. Most economists would argue that the cycle is also not white noise but should be specified as an autocorrelated stationary process. In all these cases, the suggestion of Hodrick and Prescott has no sound justification and the HP filter is a pure ad-hoc procedure with possibly dubious features.
An alternative to ad-hoc filters like the HP filter is the specification and estimation of unobserved components models (Harvey 1989) . The Kalman filter and smoother deliver in this case the optimal filter weights which are identical to those of the classical Wiener-Kolmogorov approach (Gomez 1999) . A second possibility is to estimate an ARIMA model and apply the Beveridge-Nelson decomposition (Beveridge/Nelson 1981) or the "canonical" decomposition (Box et al. 1978) .
Despite those theoretically attractive alternatives and many disadvantages and problems of the HP filter (for a survey and some new results concerning the use of HP filtered series in econometric models see Meyer/Winker 2005) the Hodrick-Prescott filter is widely used in academic research and practical business cycle analysis. One reason may be that the use of the HP filter does not require the specification and estimation of possibly complex time series models. It is a very simple and fast procedure. In the following we do not present a further investigation concerning the pro's and con's of the the HP filter but simply accept the fact that the HP filter is the probably most used approach in economics for the extraction of trend and cycle components of macroeconomic data.
The focus in this paper is on the choice of a reasonable value for the smoothing parameter of the HP filter. The reference approach is the Wiener-Kolmogorov filter which minimizes the mean square error of generated unobserved components like the trend or the cycle. Assuming a doubly infinite time series we derive for different specifications of the trend and the cycle components the optimal Wiener-Kolmogorov filter and search for that λ for which the distance between the gain functions of the Wiener-Kolmogorov and of the Hodrick-Prescott filter is minimal. The results imply that in most realistic settings we should use much higher values for the smoothing parameter than the inverse signal-tonoise ratio (as suggested by Hodrick/Prescott 1997) . For instance, assuming for the cycle an AR(1) model with a parameter of 0.7, the optimal λ is about five times higher than the inverse signal-to-noise ratio. The theoretical results are corroborated by a simulation study for time series with 160 observations. It is shown that by choosing a higher value for λ than the inverse signal-to-noise ratio one can achieve a remarkable efficiency gain.
The obtained results are useful but not directly applicable in practice as we don't know the true signal-to-noise ratio. In the second part of the paper we derive a simple rule for the determination of a reasonable value for λ. The basic idea is that the first and/or second differences of the extracted trend should not exhibit a cyclical behavior. We propose to use the HP filter with different values of λ and select the minimum value for which the first and second differences of the generated trend show no cyclical behavior. This choice can be based on visual inspection or on a more formal analysis in the time or frequency domain.
The paper is organized as follows: Section 2 outlines the model, the optimal Wiener-Kolmogorov filter and the Hodrick-Prescott filter. In section 3 we derive the optimal smoothing parameter for the case of autocorrelated cycles. In section 4 we discuss a new suggestion for selecting λ. Section 5 reports the results for an empirical application and section 6 concludes.
Theoretical framework 2.1 The model
We specify a time series {y t } as the sum of a non-stationary trend component {μ t } and a stationary cycle {c t }
The trend component is modeled as a n-fold integrated variable
where n is a positive integer and η t is white noise with Eη t = 0 and Var η t = σ 2 η . The cycle is specified as a stationary AR(2) process (with AR(1) as a special case)
where (L) = 1 − ϕ 1 L − ϕ 2 L 2 and t is white noise with E t = 0 and Var t = σ 2 . It is further assumed that η t and t are uncorrelated at all leads and lags. AR(1) and AR(2) models are frequently used for modeling business cycles. The approach could be extended to cases where the cycle follows a general stationary and invertible ARMA(p,q) process. In the following we derive some properties of the components and the observed time series in the frequency domain. The frequency domain properties are the basis for the applications in section 3. The specification of the trend and cycle components implies the following model for the observed time series
The stationary form we can express as
The spectral density of the cycle is given by (Sargent 1987: 262) 
where σ 2 c is the variance of {c t }. ω is the angular frequency, measured in radians. The pseudo spectrum of y t can be represented as
where λ * = σ 2 c /σ 2 η is the true inverse signal-to-noise ratio andg c (ω) is defined asg
The pseudo-spectrum g y (ω) is infinite at ω = 0 and can be derived along the arguments presented in Harvey (1989, section 2.4) or Kaiser and Maravall (2001, section 2.5) .
The key element concerning the trend part is that {η t } has a flat spectrum with value σ 2 η /2π and the filter (1 − L) −n has the power transfer function [(1 − e −ωi )(1 − e ωi )] −n = [2(1 − cos ω)] −n , where i = √ −1 is the imaginary unit.
The optimal Wiener-Kolmogorov filter
We consider the Wiener-Kolmogorov filter as the optimal reference filter for the extraction of the trend component (and symmetrically for the extraction of the cycle). It minimizes the mean square error of the estimated component
whereμ t is the estimator for the unknown μ t . It is easy to show that the optimal estimator is given by the conditional expectation, μ t = E(μ t |y), where y is the vector of all observations. Assuming that all shocks are IID we can express the filter formula as the linear function
where the weight m j is given by the coefficient of L j in the polynomial
Here we follow the convention to denote A(L)A(L −1 ) as |A(L)| 2 . The formula is an application of the general framework developed by Whittle (1983) and Bell (1984) and described by Harvey (1989) and Kaiser and Maravall (2001) . The numerator is the autocovariance generating function of {μ t }, the denominator the autocovariance generating function of {y t }.
The power transfer function of the low-pass filter M(L) is obtained by replacing the lag operator L by e −iω in |M(L)| 2 = M(L)M(−L). The gain function |M(ω)| = |M(ω)| 2 is then given by
whereg c (ω) = g c (ω) · 2π/σ 2 c (already defined after equation (5)). Using the definition λ * = σ 2 c /σ 2 η (the true inverse signal-to-noise ratio), we can write
Applying the same procedure to the cyclical component, we get
The gain function of the high-pass filter H(L) = 1 − M(L) is given by
The properties of a filter are often assessed by exploring its gain function. However, as Kaiser and Maravall (2001) note, "this function only tells part of the story". It is much more useful to consider the spectrum of a generated component. The spectrum is derived as the product of the squared gain (the power transfer function) and the spectrum of the observed time series (see, e.g., Harvey 1993) . We can derive the spectra ofμ andĉ as
and gˆc(ω) = |H(ω)| 2 g y (ω).
The spectrum of (1 − L) dμ t is given by
where d is a positive integer.
The Hodrick-Prescott filter
The application of the Wiener-Kolmogorov filter requires the knowledge of the covariance generating function which depends on the parameters of the true data generating process. As already mentioned in the introduction, many applied researchers avoid the cost of the specification and estimation of an appropriate time series model and use an ad-hoc filter like the Hodrick-Prescott (HP) filter. In the following we summarize the most important properties of this filter. Suppose a doubly infinite series, the cycle is estimated by the high-pass filter (King/Rebelo 1993) 
λ denotes no longer the true inverse signal-to-noise ratio, but is a prespecified smoothing parameter. The weight functionH(L) is equal to the weight function H(L) of the Wiener-Kolmogorov filter when we assume that the cycle is white noise ( (L) = 1), n = 2 and λ = σ 2 /σ 2 η . When we replace L by e −iω we get the frequency response functionH(ω) of the HP filter. The spectrum ofc t is then given by
where the transfer function |H(ω)| 2 is given by |H(ω)| 2 =H(ω)H(−ω) and g y (ω) is the pseudo-spectrum of {y t }. |H(ω)| 2 can be expressed as
The trend is estimated by the low-pass filter
The pseudo spectrum ofμ t is given by
|M(ω)| 2 can be expressed as
We can also derive the spectrum of (1 − L) dμ t (where d is a positive integer) as
As already mentioned the choice of 1600 for the smoothing parameter λ seems to be the "industry standard" for quarterly data (for example, this is the default value in EVIEWS). The HP filter is the optimal filter if the trend follows an integrated random walk, the cycle is white noise (and not correlated with the trend shocks) and λ is set to the inverse signalto-noise ratio σ 2 c /σ 2 η (Kaiser/Maravall 2001) . Even if the value of 1600 for λ were optimal for US GDP it may be not optimal for GDP of other countries or for other time series like investment (Harvey/Trimbur 2008) . The possibly more important and interesting question is whether it is optimal to set λ equal to the inverse signal-to-noise ratio in cases when the cycle is not white noise. We will deal with this problem in the next section.
The optimal value for the HP smoothing parameter
An appropriate choice of the smoothing parameter is crucial for the quality of the HP filter. One approach is based on considerations in the frequency domain (e.g., Pedersen 2001) . In this approach an "ideal" filter for the trend is defined as a low-pass filter for which the gain is one for frequencies below a pre-specified cut-off frequency and zero for higher frequencies. The value for the smoothing parameterλ is then calculated by minimizing the squared difference between the gain functions of the ideal and of the HP filter, respectively. A variant of this approach is the specification of a cut-off frequency ω 0 for which the gain of the HP filter should be 0.5. λ is then given by λ = [2 sin(ω 0 /2)] −4 (Gomez 2001 ). Proietti (2005) determines the "optimal" values for parameters of misspecified models used for signal extraction (a special case is the HP filter) by minimizing the variance of multistep forecast errors. He demonstrated for several examples that misspecified models (e.g., the local linear trend model in case the true data generating process contains cyclical elements) may be able to produce reasonable and relatively efficient estimates of unobserved components as trend or cycle of economic time series. In this paper we follow the lines of Harvey and Trimbur (2008) and match the gain functions of the optimal Wiener-Kolmogorov filter and of the HP filter for different values of λ. The basic procedure is explained in section 3.1, in section 3.2 the results for several models are presented.
The general procedure
In this section we derive the optimal value for the HP smoothing parameter λ in cases where the cyclical component is not white noise but rather follows a stationary autocorrelated process. The basic principle of the derivation is based on the idea that λ should be chosen in such a way that the distance between the gain function |M(ω)| of the optimal Wiener-Kolmogorov filter (the reference filter) and the gain function |M(ω)| of the HP(λ) filter is as small as possible. If the two gain functions are identical, the two filters have the same filter weights and produce the same output (trend and cycle components). If they are different, the properties of the HP-generated trend and cycle components are not optimal. The best measure for the distance between two gain functions is the integral of the squared difference between the two functions over all frequencies between 0 and π. However, the minimization of this measure is a very complicated task. Therefore, we follow a simpler approach and proceed in the following way: Firstly, we specify an AR process for the cycle {c t }, derive the spectrum g c (ω) and use equation (8a) for calculating the gain function |M(ω)| of the optimal Wiener-Kolmogorov filter. Secondly, from |M(ω)| we determine numerically the frequency ω 0 , where the gain has the value 0.5: |M(ω 0 )| = 0.5. Third, we use the relation (Gomez 2001 ) λ HP = [2 sin(ω 0 /2)] −4 for calculating that value of λ for which the gain of the HP filter has also a value of 0.5 at frequency ω 0 : At frequency ω 0 , the gain functions of the optimal Wiener-Kolmogorov and of the HP filter intersect. As Harvey and Trimbur (2008) note, this criterion is a satisfactory approximation to minimizing the distance between the two gain functions.
Numerical calculations for infinite time series
In the following we use different specifications of the trend and cycle components for calculating the "optimal" λ opt HP with the procedure outlined in section 3.1. The trend component is alternatively specified as integrated of order one (RW(1)) or of order two (RW (2)). For the cycle component we specify stationary AR(1) and AR(2) models. In this section we assume the availability of an infinite time series.
Trend RW(2) and cycle AR(1)
The model is given by (see section 2.1) η t and t are mutually uncorrelated white noise processes. The calculations are carried out for different values of ϕ 1 and the inverse signal-to-noise ratio (σ 2 c /σ 2 η ). Table 1 shows the "optimal" values for the HP smoothing parameter.
Except in cases with rather high values of the autoregressive parameter ϕ 1 , the ratio λ opt HP /(σ 2 c /σ 2 η ) does not depend much on the true inverse signal-to-noise ratio (σ 2 c /σ 2 η ). However, the optimal λ opt HP increases strongly with the autoregressive parameter ϕ 1 . For ϕ 1 = 0.5, a relatively modest degree of autocorrelation, the optimal λ opt HP is about three times higher than the true inverse signal-to-noise ratio. For ϕ 1 = 0.9, λ opt HP is about ten times higher than (σ 2 c /σ 2 η ). This implies that the standard value of λ HP = 1600 is in most cases much too low, even when the assumption of Hodrick/Prescott concerning the inverse signal-to-noise ratio (σ 2 c /σ 2 η = 1600) is valid. Figure 1 shows the filter weights of the optimal Wiener-Kolmogorov (WK) filter (continuous line) for the AR(1) model with ϕ 1 = 0.7 and the true inverse signal-to-noise ratio (σ 2 c /σ 2 η ) = 1600 (equation (7)), of the HP(1600) filter (dashed line) and of the HP(8356) filter (dotted line) (equation (13)). The HP(8356) filter is the "optimal" HP filter (in the sense explained above) for the model. The weights for the WK and the HP(8356) filter are almost identical. Only for the central observation and the first lag and lead the weights for the HP(8356) filter are slightly lower than the weights for the WK filter. The weights for the standard HP(1600) filter, however, are far away from the optimal weights. The pattern of the filter weights carries over to the gain functions of the filters (equations (8a), (15)). Figure 2 shows the gain for the three low-pass filters. The gains of the WK and the HP(8356) filter, respectively, are contiguous and the distance between the gain functions is low, whereas the gain of the HP(1600) filter is moved to the right (to higher frequencies). Especially for frequencies between 0.1 and 0.3 (this corresponds to periods of about 60 and 20 quarters) the gain of the HP(1600) filter is much higher than the gain of the optimal filter. Consequently, the trend extracting HP(1600) filter is too responsive to fluctuations which are commonly counted as business cycles. Similar results are obtained when we use different values for the autoregressive parameter and the true inverse signalto-noise ratio. In all cases the message remains the same: The best approximation of the optimal Wiener-Kolmogorov filter is achieved by choosing a λ much higher than the inverse signal-to-noise ratio σ 2 c /σ 2 η . In Figure 3 we evaluate the implied spectra of the generated cycleĉ and of the second differences of the generated trendμ (equations (10), (11), (12) and (16)). The upper part shows the spectra of the generated cycles. The spectrum of the cycle generated with the HP(1600) filter is again markedly different from that of the cycles generated with optimal filters. As the variance of a stationary time series is proportional to the integral of the spectrum, it is clear that the variance of the cycle generated by HP (1600) is much lower than the variance of the cycles generated by the WK and the HP(8536) filters. In addition, the peak of the spectrum of the cycle generated by HP (1600) is at a higher frequency. Consequently, the HP(1600) produces shorter and smaller cycles than the optimal filters generate. An analogous pattern applies for the spectra of the second differences of the generated trends (lower part of Figure 3 ). Most important is that the HP(1600) filter produces a spectrum of (1−L) 2μ t with a pronounced peak in the region of business cycle frequencies: A value for λ "too low" produces cycles in the second differences of the estimated trend. We will argue below that this feature can be used in practical applications for determining a reasonable value for the smoothing parameter.
Trend RW(2) and cycle AR(2)
The model is now given by
There are many combinations of ϕ 1 and ϕ 2 compatible with the stationarity assumption. In the following we restrict the analysis to four combinations with complex roots in the AR polynomial: 1.) ϕ 1 = 1.109, ϕ 2 = −0.36; 2.) ϕ 1 = 1.663, ϕ 2 = −0.81; 3.) ϕ 1 = 1.177, ϕ 2 = −0.36; 4.) ϕ 1 = 1.765, ϕ 2 = −0.81. The parameters are chosen accordingly to the AR part of a structural time series model (Harvey 1993 , section 6.5). We set ϕ 1 = 2ρ cos ω c and ϕ 2 = −ρ 2 , where |ρ| < 1 is a damping factor and ω c is the frequency of a cyclical function. The roots of the AR polynomial are a pair of complex conjugates. Model 1 has a damping factor ρ of 0.6 and a frequency ω c of 0.393 (16 quarters), model 2 a damping factor of 0.9 and a frequency of 0.393, model 3 a damping factor of 0.6 and a frequency of 0.196 (32 quarters) and model 4 a damping factor of 0.9 and a frequency of 0.196. We have two models with a short and two models with a long cycle, combined with two different damping factors, 0.6 and 0.9, respectively. Table 2 shows the optimal values for the HP smoothing parameter for the different models and three different values of the true inverse signal-to-noise ratio (800, 1600 and 6400). In all cases the optimal value for λ is much higher than σ 2 c /σ 2 η . For parameter combination 1.) it is about 4.5 times higher, for combination 2.) about 3 times higher, for combination 3.) about 6 times higher and for combination 4.) about 10 times higher. For instance, if we assume a pronounced cycle with a period of 8 years and a true inverse signal-to-noise ratio of 1600, the optimal value for the HP smoothing parameter is 15887! Figure 4 shows the filter weights of the optimal Wiener-Kolmogorov (WK) filter (continuous line) for the AR(2) model with ϕ 1 = 1.765, ϕ 2 = −0.81 and σ 2 c /σ 2 η = 1600, of the standard HP(1600) filter (dashed line) and of the HP(15887) filter (dotted line). Contrary to the AR(1) case, the weighting pattern of the WK filter can not be fully replicated by a HP filter with a suitably chosen λ. The reason is that the weight function of the HP filter is always relatively smooth, whereas the weight function of the WK filter has in the model under consideration a spike for the central observation (this spike occurs only in cases of a high value for the damping factorρ). However, the difference between the weights of the WK and of the HP(15887) filter is very small for lags and leads higher than four. In contrast, the shape of the weights of the HP(1600) filter is very different (the near coincidence with the weight of the WK filter for the central observation is accidental). of the WK filter. It is moved to higher frequencies. Again, the generated trend is too responsive to fluctuations with business cycle properties. Figure 6 shows the spectra of the generated cycles (upper part) and of the second differences of the generated trend (lower part). Again, the spectra are very similar for the components generated by the WK filter and the "optimal" HP(15887) filter, whereas the spectra generated by using the traditional HP(1600) filter are very different. The cycle is clearly underestimated by HP(1600) and the spectrum of the second differences of the estimated trend shows a very pronounced peak in the region of business cycle frequencies.
The trend has undesirable cyclical features.
Trend RW(1)
In case the trend is a random walk (integrated of order one) the HP filter delivers relatively poor results. The conclusion from exercises shown in an Appendix (available in the data archive of the journal, www.jbnst.de/en) is that the HP filter does not work satisfactorily when the trend follows a random walk. In this case exponential smoothing may be a much better choice.
A simulation study
The results in the previous sections are derived under the assumption of a double infinite time series. In finite time series we have at the start and the end of the sample asymmet-ric filters. In order to check the ability of the HP filter with a relatively high smoothing parameter to replicate the main properties of the WK filter for autocorrelated cycle processes we carry out a simulation study for a finite time series with 160 observations. The model is given by
η t and t are mutually uncorrelated white noise processes. The inverse signal-to-noise ratio σ 2 c /σ 2 η is set to the three alternative values 800, 1600 and 6400. We generate series for {μ t }, {c t } and {y t }, t = 1, ..., 160 and filter the "observed" time series {y t } with the optimal WK filter and the HP filter, using for the latter different values of the smoothing parameter λ. The trend valuesμ estimated by the WK filter are generated by using the matrix formula (McElroy 2008) :
For estimating μ with the HP filter we set C c = I and λ * to a prespecified value of the smoothing parameter λ.
The simulation study consists of 1000 replications of the described procedure. For each replication we calculated the mean square error MSE = t (μ t −μ t ) 2 /T for the different filters. Following Harvey and Delle Monache (2009), we assess the efficiency of a filter by the ratio MSE WK /MSE HP , where MSE WK and MSE HP are the mean square error of the Wiener-Kolmogorov filter and the HP filter, respectively. Table 3 shows the relative efficiency of different HP filters compared to the WK filter for different values of ϕ 1 for an AR(1) model of the cycle and for different values of the true inverse signal-to-noise ratio σ 2 c /σ 2 η . The entries in Table 3 are obtained in the following way: For each model (characterized by ϕ 1 and σ 2 c /σ 2 η ) we generate 1000 series of 160 observations for trend μ, cycle c and the "observed" time series y (trend + cycle). For each time series we calculate the mean square error MSE = t (μ t −μ t ) 2 /T for the WK filter and for 15 HP filters with smoothing parameter λ j = jσ 2 c /σ 2 η , j = 1, 2, ..., 15. An entry in Table 4 shows the mean of 1000 values for MSE WK /MSE HP . For each true inverse signal-to-noise ratio (800, 1600 and 6400) there are two columns of results. The first column shows the relative efficiency of Note: The numbers in parentheses denote the ratio of the "optimal" HP smoothing parameter to the true inverse signal-to-noise ratio.
the HP(σ 2 c /σ 2 η ) filter, the second the relative efficiency when we choose the "optimal" λ. The numbers in parentheses denote the ratio of the "optimal" smoothing parameter to σ 2 c /σ 2 η . The results indicate that in case the cycle follows an AR(1) process one can get an impressive efficiency gain by choosing an HP smoothing parameter higher than the true inverse signal-to-noise ratio. Take, for example, a model with σ 2 c /σ 2 η = 1600 and ϕ 1 = 0.7. Compared with the WK filter, the HP(1600) filter has a relative efficiency of 0.83, whereas the HP(8000) filter has a relative efficiency of 0.98. Table 4 reports the results for four AR(2) processes (see section 3.2.2 for the choice of the parameters). The results confirm the conclusions for the AR(1) case. By choosing a reasonably high value of the HP smoothing parameter one can achieve a remarkable efficiency gain compared with the HP filter where λ is set to the true inverse signal-to-noise ratio. Note: The numbers in parentheses denote the ratio of the "optimal" HP smoothing parameter to the true inverse signal-to-noise ratio.
Compared with the AR(1) model for the cycle the maximal efficiency is now somewhat lower. For instance, for case 4 (ϕ 1 = 1.765, ϕ 2 = −0.81) and a true inverse signal-tonoise ratio of 1600, the relative efficiency (compared to the WK filter) is 91 %. However, the HP(1600) filter has only a relative efficiency of 63 %. The reward of using a high smoothing parameter is still high. The results generated by the simulation study using a finite length of the time series confirm the conclusions of the theoretical analysis for doubly infinite series: When the stationary component of a time series is (positively) autocorrelated, the optimal value for the HP smoothing parameter is several times higher than the inverse signal-to-noise ratio.
Choosing λ in practical applications: A new proposal
It is common knowledge that the HP filter may induce spurious cycles (Cogley/Nason 1995) . An often used example is the case of a random walk as the input series (Kaiser/ Maravall 2001) . In this case, the HP filter typically produces spurious cycles with periods between 8 and 10 years (λ = 1600). The main argument in this paper concentrates on the contrary danger that the HP filter dampens true cycles and produces cyclical features of the generated trend. The basic assumption is that the cyclical component is not white noise but follows an autocorrelated process. In this case it is necessary to choose a value for the smoothing parameter λ that is much higher than the true or assumed inverse signalto-noise ratio. The problem for the practitioner is that we do not know the parameters of the data-generating process (at least in situations where it is too difficult or too costly to estimate the parameters of structural models).
In this section we propose the following (partial) solution to this problem. We start with the assumption that the generated trend component should not exhibit any cyclical features. Since the trend is not stationary, we concentrate on the first and/or second differences of the trend. We identify a possible cycle in the differences of the generated trend using the spectrum of d-th differences (1−L) dμ t , d = 1, 2, whereμ t is the HP-generated trend component.
Using the results in section 2.3, we can write the spectrum g dμ of (1 − L) dμ t as
where λ is the HP smoothing parameter and λ * is the true inverse signal-to-noise ratio. If d < n, (1 − L) dμ t is not stationary. Given the parameters of the true data-generating process, the shape of g dμ is determined by the smoothing parameter λ. In the following we concentrate on the case d = n. If λ = 0, g dμ is an increasing function of ω, if λ is very high, g dμ is a decreasing function of ω. For values in between, it is possible that g dμ has a peak for 0 < ω < π. If this occurs, we have cycles in the differences of the generated trend. Figure 7 shows the spectra of g 2μ (second differences of the generated trend) for a model where the trend is an integrated random walk (n = 2) and the cycle follows an AR(1) process with ϕ 1 = 0.7 and the true inverse signal-to-noise ratio is 1600. The thick continuous line shows the spectrum for the HP(1600) filter. It has a pronounced peak at frequency 0.133 (which corresponds to a period of 47 quarters). The dashed line shows the spectrum for the HP(3200) filter. We have a peak at frequency 0.091, which is less pronounced than the peak for the HP(1600). The spectrum of the HP(4800) filter (dotted line) has no peak, but is nevertheless shifted to the right compared to the WK filter (thin continuous line). The trend generated by the HP(4800) is still to responsive to fluctuations with business cycle frequencies. We know that the "optimal" value for λ in this case is 8356 (see section 3.2.1). We conclude that the lowest value for λ that does not generate a peak in the spectrum of the second differences of the extracted trend is about half as high as the "optimal" value. This rule of thumb is roughly confirmed by calculations for other AR(1) or AR(2) models of the cycle.
An empirical example: US Private Investment
In this section we study the effects of different values of the HP smoothing parameter on the properties of the estimated trend of US Real Gross Private Domestic Investment (logarithmic values; 1950:1-2011:4; Source: FRED (http://research.stlouisfed.org/fred2/)). We estimate the trend component using the HP filter with values for λ of 1600, 8000, 16000 and 32000. Figure 8 shows in the upper part the growth rates for the generated trends, in the lower part changes in the growth rates (second differences). The thick continuous line shows the results for the HP(1600) filter. Both first and second differences display clearly cycles with a period of about 8 years. Oscillations with this period are counted by many economists as business cycles. If one accepts that business cycles can appear in the growth rates of the trend, it is fine. But the general definition of the trend does not allow for cyclical elements. In this interpretation, the generated "trend" is a mixture of trend and cycle and, consequently, an artifact of the filter.
to the inverse signal-to-noise ratio. In the traditional trend-cycle decomposition these assumptions are in many cases clearly implausible and the HP filter lacks a sound theoretical foundation.
In this paper we concentrate on the situation where the cycle follows an autocorrelated AR(1) or AR(2) process and ask the question whether it is possible to reach a reasonable approximation of the optimal Wiener-Kolmogorov filter by the HP filter with an appropriate chosen value for the smoothing parameter λ. The analysis is done in the following way: First, we calculate from the gain function of the optimal Wiener-Kolmogorov filter the frequency where the gain is 0.5. Secondly, we determine the value of λ for which the gain function of the HP filter has also the value of 0.5 at the same frequency. In the last step we compare the mean square error of both filters (the WK filter and the HP filter with the "optimized" value of λ). These calculations are carried out for different specifications of the AR-parameters of the cycle, different values of the inverse signal-to-noise ratio and different specifications of the trend component.
The general result is that in case the trend follows an integrated random walk (it is integrated of order two) one gets a good approximation of the weights and the gain function of the optimal Wiener-Kolmogorov filter by choosing a value for the HP smoothing parameter much higher than the inverse signal-to-noise ratio. For example, when the cycle follows an AR(1) process with a parameter ϕ 1 = 0.9, the "optimal" value of λ is more than 10 times higher than the true inverse signal-to-noise ratio. The HP filter is an almost optimal filter, provided the smoothing parameter is not too low.
Smoothing parameters "too low" have a twofold distortionary effect. They produce trends with first and/or second differences which exhibit cyclical features. The trend is too responsive to business cycle fluctuations. This implies that the variance and the period of the generated cycle are too low. The relevance of the cyclical component is underestimated.
When the trend is a random walk the approximation is not really satisfactory. It is not possible to replicate the shape of the weight and gain functions of the optimal Wiener-Kolmogorov filter by the HP filter. However, the general result remains that we should select higher values for λ than than the inverse signal-to-noise ratio.
These findings are useful, but not really applicable in practice as we do not know the true inverse signal-to-noise ratio. The problem is how to choose an appropriate value for the HP smoothing parameter. The suggestion proposed in this paper is to rely on the properties of the first and/or second differences of the extracted trend. The proposal is based on the assumption that the differences of the extracted trend should not show any cyclical behavior (in the sense that the spectrum of the differences has a peak in the region of business cycle frequencies). It is shown that by choosing a high enough smoothing parameter a peak can always be avoided. In practical applications we could estimate the trend by applying the HP filter with different values for λ and search for the lowest among them which does not produce cycles in the differences of the generated trend. Admittedly, this is a preliminary and in some sense vague suggestion. There may be too much room for subjective and discretionary decisions. A possible solution is the analysis in the frequency domain by estimating the spectrum of the first and/or second differences of the generated trend. We can define a range of frequencies of business cycle fluctuations and test for a peak of the empirical spectrum of the trend differences in this interval. If there is a peak, λ should be increased until the peak disappears. It is left for future research to develop along these lines an efficient procedure which is easy to use also by practitioners.
In the last section the proposed procedure is applied to US private real investment (quarterly data). We find that the lowest value for λ that does not produce cycles in the differences of the trend component is about 32000. With some caution, we can conclude that the "optimal" value of the smoothing parameter may be even higher.
The general conclusion of this paper is that the "industry standard" of λ = 1600 for quarterly data may be much too low for many macroeconomic time series (for a discussion of the relationship between smoothing parameters for different frequencies of observations see Ravn/Uhlig 2002) . In order to produce a reasonable and reliable trend-cycle decomposition much higher values are necessary. It is left for future research to explore the implications for the "stylized facts" of business cycles. A further important research topic is the analysis of the implications of different values for the smoothing parameter for the estimation at the end of a time series (real time analysis). At the end of a series the HP filter is asymmetric with phase shifts and a different pattern of the the gain function (for an example see Blöchl/Flaig 2014) . A comparison between the properties of the optimal Wiener-Kolmogorov filter and the HP filter with different values of λ at the end of a sample may be very useful especially for business cycle forecasters.
