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A generalization of Kronecker’s first limit formula to GL(n)
Amod Agashe∗
Abstract
Kronecker’s first limit formula gives the polar and constant terms of the Laurent series
expansion of the Eisenstein series for SL(2,Z) at s = 1, which in turn can be used to find
expressions for the polar and constant terms of the Dedekind zeta function of quadratic fields.
In this article, we generalize the formula to certain maximal parabolic Eisenstein series asso-
ciated to SL(n,Z) for n ≥ 2. We also show how the generalized formula can be used to find
expressions for the polar and constant terms of the Dedekind zeta function of any number field
at s = 1.
1 Introduction
Let n ≥ 2 be an integer. Let τ be in the generalized upper half-plane Hn, which consists of n× n
matrices with real number entries that are the product of an upper triangular matrix with 1’s
along the diagonal and a diagonal matrix with positive diagonal entries such that the lowermost
diagonal entry is 1. When n = 2, one can identify Hn with the usual complex upper half plane
(for details, see, e.g., [Gol06, §1.2]).
In the following, m1, . . . ,mn denote integers with perhaps some added restrictions as noted;
in particular, we follow the convention that in any sum over a subset of m1, . . . ,mn, if a term has
denominator zero for some values of m1, . . . ,mn, then the term is to be skipped in the sum.
Consider the maximal parabolic Eisenstein series
En(τ, s) =
∑
(m1,...,mn)=1
(det τ)s
‖ (m1 . . . mn)τ ‖ns/2
,
where ‖ (m1 . . . mn)τ ‖ denotes the norm of the row vector that is the product of the row vector
(m1 . . . mn) and the matrix τ ; this series converges when Re(s) > 1, and is known to have a
meromorphic continuation to all of C.
Let
E∗n(τ, s) = π
−ns/2Γ(ns/2)ζ(ns)E(τ, s)
= π−ns/2Γ(ns/2)
∑
m1,...,mn
(det τ)s
‖ (m1 . . . mn)τ ‖ns/2
. (1)
Note that in the case where n = 2, if τ corresponds to the point z = x + iy in the complex
upper half plane, then
E∗2(τ, s) = π
−sΓ(s)
∑
m1,m2
ys
|m1z +m2|2s .
∗The author was partially supported by the Collaboration Grants for Mathematicians from the Simons Founda-
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The classical Kronecker’s first limit formula gives the first two terms of the Laurent expansion
of E∗2(τ, s) at s = 1:
E∗2(τ, s) =
1
s− 1 +
(
γ − log 4π − log y − 4 log |η(τ)|) +O(s− 1) , (2)
where γ is the Euler-Mascheroni constant and η(z) is the Dedekind eta-function.
Recall that if K is a number field and A is an ideal class of K, then the partial zeta function
associated to A is given by
ζK(s,A) =
∑
a∈A
1
Nas
.
The Dedekind zeta function is the sum of the partial zeta functions over all ideal classes. For a
number field K, we denote by wK the number of roots of unity in K and by dK the discriminant
of K.
Using (2), Kronecker showed that if K is a quadratic imaginary field, then
ζK(s,A) =
1
wK
2π√
dK
(
1
s− 1 + 2γ − log 2− log y − 4 log(|η(τ)|)
)
+O(s− 1) ,
where τ is an element of the upper half plane such that {1, τ} is a basis for an ideal in the inverse
class of A and y is the imaginary part of τ .
Later, Hecke used Kronecker’s limit formula (2) to show that if K is a real quadratic field
and ǫ is a fundament unit of K, then
1
2
(
π−1d1/2K
)s
Γ(s/2)2ζK(s,A) =
log ǫ
s− 1 + (γ − log 4π) log ǫ−
∫ ǫ
1
log y(t)
dt
t
−4
∫ ǫ
1
log |η(τ(t))|dt
t
+O(s− 1) , (3)
where τ(t) is a certain curve in the upper half plane (which depends on A), and y(t) denotes its
y-coordinate.
Kronecker’s first limit formula (2) and Hecke’s formula (3) were generalized to the case n = 3
in [Efr92] (see also [BG84] for a slightly different generalization in this case). In this article, we
generalize Kronecker’s first limit formula (2) and Hecke’s formula (3) to arbitrary n ≥ 2 (see
Theorem 1.1 and Theorem 2.1). A generalization of Kronecker’s first limit formula to arbitrary
n ≥ 2 is also given in [Ter73] for Epstein zeta functions.
Theorem 1.1. For a given τ ∈ Hn, let y1, . . . , yn−1 denote the unique positive real numbers such
that for i ≥ 1, we have τn−i,n−i =
∏i
j=1 yj. If m1, . . . ,mn are integers, then for j = 2, . . . , n,
let bj =
∑
i=1,...,j−1miτi,j and cj = τj,j; also let m be the nonnegative real number such that
m2 = m2n/c
2
n +m
2
n−1/c
2
n−1 + · · · +m22/c22 and d = bnmn/cn + bn−1mn−1/cn−1 + · · · b2m2/c2. Let
τ ′ be the submatrix of τ obtained by removing the topmost row and leftmost column and let
g(τ) = exp
{
−1
4
(( n−1∏
i=1
y
( i
n−1
)
i
)
E∗n−1
(
τ ′,
n
n− 1
)
+
∑
m1 6=0
1
|m1|
∑
(m2,...,mn)
6=(0,...,0)
exp
(
2πid−2π|m1|m
n−1∏
i=1
yi
))}
.
Then
E∗n(τ, s) =
2/n
s− 1 +
(
γ − log 4π − 2
n
log
( n−1∏
i=1
yii
)
− 4 log g(τ)
)
+O(s− 1) . (4)
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The theorem is proved in Section 3. Our proof is a generalization of the proof of the classical
Kronecker’s first limit formula given in [Lan87, §20.4], and the key observation is to break the
sum in (1) over m1, . . . ,mn into two parts conveniently (we break it as a sum over {m1} and a
sum over {m2, . . . ,mn}; when n = 2, there is not much of a choice) and to apply the Poisson
summation formula in the second sum in the correct order (over mn first, followed by mn−1, and
so on, up to m2; i.e., in reverse order). Even in the case n = 3, our proof differs in some key
steps with that in [Efr92] (who introduces complex coordinates on H3, while we don’t) and that
in [BG84] (who use minimal parabolic Eisenstein series). Our proof techniques are similar to those
used in [Ter73] (about which we learned only after a first draft of this article was written), but
are more direct and elementary (the main goal of [Ter73] is to prove the functional equation of
the Epstein zeta function using generalizations of the Selberg-Chowla formula).
If we put n = 2 in the formula for E∗n(τ, s) above, then we get the classical Kronecker’s first
limit formula (2), with g(τ) = |η(τ)| (this last equality follows from the correctness of our formula,
but also because our proof is identical to the classical proof in the case n = 2 as given in [Lan87,
§20.4]). Thus our function g(τ) for arbitrary n is a generalization of |η(τ)|. If we put n = 3, then
we recover the formula for E∗3(τ, s) given in [Efr92, Theorem 1].
The classical Kronecker limit formula has several applications (see, e.g., [Sie80]); many of
these generalize to give applications of our generalization of the limit formula. In this article, we
shall limit ourselves to one application: in Section 2, we a formula analogous to (3) for the polar
and constant terms of the Laurent series of the partial or Dedekind zeta function for any number
field: see Theorem 2.1 (as mentioned earlier, this was already done for cubic fields in [Efr92]).
2 Zeta functions of number fields
In this section, we a formula for the Laurent series expansion of the partial and Dedekind zeta
function of a number field times some explicit functions; the main idea is to use a generalization
of a trick of Hecke to express the partial zeta function as an integral of an Eisenstein series over a
suitable region and then use our limit formula for the Eisenstein series. The procedure is described
for n = 3 in [Efr92, §4], and the discussion below is its generalization. However, we do need a new
input, which is formula (12), the analog of which was not required in loc. cit.
Let K be a number field of degree n over Q. Let r denote the number of real embeddings
and c denote the number of complex conjugate embeddings. We assume that r + c > 1 since the
cases where r + c = 1 are classical (the field of rational numbers and quadratic imaginary fields).
Let A be an ideal class of K. Fix B ∈ A−1. Let U denote the unit group of K and as before,
let wK denote the number of roots of unity in K. Let m = r + c− 1, and let ǫ1, . . . , ǫm denote a
fundamental set of units. Then
ζK(s,A) =
∑
a∈A
1
Nas
= NBs
∑
λ∈B/U
1
|Nλ|s =
NBs
wK
∑
λ∈B/〈ǫ1,...,ǫm〉
1
|Nλ|s . (5)
Order the embeddings of K so that the first c are complex and the remaining r are real. If
x ∈ K, then for i = 1, . . . , r + c, let |x|i denote the absolute value of the image of x under the
i-th embedding. For i = 1, . . . ,m + 1 = r + c, let δi = 1 if the i-th embedding is real and δi = 2
otherwise.
We first deal with the case where K has at least one real embedding. Then the (m + 1)-st
embedding is real, and thus δm+1 = 1. A change of variables shows that for any positive real
3
numbers a1, . . . , am+1,∫ ∞
0
· · ·
∫ ∞
0
(a21t
2
1 + . . . + a
2
mt
2
m + a
2
m+1(t
δ1
1 · · · tδmm )−2)−ns/2
dt1
t1
· · · dtm
tm
= (aδ11 · · · aδm+1m+1 )−s
∫ ∞
0
· · ·
∫ ∞
0
(t21 + . . .+ t
2
m + (t
δ1
1 · · · tδmm )−2)−ns/2
dt1
t1
· · · dtm
tm
. (6)
Now for i = 1, . . . , r + c, let ai = |λ|i. Then aδ11 · · · aδm+1m+1 = |Nλ|. Let
d(s) =
∫ ∞
0
· · ·
∫ ∞
0
(t21 + . . .+ t
2
m + (t
δ1
1 · · · tδmm )−2)−ns/2
dt1
t1
· · · dtm
tm
=
Γ(δ1s/2) · · · Γ(δm+1s/2)
2m(1 + δ1 + · · ·+ δm)Γ(ns/2) . (7)
Putting all this in formula (6), we see that
d(s)
1
|Nλ|s =
∫ ∞
0
· · ·
∫ ∞
0
(|λ|21t21 + . . . + |λ|2mt2m + |λ|2m+1(tδ11 · · · tδmm )−2)−ns/2
dt1
t1
· · · dtm
tm
,
and so
d(s)
∑
λ∈B/〈ǫ1 ,...,ǫm〉
1
|Nλ|s
=
∑
λ∈B/〈ǫ1,...,ǫm〉
∫ ∞
0
· · ·
∫ ∞
0
(|λ|21t21 + . . .+ |λ|2mt2m + |λ|2m+1(tδ11 · · · tδmm )−2)−ns/2
dt1
t1
· · · dtm
tm
(8)
Now 1 = |Nǫi| =
∏m+1
j=1 |ǫi|
δj
j , and so
|ǫi|m+1 = (|ǫi|δ11 · · · |ǫi|δmm )−1, (9)
considering that δm+1 = 1. For i = 1, . . . ,m, let ǫi act on (R
×
+)
m by multiplying the j-th coordinate
by |ǫi|j. Letting D be a fundamental domain under the action of 〈ǫ1, . . . , ǫm〉 on (R×+)m , we get∑
λ∈B/〈ǫ1,...,ǫm〉
∫ ∞
0
· · ·
∫ ∞
0
(|λ|21t21 + . . .+ |λ|2mt2m + |λ|2m+1(tδ11 · · · tδmm )−2)−ns/2
dt1
t1
· · · dtm
tm
=
∑
λ∈B
∫
D
(|λ|21t21 + . . .+ |λ|2mt2m + |λ|2m+1(tδ11 · · · tδmm )−2)−ns/2
dt1
t1
· · · dtm
tm
(10)
Let α1, . . . , αn ∈ K be a Z-basis of B. Let λ ∈ B. Then λ = m1α1 + · · ·mnαn for some
m1, . . . ,mn ∈ Z. For i = 1, . . . , r + c, let λi denote the image of λ under the i-th embedding.
We denote (αj)i by αj,i. Recalling the way we ordered the embeddings of K, we see that for
i = 1, . . . , c, |λ|2i = ℜ(λi)2 + ℑ(λi)2, while for i = c + 1, . . . , c + r, |λ|2i = λ2i (if c = 0, then any
expression below containing ℜ or ℑ should be ignored). Thus
|λ|21t21 + . . .+ |λ|2mt2m + |λ|2m+1(tδ11 · · · tδmm )−2
= (m1ℜ(α1,1) + . . .+mnℜ(αn,1))2t21 + (m1ℑ(α1,1) + . . .+mnℑ(αn,1))2t21 + . . .
+ (m1ℜ(α1,c) + . . . +mnℜ(αn,c))2t21 + (m1ℑ(α1,c) + . . .+mnℑ(αn,c))2t2c
+ (m1α1,c+1 + . . .+mnαn,c+1)
2t2c+1 + . . .
+ (m1α1,m + . . .+mnαn,m)
2t2m
+ (m1α1,m+1 + . . .+mnαn,m+1)
2(tδ11 · · · tδmm )−2
= mMMTmT ,
4
where m is the row vector with entries m1, . . . ,mn and M is the n×n matrix whose i-th row has
entries
ℜ(αi,1)t1, ℑ(αi,1)t1, . . . , ℜ(αi,c)tc, ℑ(αi,c)tc, αi,c+1tc+1, . . . , αi,mtm, αi,m+1(tδ11 · · · tδmm )−2 .
Let Q =MMT . Then Q is an n× n positive definite symmetric matrix, and thus can be written
as Q = (detQ)1/n(det τ(t1, . . . , tm))
−2/nτ(t1, . . . , tm)τ(t1, . . . , tm)T for some uniquely defined τ :
Rm → Hn (note that detQ is independent of t1, . . . , tm). Thus∑
λ∈B
∫
D
(|λ|21t21 + . . .+ |λ|2mt2m + |λ|2m+1(tδ11 · · · tδmm )−2)−ns/2
dt1
t1
· · · dtm
tm
=
∑
m1,...,mn
∫
D
(mMMTmT )−ns/2
dt1
t1
· · · dtm
tm
=
∑
m1,...,mn
∫
D
(mQmT )−ns/2
dt1
t1
· · · dtm
tm
=
∑
m1,...,mn
∫
D
(m(detQ)1/n(det τ(t1, . . . , tm))
−2/nτ(t1, . . . , tm)τ(t1, . . . , tm)TmT )−ns/2
dt1
t1
· · · dtm
tm
= (detQ)−s/2
∫
D
(det τ(t1, . . . , tm))
s
∑
m1,...,mn
(mτ(t1, . . . , tm)τ(t1, . . . , tm)
TmT )−ns/2
dt1
t1
· · · dtm
tm
= (detQ)−s/2πns/2Γ(ns/2)−1
∫
D
E∗n(τ(t1, . . . , tm), s)
dt1
t1
· · · dtm
tm
,
by definition of E∗n(τ, s) (see formula (1)). Thus from the equation above and equations (5), (8),
and (10), we see that
d(s)ζK(s,A) =
NBs
wK
(detQ)−s/2πns/2Γ(ns/2)−1
∫
D
E∗n(τ(t1, . . . , tm), s)
dt1
t1
· · · dtm
tm
.
Considering that for a complex number z, ℜ(z) = (z + z)/2 and ℑ(z) = (z − z)/2, we see that
4c detQ = discB = (NB)2dK , where recall that dK denotes the discriminant of K. So
d(s)ζK(s,A) =
(2cd
−1/2
K )
s
wK
πns/2Γ(ns/2)−1
∫
D
E∗n(τ(t1, . . . , tm), s)
dt1
t1
· · · dtm
tm
. (11)
Now consider the case where K does not have a real embedding, i.e., K is totally complex.
In that case, formula (6) does not work, and instead, we use the following formula:∫ ∞
0
· · ·
∫ ∞
0
(a21t
2
1 + . . .+ a
2
mt
2
m + a
2
m+1(t1 · · · tm)−2)−ns/2
dt1
t1
· · · dtm
tm
= (a21 · · · a2m+1)−s
∫ ∞
0
· · ·
∫ ∞
0
(t21 + . . . + t
2
m + (t1 · · · tm)−2)−ns/2
dt1
t1
· · · dtm
tm
, (12)
The argument above starting right after formula (6) goes through, with the following changes:
take
d(s) =
∫ ∞
0
· · ·
∫ ∞
0
(t21 + . . . + t
2
m + (t1 · · · tm)−2)−ns/2
dt1
t1
· · · dtm
tm
=
Γ(s/2)m+1
2m(m+ 1)Γ(ns/2)
, (13)
replace throughout the term (tδ11 · · · tδmm ) by (t1 · · · tm), replace the line containing equation (9) by
“Now 1 = |Nǫi| =
∏m+1
j=1 |ǫi|2j , and so |ǫi|m+1 = (|ǫi|δ11 · · · |ǫi|δmm )−1”, and replace the last entry in
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the i-th row of M by the two entries ℜ(αi,m+1)(t1 · · · tm)−2 and ℑ(αi,m+1)(t1 · · · tm)−2. So equa-
tion (11) is still valid, but with d(s) given by formula (13), and with the definition of τ(t1, . . . , tm)
modified as per the change in M mentioned above.
Let V =
∫
D
dt1
t1
· · · dtmtm . Then from equation (11) and our generalization of Kronecker’s limit
formula (formula (4)), we get
Theorem 2.1. Recall that K is a number field that is not the rational numbers or a quadratic
imaginary field. With notation as above, in paricular, taking d(s) to be given by formula (7) if K
has a real embedding, and by formula (13) if not, we have
wK
(
2−cπ−n/2d1/2K
)s
d(s)Γ(ns/2)ζK(s,A) =
2V/n
s− 1 + (γ − log 4π)V
− 2
n
∫
D
log
( n−1∏
i=1
yi(t1, . . . , tm)
i
)
dt1
t1
· · · dtm
tm
−4
∫
D
log g(τ(t1, . . . , tm))
dt1
t1
· · · dtm
tm
+O(s− 1).
When n = 2, we recover Hecke’s formula (3) and when n = 3 andK has a complex embedding,
we get Theorem 3 of [Efr92]. Finally, note that the Dedekind zeta function is the sum of the partial
zeta functions over all ideal classes, so from the formula above, we get a corresponding formula
involving the Dedekind zeta function.
3 Proof of Theorem 1.1
We first prove the formula for E∗n(τ, s) and deduce from it the formula for E
†
n(τ, s). In formula (1),
the term corresponding to m1 = 0 is
S1 = π
−ns/2Γ(ns/2)
∑
m2,...,mn
(
∏n−1
i=1 y
n−i
i )
s
‖ (m2 . . . mn)τ ′ ‖ns/2
= π−ns/2Γ(ns/2) ·
( n−1∏
i=1
y
( i
n−1
)
i
)s
·
∑
m2,...,mn
(
∏n−2
i=1 y
n−1−i
i )
( n
n−1
s)
‖ (m2 . . . mn)τ ′ ‖(n−1)(
n
n−1
s)/2
=
( n−1∏
i=1
y
( i
n−1
)
i
)s
· π−ns/2Γ(ns/2) · En−1
(
τ ′,
n
n− 1s
)
=
( n−1∏
i=1
y
( i
n−1
)
i
)s
· π−(n−1)( nn−1s)/2Γ
(
(n− 1)
( n
n− 1s
)
/2
)
· En−1
(
τ ′,
n
n− 1s
)
=
( n−1∏
i=1
y
( i
n−1
)
i
)s
· E∗n−1
(
τ ′,
n
n− 1s
)
. (14)
Let
S2 =
∑
m1 6=0
∑
m2,...,mn
π−ns/2Γ(ns/2)
‖ (m1 . . . mn)τ ‖ns/2
,
so that
E∗n(τ, s) = S1 +
( n−1∏
i=1
yn−ii
)s
· S2. (15)
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Our next goal is to find a suitable expression for S2, which will not be achieved till equa-
tion (26) below. We use the formula
π−sΓ(s)
as
=
∫ ∞
0
exp(−πat)ts dt
t
(16)
with a =‖ (m1 . . . mn)τ ‖, and s replaced by ns/2 to get
S2 =
∑
m1 6=0
∑
m2,...,mn
∫ ∞
0
exp(−πt ‖ (m1 . . . mn)τ ‖)tns/2 dt
t
. (17)
For j = 2, . . . , n, let
aj = (m1τ1,1)
2 + · · ·+
( ∑
i=1,...,j−1
miτi,j−1
)2
, (18)
and recall that bj =
∑
i=1,...,j−1miτi,j, and cj = τj,j. Then
‖ (m1 . . . mn)τ ‖ = (m1τ1,1)2 + · · ·+
( ∑
i=1,...,n−1
miτi,n−1
)2
+
(( ∑
i=1,...,n−1
miτi,n
)
+mnτn,n
)2
= an + (bn + cnmn)
2, (19)
Putting (19) in (17), we get
S2 =
∑
m1 6=0
∑
m2,...,mn
∫ ∞
0
exp(−πtan) exp(−πt(bn + cnmn)2)tns/2dt
t
=
∑
m1 6=0
∑
m2,...,mn−1
∫ ∞
0
exp(−πtan)
∑
mn
exp(−πt(bn + cnmn)2)tns/2dt
t
(20)
The Poisson summation formula says that for real numbers t, b, c, with c 6= 0,∑
m∈Z
exp(−πt(b+ cm)2) = 1
c
√
t
∑
m∈Z
exp(2πibm/c) exp(−πm2/tc2). (21)
Using this with b = bn and c = cn, replacing m by mn, and noting that cn, being a diagonal entry
of τ , is always positive, we get∑
mn
exp(−πt(bn + cnmn)2) = 1
cn
√
t
exp(−(πtan))
∑
mn
exp(2πibnmn/cn) exp(−πm2n/tc2n).
Putting this in (20), we get
S2 =
1
cn
∑
m1 6=0
∑
m2,...,mn−1
∫ ∞
0
exp(−πtan)
∑
mn
exp(2πibnmn/cn) exp(−πm2n/tc2n)tns/2−1/2
dt
t
=
1
cn
∑
m1 6=0
∑
m2,...,mn
exp(2πibnmn/cn)
∫ ∞
0
exp(−(πant+ πm2n/tc2n))tns/2−1/2
dt
t
=
1
cn
∑
m1 6=0,mn
exp(2πibnmn/cn)
·
∫ ∞
0
exp(−π(m2n/c2n)/t)
∑
m2 ,...,mn−2
∑
mn−1
exp(−(πant))tns/2−1/2 dt
t
(22)
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Now from equation (18),
an = (m1τ1,1)
2 + · · ·+
( ∑
i=1,...,n−2
miτi,n−2
)2
+
(( ∑
i=1,...,n−2
miτi,n−1
)
+mn−1τn−1,n−1
)2
= an−1 + (bn−1 + cn−1mn−1)2 .
So using formula (21) again as above, we have∑
mn−1
exp(−(πant))
= exp(−(πtan−1))
∑
mn−1
exp(−πt(bn−1 + cn−1mn−1)2)
=
1
cn−1
√
t
exp(−(πtan−1))
∑
mn−1
exp(2πibnmn−1/cn−1) exp(−πm2n−1/tc2n−1).
Putting this in (22),
S2 =
1
cn−1cn
∑
m1 6=0,mn
exp(2πibnmn/cn)
∫ ∞
0
exp(−πm2n/tc2n)
∑
m2,...,mn−2
1√
t
exp(−(πtan−1))
·
∑
mn−1
exp(2πibn−1mn−1/cn−1) exp(−πm2n−1/tc2n−1)tns/2−2/2
dt
t
=
1
cn−1cn
∑
m1 6=0,mn
∑
mn−1
exp(2πi(bnmn/cn + bn−1mn−1/cn−1))
·
∫ ∞
0
exp(−π(m2n/c2n +m2n−1/c2n−1)/t)
∑
m2 ,...,mn−2
exp(−(πtan−1))tns/2−2/2 dt
t
=
1
cn−1cn
∑
m1 6=0,mn,mn−1
exp(2πi(bnmn/cn + bn−1mn−1/cn−1))
·
∫ ∞
0
exp(−π(m2n/c2n +m2n−1/c2n−1)/t)
∑
m2 ,...,mn−3
∑
mn−2
exp(−(πtan−1))tns/2−2/2 dt
t
(23)
Looking at equations (22) and (23), we see that repeated use of Poisson summation gives
S2 =
1∏n
i=2 ci
∑
m1 6=0,mn,mn−1,...,m2
exp(2πid)
∫ ∞
0
exp(−πm2/t) exp(−(πta1))tns/2−(n−1)/2 dt
t
,
where recall that m and d were defined in Theorem 1.1. Now a1 = m
2
1y
2 where y = τ1,1 =
y1y2 · · · yn−1. So( n∏
i=2
ci
)
S2 =
∑
m1 6=0
∑
m2,...,mn
exp(2πid)
∫ ∞
0
exp(−(π(m1y)2t+ πm2/t))tn(s−1)/2+1/2 dt
t
.
Denote the term corresponding m2 = · · · = mn = 0 by S′2, i.e.,
S′2 =
∑
m1 6=0
∫ ∞
0
exp(−π(m1y)2t)tn(s−1)/2+1/2 dt
t
.
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Using formula (16), with s replaced by n(s− 1)/2 + 1/2, we get
S′2 =
∑
m1 6=0
π−(n(s−1)/2+1/2)Γ(n(s− 1)/2 + 1/2)
(m1y)2(n(s−1)/2+1/2)
= y−(n(s−1)+1)π−(n(s−1)/2+1/2)Γ(n(s− 1)/2 + 1/2) · 2
∑
m1≥0
1
m
n(s−1)+1
1
= 2y−(n(s−1)+1)π−(n(s−1)/2+1/2)Γ(n(s− 1)/2 + 1/2)ζ(n(s − 1) + 1) (24)
Let
S′′2 =
( n∏
i=2
ci
)
S2 − S′2 (25)
=
∑
m1 6=0
∑
(m2,...,mn)6=(0,...,0)
exp(2πid)
∫ ∞
0
exp(−(π(m1y)2t+ πm2/t))tn(s−1)/2+1/2 dt
t
.
For a and b positive real numbers, recall the function
Ks(a, b) =
∫ ∞
0
exp(−(a2t+ b2/t))ts dt
t
Noting that m 6= 0 if not all m2, . . . ,mn are zero,
S′′2 =
∑
m1 6=0
∑
(m2,...,mn)6=(0,...,0)
exp(2πid)Kn(s−1)/2+1/2(
√
π|m1|y,
√
π|m|) (26)
From equations (14), (15), (24), (25), and (26), we finally get an expression for E∗n(τ, s):
E∗n(τ, s) =
( n−1∏
i=1
y
( i
n−1
)
i
)s
· E∗n−1
(
τ ′,
n
n− 1s
)
+2
( n−1∏
i=1
yn−ii
)s 1∏n
i=2 ci
y−(n(s−1)+1)π−(n(s−1)/2+1/2)Γ(n(s− 1)/2 + 1/2)ζ(n(s − 1) + 1)
+
( n−1∏
i=1
yn−ii
)s 1∏n
i=2 ci
∑
m1 6=0
∑
(m2,...,mn)
6=(0,...,0)
exp(2πid)Kn(s−1)/2+1/2(
√
π|m1|y,
√
π|m|) (27)
The good thing about the formula above is that it is easy to read off the polar part and the
constant term in each of the summands above, which is what we do now. It is known that Ks is
an entire function of s, and so all the functions appearing in the expression above are holomorphic
at s = 1 except ζ(2s − 1), which has a simple pole at s = 1, and perhaps E∗n−1
(
τ ′, nn−1s
)
. By
induction, E∗n−1
(
τ ′, nn−1s
)
is also holomorphic except perhaps when ( nn−1)s = 1, and in particular
is homlomorphic at s = 1. So the first and last summands on the right side of equation (27) are
holomorphic at s = 1; using the fact that K1/2(a, b) =
√
π
a exp(−2ab), their sum is( n−1∏
i=1
y
( i
n−1
)
i
)
E∗n−1
(
τ ′,
n
n− 1
)
+
∑
m1 6=0
∑
(m2,...,mn)6=(0,...,0)
exp(2πid)
1
|m1| exp(−2π|m1||m|y)+O(s−1),
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which is −4 log g(τ) +O(s− 1).
In order to deal with the second summand on the right side of equation (27), note that
ζ(n(s− 1) + 1) = 1
n(s− 1) + γ +O(s− 1),
Γ(n(s− 1)/2 + 1/2) = √π(1 + n
2
(γ − log 4)(s − 1) +O(s− 1)2,
π−(n(s−1)/2+1/2) =
1√
π
(1− n
2
log π(s− 1) +O(s− 1)2,
y−(n(s−1)+1) = y−1(1− n log y(s− 1) +O(s− 1)2,
and
( n−1∏
i=1
yn−ii
)s
=
( n−1∏
i=1
yn−ii
)(s−1)+1
=
( n−1∏
i=1
yn−ii
)
(1 + log
( n−1∏
i=1
yn−ii
)
(s− 1) +O(s− 1)2).
Using the formulas above, the second summand in on the right side of equation (27) becomes
2/n
s− 1 +
(
γ − log 4π − 2
n
log
( n−1∏
i=1
yii
))
+O(s− 1)
Using the formulas obtained above for the three summands on the right side of equation (27), we
get the formula for E∗n(τ, s) given in Theorem 1.1.
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