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Abstract
In this paper, we construct a ﬁnite dimensional approximation for the geometry on the path
space over a compact Riemannian manifold. This approximation allows to construct the
horizontal lift of the Ornstein–Uhlenbeck process on the path space through the Markovian
connection. We also prove a representation formula for the heat semigroup on (adapted)
vector ﬁelds as well as a commutation formula for its derivative.
r 2002 Elsevier Inc. All rights reserved.
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1. Introduction
On the path space of a compact d-dimensional Riemannian manifold M; namely
WðMÞ :¼ Wm0ðMÞ :¼ fp : ½0; 1-M; continuous; pð0Þ ¼ m0g;
where m0AM is ﬁxed, we consider the Wiener measure induced by the Brownian
motion on M: The path space has a structure of Itoˆ ﬁltration and a differentiable
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structure which is transported from the Malliavin calculus on the (ﬂat) Wiener space
through the Itoˆ map: Itoˆ stochastic parallel transport provides a methodology of
moving frames on the path space.
In [7] the foundations of a Riemannian geometry on WðMÞ have been deﬁned
(cf. also [33]). Several difﬁculties in the construction are found, mostly coming from
the fact that the Itoˆ map is not Cameron–Martin differentiable. When considering
for tangent space the space of vectors which are obtained by transporting Cameron–
Martin vectors through the Itoˆ parallel transport, it turns out that they do not form
a Lie algebra. This leads to an extension of the initial notion of tangent space. Also
the naturally deﬁned Levi–Civita connection in this inﬁnite dimensional framework
is a rather divergent object: it does not preserve Cameron–Martin-type vectors, it
does not preserve the Itoˆ ﬁltration either; furthermore, the corresponding Ricci
tensor is divergent.
To overcome these difﬁculties a notion of Markovian connection was introduced
in [7]. This connection is Riemannian but has a torsion. Computing the
corresponding Weitzenbo¨ck formula gives rise to non trivial ﬁrst order terms which
are hard to estimate.
In [9] a renormalization procedure was deﬁned meaning that identities such as the
Weitzenbo¨ck formula are simpliﬁed when we restrict them to adapted vector ﬁelds.
The underlying principle is that differential geometry on the path space should be
compatible with the Itoˆ ﬁltration. In particular, the bundle of orthogonal frames to
the path space is restricted to those which commute with the projections determined
by the conditional expectation with respect to the Itoˆ ﬁltration.
This work is an attempt to approximate systematically the geometrical objects on
the path space by ﬁnite dimensional ones. This procedure justiﬁes a posteriori and in
some sense the choice of the Markovian connection. In particular, it allows to
construct a process on the frame bundle of the path space which corresponds to the
lift of the Ornstein–Ulhenbeck–Driver–Ro¨ckner process. The lifted process plays a
crucial role in the development of the stochastic calculus of variations on the path
space [10]. For other ﬁnite dimensional approaches to analysis and geometry on path
spaces we refer to [1,3,13,29].
In the spirit of the adapted differential geometry considered in [9], we deﬁne the
corresponding second-order operators and prove a commutation formula for the
derivative of the gradient with respect to adapted vector ﬁelds. A Harnack-Bismut
formula on the path space will be presented in [10].
The paper is organized as follows: in Section 2 we give the basic deﬁnitions of
differential geometry on the path space. In Section 3 we construct the ﬁnite
dimensional geometrical objects based on ﬁnite partitions of the time interval and in
particular we construct a discretized version of the above-mentioned Markovian
connection. We prove the ﬁnite dimensional version of the intertwinning formula for
the derivative (Theorem 3.2.2) and the ﬁnite dimensional integration by parts
formula (Theorem 3.3.2). As the mesh of the partitions goes to zero, we derive in an
independent way, correspondingly, statement 2.6 of [7] and Bismut’s formula. These
limit theorems are derived in Section 4. Section 5 is devoted to ﬁnite dimensional
approximation of the Ornstein–Uhlenbeck operator, associated process and
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corresponding semigroup. We construct in Section 6 the process lifted to the frame
bundle of the path space. In Section 7 we prove a commutation formula between the
corresponding heat semigroup and the gradient as well as a stochastic representation
formula for this semigroup. In the last paragraph we assume that the Ricci tensor of
the underlying manifold vanishes. Then the Ornstein–Uhlenbeck process constructed
by Driver and Ro¨ckner [12] coincides with the one deﬁned by Norris [25]. The
correspondent generator lifted to the frame bundle preserves the class of adapted
vector ﬁelds. When Ricci is not zero, it is possible to proceed as in [6] by considering
the damped gradient as deﬁned in [15] and suitably modifying the connection and the
metric on the path space.
2. Differential calculus on the Riemannian path space
Let ðM;/; SmÞ be a compact Riemannian manifold of dimension d; where
/; Sm is the Riemannian metric. On this Riemannian manifold we consider the
Levi–Civita connection associated with /; Sm: Let OðMÞ denote the bundle of
orthogonal frames over M; namely
OðMÞ :¼ fðm; rÞ : r is a Euclidean isometry from Rd into TmðMÞ; mAMg:
Then OðMÞ is a parallelized manifold. More precisely, there is a canonic 1-
differential form Y taking its values in Rd 	 soðdÞ: We denote by y;o the two
components of Y: The canonic horizontal and vertical vector ﬁelds Aa; @qba are then
deﬁned by the following relations:
yðAaÞ ¼ ea; oðAaÞ ¼ 0;
yð@
q
b
a
Þ ¼ 0; oð@
q
b
a
Þ ¼ qba ;
where feag1papd ; fqbag1paobpd are the canonic bases of Rd and soðdÞ:
We consider the stochastic parallel transport of frames, which is the ﬂow of
diffeomorphisms deﬁned by the following Stratonovich stochastic differential
equation (SDE):
drbðtÞ ¼
Pd
a¼1 AaðrbÞ3dbaðtÞ;
rbð0Þ ¼ r0;
(
where fbðtÞ; 0ptp1g is the standard Brownian motion on the classical Wiener
space X :¼ W0ðRdÞ; and pðr0Þ ¼ m0; with p : OðMÞ-M denoting the canonical
projection. The map p realizes an isomorphism between the probability spaces
associated to the Laplacian on M and to the horizontal Laplacian on OðMÞ:
The Itoˆ map I :X-Wm0ðMÞ (cf. [22]) is deﬁned by
IðbÞðtÞ ¼ pðrbðtÞÞ:
ARTICLE IN PRESS
A.B. Cruzeiro, X. Zhang / Journal of Functional Analysis 205 (2003) 206–270208
Let m be the standard Wiener measure on X ; and deﬁne a measure n ¼ m3I
1 on
WðMÞ: The Itoˆ map I is a.s. bijective and provides an isomorphism between the
corresponding Wiener measure spaces. On ðWðMÞ; nÞ; we have a natural ﬁltration
FWs :¼ sfpðtÞ; tpsg; sA½0; 1: It is clear that I
13FWs ¼FXs :¼ sfbðtÞ; tpsg: We
emphasize that it does not hold generally that
I
13sfpðt1Þ;y; pðtnÞg ¼ sfbðt1Þ;y; bðtnÞg; 0ot1o?otnp1:
The (Itoˆ) parallel transport along the path p is the isomorphism from Tpðt0ÞðMÞ to
TpðtÞðMÞ deﬁned by
tpt’t0 ¼ rpðtÞrpðt0Þ

1;
where rp is the horizontal lift of p:
A vector ﬁeld along p will be a section process of the tangent bundle of M; more
precisely, a measurable map ZpðtÞATpðtÞðMÞ such that Zð0Þ ¼ 0: We say this is a
Cameron–Martin vector ﬁeld if the map zðtÞ ¼ tp0’tðZðtÞÞ belongs to the Cameron–
Martin space H in the Wiener space.
For cylindrical functionals on the path space, namely functionals F of the form
FðpÞ ¼ f ðpðt1Þ;y; pðtmÞÞ; with f a smooth function on Mm; 0ot1o?otmp1; we
consider the following operator:
DtF ¼
Xm
k¼1
1totk t
p
t’tkð@kf Þ
and the norm
jjDF jj2ðpÞ ¼
Xd
a¼1
Z 1
0
ðDt;aFÞ2 dt;
where Dt;aF ¼ ðtp0’tDtF jeaÞ:
Derivation with respect to a general Cameron–Martin vector ﬁeld Z is deﬁned as
DZF ¼
Z 1
0
Dt;aF  ’zaðtÞ dt:
In this paper, we use the Einstein’s convention for the sum.
One can prove that the operator D is closable in Lq with q > 1 with respect to the
norm jjDF jjqLq ¼ EnðjjDF jjqÞ: The corresponding domain is the Sobolev space
W1;qðWm0ðMÞÞ:
We recall the following result:
Theorem 2.0.1 (Driver [11]; Fang-Malliavin [15]; Cruzeiro-Malliavin [7]). A scalar
valued functional F defined on the path space Wm0ðMÞ is differentiable along an
adapted vector field Z if and only if F3I is differentiable along a semimartingale x on
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the Wiener space, defined by
dxðtÞ ¼ ’zdtþ r3dbðtÞ;
drðtÞ ¼ Oð3dbðtÞ; zÞ;
(
where O denotes the curvature tensor of the manifold read on the frame bundle
ðOrðu; vÞ ¼ r
1OMðru; rvÞÞ; zðtÞ ¼ tp0’tðZðtÞÞ; furthermore, we have the intertwinning
formula
ðDZFÞ3I ¼ DxðF3IÞ: ð2:0:1Þ
This theorem shows the need for enlarging the notion of tangent space to the
Wiener space in order to include semimartingales with antisymmetric diffusion
coefﬁcient. Those were called tangent processes in [7].
One of the consequences of the intertwinning formula is Bismut’s integration by
parts formula [4], namely
EnðDZFÞ ¼ Em ðF3IÞ
Z 1
0
’z þ 1
2
RicciðzÞ
 
db
 
which holds for adapted Cameron–Martin vector ﬁelds Z and functionals
FAW1;2ðWm0ðMÞÞ:
In [7] a Markovian connection on the path space was introduced in order to
renormalize the Levi–Civita connection. For Z1;Z2 adapted vector ﬁelds and
denoting by z1; z2 as before the corresponding objects of the Cameron–Martin space
H deﬁned through the parallelism of the Itoˆ parallel transport, this connection is
expressed in the same parallelism by
d
dt
ðrz1z2Þ ¼ Qz1 ’z2;
where QzðtÞ ¼
R t
0 Oðz; 3dxÞ:
Following [9], let U be the group of unitary transformations of H commuting with
the family of projections Ps deﬁned by Psz ¼ zð4sÞ; WðOðdÞÞ the set of all
measurable maps from ½0; 1 to OðdÞ: Then
UCWðOðdÞÞ; ðu*zÞðtÞ :¼
Z t
o
uðsÞ’zðsÞ ds:
The Lie algebra of the group U can be identiﬁed to the space WðsoðdÞÞ consisting
of the measurable maps from ½0; 1 to soðdÞ: The adapted frame bundle of WðMÞ
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is then deﬁned by
OðWðMÞÞ :¼ fðp; rÞ : r is an isometric surjective from H onto TpðWðMÞÞCH
which interwins with the projection Psg
CWðMÞ 	 WðOðdÞÞ:
Moreover, the Markovian connection deﬁnes a family of canonic horizontal vector
ﬁelds on the frame bundle (cf. [9]). The adapted Weitzenbo¨ck formula is established
in [5,6,9] (cf. also [30] in the ﬂat case).
Theorem 2.0.2. For any cylindrical function F and adapted vector field z; if Ricci ¼ 0;
then
EnðDzðLFÞÞ ¼ EnððrF jLHzÞHÞ; ð2:0:2Þ
where L is the usual O–U operator on functions, and LH the O–U operator on vector
fields corresponding to the Markovian connection (see Theorem 7.1.2).
3. Finite dimensional geometry
3.1. The finite dimensional geometrical objects
Let P ¼ f0 ¼ s0os1o?osn ¼ 1g be a partition of I ¼ ½0; 1: We denote
s
 ¼ maxfsipsg and sþ ¼ minfsi > sg and if f is a function, Dif ¼ f ðsiþ1Þ 
 f ðsiÞ;
Dis ¼ siþ1 
 si; Df ðsÞ ¼ f ðsþÞ 
 f ðs
Þ and Ds ¼ sþ 
 s
:
Let HðnÞðMÞ ¼ fsAWðMÞAC2ðI\PÞ : r ’sðsÞ=ds ¼ 0 for sePg be the space of the
piecewise geodesic paths which change directions only at the partition points.
Correspondingly we deﬁne HðnÞ to be the vector subspace of H consisting of the
continuous functions which have locally constant derivatives on the open set I\P:
Although being a space of functions, HðnÞ is in fact isomorphic to ðRdÞn:
We deﬁne a development map In which is a diffeomorphism between H
ðnÞ
and HðnÞðMÞ as follows: for bAHðnÞ; there is a unique s ¼ InðbÞAHðnÞðMÞ such
that
’sðsÞ ¼ tss’0 ’bðsÞ; sð0Þ ¼ m0;
where tss’0 denotes the parallel transport along s:
The tangent space of HðnÞðMÞ is deﬁned as:
Deﬁnition 3.1.1 (Tangent Space). Let sAHðnÞðMÞ; b ¼ I
1n ðsÞ; r the horizontal lift
of s: For zAH; then ZðsÞ :¼ tss’0ðzðsÞÞATsHðnÞðMÞ if and only if
z¨ðsÞ ¼ OrðsÞð ’bðsÞ; zðsÞÞ ’bðsÞ on I\P:
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This tangent space is inherited from the tangent space of the Gaussian vector
space HðnÞ through the Itoˆ mapping In (cf. [3, Proposition 4.4]).
Let MðnÞ :¼ Mn and pWn :WðMÞ/MðnÞ (resp. pXn : X/HðnÞ) denote the projec-
tion
pWn ðpÞ :¼ ðpðs1Þ;y; pðsnÞÞ; ðresp: pXn ðbÞ :¼ ðbðs1Þ;y; bðsnÞÞÞ:
On this space there is a natural tangent space TðMðnÞÞ ¼ TðMÞn which is different
from the previous one on HðnÞðMÞ: In Section 3.2 we shall establish a relation
between these two tangent spaces.
We can endow HðnÞðMÞ; with a Gaussian measure nn such that nn3In ¼ mn; where
mn ¼ m3ðpXn Þ
1 is the ﬁnite dimensional Gaussian measure on HðnÞ:
For eA½0; 1; let
MðnÞe :¼ fvAMðnÞ: dðvi; viþ1Þoze; for i ¼ 0; 1;y; n 
 1g;
HðnÞe ðMÞ :¼ fsAHðnÞðMÞ :
Z siþ1
si
j ’sðsÞj dsoze; for i ¼ 0; 1;y; n 
 1g;
HðnÞe :¼ fzAHðnÞ : jjDizjjoze; for i ¼ 0; 1;y; n 
 1g;
where
ze :¼ eðr44=KOÞ ð3:1:1Þ
and r is the injectivity radius of M; KO ¼ suprAOðMÞ jjOrjjoN:
M
ðnÞ
e is an open subset of M
ðnÞ and therefore is a differentiable manifold. We
associate to vAMðnÞe the piecewise geodesic curve sv deﬁned by linking the points
vi; viþ1 by the minimizing geodesic. For vAM
ðnÞ
e ; we consider the map
½YðnÞv 
1 : HðnÞ/TvðMðnÞe Þ
given by ZðsiÞ ¼ tsvsi’0ðzðsiÞÞATviðMÞ; i ¼ 1;y; n; where zAHðnÞ: Then YðnÞ deﬁnes
a parallelism on M
ðnÞ
e :
Deﬁnition 3.1.2. On M
ðnÞ
e a Riemannian metric is deﬁned by the condition that YðnÞv
is an isometry of TvðMðnÞe Þ onto HðnÞ:
Hereafter, we shall use /; S
M
ðnÞ
e
or simply /; S to denote this metric.
Remark 3.1.3. Under the map pWn ; In; we can identify M
ðnÞ
e ; H
ðnÞ
e ðMÞ and HðnÞe : In
particular, we have
dðvi; viþ1Þ ¼
Z siþ1
si
j ’svðsÞj ds ¼ jjDibvjj;
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where ’bvðsÞ ¼ tsv0’s ’svðsÞ: It is sometimes convenient not to distinguish MðnÞe and
H
ðnÞ
e ðMÞ:
We deﬁne the following Markovian connection which is compatible with /; S
M
ðnÞ
e
on the ﬁnite manifold M
ðnÞ
e :
Deﬁnition 3.1.4. For any smooth vector ﬁelds Y ;ZATðMðnÞe Þ; put
d
ds
ðrðnÞY ZÞaðv; s
Þ :¼ DðnÞY ’zaðs
Þ þ
Z s

0
OaglbðsvðtÞÞygðtÞd½I
1n ðsvÞlðtÞ  ’zbðs
Þ:
Here for fACNðMðnÞe Þ
ðDðnÞs;a f ÞðvÞ :¼
Xn
k¼1
1sosk/t
sv
0’sk
@kf ; eaSm0
and
D
ðnÞ
Y f :¼
Z 1
0
DðnÞs;a f  ’yaðsÞ ds ¼
Xn
k¼1
/@kf ;YðskÞSvk ¼ Yf :
Theorem 3.1.5. rðnÞ is a connection which is compatible with the Riemannian metric
on M
ðnÞ
e :
Proof. The following three properties:
(i) rðnÞfXþY Z ¼ frðnÞX Z þrðnÞY Z;
(ii) rðnÞY ðfZÞ ¼ Yðf ÞZ þ frðnÞY Z;
(iii) /rðnÞY X ;ZSþ/X ;rðnÞY ZS ¼ Y/X ;ZS;
where X ;Y ;Z are smooth vector ﬁelds on M
ðnÞ
e and fACNðMðnÞe Þ; can be deduced
from the deﬁnition and the antisymmetry of the curvature tensor. &
3.2. An intertwinning formula
For every zATvðMðnÞe Þ; we can deﬁne a vector %zATsvðHðnÞe ðMÞÞ ¼ TsvðHðnÞðMÞÞ as
follows:
.%zðsÞ ¼ OrvðsÞð ’bvðsÞ; %zðsÞÞ ’bvðsÞ on I=P;
%zðsiÞ ¼ zðsiÞ; i ¼ 0; 1;y; n;
(
ð3:2:1Þ
where bv ¼ I
1n ðsvÞ; rv is the horizontal lift of sv:
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Since this equation is linear and
KOjj ’bvðsÞjj2  ðsiþ1 
 siÞ2=8 ¼ KOjjDibvjj2=8 ¼ KO  dðvi; viþ1Þ2=8o1=2;
there exists a unique solution %zðtÞ; that satisﬁes
%zðtÞ ¼
Z siþ1
si
Gðt; sÞOrvðsÞð ’bvðsÞ; %zðsÞÞ ’bvðsÞ ds þ zðtÞ; tA½si; siþ1; ð3:2:2Þ
where
Gðt; sÞ ¼ ðsiþ1 
 tÞðs 
 siÞ=ðsi 
 siþ1Þ; sipsptpsiþ1;ðsiþ1 
 sÞðt 
 siÞ=ðsi 
 siþ1Þ; siptpspsiþ1:
(
We have
jGðt; sÞjp jDisj=4;
Z siþ1
si
jGðt; sÞj ds ¼ðsiþ1 
 tÞðt 
 siÞpðDisÞ2=8
and also the expression
’%zðsiÞ ¼ ’zðsiÞ 

Z siþ1
si
siþ1 
 s
siþ1 
 si OrvðsÞð
’bvðsÞ; %zðsÞÞ ’bvðsÞ ds: ð3:2:3Þ
The following lemma is easy but very important in this paper.
Lemma 3.2.1.
max
siptpsiþ1
jj%zðtÞjjp 2 max
siptpsiþ1
jjzðtÞjj;
max
siptpsiþ1
jj%zðtÞ 
 zðtÞjjp 4KO max
siptpsiþ1
jjzðtÞjj  jjDibvjj2:
Proof. By Eq. (3.2.2), we have
jj%zðtÞjjp
Z siþ1
si
jGðt; sÞjKOjj ’bvðsÞjj2jj%zðsÞjj ds þ jjzðtÞjj
p max
sipspsiþ1
jj%zðsÞjj
Z siþ1
si
jGðt; sÞj ds
 
KO  jj ’bvðsiÞjj2 þ jjzðtÞjj
p max
sipspsiþ1
jj%zðsÞjj  KO  jjDibvjj2=8þ jjzðtÞjj
p 1
2
max
sipspsiþ1
jj%zðsÞjj þ jjzðtÞjj:
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This yields the ﬁrst result. For the second,
max
siptpsiþ1
jj%zðtÞ 
 zðtÞjjp max
sipspsiþ1
jj%zðsÞjj
Z siþ1
si
jGðt; sÞj ds
 
KOjj ’bvðsiÞjj2
p 4KO max
siptpsiþ1
jjzðtÞjj  jjDibvjj2: &
From formula (3.5) in [3], one can deduce:
Theorem 3.2.2. For fACNðMðnÞe Þ and ZATvðMðnÞe Þ; the following intertwinning
formula holds:
ðDðnÞZ f ÞðvÞ ¼ ðDXzˆ ðf 3InÞÞðbvÞ; ð3:2:4Þ
where bv ¼ I
1n ðsvÞ and
’ˆzðtÞ ¼ ’%zðtÞ 

Z t
0
OrvðsÞð ’bvðsÞ; %zðsÞÞ ds  ’bvðtÞ; ð3:2:5Þ
DX is the usual Malliavin derivative on Wiener space X :
Proof. We have
ðDðnÞZ f ÞðvÞ ¼Zvf ¼
Xn
i¼1
/@if ;ZiSvi ¼
Xn
i¼1
/@if ; t
sv
si’0 %zðsiÞSvi
¼ðDðnÞ%z f ÞðsvÞ ¼ ðDXzˆ ðf 3InÞÞðbvÞ: &
In particular, we have
’ˆzðsiÞ ¼ ’zðsiÞ 

Z siþ1
si
siþ1 
 s
siþ1 
 si OrvðsÞð
’bvðsÞ; %zðsÞÞ ’bvðsÞ ds


Z si
0
OrvðsÞð ’bvðsÞ; %zðsÞÞ ds  ’bvðsiÞ: ð3:2:6Þ
As a consequence, we can compute the derivative of the parallel transport on M
ðnÞ
e :
Deﬁne Fns : M
ðnÞ
e -OðMÞ; v/rvðsÞ; rv is the horizontal lift of sv:
Proposition 3.2.3. For any zATðMðnÞe Þ; the derivative of Fs can be expressed in the
parallelism of OðMÞ as
/DðnÞz F
n
s ; yS ¼ %zðsÞ;
/DðnÞz F
n
s ;oS ¼ rðsÞ :¼
Z s
0
Oð%zðsÞ ’bvðsÞÞ ds:
Here bv ¼ I
1n ðsvÞ; %z is defined by (3.2.1).
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Proof. By the intertwinning formula, we have
ðDðnÞz Fns Þ3In ¼ DXzˆ ðFns 3InÞ:
Deﬁne
f ðt; eÞ ¼ rbvþezˆðtÞ;
yðtÞ ¼ df ðt; eÞ
de

 
e¼0
; y

;
rðtÞ ¼ df ðt; eÞ
de

 
e¼0
;o

:
Since rbv satisﬁes the equation
’rbvðtÞ ¼
Xd
a¼1
AaðrbvðtÞÞ ’bvðtÞ; rbvð0Þ ¼ r0;
where bvAHðnÞ; by a similar method to the one in [15] we ﬁnd that y; r satisfy the
equation
’y ¼ ’ˆz 
 r  ’bv;
’r ¼ Oðy; ’bvÞ;
(
ð3:2:7Þ
with initial conditions yð0Þ ¼ rð0Þ ¼ 0: Observe that ’ˆz satisﬁes (3.2.5); by the
uniqueness of the solution we get y ¼ %z and complete the proof. &
3.3. Integration by parts formula
On M
ðnÞ
e we consider the measure nn;e :¼ #j2n dnn and on HðnÞe the measure mn;e :¼
j2n dmn; where #jnðvÞ ¼ jnðI
1n ðsvÞÞ and jnX0 is a cutoff function (cf. [7, p. 140]) on
H
ðnÞ
e such that
jnðbÞ ¼ 1; bAHðnÞe0 ;
jnðbÞ ¼ 0; beHðnÞe ;
supk jj1
 jn3pXn jjDp
2
ðXÞpc expf
cng; p > 1;
8><>>:
e0oe being ﬁxed, c a positive constant. In fact, we may construct jn as follows: we
choose CN-functions ce deﬁned on R
þ; taking values in ½0; 1 which are equal to 1 on
ð0; ze0  and to 0 on ½ze;NÞ; ze is deﬁned in (3.1.1), such that jc0ejo 1ze
ze0 ; and deﬁne
jnðbÞ ¼ PiceðjjDibjjÞ: ð3:3:1Þ
ARTICLE IN PRESS
A.B. Cruzeiro, X. Zhang / Journal of Functional Analysis 205 (2003) 206–270216
One can check that jn has the required properties. Then nn;e is ﬁnite and
concentrated on M
ðnÞ
e :
On the tangent space TvðMðnÞe Þ; we may deﬁne two non-degenerated Euclidean
metrics. One was deﬁned at the beginning; another one is the following: for
Z1;Z2ATvðMðnÞe Þ;
/Z1;Z2Swv :¼
Xn
1
i¼0
Dis  ’%z1ðsiÞ’%z2ðsiÞ ¼ / %z1; %z2S;
where %z1; %z2 are deﬁned by Eqs. (3.2.2), zkðsiÞ ¼ tsv0’si ZkðsiÞ; k ¼ 1; 2: By the
uniqueness of the solution /; Sw is a non-degenerated Euclidean metric. They
deﬁne two non-degenerated Riemannian metrics on M
ðnÞ
e : Let Vol;Vol
w denote the
corresponding Riemannian volumes. The associated measures are still denoted by
the same notations. If fzigCTvðMðnÞe Þ is an orthogonormal basis with respect
to /; Sv;
Volw ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
detðf/zi; zjSwvgdni;j¼1Þ
q
 Vol ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
detðf/%zi; %zjSvgdni;j¼1Þ
q
 Vol:
Deﬁne the linear transformation: T :HðnÞ/HðnÞ by
’TzðskÞ :¼
Z skþ1
sk
skþ1 
 s
skþ1 
 sk OrvðsÞð%zðsÞ;
’bvðsÞÞ ’bvðsÞ ds:
By (3.2.3) we have
detðf/%zi; %zjSvgdni;j¼1Þ ¼ detðf/zi þ Tzi; zj þ TzjSvgdni;j¼1Þ
¼ detðf/zi; ðI þ TÞnðI þ TÞzjSvgdni;j¼1Þ
¼ detððI þ TÞnðI þ TÞÞ
¼ ½detðI þ TÞ2:
We now give an explicit expression for T : Choosing a particular orthonormal basis
hi;aðsÞ ¼ 1ﬃﬃﬃﬃﬃﬃ
Dis
p
Z s
0
1½si ;siþ1ÞðrÞ dr
 
ea; a ¼ 1;y; d; i ¼ 0;y; n 
 1:
T can be written in block upper triangular form as
Q1 Q
2
1 ? Q
n
1
0 Q2 ? Qn2
^ ^ & ^
0 0 ? Qn
26664
37775;
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where Qi ¼ /Thi
1;; hi
1;SvARd	d and Qji ¼ /Thi
1;; hj
1;SvARd	d : Thus we get
detðI þ TÞ ¼
Yn
i¼1
detðI þ QiÞ:
On the other hand, by the Andersson and Driver’s Theorem 4.8 and 4.10 in [3], we
have
nn ¼ 1
2pdn=2
exp 
1
2
Z 1
0
/ ’svðsÞ; ’svðsÞS ds
 
 Volw:
So we get the following result:
Proposition 3.3.1.
nn;e ¼ rn  Vol;
where
rnðvÞ :¼
1
2pdn=2
#j2n exp 

1
2
Z 1
0
/ ’svðsÞ; ’svðsÞS ds
 

Yn
i¼1
jdetðI þ QiðvÞÞj:
We use CNr ðMðnÞe Þ (resp. Ckr ðMðnÞe Þ) to denote the set of functions which are the
restriction of the functions in CNðMðnÞÞ (resp. CkðMðnÞ)) to MðnÞe : Then CNr ðMðnÞe Þ is
dense in L2ðMðnÞe ; dnn;eÞ: It is clear that for fACkr ðMðnÞe Þ we have f 3InACkðHðnÞe Þ: We
obtain the following formula for the dual operator of DðnÞ:
Theorem 3.3.2. For every vector field z : M
ðnÞ
e /HðnÞ such that zaðsiÞAC1r ðMðnÞe Þ for
a ¼ 1;y; d; i ¼ 1;y; n; we haveZ
M
ðnÞ
e
DðnÞz f dnn;e ¼
Z
M
ðnÞ
e
f  dðnÞz dnn;e;
where
ðdðnÞzÞðsÞ ¼
X
a
Z 1
0
’zaðt
Þd½I
1n ðsÞaðtÞ 

Z 1
0
DXt;a
’ˆz aðt
Þ dt 
 2D
ðnÞ
z #jn
#jn
ð3:3:2Þ
and zˆ is given in (3.2.6).
Proof. The idea of the proof is to push back all divergence computations to the ﬂat
ﬁnite dimensional Gaussian vector space HðnÞ:
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For any fACNr ðMðnÞe Þ; we have
Z
M
ðnÞ
e
DðnÞz f dnn;e ¼
Z
H
ðnÞ
e ðMÞ
DðnÞz f  #j2n dnn
¼
Z
H
ðnÞ
e ðMÞ
DðnÞz ðf  #j2nÞ dnn 

Z
H
ðnÞ
e ðMÞ
fDðnÞz #j
2
n dnn:
The function ðf  #j2nÞ3In belongs to CNðHðnÞÞ: We deﬁne fnACNðHðnÞÞ satisfying
fnðbÞ ¼ 1; bAHðnÞe ;
fnðbÞ ¼ 0; beHðnÞe00 ;
(
ð3:3:3Þ
where e0oeoe00; HðnÞe0 CH
ðnÞ
e CH
ðnÞ
e00 : Then fn  zˆ is a vector ﬁeld on HðnÞ: By the
intertwinning formula (3.2.4), we have
Z
H
ðnÞ
e ðMÞ
DðnÞz ðf  #j2nÞ dnn
¼
Z
H
ðnÞ
e
DXzˆ ððf  #j2nÞ3InÞ dmn
¼
Z
HðnÞ
DXfnzˆððf  #j
2
nÞ3InÞ dmn
¼
Z
X
½DXfnzˆððf  #j
2
nÞ3InÞ3pXn dm
¼
Z
X
½ðf  #j2nÞ3In3pXn dðfn  zˆÞ dm:
Consider the following formula (cf. [26]):
Z 1
0
faðsÞ ’banðsÞ ds ¼
Z 1
0
1
Ds
Z sþ
s

faðtÞ dt
 !
dbaðsÞ
þ
X
a
Z 1
0
1
Ds
Z sþ
s

DXs;afaðtÞ dt
 !
ds ð3:3:4Þ
where f ðsÞ is a non-adapted Rd valued process with some regularity assumptions and
the stochastic integral is taken in the sense of Skorohod.
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Applying this formula to faðsÞ ¼ fn ’ˆzaðs
Þ;
dðfn  zˆÞðbÞ
¼
X
a
Z 1
0
fn  ’ˆzaðt
Þ ’banðtÞ dt 

Z 1
0
DXt;a½fn ’ˆzaðt
ÞÞ dt
¼
X
a
Z 1
0
fn  ’zaðt
Þ ’banðtÞ dt


X
a
Z 1
0
fn 
Z tþ
t

tþ 
 s
tþ 
 t
 O
a
glbðrnðsÞÞ ’bgnðsÞ%zlðsÞ ’bbnðsÞ ds
 !
’banðtÞ dt


X
a
Z 1
0
fn 
Z t

0
OaglbðrnðsÞÞ ’bgnðsÞ%zlðsÞ ds
 
 ’bbnðtÞ ’banðtÞ dt


Z 1
0
fnD
X
t;a
’ˆzaðt
Þ dt 

Z 1
0
’ˆzaðt
ÞDXt;afn dt;
where bn ¼ pXn ðbÞ and rn is the horizontal lift of InðbnÞ satisfying
drnðsÞ ¼
Xd
a¼1
AaðrnÞ ’banðsÞ ds; rnð0Þ ¼ r0:
In view of the antisymmetry of Oaglb the second and third terms of this expression
vanish. By the construction of fn; we know that jn  DXt;afn ¼ 0: HenceZ
H
ðnÞ
e ðMÞ
DðnÞz ðf  #j2nÞ dnn
¼
Z
H
ðnÞ
e
ðf  #j2nÞ3InðbÞ 
X
a
Z 1
0
’zaðt
Þ ’banðtÞ dt 

Z 1
0
DXt;a
’ˆzaðt
Þ dt
" #
dmnðbÞ
¼
Z
H
ðnÞ
e ðMÞ
ðf  #j2nÞðsÞ 
X
a
Z 1
0
’zaðt
Þd½I
1n ðsÞaðtÞ 

Z 1
0
DXt;a
’ˆzaðt
Þ dt
" #
dnnðsÞ
¼
Z
M
ðnÞ
e
f ðsÞ 
X
a
Z 1
0
’zaðt
Þd½I
1n ðsÞaðtÞ 

Z 1
0
DXt;a
’ˆzaðt
Þ dt
" #
dnn;eðsÞ:
Finally, we obtain Z
M
ðnÞ
e
DðnÞz f dnn;e ¼
Z
M
ðnÞ
e
f dðnÞz dnn;e;
where dðnÞz is given by (3.3.2). &
We end this section with the following deﬁnition:
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Deﬁnition 3.3.3. Let zAL2ðWðMÞ; n; HÞ; we say a simple (adapted) vector ﬁeld if it
has the following form:
’zaðp; tÞ ¼
Xn
1
i¼0
f ai ðpÞ1½si ;siþ1ÞðtÞ; f ai AC1 ðresp: CsiÞ;
0 ¼ s0o?osn ¼ 1; a ¼ 1;y; d;
where Cs is the set of cylindrical functions on Cm0ð½0; s;MÞ; i.e.
Cs :¼ ff ðpÞ ¼ gðpðs1Þ;y; pðskÞÞ; gACNðMkÞ
for some partition Ps of ½0; sg:
The space of all simple (adapted) vector ﬁelds will be denoted by SðHÞ
(resp. AðHÞ).
4. The limit results
4.1. Limit theorems
Let us ﬁrst recall the limit theorem for Stratonovich stochastic differential
equation (cf. for example [18,24,27,28]).
Theorem 4.1.1. Let s :Rm/Rm 	 Rd and s0 :Rm/Rm be CNb functions. Let x0ARd
and P be a partition of ½0; 1: Furthermore let bn ¼ pXn ðbÞ and xn (resp. x) denote the
solution to the ODEs (resp. SDE):
’xnðsÞ ¼ sðxnðsÞÞ ’bnðsÞ þ s0ðxnðsÞÞ; xnð0Þ ¼ x0
and
dxðsÞ ¼ sðxðsÞÞ3dbðsÞ þ s0ðxðsÞÞ ds; xð0Þ ¼ x0:
Then for any pX2 and lAN; we have
lim
n
Em max
0psp1
jjDX ;lxnðsÞ 
 DX ;lxðsÞjjH#l
 p
¼ 0:
Applying this result to the SDE taking values in OðMÞ; we get
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Theorem 4.1.2. Let fACNðOðMÞÞ; then for any pX2 and lAN; we have
lim
n
Em max
0psp1
jjDX ;l f ðrnðsÞÞ 
 DX ;l f ðrðsÞÞjjH#l
 p
¼ 0;
where rn and r were defined as before.
Proof. By embedding OðMÞ into Rm for some mAN; and extending f to be a smooth
function on Rm with compact support, we have
DX f ðrnðsÞÞ 
 DX f ðrðsÞÞ ¼
Xm
i¼1
@if ðrnðsÞÞDX rinðsÞ 
 @if ðrðsÞÞDX riðsÞ:
The application of the above limit theorem gives the desired limit. Higher derivations
are estimated similarly. &
Corollary 4.1.3. For any pX2 and lAN; let fAC1; we have
In3pXn ðbÞ-IðbÞ; a:s: ð4:1:1Þ
lim
n
Em½jjDX ;l f ðIn3pXn ðbÞÞ 
 DX ;l f ðIðbÞÞjjH#l  p ¼ 0:
4.2. Integration by parts formula
Henceforth, without mention of the contrary, the constant C is independent of n;
whose values may change in different occasions.
Lemma 4.2.1. For any zAAðHÞ defined in Definition 3.3.3 and pX2; let P be a
partition which is finer than the one of the definition of z; then we have
Emn;e max
siptpsiþ1
jjDX ;l %zðtÞjjpH
 
pC;
Emn;e max
siptpsiþ1
jjDX ;l %zðtÞ 
 DX ;lzðtÞjjpH
 
pCðsiþ1 
 siÞp
for l ¼ 0; 1; 2:
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Proof. From (3.2.2), we have
DXt %zðtÞ ¼
Z siþ1
si
Gðt; sÞDXt fOaglbðrnðsÞÞ ’bgnðsÞ%zlðsÞ ’bbnðsÞg ds þ DXt zaðtÞ
¼
Z siþ1
si
Gðt; sÞDXt OaglbðrnðsÞ  ’bgnðsÞ%zlðsÞ ’bbnðsÞ ds
þ 1
Dis
Z siþ1
si
Gðt; sÞOaglbðrnðsÞÞ  eg1ðsi ;siþ1ðtÞ  %zlðsÞ ’bbnðsÞ ds
þ
Z siþ1
si
Gðt; sÞOaglbðrnðsÞÞ  ’bgnðsÞ  DXt %zlðsÞ  ’bbnðsÞ ds
þ 1
Dis
Z siþ1
si
Gðt; sÞOaglbðrnðsÞÞ ’bgnðsÞ%zlðsÞ  eb1ðsi ;siþ1ðtÞ ds þ DXt zðtÞ
:¼ I1 þ I2 þ I3 þ I4 þ I5:
Notice that
Em max
t
jjDXOðrnðtÞÞjjpH
 
oC;
Em max
t
jjDX zðtÞjjH
 p
p
Z 1
0
EmjjDX ’zðsÞjjpH dsoC:
From Lemma 3.2.1
Emn;e jjI1jjpHpEm j2njjDibjj2=Dis
Z siþ1
si
jjDXOðrnðsÞÞjjH  jj%zðsÞjj ds
 p
pCEm j2njjDibjj2 maxsipspsiþ1 ½jjD
XOðrnðsÞÞjjH  jj%zðsÞjj
 p
pC  jDisjp
and
Emn;e jjI2jjpHpEm j2nKOjj ’bnðsÞjj
Z siþ1
si
jj1ðsi ;siþ1ðÞjjH  jj%zðsÞjj ds
 p
pC  jDisjp:
Similarly, we have
Emn;e jjI3jjpHp12Emn;e maxsiptpsiþ1 jjD
X
%zðsÞjjH
 p
:
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Finally,
Emn;e max
siptpsiþ1
jjDX %zðtÞjjH
 p
p 1
2
Emn;e max
siptpsiþ1
jjDX %zðtÞjjH
 p
þCjDisjp
þ CEmn;e max
siptpsiþ1
jjDX zðtÞjjH
 p
þC
which implies the ﬁrst result. The second one can be obtained from the ﬁrst. &
Before discussing the convergence, we need the following deﬁnition.
Deﬁnition 4.2.2. For a function f deﬁned on M
ðnÞ
e ; we deﬁne its lift to path space as
follows:
f˜ðpÞ ¼ jnðpXn 3I
1ðpÞÞ  f ðIn3pXn 3I
1ðpÞÞ:
For a function f deﬁned on path space, we deﬁne its projection to M
ðnÞ
e as follows:
fnðsÞ :¼ Emðf 3IðxÞjpXn ðxÞ ¼ I
1n ðsÞÞ:
Remark 4.2.3. In general it is not true that pWn 3I ¼ In3pXn :
Concerning the divergence, we have the following result:
Theorem 4.2.4. For any zAAðHÞ; let P be a finer partition than the one in the
definition of z; then we have
*dðnÞz-dz :¼
Z 1
0
’zðsÞ þ 1
2
RiccirðsÞzðsÞ
 
dbðsÞ in L2ðWðMÞ; nÞ;
where *dðnÞz is the lift of dðnÞz (Definition 4.2.2).
Proof. According to the expression of dðnÞ; we just need to prove that
I1 :¼ Em jn
X
a
Z 1
0
’zanðs
Þ ’banðsÞ ds 

Z 1
0
’zðsÞ dbðsÞ


2
-0;
I2 :¼ Em jn
Z 1
0
DXs;a
’ˆzanðs
Þ ds 

Z 1
0
1
2
RiccirðsÞzðsÞ dbðsÞ
 2-0;
I3 :¼ Emð2jDðnÞz #jnj2Þ-0;
where zanðs
Þ ¼ zðs
Þ3In3pXn :
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I1 and I3 are easy to derive. As for I2; since ’z
a
nðsiÞAFXsi ; Dt;aDibb ¼ 1a¼b 
eb1ðsi ;siþ1ðtÞ and Oagla  0; we haveZ 1
0
DXs;a
’ˆzanðs
Þ ds
¼
Z 1
0
DXs;a ’z
a
nðs
Þ ds


Z 1
0
DXs;a
Z sþ
s

sþ 
 t
sþ 
 s
O
a
glbðrnðtÞÞ ’bgnðtÞ%zlnðtÞ ’bbnðtÞ dt
" #
ds


Z 1
0
DXs;a
Z s

0
OaglbðrnðtÞÞ ’bgnðtÞ%zlnðtÞ dt  ’bbnðs
Þ
 
ds
¼
Z 1
0
Z sþ
s

sþ 
 t
sþ 
 s
D
X
s;a½OaglbðrnðtÞÞ ’bgnðtÞ%zlnðtÞ ’bbnðtÞ dt
 !
ds: ð4:2:1Þ
Observe that
DXs;a½OaglbðrnðtÞÞ ’bgnðtÞ%zlnðtÞ ’bbnðtÞ
¼ DXs;a½OaglbðrnðtÞÞ ’bgnðtÞ%zlnðtÞ ’bbnðtÞ

 RicciblðrnðtÞÞ1ðt
;tþðsÞ%zlnðtÞ ’bbnðtÞ=Ds
þ OaglbðrnðtÞÞ ’bgnðtÞDXs;a½%zlnðtÞ ’bbnðtÞ: ð4:2:2Þ
The proof reduces to showing that
I21 :¼ Em jn
Z 1
0
Z sþ
s

sþ 
 t
sþ 
 s
D
X
s;a½OaglbðrnðtÞÞ ’bgnðtÞ%zlnðtÞ ’bbnðtÞ dt
 !
ds


2
-0;
I22 :¼ Em jn
Z 1
0
1
Ds
Z sþ
s

sþ 
 t
sþ 
 s
Ricci
b
lðrnðtÞÞ%zlnðtÞ ’bbnðtÞ dt
 !
ds



Z 1
0
1
2
RiccirðsÞðzðsÞÞ dbðsÞ

2
-0;
I23 :¼ Em jn
Z 1
0
Z sþ
s

sþ 
 t
sþ 
 s
O
a
glbðrnðtÞÞ ’bgnðtÞDXs;a½%zlnðtÞ ’bbnðtÞ dt
 !
ds


2
-0:
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By Ho¨lder inequality and Lemma 3.2.1 we have
I21pCEm
Z 1
0
1
Ds
Z sþ
s

jjDXs;aOa?ðrnðtÞÞjj2 dt
 !
ds
 !"

Z 1
0
Ds
Z sþ
s

j ’bnðtÞj4jjn %znðtÞj2 dt
 !
ds
 !#
pC Em
Z 1
0
1
Ds
Z sþ
s

jjDXs;aOa?ðrnðtÞÞjj2 dt
 !
ds
 !224 351=2: ð4:2:3Þ
Then the convergence in I21 follows from the fact that Oðrnðs
ÞÞAFs
 and
EmjjDXOðrnðtÞÞ 
 DXOðrnðsÞÞjj2pHpCjt 
 sjp: ð4:2:4Þ
Similarly, applying Lemma 4.2.1, we obtain I23-0: Using (4.2.4), Lemma 3.2.1
and the inequality EmjznðtÞ 
 znðsÞjppCjt 
 sjp; the convergence of I22 follows
from
Em
Z 1
0
1
2
Ricciblðrnðs
ÞÞzlnðs
Þ ’bbnðsÞ ds 

Z 1
0
1
2
RiccirðsÞzðsÞ dbðsÞ
 2
¼ Em
Z 1
0
1
2
½Riccirnðs
Þznðs
Þ 
RiccirðsÞzðsÞ dbðsÞ
 2-0: &
With respect to the gradient, we have the following convergence result:
Theorem 4.2.5. For any zASðHÞ and fAC1 we have
EnjD˜ðnÞz f 
 Dzf j-0:
Proof. Denote m ¼ jP1j: Let f˜ be the lift of f to ½OðMÞm; namely
f˜ðrpðs1Þ;y; rpðsmÞÞ ¼ f ðpðrpðs1ÞÞ;y; pðrpðsmÞÞÞ:
We deﬁne
f˜iðrÞ :¼ f˜ðrpðs1Þ;y; rpðsi
1Þ; r; rpðsiþ1Þ;y; rpðsmÞÞ:
Then,
ðDzf ÞðpÞ ¼
X
a
Xm
i¼1
zaðsiÞ/@if ; rpðsiÞeaS ¼
X
a
Xm
i¼1
zaðsiÞ½Aa f˜iðrpÞ;
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ðDðnÞz f ÞðvÞ ¼
X
a
Xm
i¼1
zaðsiÞ/@if ; rsvðsiÞeaS ¼
X
a
Xm
i¼1
zaðsiÞ½Aaf˜iðrsvÞ:
Hence
EnjD˜ðnÞz f 
 Dzf j
p
X
a
Xm
i¼1
EmjjnzaðIn3pXn ðbÞ; siÞ½Aaf˜iðrIn3pXn ðbÞÞ 
 zaðIðbÞ; siÞ½Aaf˜iðrIðbÞÞj
pCf
X
a
Xm
i¼1
EmjjnzaðIn3pXn ðbÞ; siÞ 
 zaðIðbÞ; siÞj
þ
X
a
Xm
i¼1
EmjzaðIðbÞ; siÞf½Aaf˜iðrIn3pXn ðbÞÞ 
 ½Aa f˜iðrIðbÞÞgj:
Since In3pXn ðbÞ converges to IðbÞ a.s., the result follows. &
The integration by parts on the path space (cf. [2,4,8,11,14,15] and [17,32] in the
ﬂat case) is a consequence of Theorems 4.2.4 and 4.2.5.
Theorem 4.2.6. For any cylindrical function fAC1 and adapted vector
zAL2ðWðMÞ; n; HÞ; we have
EnðDz f Þ ¼ Enðf dðzÞÞ;
where dðzÞ is defined in Theorem 4.2.4.
Proof. The density of AðHÞ in adapted vector ﬁeld gives this identity by Theorems
4.2.4 and 4.2.5. &
4.3. Intertwinning formula
In this section we prove the intertwinning formula for the gradient (cf. (2.0.1)) by
ﬁnite dimensional approximation.
Lemma 4.3.1. For any zAAðHÞ; set %znðb; sÞ ¼ jn  %zðIn3pXn ðbÞ; sÞ; where %z is defined
by (3.2.1). Then we have
sup
t
Z t
0
OrnðsÞð ’bnðsÞ; %znðsÞÞ ds 

Z t
0
OrnðsÞð ’bnðsÞ; zðsÞÞ ds
  
D2
1
ðX Þ
-0;
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sup
t
Z t
0
OrnðsÞð ’bnðsÞ; zðsÞÞ ds 

Z t
0
OrðsÞð ’bnðsÞ; zðsÞÞ ds
  
D2
1
ðXÞ
-0;
sup
t
Z t
0
OrðsÞð ’bnðsÞ; zðsÞÞ ds 

Z t
0
OrðsÞð3dbðsÞ; zðsÞÞ
  
D2
1
ðXÞ
-0:
Proof. We only prove the ﬁrst limit, the others being analogous. According to
formula (3.3.4), we haveZ t
0
OaglbðrnðsÞÞ  ’bgnðsÞ  ½%zlnðsÞ 
 zlðsÞ ds
¼
Z t
0
1
Ds
Z sþ
s

OaglbðrnðtÞÞ  ½%zlnðtÞ 
 zlðtÞ dt
 !
dbgðsÞ
þ
X
g
Z t
0
1
Ds
Z sþ
s

DXs;gO
a
glbðrðtÞÞ  ½%zlnðtÞ 
 zlðtÞ dt
 !
ds
þ
X
g
Z t
0
1
Ds
Z sþ
s

OaglbðrðtÞÞ  DXs;g½%zlnðtÞ 
 zlðtÞ dt
 !
ds:
By Lemmas 3.2.1 and 4.2.1 the second and third terms converge to zero in L2m: On the
other hand, by the energy equality for the Skorohod integral, the L2m norm of the ﬁrst
term is estimated by
C
Z 1
0
1
Ds
Z sþ
s

Ej%znðtÞ 
 zðtÞj2 dt
 !
ds
þ C
Z 1
0
Z 1
0
1
Ds
Z sþ
s

EjDXt ½%znðtÞ 
 zðtÞj2 dt
 !
dt ds-0: &
Theorem 4.3.2. For any vector field zAAðHÞ and fAC1; we have
ðDzf Þ3I ¼ DXxzðf 3IÞ :¼
Z 1
0
DXt;aðf 3IÞ½’zaðtÞ dt
 ðrzÞab3dbbðtÞ;
where xz and rz are defined by
dxz ¼ dz 
 rz3db;
drz ¼ Oð3db; zÞ:
(
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Proof. We divide the proof in several steps.
Step 1: By the intertwinning formula (3.2.4) and Theorem 4.2.5, we need to prove
that
EmjjnDXzˆ fn 
 DXxzðf 3IÞj2-0;
where fn ¼ f 3In3pXn :
Notice that
DXzˆ fn ¼
Z 1
0
DXt fn ’zðt
Þ 

Z tþ
t

tþ 
 s
tþ 
 t
 OrnðsÞð
’bnðsÞ; %zðsÞÞ ’bnðsÞ ds
"


Z t

0
OrnðsÞð ’bnðsÞ; %zðsÞÞ ds  ’bnðt
Þ
#
dt
:¼ I1 
 I2 
 I3:
Since In3pXn-I ;
Em jnI1 

Z 1
0
DXt;a f ’z
aðtÞ dt
 2-0
and it is sufﬁcient to prove that
Em jnðI2 þ I3Þ 

Z 1
0
DXt;a f
Z t
0
Oð3db; zÞ
 
dt
 2-0:
Step 2: By Lemma 3.2.1, we have
EmjjnI2j2p
Z 1
0
Em jjnDXt fnj
Z tþ
t

jj%znðsÞjj ds
 !
KOjj ’bnðtÞjj2
" #2
dt;
pC:
On the other hand,
R 1
0 E
mjjnDXt fn 
 DXt f jpdt-0; maxs Emjjnð%znðsÞ 
 zðsÞÞjp-0 and
maxs E
mjOrnðsÞðsÞ 
 OrðsÞjp-0; therefore
Em jnI2 

Z 1
0
DXt f
Z tþ
t

tþ 
 s
tþ 
 t
OrðsÞð
’bnðsÞ; zðb; sÞÞ ds
 !
’bnðtÞ dt


2
-0: ð4:3:1Þ
Step 3: We consider the following antisymmetric matrix valued process:
½QðnÞrn;zðtÞab :¼
Z t
0
OaglbðrnðsÞÞ  ’bgnðsÞ  zlðsÞ ds:
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Notice that ½QðnÞrn;zðtÞab is not adapted, although ½QðnÞrn;zðt
ÞabAFt
 :
We have
Em jnI3 

Z 1
0
DXt fQ
ðnÞ
r;z ðt
Þ ’bnðtÞ dt
 2
pEm jn
Z 1
0
½DXt fn 
 DXt f QðnÞrn;%znðt
Þ ’bnðtÞ dt
 2
þ Em jn
Z 1
0
DXt f ½QðnÞrn;%znðt
Þ 
 QðnÞrn;zðt
Þ ’bnðtÞ dt
 2
þ Em jn
Z 1
0
DXt f ½QðnÞrn;zðt
Þ 
 QðnÞr;z ðt
Þ ’bnðtÞ dt
 2
þ Em ðjn 
 1Þ
Z 1
0
DXt fQ
ðnÞ
r;z ðt
Þ ’bnðtÞ dt
 2: ð4:3:2Þ
The second term of this sum, for instance, by formula (3.3.4), is equal toZ 1
0
DXt f Q
ðnÞ
rn;jn %zn
ðt
Þ 
 QðnÞrn;jnzðt

Þ
h i
’bnðtÞ dt
¼
Z 1
0
1
Dt
Z tþ
t

DXt;a f Q
ðnÞ
rn;jn %zn
ðt
Þ 
 QðnÞrn;jnzðt
Þ
h ia
b
dt
 !
dbbðtÞ
þ
X
b
Z 1
0
1
Dt
Z tþ
t

DXt;b D
X
t;a f Q
ðnÞ
rn;jn %zn
ðt
Þ
h 

 QðnÞrn;jnzðt

Þ
ia
b

dt
!
dt: ð4:3:3Þ
Using the antisymmetry of Q and the fact that DXt;b½QðnÞrn;%znðt
Þ 
 Q
ðnÞ
rn;zðt
Þ ¼ 0; we
ﬁnd that this last term is equal to zero. The other, by the energy equality of
Skorohod integral, has L2m norm bounded byZ 1
0
X
b
Em
1
Dt
Z tþ
t

DXt;a f Q
ðnÞ
rn;jn %zn
ðt
Þ 
 QðnÞrn;jnzðt
Þ
h ia
b
dt


2
dt
þ
Z 1
0
Z 1
0
X
b;g
1
Dt
Z tþ
t

E DXr;g D
X
t;a f Q
ðnÞ
rn;jn %zn
ðt
Þ
h
 

 QðnÞrn;jnzðt
Þ
ia
b
2 dt
!
dr dt:
which tends to zero by Lemma 4.3.1.
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Step 4: Now we prove the following convergence:
Em
Z 1
0
DXt f
Z tþ
t

tþ 
 s
tþ 
 t
 OrðsÞð
’bnðsÞ; zðsÞÞ ds
 


Z t
t

OrðsÞð ’bnðsÞ; zðsÞÞ ds
!
’bnðtÞ dt

2
-0: ð4:3:4Þ
Since
EjjOrðsÞ 
 OrðtÞjjppCjt 
 sjp=2;
EjjzðsÞ 
 zðtÞjjppCjt 
 sjp=2;
we just need to prove that
Em
Z 1
0
DXt f
Z tþ
t

tþ 
 s
tþ 
 t
 Orðt
Þð
’bnðsÞ; zðt
ÞÞ ds
 


Z t
t

Orðt
Þð ’bnðsÞ; zðt
ÞÞ ds
!
’bnðtÞ dt

2
¼ Em
Z 1
0
DXt f
1
2

 t
 t


tþ 
 t

 
Orðt
ÞðDbðtÞ; zðt
ÞÞ ’bnðtÞ dt
 2
-0:
Once again using formula (3.3.4), we have
Z 1
0
DXt f
1
2

 t
 t


tþ 
 t

 
Orðt
ÞðDbðtÞ; zðt
ÞÞ ’bnðtÞ dt
¼
Z 1
0
1
Dt
Z tþ
t

DXt f
1
2

 t
 t


tþ 
 t

 
dt
 !
Orðt
ÞðDbðtÞ; zðt
ÞÞ dbðtÞ
þ
X
b
Z 1
0
1
Dt
Z tþ
t

DXt;bfDXt;a f ½Or ðt
ÞðDbðtÞ; zðt
ÞÞabg
 
1
2

 t
 t


tþ 
 t

 
dt
!
dt:
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The convergence follows from the energy equality for anticipative integrals, the
explicit expression
DXt;bfDXt;a f ½Orðt
ÞðDbðtÞ; zðt
ÞÞabg
¼ fDXt;bDXt;a f g½Orðt
ÞðDbðtÞ; zðt
ÞÞab
þ DXt;a fOaglbðrðt
ÞÞ  1b¼geg1ðtþ;t
ÞðtÞ  zlðt
Þ;
and the antisymmetry property of the curvature tensor.
Step 5: Combining (4.3.1)–(4.3.4), the expression remaining to deal with is
Em
Z 1
0
DXt f
Z t
0
OrðsÞð ’bnðsÞ; zðsÞÞ ds
 
’bnðtÞ dt



Z 1
0
DXt f
Z t
0
OrðsÞð3dbðsÞ; zðsÞÞ
 
3dbðtÞ

2
pEm
Z 1
0
DXt f
Z t
0
OrðsÞð ’bnðsÞ; zðsÞÞ ds 

Z t
0
OrðsÞð3dbðsÞ; zðsÞÞ
 
’bnðtÞ dt
 2
þ Em
Z 1
0
DXt f
Z t
0
OrðsÞð3dbðsÞ; zðsÞÞ
 
½ ’bnðtÞdt
 3dbðtÞ
 2:
The convergence of the second term follows directly from the deﬁnition of the
Stratonovich integral. The convergence of the ﬁrst is a consequence of Lemma 4.3.1
as in estimation (4.3.3). &
As a direct conclusion of this theorem, we also obtain the formula for the
derivation of the parallel transport on the path space (cf. [23] and [11, p. 321;
7, p. 144]).
Theorem 4.3.3. For fixed t0A½0; 1 and denoting FðpÞ ¼ tpt0’0r0; the derivative of F
can be expressed in the parallelism of OðMÞ as
/DZF; yS ¼ zðt0Þ;
/DZF;oS ¼
Z t0
0
Oðz; 3dxÞ;
where zAAðHÞ:
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5. Ornstein–Ulhenbeck operators
5.1. Convergence of the operators
We deﬁne a Dirichlet form (cf. [16,21]) ðEðnÞ;CNr ðMðnÞe ÞÞ on the Hilbert space
L2ðMðnÞe ; dnn;eÞ as follows:
EðnÞðf ; gÞ :¼
Z
M
ðnÞ
e
X
a
Z 1
0
DðnÞt;af  DðnÞt;ag dt
 !
dnn;e; for f ; gACNr ðMðnÞe Þ:
Its generator LðnÞ has the following expressions:
Theorem 5.1.1. For any fACNr ðMðnÞe Þ; we have
LðnÞf ¼ dðnÞDðnÞf ¼
X
a;i;j
si4sjDðnÞzi;aD
ðnÞ
zj;a
f 

X
a;i;j
si4sjdðnÞðzi;aÞDðnÞzj;af
¼
X
a;i
D
ðnÞ
hi;a
D
ðnÞ
hi;a
f 

X
a;i
dðnÞðhi;aÞDðnÞhi;a f ;
where
’zi;a :¼ 1Di
1s1½si
1;siÞ 

1
Dis
1½si ;siþ1Þ
 
ea; i ¼ 1;y; n 
 1;
’zn;a :¼ e
a
1
 sn
11½sn
1;1Þ;
’hi;a :¼ e
aﬃﬃﬃﬃﬃﬃ
Dis
p 1½si ;siþ1Þ; i ¼ 0;y; n 
 1:
Proof. By Cruzeiro and Malliavin [9], we know that
DðnÞt;af ¼
Xn
i¼1
1tosi D
ðnÞ
zi;a
f :
Therefore
EðnÞðf ; gÞ ¼
Z
M
ðnÞ
e
X
a;i;j
si4sjDðnÞzi;a fD
ðnÞ
zj;a
gdnn;e
¼
X
a;i;j
si4sj
Z
M
ðnÞ
e
DðnÞzj;aðgDðnÞzi;a f Þ 
 gDðnÞzj;aDðnÞzi;a fdnn;e
¼
X
a;i;j
si4sj
Z
M
ðnÞ
e
g dðnÞðzj;aÞDðnÞzi;a f 
 DðnÞzj;aDðnÞzi;a f
h i
dnn;e;
which gives the ﬁrst result. Direct calculation yields the second result. &
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Remark 5.1.2. In particular we ﬁnd that for any r > 1; there exists a constant Cr
independent of the partition P such that
sup
i
Z
M
ðnÞ
e
jdðnÞðhi;aÞjr dnn;eoCr:
The following convergence result for the Ornstein–Ulhenbeck operators holds:
Theorem 5.1.3. For any cylindrical function fAC1; we have
L˜ðnÞf-Lf in L2ðWðMÞ; nÞ:
Proof. Since (cf. [19])
Lf ¼
X
a
Xm
i;j¼1
si4sjDzi;aDzj;a f 

X
a;i;j
si4sjdðzi;aÞDzj;a f ; m ¼ jP0j
we need to prove that
EnjjnDðnÞzi;aDðnÞzj;a f 
 Dzi;aDzj;a f j2-0; ð5:1:1Þ
EnjjndðnÞðzi;aÞDðnÞzj;a f 
 dðzi;aÞDzj;a f j2-0: ð5:1:2Þ
We shall use u; v to replace the zi;a; zj;a in order to simplify the notation. Let f˜ be
the lift of f to ½OðMÞm; namely
f˜ðrpðs1Þ;y; rpðsmÞÞ ¼ f ðpðrpðs1ÞÞ;y; pðrpðsmÞÞÞ
and deﬁne
f˜ij :¼ f˜ðrpðs1Þ;y; rpðsi
1Þ; r;y; r; rpðsjþ1Þ;y; rpðsmÞÞ:
If i ¼ j; we denote f˜ii by f˜i: Then,
DðnÞu f ¼
X
a
Xm
i¼1
uaðsiÞ/@if ; rsvðsiÞeaS ¼
Xm
i¼1
uaðsiÞ½Aa f˜iðrsvÞ:
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By Theorem 3.2.3, we have
DðnÞv D
ðnÞ
u f
¼
Xm
i¼1
uaðsiÞDðnÞv ½Aaf˜iðrsvÞ
¼
Xm
i;j¼1;iaj
uaðsiÞvbðsjÞ½AbAaf˜ijðrsvÞ þ
Xm
i¼1
uaðsiÞvbðsiÞ½AbAaf˜iðrsvÞ

þ uaðsiÞ
Z si
0
%vbðsÞOgbldðrsvðsÞÞ ’blvðsÞ ds
 
½@qgdAa f˜iðrsvÞ

:
Similarly, we also have
DvDuf
¼
Xm
i¼1
uaðsiÞDv½Aaf˜iðrpÞ
¼
Xm
i;j¼1;iaj
uaðsiÞvbðsjÞ½AbAa f˜ijðrpÞ þ
Xm
i¼1
uaðsiÞvbðsiÞ½AbAaf˜iðrpÞ

þ uaðsiÞ
Z si
0
vbðsÞOgbldðrpðsÞÞ3dblðsÞ
 
½@qgdAaf˜iðrpÞ

:
From Lemma 3.2.1 and the convergence rn-rb we deduce
EmjjnuanðsiÞvbnðsjÞ½AbAa f˜ij ðrnÞ 
 uaðsiÞvbðsjÞ½AbAa f˜ijðrbÞj2-0;
EmjjnuanðsjÞvbnðsiÞ½AbAa f˜iðrnÞ 
 uaðsjÞvbðsiÞ½AbAa f˜iðrbÞj2-0;
Em jnu
a
nðsjÞ
Z si
0
%vbnðsÞOgblaðrnðsÞÞ ’blnðsÞ ds
 
½@qgdAa f˜iðrnÞ


 uaðsjÞ
Z si
0
vbðsÞOgbldðrbðsÞÞ3dblðsÞ
 
½@qgdAaf˜iðrbÞ
2-0;
where unðsiÞ ¼ uðsiÞ3In3pXn and vnðsiÞ ¼ vðsiÞ3In3pXn ; which proves the ﬁrst limit
(5.1.1). Second (5.1.2) is a direct conclusion of Theorems 4.2.4 and 4.2.5. &
5.2. Convergence of the Ornstein–Ulhenbeck process and semigroup
By Theorem 5.1.1 ðEðnÞ;CNr ðMðnÞe ÞÞ is closable. Its closure will be denoted by
ðEðnÞ;DðEðnÞÞÞ: Then we have
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Proposition 5.2.1. ðEðnÞ;DðEðnÞÞÞ is a regular Dirichlet form with local property in the
sense of Fukushima [16].
Proof. Its local property is easily deduced from the deﬁnition. We only need to prove
the regularity of ðEðnÞ;DðEðnÞÞÞ; namely that CN0 ðMðnÞe Þ is dense in DðEðnÞÞ: We can
construct a family functions fdAC
N
0 ðMðnÞe Þ; 0odoe such that
fdðvÞ ¼ 1; vAMðnÞd ;
fdðvÞ ¼ 0; veMðnÞe ;
EðnÞðfd;fdÞ-0; d-e:
8>><>:
In fact, we may construct fd according to (3.3.1), and we have
nn;eðMðnÞe \MðnÞd Þ ¼
Z
H
ðnÞ
e \H
ðnÞ
d
j2n dmn
¼
Z
HðnÞ
Yn
i¼1
1ð0;erÞðDibÞ 

Yn
i¼1
1ð0;drÞðDibÞ
" #
j2n dmn
pCn
Z
R
j1ð0;erÞðxÞ 
 1ð0;drÞðxÞjc2e ðxÞ dm1ðxÞ
pCn
Z e
d
c2e ðxÞ dx
¼ oððe
 dÞ2Þ:
The functions fd have the required properties.
Now for any fACNr ðMðnÞe Þ; we set fd ¼ f  fd: Then fdACN0 ðMðnÞe Þ and
EðnÞðfd 
 f ; fd 
 f Þ
¼
Z
M
ðnÞ
e
X
a
Z 1
0
jfd  DðnÞt;a f 
 DðnÞt;a f þ fDðnÞt;afdj2dt
 !
dnn;e
p
Z
M
ðnÞ
e
jfd 
 1j2
X
a
Z 1
0
jDðnÞt;a f j2dt
 !
dnn;e
þ Cf
Z
M
ðnÞ
e
X
a
Z 1
0
jDðnÞt;afdj2dt
 !
dnn;e-0: &
Since Emjf˜n3I j2 ¼ Emðjfn3In3pXn j2jjn3pXn j2Þ ¼ Emnðjfn3Inj2j2nÞ ¼ Emne ðjfn3Inj2Þ; we can
regard L2ðMne ; nneÞ as a subspace of L2ðWðMÞ; nÞ:
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For aAð0;NÞ; let
Gaf :¼ ða
 LÞ
1 f ¼
Z N
0
e
ða
LÞt f dt; fAL2ðWðMÞ; nÞ;
i.e. ðGaÞa>0 is the resolvent associated with Dirichlet form ðE;DðEÞÞ; and let ðGðnÞa Þa>0
be the corresponding object relative to ðEðnÞ;DðEðnÞÞÞ on L2ðMðnÞe ; nn;eÞ:
Theorem 5.2.2. Let gnAL2ðMðnÞe ; nn;eÞ be such that *gn-w: g in L2ðWðMÞ; nÞ: Then for
any a > 0; we have
G˜ðnÞa gn-
w:
Gag in L
2ðWðMÞ; nÞ:
Proof. Let
Ea :¼ Eþ að; ÞL2ðWðMÞÞ
EðnÞa :¼ EðnÞ þ að; ÞL2ðMðnÞe Þ:
We prove that
EaðG˜ðnÞa gn; f Þ-EaðGag; f Þ; for any cylindrical function f : ð5:2:1Þ
First we notice that
EaðG˜ðnÞa gn; f Þ 
 EðnÞa ðGðnÞa gn; f Þ
¼ EðG˜ðnÞa gn; f Þ 
 EðnÞðGðnÞa gn; f Þ þ a½ðG˜ðnÞa gn; f ÞL2ðWðMÞÞ 
 ðGðnÞa gn; f ÞL2ðMðnÞe Þ:
The second term tends clearly to zero. The ﬁrst one is equal to
EnðG˜ðnÞa gn  Lf Þ 
 Enn;eðGðnÞa gn  LðnÞ f Þ
pEnjG˜ðnÞa gnj2  EnjLf 
 L˜ðnÞ f j2
¼ Enn;e jGðnÞa gnj2  EnjLf 
 L˜ðnÞ f j2
p 1
a2
Enn;e jgnj2  EnjLf 
 L˜ðnÞ f j2
¼ 1
a2
Enj *gnj2  EnjLf 
 L˜ðnÞ f j2
pCa  EnjLf 
 L˜ðnÞ f j2
-0;
where Ca ¼ 1a2 supn Enj *gnj2oN:
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On the other hand,
EðnÞa ðGðnÞa gn; f Þ 
 EaðGag; f Þ
¼ ðgn; f ÞL2ðMne Þ 
 ðg; f ÞL2ðW ðMÞÞ
¼ ð *gn; #jnfnÞL2ðWðMÞÞ 
 ðg; f ÞL2ðW ðMÞÞ
¼ ð *gn; #jnfn 
 f ÞL2ðW ðMÞÞ þ ð *gn 
 g; f ÞL2ðWðMÞÞ
-0:
Thus we prove (5.2.1). Now for any fAL2ðWðMÞ; nÞ; we take a family of cylindrical
functions fm such that
Enjða
 LÞfm 
 f j2-0:
Then
ðG˜ðnÞa gn 
 Gag; f Þ
¼ ðG˜ðnÞa gn 
 Gag; f 
 ða
 LÞfmÞ þ ðG˜ðnÞa gn 
 Gag; ða
 LÞfmÞ
¼ ðG˜ðnÞa gn 
 Gag; f 
 ða
 LÞfmÞ þ EaðG˜ðnÞa gn 
 Gag; fmÞ
pCa  Enjða
 LÞfm 
 f j2 þ EaðG˜ðnÞa gn 
 Gag; fmÞ
and letting ﬁrst n-N; then m-N; we ﬁnish the proof. &
Let pnt be the M
ðnÞ
e valued diffusion process associated with L
ðnÞ:
Lemma 5.2.3. For any rX1; we have
Enn;eðdðpnt ðsiÞ; pnt0 ðsjÞÞ2rÞpCrðjt 
 t0jr þ jsi 
 sjjrÞ:
Proof. First of all, we observe thatZ
M
ðnÞ
e
dðsðsiÞ; sðsjÞÞ2r dnn;eðsÞ
¼
Z
H
ðnÞ
e ðMÞ
dðsðsiÞ; sðsjÞÞ2rj2n dnnðsÞ
p
Z
HðnÞðMÞ
dðsðsiÞ; sðsjÞÞ2r dnnðsÞ
¼
Z
HðnÞ
jjbðsiÞ 
 bðsjÞjj2r dmnðbÞ
pCrjsi 
 sjjr:
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On the other hand, and similar to [19] we have
Enn;eðdðpnt ðsiÞ; pnt0 ðsiÞÞ2rÞpCrjt 
 t0jr:
Combining these two estimations gives the result. &
Let M be embedded in Rd0 for some d0AN: Set E1 ¼ Cm0ð½0; 1;Rd0Þ endowed with
the uniform norm jjpjjE1 :¼ maxtA½0;1 jjpðtÞjjRd0 : We consider the separable Fre´chet
space W1 ¼ Cð½0;NÞ;E1Þ which is endowed with the quasi-norm
jjpjjW1 :¼
XN
k¼1
2
k sup
0ptpk
jjpðtÞjjE141
 
:
Set
p˜nðt; sÞ :¼ s 
 s


sþ 
 s
 ðp
nðt; sþÞ 
 pnðt; s
ÞÞ þ pnðt; s
Þ:
Then from Lemma 5.2.3, we know that for any r > 1;
Enn;eðjjp˜nt ðsÞ 
 p˜nt0 ðs0ÞjjRd0 Þ2rÞpCrðjt 
 t0jr þ js 
 s0jrÞ: ð5:2:2Þ
Let kn be the law of the diffusion process fp˜nt gtX0 in W1: Then we have
Theorem 5.2.4. The sequence fkngnAN converges weakly to a probability measure k on
W1 which concentrates on W
o
1 :¼ Cð½0;þNÞ;WðMÞÞ; and k is a diffusion measure
generated by L: That is
Ekðf ð0Þðp0Þf ð1Þðpt1Þ?f ðmÞðpt1þ?þtmÞÞ
¼ Enðf ð0Þet1Lðf ð1Þet2Lðf ð2Þ?etmLðf ðmÞÞÞÞ?Þ ð5:2:3Þ
for any f ð0Þ; f ð1Þ;y; f ðmÞACbðWðMÞÞ and t1;y; tmX0:
Proof. From (5.2.2) and
sup
n
Eknðjjp0jjE1Þ ¼ sup
n
Enn;eðjjsvjjE1ÞoN
we deduce that fkngnAN is tight (for example, [18, p. 17]). Then every subsequence of
fkngnAN has an accumulation point k: Let knk (still denoted by kn) converge weakly
to k: If we prove that kðWo1Þ ¼ 1 and satisﬁes (5.2.3), this shows that all the
accumulation points coincide, and therefore fkngnAN converges weakly.
As fkngnAN converges weakly to k; there exists a probability space ðO;F;PÞ
and a family of two-parameter continuous processes pˆnt ðsÞ and pˆtðsÞ with values in
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Rd0 such that
fpˆnt ðsÞg0psp1;tX0 and fp˜nt ðsÞg0psp1;tX0 have the same law for every n
P lim
n
max
0psp1;0ptpT
jjpˆnt ðsÞ 
 pˆtðsÞjjRd0 ¼ 0; 8T > 0
 
¼ 1:
It is clear that the law of fpˆtgtX0 in W1 is given by k:
In the following we will omit the index 4: We have the following claim:
PðptðsÞAM for every tX0 and 0psp1Þ ¼ 1;
this means that kðWo1Þ ¼ 1: In fact it is enough to prove that PðptðsÞAMÞ ¼ 1 for
every tX0 and sAP by continuity. But by Fatou lemma
PðptðsÞAMÞ ¼P lim
n
pnt ðsÞAM
" #
p inf lim
n
Pðpnt ðsÞAMÞ ¼ inf limn k
nðp˜nt ðsÞAMÞ ¼ 1:
Without loss of generality, we assume that m ¼ 2: Note that
EPðf ð0Þn ðpn0Þf ð1Þn ðpnt1Þf ð2Þn ðpnt1þt2ÞÞ ¼ Enn;eðf ð0Þn  et1L
ðnÞ ðf ð1Þn  et2L
ðnÞ ðf ð2Þn ÞÞÞ;
where f
ð0Þ
n ; f
ð1Þ
n ; f
ð2Þ
n are the projections of f
ð0Þ; f ð1Þ; f ð2Þ:
Integrating both sides w.r.t. e
ða1t1þa2t2Þdt1dt2 over ½0;NÞ2 we have
Z N
0
Z N
0
EPðf ð0Þn ðpn0Þf ð1Þn ðpnt1Þf ð2Þn ðpnt1þt2ÞÞe
ða1t1þa2t2Þ dt1 dt2
¼ Enn;eðf ð0Þn GðnÞa1 ðf ð1Þn GðnÞa2 ðf ð2Þn ÞÞÞ: ð5:2:4Þ
By Theorem 5.2.2, the right hand side converges to
Enðf ð0ÞGa1ðf ð1ÞGa2ðf ð2ÞÞÞÞ
¼
Z N
0
Z N
0
Enðf ð0Þet1Lðf ð1Þet2Lðf ð2ÞÞÞÞe
ða1t1þa2t2Þ dt1 dt2:
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In fact, for any gAL2ðWðMÞ; nÞ; we have
Enðg gf ð1Þn GðnÞa2 ðf ð2Þn ÞÞ 
 Enðgf ð1ÞGa2ðf ð2ÞÞÞ
¼ Enðgðf ð1Þn 
 f ð1ÞÞG˜ðnÞa2 ðf ð2Þn ÞÞ þ Enðgf ð1Þ½G˜ðnÞa2 ðf ð2Þn Þ 
 Ga2ðf ð2ÞÞÞ
pCa2  Enjgðf ð1Þn 
 f ð1ÞÞ1HðnÞe ðp
X
n 3I

1Þj2
þ Enðgf ð1Þ½G˜ðnÞa2 ðf ð2Þn Þ 
 Ga2ðf ð2ÞÞÞ
-0;
i.e.
g
f
ð1Þ
n G
ðnÞ
a2 ðf ð2Þn Þ converges weakly to f ð1ÞGa2ðf ð2ÞÞ:
On the other hand, by the dominated convergence theorem, the left-hand side of
(5.2.4) converges to
Z N
0
Z N
0
EPðf ð0Þðp0Þf ð1Þðpt1Þf ð2Þðpt1þt2ÞÞe
ða1t1þa2t2Þ dt1 dt2:
Finally, the uniqueness of Laplace transform yields the assertion. &
Applying Theorem 5.2.4, we obtain the following convergence of the semigroup
T
ðnÞ
t :¼ e
tLðnÞ :
Theorem 5.2.5. For any gACbðWðMÞÞ; let gn be the projection of g (see Definition
4.2.2). Then for any t > 0; we have
T˜
ðnÞ
t gn -
w:
Ttg in L
2ðWðMÞ; nÞ;
where Tt :¼ e
tL:
Proof. Following the notation of the previous theorem’s proof, for any fAC1; we
have
EnðT˜ðnÞt gn  f Þ 
 EnðTtg  f Þ
pEnðT˜ðnÞt gn  f˜nÞ 
 EnðTtg  f Þ þ EnðT˜ðnÞt gn  ðf 
 f˜nÞÞ;
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where fn is the projection of f : The second term clearly converges to zero. By
Theorem 5.2.4 the ﬁrst is equal to
Enn;eðT ðnÞt gn  fnÞ 
 EnðTtg  f Þ
¼ EPðgnðpnt Þfnðpn0ÞÞ 
 EPðgðptÞ  f ðp0ÞÞ
¼ EPð½gnðpnt Þ 
 gðpnt Þfnðpn0ÞÞ þ EPðgðpnt Þ½fnðpn0Þ 
 f ðpn0ÞÞ
þ EPðgðpnt Þ½f ðpn0Þ 
 f ðp0ÞÞ þ EPð½gðpnt Þ 
 gðptÞ  f ðp0ÞÞ:
The convergence of the last two terms follows from the a.s. convergence of pnt to pt
and the dominated convergence theorem. As for the ﬁrst, since nn;e is the invariant
measure of pnt ; it is estimated by
CEPjgnðpnt Þ 
 gðpnt Þj
¼ CEnn;e jgnðsvÞ 
 gðsvÞj
¼ CEmðj2njgn3In3pXn 
 g3In3pXn jÞ
pCEmðj2njg3I 
 g3In3pXn jÞ
-0:
The second is similar. &
6. The lifted process
In this section we construct the lifting of the Ornstein–Uhlenbeck process to the
frame bundle. As in [9] we shall realized this frame as the space of measurable maps
from ½0; 1 to OðdÞ; which can be identiﬁed with the group of unitary transformations
of the Cameron–Martin space which commute with the orthogonal projections
deﬁned by the conditional expectations with respect to the Itoˆ ﬁltration (‘‘adapted’’
frame bundle). The corresponding Lie algebra may be identiﬁed with the space of
measurable maps from ½0; 1 to soðdÞ:
6.1. Lifted process on finite dimensional frame bundle
We consider the orthogonal basis of HðnÞ deﬁned in Theorem 5.1.1, and the
corresponding parallelized vector ﬁelds Hi;aðv; sÞ ¼ tsvs’0hi;a:
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We denote by Bi;a the horizontal lift of Hi;a through the Markovian connection
rðnÞ (cf. [18,20]). Let
D
OðMðnÞe Þ :¼ 

X
a;i
Bi;aBi;a þ
X
a;i
dðnÞðHi;aÞ  Bi;a:
Then D
OðMðnÞe Þ is the lift of L
ðnÞ to the frame bundle, namely:
Theorem 6.1.1. For any fACNðMðnÞe Þ; we have
D
OðMðnÞe Þðf 3pÞ ¼ ðL
ðnÞf Þ3p:
Here p is the bundle projection.
Proof. It is a direct consequence of the identity Bi;aðf 3pÞ ¼ ðHi;af Þ3p: &
For any vector ﬁeld Z on M
ðnÞ
e ; we use FZ to denote its scalarization, i.e.
FZðrÞ ¼ r
1ðZÞAHðnÞ:
Theorem 6.1.2. The following commutation relation holds:
D
OðMðnÞe ÞFZ ¼ FDðnÞZ;
where
DðnÞZ :¼
X
a;i
rðnÞhi;ar
ðnÞ
hi;a
Z þ dðnÞðhi;aÞrðnÞhi;aZ:
Proof. It is deduced from Bi;aFZ ¼ FrðnÞ
hi;a
Z
: &
Now we deﬁne a Dirichlet form as follows:
E
ðnÞ
H ðZ1;Z2Þ ¼ Enn;e
X
a;i
/rðnÞhi;aZ1;r
ðnÞ
hi;a
Z2SMðnÞe
 !
; Z1;Z2ATðMðnÞe Þ:
As a consequence of the relation
D
ðnÞ
hi;a
/Z1;Z2SMðnÞe ¼ /r
ðnÞ
hi;a
Z1;Z2SMðnÞe þ/Z1;r
ðnÞ
hi;a
Z2SMðnÞe
and integration by parts, we obtain:
Theorem 6.1.3. The generator of E
ðnÞ
H is the operator D
ðnÞ:
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We consider the following Stratonovich SDE on OðMðnÞe Þ:
drnðtÞ ¼ Bi;aðrnðtÞÞ3dwi;aðtÞ þ
P
i;a ½dðnÞðhi;aÞðrnðtÞÞ  Bi;aðrnðtÞÞ dt;
rnð0Þ ¼ rn0AOðMðnÞe Þ;
(
where fwi;aðtÞ; tX0g is a d 	 n-dimensional Brownian motion deﬁned on some
probability space ðOn;Fn;PnÞ: Notice that
Bi;aðrÞ ¼ @hi;a 
 Gðk;gÞði;aÞ;ðj;bÞðvÞeðj;bÞðl;dÞ@eðk;gÞðl;dÞ ;
where r ¼ ðv; eÞ; eðj;bÞðl;dÞ ¼ /rhl;d; hj;bS and
Gðk;gÞði;aÞ;ðj;bÞ :¼ /rðnÞhi;ahj;b; hk;gS ¼ 1j¼k
Z sj
0
OgadbðsvðtÞÞhi;aðtÞd½I
1n ðsvÞd:
Since r is an isometric map from HðnÞ to TðMðnÞe ÞCHðnÞ; then feðj;bÞðl;dÞgAOðd 	 nÞ:
The equation is equivalent to the following two equations:
dpnðtÞ ¼ hi;aðpnðtÞÞ3dwi;aðtÞ þ
P
i;a ½dðnÞðhi;aÞðpnðtÞÞ  hi;aðrnðtÞÞ dt;
pnð0Þ ¼ pn0AMðnÞe
(
ð6:1:1Þ
and
de
ðk;gÞ
ðl;dÞ ðtÞ ¼ 
Gðk;gÞði;aÞ;ðj;bÞðpnðtÞÞeðj;bÞðl;dÞðtÞ3dwi;aðtÞ

Pi;a ½dðnÞðhi;aÞðpnðtÞÞ  Gðk;gÞði;aÞ;ðj;bÞðpnðtÞÞeðj;bÞðl;dÞðtÞ dt;
e
ðk;gÞ
ðl;dÞ ð0Þ ¼ IAOðd 	 nÞ:
8>><>>: ð6:1:2Þ
The solution is denoted by rnðt; rn0;wÞ ¼ ðpnðt; pn0;wÞ; enðt;wÞÞ; nn;e is an invariant
measure of pnðtÞ: Since MðnÞe is non-compact, we need to prove that the solution for
(6.1.1) is deﬁned for all times.
Theorem 6.1.4. For almost all initial values vAMðnÞe ; the solution of Eq. (6.1.1) does
not explode, namely
ðnn;e 	 PnÞfðv;wÞ : lim
dme
tdvðwÞ ¼ tevðwÞ ¼ þNg ¼ 1;
where tdvðwÞ :¼ infft > 0 : pnðt; v;wÞeMðnÞd g:
Proof. Assume that the assertion does not hold. Then there exists a T > 0 such that
ðnn;e 	 PnÞðBTÞ > 0; where BT :¼ ðv;wÞ : lim
dme
tdvðwÞpT
 
:
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Furthermore, we can choose a d0oe such that
K :¼ ðnn;e 	 PnÞðBT-ðMðnÞd0 	 OnÞÞ > 0:
Set
Bd0T ¼ BT-ðMðnÞd0 	 OnÞ;
cðvÞ ¼ ln 1
jnðvÞ
:
Then we have
sup
d0odoe
Enn;e	P
nðcðpnðtdv ; vÞÞ  1Bd0
T
Þ
pEnn;e	Pn sup
0ptpT
cðpnðt; vÞÞ
 
pEnn;e	Pn sup
0ptpT
Z t
0
ð@hi;acÞðpnðs; vÞÞ dwi;aðsÞ
  
þ Enn;e	Pn
Z T
0
jðLðnÞcÞðpnðs; vÞÞj ds
 
:¼ I1 þ I2:
For I1; by Burkho¨lder’s inequality, we have
I1pCn Enn;e	P
n
Z T
0
ð@hi;acÞ2ðpnðs; vÞÞ ds
  1=2
pCnðEnn;eð@hi;acÞ2Þ1=2
¼CnðEnnð@hi;ajnÞ2Þ1=2
pCn:
Similarly, we have
I2pTEnn;e jLðnÞcj
pCnEnn;eðj@2hi;acj þ jdðnÞðhi;aÞ  @hi;acjÞ
pCnEnnðj@2hi;ajn  jnj þ jð@hi;ajnÞ
2j þ jdðnÞðhi;aÞ  @hi;ajn  jnjÞ
pCn:
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On the other hand for any N > 0; we can choose a d1Aðd0; eÞ such that cðvÞ > N on
M
ðnÞ
e \M
ðnÞ
d1
; hence
sup
d1odoe
EP
nðcðpnðtdv ; vÞÞ  1Bd0
T
Þ > N  ðnn;e 	 PnÞðBd0T Þ ¼ N  K
and
sup
doe
EP
nðcðpnðtdv ; vÞÞ  1Bd0
T
Þ ¼ þN:
which contradicts the initial assumption. &
We notice the important fact that for every i; a; fGði;aÞðsjÞ :¼ Gðk;Þði;aÞ;ðj;ÞAsoðdÞ;
j ¼ 0; 1;y; n 
 1g belongs to ½soðdÞn; which allows to conclude that
enðt4tdv ;wÞA½OðdÞn (and enðt;wÞA½OðdÞn by last theorem). This property holds
because of the particular expression of the connection we consider and is not a
general fact. In particular we get the following equivalent form of the equations by
Ito formula:
denðt; sjÞ ¼ 
Gði;aÞðsj; pnðtÞÞenðt; sjÞ dwi;aðtÞ

1
2
P
i;a Gði;aÞðsj; pnðtÞÞGði;aÞðsj ; pnðtÞÞenðt; sjÞ dt

1
2
P
i;a ½@hi;aGði;aÞðsj ; pnðtÞÞenðt; sjÞ dt

Pi;a ½dðnÞðhi;aÞðpnðtÞÞ  Gði;aÞðsj; pnðtÞÞenðt; sjÞ dt;
enð0; sjÞ ¼ IAOðdÞ; j ¼ 1;y; n:
8>>>><>>>>:
It is clear that we can use a continuous parameter s to replace sj : Thus for every
ðt; sÞARþ 	 I ; we have enðt; s;wÞAOðdÞ a.s.
We now prove that
Theorem 6.1.5. enðt; sÞ has a continuous modification in OðdÞ with respect to ðt; sÞ:
Proof. We have the following estimate for 0odoe; and vAMðnÞd :
EP
nðjjenðt4tdv ; sÞ 
 enðt04tdv ; s0ÞjjpÞpCn;p;dðjs 
 s0jp=2 þ jt 
 t0jp=2Þ; pX2:
Since M
ðnÞ
d is a relatively compact open subset of M
ðnÞ
e and Gði;aÞ; @hi;aGði;aÞ and
dðnÞðhi;aÞ are continuous on MðnÞe ; we have
sup
sA½0;1;vAMðnÞd
jjGði;aÞðs; vÞjjpCn;d;
sup
sA½0;1;vAMðnÞd
jj@hi;aGði;aÞðs; vÞjjpCn;d;
sup
vAMðnÞd
jdðnÞðhi;aÞðvÞjpCn;d;
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therefore by Burkho¨lder inequality and Ho¨lder inequality,
EP
nðjjenðt4tdv ; sÞ 
 enðt04tdv ; sÞjjpÞpCn;p;djt 
 t0jp=2:
On the other hand, we have
EP
nðjjenðt4tdv ; sÞ 
 enðt4tdv ; s0ÞjjpÞ
pEPn
Z t4tdv
0
½Gði;aÞðs; pnðuÞÞenðu; sÞ


0@

 Gði;aÞðs0; pnðuÞÞenðu; s0Þ dwi;aðtÞ


p!
þ EPn
Z t4tdv
0
1
2
X
i;a
½Gði;aÞðs; pnðuÞÞGði;aÞðs; pnðuÞÞenðu; sÞ


 

 Gði;aÞðs0; pnðuÞÞGði;aÞðs0; pnðuÞÞenðu; s0Þ du


p!
þ EPn
Z t4tdv
0
1
2
X
i;a
f½@hi;aGði;aÞðs; pnðuÞÞenðu; sÞ


 

 ½@hi;aGði;aÞðs0; pnðuÞÞenðu; s0Þg du


p!
þ EPn
Z t4tdv
0
X
i;a
f½dðnÞðhi;aÞðpnðuÞÞ  Gði;aÞðs; pnðuÞÞenðu; sÞ


 

 ½dðnÞðhi;aÞðpnðuÞÞ  Gði;aÞðs0; pnðuÞÞenðu; s0Þg du


p!
: ð6:1:3Þ
From the deﬁnition of G; we can deduce that
sup
vAMðnÞd
jjGði;aÞðs; vÞ 
 Gði;aÞðs0; vÞjjpCn;djs 
 s0j;
sup
vAMðnÞd
jjDðnÞhi;aGði;aÞðs; vÞ 
 D
ðnÞ
hi;a
Gði;aÞðs0; vÞjjpCn;djs 
 s0j:
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For example, the ﬁrst term of inequality (6.1.3) is estimated byX
i;a
Z t4tdv
0
EP
n jjGði;aÞðs; pnðuÞÞ 
 Gði;aÞðs0; pnðuÞÞjjpdu
þ
X
i;a
Z t
0
EP
n jjGði;aÞðs0; pnðu4tdvÞÞ½enðu4tdv ; sÞ 
 enðu4tdv ; s0Þjjp du
pCn;p;djs 
 s0jp=2 þ Cn;p;d
Z t
0
EP
n jjenðu4tdv ; sÞ 
 enðu4tdv ; s0Þjjp du:
The other terms can be treated similarly. Finally, we obtain
EP
nðjjenðt4tdv ; sÞ 
 enðt4tdv ; s0ÞjjpÞ
pCn;p;djs 
 s0jp=2 þ Cn;p;d
Z t
0
EP
n jjenðu4tdv ; sÞ 
 enðu4tdv ; s0Þjjp du
and by Grownwall inequality,
EP
nðjjenðt4tdv ; sÞ 
 enðt4tdv ; s0ÞjjpÞpCn;p;djs 
 s0jp=2:
By Kolmogorov criterion, there is a continuous modiﬁcation of enðt4tdv ; sÞ in Rd	d :
For ﬁxed t; s; enðt4tdv ; sÞ belongs to OðdÞ a.s., so enðt4tdv ; sÞ belongs to OðdÞ by
compactness for every t; s a.s. Finally, by the non explosion of the solution, we
obtain the desired result. &
6.2. The lifted Ornstein–Uhlenbeck process
We consider OðdÞ embedded in Rd	d : Set E2 ¼ L2ð½0; 1;Rd	dÞ endowed with the
Hilbert norm jjejj2E2 :¼
R 1
0 trðeðtÞeTðtÞÞ dt; then E2 is a separable Hilbert space. We
consider the separable Fre´chet spaces W2 ¼ Cð½0;NÞ;E2Þ which is endowed with
the quasi-norm
jjejjW2 :¼
XN
k¼1
2
k sup
0ptpk
jjeðtÞjjE241
 
:
In order to prove Theorem 6.2.3, we shall need some lemmas.
Lemma 6.2.1. For any pX2; there exists a constant Cp independent of P such that
sup
sA½0;1
Enn;e jjGði;aÞðsÞjjppCpðDisÞp=2;
sup
sA½0;1
Enn;e jj
X
i;a
D
ðnÞ
hi;a
Gði;aÞðsÞjjppCp:
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Proof. We have
Gði;aÞðsÞ ¼
Z s
0
Oadðrnðt
ÞÞhi;aðtÞ ’bdnðtÞ dt
þ
Z s
0
½OadðrnðtÞÞ 
 Oadðrnðt
ÞÞhi;aðtÞ ’bdnðtÞ dt:
Using Burkho¨lder inequality,
Enn;e jjGði;aÞðsÞjjp
p
X
d
Z s
0
EmjjOadðrnðt
ÞÞjjpjhi;aðtÞjp dt
þ
Z s
0
jhi;aðtÞjpðEmjj½OadðrnðtÞÞ

 Oadðrnðt
ÞÞjj2pÞ1=2ðEmjj ’bdnðtÞjj2pÞ1=2 dt
pCpðDisÞp=2;
which proves the ﬁrst estimate.
For the derivative of G; we ﬁrst write
D
ðnÞ
hi;a
Gði;aÞðsÞ ¼
Z s
0
hi;aðtÞDðnÞhi;aOadðrsvðtÞÞ ’bdvðtÞ dt
þ
Z s
0
hi;aðtÞOadðrsvðtÞÞDðnÞhi;a ’bdvðtÞ dt
:¼ I i;a1 þ I i;a2 :
By the formula for the derivative of the parallel transport on M
ðnÞ
e ; we have
I
i;a
1 ¼
Z s
0
hi;aðtÞ %hgi;aðtÞ½AgOadðrsvðtÞÞ ’bdvðtÞ dt;
where %hi;a is deﬁned by Eq. (3.2.1).
By Lemma 3.2.1, we have
X
i;a
ðI i;a1 3InÞ


pC
X
i;a
Z s
0
jhi;aðtÞj  max
t
jhi;aðtÞj
h i
 jDbnðtÞj2  j ’bdnðtÞj dt
þ
Z s
0
f aðtÞ½AgOadðrnðtÞÞ ’bdnðtÞ dt
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pC
Z s
0
jDbnðtÞj2  j ’bdnðtÞj dt
þ
Z s
0
f aðtÞf½AgOadðrnðtÞÞ 
 ½AgOadðrnðt
ÞÞg ’bdnðtÞ dt
 
þ
Z s
0
f aðtÞ½AgOadðrnðt
ÞÞ ’bdnðtÞ dt
 ;
where f aðtÞ :¼Pi hi;aðtÞhi;aðtÞ; is a non-random function. Therefore
Enn;e
X
i;a
I
i;a
1




p
pCp:
On the other hand, by the intertwinning formula
D
ðnÞ
hi;a
’bdvðtÞ
¼ DX
hˆi;a
’bdnðtÞ ¼
1
Dt
Z tþ
t

’ˆ
hdi;aðsÞ ds
¼ 1d¼a ’hi;aðt
Þ 

Z tþ
t

tþ 
 s
tþ 
 t
 OrnðsÞð
’bnðsÞ; %hi;aðsÞÞ ’bnðsÞ ds
" #d


Z t

0
OrnðsÞð ’bnðsÞ; %hi;aðsÞÞds  ’bnðt
Þ
 d
: ð6:2:1Þ
Hence
I
i;a
2 3In
¼
Z s4siþ1
si
hi;aðtÞ
Dis
OaaðrnðtÞÞ ’banðtÞ dt


Z s
0
hi;aðtÞOadðrnðtÞÞ
Z tþ
t

tþ 
 s
tþ 
 t
OrnðsÞð
’bnðsÞ; %hi;aðsÞÞ ’bnðsÞds
" #d
dt


Z s
0
hi;aðtÞOadðrnðtÞÞ
Z t

0
OrnðsÞð ’bnðsÞ; %hi;aðsÞ 
 hi;aðsÞÞds  ’bnðt
Þ
 d
dt


Z s
0
hi;aðtÞOadðrnðtÞÞ
Z t

0
OrnðsÞð ’bnðsÞ; hi;aðsÞÞ ds  ’bnðt
Þ
 d
dt:
The ﬁrst term is clearly equal to zero. The others can be estimated similarly
to I1: &
Lemma 6.2.2. For any pX2; there exists a constant Cp independent of P such that
sup
sA½0;1
Enn;e
X
i;a
dðnÞðhi;aÞGði;aÞðsÞ




p
pCp:
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Proof. We recall the expression of the divergence
dðnÞðhi;aÞ3In ¼
ﬃﬃﬃﬃﬃﬃﬃ
Dit
p
’banðtiÞ þ
Z 1
0
DXt;d
’ˆ
hdi;aðtÞdtþ
2D
ðnÞ
hi;a
jn
jn
: ð6:2:2Þ
Corresponding to the ﬁrst term, we have to deal with the expression
Z 1
0
Z s4tþ
tþ
OgalbðrnðtÞÞ ’blnðtÞ dt
 !
’banðtÞ dt
þ
Z 1
0
Z s4tþ
s4t

t 
 t

tþ 
 t
 O
g
albðrnðtÞÞ ’blnðtÞ dt
 !
’banðtÞ dt:
Its estimation comes from the following Lp convergence:
Z 1
0
Z s4tþ
tþ
OgalbðrnðtÞÞ ’blnðtÞdt
 !
’banðtÞ dt
-
Z 1
0
Z s4t
t
OgalbðrðtÞÞ3dbðtÞ
 
3dbðtÞ:
The square of the Lp norm of the second term is bounded by
X
i;a
Em jn
Z 1
0
DXt;d
’ˆ
hdi;aðtÞ dt
 2p !1p

X
i;a
Em
Z s
0
OalðrnðtÞÞhi;aðtÞ ’blnðtÞ dt
 2p !1p
:¼
X
i;a
I i;a1
( )1
p
X
i;a
ðI i;a2 Þ
1
p:
We have
I
i;a
2 pCpjDisjp:
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And as in (4.2.1), by (4.2.2),
DXt;d
’ˆ
hdi;aðtÞ ¼ 
 DXt;d
Z tþ
t

tþ 
 s
tþ 
 t
 OrnðsÞð
’bnðsÞ; %hi;aðsÞÞ ’bnðsÞ ds
" #d
¼ 

Z tþ
t

tþ 
 s
tþ 
 t
 D
X
t;dO
d
abgðrnðsÞÞ ’banðsÞ %hbi;aðsÞ ’bgnðsÞ ds
þ
Z tþ
t

tþ 
 s
tþ 
 t
RiccibgðrnðsÞÞð1ðs
;sþðtÞ=DisÞ
%h
b
i;aðsÞ ’bgnðsÞ ds


Z tþ
t

tþ 
 s
tþ 
 t
 O
d
abgðrnðsÞÞ ’banðsÞDXt;d %hbi;aðsÞ ’bgnðsÞ ds:
By Lemma 3.2.1, we also obtain
I i;a1 pCpjDisjp:
The third term is trivial. &
We therefore have the following important estimate:
Theorem 6.2.3. For any pX2; there exists a constant Cp (independent of P) such that
EP
nðjjenðtÞ 
 enðt0ÞjjpE2ÞpCpjt 
 t0j
p=2:
Proof. From the equation, it is clear that
EP
nðjjenðtÞ 
 enðt0ÞjjpE2Þ
pEPn
Z t
t0
Gði;aÞð; pnðtÞÞenðt; Þ dwi;aðtÞ
  
E2
 !p
þ EPn
Z t
t0
1
2
X
i;a
Gði;aÞð; pnðtÞÞGði;aÞð; pnðtÞÞenðt; Þ dt




E2
0@ 1Ap
þ EPn
Z t
t0
1
2
X
i;a
½@hi;aGði;aÞð; pnðtÞÞenðt; Þdt




E2
0@ 1Ap
þ EPn
Z t
t0
X
i;a
½dðnÞðhi;aÞðpnðtÞÞ  Gði;aÞð; pnðtÞÞenðt; Þdt




E2
0@ 1Ap:
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By Burkho¨lder inequality for Hilbert valued martingales, the ﬁrst term is estimated
by
CpE
Pn
Z t
t0
X
i;a
jjGði;aÞð; pnðtÞÞjj2E2 dt
 !p=2
pCpjt 
 t0jp=2
1
Z t
t0
EP
n
X
i;a
jjGði;aÞð; pnðtÞÞjj2E2
 !p=2
dt
0@ 1A
pCpjt 
 t0jp=2
1
Z t
t0
X
i;a
ðEnn;e jjGði;aÞð; vÞjjpE2Þ
2=p
 !p=2
dt
0@ 1A
pCpjt 
 t0jp=2:
In the last step, we have used Lemma 6.2.1. Similarly, by Lemmas 6.2.1 and 6.2.2, we
can treat the other terms. &
Setting again
p˜nðt; sÞ :¼ s 
 s


sþ 
 s
 ðp
nðt; sþÞ 
 pnðt; s
ÞÞ þ pnðt; s
Þ;
we have the following
Theorem 6.2.4. For any pX2; there exists a constant Cp independent of P such that
EP
nðjjp˜nðt; sÞ 
 p˜nðt0; s0ÞjjpÞpCpðjt 
 t0jp=2 þ js 
 s0jp=2Þ:
Proof. We need to prove that
EP
nðdðpnðt; siÞ; pnðt0; siÞÞpÞpCpjt 
 t0jp=2;
EP
nðdðpnðt; siþ1Þ; pnðt; siÞÞpÞpCpjsiþ1 
 s0ijp=2:
For the ﬁrst inequality, we choose a CN function f : M 	 M/R satisfying
fðm;m0Þ ¼ dðm;m0Þ if dðm;m0Þpr;
fðm;m0ÞXdðm;m0Þ if dðm;m0Þ > r
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and set cðv; v0Þ ¼ fðvi; v0iÞ: Using Markov property, we have
EP
nðdðpnðt; siÞ; pnðt0; siÞÞpÞ
pEPnððcðpnðtÞ; pnðt0ÞÞÞpÞ
¼
Z
M
ðnÞ
e
EP
n
v ððcðv; pnðt0 
 tÞÞÞpÞ dnn;e
p
Z
M
ðnÞ
e
EP
n
v
Z t0
t
0
@hi;acvðpnðsÞÞ dwi;aðsÞ


p
dnn;e
þ
Z
M
ðnÞ
e
EP
n
v
Z t0
t
0
LðnÞcvðpnðsÞÞ ds


p
dnn;e
pCpjt 
 t0jp=2
1
Z t0
t
0
Enn;e EP
n
v
X
i;a
j@hi;acvðpnðsÞÞj2
 !p=20@ 1A ds
þ Cpjt 
 t0jp
1
Z t0
t
0
Enn;eðEPnv jLðnÞcvðpnðsÞÞjpÞÞ ds:
Since M is compact, we have
j@hi;acvðÞj2pCjDisj;
j@2hi;acvðÞjpCjDisj;
Enn;e
X
i;a
ﬃﬃﬃﬃﬃﬃ
Dis
p
 dðnÞðhi;aÞ


p
pCp:
And as in Lemma 5.2.3, we complete the proof. &
We use WðOðdÞÞ to denote all the measurable maps from ½0; 1 to OðdÞ starting
from I : Then WðOðdÞÞ is a closed subset of L2ð½0; 1;Rd	dÞ: We endow WðOðdÞÞ
with the topology deduced from L2ð½0; 1;Rd	dÞ and which is a separable Banach
space. Then Wo2 :¼ CI ð½0;NÞ;WðOðdÞÞÞ in which every path is continuous and
starts from IAWðOðdÞÞ is a closed subset of W2: Moreover, as M is compact,
WðMÞ is a closed subset of E1; soWo1 :¼ Cð½0;NÞ;WðMÞÞ is also a closed subset of
W1: We use Ln to denote the law of rn ¼ ðp˜n; enÞ inW1 	W2: From Theorems 6.2.3
and 6.2.4 we know that fLng is tight inW1 	W2: Let L be a limiting measure; then
by Theorem 6.1.5 we have
LðW1 	Wo2ÞX limn L
nðW1 	Wo2Þ
¼ lim
n
Pnfw : enðtÞAWðOðdÞÞ for every tX0g ¼ 1:
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On the other hand, similar to the proof of Theorem 5.2.4 we have
LðWo1 	W2Þ ¼ 1:
Therefore we have proved that
Theorem 6.2.5. There exists a process frt :¼ ðpt; etÞgtX0 in WðMÞ 	 WðOðdÞÞ defined
by L which may be considered to be the lift of OU process fptgtX0 to the adapted frame
bundle OðWðMÞÞ through the Markovian connection (cf. [9, Paragraph 5]). More
precisely, we may find a probability space (still denoted by ðO;F;PÞ) and a family of
continuous processes frˆnkðtÞgtX0 and frˆðtÞgtX0 taking values in WðMÞ 	 WðOðdÞÞ
such that
frˆnkt ðsÞg0psp1;tX0 and fr˜nkt ðsÞg0psp1;tX0 have the same law for every k
P lim
k
max
0ptpT
jjrˆ nkt 
 rˆtjjW ðMÞ	W ðOðdÞÞ ¼ 0; 8T > 0
 
¼ 1;
where r˜nkt ðsÞ :¼ ðp˜nkt ðsÞ; enkðt; sÞÞ:
7. Operators on vector ﬁelds and a commutation formula
7.1. Commutation formula
In this subsection we assume that the Ricci tensor is zero. We deﬁne CðHÞ as the
set of cylindrical vector ﬁelds in L2ðWðMÞ; n; HÞ; namely
CðHÞ :¼ X ðpÞ ¼
Xk
i¼1
FiðpÞhi; FiAC1; hiAH
( )
:
In the following, we ﬁx fhn;a; nAN; a ¼ 1?dg an orthonormal basis of H: We
deﬁne the following two square ﬁeld operators:
G : C1 	 C1-R; GðF ;GÞ :¼ ðrF jrGÞH ;
GH : CðHÞ 	 CðHÞ-R; GHðX ;YÞ :¼
X
n;a
ðrhn;aX jrhn;aYÞH þ ðX jYÞH :
It is clear that for FAC1 and X ;YACðHÞ; we have F  XACðHÞ and
GHðX ;Y ÞAL1ðWðMÞ; nÞ:
Lemma 7.1.1. For any FAC1;X ;YACðHÞ; we have
GHðF  X ;YÞ þ GHðX ;F  Y Þ ¼ 2F  GHðX ;YÞ þ GðF ; ðX jYÞHÞ:
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Proof. From the deﬁnition of GH ; we have
GHðF  X ;YÞ
¼
X
n;a
ðF  rhn;aX þ ðDhn;aFÞ  X jrhn;aY ÞH þ F  ðX jY ÞH
¼ F  GHðX ;YÞ þ
X
n;a
ððDhn;aFÞ  ðX jrhn;aY ÞHÞ:
Since r is Riemannian, the left hand is equal to
2F  GHðX ;YÞ þ
X
n;a
ðDhn;aFÞ  ððX jrhn;aY ÞH þ ðX jrhn;aY ÞHÞ
¼ 2F  GHðX ;YÞ þ
X
n;a
ððrF jhn;aÞH  ðrðX jY ÞH jhn;aÞHÞ
¼ 2F  GHðX ;YÞ þ ðrF jrðX jYÞHÞH
¼ 2F  GHðX ;YÞ þ GðF ; ðX jYÞHÞ: &
The Dirichlet form associated with GH is
EHðX ;YÞ :¼ EnðGHðX ;YÞÞ:
Then we have (cf. [6])
Theorem 7.1.2. The generator LH of ðEH ;CðHÞÞ is given by
LHX ¼ DX þ X ;
where
DX ¼
X
n;a
ð
rhn;arhn;aX þ dðhn;aÞrhn;aXÞ
¼ 

X
a
Z 1
0
r2t;aX dtþ
X
a
Z 1
0
rt;aX 3dxat :
Proposition 7.1.3. Let X ;Y be vector fields and FAC1; then
LHðF  XÞ ¼F  LHX þ LF  X 
 2
X
n;a
ðDhn;aFÞrhn;aX
¼F  LHX þ LF  X 
 2
X
a
Z 1
0
ðDt;aFÞrt;aX dt
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and
ðLHðF  XÞjYÞH þ ðX jLHðF  YÞÞH
¼ F  ½ðLHX jYÞH þ ðX jLHYÞH  þ 2LF  ðX jY ÞH 
 2GðF ; ðX ;Y ÞHÞ:
Proof. We have
LHðF  X Þ
¼
X
n;a
ð
rhn;arhn;aðF  X Þ þ dðhn;aÞrhn;aðF  XÞÞ
¼
X
n;a
ð
rhn;aðFrhn;aX þ ðDhn;aFÞXÞ þ dðhn;aÞðFrhn;aX þ ðDhn;aFÞX ÞÞ
¼
X
n;a
ð
ðFrhn;arhn;aX þ 2ðDhn;aFÞrhn;aX þ ðDhn;aDhn;aFÞXÞ
þ dðhn;aÞðFrhn;aX þ ðDhn;aFÞXÞÞ
¼ F  LHX þ LF  X 
 2
X
n;a
ðDhn;aFÞrhn;aX :
The fact that the connection is Riemannian yields the result. &
From Theorem 7.1.2, we know that ðEH ;CðHÞÞ is closable in L2ðWðMÞ; n; HÞ;
and we denote its closure by ðEH ;DðEHÞÞ: Let fTHt gt>0 be the associated strong
continuity contraction semigroup. Then by Shigekawa [31], we have
Theorem 7.1.4. For any t > 0 and XAL2ðWðMÞ; n; HÞ; we have
jjTHt X jjHpe
tTtjjX jjH ;
where Tt is the OU semigroup associated with L: In particular, the L
p contraction of
THt for pX1 holds, i.e.
jjTHt X jjLpðHÞpjjX jjLpðHÞ:
This result can also be deduced from Theorem 7.2.6. We now prove the following
commutation result (cf. [9, Theorem 5.8]).
Theorem 7.1.5. For any adapted vector field ZAL2ðWðMÞ; n; HÞ and fAC1; we have
the following identity:
EðrTtf jZÞH ¼ Eðrf jTHt ðZÞÞH ¼ EðTHt ðrf ÞjZÞH :
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In particular,
PðrTt f Þ ¼ PðTHðrf ÞÞ ¼ THðPðrf ÞÞ; ð7:1:1Þ
where P is the orthogonal projection from L2ðWðMÞ; n; HÞ to the closed subspace
which consists of the adapted vector fields.
Proof. We follow [9] and deﬁne
Atðf Þ :¼ EðrTtf jZÞH 
 Eðrf jTHt ðZÞÞH ; tX0:
It is clear that A0ðf Þ ¼ 0: Differentiating twice with respect to t; we get
d
dt
Atðf Þ ¼ EðrTtLf jZÞH 
 Eðrf jLHTHt ðZÞÞH :
Since LH keeps the adaptability, THt also have this property, and Weitzenbo¨ck
formula (2.0.2) leads to
EðrLf jTHt ðZÞÞH ¼ EðLHrf jTHt ðZÞÞH ¼ Eðrf jLHTHt ðZÞÞH :
Therefore,
d
dt
Atðf Þ ¼ AtðLf Þ: ð7:1:2Þ
Now for ﬁxed f and t0 > 0; deﬁne
Nt :¼ AtðTt0
tðf ÞÞ; tA½0; t0:
From (7.1.2), we get d
dt
Nt ¼ 0 and N0 ¼ 0; which implies that At0ðf Þ ¼ Nt0 ¼ 0: &
7.2. Stochastic representation of the heat semigroup
For zAH; deﬁne
zn ¼ AnðzÞ :¼
Z 
0
Xn
i¼1
1½si ;siþ1ÞðsÞ
1
siþ1 
 si
Z siþ1
si
’zðtÞ dt
 !
ds:
Before proving the convergence of the operators DðnÞ to D; we ﬁrst prove several
lemmas.
Lemma 7.2.1.
X
i;a
ðD˜ðnÞhi;aFÞr
ðnÞ
hi;a
zn-
X
a
Z 1
0
ðDt;aFÞrt;az dt; in L2ðWðMÞ; n; HÞ: ð7:2:1Þ
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Proof. We haveX
i;a
ðDðnÞhi;aFÞr
ðnÞ
hi;a
zn
¼
Z 
0
Z s

0
OgalbðrnðtÞÞ
X
i;a
hi;aðtÞﬃﬃﬃﬃﬃﬃ
Dis
p
Z siþ1
si
DðnÞt;aF dt
 !
’blnðtÞ dt
 !
’zbnðs
Þ ds
¼
Z 
0
Z s

0
DðnÞt;aF
Z s

tþ
OgalbðrnðtÞÞ ’blnðtÞ dt
 
dt
 
’zbnðs
Þ ds
þ
Z 
0
Z s

0
OgalbðrnðtÞÞ
t 
 t

tþ 
 t

Z tþ
t

DðnÞt;aF dt
 !
’blnðtÞ dt
 !
’zbnðs
Þ ds:
The L2 norm of the second term is equal to
En j2n
Z 1
0
Z s

0
OgalbðrnðtÞÞ
t 
 t

tþ 
 t

Z tþ
t

DðnÞt;aF dt
 !
’blnðtÞ dt
 !
’zbnðs
Þ


2
ds
0@ 1A
pCEn
Z 1
0
Z s

0
j ’bnðtÞj2
Z tþ
t

jnD
ðnÞ
t F dt


2
dt
0@ 1Aj’znðs
Þj2 ds
0@ 1A
pCjjznjj2H
Z 1
0
ðEnj ’bnðtÞj4Þ1=2 En
Z tþ
t

jnD
ðnÞ
t F dt


4
24 351=2 dt
¼ Cjjznjj2H
Z 1
0
Dt
Z tþ
t

EnjjnDðnÞt F j4 dt
 !1=2
dt
-0:
The ﬁrst term converges in L2ðWðMÞ; n; HÞ to
X
a
Z 1
0
ðDt;aFÞrt;ah dt
¼
Z 
0
Z s
0
Dt;aF
Z s
t
OgalbðrðtÞÞ3dblðtÞ
 
dt
 
’zbðsÞ ds: &
Lemma 7.2.2.
X
i;a
*dðnÞðhi;aÞrðnÞhi;aðznÞ-
X
a
Z 1
0
rt;az3dbaðtÞ; in L2ðWðMÞ; n; HÞ: ð7:2:2Þ
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Proof. Expression (6.2.2) of dðnÞðhi;aÞ gives rise to three terms. The L2ðWðMÞ; n; HÞ
norm of the third is
Enðj2n
Z 1
0
X
i;a
ð2DðnÞhi;ajnÞ
Z s

0
OgalbðrnðtÞÞhi;aðtÞ ’blnðtÞ dt
 
’zbnðs
Þ


2
ds
0@ 1A
pC
Z 1
0
En
X
i;a
ð2DðnÞhi;ajnÞ
Z s

0
OgalbðrnðtÞÞhi;aðtÞ ’blnðtÞ dt


2
0@ 1Aj’zbnðs
Þj2 ds
pC En
X
i;a
ð2DðnÞhi;ajnÞ
2
 !" #1=2

Z 1
0
X
i;a
En
Z s

0
OgalbðrnðtÞÞhi;aðtÞ ’blnðtÞ dt
 2
 !1=2
j’zbnðs
Þj2 ds
pCjjznjj2H En
X
i;a
ð2DðnÞhi;ajnÞ
2
 !" #1=2
-0:
The second one can be similarly treated. The ﬁrst can also be written asZ 
0
Z s

0
Z s

tþ
OgalbðrnðtÞÞ ’blnðtÞ dt
 
’banðtÞ dt
 
’zbnðs
Þ ds
þ
Z 
0
Z s

0
ðt 
 t
ÞOgalbðrnðtÞÞ ’blnðtÞ ’banðtÞ dt
 
’zbnðs
Þ ds;
this last expression being equal to zero by the antisymmetry of O: Moreover, by the
deﬁnition of anticipative Stratonovich integral, we get its convergence in L2 towards
X
a
Z 
0
Z s
0
Z s
t
OgalbðrðtÞÞ3dblðtÞ
 
3dbaðtÞ
 
’zbðsÞ ds ¼
X
a
Z 1
0
rt;az3dbat
and the proof is completed. &
Lemma 7.2.3. X
i;a
rðnÞhi;ar
ðnÞ
hi;a
zn-
Z 1
0
r2t;az dt; in L2ðWðMÞ; n; HÞ: ð7:2:3Þ
Proof. The expression
P
i;arðnÞhi;ar
ðnÞ
hi;a
zn decomposes into a ﬁrst-order and a zero-
order term, namely X
i;a
Z 
0
D
ðnÞ
hi;a
Z s

0
Oðhi;a; ’bnÞ dt
 
’znðs
Þ ds ð7:2:4Þ
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and
X
i;a
Z 
0
Z s

0
Oðhi;a; ’bnÞ dt
  Z s

0
Oðhi;a; ’bnÞ dt
 
’znðs
Þ ds: ð7:2:5Þ
We consider the ﬁrst-order term, which is equal to
X
i;a
Z 
0
Z s

0
D
ðnÞ
hi;a
OgalbðrnðtÞÞhi;aðtÞ ’blnðtÞ dt
 
’zbnðs
Þ ds
þ
X
i;a
Z 
0
Z s

0
OgalbðrnðtÞÞhi;aðtÞDðnÞhi;a ’blnðtÞ dt
 
’zbnðs
Þ ds
¼
X
a
Z 
0
Z s

0
Z s

tþ
DðnÞt;aO
g
albðrnðtÞÞ ’blnðtÞ dt
 
dt
 
’zbnðs
Þ ds
þ
X
a
Z 
0
Z s

0
Z tþ
t

DðnÞt;aO
g
albðrnðtÞÞ
t 
 t

tþ 
 t

’blnðtÞ dt
 !
dt
 !
’zbnðs
Þ ds
þ
X
a
Z 
0
Z s

0
OgaabðrnðtÞÞ
X
i
hi;aðtÞ ’hi;aðtÞ dt
 !
’zbnðs
Þ ds
þ
X
a
Z 
0
Z s

0
OgalbðrnðtÞÞ
X
i
hi;aðtÞ ’ali;aðtÞ dt
 !
’zbnðs
Þ ds
þ
X
a
Z 
0
Z s

0
½OgalbðrnðtÞÞ 
 Ogalbðrnðt
ÞÞ
X
i
hi;aðtÞ’cli;aðtÞ dt
 !
’zbnðs
Þ ds
þ
X
a
Z 
0
Z s

0
Ogalbðrnðt
ÞÞ
X
i
hi;aðtÞ’cli;aðtÞ dt
 !
’zbnðs
Þ ds
¼: In1 þ In2 þ In3 þ In4 þ In5 þ In6 ;
where
’a
b
i;aðtÞ :¼
Z tþ
t

tþ 
 s
tþ 
 t
OrnðsÞð
%hi;a; ’bnðsÞÞ ’bnðsÞ ds
" #b
;
’c
b
i;aðtÞ :¼
Z t

0
OrnðsÞð %hi;aðsÞ; ’bnðsÞÞ ds
 
’bnðtÞ
 b
:
It is clear that
I˜n2-0; in L
2ðWðMÞ; n; HÞ:
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The right-hand side of (7.2.3) is given by
X
a
Z 1
0
r2t;az dt
¼
X
a
Z 
0
Z 1
0
Dt;a
Z s
t
Oðea; 3dbðtÞÞ
 
’zðsÞ dt
 
ds
þ
X
a
Z 
0
Z 1
0
Z s
t
Oðea; 3dbðtÞÞ
  Z s
t
Oðea; 3dbðtÞÞ
 
’zðsÞ dt
 
ds:
This second term is clearly the limit of the zero-order term in (7.2.5).
By the intertwinning formula, the derivation Dt;a on the path space corresponds to
the derivation on the Wiener space relative to the tangent process:
xt;aðÞ :¼ 1ðt;1ðÞea þ
Z 
t
Z u
t
Oð3db; eaÞ
 
3dbu:
According to Cruzeiro and Malliavin [7] or Theorem 4.3.2, we have
Dt;a
Z s
t
Oðea; 3dbðtÞÞ
 
¼ DXxt;a
Z s
t
Oðea; 3dbðtÞÞ
 
¼
Z s
t
DXxt;aO
g
albðrðtÞÞ3dblðtÞ þ
Z s
t
OgalbðrðtÞÞ3dxlt;aðtÞ:
Therefore, we have
X
a
Z 
0
Z 1
0
Dt;a
Z s
t
Oðea; 3dbðtÞÞ
 
’zðsÞ dt
 
ds
¼
X
a
Z 
0
Z s
0
OgaabðrðtÞÞ dt
 
’zbðsÞ ds
þ
X
a
Z 
0
Z s
0
Z s
t
OgalbðrðtÞÞ

	
Z t
t
OladZðrðuÞÞ3dbdðuÞ
 
3dbZðtÞ

dt

’zbðsÞ ds
þ
X
a
Z 
0
Z s
0
Z s
t
Dt;aO
g
albðrðtÞÞ3dblðtÞ dt
 
’zbðsÞ ds: ð7:2:6Þ
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By the antisymmetry of O; In3 as well as the ﬁrst term of (7.2.6) vanish. Moreover, by
Itoˆ formula, we have
d OgalbðrðtÞÞ
Z t
t
OladZðrðuÞÞ3dbdðuÞ
 
; bZðtÞ
 
¼
Z t
t
OladZðrðuÞÞ3dbdðuÞ
 
AZO
g
albðrðtÞÞ dt þ OgalbðrðtÞÞOlaZZðrðtÞÞ dt:
The second term of (7.2.6) can be written as
X
a
Z 
0
Z s
0
Z s
t
OgalbðrðtÞÞ
Z t
t
OladZðrðuÞÞ3dbdðuÞ
 
 dbZðtÞ
 
dt
 
’zbðsÞ ds
þ
X
a
Z 
0
Z s
0
Z s
t
1
2
OgalbðrðtÞÞRiccilaðrðtÞÞ dt
 
dt
 
’zbðsÞ ds
þ
X
a;Z
Z 
0
Z s
0
Z s
t
1
2
Z t
t
OladZðrðuÞÞ3dbdðuÞ
 
	 AZOgalbðrðtÞÞ dt

dt

’zbðsÞ ds
:¼ J1 þ J2 þ J3:
By the integration by parts formula, we have
J2 ¼
X
a
Z 
0
1
2
Z s
0
t  OgalbðrðtÞÞRiccilaðrðtÞÞ dt
 
’zbðsÞ ds;
J3 ¼
X
a;Z
Z 
0
1
2
Z s
0
Z t
0
u  OladZðrðuÞÞ3dbdðuÞ
 
AZO
g
albðrðtÞÞ dt
 
’zbðsÞ ds:
Now we prove that I˜n4-J2; I˜
n
5-J3 and I˜
n
6-J1:
Set
f aðtÞ :¼
X
i
hi;aðtÞ
Z tþ
t

tþ 
 u
tþ 
 t
 hi;aðuÞ du ¼
1
2
ðtþ 
 t
Þt
 þ 1
6
ðtþ 
 t
Þðt 
 t
Þ:
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Since EnjjOðtÞ 
 OðsÞjj2pCjt 
 sj and using Lemma 3.2.1, the convergence:
Em
1
2
X
a
Z 1
0
Z s

0
Ogalbðrnðt
ÞÞOladZðrnðt
ÞÞðtþ 
 t
Þt


 
 ’bdnðtÞ

’bZnðtÞdt

’zbnðs
Þ


Z s
0
ðt  OgalbðrðtÞÞRiccilaðrðtÞÞdtÞ’zbðsÞ

2
dsÞ-0
follows from
Em
X
i
fZðsiÞgdðsiÞDibZDibd 

X
i
fdðsiÞgdðsiÞDis


2
¼ 0; ð7:2:7Þ
where f ðsiÞ; gðsiÞAFsi : This proves that I˜n4-J2:
Now we have the following:
X
a
En
Z 1
0
j2n
Z s

0
½OgalbðrnðtÞÞ 
 Ogalbðrnðt
ÞÞ
X
i
hi;aðtÞ

 

Z t

0
OrnðuÞðhi;aðuÞ; ’bnðuÞÞ du ’bnðtÞ
 l
dt’zbnðs
Þ


Z s
0
1
2
Z t
0
u  OladZðrðuÞÞ3dbdðuÞ
 
AZO
g
albðrðtÞÞ dt
 
’zbðsÞ

2
ds
1A-0:
In fact, setting,
FalZn ðt
Þ :¼
X
i
hi;aðtÞ
Z t

0
OladZðrnðuÞÞhi;aðuÞ ’bdnðuÞÞ du;
FalZðt
Þ :¼
Z t
0
u  OladZðrðuÞÞ3dbdðuÞ;
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we have
E
Z 1
0
FalZðt
Þ½OgalbðrnðtÞÞ 
 Ogalbðrnðt
ÞÞ ’bZnðtÞ 

1
2
FalZðt
ÞAZOgalbðrðtÞÞ dt
  2
pE
Z 1
0
FalZðt
Þ
Z t
t

½AdOgalbðrnðuÞÞ 
 AdOgalbðrnðt
ÞÞ ’bdnðuÞ du ’bZnðtÞ dt
  2
þ E
Z 1
0
FalZðt
Þðt 
 t
ÞAdOgalbðrnðt
ÞÞ ’bdnðtÞ ’bZnðtÞ


 1
2
F alZðt
ÞAZOgalbðrðtÞÞ dt
2
-0:
Therefore, I˜n5-J3: The convergence I˜
n
6-J1 is analogous.
We are left to prove that I˜n1 converges to the third term in (7.2.6). Notice that
DðnÞt;aO
g
albðrnðtÞÞ ¼ 1tot½AaOgalbðrnðtÞÞ;
Dt;aO
g
albðrðtÞÞ ¼ 1tot½AaOgalbðrðtÞÞ:
Therefore
En
X
a
Z 1
0
j2n Z s

0
Z s

tþ
AaO
g
albðrnðtÞÞ ’blnðtÞ dt
 
dt
 
’zbnðs
Þ
 
:


Z s
0
Z s
t
AaO
g
albðrðtÞÞ3dblðtÞ dt
 
’zbðsÞ
2 ds
!
-0;
by the deﬁnition of Stratonovich integral. &
Using the above three lemmas, we derive the following result.
Theorem 7.2.4. For any ZACðHÞ; we have
L˜H;nZn-L
HZ in L2ðWðMÞ; n; HÞ;
where Zn ¼ AnðZÞ and LH;n :¼ DðnÞ þ I :
Proof. We may assume Z ¼ Fh; where FAC1; hAH: By Proposition 7.1.3 and
Theorem 5.1.3, we just need to prove the following convergences:
*DðnÞðhnÞ-DðhÞ;
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X
i;a
ðD˜ðnÞhi;aFÞr
ðnÞ
hi;a
hn-
X
a
Z 1
0
ðDt;aFÞrt;ah dt;
in L2ðWðMÞ; n; HÞ; which are direct conclusions of Lemmas 7.2.1–7.2.3. &
For aAð0;NÞ; let
GHa Z :¼ ða
 LHÞ
1Z ¼
Z N
0
e
ða
L
H ÞtZ dt; ZAL2ðWðMÞ; n; HÞ;
i.e. ðGHa Þa>0 is the resolvent associated with Dirichlet form ðEH ;DðEHÞÞ: For every
nAN; let ðGH;na Þa>0 be the corresponding resolvents relative to ðEH;n;DðEH;nÞÞ which
are associated with LH;n on L2ðMðnÞe ; nn;e; HðnÞÞ: Similarly to the proof of Theorem
5.2.2, we have
Theorem 7.2.5. Let ZnAL2ðMðnÞe ; nn;e; HðnÞÞ; such that Z˜n-w: Z in L2ðWðMÞ; n; HÞ;
then for any a > 0; we have
G˜H;na Zn-
w:
GHa Z in L
2ðWðMÞ; n; HÞ:
Finally, we give a characterization for THt through the lifted process.
Theorem 7.2.6. Let rðw; p; tÞ be the horizontal lifted process of the Ornstein–
Uhlenbeck process. For any ZACðHÞ; we have
ðTHt ZÞðpÞ ¼ e
tEPðr
1ðw; p; tÞZÞ:
Proof. It is sufﬁcient to prove that for any YACðHÞ
EnðTHt ZjYÞH ¼ e
tEPðr
1ðw; tÞZjYÞH : ð7:2:8Þ
We shall follow the statements of Theorem 6.2.5. Let Zn ¼ AnðZÞ;Yn ¼ AnðY Þ; we
have
Enn;eðTH;nt ZnjYnÞH ¼ e
tEPððrnÞ
1ðtÞZnjYnÞH ;
where TH;nt is the semigroup corresponding to L
H;n: Taking the Laplace transform,
we have
Enn;eðGH;na ZnjYnÞH ¼
Z N
0
e
ðaþ1ÞtEPððrnÞ
1ðtÞZnjYnÞH dt:
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By Theorem 7.2.5, we have
Enn;eðGH;na ZnjYnÞH-EnðGHa ZjYÞH :
Moreover, we have the following assertion:
EPðrnÞ
1ðtÞZnjYnÞH-EPðr
1ðtÞZjY ÞH : ð7:2:9Þ
Notice that
jEPðrnÞ
1ðtÞZnjYnÞH 
 EPðr
1ðtÞZjY ÞH j
pjEPððrnÞ
1ðtÞZn 
 r
1ðtÞZjYnÞH j þ jEPðr
1ðtÞZjYn 
 YÞH j:
It is clear that the second one converges to zero. The ﬁrst is less than
ðEPjjðrnÞ
1ðtÞZn 
 r
1ðtÞZjj2HÞ1=2ðEPjjYnðpnð0ÞÞjj2HÞ1=2
pCY ððEPjjðrnÞ
1ðtÞðZn 
 ZÞjj2HÞ1=2 þ ðEPjj½ðrnÞ
1ðtÞ 
 r
1ðtÞZjj2HÞ1=2Þ
:¼ CY ðI1=21 þ I1=22 Þ:
For I1; we have
I1 ¼ EPjjZnðpnðtÞÞ 
 ZðpnðtÞÞjj2H ¼ Enn;e jjZnðsvÞ 
 ZðsvÞjj2H-0:
The estimation of I2 should be handled carefully. Let ad be the molliﬁers on ½0; 1 and
set ’Zdðp; sÞ :¼ ðad * ’Zðp; ÞÞðsÞ; then, for the arbitrary Z > 0; we can choose d > 0 such
that
EnjjZd 
 Zjj2HpZ:
Thus
I2 ¼
Z 1
0
EPjjðenÞ
1ðt; sÞ ’ZðpnðtÞ; sÞ 
 e
1ðt; sÞ ’ZðpðtÞ; sÞjj2 ds
p
Z 1
0
EPjjðenÞ
1ðt; sÞ½ ’ZðpnðtÞ; sÞ 
 ’ZðpðtÞ; sÞjj2 ds
þ
Z 1
0
EPjj½ðenÞ
1ðt; sÞ 
 e
1ðt; sÞ  ½ ’ZðpðtÞ; sÞ 
 ’ZdðpðtÞ; sÞjj2 ds
þ
Z 1
0
EPjj½ðenÞ
1ðt; sÞ 
 e
1ðt; sÞ ’ZdðpðtÞ; sÞjj2 ds
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p
Z 1
0
EPjj ’ZðpnðtÞ; sÞ 
 ’ZðpðtÞ; sÞjj2 ds þ 2
Z 1
0
Enjj ’ZdðsÞ 
 ’ZðsÞjj2 ds
þ EP
Z 1
0
jjðenÞ
1ðt; sÞ 
 e
1ðt; sÞjj2Rd	d ds
 
 sup
s
j ’ZdðpðtÞ; sÞj2
 
p
Z 1
0
EPjj ’ZðpnðtÞ; sÞ 
 ’ZðpðtÞ; sÞjj2 ds þ 2Z
þ EP jjðenÞðtÞ 
 eðtÞjj2W ðOðdÞÞ  sup
s
j ’ZdðpðtÞ; sÞj2
 
:
By Theorem 6.2.5, letting ﬁrst n tend to inﬁnity, the ﬁrst and third terms converge to
zero; since Z is arbitrary we have (7.2.9). On the other hand, since
EPððrnÞ
1ðtÞZnjYnÞHpEPðjjZnðpnðtÞÞjjH  jjYnðpnðtÞjjHÞ
¼Enn;eðjjZnjjH  jjYnjjHÞpCZ;Y ;
the dominated convergence theorem together with (7.2.9) implies thatZ N
0
e
ðaþ1ÞtEPððrnÞ
1ðtÞZnjYnÞH dt-
Z N
0
e
ðaþ1ÞtEPðr
1ðtÞZjYÞH dt:
The uniqueness of Laplace transformation yields (7.2.8). &
Concerning the semigroup THt we have the following convergence result which
corresponds to Theorem 5.2.5.
Proposition 7.2.7. Let ZACðHÞ; Zn :¼ AnðZÞAL2ðMne ; nn;e; Hne Þ: Then for any
YAL2ðWðMÞ; n; HÞ; we have
EnððT˜H;nt ZnjY ÞHÞ-EnððTHt ZjYÞHÞ:
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