The paper presents a novel systematic procedure for the design of excitation based stabilisers for large-scale interconnected electric power systems. The design method is based on newly obtained results in optimal linear quadratic regulator (LQR) design, and is superior to previously reported LQR approaches. A model of a fivemachine interconnected power system which includes detailed representation of synchronous machines, excitation systems, turbines and speed governing mechanisms is considered. Stabilisers of various structures are proposed. It is shown, through simulation studies, that the stabilisers improve the power system performance markedly, without excess demand for control action. 
Introduction
Excitation based power system stabilisers (PSSs) have been extensively used in power systems around the world for improving the small disturbance oscillatory performance. There are a number of approaches to the design of PSSs. A commonly used approach is based around the conventional PSS structure which is composed of a wash out circuit and a cascade of two-phase lead networks. The design of such PSSs requires the determination (or tuning) of six parameters for each machine. These are the overall DC gain, the wash out circuit time constant, and the various constants for the two-lead networks. A number of sequential [ I , 3, 9 , IO], and simultaneous 12, 4-81 approaches for the tuning of these parameters have been reported in the literature. A common approach has been to simplify the problem of tuning the six parameters to that of tuning only two by making a series of intuitive assumptions based on experience and physical appreciation of the power system. For example, it is common to assume that: (i) the lead and lag networks are identical with known time constant; (ii) based on experience, a particular value is given to the wash out time constant; and (iii) for the multimachine case all the PSSs are either the same or have the same gain value. Then a search procedure is used to determine the best possible combination of the remaining parameters with respect to a proposed performance criteria.
Although the above approaches have been widely used and produce satisfactory results regarding the damping of local modes of oscillation, their outcome may not be considered as the best possible. This is due to the restrictive assumptions made and to the intuitive nature of the design process. In an attempt to address this problem, a number of researchers have proposed nonconventional design techniques based on modern control theory, such as eigenvalue assignment [S, 9, 12, 131, Nyquist array 114-161, and optimal control [7, [17] [18] [19] [20] [21] [22] .
It is well known that, for multimachine systems, eigenvalue assignment is often too involved and complex and may not provide satisfactory results. The complexity stems from the ineficient degree of freedom available to the designer in assigning eigenstructure by fixed gain output feedback. Moreover, even when a suficient degree of freedom is available or a dynamic output stabiliser is sought, numerical problems often arise regarding the solution of sets of high dimension nonlinear algebraic equations for which a solution may or may not exist. It is also well known that, in applications of multivariable Nyquist array methods to multimachine power systems, there may be dificulties associated with the attainment of the necessary diagonal dominance condition. However, these can be overcome by using the design procedure described in Reference 14.
As eigenvalue assignment and early Nyquist array approaches proved to be cumbersome, research was directed towards optimal control theory, and in particular towards optimal linear quadratic regulator (LQR) control theory. The shift towards optimal control was motivated by the following reasons: (i) optimal control provides a systematic way of designing a state feedback LQR; (ii) the resulting stabiliser is guaranteed to stabilise the system and to provide a guaranteed level of performance, and therefore the problem of where to place the closed loop poles does not arise; (iii) the LQR provides sufficient stability margins, and therefore is robust to small parameter changes; and (iv) well developed design algorithms exist.
As a result, reports have appeared in the literature concerning the application of optimal LQR theory to the design of power system stabilisers (PSSs) [7, [17] [18] [19] [20] [21] [22] . The early papers considered single machine infinite bus (SMIB) systems. Later, this was extended to the multimachine case. In the above referenced papers, the way by which the state Q and control R weighting matrices were arrived at may be summarised by the following iterative procedure (i) the structure of Q and R matrices is chosen to be diagonal; (ii) the diagonal elements of Q and R are arbitrarily assigned numerical values: (iii) an optimal state or output feedback LQR is determined; and (iv) the closed loop system performance is investigated. If the performance is satisfactory, the design is finished. Otherwise the whole process (i)-(iv) is repeated until satisfactory performance is obtained.
In the procedure above a number of shortcomings exist. These are:
(a) The method is based on trial and error and does not offer a systematic way of choosing Q and R.
(b) The matrix Q, if found by using the iterative procedure above, is diagonal. Although Yu and Siggers 171 claim, in the discussion following their paper, that no advantage can be gained by choosing nonzero offdiagonal elements in Q, they d o not provide any theoretical evidence to support their claim. As will be demonstrated in this paper, this statement is simply not true, as such a constraint on the structure of Q is impractical and ignores the interactions between the states of the system. A stabiliser based on this premise is obviously not the best possible one. (c) Apart from intuition and trial and error, no analytical treatment of any kind has been given to the choice of R.
(d) Where trial and error is not solely used in some cases, the state and control weighting matrices have been arrived at largely by incorporating the designer's experience.
In summary, it can be said that the major shortfall in all of the PSS optimal LQR design approaches outlined above is the lack of a systematic procedure for the design of a quadratic cost function that would reflect the physical characteristics of the system studied. The practice has been to use one's knowledge of the system, and/or follow an iterative trial and error procedure that may or may not produce result, let alone the best possible result. It is quite easy to realise that neither of these approaches can be successful when dealing with real-life power systems which, in general, may have thousands of state variables.
In this paper, a novel systematic procedure for quadratic cost function design is presented. The method is centred around the identification of the most controllable and observable states of the system, and penalising these according to their measure of combined controllability and observability. The main feature of the proposed method is that the design of the cost function does not depend on the designer's appreciation of the physical behaviour of the system studied, as the choice of the state and control weighting matrices is performed systematically and according to a calculated set of controllability and observability measures. The method is applied to the design of an output feedback based PSS for a large-scale, interconnected power systems comprising five generating units and 15 bus bars. It is shown that a straightforward application of the design method can produce a PSS that significantly improves the small disturbance stability of the power system. This is supported by computer simulation of the power system with and without the designed PSS. Further, more simulation results are given of some offnormal conditions where signal failure is experienced in various parts of the power system.
LQR design method
The LQR design problem has been extensively investigated for the past four decades . Consequently, the theory of linear optimal control has been very well developed. Central to the optimal stabiliser design problem is the formulation of the cost function and the choice of the state and control weighting matrices. Although the need for the design of a cost function that reflects the physical characteristics and practicalities of the studied system is reasonably understood, the choice of the elements of the weighting matrices that would translate this understanding still remains a difficulty. This is mainly due to the interactive nature of the states and controls of linear multivariable dynamic systems. In the following we present a novel systematic approach to this problem which overcomes the shortcomings of existing approaches.
Consider a linear, time-invariant system:
( 1 4 y(r) = Cx(t) (1b) where x is an n-dimensional state vector, U is an rdimensional control vector, and y is an m-dimensional output vector. The A, B and C are constant real valued matrices with appropriate dimensions. Define a linear quadratic performance measure, for eqn. 1, as
where Q and R satisfy the definiteness conditions Q > 0 and R > 0.
Choosing the 0 matrix
The importance of each state variable of a linear dynamic system may be related to its combined measure of controllability and observability. This measure can be determined by transforming the system into an ordered balanced form 1281, through the following transformation:
where T is a balanced transformation matrix and x, is the state vector of the balanced form. The transformation (eqn. The transformation (eqn. 3) yields the state vector of the balanced system x b having its elements ordered according to their combined measure of controllability and observability, reflected by its associated HSVs. The most controllable and observable state will appear as the first element in the state vector of the balanced system. The least controllable and observable state will appear as the last element in the state vector. Based on the above analysis, the choice of the Q matrix is made as follows:
(i) The first rn states of the balanced system are those states which are deemed to contribute most to the dynamical behaviour of the system. Thus they should be weighted according to their contribution.
(ii) Ignore the last n-m states of the balanced system, by placing zero weighting on them. This is because those last n-m states are poorly controllable and/or observable, and therefore play a minor role in the dynamical behaviour of the system. Thus it is impractical and useless to expend energy, which has to be very high, on these states.
With regard to the m retained states, obviously the jth ( j = 1, 2, . . . , m) state is more controllable and observable and therefore plays a more important role in the system dynamics than the following m-j states. This means that jth state requires less control effort than the following ones to affect a change in its status (i.e. it is more economical to use to affect a change in the system dynamics). Therefore, to achieve the required change in the system state, the jth state variable should be less penalised than the following m-j ones. Therefore, to exploit the physical characteristics of the states and their role in the system dynamical behaviour, each state should be weighted according to the ratio of its contribution with respect to the most controllable and observable one (i.e. the first state). As a result we obtain eqn. 7a. Once Qb is obtained, it is transformed back into the original system coordinates to yield
where I , is the identity matrix of order n.
(ii) Consider the ith control input, conveniently starting from i = 1, and ignore all other control inputs. This leads to the following set of r single input, multioutput systems: wi as:
where Xi = Wci = Woi, and and Woi are the controllability and observability gramians corresponding to the ith control input.
(v) form the R matrix as
where y is a positive scalar constant that determines the tightness of the control action. Normally, this should be set to
If, however, there are practical limitations which restrict the amount of control energy to be injected into the system, then y should be chosen as
On the other hand, if more emphasis is to be placed on the closed loop state performance, then y should be chosen as 2' <: WIIO,
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Description of p o w e r system
The sample power system to be studied in this paper is shown schematically in Fig. 1 where T* is the conjugate transpose of T . 
Choosing the R matrix
The choice of the control weighting matrix R is accomplished by using the following procedure.
generating units grouped into three areas, 5 transformers, I5 bus bars and 1 1 transmission lines. Base power for the system is S, = loo0 (MVA), and base frequency is fo = The load flow data for the system under the operating point described above is given in Table 2 A linearised equivalent model of the power system, for small disturbance stability studies, may be obtained, for any prespecified stable initial operating condition as: .!J= CY: Y:' YTIT and A , B, and C are constant matrices. Since the voltage outputs (which are generally a subset of the feedback outputs) are to be regulated, these may be explicitly written as
If H is defined as a matrix containing those rows of C that correspond to the voltage outputs, we obtain the following relationship:
Design of PSS
To achieve zero steady state error in the voltage outputs, we need to introduce an integrator so that
where e denotes a vector of integrator outputs. Note that, by introducing integrator of eqn. 16, the PI control scheme shown in Fig. 2 is proposed.
For the purpose of PSS design, the power system and the integrator may be combined to form the following combined state and output equations.
In the following, we will design PSSs for the system under study with the following structures.
State feedback: Initially, we design a quadratic cost function (eqn. 2) using eqns. 7 for Q and 11 for R. Then an Fig. 2 PI-based power system stabiliser optimal state feedback stabiliser is designed. This stabiliser will serve as a 'benchmark'.
Output ,feedback:
An output feedback stabiliser is obtained from the state feedback stabiliser, and its performance is compared with the 'benchmark' state feedback stabiliser.
Decentralised aucpur ; A decentralised output feedback stabiliser is obtained from the output feedback stabiliser and its performance is compared with the 'benchmark' state feedback stabiliser.
According to the problem formulation above, the task is therefore to design a state feedback based PSS, for the augmented system described by eqns. 17, of the form:
where K , and K , are the proportional and integral parts of the PSS, respectively. This design will then be mapped info an output feedback based PSS, using the method reported in Reference 28. From this gramian, the state weighting matrix was calculated according to eqns. 7. This is given in rounded form as 1, 16, 16, 19,24,0, ..., 0) This was then transformed back into the original coordinates (space limitations prevent the inclusion of this data). The combined state weighting matrix for the system (eqn. 17) was then obtained as
I State feedback based PSS
The control weighting matrix R was obtained by considering each control input by itself, as outlined in Section 2. Accordingly, the following was calculated from eqn. 1 I. where y is set to 1. 15.5, 10, 6.3, 8) 
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Having determined the Q and R matrices, a state feedback optimal stabiliser was then obtained, space limitations preclude its inclusion. The optimum value of the performance index was found as 1 2 J,,,,, = -tr(P) = 2046.1 where P is the optimal solution to the matrix Riccati equation.
Output feedback based PSS
The state feedback based PSS was then projected to an output feedback based PSS, using the numerically stable method in Reference 21. The optimum value of the performance index was
where Po is the suboptimal solution to the matrix Riccati equation.
Decentralised output feedback based PSS
Centralised output feedback PSSs require transmission of signals among the generating units. This requirement in itself does no longer constitute a problem from practical and technical viewpoints. This is due to the rapid advancement in optical fibre communications and their adoption by power utilities. However, if a completely decentralised PSS scheme can be found so that no significant deterioration in the system performance is experienced compared to state or output feedback based schemes, then such a scheme would be more advantageous, in terms of practicality and reliability. In such schemes not only is the cost of implementation drastically reduced but also the risk of loss of stability due to signal transmission failure is minimised.
For the five machine system under consideration a decentralised output feedback PSS can be obtained from the benchmark centralised output feedback PSS if all of the off diagonal block elements in the output feedback matrix are set to zero. If the performance of such a PSS does not exhibit significant deterioration, total signal communication breakdown among the five generating units will not have severe consequences on either stability or performance.
Decentralised partial output feedback based PSS
To simulate local feedback signal failure, some elements in local diagonal blocks of the decentralised output feedback PSS are set to zero. If the resulting decentralised partial output feedback PSS is found to be capable of preserving the overall system stability and if no significant performance degradation occurs, the PSS is capable of sustaining some local and inter area signal loss.
Simulation results
In this Section, the oscillatory performance of the sample power system of Fig. 1 is investigated. The investigation is carried out on the system operating under (i) the nominal operating condition and (iij an off-nominal operating condition.
Nominal operating condition
Here it is assumed that the sample power system operates under the nominal operating condition. PSSs will be determined for the following cases.
Case 1 (output feedback):
In this case, it is assumed, that terminal voltage Aut speed A6 and acceleration A6 signals from the five generating units can be measured and shared among all the generating units. 
open loop
Case 2 (decentralised output feedback):
In this case, it is assumed that no transfer of signals among the five generating units is required. Rather, each local stabilising signal,,is generated from local measurements of Aut, Ah, and A6 only. This case simulates a situation where the power system is operating under an output feedback based stabiliser and loss of signals from the remote areas is experienced.
Case 3 (partial local feedback):
In this case it is assumed that the control signals of all but the unit undergoing the load change experience a failure. For the cases above, a 0.01 per unit step increase is applied to the excitation system setpoint associated with unit 'genl' of the sample power system. The voltage responses of unit 'genl', with and without the supplemen- point value, with a reduced settling time, but with a slightly longer rise time. Fig. 3 also illustrates the robustness of the design PSS and shows quite clearly that the performance of the closed loop system under all the various scenarios posed above is quite satisfactory. A measure of degradation in the performance is experienced when completely output decentralised and partial output decentralised schemes are used, but the degradation is too small compared to the benefits derived from using such schemes.
The voltage responses of unit 'gen2' to the same perturbation are shown in Fig. 4 . Here it is evident that the supplementary stabilising signals of all the proposed schemes provide marked reductions in interaction, zero steady-state error, and significantly shorter settling times. The responses of the remaining units have similar characteristics to that of 'gen2' and are not shown due to space limitations.
Next, the effect of the stabilising signal on the rotor speed responses is examined. In Fig. 5 , the rotor speed deviation of unit 'genl' with respect to the same applied -0.10 pu, and would therefore not lead to saturation at the excitation system input. Furthermore, the required control signals are of sufficiently low bandwidth that their implementation would not cause practical difficulties.
Off-nominal operating condition
Power systems change their operating points as changes in loading conditions occur. It is therefore worth exploring how robust a PSS, designed at nominal operating point, is with respect to such changes. In the following we assess the robustness property of the PSS designed according to the method of this paper. In this regard we use the nominal output feedback PSS as a case study. The performance of the nominal system will be used as a benchmark against which the performances of the system under off-nominal operating conditions will be evaluated.
For this purpose, two off-nominal operating conditions were chosen, the worst of which is detailed in Table  3 . Figs. 9-12 show the responses of the terminal voltage and speed, respectively, of genl and gen2 of the sample system when operating under the off-normal condition, but using the nominal output feedback based stabiliser. It is clear from these Figures that the stabiliser is quite robust to the changes in the operating condition of the system. implies that no extra control effort is required to regulate the system in the off-normal case compared to the nominal case.
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Concluding remarks
In this paper, a systematic procedure for the design of PSSs based on LQR optimal control theory is presented. The procedure is superior to previously reported PSS design methods based on optimal control theory. The superiority stems from the introduction of a new and systematic way of choosing the state and control weighting matrices of the quadratic cost function. This is accomplished by determining quantitative combined controllability and observability measures for each state and control variable of the studied system. These variables are then penalised according to these measures. The proposed design method has been applied to a five-machine interconnected power system, where a stabiliser is designed to damp out the low frequency oscillation of the system. It is shown that the designed stabiliser improves the power system performance markedly, without excess demand for control action. It is also shown that the PSS is robust to local and remote signal failures. This demonstrates the advantage of the proposed design method.
