We propose to study the generalization error of a learned predictorĥ in terms of that of a surrogate (potentially randomized) classifier that is coupled toĥ and designed to trade empirical risk for control of generalization error. In the case whereĥ interpolates the data, it is interesting to consider theoretical surrogate classifiers that are partially derandomized or rerandomized, e.g., fit to the training data but with modified label noise. We show that replacingĥ by its conditional distribution with respect to an arbitrary σ -field is a viable method to derandomize. We give an example, inspired by the work of Nagarajan and Kolter (2019), where the learned classifierĥ interpolates the training data with high probability, has small risk, and, yet, does not belong to a nonrandom class with a tight uniform bound on two-sided generalization error. At the same time, we bound the risk ofĥ in terms of a surrogate that is constructed by conditioning and shown to belong to a nonrandom class with uniformly small generalization error.
INTRODUCTION
One of the central problems in deep learning theory is to explain the statistical performance of deep learning algorithms. There is particular interest in explaining how overparametrized neural networks, trained by simple variants of stochastic gradient descent (SGD), simultaneously achieve low risk and zero empirical risk on benchmark datasets. While certain naive explanations have been ruled out (Zhang et al., 2017) , progress has been slow.
The bulk of recent work has approached this problem by arguing that the classifier learned by SGD belongs to a class for which there is a uniform and tight (two-sided) bound on the generalization error (Bartlett, Foster, and Telgarsky, 2017; Golowich, Rakhlin, and Shamir, 2017; Long and Sedghi, 2019; Neyshabur et al., 2017; Wei and Ma, 2019) . After raising this observation, Nagarajan and Kolter (2019) proceed to argue that this approach may be doomed. They do so by constructing a simple toy problem where 1) an SGD-like algorithm learns a classifier that achieves low risk and zero empirical risk, yet 2) the learned classifier does not belong (even with high probability) to a class whose generalization error is uniformly small. At the same time, the phenomena of double descent has been brought to light (Advani and Saxe, 2017; Belkin et al., 2019; Geiger et al., 2019) . The challenge of explaining these curves using standard uniform convergence arguments has been a central theme of talks by Belkin. In this note, we initiate a response to Nagarajan and Kolter (2019) , in defense of the utility of uniform convergence for understanding classifiers that obtain zero empirical risk. (We will use the term "interpolating" to refer to such classifiers, borrowing the terminology that Belkin et al. (2019) used for mean squared error.) The basic idea is to introduce a surrogate classifier that 1) closely mimics the learning algorithm of interest yet 2) belongs to a class for which a uniform and tight bound on two-sided generalization error holds.
We provide a relatively flexible recipe for constructing surrogate classifiers via probabilistic conditioning. The approach produces a randomized classifier (in particular, a Gibbs classifier) that, in effect, reruns the learning algorithm on training data that is equal in distribution to the original training data but has been "rerandomized" partially. The approach ends up trading empirical risk for generalization error. We apply this recipe to an example, inspired by one due to Nagarajan and Kolter (2019) , where an interpolating classifier does not belong to a class enjoying uniform convergence, yet a surrogate with small empirical risk does.
PRELIMINARIES
Let Z, Z 1 , . . . , Z n be i.i.d. random elements in a space S with common distribution D. Let S = (Z 1 , . . . , Z n ) represent the training set. Fix a loss function : H × S → R + for a space H of hypotheses. Let M 1 (H ) be space of distributions on H . Note that H can be embedded into M 1 (H ) by the map h → δ h taking a classifier to a Dirac measure degenerating on {h}. For Q ∈ M 1 (H ), the (average) loss is defined to be
and the (average) risk is defined to be
Letĥ orĥ(S) be a random element in H , representing a learned classifier.
A hypothesis h interpolates a dataset S with respect to a non-negative loss when L S (h) = 0. A learning algorithmĥ(S) is (almost surely) interpolating if L S (ĥ(S)) = 0 a.s. (or equivalently EL S (ĥ S ) = 0). This extends our geometric intuition of a surface h : R d → R interpolating points in R d+1 when (h(x i ) − y i ) 2 = 0 for all i ∈ {1, . . . , n}. The surprising properties of interpolating classifiers are explored in Belkin et al. (2019) . See also Advani and Saxe (2017) and Geiger et al. (2019) 
DECOMPOSITIONS OF GENERALIZATION ERROR USING SURROGATE CLASSIFIERS
The following result is immediate from the linearity of expectation:
Lemma 3.1 (Surrogate decomposition). For every random element Q in M 1 (H ),
, provided the three expectations on the r.h.s. are finite.
This decomposition suggests that one can obtain a bound on the generalization error (and then the risk) ofĥ by bounding the three terms individually. The choice of Q trades off one term for another. In the particular case of a.s. interpolating classifiers (i.e., E[L S (ĥ)] = 0), one approach is to trade excess empirical risk,
One way to control generalization error is to show that Q belongs to a nonrandom class for which there holds a uniform and tight bound on generalization error. We present two such bounds, both well-known:
Theorem 3.2 (Bounded loss, two-sided control). Assume takes values in an interval of length L. For every random element Q in M 1 (H ) and class G ⊆ M 1 (H ), 3.1. Constructing Surrogates by Conditioning. In principle, the surrogate could be any randomized classifier. Ideally however, it should be related to the original learning algorithm and allow control of the trade off in a principled way. One way to introduce such a surrogate is by conditioning. Let P F denote the conditional probability operator given a σ -field F (or a random variable), taking an event to its conditional probability. For a random variable ψ, let P F [ψ] denote the conditional distribution of ψ given F , which will be assumed to have a regular version.
Lemma 3.4 (Derandomization via conditioning). Let F be a σ -field on (some possible extension of) the underlying probability space upon which S andĥ are defined.
The following result is then immediate by Lemmas 3.1 and 3.4.
Lemma 3.5 (Surrogate decomposition by conditioning). Let F and Q be as in Lemma 3.4. Then
Ifĥ is a.s. interpolating (i.e., E[L S (ĥ)] = 0), then
Every conditional distribution Q = P F [ĥ] represents a derandomization ofĥ: i.e., by the definition of conditioning,ĥ has equal or greater dependence on the data S than Q. There are other ways to achieve derandomization rather than conditioning, however they may require one to obtain some explicit control on the risk difference,
Informally, ifĥ interpolates (or more generally overfits), we would expect a derandomized classifier to have excess empirical risk, yet lower generalization error.
Finally, it is important to understand how tautologies can arise from this perspective. If Q is a.s. nonrandom (corresponding, e.g., to conditioning on the trivial σ -algebra), then Q = P[ĥ] a.s., i.e., Q is the distribution ofĥ. In this case, EL S (Q) = EL D (Q) = EL D (ĥ), and we obtain the tautology
For this extreme example, Q belongs to the singleton class {P[ĥ]}, which exhibits "uniform convergence" trivially. On the other end of the spectrum, if Q = δĥ, i.e., we condition on F = σ (S), then we get an equally tautological statement from the decomposition. The idea behind introducing the surrogate classifier Q is that it allows one to conceptually interpolate between these two tautological end poins in order to find a (non-tautological) bound on the generalization error of a learning algorithm.
TRANSDIMENSIONAL UNIFORM CONVERGENCE
Nagarajan and Kolter (2019) argue that uniform convergence does not explain generalization in several examples that are emblematic of the modern interpolating regime. In those examples, however, the size of the learning problem varies with the cardinality of the training dataset. The standard notion of uniform convergence (i.e., of Glivenko-Cantelli classes, etc.) is not normally defined in this setting. In order to formalize the specific failure of "uniform convergence" in these transdimensional learning problems, we introduce a transdimensional version of the Glivenko-Cantelli property.
Then
where, for a measure P and a function h, Ph = h(x)P(dx).
Note that when S (p) , F (p) , D (p) p∈N and H (p) are constant in p and n p = p, then this reduces to the usual notion of a Glivenko-Cantelli class. It is this property which is made to fail in the examples presented by Nagarajan and Kolter (2019) .
EXAMPLE
The following example is inspired by theoretical and empirical work by Nagarajan and Kolter (2019) . Like in their work modelling SGD, we describe an example of a low-risk learned classifier, h, such that there is no nonrandom class containingĥ almost surely for which one may establish a uniform and non-vacuous bound on generalization error. Using Lemma 3.5 and Theorem 3.2, we show that a derandomization ofĥ, obtained by conditioning on an explicit σ -field F , yields a tight generalization bound based on uniform convergence of the surrogate.
In this section, we first construct the learning problem we will address. Second, we show that the high-dimensional Glivenko-Cantelli property fails on this example even though is has low generalization error. Lastly, we introduce our surrogate learning algorithm, show that it has similar empirical and test performance to the original algorithm, verify that the surrogate has the highdimensional Glivenko-Cantelli property, and finally use this to establish a generalization bound for the original learning algorithms.
otherwise.
. . ,Z n ). We refer to pairs (Z i ,Z i ) as antipodes. Our learning algorithm, A d : S →f (S) n d , only makes a classification error when a test point was not in the training dataset, but its antipode was.
5.2.
Failure of uniform convergence for this problem. First we will note that at every problem size, d, the VC dimension of the collection of accessible decision rules is at least as large as the training dataset. We will not use this fact again, but it does highlight the apparent complexity of the learning problem. Proof. For n d ≤ 2 2d−1 , any set (X 1 , . . . X n d ) of size n d with no antipodal or repeated points is shattered by the subcollection of H (d) given by {f (S) n d : S = (X 1 , . . . X n d ), and ∀i ∈ {1, . . . , n d } , X i ∈ {X i ,X i }}.
Next, notice that this algorithm never makes an error on the training data.
Lemma 5.2 (f n d is interpolating.). L S (f n d ) = 0 a.s. Furthermore, by construction, the learning algorithm cannot return a classifier with high risk, no matter the training data observed, as long as n d ∈ o(2 2d ).
The following result demonstrates that uniform convergence (of a class containingĥ) does not explain the risk. The argument mirrors that used by Nagarajan and Kolter (2019) .
The proof appears in Appendix A. In this example, a generalization error bound was tractable because L D (h) was readily bounded for all h, despite the fact that uniform convergence failed for H (·) . How could we approach the problem without directly bounding L D (h)? 
That is, π k d (x) zeros out the first k d entries of x. Let π k d (S) = (π k d (X 1 ), . . . , π k d (X n d )), let
is a Gibbs classifier that is learned from the data, but is less coupled with the data thanf (S) n d . Intuitively, conditioning our learned classifier on G (d) can be interpreted as redrawing the first k features and the labels associated with the training data independently for each new test point, holding the last 2d − k features of each training point fixed. Since Q(S) is σ (π k d (S))-measurable, then for distinct datasets S and S with π k d (S) = π k d (S ), we have Q(S) = Q(S ).
We refer to the map S → Q(S) is called the surrogate learning algorithm and Q(S) as the surrogate classifier. Note that in this example, our chosen surrogate learning algorithm outputs a Gibbs classifier, while the original algorithm outputs a deterministic classification rule. When the argument S of Q is omitted then it is assumed to be the training dataset, S.
We first evaluate the risk and empirical risk of our surrogate classifier. (17)
The proof appears in Appendix A. As was foreshadowed in Section 3, we have increased the empirical risk by replacingf n d with Q. However, at the same time, we have dramatically lowered the empirical risk on the adversarial (antipodal) dataset, and not affected the true risk at all. In fact we are able to trade off empirical risk on the training data with worse case risk on an adversarial dataset explicitly by varying the parameter k d . Even a small amount of re-randomization in the surrogate (k d small) can yield very tight control on the adversarial empirical risk. In this example, the adversarial empirical risk decreases exponentially fast in the number of bits of information lost per example. This allows us to demonstrate the the collection of possible outputs of the surrogate learning algorithm does witness uniform convergence. Note that the restrictions upon k d we provide may be a product of our particular approach to bounding the Rademacher complexity (Massart's Lemma). A more refined approach may yield looser restrictions on k d .
Proof. First, using a standard symmetrization argument, we bound the supremum over the empirical process of Curryed losses by twice the Rademacher complexity
Next, by the same arguments as in the proof of Lemma 5.5, (Z i , Q(f (S ) n d )) ≤ n d 2 −k d for all i and for all datasets S . Therefore, for all a ∈ A, a ≤ n 1/2
Since the surrogate behave similarly on training and test data to the original learning algorithm, and since it is HDGC, we can establish a generalization error bound for the original learning algorithm using the uniform convergence of the surrogate.
Theorem 5.7 (Bounding generalization error via an HDGC surrogate). We have the following bound on the generalization error:
, then for any choice of {k d } d∈N with lim d→∞ (k d − log 2 (n d ) − log 2 (d)/2) = ∞, our surrogate witnesses that the generalization error vanishes
Proof. From Lemmas 3.5 and 5.5 and Theorem 3.2,
The last term is controlled using Lemma 5.6 to get (24)
We visualize the dependence of our generalization error bound on k, n and d in Fig. 1 . Notice that the bound decays very rapidly in the proportion of randomness removed by conditioning, k/2d. Starting with L S (Q).
(28)
The inner most summand is constant in all but the ith and jth v, so
(2 k − 1)1 X i [k+1:2d]=X j [k+1:2d] = 2 −k (1 − 2 −k ) n (i, j) ∈ {1, . . . , n} 2 : X i [k + 1 : 2d] = X j [k + 1 : 2d] .
Thus (31) L S (Q) ≤ 2 −k (1 − 2 −k ) n (i, j) ∈ {1, . . . , n} 2 : X i [k + 1 : 2d] = X j [k + 1 : 2d] .
Taking expectations, we get (32) EL S (Q) ≤ 2 −k (1 − 2 −k ) n n(n − 1)2 −(2d−k) = (n − 1)2 −2d (1 − 2 −k ).
Next, Looking at L S (Q),
Now, X i is in G k (V, S X ) only if X i [1 : k] is antipodal to at least one v, so
The inner most summand is constant in all but the jth v, so Taking expectations, we get (37) EL S(Q) ≤ 2 −k n (n + n(n − 1)2 −(2d−k) ) = 2 −k + (n − 1)2 −2d .
Lastly, for L D (Q),
