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Abstrakt (Dansk) 
Projektets formål er at undersøge kunstige neurale netværk (neurale netværk) og regelbaserede 
systemer (ekspertsystemer) som modeller for kunstig intelligens, og nå frem til en forståelse for 
potentiale, styrker og svagheder ved disse to modeller. Med udgangspunkt i eksisterende teori på 
området, implementerer vi modellerne og eksperimenterer med dem. Eksperimenterne udføres med 
spillet fire på stribe. Vi fandt ud af at et regelbaseret system med få regler kan vinde fire på stribe mod 
menneskelige spillere i en del af spillene. En ulempe ved ekspertsystemet er at man kan lære at 
gennemskue dets regler. 
Det viste sig at være svært at træne det neurale netværk op til et niveau hvor det kan slå 
menneskelige spillere, men efter træning med serier af træk fra et ekspertsystem som vandt over et 
andet, nåede det neurale netværk en succesrate på 70 % mod ekspert systemet. Det kunne indikere at 
det neurale netværk har lært en strategi som virker mod ekspertsystemet. Samlet set kan vi konkludere 
at et neuralt netværk formentlig vil kunne trænes op til vinde spillet fire på stribe med høj succesrate 
mod menneskelige spillere, men det kræver yderligere arbejde med topologien af det neurale netværk, 
samt bedre træningsdata. 
Abstract (English) 
This project takes a closer look at artificial neural networks (neural networks) and rule based 
systems (expert systems) as models for artificial intelligence, with the purpose of  reaching an 
understanding of  the potential strengths and weaknesses of the two systems. With basis in existing 
theories, we will implement and experiment with these models. We will use the game of 4-in-a-row as 
backbone in our experiments. We would learn that an expert system with just a few rules, can often 
win in 4-in-a-row over a human player. One disadvantage of expert systems is that it is easily beaten, 
if one is able to learn the rules on which it is based, and able to exploit potential weaknesses or flaws. 
It should however prove difficult to train the neural network to a level where it would be able to beat 
an average human player. But after letting the neural network learn by watching two expert systems 
playing each other, the neural network reach a success rate of 70 % against the expert system. This 
could indicate that the neural network has learned a strategy that works against the expert system. 
Looking at the big picture, we can conclude that it would be possible to teach a neural network to 
win over a human player in 4-in-a-row with a high success rate. But it would require a lot more work 
with the topology of neural networks, as well as better training. 
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1.  Indledning 
I dette projekt undersøger vi en metode indenfor kunstig intelligens, nemlig neurale netværk, for at 
undersøge hvordan den kan bruges effektivt. Vi undersøger denne metode ved et konkret eksempel: 
Spillet ”fire på stribe”. 
Neurale netværk er en matematisk teknik der er inspireret af principper i biologiske hjerner. Et 
neuralt netværk kan, efter en indlæringsfase, reagere på ukendte problemstillinger. Dette opnås ved at 
præsentere mulige løsninger til lignende problemer i indlæringsfasen, for at opnå, at det neurale 
netværk lærer at generalisere. 
For at oplære det neurale netværk, bruger vi et regelbaseret system. Regelbaserede systemer er ikke 
så fleksible som neurale netværk. Som navnet antyder, benytter de sig af et sæt regler for at løse et 
problem. Dermed kan de dog kun løse opgaver som er forudsigelige. Da sådan et system er ”ekspert” 
på et meget begrænset område, kaldes disse systemer også ”ekspertsystemer”. 
Vi vil undersøge, hvordan man programmerer og træner et neuralt netværk, for at få gode resultater. 
Desuden vil vi sammenligne et neuralt netværk med et simpelt regelbaseret system. Det regelbaserede 
system tager udgangspunkt i nogle basale regler som gør det bedre end en spiller der tager tilfældige 
træk. 
1.1 Målgruppe 
Rapporten henvender sig til læsere med interesse i neurale netværk og kunstig intelligens. Den 
skrives på et niveau, som forudsætter et grundlæggende kendskab til programmering og 
systemudvikling. Udviklere af neurale netværk kan have glæde af denne rapport, idet den belyser 
vigtige problemstillinger. Det udviklede netværk behøver ikke kun at være begrænset til spillet fire på 
stribe, men kan bruges ved generel implementering af neurale netværk. En anden målgruppe er 
udviklere der skal vælge, hvilken af de to nævnte modeller indenfor kunstig intelligens de skal bruge.  
1.2 Problemformulering 
Ud fra overvejelser omkring kunstig intelligens og spillet fire på stribe, er vi kommet frem til 
følgende problemformulering: 
 
• Hvilke styrker og svagheder er der ved brug af henholdsvis et neuralt netværk og et 
regelbaseret system, til kunstig intelligens i spillet fire på stribe? 
1.3 Afgrænsning 
Igennem projektet er der områder, vi vil vægte højere end andre. Først og fremmest er det vigtigt at 
bemærke, at projektets formål ikke er at nå frem til et neuralt netværk der kan vinde over alle i fire på 
stribe – spillet er den konkrete case vi anvender for at undersøge neurale netværk og eksperimentere 
med træning af disse. Projektet vil have fokus på neurale netværk og i mindre grad også regelbaserede 
systemer. Grunden til at vi har ekspertsystemet med skyldes at vi ønsker et system til at træne og teste 
det neurale netværk op imod. Samtidigt giver det et sammenligningsgrundlag for resultaterne af vores 
forsøg. 
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1.4 Semesterbinding 
I forhold til kravene i 2. semester bindingen, er det vigtigt at vi opfylder følgende: 
 
Arbejde med naturvidenskabelige modeller, teori og eksperimenter – herunder 
tilvejebringelse og behandling af egne måleresultater. 
 
Vores indgangsvinkel til projektet er, som det fremgår af problemformuleringen, at vi vil 
eksperimentere med neurale netværk og med ekspertsystemer, to datalogiske modeller for kunstig 
intelligens. Vores mål er at få en forståelse for disse modeller; hvilke styrker og svagheder er der ved 
dem. Vi forholder os kritisk til begrebet kunstig intelligens. 
For at nå dette mål vil vi indledende beskæftige os med teorien der ligger bag modellerne, for at få 
den viden som er nødvendig for det videre eksperimentelle arbejde i projektet. Denne teori er allerede 
velkendt, og beskrevet i mange bøger, så hovedvægten af vores arbejde vil blive lagt på det praktiske 
og eksperimentelle arbejde med modellerne – nemlig implementering af dem som programmer i Java, 
forsøg med træning af det neurale netværk og eksperimenter for at sammenligne succesrater og 
effektivitet for de to modeller i spillet fire på stribe. I forbindelse med denne eksperimentelle fase i 
projektet, ser vi derfor mange muligheder for både at tilvejebringe og behandle egne måleresultater. 
Det vil i praksis være den bedste måde at sammenligne de to nævnte systemer.  
1.5 Metode / fremgangsmåde  
Vi vælger at arbejde i fire faser i projektet:  
 
• Beskrivelse af nødvendig teori 
• Implementering af modeller og programmer 
• Eksperimenter, herunder træning af det neurale netværk 
• Behandling og analyse af måleresultater fra eksperimenterne 
 
Vi har fra starten valgt at arbejde med de to første faser sideløbende, så vi hurtigt kan nå frem til 
fungerende programmer, som skal være udgangspunkt for vores eksperimenter. 
1.5.1 Teori 
Teorien vil indeholde en grundlæggende beskrivelse af kunstig intelligens, herunder specielt teorien 
bag neurale netværk og ekspertsystemer. Der vil også indgå overvejelser om hvilke vinderstrategier i 
fire på stribe det vil være hensigtsmæssigt at vælge som grundlag for vores ekspertsystem. 
1.5.2 Modeller og programudvikling 
Vi vil beskrive analyse- og designovervejelser for vores implementering af modellerne for det 
neurale netværk og ekspertsystemet, samt de øvrige programmer vi implementerer til brug i 
forbindelse med eksperimenterne. 
1.5.3 Eksperimenter 
Beskrivelse af hvilke forsøg vi planlægger og udfører for at undersøge neurale netværk. For hvert 
forsøg vil vi indsamle data, og i det hele taget notere hvilke fænomener vi oplever under forsøgene 
(f.eks. hvordan træningen af det neurale netværk forløber, hvilke justeringer vi foretager for at få 
oplæringen til at lykkes). 
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1.5.4 Behandling og analyse af måleresultater 
Efter den eksperimentelle fase vil vi have data til rådighed som giver os mulighed for en endelig 
analyse og sammenligning af de to modeller for kunstig intelligens. Det vil f.eks. være muligt at 
sammenligne succesrater i spillet fire på stribe. 
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2.  Spillet fire på stribe 
I de kommende kapitler vil der blive 
undersøgt forskellige teknikker indenfor 
kunstig intelligens, der kan bruges til at spille 
fire på stribe. Spillets regler vil blive 
forklaret i dette afsnit, sammen med nogle 
taktikker man kan anvende. 
Spillepladen til fire på stribe består af 7 x 6 
felter, hvor spillerne har mulighed for at 
kaste brikker i de forskellige søjler. 
Spillerne har hver 21 brikker i hver farve, i 
eksemplet på figur 1 er valgt rød og blå. 
Før spillet startes trækkes der lod om hvem 
der skal starte (Det kan være en fordel at 
starte, da der findes metoder at spille efter 
som forøger chancen for at vinde hvis man 
begynder) 
Spillerne skiftes til at lægge en brik i en af 
søjlerne efter eget valg, for at forbedre deres 
situation for at vinde. 
Spillet ender hvis en af spillerne har 4 på 
stribe, her forstås 4 brikker i samme farve på 
en lige eller skrå linje i alle retninger. 
Brikkerne skal være placeret sådan at de 
danner en ubrudt linje. 
Spillet kan i sjældne tilfælde ende som 
uafgjort. Da spillerne har 21 brikker hver og 
spillepladen har 42 pladser er det muligt at fylde alle pladser på pladen uden der forekommer 4 på 
stribe. Dette resultat betragtes uafgjort. 
Spillepladen tømmes og spillet startes forfra 
og en vinder findes. 
2.1 Taktiske overvejelser  
Den grundlæggende taktik i spillet er, som 
det er i de fleste spil, at forhindre 
modstanderen i at vinde, og samtidigt at 
forbedre sine egne chancer for at vinde. 
Når man spiller fire på stribe for første gang, 
vil man måske prøve at få fire på stribe ved at 
fylde en række eller en søjle og håbe på, at 
modstanderen ikke opdager det. En enkelt 
stribe kan nemlig i de fleste tilfælde 
nemt ”stoppes” ved at modstanderen lægger 
en brik i vejen (se figur 2).  
figur 1. 
På billedet ses et spil 4 på stribe 
 
figur 2 Spilleren med de mørke brikker prøver at 
lægge fire på stribe. Dette er dog nemt at gennemskue, 
så spilleren med de lyse brikker vil sandsynligvis stoppe 
den anden spiller. 
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Efterhånden vil man så muligvis opdage, at denne taktik ikke er alt for effektiv: Modstanderen 
opdager uden problemer, hvad man er ude på. Det er dermed afgørende at skabe situationer, hvor der 
er flere muligheder at vinde. Da en spiller kun kan lægge én brik per runde, er det dermed kun muligt 
at forhindre modstanderen i at vinde ét af stederne på brættet. En oplagt mulighed for at opnå en 
situation med flere vinder muligheder kunne dermed være tre på stribe med to åbne ender (se figur 3 og 
figur 4). 
Allerede her kan man se, at det at vinde i dette spil, afhænger for det meste om at skjule sine 
intentioner og at spille på en sådan måde, at modstanderen ikke opdager de muligheder man har for at 
vinde. Mere komplicerede taktikker, hvor muligheder for at vinde opbygges over flere runder, er 
dermed meget effektive. En udvidelse af 
taktikken ”tre på stribe med to åbne ender” kunne 
dermed være, at opbygge en gang tre på stribe 
diagonalt og samtidigt tre på stribe horisontalt. 
(se figur 5). 
De taktikker der går ud på at opbygge flere 
muligheder for at vinde indarbejder også et andet 
taktisk aspekt i fire på stribe: At ”tvinge” 
modstanderen til at tage bestemte træk. For at 
undgå at modstanderen vinder, eller lægger sine 
brikker på en sådan måde at han vinder i et 
senere træk, er spilleren i mange tilfælde nødt til 
at placere den ene brik han kan lægge per runde 
sådan, at han stopper modstanderen. Samtidigt 
kan spilleren så dog ikke udbygge sine egne 
muligheder.  
Der er dermed mange taktiske muligheder i 
dette forholdsvis simple spil. De nævnte aspekter 
af spillet er derfor kun en lille del af de 
muligheder man har, for at vinde i fire på stribe.  
 
figur 4 Spilleren med de lyse brikker har ikke opdaget 
hvad den anden spiller var ude på. Denne kan nu 
udbygge sine to brikker til tre på stribe med to åbne 
ender. Allerede nu er der ingen chancer for spilleren 
med de lyse brikker for at vinde. 
 
 
figur 3 For at stoppe den mørke spiller, skulle 
spilleren med de lyse brikker allerede nu have lagt 
en brik enten i kolonne et eller i kolonne fire. 
 
 
figur 5 Spilleren med de mørke brikker har her opbygget 
to muligheder for at vinde. Hans modstander kan ikke 
stoppe ham. 
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2.2 Kompleksiteten i fire på stribe 
For at vise kompleksiteten i fire på stribe, vil vi se på, hvor lang tid det tager at udregne samtlige 
mulige løsninger for spillet ud fra et bestemt begyndelsestræk. Man kunne dermed i hver runde finde 
det træk, der gav de største muligheder for at vinde. Det ville hurtigt give problemer, med de mange 
muligheder der skulle beregnes. Hver gang man ønskede at forudse et træk mere, ville der være syv 
gange så mange muligheder, der skulle beregnes. Det udelukker muligheden for på forhånd, at 
udregne samtlige træk der kan forekomme i spillet. Det ville tage mange gange Jordens resterende 
levetid at udregne alle muligheder, selv med de i dag hurtigste computere. 
Et spil kan maksimalt vare 42 træk. Hvis alle muligheder skulle udregnes på forhånd ville det give 
1,9⋅1033 mulige træk. Hvis man forestillede sig en computer, der kunne beregne 1 mia. træk i sekundet, 
ville denne bruge op til 6⋅1016 år til at beregne et spil. 
 
Antal træk Formel Antal muligheder Beregningstid 
1 71 7  
2 72 49  
3 73 343  
4 74 2 401  
5 75 16 807  
10 710 282 475 249 0,28 sekund 
15 715 4 747 561 509 943 1,3 time 
20 720 79 792 266 297 610 221 2,5 år 
30 730 22 539 340 290 692 258 087 863 249 7*10^8 år 
42 736 *6! 1 909 246 209 018 950 499 680 896 834 752 720 6*10^16 år 
Tabel 1. 
 Her vises det hvor mange træk der skal beregnes afhængig af hvor forudseende systemet skal være, og hvor lang 
tid udregningerne tager. 
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3.  Kunstig og naturlig intelligens 
Dette afsnit skal give en indføring til neurale netværk, ved at beskrive intelligens og kunstig 
intelligens i almindelighed, for derefter at give et overblik over neurale netværks historie. Der vil også 
blive kigget på neurale netværk, der blev udviklet til at spille andre spil. 
3.1 Den naturlige intelligens 
 
Ordet "intellekt" (latin: intellectus) betyder fornuft, tænkeevne eller erkendelse, hvilket er afledt af 
ordet intelligere, som betyder forstå. 
 
For at kunne beskæftige os med kunstig intelligens, kan det være en fordel at vide hvad intelligens er. 
Det har i mange år været tilfældet, at computeren kunne foretage mange udregninger meget hurtigt. Vi 
så da supercomputeren Deep Blue slog en stormester i skak, og kunne konstatere, at maskinen var 
blevet ”klogere” end mennesket. Men er det intelligens eller er det bare en statistikmaskine, der er 
blevet så god til regne, at den kan nå at gennemtænke alle muligheder i et givent spil? Uanset hvor 
mange menneskelige evner vi tillægger en computer, har den endnu ikke de samme muligheder som 
mennesker til at opfatte og forstå. De fleste dyr har muligheden for at løse dagligdagens problemer ud 
fra tidligere erfaringer. Hunden der sidder og ser en fugl på havegangen, ved at det ikke kan betale sig 
at løbe efter den, fordi chancen for at fange fuglen er meget lille, eller umulig. Den har erfaret fra 
mange tidligere forsøg, at det ikke kan lade sig gøre. De overvejelser den gør inden den når 
konklusionen, at den ikke kan nå fuglen, kan blandt andet være hvilken vej vinden blæser, for at 
konstatere om fuglen kan lugte den, om der er andre fugle i nærheden som kan advare, hvordan 
underlagets tilstand er osv. Alle de udtryk behandler hunden i sine overvejelser, for at konkludere om 
der er den mindste chance for at fange den udsete fugl. Den kombinerer de faktiske forhold med 
tidligere erfaringer, og arbejder med disse elementer. Er det intelligens? En hund lever jo bare efter 
sine instinkter. Men hundens intelligens fortæller den, hvad den skal huske fra et tidligere forsøg, og 
hvad den skal gøre i et konkret øjeblik. 
Det er også sådan vi mennesker tænker, vi er bare meget bedre til at kombinere tidligere situationer 
med dem vi står og skal tage stilling til nu, end hunden er, og opnår derfor ofte en bedre løsning. 
Det har i mange år været forsøgt at lave computerprogrammer ud fra en struktur som er inspireret af 
den menneskelige hjerne. Maskinen har overgået mennesket i mange år med de traditionelle 
beregninger. Mennesket har dog overgået computeren med evnen til at lære og fortolke nye situationer, 
den evne har computerprogrammer ikke haft til dato. 
Der er forsøgt at bygge programmer ud fra de ideer omkring neurale netværk, som skal have evnen 
til at lære, det er dog ikke endnu lykkes at komme tæt på det vores hjerne kan præstere. 
3.2 Hvad er kunstig intelligens? 
Kunstig intelligens drejer sig om at få en computer til, at foretage en fornuftig handling ud fra et 
givet udgangspunkt. Det har længe været diskuteret om en computer kan være intelligent. En mand 
ved navn Alan Turing1 blev på et tidspunkt så optaget af det spørgsmål, at han foreslog at opstille en 
test eller en række krav for hvad der skulle til, for at en computer kunne betragtes som intelligent, 
dette udmundede i Turing testen.  
                                                     
1
 Matematiker, forskede i datalogi, kunstig intelligens og kodebrydning (1912-1954). 
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Der var en række andre, blandt andet matematikere og filosoffer, som kom med forslag til en 
definition af (kunstig) intelligens, men det er nok Alan Turings test der er den mest kendte. 
3.3 Alan Turings test 
Turing testen går ud på følgende: Man spærrer et menneske og en maskine inde i hvert sit rum. Al 
kommunikation bliver anonymiseret, f.eks. via maskinskreven tekst, så der ikke på nogen måde er 
mulighed for at se forskel på, hvad der befinder sig i de to rum. 
En tredje person som ikke kender noget til den person eller computer der er låst inde i de to rum, 
skal være dommer. 
Dommeren skal nu kommunikere med både mennesket og computeren via tekst, og hvis han ikke er 
i stand til at finde forskellen på om det er en maskine der svarer eller det er et menneske, skal 
maskinen betragtes som intelligent ved prøvens afslutning [21]. 
Testen har inspireret mange til at forsøge at løse opgaven mere eller mindre kreativt. Der findes en 
konkurrence en gang om året, hvor et dommerpanel tester nogle computerprogrammer med speciale i 
menneskers samtale og kommunikation. 
Det skal dog bemærkes, at Turing testen ikke er den mest videnskabelige test og at man dermed ikke 
bør tillægge den en så stor videnskabelig værdi som det ofte bliver gjort. Testen er ikke objektiv, da 
den person der udfører den, er en del af resultatet. Hvad bevises der, hvis det virkelig skulle være 
sådan, at en person ikke kunne skelne mellem maskine og menneske? Er der så en lighed mellem dem, 
eller er det bare den vurderende persons skyld [22]. Det der afprøves her, er måske snarere om 
hvorvidt man kan forvirre en person til at tro på maskinens intelligens, end om maskinen virkeligt er 
intelligent. 
3.4 Forskellen mellem menneskelig intelligens og ”computer 
intelligens” 
Indenfor kunstig intelligens skelner man mellem to former for intelligens. Stærk kunstig intelligens 
(strong artificial intelligence), som bygger på en forestilling, om at computere teoretisk set vil kunne 
udvikle bevidsthed svarende til menneskets, og svag kunstig intelligens (weak artificial intelligence), 
som indebærer mere beskedent, at computere i fremtiden vil blive i stand til at simulere alle aspekter 
af menneskets intellektuelle evner - og dermed ubesværet kunne få andre til at tro, at den vitterlig har 
intelligens, selvom den mangler den kompleksitet der karakteriserer den menneskelige intelligens.  
Når man taler om kunstig intelligens gennem en computer, betyder det altså at man forsøger at skabe 
et program som har et svar på ikke kendte situationer. Når vi normalt arbejder med computere og 
programmer, er computeren normalt ikke i stand til at reagere, hvis en situation ikke er kendt.  
Det man ønsker ved kunstig intelligens, er at skabe et program der kan tage stilling til ikke kendte 
situationer, og lærer af sine fejl. Det er det mennesket er virkelig godt til, og det er det man forsøger at 
efterligne med kunstig intelligens og deraf navnet. 
 
Men hvad er det, der gør det så svært at efterligne den menneskelige intelligens? 
Howard Garner mener f.eks., at mennesket, i varierende grad, har 7 former for intelligens [23]. De 7 
retninger er:  
 
1. Den sproglige intelligens …  
      evnen til at lære og bruge sprog 
2. Den logisk – matematiske intelligens …  
      evnen til at løse matematiske og videnskabelige problemer, tænke logisk, og rationelt. 
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3. Den rumlige – visuelle  intelligens …  
      evnen til at genkende og skabe mønstre og at være opmærksom på farver og former 
4. Den musikalske intelligens …  
      evnen indenfor dans, rytme og lyde. 
5. Den kropslige intelligens …  
      evner indenfor sport, håndværk og praktiske løsninger. 
6. Den personlige intelligens … 
      evnen til at forstå sig selv, selvbevidsthed og beslutsomhed. 
7. Den sociale intelligens …  
      evnen til at forstå andre mennesker.      
 
Et menneske indeholder alle intelligenserne, og derfor er vi meget komplekse. Det er denne form for 
intelligens computeren ikke kan håndtere. Skulle man prøve at lade computeren tage en intelligenstest 
vil den kun indeholde den logisk – matematiske intelligens, for det er ikke nogen hemmelighed at 
computeren er en utrolig god regnemaskine – langt bedre end mennesket. Men i spørgsmålet om 
hvorvidt man kan kalde computeren intelligent er svaret nej.  
Kunstig intelligens er ikke det samme som menneskelig intelligens, og vil aldrig blive det.  
Kunstig intelligens er blot skemaer og programmer designet ud fra viden og fakta om menneskets 
hjerne, og den kunstige intelligens mangler den mest væsentlige del af den menneskelige intelligens, 
og det er evnen til at kunne ræsonnere, opfatte sammenhænge, bruge sproget flydende, og kunne 
tilpasse sig nye situationer. 
3.5 Naturlige og kunstige neurale netværk 
En af de typer for kunstig intelligens som denne rapport vil beskæftige sig med, er neurale netværk, 
eller rettere sagt kunstige neurale netværk, som de egentlig hedder2. De kaldes for kunstige, for at 
skelne dem fra naturlige neurale netværk, dvs. menneskers og dyrs hjerner. 
Kunstige neurale netværk bærer deres navn fordi deres mekanisme er inspireret af processer, der 
foregår i hjernen. Biologiske hjerner fungerer naturligvis meget mere komplekst, og deres virkemåde 
har ikke meget med denne form for kunstig intelligens at gøre. Alligevel kan det være nyttigt at se på 
den gængse opfattelse af de mekanismer der inspirerede til udviklingen af kunstige neurale netværk. 
3.5.1 Neurale processer i hjernen 
Hjernen er opbygget af nerveceller, eller neuroner (se figur 6). Hvordan et neuron virker er endnu 
ikke forstået fuldt ud. Overordnet kan man dog sige, at et neuron modtager signaler fra andre neuroner, 
som “adderes” i cellen. Overskrider samlingen af indgående signaler en tærskelværdi, sender cellen et 
signal videre til en eller flere andre celler. Der skal lægges mærke til, at det at tale om ”addition” 
og ”tærskelværdier” allerede er en abstraktion af det der reelt sker, for at gøre principperne mere 
håndgribelige. 
Neuronerne modtager signalerne over de såkaldte dendritter, som er lange og meget tynde 
forgreninger, over hvilke nerve impulser transporteres. Det udgående signal transporteres over axoner, 
som er forgreninger i lighed med dendritterne. 
Forbindelsen mellem en axon og en anden neurons dendrit foregår over synapser. Der er ingen 
direkte forbindelse mellem to neuroners synapser, i stedet for er der en meget lille spalt. Hvis signalet 
fra axonet er stort nok, leder den ene synaps neurotransmittere (kemiske stoffer, der kan lede nerve 
signaler) i spalten, hvor efter signalet kan overføres til den anden synaps og videre til cellen. 
                                                     
2
 Hvis der kun skrives ”neuralt netværk” i denne rapport, menes der ”kunstigt neuralt netværk” 
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Indlæring foregår ved at styrke forbindelsen mellem synapserne. Dette gøres ved at der frigives flere 
neurotransmittere og der dermed åbnes for flere forbindelser.  
Hjernens vigtigste egenskaber er at de enkelte celler kan arbejde parallelle, og dens meget store 
tolerans overfor fejl (f.eks. dør hver dag en del hjerneceller uden at det har store konsekvenser).  
3.6 Neurale netværks anvendelsesmuligheder 
Før neurale netværk beskrives fra et teknisk perspektiv i afsnit 5. , perspektiveres de ved at se på 
nogen af de områder hvor de anvendes. 
Neurale netværk er f.eks. effektive til genkendelse af mønstre og kan dermed fordelagtigt bruges i 
billed-, tekst- eller stemme-genkendelse. Det har vist sig at være meget svært med normale computer 
programmer at løse problemer som de ovennævnte. Eksempelvis optræder der ved genkending af 
håndskrift, mange ukendte situationer, da mennesker som regel har en unik håndskrift. Et neuralt 
netværk kan derimod håndtere problemet langt bedre, på grund af dets evne til at generalisere. 
Også spillet fire på stribe kan betragtes som et system af forskellige mønstre. Derfor er det muligt at 
bruge en teknik som neurale netværk til at spille dette spil. 
3.6.1 Neurale netværk og spil 
Der er en lang tradition for at afprøve teknikker fra kunstig intelligens i spil. De spil der bruges 
(f.eks. skak, dam, backgammon, go) kan nemt implementeres på en computer, da de har et ret 
begrænset sæt regler. Men ud fra disse forholdsvis simple regler opstår der komplekse spil, som udgør 
et godt testfelt for forskellige teknikker indenfor kunstig intelligens.  
Det kendte eksempel med Deep Blue, der slog verdensmesteren i skak Kasparov, var dermed ikke 
det første eksempel på en maskine der slog en mester i et brætspil. I 1960’erne udviklede Arthur 
Samuel3 et program til at spille Dam. Programmet kunne lære af de fejl det begik, og opnåede derved 
et så højt niveau, at den kom op på plads fire i USA’s nationale liga. Dette spil blev, som et af de 
første af sin slags, implementeret ved hjælp af et neuralt netværk. Det neurale netværk man brugte, var 
et single-layer-perceptron [20] (en forklaring af denne type neurale netværk vil blive givet i afsnit 5. ). 
Siden hen blev der udviklet flere spil der gjorde brug af neurale netværk i deres implementering. Et 
af de mest kendte er TD-Gammon, et backgammon spil der blev udviklet af Gerald Tesauro4. Spillet 
blev implementeret med et neuralt netværk der indeholdt flere lag af neuroner. Det trænede mod sig 
selv i to uger, og brugte en teknik kaldt ”Temporal Difference Learning” [18]. Det trænede spil endte 
med at kunne klare sig mod de bedste spillere i verden. 
 
 
                                                     
3
 Pioner indenfor forskningen i kunstig intelligens (1901 - 1990). 
4
 Forsker hos IBM, spillet blev udviklet til og distribueret med styresystemet OS/2. 
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figur 6  
Illustration af en nervecelle. På billedet ses cellens krop, dendritterne (”ledninger” over hvilke cellen 
modtager signaler), samt axonet, som sender et signal videre til andre celler. Den forstørrede del viser en 
synaps, dvs. en forbindelse mellem forskellige nerveceller.  
(Illustrationen er taget fra www.pfizer.com/brain/images/neuron_large.gif) 
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4.  Alternative teknikker indenfor kunstig 
intelligens 
Neurale netværk er en populær retning indenfor kunstig intelligens, og anvendes i praksis til mange 
forskellige applikationer. Forskningen indenfor den såkaldte ”kunstige intelligens” har dog også 
frembragt andre teknikker der kan bruges til at finde løsninger på problemer, som klassiske algoritmer 
ikke er gode til at løse.  
Dette afsnit indeholder dels teori om ekspertsystemer som model for kunstig intelligens, samt en 
kort oversigt over andre teknikker. 
4.1 Ekspertsystemer 
Ekspertsystemer kan opfattes som modsætningen til neurale netværk, da de bygger på helt andre 
principper. Neurale netværk er i stand til at generalisere, således at de efter oplæring kan behandle 
ukendte situationer, og kan finde sammenhænge i nye data, der har mønstre til fælles med de 
eksempler de er trænet med.  
I modsætning til et neuralt netværk, der oplæres til at reagere intelligent på nye situationer, er 
modellen for ekspertsystemer, at man designer et program, som er ekspert på et bestemt område, og 
råder over en database hvor den nødvendige viden indenfor området er tilgængelig.  
Programmet kan ud fra fastlagte regler stille spørgsmål, sammenholde de oplysninger det får fra 
brugeren med den eksisterende viden i databasen, og på den måde analysere sig frem til løsninger. 
4.1.1 Ekspertsystemer i relation til vores projekt 
Ekspertsystemer er særligt relevante for vores projekt, da målet med vores problemformulering er, at 
udarbejde et projekt der sammenligner et neuralt netværk og et ekspertsystem, som modeller for 
kunstig intelligens til løsning af samme problem, nemlig spillet fire på stribe. Et godt udviklet 
ekspertsystem som har tilstrækkeligt med viden om sit område, og har regler der kan lede det til den 
rigtige beslutning i alle forudsete situationer, vil være mindst lige så godt som et neuralt netværk, 
mens et ekspertsystem med få og simple regler muligvis kan overgås af et neuralt netværk. 
4.1.2 Fordele ved ekspertsystemer 
Et veludviklet ekspertsystem, som indeholder meget viden og er udviklet med alle de regler der skal 
til for at det kan analysere sig frem til den rigtige løsning på et problem, er værdifuldt. Det kan erstatte 
menneskelige specialister i virksomheder, og ved komplekse problemstillinger vil det også kunne nå 
frem til en løsning langt hurtigere end det er muligt for mennesker. 
I modsætning til neurale netværk, hvor man aldrig kan vide med sikkerhed om de træffer den rigtige 
beslutning givet bestemt inddata, kan man være sikker på at ekspertsystemet følger fastlagte regler, og 
kommer frem til den beslutning man har haft til hensigt når man har udviklet det. 
4.1.3 Ulemper ved ekspertsystemer 
Ekspertsystemer er programmer, sådan som man tænker på programmer på traditionel vis. De kan 
ikke andet end det man har programmeret dem til. De følger faste algoritmer og der er ikke tale om at 
de kan udvikle sig og lære som neurale netværk, der kan reagere på uforudsigelige situationer og lære 
af deres fejl. 
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4.2 Biologisk inspireret kunstig intelligens – Natural 
Computing 
 
Natural Computing is a general term referring to computing going on in nature 
and computing inspired by nature. When complex phenomena going on in nature 
are viewed as computational processes, our understanding of these phenomena 
and of the essence of computation is enhanced. In this way one gains valuable 
insights into both natural sciences and computer science. [15] 
 
Naturvidenskabelig forskning og viden er funderet på viden om naturen og verden omkring os. Dette 
gælder i særlig grad for videnskaber som kemi, biologi og fysik hvor man kan relatere alt direkte til 
naturligt forekommende fænomener. Det kan være sværere at drage sådanne paralleller for matematik 
og datalogi, men indenfor kunstig intelligens bygger mange modeller netop på inspiration fra naturen. 
Den generelle betegnelse for denne gren af forskningen i kunstig intelligens er Natural Computing. 
Det første oplagte eksempel er neurale netværk, der netop er inspireret af den viden man har om 
hjernens opbygning. 
Andre forskningsområder indenfor Natural Computing, som det er relevant at kende til, da det er 
nyere alternativer som måske i fremtiden kan lede til bedre modeller for kunstig intelligens, nævnes 
kort i de følgende underafsnit, men beskrives ikke i detaljer da det er udenfor projektets fokusområde.  
4.2.1 Genetiske algoritmer 
Tager udgangspunkt i naturlig evolution, hvor gener fra de bedste individer bliver ført videre til 
næste generation, og der på den måde sker en udvikling og forbedring for hver ny generation.  
4.2.2 Sværmintelligens 
Inspireret af naturlige fænomener, hvor simple væsener ved samarbejde udfører komplicerede 
opgaver. F.eks. myrer der bygger myretuer eller samler mad i fællesskab, eller fiskestimer hvor alle 
fiskene samles og bevæger sig som en enhed. 
4.2.3 DNA computere 
Idéen er at man med mange parallelle DNA strenge, kan lave computere der kan løse komplekse 
opgaver hurtigt, da alle DNA strenge arbejder parallelt. 
4.2.4 Kvantecomputere 
Baseret på kvantefysik, og på mange måder sammenlignelige med eksisterende computere. 
Forskellen er at kvantecomputere arbejder i qubits(4 bit) og kvanteporte, i modsætning til bits og 
binære porte. Dette giver mulighed for at udføre beregninger meget hurtigere end det er med 
traditionelle computere. 
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5.  Neurale netværk 
Neurale netværk er opbygget ud fra principper, der er inspireret af hjernen. Desuden er neurale 
netværk i stand til at håndtere ukendte situationer, på lignende vis som i det før nævnte eksempel med 
hunden (se afsnit 3.1 )  
5.1 Single-Layer Perceptronet 
Et forsøg på at udvikle et kunstigt “neuron”, hvis principper er inspireret af dem som findes i 
naturlige neuroner, blev allerede gjort så tidligt som 1943 af McCulloch og Pitts5 i deres bog ”A 
logical calculus of the ideas immanent in nervous activity”. Deres model af et neuron består af en 
central enhed (neuronets “krop”) som har et bestemt antal input-ledninger, hvor hvert indgående signal 
har en bestemt vægtning. Det samlede input-signal kan dermed beregnes ved følgende ligning. 
Ud fra denne sum findes output værdien af neuronet, ved at anvende den såkaldte trin-funktion, som 
har en funktionsværdi på ét hvis summen ligger over en bestemt tærskelværdi, og nul ellers.  
De kunstige neurale netværk dengang bestod af et enkelt lag af neuroner. Disse kunstige neuroner, 
forbundet i et meget enkelt netværk blev navngivet “perceptroner” af Frank Rosenblatt i 1962. Da de 
var opbygget sådan, at de kun havde nul og ét som output, afhængigt af en bestemt tærskelværdi, var 
de egnet til opgaver der kunne besvares med ”ja” eller ”nej”. 
5.2 Single-Layer perceptronernes begrænsninger 
Dette simple neurale netværk var et vigtigt skridt indenfor forskningen omkring kunstig intelligens. 
Det havde dog en begrænsning. På grund af netværkets opbygning og den indlæringsalgoritme der 
brugtes på det, havde det ikke mulighed for at løse mere komplicerede opgaver. 
Single Layer Perceptroner var kun i stand til at løse problemer hvor de mulige løsnings værdier, 
kunne opdeles i to mængder. Det vil sige, at hvis man ville afbilde mængderne i en feature space6, 
kunne de falske og sande udsagn adskilles ved hjælp af en ret linje. 
Som man kan se på figur 8, fører denne begrænsning til, at et single-layer-perceptron f.eks. ikke 
kunne oplæres til at simulere en boolsk eksklusiv-eller-funktion. 
                                                     
5
 Walter Pitts (1923 - 1969) og Warren McCulloch (1899 - 1969) – forskede i logik, matematik, kunstig 
intelligens, neurofysiologi og cybernetics. 
6
 En ”feature space” er et koordinatsystem, som afbilder objekter ud fra bestemte egenskaber (features). Man 
kunne f.eks. have egenskaberne ”maksimal hastighed” og ”størrelse” som egenskaber i et koordinatsystem der 
beskriver køretøjer. Indtegnede man forskellige knallerter og lastbiler, ville man hurtigt kunne se de to typer 
køretøjer som adskilte grupper. Princippet kan mere abstrakt ses på figur 8. 
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Definitionen på eksklusiv-eller-funktionen (eller XOR-funktionen som vi vælger at kalde den 
fremover) er følgende: 
 
=),( 21 XXf 1 hvis enten 1X =1 eller 2X =1 (men ikke begge to) 
=),( 21 XXf 0 hvis ( 1X = 0 og 2X = 0) eller ( 1X = 1 og 2X = 1) 
 
X1 X2 OR(X1, X2) XOR(X1, X2) 
0 0 0 0 
0 1 1 1 
1 0 1 1 
1 1 1 0 
Tabel 2.  Sandhedstabel for XOR funktionen 
sammenlignet med OR funktionen (den boolske inklusiv-
eller-funktion) 
5.3 Multi-layer perceptroner 
Det var først i 1986 at der skete fremskridt indenfor 
udviklingen af neurale netværk. I dette år udvidede 
David E. Rumelhart og James L. McClelland ideen 
omkring neurale netværk med multilayer 
perceptronet, dvs. et neuralt netværk der består af 
flere lag af neuroner.  
Det er for det meste tre lag man bruger, hvor det 
første lag er et input lag, det andet lag er et skjult lag 
og det tredje lag er et output lag. Denne ændring er 
ikke triviel, den medfører også andre ændringer i 
opbygningen af netværket. For at lære må det neurale 
netværk vide, hvor meget neuronernes værdier 
afviger fra de ønskede resultater. Derefter må 
vægtningerne i de forrige lag justeres. Men værdierne 
fra det skjulte lag bliver effektivt maskeret fra output 
laget, hvis man bruger en funktion som kun har et 
eller nul som funktionsværdier, som det er tilfældet 
med trin-funktionen man bruger i single-layer-
perceptrons. Derfor bruger man i neurale netværk 
med flere lag en sigmoid funktion, ofte 
funktionen 1 / (1+e-x) (se figur 7). Det 
er først herigennem at den 
indlæringsalgoritme man bruger til 
flerlagede neurale netværk, det 
såkaldte ”backpropagation”, kan 
bruges (se afsnit 5.4 ).  
figur 7  
Skematisk oversigt over sigmoid funktionen, der kan bruges i 
beregningen af neuronernes værdier i back-propagation algoritmen 
 
figur 8 
Skemaet viser perceptroners begrænsninger: På X- og 
Y- aksen i det ovenstående diagram er der afbildet 
XOR-funktionens to argumenter. Det er ikke muligt 
at opdele de mulige funktionsværdier af XOR-
funktionen ved hjælp af en ret linje på en sådan 
måde, at de sande værdier (0 XOR 1 og 1 XOR 0) 
ligger i én mængde og de falske værdier (0 XOR 0 og 
1 XOR 1) ligger i en anden mængde. Dette ville 
f.eks. være muligt for OR funktionen, hvor løsningen 
for værdierne 1 og 1 også ville være sandt. 
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5.4 Multilayer Feedforward neurale netværk 
Der findes mange forskellige modeller for implementation af neurale netværk, bl.a. de tidligere 
nævnte single- og multilayer perceptrons, men også alternativer som self-organizing maps (kohonen 
networks) og spiking neural networks [19]. Fælles for de fleste neurale netværks modeller er, at de 
modtager input igennem et antal input neuroner og svarer på dette igennem et antal output neuroner. 
Forskellene mellem modellerne er den matematiske processering der finder sted mellem input og 
output neuronerne. 
Som beskrevet i forrige afsnit blev der i 1980’erne introduceret en revolutionerende model med 
betegnelsen multilayer perceptrons. Denne model kaldes i implementations- og algoritmisk 
sammenhæng oftest et multilayer feedforward neuralt netværk, og det er denne vi vælger at bruge som 
neural netværks model i vores projekt. 
På Figur 9 ses strukturen (også kaldet topologien) af et multilayer feedforward neuralt netværk. 
Output layer
Hidden layers
Input layer
 
Figur 9, et multilayer, feedforward neuralt netværk 
 
På Figur 9 ser man et input lag, et output lag, og derudover to hidden lag, hvor alle neuroner har 
vægtede forbindelser til foregående lag. Det er netop disse vægtede forbindelser og de skjulte lag, der 
gør modellen i stand til at repræsentere en form for intelligens, eller mere korrekt, i stand til at svare 
på input indenfor et bestemt problemområde. Feedforward betyder at data bevæger sig i én retning, 
fremad fra input til output lag. 
5.5 Aktiveringsfunktioner 
En aktiveringsfunktion er en ikke-lineær funktion, der bruges til at bestemme outputtet for en neuron. 
Der findes tærskel funktioner, som udsender ét tal hvis neuronens værdi er over en bestemt tærskel, og 
ét andet hvis den ikke er. Dette hører dog fortidens neurale netværk til, i multilayer feed forward 
neurale netværk anvendes sigmoid funktioner, som danner en s-formet kurve, og er differentiable. Det 
er netop en klar fordel hvis aktiveringsfunktionen er differentiabel, da dette giver mulighed for at 
anvende effektive træningsalgoritmer, som back propagation. Efterfølgende beskriver vi fire 
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forskellige aktiveringsfunktioner, først de tidligere anvendte tærskel funktioner, og derefter sigmoide 
funktioner. 
5.5.1 Trin funktion 
Trin funktionen kan give outputtet 0 eller 1. Hvis neuronens input er større end tærskelværdien gives 
outputtet 1, hvis det ikke er gives outputtet 0. 
 
 
 
 
 
5.5.2 Sign funktion 
Sign funktionen er meget lig Trin funktionen, forskellen er at Sign funktionen i stedet for 0 og 1 kan 
give outputtet -1 og +1. Der kan ikke gives nogen definition på hvornår man skal vælge Trin 
funktionen frem for Sign funktionen.  
 
 
 
 
 
5.5.3 Sigmoid funktion 
Hvor de to tidligere omtalte funktioner kan variere outputtet mellem to muligheder (tændt/slukket), 
så vil sigmoid funktionen give et output der er beregnet ud fra inputtet, til det benyttes nedenstående 
formel. Outputtet vil være mellem 0 og 1. 
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5.5.4 Tangens hyperbolsk funktion 
Denne funktion danner også en sigmoid kurve, men her er output området mellem -1 og +1. 
Outputtet er beregnet ud fra følgende formel. 
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5.6 Feedforward algoritmen forklaret ved XOR eksempel 
I et foregående afsnit nævnte vi XOR funktionen som eksempel på et problem der ikke kan løses 
uden skjulte lag i det neurale netværk. Netop XOR funktionen ses ofte anvendt som eksempel på et 
meget simpelt problem, hvor det er muligt at træne et multilayer feedforward neuralt netværk til at 
give korrekt output for alle input kombinationer. Vi vil her gennemgå hvordan feedforward algoritmen 
fungerer ved det konkrete eksempel XOR, og dermed give læseren indblik i den matematiske 
processering der sker i det neurale netværk fra input modtages til output data er beregnet. 
5.6.1 Neuralt netværk der kan løse XOR funktionen 
Et neuralt netværk med to input neuroner, et skjult lag med to neuroner, og en output neuron kan 
løse XOR funktionen når dets vægte er indstillet korrekt. Med udgangspunkt i Figur 10, forklares 
hvordan det neurale netværk, set fra et matematisk synspunkt, løser XOR funktionen. 
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Figur 10, topologi for neuralt netværk der anvendes til at løse XOR i eksemplet som gennemgås. 
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Output signal fra neuroner i det skjulte lag og output laget genereres af en sigmoid funktion: 
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Vægtene i det neurale netværk indstilles: 
Det er indstillingen af de vægtede forbindelser, der gør det neurale netværk i stand til at løse et 
bestemt problem. Da det neurale netværks output er i intervallet [0..1] definerer vi at output mindre 
end eller lig med 0.20 opfattes som 0 og output større end eller lig med 0.80 opfattes som 1. Vægtene 
indstilles normalt ved at træne netværket, f.eks. ved anvendelse af backpropagation algoritmen som 
beskrives i efterfølgende afsnit. Her opstiller vi dog faste vægte, som vi ved gør et neuralt netværk 
med den beskrevne topologi i stand til at løse XOR: 
 
W1: 0.945 W4: 6.648 
W2: 6.677 W5: -19.093 
W3: 0.938 W6: 15.187 
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Det neurale netværks behandling af input for XOR(0, 0): 
I1 får værdien 0 
I2 får værdien 0 
  
H1 får værdien (I1*W1) + (I2*W3) = 
 (0*0.945) + (0*0.938) = 
 0,0 
  
H2 får værdien (I1*W2) + (I2*W4) = 
 (0*6.677) + (0*6.648) = 
 0,0 
  
O1 får værdien sigmoid(sigmoid(H1)*W5 + sigmoid(H2)*W6) = 
 sigmoid(0,5*-19.093 + 0,5*15.187) = 
 sigmoid (-9.5465 + 7.5935) = 
 sigmoid(-1.953) = 
 0,124 
 
Det neurale netværks behandling af input for XOR(0, 1): 
I1 får værdien 0 
I2 får værdien 1 
  
H1 får værdien (I1*W1) + (I2*W3) = 
 (0*0.945) + (1*0.938) = 
 0,938 
  
H2 får værdien (I1*W2) + (I2*W4) = 
 (0*6.677) + (1*6.648) = 
 6,648 
  
O1 får værdien sigmoid(sigmoid(H1)*W5 + sigmoid(H2)*W6) = 
 sigmoid(0,718*-19.093 + 0,998*15.187) = 
 sigmoid (-13,709 + 15,157) = 
 sigmoid(-1.448) = 
 0.81 
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Det neurale netværks behandling af input for XOR(1,0): 
I1 får værdien 1 
I2 får værdien 0 
  
H1 får værdien (I1*W1) + (I2*W3) = 
 (1*0.945) + (0*0.938) = 
 0,945 
  
H2 får værdien (I1*W2) + (I2*W4) = 
 (1*6.677) + (0*6.648) = 
 6,677 
  
O1 får værdien sigmoid(sigmoid(H1)*W5 + sigmoid(H2)*W6) = 
 sigmoid(0,720*-19.093 + 0,999*15.187) = 
 sigmoid (-13,747 + 15,168) = 
 sigmoid(-1.421) = 
 0.805 
 
Det neurale netværks behandling af input for XOR(1,1): 
I1 får værdien 1 
I2 får værdien 1 
  
H1 får værdien (I1*W1) + (I2*W3) = 
 (1*0.945) + (1*0.938) = 
 1,883 
  
H2 får værdien (I1*W2) + (I2*W4) = 
 (1*6.667) + (1*6.648) = 
 13,325 
  
O1 får værdien sigmoid(sigmoid(H1)*W5 + sigmoid(H2)*W6) = 
 sigmoid(0,868*-19.093 + 9,999*15.187) = 
 sigmoid (-16,572 + 15,187) = 
 sigmoid(-1.385) = 
 0.200 
 
Som det kan ses af udregningerne, er vægtene mellem neuronerne justeret tilstrækkeligt til at 
resultaterne er inden for de afgrænsninger vi opsatte tidligere. Vi kunne have ladet det neurale netværk 
træne videre, med krav til at output skulle være nærmere 0 og 1, men da alle input og output 
kombinationer nu besvares korrekt ud fra vores grænsekriterier, ville det ikke gavne i dette eksempel. 
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5.7 Neurale netværk set som en metode til 
funktionsapproksimation 
Som det er blevet gjort klart ved ovenstående eksempel, er et neuralt netværk en matematisk model, 
som kan indstilles til at give det rigtige output for et givet input. Dette kan man betragte som en 
funktionsapproksimation, da det neurale netværk, når det er trænet op, altid vil give det samme output 
for et givet input [7, s. 67-76: Function Approximation]. 
Ved at følge denne idé videre, kan man drage paralleller til lineær regression, som kan defineres 
som: En statistisk metode til at finde sammenhængen mellem to stokastiske variable X og Y. 
En lineær regressions linie for sammenhængen mellem X og Y er givet ved ligningen baXY += , 
og illustreres på Figur 11. 
 
 
Figur 11, lineær regression 
 
Det vi ser, er en ret linie, som afbilder den funktion der bedst approksimerer alle de afbildede par af 
(X,Y), prikkerne på grafen. Funktionen er approksimeret ud fra de sample data7 som er afbildet, og 
hvis man kommer med et nyt ukendt X, vil funktionen returnere det Y som i forhold til de 
afbildede ”sample data” er mest sandsynligt. 
Det neurale netværks opgave er præcis det samme; at blive korrekt indstillet til at approximere den 
funktion, som giver sammenhængen mellem en mængde varierende input inden for et bestemt 
problemområde og de tilhørende output, og dermed kunne give tilnærmelsesvis korrekte output for 
nye input indenfor samme problemområde. 
 
Ved komplekse problemområder er det ikke trivielt at få det neurale netværk til at approximere en 
funktion der med høj sikkerhed giver den korrekte sammenhæng mellem input og output. Det 
efterfølgende afsnit vil omhandle de meget afgørende metoder til træning. Som afslutning på dette 
afsnit skal først bemærkes: 
 
• Et neuralt netværk med ét skjult lag, kan, med tilstrækkeligt antal neuroner i det skjulte lag, 
approksimere hvilken som helst kontinuert funktion [7, s. 7: Foundations]. 
                                                     
7
 Sample data er et statistisk begreb, og kan på dansk oversættes til stikprøve data. 
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• Et neuralt netværk med flere skjulte lag er nødvendigt for at approksimere diskontinuerte 
funktioner [7, s. 7: Foundations]. 
• De data som det neurale netværk trænes med må være velvalgte og repræsentative for 
problemområdet, da det ellers ikke bliver i stand til at generalisere. 
5.8 Indlæringsmetoder 
Det er i det forrige afsnit blevet gjort klart hvordan et optrænet netværk med korrekt indstillede 
vægte, er i stand til at løse et bestemt problem. Samtidig har vi også set, at det neurale netværk kan 
betragtes som en model for funktionsapproximation, og at det er meget vigtigt for dets evne til at 
generalisere, at det præsenteres for velvalgte sample data når det trænes op. I dette afsnit vil vi 
forklare hvordan træningen af neurale netværk i praksis kan foretages efter forskellige metoder, og 
hvordan backpropagation algoritmen, som ofte anvendes som indlæringsalgoritme i multilayer 
feedforward neurale netværk, fungerer. 
5.8.1 Forskellige metoder til at oplære neurale netværk 
Der findes mange forskellige metoder til at træne et neuralt netværk. En typisk forskel mellem 
metoderne er hvornår, og hvor ofte, det neurale netværk bliver korrigeret hvis det laver fejl. Hvis det i 
det hele taget bliver korrigeret. Nogle metoder justerer også selv antallet af neuroner i de skjulte lag til 
at være optimale. De nedenstående afsnit omhandler kun nogle få af de mange træningsmetoder der 
findes. 
Den metode vi har valgt at bruge til oplæring af vores neurale netværk er supervised learning med 
backpropagation indlæringsalgoritmen. Vi har valgt denne metode, da den er en af de simplere, og 
muligheden for fejl i implementeringen dermed mindskes.  
De andre algoritmer som beskrives i dette afsnit skal give læseren et overblik over de muligheder der 
ellers findes til at oplære neurale netværk.  
Supervised Learning 
Denne metode til indlæring, går ud på at en træner giver netværket et input, netværket skal så give 
det ønskede resultat. I begyndelsen af træningen vil netværket sjældent give et korrekt resultat, 
netværket vil derfor ofte blive korrigeret af træneren, som kender det korrekte svar. For hver gang 
netværket bliver rettet eller bekræftet, vil det blive bedre til at genkende lignende situationer fremover. 
Det kan tage lang tid og mange korrektioner at træne et neuralt netværk på denne måde, til gengæld 
kan det efter lang tids træning komme ned på en meget lille fejlprocent. 
Unsupervised Learning 
Ved Unsupervised Learning modtager det neurale netværk en lang række forskellige inputs, men der 
er ikke nogen form for korrektion af de outputs som netværket giver. Det er så op til det neurale 
netværk at sammenligne alle disse inputs og genkende et eller flere mønstre. Hvis der er flere mønstre, 
kan disse samles til et ’begreb’ Eksempelvis kan en form, en farve og en lyd samles til begrebet ’bil’. 
Graded / reinforcement Learning 
Denne indlæringsmetode er lidt en kombination af de to ovenstående metoder. Her bliver det neurale 
netværk ikke korrigeret for hver gang den har givet et output, men kun efter en serie af outputs. Man 
fortæller ikke det neurale netværk hvad der var godt elle dårligt undervejs, men man giver det en 
samlet bedømmelse til sidst. Det svarer til, at man ved en eksamen får en karakter, men man skal selv 
finde ud af hvad der skal gøres bedre. 
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The Cascade Correlation Learning Architecture [9] 
Cascade Correlation er en træningsmetode der benytter sig af Supervised Learning. Til forskel fra 
den almindelige Supervised Learning, der kun justerer vægtene mellem neuronerne, starter Cascade 
Correlation med et minimalt netværk, og tilføjer selv neuroner under oplæringen. Nogle af fordelene 
ved denne træningsmetode frem for andre er, at netværket lærer meget hurtigt, det bestemmer selv sin 
størrelse og topologi, samt der er ikke behov for at bruge back propagation til fejlrettelser. 
Learning to Predict by the methods of Temporal Differences [10] 
Denne metode er specialiseret til brug til forudsigelser. Temporal Differences bruger tidligere 
erfaringer og sammenholder dem med et ikke helt forstået system for at forudsige systemets fremtidige 
opførsel.  
Til de fleste problemer ved forudsigelse, bruger Temporal Differences mindre system hukommelse 
og mindre computerkraft ved spidsbelastning end konventionelle systemer og forudsigelserne bliver 
mere nøjagtige. Det var denne metode IBM anvendte da de udviklede deres Backgammon 
system ”TD-gammon” [18]. 
5.8.2 Backpropagation algoritmen 
Backpropagation algoritmen er baseret på det matematiske princip gradient descent, og forudsætter 
at neuronerne i netværket har en ikke-lineær, kontinuert, differentiabel aktiveringsfunktion. Dette 
gælder netop for sigmoid funktioner, som dem vi har beskrevet under afsnittet aktiveringsfunktioner. 
Backpropagation algoritmen er en implementering af supervised learning, man anvender altså en 
mængde inputmønstre, hvor man for hvert kender ønsket output. 
 
Vi vil gennemgå algoritmen for backpropagation i detaljer, men først forklares et par vigtige 
begreber: 
 
• Inputmønster - inputværdier til det neurale netværk, altså en mængde værdier der beskriver 
værdi for hver input neuron. 
• Træningssæt - En mængde af inputmønstre, hvor der til hvert er knyttet et forventet 
output, altså de værdier man ønsker output neuronerne skal give for det bestemte input. 
• Faktisk output – de værdier det neurale netværks output neuroner giver for et bestemt 
inputmønster. Kan være forskelligt fra forventet output, specielt for et utrænet neuralt 
netværk. 
• Trænings-epoker - Et enkelt gennemløb af et træningssæt kaldes en træningsepoke. Det er 
ofte nødvendigt at træne i flere epoker, da et enkelt gennemløb af træningssættet ikke fører 
til en tilstrækkelig justering af vægtene i det neurale netværk. 
• Indlæringsrate - et tal i det åbne interval mellem 0 og 1, der beskriver med hvilken 
opløsning/præcision det neurale netværk lærer. En højere værdi lader netværket lære 
hurtigere, men øger faren for, at netværket ikke finder det globale minimum det skal udvikle 
sig hen imod og springer frem og tilbage mellem forskellige værdier. En for lav værdi vil til 
gengæld føre til at netværket lærer meget langsomt. 
 
Algoritmen er: 
• Initialisér alle vægte med tilfældige værdier. 
• Feedforward et sæt input data. 
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• Fejlen på hver output neuron beregnes ved hjælp af en fejl-funktion som 
)( exp netk OOErr −= , altså forskellen mellem forventet ( expO ) og faktisk ( netO ) output. 
• Ud fra fejl-funktionen kErr  beregnes nu såkaldte delta-fejlværdier ( k∆ ) for alle neuroner i 
output laget. På tilsvarende måde beregnes delta-fejlværdier ( j∆ ) for det skjulte lag. 
• For output lagets neuroner: )('* kactivatekk neuronfErr=∆ , altså forskellen mellem forventet 
og faktisk output ganget med den afledte funktion af aktiveringsfunktionen activatef  på 
neuronens akkumulerede værdi kneuron . 
• For de skjulte lags neuroner er deltafejlen givet ved: 





 ∆=∆ ∑
k
kjkjactivatej wneuronf **)(' , altså den afledte funktion af aktiveringsfunktionen 
på neuronens akkumulerede værdi, ganget med summen af vægten mellem neuron j i det 
skjulte lag og neuron k i output laget ( jkw ) ganget med delta fejlen på output neuron k. 
• Hver enkelt vægt mellem neuron X og Y i netværket, hvor X er i et tidligere lag end Y, kan nu 
opdateres til: ny vægt = tidligere vægt + (indlæringsrate * )(Xf activate * deltafejl på Y).  
 
Algoritmen kaldes backpropagation fordi den arbejder fra output laget mod input laget, altså 
baglæns i forhold til at der er tale om et feedforward neuralt netværk hvor data flow er fra input mod 
output. 
5.8.3 Gradient / Steepest descent 
Oplæringen af neurale netværk med backpropagation sker ved, at man giver et neuralt netværk et sæt 
inputværdier og det giver et output tilbage. Afvigelsen mellem det faktiske output og et forventet 
output fortæller om det faktiske output er for stort og vægtene skal justeres ned eller modsat. Man kan 
så forestille sig alle disse hældninger udgør et landskab i n+1 dimensioner, hvor n er antallet af skjulte 
neuroner. Det giver meget hurtigt et landskab man ikke kan forestille sig, derfor vil resten af afsnittet 
holde sig til 2-3 dimensioner. I dette topografiske landskab vil der være en del ujævnheder eller bakker. 
Disse ujævnheder kan f.eks. være cirkulære med jævn hældning hele vejen rundt (Eng: Slope) (se 
figur 4a), ujævnhederne kan også være meget aflange med både meget stejle sider og mere glatte sider, 
så de minder om kløfter [2] (Eng: Ravine) (se figur 4b). Det kan også være en kombination som på 
figur 4c. 
 
 
 
 
Figur 4a: Slope Figur 4b: Ravine Figur 4c: Kombination 
 
Det er meningen med dette landskab at man skal komme frem til det punkt der ligger dybest, det 
globale minimum, ved brug af færrest mulige trin dvs. træningsiterationer. Derudover kan der også 
være et eller flere lokale minima inden man når frem til det dybeste punkt. 
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Når man i figur 4c starter ved den sorte prik udenfor den største cirkel og vil ind i den mindste cirkel 
med færrest mulige trin, vil det være oplagt at tage store skridt i det område, hvor faldet ikke er så stort. 
Problemer er bare at hvis man tager for store skridt, kan man komme til at ’overse’ områder hvor der 
var et større fald der kunne føre netværket i en bedre retning. Netværket vil derved sandsynligvis 
havne i et område hvor det ikke selv kan komme væk fra. Netværket er endt i et lokalt minimum. (Se 
Figur 12) 
 
 
Figur 12: Det neurale netvæk falder ned I et lokalt minimum 
 
Gradient eller Steepest Descent metoden er en af de simpleste metoder til oplæring af neurale 
netværk, og ikke helt så effektiv og smart som nogle af de andre indlæringsmetoder vi nævner, men 
ikke desto mindre er den meget anvendt, veldokumenteret og velfungerende.  
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6.  Analyse 
For at kunne svare på vores problemformulering, er det nødvendigt at implementere programmer til 
brug for eksperimenter med fire på stribe, det neurale netværk og det regelbaserede system. Vi 
beskriver i dette i dette afsnit hvordan vi har analyseret os frem til krav og funktionalitet for det 
samlede system vi har brug for. 
6.1 Grundlæggende analyse 
For at finde ud af hvad det mere præcist er vi har behov for, har vi analyseret problemstillingen ud 
fra en objektorienteret vinkel, og prøvet at tænke på use-cases for spillet fire på stribe og for 
eksperimenterne som skal udføres med spillet. 
 
De vigtigste resultater af vores overvejelser er: 
 
• Vi skal have et system til fire på stribe, hvor det grafisk/tekstbaseret er muligt at udføre og 
følge spil mellem mennesker, et regelbaseret system og et neuralt netværk. 
• Vi skal have et neuralt netværk. Det skal kunne trænes i at spille fire på stribe ved at lære af 
andre spillere. 
• Det optrænede neurale netværk skal selv kunne agere som fire på stribe spiller. 
• Vi skal have et regelbaseret system der ud fra simple regler og strategier kan agere som fire 
på stribe spiller. 
• Vi skal have en fire på stribe spiller der foretager tilfældige træk – for at kunne se om vores 
regelbaserede system og et optrænet neuralt netværk er en forbedring i forhold til denne. 
• I implementationen af fire på stribe skal det være let og fleksibelt at skifte mellem 
forskellige spillertyper, da vi i vores eksperimenter vil skifte mellem dem. 
 
Hvis vi nu ser samlet på dette, og forestiller os det system vi ønsker at nå frem til, kan kernen i 
systemet repræsenteres som på Figur 13. Formålet med klassen Four in A row (se Figur 13) er at styre 
spillet fire på stribe. Opgaven er så hele tiden at kontrollere hvis tur det er og om en af spillerne der 
har vundet. Det vil også være her der konstateres om spillet er endt uafgjort. Spillet består, som 
tidligere nævnt, af to spillere. Vi ønsker at have muligheden for at kombinere de forskellige 
spillertyper med hinanden, og derigennem lave forsøg som bekræfter at et neuralt netværk er i stand til 
at lære spillet fire på stribe. 
For at opnå disse egenskaber er vi kommet frem til et analysediagram som vist her under. Et spil 
indeholder to spillere af typerne vist nederst i Figur 13.  
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Figur 13, Analysediagram 
 
Vi ønsker at vores system skal være så fleksibelt så muligt, for vi hurtig kan skifte mellem de 
enkelte typer af spillere. Derfor har vi valgt allerede på nuværende tidspunkt at fastlægge indførelsen 
af et interface, nemlig Player (Figur 13). Her definerer vi reglerne for hvad en spiller skal kunne.  
Hvis programmet på et senere tidspunkt ønskes udvidet med en anden type spiller er tanken at det 
skal være let at implementere, så det kan testes op mod de eksisterende spillere. Med den opbygning er 
det simpelt selv at indføre sin egen klasse med den spiller man ønsker at teste mod en af de allerede 
implementerede spillere. 
6.2 Det neurale netværk 
En vigtig del af vores analyseovervejelser har også været koncentreret om, hvordan vi kan anvende 
det ovenfor beskrevne system til at udføre vores eksperimenter med træning af det neurale netværk. I 
dette afsnit beskriver vi lidt mere detaljeret hvilke overvejelser vi har gjort i denne forbindelse. 
 
For at nå frem til et neuralt netværk, som med en rimelig succesrate kan spille fire på stribe, er det 
afgørende at vi finder en måde at konstruere og oplære det neurale netværk, så det bedst muligt kan 
foretage beslutninger givet inputmønstre der repræsenterer spillets tilstand. Overvejelser som vil blive 
behandlet i dette afsnit er bl.a.: 
 
• Repræsentation af input og output. 
• Strukturen af det neurale netværk. 
• Træningsalgoritme. 
• Validering af kvaliteten af det trænede neurale netværk. 
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6.2.1 Repræsentation af input og output 
Input er spilbrættets tilstand, i alt 42 felter hvor hvert kan være i 1 af 3 tilstande: Tomt, rødt (spiller 
1’s brik) eller blåt (spiller 2’s brik).  Som udgangspunkt virker det logisk at repræsentere dette som 42 
inputneuroner, hvor vi anvender værdierne 0=tomt, 1=rødt, 2=blåt. 
Som reaktion (output) på dette input skal det neurale netværk beslutte i hvilken af rækkerne 1-7 det 
vil være mest hensigtsmæssigt at placere næste brik. Dette repræsenteres ved 7 output neuroner, 
hvoraf den med den højeste aktiveringsværdi angiver det bedste træk. Vi kan ikke forvente at det 
neurale netværk lærer at undgå kolonner som allerede er fyldt op, derfor må vi vælge den højeste 
aktiveringsværdi blandt de lovlige træk i forhold til spilbrættets tilstand. 
Bemærkninger til repræsentation af input og output 
Hvis vi ville oplære det neurale netværk til at kunne spille både som spiller 1 og spiller 2, ville det 
øge kompleksiteten, og formentlig resultere i at det ville være meget svært at opnå en høj succesrate. 
Den simple løsning på denne problemstilling er, at vi vælger at træne det neurale netværk op til altid at 
spille som spiller 1. Hvis vi vil træne det med, eller have det til at beslutte, spiller 2’s træk, kan vi 
ganske enkelt bytte om på alle rød/blå tilstande for det input der præsenteres. 
Strukturen af det neurale netværk 
Med udgangspunkt i ovenstående overvejelser om input og output, beslutter vi at det neurale 
netværk skal have 42 input neuroner og 7 output neuroner. Men med hensyn til antallet af hidden 
layers, og antallet af neuroner i hvert hidden layer, er det en mere kompliceret problemstilling, og vi 
må derfor tage den bedst mulige beslutning ud fra kendte teorier: 
Der findes generelle retningslinier for strukturen af neurale netværk, som man i langt de fleste 
tilfælde kan følge [7]: 
”Brug 1 hidden layer” 
Næsten alle problemer som kan læres af et neuralt netværk, kan læres med kun 1 hidden layer. 
Derudover øges kompleksiteten og træningstiden drastisk ved flere hidden layers, og risikoen for at 
træningen ikke bliver succesfuld øges. 
”Brug så få neuroner i hidden layer som muligt” 
Beslutningen om antallet af skjulte neuroner er vigtig, da det neurale netværk ikke kan lære at skelne 
mellem input mønstre, hvis antallet er for lille – men samtidig øges fejlraten også hvis antallet er for 
stort. Der gives en formel [7] som i mange tilfælde approximerer det bedste antal hidden neuroner i et 
neuralt netværk med 1 hidden layer: nnn outputinputhidden *= . 
I øvrigt er det dog ikke teoretisk muligt at bestemme det nødvendige antal af hidden neuroner, og 
man kan blive nødt til at prøve sig frem ved gentagen træning, test, øget antal neuroner. 
Beslutninger 
Vi vælger i første omgang at satse på at et neuralt netværk med 1 hidden layer kan lære at spille fire 
på stribe med en rimelig succesrate. Antallet af hidden neuroner vil vi som udgangspunkt bestemme 
ved den ovenfor nævnte approximations formel: 1715.177*42 ≈= . 
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6.2.2 Træningsalgoritmen 
En vigtig del af projektets eksperimentelle fase bliver at udføre forskellige træningsprogrammer for 
det neurale netværk, og undersøge hvilke der giver de bedste resultater. I dette afsnit beskriver vi dels 
den overordnede træningsalgoritme, samt de forskellige sæt træningsdata vi vil udsætte netværket for. 
Vi forventer at indholdet af træningsdata sættene vil være meget betydende for kvaliteten af det 
trænede netværk. 
Diagram over træningsalgoritmen 
På figur 14 ses den generelle træningsalgoritme, som er udgangspunkt for de forskellige 
eksperimenter med træning, der beskrives efterfølgende. Det der varierer for hvert eksperiment er 
sættene af (input, forventet output), samt stopbetingelsen. 
 
Træning med tilfældige træk 
• Træningsdata genereres af to automatiske spillere, som foretager tilfældige træk. For hvert 
afgjort spil, træner vi netværket med alle de træk vinderen foretog igennem spillet. 
 
Efter lang tids træning ud fra tilfældige træk burde netværket være i stand til at genkende mønstre 
for gode serier af træk i fire på stribe, men kvaliteten af det trænede neurale netværk vil formentlig 
være lav, da størstedelen af de tilfældige spil vil indeholde lange serier af meget dårlige træk – 
muligheder for at vinde som ikke straks bliver udnyttet, eller åbenlyse blokeringer af fire på stribe som 
ikke bliver foretaget. 
Input
Forventet output
Neuralt netværk
Output
Afvigelse
Justering (back-
propagation) af alle 
neuroner i NN, så det 
næste gang vil svare 
tættere på forventet 
output.
Gentag indtil 
stopbetingelse er 
nået, f.eks. En 
succesrate over 
65%, eller en 
middelfejl under 
0.1 på 1000 
output.
figur 14 
Generel træningsalgoritme for alle forsøg 
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Træning med træk fra regelbaseret system 
• Træningsdata genereres af to automatiske spillere, som foretager træk styret af vores 
regelbaserede system, evt. med en vis procentdel tilfældige træk for at øge variationen i 
træningsdata. 
 
Her forventer vi at kvaliteten af det trænede neurale netværk bliver høj, og at det også opnår en 
højere succesrate end det regelbaserede system det er trænet imod. Træningen burde kunne afsluttes 
hurtigere end tilfældet er med tilfældige træk, da der her ikke bliver tale om mange serier af dårlige 
træk. 
Træning med træk fra det neurale netværk 
• Efter at det neurale netværk er trænet op til en rimelig succesrate, mener vi det vil være 
interessant at se, om det kan forbedres yderligere, hvis det gives sine egne træk som 
træningsdata. 
6.2.3 Validering af det trænede neurale netværks kvalitet 
Vi kan vælge flere tilgangsvinkler til validering af hvilken succesrate det neurale netværk opnår 
(hvor mange procent spil det kan vinde) – og hvordan denne succesrate udvikler sig som funktion af 
antallet af træningsiterationer. Succesraten for det trænede neurale netværk mod en given type 
modstander (f.eks. et ekspertsystem), findes ved at gennemspille et antal spil og udregne hvor stor en 
procentdel af spillene det neurale netværk vinder. Men det er også interessant at følge hvordan 
kvaliteten af det neurale netværks beslutninger udvikles under de forskellige træningsforløb vi har 
planlagt. 
Validering af træning med tilfældige træk: 
• For hver træningsiteration, vil vi kunne udregne afvigelsen mellem forventet output og faktisk 
output. 
• Denne værdi vil nok svinge meget, afhængigt af input, specielt under starten af træningen. 
• For at følge hvordan denne afvigelse forhåbentlig falder efter mange træningsiterationer, 
kunne vi udregne middelfejlen for hver n (f.eks. 10.000) iterationer, og tegne en graf over 
værdierne. 
Validering af træning med ekspertsystem 
Vi kunne vælge at følge samme fremgangsmåde, som beskrevet ovenfor, men mener at det her 
kunne være mere interessant at prøve en anden idé: 
• For hver n (f.eks. 10.000) iterationer, kan vi afvikle et antal automatiske spil, og dermed 
løbende følge det neurale netværks succesrate mod ekspertsystemet. 
• På den måde kan vi bl.a. få et billede af om der opstår punkter under træningen, hvor det er 
svært for det neurale netværk at blive bedre end ekspertsystemet. 
6.3 Ekspertsystemet 
Ekspertsystemet skal fungere som en række regler som vurderer hvad der skal gøres i en given 
situation. Det skal være muligt at tilføje regler i ekspertsystemet så det kan gøres lettere eller sværere, 
i tilfælde hvor det ønskes. Det kan måske vise sig at ekspertsystemet bliver for godt og det neurale 
netværk ikke lærer noget af at spille mod det. Ved gennemgang af spillet fire på stribe er der to 
grundlæggende situationer det er væsentligt at tage stilling til. En forsvarssituation og en 
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angrebssituation. Disse to tilstande kan kombineres efter behov, hvor det naturligvis vil være en fordel 
at vurdere hvad der skal gøres for at undgå at tabe hvorefter muligheden for at øge sin mulighed for 
sejer ville være næste punkt. 
Der findes en løsning til at vinde fire på stribe, ud fra forskellige teorier. Forudsætningen for at den 
teori fungerer i praksis er at den der ønsker at benytte den begynder spillet. Vi ønsker ikke at skabe et 
perfekt regelbaseret system, som med sikkerhed kan vinde hver gang, men en træningspartner som er 
bedre en tilfældighedsspiller. Derfor er simple regler det vi vælger at starte med. 
6.3.1 Ekspertsystemet til fire på stribe 
Et ekspertsystem er et system hvis reaktion er bestemt af en række regler. I forbindelse med vores 
case med fire på stribe, er det altså et system der kan spille fire på stribe baseret ikke på erfaringer som 
et neuralt netværk, men på fastlagte regler der definerer systemets reaktion på en given situation. 
Et ekspertsystem er som regel mere egnet til løsning af opgaver hvor situationerne er forudsigelige. 
F.eks. benytter Metroen et ekspertsystem til at styre driften af de førerløse toge. Der er nedskrevne 
regler for hvad der skal være i orden før toget må køre fra en station. Til dette egner et ekspertsystem 
sig bedre end neurale netværk, da det er muligt at definere hvordan de forskellige variabler skal stå. 
Men f.eks. postvæsnet benytter neurale netværk til at læse adressen på breve. I en sådan situation ville 
et ekspertsystem ikke egne sig, da det er umuligt, at definere hvordan håndskrift ser ud. 
Hvor f.eks. et neuralt netværk er i stand til at lære, og på den måde lære situationer programmørerne 
ikke har kunnet forudse, er et ekspertsystem begrænset af hvad programmørerne har kunnet forudse. 
Til gengæld kan et godt ekspertsystem have en meget høj succes rate. 
Ekspertsystemets strategi og regler 
Når vores ekspertsystem skal afgøre, hvilken handling det skal foretage, skal det gå frem efter tre 
enkle regler. Det første ekspertsystemet vil kigge efter, er om det selv kan få fire på stribe. Er det 
muligt vil det selvfølgelig gøre det, og afslutte spillet. 
Hvis det ikke er muligt at få fire på stribe, vil ekspertsystemet sikre sig, at det heller ikke for 
modstanderen er muligt at få fire på stribe i dennes næste træk. 
Ekspertsystemet vil også undersøge om modstanderen er ved, at placere sine brikker så denne ikke 
kan undgå at vinde. F.eks. tre på stribe med to åbne ender. 
Hvis modstanderen ikke umiddelbart har mulighed for at vinde, vil ekspertsystemet kigge sig om 
efter en mulighed for at udbygge to på stribe til tre på stribe, men kun hvis der er potentialet for at få 
fire på stribe. Er der flere steder hvor der kan laves tre på stribe, vil ekspertsystemet undersøge om der 
er nogen af dem der kan garantere at det vil vinde (f.eks. tre på stribe med to åbne ender).  
Er der ikke umiddelbart noget åbenlyst træk, vil ekspertsystemet trække tilfældigt. 
 
Ekspertsystemets fremgangsmåde er dikteret af et simpelt regelsæt. 
1. Hvis ekspertsystemet kan vinde, gør det det. 
2. Er modstanderen ved at vinde, stopper ekspertsystemet denne. 
3. Læg brikkerne så ekspertsystemet kan vinde i et senere træk. 
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7.  Design og implementation 
Efter analysen, som har ledt os frem til en overordnet forståelse af systemet vi har brug for, for at 
kunne udføre vores eksperimenter, vil vi nu gå i detaljer med designet og implementationen af 
systemet og klasserne. Det anbefales læseren at, allerede nu, se på klasse- og interface diagrammerne 
på side 47 og 48, da det vil fremme forståelsen af dette afsnit. 
7.1 Grundlæggende design 
Det neurale netværk og ekspertsystemet, samt spillet fire på stribe, valgte vi at implementere i 
programmeringssproget Java. Fleksibilitet var et vigtigt design aspekt: Det skulle være nemt at udvide 
programmet og lade enkelte dele være udskiftelige. Det er derfor vi valgte at bruge Java-interfaces til 
implementeringen af forskellige slags spillere (menneskelige spillere, neurale netværk, regelbaserede 
systemer, spillere med tilfældige træk). Idet vi implementerede spillerne gennem IPlayer interfacet 
var det muligt at tilføje nye spillere i løbet af tiden, uden at ændre programmet (Faktisk var vi, efter 
udviklingen af nye spillere, altid kun nødt til at ændre ”main” metoden i klassen FourRowGame). 
IPlayer interfacet bruges naturligvis kun hvor det giver mening. I den del af programmet der 
optræner det neurale netværk, bruges det neurale netværk direkte, da det ikke ville give mening at 
udvide IPlayer med metoder for træning, der kun skal bruges til én enkelt type spillere.  
Et problem i IPlayer interfacet er dog, at den ikke indeholder metoder for at meddele til spiller-
objektet, om dens træk kan udføres eller ej (dette er en situation der kan opstå hvis en spiller prøver at 
lægge en brik i en kolonne der er fyldt til toppen). Det er dermed spiller-objekternes ansvar at 
kontrollere, om deres træk er lovlige. 
Overvejelser om fleksibilitet har vi også gjort os omkring brugergrænsefladen. I begyndelsen af 
projektet havde vi implementeret det obligatoriske tekstbaserede user interface. Vi var ikke helt sikre 
på, om vi senere i projektet ville få tid til også at skrive en grafisk brugergrænseflade. Men for nemt at 
kunne tilføje et grafisk user interface, blev også denne del af programmet implementeret gennem et 
Java-interface. Vi skrev faktisk en GUI, og var igen kun nødt til at ændre FourRowGame’s main 
metode. Det var også en fordel alternativt at kunne bruge et tekstbaseret interface mens man udførte 
tests og eksperimenter. 
7.2 Oversigt over klasserne 
De følgende afsnit giver en teknisk oversigt over de enkelte klasser i programmet og de metoder de 
indeholder. De skal give en oversigt, sådan at man kan få en forståelse for, hvordan programmet er 
opbygget. Afsnit 7.4 og 7.3 giver derefter en mere grundig forklaring på implementeringen af det 
neurale netværk og ekspertsystemet. Desuden kan man se klassediagrammer over systemet på figur 19 
på side 47. 
7.2.1 IPlayer 
IPlayer er det fælles interface der bruges til at implementere alle spillere8. Det har kun en metode, 
der hedder getMove: 
 
public int getMove(ArrayList legalColumns, int[][] playingBoard, int me, int enemy); 
                                                     
8
 Med ’spiller’ menes der her regelbaserede systemer eller neurale netværk til spil af fire på stribe, samt objekter 
der repræsenterer spilleren, m.fl. 
 Neurale netværk og spillet fire på stribe    
 39   
 
getMove returnerer spillerens næste træk. Argumentet legalColumns er her en liste over ”lovlige” 
kolonner, dvs. dem der endnu ikke er fyldt til toppen (kolonnerne er nummeret fra venstre mod højre, 
begyndende med nul, hvor tallene er gemt som Integer’s). playingBoard repræsenterer spille 
brættet, hvor IPlayer’ens egne brikker er gemt som me, mens den anden spillers brikker er markeret 
som enemy. 
7.2.2 HumanPlayer 
HumanPlayer implementerer IPlayer interfacet og repræsenterer en menneskelig spiller. Dens 
constructor tager et IUserInterface som argument, som den kommunikerer igennem. Dens eneste 
metode getMove er arvet fra IPlayer og gør ikke andet end at returnere brugerens valg gennem 
IUserInterface metoden getUserChoice. 
7.2.3 RandomPlayer 
RandomPlayer er en IPlayer der returnerer tilfældige værdier. Den returnerer en kolonne fra 
legalColumns, idet den genererer et tilfældigt tal mellem 0 og størrelsen af legalColumns, og 
derefter henter kolonnen der befinder sig i denne position fra legalColumns. 
7.2.4 IUserInterface 
IUserInterface er et java interface der beskriver grænsefladen til brugeren. Den er i vores 
projekt implementeret som tekstbaseret interface, og som grafisk brugergrænseflade. 
IUserInterface har fire metoder: 
 
public void printLog(Object text); 
 
public void printErr(Object text); 
 
public void showPlayingBoard(int[][] board, int player1_id, int player2_id); 
 
public int getUserChoice(ArrayList legalColumns); 
 
printLog og printErr udskriver hhv. informativ tekst eller en fejl. showPlayingBoard 
opdaterer den grafik af brættet der vises til spilleren. getUserChoice returnerer en kolonne som 
spilleren vælger. 
7.2.5 TextUserInterface 
TextUserInterface er en implementering af IUserInterface som tekstbaseret 
brugergrænseflade. Den bruges til tests. 
7.2.6 GraphicalUserInterface 
GraphicalUserInterface er også en implementering af IUserInterface. Det er som navnet 
siger en grafisk brugergrænseflade, med forskellige vinduer for selve spillet og debug informationer.  
7.2.7 BoardComponent 
BoardComponent er en Swing component der bruges i GraphicalUserInterface. Det er den 
grafik af spillebrættet man ser i programmets hovedvindue. 
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7.2.8 FourRowGame 
FourRowGame er spillets centrale klasse, der styrer program forløbet. Det er også i FourRowGame, 
at programmets begyndelsespunkt, main metoden, ligger. Main metoden skaber en ny instans af 
klassen, med et IUserInterface og to IPlayer’s som argumenter. Derefter kalder den metoden 
play().  
play() kører et spil mellem klassens to spillere igennem og returnerer hvem der har vundet. 
Metoden kalder på skift de to IPlayer’s getMove metoder, indsætter ”brikker” i de valgte kolonner 
og checker om der er en vinder eller om spillet er uafgjort (hvilket kan ske hvis alle kolonner er fyldt 
uden at der er fire på stribe). Spillets status vises gennem IUserInterface’t. 
7.3 Ekspertsystemet (ComputerPlayer) 
ComputerPlayer() 
Et nyt objekt af klassen oprettes. 
getMove(ArrayList legalColumns, int[][] playingBoard, int me, int enemy) 
legalColumns er en Arraylist over hvilke kolonner der ikke er fyldte. 
playingBoard er et to dimensionalt array der indeholder hele spilbrættet. 
me indikere hvilken farve ekspertsystemet har. 
enemy er modstanderens farve. 
 
Denne metode returnerer hvor ekspertsystemet ønsker at lægge sin brik. Klassens andre metoder vil 
blive kaldt for først at finde ud af om ekspertsystemet kan få fire på stribe. Hvis det ikke er muligt, 
bliver det undersøgt om modstanderen kan og hvor der skal smides for at blokere det. Kan 
modstanderen heller ikke få 4 på stribe, undersøger ekspertsystemet om modstanderen har mulighed 
for at skabe en situation hvor denne ikke kan undgå at få 4 på stribe (f.eks. 3 på stribe med to åbne 
ender). Dernæst undersøges om ekspertsystemet har 2 på stribe med mulighed for at få 4 på et senere 
tidspunkt. 
Hvis intet af overstående returnerer et gyldigt træk vil ekspertsystemet trække tilfældigt. 
ChkPlads(int x, int y)  
x er x koordinatet for den plads der ønskes undersøgt. 
y er y koordinatet for den plads der ønskes undersøgt. 
 
Denne metode undersøger om der kan smides på en specifik plads på brættet. 
Først kontrolleres at pladsen overhovedet er på brættet. Dernæst undersøges det om pladsen er tom, 
og om der er ligger noget på pladsen nedenunder. 
ThreeInARow(int color) 
color er den farve der skal søges efter. 
 
Denne metode undersøger om den valgte farve har 3 på stribe og om der i næste træk kan skabes 4 
på stribe. 
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ToInARow(int color, int me, int action) 
color er den farve der skal søges efter. 
me er ekspertsystemets egen farve. 
action indikerer hvilket type søgning der skal udføres. 
 
Først undersøges det om der er mulighed for 4 på stribe (to på række, en tom plads, og en af den 
valgte farve igen). Dernæst undersøges muligheden for at skabe tre på stribe med to åbne ender. Til 
sidst undersøges det om der nogen steder med to på stribe, hvor der er potentiale for fire på stribe. 
Random(ArrayList columns) 
columns er de kolonner hvori der kan smides en brik. 
 
Denne metode returnerer et tilfældigt træk. 
ChkPlaybord(int x, int y) 
x er x koordinatet for den plads der ønskes undersøgt. 
y er y koordinatet for den plads der ønskes undersøgt. 
 
Metoden returnerer værdien af det felt man har undersøgt, hvis dette felt er inden for brættet. Denne 
metode er til for at forhindre ”out of bounds”, men ellers vil kunne risikere i ThreeInARow og 
ToInARow. 
7.4 Det neurale netværk (NeuralNet, NeuralNetworkPlayer) 
Vi har valgt at implementere et feed-forward, back-propagated neuralt netværk. Feed-forward 
neurale netværk med back-propagation som indlæringsalgoritme er meget anvendte, og også 
forholdsvist simple at implementere. I dette afsnit beskriver vi design, funktionalitet samt hvordan vi 
under udviklingen har testet det neurale netværk ved at træne det til at løse XOR funktionen. 
7.4.1 Design og funktionalitet 
Vi har valgt at designe det neurale netværk 
som to klasser, Neuron og NeuralNet. 
Idéen er her, at et neuralt netværk, set fra et 
objekt-orienteret synspunkt, er en stor 
mængde selvstændige neuroner, som samlet i 
input, hidden og output lag, danner et neuralt 
netværk.  
Efterfølgende beskrives formålet med hver 
enkelt metode i hver af klasserne, og hvad 
deres funktionalitet er. Attributterne i 
klasserne beskrives ikke, da de er trivielle og 
kan forstås ved at læse metodebeskrivelserne. 
 
 
 
 
figur 15 
Neuron klassen 
figur 16 
NeuralNet klassen 
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7.4.2 Metoder i Neuron klassen 
public Neuron(int nConnections) 
En neuron konstrueres med parameteren nConnections, som angiver hvor mange forbindelser der 
er til neuroner – for hver forbindelse skal neuronen holde styr på hvordan den vægter signaler over 
forbindelsen. 
setWeights(double w[]) 
Sætter vægte for forbindelserne til neuronen – det kan være når neuronerne initialiseres med 
tilfældige vægte, eller når vægtene justeres af back-propagation algoritmen. 
public double[] getWeights() 
Returnerer eksisterende vægte for alle forbindelser til neuronen. 
public double getValue() 
Returnerer værdien akkumuleret i neuronen, bruges på neuronerne i input laget, som der ikke skal 
anvendes sigmoid ”squashing” funktionen på. 
public double activate() 
Returnerer sigmoid funktionen af værdien akkumuleret i neuronen, bruges på neuronerne i hidden og 
output lag. 
public void signal(double dInVal, int nWeight) 
Denne funktion anvendes i feed-forward algoritmen, hvor første parameter er den værdi der 
signaleres til neuronen, og anden parameter angiver hvilken forbindelse signalet kommer fra – dermed 
ved neuronen hvor stor vægt den skal lægge på signalet. 
public void clear() 
Når man har kørt et sæt input data igennem det neurale netværk via feed-forward algoritmen, skal 
man kalde clear funktionen før man kan fortsætte med nye input data – de akkumulerede værdier i 
neuronerne skal først nulstilles. 
7.4.3 Metoder i NeuralNet klassen 
public NeuralNet(int nInput, int nHidden, int nOutput)  
En ny instans af NeuralNet konstrueres med parametre som angiver antal af input, hidden og 
output neuroner. 
public void feed_forward(double[] dIn)  
For at få det neurale netværk til at behandle et sæt input data, skal feed_forward algoritmen kaldes. 
Parametren dIn skal være et array af samme længde som antallet af input neuroner, og efter kaldet vil 
man kunne kalde activate funktionen på neuronerne i output laget, og derved få det neurale 
netværks svar på inputtet. 
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public void back_propagate(double[] dExpected)  
Efter et kald til feed-forward funktionen med et sæt input data, kan man, under træning af det 
neurale netværk, korrigere vægtene ved at kalde back_propagate med et array indeholdene 
forventede output værdier – alle vægte i det neurale netværk justeres så efter back-propagation 
algoritmen, hvor man bruger forskellen mellem forventet- og faktisk output. 
public void train(double[] dIn, double[] dExpected)  
Under træning af det neurale netværk er det nemmere at kalde denne funktion, i stedet for først at 
kalde feed_forward og derefter back_propagate – her er parametrene et sæt af input data og 
forventet output. 
public double get_error()  
Det er interessant for vores eksperimenter, at kunne følge hvordan fejlen mellem forventet og faktisk 
output udvikler sig i forhold til antallet af træningsiterationer. Denne funktion returnerer den 
gennemsnitlige fejl mellem faktisk og forventet output for alle output neuronerne.  
public void reset_values()  
Nulstiller de akkumulerede værdier i alle neuroner. 
public static NeuralNet loadNeuralNet(String fil)  
Det er både praktisk og nødvendigt at kunne både gemme og indlæse tilstanden af et neuralt netværk. 
Når vi f.eks. har gennemført et eksperiment med at træne det neurale netværk på en bestemt måde, 
skal vi kunne gemme tilstanden af objekterne så vi kan arbejde videre med samme tilstand senere. Her 
viste det sig at vi kunne anvende en meget smart funktionalitet i Java sproget, som gør at objekters 
tilstande kan gemmes og senere genskabes meget nemt. Funktionaliteten udbydes igennem et interface, 
Serializable, og dette interface implementerer vi i vores Neuron og NeuralNet klasser. 
public static void saveNeuralNet(NeuralNet nn, String fil)  
Samme som ovenstående. 
7.4.4 Test af det neurale netværk 
Det neurale netværk vi har implementeret og som er beskrevet i forrige afsnit, er designet som et 
generelt feed forward, back-propagated neuralt netværk, og kan anvendes til alle problemer der kan 
løses af neurale netværk med et enkelt skjult lag. Dermed er det også tilstrækkeligt til at vi kan 
anvende det til de eksperimenter vi planlægger at udføre med fire på stribe. Inden vi begynder på det, 
er det vigtigt, at vi sikrer os at der ikke er fejl i implementation af det neurale netværk, for i 
forbindelse med fire på stribe vil det neurale netværk blive stort, og det vil være meget svært at opdage 
hvor evt. fejl opstår. Derfor vælger vi at udføre et test eksperiment, hvor vi optræner det neurale 
netværk til at løse XOR funktionen. 
Test case – XOR 
XOR vælges som træningsproblem, fordi det er meget simpelt, så vi får mulighed for at gennemgå 
hvordan det neurale netværk lærer at løse problemet, ligesom det også er nemmere at identificere 
eventuelle fejl. Samtidig er det også sådan, som vi har beskrevet i vores teori afsnit, at XOR problemet 
kræver et neuralt netværk med ét hidden layer, hvor mange simple problemer kan løses uden (f.eks. 
AND, OR og NOT) – dermed afprøves også denne funktion i det neurale netværk, og når vi har set at 
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vores neurale netværk kan lære at løse XOR, kan vi med rimelig sandsynlighed antage at det også vil 
kunne trænes til at løse mere komplekse problemer. 
Testprogram, xorNet 
Dette programs funktionalitet er at: 
• Konstruere et neuralt netværk. 
• Træne det ud fra alle kombinationer af XOR input og forventet output indtil det svarer rigtigt 
på de 4 input kombinationer til XOR. Rigtigt defineres som et output over 0.80 hvis forventet 
output er 1, eller et output under 0.20 hvis forventet output er 0. Alle output er i intervallet 
[0..1] da de genereres af activate funktionen som returnerer en sigmoid-værdi.  
• Måle hvor mange træningsiterationer der kræves for at lære netværket op. 
• Vise hvordan vægtene i det neurale netværk indstilles til at løse problemet. 
Resultater af testkørsler 
For at kunne følge hvordan træningen forløber, har vi valgt at lade programmet tegne en graf over 
udvikling af fejlrate mellem faktisk og forventet output i forhold til antal iterationer. Derudover lader 
vi også programmet udskrive hvilke værdier vægtene har i det trænede neurale netværk. Resultaterne 
er forskellige for hver testkørsel, da det neurale netværk initialiseres med tilfældige vægte, som er 
meget betydende for hvordan træningen forløber, som det vil fremgå af de følgende grafer: 
 
 
 
 
figur 17 
Graf over testkørsel 1 af xorNet 
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Testkørsel 1 
Under første testkørsel bliver det neurale netværk i stand til at løse XOR funktionen efter 4408 
træningsiterationer. Denne graf påviser en jævn indlæring, hvor fejlraten for alle input data næsten 
falder samtidigt og ens, dog ses det at  input sæt (0,0) følger et lidt anderledes mønster. 
 
 
Testkørsel 2 
Under testkørsel 2 ser vi at indlæringen følger et helt andet mønster. Det tager 15752 
træningsiterationer at lære det neurale netværk op, og hvis man ser nærmere på grafen over 
indlæringen, ser man at de første ca. 8000 iterationer ikke reducerer fejlraten overhovedet. Det er også 
interessant at se, at hvor det neurale netværk begynder at reducere fejl raten kraftigt på 3 af de fire 
input til XOR, medfører det at fejlraten stiger for det sidste input (0,0). 
7.4.5 Hvad vi lærte af testen 
Vi vil beskrive hvad vi lærte under testen af vores neurale netværk, bl.a. fordi vi allerede her i 
praksis kunne konstatere nogle af de problemer der beskrives i litteraturen om neurale netværk. 
Dimensionerne af det neurale netværk – local minima 
XOR problemet kan løses af et neuralt netværk med 2 input neuroner, 2 hidden neuroner og 1 output 
neuron (2x2x1). Men det vi oplever med et 2x2x1 neuralt netværk, er at netværket i mange tilfælde 
ikke kan trænes – træningsprogrammet kører uendeligt og kan ikke justere vægtene korrekt til at løse 
XOR. Dette må være et tilfælde af local minima, altså at back-propagation algoritmen justerer vægte 
imod et lokalt minimum, i stedet for det korrekte globale minimum. At det kun er i nogen tilfælde vi 
Figur 18 
Graf over testkørsel 2 af xorNet 
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oplever local minima, skyldes at det neurale netværk initialiseres med tilfældige vægte, og disse kan 
være heldigt eller uheldigt valgt. 
Der findes metoder til at ændre træningsalgoritmen, så den kan opdage og overkomme local minima, 
og det vil altid være fornuftigt at implementere en af disse da local minima problemer ofte kan 
opstå.[7, side 111] 
En lettere metode til at undgå local minima er, at ændre dimensionerne af det neurale netværk, så der 
er flere hidden neuroner – og dermed flere justeringsmuligheder af vægte. 
Under træningseksperimenterne viste det sig, at det optimale er 4 hidden neuroner. Så kan det 
neurale netværk trænes til at løse XOR i alle de tilfælde vi har afprøvet. 
Det er naturligvis ikke en optimal løsning at udvide antallet af skjulte neuroner, for det betyder at det 
neurale netværk bliver mere komplekst, og dermed langsommere. Det kunne gå ind under en samlet 
optimering af back-propagation modellen.  
Trænings iterationer 
Det viser sig at der kan være meget stor forskel på hvor lang tid (antal iterationer), det tager at træne 
det neurale netværk. I langt de fleste tilfælde ligger antallet af træningsiterationer omkring 3000 – 
5000. I enkelte tilfælde oplever vi at der bruges langt flere iterationer på optræningen, eksempelvis 
over 300000. At der er forskel på hver træningskørsel skyldes naturligvis, at startvægtene vælges 
tilfældigt, og der kan opstå uheldige kombinationer, som kræver meget justering. 
Afsluttende overvejelser om eksperimentets betydning 
Vi har lært at vores implementerede neurale netværk kan trænes til at løse et problem. I tilfældet 
med XOR, kan vi dog ikke sige at det neurale netværk har lært at generalisere og kunne svare på nye, 
ukendte, input data. Det skyldes at det neurale netværk er blevet trænet op med alle eksisterende input 
kombinationer til XOR. Vigtigst af alt har vi i praksis oplevet hvilke problemer der kan opstå under 
træningen: Vi har ved at se på graferne kunnet konstatere at der er meget stor forskel på hver enkelt 
træningskørsel, da vægte initialiseres tilfældigt hver gang, og vi har fundet ud af at local minima kan 
opstå, men også kan undgås ved at udvide antallet af neuroner i det neurale netværks hidden layer. 
Alle disse ting må indgå når vi planlægger og påbegynder eksperimenterne med fire på stribe spillet. 
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figur 19 Klasse diagram over systemet 
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figur 20 Interface diagram over systemet 
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8.  Eksperimenter 
I de følgende eksperimenter vil vi forsøge at optræne vores neurale netværk til at spille fire på stribe. 
Til dette formål anvender vi klasser og metoder beskrevet i det foregående afsnit, i testprogrammer. 
Dette gør vi dels for at se hvor godt det kan lade sig gøre, dels for at kunne udtale os om fordele og 
ulemper ved ekspertsystemer og neurale netværk. Igennem eksperimenterne anvender vi en del vigtige 
definitioner og begreber, som her forklares kort: 
 
• Computer Player – den regelbaserede spiller, der tager træk bestemt af vores 
implementerede ekspertsystem. 
• Random Player – en spiller, der tager tilfældige træk til en ikke-fyldt kolonne. 
• Fejlrate – den absolutte værdi af afvigelsen mellem forventet og faktisk output fra det 
neurale netværk. Uddrages under optræning. På graferne i vores eksperimenter er fejlraten 
repræsenteret ved gennemsnitsfejlraten over et antal træningsiterationer (for det meste 1000 
iterationer). 
• Validerende spiller – vi bruger Computer Player eller Random Player, som beskrevet 
foroven, til at spille mod det neurale netværk og måle dets kvalitet. 
• Succesrate – Procentvis succes for det neurale netværk mod en validerende spiller, hvor et 
vundet spil betragtes som succes. På graferne repræsenterer succesraten resultatet af 100 spil 
mod den validerende spiller efter et givent antal træningsiterationer. 
8.1 Eksperiment 1 
- Træning med vinderens serier af træk fra afgjorte spil med to tilfældige spillere mod hinanden. 
8.1.1 Beskrivelse og formål 
I dette eksperiment trænes et neuralt netværk ved hjælp af to spillere der tager tilfældige træk. De to 
spillere spiller mod hinanden, og hvis der er en vinder analyserer det neurale netværk alle vinderens 
træk. Formålet med eksperimentet er, at undersøge om det neurale netværk er i stand til at genkende 
gode mønstre i serierne af tilfældige træk, så det kan lære en strategi for at vinde spillet. 
8.1.2 Resultater 
Som det ses af nedenstående graf har det optrænede netværk let ved at slå den samme tilfældige 
spiller der blev brugt til optræningen. Derimod vinder den næsten ikke over ekspertsystemet. Der er 
ingen synlig fremgang i succesraten som funktion af antal træningsiterationer, og variationerne i 
succesraterne virker tilfældige. 
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Eksperiment 1 - Succesrater
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Figur 21: Det optrænede neurale netværk valideret mod en Random player og en ekspertspiller. 
 
Eksperiment 1 - Fejlrate
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Figur 22: Fejlraten som funktion af antal træningsiterationer med tilfældige træk. 
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8.1.3 Konklusion 
Fejlraten stiger jævnt igennem forsøget og succesraten forbedres ikke som funktion af flere 
træningsiterationer. Vi kan konkludere at det neurale netværk ikke er i stand til at lære en strategi, men 
derimod bliver ”forvirret” af de konstant ændrede serier af tilfældige træk. 
8.2 Eksperiment 2 
- Træning med vinderens serier af træk fra en begrænset mængde afgjorte spil med to tilfældige 
spillere mod hinanden. 
8.2.1 Beskrivelse og formål 
Vi fandt i det foregående eksperiment ud af at det neurale netværk ikke lærer mere jo mere det 
trænes med tilfældige træk. I dette eksperiment vil vi igen bruge to tilfældige spillere, men på en 
anden måde 
• Der spilles 1000 spil, hvor begge spillere er tilfældige spillere 
• For hver af disse 1000 spil, gemmes vindertrækkene 
• Det neurale netværk trænes herefter gentagne gange med disse gemte tilstande 
Således bliver det ikke trænet med en konstant strøm af tilfældige træk. Formålet er at undersøge om 
fejlraten vil falde hvis mængden af spil med tilfældige spillere begrænses. Således er der ikke en strøm 
af tilfældig input. Vi kigger ikke på succesraten i dette eksperiment, eftersom det foregående 
eksperiment allerede har påvist at brugen af tilfældige spillere ikke er en effektiv måde at træne det 
neurale netværk på. 
 
8.2.2 Resultater 
Som det ses lærer det neurale netværk her mere effektivt, fejlraten er lidt usikker til at starte med, 
men falder herefter konstant. 
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Eksperiment 2 - Fejlrate
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Figur 23: Fejlraten som funktion af træningsiterationer med et fast sæt af tilfældige træk. 
 
8.2.3 Konklusion 
Vi kan konkludere at fejlraten falder hurtigt og jævnt når det neurale netværk arbejder med et mere 
fast sæt data, hvilket også bekræfter det foregående forsøgs konklusion. Det neurale netværk lærer 
altså her at svare rigtigt på de eksempler det har set tidligere under træning. 
8.3 Eksperiment 3 
- Træning med vinderens serier af træk fra en begrænset mængde (10000) afgjorte spil med to 
regelbaserede spillere mod hinanden. 
8.3.1 Beskrivelse og formål 
I dette eksperiment trænes et neuralt netværk ved hjælp af to spillere styret af vores ekspertsystem. 
De to ekspertspillere spiller mod hinanden, og hvis der er en vinder analyserer det neurale netværk alle 
vinderens træk. Formålet er at undersøge om det neurale netværk kan udlede en strategi ved at se på 
dette begrænsede antal serier af træk fra afgjorte spil. 
8.3.2 Resultater 
Succesraten ved spil mod den tilfældige spiller er højere og mere stabil end de foregående forsøg. 
Selvom succesraten med den ekspertbaserede spiller der også blev brugt til træning, er højere end før, 
er den stadig meget ustabil. Det bemærkes at det lykkedes os i et forsøg, der ikke er dokumenteret af 
nedenstående graf, at opnå et meget bedre resultat. Efter en hel del flere træningsiterationer end der er 
brugt i dette eksperiment, blev det observeret at det neurale netværk ud af 100 spil slog 
ekspertsystemet over 70 gange. Dette neurale netværk gemte vi i en fil, som vil blive brugt til senere 
eksperimenter. 
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Figur 24: Det ekspert-optrænede neurale netværk valideret mod en tilfældig- og ekspertspiller. 
 
Fejlraten falder her meget hurtigt, sammenlignet med eksperiment 2. Det tyder på at det neurale 
netværk meget hurtigt lærer et mønster ved optræning med ekspertspillere. 
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Figur 25: Fejlraten som funktion af træningsiterationer med ekspert-træk. 
 
8.3.3 Konklusion 
Fejlraten falder her ekstremt hurtigt, men til trods for optræningen med den overlegne spiller baseret 
på ekspertsystemet bliver det neurale netværk ikke bedre. Ved validering mod ekspertsystemet lå 
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succesraten og svævede omkring 2 % hele forsøget igennem. Vi mistænker at dette skyldes manglende 
variation i spillene. 
8.4 Eksperiment 4 
- Optræning af et nyt neuralt netværk ved brug af et allerede optrænet neuralt netværk. 
8.4.1 Beskrivelse og formål 
Som nævnt i et tidligere eksperiment lykkedes det os at træne et neuralt netværk til at blive markant 
bedre til at slå ekspertsystemet end ellers observeret. Dette vil vi nu genbruge til at ”bootstrappe” 
træningen af et nyt neuralt netværk. Det samme neurale netværk indlæses to gange, og spiller således 
mod sig selv. Af hensyn til variation er hvert femte træk for begge tilfældigt. Formålet med dette er 
bl.a. at se om et nyt neuralt netværk kan blive bedre end det eksisterende det oplæres af. 
8.4.2 Resultater 
Denne optræning synes bedre end tidligere forsøg. Omkring ved de 60.000 træningsiterationer er det 
neurale netværk øjensynligt trænet så godt som denne metode tillader. 
Eksperiment 4 - Succesrater
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Figur 26: Neurale netværk optrænet med det gemte neurale netværk som bootstrap valideret mod en 
tilfældig- og ekspertspiller. 
 
Fejlraten falder her helt fra start af, uden store udsving. Faldet er støt og langsomt, og det virker ikke 
tilfældigt at fejlraten cirka når minimum omkring de 60.000 iterationer også – i dette eksperiment 
synes der at være en sammenhæng mellem høj succesrate og lav fejlrate. 
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Eksperiment 4 - Fejlrate
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Figur 27: Fejlraten som funktion af træningsiterationer med bootstrappet neuralt netværk. 
 
8.4.3 Konklusion 
Træningsmetoden viser sig at være bedre end dem vi har anvendt i de tidligere eksperimenter, 
formentlig grundet større variation i træningsdata. Til gengæld oplever vi så også at det er nødvendigt 
med flere træningsiterationer. 
8.5 Eksperiment 5 
- Træning i forsvarsstrategi – blokering af afgørende træk fra spil med to regelbaserede spillere mod 
hinanden. 
8.5.1 Beskrivelse og formål 
Eftersom vores eksperiment med træning ved hjælp af ekspertsystemet (eksperiment 3) ikke gav så 
høj en succesrate som forventet, vil vi nu lave en modificeret version af det. Ekspertspillerne vil blive 
brugt på samme måde. Men hvor det neurale netværk før kiggede på vindertræk, vil det nu i stedet 
prøve at lære hvordan det undgår at tabe, da dette i sig selv er en god strategi til at vinde spillet. 
8.5.2 Resultater 
Det bemærkes at vi under dette eksperiment nedjusterede antallet af skjulte neuroner, fra 20 som er 
blevet brugt i alle foregående eksperimenter til 17. Dette gjorde resultaterne af netop dette eksperiment 
en smule mere stabile. Hvor succesraten modsat en spiller der tager tilfældige træk faktisk her er værre 
end før observeret, er der en klar tendens til forbedring i spil mod ekspertsystemet. Dog er dette meget 
varierende fra træningsblok til træningsblok. 
Som vi før har gjort, er der her også gemt data fra et optrænet neuralt netværk der opnåede en stor 
succesrate mod ekspertspilleren, i dette tilfælde også over 70 %. 
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Eksperiment 5 - Succesrater
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Figur 28: Neurale netværk optrænet til forsvar af ekspertsystemet valideret mod en tilfældig- og 
ekspertspiller. 
 
Fejlraten er her nogenlunde stabil hele forløbet igennem. Det kunne tyde på at denne 
træningsstrategi burde finjusteres. 
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Figur 29: Fejlraten som funktion af antal træningsiterationer mod ekspertsystemet, med fokus på forsvar. 
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8.5.3 Konklusion 
Vi ser her en helt klart stigende tendens i succesrate mod det regelbaserede system. Ved at spille 
mod det oplærte neurale netværk, oplever vi også at det har lært netop den strategi vi ønskede – det 
blokerer når modstanderen er ved at vinde, dog med enkelte undtagelser det ikke har kunnet lære. 
Samlet set betragter vi dette eksperiment som interessant og vellykket. 
8.6 Eksperiment 6 
- Parallelle neurale netværk. Samtidig brug af et neuralt netværk optrænet til at vinde og et optrænet 
til forsvar. 
8.6.1 Beskrivelse 
I dette eksperiment vil de to gemte neurale netværk (dvs. det netværk der blev optrænet til forsvar og 
det der blev trænet til angreb) blive testet, både hver for sig men også kombineret. Ved kombineringen 
gives begge de neurale netværk samme input data, hvorefter trækket fra output neuronet med højeste 
aktiveringsværdi vælges. Denne værdi betragter vi som et tegn på hvor sikkert trækket er. Hver af 
disse tre konfigurationer spiller mod den tilfældige spiller samt ekspertsystemet 10.000 gange, og 
procent af vundne spil udskrives. 
8.6.2 Resultater 
I programudskriften forneden, bemærkes det at det neurale netværk optrænet til angreb har en 
betydelig succesrate mod tilfældige træk, og som den eneste konfiguration formår at vinde over 
halvdelen af spillene mod ekspertsystemet. Umiddelbart virker det ikke som en succes at de to netværk 
kombineret ikke formår dette. Men det er interessant at bemærke, at succesraten her er over 
gennemsnittet af succesraterne for de to netværk lagt sammen. 
 
 
Figur 30 
8.6.3 Konklusion 
Selv om dette eksperiment ikke samlet set giver en højere succesrate, ser vi dog alligevel at det er 
muligt at kombinere forskellige neurale netværk der arbejder efter forskellige strategier. Dette kunne 
muligvis være en interessant og velfungerende løsningsmetode i nogle tilfælde.  
Bruger neuralt netvaerk traenet til angreb... 
Random: 96.83000183105469%,  Computer:53.2599983215332% 
Bruger neuralt netvaerk traenet til forsvar... 
Random: 84.20999908447266%,  Computer:23.239999771118164% 
Bruger en blanding af begge neurale netvaerk... 
Random: 92.58000183105469%,  Computer:45.27000045776367% 
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9.  Diskussion 
 
På baggrund af teorien bag vores projekt samt de eksperimenter vi har udført, vil vi nu diskutere 
hvad vi har fundet ud af undervejs og hvad vi har opnået set i forhold til vores problemformulering. 
 
Allerede da vi satte os ind i teorien, lærte vi hurtigt, at neurale netværk ikke kunne sammenlignes 
med menneskelig intelligens, men bare er en matematisk model. Der er dog tale om en meget 
universel model, som virkelig har mulighed for at lære at løse mange forskellige problemer.  Studier af 
teorien bag modellen lærte os også, at det ville være altafgørende for det neurale netværks succesrate, 
at det blev trænet med de rigtige, repræsentative eksempler indenfor problemområdet. 
 
Som vores overordnede strategi for optræning af det neurale netværk, valgte vi at afvikle et stort 
antal spil automatisk (igennem et program til formålet), og for hvert spil gemme alle vinderens træk. 
Vi antog, at den serie af træk der vandt spillet måtte være anvendeligt som træningsdata for det neurale 
netværk. I programmerne som genererede serierne af vinder træk, eksperimenterede vi med både 
spillere styret af det regelbaserede system, samt spillere der foretog tilfældige træk. 
 
Vi forventede at vi, ved at træne med tilfældige træk, og i særdeleshed de mere planmæssige træk fra 
ekspertsystemet, ville opleve at det neurale netværk kunne finde et mønster i trækkene, og blive i stand 
til at foretage gode træk. Vores eksperimenter med træning kunne dog ikke helt bekræfte denne 
formodning; det kan skyldes enten at træningsdata ikke har været velvalgte, at der har været fejl under 
træningen, at topologien af vores neurale netværk ikke er justeret korrekt til at lære strategier for at 
spille fire på stribe, eller simpelthen at fire på stribe ikke kan læres af et neuralt netværk – det sidste er 
dog nok usandsynligt, da neurale netværk f.eks. har kunnet lære at spille backgammon, et mere 
kompliceret spil, med stor succes. Vi har foretaget litteratursøgning, og fundet frem til andre projekter 
der har beskæftiget sig med samme emne, nemlig at lære et neuralt netværk at spille fire på stribe. 
Kilderne Reinforcement Learning in Board Games, Imran Ghory, 2004 og Intelligent fire på stribe, 
bachelor projekt, 2004 nævner begge at ingen endnu har haft ubetinget succes med at lære et neuralt 
netværk at spille fire på stribe. Det tyder på at det i hvert fald ikke er en helt simpel opgave. En del af 
konklusionen i intelligent fire på stribe er netop et problem ved det trænede neurale netværk, som vi 
selv har oplevet: De oplærte neurale spillere har lært nogle gode taktiske strategier for spil. Deres 
største mangel ligger i de vigtige blokeringer af modstanderens direkte mulighed for at få”4 på 
stribe” i næste træk, og selv udnytte en oplagt vindermulighed. 
 
Med hensyn til vores eksperimenter, var eksperiment 4, hvor vi koncentrerede os om at lære det 
neurale netværk at blokere vindertræk, det som umiddelbart forløb bedst og tydeligt indikerede at det 
neurale netværk faktisk lærte det vi ønskede. Men en forsvarsstrategi alene er ikke nok til at opnå en 
høj succesrate; den bedste konfiguration i dette eksperiment var, sammenlignet med den bedste 
konfiguration fundet ved træningen med serier af vindertræk fra ekspertsystemet, ikke imponerende. 
Det viste sig dog, i eksperiment 6, at disse to konfigurationer kombineret parallelt opnåede en 
succesrate der var højere end gennemsnittet af de enkeltes succesrater. Dette tyder dels på at flere 
neurale netværk kombineret kan være en god løsning, dels tyder det på at det er muligt for et enkelt 
neuralt netværk at oplæres til at udvise begge former for adfærd. 
 
Før eksperimentforløbet har vi opfattet fejlraten som en indikator for kvaliteten af optræningen. 
Fejlraten er et udtryk for afvigelsen fra det ønskede output så jo lavere den er, jo sikrere er det neurale 
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netværk i dets beslutninger. I vores eksperimenter har vi observeret at en dalende fejlrate ikke 
medførte en stigende succesrate. Desuden observerede vi et forsøg med en stigende succesrate, hvor 
fejlraten var tilnærmelsesvist konstant. Dette gør ikke fejlraten en ugyldig ting at måle på i forbindelse 
med kvalitetssikring af et neuralt netværk. Det betyder dog at hvis man observerer en dalende fejlrate 
hvor det neurale netværk ikke bliver smartere, skal man overveje at implementere en anden 
træningsstrategi. 
 
I overensstemmelse med teorien relateredes antallet af træningsiterationer i høj grad til det neurale 
netværks succesrate. Vi har formodninger om at selv vores mindre gode forsøgsopstillinger ville 
kunne opnå bedre resultater ved markant flere træningsiterationer, men vi fandt det i stedet mere 
interessant at forsøge at ændre opstillingen. Generelt om træningsiterationer kan man sige at der kun 
skal bruges rigtigt mange hvis problemet er komplekst, eller hvis et simpelt problem er trænet på en 
dårlig måde. 
 
Valideringen af vores neurale netværk er foregået ved at bruge de ekspert- og 
tilfældighedsmekanismer der er blevet brugt til at træne dem med. Der kan stilles spørgsmålstegn ved 
hvorvidt spilleren som foretager tilfældige træk er relevant at validere imod. Spilleren som foretager 
tilfældige træk vil langt de fleste gange blive slået med fire på stribe (fire brikker ovenpå hinanden), 
hvorfor den har en lille chance for at slå selv et neuralt netværk der blot er trænet til at lægge brikker 
på samme plads og intet andet. Et sådant neuralt netværk kan let forekomme ved lidt eller slet ingen 
træning. Til trods for dette ses det som en klar tendens i forsøgene at mere træning betyder at den 
tilfældige spiller slås mere. Spilleren hvis træk er styret af det regelbaserede system derimod, er 
interessant at sammenligne med i forbindelse med validering. Hvis et neuralt netværk kan blive bedre 
end den spiller der har trænet det, betyder det, at en god strategi til spillet er blevet indlært, eller et hul 
i det regelbaserede systems strategi er identificeret og bliver benyttet. 
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10.  Konklusion 
Efter at have undersøgt teorien bag kunstige neurale netværk og regelbaserede systemer, og udført 
eksperimenter med dem i spillet fire på stribe, kan vi nu vurdere styrker og svagheder ved de to 
modeller. Mod en gennemsnitlig menneskelig spiller, var det regelbaserede system, med simple regler, 
meget effektivt. Det spiller godt, men når man gennemskuer dets regler, kan man vinde hver gang. Det 
neurale netværk som vi trænede op med træk fra to regelbaserede systemers spil mod hinanden, lærte 
at slå det regelbaserede system. Til gengæld var det ikke særligt effektivt mod menneskelige spillere, 
fordi det i nogle tilfælde overser åbenlyse blokeringer og vindermuligheder. I eksperimentet hvor vi 
trænede det neurale netværk op til at kunne foretage forsvarstræk, så vi tydeligt at det neurale netværk 
lærte det vi ønskede, men denne strategi alene var ikke nok til at vinde over hverken det regelbaserede 
system eller menneskelige spillere. Vi kan hermed konkludere, at et regelbaseret system er den mest 
stabile spiller i fire på stribe, og med udvidede regler, ville det blive meget svært at slå. Det neurale 
netværks styrke var klart dets evne til at lære at udnytte måden det regelbaserede system spiller på, og 
man kan forestille sig at neurale netværk kan bruges til at omgå mere komplicerede regler, som 
menneskelige spillere ikke er i stand til at gennemskue. 
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11.  Perspektivering 
Da vi begyndte på projektet vidste vi, at neurale netværk og ekspertsystemer til brætspil ikke var et 
revolutionerende og uudforsket område. Vores indgangsvinkel var ganske enkelt at bringe den 
komplekse teori om neurale netværk, ned på et niveau der kunne give både os selv og læsere af 
rapporten et indblik i konkret anvendelse og funktionalitet af modellen – det mener vi er lykkedes 
gennem arbejdet med fire på stribe som konkret eksperimentel case. Selv har vi fået stort udbytte af at 
indse at neurale netværk er en matematisk model, og vi har fået viden om modellen som gør, at vi i 
fremtiden kan tage den med i overvejelserne omkring hvordan man bedst løser matematiske og 
datalogiske problemstillinger. Vi håber at læsere af rapporten også vil indse at neurale netværk er en 
bredt anvendelig model, som med fordel kan bruges i mange tilfælde frem for andre løsningsmetoder. 
 
Som forlængelse af dette projekt mener vi, at det kunne være interessant at forsøge at finde ud af 
hvad der skal til, for at forbedre det neurale netværks spilstrategi i fire på stribe. Det var ikke vores 
mål at nå frem til et neuralt netværk der kunne spille perfekt fire på stribe, men eksperimenterne viste 
at det neurale netværk kunne vinde overbevisende over det regelbaserede system, og dette skete efter 
kort tids træning. Hvis det neurale netværk blev trænet i lang tid, med bedre udvalgte træningsdata, er 
det ikke utænkeligt at det kunne blive en virkelig god fire på stribe spiller. 
 
Vi arbejdede ud fra den simplest mulige model for et feedforward backpropagated neuralt netværk 
og udførte forsøgene uden særlige justeringer; vi kunne f.eks. have implementeret mekanismer til at 
undgå local-minima problemer, minimere trænings tid, og til at foretage en intelligent justering af 
antallet af neuroner i det skjulte lag. Ligeledes kunne det måske have været en fordel at implementere 
mulighed for to skjulte lag, i stedet for kun ét, da dette ville give det neurale netværk mulighed for at 
løse problemer der approksimeres af diskontinuerte funktioner – vi ved faktisk ikke om fire på stribe 
falder indenfor denne kategori. Ud fra disse overvejelser kunne en naturlig fortsættelse af projektet 
være, at opstille en udvidet neural netværks model, og ved eksperimenter påvise, om denne bliver i 
stand til at lære at mestre forskellige tilfældigt valgte brætspil. 
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13.  Bilag: Program kode 
13.1 FourRowGame 
/* 
 * Created on 10.03.2005 
 */ 
package ruc.AIFourInARow; 
 
import java.lang.ArrayIndexOutOfBoundsException; 
import java.util.*; 
/** 
 * @author Gruppe 10 
 */ 
public class FourRowGame { 
    private static final int ROWS = 6; 
    private static final int COLS = 7; 
    private ArrayList activeCols = new ArrayList(); 
    private int fourRow[][] = new int[COLS][ROWS]; 
    //til senere brug, check om søjlen er fuld osv 
    private int height[] = new int[COLS]; 
    /** 
     * @uml.property name="player1" 
     * @uml.associationEnd multiplicity="(0 1)" 
     */ 
    private IPlayer player1; 
    /** 
     * @uml.property name="player2" 
     * @uml.associationEnd multiplicity="(0 1)" 
     */ 
    private IPlayer player2; 
    private static final int PLAYER1_ID = 1; 
    private static final int PLAYER2_ID = 2; 
    /** 
     * @uml.property name="ifc" 
     * @uml.associationEnd multiplicity="(0 1)" 
     */ 
    private IUserInterface ifc; 
 
    //initialiser 
    public FourRowGame(IUserInterface ifc, IPlayer player1, 
            IPlayer player2) { 
        this.player1 = player1; 
        this.player2 = player2; 
        this.ifc = ifc; 
        for (int i = 0; i < COLS; i++) { 
            for (int j = 0; j < ROWS; j++) { 
                fourRow[i][j] = 0; 
            } 
            activeCols.add(new Integer(i)); 
            //         ifc.printLog(activeCols.toString()); 
            height[i] = 0; 
        } 
    } 
 
    /** 
     * @uml.property name="activeCols" 
     */ 
    public ArrayList getActiveCols() { 
        return activeCols; 
    } 
 
    public int[][] getBoard() { 
        return fourRow; 
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    private void endGame() { 
        ifc.showPlayingBoard(fourRow, PLAYER1_ID, PLAYER2_ID); //vis 
                                                               // den 
        // endelige spil 
        // status 
        if (player1 instanceof HumanPlayer 
                || player2 instanceof HumanPlayer) { 
            //hvis en af spillerne er et menneske, vises spille 
            // resultatet lidt 
            // længere 
            try { 
                Thread.sleep(500); 
            } catch (InterruptedException e) { 
            } 
        } 
    } 
 
    public int play() { 
        ifc.printLog("Spil startet " + new Date()); //New date() : 
                                                    // det aktuelle 
        // dato + tid 
        int input = 1; 
        int win = 0; 
        boolean spilIgang = true; 
        while (spilIgang) 
        { 
            ifc.showPlayingBoard(fourRow, PLAYER1_ID, PLAYER2_ID); 
            setPiece(player1.getMove(activeCols, fourRow, PLAYER1_ID, 
                    PLAYER2_ID), PLAYER1_ID); 
            if (activeCols.isEmpty()) { 
                ifc.printLog("Uafgjort spil"); 
                endGame(); 
                return 0; 
            } 
            win = isGameOver(); 
            if (win != -1) //check om spillet er slut 
            { 
                endGame(); 
                return win; 
            } 
            ifc.showPlayingBoard(fourRow, PLAYER1_ID, PLAYER2_ID); 
            setPiece(player2.getMove(activeCols, fourRow, PLAYER2_ID, 
                    PLAYER1_ID), PLAYER2_ID); 
            if (activeCols.isEmpty()) { 
                ifc.printLog("Uafgjort spil"); 
                endGame(); 
                return 0; 
            } 
            if (win != -1) //check om spillet er slut 
            { 
                endGame(); 
                return win; 
            } 
        } 
        return -1; 
    } 
 
    //returnerer vinder (1,2) eller -1 hvis ingen 
    public int isGameOver() { 
        // dummy. fix masser kode til at finde 4 på stribe 
        //return -1; 
        int temp; 
        for (int i = ROWS - 1; i >= 0; i--) { 
            for (int j = 0; j < COLS; j++) { 
                temp = fourRow[j][i]; 
 Neurale netværk og spillet fire på stribe    
 65   
                if (temp != 0) { 
                    //Der skal foerst checkes paa sojler, ellers faar 
                    // man 
                    // en 
                    //ArrayIndexOutOfBoundsException og 4 paa stribe 
                    // som 
                    // soejle 
                    //i den sidste kolonne bliver ikke genkendt 
                    try { 
                        //                  4 i en søjle 
                        if ((temp == fourRow[j][i + 1]) 
                                && (temp == fourRow[j][i + 2]) 
                                && (temp == fourRow[j][i + 3])) { 
                            ifc.printLog("Fire i en soejle. Vinder: " 
                                    + temp); 
                            return temp; 
                        } 
                    } catch (ArrayIndexOutOfBoundsException e) { 
                        // jeg er doven og gider ikke trylle med 
                        // arrays 
                    } 
                    try { 
                        //4 i en række 
                        if ((temp == fourRow[j + 1][i]) 
                                && (temp == fourRow[j + 2][i]) 
                                && (temp == fourRow[j + 3][i])) { 
                            ifc.printLog("Fire i en raekke. Vinder: " 
                                    + temp); 
                            return temp; 
                        } 
                    } catch (ArrayIndexOutOfBoundsException e) { 
                        // jeg er doven og gider ikke trylle med 
                        // arrays 
                    } 
                    try { 
                        //4 skråt ned mod højre 
                        if ((temp == fourRow[j + 1][i + 1]) 
                                && (temp == fourRow[j + 2][i + 2]) 
                                && (temp == fourRow[j + 3][i + 3])) { 
                            ifc 
                                    .printLog("Fire i skraat ned mod hoejre. Vinder: " 
                                            + temp); 
                            return temp; 
                        } 
                    } catch (ArrayIndexOutOfBoundsException e) { 
                        // jeg er doven og gider ikke trylle med 
                        // arrays 
                    } 
                    try { 
                        //4 skråt ned mod venstre 
                        if ((temp == fourRow[j - 1][i + 1]) 
                                && (temp == fourRow[j - 2][i + 2]) 
                                && (temp == fourRow[j - 3][i + 3])) { 
                            ifc 
                                    .printLog("Fire i skraat ned mod venstre. Vinder: " 
                                            + temp); 
                            return temp; 
                        } 
                    } catch (ArrayIndexOutOfBoundsException e) { 
                        // jeg er doven og gider ikke trylle med 
                        // arrays 
                    } 
                } 
            } 
        } 
        return -1; 
    } 
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    public int setPiece(int col, int player) { 
        //System.out.println(col); 
        try { 
            fourRow[col - 1][height[col - 1]++] = player; 
            if (height[col - 1] >= ROWS) { 
                ifc.printLog("[setPiece]fjerner col " 
                        + activeCols.remove(activeCols 
                                .indexOf(new Integer(col - 1))) 
                        + " (+1)"); 
                ifc.printLog(activeCols.toString()); 
            } 
            return 0; 
        } catch (ArrayIndexOutOfBoundsException e) { 
            //hacket løsning, indikerer at søjlen er fuldt 
            return -1; 
        } 
    } 
 
    public static void main(String[] args) { 
        IUserInterface ifc; 
        if (args.length > 0 && args[0].equals("/text")) { 
            ifc = new TextUserInterface(); 
        } else { 
            ifc = new GraphicalUserInterface(); 
        } 
        int i = 0; 
        int winner = 0; 
        int p1wins = 0; 
        int p2wins = 0; 
        int draw = 0; 
        int err = 0; 
        while (i < 200)  
        { 
            ifc.printLog("Spil nummer: " + i); 
            ++i; 
            FourRowGame game = new FourRowGame(ifc, new HumanPlayer( 
                    ifc), new ComputerPlayer(ifc)); 
            winner = game.play(); 
            switch (winner) { 
            case 0: 
                ++draw; 
                continue; 
            case 1: 
                ++p1wins; 
                continue; 
            case 2: 
                ++p2wins; 
                continue; 
            default: 
                ++err; 
                continue; 
            } 
        } 
        ifc.printLog("Spiller 1 vinder: " + new Integer(p1wins)); 
        ifc.printLog("Spiller 2 vinder: " + new Integer(p2wins)); 
        ifc.printLog("Uafgjort: " + new Integer(draw)); 
        if (err == 0) { 
            ifc.printLog(""); 
        } else { 
            ifc.printLog("Error: " + new Integer(err)); 
        } 
    } 
} 
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13.2 IPlayer 
package ruc.AIFourInARow; 
import java.util.ArrayList; 
/** 
 * A common interface for human players, neural networks, rule based 
 * bots, etc. 
 *  
 * @author gruppe 10 
 */ 
public interface IPlayer { 
    /** 
     * <code>getMove</code> gets the players next move. 
     *  
     * @param legalColumns A list of legal column numbers 
     * @param playingBoard The actual game situation, stored as a two 
     *            dimensional array. 
     * @param me Identifies this player in <code>playingBoard</code> 
     * @param enemy Identifies the other player in 
     *            <code>playingBoard</code> 
     * @return The selected column number from 
     *         <code>legalColumns</code> 
     */ 
    public int getMove(ArrayList legalColumns, int[][] playingBoard, 
            int me, int enemy); 
} 
13.3 IUserInterface 
package ruc.AIFourInARow; 
 
import java.util.ArrayList; 
/** 
 * @author Gruppe 10 
 */ 
public interface IUserInterface { 
    /** 
     * Outputs text to the log window 
     *  
     * @param text Text to be logged 
     */ 
    public void printLog(Object text); 
 
    /** 
     * Prints an error message 
     *  
     * @param text Text to be printed as the error message 
     */ 
    public void printErr(Object text); 
 
    /** 
     * Updates the presentation of the playing board. 
     *  
     * @param board An array storing the position of playing bricks 
     * @param player1_id the <code>int</code> that is used in 
     *            <code>board</code> to mark a player one brick 
     * @param player2_id the <code>int</code> that is used in 
     *            <code>board</code> to mark a player two brick 
     */ 
    public void showPlayingBoard(int[][] board, int player1_id, 
            int player2_id); 
 
    /** 
     * Prompts the user for input and returns the users choice as the 
     * number of the chosen column. 
     *  
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     * @param legalColumns An array of column numbers that can be 
     *            selected. 
     * @return The selected column number from legalColumns 
     */ 
    public int getUserChoice(ArrayList legalColumns); 
} 
13.4 ComputerPlayer 
/* 
 * Created on 2005-04-10 
 */ 
package ruc.AIFourInARow; 
 
import java.util.ArrayList; 
import java.util.Random; 
public class ComputerPlayer implements IPlayer { 
    private IUserInterface ifc; 
    private int[][] playingBoard; 
    private static final int ROWS = 6; 
    private static final int COLS = 7; 
    public int moveCount = 0; 
 
    public ComputerPlayer(IUserInterface ifc) { 
        this.ifc = ifc; 
        ifc.printLog("Computer player spawned"); 
    } 
 
    public int getMove(ArrayList legalColumns, int[][] playingBoard, 
            int me, int enemy) { 
        this.playingBoard = playingBoard; 
        //System.out.println("Me: " + me + " Enemy: " + enemy); 
        // her laves 4 på stribe hvis det er muligt 
        //moveCount++; 
        //if (moveCount == 1) 
        //return 6; 
        //if (moveCount == 2) 
        //return 6; 
        //if (moveCount == 3) 
        //return 7; 
        //if (moveCount == 4) 
        //return 4; 
        //if (moveCount == 5) 
        //return 7; 
        int temp = ThreeInARow(me); 
        //System.out.println("check1"); 
        if (temp == -1) temp = ToInARow(me, me, 1); 
        //System.out.println("check2"); 
        //forsvar 
        if (temp == -1) temp = ThreeInARow(enemy); 
        //System.out.println("check3"); 
        if (temp == -1) temp = ToInARow(enemy, me, 2); 
        //System.out.println("check4"); 
        // angreb 
        if (temp == -1) temp = ToInARow(me, me, 3); 
        //System.out.println("check5"); 
        System.out.println(temp); 
        if (temp != -1) return temp + 1; //+1 for at ramme den 
        // rigtige plads 
        //System.out.println("check6"); 
        return this.Random(legalColumns) + 1; //+1 for at ramme den 
        // rigtige 
        // plads 
    } 
 
    public boolean ChkPlads(int x, int y) { 
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        //System.out.println("chkplads " + x + y); 
        //Ligger pladsen uden for brættet? 
        if (x > 6 || y > 5 || x < 0 || y < 0) { 
            //System.out.println("chkplads1"); 
            return false; 
        } 
        //Er pladsen optaget? 
        if (this.playingBoard[x][y] != 0) { 
            //System.out.println("chkplads2"); 
            return false; 
        } 
        //Mangler der noget at ligge brikken på? 
        if (y != 0 && this.playingBoard[x][y - 1] == 0) { 
            //System.out.println("chkplads3"); 
            return false; 
        } 
        return true; 
    } 
 
    public int ThreeInARow(int color) { 
        int temp; 
        for (int i = ROWS - 1; i >= 0; i--) { 
            for (int j = 0; j < COLS; j++) { 
                //temp = this.playingBoard[j][i]; 
                temp = this.ChkPlaybord(j, i); 
                //System.out.println(" j: " + j +" i: " + i + " temp: 
                // "+ temp); 
                if (temp != 0 && temp == color) 
                //&& j+2<7 && j-2>=0 && i+2<6 && i-2>=0) 
                { 
                    //System.out.println(color); 
                    //3 i en søjle 
                    //if (i + 2 < 6) { 
                    if ((temp == this.ChkPlaybord(j, i + 1)) 
                            && (temp == this.ChkPlaybord(j, i + 2))) { 
                        //System.out.println("3 i en søjle"); 
                        if (this.ChkPlads(j, i + 3)) { return j; } 
                    } 
                    //} 
                    //3 i en række 
                    //if (j + 2 < 7 && j - 1 >= 0) { 
                    if (temp == this.ChkPlaybord(j + 1, i) 
                            && temp == this.ChkPlaybord(j + 2, i)) { 
                        //System.out.println("3 i en række"); 
                        if (this.ChkPlads(j + 3, i)) { 
                            return j + 3; 
                        } else if (this.ChkPlads(j - 1, i)) { return j - 1; } 
                    } 
                    //} 
                    //3 skråt op mod højre 
                    //if (j + 2 < 7 && i + 2 < 6) { 
                    if (temp == this.ChkPlaybord(j + 1, i + 1) 
                            && temp == this.ChkPlaybord(j + 2, i + 2)) { 
                        //System.out 
                        // .println("3 i en række skråt op mod 
                        // højer"); 
                        if (this.ChkPlads(j + 3, i + 3)) { 
                            return j + 3; 
                        } else if (this.ChkPlads(j - 1, i - 1)) { return j - 1; } 
                    } 
                    //} 
                    //3 skråt op mod venstre 
                    //    if (j - 2 >= 0 && i + 2 < 6) { 
                    if (temp == this.ChkPlaybord(j - 1, i + 1) 
                            && temp == this.ChkPlaybord(j - 2, i + 2)) { 
                        if (this.ChkPlads(j - 3, i + 3)) { 
                            return j - 3; 
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                        } else if (this.ChkPlads(j + 1, i - 1)) { return j + 1; } 
                    } 
                } 
            } 
            //  } 
        } 
        return -1; 
    } 
 
    public int ToInARow(int color, int me, int action) { 
        int temp; 
        for (int i = ROWS - 1; i >= 0; i--) { 
            for (int j = 0; j < COLS; j++) { 
                temp = this.ChkPlaybord(j, i); 
                if (temp != 0 && temp == color) { 
                    //Mulighed for 4 på række 
                    //2 i en række 
                    //if (j + 3 < 7 && j - 2 >= 0) 
                    if (temp == this.ChkPlaybord(j + 1, i)) { 
                        if (this.ChkPlads(j + 2, i) 
                                && this.ChkPlaybord(j + 3, i) == temp) { 
                            return j + 2; 
                        } else if (this.ChkPlads(j - 1, i) 
                                && this.ChkPlaybord(j - 2, i) == temp) 
                                return j - 1; 
                    } 
                    //2 skråt op mod højre 
                    //if (j + 1 < 7 && i + 1 < 6) { 
                    if (temp == this.ChkPlaybord(j + 1, i + 1)) { 
                        if (this.ChkPlads(j + 2, i + 2) 
                                && this.ChkPlaybord(j + 3, i + 3) == temp) 
                            return j + 2; 
                        else if (this.ChkPlads(j - 1, i - 1) 
                                && this.ChkPlaybord(j - 2, i - 2) == temp) 
                                return j - 1; 
                    } 
                    //} 
                    //2 skråt op mod venstre 
                    //if (j - 1 >= 0 && i + 1 < 6) { 
                    if (temp == this.ChkPlaybord(j - 1, i + 1)) { 
                        if (this.ChkPlads(j - 2, i + 2) 
                                && this.ChkPlaybord(j - 3, i + 3) == temp) 
                            return j - 3; 
                        else if (this.ChkPlads(j + 1, i - 1) 
                                && this.ChkPlaybord(j + 2, i - 2) == temp) 
                                return j + 1; 
                    } 
                    //} 
                    //Mulighed for 3 på stribe med to åbne ender 
                    if (action == 2) { 
                        //2 i en række 
                        //if (j + 1 < 7) 
                        if (temp == this.ChkPlaybord(j + 1, i)) { 
                            if (this.ChkPlads(j + 2, i) 
                                    && this.ChkPlads(j + 3, i) 
                                    && this.ChkPlads(j - 1, i)) 
                                return j + 2; 
                            else if (this.ChkPlads(j - 1, i) 
                                    && this.ChkPlads(j - 2, i) 
                                    && this.ChkPlads(j + 2, i)) 
                                    return j - 1; 
                        } 
                        //2 skråt op mod højre 
                        //if (j + 1 < 7 && i + 1 < 6) { 
                        if (temp == this.ChkPlaybord(j + 1, i + 1)) { 
                            if (this.ChkPlads(j + 2, i + 2) 
                                    && this.ChkPlads(j + 3, i + 3) 
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                                    && this.ChkPlads(j - 1, i - 1)) 
                                return j + 2; 
                            else if (this.ChkPlads(j - 1, i - 1) 
                                    && this.ChkPlads(j - 2, i - 2) 
                                    && this.ChkPlads(j + 2, i + 2)) 
                                    return j - 1; 
                        } 
                        //} 
                        //2 skråt op mod venstre 
                        //if (j - 1 >= 0 && i + 1 < 6) { 
                        if (temp == this.ChkPlaybord(j - 1, i + 1)) { 
                            if (this.ChkPlads(j - 2, i + 2) 
                                    && this.ChkPlads(j - 3, i + 3) 
                                    && this.ChkPlads(j + 1, i - 1)) 
                                return j - 3; 
                            else if (this.ChkPlads(j + 1, i - 1) 
                                    && this.ChkPlads(j + 2, i - 2) 
                                    && this.ChkPlads(j - 2, i + 2)) 
                                    return j + 1; 
                        } 
                        //} 
                    } 
                    //Mulighed for 3 på række med potentiale for 4 på 
                    // række 
                    if (color == me && action == 3) { 
                        System.out.println("check inde i den første"); 
                        //2 i en søjle 
                        if (i + 3 < 6) { 
                            if (temp == this.ChkPlaybord(j, i + 1)) { 
                                if (this.ChkPlads(j, i + 2)) 
                                        return j; 
                            } 
                        } 
                        //2 i en række 
                        //if (j + 1 < 7) 
                        if (temp == this.ChkPlaybord(j + 1, i)) { 
                            if (this.ChkPlads(j + 2, i) 
                                    && this.ChkPlaybord(j + 3, i) == 0) 
                                return j + 2; 
                            else if (this.ChkPlads(j - 1, i) 
                                    && this.ChkPlaybord(j - 2, i) == 0) 
                                    return j - 1; 
                        } 
                        //2 skråt op mod højre 
                        //if (j + 1 < 7 && i + 1 < 6) { 
                        if (temp == this.ChkPlaybord(j + 1, i + 1)) { 
                            if (this.ChkPlads(j + 2, i + 2) 
                                    && this.ChkPlaybord(j + 3, i + 3) == 0) 
                                return j + 2; 
                            else if (this.ChkPlads(j - 1, i - 1) 
                                    && this.ChkPlaybord(j - 2, i - 2) == 0) 
                                    return j - 1; 
                        } 
                        //} 
                        //2 skråt op mod venstre 
                        //if (j - 1 >= 0 && i + 1 < 6) { 
                        if (temp == this.ChkPlaybord(j - 1, i + 1)) { 
                            if (this.ChkPlads(j - 2, i + 2) 
                                    && this.ChkPlaybord(j - 3, i + 3) == 0) 
                                return j - 3; 
                            else if (this.ChkPlads(j + 1, i - 1) 
                                    && this.ChkPlaybord(j + 2, i - 2) == 0) 
                                    return j + 1; 
                        } 
                        //} 
                    } 
                } 
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            } 
        } 
        return -1; 
    } 
 
    public int Random(ArrayList columns) { 
        Random rnd = new Random(); 
        int tal = rnd.nextInt(columns.size()); 
        columns.get(tal); 
        //System.out.println(columns); 
        //System.out.println(((Integer) 
        // columns.get(tal)).intValue()); 
        return ((Integer) columns.get(tal)).intValue(); 
    } 
 
    public int ChkPlaybord(int x, int y) { 
        if (x > 6 || y > 5 || x < 0 || y < 0) return -1; 
        return this.playingBoard[x][y]; 
    } 
} 
13.5 NeuralNetworkPlayer 
package ruc.AIFourInARow; 
 
import java.util.ArrayList; 
//import java.io.*; 
/** 
 * Implementation of the IPlayer interface for a neural network 
 *  
 * @author Gruppe 10 
 */ 
public class NeuralNetworkPlayer implements IPlayer { 
    private IUserInterface ifc; 
    NeuralNet fourRowNet; 
    boolean bLogActivate; 
 
    public NeuralNetworkPlayer(IUserInterface ifc, String strDataFile) { 
        this.ifc = ifc; 
        this.fourRowNet = new NeuralNet(0, 0, 0); 
        this.bLogActivate = false; 
        // Load NeuralNet data file 
        fourRowNet = NeuralNet.loadNeuralNet(strDataFile); 
    } 
 
    public NeuralNetworkPlayer(IUserInterface ifc, NeuralNet nn) { 
        this.ifc = ifc; 
        this.fourRowNet = nn; 
        this.bLogActivate = false; 
    } 
 
    public void logActivate(boolean bOnOff) { 
        bLogActivate = bOnOff; 
    } 
 
    public static boolean columnIsLegal(Integer selectCol, 
            ArrayList legalCol) { 
        for (int i = 0; i < legalCol.size(); ++i) { 
            if (selectCol.equals(legalCol.get(i))) return true; 
        } 
        return false; 
    } 
 
    public int getMove(ArrayList legalColumns, int[][] gameStatus, 
            int me, int enemy)  
    { 
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        double nNetInput[] = new double[42]; 
        for (int j = 0; j < 42; j++) { 
            nNetInput[j] = gameStatus[j % 7][j % 6]; 
        } 
        fourRowNet.reset_values(); 
        fourRowNet.feed_forward(nNetInput); 
        double dMax = 0.0; 
        int nMove = 1; 
        for (int i = 0; i < 7; i++) { 
            Integer nTemp = new Integer(i); 
            if ((fourRowNet.m_output[i].activate() > dMax) 
                    && columnIsLegal(nTemp, legalColumns)) { 
                dMax = fourRowNet.m_output[i].activate(); 
                nMove = i + 1; 
            } 
            if (bLogActivate) 
                    System.out.println("OUTPUT NN move: " + i + ": " 
                            + fourRowNet.m_output[i].activate() 
                            + "\n"); 
        } 
        return nMove; 
    } 
 
    public double getHighest(ArrayList legalColumns, 
            int[][] gameStatus, int me, int enemy)  
    { 
        double nNetInput[] = new double[42]; 
        for (int j = 0; j < 42; j++) { 
            nNetInput[j] = gameStatus[j % 7][j % 6]; 
        } 
        fourRowNet.reset_values(); 
        fourRowNet.feed_forward(nNetInput); 
        double dMax = 0.0; 
        int nMove = 1; 
        for (int i = 0; i < 7; i++) { 
            Integer nTemp = new Integer(i); 
            if ((fourRowNet.m_output[i].activate() > dMax) 
                    && columnIsLegal(nTemp, legalColumns)) { 
                dMax = fourRowNet.m_output[i].activate(); 
                nMove = i + 1; 
            } 
            if (bLogActivate) 
                    System.out.println("OUTPUT NN move: " + i + ": " 
                            + fourRowNet.m_output[i].activate() 
                            + "\n"); 
        } 
        return dMax; 
    } 
} 
13.6 NeuralNet 
/* 
 * Created on 2005-02-21  
 * @author JONI  
 */ 
// kommentar - XOR artikel om nn: www.benbest.com/computer/nn.html 
// xor kode eksempel : 
// www.generation5.org/content/2000/cpbnet.asp?print=1 
package ruc.AIFourInARow; 
 
import java.io.FileInputStream; 
import java.io.FileOutputStream; 
import java.io.IOException; 
import java.io.ObjectInputStream; 
import java.io.ObjectOutputStream; 
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import java.io.Serializable; 
public class NeuralNet implements Serializable { 
    public Neuron m_input[]; 
    public Neuron m_hidden[]; 
    public Neuron m_output[]; 
    private int m_nInput; 
    int m_nHidden; 
    int m_nOutput; 
    double m_dOutputError; 
 
    public NeuralNet(int nInput, int nHidden, int nOutput) { 
        // initialiser alle neuroner i arrays 
        // Input - neuroner er initialiseret med random vægte, sæt 
        // faste 1.0 vægte for input lag 
        m_input = new Neuron[nInput]; 
        for (int i = 0; i < nInput; i++) { 
            m_input[i] = new Neuron(1); // 1 vægt til input neuroner 
            double dWeights[] = { 1.0 }; // altid 1.0 
            m_input[i].setWeights(dWeights); 
        } 
        // Hidden layer 
        m_hidden = new Neuron[nHidden]; 
        for (int i = 0; i < nHidden; i++) 
            m_hidden[i] = new Neuron(nInput); // nInput vægte til 
        // hidden neuroner 
        // Output layer 
        m_output = new Neuron[nOutput]; 
        for (int i = 0; i < nOutput; i++) 
            m_output[i] = new Neuron(nHidden); // nHidden vægte til 
        // output neuroner 
        m_nInput = nInput; 
        m_nHidden = nHidden; 
        m_nOutput = nOutput; 
    } 
 
    public void feed_forward(double[] dIn) { 
        // sæt værdier i input neuroner 
        for (int i = 0; i < m_nInput; i++) 
            m_input[i].signal(dIn[i], 0); 
        // feedforward input til hidden layer 
        for (int i = 0; i < m_nHidden; i++) 
            for (int j = 0; j < m_nInput; j++) 
                m_hidden[i].signal(m_input[j].getValue(), j); 
        // feedforward hidden til output layer 
        for (int i = 0; i < m_nOutput; i++) 
            for (int j = 0; j < m_nHidden; j++) 
                m_output[i].signal(m_hidden[j].activate(), j); 
    } 
 
    public void back_propagate(double[] dExpected) { 
        // Backpropagation 
        double dAlpha = 0.5; 
        double od[] = new double[m_nOutput]; 
        double hd[] = new double[m_nHidden]; 
        double dWeightsToOut[]; 
        double dWeightsToHidden[]; 
        // calculate errors 
        m_dOutputError = 0.0; 
        for (int i = 0; i < m_nOutput; i++) { 
            od[i] = (dExpected[i] - m_output[i].activate()) 
                    * m_output[i].activate() 
                    * (1.0 - m_output[i].activate()); 
            // Set output error for plotting/logging 
            m_dOutputError += Math.abs(od[i]); 
        } 
        for (int i = 0; i < m_nHidden; i++) { 
            hd[i] = 0; 
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            for (int j = 0; j < m_nOutput; j++) 
                hd[i] += od[j] * (m_output[j].getWeights()[i]); 
            hd[i] *= m_hidden[i].activate() 
                    * (1.0 - m_hidden[i].activate()); 
        } 
        // adjust weights to output layer 
        for (int i = 0; i < m_nOutput; i++) { 
            dWeightsToOut = m_output[i].getWeights(); 
            for (int j = 0; j < m_nHidden; j++) 
                dWeightsToOut[j] += dAlpha * od[i] 
                        * m_hidden[j].activate(); 
            m_output[i].setWeights(dWeightsToOut); 
        } 
        // adjust weights to hidden layer 
        for (int i = 0; i < m_nHidden; i++) { 
            dWeightsToHidden = m_hidden[i].getWeights(); 
            for (int j = 0; j < m_nInput; j++) 
                dWeightsToHidden[j] += dAlpha * hd[i] 
                        * m_input[j].getValue(); 
            m_hidden[i].setWeights(dWeightsToHidden); 
        } 
    } 
 
    public void train(double[] dIn, double[] dExpected) { 
        feed_forward(dIn); 
        back_propagate(dExpected); 
    } 
 
    public double get_error() { 
        return m_dOutputError / m_nOutput; 
    } 
 
    public void reset_values() { 
        // clear neurons 
        for (int i = 0; i < m_nOutput; i++) 
            m_output[i].clear(); 
        for (int i = 0; i < m_nHidden; i++) 
            m_hidden[i].clear(); 
        for (int i = 0; i < m_nInput; i++) 
            m_input[i].clear(); 
    } 
 
    //statiske metoder til at indlaese og skrive neuralnet klasser 
    // til disk 
    public static NeuralNet loadNeuralNet(String fil) { 
        NeuralNet nn = null; 
        try { 
            FileInputStream fis = new FileInputStream(fil); 
            ObjectInputStream ois = new ObjectInputStream(fis); 
            try { 
                nn = (NeuralNet) ois.readObject(); 
            } catch (ClassNotFoundException ex) { 
                System.out.println("Fejl i forbindelse med klassen: " 
                        + ex); 
            } 
            fis.close(); 
        } catch (IOException ex) { 
            System.out.println("Fejl ved laesning af fil: " + ex); 
        } 
        return nn; 
    } 
 
    public static void saveNeuralNet(NeuralNet nn, String fil) { 
        try { 
            FileOutputStream fos = new FileOutputStream(fil); 
            ObjectOutputStream oos = new ObjectOutputStream(fos); 
            oos.writeObject(nn); 
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            oos.close(); 
        } catch (IOException ex) { 
            System.out.println("Fejl ved skrivning af fil: " + ex); 
        } 
    } 
} 
13.7 Neuron 
/* 
 * Created on 2005-02-21  
 * @author JONI 
 */ 
package ruc.AIFourInARow; 
 
import java.io.Serializable; 
public class Neuron implements Serializable { 
    // konstrueres med nConnections = antal forbindelser til tidligere 
    // lag 
    public Neuron(int nConnections) { 
        m_dWeights = new double[nConnections]; 
        for (int i = 0; i < nConnections; i++) 
            m_dWeights[i] = Math.random(); 
        m_nConnections = nConnections; 
        m_dValue = 0; 
    } 
    private double m_dWeights[]; 
    double m_dValue; 
    int m_nConnections; 
 
    // vægte til tidligere neuroner 
    public void setWeights(double w[]) { 
        m_dWeights = w; 
    } 
 
    public double[] getWeights() { 
        return m_dWeights; 
    } 
 
    public double getValue() { 
        return m_dValue; 
    } 
 
    private double sigmoid(double dNum) { 
        return 1 / (1 + Math.exp(-dNum)); 
    } 
 
    // udsender tal mellem 0 og 1 afhængigt af hvilke signaler 
    // neuronen har modtaget 
    public double activate() { 
        return sigmoid(m_dValue); 
    } 
 
    // brug signal for at tilføje til neuronens sum af input 
    // nWeight angiver hvilken neuron der sender, så rigtig vægt kan 
    // findes 
    public void signal(double dInVal, int nWeight) { 
        m_dValue += dInVal * m_dWeights[nWeight]; 
    } 
 
    // ryd værdi akkumuleret af signal() 
    public void clear() { 
        m_dValue = 0.0; 
    } 
} 
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13.8 HumanPlayer 
package ruc.AIFourInARow; 
 
import java.util.ArrayList; 
/** 
 * Implementation of the <code>IPlayer</code> interface for human 
 * players. A <code>HumanPlayer</code> object effectively gets the 
 * users input from the attached user interface and returns it. 
 *  
 * @author gruppe 10 
 */ 
public class HumanPlayer implements IPlayer { 
    public HumanPlayer(IUserInterface ifc) { 
        ifc.printLog("Human Player spawned"); 
        this.ifc = ifc; 
    } 
 
    public int getMove(ArrayList legalColumns, int[][] board, int me, 
            int enemy) { 
        return ifc.getUserChoice(legalColumns); 
    } 
    private IUserInterface ifc; 
} 
13.9 RandomPlayer 
package ruc.AIFourInARow; 
 
import java.util.ArrayList; 
import java.util.Random; 
/** 
 * Implementation of the <code>IPlayer</code> interface for a random 
 * moving bot. The <code>RandomPlayer</code> returns a random 
 * element out of the list of legal columns. 
 *  
 * @author Gruppe 10 
 */ 
public class RandomPlayer implements IPlayer { 
    public RandomPlayer(IUserInterface ifc) { 
        this.ifc = ifc; 
        ifc.printLog("Random player spawned"); 
    } 
 
    public int getMove(ArrayList legalColumns, int[][] board, int me, 
            int enemy) { 
        Random rnd = new Random(); 
        int tal = rnd.nextInt(legalColumns.size()); 
        //ifc.printLog( new Integer(((Integer) 
        // legalColumns.get(tal)).intValue()+1) ); 
        return ((Integer) legalColumns.get(tal)).intValue() + 1; 
    } 
    private IUserInterface ifc; 
} 
13.10 TextUserInterface 
package ruc.AIFourInARow; 
 
import java.io.*; 
import java.lang.Integer; 
import java.util.ArrayList; 
/** 
 * An interface to the user, using the text console. See description 
 * of <code>IInputUserInterface</code> for additional info. 
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 *  
 * @author Gruppe 10 
 */ 
public class TextUserInterface implements IUserInterface { 
    public void showPlayingBoard(int[][] board, int player1_id, 
            int player2_id) { 
        int temp; 
        System.out.println("\n    1   2   3   4   5   6   7" 
                + "\n  -----------------------------"); 
        for (int i = board[0].length - 1; i >= 0; i--) { 
            System.out.print((i + 1) + " | "); 
            for (int j = 0; j < board.length; j++) { 
                temp = board[j][i]; 
                if (temp == player1_id) 
                    System.out.print("X | "); 
                else if (temp == player2_id) 
                    System.out.print("O | "); 
                else System.out.print(". | "); 
            } 
            System.out.println(""); 
        } 
        System.out.println("  -----------------------------"); 
    } 
 
    public void printLog(Object text) { 
        System.out.println("Log: " + text); 
    } 
 
    public void printErr(Object text) { 
        System.err.println("Error: " + text); 
    } 
 
    public int getUserChoice(ArrayList legalColumns) { 
        String input = ""; 
        int columnSelect; 
        while (true) { 
            printPrompt(legalColumns); 
            try { 
                input = stdin.readLine(); 
            } catch (IOException e) { 
                printErr("Keyboard input error"); 
                continue;  
            } 
            try { 
                //Input string omdannes til Integer 
                columnSelect = Integer.parseInt(input, 10); 
            } catch (NumberFormatException e) { 
                printErr("Illegal Input"); 
                continue; 
            } 
            //check om den valgte kolonne er med i de valgfrie 
            // kolonner 
            if (columnIsLegal(columnSelect, legalColumns)) { 
                //hvis ja, returner kolonne nummeret som int 
                return columnSelect; 
            } else { 
                printErr("Illegal Input"); 
            } 
        } 
    } 
 
    private void printPrompt(ArrayList legalColumns) { 
        System.out.print("Choose column ("); 
        for (int i = 0; i < legalColumns.size(); ++i) { 
            System.out.print(((Integer) legalColumns.get(i)) 
                    .intValue() 
                    + 1 + " "); 
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        } 
        System.out.print("): "); 
    } 
 
    private boolean columnIsLegal(int selectCol, ArrayList legalCol) { 
        for (int i = 0; i < legalCol.size(); ++i) { 
            if (selectCol == ((Integer) legalCol.get(i)).intValue() + 1) 
                    return true; 
        } 
        return false; 
    } 
    private BufferedReader stdin = new BufferedReader( 
            new InputStreamReader(System.in)); 
} 
13.11 GraphicalUserInterface 
/* 
 * Created on 14.03.2005 
 */ 
package ruc.AIFourInARow; 
 
import java.awt.Color; 
import java.awt.Image; 
import java.awt.Toolkit; 
import java.awt.event.MouseEvent; 
import java.awt.event.MouseListener; 
import java.awt.event.MouseMotionListener; 
import java.io.File; 
import java.util.ArrayList; 
import javax.swing.*; 
/** 
 * @author Gruppe 10 
 */ 
public class GraphicalUserInterface extends JFrame implements 
        IUserInterface, MouseListener, MouseMotionListener { 
    private JFrame logFrame; 
    private JTextArea logArea; 
    private JScrollPane logScrollPane; 
    private BoardComponent gameBoard; 
    private Image gameIcon; 
    private static final int INVALID_CHOICE = -999; 
    private boolean listenForChoice = false; 
    private int lastChoice = INVALID_CHOICE; 
 
    public GraphicalUserInterface() { 
        try { 
            UIManager.setLookAndFeel(UIManager 
                    .getSystemLookAndFeelClassName()); 
        } catch (Exception e) { 
            printErr("Failed to load system look and feel"); 
        } 
        Toolkit tk = Toolkit.getDefaultToolkit(); 
        String fileName = "images\\fourRowIcon.png"; 
        File f = new File(fileName); 
        if (f.exists() && f.isFile() && f.canRead()) { 
            gameIcon = tk.getImage(fileName); 
            while (gameIcon.getWidth(this) == -1) 
                try { 
                    Thread.sleep(500); 
                } catch (InterruptedException ie) { 
                } 
        } else { 
            printErr("Unable to initialize main window, aborting"); 
            System.exit(1); 
        } 
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        createLogWindow(); 
        createGameWindow(); 
    } 
 
    public void showPlayingBoard(int[][] board, int player1_id, 
            int player2_id) { 
        gameBoard.updateBoard(board, player1_id, player2_id); 
        this.pack(); //stoerrelsen kunne have forandret sig, derfor 
        // pack'es 
        // denne frame igen 
        gameBoard.paintComponent(gameBoard.getGraphics()); 
    } 
 
    public int getUserChoice(ArrayList legalColumns) { 
        while (true) { 
            lastChoice = INVALID_CHOICE; 
            listenForChoice = true; 
            while (lastChoice == INVALID_CHOICE) { 
                try { 
                    Thread.sleep(25); //Der bruges thread.sleep, for 
                    // at 
                    // CPU-belastningen ikke stiger for hoejt 
                } catch (InterruptedException e) { 
                } 
            } 
            int retVal = lastChoice; 
            listenForChoice = false; 
            if (!columnIsLegal(new Integer(lastChoice - 1), 
                    legalColumns)) { 
                continue; 
            } 
            return retVal; 
        } 
    } 
 
    private boolean columnIsLegal(Integer selectCol, 
            ArrayList legalCol) { 
        for (int i = 0; i < legalCol.size(); ++i) { 
            if (selectCol.equals(legalCol.get(i))) return true; 
        } 
        return false; 
    } 
 
    public void printLog(Object text) { 
        logArea.append(text + "\n"); 
    } 
 
    public void printErr(Object text) { 
        JOptionPane.showMessageDialog(this, text.toString(), "Error", 
                JOptionPane.ERROR_MESSAGE); 
    } 
 
    private void createGameWindow() { 
        //Init game window 
        this.setTitle("Four in a row"); 
        this.setIconImage(gameIcon); 
        this.setDefaultCloseOperation(JFrame.EXIT_ON_CLOSE); 
        try { 
            gameBoard = new BoardComponent(); 
        } catch (Exception e) { 
            printErr("Unable to initialize main window, aborting"); 
            System.exit(1); 
        } 
        gameBoard.setOpaque(true); 
        gameBoard.addMouseListener(this); 
        gameBoard.addMouseMotionListener(this); 
        this.getContentPane().add(gameBoard); 
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        this.setResizable(false); 
        this.pack(); 
        this.setLocationRelativeTo(null); 
        //gameFrame.setPosition 
        this.setVisible(true); 
    } 
 
    private void createLogWindow() { 
        //Init log window 
        logFrame = new JFrame("Log window"); 
        logFrame.setDefaultCloseOperation(JFrame.HIDE_ON_CLOSE); 
        logFrame.setIconImage(gameIcon); 
        JPanel logPanel = new JPanel(); 
        logPanel.setLayout(new BoxLayout(logPanel, 
                BoxLayout.PAGE_AXIS)); 
        logPanel.setBorder(BorderFactory 
                .createEmptyBorder(5, 5, 5, 5)); 
        logPanel.setBackground(new Color(255, 255, 255)); 
        logArea = new JTextArea("", 40, 50); 
        logArea.setLineWrap(false); 
        logArea.setEditable(false); 
        logArea.setBackground(new Color(255, 255, 255)); 
        logScrollPane = new JScrollPane(logArea); 
        logPanel.add(logScrollPane); 
        logFrame.getContentPane().add(logPanel); 
        logFrame.pack(); 
        logFrame.setVisible(true); 
    } 
 
    private int getColUnderCursor(int xpos) { 
        return xpos / gameBoard.getFieldWidth(); 
    } 
 
    //MouseListener event listeners 
    public void mousePressed(MouseEvent e) {} 
 
    public void mouseReleased(MouseEvent e) { 
        if (!listenForChoice) return; 
        lastChoice = (getColUnderCursor(e.getX())) + 1; 
    } 
 
    public void mouseEntered(MouseEvent e) { 
        gameBoard.markColumn(getColUnderCursor(e.getX())); 
    } 
 
    public void mouseExited(MouseEvent e) { 
        gameBoard.markColumn(BoardComponent.NO_COLUMN); 
    } 
 
    public void mouseClicked(MouseEvent e) {} 
 
    //MouseMotionListener event listeners 
    public void mouseDragged(MouseEvent e) { 
        gameBoard.markColumn(getColUnderCursor(e.getX())); 
    } 
 
    public void mouseMoved(MouseEvent e) { 
        gameBoard.markColumn(getColUnderCursor(e.getX())); 
    } 
} 
13.12 BoardComponent 
/* 
 * Created on 07.04.2005 
 */ 
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package ruc.AIFourInARow; 
 
import java.awt.Color; 
import java.awt.Dimension; 
import java.awt.Graphics; 
import java.awt.Graphics2D; 
import java.awt.Image; 
import java.awt.Toolkit; 
import java.io.File; 
import java.io.FileNotFoundException; 
import javax.swing.JComponent; 
/** 
 * <code>Swing</code> component for displaying the game board 
 *  
 * @author Arne Schroppe 
 */ 
public class BoardComponent extends JComponent { 
    private Image playerOneField; 
    private Image playerTwoField; 
    private Image freeField; 
    private Image markedField; 
    private int[][] lastBoard; 
    private int player1_id; 
    private int player2_id; 
    public static final int NO_COLUMN = -9999; 
    private int markedColumn = NO_COLUMN; 
 
    public BoardComponent() throws FileNotFoundException { 
        Toolkit tk = Toolkit.getDefaultToolkit(); 
        String fileName = "images\\oneField.png"; 
        File f = new File(fileName); 
        if (f.exists() && f.isFile() && f.canRead()) { 
            playerOneField = tk.getImage(fileName); 
            while (playerOneField.getWidth(this) == -1) 
                try { 
                    Thread.sleep(500); 
                } catch (InterruptedException ie) { 
                } 
        } else { 
            throw new FileNotFoundException(); 
        } 
        fileName = "images\\twoField.png"; 
        f = new File(fileName); 
        if (f.exists() && f.isFile() && f.canRead()) { 
            playerTwoField = tk.getImage(fileName); 
            while (playerTwoField.getWidth(this) == -1) 
                try { 
                    Thread.sleep(500); 
                } catch (InterruptedException ie) { 
                } 
        } else { 
            throw new FileNotFoundException(); 
        } 
        fileName = "images\\freeField.png"; 
        f = new File(fileName); 
        if (f.exists() && f.isFile() && f.canRead()) { 
            freeField = tk.getImage(fileName); 
            while (freeField.getWidth(this) == -1) 
                try { 
                    Thread.sleep(500); 
                } catch (InterruptedException ie) { 
                } 
        } else { 
            throw new FileNotFoundException(); 
        } 
        fileName = "images\\markedField.png"; 
        f = new File(fileName); 
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        if (f.exists() && f.isFile() && f.canRead()) { 
            markedField = tk.getImage(fileName); 
            while (freeField.getWidth(this) == -1) 
                try { 
                    Thread.sleep(500); 
                } catch (InterruptedException ie) { 
                } 
        } else { 
            throw new FileNotFoundException(); 
        } 
        lastBoard = new int[1][1]; 
        this.setPreferredSize(new Dimension(lastBoard.length 
                * freeField.getWidth(this), lastBoard[0].length 
                * freeField.getHeight(this))); 
        this.setBackground(new Color(255, 255, 255)); 
    } 
 
    protected void paintComponent(Graphics g_arg) { 
        Graphics2D g = (Graphics2D) g_arg.create(); 
        //  System.out.println(g.getClip()); 
        //  Graphics g = g_arg.create(); 
        int freeWidth = freeField.getWidth(this); 
        int freeHeight = freeField.getHeight(this); 
        int temp; 
        for (int i = lastBoard[0].length - 1; i >= 0; i--) { 
            for (int j = 0; j < lastBoard.length; j++) { 
                temp = lastBoard[j][i]; 
                if (temp == player1_id) { 
                    g.drawImage(playerOneField, j * freeWidth, 
                            (lastBoard[0].length - 1) * freeHeight 
                                    - i * freeHeight, this); 
                } else if (temp == player2_id) { 
                    g.drawImage(playerTwoField, j * freeWidth, 
                            (lastBoard[0].length - 1) * freeHeight 
                                    - i * freeHeight, this); 
                } else { 
                    if (markedColumn == NO_COLUMN 
                            || j != markedColumn) { 
                        g 
                                .drawImage(freeField, j * freeWidth, 
                                        (lastBoard[0].length - 1) 
                                                * freeHeight - i 
                                                * freeHeight, this); 
                    } else { 
                        g 
                                .drawImage(markedField, 
                                        j * freeWidth, 
                                        (lastBoard[0].length - 1) 
                                                * freeHeight - i 
                                                * freeHeight, this); 
                    } 
                } 
            } 
        } 
    } 
 
    public void updateBoard(int[][] board, int player1_id, 
            int player2_id) { 
        if (lastBoard[0].length != board[0].length 
                || lastBoard.length != board.length) { 
            this.setPreferredSize(new Dimension(board.length 
                    * freeField.getWidth(this), board[0].length 
                    * freeField.getHeight(this))); 
            revalidate(); 
        } 
        this.player1_id = player1_id; 
        this.player2_id = player2_id; 
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        lastBoard = new int[board.length][board[0].length]; 
        for (int i = 0; i < board.length; ++i) { 
            for (int j = 0; j < board[0].length; ++j) { 
                lastBoard[i][j] = board[i][j]; 
            } 
        } 
    } 
 
    public void markColumn(int col) { 
        markedColumn = col; 
        paintComponent(getGraphics()); 
    } 
 
    public int getFieldWidth() { 
        return freeField.getWidth(this); 
    } 
 
    public int getFieldHeight() { 
        return freeField.getHeight(this); 
    } 
} 
13.13 Kode til eksperiment 1 
import ruc.AIFourInARow.*; 
/* 
 * Created on 2005-03-03 TODO To change the template for this 
 * generated file go to Window - Preferences - Java - Code Style - 
 * Code Templates 
 */ 
/** 
 * @author jonas TODO To change the template for this generated type 
 *         comment go to Window - Preferences - Java - Code Style - 
 *         Code Templates 
 */ 
class inputMove { 
    public int nInputBoard[][]; 
    public double dOutputMove; 
 
    inputMove(int nBoardState[][], double dMove) { 
        nInputBoard = new int[7][6]; 
        for (int i = 0; i < 42; i++) // copy 
        { 
            nInputBoard[i % 7][i % 6] = nBoardState[i % 7][i % 6]; 
        } 
        dOutputMove = dMove; 
    } 
} 
 
public class train4row { 
    // key pressed? 
    public static boolean getch() { 
        int i = 0; 
        try { 
            i = System.in.available(); 
        } catch (Exception e) { 
        } 
        if (i != 0) return true; 
        return false; 
    } 
 
    private static int switch12(int n) { 
        if (n == 0) return 0; 
        if (n == 2) return 1; 
        return 2; 
    } 
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    // switch X/O on playing board 
    private static int[][] switch12board(int[][] board) { 
        int switchedBoard[][] = new int[7][6]; 
        for (int j = 0; j < 42; j++) { 
            switchedBoard[j % 7][j % 6] = switch12(board[j % 7][j % 6]); 
        } 
        return switchedBoard; 
    } 
 
    // play 100 games against RandomPlayer, return number of successes 
    private static double successRateRandomPlayer( 
            NeuralNet fourRowNet, IUserInterface ifc) { 
        IPlayer validatePlayer = new RandomPlayer(ifc); 
        NeuralNetworkPlayer neuralPlayer = new NeuralNetworkPlayer( 
                ifc, fourRowNet); 
        int nCounter = 0; 
        int nPlayer1Move, nPlayer2Move; 
        boolean bFail = false; 
        int nNeuralWins = 0; 
        for (int i = 0; i < 100; i++) { 
            FourRowGame theGame = new FourRowGame(ifc, neuralPlayer, 
                    validatePlayer); 
            nCounter = 0; 
            bFail = false; 
            while (theGame.isGameOver() == -1 && !bFail) { 
                // get nn move 
                nPlayer1Move = neuralPlayer.getMove(theGame 
                        .getActiveCols(), theGame.getBoard(), 1, 2); 
                theGame.setPiece(nPlayer1Move, 1); 
                /* 
                 * if(i==1) ifc.showPlayingBoard(theGame.getBoard(), 
                 * 1, 2); 
                 */ 
                if (theGame.isGameOver() == -1) { 
                    try { 
                        nPlayer2Move = validatePlayer.getMove(theGame 
                                .getActiveCols(), theGame.getBoard(), 
                                2, 1); 
                        theGame.setPiece(nPlayer2Move, 2); 
                        /* 
                         * if(i==1) 
                         * ifc.showPlayingBoard(theGame.getBoard(), 1, 
                         * 2); 
                         */ 
                    } catch (Exception e) // crashes when nn wins...? 
                    { 
                        nNeuralWins++; 
                    } 
                } else nNeuralWins++; 
                nCounter++; 
                if (nCounter > 41) { 
                    System.out.println("tie\n"); 
                    bFail = true; 
                    nNeuralWins++; // tie is success 
                } 
            } 
        } 
        //  System.out.println("Neural wins against Random Player: " + 
        // nNeuralWins + "\n"); 
        return nNeuralWins; // /100 
    } 
 
    // play 100 games against ComputerPlayer, return number of 
    // successes 
    private static double successRateComputerPlayer( 
            NeuralNet fourRowNet, IUserInterface ifc) { 
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        IPlayer validatePlayer = new ComputerPlayer(ifc); 
        NeuralNetworkPlayer neuralPlayer = new NeuralNetworkPlayer( 
                ifc, fourRowNet); 
        int nCounter = 0; 
        int nPlayer1Move, nPlayer2Move; 
        boolean bFail = false; 
        int nNeuralWins = 0; 
        for (int i = 0; i < 100; i++) { 
            FourRowGame theGame = new FourRowGame(ifc, neuralPlayer, 
                    validatePlayer); 
            nCounter = 0; 
            bFail = false; 
            while (theGame.isGameOver() == -1 && !bFail) { 
                // get nn move 
                nPlayer1Move = neuralPlayer.getMove(theGame 
                        .getActiveCols(), theGame.getBoard(), 1, 2); 
                theGame.setPiece(nPlayer1Move, 1); 
                /* 
                 * if(i==1) ifc.showPlayingBoard(theGame.getBoard(), 
                 * 1, 2); 
                 */ 
                if (theGame.isGameOver() == -1) { 
                    try { 
                        nPlayer2Move = validatePlayer.getMove(theGame 
                                .getActiveCols(), theGame.getBoard(), 
                                2, 1); 
                        theGame.setPiece(nPlayer2Move, 2); 
                        /* 
                         * if(i==1) 
                         * ifc.showPlayingBoard(theGame.getBoard(), 1, 
                         * 2); 
                         */ 
                    } catch (Exception e) // crashes when nn wins...? 
                    { 
                        nNeuralWins++; 
                    } 
                } else nNeuralWins++; 
                nCounter++; 
                if (nCounter > 41) { 
                    System.out.println("tie\n"); 
                    bFail = true; 
                    nNeuralWins++; // tie is success 
                } 
            } 
        } 
        //  System.out.println("Neural wins against Computer Player: " 
        // + nNeuralWins + "\n"); 
        return nNeuralWins; // /100 
    } 
 
    public static void main(String[] args) { 
        String fileToLoad = "", fileToSave = ""; 
        boolean saveFile = false, loadFile = false, trainNet = false; 
        int saveInterval = 5000, intervalCount = 0;//default 
        double randomSuccess = 0.0; 
        double computerSuccess = 0.0; 
        System.out.println("Antal parametre:" + args.length); 
        System.out.println("Train skyNet 4 in a row...."); 
        for (int i = 0; i < args.length; i++) { 
            if (args[i].equals("-l")) { 
                loadFile = true; 
                try { 
                    fileToLoad = args[i + 1]; 
                } catch (IndexOutOfBoundsException ex) { 
                    System.out.println("Parameter fejl: " + ex); 
                } 
            } 
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            if (args[i].equals("-t")) { 
                trainNet = true; 
            } 
            if (args[i].equals("-i")) { 
                try { 
                    saveInterval = Integer.parseInt(args[i + 1]); 
                } catch (NumberFormatException ex) { 
                    System.out.println("Ikke et tal: " + ex); 
                } 
            } 
            if (args[i].equals("-s")) { 
                try { 
                    saveFile = true; 
                    fileToSave = args[i + 1]; 
                } catch (IndexOutOfBoundsException ex) { 
                    System.out.println("Parameter fejl: " + ex); 
                } 
            } 
        } 
        System.out.println("\nsaveFile:\t" + saveFile 
                + "\tloadFile:\t" + loadFile + " trainNet:\t\t" 
                + trainNet); 
        System.out.println("fileToSave:\t" + fileToSave 
                + "\tfileToLoad:\t" + fileToLoad + "saveInterval:\t" 
                + saveInterval + "\n"); 
        NeuralNet fourRowNet = new NeuralNet(0, 0, 0); 
        double dAccError = 0.0; 
        int nBackprops = 0; 
        if (loadFile) { 
            fourRowNet = NeuralNet.loadNeuralNet(fileToLoad); 
        } else { 
            fourRowNet = new NeuralNet(42, 20, 7); // default 17 
                                                   // hidden 
        } 
        inputMove nPlayerMoves[][] = new inputMove[2][50]; 
        TextUserInterface ifc = new TextUserInterface(); 
        IPlayer player1 = null, player2 = null; 
        // ComputerPlayer vs ComputerPlayer 
        player1 = new RandomPlayer(ifc); 
        player2 = new RandomPlayer(ifc); 
        int nTrainingIterations = 0; 
        int nPlayer1Move = 0; 
        int nPlayer2Move = 0; 
        // train while not keypressed 
        while (!getch() && trainNet 
                && (nTrainingIterations <= 200000)) { 
            FourRowGame theGame = new FourRowGame(ifc, player1, 
                    player2); 
            nTrainingIterations++; 
            int nPlayer1Total = 0; 
            int nPlayer2Total = 0; 
            boolean bFail = false; 
            int nCounter = 0; 
            int nWinner = 1; 
            while (theGame.isGameOver() == -1 && !bFail) { 
                nWinner = 1; 
                if (nCounter > 41) bFail = true; 
                try { 
                    nPlayer1Move = player1.getMove(theGame 
                            .getActiveCols(), theGame.getBoard(), 1, 
                            2); 
                    //store player1 board-state/move combination 
                    nPlayerMoves[1 - 1][nCounter] = new inputMove( 
                            theGame.getBoard(), nPlayer1Move); 
                    theGame.setPiece(nPlayer1Move, 1); 
                    nPlayer1Total++; 
                    if (theGame.isGameOver() == -1) { 
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                        nPlayer2Move = player2.getMove(theGame 
                                .getActiveCols(), theGame.getBoard(), 
                                2, 1); 
                        //store player2 board-state/move combination 
                        nPlayerMoves[2 - 1][nCounter] = new inputMove( 
                                theGame.getBoard(), nPlayer2Move); 
                        theGame.setPiece(nPlayer2Move, 2); 
                        nPlayer2Total++; 
                        nWinner = 2; 
                    } 
                    nCounter++; 
                } catch (Exception e) { 
                    bFail = true; 
                } 
            } 
            if (!bFail) // if winner found, train neural network 
            { 
                double nNetInput[] = new double[42]; 
                int nTotalMoves = nPlayer1Total; 
                if (nWinner == 2) nTotalMoves = nPlayer2Total; 
                // train with all moves made by winner 
                for (int i = 0; i < nTotalMoves - 1; i++) // all board 
                                                          // state/move 
                                                          // combinations 
                { 
                    for (int j = 0; j < 42; j++) { 
                        if (nWinner == 1) 
                            nNetInput[j] = nPlayerMoves[nWinner - 1][i]. 
nInputBoard[j % 7][j % 6]; 
                        else nNetInput[j] = switch12(nPlayerMoves[nWinner - 1][i]. 
nInputBoard[j % 7][j % 6]); // neuralnet always trained as 
// player1 
                    } 
                    fourRowNet.reset_values(); // slet tidligere 
                                               // værdier i neuronerne 
                    double dMove[] = new double[7]; 
                    // input array 
                    dMove[(int) nPlayerMoves[nWinner - 1][i].dOutputMove - 1] = 1; 
                    fourRowNet.train(nNetInput, dMove); 
                    dAccError += fourRowNet.get_error(); 
                    nBackprops++; 
                } 
                // train nn to block winning move 
                /* 
                 * for(int j=0;j <42;j++) { if(nWinner == 1) 
                 * nNetInput[j] = 
                 * switch12(nPlayerMoves[nWinner-1][nTotalMoves-2].nInputBoard[j%7][j%6]); 
                 * else nNetInput[j] = 
                 * nPlayerMoves[nWinner-1][nTotalMoves-2].nInputBoard[j%7][j%6]; } 
                 * for(int z=0;z <5;z++) //repeat { 
                 * fourRowNet.reset_values(); // slet tidligere 
                 * værdier i neuronerne double dMove[] = new 
                 * double[7]; 
                 * dMove[(int)nPlayerMoves[nWinner-1][nTotalMoves-1].dOutputMove-1] = 
                 * 1; //System.out.println("Block winning move " + 
                 * ((int)nPlayerMoves[nWinner-1][nTotalMoves-1].dOutputMove-1) + 
                 * "!\n"); fourRowNet.train(nNetInput, dMove); 
                 * dAccError+=fourRowNet.get_error(); nBackprops++; } 
                 */ 
                /* 
                 * if(nTrainingIterations % 1000 == 0) { 
                 * System.out.println("Iteration " + 
                 * nTrainingIterations + "complete...\n"); 
                 * System.out.println("_____________________________________\n"); } 
                 */ 
            } 
            if (saveFile && (nTrainingIterations % 
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                intervalCount += saveInterval; 
                NeuralNet.saveNeuralNet(fourRowNet, fileToSave 
                        + "_iteration_" + intervalCount + ".dat"); 
            } 
            // validate success rate 
            if (nTrainingIterations % 1000 == 0) { 
                computerSuccess = successRateComputerPlayer( 
                        fourRowNet, ifc); 
                randomSuccess = successRateRandomPlayer(fourRowNet, 
                        ifc); 
                //System.out.println("Success rate Computer Player: " 
                // + computerSuccess + "\n"); 
                //System.out.println("Success rate Random Player: " + 
                // randomSuccess + "\n"); 
                if (computerSuccess > 9) { 
                    trainNet = false; 
                    if (saveFile) 
                            NeuralNet.saveNeuralNet(fourRowNet, 
                                    fileToSave + "_final.dat"); 
                } 
            } 
            // average error rate over 1000 training iterations 
            if (nTrainingIterations % 1000 == 0) { 
                //System.out.println("error rate (average pr. 1000 
                // training iterations): " + dAccError/nBackprops + 
                // "\n"); 
                System.out.println(nTrainingIterations + ", " 
                        + dAccError / nBackprops + ", " 
                        + randomSuccess + ", " + computerSuccess); 
                dAccError = 0.0; 
                nBackprops = 0; 
            } 
        } 
        // spil mod nn 
        while (true) { 
            HumanPlayer playerMe = new HumanPlayer(ifc); 
            NeuralNetworkPlayer neuralPlayer = new NeuralNetworkPlayer( 
                    ifc, fourRowNet); 
            FourRowGame theGame = new FourRowGame(ifc, neuralPlayer, 
                    playerMe); 
            int nCounter = 0; 
            boolean bFail = false; 
            while (theGame.isGameOver() == -1 && !bFail) { 
                if (nCounter > 41) bFail = true; 
                // get nn move 
                nPlayer1Move = neuralPlayer.getMove(theGame 
                        .getActiveCols(), theGame.getBoard(), 1, 2); 
                theGame.setPiece(nPlayer1Move, 1); 
                //ifc.showPlayingBoard(theGame.getBoard(), 1, 2); 
                if (theGame.isGameOver() == -1) { 
                    //nPlayer2Move = 
                    // playerMe.getMove(theGame.getActiveCols(), 
                    // theGame.getBoard(), 2, 1); 
                    nPlayer2Move = player1.getMove(theGame 
                            .getActiveCols(), theGame.getBoard(), 2, 
                            1); 
                    theGame.setPiece(nPlayer2Move, 2); 
                } 
                nCounter++; 
                ifc.showPlayingBoard(theGame.getBoard(), 1, 2); 
                try { 
                    System.in.read(); 
                } catch (Exception e) { 
                } 
            } 
        } 
    } 
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} 
13.14 Kode til eksperiment 2 
import ruc.AIFourInARow.*; 
import java.awt.*; 
import java.awt.event.*; 
import java.io.*; 
/* 
 * Created on 2005-03-03 TODO To change the template for this 
 * generated file go to Window - Preferences - Java - Code Style - 
 * Code Templates 
 */ 
/** 
 * @author jonas TODO To change the template for this generated type 
 *         comment go to Window - Preferences - Java - Code Style - 
 *         Code Templates 
 */ 
class SkyNetGUI extends Frame implements WindowListener, Runnable { 
    public Graphics gfx; 
 
    public void run() {} 
 
    public SkyNetGUI() { 
        // GUI setup 
        addWindowListener(this); 
        pack(); 
        setVisible(true); 
        setSize(300, 180); 
        this.setResizable(false); 
        this.setTitle("SkyNet beta 1"); 
        // Image display 
        Graphics gfx = this.getGraphics(); 
        Image skyNetImg = null; 
        Toolkit tk = Toolkit.getDefaultToolkit(); 
        String fileName = "terminator_skynet.gif"; 
        File f = new File(fileName); 
        if (f.exists() && f.isFile() && f.canRead()) { 
            skyNetImg = tk.getImage(fileName); 
            while (skyNetImg.getWidth(this) == -1) 
                try { 
                    Thread.sleep(500); 
                } catch (InterruptedException ie) { 
                } 
            gfx.drawImage(skyNetImg, 10, 10, 279, 155, Color.blue, 
                    this); 
        } else { 
            System.err.println("Unable to load file " + fileName); 
            System.exit(1); 
        } 
        int nCounter = 0; 
        int nFade = 0; 
        int nDirection = 1; 
        gfx.setFont(new Font("Helvetica", Font.BOLD, 16)); 
        while (nCounter < 255 * 2) { 
            if (nFade == 255) nDirection = -1; 
            if (nFade == 0 && nDirection == -1) nDirection = 1; 
            gfx.setColor(new Color(nFade, nFade, nFade)); 
            gfx.drawString("SkyNET beta 1", 170, 130); 
            try { 
                Thread.sleep(10); 
            } catch (InterruptedException ie) { 
            } 
            nFade += nDirection; 
            nCounter++; 
        } 
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    /* Window Listeners */ 
    public void windowClosed(WindowEvent event) {} 
    public void windowDeiconified(WindowEvent event) {} 
    public void windowIconified(WindowEvent event) {} 
    public void windowActivated(WindowEvent event) {} 
    public void windowDeactivated(WindowEvent event) {} 
    public void windowOpened(WindowEvent event) {} 
    public void windowClosing(WindowEvent event) { 
        System.exit(0); 
    } 
} 
 
class SkyNetErrorGUI extends Frame implements WindowListener { 
    public Graphics gfx; 
    public Graphics gfx2; 
 
    public SkyNetErrorGUI() { 
        /* 
         * // GUI setup addWindowListener(this); pack(); 
         * setVisible(true); // setSize(640, 480); setSize(800, 600); 
         * this.setResizable(false); this.setTitle("SkyNet beta 1 
         * error graph"); gfx = this.getGraphics(); 
         */ 
        // GUI setup 
        addWindowListener(this); 
        pack(); 
        setVisible(true); 
        setSize(800, 600); 
        this.setResizable(false); 
        this.setTitle("SkyNet beta 1 error graph"); 
        // Image display 
        Graphics gfx2 = this.getGraphics(); 
        Image skyNetImg = null; 
        Toolkit tk = Toolkit.getDefaultToolkit(); 
        String fileName = "graph.gif"; 
        File f = new File(fileName); 
        if (f.exists() && f.isFile() && f.canRead()) { 
            skyNetImg = tk.getImage(fileName); 
            while (skyNetImg.getWidth(this) == -1) 
                try { 
                    Thread.sleep(500); 
                } catch (InterruptedException ie) { 
                } 
            gfx2.drawImage(skyNetImg, 0, 0, 795, 570, Color.blue, 
                    this); 
        } else { 
            System.err.println("Unable to load file " + fileName); 
            System.exit(1); 
        } 
        gfx = this.getGraphics(); 
    } 
 
    public void SkyNetPlotError(int x, int y, Color c) { 
        gfx.setColor(c); 
        gfx.fillRect(x, y, 2, 2); 
    } 
 
    /* Window Listeners */ 
    public void windowClosed(WindowEvent event) {} 
    public void windowDeiconified(WindowEvent event) {} 
    public void windowIconified(WindowEvent event) {} 
    public void windowActivated(WindowEvent event) {} 
    public void windowDeactivated(WindowEvent event) {} 
    public void windowOpened(WindowEvent event) {} 
    public void windowClosing(WindowEvent event) { 
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        System.exit(0); 
    } 
} 
 
public class xorNet { 
    public static void main(String[] args) { 
        System.out.println("SkyNet beta 1 running...."); 
        // GUI 
        //SkyNetGUI skGUI = new SkyNetGUI(); // terminator skyNET 
        SkyNetErrorGUI skErrorGUI = new SkyNetErrorGUI(); 
        // ------------- XOR eksempel 
        NeuralNet xorNet = new NeuralNet(2, 4, 1); // lærer næsten 
                                                   // altid med 4 
                                                   // hidden neuroner, 
                                                   // men ikke med 
                                                   // færre 
        // træn netværket 
        double dIn[][] = { { 0, 0 }, { 0, 1 }, { 1, 0 }, { 1, 1 } }; // input 
                                                                     // set 
        double dExpected[][] = { { 0 }, { 1 }, { 1 }, { 0 } }; // tilhørende 
                                                               // forventet 
                                                               // output 
        int nCase = 0; 
        int nCounter = 0; 
        int nSuccess = 0; 
        int x = 0, y = 0; 
        //debug shit til grafen 
        int xmax = 0, xmin = 0, ymax = 0, ymin = 0; 
        // log error rate to file 
        FileOutputStream file_out = null; 
        PrintStream print_out = null; 
        try { 
            file_out = new FileOutputStream("errorlog.txt"); 
            print_out = new PrintStream(file_out); 
        } catch (Exception e) { 
            System.exit(-1); 
        } 
        while (nSuccess < 4 && nCounter < 1000000) // stop ved max 
                                                   // 1000000 
                                                   // iterationer 
        { 
            nCounter++; 
            if (nCase == 4) nCase = 0; 
            xorNet.reset_values(); // slet tidligere værdier i 
                                   // neuronerne 
            xorNet.train(dIn[nCase], dExpected[nCase]); 
            // log error rate 
            print_out.println("Error rate: " + xorNet.get_error() 
                    + "\n"); 
            Color plot_color = null; 
            switch (nCounter % 4) { 
            case 0: 
                plot_color = Color.blue; 
                break; 
            case 1: 
                plot_color = Color.green; 
                break; 
            case 2: 
                plot_color = Color.red; 
                break; 
            case 3: 
                plot_color = Color.yellow; 
                break; 
            } 
            x = 10 + (int) nCounter / 20; 
            y = 200 - (int) Math.abs(Math 
                    .round((xorNet.get_error() * 1000) 
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                            + (10 * (nCounter % 4)))); 
            if (ymax < y) { 
                ymax = y; 
            } else { 
                ymin = y; 
            } 
            if (xmax < x) { 
                xmax = x; 
            } 
            skErrorGUI.SkyNetPlotError(x, y, plot_color); 
            //skErrorGUI.SkyNetPlotError((int)nCounter/20, 
            // (int)Math.abs(Math.round((xorNet.get_error()*1000)+(10*(nCounter%4)))), 
            // plot_color); 
            //System.out.println((int)Math.abs(Math.round( 
     //   (xorNet.get_error()*1000)+(10*(nCounter%4))))); 
            // System.out.println("plot: " + (int)nCounter/20 + "," + 
            // (int)Math.round((xorNet.get_error()*1000)) + " ERROR: " 
            // + xorNet.get_error() + "\n"); 
            // test cases, alle skal prøves for hver justering af 
            // vægte 
            nSuccess = 0; 
            for (int i = 0; i < 4; i++) { 
                xorNet.reset_values(); 
                xorNet.feed_forward(dIn[i]); 
                if ((xorNet.m_output[0].activate() >= 0.80 && (dExpected[i][0] == 1)) 
                        || (xorNet.m_output[0].activate() < 0.20 && (dExpected[i][0] == 0))) 
                        nSuccess++; 
            } 
            nCase++; // next training case 
        } 
        print_out.close(); 
        System.out.println("\nSkyNet beta 1 trained in " + nCounter 
                + " iterations\n"); 
        System.out.println("weights H1 to O: " 
                + xorNet.m_output[0].getWeights()[0] + "\n"); 
        System.out.println("weights H2 to O: " 
                + xorNet.m_output[0].getWeights()[1] + "\n"); 
        System.out.println("weights H3 to O: " 
                + xorNet.m_output[0].getWeights()[2] + "\n"); 
        System.out.println("weights H4 to O: " 
                + xorNet.m_output[0].getWeights()[3] + "\n"); 
        System.out.println("weights I1 to H1: " 
                + xorNet.m_hidden[0].getWeights()[0] + "\n"); 
        System.out.println("weights I1 to H2: " 
                + xorNet.m_hidden[1].getWeights()[0] + "\n"); 
        System.out.println("weights I1 to H3: " 
                + xorNet.m_hidden[2].getWeights()[0] + "\n"); 
        System.out.println("weights I1 to H4: " 
                + xorNet.m_hidden[3].getWeights()[0] + "\n"); 
        System.out.println("weights I2 to H1: " 
                + xorNet.m_hidden[0].getWeights()[1] + "\n"); 
        System.out.println("weights I2 to H2: " 
                + xorNet.m_hidden[1].getWeights()[1] + "\n"); 
        System.out.println("weights I2 to H3: " 
                + xorNet.m_hidden[2].getWeights()[1] + "\n"); 
        System.out.println("weights I2 to H4: " 
                + xorNet.m_hidden[3].getWeights()[1] + "\n"); 
        System.out.println("Graph: xmin=" + xmin + ", xmax=" + xmax 
                + ", ymin=" + ymin + ", ymax=" + ymax); 
        // test cases 
        System.out.println("\nXOR udskrift\n"); 
        for (int i = 0; i < 4; i++) { 
            xorNet.reset_values(); 
            xorNet.feed_forward(dIn[i]); 
            System.out.println("XOR af " + (int) dIn[i][0] + " " 
                    + (int) dIn[i][1] + " = " 
                    + xorNet.m_output[0].activate()); 
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        } 
    } 
} 
13.15 Kode til eksperiment 3 
import ruc.AIFourInARow.*; 
import java.util.ArrayList; 
/* 
 * Created on 2005-03-03  
 * @author jonas  
 */ 
class inputMove { 
    public int nInputBoard[][]; 
    public double dOutputMove; 
 
    inputMove(int nBoardState[][], double dMove) { 
        nInputBoard = new int[7][6]; 
        for (int i = 0; i < 42; i++) // copy 
        { 
            nInputBoard[i % 7][i % 6] = nBoardState[i % 7][i % 6]; 
        } 
        dOutputMove = dMove; 
    } 
} 
 
public class train4row_expert_set { 
    // key pressed? 
    public static boolean getch() { 
        int i = 0; 
        try { 
            i = System.in.available(); 
        } catch (Exception e) { 
        } 
        if (i != 0) return true; 
        return false; 
    } 
 
    private static int switch12(int n) { 
        if (n == 0) return 0; 
        if (n == 2) return 1; 
        return 2; 
    } 
 
    // switch X/O on playing board 
    private static int[][] switch12board(int[][] board) { 
        int switchedBoard[][] = new int[7][6]; 
        for (int j = 0; j < 42; j++) { 
            switchedBoard[j % 7][j % 6] = switch12(board[j % 7][j % 6]); 
        } 
        return switchedBoard; 
    } 
 
    // play 100 games against RandomPlayer, return number of successes 
    private static double successRateRandomPlayer( 
            NeuralNet fourRowNet, IUserInterface ifc) { 
        IPlayer validatePlayer = new RandomPlayer(ifc); 
        NeuralNetworkPlayer neuralPlayer = new NeuralNetworkPlayer( 
                ifc, fourRowNet); 
        int nCounter = 0; 
        int nPlayer1Move, nPlayer2Move; 
        boolean bFail = false; 
        int nNeuralWins = 0; 
        for (int i = 0; i < 100; i++) { 
            FourRowGame theGame = new FourRowGame(ifc, neuralPlayer, 
                    validatePlayer); 
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            nCounter = 0; 
            bFail = false; 
            while (theGame.isGameOver() == -1 && !bFail) { 
                // get nn move 
                nPlayer1Move = neuralPlayer.getMove(theGame 
                        .getActiveCols(), theGame.getBoard(), 1, 2); 
                theGame.setPiece(nPlayer1Move, 1); 
                /* 
                 * if(i==1) ifc.showPlayingBoard(theGame.getBoard(), 
                 * 1, 2); 
                 */ 
                if (theGame.isGameOver() == -1) { 
                    try { 
                        nPlayer2Move = validatePlayer.getMove(theGame 
                                .getActiveCols(), theGame.getBoard(), 
                                2, 1); 
                        theGame.setPiece(nPlayer2Move, 2); 
                        /* 
                         * if(i==1) 
                         * ifc.showPlayingBoard(theGame.getBoard(), 1, 
                         * 2); 
                         */ 
                    } catch (Exception e) // crashes when nn wins...? 
                    { 
                        nNeuralWins++; 
                    } 
                } else nNeuralWins++; 
                nCounter++; 
                if (nCounter > 41) { 
                    System.out.println("tie\n"); 
                    bFail = true; 
                    nNeuralWins++; // tie is success 
                } 
            } 
        } 
        //  System.out.println("Neural wins against Random Player: " + 
        // nNeuralWins + "\n"); 
        return nNeuralWins; // /100 
    } 
 
    // play 100 games against ComputerPlayer, return number of 
    // successes 
    private static double successRateComputerPlayer( 
            NeuralNet fourRowNet, IUserInterface ifc) { 
        IPlayer validatePlayer = new ComputerPlayer(ifc); 
        NeuralNetworkPlayer neuralPlayer = new NeuralNetworkPlayer( 
                ifc, fourRowNet); 
        int nCounter = 0; 
        int nPlayer1Move, nPlayer2Move; 
        boolean bFail = false; 
        int nNeuralWins = 0; 
        for (int i = 0; i < 100; i++) { 
            FourRowGame theGame = new FourRowGame(ifc, neuralPlayer, 
                    validatePlayer); 
            nCounter = 0; 
            bFail = false; 
            while (theGame.isGameOver() == -1 && !bFail) { 
                // get nn move 
                nPlayer1Move = neuralPlayer.getMove(theGame 
                        .getActiveCols(), theGame.getBoard(), 1, 2); 
                theGame.setPiece(nPlayer1Move, 1); 
                /* 
                 * if(i==1) ifc.showPlayingBoard(theGame.getBoard(), 
                 * 1, 2); 
                 */ 
                if (theGame.isGameOver() == -1) { 
                    try { 
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                        nPlayer2Move = validatePlayer.getMove(theGame 
                                .getActiveCols(), theGame.getBoard(), 
                                2, 1); 
                        theGame.setPiece(nPlayer2Move, 2); 
                        /* 
                         * if(i==1) 
                         * ifc.showPlayingBoard(theGame.getBoard(), 1, 
                         * 2); 
                         */ 
                    } catch (Exception e) // crashes when nn wins...? 
                    { 
                        nNeuralWins++; 
                    } 
                } else nNeuralWins++; 
                nCounter++; 
                if (nCounter > 41) { 
                    System.out.println("tie\n"); 
                    bFail = true; 
                    nNeuralWins++; // tie is success 
                } 
            } 
        } 
        //  System.out.println("Neural wins against Computer Player: " 
        // + nNeuralWins + "\n"); 
        return nNeuralWins; // /100 
    } 
 
    public static void main(String[] args) { 
        String fileToLoad = "", fileToSave = ""; 
        boolean saveFile = false, loadFile = false, trainNet = false; 
        int saveInterval = 5000, intervalCount = 0;//default 
        double randomSuccess = 0.0; 
        double computerSuccess = 0.0; 
        System.out.println("Antal parametre:" + args.length); 
        System.out.println("Train skyNet 4 in a row...."); 
        for (int i = 0; i < args.length; i++) { 
            if (args[i].equals("-l")) { 
                loadFile = true; 
                try { 
                    fileToLoad = args[i + 1]; 
                } catch (IndexOutOfBoundsException ex) { 
                    System.out.println("Parameter fejl: " + ex); 
                } 
            } 
            if (args[i].equals("-t")) { 
                trainNet = true; 
            } 
            if (args[i].equals("-i")) { 
                try { 
                    saveInterval = Integer.parseInt(args[i + 1]); 
                } catch (NumberFormatException ex) { 
                    System.out.println("Ikke et tal: " + ex); 
                } 
            } 
            if (args[i].equals("-s")) { 
                try { 
                    saveFile = true; 
                    fileToSave = args[i + 1]; 
                } catch (IndexOutOfBoundsException ex) { 
                    System.out.println("Parameter fejl: " + ex); 
                } 
            } 
        } 
        System.out.println("\nsaveFile:\t" + saveFile 
                + "\tloadFile:\t" + loadFile + " trainNet:\t\t" 
                + trainNet); 
        System.out.println("fileToSave:\t" + fileToSave 
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                + "\tfileToLoad:\t" + fileToLoad + "saveInterval:\t" 
                + saveInterval + "\n"); 
        NeuralNet fourRowNet = new NeuralNet(0, 0, 0); 
        double dAccError = 0.0; 
        int nBackprops = 0; 
        if (loadFile) { 
            fourRowNet = NeuralNet.loadNeuralNet(fileToLoad); 
        } else { 
            fourRowNet = new NeuralNet(42, 18, 7); // default 17 
                                                   // hidden 
        } 
        ArrayList nPlayer1Moves = new ArrayList(); 
        ArrayList nPlayer2Moves = new ArrayList(); 
        TextUserInterface ifc = new TextUserInterface(); 
        IPlayer player1 = null, player2 = null; 
        // ComputerPlayer vs ComputerPlayer 
        player1 = new ComputerPlayer(ifc); 
        player2 = new ComputerPlayer(ifc); 
        //  player1 = new ComputerPlayer(ifc); 
        //  player2 = new ComputerPlayer(ifc); 
        int nTrainingIterations = 0; 
        int nPlayer1Move = 0; 
        int nPlayer2Move = 0; 
        // train while not keypressed 
        //while(!getch() && trainNet) 
        FourRowGame theGame = new FourRowGame(ifc, player1, player2); 
        nTrainingIterations++; 
        int nPlayer1Total = 0; 
        int nPlayer2Total = 0; 
        boolean bFail = false; 
        int nCounter = 0; 
        int nWinner = 1; 
        ArrayList savedGameStates = new ArrayList(); 
        for (int i = 0; i < 10000; i++) { 
            while (theGame.isGameOver() == -1 && !bFail) { 
                nWinner = 1; 
                if (nCounter > 41) bFail = true; 
                try { 
                    nPlayer1Move = player1.getMove(theGame 
                            .getActiveCols(), theGame.getBoard(), 1, 
                            2); 
                    //store player1 board-state/move combination 
                    nPlayer1Moves.add(new inputMove(theGame 
                            .getBoard(), nPlayer1Move)); 
                    theGame.setPiece(nPlayer1Move, 1); 
                    nPlayer1Total++; 
                    if (theGame.isGameOver() == -1) { 
                        nPlayer2Move = player2.getMove(theGame 
                                .getActiveCols(), theGame.getBoard(), 
                                2, 1); 
                        //store player2 board-state/move combination 
                        nPlayer2Moves.add(new inputMove( 
                                switch12board(theGame.getBoard()), 
                                nPlayer2Move)); 
                        theGame.setPiece(nPlayer2Move, 2); 
                        nPlayer2Total++; 
                        nWinner = 2; 
                    } 
                    nCounter++; 
                } catch (Exception e) { 
                    bFail = true; 
                } 
            } 
            if (nWinner == 1) 
                savedGameStates.add(nPlayer1Moves); 
            else savedGameStates.add(nPlayer2Moves); 
        } 
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        int nIndex = 0; 
        for (int tCount = 0; tCount < 200000; tCount++) { 
            if (nIndex == 10000) nIndex = 0; 
            nTrainingIterations++; 
            if (!bFail) // if winner found, train neural network 
            { 
                double nNetInput[] = new double[42]; 
                ArrayList nPlayerMoves = (ArrayList) savedGameStates 
                        .get(nIndex); 
                // train with all moves made by winner 
                for (int i = 0; i < nPlayerMoves.size() - 1; i++) // all 
                                                                  // board 
                                                                  // state/move 
                                                                  // combinations 
                { 
                    for (int j = 0; j < 42; j++) { 
                        nNetInput[j] = ((inputMove) nPlayerMoves 
                                .get(i)).nInputBoard[j % 7][j % 6]; 
                    } 
                    fourRowNet.reset_values(); // slet tidligere 
                                               // værdier i neuronerne 
                    double dMove[] = new double[7]; 
                    // input array 
                    inputMove move = (inputMove) nPlayerMoves.get(i); 
                    int nTemp = (int) (move.dOutputMove); 
                    //System.out.println(nTemp); 
                    dMove[nTemp - 1] = 1; 
                    fourRowNet.train(nNetInput, dMove); 
                    dAccError += fourRowNet.get_error(); 
                    nBackprops++; 
                } 
                nIndex++; 
                /* 
                 * if(nTrainingIterations % 1000 == 0) { 
                 * System.out.println("Iteration " + 
                 * nTrainingIterations + "complete...\n"); 
                 * System.out.println("_____________________________________\n"); } 
                 */ 
            } 
            if (saveFile && (nTrainingIterations % saveInterval == 0)) { 
                intervalCount += saveInterval; 
                NeuralNet.saveNeuralNet(fourRowNet, fileToSave 
                        + "_iteration_" + intervalCount + ".dat"); 
            } 
            // validate success rate 
            //   System.out.println("Succes rate: " + 
            // successrate(fourRowNet, ifc) + "\n"); 
            if (nTrainingIterations % 1000 == 0) { 
                computerSuccess = successRateComputerPlayer( 
                        fourRowNet, ifc); 
                randomSuccess = successRateRandomPlayer(fourRowNet, 
                        ifc); 
                // System.out.println("Succes rate: " + 
                // successrate(fourRowNet, ifc) + "\n"); 
                if (computerSuccess > 80) { 
                    trainNet = false; 
                    if (saveFile) 
                            NeuralNet.saveNeuralNet(fourRowNet, 
                                    fileToSave + "_final.dat"); 
                } 
            } 
            // average error rate over 1000 training iterations 
            if (nTrainingIterations % 10 == 0) { 
                ///System.out.println("error rate (average pr. 1000 
                // training iterations): " + dAccError/nBackprops + 
                // "\n"); 
                System.out.println(nTrainingIterations + ", " 
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                        + dAccError / nBackprops + ", " 
                        + computerSuccess + ", " + randomSuccess); 
                dAccError = 0.0; 
                nBackprops = 0; 
            } 
        } 
        // spil mod nn 
        while (true) { 
            HumanPlayer playerMe = new HumanPlayer(ifc); 
            NeuralNetworkPlayer neuralPlayer = new NeuralNetworkPlayer( 
                    ifc, fourRowNet); 
            theGame = new FourRowGame(ifc, neuralPlayer, playerMe); 
            nCounter = 0; 
            bFail = false; 
            while (theGame.isGameOver() == -1 && !bFail) { 
                if (nCounter > 41) bFail = true; 
                // get nn move 
                nPlayer1Move = neuralPlayer.getMove(theGame 
                        .getActiveCols(), theGame.getBoard(), 1, 2); 
                theGame.setPiece(nPlayer1Move, 1); 
                ifc.showPlayingBoard(theGame.getBoard(), 1, 2); 
                if (theGame.isGameOver() == -1) { 
                    nPlayer2Move = playerMe.getMove(theGame 
                            .getActiveCols(), theGame.getBoard(), 2, 
                            1); 
                    //nPlayer2Move = 
                    // player1.getMove(theGame.getActiveCols(), 
                    // theGame.getBoard(), 2, 1); 
                    theGame.setPiece(nPlayer2Move, 2); 
                } 
                nCounter++; 
                ifc.showPlayingBoard(theGame.getBoard(), 1, 2); 
                /* 
                 * try { System.in.read(); } catch(Exception e){} 
                 */ 
            } 
        } 
    } 
} 
13.16 Kode til eksperiment 4 
import ruc.AIFourInARow.*; 
/* 
 * Created on 2005-03-03 TODO To change the template for this 
 * generated file go to Window - Preferences - Java - Code Style - 
 * Code Templates 
 */ 
/** 
 * @author jonas TODO To change the template for this generated type 
 *         comment go to Window - Preferences - Java - Code Style - 
 *         Code Templates 
 */ 
class inputMove { 
    public int nInputBoard[][]; 
    public double dOutputMove; 
 
    inputMove(int nBoardState[][], double dMove) { 
        nInputBoard = new int[7][6]; 
        for (int i = 0; i < 42; i++) // copy 
        { 
            nInputBoard[i % 7][i % 6] = nBoardState[i % 7][i % 6]; 
        } 
        dOutputMove = dMove; 
    } 
} 
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public class train4row { 
    // key pressed? 
    public static boolean getch() { 
        int i = 0; 
        try { 
            i = System.in.available(); 
        } catch (Exception e) { 
        } 
        if (i != 0) return true; 
        return false; 
    } 
 
    private static int switch12(int n) { 
        if (n == 0) return 0; 
        if (n == 2) return 1; 
        return 2; 
    } 
 
    // switch X/O on playing board 
    private static int[][] switch12board(int[][] board) { 
        int switchedBoard[][] = new int[7][6]; 
        for (int j = 0; j < 42; j++) { 
            switchedBoard[j % 7][j % 6] = switch12(board[j % 7][j % 6]); 
        } 
        return switchedBoard; 
    } 
 
    // play 100 games against ComputerPlayer, return number of 
    // successes 
    private static double successRateNeuralPlayer( 
            NeuralNet fourRowNet, IUserInterface ifc) { 
        //  IPlayer validatePlayer = new RandomPlayer(ifc); 
        NeuralNetworkPlayer validatePlayer = new NeuralNetworkPlayer( 
                ifc, NeuralNet.loadNeuralNet("skyNet_final.dat")); 
        NeuralNetworkPlayer neuralPlayer = new NeuralNetworkPlayer( 
                ifc, fourRowNet); 
        int nCounter = 0; 
        int nPlayer1Move, nPlayer2Move; 
        boolean bFail = false; 
        int nNeuralWins = 0; 
        for (int i = 0; i < 100; i++) { 
            FourRowGame theGame = new FourRowGame(ifc, neuralPlayer, 
                    validatePlayer); 
            nCounter = 0; 
            bFail = false; 
            while (theGame.isGameOver() == -1 && !bFail) { 
                // get nn move 
                nPlayer1Move = neuralPlayer.getMove(theGame 
                        .getActiveCols(), theGame.getBoard(), 1, 2); 
                theGame.setPiece(nPlayer1Move, 1); 
                /* 
                 * if(i==1) ifc.showPlayingBoard(theGame.getBoard(), 
                 * 1, 2); 
                 */ 
                if (theGame.isGameOver() == -1) { 
                    try { 
                        nPlayer2Move = validatePlayer.getMove(theGame 
                                .getActiveCols(), 
                                switch12board(theGame.getBoard()), 2, 
                                1); 
                        theGame.setPiece(nPlayer2Move, 2); 
                        /* 
                         * if(i==1) 
                         * ifc.showPlayingBoard(theGame.getBoard(), 1, 
                         * 2); 
                         */ 
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                    } catch (Exception e) // crashes when nn wins...? 
                    { 
                        nNeuralWins++; 
                    } 
                } else nNeuralWins++; 
                nCounter++; 
                if (nCounter > 41) { 
                    // System.out.println("tie\n"); 
                    bFail = true; 
                    // nNeuralWins++; // tie is success 
                } 
            } 
        } 
        //System.out.println("Neural wins against Random Player: " + 
        // nNeuralWins + "\n"); 
        return nNeuralWins; // /100 
    } 
 
    // play 100 games against ComputerPlayer, return number of 
    // successes 
    private static double successRateRandomPlayer( 
            NeuralNet fourRowNet, IUserInterface ifc) { 
        IPlayer validatePlayer = new RandomPlayer(ifc); 
        NeuralNetworkPlayer neuralPlayer = new NeuralNetworkPlayer( 
                ifc, fourRowNet); 
        int nCounter = 0; 
        int nPlayer1Move, nPlayer2Move; 
        boolean bFail = false; 
        int nNeuralWins = 0; 
        for (int i = 0; i < 100; i++) { 
            FourRowGame theGame = new FourRowGame(ifc, neuralPlayer, 
                    validatePlayer); 
            nCounter = 0; 
            bFail = false; 
            while (theGame.isGameOver() == -1 && !bFail) { 
                // get nn move 
                nPlayer1Move = neuralPlayer.getMove(theGame 
                        .getActiveCols(), theGame.getBoard(), 1, 2); 
                theGame.setPiece(nPlayer1Move, 1); 
                /* 
                 * if(i==1) ifc.showPlayingBoard(theGame.getBoard(), 
                 * 1, 2); 
                 */ 
                if (theGame.isGameOver() == -1) { 
                    try { 
                        nPlayer2Move = validatePlayer.getMove(theGame 
                                .getActiveCols(), theGame.getBoard(), 
                                2, 1); 
                        theGame.setPiece(nPlayer2Move, 2); 
                        /* 
                         * if(i==1) 
                         * ifc.showPlayingBoard(theGame.getBoard(), 1, 
                         * 2); 
                         */ 
                    } catch (Exception e) // crashes when nn wins...? 
                    { 
                        nNeuralWins++; 
                    } 
                } else nNeuralWins++; 
                nCounter++; 
                if (nCounter > 41) { 
                    // System.out.println("tie\n"); 
                    bFail = true; 
                    // nNeuralWins++; // tie is success 
                } 
            } 
        } 
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        // System.out.println("Neural wins against Random Player: " + 
        // nNeuralWins + "\n"); 
        return nNeuralWins; // /100 
    } 
 
    // play 100 games against ComputerPlayer, return number of 
    // successes 
    private static double successRateComputerPlayer( 
            NeuralNet fourRowNet, IUserInterface ifc) { 
        IPlayer validatePlayer = new ComputerPlayer(ifc); 
        NeuralNetworkPlayer neuralPlayer = new NeuralNetworkPlayer( 
                ifc, fourRowNet); 
        int nCounter = 0; 
        int nPlayer1Move, nPlayer2Move; 
        boolean bFail = false; 
        int nNeuralWins = 0; 
        for (int i = 0; i < 100; i++) { 
            FourRowGame theGame = new FourRowGame(ifc, neuralPlayer, 
                    validatePlayer); 
            nCounter = 0; 
            bFail = false; 
            while (theGame.isGameOver() == -1 && !bFail) { 
                // get nn move 
                nPlayer1Move = neuralPlayer.getMove(theGame 
                        .getActiveCols(), theGame.getBoard(), 1, 2); 
                theGame.setPiece(nPlayer1Move, 1); 
                /* 
                 * if(i==1) ifc.showPlayingBoard(theGame.getBoard(), 
                 * 1, 2); 
                 */ 
                if (theGame.isGameOver() == -1) { 
                    try { 
                        nPlayer2Move = validatePlayer.getMove(theGame 
                                .getActiveCols(), theGame.getBoard(), 
                                2, 1); 
                        theGame.setPiece(nPlayer2Move, 2); 
                        /* 
                         * if(i==1) 
                         * ifc.showPlayingBoard(theGame.getBoard(), 1, 
                         * 2); 
                         */ 
                    } catch (Exception e) // crashes when nn wins...? 
                    { 
                        nNeuralWins++; 
                    } 
                } else nNeuralWins++; 
                nCounter++; 
                if (nCounter > 41) { 
                    // System.out.println("tie\n"); 
                    bFail = true; 
                    // nNeuralWins++; // tie is success 
                } 
            } 
        } 
        //  System.out.println("Neural wins against Computer Player: " 
        // + nNeuralWins + "\n"); 
        return nNeuralWins; // /100 
    } 
 
    public static void main(String[] args) { 
        String fileToLoad = "", fileToSave = ""; 
        boolean saveFile = false, loadFile = false, trainNet = false; 
        int saveInterval = 5000, intervalCount = 0;//default 
        double randomSuccess = 0.0; 
        double computerSuccess = 0.0; 
        double neuralSuccess = 0.0; 
        System.out.println("Antal parametre:" + args.length); 
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        System.out.println("Train skyNet 4 in a row...."); 
        for (int i = 0; i < args.length; i++) { 
            if (args[i].equals("-l")) { 
                loadFile = true; 
                try { 
                    fileToLoad = args[i + 1]; 
                } catch (IndexOutOfBoundsException ex) { 
                    System.out.println("Parameter fejl: " + ex); 
                } 
            } 
            if (args[i].equals("-t")) { 
                trainNet = true; 
            } 
            if (args[i].equals("-i")) { 
                try { 
                    saveInterval = Integer.parseInt(args[i + 1]); 
                } catch (NumberFormatException ex) { 
                    System.out.println("Ikke et tal: " + ex); 
                } 
            } 
            if (args[i].equals("-s")) { 
                try { 
                    saveFile = true; 
                    fileToSave = args[i + 1]; 
                } catch (IndexOutOfBoundsException ex) { 
                    System.out.println("Parameter fejl: " + ex); 
                } 
            } 
        } 
        System.out.println("\nsaveFile:\t" + saveFile 
                + "\tloadFile:\t" + loadFile + " trainNet:\t\t" 
                + trainNet); 
        System.out.println("fileToSave:\t" + fileToSave 
                + "\tfileToLoad:\t" + fileToLoad + "saveInterval:\t" 
                + saveInterval + "\n"); 
        NeuralNet fourRowNet = new NeuralNet(0, 0, 0); 
        double dAccError = 0.0; 
        int nBackprops = 0; 
        if (loadFile) { 
            fourRowNet = NeuralNet.loadNeuralNet(fileToLoad); 
        } else { 
            fourRowNet = new NeuralNet(42, 20, 7); // default 17 
                                                   // hidden 
        } 
        inputMove nPlayerMoves[][] = new inputMove[2][50]; 
        TextUserInterface ifc = new TextUserInterface(); 
        IPlayer player1 = null, player2 = null; 
        IPlayer test1 = null, test2 = null; 
        // god neural spiller mod sig selv 
        player1 = new NeuralNetworkPlayer(ifc, NeuralNet 
                .loadNeuralNet("skyNet_final.dat")); 
        player2 = new NeuralNetworkPlayer(ifc, NeuralNet 
                .loadNeuralNet("skyNet_final.dat")); 
        test1 = new RandomPlayer(ifc); 
        test2 = new RandomPlayer(ifc); 
        int nTrainingIterations = 0; 
        int nPlayer1Move = 0; 
        int nPlayer2Move = 0; 
        // train while not keypressed 
        while (!getch() && trainNet 
                && (nTrainingIterations <= 100000)) { 
            FourRowGame theGame = new FourRowGame(ifc, player1, 
                    player2); 
            nTrainingIterations++; 
            int nPlayer1Total = 0; 
            int nPlayer2Total = 0; 
            boolean bFail = false; 
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            int nCounter = 0; 
            int nWinner = 1; 
            while (theGame.isGameOver() == -1 && !bFail) { 
                nWinner = 1; 
                if (nCounter > 41) { 
                    bFail = true; 
                } 
                try { 
                    if (nPlayer1Total % 5 == 0) { 
                        nPlayer1Move = test1.getMove(theGame 
                                .getActiveCols(), theGame.getBoard(), 
                                1, 2); 
                    } else { 
                        nPlayer1Move = player1.getMove(theGame 
                                .getActiveCols(), theGame.getBoard(), 
                                1, 2); 
                    } 
                    //store player1 board-state/move combination 
                    nPlayerMoves[1 - 1][nCounter] = new inputMove( 
                            theGame.getBoard(), nPlayer1Move); 
                    theGame.setPiece(nPlayer1Move, 1); 
                    nPlayer1Total++; 
                    if (theGame.isGameOver() == -1) { 
                        if (nPlayer1Total % 5 == 0) { 
                            nPlayer2Move = test2 
                                    .getMove(theGame.getActiveCols(), 
                                            switch12board(theGame 
                                                    .getBoard()), 2, 
                                            1); 
                        } else { 
                            nPlayer2Move = player2 
                                    .getMove(theGame.getActiveCols(), 
                                            switch12board(theGame 
                                                    .getBoard()), 2, 
                                            1); 
                        } 
                        //store player2 board-state/move combination 
                        nPlayerMoves[2 - 1][nCounter] = new inputMove( 
                                theGame.getBoard(), nPlayer2Move); 
                        theGame.setPiece(nPlayer2Move, 2); 
                        nPlayer2Total++; 
                        nWinner = 2; 
                    } 
                    nCounter++; 
                } catch (Exception e) { 
                    bFail = true; 
                } 
            } 
            //   ifc.showPlayingBoard(theGame.getBoard(), 1, 2); 
            if (!bFail) // if winner found, train neural network 
            { 
                double nNetInput[] = new double[42]; 
                int nTotalMoves = nPlayer1Total; 
                if (nWinner == 2) nTotalMoves = nPlayer2Total; 
                // train with all moves made by winner 
                for (int i = 0; i < nTotalMoves - 1; i++) // all board 
                                                          // state/move 
                                                          // combinations 
                { 
                    for (int j = 0; j < 42; j++) { 
                        if (nWinner == 1) 
                            nNetInput[j] = nPlayerMoves[nWinner - 1][i]. 
nInputBoard[j % 7][j % 6]; 
                        else nNetInput[j] = switch12(nPlayerMoves[nWinner - 1][i]. 
nInputBoard[j % 7][j % 6]); // neuralnet always trained as  
//player1 
                    } 
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                    fourRowNet.reset_values(); // slet tidligere 
                                               // værdier i neuronerne 
                    double dMove[] = new double[7]; 
                    // input array 
                    dMove[(int) nPlayerMoves[nWinner - 1][i].dOutputMove - 1] = 1; 
                    fourRowNet.train(nNetInput, dMove); 
                    dAccError += fourRowNet.get_error(); 
                    nBackprops++; 
                    //System.out.println("hhhhh"); 
                } 
                // train nn to block winning move 
                /* 
                 * for(int j=0;j <42;j++) { if(nWinner == 1) 
                 * nNetInput[j] = 
                 * switch12(nPlayerMoves[nWinner-1][nTotalMoves-2].nInputBoard[j%7][j%6]); 
                 * else nNetInput[j] = 
                 * nPlayerMoves[nWinner-1][nTotalMoves-2].nInputBoard[j%7][j%6]; } 
                 * for(int z=0;z <5;z++) //repeat { 
                 * fourRowNet.reset_values(); // slet tidligere 
                 * værdier i neuronerne double dMove[] = new 
                 * double[7]; 
                 * dMove[(int)nPlayerMoves[nWinner-1][nTotalMoves-1].dOutputMove-1] = 
                 * 1; //System.out.println("Block winning move " + 
                 * ((int)nPlayerMoves[nWinner-1][nTotalMoves-1].dOutputMove-1) + 
                 * "!\n"); fourRowNet.train(nNetInput, dMove); 
                 * dAccError+=fourRowNet.get_error(); nBackprops++; } 
                 */ 
                /* 
                 * if(nTrainingIterations % 1000 == 0) { 
                 * System.out.println("Iteration " + 
                 * nTrainingIterations + "complete...\n"); 
                 * System.out.println("_____________________________________\n"); } 
                 */ 
            } 
            if (saveFile && (nTrainingIterations % saveInterval == 0)) { 
                intervalCount += saveInterval; 
                NeuralNet.saveNeuralNet(fourRowNet, fileToSave 
                        + "_iteration_" + intervalCount + ".dat"); 
            } 
            // validate success rate 
            if (nTrainingIterations % 1000 == 0) { 
                computerSuccess = successRateComputerPlayer( 
                        fourRowNet, ifc); 
                randomSuccess = successRateRandomPlayer(fourRowNet, 
                        ifc); 
                neuralSuccess = successRateNeuralPlayer(fourRowNet, 
                        ifc); 
                //System.out.println("Success rate Computer Player: " 
                // + computerSuccess + "\n"); 
                //System.out.println("Success rate Random Player: " + 
                // randomSuccess + "\n"); 
                if (computerSuccess > 70) { 
                    trainNet = false; 
                    if (saveFile) 
                            NeuralNet.saveNeuralNet(fourRowNet, 
                                    fileToSave + "_final_eks4.dat"); 
                } 
            } 
            // average error rate over 1000 training iterations 
            if (nTrainingIterations % 1000 == 0) { 
                //System.out.println("error rate (average pr. 1000 
                // training iterations): " + dAccError/nBackprops + 
                // "\n"); 
                System.out.println(nTrainingIterations + ", " 
                        + dAccError / nBackprops + ", " 
                        + randomSuccess + ", " + neuralSuccess + ", " 
                        + computerSuccess); 
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                dAccError = 0.0; 
                nBackprops = 0; 
            } 
        } 
        // spil mod nn 
        while (true) { 
            HumanPlayer playerMe = new HumanPlayer(ifc); 
            NeuralNetworkPlayer neuralPlayer = new NeuralNetworkPlayer( 
                    ifc, fourRowNet); 
            FourRowGame theGame = new FourRowGame(ifc, neuralPlayer, 
                    playerMe); 
            int nCounter = 0; 
            boolean bFail = false; 
            while (theGame.isGameOver() == -1 && !bFail) { 
                if (nCounter > 41) bFail = true; 
                // get nn move 
                nPlayer1Move = neuralPlayer.getMove(theGame 
                        .getActiveCols(), theGame.getBoard(), 1, 2); 
                theGame.setPiece(nPlayer1Move, 1); 
                ifc.showPlayingBoard(theGame.getBoard(), 1, 2); 
                if (theGame.isGameOver() == -1) { 
                    nPlayer2Move = playerMe.getMove(theGame 
                            .getActiveCols(), theGame.getBoard(), 2, 
                            1); 
                    //nPlayer2Move = 
                    // player1.getMove(theGame.getActiveCols(), 
                    // theGame.getBoard(), 2, 1); 
                    theGame.setPiece(nPlayer2Move, 2); 
                } 
                nCounter++; 
                ifc.showPlayingBoard(theGame.getBoard(), 1, 2); 
                try { 
                    System.in.read(); 
                } catch (Exception e) { 
                } 
            } 
        } 
    } 
} 
13.17 Kode til eksperiment 5 
import ruc.AIFourInARow.*; 
/* 
 * Created on 2005-03-03 TODO To change the template for this 
 * generated file go to Window - Preferences - Java - Code Style - 
 * Code Templates 
 */ 
/** 
 * @author jonas TODO To change the template for this generated type 
 *         comment go to Window - Preferences - Java - Code Style - 
 *         Code Templates 
 */ 
class inputMove { 
    public int nInputBoard[][]; 
    public double dOutputMove; 
 
    inputMove(int nBoardState[][], double dMove) { 
        nInputBoard = new int[7][6]; 
        for (int i = 0; i < 42; i++) // copy 
        { 
            nInputBoard[i % 7][i % 6] = nBoardState[i % 7][i % 6]; 
        } 
        dOutputMove = dMove; 
    } 
} 
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public class train4row { 
    // key pressed? 
    public static boolean getch() { 
        int i = 0; 
        try { 
            i = System.in.available(); 
        } catch (Exception e) { 
        } 
        if (i != 0) return true; 
        return false; 
    } 
 
    private static int switch12(int n) { 
        if (n == 0) return 0; 
        if (n == 2) return 1; 
        return 2; 
    } 
 
    // switch X/O on playing board 
    private static int[][] switch12board(int[][] board) { 
        int switchedBoard[][] = new int[7][6]; 
        for (int j = 0; j < 42; j++) { 
            switchedBoard[j % 7][j % 6] = switch12(board[j % 7][j % 6]); 
        } 
        return switchedBoard; 
    } 
 
    // play 100 games against ComputerPlayer, return number of 
    // successes 
    private static double successRateRandomPlayer( 
            NeuralNet fourRowNet, IUserInterface ifc) { 
        IPlayer validatePlayer = new RandomPlayer(ifc); 
        NeuralNetworkPlayer neuralPlayer = new NeuralNetworkPlayer( 
                ifc, fourRowNet); 
        int nCounter = 0; 
        int nPlayer1Move, nPlayer2Move; 
        boolean bFail = false; 
        int nNeuralWins = 0; 
        for (int i = 0; i < 100; i++) { 
            FourRowGame theGame = new FourRowGame(ifc, neuralPlayer, 
                    validatePlayer); 
            nCounter = 0; 
            bFail = false; 
            while (theGame.isGameOver() == -1 && !bFail) { 
                // get nn move 
                nPlayer1Move = neuralPlayer.getMove(theGame 
                        .getActiveCols(), theGame.getBoard(), 1, 2); 
                theGame.setPiece(nPlayer1Move, 1); 
                /* 
                 * if(i==1) ifc.showPlayingBoard(theGame.getBoard(), 
                 * 1, 2); 
                 */ 
                if (theGame.isGameOver() == -1) { 
                    try { 
                        nPlayer2Move = validatePlayer.getMove(theGame 
                                .getActiveCols(), theGame.getBoard(), 
                                2, 1); 
                        theGame.setPiece(nPlayer2Move, 2); 
                        /* 
                         * if(i==1) 
                         * ifc.showPlayingBoard(theGame.getBoard(), 1, 
                         * 2); 
                         */ 
                    } catch (Exception e) // crashes when nn wins...? 
                    { 
                        nNeuralWins++; 
 13. Bilag: Program kode  
 108  
                    } 
                } else nNeuralWins++; 
                nCounter++; 
                if (nCounter > 41) { 
                    //    System.out.println("tie\n"); 
                    bFail = true; 
                    //    nNeuralWins++; // tie is success 
                } 
            } 
        } 
        // System.out.println("Neural wins against Random Player: " + 
        // nNeuralWins + "\n"); 
        return nNeuralWins; // /100 
    } 
 
    // play 100 games against ComputerPlayer, return number of 
    // successes 
    private static double successRateComputerPlayer( 
            NeuralNet fourRowNet, IUserInterface ifc) { 
        IPlayer validatePlayer = new ComputerPlayer(ifc); 
        NeuralNetworkPlayer neuralPlayer = new NeuralNetworkPlayer( 
                ifc, fourRowNet); 
        int nCounter = 0; 
        int nPlayer1Move, nPlayer2Move; 
        boolean bFail = false; 
        int nNeuralWins = 0; 
        for (int i = 0; i < 100; i++) { 
            FourRowGame theGame = new FourRowGame(ifc, neuralPlayer, 
                    validatePlayer); 
            nCounter = 0; 
            bFail = false; 
            while (theGame.isGameOver() == -1 && !bFail) { 
                // get nn move 
                nPlayer1Move = neuralPlayer.getMove(theGame 
                        .getActiveCols(), theGame.getBoard(), 1, 2); 
                theGame.setPiece(nPlayer1Move, 1); 
                /* 
                 * if(i==1) ifc.showPlayingBoard(theGame.getBoard(), 
                 * 1, 2); 
                 */ 
                if (theGame.isGameOver() == -1) { 
                    try { 
                        nPlayer2Move = validatePlayer.getMove(theGame 
                                .getActiveCols(), theGame.getBoard(), 
                                2, 1); 
                        theGame.setPiece(nPlayer2Move, 2); 
                        /* 
                         * if(i==1) 
                         * ifc.showPlayingBoard(theGame.getBoard(), 1, 
                         * 2); 
                         */ 
                    } catch (Exception e) // crashes when nn wins...? 
                    { 
                        nNeuralWins++; 
                    } 
                } else nNeuralWins++; 
                nCounter++; 
                if (nCounter > 41) { 
                    //    System.out.println("tie\n"); 
                    bFail = true; 
                    //    nNeuralWins++; // tie is success 
                } 
            } 
        } 
        // System.out.println("Neural wins against Computer Player: " 
        // + nNeuralWins + "\n"); 
        return nNeuralWins; // /100 
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    public static void main(String[] args) { 
        String fileToLoad = "", fileToSave = ""; 
        boolean saveFile = false, loadFile = false, trainNet = false; 
        int saveInterval = 5000, intervalCount = 0;//default 
        double randomSuccess = 0.0; 
        double computerSuccess = 0.0; 
        //  double neuralSuccess = 0.0; 
        System.out.println("Antal parametre:" + args.length); 
        System.out.println("Train skyNet 4 in a row...."); 
        for (int i = 0; i < args.length; i++) { 
            if (args[i].equals("-l")) { 
                loadFile = true; 
                try { 
                    fileToLoad = args[i + 1]; 
                } catch (IndexOutOfBoundsException ex) { 
                    System.out.println("Parameter fejl: " + ex); 
                } 
            } 
            if (args[i].equals("-t")) { 
                trainNet = true; 
            } 
            if (args[i].equals("-i")) { 
                try { 
                    saveInterval = Integer.parseInt(args[i + 1]); 
                } catch (NumberFormatException ex) { 
                    System.out.println("Ikke et tal: " + ex); 
                } 
            } 
            if (args[i].equals("-s")) { 
                try { 
                    saveFile = true; 
                    fileToSave = args[i + 1]; 
                } catch (IndexOutOfBoundsException ex) { 
                    System.out.println("Parameter fejl: " + ex); 
                } 
            } 
        } 
        System.out.println("\nsaveFile:\t" + saveFile 
                + "\tloadFile:\t" + loadFile + " trainNet:\t\t" 
                + trainNet); 
        System.out.println("fileToSave:\t" + fileToSave 
                + "\tfileToLoad:\t" + fileToLoad + "saveInterval:\t" 
                + saveInterval + "\n"); 
        NeuralNet fourRowNet = new NeuralNet(0, 0, 0); 
        double dAccError = 0.0; 
        int nBackprops = 0; 
        if (loadFile) { 
            fourRowNet = NeuralNet.loadNeuralNet(fileToLoad); 
        } else { 
            fourRowNet = new NeuralNet(42, 17, 7); // default 17 
                                                   // hidden 
        } 
        inputMove nPlayerMoves[][] = new inputMove[2][50]; 
        TextUserInterface ifc = new TextUserInterface(); 
        IPlayer player1 = null, player2 = null, test1 = null, test2 = null; 
        // god neural spiller mod sig selv 
        //  player1 = new NeuralNetworkPlayer(ifc, 
        // NeuralNet.loadNeuralNet("skyNet_final.dat")); 
        //  player2 = new NeuralNetworkPlayer(ifc, 
        // NeuralNet.loadNeuralNet("skyNet_final.dat")); 
        player1 = new RandomPlayer(ifc); 
        player2 = new RandomPlayer(ifc); 
        test1 = new RandomPlayer(ifc); 
        test2 = new RandomPlayer(ifc); 
        int nTrainingIterations = 0; 
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        int nPlayer1Move = 0; 
        int nPlayer2Move = 0; 
        // train while not keypressed 
        while (!getch() && trainNet 
                && (nTrainingIterations <= 500000)) { 
            FourRowGame theGame = new FourRowGame(ifc, player1, 
                    player2); 
            nTrainingIterations++; 
            int nPlayer1Total = 0; 
            int nPlayer2Total = 0; 
            boolean bFail = false; 
            int nCounter = 0; 
            int nWinner = 1; 
            while (theGame.isGameOver() == -1 && !bFail) { 
                nWinner = 1; 
                if (nCounter > 41) { 
                    bFail = true; 
                     
                } 
                try { 
                    nPlayer1Move = player1.getMove(theGame 
                            .getActiveCols(), theGame.getBoard(), 1, 
                            2); 
                    /* 
                     * if (nPlayer1Total%5==0) { nPlayer1Move = 
                     * test1.getMove(theGame.getActiveCols(), 
                     * theGame.getBoard(), 1, 2); } else { 
                     * nPlayer1Move = 
                     * player1.getMove(theGame.getActiveCols(), 
                     * theGame.getBoard(), 1, 2); } 
                     */ 
                    //store player1 board-state/move combination 
                    nPlayerMoves[1 - 1][nCounter] = new inputMove( 
                            theGame.getBoard(), nPlayer1Move); 
                    theGame.setPiece(nPlayer1Move, 1); 
                    nPlayer1Total++; 
                    if (theGame.isGameOver() == -1) {/* 
                                                      * if 
                                                      * (nPlayer1Total%5==0) { 
                                                      * nPlayer2Move = 
                                                      * test2.getMove(theGame.getActiveCols(), 
                                                      * switch12board(theGame.getBoard()), 
                                                      * 2, 1); } else { 
                                                      * nPlayer2Move = 
                                                      *Player2.getMove(theGame.getActiveCols(), 
                                                      * switch12board(theGame.getBoard()), 
                                                      * 2, 1); } 
                                                      */ 
                        nPlayer2Move = player2.getMove(theGame 
                                .getActiveCols(), theGame.getBoard(), 
                                2, 1); 
                        //store player2 board-state/move combination 
                        nPlayerMoves[2 - 1][nCounter] = new inputMove( 
                                theGame.getBoard(), nPlayer2Move); 
                        theGame.setPiece(nPlayer2Move, 2); 
                        nPlayer2Total++; 
                        nWinner = 2; 
                    } 
                    nCounter++; 
                } catch (Exception e) { 
                    bFail = true; 
                } 
            } 
            // ifc.showPlayingBoard(theGame.getBoard(), 1, 2); 
            if (!bFail) // if winner found, train neural network 
            { 
                double nNetInput[] = new double[42]; 
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                int nTotalMoves = nPlayer1Total; 
                if (nWinner == 2) nTotalMoves = nPlayer2Total; 
                // train with all moves made by winner 
                /* 
                 * for(int i=0;i <nTotalMoves-1;i++) // all board 
                 * state/move combinations { for(int j=0;j <42;j++) { 
                 * if(nWinner == 1) nNetInput[j] = 
                 * nPlayerMoves[nWinner-1][i].nInputBoard[j%7][j%6]; 
                 * else nNetInput[j] = 
                 * switch12(nPlayerMoves[nWinner-1][i].nInputBoard[j%7][j%6]); // 
                 * neuralnet always trained as player1 } 
                 * fourRowNet.reset_values(); // slet tidligere 
                 * værdier i neuronerne double dMove[] = new 
                 * double[7]; // input array 
                 * dMove[(int)nPlayerMoves[nWinner-1][i].dOutputMove-1] = 
                 * 1; fourRowNet.train(nNetInput, dMove); 
                 * dAccError+=fourRowNet.get_error(); nBackprops++; 
                 * //System.out.println("hhhhh"); } 
                 */ 
                // train nn to block winning move 
                for (int j = 0; j < 42; j++) { 
                    if (nWinner == 1) 
                        nNetInput[j] = switch12(nPlayerMoves[nWinner - 1] 
[nTotalMoves - 2].nInputBoard[j % 7][j % 6]); 
                    else nNetInput[j] = nPlayerMoves[nWinner - 1] 
[nTotalMoves - 2].nInputBoard[j % 7][j % 6]; 
                } 
                for (int z = 0; z < 1; z++) //repeat 
                { 
                    fourRowNet.reset_values(); // slet tidligere 
                                               // værdier i neuronerne 
                    double dMove[] = new double[7]; 
                    dMove[(int) nPlayerMoves[nWinner-1][nTotalMoves-1].dOutputMove-1] = 1; 
                    /* 
                     * if(nWinner == 1) 
                     * ifc.showPlayingBoard(switch12board(nPlayerMoves[nWinner-1] 
      * [nTotalMoves-1].nInputBoard), 
                     * 1, 2); else 
                     * ifc.showPlayingBoard(nPlayerMoves[nWinner-1][nTotalMoves-1].nInputBoard, 
                     * 1, 2); 
                     */ 
                    //System.out.println("Block winning move " + 
                    // ((int)nPlayerMoves[nWinner-1][nTotalMoves-1].dOutputMove-1) 
                    // + "!\n"); 
                    fourRowNet.train(nNetInput, dMove); 
                    dAccError += fourRowNet.get_error(); 
                    nBackprops++; 
                } 
                /* 
                 * if(nTrainingIterations % 1000 == 0) { 
                 * System.out.println("Iteration " + 
                 * nTrainingIterations + "complete...\n"); 
                 * System.out.println("_____________________________________\n"); } 
                 */ 
            } 
            if (saveFile && (nTrainingIterations % saveInterval == 0)) { 
                intervalCount += saveInterval; 
                NeuralNet.saveNeuralNet(fourRowNet, fileToSave 
                        + "_iteration_" + intervalCount + ".dat"); 
            } 
            // validate success rate 
            if (nTrainingIterations % 1000 == 0) { 
                computerSuccess = successRateComputerPlayer(fourRowNet, ifc); 
                randomSuccess = successRateRandomPlayer(fourRowNet, ifc); 
                //neuralSuccess = successRateNeuralPlayer(fourRowNet, ifc); 
                //System.out.println("Success rate Computer Player: " 
                // + computerSuccess + "\n"); 
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                //System.out.println("Success rate Random Player: " + 
                // randomSuccess + "\n"); 
                if (computerSuccess > 30) { 
                    //trainNet=false; 
                    if (saveFile) 
                            NeuralNet 
                                    .saveNeuralNet( 
                                            fourRowNet, 
                                            fileToSave 
                                                    + "_final_eks5_30.dat"); 
                } 
                if (computerSuccess > 50) { 
                    //trainNet=false; 
                    if (saveFile) 
                            NeuralNet 
                                    .saveNeuralNet( 
                                            fourRowNet, 
                                            fileToSave 
                                                    + "_final_eks5_50.dat"); 
                } 
                if (computerSuccess > 70) { 
                    trainNet = false; 
                    if (saveFile) 
                            NeuralNet 
                                    .saveNeuralNet( 
                                            fourRowNet, 
                                            fileToSave 
                                                    + "_final_eks5_70.dat"); 
                } 
                System.out.println(nTrainingIterations + ", " 
                        + dAccError / nBackprops + ", " 
                        + randomSuccess + ", " + computerSuccess); 
                dAccError = 0.0; 
                nBackprops = 0; 
            } 
        } 
        // spil mod nn 
        while (true) { 
            HumanPlayer playerMe = new HumanPlayer(ifc); 
            NeuralNetworkPlayer neuralPlayer = new NeuralNetworkPlayer( 
                    ifc, fourRowNet); 
            FourRowGame theGame = new FourRowGame(ifc, neuralPlayer, 
                    playerMe); 
            int nCounter = 0; 
            boolean bFail = false; 
            while (theGame.isGameOver() == -1 && !bFail) { 
                if (nCounter > 41) bFail = true; 
                // get nn move 
                nPlayer1Move = neuralPlayer.getMove(theGame 
                        .getActiveCols(), theGame.getBoard(), 1, 2); 
                theGame.setPiece(nPlayer1Move, 1); 
                ifc.showPlayingBoard(theGame.getBoard(), 1, 2); 
                if (theGame.isGameOver() == -1) { 
                    nPlayer2Move = playerMe.getMove(theGame 
                            .getActiveCols(), theGame.getBoard(), 2, 1); 
                    //nPlayer2Move = 
                    // player1.getMove(theGame.getActiveCols(), 
                    // theGame.getBoard(), 2, 1); 
                    theGame.setPiece(nPlayer2Move, 2); 
                } 
                nCounter++; 
                ifc.showPlayingBoard(theGame.getBoard(), 1, 2); 
                try { 
                    System.in.read(); 
                } catch (Exception e) { 
                } 
            } 
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        } 
    } 
} 
13.18 Kode til eksperiment 6 
import ruc.AIFourInARow.*; 
/* 
 * Created on 2005-03-03  
 * @author jonas 
 */ 
class inputMove { 
    public int nInputBoard[][]; 
    public double dOutputMove; 
 
    inputMove(int nBoardState[][], double dMove) { 
        nInputBoard = new int[7][6]; 
        for (int i = 0; i < 42; i++) // copy 
        { 
            nInputBoard[i % 7][i % 6] = nBoardState[i % 7][i % 6]; 
        } 
        dOutputMove = dMove; 
    } 
} 
 
public class train4row { 
    // key pressed? 
    public static boolean getch() { 
        int i = 0; 
        try { 
            i = System.in.available(); 
        } catch (Exception e) { 
        } 
        if (i != 0) return true; 
        return false; 
    } 
 
    private static int switch12(int n) { 
        if (n == 0) return 0; 
        if (n == 2) return 1; 
        return 2; 
    } 
 
    // switch X/O on playing board 
    private static int[][] switch12board(int[][] board) { 
        int switchedBoard[][] = new int[7][6]; 
        for (int j = 0; j < 42; j++) { 
            switchedBoard[j % 7][j % 6] = switch12(board[j % 7][j % 6]); 
        } 
        return switchedBoard; 
    } 
 
    // eksperiment til at spille mod allerede trænede netværk 
    // mode: 1=attack 2=defence 3=mixed 
    private static double doubleNeuralExperiment(IPlayer v, int mode) { 
        TextUserInterface ifc = new TextUserInterface(); 
        IPlayer validatePlayer = v; 
        NeuralNetworkPlayer neuralDefence = new NeuralNetworkPlayer( 
                ifc, NeuralNet 
                        .loadNeuralNet("skyNet_final_eks5_70.dat")); 
        NeuralNetworkPlayer neuralAttack = new NeuralNetworkPlayer( 
                ifc, NeuralNet.loadNeuralNet("skyNet_final.dat")); 
        NeuralNetworkPlayer neuralPlayer = neuralDefence; 
        int nCounter = 0; 
        int nPlayer1Move, nPlayer2Move; 
        boolean bFail = false; 
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        int nNeuralWins = 0; 
        for (int i = 0; i < 10000; i++) { 
            FourRowGame theGame = new FourRowGame(ifc, neuralPlayer, 
                    validatePlayer); 
            nCounter = 0; 
            bFail = false; 
            while (theGame.isGameOver() == -1 && !bFail) { 
                if (mode == 1) { 
                    neuralPlayer = neuralAttack; 
                } else if (mode == 2) { 
                    neuralPlayer = neuralDefence; 
                } else if (mode == 3) { 
                    if (neuralDefence.getHighest(theGame 
                            .getActiveCols(), theGame.getBoard(), 1, 2) 
                            > neuralAttack.getHighest(theGame 
                            .getActiveCols(), theGame.getBoard(), 1, 2) ) 
                            { 
                        neuralPlayer = neuralAttack; 
                    } else { 
                        neuralPlayer = neuralDefence; 
                    } 
                } 
                // get nn move 
                nPlayer1Move = neuralPlayer.getMove(theGame 
                        .getActiveCols(), theGame.getBoard(), 1, 2); 
                theGame.setPiece(nPlayer1Move, 1); 
                //if(i==1) 
                //ifc.showPlayingBoard(theGame.getBoard(), 1, 2); 
                if (theGame.isGameOver() == -1) { 
                    try { 
                        nPlayer2Move = validatePlayer.getMove(theGame 
                                .getActiveCols(), theGame.getBoard(), 
                                2, 1); 
                        theGame.setPiece(nPlayer2Move, 2); 
                        //if(i==1) 
                        //ifc.showPlayingBoard(theGame.getBoard(), 1, 
                        // 2); 
                    } catch (Exception e) // crashes when nn wins...? 
                    { 
                        nNeuralWins++; 
                    } 
                } else nNeuralWins++; 
                nCounter++; 
                if (nCounter > 41) { 
                    //System.out.println("tie\n"); 
                    bFail = true; 
                    //nNeuralWins++; // tie is success 
                } 
            } 
        } 
        //System.out.println("Neural wins against Random Player: " + 
        // nNeuralWins + "\n"); 
        return nNeuralWins / 100.0f; // /100 
    } 
 
    public static void main(String[] args) { 
        TextUserInterface ifc = new TextUserInterface(); 
        IPlayer randomPlayer = new RandomPlayer(ifc); 
        IPlayer computerPlayer = new ComputerPlayer(ifc); 
        System.out 
                .println("Bruger neuralt netvaerk traenet til angreb..."); 
        System.out.println("Random: " 
                + doubleNeuralExperiment(randomPlayer, 1) 
                + "%, \tComputer:" 
                + doubleNeuralExperiment(computerPlayer, 1) + "%"); 
        System.out 
                .println("Bruger neuralt netvaerk traenet til forsvar..."); 
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        System.out.println("Random: " 
                + doubleNeuralExperiment(randomPlayer, 2) 
                + "%, \tComputer:" 
                + doubleNeuralExperiment(computerPlayer, 2) + "%"); 
        System.out 
                .println("Bruger en blanding af begge neurale netvaerk..."); 
        System.out.println("Random: " 
                + doubleNeuralExperiment(randomPlayer, 3) 
                + "%, \tComputer:" 
                + doubleNeuralExperiment(computerPlayer, 3) + "%"); 
    } 
} 
13.19 Kode til XOR eksemplet 
import ruc.AIFourInARow.*; 
import java.awt.*; 
import java.awt.event.*; 
import java.io.*; 
/* 
 * Created on 2005-03-03 TODO To change the template for this 
 * generated file go to Window - Preferences - Java - Code Style - 
 * Code Templates 
 */ 
/** 
 * @author jonas TODO To change the template for this generated type 
 *         comment go to Window - Preferences - Java - Code Style - 
 *         Code Templates 
 */ 
class SkyNetGUI extends Frame implements WindowListener, Runnable { 
    public Graphics gfx; 
 
    public void run() {} 
 
    public SkyNetGUI() { 
        // GUI setup 
        addWindowListener(this); 
        pack(); 
        setVisible(true); 
        setSize(300, 180); 
        this.setResizable(false); 
        this.setTitle("SkyNet beta 1"); 
        // Image display 
        Graphics gfx = this.getGraphics(); 
        Image skyNetImg = null; 
        Toolkit tk = Toolkit.getDefaultToolkit(); 
        String fileName = "terminator_skynet.gif"; 
        File f = new File(fileName); 
        if (f.exists() && f.isFile() && f.canRead()) { 
            skyNetImg = tk.getImage(fileName); 
            while (skyNetImg.getWidth(this) == -1) 
                try { 
                    Thread.sleep(500); 
                } catch (InterruptedException ie) { 
                } 
            gfx.drawImage(skyNetImg, 10, 10, 279, 155, Color.blue, 
                    this); 
        } else { 
            System.err.println("Unable to load file " + fileName); 
            System.exit(1); 
        } 
        int nCounter = 0; 
        int nFade = 0; 
        int nDirection = 1; 
        gfx.setFont(new Font("Helvetica", Font.BOLD, 16)); 
        while (nCounter < 255 * 2) { 
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            if (nFade == 255) nDirection = -1; 
            if (nFade == 0 && nDirection == -1) nDirection = 1; 
            gfx.setColor(new Color(nFade, nFade, nFade)); 
            gfx.drawString("SkyNET beta 1", 170, 130); 
            try { 
                Thread.sleep(10); 
            } catch (InterruptedException ie) { 
            } 
            nFade += nDirection; 
            nCounter++; 
        } 
    } 
 
    /* Window Listeners */ 
    public void windowClosed(WindowEvent event) {} 
    public void windowDeiconified(WindowEvent event) {} 
    public void windowIconified(WindowEvent event) {} 
    public void windowActivated(WindowEvent event) {} 
    public void windowDeactivated(WindowEvent event) {} 
    public void windowOpened(WindowEvent event) {} 
    public void windowClosing(WindowEvent event) { 
        System.exit(0); 
    } 
} 
 
class SkyNetErrorGUI extends Frame implements WindowListener { 
    public Graphics gfx; 
    public Graphics gfx2; 
 
    public SkyNetErrorGUI() { 
        /* 
         * // GUI setup addWindowListener(this); pack(); 
         * setVisible(true); // setSize(640, 480); setSize(800, 600); 
         * this.setResizable(false); this.setTitle("SkyNet beta 1 
         * error graph"); gfx = this.getGraphics(); 
         */ 
        // GUI setup 
        addWindowListener(this); 
        pack(); 
        setVisible(true); 
        setSize(800, 600); 
        this.setResizable(false); 
        this.setTitle("SkyNet beta 1 error graph"); 
        // Image display 
        Graphics gfx2 = this.getGraphics(); 
        Image skyNetImg = null; 
        Toolkit tk = Toolkit.getDefaultToolkit(); 
        String fileName = "graph.gif"; 
        File f = new File(fileName); 
        if (f.exists() && f.isFile() && f.canRead()) { 
            skyNetImg = tk.getImage(fileName); 
            while (skyNetImg.getWidth(this) == -1) 
                try { 
                    Thread.sleep(500); 
                } catch (InterruptedException ie) { 
                } 
            gfx2.drawImage(skyNetImg, 0, 0, 795, 570, Color.blue, this); 
        } else { 
            System.err.println("Unable to load file " + fileName); 
            System.exit(1); 
        } 
        gfx = this.getGraphics(); 
    } 
 
    public void SkyNetPlotError(int x, int y, Color c) { 
        gfx.setColor(c); 
        gfx.fillRect(x, y, 2, 2); 
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    /* Window Listeners */ 
    public void windowClosed(WindowEvent event) {} 
    public void windowDeiconified(WindowEvent event) {} 
    public void windowIconified(WindowEvent event) {} 
    public void windowActivated(WindowEvent event) {} 
    public void windowDeactivated(WindowEvent event) {} 
    public void windowOpened(WindowEvent event) {} 
    public void windowClosing(WindowEvent event) { 
        System.exit(0); 
    } 
} 
 
public class xorNet { 
    public static void main(String[] args) { 
        System.out.println("SkyNet beta 1 running...."); 
        // GUI 
        //SkyNetGUI skGUI = new SkyNetGUI(); // terminator skyNET 
        SkyNetErrorGUI skErrorGUI = new SkyNetErrorGUI(); 
        // ------------- XOR eksempel 
        NeuralNet xorNet = new NeuralNet(2, 4, 1); // lærer næsten 
                                                   // altid med 4 
                                                   // hidden neuroner, 
                                                   // men ikke med 
                                                   // færre 
        // træn netværket 
        double dIn[][] = { { 0, 0 }, { 0, 1 }, { 1, 0 }, { 1, 1 } }; // input 
                                                                     // set 
        double dExpected[][] = { { 0 }, { 1 }, { 1 }, { 0 } }; // tilhørende 
                                                               // forventet 
                                                               // output 
        int nCase = 0; 
        int nCounter = 0; 
        int nSuccess = 0; 
        int x = 0, y = 0; 
        //debug shit til grafen 
        int xmax = 0, xmin = 0, ymax = 0, ymin = 0; 
        // log error rate to file 
        FileOutputStream file_out = null; 
        PrintStream print_out = null; 
        try { 
            file_out = new FileOutputStream("errorlog.txt"); 
            print_out = new PrintStream(file_out); 
        } catch (Exception e) { 
            System.exit(-1); 
        } 
        while (nSuccess < 4 && nCounter < 1000000) // stop ved max 
                                                   // 1000000 
                                                   // iterationer 
        { 
            nCounter++; 
            if (nCase == 4) nCase = 0; 
            xorNet.reset_values(); // slet tidligere værdier i 
                                   // neuronerne 
            xorNet.train(dIn[nCase], dExpected[nCase]); 
            // log error rate 
            print_out.println("Error rate: " + xorNet.get_error() 
                    + "\n"); 
            Color plot_color = null; 
            switch (nCounter % 4) { 
            case 0: 
                plot_color = Color.blue; 
                break; 
            case 1: 
                plot_color = Color.green; 
                break; 
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            case 2: 
                plot_color = Color.red; 
                break; 
            case 3: 
                plot_color = Color.yellow; 
                break; 
            } 
            x = 10 + (int) nCounter / 20; 
            y = 200 - (int) Math.abs(Math 
                    .round((xorNet.get_error() * 1000) 
                            + (10 * (nCounter % 4)))); 
            if (ymax < y) { 
                ymax = y; 
            } else { 
                ymin = y; 
            } 
            if (xmax < x) { 
                xmax = x; 
            } 
            skErrorGUI.SkyNetPlotError(x, y, plot_color); 
            //skErrorGUI.SkyNetPlotError((int)nCounter/20, 
            // (int)Math.abs(Math.round((xorNet.get_error()*1000)+(10*(nCounter%4)))), 
            // plot_color); 
            //System.out.println((int)Math.abs( 
    //   Math.round((xorNet.get_error()*1000)+(10*(nCounter%4))))); 
            // System.out.println("plot: " + (int)nCounter/20 + "," + 
            // (int)Math.round((xorNet.get_error()*1000)) + " ERROR: " 
            // + xorNet.get_error() + "\n"); 
            // test cases, alle skal prøves for hver justering af 
            // vægte 
            nSuccess = 0; 
            for (int i = 0; i < 4; i++) { 
                xorNet.reset_values(); 
                xorNet.feed_forward(dIn[i]); 
                if ((xorNet.m_output[0].activate() >= 0.80 && (dExpected[i][0] == 1)) 
                        || (xorNet.m_output[0].activate() < 0.20 && (dExpected[i][0] == 0))) 
                        nSuccess++; 
            } 
            nCase++; // next training case 
        } 
        print_out.close(); 
        System.out.println("\nSkyNet beta 1 trained in " + nCounter 
                + " iterations\n"); 
        System.out.println("weights H1 to O: " 
                + xorNet.m_output[0].getWeights()[0] + "\n"); 
        System.out.println("weights H2 to O: " 
                + xorNet.m_output[0].getWeights()[1] + "\n"); 
        System.out.println("weights H3 to O: " 
                + xorNet.m_output[0].getWeights()[2] + "\n"); 
        System.out.println("weights H4 to O: " 
                + xorNet.m_output[0].getWeights()[3] + "\n"); 
        System.out.println("weights I1 to H1: " 
                + xorNet.m_hidden[0].getWeights()[0] + "\n"); 
        System.out.println("weights I1 to H2: " 
                + xorNet.m_hidden[1].getWeights()[0] + "\n"); 
        System.out.println("weights I1 to H3: " 
                + xorNet.m_hidden[2].getWeights()[0] + "\n"); 
        System.out.println("weights I1 to H4: " 
                + xorNet.m_hidden[3].getWeights()[0] + "\n"); 
        System.out.println("weights I2 to H1: " 
                + xorNet.m_hidden[0].getWeights()[1] + "\n"); 
        System.out.println("weights I2 to H2: " 
                + xorNet.m_hidden[1].getWeights()[1] + "\n"); 
        System.out.println("weights I2 to H3: " 
                + xorNet.m_hidden[2].getWeights()[1] + "\n"); 
        System.out.println("weights I2 to H4: " 
                + xorNet.m_hidden[3].getWeights()[1] + "\n"); 
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        System.out.println("Graph: xmin=" + xmin + ", xmax=" + xmax 
                + ", ymin=" + ymin + ", ymax=" + ymax); 
        // test cases 
        System.out.println("\nXOR udskrift\n"); 
        for (int i = 0; i < 4; i++) { 
            xorNet.reset_values(); 
            xorNet.feed_forward(dIn[i]); 
            System.out.println("XOR af " + (int) dIn[i][0] + " " 
                    + (int) dIn[i][1] + " = " 
                    + xorNet.m_output[0].activate()); 
        } 
    } 
} 
 
