ABSTRACT
BACKGROUND
A key challenge in genomic signal research is the development of efficient and reliable probabilistic models for analysing gene expression data. As gene expression is a temporal process, it is necessary to record a time course of gene expression in order to determine the set of genes that are expressed under certain conditions, the gene expression levels and the interactions between these genes. While static data are assumed to be time-independent, time course data have strong correlations between successive points. This allows us to fully utilise the information from the experiments, as it reveals the pathway that leads from one state to the next, instead of a stable state, under given conditions. Nevertheless, as time course data are obtained from multiple microarrays produced at different time points with replicates, the large amount of data causes difficulties for analysis. This requires appropriate models to identify patterns in such large scale datasets. To this end, gene expression clustering provides an efficient way to discover groups in large scale datasets. The underlying assumption in clustering gene expression data is that co-expression indicates co-regulation or relation in functional pathways, so an efficient clustering method should identify genes that share similar functions * to whom correspondence should be addressed (Boutros and Okey, 2005) . Quite often, the ground truth about the number of clusters in the dataset and the cluster memberships of the genes are unknown, making classifier training infeasible. As such, unsupervised clustering methods requiring no training and no a priori knowledge about the number of clusters are desirable.
Many gene clustering methods for gene class discovery have been proposed in the literature (Culotta et al., 2005; Heard et al., 2006; Husmeier, 2003; Schliep et al., 2005; Wu et al., 2005) . One research focus is the development of stable and accurate probabilistic models. The advantage of probabilistic methods over some alternatives is that they allow measurements of uncertainty (Culotta et al., 2005; Heard et al., 2006; Husmeier, 2003; Luan and Li, 2003; Ng et al., 2006) . Generative probabilistic models, such as Dynamic Bayesian Networks (DBN's), are trained to maximise the joint probability of a set of observed data and their corresponding labels (Dojer et al., 2006; Husmeier, 2003) . Very often, model generality comes at the cost of computational inefficiency. For instance, mixture models work well for static experiments. However, when it comes to time series clustering, there are k × n 2 parameters to be estimated for the k covariance matrices, n being the number of time points (Medvedovic et al., 2004) . In addition, mixture models are not effective for time course data, as they treat time points as discrete and ignore their time order (Ma et al., 2006) . Hidden Markov Models (HMM's), a special case of DBN's, are another popular method for probabilistic sequence data modelling and have been applied in the fields such as speech recognition and language sequence modelling. As a relatively straightforward machine learning method, they have also been successfully applied to gene expression time course clustering (Ji et al., 2003; Schliep et al., 2005) . A first-order HMM model can be expressed as a joint probability distribution of the observed data x and the corresponding label / state y, such that
This model is also referred to as a generative model. The term p(y i |y i−1 ) reflects the Markov property that the probability of a future state y i , given past states, depends only on current state y i−1 , while the term p(x i |y i ) can be viewed as a likelihood, or observation on x i . In order to be computationally tractable, they assume that each data is generated independently by a hidden process. However, this is not always the case in many applications (Lafferty et al., 2001) . Furthermore, in gene expression data modelling, it is impossible to represent gene interactions between genes for generative models because enumerating all possibilities is intractable.
Conditional probabilistic models such as Conditional Random Fields (CRF's) (Culotta et al., 2005; Lafferty et al., 2001) , on the other hand, define a conditional probability over labels given observations. They label a pattern / time series by selecting the label sequence that maximises the conditional probability, without relying on independence assumptions. They are efficient and typically outperform generative probabilistic models such as HMM's in a number of tasks such as language sequence modelling and gene sequence prediction (Culotta et al., 2005; Lafferty et al., 2001) because they allow arbitrary dependencies on observations. Let X be a random variable over the observations and Y be a random variable over the corresponding labels. A CRF model can be expressed as a joint distribution of Y given X
where U is a cost function, which guides the search for the optimal clustering. Albeit its advantages as mentioned above, the main limitation of CRF's is the low convergence rate if the whole dataset is involved (Lafferty et al., 2001) . Therefore, a proper model should have a structure that can facilitate faster convergence, which, in our proposed system, is achieved by inferring labels conditioned on the information acquired from a neighbourhood system, called voting pool, as described in the next section.
METHODS
This section explains how the gene expression time series are transformed into a multi-dimensional feature space, with the temporal correlation and time intervals taken into account, and how the proposed CRF model is formulated. In order not to confuse the reader with details, we first present the whole picture of the proposed algorithm as follows. 3.3 Calculate the probabilities of the labels based on their cost functions.
3.4 Assign the label with the greatest probability y j to time series i if its current label y i is not equal to y j . 4. Go back to Step 3 if the label of any time series is updated, otherwise stop
Data transformation
Given a set of τ-time-point data, to take the temporal relationship and interval between time points into account, a simple linear transformation is carried out to transform the dataset into a τ − 1 dimensional feature space. Let n denote the number of time series, i.e., the number of genes. Each original time series T i of length τ, i = 1, 2, ..., n is now mapped to a point x i in the τ − 1 dimensional feature space with the tth component, x i (t), defined as
where I t is the time interval between t and t + 1. The numerator thus designed in Eq. (3) is to capture causality and the temporal dependency of gene expression time series while the involvement of the denominator is to reflect the fact that the length of intervals between time points is important information.
Model formulation
As mentioned in Section 1, involving the whole dataset incurs high computational complexity and low convergence rate. To alleviate this problem, we exploit the local characteristic (also known as Markovianity) of Markov random fields to condition the learning process of our model. Let X = {x 1 , x 2 , . . . , x n } denote a set of n observed time series and Y = {y 1 , y 2 , . . . , y n } the set of the corresponding labels. The objective of the learning is to assign an optimal class label y i to time series i conditioned on observed data x i , observed data x j and class labels y j , for all j in a small neighbourhood N i , which we call the voting pool (See Section 2.2.1 for details). Therefore, instead of taking the general form of Eq. (2), the proposed model can be specifically expressed as
where P(x i , x Ni |y i , y Ni , Λ) and P(y i |y Ni , Λ) are the conditional probability distribution and the prior, respectively, and Λ is a set of parameters, as described later. For the sake of conciseness, we will use x Ni and y Ni to represent the observed data and class labels of all the members in N i , respectively. We will also drop Λ from the writing of the model. The conditional random field model of Eq. (4) can also be expressed in the Gibbs form (Geman and Geman, 1984) in terms of cost functions U c i (x i , x Ni |y i , y Ni ) and U p i (y i |y Ni ), which are associated with the conditional probability and the prior of Eq.(4), respectively, as
As also mentioned in the previous section that unsupervised clustering methods requiring no training and no a priori knowledge about the number of clusters are desirable, the design of the proposed clustering algorithm is based on the postulates that these two requirements can be met by
• Not using cluster centroids in the labelling process, but the relative similarity between each time series and the member time series in a randomly formed voting pool. By random we mean, for each time series, the members in its voting pool are different in different iterations.
• Allowing each individual time series to be a singleton cluster and to interact with the time series in the voting pool to find its own identity progressively.
Before the first iteration of the labelling process starts, each time series is assigned a label randomly picked from the integer range [1, n] , where n is the number of samples. Therefore, the algorithm starts with a set of n singleton clusters without the user specifying the number of clusters.
Voting pool
In each iteration, when a time series i is visited, its voting pool N i is formed with k time series. The voting pool includes s most-similar (MS) time series in Euclidean space, one most-different (MD) time series and k − s− 1 time series selected at random. The most-similar and the most-different time series are selected from the voting pool once the learning process starts. That is, in any iteration, if a voting time series, j, selected at random is more similar to time series i than the sth most-similar member is to i, the sth most-similar member is replaced by j. By the same token, if a voting time series, j, selected at random is more different from time series i than the current most-different member is from i, the current most-different member is replaced by j. Subsequently, each time series is assigned an optimal label decided by a cost function defined later. The most-different (MD) member plays the role of informing the algorithm of what label (i.e., the one associated with the MD member) to avoid while the most-similar (MS) members are for maintaining local information and informing the algorithm what labels to choose. The k − s − 1 members selected at random are for introducing new information, which includes global and local information depending on what new members (intra-class or interclass) are selected, in the learning process, and for replacing the MD and MS members, if more appropriate one are selected. Therefore, we can see that, without involving the shear number of time series of the whole dataset, as the algorithm iterates, the local information becomes more accurate and more information are infused into the voting process. It is this progressive manner of information infusion that reduces the computational complexity.
To allow the algorithm to work without the user specifying the number of clusters, when each time series is visited, only the class labels currently assigned to the members of its voting pool are taken as candidates. The advantages of randomising the initial label configuration with a label space of n labels and using the proposed voting pool are now clear. First, globally the number of labels allowed is equal to the number of time series, n. Secondly, the computational complexity is kept low because locally the optimal label of each individual time series is sampled from a small label space with its cardinality less than k because there are k members in the voting pool and some may have the same labels. The cardinality of this small label space will decrease in due course as the homogeneous clusters progressively form. Although starting from a random initial label configuration, through the interaction with the members of the voting pool, a unique optimal label for each cluster can be quickly identified.
The voting pool size k, as one of the parameter in Λ of Eq. (4), is determined by a few factors such as the size of dataset and desired computing efficiency. The impact of k is analysed in Section 3.1 and tabulated in Table 1 .
The reason clusters merge and eventually converge to a certain number of final clusters is twofold. First, the s most similar time series of each time series in question, i, encountered since the initial iteration are always kept in i's voting pool and the algorithm tends to assign the label possessed by the majority of the s similar members according to the cost function defined in the next subsection. Secondly, at each iteration, k − s − 1 random time series are selected to be new members of i's voting pool and any of the s most similar members in the voting pool may be replaced if more similar time series are among the new members. These new members allow diversity to be introduced into the voting pool. It is the majority of the s most similar members and the diversity brought in by the new members that facilitate cluster merge and eventually converge to a certain number of final clusters. (5) encodes the observed data and labels of the members of the voting pool, and aims to encourage "good labelling" with low cost and penalise "poor labelling" with high cost. Defining a feasible cost function is important, but by no means trivial. First, since the two cost functions in Eq. (5) are dependent on the same set of arguments, by combining the two, we obtain a new model as
Cost function
Secondly, as the proposed algorithm does not require the user to specify the number of clusters and requires no information about cluster centroids, therefore instead of using the distances between time series and cluster centroids, the observed data is encoded in the form of pair-wise potential, W i, j , between paired time series i and j, defined as
where 
m is another parameter of Λ in Eq. (4). Many values of m have been tried and we found that any values greater than or equal to 3 virtually make no difference in estimating D. Therefore, we let m equal 3 in our experiments conducted in Section 3. The cost function, U i (·), is defined as the sum of the pair-wise potentials, W i, j , between time series i and the voting members in its voting pool, N i
The assignment of a labelŷ i to a time series i is determined based on the cost function U i (·) as followŝ
RESULTS AND DISCUSSION

Evaluation on Toy Cases
Since the voting pool plays a key part in determining the performance of the proposed algorithm, to demonstrate how the constituent members of the voting pool affect the performance, we first tested the algorithm on various 'toy' datasets of 3-dimensional patterns consisting of 5 clusters, each having 30 patterns. The algorithm is tested with the size k of the voting pool set to 4, 6, 10 and 18 while the number of most-similar (MS) samples s is always fixed at 1. That is to say, for each value of k, there are 1 most similar (MS), 1 most different (MD), and k -2 random samples in the voting pool. In order to get objective statistics during each run of the algorithm, a new sample set is used. For each sample set, the five clusters C i , i = 1, 2, 3, 4, 5, are randomly created with the 5 centroids fixed at µ 1 = (40, 45, 100), µ 2 = (85, 60, 100), µ 3 = (65, 100, 80), µ 4 = (55, 120, 120), µ 5 = (120, 50, 120), respectively, and the same variance of 64. Supplementary Fig. 1 shows one of the sample set used in our experiments. The clustering performance after repeating the algorithm for 100 times is listed in Average iteration and Average clustering error rate (%) in Table  1 indicate the average iterations the algorithm have to repeat and percentage of misclassification of the 100 runs. For the first case (MS & MD included) , when the number of samples k in the voting pool is 4, which is less than the cluster number, 5, the average iteration is as high as 34.50 and the clustering error rate is over 20%. When k is increased to 6, the performance improves significantly, but the error rate is still as high as 5.1%. With k = 10 and 18, interaction between each sample and the rest of the sample set is facilitated, as a result, the performance improves even further. One interesting point is that increasing the number of voting samples from 10 to 18 does not improve the error rate significantly. This suggests that an error rate around 0.4% to 0.8% is the best the algorithm can do, given the nature of the sample sets, and when such an error rate is achieved, including more voting samples is no longer beneficial because the overall computational load is increased, even though the average number of iterations goes down. For example, apart from other overheads, the computational cost can be measured according to the formula: k× Average iteration. From Table 1 we can see that the computational costs when k equals 10 and 18 are 168 and 193.5, respectively. Such a 0.26 % (= 0.73% -0.47%) improvement on error rate is not a reasonable trade-off for the 15.18% (= (193.5 -168) / 168) computational cost in most applications. The optimal size of the voting pool depends on the actual number of clusters and the total number of samples in the data set. The second case (MD excluded) is intended to evaluate the performance of the proposed algorithm when the most-different sample is not involved in the voting process. When the size of the voting pool is not big enough (k = 4 and 6 in Table 1 ) to yield reasonable clustering in terms of error rate, excluding the most-different sample from the voting pool tends to have better performance in terms of average iteration and error rate. That is because the most-different sample is only updated when a more distant sample is found while the additional sample in place of the MD (when the MD is excluded) is picked at random, therefore providing more chances for interaction. However, when the size of the voting pool is big enough (k = 10 and 18 in Table 1 ) to yield reasonable clustering in terms of clustering error rate, including the most-different sample in the voting pool becomes beneficial in terms of computational cost (average iteration). The third case (MS excluded) is to demonstrate the importance of the most-similar sample. Note that the most-different sample can only tell the algorithm which particular label not to assign to the sample in question while the most-similar sample points out which label to assign. Even with the assistance of the MD, without the MS , the algorithm tends to 'guess' which label is the correct one. As indicated in Table 1 , when k equals 4 and 6 the algorithm never converges. When k is increased to either 10 or 18, successful clustering become possible, but the computational cost is unacceptably higher than the cases when the MS is included.
We have applied k-means clustering to the same 5-cluster dataset of our toy case with k varies from 3 to 6. As expected, the kmeans clustering algorithm always under-cluster the dataset when k is mistakenly set to 3 or 4, and over-cluster the dataset when k is mistakenly set to 6. When correct value of k (i.e., 5) is provided, the k-means clustering algorithm is still sensitive to the initial centroids. We have run k-means clustering algorithm with k = 5 for 100 times and found that the average clustering error rate is 12.9%, which suggests that the proposed CRF algorithm outperforms the k-means clustering algorithm when comparing to the average clustering error rate in the last two entries of Table 1 .
Experiments on Time Series Datasets
From the evaluation on the above data sets, we can see that the MS sample plays the most important role in the clustering process. To exploit the power of similar samples in the following experiments, we set the number of MS, s, to ⌊ k 2 ⌋, where ⌊·⌋ is the floor function. We use both biological datasets and simulated datasets for experimental evaluation. Biological data can only provide anecdotal evidence in clustering validation, since the knowledge of gene regulation is far from complete. Annotation information is too inconsistent to support a large scale evaluation. Simulated datasets are therefore necessary because they can provide more controllable conditions to test an algorithm and a standard for benchmarking (Ernst et al., 2005; Ma et al., 2006) . However, to obtain meaningful results, the simulated data need to share statistical characteristics with biological data.
A popular similarity measure of two partitions, the adjusted Rand index (Hubert and Arabie, 1985) , is used to assess the clustering accuracy of our algorithm. The adjusted Rand index gives the degree of agreement (in the range of 0 ∼ 1) between two partitions of a dataset. A high adjusted Rand index indicates a high level of agreement. (Medvedovic et al., 2004; Schliep et al., 2005) , we synthesised five classes of 60, 60, 60, 80, 60 gene expression profiles, respectively, across 20 time points according to Eq.(11), giving 320 profiles in total. Four classes are generated from sine waves, each with different frequency and phase, and the other is generated with a linear function. Gaussian noise ε i is added to all of the data as demonstrated in Fig. 2 in the supplement.
Simulated datasets Following
where i is the class index, α i and β i are frequency and phase parameters for the sine wave functions and a i and b i are parameters for the linear function, respectively. As discussed in (Medvedovic et al., 2004; Schliep et al., 2005) , the mathematical model used to generate the data has been shown to have similar biological and statistical characteristics. The simulated dataset allows us to carry out a more objective evaluation of our proposed algorithm, since the data characteristics and ground truth are known. Fig. 1(a) shows that the adjusted Rand index first climbs to a peak value of 0.9903 when the pool size, k, is 12, then it decreases and is stabilised at around 0.8 when the pool size is greater than 20. The performance of our algorithm with the voting pool size as small as 5 is already good, except that it takes the longest time to converge. A closer look at the clustering results also tells us that, with a too big voting pool, the algorithm arrives at sub-optimum results. In other words, an over-sized voting pool involves too much redundant information. As a result, distinct clusters get merged. On the other hand, the time complexity as shown in Fig. 1(b) tends to decline steadily. As noted earlier, with bigger voting pools, the iteration number drops dramatically while the time complexity increases for each iteration. Indeed, the impact on the overall time complexity due to the increased time complexity for each iteration is far less than that due to the reduced iteration count. Based on this observation, we arrive at the conclusion that the clustering accuracy and efficiency of the proposed method depend on the choice of the pool size. Further experiments were carried out for determining appropriate voting pool size. Consider six simulation set-ups: three datasets of 320 gene profiles consisting of 4, 5 and 6 clusters and four datasets of 400 gene profiles consisting of 4, 5 and 6 clusters. The data in Fig. 2 are averages of ten experimental results. In both plots we can see that the curves of the datasets with a smaller number of samples generally fall earlier than the curves of the datasets with more samples. Moreover, the performance on the dataset with 5 clusters decreases earlier than that on the dataset with 6 clusters. Since, for a dataset with only 4 clusters, the performance of our system is generally good, this may explain why the curves for the dataset with 4 clusters do not fall before the curves for the datasets with 5 clusters. However, there is no obvious pattern indicating that the actual number of clusters is an important factor in deciding the optimal voting pool size. The range of the voting pool size that gives good performance is 6 ∼ 12 for datasets with 320 samples and 8 ∼ 16 for dataset with 400 samples, respectively. We propose to select the voting pool size in proportion to the size of the dataset. Our experience suggests that a pool size in the range of 2% ∼ 4% of the dataset size is reasonable.
Yeast galactose dataset
The Yeast galactose dataset (Ideker et al., 2001) Gene Ontology (GO) listings (Ashburner et al., 2000) is used. The experiments are conducted with four repeated measurements across 20 time points. Note that the data in supplementary Fig. 3 is the mean of the four replicates. Thus, we compute the adjusted Rand index of clustering outcomes with the four functional categories as the ground truth for system validation.
We compare the adjusted Rand index obtained by our algorithm with that of the algorithm CORE proposed in a recent work (Tjaden, 2006) , in which the Yeast galactose dataset is also used in experimental evaluation. Our model has a peak Rand index value of 0.9478 at the pool size of 8 as shown in Fig. 3(a) , otherwise the performance is good with the pool size ranging from 5 to 11. All of them are greater than the peak value of the adjusted Rand index, roughly 0.7, reported in (Tjaden, 2006) . Most importantly, our unsupervised conditional random fields model captures the correct number of clusters in the dataset, while CORE is essentially a supervised k-means clustering method. In terms of clustering efficiency, the clustering processes of our algorithm finishes within 30 iterations and the consumed time is less than 10 seconds in most cases, as shown in Fig. 3(b) .
The performance of our method and Ng et al.'s mixture modelbased method in terms of ARI are 0.948 and 0.978 (as reported in (Ng et al., 2006) ), respectively. Although Ng et al.' s method performs marginally better than ours, comparing to our method, the imitations of their method are: first, it assumes that the observed vectors come from a finite number of clusters/components and thus requires the user to specify the number of clusters/components. This makes the method's performance somehow dependent on the specified number of clusters. Secondly, as Ng et al. have mentioned that, in their model, the gene-profile vectors are not all independently distributed, they circumvent this problem by conditioning the clustering on the unobservable random gene effects and tissue effects, as they believe that given these terms, the geneprofiles are all conditionally independent (Ng et al., 2006) . Albeit helpful, to some extent, the performance of their method is sensitive to the specification of the random effects, which is by no means trivial. However, they did not suggest ways of specifying them.
Yeast cell cycle dataset
In the Yeast Cell Cycle (Y5) (Cho et al., 1998) dataset there are more than 6,000 yeast genes measured during two cell cycles at 17 time points. In (Schliep et al., 2005) , a subset of 384 genes is identified based on their peak times of five phases of the cell cycle: Early G1(G1E), late G1(G1L), Table 2 . Experimental results on class predictor for three datasets. Three datasets are tested in terms of the class prediction ability of the proposed algorithm. The sizes of training sets and testing sets are listed in this In our experiment we use the same dataset in order to compare the results. Fig. 4 (a) in the supplement is the 384 time series data put together. Fig. 4 (a) in the supplement (b)-(f) depict the 5 individual groups; we can see the subtle distinctions of different peak times among groups.
For the Y5 dataset, we evaluated the system performance with different voting pool sizes and depict the results in Fig. 4 . The best result is obtained at the pool size of 21 with a Rand index of 0.4808. As one can see from Fig. 4(a) when the pool size of our algorithm is in the range from 13 to 20, the adjusted Rand indexes are all higher than the best result, 0.467, of all of the methods without labelled data, including different HMM models (Schliep et al., 2005) , kmeans and splines (Bar-Joseph et al., 2002) evaluated in (Schliep et al., 2005) . Note that the proposed algorithm starts with a random label configuration, without the user providing prior knowledge. An advantage of the type of unsupervised method is that it is independent of annotation data, which are notoriously incomplete (Slonim, 2002) . Meanwhile, not all unsupervised methods are able to separate genes from Late G1 and S or M and Early G1. MCLUST (Fraley and Raftery, 2002 ) is a widely used mixture model-based clustering method. It is unsupervised, not only in determining the number of clusters, but also in selecting the type of model that best fits the data. An R implementation of MCLUST (Fraley and Raftery, 1999 ) is used in our experiment. Using the EEE (Equal volume, shape and orientation) model, MCLUST yields either four or eight as the optimal number of clusters, .
To our knowledge, the clustering results on the Y5 dataset are generally not good for current methods in the literature, in contrast to those of Yeast galactose dataset by the same methods. This is because of the ambiguities among the Y5 groups. As Fig.  4(a) indicates, large pool sizes do not necessarily facilitate better performance. On the contrary, the Rand index starts to decline after a certain point. This is because of noise and outliers, which jeopardise the accuracy of the system. Moreover, bigger pool sizes give rise to higher computational cost for each iteration in our CRF model. Despite this, the decline in time complexity with increasing pool size, as shown in Fig. 4(b) , is not surprising, because bigger pool sizes facilitate more global information, thus taking fewer iterations to converge.
Evaluation of class prediction
Another desirable function of a clustering algorithm, other than class discovery, is its ability to assign genes to known classes, which is also known as class prediction. Class prediction starts with the training of a class predictor, which can then be tested for its accuracy in predicting the classes of the test data. After dividing each of the above three datasets into training and testing sets as shown in Table  2 , we trained our proposed clustering algorithm and then used it to predict the classes of the test data. The average prediction accuracies of 27 experiments in terms of Rand index and prediction error rates are cross-tabulated in Table 2 .
The high prediction error rate for dataset Y5 is due to the high rate of misclassification of the training set, which is confirmed by a low Rand index. In contrast, the class predictions for the Yeast galactose dataset and the simulated dataset are more accurate when the predictors are well-trained as indicated in Fig. 5. 
CONCLUSIONS
We presented an efficient unsupervised Conditional Random Fields model for both gene class discovery and class prediction, which does not require the user to provide a priori knowledge, such as the cluster number and the centroids. The small voting pool (compared to the size of the datasets) progressively updated in each iteration effectively facilitates both local and global interactions and overcomes the high computational complexity problem of most CRF schemes. Conditional Random Fields (CRF's) offer a desirable set of properties in gene expression time series analysis. They have great flexibility in capturing arbitrary, overlapping and agglomerative attributes of the data. Most importantly, the conditional nature of CRF's directly results in their efficiency in terms of the relaxation of independence assumptions needed by HMM's.
The biological relevance of our method was demonstrated through statistical analysis of experimental results on the Yeast galactose dataset and the Yeast cell cycle dataset. By comparing this with the results of recent work, we demonstrated the effectiveness of our CRF system. Despite its popularity in many applications, the Rand index makes no use of the biological annotation data. This implies the development of new measure for validating gene clustering results.
Although, in most cases, the accuracy and completeness of gene annotation is by no means sufficient, these annotation can serve as useful prior knowledge for validating clustering results. It is our intention to take this as a new line of investigations in the near future.
