Abstract
INTRODUCTION
EATURE vector is a basic notion of pattern recognition. A F feature vector v is a set of measurements (vir U,, . . . , v h l ) which map the important properties of an image into a Euclidean space of dimension M [I] . Clustering partitions a set of feature vectors into groups. It is a valuable tool in exploratory pattern analysis and helps making hypotheses about the structure of data. It is important in syntactic pattern recognition, image segmentation, and registration. There are many methods for clustering feature vectors [l] , [3] , [6], [ 5 ] , [12] , [13] . One popular technique is squared error clustering.
Let N represent the number of patterns which are to be Further, I Sk 1 is the cardinality or size of the partition .SA.. The center of cluster k is a 1 x M vector defined as
The squared distance d2 between pattern i and cluster k is A -1
d2[i, k ] = ( F [ i , j ] -c e n t e r [ k , j ] ) * . , =O
The squared error for the kth cluster is defined as
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In the clustering problem, we are required to partition the N patterns such that the squared error for the clustering is minimum. In practice, this is done by trying out several different values of K . For each K , the clusters are constructed using an iterative refinement technique in which we begin with an initial set of K clusters, move each pattern to a cluster with which it has the minimum squared distance, recompute cluster centers. The last two steps are iterated until no pattern is moved from its current cluster. The final clustering obtained in this way is not guaranteed to be a global minimum. In fact, different initial clusterings can result in different final clusters. One pass of the algorithm is given in Fig. 1 
A ( i )
is a mask that selects only those PE's whose index has bit 0 equal to 1. Le., odd indexed PE's increment their A registers by 1.
Sometimes, we shall omit the PE indexing of registers. So, the above statement is equivalent to the statement:
Interprocessor assignments are denoted using the symbol +-, while intraprocessor assignments are denoted using the symbol :=. Thus, the assignment statement: B(i(*)) t B ( i ) , ( i 2 = 0) is executed only by the processors with bit 2 equal to 0. These processors transmit their B register data to the corresponding processors with bit 2 equal to 1. In a unit route, data may be transmitted from one processor to another if it is directly connected. We assume that the links in the interconnection network are unidirectional. Hence, at any given time, data can be transferred either
takes one unit route, while the instruction:
takes two unit routes. Since the asymptotic complexity of all our algorithms is determined by the number of unit routes, our complexity analysis will count only these.
number of patterns. These additional patterns have the same feature vector which is chosen to be far removed from the feature vectors of the remaining patterns. As a result, these additional patterns cluster together in a separate cluster and do not affect the clustering of the original patterns.
2) If M is not a power of 2, introduce additional features to the feature vector so that the total number of features becomes a power of 2. Note that this can be done by at most doubling the number of features. The values for these additional features are set to zero for all patterns. As a result, the additional features do not affect the clustering.
3) If K is not a power of 2, then we replace K by the next power of 2, say J . We start with J -K clusters with centers such that no pattern can be assigned to one of these clusters. The center with all coordinates x can be used for this purpose for all J -K clusters.
The above changes do not affect the final clusters obtained and since they at most double N , M , and K , the asymptotic complexity of the resulting algorithms is also not affected.
Assume that the number of PE's in the hypercube is N M . The hypercube may be viewed as an N x M grid of PE's as in Fig. 2 .
If N = 2" and M = 2"', then a PE index has n + m bits in it.
The first n bits give the row number and the last m the column number. Note that each row forms a subhypercube with M PE's and each column forms a subhypercube with N PE's. We shall use the notation PE ( i , j ) to refer to the PE in row i and column j. Its index is obtained by appending the bits in j to those in i.
The initial configuration we assume for our algorithms has Fig. 2 ).
C. Basic Data Manipulation Operations I ) Data Broadcast:
In a data broadcast, data originate at one P E of a subhypercube and is to be transmitted to the remaining PE's of the subhypercube. If the subhypercube has P PE's, a data broadcast can be done in log P unit routes [2] .
2) Window Broadcast: Here, data originate in an R x S subhypercube of a larger T x U subhypercube and are to be replicated over this larger subhypercube. The larger subhypercube may be naturally tiled by R x S windows and essentially data from one window is to be broadcast to the others. This can be done using log(TU/(RS)) unit routes [2] .
3) Data Sum: Assume the window tiling of Section 11-C2. For each window, the data in the A registers of the PE's in this window are to be summed and the result left in one of the PE's (same relative PE for each window) of the window. For windows of size R x S, the summing operation takes log(RS) unit routes 4) Window Sum: Assume the tiling of Section 11-C2. This time, one of the R x S windows is to sum up the A register values in 121.
corresponding PE's of all the windows. Le., the PE in position (2.j) of a designated window is to accumulate the sum of the A registers of the PE's, in position ( i , j ) of all the T U / ( R S ) windows, 0 5 i < R,O 5 j < S. This can be done using log(TU/(RS)) unit routes [2] .
B. Hypercube Embedding of F and center
Throughout this paper, we shall assume that N , M , and K are powers of 2. This assumption greatly simplifies our discussion as the number of processors in a hypercube is always a power 
5) Data Circulation:
The data in the A registers of each of the R processors in a R processor subhypercube is to be circulated through each of the remaining R -1 PE's in the subhypercube. This can be accomplished using R-1 unit routes. The circulation algorithm uses the exchange sequence X,, R = 2' defined recursively as [2]:
This sequence essentially treats a q-dimensional hypercube as two q -1-dimensional hypercubes. Data circulation is done in each of these in parallel using XqPl. Next an exchange is done along bit q -1. This causes the data in the two halves to be swapped. The swapped data are again circulated in the two half hypercubes using X,-]. Let f ( q , i ) be the ith number (left to right) in the sequence X,, 1 5 i < 2q. The resulting SIMD data circulation algorithm is given in Fig. 3 . Here, it is assumed that the r bits that define the subhypercube are bits 0 , 1 , 2 , . . . , T -1.
Because of our assumption of unidirectional links, each iteration of the for loop of Fig. 3 takes 2 unit routes. Hence, Fig. 3 takes 2(P -1) unit routes. The function f can be computed by the control processor in O ( P ) time and saved in an array of size P -1 (actually it is convenient to compute f on the fly using a stack of height lo@). The following lemma allows each processor to compute the origin of the current A value. procedure ConsecutiveSum(S, S)
begin end {move -4's back to originating PE's} 
zn ( 
9) Summing Random Access Write (SRAW):
This is done in K x 1 column windows. The K PE's of a window originate data A(z) that are to be sent to the dest(i)th PE in the window. If two or more PE's have data that are to be sent to the same PE, then their sum is needed at the destination PE. Thus, following the operation, the jth P E in the K x 1 window has This can be done in O(logZK) unit routes by a modification of the random access write algorithm of Nassimi and Sahni [9] . In this modification, when two A's reach one PE, they are replaced by a single A which is the sum of the two.
NM PE CLUSTERING
We consider two cases for an N M PE SIMD hypercube. In one, each PE has O ( K ) memory. In the other, each PE has 0(1) memory. In both cases, we assume the initial data configuration of Section 11-B. For each of these two cases, we develop algorithms for the cluster reassignment (Step 1) and center update (Step 3) steps of Fig. 1 . M is given in Fig. 8 . In Fig. 6 , we begin by broadcasting the K x M cluster center matrix to the remaining N / K -1 K x M windows of the N x M hypercube. This is done using a window broadcast. Next, in Step 2, PE(i:j) computes is computed in all the 1 x K windows). This is done using consecutive sum in 1 x K windows. Next, the PE's in the first 1 x K window of each row sum up the values computed by corresponding PE's in the 1 x K windows in their row. This gives the IC d2 values for the pattern represented in the row.
The minimum of these can be found using a data sum with add replaced by min. Once the new cluster for each pattern is known, it can be broadcast to all the PE's in the pattern row (Step 6) for later use. A complexity analysis is provided in Fig. 7 . The overall complexity is 4K + O(1ogNMK) unit routes.
The algorithm for the case K > M is given in Fig. 8 . The strategy is similar to that for the case K 5 M . Fig. 9 provides a complexity analysis. The total number of unit routes is 4K + O(1ogNMK) unit routes.
2) 0(1) Memory:
Once again, we need to develop different algorithms for the two cases K 5 M and K > M . Fig. 10 gives the algorithm for the former case and Fig. 11 for the latter. The complexity analysis for both is done in Fig. 12 Steps: Broadcast NcwCluster(z, 0) to the remaining ;Li' -1 PE's in the zth row, 0 5 z < IY. Step2: In each I< x M window regard the IC x M cluster centrer matrix as Ii/M d l x IZI cluster center matrices. These will be circulated through the I</>'i' x 'U' windows of the larger li x M window using the data circulation procedure of Section 11-CS. As a result, each d l x ,I,I cluster center window will visit each M x M window exactly once. Whenever a new M x , U' cluster center window is received, the M x , U' PE window does Steps 3 and 4. I.e., these are done a total of K/A" times. Step3: Each . VI x M window does a distance computation as described in Section II-C8. Because of the window size used, each computed distance represents the squared distance between a pattern and a cluster.
Step4: Each PE remembers the smallest distance value it has computed so far. It also remembers the cluster index that corresponds to this. Steps: Compute NewCluster(z, 0) by finding q such that d 2 ( i , q ) = azd using the cluster center index remembered by PE (2. q)
Step6: Broadcast NewCluster(2, 0) to the remaining .If -1 PE's in the zth row, 0 5 z < jV. The algorithm to update the cluster centers is given in Fig. 13 . 
V. CLUSTERING ON A MEDIUM GRAIN HYPERCUBE
In the previous sections, we have developed algorithms to perform clustering on a fine grain hypercube. Such a computer has the property that the cost of interprocessor communication is comparable to that of a basic arithmetic operation. In this Stepl:
Step2:
Step3:
Step4:
Step.5:
Steph:
Step7:
Step8: \ I windows are added using window sum. The results are in the E registers of the topmost li x . \ I window. Stepl: O(log2 1;)
Step.5: 0 Step6: 0 Step7: 0 Step8: 0 Stepl: Broadcast the center and F matrices such that center(i. section, we shall consider the clustering problem on a hypercube in which interprocessor communication is relatively expensive and the number of processors is small relative to the number of patterns N . In particular we shall experiment with an NCUBE/7 hypercube which is capable of having up to 128 processors. The NCUBE/7 available to us, however, has only 64 processors. The time to perform a 2 byte integer addition on each hypercube processor is 4.3 ps whereas the time to communicate b bytes to a neighbor processor is approximately 447 + 2.4b ps [4] .
Step2: Compute t e r m ( t . j , k )
Since the hypercube computer is attached to a host computer, two cases of the clustering problem can be studied. These vary in the initial location of the pattern and the location of the final results:
1) Host-to-host: The pattern and cluster information is initially at the host and the result is to be left in the host also. 2) Hypercube-to-hypercube: The pattern and cluster informaStepl:
Broadcast F , Newcluster, and C such that F(z, j . k 
and : 'V(?.j.k 
and z ( 2 . j . k ) to 1
Translate B and A\-so that E ( k . Step3: Node 0 broadcasts the cluster center matrix to all nodes.
Step4: Each node calculates the new clusters for each pattern using the cluster center matrix. Step5: Each node s calculates
where S, denotes the tth cluster.
Steph. At node 0, the following information IS gathered
This is done using a binary tree as in [2] . At each stage the node receiving the information adds its information to the received information and sends it to its parent. Step7: Node 0 calculates the new cluster center matrix.
StepH: Each node sends the information about the final value of S,, (s(-\-/p) 5 z < ( E + l)(.Y/p)) to the host. tion is initially at the nodes and the result is to be left at the nodes. Let p be the number of hypercube processors. We assume that the N feature vectors that constitute the feature matrix are distributed equally among the p processors and that the center matrix is located initially at node 0. Further we assume that each processor has enough memory to hold its share of the pattern feature matrix and the whole cluster center matrix. Fig. 17 Step 3, to all p processors using the standard binary tree broadcast scheme [2] . Steps 4 and 5 require no interprocessor communication.
Step 6 uses the broadcast binary tree used in
Step 3 backward (i.e., from the leaves to the root rather than from the root to the leaves).
Step 7 requires no interprocessor communication.
For 20. The use of random feature matrices is justified in our experiments as we are interested in measuring the effectiveness of our parallel algorithm in terms of speedup rather than in the converegence of the clustering algorithm. The convergence properties of the parallel clustering algorithm are the same as those of the sequential one and the run time of the parallel algorithm is insensitive to the actual feature values. Run times for ten iterations of Steps 3-7 are given in Figs. 18 No. Fig. 18 is for the case host-to-host while Fig. 19 is for the hypercube-to-hypercube case. For small p , there is little difference between the times for the two cases. I.e., the time for Steps 1 and 8 is small compared to the time for the remaining steps. Since the host-to-hypercube and hypercube-tohost data transfer time of Steps 1 and 8, respectively, is relatively insensitive to the value of p and since the time for Steps 2-7 decreases as l / p , the significance of the time for Steps 1 and 8 increases as we increase p . Fig. 20 , we see that when N = 512, we get greater than 80% efficiency so long as the number of processors is no more than 16. When p = 64, the efficiency drops to approximately 50%. This drop in efficiency as p increases while the problem size is held fixed is expected as the useful work per processor declines and the effects of the nonuseful work (e.g., interprocessor communication) become more significant. The efficiency is expected to be larger for larger N as the amount of useful work per processor increases relative to the amount of nonuseful work being performed. With an N P of 1024, the efficiency for p = 64 is approximately 60% (since we did not have enough memory to solve an N = 1024 instance on one processor, the p = 1 time is estimated from the p = 2 time using an efficiency of 0.994. This is the efficiency for the case N = 512).
VI. CONCLUSIONS
In this paper, optimal algorithms for squared error clustering were developed. We considered the two cases when the number 
1) memory per PE. All our algorithms are optimal to within a constant factor. Experimental results obtained on an NCUBE/7 hypercube indicate that the clustering problem can be solved efficiently on commercial medium grain multicomputers.
