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Given a classical channel, a stochastic map from inputs to outputs, can we replace the input with a
simple intermediate variable that still yields the correct conditional output distribution? We examine
two cases: first, when the intermediate variable is classical; second, when the intermediate variable
is quantum. We show that the quantum variable’s size is generically smaller than the classical,
according to two different measures—cardinality and entropy. We demonstrate optimality conditions
for a special case. We end with several related results: a proposal for extending the special case, a
demonstration of the impact of quantum phases, and a case study concerning pure versus mixed
states.
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INTRODUCTION
One speaks of a quantum advantage when a computational
task is performed more efficiently (in memory, time, or
both) using quantum mechanical hardware than classical
hardware. Quantum advantages appear in the simulation
of a variety of classical systems [1]: thermal states [2], fluid
flows [3, 4], electromagnetic fields [5], diffusion processes
[6, 7], Burger’s equation [8], and molecular dynamics [9].
Quantum advantage also has been found in more mathe-
matical contexts. The most well-known problems include
the factorization of prime numbers (Shor’s integer factor-
ing algorithm [10]), database search (Grover’s algorithm
[11]), and the efficient solution of linear systems [12]. Here,
we study quantum advantage for classical communication
channels.
Consider a classical channel [13], a stochastic map from in-
puts to outputs. For a given probability distribution over
inputs, there is an average communication cost quantified
by the distribution’s Shannon entropy. Can we factorize
the channel—that is, break it into two stages by inserting
a new intermediate variable—and thereby make the chan-
nel simpler? Here, we only consider factorizations where
the first stage is a deterministic mapping from the input
to the intermediate variable and the second stage stochas-
tically maps this intermediate variable to the output. In
this setting, there is a variety of potential measures of
channel simplicity. We employ two: the entropy and the
cardinality of the intermediate random variable.
Our main interest is to understand the quantum advan-
tage acquired using a quantum intermediate variable. We
begin by discussing the classical intermediate variable
and present results regarding optimality. We follow with
a description of the quantum case. We show that quan-
tum factorization generically affords a quantum advantage.
The analysis of optimality is more difficult, and we present
results for the case when the corresponding optimal clas-
sical factorization has cardinality two. We then present
several results related to the relaxation of the assumptions
built into the quantum factorization scheme, including
the presence of phases and mixed states.
CLASSICAL FACTORIZATION
A memoryless channel C is a probabilistic map from some
input x to some output y [13]. It can be defined as a
conditional probability distribution P (Y |X), where X
and Y are the input and output random variables with
event spaces AX and AY , respectively. Here, we focus on
random variables with discrete alphabets.
If the goal is to produce the correct conditional probabilis-
tic output, it may be the case that complete knowledge of
X is superfluous. It might be sufficient to consider only an
intermediate variable Z (in space AZ) such that we have
the Markov chain X → Z → Y [14, 15] and the overall
conditional probabilities are maintained:
P (Y |X = x) =
∑
z∈AZ
P (Y |Z = z) · P (Z = z|X = x) .
In the following, we examine the case where the intermedi-
ate variable Z is a deterministic (nonstochastic) function
of X. Given this assumption, the factorization reduces
to:
P (Y |X = x) = P (Y |Z = f(x)) · P (Z = f(x)|X = x)
= P (Y |Z = f(x)) .
The event space of the intermediate variable Z can al-
ar
X
iv
:1
70
9.
08
10
1v
1 
 [q
ua
nt-
ph
]  
23
 Se
p 2
01
7
2X Y
C
0
1
2
3
0
1
X Z Y
C′f
0
1
2
3
0
1
0
1
FIG. 1. (Left) Channel from X to Y . (Right) Intermediate
variable Z cleaves channel into two steps: first, deterministic,
then stochastic. Arrow shade indicates conditional probability:
black:1, dark gray:1−p, and light gray:p. Dashed ellipses show
input equivalence classes. (Note re-ordering of X = 1, 2.)
ways be made larger than X’s; e.g., the trivial case
f(x) = (x, x). It is also true that Z can sometimes
be made smaller. This is the case exactly when there are
at least two inputs x1, x2 ∈ AX such that the conditional
distributions P (Y |X = x1) and P (Y |X = x2) are equal.
Redundant Binary Symmetric Classical Channel
The Redundant Binary Symmetric Channel [16] (RBSC)
is a simple example that compactly illustrates our point.
We define this channel C as follows:
P (Y |X) =

X\Y 0 1
0 1− p p
1 p 1− p
2 1− p p
3 p 1− p
 , (1)
which is shown in Fig. 1 (left).
To obtain the correct conditional distribution over Y ,
distinguishing X = 0 from X = 2 and also X = 1 from
X = 3 are unnecessary. We eliminate this redundancy
by mapping to intermediate variable Z with the function
f : AX → AZ :
f(x) =
{
0 , x ∈ {0, 2}
1 , x ∈ {1, 3} .
The second factor (channel C′) follows directly from this
definition of f :
P (Y |Z) =
(Z\Y 0 1
0 1− p p
1 p 1− p
)
,
Figure 1 (right) shows this factorization for the RBSC
channel.
Here, we see that variable Z is better than X in two ways.
First, it is smaller in the sense that |Z| = 2 < |X| = 4.
Second, its entropy H [Z] is smaller than that of X. While
these entropies depend on the input distribution P (X),
it is straightforward to show that H [Z] ≤ H [X] for any
such input distribution, with equality only when P (X) is
not full support.
QUANTUM FACTORIZATION
What happens if Z is replaced with a quantum variable?
More specifically, we seek first a function g : AX →
B(H) (where B(H) is the space of density operators on
some Hilbert space H) and second a quantum measure-
ment, specifically, a positive operator valued measurement
(POVM) [17, 18]:
M = {Ey : y ∈ Y } , Ey > 0 ,
∑
y∈Y
Ey = 1H ,
such that these measurements reproduce the correct prob-
ability distribution over AY :
Pr(Y = y|X = x) = tr(Eyg(x)) .
In this way, we factor the channel C into X → ρ→ Y .
Redundant Binary Symmetric Quantum Channel
Take again the channel specified in Eq. (1) and shown in
Fig. 1 (left). We define the quantum map g(·) : AX →
B(H):
g(x) =
{
ρ0 = |0〉〈0| , for x = 0, 2
ρ1 = |1〉〈1| , for x = 1, 3
,
where:
|0〉 ≡
√
1− p |A〉+√p |B〉 ,
|1〉 ≡ √p |A〉+
√
1− p |B〉 ,
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FIG. 2. Quantum advantage of factorization: H [Z]− S(ρ) for
quantum RBSC with α = Pr(Z = 0). Maximum advantage
happens at p = α = 1/2 and minima when p = 0 or α = 0.
with orthonormal basis {|A〉 , |B〉}. We define the pure
projective measurement M = {EA ≡ |A〉〈A| , EB ≡
|B〉〈B|}.
We see that the channel is faithfully represented:
P (Y = A|X = x ∈ {0, 2}) = tr(EAρ0) = 1− p ,
P (Y = B|X = x ∈ {0, 2}) = tr(EBρ0) = p ,
P (Y = A|X = x ∈ {1, 3}) = tr(EAρ1) = p ,
P (Y = B|X = x ∈ {1, 3}) = tr(EBρ1) = 1− p .
Note that just as there were two classical intermediate
states AZ = {0, 1} for the RBSC, there are two quantum
signal states ρ0 and ρ1. For a given distribution over
inputs P (X), we can also compare the entropy of the clas-
sical and quantum intermediate variables. The entropy of
the quantum mixed state ρ ≡∑x∈AX P (x)g(x) is given
by the von Neumann entropy:
S(ρ) = − tr(ρ log ρ) .
Importantly, this entropy is less than the classical entropy:
S(ρ) ≤ H [Z] ≤ H [X] ,
for any input distribution P (X) [19, 20]. Figure 2 shows
the quantum advantage H [Z]−S(ρ) as a function of input
distribution P (X ∈ {0, 2}) = α and channel parameter
p. The quantum factorization of the channel is, in this
sense, more efficient than the reduced classical channel.
The above examples suffice to illustrate the potential for
quantum advantage in the context of classical channel
factorization. We now reformulate the problem more
precisely and then address issues of optimality.
OPTIMAL FACTORING: CLASSICAL
To factorize a given channel from X to Y the goal is to
obtain an intermediate variable Z that is simpler than X.
The first factor is, by assumption, a deterministic map
from X to Z. The second is a probabilistic map from
Z to Y . When composition of these factors reproduces
the channel of interest, we call this a factorization of the
channel. (We assume the input measure over X has full
support, i.e., that all inputs are used.)
Factorization: Given a channel Pr(Y |X) a factorization
consists of the tuple F = (AZ , f(·)): the intermediate
variable space AZ and a function f : AX → AZ , such
that for all x ∈ AX :
P (Y |Z = f(x)) = P (Y |X = x) .
That is, variable Z acts as a sufficient intermediary for
the purpose of predicting Y . The input X is not generally
recoverable from Z. Also, note that there is redundancy
in a factorization—we can reconstruct the stochastic part
given the deterministic part.
Factorization partition: The function f(·) induces a
partition—a set of disjoint subsets of input space AX
whose union is the whole space. This partition is defined:
[x]f = {x′ ∈ AX : f(x) = f(x′)} .
We refer to the sets [x]f as f -equivalence classes. We also
denote this equivalence relation by:
x
f∼ x′ ⇐⇒ f(x) = f(x′) .
Causal partition: Given a channel Pr(Y |X), there is a
unique partition over AX , called the causal partition [21]:
[x]C = {x′ ∈ AX : Pr(Y |x′) = Pr(Y |x)} .
We denote this equivalence relation by:
x
C∼ x′ ⇐⇒ Pr(Y |x′) = Pr(Y |x) .
The causal partition is a unique partition of AX since it
is defined through an equivalence relation.
Lemma 1. A factorization partition must be a refinement
of the causal partition.
4Proof. Let us assume there exists a pair xi, xj ∈ AX
where xi
C xj but xi
f∼ xj. Since F is a factor-
ization, then Pr(Y |xi) = Pr(Y |f(xi)) and Pr(Y |xj) =
Pr(Y |f(xj)). Our assumption implies Pr(Y |f(xi)) =
Pr(Y |f(xj)). It follows that xi C∼ xj, a contradiction.
We call a factorization F a causal factorization if it induces
the same partition over AX as the causal partition.
The two notions of simplicity we consider in this reduction
are the cardinality of Z and its Shannon entropy H [Z].
Size-optimal factorization: A given channel’s factor-
ization F is size-optimal if, compared to all channel fac-
torizations, it has the minimum cardinality |AZ |.
From the causal partition’s uniqueness and Lemma 1
one sees that the causal factorization is the unique size-
optimal factorization, up to relabeling of the elements of
AZ .
Corollary 1. The causal factorization is the unique size-
optimal factorization.
Entropic-optimal factorizations: Over all the factor-
izations of Pr(Y |X), the entropic-optimal factorizations
are those that minimize H [Z] for any full support proba-
bility distribution over X.
Lemma 2. Consider two factorizations F1 and F2 with
corresponding functions f1(·) and f2(·). Assume the parti-
tion induced by F1 is a refinement of the partition induced
by F2. Then, for any full support probability distribution
over X:
H [Z1 = f1(X)] > H [Z2 = f2(X)] .
Proof. From entropy concavity [13] we have:
−pi log(pi)− pj log(pj) < −(pi + pj) log(pi + pj) ,
and, as a consequence:
H [{p1, p2, . . . , pn}] > H [{p1, p2, . . . , (pn−1 + pn)}] .
To merge two partition elements—elements of AX that
belong to the same causal partition—we join them and
add their corresponding probabilities. By a sequence of
such merges, each of which decreases entropy, we move
from f1(·) to f2(·). This completes the proof.
From the uniqueness of the causal partition and Lemmas 1
and 2 one see that the causal factorization is the unique
entropic-optimal factorization, up to relabeling of the
elements of AZ .
Corollary 2. Entropic-optimal factorization. A
channel’s causal factorization is its unique entropic-
optimal factorization.
As in the classical case, the partition is key. There is no
further choice to be made in factorization and causal par-
titioning leads to size- and entropic-optimal factorization.
However, the quantum case offers new flexibility, making
its analysis more interesting and more challenging.
OPTIMAL FACTORING: QUANTUM
Our goal is now a factorization in which the intermediate
variable is a quantum state. As in the classical case, we
demand that g be a deterministic function from AX to
some set of quantum states. This state is then subjected to
a measurement that yields a classical random variable Y .
Putting together the map and a subsequent measurement
yields a path from input to output, one that we demand
reproduces the original channel.
Q-factorization: A Q-factorization of channel Pr(Y |X)
consists of the triple G=(B(H), g(·),M): the intermediate
variable space B(H), a function g : AX → B(H), and a
POVM M = {Ey : y ∈ Y } such that for all x ∈ AX and
all y ∈ AY :
1. Ey > 0,
2.
∑
y Ey = 1, and
3. Pr(Y = y|X = x)=Pr(Y = y|ρ = g(x))=tr(Eyρ).
Q-factorization partition: The function g(·) induces
the partition—the set of disjoint subsets of input space
AX whose union is the whole space:
[x]g = {x′ ∈ AX : g(x) = g(x′)} .
We also denote this equivalence relation by:
x
g∼ x′ ⇐⇒ g(x) = g(x′) .
Lemma 3. A Q-factorization partition must be a refine-
ment of the causal partition.
Proof. Let us assume there exist a pair xi, xj ∈ AX where
xi
C xj but g(xi) = g(xj). Having ρi = g(xi) = g(xj) =
ρj means that all subsequent measurements behave equiva-
lently. In particular, for all y ∈ AY : tr(Eyρi) = tr(Eyρj).
Since {g(·),M} is a Q-factorization of channel Pr(Y |X),
we have for all y ∈ AY : Pr(Y = y|X = xi) = tr(Eyρi)
and Pr(Y = y|X = xj) = tr(Eyρj). Therefore, for all
y ∈ AY ,Pr(Y = y|X = xi) = Pr(Y = y|X = xj). This
implies xi
C∼ xj, a contradiction.
5Size-optimal Q-factorizations: Over all Q-
factorizations, size-optimal ones are those with the mini-
mum number of intermediate states |{g(x) : x ∈ AX}|.
For a given Q-factorization G = (B(H), g(·),M), one can
trivially decompose the function g into a function f from
X to a classical variable Z and φ from Z to quantum
states or g = φ(f(·)), where φ is one-to-one and f simply
takes an input to the label of the corresponding quantum
state. As a result, for every Q-factorization G, there is a
corresponding classical factorization F = (f(·), Az). As a
consequence of Lemma 3 we have the following.
Corollary 3. G is a size-optimal Q-factorization if and
only if f induces the causal partition.
Entropic-optimal Q-factorizations: The entropy of
a Q-factorization G = (B(H), g(·),M) is defined as
the von Neumann entropy S(ρg) of the average signal
state ρg =
∑
x∈AX P (x)g(x). The entropic-optimal Q-
factorizations are those that minimize S(ρg) for any full-
support probability distribution over X.
Here, merging is not as straightforward as in the classical
setting. Classically, merging joins two partition elements
(over AX) and adds their corresponding probabilities.
This total probability is then assigned to a particular
element of AZ and the other element of AZ is removed.
Classically, it does not matter which element is chosen.
The classical results above make use of the fact that
the Shannon entropy is insensitive to reordering of the
probabilities. This is because all intermediate states are
equivalent within the space AZ .
In contrast, a quantum ensemble is characterized by a
classical distribution over a set of quantum states where
the quantum states have varied interrelationships. This
means that reordering of probabilities (with fixed quan-
tum states) does not leave the von Neumann entropy
invariant. In other words, in the quantum setting the
choices are not equivalent because the choice is passed
along to the associated quantum state. And, the quan-
tum states and their relationships are not (necessarily)
equivalent. As a consequence, the von Neumann entropy
of the merged ensemble depends on this choice.
For a given ensemble E ≡ {pi, ρi} define:
ρ =
∑
i
piρi ,
ρj→k =
∑
i 6=j,k
piρi + (pj + pk)ρk , and
ρk→j =
∑
i 6=j,k
piρi + (pj + pk)ρj .
First, is the standard average quantum state. The second
state is derived from the first by reassigning the proba-
bility originally attached to state j to state k. We may
derive an analogous, but different, state by moving the k
probability to state j.
Lemma 4. Given ensemble E ≡ {pi, ρi, A}, for any pair
j, k ∈ A, the entropy must not increase in both derived
density operators. That is:
min{S(ρj→k), S(ρk→j)} ≤ S(ρ) .
Remark: max{S(ρj→k), S(ρk→j)} may be greater, equal,
or less than S(ρ).
Proof. Define:
α ≡ pj/(pi + pj) and
1− α = pi/(pi + pj) .
One can check that:
ρ = αρj→k + (1− α)ρk→j .
By concavity of the von Neumann entropy [18]:
S(ρ) ≥ αS(ρj→k) + (1− α)S(ρk→j)
≥ min{S(ρj→k), S(ρk→j)} ,
with equality when ρj→k and ρk→j are orthogonal.
In reality, how different can quantum merging be from
classical? For instance, if we make a “bad” choice, can
the ensemble entropy actually increase? If we allow mixed
signal states, it is easy to see how this is possible. Consider
an equally-weighted ensemble of qubit states in which two
states ρ1 and ρ2 are very close to maximally mixed, while
ρ3 is nearly pure. The initial ensemble ρ will have S(ρ) =
log(3)−2/3 ' 0.9 qubits. In merging ρ2 and ρ3, it is clear
that choosing ρ2 (to accept the additional probability)
increases the entropy to roughly 1 qubit while choosing ρ3
decreases it to approximately log(6)− (5/6) log(5) ' 0.65
qubits. So, the answer is that quantum merging can be
substantially different from classical.
The same can also happen even when all signal states are
pure. For example consider these three pure states:
|A〉 = |0〉 ,
|B〉 = |1〉 , and
|C〉 = (|0〉+ |1〉)/
√
2 .
For probability distribution (3/6, 2/6, 1/6) over these
states, the von Neumann entropy is 0.9595 qubits. Merg-
6ing B into C, we find that the entropy is reduced to 0.6009
qubits. However, merging C into B, we find it increases
to 1.0 qubit.
Lemmas 3 and 4 lead to the following.
Corollary 4. G is an entropic-optimal Q-factorization
only if g(·) (or equivalently f(·)) induces the causal parti-
tion. The converse is not necessary true.
So far, we analyzed induced partitions, but said little
about the actual signal states and measurement opera-
tors. In other words, we only studied the condition over
partitions necessary for optimality. As we saw, this neces-
sary condition is also sufficient for size-optimality, but it is
not for entropic-optimality. Due to additional challenges
associated with analyzing entropic-optimal conditions, we
proceed introducing three new assumptions.
• Assumption M is a pure projective measurement.
Before continuing, we define two useful concepts.
First, given two probability distributions Q1 and Q2 their
classical fidelity is:
FC(Q1, Q2) =
∑
xk∈AX
Q1(xk)Q2(xk) .
This is the Bhattacharyya coefficient. Second, given two
states σ1 and σ2, their quantum fidelity [22, 23] is:
FQ(σ1, σ2) = tr (
√√
σ1σ2
√
σ1) .
Specifically, this is Uhlmann’s fidelity [24]. In the case of
pure states, this reduces to FQ(|ψ〉 , |φ〉) = | 〈ψ|φ〉 |.
Lemma 5. For any Q-factorization G of channel C, the
quantum fidelity between pairs of signal states is never
greater than the classical fidelity between the corresponding
classical channel conditional distributions. That is, for
all zi, zj ∈ AZ :
FQ(φ(zi), φ(zj)) ≤ FC(P (Y |zi), P (Y |zj)) .
Proof. Choose two signal states ρi and ρj from some
Q-factorization G. Consider the quantum map ξ to be
the application of measurement M = {|y〉〈y| : y ∈ AY },
where {|yk〉} is an orthonormal basis. The monotonicity
of quantum fidelity under CPTP maps states:
FQ(ρi, ρj) ≤ FQ(ξ(ρi), ξ(ρj)) .
Since G is a Q-factorization, in the {|yk〉} basis we have:
ξ(ρi) =
P (y1|ρi) · · · 0... . . . ...
0 · · · P (yn|ρi)
 .
Considering P (Y |ρi) = P (Y |zi) we have
FQ(ξ(ρi), ξ(ρj)) = FC(P (Y |zi), P (Y |zj)). This completes
the proof.
Lemma 6. For a given real number 0 < p < 1 and two
pure states |ψ1〉 and |ψ2〉, the von Neumann entropy of
ρ = p |ψ1〉〈ψ1|+ (1− p) |ψ2〉〈ψ2| is a decreasing function
of FQ(|ψ1〉〈ψ1| , |ψ2〉〈ψ2|).
Proof. On the one hand, since the density matrix ρ is
mixture of only two pure states the von Neumann entropy
of ρ is monotonic decreasing function of 〈ψ1|ψ2〉. On the
other hand, 〈ψ1|ψ2〉 = FQ(ρ1, ρ2). This completes the
proof.
• Assumption The range of g(·) only includes pure
rebits—states with real density matrices.
• Assumption The channel’s causal partition has only
two elements.
Lemmas 6 and 5 lead directly to the following.
Corollary 5. Let z1, z2 ∈ AZ . If there ex-
ists a Q-factorization for which FQ(φ(z1), φ(z1)) =
FC(Pr(Y |z1), P r(Y |z2)), then the Q-factorization is en-
tropic optimal.
Example construction So far we discussed general
properties of factorizations, classical and quantum. We
saw that for a factorization or Q-factorization to be size-
or entropic-optimal we need the function f(·) to induce
the causal partition. While classically this is the entire
story, quantally we need to further specify the function
φ(·) and measurement operators Ey. Here, we provide a
concrete construction of signal states and corresponding
measurements that lead to a (not necessarily minimal)
Q-factorization of any channel.
Definition 1. Consider φ0 : AZ → B(H):
φ0(zi) = ρi = |ψi〉〈ψi| ,where
|ψi〉 =
∑
j
√
Pr(yj |zi) |yi〉 ,
along with measurement operators M = {|y〉〈y| : y ∈
AY }, with {|yi〉} an orthonormal basis. We assume that
f(·) induces the causal partition. Finally, define the Q-
factorization G0 = (φ0(f(·)), B(H),M).
It is straightforward to see that G0 is a Q-factorization
of the channel. More superficially, we have the following.
7Lemma 7. G0 is a size-optimal quantum factorization
for a general channel.
Proof. Since the causal partition is built-in from the
beginning, this holds by Cor. 3.
Since φ0 maps to pure states, fidelities are simply state
overlaps. Computing quantum fidelity for every pair of
states in the G0 Q-factorization, then we see that the
fidelity bound in Lemma 5 is always saturated. This
suggests the following result.
Corollary 6. For the case in which the number of causal
partition elements is two, G0 is entropic-optimal factor-
ization.
RELAXING ASSUMPTIONS
To simplify the analysis, we introduced several assump-
tions above. Here, we relax them in special cases.
Beyond two causal-partition elements
The main property that establishes Cor. 6 is the mono-
tonic relation between von Neumann entropy and fidelity
when we have an ensemble with only two pure states. For
a general ensemble with n pure states, the relation be-
tween von Neumann entropy and n(n− 1)/2 fidelities can
be complicated. For example, there exist constructible
cases where all n(n− 1)/2 fidelities are increased or un-
changed, yet the von Neumann entropy is, somewhat
nonintuitively, also increased [25]. This means we cannot
appeal to Cor. 6 for a general case. Is there a class of
ensembles with n pure states to which Cor. 6 applies?
We call an ensemble of pure quantum states only pair-wise
overlapping (OPWO) when each signal state is nonorthog-
onal to at most one other signal state. The class of
OPWO ensembles is important since it maintains the
monotonic connection between (each) fidelity and the von
Neumann entropy. As a consequence, we can address
entropic optimality as we did in Cor. 5.
Lemma 8. Given an OPWO ensemble, an increase in
any nonzero overlap results in a decrease in von Neumann
entropy.
Proof. The von Neumann entropy depends only on the
spectrum of the ensemble density matrix. The Gram ma-
trix G, a weighted matrix of pairwise overlaps, has the
same spectrum [25]. By definition of OPWO, this Gram
matrix can be written in a block diagonal form where each
block is at most two-by-two. The spectrum of G can be
computed block by block. Without loss of generality, focus
on the first two-by-two block which represents the states
|ψ0〉 and |ψ1〉. Increase the overlap between |ψ0〉 and |ψ1〉
while fixing all other states. Only those two eigenvalues
corresponding to this modified block will change. Since
the trace of G is invariant, one eigenvalue will increase
and the other will decrease by the same amount. One
can show that an increase in overlap leads to an increase
in the larger of these two eigenvalues. Consequently, the
entropy of the entire spectrum (the von Neumann entropy
of the ensemble’s average state) will decrease. This is a
multi-state analog of the behavior seen in Cor. 5.
How does this result translate to classical channel factor-
ing? Consider an n-input-to-m-output classical chan-
nel with optimal classical factorization F = (AZ =
{z1, z2, · · · , zl}, f(·)) such that the OPWO feature is seen
in the classical fidelities. Applying Lemma 8, the quan-
tum factorization G0 introduced in Def. 1 is the channel’s
entropic-optimal factorization. This substantially extends
the entropic-optimality result given above.
Phase?
The particular Q-factorization construction G0, intro-
duced in Def. 1, makes use of pure rebits and pure projec-
tive measurement. One can see that this channel (condi-
tional probabilities) is not disturbed by the introduction
of arbitrary phases (into G0). However, the von Neumann
entropy generically changes. The question then is, to min-
imize the von Neumann entropy, what phases should we
choose? We provide an answer for the case when there
are N intermediate quantum states (|AZ | = N) mapped
to 2 outputs (M = {|0〉〈0| , |1〉〈1|}).
Theorem 1. Consider the N pure quantum states:
|ψj〉 = aj |0〉+ bjeiφj |1〉 ,
where 1 ≤ j ≤ N and aj , bj ∈ R+, and density matrix:
ρ =
N∑
j=1
pij |ψj〉 〈ψj | .
For fixed nonzero pij , aj , and bj , all global minima of the
von Neumann entropy S(ρ) are determined by a single
phase Φ and N − 1 integers nj such that φ1 = Φ and
φj = 2njpi + Φ where j = [2, . . . , N ].
8Proof. The von Neumann entropy can be written as:
S(ρ) = −λ1 log2(λ1)− λ2 log2(λ2) , (2)
where:
λ1,2 =
1±√1− 4∆
2 , (3)
and
∆ =
∑
j 6=k
pijpik
(
a2jb
2
k − ajbjakbkei(φk−φj)
)
.
It can be easily seen from Eqs. (2) and (3) that S(·) is
an increasing function of ∆. This means that minimizing
S(·) is equivalent to minimizing ∆.
Extremizing ∆ with respect to each φi, we have the fol-
lowing N constraints:
∂φi∆ = −
∑
j 6=i
2piipijaibiajbj sin(φi − φj)
= 0 . (4)
For each i, the above constraint implies sin(φi − φj) = 0
for all j.
(Note that with a periodic function of φis there is no
need to check the boundary for potential minima.) The
solutions to Eq. (4) can be wholly characterized by:
φi = Φ + nipi ,
where n1 = 0 and ni ∈ Z for i > 1.
This removes much of the original freedom from these
phases. Only one phase is free and the others may differ
from it only in sign.
For a given Φ, which of the 2N−1 extrema is a minimum?
Evaluating ∆ at the extrema, we find:
∆ =
∑
j 6=k
pijpikajbk
(
ajbk − (−1)nk−njakbj
)
.
Minimizing ∆, it is clear that each exponent nk − nj
must be even. Since n0 = 0, all nj must be even. This
completes the proof.
The theorem says that, at least for binary output channels,
quantum phase does not afford any additional quantum
advantage.
Mixed state minima
Much of the previous discussion assumed the quantum
states are pure. Here, we investigate an example of a
channel in which the minimum von Neumann entropy is
attained by a mixed state instead of a pure one. To build
up to this example, we first consider the nine-element
SIC-POVM (measurement) [26] defined by the following
nine non-orthogonal pure states in H3 [27]:{ |ri〉i=0,··· ,8 } ={{1, 0, 0},{12 , i
√
3
2 , 0
}
,
{
1
2 ,
−i√3
2 , 0
}
,{
1
2 ,
1
2 ,
1√
2
}
,
{
1
2 ,
1
2 ,
exp
( 2ipi
3
)
√
2
}
,{
1
2 ,
1
2 ,
exp
(−2ipi
3
)
√
2
}
,
{
1
2 ,
−1
2 ,
1√
2
}
,{
1
2 ,
−1
2 ,
exp
( 2ipi
3
)
√
2
}
,
{
1
2 ,
−1
2 ,
exp
(−2ipi
3
)
√
2
}}
.
Each measurement operator in this POVM is simply the
pure state 13 |ri〉〈ri|.
Consider a generic state ρA and the corresponding proba-
bilities pi = tr(EiρA). Notice that since the measurement
is a SIC-POVM, this set of constraints uniquely specifies
the state ρA [26]. In other words, the solution subspace is
zero-dimensional. We can do the same for a state ρB and
corresponding probabilities qi. This represents a channel
and Q-factorization between two inputs and nine outputs.
Let us remove one of the nine measurement operators and
“redistribute” its weight among the other measurement
operators. (Note that this now represents a different
channel.) Specifically, we define a new measurement M8
specified by the set of eight POVM elements i = 1, · · · , 8:
Ei =
1
3 |ri〉 〈ri|+
1
24 |r0〉 〈r0| .
Whereas for the SIC-POVM a generic state induces con-
straints (probabilities) that uniquely specify the state,
the constraints induced by measurement M8 generically
have a one-dimensional solution subspace.
Consider the maximally mixed state:
ρmm =
2∑
j=0
1
3 |j〉 〈j| .
Due to the high degree of symmetry, the probabilities of
measurement outcomes under M8 on state ρmm are all
equal: [1/8, 1/8, 1/8, 1/8, 1/8, 1/8, 1/8, 1/8]. This is not a
necessary detail, but it simplifies discussion.
It is straightforward to show that the state ρ = |0〉〈0| also
yields each outcome (underM8) with equal likelihood. By
9linearity of the constraints, this property of conditionals
extends to all convex combinations of these two states;
i.e., to the one-dimensional subspace:
ρA,t = (1− t)ρmm + t |0〉 〈0| : t ∈ [−0.5, 1] .
The boundaries of this set (in t) are determined by the
boundaries of the set of positive trace-one operators—the
extrema of H3. Furthermore, this one-dimensional set
contains all states that satisfy the probability constraints.
Let us choose ρB = |2〉〈2|. The correspond-
ing measurement probabilities under M8 are
[0, 0, 1/6, 1/6, 1/6, 1/6, 1/6, 1/6].
By construction, for any t ∈ [−0.5, 1.0], the Q-
factorization A → ρA,t and B → ρB = |2〉〈2| and the
above POVM M8 represent the channel:
(X\Y 0 1 2 3 4 5 6 7
A 1/8 1/8 1/8 1/8 1/8 1/8 1/8 1/8
B 0 0 1/6 1/6 1/6 1/6 1/6 1/6
)
.
How does the entropy of the intermediate quantum vari-
able ρt depends on t? That is, we have discovered a
one-dimensional class of Q-Factorizations—which is the
simplest? For simplicity, take equal probability over in-
puts A and B: ρt = (0.5)ρA,t + (0.5)ρB . Figure 3 shows
that the von Neumann entropy S(ρA,t) is locally mini-
mized at both extreme values of t: t = −0.5 and t = 1.0.
There, we find states:
ρt=−0.5 = (1/4) |1〉〈1|+ (3/4) |2〉〈2| and
ρt=1.0 = (1/2) |0〉〈0|+ (1/2) |2〉〈2| .
Figure 3 shows ρt’s von Neumann entropy S(ρt) and
purity tr(ρ2t ) [18] versus t. One sees that the global
minimum is described by a mixed state ρt=−0.5, not a
pure one.
Here, we see that the minimum entropy state is extremal
but not pure. This may be because the set of pure states
and extremal states are the same in H2, but the degen-
eracy breaks in H3 and higher dimensions [28]. So, in
general, one cannot limit the search space to pure states.
CONCLUSION
We showed how to factor a classical channel that trans-
mits according to a given input-output distribution into
composite channel with an intermediate, perhaps more
compact, variable. The first part of the composite chan-
nel consists a function of the input that maps down to a
−0.50 −0.25 0.00 0.25 0.50 0.75 1.00
t
0.4
0.6
0.8
1.0
1.2
S(ρt)
tr(ρ2t )
FIG. 3. Q-factorization with one state parametrized by t.
Minimum entropy is attained at t = −0.5, corresponding to
the parametrized state being mixed, not pure.
potentially smaller-ranged random variable. The second
component is a possibly compact noisy channel. Factor-
ing, in short, framed how to remove redundancy in the
input and construct a more parsimonious channel for any
given joint input-output distribution.
Adapting this to the quantum setting, we showed that
there is a size-optimal (minimal) quantum channel. We
went on to establish entropy optimality for the binary
random variables and extended that to nonbinary cases
with only pairwise overlapping states. Given that the
quantum channel complexity can be markedly smaller
than the classical, these results point the way to substan-
tial advantages when designing quantum communication
channels for classical information transmission.
Recently, quantum advantage has been found in stochastic
process simulation [29, 30]. Recall that any stochastic
process can be cast as a classical channel between its past
sequences and the future sequences it generates [21]. This
observation, then, relates the present results on channel
factors to previous studies on quantum compression of
stochastic processes [31–38].
Moreover, the channel factor results easily extend to the
setting of general stochastic processes in which an opti-
mal, minimal quantum channel can be used to synchronize
sender and receiver so that they can come to optimally
predict the same process. This employs computational
mechanics’ optimal predictor of minimal size—the input
process’ -machine and its causal states [21]. This estab-
lishes the quantum analog of the input process’ statistical
complexity—the minimal amount of information required
to synchronize sender and receiver over a classical channel.
The central remaining task for channel factors is to remove
10
the restrictions for establishing entropy optimality. How-
ever, technical roadblocks arise whose resolution requires
a deeper theory of the monotonicity of von Neumann
entropy.
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