Abstract-Monitoring key properties of dynamic graphs in real time can help detect spam accounts in social networks, identify anomalies and intrusions, and inform resource management. Traditional frameworks for dynamic graphs have relied on processing only the stream of edges added into or deleted from an evolving graph, but not any additional related information such as the degrees or neighbor lists of nodes associated with the edges. In this paper, we propose a new edge sampling framework for big-graph analytics in dynamic graphs which enhances the traditional model and offers significantly improved trade-off between accuracy and computational/memory costs in the running estimates of a graph's properties. To demonstrate this higher accuracy using the framework, we present a new sampling algorithm, called Edge Sample and Discard, which generates an unbiased estimate of the total number of triangles in a fully dynamic graph. The experimental results show that, with the help of the neighborhood information of the sampled edges, the accuracy achieved by our algorithm is substantially better than the accuracy achieved by current state-of-the-art algorithms.
I. INTRODUCTION
Social networks can be modeled as graphs with nodes representing users and edges representing the interactions between the users; the study of social networks, therefore, usually translates into a study of extremely large graphs [1] . Social networks, such as Facebook, Twitter and Wechat, are almost always fully dynamic graphs with frequent additions and deletions of nodes and edges.
A typical representation of a dynamic graph consists of two components: a connected graph, and an edge stream indicating the additions or deletions of edges. Social networking service (SNS) providers need to maintain and update their datasets in a real-time fashion. Moreover, service providers may perform various types of analytics on their graph datasets, such as distinguishing different communities, detecting anomalies or spam, and finding the nodes with high betweenness centrality. Real-time graph analytics has the ability to discover important information which can help SNS providers improve existing Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. services, develop new ones, detect anomalous conditions and respond rapidly to resource management concerns.
One of the key structural properties of interest in social graphs is the triangle, the simplest of graph motifs. The number of triangles is used as one of the signatures of social roles in online discussion groups [2] . The distribution of triangles is a relevant property for spam detection in social networks [3] . The real-time estimation of the number of triangles helps monitor the evolution of the community structure of the graph. The global clustering coefficient can be easily tracked by the changes in the number of triangles and can tell us whether the network is becoming tightly connected, or decentralized [4] , [5] . Moreover, a dramatic growth or reduction in the number of triangles in a short time can reflect abnormal behaviors.
In this paper, we develop a new low-cost sampling algorithm which monitors the edge stream of an evolving graph and is able to, at any instant, provide the current real-time estimate of the number of triangles in it. The goal is for our algorithm to also be adaptable to the case of a static graph.
A dynamic graph, such as one representing a social network, is described by a sequence of edge addition and deletion operations occurring over time. The following tasks may be involved in the management of the graph:
• Maintenance of the graph datasets. When a user becomes another user's follower or when a user removes some infrequent contacts from his/her friend list, the system needs to perform edge addition or deletion over the dataset. In addition, the system need to update the lists of neighbors of the users accordingly.
• Graph analytics. Besides the task of maintaining the graph dataset mentioned above, some SNS providers may analyze their social networks quantitatively and qualitatively for better understanding of the networks and improving the existing services. The fact that a typical dynamic graph-based system needs to maintain the graph dataset as described in the first of the two tasks above whether or not the second task of graph analytics is performed, suggests a framework where the minimum available information for graph analytics is all of the information obtained from the first task. In a real scenario, since graph datasets are constantly maintained anyway, it is unnecessary to restrict graph analytics to use only the information from the edge stream but without use of any information about other graph characteristics related to those edges. Figure 1 shows the outline of our framework for performing graph analytics in a dynamic system. Each time a new edge operation happens, the system maintains the graph dataset by adding or deleting the edge according to the operation, and updates the corresponding information which is determined by the service provided. This comprises the normal functioning of a dynamic graph-based system regardless of whether graph analytics is taken into consideration or not. Note that graph datasets have to be stored somewhere, typically on a server, and can be queried for graph analytics. In almost all real contexts, after all, we would not be counting the triangles in a graph without the graph existing in storage somewhere. Our framework, by assuming the existence of a stored graph dataset and allowing queries on it, achieves a better approximation of the reality of graph-based applications and networks.
A. A Framework for Graph Analytics
For graph analytics, each new edge operation represents the addition or the deletion of an edge. There are streaming edge algorithms for various analytical purposes. Real-time algorithms for graph analytics will typically allow only a single pass over the edge stream. Based on the design of the algorithm, certain queries can be made of the server asking for additional information when processing a new edge. The availability of this additional information, via queries, is not an additional burden on the server since this information is often already updated and maintained by the service providers for offering necessary services.
In our framework for graph analytics, we assume the ability to process an edge stream (one pass) and also the ability to query the graph dataset server for information on the neighborhood of an edge. The dotted line in the figure frames the real-time graph analytics in a realistic scenario. In this framework, each new edge operation is treated as an arriving edge involving either an addition of an edge or the deletion of an edge. Edges are sampled independently with a certain probability. If an edge is sampled, queries are sent to the server asking for the information on the neighborhood of the two incident nodes of the sampled edge in order to update the estimators used in graph analytics.
We use the above framework to design a new sampling algorithm to keep a running count of the number of triangles in a dynamic graph. The estimation is enabled by the use of neighborhood information. Since the list of neighbors of a user is necessary information for a social network's server to maintain and update anyway, little extra computational/memory costs are expended for querying this additional information.
B. Contributions
In Section II, we introduce the graph model more formally and present the ESD algorithm. Section III provides a comparative analysis of ESD against two edge sampling algorithms, DOULION [6] and TRIÈST [7] , which also can handle both edge additions and deletions, while providing real-time tracking of the number of triangles. Section IV concludes the paper.
An extended version of this paper can be found in [8] , with a more detailed analysis of the performance comparisons, including theoretical bounds on the variance of the estimates made by the ESD algorithm. Our sampling algorithm can also be readily modified to apply to static graphs [8] .
C. Related Work
Triadic properties such as triangle counts and the global clustering coefficient have been widely studied. Most of the studies on approximating the number of triangles use the graph stream model, where a graph is treated as a stream of edges.
Two algorithms for approximating the local number of triangles in both directed and undirected graph are presented in [3] . These two algorithms both require multiple passes over the edge stream and only work on static graphs. Another class of algorithms uses an edge sparsification approach based on a certain selecting probability to decide whether an edge should be sampled [6] , [9] . In all of these algorithms, the sample size is not fixed. Jha et al. [10] propose a reservoir sampling based algorithm, which uses a fixed amount of space, for estimating the global clustering coefficient and the total number of triangles. However, except for the method presented in [6] , none of these algorithms can handle edge deletions in an evolving graph; they work on static graphs and on dynamic graphs with edge additions but not edge deletions.
One approach which works on fully dynamic graphs where both edge additions and deletions are allowed is presented in [11] . This algorithm has a large memory requirement and cannot provide a real-time update of the estimates. De Stefani et al. [7] propose a method based on reservoir sampling called TRIÈST, which also works on fully dynamic graphs. The algorithm uses a fixed sample size and can keep updating the estimates during the processing of the graph.
As presented in [7] , TRIÈST is significantly better than previously known methods in terms of accuracy, space requirement and the applicability to fully dynamic graphs. Even though the graph dataset in most real applications has to be stored somewhere, such as on a server accessible by API queries, the framework assumed by TRIÈST does not permit queries to the graph dataset. The Edge Sample and Discard (ESD), proposed in this paper, assumes a slightly different but more realistic framework allowing access to the graph dataset information to help substantially improve both the computational/memory costs and the accuracy.
II. THE ALGORITHM
The Edge Sample and Discard (ESD) algorithm is designed assuming the framework described in Section I-A. It works on dynamic graphs where both edge deletions and additions are considered. The algorithm queries for additional information, the neighboring nodes of the sampled edges. It is generalizable to the case of directed graphs, but for clarity of presentation, we will use undirected graphs in this paper.
A. Preliminaries and Notation
Let G t = (V t , E t ) represent an undirected simple graph, where t is the time instant and t ≥ 0. V t and E t are the node set and the edge set at time t, respectively. At the beginning, we have
Consider a stream S of ((u, v), β), where (u, v) denotes the edge which is added to or deleted from the graph, and β ∈ {+1, −1}. β = +1 indicates that edge (u, v) is added to the graph, and β = −1 indicates that edge (u, v) is deleted from the graph. For any t ≥ 0, if a new pair ((u, v), β) arrives at time t, we update
with the corresponding edge addition or deletion.
For simplicity, we drop t from the notation and denote by G = (V, E) the most recent update of the graph. Let Γ(v) denote the set of neighbors of node v ∈ V , and let d(v) = |Γ(v)| denote the node-degree of v. A wedge is a path of length two, and a triangle is a closed wedge (a circular path of length three). Let N T = |T |, where T is the set of triangles in G. The goal of this work is to monitor the edge stream of a graph and estimate the value of N T by examining only a small fraction of the edges and their neighborhoods.
B. Edge Sample and Discard
Algorithm 1 presents the pseudo-code of Edge Sample and Discard (ESD) to estimate the total number of triangles given a stream of ((u, v), β). In our algorithm, we use a global variable T est to record the real-time estimate of the total number of triangles in the current graph. We consider both edge addition and deletion operations are included; however, as described in Figure 1 and as in real-life scenarios, the SNS server assumes responsibility for the maintenance and update of the graph datasets while the information related to the dataset can be queried and obtained by ESD.
Lines 1-2 in the pseudo-code perform necessary initializations. Lines 3-8 show that for each pair ((u, v), β) in the stream, we check the value of β and decide whether edge addition or deletion should be performed. Lines 9-13 perform edge sampling and estimate. We use the sampling fraction α as the selecting probability. Each arriving edge has a probability α of being sampled. If an edge is sampled, the UpdateCount routine is called. Note that UpdateCount works on the graph where the addition or deletion has just been made. Suppose, at time t, an edge e = (u, v) is sampled and UpdateCount(u, v, β) is called. Then, we examine the size of the neighborhood of u. For β = −1, when (u, v) is deleted from G t−1 , we check whether node u has neighbors in G t . For β = +1, where (u, v) is added to G t−1 , we check 
Add new edge (u, v) to graph G 6:
Delete old edge (u, v) from graph G 
Pick random node a uniformly from Γ(u) \ {v} 4: if a ∈ Γ(v) then 5:
end if 7:
Pick random node a uniformly from Γ(u)
if a ∈ Γ(v) then 10:
end if
12:
end if 13: end if whether node u has more than one neighbor in G t . If one of the requirements is fulfilled, we check the value of β and perform the corresponding neighborhood selection. If β = +1, we pick one node from the neighbor set of u other than v. For example, we select node a from Γ(u) \ {v}, and thus the probability of a being picked uniformly at random is
Since the probability of sampling edge (u, v) is α, the total probability P of selecting (u, v) and then a as a neighbor of
Given a wedge a-u-v, we check whether the closing edge (a, v) exists by examining Γ(v). If a ∈ Γ(v), we update the triangle estimator T est . On the other hand, if β = −1, since edge (u, v) is already deleted from G and v is no longer a neighbor of u, we pick one node from the neighbor set of u. Thus, the total probability P of selecting (u, v) and then one node from the neighborhood of u is P = α d(u) . After selecting a node from the neighbor set of u, we check whether the selected node is also a neighbor of v. If it is, which means the subgraph induced by the two incident nodes of the deleted edge (u, v) and the selected node together is a triangle in G t−1 , we update the triangle estimator T est .
Given a dynamic graph, ESD avoids using extra space for storing the sample graph by discarding the processed edge and nodes after updating the estimate (as opposed to holding the edge in memory in a subgraph sample as in [6] , [9] , [10] ). The total number of triangles is estimated from the probabilities with which an edge and one of its neighbor nodes are sampled, and whether they form a triangle. ESD can provide a real-time estimate of the triangle counts in a dynamic graph as new edges come in or old edges are deleted.
III. PERFORMANCE ANALYSIS
In this section, we perform a comparative analysis of the performance of ESD against TRIÈST [7] and DOULION [6] . Both TRIÈST and DOULION, like ESD, can provide a real-time estimate of the total number of triangles by performing edge sampling on an edge stream of a fully dynamic graph. However, TRIÈST and DOULION assume a traditional streaming graph framework, where a graph can be processed only via a stream of edges. As our comparative analysis will show, the use of additional information by ESD already available and kept updated for graph maintenance as per our framework, substantially improves the accuracy.
Our experiments were performed on real, simple and undirected graphs from the Network Repository site [12] . Certain vital properties of these graphs can be found in the extended version of this paper [8] .
A. Partially dynamic case
We show the comparison of the performances of ESD with TRIÈST and DOULION on dynamic graphs where only edge additions are considered. The edge stream is generated by permuting the edges uniformly at random.
We consider the relative error in estimating the triangle number as a measure of the accuracy, measured as:
Relative error = Average estimate − Actual value Actual value , where the average estimate is the mean of the estimated value over 100 independent runs. Table I shows relative errors in estimating the total number of triangles for each of the three algorithms. We sample 1% of the edges for each graph. As shown in the table, ESD achieves better accuracy than the other algorithms on all the graphs. On most of the graphs, the relative errors obtained by ESD Figure 2 depicts the average NRMSEs based on 100 independent runs for each graph as the sample sizes are increased. We can see from the figure that ESD has the smallest NRMSEs in all cases. Especially when the sample size is small, the NRMSEs of ESD are almost one order of magnitude smaller than the NRMSEs of DOULION and TRIÈST.
B. Fully dynamic graphs
In the experiments for the fully dynamic case, we use the model presented in [7] . For each test on the graph, we first generate a stream of edges by randomly permuting the edges. Initially, an empty graph G is created. The arrival of each edge in the stream is treated as an edge addition, and each new edge is added into G. A probability p e = 0.0001 is used to decide whether a deletion event should be performed after each edge addition is made. If a deletion event happens, every edge in G has a probability p d = 0.01 of being deleted. Figure 3 shows the comparison of the estimates of the triangle number for three algorithms. The red line indicates the actual number of triangles obtained by the exact triangle computing algorithm. For all graphs, the final sample sizes of both DOULION and ESD are approximately equal to 10,000, while the sample size of TRIÈST is fixed to 10,000.
As shown in the figure, ESD has the best performance among the three in tracking the changes in the number of triangles, even at small sample sizes. In the case of DOULION, however, the edge deletion affects the accuracy of its estimate. If many deleted edges are edges held in the sample set, the sample set shrinks quickly, significantly reducing the accuracy of estimates made by DOULION. For example, in the com-DBLP graph, the estimate obtained by DOULION is sometimes more than twice as large as the actual value.
TRIÈST uses reservoir sampling with a fixed size of the sample set. If the deleted edge is an edge in the sample set, it would be removed from the sample set, and the edge deletion in the sample set would be compensated by future edge insertion. So TRIÈST can maintain a sample set with fixed number of edges during the entire sampling period. In other words, the number of edges sampled by TRIÈST is always larger than the number of edges sampled by ESD and DOULION in the simulations. The figure shows that ESD achieves a better performance than TRIÈST in terms of the accuracy even though TRIÈST samples more edges than ESD.
C. Complexity
Besides accuracy, fast runtime and small space requirement are two vital goals of a good sampling algorithm. 
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Algorithm
Time complexity Server-side time complexity Space complexity Server-side space complexity
* The algorithm given in [6] cannot provide a real-time estimate; it only updates the estimate once after processing the entire graph.
1) Runtime:
Consider the partially dynamic case where edge additions happen |E| times and there are no edge deletions. Suppose the neighbors of each node in a graph are stored in a sorted list. This allows a determination of whether a node is a neighbor of another specific node in O(log d) steps where d is the degree of that specific node.
In TRIÈST, suppose the size of the edge reservoir maintained is M . At time t (t > M ), the probability of updating the edge reservoir is M/t, so the expected number of times that the edge reservoir is updated is M +
Each time the edge reservoir is updated, TRIÈST checks the number of triangles composed of the newly sampled edge in the sample graph. Suppose d s is the maximum degree in the sample graph, the computational complexity of TRIÈST 
As presented in [6] , the order of complexity of DOULION is O(p|E|+(p|E|) 2ω ω+1 ), where ω is 2.371 and p is the probability of sampling an edge.
In the case of ESD, suppose p|E| is the number of edges which are sampled, and each query of the neighbor nodes takes O(1). Then, for each sampled edge, we take a maximum of O(log d G ) steps to sample a neighboring node and determine if the node and the sampled edge form a triangle. The complexity of ESD, therefore, is O(p|E| log d G ). Besides, the server needs to take O(p|E|) to respond to the queries. Table II summaries the complexity of the three algorithms for the case with no edge deletions. ESD is faster than DOULION when log d G < (p|E|) 0.41 (the number of edges sampled is not too small). In fact, on all real graphs today and reasonable sample sizes, ESD enjoys a lower computational complexity than DOULION. For ESD and TRIÈST, since log |E| > log d G for large graphs, ESD is faster then TRIÈST when sampling the same number of edges (p|E| = M ).
Moreover, for each edge deletion, both DOULION and TRIÈST have to check whether the deleted edge is in the sample set or not, and update the estimates. While in ESD, it avoids looking up the sample set and processes edge deletions with a sampling probability. So our algorithm is substantially faster than DOULION and TRIÈST, especially when facing a large amount of edge deletions.
Note that ESD uses a different framework from DOULION and TRIÈST, neither of which involve querying the server for additional information. Given the framework used by ESD, it involves an additional server-side cost in responding to the queries. As shown in Table II , ESD achieves a substantially better trade-off saving computational and memory costs with a small amount of extra effort on the part of the server.
2) Space: At first sight, it may appear as though the framework used in this paper to develop the ESD algorithm requires the storage of the entire graph while DOULION and TRIÈST only have to store the sampled graph. However, this mischaracterizes the actual storage needs under these frameworks. In real contexts, even streaming graph data for a fully dynamic graph are ultimately generated by a system/server which maintains and keeps updated a graph dataset. After all, a well-maintained graph dataset is essential for the normal functioning of most applications relying on the graph. Before, after and in the midst of any graph analytics, in most real contexts, the graph datasets are still kept stored somewhere. So even for the traditional streaming graph model (used by TRIÈST and DOULION), the existence and the storage needs of the complete graph dataset cannot and should not be ignored. It is unrealistic to assume that, after performing a streaming graph algorithm, one would only store the sampled graph and not store anywhere the large dynamic graph observed so far. Therefore, the cost of storing the dynamic graph is a necessity for all of the three algorithms and their respective frameworks.
For the graph analytics part, our algorithm avoids the requirement of extra memory to store the sampled edges by performing independent collections of edges and discarding edges after updating the estimators. The list of the neighbor nodes of the sampled edge are required for estimating which leads to a memory requirement O(d G ) where d G is the maximum degree in the original graph. As described in Section I-A, the graph datasets are maintained regardless of whether the graph analytics is applied or not. Thus, for the server-side space complexity, we do not include the cost for maintaining the graph datasets, and only count the extra space complexity required by our algorithm.
DOULION uses a certain probability p to sample edges in the stream, and the samples are maintained in the memory during the entire process. So the amount of memory used is not fixed and partially depends on the algorithm used to calculate the exact number of triangles in the sampled graph. In [6] , the fast matrix multiplication is used to count triangles in the sampled graph, so the space complexity is O(V s 2 ), where V s is the number of nodes in the sampled graph. TRIÈST is a reservoir sampling based algorithm which uses a fixed amount of memory to store the sampled edges.
IV. CONCLUSION
In this paper, we propose a new framework for analyzing graphs in a dynamic system, and present an edge sampling algorithm, called Edge Sample and Discard (ESD), which estimates the total number of triangles in a fully dynamic graph. Our algorithm achieves a significant improvement in accuracy by allowing the use of neighborhood information of the sampled edges through sending queries to the graph dataset. In particular, it offers a methodology to keep track of the changes in the number of motifs of a certain type in a fully dynamic graph.
