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Povzetek
Naslov: Prepoznavanje prometnih znakov z uporabo globokih konvolucijskih
nevronskih mrezˇ
Avtor: Boris Karamatic´
Problema detekcije in prepoznavanja prometnih znakov postajata pomemben
problem pri razvoju samovozecˇih vozil ter naprednih sistemov za asistenco
vozniku. V diplomski nalogi bomo razvili sistem za detekcijo in prepozna-
vanje prometnih znakov. Za problem detekcije bomo uporabili znacˇilnice iz
agregiranih kanalov, za problem prepoznavanja pa globoko konvolucijsko ne-
vronsko mrezˇo. Opisali bomo kako konvolucijske nevronske mrezˇe delujejo,
kako so zgrajene ter razlozˇili pomen posameznih nivojev. Razlozˇili bomo
pristop, katerega smo uporabili pri razvoju konvolucijske nevronske mrezˇe.
Koncˇne rezultate detekcije in klasifikacije bomo evalvirali na uveljavljenih
bazah prometnih znakov.
Kljucˇne besede: konvolucijska nevronska mrezˇa, prometni znaki, detekcija,
prepoznavanje, klasifikacija.

Abstract
Title: Traffic sign recognition with deep convolutional neural networks
Author: Boris Karamatic´
The problem of detection and recognition of traffic signs is becoming an
important problem when it comes to the development of self driving cars and
advanced driver assistance systems. In this thesis we will develop a system
for detection and recognition of traffic signs. For the problem of detection we
will use aggregate channel features and for the problem of recognition we will
use a deep convolutional neural network. We will describe how convolutional
neural networks work, how they are constructed and we will explain the use of
every layer. We will describe the steps we took to develop our convolutional
neural network. We will evaluate the results of detection and classification
on established traffic sign datasets.
Keywords: convolutional neural network, traffic signs, detection, recogni-
tion, classification.

Poglavje 1
Uvod
1.1 Motivacija
Detekcija in prepoznavanje prometnih znakov predstavljata v danasˇnjem cˇasu
pomemben problem in so temelj pri razvoju samovozecˇih vozil ter naprednih
sistemov za asistenco voznika. Najpogostejˇsi razlogi, zakaj vozniki ne opazijo
prometnih znakov, lezˇijo v voznikovi nepazljivosti, ali pa prisotnosti motenj,
ki voznikovo pozornost odvrnejo od gledanja prometnih znakov. Avtomati-
zacija detekcije in klasifikacije prometnih znakov (slika 1.1) bi pripomogla k
zmanjˇsanju sˇtevila prometnih nesrecˇ [10].
Detekcija in prepoznavanje prometnih znakov veljata za dobro razumljiv
problem, saj so barva, oblika in viˇsina prometnih znakov znani in vecˇ ali
manj konstantni. Tudi postavitev slednjih je taka, da so vozniku lahko vidni.
Kljub temu pa je njihova avtomatska detekcija problematicˇna. Razlog za to
lezˇi v tem, da je zorni kot gledanja na znake v vsakdanjem zˇivljenju razlicˇen.
Prav tako se tudi njihova barva spreminja odvisno od osvetlive (sonce, senca),
vremena (sonce, dezˇ, sneg, megla) in cˇasa (dan, nocˇ, jutro, vecˇer). Znaki so
lahko tudi delno zakriti (drevesa, veje). Na njih so lahko prisotni grafiti,
nalepke, fizicˇne posˇkodbe, odbleski sonca, sprane barve in sˇe mnoge druge
spremenljivke [23, 29]. Nekaj primerov lahko vidimo na sliki 1.2.
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Slika 1.1: Primer pravilno detektiranih in prepoznanih prometnih znakov v
videu posnetim med vozˇnjo z avtomobilom.
1.2 Cilji diplomske naloge
Cilj diplomske naloge je razviti sistem, ki bo sposoben detekcije in klasifika-
cije prometnih znakov v videu, posnetim med vozˇnjo z avtomobilom. Znake
bo na slikah morali najprej detektirati, nato jih iz slike ekstraktati in jih na
koncu sˇe prepoznati. Da bomo to dosegli, bomo potrebovali metodo, ki bo
sposobna detekcije prometnih znakov ter metodo, ki bo sposobna klasifikacije
slednjih. Za ta namen bomo naucˇili globoko konvolucijsko nevronsko mrezˇo
prepoznavanja prometnih znakov.
1.3 Sorodna dela
Problem detekcije prometnih znakov v inteligentnih vozilih je bil popularen
zˇe od sredine 1990-tih let naprej. Skozi cˇas so bile za resˇitev tega problema
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Slika 1.2: Primeri problematicˇnih prometnih znakov. V prvem stolpcu so
znaki, ki imajo na sebi nalepljene nalepke, v drugem stolpcu vidimo odble-
ske sonce, ki otezˇijo prepoznavanje znakov. V tretjem stolpcu je prisoten
drugacˇen zorni kot gledanja na znake. V cˇetrtem stolpcu so znaki zajeti
pri slabih osvetlitvenih pogojih. V zadnjem stolpcu sta dva primera delno
zakritih znakov.
uporabljene mnoge razlicˇne metode [29].
Prometni znaki so tocˇno dolocˇenih barv in zato so bile prve metode za
njihovo detekcijo in klasifikacijo bazirane na barvah. Za locˇitev prometnih
znakov od ozadja so uporabljale pragove [5, 18, 19]. Nekatere metode so
namesto barvnega prostora RGB uporabljale barvni prostor HSI [12] in do-
segale dobre rezultate. Najvecˇja slabost pristopov, ki temeljijo na barvah
prometnih znakov je, da je zaradi spremenljive osvetljivosti prometnih zna-
kov, tezˇko dolocˇiti pravilno vrednost praga [29].
Popularne so bile tudi metode, ki so temeljile na oblikah prometnih zna-
kov. Nekatere so temeljile na iskanju robov prometnih znakov [15], nekatere
so uporabljale Houghovo transformacijo [7, 8]. Za detekcijo okroglih prome-
tnih znakov so se razvile metode, ki so uporabljale glajenje ter Laplaceov
filter [1]. Ker so pri detekciji prometnih znakov uporabne tako metode, ki
temeljijo na barvah, kot tudi metode, ki temeljijo na oblikah, so se razvile
metode, ki so uporabljale oboje hkrati [18]. V zadnjih letih zaradi hitro-
sti in zanesljivosti postajajo vedno bolj uporabljene znacˇilnice iz agregiranih
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kanalov (ang. aggregate channel features, v nadaljevanju ACF) [30].
Po uspesˇni detekciji prometnega znaka, ga je potrebno sˇe klasificirati.
Klasicˇni nacˇini resˇevanja problema klasifikacije prometnih znakov so bili z
uporabo Bayesovega klasifikatorja [17], boostinga [21], klasifikacijskih dre-
ves [31] in metode podpornih vektorjev [9]. Vse te metode imajo skupno to,
da uporabljajo rocˇno zasnovane znacˇilnice. Problem pa je, da rocˇno zasnovati
slednje vzame ogromno cˇasa in prav tako ne moremo vedeti v naprej katere
znacˇilnice bodo za dani problem dejansko uporabne [13].
Zaradi tega postajajo v zadnjih letih vedno bolj popularne konvolucijske
nevronske mrezˇe (CNN) [3, 4, 10, 13, 23, 27, 29, 32]. Njihova prednost je
v tem, da je njihov vhod kar slika in ne rocˇno zasnovana znacˇilnica. Kon-
volucijske nevronske mrezˇe so sposobne avtomatske ekstrakcije znacˇilnic in
njihove klasifikacije. CNN se obojega naucˇi v fazi nadzorovanega ucˇenja.
Naucˇeno je ponavadi za to specificˇno nalogo zelo robustno [13].
1.4 Metodologija
Problem prepoznavanja prometnih znakov v videih je dvostopenjski problem.
Deli se na problem detekcije in problem prepoznavanja prometnih znakov.
Vhodno sliko najprej posˇljemo v detektor znakov, kateri nam vrne lokacije
prometnih znakov. Znake je nato potrebno izrezati iz vhodne slike, jih ob-
delati in na koncu sˇe poslati v klasifikator. Ta nam pove kateri znaki se
nahajajo na sliki. Kako poteka ta proces, si lahko ogledamo na sliki 1.3.
Slike v videih so dandanes velike in posledicˇno je mozˇnih lokacij, kje bi se
prometni znaki lahko nahajali ogromno. Potrebovali bomo neko metodo, ki
bo sposobna hitrega in zanesljivega iskanja prometnih znakov. Za ta namen
bomo uporabili znacˇilnice iz agregiranih kanalov. Ko bomo prometne znake
nasˇli, jih bomo morali nato sˇe prepoznati. Za ta namen bomo razvili globoko
konvolucijsko nevronsko mrezˇo, katero bomo naucˇili klasifikacije prometnih
znakov. V diplomski nalogi se bomo bolj posvetili drugemu delu, to je raz-
poznavanju znakov z uporabo globoke konvolucijske nevronske mrezˇe.
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1.5 Zgradba diplomskega dela
V 2. poglavju se bomo najprej posvetili teoreticˇni razlagi konvolucijskih ne-
vronskih mrezˇ. Opisali bomo njihove nivoje ter razlozˇili kako poteka njihovo
ucˇenje. V 3. poglavju se bomo posvetili implementaciji. Razlozˇili bomo,
kako smo se lotili detekcije prometnih znakov in razvoja konvolucijske ne-
vronske mrezˇe. V 4. poglavju se bomo posvetili eksperimentom. Razlozˇili
bomo postopek pridobivanja in obdelave podatkov. Tu bomo tudi pokazali
koncˇno zgradbo konvolucijske nevronske mrezˇe. Na koncu bomo predstavili
sˇe rezultate detekcije in klasifikacije. V 5. poglavju bomo podali kratek
zakljucˇek.
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Slika 1.3: Vhodno sliko posˇljemo v detektor prometnih znakov, kateri nam
vrne lokacije znakov. Te nato izrezˇemo iz slike, jih obdelamo ter posˇljemo v
klasifikator. Ta nam pove, kateri znak se nahaja na sliki.
Poglavje 2
Konvolucijske nevronske mrezˇe
Za zacˇetek razbijmo celotno ime globokih konvolucijskih nevronskih mrezˇ in
poglejmo kaj jih sestavlja.
Ime nevronske mrezˇe se je razvilo iz dejstva, da delovanje in struktura sle-
dnjih spominja na povezovanje nevronov v mozˇganih. Cˇisto osnovna zgradba
nevronskih mrezˇ je izmenjavanje konvolucijskih nivojev in nivojev podv-
zorcˇenja. Ta struktura spominja na izmenjavanje preprostih in kompleksnih
celic primarne vidne skorje v mozˇganih [3]. Ime konvolucijske nevronske
mrezˇe izhaja iz dejstva, da so prisotni konvolucijski nivoji. Globoke pa se
jim recˇe zato, ker nista prisotna samo en konvolucijski nivo in en nivo podv-
zorcˇenja, temvecˇ jih je vecˇ.
Nacˇeloma lahko recˇemo, da so CNN-ji sestavljeni iz dveh glavnih delov.
Iz ekstraktorja znacˇilk ter iz klasifikatorja (slika 2.1). Ekstraktor znacˇilk
vsebuje izmenjujocˇe se konvolucijske nivoje ter nivoje Max-pooling. Vhod v
vsak nivo je izhod iz prejˇsnjega. Kot rezultat, to ustvari hierarhicˇno zgra-
jen ekstraktor znacˇilk, ki vhodno sliko mapira v vektor znacˇilk. Ta vektor
znacˇilk je nato klasificiran v drugem delu, to je v polno povezanih nivojih,
ki sestavljajo tipicˇno usmerjeno nevronsko mrezˇo [32].
Posamezen CNN je sestavljen iz vecˇ nivojev, pri tem, da je vsak nivo
sestavljen iz vecˇ map ter parametrov. Prisotni parametri so filter, njegova
velikost, velikost obrobe ter korak preskakovanja. Filtri z drsecˇim oknom
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Slika 2.1: Arhitektura konvolucijske nevronske mrezˇe. Ekstraktor znacˇilk je
obrobljen z modro barvo, klasifikator pa je obrobljen z rdecˇo barvo [32].
drsijo v smeri x in y. Ko filtri drsijo, se ponavadi ne premikajo po en slikovni
element, temvecˇ se premikajo po korakih, dolocˇenimi s korakom preskakova-
nja [13].
V nadaljevanju bomo predstavili vsak nivo posebej.
2.1 Konvolucijski nivo
Konvolucijski nivo je dolocˇen s sˇtevilom map, njihovo velikostjo, velikostjo
obrobe, velikostjo filtra in korakom preskakovanja. Vsak nivo ima M map
enake velikosti (Mx, My) [3]. Vsak konvolucijski nivo izvede nad temi ma-
pami 2D konvolucijo s filtrom velikosti (Kx, Ky) [4]. Filter mora biti med
premikanjem po vhodni sliki stalno popolnoma znotraj slike. Koraka preska-
kovanja Sx in Sy dolocˇata po koliko slikovnih enot filter preskocˇi v smereh
x in y med zaporednimi konvolucijami. Velikost izhodne mape je definirana
z enacˇbo (2.1), kjer indeks n nakazuje nivo. V nasˇem primeru sta viˇsina in
sˇirina vhodnih map enaki, posledicˇno se enacˇba poenostavi na (2.2). Vsaka
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mapa Mn v nivoju Ln je povezana z vsemi Mn-1 mapami iz nivoja Ln-1 [3].
Mnx =
Mn−1x −Knx + 2 ∗Onx
Snx
+ 1;Mny =
Mn−1y −Kny + 2 ∗Ony
Sny
+ 1 (2.1)
Mnx,y =
Mn−1x,y −Knx,y + 2 ∗Onx,y
Snx,y
+ 1 (2.2)
Cilj konvolucijskega nivoja je ekstrakcija lokalnih vzorcev. Filtri v CNN
so nakljucˇno inicializirani in se bodo samostojno naucˇili postati detektorji
robov, barv in specificˇnih vzorcev. Filtri znotraj enega nivoja so vedno enake
velikosti. Velikost filtrov pa se lahko razlikuje med razlicˇnimi nivoji. Filter
bo z drsenjem po osi x in osi y konvoluiral vhodno mapo. Sˇtevilo filtrov v
nivoju predstavlja sˇtevilo kanalov izhodne mape tega nivoja [13].
Korak preskakovanja nam pove po koliko slikovnih enot premaknemo fil-
ter med obdelavo vhodne mape. Pri konvolucijskih nivojih ga najpogosteje
pusˇcˇamo na vrednosti 1, saj zˇelimo, da filter med obdelavo slike ne spusˇcˇa
slikovnih enot. Kot pomemben gradnik bo nastopil pri naslednjem nivoju,
to je nivoju Max-pooling.
Drugi osnovni gradnik konvolucijskega nivoja je obroba. Obroba nam
pove, koliko dodatnih slikovnih enot okoli mape se ustvari. Njihova vre-
dnost je 0, omogocˇajo pa natancˇnejˇso obdelavo map. Pri obdelavi slike v
konvolucijskem nivoju si zˇelimo, da je izhodna mapa enake velikosti kot vho-
dna. Dodatek obrobe povzrocˇi vecˇjo izhodno mapo in s tem zmanjˇsamo ali
pa celo preprecˇimo izgubo dimenzij v konvolucijskem nivoju. Na sliki 2.2
vidimo, da dodatek obrobe omogocˇi natancˇnejˇso obdelavo mape, saj filtri
lahko natancˇneje obdelajo slikovne vrednosti, ki se nahajajo na vogalih, prav
tako pa pri izhodni mapi ohranimo velikost vhodne mape.
Med vsemi nivoji so nivoji Max-pooling zadolzˇeni za podvzorcˇenje. V
konvolucijskih nivojih ne zˇelimo, da bi prihajalo do podvzorcˇenja, saj bi
bilo podvzorcˇenje prehitro. Zato moramo v konvolucijskih nivojih nastaviti
korak preskakovanja na 1, velikost jedra na liho sˇtevilo in dodati obrobo
okoli vhodne mape. Pri tem je velikost obrobe enaka bvelikostF iltra/2c in
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Slika 2.2: Slika prikazuje ucˇinek dodatka obrobe. Zgornji del slike predstavlja
vhodno mapo, spodnji del pa izhodno. Na levi sliki vidimo obdelavo vhodne
mape s filtrom velikosti 3, kar povzrocˇi izhod velikosti 2. Izhod ima manjˇso
velikost od vhoda, kar si ne zˇelimo. Na desni sliki vidimo dodatek obrobe
velikosti 1 na obeh straneh mape. To povzrocˇi izhod velikosti enake vhodu.
vse vrednosti obrobe so nicˇ [13]. Z enacˇbo (2.3) lahko vidimo, da izhodna
mapa resnicˇno ohrani velikost vhodne mape.
Mnx,y =
Mn−1x,y −Knx,y + 2 ∗Onx,y
Snx,y
+ 1
=
Mn−1x,y −Knx,y + 2 ∗ bKnx,y/2c
1
+ 1
= Mn−1x,y − (Knx,y + 2 ∗ bKnx,y/2c+ 1)
= Mn−1x,y (2.3)
2.2 Nivo Max-pooling
Naloga konvolucijskega nivoja je ekstrakcija lokalnih znacˇilk. Pri izvedbi kla-
sifikacije, je natancˇna lokacija znacˇilk sˇkodljiva za zmogljivost. Razlog lezˇi
v tem, da bodo razlicˇne ucˇne instance, z enakim razredom, imele razlicˇne
tocˇne lokacije znacˇilk. Uporabna metoda za resˇevanje tega problema je podv-
zorcˇenje znacˇilk, s cˇim zmanjˇsamo resolucijo mape znacˇilk [13]. Pri CNN-
jih tej operaciji recˇemo zdruzˇevanje. Najpogostejˇsi metodi zdruzˇevanja sta
Average-pooling ter Max-pooling. V [22] so pokazali, da je najucˇinkovitejˇsa
metoda zdruzˇevanja Max-pooling, in to metodo bomo uporabili tudi mi.
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Naloga nivoja Max-pooling je torej zmanjˇsati velikost mape in s tem
zmanjˇsati lokacijsko odvisnost znacˇilk [22]. Na operacijo Max-pooling lahko
gledamo tudi kot na operacijo s filtrom. Njeni osnovni gradniki so velikost
filtra (Kx, Ky) ter korak preskakovanja. Na dolocˇeni lokaciji operira filter
samo na enem kanalu vhodne mape in sicer tako, da izbere najvecˇji ele-
ment na lokaciji, ki jo filter prekriva. Ta element postane element izhodne
mape. Filter se nato premakne za vrednost koraka preskakovanja in tam se
znova poiˇscˇe najvecˇja vrednost. To se ponavlja, dokler ni obdelana celotna
vhodna mapa. Torej operacija Max-pooling podvzorcˇi vsak kanal vhodne
mape ter shranjuje lokalne maksimalne vrednosti, medtem ko se majhne vre-
dnosti izgubijo. Nivo Max-pooling ustvari pozicijsko neodvisnost na vecˇjih
lokalnih regijah [3] in zmanjˇsa izhodno mapo. Velikost izhodne mape lahko
izracˇunamo z enacˇbo (2.2). Sˇtevilo kanalov izhodne mape pri tem ostane
enako sˇtevilu kanalov vhodne mape [13]. Izhod iz nivoja Max-pooling so
tako najmocˇnejˇse aktivacije na vhodni mapi [3, 4].
2.3 Nivo ReLu
Konvolucijski nivo se obnasˇa kot linearen filter. Razlog, da potrebujemo
aktivacijsko funkcijo, je vpeljevanje nelinearnosti v nevronsko mrezˇo. Neli-
nearnost pomeni, da izhod ne more biti poustvarjen z linearno kombinacijo
vhodov. Brez vpeljave nelinearnosti bi se nevronska mrezˇa, ne glede na njeno
globino, obnasˇala kot enoslojni perceptron. V nasˇem primeru smo za neli-
nearno transformacijo uporabili rectified linear unit (ReLu) (enacˇba (2.4)),
cˇigar obliko lahko vidimo na sliki 2.3. Glede na [13], da funkcija ReLu enake
rezultate kot tradicionalne nelinearne funkcije, kot sta na primer sigmoid ter
tanh, vendar pa je ucˇenje z ReLu sˇestkrat hitrejˇse.
f(x) = max(0, x) (2.4)
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Slika 2.3: Oblika funkcije ReLu.
2.4 Nivo Full-Link
Skupino konvolucijskega nivoja, nivoja Max-pooling ter nivoja ReLu imenu-
jemo en blok. CNN je ponavadi sestavljen iz vecˇ blokov. Po prehodu skozi
vecˇ blokov, so vhodne slike spremenjene v veliko sˇtevilo nizko resolucijskih
map znacˇilk. Te znacˇilke se nato zdruzˇijo v en dolg vektor. Ta vektor igra
isto vlogo, kot rocˇno zasnovane znacˇilke, in je poslan v skriti nivo nevronske
mrezˇe. Ta vektor znacˇilk je polno povezan s skritim nivojem. Po nivoju
Full-link pride sˇe zadnjicˇ nivo ReLu [13].
2.5 Nivo Soft-Max
Nivo Soft-max je zadnji nivo CNN-ja in predstavlja njegov klasifikacijski nivo.
S pravilnim izbiranjem velikosti jedra konvolucijskih filtrov, velikosti obrobe,
velikosti Max-pooling filtrov ter koraka preskakovanja, lahko dosezˇemo, da je
izhodna mapa zadnjega konvolucijskega nivoja podvzorcˇena na velikost enega
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samega slikovnega elementa na mapo. Izhod iz zadnjega konvolucijskega
nivoja je tako poslan v nivo Soft-max, ki je zadnji polno povezani nivo z
enim izhodom na razred [3, 4]. Pri cˇemer vsaka vrednost vektorja predstavlja
verjetnost, da slika pripada temu razredu. Posledicˇno je tudi vsota vektorja
enaka 1 [13]. Kateremu razredu pripada vhodna slika, se odlocˇimo glede na
najviˇsjo vrednost v vektorju.
2.6 Potek ucˇenja nevronske mrezˇe
V procesu nadzorovanega ucˇenja zˇelimo prilagoditi nevronsko mrezˇo tako,
da bodo njeni izhodi (Yˆ ) bili cˇim blizˇje nasˇim ciljnim izhodom (Y ) nasˇe
ucˇne mnozˇice, ki vsebuje T razlicˇnih slik. Cilj je prilagoditi parametre ne-
vronske mrezˇe tako, da bo dala dobre rezultate tudi nad slikami izven ucˇne
mnozˇice [28].
Cˇe zˇelimo npr. klasificirati neko sliko t, bomo zˇeleli, da nam nevronska
mrezˇa zanjo vrne izhod Y (t). Y (t) je tako nasˇ ciljni izhod, dejanski izhod iz
mrezˇe pa bo Yˆ (t), kateri bo lahko razlicˇen od nasˇega ciljnega izhoda Y (t).
Da resˇimo ta problem nadzorovanega ucˇenja moramo dolocˇiti neko topologijo
za nasˇo nevronsko mrezˇo, ki dobi vhod X(t) in da izhod Yˆ (t), ki je apro-
ksimacija Y (t). Relacija med vhodi in izhodi mora biti odvisna od utezˇi W ,
katere moramo biti sposobni prilagajati. Dolocˇiti moramo ucˇno pravilo, ki bo
popravljalo utezˇi W in s tem aproksimiralo dejanske izhode Yˆ (t) proti nasˇim
ciljnim izhodom Y (t). Ucˇno pravilo, ki je uporabljeno se imenuje vzvratno
razsˇirjanje (ang. backpropagation) [28]. V metodi vzvratnega razsˇirjanja
izberemo taksˇne utezˇi Wij, ki minimizirajo kvadraticˇno napako nad ucˇno
mnozˇico:
E =
T∑
t=1
E(t) =
T∑
t=1
n∑
i=1
(1/2)(Yˆi(t)− Yi(t))2 (2.5)
Metodo vzvratnega razsˇirjanja zacˇnemo z nakljucˇno dolocˇenimi utezˇmi
W . Nato izracˇunamo izhode Yˆ (t) in napako E(t) za dano mnozˇico utezˇi.
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Nato izracˇunamo odvode napake E glede na vse utezˇi W . Cˇe bi povecˇevanje
neke utezˇi povzrocˇilo vecˇjo napako, popravimo to utezˇ tako, da ji zmanjˇsamo
vrednost. Cˇe pa bi povecˇevanje neke utezˇi napako zmanjˇsalo, bi tej utezˇi
vrednost dvignili. Pri tem stopnja ucˇenja dolocˇa hitrost spreminjanja utezˇi.
Ko popravimo vse utezˇi v nevronski mrezˇi, zacˇnemo ta proces znova od
zacˇetka. To ponavljamo dokler se napaka ne dovolj znizˇa. Unikatnost vzvra-
tnega razsˇirjanja lezˇi v metodi racˇunanja odvodov za vse utezˇi ob samo enem
prehodu skozi sistem. Vecˇ o tem si lahko preberemo v [28].
Ucˇenje nevronske mrezˇe je razdeljeno na vecˇ epohov, pri cˇemer je vsak
epoh prehod preko celotne ucˇne mnozˇice, razdeljene na ucˇne instance. Vsaka
ucˇna instanca je sestavljena iz n slik. Vrstni red ucˇnih instanc je v vsa-
kem epohu nakljucˇno dolocˇen. Med ucˇenjem so nasˇe slike razdeljene v dve
mnozˇici. V ucˇno in v validacijsko. Na ucˇni mnozˇici se ucˇi, validacijsko
mnozˇico pa potrebujemo, da lahko ocenimo kako uspesˇno poteka ucˇenje ter,
da se prepricˇamo, da ne prihaja na ucˇni mnozˇici do premocˇnega prileganja
podatkov (ang. overfitting). Prehod skozi validacijsko mnozˇico se zgodi na
koncu vsakega epoha. Pri prehodu skozi validacijsko mnozˇico, mrezˇa ne spre-
minja utezˇi W in zato je tudi ta prehod trikrat hitrejˇsi. Mi smo kot najboljˇso
nevronsko mrezˇo izbrali tisto, ki je nad testno mnozˇico slik dala najboljˇse re-
zultate. Ker je bil nasˇ cilj dosecˇi dobre rezultate nad testno mnozˇico, smo za
validacijsko mnozˇico uporabili kar testno mnozˇico slik.
Poglavje 3
Implementacija
3.1 Detekcija
Za problem detekcije prometnih znakov smo uporabili detektor ACF [25]
implementiran s knjizˇnico Piotr’s Computer Vision [6].
Osnovna struktura znacˇilnic iz agregiranih kanalov je kanal. Kanali imajo
dolgo zgodovino in so obstajali zˇe od razvoja digitalne fotografije naprej. Naj-
bolj osnovni tipi kanalov so barvni kanali slik. Med temi sta najbolj znana
barvni kanal RGB ter cˇrno-beli barvni kanal. Poleg barvnih kanalov pa ob-
staja sˇe mnogo drugih vrst kanalov, ki so bili razviti, da kodirajo razlicˇne tipe
informacij za bolj tezˇavne probleme. Na splosˇno lahko definiramo kanale kot
mape originalne slike, cˇigar slikovne enote so bile preracˇunane iz pripadajocˇih
obmocˇij originalne slike. Razlicˇni kanali so lahko izracˇunani z linearno ali ne-
linearno transformacijo originalne slike. Da bi omogocˇili detekcijo z drsecˇim
oknom, so transformacije translacijsko invariantne [30].
Znacˇilnice iz agregiranih kanalov delujejo tako, da vzamejo vhodno barvno
sliko in izracˇunajo nove kanale (na primer barvne, gradientne, lokalne histo-
grame). Vse kanale nato podvzorcˇijo za nek vnaprej dolocˇen faktor. Vsi
slikovni elementi v podvzorcˇenih kanalih se nato zdruzˇijo v vektor znacˇilk.
Ta vektor je nato poslan v klasifikator soft cascade. Delovanje znacˇilnic iz
agregiranih kanalov si lahko ogledamo na sliki 3.1. V primerjavi s tipicˇno
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arhitekturo Viola Jones [14], je prednost znacˇilnic iz agregiranih kanalov v
tem, da operirajo na vecˇ kanalih hkrati in tako omogocˇajo bolj bogato pred-
stavitveno kapaciteto. Prav tako so znacˇilke ekstraktane direktno iz slikovnih
elementov podvzorcˇenih kanalov in ne izracˇunane kot pravokotne vsote na
razlicˇnih lokacijah v sliki ter pri razlicˇnih velikostih slike. To omogocˇi veliko
vecˇje hitrosti delovanja [30].
Slika 3.1: Zgradba detektorja ACF [30].
3.2 Razvoj lastne nevronske mrezˇe
3.2.1 Prvi poskusi
Razvoj konvolucijske nevronske mrezˇe smo zacˇeli postopoma. Za zacˇetek smo
vzeli zˇe obstojecˇo nevronsko mrezˇo, imagenet-vgg-verydeep-16, ki je bila eden
izmed najuspesˇnejˇsih modelov na Imagenet Large Scale Visual Recognition
Challenge 2014 (ILSVRC2014) [20]. Cilj ILSVRC2014 je bil klasificirati med
1000 razlicˇnimi razredi. Posledicˇno ima imagenet-vgg-verydeep-16 za izhod
1000 dimenzionalni vektor, na osnovi katerega se odlocˇi, kateremu razredu
pripada dana slika. Cˇe je najvecˇji odziv na 20. mestu vektorja, to pomeni, da
slika pripada 20. razredu po vrsti. Ta izhodni vektor smo mi uporabili tako,
da smo skozi nevronsko mrezˇo pognali ucˇno mnozˇico in na osnovi izhodnega
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vektorja naucˇili metodo podpornih vektorjev (svm) in metodo k najblizˇjih
sosedov (knn). S tem pristopom smo dosegli klasifikacijsko tocˇnost nad te-
stnim razredom enako 35.85% za metodo k najblizˇjih sosedov ter 48.43%
za metodo podpornih vektorjev eden proti vsem. Ker je bila mrezˇa name-
njena klasificiranju zelo razlicˇnih objektov je posledicˇno znake klasificirala
zelo podobno in zato je tudi rezultat s knn-jem ter svm-jem bil slab. Cˇeprav
je bil rezultat neuspesˇen, pa je vseeno pripomogel k razumevanju delovanja
nevronskih mrezˇ.
Po tem smo se postopoma lotili izdelovanja svoje nevronske mrezˇe.
3.2.2 Izbira arhitekture
V tem razdelku bomo predstavili, kako smo priˇsli do koncˇne arhitekture
nasˇih dveh konvolucijskih nevronskih mrezˇ. Delali smo s knjizˇnico MatConv-
Net [26]. Teorija ucˇenja pravi, da cˇe ima arhitektura konvolucijske nevronske
mrezˇe preveliko kapaciteto, bo med ucˇenjem priˇslo do premocˇnega prileganja
podatkov nad ucˇno mnozˇico in posledicˇno do slabih rezultatov nad testno
mnozˇico. Cˇe ima model premajhno kapaciteto, pa bo priˇslo do preslabega
prileganja podatkov nad ucˇno mnozˇico in posledicˇno do slabih rezultatov
tako nad testno, kot nad ucˇno mnozˇico. Potrebno je torej izbrati taksˇno
arhitekturo, ki bo imela kapaciteto prave velikosti [13].
Metoda, ki smo jo izbrali za dolocˇitev arhitekture nevronske mrezˇe de-
luje tako, da najprej dodamo en blok, naucˇimo mrezˇo in pogledamo kaksˇne
rezultate smo dobili. Nato dodamo naslednji blok, ponovno naucˇimo mrezˇo
in ponovno ocenimo dobljene rezultate. Tako dodajamo bloke in ocenjujemo
rezultate. Ko konvolucijska nevronska mrezˇa postaja globlja in globlja, se
rezultati sprva hitro izboljˇsujejo, nato pa pricˇnejo konvergirati. Ko dobimo
dovolj dobre rezultate, prenehamo z dodajanjem novih blokov, saj so globlji
modeli pocˇasnejˇsi [13]. Pri izbiri zgradbe konvolucijske nevronske mrezˇe smo
uporabili pozˇresˇno metodo. Ko smo dolocˇili zˇeleno arhitekturo mrezˇe, smo
nato zacˇeli spreminjati parametre CNN-ja enega za drugim ter jih na ta nacˇin
optimizirati. Podoben pristop k dolocˇanju zgradbe nevronske mrezˇe lahko
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vidimo tudi v [13].
Naucˇili smo dve globoki konvolucijski nevronski mrezˇi. Eno smo naucˇili
na nemsˇki bazi za prepoznavanje prometnih znakov (GTSRB) [24] in eno na
belgijski bazi za prepoznavanje prometnih znakov (BTSC) [16]. Obe bazi
bomo podrobneje predstavili v poglavju 4.1. Ucˇenje smo najprej zacˇeli na
bazi GTSRB ter razvili 15 konvolucijskih nevronskih mrezˇ in izbrali naj-
boljˇso. Za ucˇenje nevronske mrezˇe na bazi BTSC smo za zacˇetek vzeli arhi-
tekturo, ki je dala najboljˇse rezultate nad bazo GTSRB (tabela 3.1). Tako
smo za ucˇenje na bazi BTSC morali naucˇiti samo 4 nove konvolucijske ne-
vronske mrezˇe, preden smo se lahko odlocˇili za najboljˇso.
3.2.3 Dolocˇanje velikosti filtrov
Eno izmed vprasˇanj, ki se pojavlja, ko gradimo novo konvolucijsko nevronsko
mrezˇo je, kako dolocˇiti velikost konvolucijskih in Max-pooling filtrov? Kako
vemo kako velika bo izhodna mapa ob izboru filtra neke dolocˇene velikosti?
Velikost mape, ki jo dobimo na izhodu konvolucijskega nivoja ali nivoja
Max-pooling izracˇunamo z enacˇbama (3.1) in (3.2).
sirinaizhod =
sirinavhod − velikostF iltra + 2 ∗ obroba
preskok
+ 1 (3.1)
visinaizhod =
visinavhod − velikostF iltra + 2 ∗ obroba
preskok
+ 1 (3.2)
V nasˇem primeru sta viˇsina in sˇirina vhodne slike enaki, kar pomeni, da
lahko, za izracˇun velikosti izhodne mape, uporabimo poenostavljeno enacˇbo (3.3),
kjer velikost predstavlja dolzˇino ene stranice, t.j. sˇirino oziroma viˇsino mape.
velikostizhod =
velikostvhod − velikostF iltra + 2 ∗ obroba
preskok
+ 1 (3.3)
V enacˇbi (3.3) se velikostvhod nanasˇa na velikost mape, ki jo dobimo iz
prejˇsnjega bloka. Ob prvi konvoluciji je to vhodna, v nasˇem primeru barvna,
slika velikost 48x48x3. Nato pa se nanasˇa na mapo, ki je izhod iz prejˇsnjega
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konvolucijskega nivoja oziroma nivoja Max-pooling. velikostF iltra se nanasˇa
na velikost filtra, s katerim izvajamo konvolucijo ali operacijo Max-pooling.
V primeru filtra velikosti 5x5, bi bila velikostF iltra enaka 5. obroba se
nanasˇa na sˇtevilo dodatnih slikovnih enot, z vrednostjo nicˇ, na vsaki strani
mape. preskok pa pomeni po koliko slikovnih enot na enkrat se ob vsakem
premiku filtra premaknemo. V primeru konvolucijskega nivoja je ta preskok
enak 1 [13].
3.3 Koncˇna arhitektura nevronske mrezˇe
Kot smo omenili v podpoglavju 3.2.2 smo se ucˇenja konvolucijske nevronske
mrezˇe lotili postopoma in sicer z dodajanjem novih blokov, dokler nismo
dobili zˇelenih rezultatov. V podpoglavju 2.1 smo omenili, da ne zˇelimo, da
v konvolucijskem nivoju prihaja do izgube dimenzij, ter, da prihajanje do
tega lahko preprecˇimo z liho velikostjo filtrov, ter dodatkom obrobe velikosti
bvelikostF iltra/2c. Eden izmed razvitih CNN-jev na bazi GTSRB je bil
razvit z uposˇtevanjem teh nasvetov in njegova arhitektura je bila bazirana
na arhitekturi dolocˇeni v [13]. Dal je dobre koncˇne rezultate in sicer 97.70%
klasifikacijsko tocˇnost na testni mnozˇici baze GTSRB. Ker ima liho velikost
filtrov, smo velikost slik tudi skalirali na liho velikost in sicer na 47 x 47. Na
koncu pa smo najboljˇse rezultate dobili na CNN-ju, ki je imel sodo velikost
filtrov.
Nasˇ koncˇni najboljˇsi CNN ima 14 nivojev. Podrobno zgradbo najbolje
naucˇenega CNN-ja na bazi GTSRB lahko vidimo v tabeli 3.1. Na sliki 3.2
lahko vidimo graf, kako je potekalo ucˇenje. Z modro cˇrto je predstavljena
ucˇna mnozˇica, z rdecˇo cˇrto pa validacijska. S top1err je predstavljeno koliko-
krat je bil prvi predlog za detektirani znak napacˇen, s top5err pa kolikokrat
je bilo prvih 5 predlogov napacˇnih. Na osi y se nahaja napaka, na osi x pa
epoh ucˇenja. V primeru baze GTSRB smo imeli 39209 ucˇnih slik in vsaka
ucˇna instanca je bila velikosti 100 slik. To pomeni, da smo v enem epohu
imeli 393 ucˇnih instanc. Samih epohov smo imeli 45.
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Koncˇna zgradba CNN
Tip nivoja izh mapa sˇt kanal filter fak presk obroba
1 Vhodna slika 48 x 48 3
2 Konvolucijska 47 x 47 32 6 x 6 1 2
3 Max-pooling 23 x 23 32 3 x 3 2
4 ReLu 23 x 23 32
5 Konvolucijski 24 x 24 64 4 x 4 1 2
6 Max-pooling 8 x 8 64 3 x 3 3
7 ReLu 8 x 8 64
8 Konvolucijski 9 x 9 64 4 x 4 1 2
9 Max-pooling 4 x 4 64 3 x 3 2
10 ReLu 4 x 4 64
11 Full-link 1 x 1 64 4 x 4 1
12 ReLu 1 x 1 64
13 Full-link 1 x 1 43 1 x 1 1
14 Soft-max 1 x 1 44
Tabela 3.1: Koncˇna zgradba najbolje naucˇenega CNN-ja na bazi GTSRB.
Podrobno zgradbo najbolje naucˇenega CNN-ja na bazi BTSC lahko vi-
dimo v tabeli 3.2.
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Koncˇna zgradba CNN
Tip nivoja izh mapa sˇt kanal filter fak presk obroba
1 Vhodna slika 48 x 48 3
2 Konvolucijski 47 x 47 48 6 x 6 1 2
3 Max-pooling 23 x 23 48 3 x 3 2
4 ReLu 23 x 23 48
5 Konvolucijski 24 x 24 64 4 x 4 1 2
6 Max-pooling 8 x 8 64 3 x 3 3
7 ReLu 8 x 8 64
8 Konvolucijski 9 x 9 128 4 x 4 1 2
9 Max-pooling 4 x 4 128 3 x 3 2
10 ReLu 4 x 4 128
11 Full-link 1 x 1 128 4 x 4 1
12 ReLu 1 x 1 128
13 Full-link 1 x 1 62 1 x 1 1
14 Soft-max 1 x 1 63
Tabela 3.2: Koncˇna zgradba najbolje naucˇenega CNN-ja na bazi BTSC.
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Slika 3.2: Najbolje naucˇena konvolucijska nevronska mrezˇa na bazi GTSRB.
Poglavje 4
Eksperimenti
4.1 Pridobivanje podatkov
Konvolucijsko nevronsko mrezˇo smo ucˇili prepoznavanja prometnih znakov
na German traffic sign recognition base (GTSRB) [24] (slika 4.1) ter na Bel-
gium Traffic Sign Dataset for Classification (BTSC) [16] (slika 4.2).
Baza GTSRB je sestavljena iz 51839 slik, ki so razdeljene na 39209 ucˇnih
in 12630 testnih primerov. V bazi se nahaja 43 razlicˇnih razredov prometnih
znakov. Baza BTSC pa je sestavljena iz 7134 slik, od tega je 4591 ucˇnih ter
2543 testnih. Belgijska baza ima 62 razlicˇnih razredov znakov. Kar imata
obe bazi skupno je to, da so slike anotirane, in sicer za vsako obstaja podatek:
• Filename: ime slike.
• Width: sˇirina slike.
• Height: viˇsina slike.
• ROI.x1: koordinata x zgornjega levega ogliˇscˇa ocˇrtanega pravokotnika
prometnega znaka.
• ROI.y1: koordinata y zgornjega levega ogliˇscˇa ocˇrtanega pravokotnika
prometnega znaka.
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• ROI.x2: koordinata x spodnjega desnega ogliˇscˇa ocˇrtanega pravoko-
tnika prometnega znaka.
• ROI.y2: koordinata y spodnjega desnega ogliˇscˇa ocˇrtanega pravoko-
tnika prometnega znaka.
• ClassId: identifikacijska sˇtevilka razreda.
Slika 4.1: Vsi razredi baze GTSRB.
4.2 Obdelava podatkov
Slike prometnih znakov so bile razlicˇnih velikosti ter zajete v razlicˇnih osve-
tlitvenih pogojih (slika 4.3). Posledicˇno jih je bilo pred uporabo potrebno
obdelati [4]. Prvi poskus je bil normalizacija slik z odsˇtevanjem povprecˇne
vrednosti vseh slik v ucˇni mnozˇici. To je metoda, ki je bila uporabljena pri
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Slika 4.2: Vsi razredi baze BTSC.
mrezˇi imagenet-vgg-verydeep-16. Prednost tega pristopa je bila enostavnost
in velika hitrost, a rezultati so bili slabi. Po eksperimentiranju, smo priˇsli do
najboljˇsih rezultatov s sledecˇim postopkom obdelave slik.
Vsaka slika prometnega znaka iz baze GTSRB in BTSC je odrezana tako,
da pusti okoli znaka sˇe nekoliko ozadja, in s tem omogocˇi obdelavo z uporabo
metod, ki uporabljajo detekcijo na osnovi robov. Mi smo vse slike izrezali z
uporabo koordinat ROI, in tako dobili samo prometne znake. Vse slike smo
nato skalirali na enako velikost, in sicer na 48 x 48 slikovnih enot. Tudi slike,
ki so imele ocˇrtane pravokotnike (ang. bounding box) pravokotne oblike, so
tako postale kvadratne oblike. Med slikami so bile prisotne velike kontrastne
razlike in zato smo slike morali normalizirati. To smo dosegli z operacijami
adapthisteq, histeq in imadjust, [4] katere smo izvedli na vsakem barvnem
kanalu slike. Adapthisteq ojacˇa kontraste v slikah in deluje tako, da operira
na majhnih regijah, in ne na celi sliki na enkrat, kot to pocˇne histeq. Histeq
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Slika 4.3: Nekaj tezˇkih primerov iz baze GTSRB.
nato ojacˇa kontraste z izenacˇevanjem histograma. Imadjust pa popravi vre-
dnosti intenzivnosti v sliki. Pri tem tudi povecˇa kontraste v sliki. Tako smo
ustvarili ucˇno mnozˇico, na osnovi katere bomo ucˇili nevronsko mrezˇo. Na
sliki 4.4 lahko vidimo rezultate obdelave slik s prej omenjenimi koraki.
4.3 Povecˇevanje ucˇne mnozˇice
Eden izmed nacˇinov kako izboljˇsati ucˇenje konvolucijske nevronske mrezˇe je
z uporabo vecˇje ucˇne mnozˇice. Cˇe imamo omejeno sˇtevilo ucˇnih primerov, in
ne moremo dobiti novih, jih lahko umetno ustvarimo tudi sami [13, 23]. Pri
bazi GTSRB to ni bilo potrebno, saj je imela dovolj ucˇnih primerov. Baza
BTSC pa je imela manj ucˇnih primerov ter vecˇ razredov. Da bi dosegli boljˇse
ucˇenje smo bazo povecˇali z uporabo prostorske perturbacije podatkov (ang.
data jittering).
To smo storili tako, da smo vsako ucˇno sliko nakljucˇno zamaknili v rangu
[−2, 2] slikovnih enot, jo skalirali v rangu [0.9, 1.1] originalne velikosti slike
ter rotirali v rangu [−5, 5] stopinj. Tako smo iz 4591 ucˇnih primerov priˇsli na
18364. Rezultate prostorske perturbacije podatkov lahko vidimo na sliki 4.5.
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Slika 4.4: Primer obdelave petih slik. V prvi vrstici je originalna slika. V
drugi vrstici je izrezana slika prometnega znaka z uporabo ROI koordinat.
V tretji vrstici je slika skalirana na 48 x 48 slikovnih enot ter odbelana z
adapthist. V cˇetrti vrstici vidimo sliko po obdelavi s histeq. V peti vrstici je
slika po obdelavi z imadjust. Rezultat je slika, katero posˇljemo v nevronsko
mrezˇo.
4.4 Rezultati detekcije znakov
Za detekcijo prometnih znakov smo naucˇili detektor ACF. Ucˇili smo na Ger-
man Traffic Signs Detection Base (GTSDB) [11] katera vsebuje 900 slik po-
snetih med vozˇnjo z avtomobilom. Prometni znaki so prisotni na vecˇini slik,
a ne na vseh. Na sliki 4.6 vidimo primer slike iz baze GTSDB. Bazo GTSDB
smo razdelili na 600 slik ucˇne mnozˇice ter na 300 slik testne mnozˇice. Pro-
metni znaki so si med seboj razlicˇni po obliki in barvi. Posledicˇno je bolje
naucˇiti vecˇ detektorjev, po enega za vsako skupino prometnih znakov. Tako
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Slika 4.5: Primer treh slik, na katerih smo izvedli prostorsko perturbacijo
podatkov. V prvem stolpcu so originalne slike, v drugem so skalirane, v
tretjem zamaknjene, v cˇetrtem pa rotirane.
smo na koncu po zgledu [25] naucˇili sledecˇe detektorje ACF:
• detektor za vse znake,
• detektor za znake za nevarnost,
• detektor za znake za prepovedi,
• detektor za znake za obveznosti,
• detektor za znake za konec omejitev,
• detektor za znak za prednostno cesto,
• detektor za znak za krizˇiˇscˇe s prednostno cesto,
• detektor za znak za ustavi (STOP).
Diplomska naloga 29
Slika 4.6: Primer slike iz baze GTSDB.
Detektorje ACF smo ucˇili ter testirali na bazi GTSDB. Rezultati so vidni
v tabeli 4.1. Odstotek prekritosti predstavlja odstotek prekrivanja ocˇrtanega
pravokotnika dobljenega z znacˇilnicami iz agregiranih kanalov s tistim, na
anotiranih lokacijah (ang. ground truth).
4.5 Rezultati klasifikacije znakov
Nasˇ najbolje naucˇeni CNN na bazi GTSRB (tabela 3.1) je na testni mnozˇici
baze GTSRB dosegel klasifikacijsko tocˇnost enako 97.96%. Na testni mnozˇici
baze GTSDB pa klasifikacijsko tocˇnost 100.00%. Na sliki 4.7 lahko vidimo
nekaj primerov napacˇne klasifikacije znakov iz baze GTSRB. Razlogi, zakaj
jih nevronska mrezˇa ni uspela klasificirati, so bili slabi osvetlitveni pogoji,
nizka resolucija, prisotnost odbleskov svetlobe, zabrisanost in delna zakritost.
Najbolje naucˇeni CNN na bazi BTSC (tabela 3.2) je na testni mnozˇici
baze BTSC dosegel klasifikacijsko tocˇnost 96.50%, z dodatkom prostorske
perturbacije podatkov v fazi ucˇenja pa 97.99%. Rezultate klasifikacije lahko
vidimo v tabeli 4.2.
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Rezultati detekcije znakov
Odstotek prekritosti Detektor vseh znakov Vsi detektorji skupaj
Vecˇja od 0% 90.03% 91.69%
Vecˇja od 50% 89.20% 91.41%
Vecˇja od 60% 84.49% 88.09%
Vecˇja od 70% 74.79% 82.83%
Vecˇja od 80% 45.71% 55.96%
Vecˇja od 90% 8.86% 11.91%
Tabela 4.1: Odstotek detektiranih znakov z uporabo detektorja za vse znake
ter z uporabo vseh naucˇenih detektorjev hkrati.
Rezultati klasifikacije znakov
Ucˇna baza Testna baza Klasifikacijska tocˇnost
GTSRB GTSRB 97.96%
GTSRB GTSDB 100.00%
BTSC BTSC 97.99%
Tabela 4.2: Rezultati klasifikacije prometnih znakov.
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Slika 4.7: Nekaj primerov napacˇne klasifikacije nad bazo GTSRB.
4.6 Rezultati detekcije in klasifikacije znakov
Na testni mnozˇici baze GTSDB, ki kot zˇe omenjeno, vsebuje 300 slik, 361 pro-
metnih znakov in 43 razlicˇnih razredov, je nasˇ CNN na anotiranih lokacijah
prometnih znakov dosegel klasifikacijsko tocˇnost 100%. V nadaljevanju bodo
predstavljeni rezultati detekcije ter klasifikacije detektiranih znakov nad bazo
GTSDB. Na sliki 4.8 lahko vidimo primer pravilne detekcije in klasifikacije
na slicˇici, iz videa, iz belgijske baze za detekcijo prometnih znakov.
Za detektor vseh znakov, lahko v tabeli 4.3, vidimo poleg rezultatov de-
tekcije, pri razlicˇnih odstotkih prekritostih ocˇrtanega pravokotnika doblje-
nega z znacˇilnicami iz agregiranih kanalov s tistim iz anotiranih lokacij, sˇe
koliksˇna je bila klasifikacijska tocˇnost samo detektiranih znakov, pri vsakem
odstotku prekritosti, ter koliksˇno klasifikacijsko tocˇnost to predstavlja glede
na vse znake, tudi tiste, katere nismo detektirali. Pri tem se je detektor v 5%
detekcij zmotil ter detektiral znak tam, kjer ga v resnici ni bilo. V tabeli 4.4
lahko vidimo rezultate pri uporabi vseh naucˇenih detektorjev hkrati.
Vidimo lahko, da se klasifikator dobro obnese zˇe samo ob 40% pokritosti
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Detektor vseh znakov
Odstotek prekritosti
detekcije ACF ter
anotirane lokacije
Odstotek
zaznanih znakov
Odstotek pravilno
klasificiranih
zaznanih znakov
Odstotek pravilno
klasificiranih
vseh znakov
Vecˇja od 40% 90.03% 98.77% 88.92%
Vecˇja od 50% 89.20% 98.76% 88.09%
Vecˇja od 60% 84.49% 99.02% 83.66%
Vecˇja od 70% 74.79% 98.89% 73.96%
Vecˇja od 80% 45.71% 99.39% 45.43%
Vecˇja od 90% 8.86% 100.00% 8.86%
Tabela 4.3: Rezultati detekcije in klasifikacije prometnih znakov z uporabo
detektorja vseh znakov.
Vsi detektorji hkrati
Odstotek prekritosti
detekcije ACF ter
anotirane lokacije
Odstotek
zaznanih znakov
Odstotek pravilno
klasificiranih
zaznanih znakov
Odstotek pravilno
klasificiranih
vseh znakov
Vecˇja od 40% 91.69% 98.49% 90.30%
Vecˇja od 50% 91.41% 98.49% 90.03%
Vecˇja od 60% 88.09% 98.48% 86.75%
Vecˇja od 70% 82.83% 98.33% 81.45%
Vecˇja od 80% 55.96% 99.50% 55.68%
Vecˇja od 90% 11.91% 100.00% 11.91%
Tabela 4.4: Rezultati detekcije in klasifikacije prometnih znakov z uporabo
vseh detektorjev hkrati.
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Slika 4.8: Primer pravilne detekcije in klasifikacije slicˇice, iz videa, iz belgijske
baze za detekcijo prometnih znakov.
detekcije. Na sliki 4.9 si lahko ogledamo tri primere 40% pokritosti.
Slika 4.9: Trije primeri kaj pomeni 40% pokritost.
V tabeli 4.5 vidimo koliksˇen odstotek detekcij je zapadel v dolocˇeni rang
prekritosti, ter koliksˇen je bil odstotek klasifikacijske tocˇnosti v tem rangu.
V videu bi imeli vsako sekundo 24 slicˇic in med vozˇnjo bi se znak med
priblizˇevanjem vecˇal. Prav tako pa tudi odbleski od sonca ne bi bili prisotni
na vseh slicˇicah. V videu bi tako verjetno zaznali vecˇji odstotek znakov,
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Detektor vseh znakov Vsi detektorji hkrati
Odstotek prekritosti
detekcije ACF ter
anotirane lokacije
Odstotek
detekcije
Odstotek
klasifikacije
Odstotek
detekcije
Odstotek
klasifikacije
0% 9.97% 0% 8.31% 0%
1% - 39.99% 0% 0%
40% - 49.99% 0.83% 100.00% 0.28% 100.00%
50% - 59.99% 4.71% 94.12% 3.32% 100.00%
60% - 69.99% 9.70% 100.00% 5.26% 100.00%
70% - 79.99% 29.09% 98.10% 26.87% 95.88%
80% - 89.99% 36.84% 99.25% 44.04% 99.37%
90% - 100% 8.86% 100.00% 11.91% 100.00%
Tabela 4.5: Rangi prekrivanja ter koliko detekcij smo imeli v danem rangu.
Prisoten je tudi odstotek pravilne klasifikacije v danem rangu.
cˇeprav jih mogocˇe ne bi zaznali prav na vsaki slicˇici.
Ko smo testirali hitrosti nasˇega sistema za detekcijo ter klasifikacijo pro-
metnih znakov, pri uporabi detektorja za vse znake, na testni mnozˇici GT-
SDB, smo za obdelavo 300 slik, velikosti 1360 x 800 slikovnih enot, potrebo-
vali 59.36 sekund. To pomeni, da je nasˇ sistem deloval s hitrostjo 6.4 slicˇic na
sekundo. Med testiranjem na videu iz belgijske baze za detekcijo prometnih
znakov, kjer so slicˇice velikosti 1628 x 1236 slikovnih enot, pa je deloval s
hitrostjo 3.76 slicˇic na sekundo. Vidimo torej, da velikost slik mocˇno vpliva
na hitrost delovanja sistema. Najenostavnejˇsi nacˇin, kako bi dosegli obde-
lavo videa v realnem cˇasu bi bil, da bi znake iskali samo na vsaki cˇetrti slicˇici
videa. Toda s tem bi zavrgli veliko sˇtevilo slicˇic in posledicˇno bi nevarnost,
da kaksˇen prometni znak spregledamo sˇe dodatno povecˇali. Drugi nacˇin bi
bil, da bi uporabili manjˇse velikosti vhodnih slik. Kot smo videli, velikost
slik mocˇno vpliva na hitrost sistema. Z uporabo manjˇsih vhodnih slik bi
pospesˇili delovanje detektorja in s tem celotnega sistema. Kje je tista meja,
ko bi bile slike premajhne in bi to zacˇelo vplivati na delovanje klasifikatorja,
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bi bilo potrebno dodatno raziskati.
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Poglavje 5
Zakljucˇek
Problem detekcije in prepoznavanja prometnih znakov je v zadnjih letih zelo
popularen na podrocˇju racˇunalniˇskega vida. Razlog za to je, da ima ta pro-
blem veliko aplikativnost v vsakdanjem zˇivljenju. Problem je prisoten recimo
pri razvoju samovozecˇih vozil in pri razvoju naprednih sistemov za asistenco
vozniku. Eden izmed pristopov k resˇevanju tega problema, je ravno z upo-
rabo konvolucijskih nevronskih mrezˇ. Slednje so v zadnjih letih na podrocˇju
klasifikacije prometnih znakov presegle tradicionalne klasifikacijske metode
in pricˇele redno zmagovati na tekmovanjih iz prepoznavanja predmetov.
Z uporabo konvolucijske nevronske mrezˇe smo tudi mi dosegli zelo do-
bre klasifikacijske rezultate in to zˇe pri detekcijah, ki so se z anotiranimi
lokacijami prekrivale le za 40%. V tem se tudi vidi njihova mocˇ. Kar je sˇe
posebej zanimivo je to, kako se ucˇijo. Spreminja se parametre, dodaja nivoje
in znova in znova ucˇi, dokler ne dobimo dobrih rezultatov. Mi smo na bazi
GTSRB dosegli klasifikacijsko tocˇnost 97.96%, na bazi BTSC pa 97.99%.
Oba rezultata bi se z dodatnimi poskusi verjetno dalo izboljˇsati sˇe za kaksˇen
odstotek, a ker je ucˇenje nevronskih mrezˇ zamudno, bi nam to vzelo pre-
cej cˇasa. Slabsˇe rezultate smo dosegli pri detekciji prometnih znakov, saj
smo na testni mnozˇici GTSDB detektirali le 91.69% vseh prometnih znakov.
Po zdruzˇitvi detektorja ACF ter klasifikatorja CNN smo tako detektirali in
klasificirali 90.30% vseh prisotnih prometnih znakov v testni mnozˇici baze
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GTSDB. Cˇe bi ta odstotek zˇeleli dvigniti, bi se morali posvetiti predvsem iz-
boljˇsavi detekcije prometnih znakov. V [33] so problem detekcije znakov resˇili
z uporabo polno konvolucijske mrezˇe, ki je konvolucijska nevronska mrezˇa,
katero so prilagodili za resˇevanje problema detekcije prometnih znakov.
Nasˇ sistem je deloval s hitrostjo od 3.76 do 6.4 slicˇic na sekundo. Za
uporabo v avtomobilih tako ni bil dovolj hiter. Tudi cˇe bi deloval hitreje,
sˇe vedno ne bi bil dovolj zanesljiv, saj je spregledal veliko sˇtevilo prometnih
znakov. Cˇe bi zˇeleli razviti sistem, katerega bi lahko implementirali v av-
tomobilih, bi morali izboljˇsati detektor. Prav tako bi morali celoten sistem
sˇe dodatno testirati na vecˇ primerih, da se prepricˇamo, da ne prihaja do
premocˇnega prileganja podatkov. Tudi cˇe bi zaznali 99% vseh znakov, se
sˇe vedno pojavlja vprasˇanje, ali bi to bil dovolj dober rezultat. Za uporabo
pri samovozecˇih vozilih najverjetneje ne, saj bi spregled znaka Ustavi lahko
povzrocˇil prometno nesrecˇo. Za uporabo v sistemu za asistenco voznika bi
bil morda dovolj dober, saj bi tudi voznik gledal prometne znake in bi mu
sistem sluzˇil samo v pomocˇ. A kaj, cˇe bi se voznik na sistem zacˇel prevecˇ
zanasˇati ter nehal sam iskati prometne znake? Bi spregled znaka Ustavi tudi
tu povzrocˇil prometno nesrecˇo? Na to temo je bilo napisanih veliko cˇlankov.
Eden izmed njih [2] obravna sistem Opel Eye, ki je na trzˇiˇscˇu zˇe od leta
2009 naprej. Cˇeprav je sistem povzrocˇil, da je voznik, zaradi pogledovanja
na sistem, vecˇkrat odmaknil pogled s cestiˇscˇa, so vseeno zakljucˇili, da je
sistem pripomogel k vecˇjemu uposˇtevanju prometnih predpisov. Sistemi za
napredno asistenco voznika so torej podrocˇje, na katerem lahko pricˇakujemo
sˇe veliko raziskav in izboljˇsav v naslednjih letih.
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