We prove that a uniformly bounded system of orthonormal functions satisfying the ψ 2 condition: (1) must contain a Sidon subsystem of proportional size, (2) must satisfy the Rademacher-Sidon property, and (3) must have its 5-fold tensor satisfy the Sidon property. On the other hand, we construct a uniformly bounded orthonormal system that satisfies the ψ 2 condition but which is not Sidon. These problems are variants of Kaczmarz's Scottish book problem (problem 130) which, in its original formulation, was answered negatively by Rudin. A corollary of our argument is a new, elementary proof of Pisier's theorem that a set of characters satisfying the ψ 2 condition is Sidon.
Introduction
Let (Ω, µ) denote a probability space and let {φ 1 , φ 2 , . . .} denote an orthonormal system (OS) of complex-valued functions on Ω. A uniformly bounded OS is said to be Sidon with constant γ if for all complex numbers {a j } one has 
Similarly, we will say that a system is Rademacher-Sidon with constantγ if one has the inequality inequality
where r n denote independent Rademacher functions. Clearly if an OS is Sidon it is also RademacherSidon. As we will see, the converse is not true. Sidonicity has typically been studied in the context of characters on groups. Indeed the reader may be more familiar with the terminology "Sidon set" which refers to an OS comprised of a set of characters on a group. The Sidon property (1), however, can be applied in the more general setting of uniformly bounded systems. Our interest here will be the following question of S. Kaczmarz posed as Problem 130 in the Scottish book.
Problem 1. Let {φ n } be a system of uniformly bounded, orthogonal, lacunary functions. Does there exists a constant γ > 0, such that for every finite system of numbers a 1 , a 2 , . . . , a n we have max t |a 1 φ 1 (t) + . . . + a n φ n (t)| ≥ γ n j=1 |a j |.
A remark after the question defines a system to be lacunary if, for all p > 2, there is a finite constant M p such that
holds for every sequence {a n }.
In more modern language one might say that {φ n } is a Λ(p) system for every p > 2. Such systems are sometimes referred to as Λ(∞). As we will explain, an example of Rudin provides a negative answer to this problem. The subsequent developments in the character setting suggest several natural relaxations, which we will study here.
Let us briefly recall the development of the theory of Sidon sets/systems in the character setting. In 1960 Rudin introduced Λ(p) sets and constructed a subset of the integers which is Λ(∞) but which is not Sidon. See Section 3.2 and Theorem 4.11 of [12] . This provides a negative answer to Kaczmarz's problem, although there is no evidence there that Rudin was aware of the problem's provenance. On the other hand, much in the spirit of Kaczmarz's problem, Rudin asked if the stronger condition M p p 1/2 characterizes Sidon sets. In 1975 Rider [11] proved that the Sidon condition (1) is equivalent to the (superficially) weaker Rademacher-Sidon condition (2) . In 1978 Pisier [9] proved that Rudin's condition M p p 1/2 implies the Rademacher-Sidonicity property. Collectively these results show that Rudin's condition characterizes Sidonicity in the character setting. We note that both Rider's and Pisier's arguments make essential use of properties of characters.
It is well known that Rudin's condition M p ≤ C √ p is equivalent to the condition that
where || · || ψ 2 is the Orlicz norm associated to the function ψ 2 (x) := e |x| 2 − 1. See, for example, Lemma 16 of [6] . We will refer to this condition as the ψ 2 (C ′ ) condition. Given the developments in the character setting, a natural relaxation of Kaczmarz's problem would be to ask if the ψ 2 condition implies Sidonicity in the case of general uniformly bounded orthonormal systems. Our first result is a construction of an OS that gives a negative answer to this question.
Theorem 2.
For all large n, there exists a real-valued OS {φ 0 , φ 1 , . . . , φ n } with n + 1 elements satisfying ||φ j || L ∞ ≤ 7 and satisfying the ψ 2 (C) condition with some universal constant C, and such that
This construction makes essential use of Rudin-Shapiro-type polynomials.
On the other hand, the following result provides a generalization of Pisier's theorem to general uniformly bounded orthonormal systems.
Theorem 3. Let {φ j } be a ψ 2 uniformly bounded OS. Then the OS obtained as a 5-fold tensor, {φ j ⊗ φ j ⊗ φ j ⊗ φ j ⊗ φ j }, is Sidon. Moreover, if the 5-fold tensor of an OS is Sidon then the system itself is Rademacher-Sidon.
When applied to a system of characters it follows from the homomorphism property that the system itself must be Sidon. A corollary of this result is that a ψ 2 OS is Rademacher-Sidon. We will give several proofs of this fact. In fact, orthogonality beyond the ψ 2 condition is not required. Theorem 4. Let φ 1 , φ 2 , . . . denote a set of functions on a probability space (Ω, µ) such that ||φ j || L 2 = 1 and satisfying the ψ 2 (C) condition. Then
withγ :=γ(C).
This theorem will be a corollary of the following result.
Proposition 5. Let φ 1 , φ 2 , . . . , φ n be a system of functions satisfying the ψ 2 (C) condition and ||φ j || L 2 = 1. Let x 1 , x 2 , . . . , x n denote (real or complex) vectors in a normed vector space satisfying ||x j || ≤ 1 and λ 1 , λ 2 , . . . , λ n scalars. Then the estimate
Let us explain how Proposition 5 implies Theorem 4. By truncation it suffices to prove (3) for a finite system, as long as the bounds do not depend on the size of the system. We then have that
Using the ψ 2 (C) hypothesis, we may apply Proposition 5 to replace the functions {φ j (x)} with Rademacher functions and remove the absolute values. This gives us
which is Theorem 4. Another variant of Kaczmarz's problem would be to ask if an appropriate hypothesis, such as the ψ 2 (C) condition, implies that a system contains a large Sidon subsystem. In this direction it follows that a finite uniformly bounded OS satisfying the ψ 2 (C) condition must contain a Sidon subsystem of proportional size. More precisely:
where γ = γ(C, M ).
This is an immediate consequence of Theorem 4 and the Elton-Pajor theorem.
Theorem 7. (Elton-Pajor) Let x 1 , x 2 , . . . , x n denote elements in a real or complex Banach space, such that ||x i || ≤ 1. Furthermore, for Rademacher functions r 1 , r 2 , . . . , r n assume that γn ≤ || n i=1 r i (ω)x i ||dω. Then there exists real constants c := c(γ) > 0 and β := β(γ) > 0 and a subset S ⊆ [n] with |S| ≥ cn such that
One interesting consequence of Proposition 5 is that one may replace the Rademacher functions in the hypothesis of the Elton-Pajor Theorem with any complex-valued functions satisfying the ψ 2 (C) condition.
Our approach to Theorem 3 and Proposition 5 is rather elementary. The proofs proceed by showing that one may efficiently approximate a bounded system satisfying the ψ 2 (C) condition by a martingale difference sequence. Once one is able to reduce to a martingale difference sequence, one may make apply Riesz product-type arguments. Our arguments provide a new and elementary proof of Pisier's characterization of Sidon sets. It is worth noting that the first author obtained a different elementary proof of Pisier's theorem in 1983 [3] . The approach there, however, like Pisier's, relies on the homomorphism property of characters.
In Section 6, we give an alternate approach to Proposition 5 based on more sophisticated tools from the theory of stochastic processes such as Preston's theorem [10] , Talagrand's majorizing measure theorem [15] and Bednorz and Lata la's recent characterization of bounded Bernoulli processes. This approach yields a superior bound for the size of γ(β, C) and allows for the following extension to more general norms.
Theorem 8. Let φ 1 , φ 2 , . . . , φ n be a ψ 2 (C) system, uniformly bounded by M and let x 1 , x 2 , . . . , x n be vectors in a normed space X. Then
In particular, one may take γ(C, β) β C min M, log 
Proposition 5 without coefficients
In order to present the proof as transparently as possible, we start by establishing Proposition 5 in the case that λ j = 1 for all 1 ≤ j ≤ n. We will then show how to adapt the proof to the case of general λ j in the next section. We start with the following lemma.
Lemma 9. Let φ 1 , φ 2 , . . . , φ n be real-valued functions on a probability space (Ω, µ) such that
for all coefficients {a j }. For ǫ > 0, there exists a subset S ⊆ [n] such that |S| ≥ δ(ǫ, C)n and a martingale difference sequence {θ j } j∈S satisfying ||θ j || L ∞ ≤ C such that:
and such that there exists an ordering of S, say j 1 , j 2 , . . . , j n , with
Moreover, one may take δ(ǫ, M ) C −2 ǫ 2 log
Proof. The functions θ j will be discrete valued, taking at most V values, with
More specifically, we will define
where
We will denote the atoms of G s as {Ω
We will now construct θ js by induction, with the base case being treated analogously to the induction step. Assume that θ js has been constructed for all s < t and let J t ⊂ [n] be the set of J t = {j s : s < t}. We then have
For a fixed α, using the ψ 2 (C) condition (7), we have
Let δ be as given in the statement of the lemma and define
Using (15), the definition of A and the inequality/hypothesis (10) which states that V ≤ C ǫ and the inequality/hypothesis t ≤ δn, we have that
On the other hand
We may now define θ jt to be an ǫ-approximation (in L ∞ ) to φ jt − E [φ jt |G t ] of the form (11). We then have that
this quantity is ǫ. This completes the proof.
Using Lemma 9 we now are ready to prove Proposition 5, again with the restrictions that λ j = 1 and ||φ j || ≤ C. Let x 1 , x 2 , . . . , x n denote a sequence of vectors in a real or complex normed space X, and let φ 1 , φ 2 , . . . , φ n denote real-valued functions satisfying the hypothesis of Proposition 5. We will return to the more general complex case shortly. We start by applying Lemma 9 to obtain a martingale difference approximation θ j to φ j . It clearly follows that j∈S 1 +
Moreover, from the martingale difference sequence property (8), we have for all ǫ j ∈ {−1, 1}, that
Returning to the case of complex φ j , let us split each function into real and imaginary parts as
without loss of generality we may assume that
Furthermore, we may find a subset I ⊆ [n] such that |I| 1 2 βn and such that, for each S ⊆ I, one has ||
Since,
applying (19) with 1, 2, . . . , n replaced by I, we may lower bound this as
This completes the proof of Proposition 5 in the case that λ j = 1.
Proposition 5 with coefficients
We start with the following refinement of Lemma 9.
Lemma 10. Let φ 1 , φ 2 , . . . , φ n be a real-valued functions on a probability space (Ω, µ) satisfying
for all coefficients {a j }. In addition, let R > 10 be a large real constant, and let Λ 1 , Λ 2 , . . . , Λ K be a partition of the functions φ 1 , φ 2 , . . . , φ n into sets satisfying
In addition, there exists an ordering of S, say j 1 , j 2 , . . . , j n , such that
Moreover, one may take δ(ǫ, C) C −2 ǫ 2 log
Proof. We will construct each S k ⊂ Λ k by induction, using the same approach used in the proof of Lemma 9. The case k = 1 can be handled by a direct application of Lemma 9. We will assume throughout that S k ′ ⊂ Λ k ′ has been constructed for k ′ ≤ k, and that
Thus after constructing S k ′ for k ′ ≤ k, we have, assuming R > 10,
Moreover, we will construct the elements of S k by induction as well. Let use denote the set of indices associated to Λ k as Λ k := {j ∈ [n] : φ j ∈ Λ k }. Assume we have constructed t − 1 elements so far. Then, as above, the set algebra
As in the proof of Lemma 9, we have
Following (17), we have
Similarly, following (16), we have
As before, one may take t as large as
constant in the definition of δ(ǫ, C) sufficiently small, we may assume that one may take, say,
On the other hand, from (28), we have that
This completes the proof.
Next we record the following elementary observation, following Lemma 3 in [3] .
Lemma 11. Let φ 1 , φ 2 , . . . , φ n be functions uniformly bounded by C satisfying the hypotheses of Proposition 5, and λ 1 , λ 2 , . . . , λ n be complex coefficients such that
Then there exists a set S ⊆ [n] and a martingale differences sequence θ j 1 , θ j 2 , . . . indexed by elements of S satisfying (8) and (9), such that
Proof. Let R be the constant appearing in Lemma 10 and δ := δ(C, ǫ). Define
and U k := {k ∈ N : φ k ∈ U k } (we will use this convention of denoting an associated index set with an overline throughout the proof). Define Z e and Z o (respectively Z e and Z o ) as
We may find Z ∈ {Z e , Z o } satisfying
Let N denote the set of even (respectively odd) integers if Z = Z e (respectively Z = Z 0 ). Next define k 0 = 0 and
which allows us to invoke Lemma 10 to obtain subsets Λ k ⊂ V k such that |Λ k | ≥ δ|V k | and satisfying the other conclusions of the Lemma 10. We have
Thus, letting S = j∈N Λ k j , we have
which completes the proof.
We now are ready to prove Proposition 5 with the added uniform boundedness assumption ||φ j || L ∞ < C. This assumption will be removed in the next section. By multiplying the system elements φ j by unimodular complex numbers, it suffices to assume that the λ j are non-negative real numbers. As before, we start by assuming that φ 1 , φ 2 , . . . , φ n are real-valued functions on a probability spaces satisfying the ψ 2 (C) condition. Let n j=1 |λ j | = 1, and let S ⊆ [n] satisfy Lemma 11. Denoting the martingale difference approximations given by the lemma as {θ j }, we again have
for all ǫ j ∈ {−1, 1}. Let x 1 , x 2 , . . . , x n denote a sequence of vectors in a real or complex normed space X and assume that φ 1 , φ 2 , . . . , φ n are real-valued functions satisfying the hypothesis of Proposition 5. Fix ǫ > 0, then
As before, in the case of a complex system {φ j } we will split each function into real and imaginary parts as
Furthermore, we may find a subset I ⊆ [n] with j∈I λ j 1 2 β n j=1 λ j and such that for each S ⊆ I one has
Proceeding as before, applying (31) with [n] replaced by I we have
, we may lower bound the quantity above by
This completes the proof of Proposition 5.
Proposition 5 for unbounded systems
In the proof of Proposition 5 given in the previous section we assumed that the elements of the system were uniformly bounded by C. In this section we show that this condition may be removed. Let x 1 , x 2 , . . . x n denote points in a real or complex normed space X, such that ||x i || ≤ 1. Assume that
Using the assumption that {φ j } is a ψ 2 (C) system, we have µ [|φ j | ≥ y] e −y 2 /C 2 . Thus
Thus,
Selecting y ≍ C 2 log 1 γ we then have that
Now the truncated system φ j (ω)1 {|φ j |≤y} is uniformly bounded by C 2 log 1 γ and thus one may apply the uniformly bounded case of Proposition 5 proved in the previous section. This argument also shows how the second claim of Theorem 8 follows from the first claim.
5-fold real-valued tensor systems are Sidon
In this section we prove the first part of Theorem 3. For the sake of exposition, we prove the result for real-valued systems first. The complex case, which requires some additional technical details, will be presented in the next section.
Theorem 12. Let {φ j } be a OS uniformly bounded by C and satisfying the ψ 2 (C) condition. Then the OS obtained as a 5-fold tensor, {φ j ⊗ φ j ⊗ φ j ⊗ φ j ⊗ φ j }, is Sidon.
Proof. Let φ 1 , φ 2 , . . . , φ 5 denote independent copies of the system {φ i } on probability spaces Ω 1 , Ω 2 , . . . , Ω 5 , respectively. Furthermore letΩ = ⊗ 5 s=1 Ω s and let r
(1)
i , r
i , r (5) i denote independent Rademacher functions on a distinct probability space T. For a fixed set of coefficients {a i } and ǫ > 0, applying Lemma 10 gives a martingale difference sequence, {θ j }, with the following properties:
For 0 < δ < 1 and
Expanding out the product, and defining ν S (x) := i∈S θ i (x), we see that
Assuming δ < C we clearly have that
To each subset S ⊆ A we may associate a Walsh function on, say, the probability space T in the usual manner. In particular, let r 1 , r 2 , . . . , r m denote a system of Rademacher functions on T and form the associated Walsh system element associated to S by W S (y) := i∈S r i (y). Given
where we have used |C −2 θ i (x)f (x)| ≤ 1. Since the function of y defined by the expression on the left above is uniformly bounded by 1 and thus has L 2 (T) norm at most 1, Bessel's inequality gives us that
Using (39), we have that
We will estimate each of these terms separately. We start by estimating the second using (41). Provided C 8 δ 2 < 1, this gives
We now consider the first term. By orthogonality and (38) we have that
From this and (41) we have, for j / ∈ A, that
For i ∈ A, using again (41), we have that
Finally we have
Setting α j = sign(a j ) for j ∈ A, the preceding estimates imply
Using (43), provided ǫ C −1 , we have that
Recalling (36), we have that the quantity above is
The result follows by an appropriate choice of δ and ǫ.
5-fold complex-valued tensor systems are Sidon
In this section we will develop a complex analog of the previous argument. This requires some additional notation. First let us denote the real and imaginary part of φ j as φ j = φ ′ j + iφ ′′ j . Given a sequence of complex scalars α j let θ ′ j and θ ′′ j denote respective martingale difference approximations satisfying (36), (37), and (38). Define real numbers a j and b j by a j + ib j := sign(α j ).
Consider the 2 5 5-tuples of real and imaginary parts of system elements, θ ′ j and θ ′′ j . Call this set T . In a slight abuse of notation, it will be convenient to think of T = { ′ , ′′ } 5 as specifying a choice of either θ ′ j or θ ′′ j in each of 5 coordinates. With this convention, for t = (t 1 , t 2 , . . . , t 5 ) ∈ T define ν (ts) S = i∈S θ (ts) i (x). For each t ∈ T we also define
As before, if δ ≤ C −1 we have ||µ|| L ∞ = 1. Next we will define 2 × 2 5 sequences of real numbers β (t) j and ρ (t) j , indexed by t ∈ T . We let these sequences be specified by the relation
We then have
As before, for
Using (45) one has
It follows from (46) that, for sufficiently small δ,
similarly with θ ′ j (x s ) replaced by θ ′′ j (x s ). Combining this with the trivial estimate
allows us to estimate the second term on the right of (47) as
We now consider the first term on the right side of (47). By orthogonality we have that
Hence, if j / ∈ A we have
On the other hand, if j ∈ A,
Recalling that (a j + ib j ) = sign(α j ) and letting c 1 , c 2 , . . . denote universal constants, we have that
As before, recalling (36), we have that the quantity above is
Again, an appropriate choice of δ completes the proof.
Tensor Sidon implies Rademacher-Sidon
The purpose of this section is to prove the second part of Theorem 3, namely:
Proposition 13. Let {φ i } denote a complex OS uniformly bounded by M such that the k-fold tensored system {⊗ k s=1 φ s } is Sidon. Then {φ i } has the Rademacher-Sidon property.
We then claim that
Recognizing that each side can be interpreted as the expectation of the supremum of a Gaussian processs, this inequality follows from the complex version of Slepian's comparison lemma (see Proposition 31 in the appendix) once one has established the following lemma.
Lemma 14. In the notation above we have
Proof. By Lemma 32 of the appendix we have that
An application of the Cauchy-Schwarz inequality shows the inequality above is
One can replace the Gaussian random variables with Rademacher functions using a truncation argument (and the contraction principle), in a similar manner to the argument given in Section 4. Alternatively, one may apply Proposition 5. This completes the proof.
ψ 2 averages: Theorem 8
In this section we present an alternate approach to Proposition 5 based on more sophisticated tools from the theory of stochastic processes. In order to state these results we recall some notation. Let X denote a metric space with distance d(t, s). Given a subset E ⊆ X, we denote Talagrand's functional τ (E, d). We refer the reader to Chapter 2 of [16] (in particular Definition 2.2.19), where this quantity is denoted γ 2 (T, d), for a discussion and definition of this quantity. Moreover, we say that a stochastic process X t indexed by a subset of a metric space E ⊆ X is centered if X t dµ = 0 for each t ∈ E, and is subgaussian (with constant C > 0) if it satisfies the inequality
We may now recall Preston's theorem (see Theorem 3, in [10] ). A discussion/proof of the fact that the functional used in the statement of Theorem 3 of [10] is equivalent to Talagrand's functional as defined in [16] can be found in [14] . Also note that in the centered case this result is presented as Theorem 2.2.18 in [16] .
Proposition 15. Let X t be a subgaussian real-valued process indexed by elements of a metric space X with distance d(t, s). Then
On the other hand we have the following (see Lemma 3.2.6 in [16] ) complex version of the Majorizing measure theorem: Proposition 16. Let X t denote a complex-valued process such that ℜX t and ℑX t are Gaussian processes with respect to the metrics
Given the distance function d(s, t) = |X s − X t |dµ 1/2 , one has that
Combining these results gives the following (a real-valued version of this inequality appears in the work of the first author [4] ):
Corollary 17. Let φ 1 , φ 2 , . . . , φ n be a sequence of functions on a probability space (Ω, µ) satisfying the ψ 2 (C) condition and letg 1 ,g 2 , . . . ,g n denote a sequence of independent complex-valued Gaussian random variables. Furthermore, let E ⊂ C n . Then,
Proof. For t = (t 1 , . . . , t n ) ∈ E, define
It follows from the ψ 2 (C) condition on the functions φ 1 , φ 2 , . . . , φ n (see Lemma 16 from [6] ) that the process X t satisfies (49). It easily follows that the real and imaginary parts of the process X t are subgaussian processes with respect to the same distance d(t, s). In other words
(50) It then follows from Proposition 15 that
On the other hand, from Proposition 16 we have
Combining (51) and (52) completes the proof.
We will also require the recent result of Bednorz and Lata la [2] characterizing bounded Bernoulli processes. Given a subset E ⊆ C n we define the Bernoulli process
Let G(T ) denote the associated complex Gaussian process. In other words G(T ) is defined to be the quantity (53) with the the Rademacher functions replaced by independent normalized complex-valued Gaussians. The theorem of Bednorz and Lata la states the following.
Theorem 18. Given a set E ⊆ C n with B(E) < ∞, there exists a decomposition E ⊆ E 1 + E 2 such that
where the implied constants are universal.
Strictly speaking, Bednorz and Lata la state their result for real-valued processes however the complex version follows by considering real and imaginary parts. Theorem 8 will follow from the following proposition by taking E := {λ i y(x i ) : y ∈ X * , ||y|| ≤ 1} where X * is the dual space of X.
Proposition 19. Let φ 1 , φ 2 , . . . , φ n be a ψ 2 (C) system uniformly bounded by M and E ⊆ C n . Then
(56)
Proof. Let E 1 and E 2 be as given in Theorem 18. We have that
Applying Corollary 17 and then Theorem 18 we may bound the above quantity as
A Counterexample: Theorem 2
The purpose of this section is to prove Theorem 2. We start with the following elementary fact:
Lemma 20. Let 10 < n, p be positive real numbers. Then
Proof. The claim is equivalent to √ pn 1/p ≥ √ log n, or pn 2/p ≥ log n. Taking logarithms, this inequality is equivalent to log p + 2 p log n ≥ log log n. For a fixed n, the minimum of the left hand side occurs when 1 p − 2 p 2 log n = 0, or p = 2 log n. Thus we have log p + 2 p log n ≥ log log n + log 2 + 1 ≥ log log n, which establishes the claim.
Next we estimate the Λ(p) constant of the first n elements of the Walsh system. Lemma 21. Let W i denote the i-th Walsh function defined on the probability space Ω 1 . Then
Proof. By the Hausdorff-Young inequality we have that
Applying Lemma 20 completes the proof.
For a fixed large n, let σ i ∈ {−1, +1} be chosen such that
In other words, n i=1 σ i W i is a Walsh Rudin-Shapiro polynomial. The existence of the coefficients σ i is guaranteed, for instance, by Spencer's "six standard deviations suffice" theorem [13] . Next let r i denote independent Rademacher functions on Ω 2 . Furthermore define
where Ω Ψdµ = 1 + log n n
. We now define an OS φ 0 , φ 1 , . . . , φ n on the measure space (Ω, Ψdµ) where Ω = Ω 1 × Ω 2 . For 1 ≤ i ≤ n define
Using that 1 +
We now verify that this system satisfies orthonormality relations.
Next we consider φ 0 . We have
This completes the verification that the construction gives a uniformly bounded OS. Next we verify the ψ 2 (C) condition.
Lemma 22. The OS φ 0 , φ 1 , . . . , φ n satisfies the ψ 2 (C) condition for some fixed C independent of n.
Proof. Let p ≥ 2, and
Estimating the first term trivially, the second term using Khintchine's inequality, and the third using Lemma 21 gives us that
Finally, we show that these systems are not uniformly Sidon in n.
Lemma 23. There exists coefficients {a 0 , a 1 , . . . , a n } with unit ℓ 1 norm, such that
where we have used (57).
This completes the proof of Theorem 2.
10 Some related problems 
Appendix
This appendix contains a number of results needed elsewhere in this paper which are well known but for which we were unable to locate a proper reference. First we need a complex variant of Slepian's comparison lemma. Let us recall the standard real version.
Lemma 29. Let X t and Y t be real Gaussian process such that, for all s, t, one has
We start by introducing some additional notation. Let Z t denote a complex Gaussian process and Z ′ t an independent copy of Z t . Definẽ
For technical reasons the real-valued Gaussian processZ t is, at times, more convenient to work with than Z t . The next lemma shows that the expectations of the suprmemum of these two processes are comparable. This completes the proof.
We will also use the following elementary inequality for complex numbers.
Lemma 32. Let a 1 , a 2 , . . . , a n and b 1 , b 2 , . . . , b n be complex numbers of modulus at most 1. Then
Proof. By induction it suffices to prove the inequality for n = 2. Now This completes the proof.
