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An improved understanding of glenohumeral bone mechanics can be elucidated using 
computational models derived from computed tomography data. Although computational 
tools, such as finite element analysis, provide a powerful quantitative technique to evaluate 
and answer a variety of biomechanical and clinical questions, glenohumeral finite element 
models (FEMs) have not kept pace with improvements in modeling techniques or model 
validation methods seen in other anatomic locations. The present work describes the use of 
multi-level computational modeling to compare, develop and validate FEMs of the 
glenohumeral joint. 
Common density-modulus relationships within the literature were evaluated using a multi-
level comparative testing methodology to determine if relationships from alternate 
anatomic locations can accurately replicate the apparent-level properties of glenoid 
trabecular bone. Two different relationships were able to replicate the micro-level loading 
to within 1.4%, compared to microFEMs when accounting for homogeneous or 
heterogeneous tissue moduli. 
The multi-level comparative methodology was then used to develop a glenoid-specific 
trabecular density-modulus relationship. This allowed for controlled and consistent 
development of the relationship that was adapted for use in whole-bone scapular FEMs. 
The density-modulus relationship developed was able to simulate micro-level apparent 
loading to within 1.3%, using a QCT-density specific relationship. 
Micro-level FEM characteristics were then compared to determine the optimal parameters 
for microFEMs and the effect of down-sampled images as FEM input. This was 
accomplished by creating glenoid trabecular microFEMs from microCT images at 32 
micron, 64 micron or down-sampled 64 micron, spatial resolution. It was found that 
microFEMs accounting for material heterogeneity at the highest spatial resolution were the 
most accurate. MicroFEMs generated from down-sampled images at 64 microns were 
found to differ from those generated from scanned 64 micron images, indicating that 





The optimal QCT-FEM parameters and material mapping strategies (elemental or nodal) 
were then explored using the same multi-level computational methodology. Little 
difference was found when comparing elemental or nodal material mapping strategies for 
all element types; however, QCT-FEMs generated with hexahedral elements and mapped 
with elemental material mapping, most accurately replicated micro-level apparent loading. 
Comparisons by material mapping strategy are also presented for linear and quadratic 
tetrahedral elements.  
Experimental validation of whole-bone scapular models was then explored by loading 
cadaveric scapulae within a microCT and using digital volume correlation (DVC) and a 6-
degree of freedom load cell to compare full-field displacements and reaction loads to 
whole-bone scapular QCT-FEMs generated with different material mapping strategies and 
density-modulus relationships from the literature. It was found that elemental and nodal 
material mapping strategies were able to accurately replicate experimental DVC 
displacement field results. There was only minimal variation between elemental or nodal 
material mapping, and although percentage errors in reaction forces varied from -46% to 
965%, QCT-FEMs mapped with density-modulus relationships from the literature were 
able to replicate experimental reaction loads to within 3%. 
Finally, morphometric parameters and apparent modulus between non-pathologic normal 
and end-stage osteoarthritic humeral trabecular bone was compared. It was found that 
morphometric differences compared to normal bone only occurred in the most medial 
aspects of end-stage OA bone, within the subchondral region. Moving distally from the 
articular surface showed near identical morphometric parameters. The end-stage OA group 
also exhibited a more linear bone-volume-modulus relationship compared to non-
pathologic normal bone. The largest differences were seen at bone volume fractions greater 
than 0.25. This indicates that if high bone volume OA bone is being modeled, then a linear 
bone-volume-fraction-modulus (or density-modulus) relationship may more accurately 
replicate bone loading; however, if the high bone-volume-fraction bone is removed (such 
as with humeral joint replacement surgery), a power-law relationship similar to normal 
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CHAPTER 1 – INTRODUCTION 
 
OVERVIEW: Computational models in biomechanics allow 
for a cost effective and repeatable method of evaluation of a 
variety of basic science and clinically-motivated questions. 
Development of accurate computational models rely on 
model validation and characterization. Although much work 
has been done to validate and characterize the accuracy of 
computational models of many anatomic locations, the 
glenohumeral joint has not gained similar attention. 
Furthermore, variations due to pathology are often 
overlooked in model development. This chapter describes 
shoulder anatomy, the structure and function of bone, 
including mechanical properties, variations that occur due 
to osteoarthritis, and the generation of computational finite 
element models from x-ray computed tomography data. A 
brief summary of the experimental techniques used to 
validate these models and studies reporting the use of 
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1A version of this work has been published: Knowles NK, Reeves RM, Ferreira LM.  Quantitative Computed 
Tomography (QCT) Derived Bone Mineral Density (BMD) in Finite Element Studies: A Review of the Literature. 





1.1 FUNCTIONAL ANATOMY: 
 
1.1.1 The Glenohumeral Joint 
The glenohumeral joint (GHJ) consists of two bones – the humerus and the scapula (Figure 
1.1) – that allow the upper limb the greatest range of motion (RoM) of any joint in the 
human body.  The joint is held in place by a complex system of ligaments and tendons 
which provide stability and strength. Although the rotational range of motion of the GHJ 
is large, there are also small translations of the proximal humerus within the articular socket 
of the scapular, known as the glenoid fossa, throughout the RoM. These translations occur 
due to the unconstrained nature of the GHJ, with the ‘ball’ of the proximal humerus having 
a smaller radius of curvature than the shallow and flat ‘socket’ of the glenoid. Although 
the osseous structures of each bone differ, the surfaces are covered in articular cartilage, 
that support the joint by distributing loads and decreasing friction throughout arm 
movement. The structure and function of bone and articular cartilage are discussed in 
section 1.1.2. When the muscles, ligaments and tendons surrounding the GHJ alter joint 
motion and associated loading as the result of injury or pathology, the bone and articular 
cartilage may become compromised and undergo adaptive changes. These localized 
adaptive changes to the bone and cartilage is known as osteoarthritis and will be discussed 
in section 1.2. 
 
1.1.2 Bone and Articular Cartilage 
Bone is a connective tissue that is composed of a complex heterogeneous system of 
marrow, blood vessels and nerves that collectively supply blood and store nutrients within 
the body. Bone is composed of hydroxyapatite, collagen and water and can be classified 
into two main structural organization – cortical and trabecular bone – characterized primary 
by the degree of porosity (Figure 1.2). Trabecular bone has a porosity of 40-90%, while 
cortical bone has a porosity of 5-15%. Bone provides structural support to the body, 
protects internal organs, and maintains hemostasis of the body’s vascular system (Ethier 
and Simmons, 2007). Bone responds to mechanical stimuli at the cellular-level in a process 
known as bone remodeling (Nordin and Frankel, 2001). This process, termed Wolff’s law, 




































































density was directly a function of the applied stresses and strains, with increased bone 
density in areas of high stress and low bone density in areas of low stress. This bone 
adaptation is important in the natural life cycle to allow bone to adapt to variations in 
mechanical stimuli or repair due to injury, but also has drastic effects when joint loads are 
altered due to joint replacement components and/or pathology. Whether healthy or 
pathologic, bone has unique structural organization that can now be visualized using 
modern tomography techniques (Figure 1.3). These will be further discussed in section 
1.3.1. 
Bones articulate with each other at synovial joints, with motion provided through 
complex interconnected systems of muscles, ligaments and tendons. The body’s nervous 
system regulates these motions. Articular (hyaline) cartilage covers the articular surfaces 
of the connections of two bones at joints. This dense connective tissue provides a low-
friction bearing surface, improves shock absorption, and improves the conformity of the 
two articular surfaces. The dense matrix is composed of approximately 1-5% chondrocytes, 
65-80% water, 10-20% collagen and 4-7% proteoglycans. Chondrocytes are the functional 
cells of cartilage, while proteoglycans are structural proteins whose movement within the 
matrix is resisted by loosely arranged collagen fibers to resist tensile and shear forces (Fox 
et al., 2009). Collagen fiber orientation varies by region within the matrix to provide 
support for various loads. The fibers are aligned parallel on the superficial surface, 
randomly orientated in the middle and perpendicular, adjacent to the subchondral bone in 
the deep surface. The large water content is responsible for much of the shock absorption 
properties of cartilage.  Cartilage is avascular and as such has a limited ability to self-repair. 
In osteoarthritic joints, this causes pain and associated loss of function as cartilage begins 
to erode. The associated bone and cartilage adaptive changes and apparent mechanical 
property variations that occur as the result of the osteoarthritic process are discussed in 
section 1.2. 
1.1.2.1 Bone Densitometric Measures 
1.1.2.1.1 Tissue Density 











Figure 1.3: Visualization of bone at multiple hierarchical levels 






where Mw is the wet mass of the sample and BV is the bone volume, excluding pores  
(Galante et al., 1970). To determine the volume of bone tissue, the difference between the 
wet and submerged mass is used by means of Archimedes principle. Volumetric 
measurements may also use more recent imaging techniques, such as micro-CT to 
accurately quantify the BV of each sample. 
 
1.1.2.1.2 Ash Density 




      (Equation 1.2) 
where Ma is the ash mass and TV is the bulk or total sample volume. In the method 
described by Les et al. (1994), physical measurements were taken on cylindrical bone 
samples to determine the total sample volume. The sample was ashed in a muffle furnace 
at 800°C for 24 hours and weighed to determine the ash mass. A similar study tested the 
effect of ashing temperature on sample mass.  Öhman et al. (2007) found that ashing their 
samples at a temperature of 650°C for 24h in a muffle furnace, produced little variation in 
measured ash mass, compared to increased furnace temperatures. Although the original 
method described by Les et al. (1994) is still most commonly used, more accurate methods 
of initial volume measurement, such as micro-CT, may also be employed.   
 
1.1.2.1.3 Apparent Density 




    (Equation 1.3) 
where Mw is the wet mass of the sample and TV is the bulk or total sample volume. To 
determine wet mass, Galante et al. (1970) first washed samples to remove marrow, 
immersed samples in distilled water, and degassed under vacuum. Samples were then 
removed from water, centrifuged for 15 min at 8000 g, and then suspended from an 
analytical balance for submerged mass. Samples were removed and blotted dry and 
weighed in air for wet mass. Similarly, Keyak et al. (1994) measured bone cubes by first 
defatting samples in an ethyl alcohol bath. Samples dried for 24 hours at room temperature 
and were weighed for dry mass. The cubes were rehydrated under vacuum in water for 24 





apparent density was then calculated with the known cube volume. This measure is 
equivalent to the tissue density multiplied by the bone volume fraction of a sample, and 
thereby is influenced by changes in bone volume fraction or tissue density. 
 
1.1.2.1.4 Radiological Density 
Radiological, or mineral equivalent (K2HPO4 or HA) density (ρK2HPO4, ρHA , or ρQCT) is 
calculated by sampling the average CT number (HU) value of all voxels within a region of 
interest of a calibration phantom with sample rods of known densities. The radiographic 
density of the rods can be estimated using the calibration parameters supplied by the 
phantom manufacturer and simple linear regression calculations (Les et al., 1994; Schileo 
et al., 2008). This quantitative CT (QCT) calibration can be made on an entire volume, or 
by individual CT image. This non-invasive method provides a measure of volumetric bone 
mineral density (vBMD). With clinical-resolution scanners, vBMD provides a density 
measure similar to apparent density, with the density of each voxel incorporating both 
mineralized tissue and other constituents (i.e., muscle, marrow, fat, etc.). It has been 
suggested that vBMD is approximately equal to half of the apparent density (Keyak et al., 
1994b); however, various relationships within the literature have shown variations from 
this value. These will be further discussed in sections 1.3.1.1 & 1.4.6. 
1.1.2.2 Trabecular Bone Morphometry  
As discussed, trabecular bone is a highly porous structure, with interconnected rods and 
plates. Bone morphometric parameters were first examined using 2D sections with 
stereologic methods (Danielsson, 1980), indirectly-derived using a rod- or plate-like 
structure (Parfitt et al., 1987). The underlying assumptions using 2D methods of trabecular 
bone morphometry may lead to errors in measurements, and as such, 3D volumetric model-
independent methods are now recommended to quantify bone microarchitecture (Bouxsein 
et al., 2010; Hildebrand et al., 1999; Laib et al., 1997). The specific algorithms in measuring 
each of these parameters are summarized in the guideline article by Bouxsein et al. (2010), 
and only the parameters used within this thesis are presented here. 
Bone volume fraction (BV/TV) is used to quantify the amount of bone volume (BV) 





1.4).  Three common morphometric parameters are used to quantify trabecular architecture 
– mean trabecular thickness (Tb.Th), mean trabecular separation (Tb.Sp), and trabecular 
number (Tb.N). Trabecular thickness and trabecular separation are calculated using a 
sphere fitting method, in which the largest possible sphere is fit to the trabeculae or 
enclosed space, respectively (Hildebrand and Rüegsegger, 1997).  The average diameter of 
these spheres is used to determine each parameter. The mean trabecular number is 
calculated using the distance transformation method, as the inverse of the mean distance 
between the mid-axis of the structure (Danielsson, 1980). The final morphometric measure 
described in this thesis is the structure model index (SMI). This measure quantifies the 
amount of rod- and plate-like structures that exist within a trabecular region.  A value of 0 
is achieved for perfect plates, 3 for perfect rods, and 4 for perfect spheres. Although this 
metric is still commonly reported, it has been suggested that SMI is not an accurate method 
of determining the amount of rods and plates in a structure, and more direct measures that 
quantify the actual number of rods and plates should be used (Bouxsein et al., 2010; Stauber 
and Müller, 2006). Using the densitometric Equations 1.1 and 1.3 defined in section 






    (Equation 1.4) 
If tissue density is considered to be uniform throughout a sample (Kabel et al., 1999; 
Mueller et al., 1966), then the apparent density and bone volume fraction can be used 
interchangeably (scaled by tissue density).  
1.1.2.3 Mechanical Properties 
1.1.2.3.1 Trabecular Bone 
Trabecular bone, also known as cancellous or spongy bone, has mechanical properties 
partially dependent on the micro-architecture at the tissue-level. Determination of 
properties at this level can be performed on individual trabeculae or on trabecular cores 

















Figure 1.4: Representations of bone volume fraction (BV/TV) trabecular 
thickness (Tb.Th) and trabecular separation (Tb.Sp)  















level. Trabecular bone is comprised of a series of rods and plates, with mineralization, 
architecture and collagen fiber orientation dictating the mechanical response under load. 
The structural organization results in a primarily bending dominated structure under 
compressive loading. The trabecular tissue-level properties of individual trabeculae differ 
from the those of the apparent properties of organized trabecular regions, used to determine 
apparent mechanical properties. The elastic modulus of individual trabeculae can be 
measured using buckling (Townsend et al., 1975), bending (Choi et al., 1990; Choi and 
Goldstein, 1992), tension (Rho et al., 1993), or compression tests (Bini et al., 2002), as well 
as ultrasonic methods (Rho et al., 1993), or nanoindentation (Rho et al., 1997). Difficulty 
arises when testing individual trabeculae in accounting for variations in cross-sectional 
area, material heterogeneity, and boundary conditions, resulting in elastic modulus values 
that range from 1.0 – 20.0 GPa (Wu et al., 2018). Bone remodeling occurs on the periphery 
of trabeculae, leading to decreased mineralization and tissue density (Oftadeh et al., 2015), 
which reduces individual trabeculae stiffness; in particular, the bending stiffness since this 
superficial reduction occurs furthest from the neutral bending axis. 
To determine the mechanical properties of structurally organized trabecular cores, 
indentation (Aitken et al., 1985; Harada et al., 1988), tensile or compressive tests are often 
employed (Helgason et al., 2008a). It is recommended that tensile and compressive tests 
be performed using end-caps on the specimens to eliminate end-artifacts during mechanical 
testing, with extensometers attached directly to the end-caps or to the centre of the 
specimen (Helgason et al., 2008a; Keaveny et al., 1994; Morgan and Keaveny, 2001). This 
testing method will be further discussed in section 1.4.3. Specimens should have a height-
to-diameter (or height-to-edge length for rectangular specimens) aspect ratio of 2:1, with a 
core diameter of at least 5 mm to ensure a sufficient number of trabeculae exist in the cross-
sectional area being tested (Helgason et al., 2008a). Side-artifact, due to coring damage 
and the loss of load-carrying capacity of outer trabeculae, can also be accounted for (Ün et 
al., 2006). More recent studies have suggested that the 2:1 aspect ratio is not necessary as 
long as specimen length is greater or equal to 10 mm (Lievers et al., 2010b), and cores with 
diameters of 8.3 mm or greater are not affected by side-artifacts (Lievers et al., 2010a). 
Trabecular bone is an anisotropic material, which affects its measured elastic modulus 





trabecular bone’s mechanical properties can be explained by its volume fraction or apparent 
density (Carter and Hayes, 1977; Maquer et al., 2015). Therefore, variations in density by 
anatomic site, pathology, or age can have a significant effect on the mechanical properties 
of trabecular bone. The elastic modulus can vary by up to 100-fold (Goldstein et al., 1983); 
however, structurally organized human trabecular bone generally has an (apparent) elastic 
modulus between 10 and 3,000 MPa (Morgan et al., 2018). Due to the strong relationship 
between elastic modulus and apparent density, (apparent) density-(apparent) modulus 
relationships are often used to model bone as a continuum of mechanical properties in 
computational simulations. For anatomic locations that span a relatively large density 
range, these relationships generally follow a power-law relationship between apparent 
density (or bone volume fraction) and apparent modulus (Carter and Hayes, 1977), with an 
exponent between 2 and 3 (Equation 1.5 & 1.6) (Hodgskinson and Currey, 1993; Zysset et 
al., 1994). However, it has been suggested within lower density ranges, this relationship 
may exhibit more linearity (Morgan et al., 2018).   
𝐸𝑎𝑝𝑝𝑎𝑟𝑒𝑛𝑡 = 𝛼(𝜌𝑎𝑝𝑝𝑎𝑟𝑒𝑛𝑡)
𝛽
  (Equation 1.5) 





   (Equation 1.6) 
Experimental loading of trabecular cores can also be combined with computational 
models to back-calculate tissue-level mechanical properties (van Rietbergen et al., 1995). 
Generation of a linear-isotropic micro-finite element model (FEM) is performed for the 
specimens undergoing mechanical testing using direct conversion of the CT voxels into 
hexahedral finite elements. The generation of finite element models using hexahedral 
elements will be discussed in section 1.3.3. An arbitrary tissue modulus of 1 GPa is applied 
to all elements within the micro-FEM and the experimental setup is replicated 
computationally. This method has determined trabecular tissue modulus values ranging 
from 5.0 to 20.0 GPa (Wu et al., 2018). The most recent studies utilizing this method 
account for the variations in boundary conditions that may occur experimentally (Chen et 
al., 2017), by modeling the end displacements driven by digital volume correlation (DVC) 
measurements (Costa et al., 2017). This method indicates that back-calculated tissue-






The high level of porosity in trabecular bone influences its mechanical properties. 
Despite not having a clearly defined linear region in stress-strain curves, trabecular bone is 
often modeled as a linear-isotropic material. The strength varies in both compression and 
tension, and although localized compressive yield strains are generally around 0.7%, load-
carrying capacity can be maintained up to strains of 50%. Due to its viscoelastic behaviour, 
among other factors, trabecular bone can withstand cumulative damage over time, 
maintaining much of its strength (Morgan et al., 2018). In-vivo, this may be compensated 
by normal bone remodeling processes, or may lead to clinically-relevant fractures. When 
testing bone in-vitro, this damage accumulation may alter the measured mechanical 
properties.  
1.1.2.3.2 Cortical Bone 
Similar to trabecular bone, cortical (or compact) bone’s mechanical properties are 
anisotropic, with elastic moduli of approximately 18 GPa along the longitudinal direction 
(Mirzaali et al., 2016; Reilly and Burstein, 1975) – double that of the transverse directions. 
The tensile stress-strain curve is bi-linear with failure strain of less than 3%. The 
compressive stress-strain curve exhibits increased strength compared to the tensile 
properties, but failure occurs abruptly at approximately 1.5% strain (Morgan et al., 2018). 
Cortical bone is also viscoelastic, but only modest changes in elastic modulus are observed 
with increasing strain rate (McElhaney, 1966). As with trabecular bone, cortical bone is 
influenced by damage accumulation (Zioupos et al., 2008), which also alters mechanical 
properties, but this micro damage is a normal consequence of physiologic loading (Fondrk 
et al., 1999; Frost, 1960).  
1.1.2.3.3 Whole Bones 
The mechanical properties at the whole-bone level are a combination of trabecular and 
cortical bone properties and distributions, as well as geometrical factors. Difficulties in 
mechanical property evaluation at the whole-bone level arise from the difficulty in 
replicating physiologically relevant boundary conditions. The tensile and compressive 
properties of whole bones are dependent on cross-sectional area, while bending and 
torsional stiffness depend on local distributions of trabecular and cortical bone throughout 
the structure. These spatially variable distributions of material lend well to CT analysis, 





strong dependence of strength and elastic modulus on apparent density allows for whole-
bone computational models to be generated with a continuum of materials accounting for 
each bone type and geometrical organization. A separate density-modulus relationship can 
be applied to each of trabecular bone and cortical bone (Equations 1.5 & 1.6). The transition 
between the two types of bone has been suggested to occur at an apparent density of 1.0 
g/cm3 (Gray et al., 2008), or bone can be separated into distinct regions of trabecular and 
cortical bone using image processing techniques. The former has shown excellent 
correlations with experimental data (Dahan et al., 2016), while the latter has been explored 
in a more robust and systematic manner, but only in the femur (Enns-Bray et al., 2018, 
2016; Helgason et al., 2016). These variations in trabecular and cortical piecewise material 
mapping will be explored in Chapter 6. 
 
1.2 OSTEOARTHRITIC GLENOHUMERAL JOINTS: 
1.2.1 Disease Characteristics 
Osteoarthritis (OA) is characterized by joint morphological pathology and/or 
biomechanical changes (Arden and Nevitt, 2006). The symptomatic biomechanical 
changes lead to loss of joint range of motion and stiffness, causing pain and functional loss. 
These are directly related to the morphological variations that occur within the joint, 
including loss of articular cartilage, subchondral bone sclerosis, subchondral cyst 
formation, abnormal bone formation, leading to osteophyte formation and synovial 
inflammation (Brandt et al., 2008). These pathologic characteristics are visible in CT scans 
of OA glenohumeral joints and contribute to their bone’s altered biomechanical properties 
(Figures 1.5 & 1.6).  
 
1.2.2 Etiopathogenesis 
There are disagreements in the literature as to the exact etiopathogenesis of OA and 
whether structural changes in the cartilage lead to structural changes in the underlying 
subchondral bone, or if subchondral changes lead to the progression of cartilage 
degradation. In theories predicated on cartilage structural changes, chondrocytes are 



















Figure 1.6: Coronal micro-CT images of a normal humeral head 










of increasing joint loads, impact, or fatigue loading beyond normal physiological levels 
(Aigner and McKenna, 2002; Blanco et al., 1998). Radin et al. reported that subchondral 
sclerosis leads to thicker and stiffer bone underlying the cartilage, which induces increased 
stresses on the cartilage, predisposing the OA joint to progressive damage (Radin et al., 
1986). Beyond biomechanical considerations, biological factors play a key role in the 
initiation and progression of OA. The biomechanical factors previously described (or other 
unknown factors) result in increased biological activity within the subchondral bone and/or 
cartilage. Within the subchondral bone, increased bone remodeling results in thicker 
(sclerotic) bone, causing cartilage thinning, and consequentially increased cartilage 
stresses. Biochemical markers indicating increased bone remodeling in OA joints have 
been reported (Bailey and Mansell, 1997; Mansell and Bailey, 1998). It is likely a 
combination of both biomechanical and biological systemic factors that contribute to the 
initiation and progression of OA (Dieppe, 1995; Felson et al., 2000; Sharma, 2001).  
1.2.3 Bone Density 
Despite the appearance of increased bone density seen using x-ray techniques, the sclerotic 
bone visualized in OA joints is hypomineralized. The tissue density of subchondral cortical 
and trabecular bone is lower in OA subjects than normal controls (Chappard et al., 2006; 
Grynpas et al., 1991; Li et al., 1997a; Li and Aspden, 1997). The higher rate of bone 
remodeling that occurs during the pathologic process (Mansell and Bailey, 1998) results in 
less mineralized bone and increased osteoid (Burr, 1998; Fazzalari and Parkinson, 1997; 
Grynpas et al., 1991). These variations in densities have been assessed in the OA hip 
(Chappard et al., 2006; Li et al., 1997a; Li and Aspden, 1997), and proximal tibia (Ding et 
al., 2001), among other joints. In subchondral cortical and trabecular bone, the altered OA 
bone remodeling process leads to increases in bone volume fraction. Recall that apparent 
density can be calculated as the tissue density multiplied by the bone volume fraction 
(section 1.1.2.2). As such, although the density of the mineralised tissue is less than non-
pathologic bone, the increase in bone volume fraction increases the apparent density of this 
bone. This may be as large as 50% higher in some joints (Brown et al., 2002; Li and 






1.2.4 Mechanical Properties 
It has been observed that subchondral bone from joints with early OA has reduced ability 
to transfer strain-energy (area under the load-displacement curve) during impact loading 
(Radin et al., 1970). In the joint, this results in increased energy being transferred to other 
areas of the skeletal system (Johnston, 2010), such as the articular cartilage, leading to 
higher cartilage stress, breakdown, degradation and OA (Radin et al., 1986, 1973, 1972). 
The structure and composition of the OA bone is altered during disease progression which 
contributes to the alteration of mechanical properties related to normal bone (Li et al., 
1997b). The increased mineralization, but decreased material density on the outer surface 
of the trabeculae alter the bending stiffness under compressive loading. There still remains 
a significant correlation between elastic modulus and apparent density in OA bone; 
however, the large range of apparent-densities and variations in mineralization that occur 
in OA bone results in a more linear density-modulus relationship and lower correlation 
coefficients (Li et al., 1997b). 
 
1.3 FINITE ELEMENT MODELING 
1.3.1 Radiographic Techniques 
X-ray computed tomography (CT) is a medical imaging modality that uses ionizing 
radiation projected through an object to collect a series of projections quantified by the 
object’s x-ray attenuation along the beam path. A detector measures the x-rays that pass 
through the object, allowing for a quantitative map of attenuation values that is directly 
proportional to the electron density of the object being scanned. In helical clinical CT 
scanners, the x-ray source rotates around the object allowing for a series of projections to 
be collected. This collection of projections is reconstructed to create 2-dimensional (2D) 
image stacks in the three main anatomical directions (axial, sagittal, and coronal). The 
orthogonal 2D images can be combined into 3D, characterized into volumes and broken 
down by voxels. In clinical scanners, voxels are generally anisotropic, with in-plane spatial 
resolutions dependent on the size of the object being scanned. In-plane spatial resolutions 
can be as fine as 0.1 mm, with the most recent clinical-resolution helical scanners having 
out-of-plane spatial resolutions of 0.3125 mm. This spatial resolution limits the quantitative 





bone and other constituents (muscle, fat, marrow, etc.). Micro-CT works in a similar 
manner, but current cone-beam industrial systems, such as the one used in this thesis 
(section 1.3.1.2), are capable of spatial resolutions < 0.01 mm. Spatial resolutions in these 
scanners are again a function of the size of the object being scanned; however, these 
improvements in spatial resolution allow for local bone architecture to be visualized and 
tissue density to be quantified. 
 
1.3.2 Quantitative Computed Tomography (QCT) 
Quantitative computed tomography (QCT) was introduced in the 1970’s as a method of 
quantifying bone mineral density (BMD) using CT scanners (Isherwood et al., 1976; 
Rüegsegger et al., 1976). In the years following its introduction, alternative methods of 
bone mineral density estimation, such as dual-energy x-ray absorptiometry (DXA), gained 
clinical popularity due to lower levels of ionising radiation dose (Adams, 2009). More 
recently, QCT has regained usefulness, both clinically and within the research community, 
for its ability to accurately quantify volumetric BMD (vBMD), compared to the two-
dimensional, or areal BMD (aBMD) measurements acquired with DXA.  In biomechanics 
research, this method of accurate vBMD measurement is essential for computational 
modeling of bone and other structures. Due to the strong relationship between apparent 
density and elastic modulus (Section 1.1.2.3), QCT provides a quantitative method of 
determining accurate vBMD that can be translated across CT scanners and settings.  
The basis of QCT scanning is that the object, specimen, or patient is scanned with 
a calibration phantom, which contains rods of varying concentrations of calcium 
hydroxyapatite (HA), or rods with varying materials from low to high atomic number 
calibrated against liquid dipotassium phosphate (K2HPO4). These provide a consistent 
density reference between objects, specimens, or patients and allow for scaling of CT 
attenuation values to known QCT density values (Figure 1.7). The phantoms are not 
scanner specific and therefore provide a common density reference translatable across all 
scanners and scan settings. Radiological or quantitative density (ρQCT) is calculated in units 
of mgHA/cm3 (ρHA) or mgK2HPO4/cm3 (ρK2HPO4). These imaging-based density measures can 
then be related to physical methods, such as ash or apparent density using relationships 






Figure 1.7: A QCT calibration phantom (QCT Pro, Mindways Software,  









1.3.1.2 Micro-Computed Tomography 
Micro-CT systems differ slightly from helical clinical CT-scanners in that the object or 
specimen is generally placed on a rotating turntable that rotates 360° during scan 
acquisition. An x-ray tube and detector are fixed on opposite sides of the turntable and 2D 
projections are collected and used to reconstruct the volumetric 3D image (Figure 1.8). The 
x-ray beam disperses from the emitter as a cone-beam, which causes a degree of geometric 
magnification and variations in x-ray energy across the object. The spatial resolution of the 
object is inherently linked to the size of the specimen, as larger objects limit the proximity 
of the emitter and detector. As such, the closer the distance that the specimen is from 
source, the higher the spatial resolution will be. Similar to QCT-clinical scanning, a 
calibration phantom may be scanned with an object before or after scanning to calibrate 
the scans to a known density reference. In the present thesis, a micro-CT calibration 
phantom was not available, and so the same scanner, scanner settings, and scanning 
protocol was used to ensure consistency between scans. Beyond the scope of this thesis, a 
comprehensive evaluation of micro-CT parameters that influence image quality is provided 
by Stauber and Müller (2008). 
 
1.3.2 The Finite Element Method 
The finite element (FE) method is a numerical method for solving engineering problems – 
primarily those with complex geometries in which analytical solutions are difficult to 
obtain. In the stiffness matrix method, the simple Hooke’s law stiffness equation is solved 
element-wise and summed to determine a global stiffness matrix of the solid continuum as 
a whole. The geometry is discretized into finite elements (Figure 1.9) that simplify the 
complex geometry. Each individual element has an associated stiffness value related to the 
geometrical features of the element and its associated elastic modulus. As an example, for 
a simple bar element, the elemental stiffness is given by the relationship between Hooke’s 
Law and stress-strain: 














= 𝑘  (Equation1.7) 
It can be seen from equation 1.7 that the elemental stiffness, k, is a function of geometrical 












Figure 1.9: A finite element model of a cadaveric scapula, discretized into a 





stiffness matrices are combined to form a global stiffness matrix for the entire model. In 
linear-isotropic models, forces are often applied at the nodes of the model allowing for the 
equilibrium of a system of linear equations to be solved: 
{𝐹} = [𝑘] ∗ {𝑈} → {𝑈} = [𝑘]−1{𝐹}   (Equation 1.8) 
where {U} is a displacement field vector. In displacement-controlled models, the elemental 
forces can be determined using the same relationships. These are then combined with 
element geometry and compatibility equations to determine the elemental strains. Using 
the constitutive relationship of each element, stresses can then be determined element-wise. 
This provides a full-field analysis of the displacement, strain, stress and other relevant 
mechanical properties throughout the entire structure.  
1.3.3 Finite Element Mesh 
The finite element mesh is a discretization of solid geometry and decreasing its element 
size – known as h-type mesh refinement – allows the approximate solution of the model to 
converge on the correct solution. Two element types are commonly used in finite element 
modeling of bone – hexahedral and tetrahedral (Figure 1.10). Hexahedral elements are most 
commonly used in micro-level FEMs due to direct conversion of isotropic voxels into these 
brick elements. Hexahedral elements usually use linear integration formulations to improve 
convergence and reduce computational expense, although higher order integration 
formulations can be implemented. In micro-level FEMs, higher order hexahedral elements 
have shown minimal improvements in the accuracy of local stresses and strains (Depalle 
et al., 2013). Hexahedral elements can also be adapted to more complex geometries, by 
creating elements with non-uniform edge lengths; however, the complexity associated with 
automatic mesh generation for these elements and complex geometries limits their 
usefulness in most bone computational studies. Tetrahedral elements, using linear or 
quadratic integration formulations are most often used in continuum-level FEMs, but can 
also be used in micro-level FEMs (Figure 1.11). The advantage of tetrahedral elements is 
their ability to represent complex curved geometries with smoother surfaces, and their 
widespread implementation in automatic mesh generators. Linear tetrahedral elements are 
less common in contemporary FE modeling due to their high stiffness (Cifuentes et al., 








































Figure 1.11: Hexahedral (A) and tetrahedral (B) microFEMs 







behaviour and may require less mesh refinement to achieve an accurate solution, provided 
that geometrical quality is maintained (Burkhart et al., 2013). With all FE types, node 
numbering is important for element connectivity, maintaining a continuous mesh. The 
effect of element type in microFEMs will be explored in Chapter 4 and mesh refinement 
and element type in QCT-FEMs in Chapter 5. 
 
1.3.4 Material Assignment 
At the continuum-level, finite element models (FEMs) are assigned mechanical properties 
based on a continuum of material densities through the bone geometry. These can be 
applied using a homogeneous elastic modulus for bone, homogeneous distributions with 
pre-processed separation of cortical and trabecular bone, or a heterogeneous distribution of 
materials using an (apparent) density-(apparent) modulus relationship (section 1.1.5.1). 
These may be single relationships that represent the full-range of densities within the bone, 
or piece-wise functions that account for differences between trabecular and cortical bone. 
An accurate estimation of bone density and choosing an anatomic location-specific density-
modulus relationship is essential for physiologic accuracy in linear-isotropic continuum 
FEMs (Helgason et al., 2008a; Knowles et al., 2016; Morgan et al., 2003; Schileo et al., 
2008). Density-modulus relationships can be assigned using software that is commercially 
available (Mimics, Materialise, Leuven, BE; Simpleware, Synopsys, UK) or open-source 
(Bonemat, www.bonemat.org; MITK-GEM, https://simtk.org/projects/mitk-gem). These 
software packages expand on the simple elemental averaging method, first reported by 
Zannoni et al. (1999), by overlaying the mesh lattice vertices on the native CT field and 
applying mechanical properties to the elemental integration points (Zannoni et al., 1999). 
Within Bonemat, this has been improved using numerical integration (Taddei et al., 2007, 
2004), while Mimics and Simpleware use exact volume-weighted elemental averaging. 
Bonemat can also assign materials using the elastic modulus field, in which the non-linear 
density-modulus relationship is first applied to the native CT-intensity field, and then the 
density-modulus relationship is applied. This method has been reported to improve 
accuracy with experimental surface strain results (Helgason et al., 2008b). Material 





native CT voxel dimensions, or at the interface of materials of different densities, due to 
partial volume effects (PVEs).  
In FEM development, PVEs are of the highest concern on the outer cortical shell 
because this region lies adjacent to muscle and other soft tissue, with vastly different 
densities. As such, materials mapped to the outer cortical surface may underestimate the 
true modulus of this bone. PVEs can be accounted for using image processing techniques 
to remove the outer ‘weak-voxel layer,’ assigning a uniform modulus to the cortical regions 
(Helgason et al., 2016), or ensuring the contours of the model do not include PVE voxels. 
Due to elemental mesh complexity, methods beyond these to eliminate PVEs are limited. 
This is implemented in open-source software (MITK-GEM). 
 Alternative to elemental material mapping, a nodal material mapping strategy may 
be employed (Figure 1.12). The nodal coordinates can either be read as a user subroutine 
in Abaqus (Simulia, Providence, RI) (Chen et al., 2015, 2010), or as ‘field or auxiliary 
(temperature) variables,’ in Abaqus or Ansys (Ansys Inc., USA) (Helgason et al., 2008b). 
These variables are linearly interpolated to the element gauss integration points in the 
subsequent FE simulation. In nodal material mapping, tri-linear interpolation of the scalar 
field is used to map materials directly to the nodes. This is typically implemented in 
custom-code and so the scalar field can be either the native CT field, or an elastic modulus 
field. This method has also been used to account for PVEs by determining whether outer 
nodes are assigned a lower modulus than the nearest internal node (Helgason et al., 2008b), 
and if so, these outer nodes are assigned the nearest internal node’s value (Figure 1.13). 
At the micro-level, trabecular geometry is preserved in micro-FEMs, allowing for 
tissue-level mechanical properties to be defined. These models are most commonly 
generated using direct-conversion of the micro-CT voxels into hexahedral elements (van 
Rietbergen et al., 1995), retaining the CT attenuation of each voxel. It is most common for 
a uniform homogeneous tissue modulus to be assigned to models at this resolution; 
however, heterogeneous material distributions are increasing in popularity to account for 
spatial variations in material properties that occur due to bone remodeling (Oftadeh et al., 
2015; Wu et al., 2018) (Figure 1.14). These relationships often use direct linear 
relationships between voxel CT attenuation to apply element-wise tissue moduli (Bourne 









Figure 1.12: Scapular FEMs mapped with elemental (Mimics. v.20.0) (A) or nodal 









Figure 1.13: A tetrahedral mesh overlaid on native CT voxels 
To account for partial volume effect, if the outer surface node (red circle) has a lower 
assigned modulus than its nearest internal neighbour (blue circle), the modulus of the 





Figure 1.14: Trabecular micro-FEMs with homogeneous (A) or heterogeneous (B) 






assign relationships based on HA content. Although less common, micro-FEMs can be 
generated with tetrahedral elements and elemental or nodal material mapping strategies. 
1.4 EXPERIMENTAL VALIDATION METHODS 
A variety of experimental validation methods exist in biomechanics research, with 
validations primary being performed in-vitro, using cadaveric whole bones or small 
trabecular or cortical core samples taken from various anatomic locations of cadavers. 
These samples are not limited to cadavers, and the cores (i.e., biopsies) can also be 
extracted from patients undergoing surgical procedures. The testing methods used provide 
either local measurements of strain (strain gauges and extensometers), global measures of 
stiffness, surface displacements and/or strains (digital image correlation – DIC), or full-
field displacement and/or strain (digital volume correlation – DVC). Although each method 
has its advantages and disadvantages, the method chosen for experimental validation of 
computational models should produce a metric that is equivalent to the output of the 
computational model. A thorough literature review of the primary testing methods used in 
bone biomechanical studies was reported by Grassi and Isaksson (2015) – a summary of 
these methods is provided below. 
 
1.4.1 Stiffness 
Bone stiffness measurements are one of the simplest methods of comparing experimental 
and computational models. Experimentally, this is generally performed by preparing a 
cadaveric specimen for loading within a hydraulic mechanical or electromechanical 
material testing frame. For whole bones, the bone is often potted in 
polymethylmethacrylate (PMMA) bone cement for ease of securing to the testing frame. 
For bone cores, the ends of the sample can either be potted in PMMA, brass end caps 
(Keaveny et al., 1994), or compressed between two parallel platens (Helgason et al., 
2008a). The actuator of the testing frame applies a tensile, compressive, or torsional load 
to the sample. A load cell is used to measure the reaction loads and a linear variable 
displacement transducer (LVDT) measures the displacement of the actuator – rotational 
variable displacement transducer (RVDT) in the case of torsion. Strain rate is an 





various strain rates to determine variations. Additionally, because this method uses a 
machine-mounted load cell and LVDT for force and displacement measurements, 
machine compliance must be accounted for and used to correct the measured mechanical 
properties – especially in samples with high stiffness. 
 
1.4.2 Strain Gauges 
Strain gauges used in biomechanics date back to the mid-1940’s (Gurdjian et al., 1945) and 
have since become one of the most common methods of experimental strain measurement, 
providing the gold standard in bone biomechanics (Grassi and Isaksson, 2015). Strain 
gauges measure changes in voltage or current as the result of resistance changes that occur 
in a circuit when a portion of its conductive path extends or contracts. Uni-axial strain 
gauges can be used to determine strains in a single direction, while strain rosettes measure 
strain in three directions, allowing for the determination of principal strains and their 
orientations (Grassi and Isaksson, 2015). The main limitation of strain gauges is that they 
only provide a localized measure of strain on the surface of the outer cortical shell. The 
non-uniform geometry of bone creates a difficult medium for the attachment of strain 
gauges. The review by Grassi and Isaksson (2015) provides an excellent overview of the 
literature in the optimal methods of attaching strain gauges in bone biomechanical studies. 
Combined with the difficulty in gauge placement and attachment, bone consists of a 
heterogeneous distribution of material properties that may cause large strain errors for even 
slight variations in material properties along the length of the gauge. When comparing 
strains collected experimentally with computational models, it is essential that variations 
in material are consistent between models and that the strains extracted computationally 
are extracted in a method that is consistent with the strain output measured experimentally.  
 
1.4.3 Extensometers 
The use of extensometers in bone biomechanics have been reported since the early 1950’s 
(Dempster and Liddicoat, 1952). Extensometers provide a local measure of strain by 
measuring length changes between two fixed ends. In bone biomechanics, these are mainly 
utilized for testing small trabecular or cortical bone cores within a material testing frame. 





different regions of the sample (Helgason et al., 2008a). Extensometers with attachment to 
brass end-caps still provides a gold standard in bone core experimental strain measurement 
under tensile and compressive loading (Keaveny et al., 1994; Morgan and Keaveny, 2001). 
 
1.4.4 Digital Image Correlation (DIC) 
Digital image correlation (DIC) improves surface strain measurements by allowing for full-
field surface displacements and strains, instead of localized measures. DIC uses variations 
in the patterns of digital images taken during pre- and post-loaded states to determine 
displacement fields. The transformation field between images is determined by maximizing 
a correlation coefficient, while the images are compared based on pixel intensity variations 
between states. The accuracy of DIC is dependent on image subset area, pixel shift used to 
calculate the strain field and image post-processing parameters, such as smoothing and 
filtering (Grassi and Isaksson, 2015). This method is better than strain gauge or 
extensometer methods when validating computational models, because the full-field 
surface measurements can be compared directly to surface node displacements and strains 
obtained computationally. DIC provides a cost-effective method of increasing the 
comparative data between models but is still limited to surface displacements and strains.  
 
1.4.5 Digital Volume Correlation (DVC) 
Digital volume correlation (DVC) is an extension of DIC and was first reported by (Bay et 
al., 1999). In DVC, minimization functions are solved on a 3D-subset using intensity 
variations in the pre- and post-loaded states of the naturally occurring patterns that exist 
within bone micro-structure. In the review by (Roberts et al., 2014), the main parameters 
influencing accuracy of DVC are reported. Subset size is the most important parameter 
affecting measurement precision, a global correlation approach reduces errors compared to 
local approaches and due to the reliance on the naturally occurring micro-structure of bone, 
variations in bone micro-structure may influence accuracy and precision.  
In this thesis, the software BoneDVC was used to quantify experimental full-field 
displacements of cadaveric scapulae from micro-CT scans while under varying loads 
(Chapter 6). BoneDVC is global DVC software that computes a full-field displacement 





representing deformations are solved at the nodal locations of the grid with intensity and 
weighting functions to improve accuracy (Dall’Ara et al., 2017, 2014). 
 
1.4.6 Summary of QCT-FEM Experimental Validation Studies 
This section provides a summary of QCT-derived FEM studies and the experimental 
validation metrics used (Table 1.1). Although this is not an exhaustive list of all QCT-based 
FEM studies in the literature, it is apparent that although significant work has been done in 
implementing the most contemporary methods of bone density extraction in FEM 
generation and experimental validation in the femur and spine, a paucity of studies utilizing 






Table 1.1: Summary of QCT-Based Finite Element Studies in the Literature 



















(Tarala et al., 
2011) 
Femur HA ρHA =  ρash NR Displacement 
CLS Stem R2 = 0.95 
EPOCH Stem R2 = 0.88 
NR NR NR 
(Cong et al., 
2011) 
Femur K2HPO4 ρash =  ρK2HPO4 = -0.009+ 
0.0007* HU 
 
ρash/ρapp = 0.6a 
 
E = 14664ρash1.49; 
E = 10500ρash2.29 
E = 17546ρash3 
E = 8050ρash1.16 
E = 15000e-4.91^e-2.63ρash 
E = 20000e-5.19e^-2.10ρash 
E = 55000e-5.40e^-2.63ρash 
Axial Stiffness 
R2(y=x) = -1.40 
R2(y=x) =-4.97 
R2(y=x) = -6.93 
R2(y=x) = 0.50 
R2(y=x) =0.71 
R2(y=x) = 0.69 
R2(y=x) = 0.69 
120 216 mAs 0.40 x 0.45 
x 0.45 
(Dragomir-
Daescu et al., 
2011) 
Femur K2HPO4 ρash =  ρK2HPO4 = -9*10-3 + 7* 
10-4*HU 
 
ρash/ρapp = 0.6a 
E = 14664ρash1.49 Axial Stiffness (R2 = 0.87) 
Ultimate Load (R2 = 0.93) 
120 216 mAs 0.40 x 0.30 
to 0.45 x 
0.30 to 0.45 
(Keyak et al., 
2011) 
Femur HA NR NR NR 120 140 mAs NR 
(Trabelsi and 
Yosibash, 2011) 
Femur K2HPO4 ρash  = 1.22ρk2HPO4 + 0.0523b Ecort = 10200ρash2.01 
Etrab = 5307ρash + 469 
Strain 
Experimental (R2 = 0.982 )   
MM-based (R2 = 0.939) 
NR NR NR 
(Trabelsi et al., 
2011) 
Femur K2HPO4 ρash  = 1.22ρk2HPO4 + 0.0523b Ecort = 10200ρash2.01 
 
Etrab = 5307ρash + 469 
Local Displacement 
(R2 = 0.871) 
Strain (R2 = 0.951) 
Axial Stiffness 
(R2 = 0.619) 
120 90 mAs 1.0 x 0.488 












NR NR NE NR NR 2.5 x 0.74 x 
0.74 
(Op Den Buijs 
and Dragomir-
Daescu 201) 
Femur K2HPO4 ρash =  ρK2HPO4 = 7.0*10-4HUc E = 29800ρash1.56 Axial Stiffness 
 (R2 = 0.76) 
Strength (R2 = 0.71) 
120 216 mA 0.40 x 0.29 
to 0.41 x 




Femur HA ρash =  ρHA E = 10095ρash Fracture Load (R2 = 0.87) 120 100 mAs 0.75 x 0.25 
x 0.25 
(Shim et al., 
2012) 
Femur NR NR E = 6750.3ρash2.01 NE NR NR NR 
(Gong et al., 
2012) 
Femur HA ρHA to ρapp and converted to 
ρashd – Equation NR 
E = 0.001 for ρash = 0  
E = 33900ρash2.20 for  
0 < ρash < 0.27 
E = 5307ρash + 469 for 
0.27 < ρash < 0.60 
E = 10200ρash2.01 for 
 ρash > 0.60  
NE 80 280 mA 2.5 x 0.9375 
x 0.9375 
(Tomaszewski 
et al., 2012) 
Femur HA ρash = 0.0633 + 0.887ρHAe NR but referenced NE NR NR NR 
(Keaveny et al., 
2012) 
Femur K2HPO4 NR NR but referenced NE 80 280 mAs 3.0 x 0.78 to 




Femur HA NR NR  Fracture Load (R2 =0.73) 120 100 mAs 0.75 x 0.25 
x 0.25 
(Ruess et al., 
2012) 
Femur NR ρqct = 10-3*(0.793)*HU 
 
ρash  = 1.22ρK2HPO4 + 0.0523b 
Ecort = 10200ρash2.01 
 
Etrab = 5307ρash + 469 
Strain (R2 = 0.918–0.981)              
See paper for specifics by 
method 
120 250 mAs 1.25 x 0.195 
x 0.195 
(Eberle et al., 
2013a) 
Femur K2HPO4 ρash  = 1.22ρK2HPO4 + 0.0523b 
 
ρHA = 1.15ρK2HPO4 – 0.0073f 
 
ρash = 0.8772ρHA + 0.0789 
 
ρapp = 1.58 ρash + 0.00011 
 
E = 10200ρash2.01 
E = 6850ρapp1.49 
E = 15100ρK2HPO42.225 
 
E = 10200ρash2.01 
E = 6850ρapp1.49 
E = 15100ρK2HPO42.225 
 
E = 10200ρash2.01 
E = 6850ρapp1.49 
E = 15100ρK2HPO42.225 
Strain 
Bland-Altman (mean) 9% 
Bland-Altman (mean) 11% 
Bland-Altman (mean) 7.9% 
Displacement (µm) 
Bland-Altman (mean) 21% 
Bland-Altman (mean) 23% 
Bland-Altman (mean) 1.6% 
Axial Stiffness 
Bland-Altman (mean) 16% 
Bland-Altman (mean) 2.6% 
Bland-Altman (mean) 9.6% 
120 90 mAs 1.0 x 0.547 
x 0.547 OR 






(Eberle et al., 
2013b) 
Femur K2HPO4 ρash  = 1.22ρK2HPO4 + 0.0523b 
 
ρHA = 1.15ρK2HPO4 – 0.0073f 
 
ρash = 0.8772ρHA +0.0789 
 
ρapp = 1.58 ρash + 0.00011 
 
E = 12486ρK2HPO41.16 
E = 8346ρapp1.50 
E = 8050ρash1.16 
E = 25000e-5.40e^-2.10ρash 
E = 6850ρapp1.49 
 
E = 12486 ρK2HPO41.16 
E = 8346ρapp1.50 
E = 8050ρash1.16 
E = 25000e-5.40e^-2.10ρash 
E = 6850ρapp1.49 
 
E = 12486 ρK2HPO41.16 
E = 8346ρapp1.50 
E = 8050ρash1.16 
E = 25000e-5.40e^-2.10ρash 
E = 6850ρapp1.49 
 
Strain 
Relative Error (mean) 5% 
Relative Error (mean) 28% 
Relative Error (mean) 18% 
Relative Error (mean) 16% 
Relative Error (mean) 12% 
Displacement 
Relative Error (mean) 10% 
Relative Error (mean) 40% 
Relative Error (mean) 3% 
Relative Error (mean) 29% 
Relative Error (mean) 26% 
Stiffness  
Relative Error (mean) 6% 
Relative Error (mean) 56% 
Relative Error (mean) 6% 
Relative Error (mean) 31% 
Relative Error (mean) 28% 
120 90 mAs 1.0 x 0.547 
x 0.547 OR 
1.0 x 0.488 
x 0.488 
(Haider et al., 
2013) 
Femur K2HPO4 ρash  = 0.00106ρK2HPO4 + 
0.0389g  
ρash/ρapp = 0.6b 
E = 6850ρapp1.49 
 
NE NR NR 0.5 x 0.49 x 
0.49 
(Dall’Ara et al., 
2012) 
Femur HA BMD to BV/TV from µCT Relation to BV/TV – 
Equation NR 
Axial Stiffness 120 100 mAs 1.0 x 0.33 x 
0.33 Stance: R2 = 0.449      
 Side: R2 = 0.869 
(Nishiyama et 
al., 2013) 
Femur HA ρash  = ρHA E = 10500ρash2.29 Axial Stiffness 120 60 mAs 0.625 x 
0.439 x 
0.439 
R2 = 0.89 
Failure Load 
R2 = 0.81 
(Kersh et al., 
2013) 
Femur HA BV/TV = 9.3BMD + 3 from 
µCTh 
NR NE 120 100 mA 0.60 x 0.36 
x 0.36 
(Keyak et al., 
2013) 
Femur HA ρash  = 0.0633 + 0.887ρHAi Etrab = 14900ρash1.86 NE 120 140 mAs NR 
(Hambli and 
Allaoui, 2013) 
Femur HA ρHA = 6.932*10-4HU – 
5.68*10-4 
 
ρash  = 1.22ρK2HPO4 + 0.0523b 
E = 33900ρash2.20 for 
0 < ρash < 0.27 
E = 5307ρash + 469 for 
0.27 < ρash < 0.60 
E = 10200ρash2.01 for ρash 
> 0.60 
Fracture Load 
R2 = 0.943 







Gamio et al., 
2013) 
Femur HA & 
K2HPO4 
NR NR NE NR NR 2.5 x 0.74 x 
0.74 & 1.0 x 
0.98 x 0.98 
(Nishiyama et 
al., 2014) 
Femur HA & 
K2HPO4 
ρash  = ρHA E = 10500ρash2.29 NE 120 250 mAs 0.50 x 0.625 
x 0.625 
(Luisier et al., 
2014) 
Femur HA BMD to BV/TV from µCTj Eo = 6614 Ultimate Force 120 100 mA 1.0 x 0.33 x 
0.33 Stance: R2 = 0.797      
 Side: R2 = 0.842 
(Enns-Bray et 
al., 2014) 
Femur NR ρash  = ρqCT E3 = 10500*ρash2.29 
See paper for 
anisotropic modulus 
Axial Stiffness 120 60 mAs 0.625 x 
0.625 x 
0.625 
Anisotropic: R2 = 0.783   
Isotropic: R2 = 0.792 
Ultimate Strength 
Anisotropic: R2 = 0.355  
Isotropic: R2 = 0.350 
(Anez-Bustillos 
et al., 2013) 
Femur HA NR Experimentally derived Axial Rigidity 120 220 mA 3.0 x 0.9375 
x 0.9375 R2 = 0.82 
Bending Rigidity 
R2 = 0.86 
Failure Load 
R2 = 0.89 
(Mirzaei et al., 
2014) 
Femur K2HPO4 ρash  = 1.22ρK2HPO4 + 0.0526b E = 33900ρash2.20 for 
0 < ρash < 0.27 
E = 5307ρash + 469 for 
0.27 < ρash < 0.60 
E = 10200ρash2.01 for 
 ρash > 0.60 
Load 
R2 = 0.809 – 0.886       
  See paper for specifics by 
method 
140 80 mAs 1.0 x 0.50 x 
0.50 
(Arachchi et al., 
2015) 




Femur NR ρash = 0.04162 + 0.000854HU E = 10500ρash2.29 NE NR NR NR 
(Carballido-
gamio et al., 
2015) 
Femur Both vBMD reported NR NE NR NR 2.0 x 0.742 
x 0.742  OR 
2.5 x 0.938 
x 0.938 OR 
1.0 x 0.977 
x 0.977 
(Kaneko et al., 
2015) 
Femur HA ρash  = ρHA NR NE 120 80 mA NR 
(Qasim et al., 
2016) 
 HA & 
K2HPO4 
ρash = 0.8772ρHA + 0.0789 
ρash = 0.6 ρappg 
E = 6950ρapp1.49  
 
  See paper for specifics by 
method 
120 80 to 200 
mA 






(Oftadeh et al., 
2016) 
Femur HA ρash  = 0.0633 + 0.887ρHAi Specifics NR, but 
referenced 
Multiple – See paper 120  220 mA 0.9375 x 
0.9375 x 3.0 
(Michalski et 
al., 2017) 
Femur HA ρHA related to HU 
NR, but ρHA to ρash using 
relatonshipn 
E = 10500ρash2.29 NE 120 280 mAs 0.352 x 
0.352 x 1.0 













R2 = 0.61 – 0.99             













HA BMD related to HU NR NE 120 150 mAs Spine: 1.0 x 
1.0 x 1.0 
Femur: 1.5 





NR NR NR NE NR NR NR 




HA NR NR NE 120 Femur: 
170 mAs 
Spine: 
 100 mAs 
NR 
(Zeinali et al., 
2010) 
Spine K2HPO4 BMD related to HU Ez = -34.7+3230ρqct    
Ez = -2980ρqct 1.05 
Ex = Ey = 0.333Ez 
Strength 
Linear elastic-plastic  
R2 = 0.937                 
  Linear elastic-perfectly 
plastic  
R2 = 0.855    
 Linear elastic 
 R2 = 0.831  
Min. sectional           
     R2 = 0.863 
140 400 mA 1.0 x 0.25 x 
0.25 
(Tawara et al., 
2010) 
Spine HA ρapp = 0.0 (HU < −1) 
 
ρapp = (0.733HU + 4.51)*10−3 
(−1≤HU) 
E = 0.001 for 
ρash = 0  
E = 33900ρash2.20 for  
0 < ρash < 0.27  
E = 5307ρash + 469  for 
0.27 < ρash < 0.60 
E = 10200ρash2.01 
 for ρash > 0.60  





Spine HA ρqct based Ezz = -34.7 + 3.230ρqct 
 
Exx = Eyy = 0.333 








Spine HA ρqct based NR NE 120 100 to 360 
mAs 
2.5 x 0.68 x 
0.68 
(Imai, 2011) Spine HA ρash  = ρHA Ecort = 10000 NE 120 360 mA 2.0 x 0.35 x 
0.35 






BV/TV using the 
relationships  
BV/TV = 0 for BMD < -100 
BV/TV = 0.0942*BMD-
0.0297  
for -100 < BMD < 1061 
BV/TV = 1061  
for BMD >1061 
 
E = 8780 
Strength 
hFE: R2 = 0.79 
Failure Load 





0.45 x 0.39 
x 0.39 
(Wang et al., 
2012) 
Spine HA vBMD based NR Strength 
R2 = 0.85 
120 150 mAs NR 
(Unnikrishnan 
et al., 2013) 
Spine HA BMD related to HU Ez = -34.7+3230ρqct      
Ez = -2980ρqct1.05       
ρqct = 0.0527g/cc       
  Ex = Ey = 0.333Ez 
NE 120 240 mA 0.625 x 
0.3125 x 
0.3125 
(Y. Lu et al., 
2014) 
Spine HA & 
K2HPO4 
NR NR NE 120 360 mAs 0.60 x 0.32 
x 0.32 OR 
0.30 x 0.18 
x 0.18 
(Matsuura et al., 
2014) 
Spine K2HPO4 ρash  = ρK2HPO4 ρash = 0: E = 0.001 
 




R2 = 0.78 
Axial Stiffness 
R2 = 0.39 
120 210 mA 0.40 x 0.30 
x 0.30 
(Lu et al., 2014) Spine HA BMD related to HU Ez = 2980(ρqct/1000)1.05 
for ρqct < 52.7 mgHA/cc 
Ez = = -34.7+3230ρqct 
for ρqct  > 52.7 mgHA/cc 
 
NE 90 & 
120 
100 & 150 
mAs 
1.3 x 0.30 x 
0.30 
(Campbell et al., 
2017) 
Spine HA BMD related to HU NR but, based on 
Elastic-perfectly plastic 
behavioro 
NE 120 100 mAs 0.234 x 
0.234 x 1.5 
(Anitha et al., 
2017) 
Spine HA & 
K2HPO4 
ρapp = 47 + 1.122*HUm 
ρash = 0.6 ρappg 
 
Ez = -349+5.82ρapp    
  Ex = Ey = 0.333Ez 
Fracture Load 
R2 = 0.85 
120 585 mAs 
& 78 mA 
0.25 x 0.25 
x 0.6 OR 
0.977 x 





(Hussein et al., 
2018) 
Spine HA BMD related to HU Ez = -34.7+3230ρqct       Axial Displacement 
R2 = 0.018 – 0.658 
 
120 210 mA 0.32 x 0.32 
x 0.625 
(Campoli et al., 
2014) 




Scapula NR ρapp = 1.1187*10-3*HUk  
assumed ρapp = 0 no bone & 
ρapp = 1.8 for bone 
E = 1049.45ρapp2  
ρapp < 0.35 
E = 3000ρapp3 
 ρapp > 0.35 
NE NR NR NR 
(Hermida, 2014) Scapula K2HPO4 NR Ecort = 20000 NE NR NR NR 
(Knowles et al., 
2018) 
Scapula K2HPO4 ρK2HPO4 related to HU E = 12486ρK2HPO41.16 
 
NE 120 144 mAs 0.488 to 
0.639 x 
0.488 to 
0.639 x 1.25 
(Edwards et al., 
2013) 
Tibia HA ρHA = BMD 
ρapp/ρHA = 0.626 
E3 = 6570ρapp1.37 
Emin = 0.01 
E1 = 0.574E3 
E2 = 0.577E3 
Rotational Stiffness 
R2 = 0.920 
Ultimate Strength 
R2 = 0.753 
120 200 mA 0.625 x 
0.352 x 
0.352 
(Nazemi et al., 
2015) 
Tibia K2HPO4 ρash = 0.55 ρappg 
ρash=0.597ρdryg 
ρreal = 1.8 g/ccl 
ρapp=ρreal*BV/TV 
BMD = 0.904ρash – 0.0321g 
ρash = 1.06*BMD + 0.0389g 
 
E = 15520ρapp1.93 
E = 6570ρapp1.37 
E = 33200ρash2.2 
E = 4778ρapp1.99 
E = 3311ρdry1.66 
E = 3890ρdry2 
E = 6310(BV/TV)2.1 
Axial Stiffness 
R2 = 0.75 
R2 = 0.65 
R2 = 0.70 
R2 = 0.69 
R2 = 0.67 
R2 = 0.69 
R2 = 0.70 
120 150 mAs 0.5 x 0.5 x 
0.5 
(Nazemi et al., 
2017b) 
Tibia K2HPO4 ρash = 0.55 ρappg 
ρash=0.597ρdryg 
ρreal = 1.8 g/ccl 
ρapp=ρreal*BV/TV 
BMD = 0.904ρash – 0.0321g 
 
E = 15520ρapp1.93 
E = 6570ρapp1.37 
E = 33200ρash2.2 
E = 4778ρapp1.99 
E = 3311ρdry1.66 
E = 3890ρdry2 
E = 6310(BV/TV)2.1 
Ecort = 13000ρapp – 3842 
Ecort = 3891ρapp2.39 
Axial Stiffness 
R2 = 0.59 OR R2 = 0.53 
R2 = 0.65 OR R2 = 0.60 
R2 = 0.65 OR R2 = 0.61 
R2 = 0.69 OR R2 = 0.66 
R2 = 0.72 OR R2 = 0.68 
R2 = 0.71 OR R2 = 0.69 
R2 = 0.74 OR R2 = 0.73 
 






(Nazemi et al., 
2017a) 
Tibia K2HPO4 ρash = 0.55 ρappg 
ρash=0.597ρdryg 
ρreal = 1.8 g/ccl 
ρapp=ρreal*BV/TV 
BMD = 0.904ρash – 0.0321g 
E = 6310(BV/TV)2.1 
Ecort = 13000ρapp – 3842 
Ecort = 3891ρapp2.39 
Axial Stiffness 
R2 = 0.75 
R2 = 0.77 
120 150 mAs 0.5 x 0.5 x 
0.5 
McErlain et al., 
2011) 
Knee SB3 NR NR NE 90 40 mAs NR 
(Dahan et al., 
2016) 
Humerus K2HPO4 ρqct = (0.816*HU+6)*10-3 OR 
ρqct = (0.807*HU-1.6)*10-3 
ρash = 0.6ρappa 
 
Ecort = 10200ρash2.01 
ρash > 0.486 
Etrab = 2398 
0.3 < ρash > 0.486 
Etrab = 33900ρash2.2 
ρash < 0.486 
Strain 
R2 = 0.982 
120 250mAs 0.2 x 0.2 x 
1.25 
(Synek et al., 
2015) 




R2 = 0.500           
  Isotropic-Heterogeneous        
R2 = 0.816             
Orthotropic-Heterogeneous               
R2 = 0.807 
140 260 mA 0.63 x 0.20 
x 0.20 
HA – Hydroxyapatite; K2HPO4 – Dipotassium Phosphate; NR- Not Reported; BMD – Bone Mineral Density; BV/TV – Bone Volume/Total Volume; NE – No Experimental; 
 a(Schileo et al., 2008); b (Les et al., 1994); c (Suzuki et al., 1991); d (Keyak et al., 1997); e (Keyak et al., 2005); (Faulkner et al., 1993); g (Keyak et al., 1994a); h (Dall’Ara et al., 









1.5 THESIS RATIONALE 
Computed tomography (CT) data provides invaluable insight in the assessment of bone 
quality due to the inherent imaging principles. Using this data as input allows for the 
generation of subject-specific finite element models (FEMs) that provide the basis of many 
biomechanical studies. The cost-effective nature of FEMs allow for various factors to be 
assessed in a parametric and systematic manner, not possible with in-vitro or in-vivo testing 
methods. Although FEMs are useful, the underlying assumptions (i.e. boundary conditions 
and material mapping) require validation. While extensive work has been done in 
validating FEMs of the femur and spine (Helgason et al., 2008a; Knowles et al., 2016), 
relatively little attention has been given to validating FEMs of the shoulder. Site-specific 
relationships may increase the accuracy of subject-specific finite element models (Schileo 
et al., 2008), and although identified as an imminent need (Pomwenger et al., 2014), a 
validated glenohumeral model does not exist. Incorporating a glenohumeral site-specific 
relationship, and improving modeling parameters, would significantly improve 
computational biomechanical studies of the upper limb. 
 Furthermore, experimental validations of FEMs are only truly validated with 
respect to the outcome measure in which they are compared. Previous validations have 
been performed using strain gauges attached to the outer cortical shell of bones, axial 
stiffness (Enns-Bray et al., 2016; Helgason et al., 2016), or mechanical loading of small 
trabecular or cortical bone cores with the use of extensometers to measure apparent strain 
(Helgason et al., 2008a). Recent studies have suggested that misrepresenting boundary 
conditions has a significant impact on the mechanical response of bone at both the micro-
level (Chen et al., 2017), and macro-level (Hussein et al., 2018; Jackman et al., 2015). 
Incorporating experimental full-field displacements in both the assigned boundary 
conditions and in the comparisons of experimental and computational models, has the 
potential to significantly improve the accuracy of FEMs and provide new methods of FEM 
validation. 
Quantifying the variations in bone density and the associated mechanical properties 
between normal and osteoarthritic (OA) shoulders is also essential to understand the 





pathologic bone disease. By incorporating high-resolution density and structural variations, 
FEMs can be improved and adjusted to more accurately reflect this pathologic condition. 
With the majority of individuals undergoing surgical procedures, such as total shoulder 
arthroplasty, exhibiting some form of pathologic bone disease, it is essential to include 
these variations in properties for model accuracy.  
 
1.6 OBJECTIVES AND HYPOTHESES 
The overarching goal of this thesis was to improve the accuracy of glenohumeral joint 
computational simulations by providing validated glenohumeral-specific material mapping 
relationships. This requires a thorough understanding of the complex mineralization 
patterns that influence both the local density, bone architecture, and the associated 
mechanical properties. Although extensive work has been done in improving the accuracy 
of computational models in other anatomic locations, there has been a paucity of studies 
evaluating glenohumeral-specific modeling parameters. In order to improve our 
understanding of glenohumeral joint mechanical loading, and to improve glenohumeral 
joint simulations, six specific objectives were explored as part of this research. The 
associated hypothesis follows each objective. 
 
Objective 1: To compare commonly used density-modulus relationships used in finite 
element modeling of the shoulder. The specific aims were to: 
a. Develop a computational methodology to compare and assess quantitative-CT 
(QCT) derived finite element models (FEMs) to co-registered micro-CT derived 
FEMs based on mechanical loading;  
b. Compare the ability of QCT-FEMs, with varying density-modulus relationships 
from the literature, to replicate the apparent strain energy density of each co-
registered microFEM from glenoid trabecular bone.  
 
Hypothesis 1: Due to the lack of a shoulder-specific density-modulus relationship, all 





and slopes deviating by greater than 0.2 from unity (Y=X), as related to the apparent strain 
energy density of the co-registered glenoid trabecular microFEMs. 
 
Objective 2: To develop a glenoid-specific trabecular density-modulus relationship. The 
specific aims were to: 
a. Develop a glenoid trabecular bone-specific density-modulus relationship by 
virtually loading micro-FEMs derived from glenoid trabecular bone;  
b. Use the computational methodology described in Objective 1 to compare each 
derived density-modulus relationship to co-registered QCT-FEMs based on 
apparent strain energy density. 
 
Hypothesis 2: A glenoid-specific trabecular density-modulus relationship will have linear 
correlation coefficients greater than 0.9 and a linear relationship near unity (Y=X) between 
microFEMs and co-registered QCT-FEMs mapped with the glenoid-specific relationship. 
 
Objective 3: To study the effect of image down-sampling, element type and material 
heterogeneity on microFEM apparent modulus. The specific aims were to:  
a. Generate glenoid trabecular microFEMs from images at 32-microns, 64-microns, 
and simulated 64-micron resolution down-sampled from the 32-micron scans; 
b. Compare microFEMs generated with either quadratic tetrahedral or linear 
hexahedral element types; 
c. Compare microFEMs generated with homogeneous or heterogeneous tissue 
moduli. 
 
Hypothesis 3: MicroFEMs generated from 32-micron scans with tetrahedral elements, and 
accounting for material heterogeneity, will have lower errors in apparent modulus 
compared to the other combinations of resolution and element type. 
 
Objective 4: To determine the effect of material mapping strategy on QCT-FEMs of 





a. Use the computational methodology described in Objective 1, and the glenoid 
trabecular density-modulus relationship developed in Objective 2, to compare 
QCT-FEMs with either linear tetrahedral, quadratic tetrahedral, or linear 
hexahedral element types; 
b. Use the computational methodology described in Objective 1, and the glenoid 
trabecular density-modulus relationship developed in Objective 2, to compare 
QCT-FEMs with elemental material mapping of the native Hounsfield (HU) field, 
nodal material mapping of the native HU field, or nodal material mapping of the 
elastic modulus I field. 
 
Hypothesis 4: QCT-FEMs mapped with quadratic tetrahedral or linear hexahedral 
elements will show no difference in the measured apparent modulus when mapped with 
either elemental or nodal material mapping strategies. 
 
Objective 5: To compare scapular QCT-FEMs mapped with elemental or nodal material 
mapping strategies, and various density-modulus relationships, to full-field DVC 
measurements of experimentally loaded cadaveric scapulae within a micro-CT. 
 
Hypothesis 5: Scapular QCT-FEMs generated with the elemental or nodal material 
mapping strategies, and the glenoid trabecular density-modulus relationship derived in 
Objective 1, will have the highest correlations with experimental DVC results.  
 
Objective 6: To compare the morphometric and apparent mechanical properties of non-
pathologic normal and end-stage osteoarthritic trabecular bone from excised humeral head 
osteotomies.  
 
Hypothesis 6: End-stage osteoarthritic bone will exhibit significantly larger bone volume 
fraction and trabecular thickness, with contributive increases in apparent modulus, 






1.7 THESIS OVERVIEW 
Following this introduction, Chapter 2 compares six of the most commonly used density-
modulus relationships used in finite element modeling of the shoulder. This chapter also 
describes a testing methodology, which uses microFEMs derived from co-registered 
images to compare finite element models (FEMs) derived from quantitative-CT (QCT). 
Chapter 3 describes the development of a glenoid trabecular density-modulus relationship 
using the methodology from Chapter 2. Chapter 4 explores the effect of down-sampling, 
element type, and material heterogeneity in microFEMs. Chapter 5 also uses the 
methodology from Chapter 2, to compare material mapping strategies and element types 
in trabecular QCT-FEMs. Chapter 6 presents experimental comparisons of cadaveric 
scapular models scanned within a micro-CT using digital volume correlation (DVC) to 
scapular QCT-FEMs with various material mapping strategies and density-modulus 
relationships. Chapter 7 uses micro-FEMs to compare trabecular morphometric parameters 
and apparent modulus of patient end-stage osteoarthritic bone versus cadaveric bone 
serving as the ‘normal’ cohort. The thesis concludes with a general discussion and 
conclusions in Chapter 8. 
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CHAPTER 2 – A COMPARISON OF DENSITY-
MODULUS RELATIONSHIPS USED IN FINITE 
ELEMENT MODELING OF THE SHOULDER 
 
OVERVIEW: Shoulder-specific density-modulus 
relationships are limited within the literature. As such, a 
variety of relationships developed for alternate anatomic-
locations are used to model the mechanical behavior of 
continuum-level scapular finite element models (FEMs). 
This study introduces a computational methodology using 
continuum-level FEMs derived from quantitative-CT (QCT) 
data compared to co-registered microFEMs of trabecular 
bone to compare the most commonly used density-modulus 
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Clinical-computed tomography (CT) scans are commonly performed for diagnostics and 
surgical planning of upper limb orthopaedic surgical procedures. Improvements in surgical 
procedures, implant designs, understanding of joint biomechanics, and pathologic 
conditions can be elucidated using clinical-resolution-derived computational finite element 
models (FEMs). As initial input to these models a constitutive relationship must be chosen 
that relates the CT-intensity to the bones’ mechanical properties, to ensure that the resulting 
model is an accurate representation of the bone being modeled. 
These density-modulus relationships have been shown to result in clinical-
resolution-derived whole bone FEMs that are highly correlated with experimental results 
(R2 > 0.90) (Dahan et al., 2016; Knowles et al., 2016). These relationships are thought to 
be site-specific, with anatomic site- and subject-specific modeling parameters shown to 
greatly improve the accuracy of clinical-resolution-derived FEMs (Campoli et al., 2013; 
Schileo et al., 2008, 2007; Unnikrishnan et al., 2013). However, it is common for 
relationships developed for one anatomic site, such as the hip, to be used in another, due to 
a paucity of established relationships.  Pooling relationships from multiple anatomic sites 
to improve the modeling of mechanical properties in alternative sites is one approach to 
cover a greater density range. However, this method neglects site-specific trabecular 
architecture, the local distribution of bone, and the geometric contributions from the 
cortical structure of whole bones.  
Anatomic location-specific linear-isotropic density-modulus relationships are 
commonly used in biomechanics research for accurate material mapping in FEMs derived 
from commercially available (Mimics, Materialise, Leuven, BE.; Simpleware, Synopsys, 
Mountain View, CA, USA) and open source (BoneMat; MITK-GEM) software, making 
these relationships essential to FEM development. A large number of density-modulus 
relationships exist within the literature (Helgason et al., 2008), with relationships primarily 
developed by testing physical trabecular and/or cortical bone specimens. However, when 
mechanically testing specimens, variations in experimental testing protocols have resulted 
in large systematic errors due to end-artifacts, specimen geometry, misrepresented 
boundary conditions, and the loss of load-carrying capacity of outer trabeculae due to 





accuracy and reduce these errors, computational µ-FEMs that account for mineral 
heterogeneity (Bourne and Van Der Meulen, 2004; Harrison et al., 2008; Jaasma et al., 
2002; Renders et al., 2011, 2008; van Ruijven et al., 2007) may provide a robust method 
of density-modulus development. 
 A computational methodology has recently been reported that uses µ-FEMs and 
co-registered QCT-FEMs to compare the loading of trabecular bone cores. This 
methodology eliminates some of the errors associated with traditional experimental 
mechanical testing of trabecular bone cores (Chen et al., 2017) and allows for the use of 
identical boundary conditions across models. Consistent with previous work, this 
methodology uses apparent strain energy density (SEDapp) to compare multi-resolution 
modeling of trabecular bone (Podshivalov et al., 2011). Accounting for trabecular tissue 
heterogeneity at the micro-level has been shown to improve µ-FEM accuracy by allowing 
for a more accurate representation of trabecular bending stiffness (Bourne and Van Der 
Meulen, 2004; Harrison et al., 2008; Jaasma et al., 2002; Renders et al., 2011, 2008). 
Computationally, this is represented as a heterogeneous distribution of varying tissue 
modulus and is consistent with studies that have illustrated variations in trabecular tissue 
density superficially and at the core due to trabecular bone remodeling (Brennan et al., 
2009; Oftadeh et al., 2015).  
Six relationships are commonly used in shoulder FE studies (Büchler et al., 2002; 
Carter and Hayes, 1977; Gupta and Dan, 2004; Hayes, 1991; Morgan et al., 2003; Rice et 
al., 1988), with only a single study having used scapular trabecular bone samples (Gupta 
and Dan, 2004) for development. Shoulder FE studies lack experimental validation of the 
FE results, limiting the ability to translate outcomes and compare studies. This study 
compares these six relationships on the ability to predict SEDapp in µ-FEMs derived from 




2.2.1 Micro Finite Element Model Generation 
Fourteen full-arm cadaveric specimens were obtained (7 male; 7 female; mean age 67 ± 8 





scapula was scanned with a micro-computed tomography scanner (Nikon XT H 225 ST, 
Nikon Metrology, NV, 95 kVp, 64 µA, 3141 projections, 1000 ms exposure). To include 
the entire glenoid structure in all scans from the largest to the smallest specimen, a fixed 
spatial resolution of 32 µm was used. As recommended for numerical convergence in 
subsequent µ-FEMs, this spatial resolution was less than one-fourth the mean trabecular 
thickness (Guldberg et al., 1998; Niebur et al., 1999). The images were exported as 16-bit 
Digital Imaging and Communications in Medicine (DICOM) format, and loaded to medical 
imaging software (Mimics, V.20.0, Materialise, Leuven, BE).  
The raw images were filtered with a Gaussian filter (σ = 1.25, support = 2) to 
remove high frequency noise. A specimen-specific threshold was used to separate bone 
from the surrounding marrow, preserving trabecular geometry (Bouxsein et al., 2010). A 
three-dimensional stereolithography (STL) model was created and transferred to 3-Matic 
(V.12.0, Materialise, Leuven, BE). Volumes of interest (VOIs) with 5 mm edge length and 
10 mm in length were placed medial to the glenoid articular surface subchondral bone. This 
size was chosen for consistency between the smallest and largest specimens, while 
maintaining the recommended 2:1 aspect ratio (Helgason et al., 2008). A maximum number 
of VOIs were placed in each specimen to ensure only glenoid vault trabecular bone was 
removed, resulting in 98 ‘virtual cores’ among the 14 specimens. The 3D morphometric 
measurements for the cores had an average bone volume fraction (bone volume/total 
volume (BV/TV)) of 0.25 ± 0.08 (range: 0.10 – 0.51), trabecular thickness (Tb.Th) of 0.26 
± 0.05 (range 0.17 – 0.40), trabecular separation (Tb.Sp) of 0.80 ± 0.13 (range: 0.29 – 
1.03), and a trabecular number (Tb.N) of 0.93 ± 0.23 (range: 0.53 – 1.52) (Skyscan CTAn, 
Bruker micro-CT, Kontich, BE). 
Each VOI was transferred back to Mimics and registered to the DICOM images, to 
associate each VOI with the corresponding grayscale intensity of the contained voxels. 
Region growing with 6-connectivity was used to ensure connected voxels. The central 
voxel coordinates and associated grayvalues were exported and custom code was used for 
direct conversion to eight node hexahedral elements (Faieghi et al., 2019). Two tissue 
moduli cases were considered in µ-FEM development: a homogeneous tissue modulus, and 
a heterogeneous tissue modulus. In the former, all elements were assigned a uniform 





used each voxel’s grayvalue and a quantitative linear mapping to a reference modulus of 
20 GPa, with a slope factor of 1.4 (Bourne and Van Der Meulen, 2004). This resulted in a 
tissue modulus ranging from 4.3 – 21.5 GPa (16.9 – 39.2% coefficient of variation (COV)), 
and mean tissue modulus of 9.8 ± 1.0 GPa for all 98 heterogeneous µ-FEMs. 
Following the methods described by Knowles et al. (2019), the nodes of the bottom 
face of the resulting linear-isotropic homogeneous (98 µ-FEMs) and heterogeneous (98 µ-
FEMs) were fully constrained, with the top nodes constrained to compressive only loading 
of 0.5% apparent strain (Morgan and Keaveny, 2001) (Abaqus V.6.14, Simulia, 
Providence, RI, USA). Custom Matlab (Mathworks Inc., Natick, MA, USA) code 
generated the Abaqus input file, ensuring identical boundary conditions and loads between 
models. The apparent strain energy density (SEDapp) was calculated for each of the 196 µ-
FEMs. 
 
2.2.2 Quantitative Computed Tomography (QCT) Finite Element Generation 
The 14-cadaveric scapulae were also scanned with a clinical multi-slice CT-scanner (GE 
Discovery CT750 HD, Milwaukee, WI, USA, 120 kVp, 200 mAs, 320 mm FOV, 0.625 
mm isotropic voxels, BONEPLUS convolution kernel). A liquid dipotassium phosphate 
(K2HPO4) calibration phantom (QCT Pro, Mindways Software Inc., Austin, TX, USA) was 
scanned with each specimen to provide a consistent density scaling reference among 
specimens (gK2HPO4/cm
3). The DICOM images were loaded into Mimics, a 3D STL model 
was generated and transferred to 3-Matic. The QCT-model was co-registered to the µ-CT 
model using iterative closest points fitting. The previously placed uCT VOIs were 
duplicated and transformed to the QCT coordinate system using the coordinate transform 
between the two models. Each QCT VOI was transferred back to Mimics and registered to 
the DICOM images. The VOI size is evenly divisible by the QCT voxel dimensions, 
ensuring partial volume effects are eliminated during registration.  
Custom-written Matlab code generated linear-isotropic models with eight-node 
hexahedral elements and generated the Abaqus input file, with identical boundary and 
loading conditions to the µ-FEMs. The code was also used to implement each of the six 
non-linear density-modulus relationships used in shoulder finite element (FE) studies 








Table 2.1: Density-Modulus Relationships used in Scapular FE Studies 
Density range refers to piecewise density relationships. In brackets are the ranges of physical bone samples tested in the respective studies. Pooled values are  
from Vertebra (T10-L5), Proximal Tibia, Greater Trochanter, and Femoral Neck. The Büchler et al., 2002 relationship is derived from Hayes, 1991, Reilly et al., 
1974, and Rice et al., 1988 and does not report which studies contributed to the relationships. Therefore, density range and anatomic location could not be 
extracted. Carter and Hayes, 1977 assumes a physiologic strain rate of 0.01/s. n/r – not reported. rfg – read from graph 







α β r2 
Morgan et al., 2003 Apparent (0.09 – 0.75) Pooled 8920 1.83 0.88 
Morgan et al., 2003 Apparent (0.26 – 0.75) Femoral Neck 6850 1.49 0.85 
Gupta and Dan, 2004 Apparent < 0.35 







Büchler et al., 2002 Apparent/1.8 n/r n/r 15000 2 n/r 





2875 3 n/r 
Schaffler & Burr 1988 
 





(0.644 – 0.723) 
< 1.54 
(1.80 – 2.00) 
> 1.54 

















unique modulus assigned based on its corresponding voxel QCT density. The following equations 
derived from the co-registered VOIs were developed to convert QCT to apparent density. A linear 
relationship between the BV/TV of each µ-CT VOI and corresponding QCT density of each co-
registered QCT VOI was used to develop equation 2.1. The relationship between BV/TV and 
apparent density described by Carter and Hayes (1977) was then used to relate the QCT density to 
apparent density (equation 2.2). This allowed equation 2.3 to be used to convert between QCT and 
apparent density and resulted in QCT-FEMs with a range of average apparent densities of 0.10 – 
0.90 g/cm3.  






− 0.003      (Equation 2.1) 














           with 𝜌𝑟𝑒𝑎𝑙 = 1.8 [
𝑔
𝑐𝑚3
] (Carter and Hayes, 1977) 
                                              𝜌𝑎𝑝𝑝  [
𝑔
𝑐𝑚3
] = 2.192𝜌𝑄𝐶𝑇 + 0.007                      (Equation 2.3) 
 
For each QCT-FEM (6 x 98 = 588 models), the apparent strain energy density (SEDapp) was 
calculated. The SEDapp between QCT- and µ-FEMs were used to compare each density-modulus 
relationship’s ability to map the apparent modulus to each virtual core (Figure 2.1). To account for 
the larger number of cores than specimens, restricted maximum likelihood estimation (REML) 




When considering comparisons between QCT-FEMs and µ-FEMs with a homogeneous tissue 
modulus, near absolute statistical agreement (Y=X) was observed between the µ-FEMs and the 
QCT-FEMs using the Morgan et al. (2003) pooled relationship (Table 2.2). Not surprisingly, due 
to the similarity between the two relationships (Table 2.2), the Gupta & Dan (2004) and Carter & 





 Figure 2.1: The workflow used to create µ-FEMs and QCT-FEMs  
Fourteen specimens were used to acquire µ-CT and QCT images. The µ-FEMs were applied either homogeneous (Etissue = 20 GPa) 
or heterogeneous (Etissue scaled by CT-intensity (Bourne and Van Der Meulen, 2004)), loaded in unconstrained compression and used 
to determine µ-FEMs apparent strain energy (SEDapp). Co-registered QCT-FEMs were loaded with identical boundary conditions 











Table 2.2: Results from restricted maximum likelihood estimation linear regression fits of apparent strain energy (SEDapp) 
predictions between QCT-FEMs and homogeneous tissue modulus µ-FEMs (20 GPa) 
r2 – coefficient of determination; m – slope of regression line; b – intercept of regression line; SE – standard error of regression; SE/mean – standard error of 
regression as a percentage of the mean value. 
QCT-FEM SEDapp = mµ-FEM SEDapp + b 
Author r2 m b SE SE/mean 
Morgan et al., 2003 – Pooled 0.933 0.979 0.0066 0.0049 17.5% 
Morgan et al., 2003 – Femur 0.937 0.739 0.0098 0.0037 14.4% 
Gupta and Dan, 2004 0.891 0.326 -0.0013 0.0019 32.2% 
Büchler et al., 2002 0.942 0.516 0.0021 0.0023 17.5% 
Carter and Hayes, 1977 0.901 0.317 -0.0014 0.0017 31.7% 
Schaffler & Burr,1988 
Rice et al., 1988 





All relationships other than the Morgan et al. (2003) pooled relationship, greatly underestimated 
the µ-FEM apparent strain energy density (SEDapp) when considering a homogeneous tissue 
modulus in the µ-FEMs (Figure 2.2). The Schaffler & Burr (1988) and Rice et al. (1988) 
relationship had the lowest standard error divided by the mean and the highest coefficient of 
determination, but greatly underestimated the µ-FEM SEDapp. The underestimation of SEDapp was 
also evident from the Bland-Altman plots for the homogeneous tissue modulus models.  
Significant proportional error for the Gupta & Dan (2004), Carter & Hayes (1977), and the 
Schaffler & Burr (1988), Rice et al. (1988) relationships was observed. There was also moderate 
proportional error for the Büchler et al. (2002) relationship in these comparisons.  
The same result with the pooled relationship did not hold true when the heterogeneous 
tissue modulus was considered in the µ-FEMs. The Büchler et al. (2002) relationship most 
accurately predicted the SEDapp for this comparison (Table 2.3). The Gupta & Dan (2004) and 
Carter & Hayes (1977) relationships again showed near identical REML linear regression fit 
parameters, and for the heterogeneous case, the Bland-Altman plots were nearly identical (Figure 
2.3). Again, the Schaffler & Burr (1988), Rice et al. (1988) relationship had the lowest standard 
error divided by the mean and the highest coefficient of determination, but greatly underestimated 
the µ-FEM SEDapp. The Bland-Altman proportional error illustrates an overestimation in SEDapp 
with both Morgan et al. (2003) relationships and proportional error underestimation of SEDapp with 
the Schaffler & Burr (1988), Rice et al. (1988) relationship. 
 
2.4 DISCUSSION: 
This study compared the six most commonly used density-modulus relationships used in finite 
element (FE) modeling of the shoulder using a computational methodology with co-registered µ-
FEMs. When a homogeneous effective tissue modulus is used in µ-FEMs the results suggest that 
density-modulus relationships mapped to co-registered QCT-FEMs pooled from multiple 
anatomic sites, may accurately predict the apparent strain energy density (SEDapp) of glenoid 
trabecular bone. When considering a heterogeneous tissue modulus, the Büchler et al. (2002) 
relationship most accurately predicted the SEDapp of the µ-FEMs. The differences in SEDapp 
between these two relationships and their ability to represent micro-level SEDapp may be due to 
variations in the trabecular density range of the samples used in density-modulus relationship 












Figure 2.2: Restricted maximum likelihood linear regression fits (upper row) and Bland-Altman plots (lower row) of the of the 











Table 2.3: Results from restricted maximum likelihood estimation linear regression fits of apparent strain energy (SEDapp) 
predictions between QCT-FEMs and heterogeneous tissue modulus µ-FEMs 
Element-wise material heterogeneity in the µ-FEMs was applied to each model using a slope factor of 1.4 and a reference tissue modulus of 20 GPa (Bourne and 
Van Der Meulen, 2004). R2 – coefficient of determination; m – slope of regression line; b – intercept of regression line; SE – standard error of regression; 





QCT-FEM SEDapp = mµ-FEM SEDapp + b 
Author r2 m b SE SE/mean 
Morgan et al., 2003 – Pooled 0.926 1.914 0.0091 0.0052 18.5% 
Morgan et al., 2003 – Femur 0.928 1.432 0.0119 0.0040 15.4% 
Gupta and Dan, 2004 0.892 0.638 -0.0005 0.0019 32.2% 
Büchler et al., 2002 0.935 1.014 0.0034 0.0025 18.7% 
Carter and Hayes, 1977 0.900 0.617 -0.0007 0.0018 32.2% 
Schaffler & Burr, 1988 
Rice et al., 1988 









Figure 2.2: Restricted maximum likelihood linear regression fits (upper row) and Bland-Altman plots (lower row) of the of 
the six density-modulus relationships compared for µ-FEM heterogeneous tissue modulus. 





were linear isotropic and therefore the arbitrary homogeneous effective tissue modulus can 
be scaled to determine the ‘ideal’ modulus for absolute statistical agreement (Y=X). In this 
case, the ideal effective tissue modulus for the Morgan et al. (2003) pooled relationship 
was 20.43 GPa, which is consistent with the 20 GPa modulus chosen. Although Morgan et 
al. (2003) do not report an effective tissue modulus for the pooled samples in their study, 
they do report an effective tissue modulus of 22 GPa for their relationship developed from 
femoral neck specimens. Our effective tissue modulus for this same relationship would be 
27 GPa, when scaled to reach absolute statistical agreement. When translating micro-level 
mechanical property relationships to the apparent level, the apparent density is determined 
by the relationship between apparent modulus and apparent density. For accurate 
characterization among anatomic sites, this density range must be consistent because it is 
the only factor that is controlled in the density-modulus mapping to clinical-resolution 
derived FEMs. 
Single anatomic site relationships are typically developed using an average density 
of a physical bone specimen, resulting in a relatively narrow range of density values. This 
is especially true in vertebrae, the greater trochanter, and the proximal tibia (ρapp = 0.09 – 
0.41) (Morgan et al., 2003). Anatomic sites that experience larger loads typically result in 
density values that extend to a larger range. When mapping density-modulus relationships 
derived from clinical-resolution scans, regardless of anatomic site, each voxel incorporates 
the full range of density values representative of bone, and therefore requires extrapolation 
beyond the typical range of average densities presented in many density-modulus 
relationships (Helgason et al., 2008).  
It is generally reported that due to variations in trabecular architecture and density 
by anatomic site, extrapolation beyond the presented density ranges and to alternative 
anatomic sites, is not recommended (Helgason et al., 2008; Kopperdahl et al., 2002; 
Morgan et al., 2003). However, the apparent density ranges for the Morgan et al. (2003) 
relationships (0.26 – 0.75 g/cm3 for the femoral neck, and 0.09 – 0.75 g/cm3 for pooled), 
were consistent with the apparent density range of the samples used in the present study 
(0.10 – 0.90 g/cm3). Even though the density range is similar, these relationships ignore 
the variable contribution of trabecular architecture between anatomic sites. It has been 





trabecular bone, with architecture (based on fabric tensor) accounting for ~10% (Maquer 
et al., 2015). Because BV/TV is inherently related to density, this may indicate that a single 
density modulus relationship could accurately represent the mechanical properties of 
trabecular bone, independent of anatomic site. For this to hold true, the density range must 
be similar and anisotropy must be integrated into the QCT-FEMs. The integration of 
anisotropy into QCT-FEMs adds a level of complexity that is beyond the scope of many 
studies and has yet to be compared beyond the patella (Latypova et al., 2016), femur (Enns-
Bray et al., 2016), or tibia (Nazemi et al., 2017).  
For the Büchler et al. (2002) relationship the apparent density range for the samples 
used in the development of this relationship is unknown. However, it is possible that the 
heterogeneous tissue modulus of these samples more closely match the true heterogeneous 
distribution of the specimens tested in this study and may account for why this relationship 
was a stronger predictor of heterogeneous µ-FEMs SEDapp. Load transfer paths are 
dependent not only on trabecular architecture, but also on the density of individual 
trabeculae (Ün et al., 2006). As such, multiple studies using experimental results for 
reference, have found that accounting for mineral heterogeneity in trabeculae improves the 
accuracy of µ-FEMs compared to homogeneous µ-FEMs (Bourne and Van Der Meulen, 
2004; Harrison et al., 2008; Jaasma et al., 2002; Renders et al., 2011, 2008; van Ruijven et 
al., 2007). The variation in mineralization across the width of trabeculae has significant 
influence on the bending stiffness, and as such may greatly alter the mechanical properties 
under compressive loading (Renders et al., 2011). Due to this fact, it is not possible to scale 
the heterogeneous tissue modulus as with the homogeneous effective tissue modulus. 
Although the µ-FEM material mapping uses a linear mapping of tissue modulus based on 
CT-intensity, the distribution of CT-intensity varies by specimen, and the bending stresses 
are dependent on this tissue modulus distribution at the trabecular level.   
The ‘ideal’ density-modulus relationship would result in absolute statistical 
agreement (Y=X) between µ-FEM and QCT-FEM SEDapp, which was the primary metric 
for determining which relationship best mapped the mechanical properties to the QCT-
FEMs. Although the Schaffler & Burr (1988) and Rice (1988) relationship had the largest 
coefficient of determination (r2) and lowest standard error of regression (SE), the 





Morgan et al. (2003) relationships showed similar coefficients of determination (r2) and 
standard errors of regression (SE) for both the homogeneous (Table 2.2) and heterogeneous 
cases (Table 2.3) but had lower bias for the homogeneous case (Figure 2.2), compared to 
the heterogeneous case (Figure 2.3). If an effective homogeneous tissue modulus is 
assumed to accurately represent the tissue-level mechanical response of the trabecular 
bone, then the Morgan et al. (2003) density-modulus relationship from pooled anatomic 
sites should be used. However, the perhaps more relevant heterogeneous tissue modulus 
case (Bourne and Van Der Meulen, 2004; Harrison et al., 2008; Jaasma et al., 2002; 
Renders et al., 2011, 2008; van Ruijven et al., 2007) indicates that the Büchler et al. (2002) 
density-modulus relationship should be used to model trabecular bone in shoulder FEMs.  
A limitation of this study is that physical bone specimens were not directly tested. 
The wide variety of testing protocols that are reported in density-modulus relationship 
development (Helgason et al., 2008) provides a confounding bias that is difficult to account 
for when testing the mapping of constitutive relationships. Although physical bone 
specimen testing has become the ‘gold standard’ in density-modulus relationship 
development, recent literature has shown excellent correlations of µ-FEMs with empirical 
data (Chen et al., 2017; Costa et al., 2017), indicating that µ-FEMs can accurately 
determine the apparent mechanical properties of trabecular bone without the need for 
empirical mechanical testing. The computational methodology used in this study eliminates 
the systematic error resulting from specimen preparation, end-artifacts, physical 
measurement error, and stiffness variations that may occur in testing apparatus. This 
methodology allows for an indirect comparison and determination of the most accurate 
density-modulus relationships, as suggested by Helgason et al. (2008). To provide external 
validation with these comparisons, empirical modeling could be combined with µ-FEM 
development. These models should replicate empirical boundary conditions using digital 
volume correlation (DVC) and compare full-field DVC results to computational results 
(Chen et al., 2017). 
 
2.5 CONCLUSION: 
Further studies should be performed to determine whether these relationships can be 





pooled or custom density-modulus relationships in the mapping of mechanical properties 
in future clinical-resolution derived FEMs of the shoulder.  
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CHAPTER 3 – DEVELOPMENT OF A VALIDATED 
GLENOID TRABECULAR DENSITY-MODULUS 
RELATIONSHIP 
 
OVERVIEW: This chapter describes the development of a 
trabecular density-modulus relationship, specific to glenoid 
trabecular bone. This was accomplished using simulated 
loading of micro finite element models and compared to co-
registered quantitative computed tomography generated 
finite element models. The accuracy of the derived 
relationships were compared on the basis of apparent strain 
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Subject-specific finite element models (FEMs) are a valuable tool in biomechanical 
research. Highly correlated relationships exist between CT-intensity and bone mechanical 
properties, allowing for mechanical properties to be accurately modeled using clinical-
resolution CT images (Knowles et al., 2016). These density-modulus relationships depend 
on bone architecture and mineralization, and are therefore site-specific (Helgason et al., 
2008; Morgan et al., 2003). As such, previous studies have determined that anatomic site-
specific and subject-specific modeling parameters increase the accuracy of FEMs derived 
with clinical-resolution scans (Campoli et al., 2013; Schileo et al., 2008, 2007; 
Unnikrishnan et al., 2013). This allows for patient-specific computational modeling or 
development of population-based statistical shape models. 
Most reported density-modulus relationships are determined from mechanical 
testing of small bone cores. Testing protocols have suffered from potentially high end-
artifact errors due to specimen preparation, off-axis coring, and misrepresentation of 
boundary conditions (Chen et al., 2017). This may result in calculation of a transverse 
modulus, limiting the accuracy of previously developed relationships (Bayraktar et al., 
2004; Helgason et al., 2008). Additionally, coring of trabecular bone samples inherently 
disturbs the outer trabeculae, reducing or eliminating these trabeculae’s load carrying 
capacity. These side-artifacts have been suggested to greatly influence the determination 
of modulus, and subsequently density-modulus relationships. Ün et al. report implications 
for all modulus development, especially those with low density, and the correction factors 
developed within should be used to adjust previously developed moduli (Ün et al., 2006).  
A possible additional source of error arises in relationship development due to 
systematic error in density measures (Knowles et al., 2016; Zioupos et al., 2008). Accurate 
bone density measurements are required as the initial input in density-modulus 
relationships, and therefore, the effect of variations in density measures between studies is 
difficult to elucidate. Direct relationships between computational derived density provided 
by quantitative computed tomography (QCT) and mechanical properties has the potential 
to minimize these errors and may optimize development of density-modulus relationships 





Although recognized as an imminent need (Pomwenger et al., 2014), a validated 
density-modulus relationship specific to the shoulder does not exist, potentially limiting 
the accuracy of clinical-resolution derived shoulder FEMs. As such, previous FE studies 
of the scapular side of the shoulder have used density-modulus relationships developed for 
alternate anatomical locations. None of these studies have provided experimental 
validation of the FE results, limiting translation of outcomes and comparisons among 
studies. The objective of this study was to develop a validated glenoid trabecular density-
modulus relationship using computational comparisons between micro-computed 
tomography (µ-CT) FEMs and co-registered QCT-FEMs. 
  
3.2 METHODS: 
3.2.1 Specimens and Computed Tomography Scanning 
Fourteen cadaveric scapulae (7 male, 7 female) were denuded of soft tissue. Each specimen 
was scanned with a cone-beam µ-CT scanner (Nikon XT H 225 ST, Nikon Metrology, NV) 
with the largest field of view (FOV) possible to capture the entire glenoid structure in the 
largest specimen. For consistency, uniform parameters were used for all subsequent 
specimens, regardless of specimen size. This resulted in a spatial resolution of 32 µm, 
which was less than one-fourth the mean trabecular thickness recommended for numerical 
convergence (Guldberg et al., 1998; Niebur et al., 1999). Microarchitectural information is 
provided in Table 3.1. 
Subsequently, all specimens were scanned with a multi-slice clinical CT-scanner 
(GE Discovery CT750 HD, Milwaukee, WI, USA) with isotropic voxels (Table 3.2). A 
dipotassium phosphate (K2HPO4) (QCT Pro, Mindways Software Inc., Austin, TX, USA) 
calibration phantom was scanned with each specimen during clinical scanning. This 
phantom consists of five rods of varying low and high atomic number materials calibrated 
against liquid K2HPO4 and water solutions. This provided a consistent density reference 
between specimens, and for scaling CT-attenuation values to known QCT- density values 
(gK2HPO4/cm
3). Because the QCT phantom is not scanner specific for calibration, it 
provides a density reference required for the relationships developed to be translatable to 













Table 3.1: Microarchitectural information measurements for the samples tested 
 
n BV/TV Tb.Th (mm) Tb.Sp (mm) Tb.N (1/mm) 
98 0.25 ± 0.08  
 (0.10 – 0.51) 
0.26 ± 0.05 
(0.17 – 0.40) 
0.80 ± 0.13 
(0.29 – 1.03) 
0.93 ± 0.23 
(0.53 – 1.52) 
Values are mean ± standard deviation (range). All values were calculated using SkyScan CTAn (Bruker 
micro-CT, Kontich, BE) based on 3D morphometric calculations. BV/TV – Bone Volume/Total Volume; 































Voxel Size (isotropic) (µm3) 32 625 
Peak Voltage (kVp) 95 120 
Current (mA) 0.064 200 
Projections 3141 n/a 
Exposure (ms) 1000 1460 
Calibration Phantom None K2HPO4  







The µ-CT images were exported as 16-bit digital imaging and communications in 
medicine (DICOM) files and loaded to medical imaging software (Mimics®, Materialize, 
V.20.0, Leuven, BE) for finite element (FE) pre-processing. High frequency noise was 
removed from the images using an embedded Gaussian blur filter (σ = 1.25, support = 2). 
A specimen-specific threshold of the maximum gray value was used to best preserve 
trabecular bone architecture (Bouxsein et al., 2010). Segmentation from the surrounding 
marrow was performed using region growing with embedded 6-connectivity to ensure that 
all voxels were connected for FEM development. A three-dimensional (3D) 
stereolithography (STL) model of the scapula was generated and transferred to 3-Matic 
(Materialize, V.12.0, Leuven, BE) for placement of volumes of interest (VOIs). 
 
3.2.2 Micro-Computed Tomography Image Processing and Finite Element Model 
Generation 
The VOIs measuring 10x5x5 mm were positioned medially adjacent to the 
subchondral bone in each specimen. This size was chosen to provide adequate depth for 
smaller trabecular glenoid vaults in female scapulae, while maintaining the recommended 
2:1 aspect ratio (Helgason et al., 2008). The VOI was evenly divisible by the QCT voxel 
dimensions (0.625 mm) to avoid partial volume error effects in the QCT-FEMs. A 
maximum number of VOIs were placed in each specimen to ensure that only trabecular 
architecture was present, resulting in 98 ‘virtual bone cores’ for the 14 specimens. The 
VOIs were transferred to Mimics, registered to the DICOM images, and voxel coordinates 
and grayscale intensity values were exported. Using custom-written code, eight node brick 
elements (C3D8) were constructed per voxel, while the modulus of each element was 
inherited from the corresponding voxel’s grayscale intensity value (Faieghi et al., 2019).     
Two cases of µ-FEMs were considered: a homogeneous tissue modulus, and a 
heterogeneous tissue modulus scaled by CT-intensity. For the homogeneous case, a 
uniform modulus of 20 GPa was applied to all elements in each µ-FEM (98 µ-FEMs). In 
the heterogeneous µ-FEMs, a model-specific heterogeneous element-wise material 
mapping was applied to each element using a quantitative linear mapping of tissue modulus 





FEMs). This method has been shown to provide the best agreement between experimental 
and simulated modulus (Table 3.3) (Bourne and Van Der Meulen, 2004).  
Each of the 98 homogeneous µ-FEMs and 98 heterogeneous µ-FEMs were fully 
constrained on the medial edge and compressively loaded to 0.5% apparent strain (Abaqus 
V.6.14, Simulia, Providence, RI, USA). Custom Matlab (V. R2017a, Mathworks Inc., 
Natick, MA) code generated the Abaqus input files to ensure reproducibility of the 
boundary and loading conditions. The apparent stress and strain were used to calculate the 
apparent modulus (Eapp), and subsequently the apparent strain energy density (SEDapp), for 
each µ-FEM. The apparent stress was determined using the measured reaction force and 
apparent area (25 mm2) of the µ-FEMs. A uniform displacement (0.05 mm) was used to 
apply the 0.5% apparent strain (0.005 Ɛapp) as determined from the core gauge length (10 
mm). The SEDapp was calculated using the computational strain energy output and the core 
apparent volume (250 mm3), which is equivalent to the area under the apparent stress – 
apparent strain curve (Figure 3.1). 
 
3.2.3 Density-Modulus Relationship Development and Quantitative-Computed 
Tomography Finite Element Model Generation  
The QCT images in DICOM format were loaded into Mimics and pre-processed to create 
a filled scapular STL model, which was transferred to 3-Matic. This model was co-
registered to the µ-CT derived scapula using iterative closest points fitting. The same VOIs 
previously placed were co-registered using the coordinate transformation from the µ-CT 
and QCT coordinate systems. This allowed for precise placement of the VOIs in the QCT 
images when registered to the clinical DICOM images in Mimics. The resulting QCT VOIs 
consisted of 1024 voxels. Similar custom written Matlab code was developed for direct 
conversion to eight-node brick elements (C3D8), while allowing for element-wise density-
modulus mapping by converting the Hounsfield (HU) values to QCT density 
(gK2HPO4/cm
3) and applying the derived density-modulus relationships. This code also 
produced identical boundary and loading conditions to the µ-FEMs for each QCT-FEM. 
The apparent modulus (Eapp) for each µ-FEM was plotted as a function of the mean QCT 
density (gK2HPO4/cm
3) for each virtual bone core. To determine density-modulus fitting 

















Table 3.3: Heterogeneous tissue modulus by specimen for µ-FEMs 
Values are mean ± standard deviation (SD) by specimen; however, each of the 98 µ-FEMs had a model-











1 F 62 10339 ± 551 19951 ± 332 33  
2 F 68 8766 ± 513 19998 ± 713 37  
3 F 69 9495 ± 618 19998 ± 382 34  
4 F 60 10036 ± 577 19999 ± 800 34  
5 M 80 9156 ± 772 20000 ± 504 34  
6 M 72 9949 ± 700 20017 ± 1097 33  
7 M 78 8956 ± 659 19999 ± 362 35  
8 F 73 8426 ± 320 19999 ± 124 35 
9 M 50 11073 ± 304 20000 ± 669 30  
10 F 66 9048 ± 423 19998 ± 145 35  
11 F 65 8819 ± 250 20055 ± 342 32  
12 M 73 11622 ± 253 19999 ± 1216 23  
13 M 58 10559 ± 370 19999 ± 593 18  






Unconstrained and compressed µ-FEMs, with either a homogeneous (HOM) or heterogeneous (HET) tissue modulus, were first 
completed to determine the apparent modulus of each of the 98 trabecular cores. Cores were co-registered to QCT images and used 
to determine the QCT-density of each core. This provided the QCT-density-apparent modulus relationship that was mapped to each 
of the 98 QCT-FEMs on an element-wise basis. The apparent strain energy density was compared between the µ-FEMs and 
corresponding QCT-FEMs as validation.      
Figure 3.1: The complete workflow for validation of a glenoid-specific density- modulus relationship using apparent modulus 





the literature (Helgason et al., 2008; Kopperdahl et al., 2002; Morgan et al., 2003), three 
homogeneous relationships were developed. An ordinary least squares regression power fit 
(OLS), an identical ‘fixed’ ordinary least squares regression power fit through minimum 
and maximum values of 0 and 20 GPa (FOLS), and a power fit with coefficients derived 
from restricted maximum likelihood estimation linear regression log-transformed data 
(LOG). The µ-FEM heterogeneous tissue modulus case used an OLS regression power fit 
(Figure 3.2).  
The relationships can also be adapted for use with apparent density (hydrated 
weight of bone tissue/apparent volume of core) using the relationships developed from the 
98 co-registered VOIs (Equation 3.1-3.3): 
   






− 0.003      (Equation 3.1) 
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       with 𝜌𝑟𝑒𝑎𝑙 = 1.8 [
𝑔
𝑐𝑚3
] (Carter and Hayes, 1977) 
                                              𝜌𝑎𝑝𝑝  [
𝑔
𝑐𝑚3
] = 2.192𝜌𝑄𝐶𝑇 + 0.007                    (Equation 3.3) 
 
Each of the 4 relationships in Figure 3.2 was used to map element-wise modulus to each 
of the 392 QCT-FEMs (4 relationships x 98 QCT-FEMs = 392), using the custom Matlab 
code. The boundary conditions were replicated, and each QCT-FEM was identically 
compressively loaded to 0.5% strain. Apparent strain energy density (SEDapp) between µ-
FEMs and QCT-FEMs were used as validation. To account for more samples than donors, 
restricted maximum likelihood estimation (REML) linear regression fits were used to 
compare µ-FEM SEDapp and QCT-FEM SEDapp for each relationship (Kopperdahl et al., 
2002). As discussed above, it has been suggested that coring of bone samples for modulus 
determination underestimates the in-vivo modulus due to side-artifacts created by the loss 






























Three fitting methods were compared for this case: ordinary least squares regression 
power fit (OLS), fixed ordinary least squares regression power fit through a 
minimum modulus of 0 GPa and maximum of 20 GPa (FOLS), and a least squares 
regression power fit with coefficients derived from log-transformed data (LOG) 
(A).  The heterogeneous µ-FEM tissue modulus used an ordinary least squares 
regression power fit (B). 






be corrected by accounting for this loss of load carrying capacity using a correction factor 
(Equation 3.4): 








, 𝑤ℎ𝑒𝑟𝑒 𝛽 =
𝑎∗𝑇𝑏.𝑆𝑝∗+𝑏
𝑊
  (Ün et al., 2006)            (Equation 3.4) 
 
The linear coefficients are empirically determined to be a = 0.51 and b = -0.13. Although 
these were originally derived for cylindrical specimens, the authors state the equation is 
translatable to cubic specimens by using edge width, W. They also report that results can 
be extrapolated to alternate anatomic locations because Tb.Sp is mechanistically related to 
side-artifact. Equation 3.4 was applied to each of the four density-modulus relationships 
developed for the homogeneous and heterogeneous tissue modulus cases for translation 
into whole bone scapular models.  
 
3.3 RESULTS: 
The trabecular-specific glenoid density-modulus relationships were E = 39940ρqct
2.053, E = 
29070ρqct
1.816, E = 29302ρqct
1.837, for the homogeneous tissue modulus OLS, FOLS, and 
LOG, respectively. For the heterogeneous tissue modulus, the relationship was E = 
34800ρqct
2.506. The OLS homogeneous relationship was corrected to E = 38780ρqct
1.88. Only 
the OLS homogeneous relationship was corrected because it was the most accurate 
homogeneous density-modulus relationship. The heterogeneous relationship was corrected 
to E = 32790ρqct
2.307. These relationships are thought to be representative of whole scapula 
mechanical property mapping.  
The restricted maximum likelihood estimation (REML) linear regression fits of 
SEDapp showed high correlations for all three homogeneous relationships; however, no 
relationship accurately predicted µ-FEM SEDapp. When the µ-FEMs accounted for the 
heterogeneous tissue modulus based on CT-intensity (Table 3.3), there was near absolute 
statistical agreement between the QCT-FEM SEDapp and µ-FEM SEDapp (Figure 3.3 & 
Table 3.4). The Bland-Altman plots indicate a decrease of outliers present when 






Figure 3.3: Restricted maximum likelihood estimation linear regression fits and Bland-Altman plots of the ordinary least 
squares regression fit apparent strain energy density (SEDapp) 












Table 3.4: Results from restricted maximum likelihood estimation linear regression fits of apparent strain energy 










SE – Standard error of regression; OLS – Ordinary least squares regression power fit; FOLS – Fixed ordinary least squares regression power fit; LOG – 
Least squares regression fit parameters derived from log-transformed data 
 
 
QCT-FEM SEDapp = mµ-FEM SEDapp + b 
µ-FEM r2 m b SE SE/mean 
Homogeneous OLS 0.940 0.864 0.0024 0.0040 18.6% 
Homogeneous FOLS 0.945 0.757 0.0046 0.0034 16.1% 
Homogeneous LOG 0.945 0.752 0.0043 0.0034 16.1% 






This study used a new computational methodology for the development of density-modulus 
relationships using µ-CT and co-registered QCT derived FEMs. This allows for a direct 
comparison of the mechanical properties of trabecular architecture and density to be 
translated to linear isotropic QCT derived FEMs. Although only linear isotropic density-
modulus material mapping was considered in this study, this methodology could 
potentially be translated to validate bone strength and fracture using similar µ-FEMs and 
co-registered QCT-FEMs. The predictive capabilities of this translation into clinically 
derived models has the potential to greatly improve fracture prediction in patient 
populations.  
The results of this study suggest that glenoid trabecular density-modulus 
relationships mapped to QCT-FEMs based on homogeneous effective tissue moduli in µ-
FEMs under predict apparent strain energy density (SEDapp). When considering density-
modulus relationships derived from µ-FEMs accounting for a heterogeneous distribution 
of tissue moduli, near absolute statistical agreement (Y = X) was found in SEDapp. This 
enforces the point that load transfer paths are dependent on both the density distribution of 
individual trabeculae as well as trabecular architecture (Ün et al., 2006). In linear-isotropic 
QCT-FEMs, the mechanical properties are determined solely from the CT-intensity and 
associated QCT-density of each voxel. As such, it is essential that density-modulus 
relationships used to map mechanical properties to the bone are directly related to QCT-
density representative of the site-specific distribution of trabecular orientation, 
architecture, and mineralization. The goal of which is to ensure that the mapped mechanical 
properties are most representative of the bone being modeled.   
It has been suggested that material heterogeneity has a minimal influence on the 
apparent modulus (Eapp) of trabecular bone (Gross et al., 2011). However, multiple studies 
have reported large variations between homogeneous and heterogeneous tissue modulus µ-
FEMs (Bourne and Van Der Meulen, 2004; Harrison et al., 2008; Jaasma et al., 2002; 
Renders et al., 2011, 2008; van Ruijven et al., 2007). Renders et al. (2011) reported that 
stresses were increased near trabecular surfaces versus the core, suggesting trabecular 
bending occurring when loaded in compression (Renders et al., 2011). In an earlier study, 





homogeneous models (Etissue = 9 GPa) when tested in compression. The present study found 
that Eapp decreased 41% – 68% between heterogeneous and homogeneous (Etissue = 20 GPa) 
µ-FEMs, which is consistent when accounting for the increased tissue modulus in the 
present study. It has also been reported that variations in stresses and strains between the 
heterogeneous and homogenous models were found to be small in cortical bone, but large 
in trabecular bone, indicating the need to accurately model material heterogeneity in 
trabecular µ-FEMs (van Ruijven et al., 2007). 
Only a single study has reported trabecular density-modulus relationships specific 
to the shoulder (Gupta and Dan, 2004). Data from a subsequent study of reported 
experimental apparent density and modulus values from scapular trabecular bone samples 
were used to determine statistical piece-wise relationships, with apparent bone density ρapp 
< 0.36 g/cm3 having a power coefficient of 2, and ρapp > 0.36 g/cm
3 having a power 
coefficient of 3. These coefficients are consistent with the range of power coefficients 
found in the present study. However, due to the lack of empirical measurements in the 
aforementioned study, direct comparisons are not possible.  
The results of the present study are consistent with previous results derived from 
alternative anatomic locations (Helgason et al., 2008). These studies have found trabecular 
density-modulus relationships are best fit by power fit regression models with exponential 
coefficients in the range of 1.7 to 2.5, for the density range in the present study (ρapp = 0.1 
– 0.9 g/cm3). Similarly, the Eapp values determined for µ-FEMs with a homogeneous 
effective tissue modulus of 20 GPa were most consistent with samples taken from the 
femoral neck (Eapp = 185 – 6826 MPa). When heterogeneous tissue modulus was 
considered in the µ-FEMs, Eapp more closely matched values from pooled anatomical sites 
(Eapp = 76 – 3891 MPa), especially in the lower density range (Figure 3.2) (Morgan et al., 
2003).  
More recent development of density-modulus relationships have focused on 
experimental validation primarily of whole long bone cadaveric specimens (Austman et 
al., 2009; Dahan et al., 2016; Eberle et al., 2013). These validations and density-modulus 
relationships are primary dictated by the mechanical response of cortical bone. Although 
this may provide the desired loading response for some physiological conditions, these 





transfer. Accurate modeling of this load transfer is essential when considering implants that 
are supported by the trabecular bone (such as all-polyethylene glenoid components). 
Furthermore, the trabecular bone is primarily responsible for fracture and failure, and as 
such, bone remodeling. Eliminating the contribution of trabecular mechanical properties in 
density-modulus material mapping has the potential to provide inaccurate fracture, failure, 
stress and strain response in clinical-derived FEMs.  
A limitation of this study is that physical bone specimens were not mechanically 
tested, and therefore a physical subject-specific tissue modulus, or effective tissue modulus 
could not be derived. However, the potentially significant inaccuracies and error resulting 
from end-artifacts, misrepresented boundary conditions and sample preparation, are 
minimized or eliminated using the purely computational method in the present study (Chen 
et al., 2017). Micro-FEMs have been extensively validated over the past decade (Bauer et 
al., 2014; Bevill and Keaveny, 2009; Chen et al., 2017; Gong et al., 2012; Harrison et al., 
2008; Jaasma et al., 2002; Renders et al., 2011, 2008; van Ruijven et al., 2007), allowing 
for the generation of independent models in which to validate co-registered QCT-FEMs. 
The use of linear isotropic models allows for the homogeneous tissue modulus derived µ-
FEM relationships to be scaled to any tissue modulus once a glenoid specific value is 
determined. Although the relationships developed were shown to have excellent statistical 
agreement for the density range tested and the relationships were corrected for the loss of 
load carrying capacity due to side-artifacts, the translation to whole bone specimens 
requires further evaluation. As determined in other studies (Dahan et al., 2016; Hambli and 
Allaoui, 2013; Trabelsi and Yosibash, 2011), piece-wise density-modulus relationships 
that account for specific density ranges may more accurately model the mechanical 
response of whole bones derived from clinical-resolution scans. 
 
3.5 CONCLUSION: 
The density-modulus relationships derived in this study have the potential to greatly 
improve accuracy in shoulder FE studies. A glenoid-specific density-modulus relationship 
accounting for trabecular bone architecture is essential to properly model load transfer 
paths for accurate prediction of bone mechanical response to loading. The corrected 





functions that account for mechanical variations due to density differences in trabecular 
and cortical bone. Site-specific modeling techniques can be used for patient-specific 
modeling and adapted for population-based statistical shape models. 
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CHAPTER 4 – THE EFFECT OF MATERIAL 
HETEROGENEITY, ELEMENT TYPE, AND DOWN-
SAMPLING ON TRABECULAR STIFFNESS IN 
MICRO FINITE ELEMENT MODELS 
 
OVERVIEW: This chapter compares micro finite element 
models (FEMs) generated from 32 micron, 64 micron, 64 
micron down-sampled microCT images, on the basis of 
apparent modulus under simulated unconstrained 
compression. The effect of element type and material 
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Heterogeneity, Element Type, and Down-Sampling on Trabecular Stiffness in Micro Finite Element Models. 






Trabecular bone is most active in bone remodeling and is therefore less mineralized 
(Oftadeh et al., 2015). This remodeling occurs most on the trabeculae surface (Brennan et 
al., 2009), altering trabecular material strength, thereby changing the bending stiffness 
(Renders et al., 2011). In pathologic joints and/or joints with replacement components, 
variations in joint loads may increase trabecular fracture risk due to altered bone 
formation/resorption.  
To determine variations in trabecular mechanical properties, such as the function 
of trabecular architecture, mineralization, and volume fraction, linear and non-linear micro 
finite element models (µFEMs) have shown increasingly high correlations with empirical 
models (Bayraktar et al., 2004; Dall’Ara et al., 2017; Palanca et al., 2017). As the initial 
input for many non-linear trabecular µFEMs, the apparent modulus, Eapp, of experimentally 
tested bone cores are combined with linear elastic µFEMs Eapp to determine an effective 
(homogeneous) tissue modulus (Bayraktar et al., 2004; Oftadeh et al., 2015; van Rietbergen 
et al., 1995). An arbitrary tissue modulus Ei, is used to scale the ratio of experimental 
apparent modulus, Eexp, and finite element apparent modulus, EFEM, to back-calculate the 
‘real’ effective tissue modulus, Etissue (Equation 4.1). 
Etissue =  
Eexp
EFEM
Ei       (Equation 4.1) 
These models then use this homogeneous effective Etissue and direct conversion of 
the micro-CT (µCT) voxels into hexahedral elements in µFEMs for bone strength 
predictions and failure analysis. Although these voxel-based models are the ‘gold standard’ 
for µFEMs, they neglect the contribution of material heterogeneity found in-vivo. 
Trabeculae are heterogeneous, with increased tissue modulus at the core and decreased 
modulus superficially, due to surface bone remodeling (Brennan et al., 2009; Oftadeh et 
al., 2015; Renders et al., 2011). Accounting for trabecular material heterogeneity has been 
shown to improve empirical-µFEM correlations by allowing for more realistic trabecular 
bending stiffness (Bourne and Van Der Meulen, 2004; Harrison et al., 2008; Jaasma et al., 
2002; Renders et al., 2011, 2008; van Ruijven et al., 2007), but comparisons across image 
resolutions and element types have not been made. 
Preclinical and clinical bone strength predictions can be elucidated by 





such, down-sampled µCT images are often used to make comparisons across image 
resolutions (Bauer et al., 2014; Bevill and Keaveny, 2009; Lu, 2015; Lu et al., 2014; 
Palanca et al., 2017) and to reduce computational resource burden, especially in non-linear 
analyses. Down-sampling not only alters the trabecular architecture, but inherently alters 
the CT-intensity of each trabeculae. In homogeneous µFEMs, this has been shown to have 
negligible effect on stiffness and strength due to trabecular architectural changes (Bevill 
and Keaveny, 2009). However, the effect of CT-intensity variations on computationally 
derived apparent modulus (Eapp) in heterogeneous µFEMs, or comparisons between the 
‘gold standard’ voxel-based hexahedral µFEMs and increasingly common tetrahedral 
µFEMs, has not been discussed.  
The objectives of this study were to compare trabecular Eapp among i) hexahedral 
and tetrahedral µFEMs, ii) µFEMs generated from 32 µm, 64 µm, and 64 µm down-
sampled from 32 µm µCT scans, and iii) µFEMs with homogeneous and heterogeneous 
tissue moduli.  
 
4.2 METHODS: 
4.2.1 Specimens and Finite Element Model Generation 
Fourteen cadaveric scapulae were denuded of soft tissue (7 male; 7 female; mean age 67 ± 
8 years). The use of these specimens was approved by the Western University Health 
Sciences Research Ethics Board (HSREB) (File# 105912). Micro-CT scans at two spatial 
resolutions were acquired (Nikon XT H 225 ST, Nikon Metrology, NV) for each scapula 
(Table 4.1). These images maintained the recommended one-fourth mean trabecular 
thickness for numerical convergence, shown to have less than 7% error in mechanical 
properties when down-sampled to half the original scan resolution (Niebur et al., 1999). 
The raw DICOM images were filtered to remove high frequency noise (Gaussian filter: σ 
= 1.25, support = 2) (Mimics v. 20.0, Materialise, Leuven, BE). Virtual bone cores were 
extracted from the glenoid vault, medial to the subchondral bone, maintaining the 
recommended 2:1 aspect ratio (Helgason et al., 2008), to create µFEMs from the 32 µm, 
64 µm, and down-sampled 64 µm scans. Custom code was used to generate µFEMs with 
8-node hexahedral elements (HEX8), while maintaining the bone volume fraction (BV/TV) 





core was also generated (Mimics v. 20.0) and volume meshed as a 10-node tetrahedral 
(TET10) µFEM (Abaqus v.6.14, Simulia, Providence, RI). A target element edge length 
(48 µm in the 32 µm µFEMs and 64 µm in the 64 µFEMs) of at least one-fourth mean 
trabecular thickness was used to ensure trabecular geometry was maintained, uniform 
material mapping, and numerical convergence. Three-dimensional morphometric 
parameters are provided in Table 4.2.  
 
4.2.2 Material Property Assignment and Boundary Conditions 
All µFEMs were given either a homogeneous tissue modulus of 20 GPa, or a heterogeneous 
tissue modulus scaled by CT-intensity. For the hexahedral µFEMs, custom-code was used 
to generate the Abaqus input files and apply the material properties (Faieghi et al., 2019). 
The heterogeneous tissue modulus was applied based on the CT-intensity of the µCT 
images with a reference (maximum) tissue modulus of 20 GPa and a slope factor of 1.4 
(Table 4.3). This slope factor has been shown to have the best agreement between empirical 
and computational models in mapping material heterogeneity in trabecular µFEMs (Bourne 
and Van Der Meulen, 2004). The materials were applied with a material bin of one (Pegg 
and Gill, 2016), resulting in a varying number of unique materials per specimen based on 
CT-intensity at each scan spatial resolution (Tables 4.3 & 4.4). For the tetrahedral µFEMs, 
the same reference tissue modulus and slope factor was used for each heterogeneous µFEM 
(Mimics v. 20.0). The maximum number of allowable materials were applied, resulting in 
a mean tissue modulus and unique number of materials shown in Tables 4.3 and 4.4, 
respectively. Differences in the number of materials are attributed to variations in the direct 
method of material assignment used in hexahedral µFEMs and numerical integration of the 
tetrahedral mesh on the native HU scaler-field used for tetrahedral µFEMs. 
Simulated unconstrained compression to 0.5% apparent strain was performed along 
the medial-lateral direction of each µFEM. The boundary conditions were applied with 
custom-code to generate the Abaqus input files (Matlab v. R2017a, Natick, RI, USA) and 
were therefore identical between all µFEMs. The apparent modulus (Eapp) of each µFEM 
was calculated and compared. The highest resolution (32 µm) HEX8 µFEMs provide the 















                  Table 4.1: Parameters for Micro-Computed Tomography Scans 
Parameter       Micro-CT Scans 
Voxel Size (isotropic) (µm3) 32 64 
Peak Voltage (kV) 95 95 
Current (µA) 64 64 
Projections 3141 3141 












Table 4.2: Three-dimensional morphometric parameters of the specimens compared 
Values are mean ± SD (range). All 3D morphometric parameters were calculated with SkyScan CTAn (Bruker micro-CT, Kontich, BE). Bone Volume Fraction 
(BV/TV); Trabecular Thickness (Tb.Th); Trabecular Separation (Tb.Sp); Trabecular Number (Tb.N); Structure Model Index (SMI). a Paired t-test. b Wilcoxon 
signed rank test. Significant values (p < .05) are bolded. 
N = 14 32 µm  64 µm p-value vs.  
32 µm 
DS 64 µm p-value vs.      32 
µm 
p-value vs.       64 
µm 
BV/TV 0.243 ± 0.103  
(0.099 – 0.457) 
0.244 ± 0.104 
(0.104 – 0.464) 
.915a 0.241 ± 0.103 
(0.091 – 0.450) 
.036a .133a 
Tb.Th (mm) 0.258 ± 0.059 
(0.174 – 0.357) 
0.309 ± 0.060 
(0.216 – 0.407) 
< .001a 0.285 ± 0.059 
(0.185 – 0.385) 
< .001a < .001a 
Tb.Sp (mm) 0.780 ± 0.123 
(0.577 – 0.996) 
0.864 ± 0.146 
(0.654 – 1.127) 
< .001 b 0.838 ± 0.124 
(0.664 – 1.050) 
< .001a < .001b 
Tb.N (1/mm) 0.918 ± 0.254 
(0.532 – 1.506) 
0.749 ± 0.230 
(0.355 – 1.222) 
< .001a 0.801 ± 0.246 
(0.440 – 1.367) 
< .001a < .001a 
SMI 0.999 ± 0.657 
(-0.395 – 1.872) 
1.297 ± 0.708 
(-0.349 – 2.216) 
< .001a 1.151 ± 0.780 
(-0.890 – 2.027) 










Table 4.3: Heterogeneous µ-FEM tissue modulus by specimen based on CT-intensity 




Specimen Sex Age 
Hexahedral (HEX8) Tetrahedral (TET10) 
Mean Tissue Modulus (MPa) Mean Tissue Modulus (MPa) 
32 µm 64 µm DS 64 µm 32 µm 64 µm DS 64 µm 
1 F 62 10683 ± 3566 9610 ± 3006 10921 ± 2982 10825 ± 3306 9708 ± 2812 10889 ± 2972 
2 F 68 8444 ± 3129 9034 ± 3131 9418 ± 2967 8488 ± 2828 9023 ± 2749  9688 ± 2638 
3 F 69 10812 ± 3691 11159 ± 3207 10649 ± 3133 10482 ± 3406 10981 ± 3048 10486 ± 3062 
4 F 60 9753 ± 3374 8811 ± 3009 9480 ± 3048 10074 ± 3070 9208 ± 2827 9471 ± 2922 
5 M 80 8782 ± 2832 10135 ± 2400 9833 ± 2476 9859 ± 2741 10459 ± 2371 10182 ± 2429 
6 M 72 9075 ± 2748 9660 ± 1870 9064 ± 2013 10499 ± 2662 10167 ± 1973 10990 ± 2358 
7 M 78 9653 ± 3448 10081 ± 3145 9716 ± 2977 9404 ± 3138 10080 ± 2949 9734 ± 2843 
8 F 73 8044 ± 2785 8703 ± 2263 8297 ± 2310 8431 ± 2547 9149 ± 2187 8541 ± 2229 
9 M 50 11234 ± 3486 11350 ± 2160 11870 ± 2502 11242 ± 3122 11497 ± 2077 12198 ± 2370 
10 F 66 9208 ± 3145 10841 ± 2816 10128 ± 2866 9300 ± 2916 10812 ± 2642 10129 ± 2720 
11 F 65 8664 ± 2699 11515 ± 1806 10150 ± 2319 9189 ± 2512 11918 ± 1846 10532 ± 2244 
12 M 73 11579 ± 2755 11466 ± 2405 12007 ± 2336 12058 ± 2510 11703 ± 2340 12815 ± 2273 
13 M 58 10297 ± 1745 10305 ± 1687 11176 ± 1474 11344 ± 1728 11040 ± 1793 11963 ± 1640 
14 M 64 9928 ± 2659 12047 ± 2236 11352 ± 2227 9983 ± 2418 12277 ± 2186 11544 ± 2093 











Table 4.4: Average number of elements and mean number of unique materials for µFEMs 
Values are mean ± standard deviation (Range). DS – Down-sampled 
N = 14 Hexahedral Tetrahedral 
32 µm  64 µm DS 64 µm 32 µm  64 µm DS 64 µm 
Number of Elements 
(millions) 
1.89 ± 0.82   
(0.77 – 3.56) 
0.23 ± 0.10  
(0.10 – 0.44) 
0.28 ± 0.10   
(0.09 – 0.43) 
 4.35 ± 1.57 
(1.96 – 6.82) 
1.82 ± 0.82  
(0.68 – 3.52) 
1.89 ± 0.86  
(0.79 – 3.65) 
Number of Materials 
(thousands) 
13.34 ± 1.42   
(9.75 – 15.37) 
11.02 ± 1.79   
(8.02 – 13.22) 
10.93 ± 1.60   
(7.23 – 12.63) 
8.63 ± 0.34   
(8.18 – 9.39) 
8.79 ± 0.48  
(7.82 – 9.39) 
8.48 ± 0.55   
(6.87 – 8.99) 
Required Memory to 
Minimize I/O (GB)  
93.37 ± 76.93   
(15.74 – 299.05) 
6.25 ± 4.76   
(1.31 – 18.43) 
6.36 ± 5.07   
(1.20 – 19.56) 
257.39 ± 155.12   
(60.48 – 574.09) 
89.400 ± 72.96   
(15.81 – 274.65) 
98.33 ± 87.39   









Significant differences were found in all three-dimensional morphometric parameters between the 
µFEMs at all scan spatial resolutions. Trabecular thickening occurred as scan spatial resolution 
was decreased but the amount of thickening was not consistent between the two 64 µm models. 
Similar results were observed between other morphometric parameters (Table 4.2). The mean 
tissue modulus mapped to hexahedral µFEMs was consistently lower than tetrahedral µFEMs. For 
32 µm µFEMs the mean difference was 359 ± 225 MPa lower, 64 µm µFEMs 237 ± 96 MPa lower 
and down-sampled 64 µm µFEMs 364 ± 60 MPa lower (Table 4.3). Tetrahedral µFEMs 
consistently had a larger number of elements but a lower number of mapped materials than 
hexahedral µFEMs (Table 4.4). For equal number of elements, the tetrahedral µFEMs (64 µm and 
DS 64 µm) had similar memory requirements to hexahedral µFEMs (32 µm). The increase in 
memory requirements for tetrahedral models was proportional to the increase in the number of 
elements (Table 4.4). 
Compared to the ‘gold standard’ HEX8 32 µm µFEMs with a homogeneous tissue 
modulus, the Eapp of TET10 32 µm µFEMs decreased by a mean 7% (Figure 4.2A). The HEX8 
µFEMs generated from the down-sampled 64 µm and scanned 64 µm Eapp decreased by a mean 
24% and 33%, respectively. The Eapp of the corresponding TET10 models decreased by a mean 
32% and 43%, respectively. Decreases in mean Eapp was reduced when a heterogeneous tissue 
modulus was considered in all µFEMs (Figure 4.2B). The TET10 32 µm µFEMs Eapp decreased 
by a mean 1%, and TET10 down-sampled 64 µm and scanned 64 µm Eapp decreased by a mean 
24% and 37%, respectively. The HEX8 down-sampled 64 µm and scanned 64 µm, had lower mean 
Eapp decreases of 18%, and 28%, respectively.  
The error in Eapp as a function of trabecular thickness (Tb.Th) was larger for µFEMs 
generated from the scanned 64 µm, than the down-sampled 64 µm µFEMs (Figure 4.3). The errors 










Figure 4.1: The complete workflow for comparison of the apparent modulus (Eapp) of trabecular bone μFEMs from 
cadaveric scapulae 
Three image spatial resolutions were used to generate μFEMs, with hexahedral or tetrahedral elements and homogeneous (HOM) 



























































































32 Micron DS 64 Micron 64 Micron
HEX8 TET10A                                   B                                   
FEMs generated from 32 µm, 64 µm or down-sampled 64 µm micro-CT scans with 
hexahedral (HEX8) or tetrahedral (TET10) elements and a homogeneous (A) or 














































































A                                   B                                   
FEMs generated from 64 µm or down-sampled 64 µm µCT scans with hexahedral 
elements and a homogeneous (A) or heterogeneous (B) tissue modulus, as a function of 





with heterogeneous tissue moduli. The error in Eapp as a function of volume fraction 
(BV/TV) for hexahedral µFEMs was lower above 0.225 for µFEMs with both 
homogeneous and heterogeneous tissue moduli and was lower for the down-sampled 64 
µm µFEMs (Figure 4.4). For tetrahedral µFEMs, Eapp error as a function of BV/TV was 
again lowest above 0.225, and lower for down-sampled 64 µm µFEMs compared to 64 µm 
µFEMs (Figure 4.5). The lowest errors occurred for the 32 µm µFEMs with both 
homogeneous and heterogeneous tissue moduli.  
 
4.4 DISCUSSION: 
This study compared the apparent modulus (Eapp) of linear isotropic µFEMs generated with 
hexahedral or tetrahedral elements from 32 µm, 64 µm, or down-sampled 64 µm µCT 
scans, with a homogeneous or heterogeneous tissue modulus. It was found that except at 
the highest spatial resolution, tetrahedral elements underestimate Eapp. Down-sampling to 
half the original scan spatial resolution is not equivalent in Eapp to µFEMs generated from 
scans at that spatial resolution and both models underestimate the Eapp of the highest spatial 
resolution models. Across µFEMs generated from all spatial resolutions, accounting for 
trabecular material heterogeneity decreased errors in Eapp.  
The mechanical properties of µFEMs generated from hexahedral and tetrahedral 
elements have been reported (Cyganik et al., 2014), with the authors concluding that their 
data suggests there is no basis that element type influenced the accuracy of the numerical 
solution. However, direct comparisons between trabecular µFEMs created with each 
element type were not performed in their study, limiting the ability to elucidate which 
element type provides greater accuracy. Differences in the apparent mechanical properties 
of hexahedral element formulations (linear, quadratic, and reduced integration) have also 
been discussed (Depalle et al., 2013), indicating that variations in Eapp are negligible 
between linear and quadratic hexahedral elements at both one half and one quarter the 
original voxel size, but are significantly lower when reduced integration linear hexahedral 
elements are used. Our comparison of linear hexahedral and quadratic tetrahedral elements 
in the same samples indicate that hexahedral elements have lower errors than tetrahedral 
elements, but if a heterogeneous tissue modulus is used, tetrahedral elements are 
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FEMs generated from 64 µm or down-sampled 64 µm µCT scans with hexahedral 
elements and a homogeneous (A) or heterogeneous (B) tissue modulus, as a function of 
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FEMs generated from 64 µm or down-sampled 64 µm µCT scans with tetrahedral 
elements and a homogeneous (A) or heterogeneous (B) tissue modulus, as a function of 





Voxel-based µFEMs are the gold standard in trabecular bone modeling because the 
hexahedral elements are directly created from the voxels of the scanned bone and 
inherently retain the voxel CT-intensity for use in homogeneous or heterogeneous µFEMs. 
These linear elements have minimal computational expense and have shown excellent 
correlations with empirical results (Bayraktar et al., 2004; Dall’Ara et al., 2017; Palanca et 
al., 2017). With contemporary automatic tetrahedral mesh generators, µFEM pre-
processing between tetrahedral and hexahedral models is now nearly equivalent. For non-
homogeneous tetrahedral µFEMs, finite element pre-processing software, such as that used 
in this study (Mimics V. 20.0, Materialise, Leuven, BE), also incorporate semi-automated 
material assignment using mapping of the CT-intensity scaler field, further simplifying 
tetrahedral FEM pre-processing. In the present study a larger number of tetrahedral 
elements was used to ensure at least one-fourth mean trabecular thickness elements were 
used to maintain trabecular geometry, uniform material mapping, and numerical 
convergence (Niebur et al., 1999). This increase in the number of elements added to the 
increased computational expense of these quadratic µFEMs (Table 4). It was expected that 
due to this increased degrees of freedom (DOF) of these µFEMs, at least equivalent results 
to hexahedral µFEMs would occur. However, this was only observed in µFEMs at the 
highest spatial resolution (32 µm) but not in µFEMs derived from lower spatial resolution 
(64 µm and down-sampled 64 µm). This suggests that although the pre-processing time 
and computational expense of the two element types are nearly equal, there is little benefit 
to using tetrahedral elements.   
Decreases in trabecular bone apparent mechanical properties have been shown in 
high volume fraction femoral µFEMs (Bevill and Keaveny, 2009), and low volume fraction 
greater trochanter and vertebral µFEMs (Bevill and Keaveny, 2009; Depalle et al., 2013). 
In their high-volume fraction (BV/TV = 0.25 ± 0.06) femoral µFEMs, Bevill and Keaveny 
(2009) found decreases in Eapp of less than 5% when coarsened to one half the high 
resolution µFEMs. When considering the subset of their low BV/TV samples the error 
increased greatly. We found the lowest errors occurred for BV/TV > 0.225. Depalle et al. 
(2013) used low volume fraction vertebral specimens (BV/TV = 0.08 ± 0.03) and found 





compared to the present study may be partially explained by the differences in their high-
resolution µFEMs (20 µm) and ours (32 µm).  
Microarchitectural parameters are not the same between resampled images and 
images scanned at low-resolution (Kim et al., 2004). This is concerning, because bone 
mechanical properties from different hierarchical levels are often used to make conclusions 
about bone mechanical properties, and down-sampled images are often used to reduce 
computational resources, especially for non-linear modeling and fracture analysis. Depalle 
et al. (2013) found µFEM trabecular stress distribution was most sensitive to image 
resolution, suggesting in their linear models that this is due to stress concentrations caused 
by trabecular stiffening errors. This is partially due to trabecular thickening that occurs 
when down-sampling. In the present study, increased trabecular thickness was found for 
both the scanned 64 µm and down-sampled 64 µm µFEMs. Compared to the 32 µm 
µFEMs, the thickening was significantly different in both 64 µm µFEMs. There was also 
a significant difference between the two 64 µm µFEMs (Table 4.2). Intuitively, thickened 
trabeculae would result in increased specimen stiffness, especially when a homogeneous 
tissue modulus was used. This however was not the case, indicating that trabecular 
architecture and load transfer is more complex. Errors in apparent modulus were improved 
when material heterogeneity was considered, partially because the superficial regions of 
the thickened trabeculae have less influence on bending stiffness and thereby minimize 
these stiffening errors. The near identical Eapp between the hexahedral and tetrahedral 
µFEMs at 32 µm indicates that the differences in heterogeneous material mapping 
strategies between element types can model material heterogeneity equivalently if µFEMs 
are derived from scan spatial resolutions that are high enough to reduce errors induced by 
partial volume effects.  
Accounting for material heterogeneity has been shown to improve stress and strain 
predications in µFEMs (Bourne and Van Der Meulen, 2004; Harrison et al., 2008; Jaasma 
et al., 2002; Renders et al., 2011, 2008; van Ruijven et al., 2007).  Stresses are increased 
near trabecular surfaces versus the core, suggesting trabecular bending occurring when 
loaded in compression (Renders et al., 2011), and is consistent with studies that have used 
nanoindentation showing increased tissue modulus at the trabecular core compared to the 





trabecular µFEMs, a decrease in Eapp of 21% was found between µFEMs accounting for 
material heterogeneity compared to homogeneous models (Etissue = 9 GPa) when tested in 
compression (Renders et al., 2008). It has also been shown that variations in stresses and 
strains are small in cortical bone, but large in trabecular bone between homogenous and 
heterogeneous models, further illustrating the need to accurately model material 
heterogeneity in trabecular µFEMs (van Ruijven et al., 2007). 
Recent studies have compared and validated trabecular mechanical loading 
between physical specimens and linear-isotopic µFEMs generated from down-sampled 
images, and/or µFEMs with homogeneous tissue moduli using digital volume correlation 
(DVC) (Chen et al., 2017; Costa et al., 2017; Dall’Ara et al., 2017; Palanca et al., 2017). 
These µFEMs have been found to accurately predict empirical displacements, but 
quantitative strain measurements are less accurate between empirical models and µFEMs. 
The results of the present study suggest that the difficulties in extracting meaningful strain 
measurements from µFEMs might be partially due to the lack of material heterogeneity 
and/or the use of µFEMs generated from down-sampled images. Comparison with 
empirical models using DVC and high-resolution µFEMs that account for material 
heterogeneity may improve strain predictions. 
Although bone volume fraction was used as the metric to ensure consistency 
between models, a significant difference was found between the down-sampled 64 µm and 
32 µm models. Although statistically different, the difference in BV/TV was 0.002, and 
likely contributed less to variations in Eapp than the significant variations in trabecular 
architecture.  At lower bone volume fractions and resolutions, tetrahedral µFEM generation 
inherently loses trabecular connectivity. When pre-processing these µFEMs with 
connected trabeculae by removing ‘floating regions’ – required for numerical convergence 
– can result in a significant reduction in relative volume fraction compared to hexahedral 
models derived from the voxel threshold in the raw images. The extent in which load 
carrying trabeculae are compromised is unknown and may account for why tetrahedral 
µFEMs with low volume fractions have large errors in Eapp (Figure 4.5). It has been shown 
that down-sampled models have increased trabecular spacing and trabecular thickening but 
the variation in apparent mechanical properties seems to be minimized at higher trabecular 





A limitation of this study is that physical trabecular bone cores were not mechanically 
tested. Although physical trabecular specimen testing has been used extensively for Eapp 
calculation, the variability in comparing empirical models and µFEMs due to variations in 
boundary conditions adds a level of complexity beyond the scope of the present study. The 
purely computational methodology used in the present study is similar to other hierarchical 
µFEM studies (Bevill and Keaveny, 2009; Depalle et al., 2013), and allows for direct 
comparison of models that differ only by the parameters derived from the scan spatial 
resolution (CT-intensity and voxel size) used to derive µFEMs. 
 
4.5 CONCLUSION: 
Due to an underestimation in bone stiffness, consideration should be taken when using 
down-sampled scans to elucidate preclinical or clinical bone fracture and failure. The 
results of this study have shown that apparent modulus is not equivalent to high spatial 
resolution µFEMs when µFEMs are generated from down-sampled images or from images 
scanned at the down-sampled spatial resolution. Also, hexahedral and tetrahedral µFEMs 
are only equivalent at the highest scan spatial resolution. Accounting for material 
heterogeneity decreases errors at all scan spatial resolutions. These results question the 
accuracy of using a homogeneous effective tissue modulus in linear and non-linear µFEMs. 
Future work should focus on determination of the local effects of down-sampling on 
trabecular stiffness using full-field DVC-based empirical comparisons. 
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CHAPTER 5 – MICRO-LEVEL APPARENT 
MODULUS CAN BE ACCURETLY MODELED BY 
QCT FINITE ELEMENT MODELS BASED ON 
MATERIAL MAPPING STRATEGY AND ELEMENT 
TYPE 
 
OVERVIEW: This chapter evaluates QCT finite element 
models (FEMs) with elemental or nodal material mapping, 
and linear hexahedral, linear tetrahedral, or quadratic 
tetrahedral elements ability to replicate the apparent 



















The mapping of bone mechanical properties based on CT-attenuation, with heterogeneous 
materials and bone geometry defined from clinical-resolution CT scans, is the basis of 
subject-specific finite element modeling (FEM). In order to assign an accurate material 
distribution to the FE mesh, constitutive relationships that relate bone density (ash, 
apparent, or radiological) to apparent modulus are used (Helgason et al., 2008a; Knowles 
et al., 2016). Most reported density-modulus relationships are derived using mechanical 
testing of trabecular bone cores with extensive empirical validation to evaluate the accuracy 
of these constitutive relationships applied to FEMs at the whole bone level (Helgason et 
al., 2008a; Knowles et al., 2016). However, these validation studies are generally limited 
to strain gauge measurements on the outer cortical shell, which precludes direct 
comparisons within trabecular bone. As well, strain gauges placed on the cortical shell have 
shown larger errors when compared to computational results, partially due to the influence 
of partial volume effects (PVEs) in models derived from clinical-resolution CT (Helgason 
et al., 2016).  
In addition to the multitude of density-modulus relationships that exist, it is also 
important to consider how these are applied to the FE mesh. At the whole bone level, while 
hexahedral elements allow for a direct conversion from a CT voxel to an FE element, 
tetrahedral elements are often preferred due to their ability to generate continuous geometry 
contours. However, as a trade-off, the strategy required to assign bone material properties 
to a tetrahedral element based on the attenuation from the CT scalar field becomes 
increasingly complex. The effects due to material mapping strategy (elemental or nodal) 
have been reported; however, at a lesser extent compared to density-modulus relationships 
(Chen et al., 2015, 2010, Helgason et al., 2016, 2008b; Taddei et al., 2007; Wille et al., 
2012).  A recent study reported a computational methodology that compares trabecular 
µFEMs to co-registered quantitative-CT (QCT)-FEMs derived from direct conversion of 
isotropic voxels into hexahedral elements (Knowles et al., 2018). This direct conversion 
method retains within each element the voxel CT-intensity and, if the constitutive 






To assign density-modulus relationships to FE elements, commercially available 
software, such as (Mimics, Materialise, Leuven, BE), use automated tetrahedral mesh 
generation and exact volume-weighted elemental averaging based on the CT scalar field. 
This mapping method can be applied to both hexahedral and tetrahedral elements but is 
limited to the native Hounsfield (HU) scalar field.  An alternative nodal material mapping 
strategy is to assign material properties based on the nodes relative position within the CT 
scalar field. The nodal coordinates can either be read as a user subroutine in Abaqus 
(Simulia, Providence, RI),(Chen et al., 2015, 2010) or as ‘field or auxiliary (temperature) 
variables,’ in Abaqus or Ansys (Ansys Inc., USA) (Helgason et al., 2008b). These variables 
are linearly interpolated to the element gauss integration points in the subsequent FE 
simulation.  In nodal material mapping, tri-linear interpolation of the scalar field is used to 
map materials directly to the nodes. This is typically implemented in custom-code and so 
the scalar field can be either the native HU field, or an elastic modulus E field, in which 
the non-linear empirical density-modulus relationship is applied to the scalar field prior to 
mapping. The latter ‘E field’ has been shown to have improved correlations with empirical 
surface strain results (Helgason et al., 2008b; Taddei et al., 2007). This method has also 
been used to account for PVEs by determining whether outer nodes are assigned a lower 
modulus than the nearest internal node (Helgason et al., 2008b), and if so, these outer nodes 
are assigned the nearest internal nodes value.  
 The objective of this study was to determine the effect of material mapping strategy 
on computational models of trabecular bone, by using a validated density-modulus 
relationship (Knowles et al., 2019) derived directly from trabecular bone CT scans. The 
associated hierarchical computational methodology eliminates the influence of PVEs and 
the potential for confounding bias from cortical strain measurements, by using µFEMs as 
a gold standard for computational simulation of trabecular bone’s mechanical response.  
 
5.2 METHODS: 
5.2.1 Specimens, Computed Tomography Scans and Constitutive Relationship 
Fourteen cadaveric scapulae were denuded of soft tissue (7 male; 7 female; mean age 67 ± 
8 years). Micro-CT (32 μm isotropic voxels, 95 kV, 64 μA, 3141 projections, 1000 ms 





voxels, 120 kVp, 200 mA, BONEPLUS convolution kernel; GE Discovery CT750 HD, 
Milwaukee, WI, USA) scans were acquired for each scapula. A dipotassium phosphate 
(K2HPO4) (QCT Pro, Mindways Software Inc., Austin, TX, USA) calibration phantom was 
scanned with each specimen during QCT scans. The constitutive relationship was derived 
using virtual bone cores from the same specimens developed in a prior study (Knowles et 
al., 2019).    
     E = 34800ρqct
 2.506     (Equation 5.1) 
 
5.2.2 Finite Element Model Generation and Material Mapping Strategies 
The µCT images were filtered to remove high frequency noise (Gaussian filter: σ = 1.25, 
support = 2) (Mimics v. 20.0, Materialise, Leuven, BE). Rectangular virtual bone cores 
with 5 mm edges and 10 mm long, maintaining the recommended 2:1 aspect ratio 
(Helgason et al., 2008a), were extracted medial to the glenoid subchondral bone for each 
specimen (n=14). Custom code was used for direct conversion to 8-node hexahedral 
elements (Faieghi et al., 2019). The µFEMs were sufficient in size and resolution to 
maintain the recommended one-fourth mean trabecular thickness for numerical 
convergence (Guldberg et al., 1998; Niebur et al., 1999). Microarchitectural information 
for the cores in this study is presented in Table 5.1. The µFEMs were assigned a 
heterogeneous tissue modulus based on CT-intensity of the corresponding cores (Bourne 
and Van Der Meulen, 2004). Unconstrained compression was applied to each of the 14 
µFEMs to 0.5% apparent strain, in order to determine µFEM apparent modulus Eapp 
(Abaqus v.6.14). 
To investigate the sensitivity of variables used during assignment of material 
properties to QCT-FEMs, co-registered QCT-FEMs were developed for each of the 14 
bone cores. Hexahedral QCT-FEMs (HEX8) were created using similar custom code 
(Matlab v. R2017a, Providence, RI) for direct conversion to 8-node brick elements from 
the QCT voxels. Tetrahedral QCT-FEMs were also created with either linear tetrahedral 
(TET4) or quadratic tetrahedral (TET10) elements, at 3 mesh densities (edge lengths: 0.625 















Table 5.1: Microarchitectural information measurements for he samples tested 
n BV/TV Tb.Th (mm) Tb.Sp (mm) Tb.N (1/mm) 
14 0.24 ± 0.09  
 (0.10 – 0.36) 
0.26 ± 0.05 
(0.17 – 0.33) 
0.80 ± 0.12 
(0.65 – 1.00) 
0.89 ± 0.24 
(0.57 – 1.46) 
Values are mean ± standard deviation (range). All values were calculated using SkyScan CTAn (Bruker 
micro-CT, Kontich, BE) based on 3D morphometric calculations. BV/TV – Bone Volume/Total Volume; 






v.6.14). These edge lengths correspond to 1, ¾, and ½ the QCT voxel dimensions, and 
were selected to determine if mesh density influences the outcomes by material mapping 
strategy. Three material mapping strategies were used to map Equation 5.1 to the 
corresponding QCT-FEMs: 
i) Exact volume weighted elemental averaging of the native HU scalar field 
(MIMICS).  
ii) Field variable node-based mapping of the native HU scalar field (NB HU).  
iii) Field variable node-based mapping of the E scalar field (NB E). 
For HEX8, TET4, and TET10 models, exact volume-weighted elemental averaging of the 
HU scalar field defined mapping to the model elements using commercially available 
software (Mimics v. 20.0). For HEX8, TET4, and TET10 node-based models, tri-linear 
interpolation was used to determine the nodal material properties using either the native 
HU scalar field or the E field (Matlab v. R2017a). Mimics does not allow for conversion 
of the native HU scalar field to E scalar field, and therefore this comparison was made only 
in the node-based models. For all QCT-FEMs, custom code generated an Abaqus input file 
with identical boundary conditions to the corresponding µFEMs (Matlab v. R2017a). All 
QCT-FEMs were equally compressed unconstrained to 0.5% apparent strain, and the 
apparent modulus (Eapp) was compared to the corresponding 14 µFEMs (Figure 5.1). 
The QCT density of each hexahedral mesh, with element size equal to the voxel 
dimensions, was used to compare the QCT density mapping between tetrahedral meshes 
and exact volume-weighted elemental averaging to the native HU scalar field or nodal tri-
linear integration of the HU scalar field. Plots of each element type, material mapping 
strategy, and displacement fields under compression were completed to show the variations 
between models. To determine if bone volume fraction (BV/TV) influenced the QCT-FEM 
prediction of µFEM Eapp, percent error was calculated and plotted for each material 
mapping strategy, element type and element density. Finally, linear regression was 
performed to compare QCT-FEM predicted Eapp and µFEM Eapp using coefficient of 
determination (r2), slope (m), y-intercept (b), standard error of regression (SE), and 












Figure 5.1: The complete workflow used to coMPare apparent modulus (Eapp) between μFEMs and 







The mean QCT density error between the tetrahedral and corresponding hexahedral mesh 
was 2.4±2.7%, 4.3±4.4%, and 1.6±2.5%, for mesh densities of 0.3125, 0.46875, and 0.625 
mm, respectively (Figure 5.2A). When comparing tri-linear interpolated nodal material 
mapping, four-node linear (TET4) and ten-node quadratic (TET10) tetrahedral meshes map 
materials differently, most likely due to the variation in number of nodes and their relative 
location within the CT scalar field. The QCT density error for TET4 mesh densities of 
0.3125, 0.46875, and 0.625 mm was 0.4±1.6%, 3.5±3.3%, and 2.0±2.2%, respectively 
when compared to the hexahedral mesh. For the TET10 mesh, errors were -0.6±1.4%, 
2.0±1.4%, 0.2±1.9% with densities of 0.3125, 0.46875, and 0.625 mm, respectively (Figure 
5.2B). 
Qualitatively, the material mapping strategy applied to the hexahedral or tetrahedral 
QCT-FEMs varied by both element type and tetrahedral mesh density (Figure 5.3). This 
was also observed in the displacement field during compression. The most pronounced 
variation was visible among hexahedral elements and material mapping using either 
Mimics, node-based HU, or node-based E field. Variations in displacement maps were also 
apparent by tetrahedral element type (TET4 or TET10) and material mapping strategy but 
were less pronounced between element density.  
When assessing the percent errors in Eapp as a function of bone volume fraction 
(BV/TV) by material mapping strategy, errors were lowest for HEX8 QCT-FEMs mapped 
with Mimics (Figure 5.4). This mapping strategy also has the lowest errors for both TET4 
and TET10 QCT-FEMs, especially at larger bone volume fractions. The node-based 
material mapping using the HU field generally showed lower errors for TET4 QCT-FEMs 
with 0.625 mm elements. The node-based E field mapping had the lowest errors for QCT-
FEMs with TET10 elements but had greater errors than the other two mapping strategies 
for all element types.  
Comparing linear regression of the HEX8 QCT-FEMs compared to the 
corresponding µFEMs (Table 5.2), indicated that QCT-FEMs mapped with Mimics had the 
closest agreement to the µFEMs, representing an over-estimation in Eapp of 1.4%. For 
HEX8 elements, the node-based material mapping strategy using the native HU-field had 





Figure 5.2: Percent error in QCT density mapping for tetrahedral elements 
compared to hexahedral (HEX8) elements as a function of bone volume fraction 
Comparison using elemental exact volume-weighted elemental averaging (Mimics V. 20.0) 
(A), and nodal tri-linear interpolation (Matlab V. R2017a) (B). All hexahedral meshes are 
0.625 mm isotropic, equal to the QCT voxel dimensions. Elemental material mapping is 
independent of tetrahedral mesh type (TET4 or TET10). Nodal material mapping varied by 
tetrahedral element type (TET4 or TET10) due to the number of nodes and their relative 









Figure 5.3: Representations of element mesh type, material mapping, and 
compressive displacement in QCT-FEMs 
The hexahedral (HEX8) and tetrahedral (TET4 & TET10) meshes overlaid on the QCT 
image. Color maps of the apparent modulus mapped to each QCT-FEM using the 
different material mapping strategies. Corresponding displacement maps of 
representative QCT-FEMs using hexahedral (top) and coarse (0.625 mm), medium 
(0.46875 mm), and fine (0.3125 mm) tetrahedral elements. The apparent strain of 0.5% 
was applied along the long-axis of each FEM. Note: slight variations in material mapping 
color maps may occur due to rendering variations in Mimics and field variable output in 







Figure 5.4: Percent error of QCT-FEMs compared to corresponding µFEMs as a 
function of bone volume fraction (BV/TV)
Results are by material mapping strategy: exact volume-weighted elemental averaging of 











Table 5.2: Linear regression of apparent modulus (Eapp) of QCT-FEMs as a function µFEM Eapp for hexahedral (HEX8) 
elements and different material mapping strategies 
SE – Standard error of regression




 m b SE (MPa) SE/mean 
QCT HEX8 MIMICS 0.972 1.014 -17.94 109 15.1 % 
QCT HEX8 Node-Based HU  0.984 0.954 -44.20 78 12.0 % 





The same material mapping strategy, but using the E-field, overestimated Eapp by 17.5%, 
and had the largest SE and lowest r2. 
The Bland-Altman plots (Figure 5.5) for the HEX8 QCT-FEMs showed the least 
bias for QCT-FEMs mapped with Mimics. The node-based HU-field had increased error 
and the node-based E-field had significant proportional error.  
When TET10 elements were used in the QCT-FEMs, Mimics provided the best 
mapping strategy for TET10 elements with an underestimation in Eapp of 6.4% at the 
smallest mesh density (Table 5.4). Linear regression parameters for TET10 elements were 
comparable between Mimics mapped models and node-based HU models. Errors were 
again largest for node-based E-field mapping.  
Bland-Altman plots of TET10 comparisons (Figure 5.6) further illustrate the 
similarities between Mimics mapped QCT-FEMs and node-based HU-field mapped QCT-
FEMs. The proportional error is again evident with node-based E-field mapped QCT-
FEMs and is consistent across mesh densities.  
TET4 elements showed the least error of all the mapping strategies, with the lowest 
error for node-based HU-field mapping at a mesh density of 0.625 mm (Table 5.3). This 
error of 1.5% occurred at a mesh density equal to that of the QCT voxel dimensions.  
Contrary to the linear regression results, the Bland-Altman plots for the TET4 
comparisons show the least bias for the QCT-FEMs mapped with Mimics (Figure 5.7). The 
node-based HU-field with a mesh density of 0.3125 mm was the closest coMParison to the 
Mimics elemental results. As with the other two element types, proportional error was 
evident for the node-based E-field material mapping.  
 
5.4 DISCUSSION: 
This study compared elemental (MIMICS) and nodal (NB HU & NB E) material mapping 
strategies used to map a validated density-modulus relationship to QCT-FEMs, with co-
registered µFEMs as the gold standard for micro-level loading. By using a constitutive 
relationship developed specifically for these virtual cores, it was found that QCT-FEMs 
with hexahedral elements closely matched predictions of Eapp provided by µFEMs when 








Figure 5.5: Bland-Altman plots of QCT-FEMs and µFEMs for QCT hexahedral elements (HEX8) 
with Mimics, node-based HU (NB HU) or node-based E (NB E) material mapping 





Table 5.3: Linear regression of apparent modulus (Eapp) of QCT-FEMs as a function µFEM Eapp for linear tetrahedral (TET4) 
or quadratic tetrahedral (TET10) elements and different material mapping strategies 
 




 m b SE (MPa) SE/mean 
QCT TET10 MIMICS 
            0.625 mm 
            0.46875 mm 





















QCT TET10 Node-Based HU  
            0.625 mm 
            0.46875 mm 





















QCT TET10 Node-Based E  
            0.625 mm 
            0.46875 mm 





















QCT TET4 MIMICS 
            0.625 mm 
            0.46875 mm 





















QCT TET4 Node-Based HU  
            0.625 mm 
            0.46875 mm 





















QCT TET4 Node-Based E  
            0.625 mm 
            0.46875 mm 

























Figure 5.6: Bland-Altman plots of QCT-FEMs and µFEMs for QCT tetrahedral elements (TET10) with 
Mimics, node-based HU (NB HU) or node-based E (NB E) material mapping 





Figure 5.7: Bland-Altman plots of QCT-FEMs and µFEMs for QCT tetrahedral elements (TET4) with 
Mimics, node-based HU (NB HU) or node-based E (NB E) material mapping 





This mapping strategy also showed lower errors with linear and quadratic tetrahedral 
elements compared to node-based material mapping strategies. The node-based material 
mapping strategy using the native HU-field showed comparable results to Mimics 
elemental mapping when quadratic tetrahedral elements were used (TET10). This suggests 
that when choosing TET10 elements, either material mapping strategy can replicate the 
micro-level apparent loading model.   
The first step in accurately mapping an empirically-derived non-linear constitutive 
relationship to a clinical-resolution FEM is to extract an accurate density for each voxel. 
Using a calibration phantom and extracting a calibrated QCT density can eliminate some 
of the systematic error between density measures (Knowles et al., 2016). However, the 
subsequent assignment of material properties to the FEM mesh can also have a dramatic 
effect, especially for tetrahedral elements. It was found that errors of greater than 10% in 
mean QCT density can occur simply by altering the material mapping strategy, element 
type, and/or mesh density (Figure 5.2). This adds a level of complexity in determining a 
converged mesh, especially when the outcome measures are stresses and/or strains, which 
may be significantly altered by variations in local material properties induced by the 
modeling parameters.   
Material mapping strategy is inherently influenced by the local QCT density; 
therefore, it is essential to ensure that an accurate representation of local density is captured 
in the QCT scans. Measured QCT density varies greatly with CT scan settings (Giambini 
et al., 2015; Reeves et al., 2018), and because many existing density-modulus relationships 
in the literature use apparent or ash density related to apparent modulus (Helgason et al., 
2008a), it is important to ensure that the scan settings, density measure, and/or density 
conversions are consistent with the modeling parameters chosen (Knowles et al., 2016). 
Variations in the mapped materials and corresponding compressive displacement maps 
(Figure 5.3) indicate that material mapping strategy is generally independent of bone 
volume fraction, but local bone response may be dependent on the individual QCT density 
of the elements within each core. It is therefore essential that, aside from the chosen 
material mapping strategy, it is understood that variations in settings used to acquire the 
QCT images can have significance influence on the whole bone apparent strength and 





When comparing apparent modulus results (Eapp) between QCT-FEMs and µFEMs 
by material mapping strategy, element type, and element density, it was found that 
elemental material mapping using Mimics was universally the best predictor of the micro-
level loading. This is an important finding because commercially available software using 
this method simplifies the modeling by incorporating image processing, mesh generation, 
and material mapping to a single software platform. Open-source material mapping 
software (BoneMat, www.bonemat.org) also exists for elemental material mapping and 
makes use of either HU or E scalar fields; however, from our experience with this software, 
the vtk rectilinear grid used to map the scalar properties to the mesh was misaligned, and 
due to lack of user-integration this could not be rectified. Addressing this issue and 
completing these comparisons with this software would be beneficial to the computational 
biomechanics’ community, since this software provides both scalar fields with an 
elemental mesh. Alternatively, more recent open-source software (MITK-GEM) may also 
provide an effective method of implementing these material mapping methods.  
Elemental material mapping provides a distinct material property for each element 
within the FE mesh, but this can require significant pre-processing of the mesh to minimize 
partial volume effects (PVEs) on the outer surface of whole bones (Helgason et al., 2016). 
PVEs can have a dramatic effect at the interface between the outer cortical shell and the 
surrounding soft tissue/air, by significantly reducing the modulus of elements falling within 
these voxels. Methods exist to attempt to account for this by creating a separate mask of 
the cortex and assigning a uniform homogeneous material with shell (Bessho et al., 2007) 
or solid elements (Helgason et al., 2016). The weighted mapping of the tetrahedral mesh 
to the scalar field may result in cortical elements that are less influenced by partial volume 
if the mesh density is fine and the ‘weak voxel layer’ has been removed using image 
processing steps (Helgason et al., 2016). Recently, different material mapping strategies 
and image processing methods have been described to elucidate the contributive factors of 
the perceived ‘errors’ of this ‘weak voxel layer’ on whole bone FEMs (Helgason et al., 
2016). The outer geometry can also be eroded using image processing techniques, but this 
compromises geometrical accuracy. Collectively these methods may reduce the effects of 
cortical density variations on the mechanical response of the bone, at a cost of greatly 





A perhaps simpler method is to adopt a node-based material mapping strategy that 
requires custom code for implementation with either hexahedral or tetrahedral meshes. The 
method employed in this study uses tri-linear interpolation of the CT-scalar field to assign 
material properties to the nodes. It assigns these as field variables in Abaqus, which 
interpolates the values to the Gauss integration points during simulation. This method could 
also be adapted to automatically assign the material property to the integration point, 
without the need for the FE-solver to perform this step. An additional benefit to a nodal 
material mapping strategy is that partial volume effects (PVEs) can be easily identified and 
corrected using the values obtained during mapping. If outer nodes on a cortical region are 
assigned a value lower than an internal node (due to PVEs), then the outer node is simply 
assigned the nearest internal node’s value (Helgason et al., 2008b). Nodal material mapping 
can also be used in bone remodeling simulations by updating the nodal material as a 
function of outputs (eg. bone strain energy density) using a user-defined sub-routine.   
The material mapping strategy inherently influences the mechanical response of the 
bone and is perhaps most relevant in whole bones at the bone’s surface due to PVEs 
(Helgason et al., 2016). Although the results of this study are not influenced by PVEs due 
to the trabecular bone cores with isotropic voxels that match the chosen element 
dimensions, previous studies have validated material mapping strategies by using empirical 
surface strain measured using strain gauges attached to the cortical bone surface. If the 
corresponding computational model used in the validation underestimates the ‘true’ 
cortical modulus, then the accuracy of this validation may be compromised. This may be 
one explanation for why ‘E field’ has been shown to have improved correlations with 
empirical surface strain results (Dahan et al., 2016; Taddei et al., 2007). As observed in the 
present study, this mapping strategy tends to overestimate the elemental apparent modulus, 
which may artificially overestimate the true cortical surface modulus.  
The simple elemental averaging method, first reported by Zannoni et al. (1999), 
was later updated with improved HU mapping of the CT scalar field onto the FE mesh 
using numerical integration (Taddei et al., 2004). With tetrahedral elements that vary in 
mesh density, this method was reported to eliminate issues with simple elemental averaging 
that may significantly influence the accuracy of the mapped materials. This is the method 





that accuracy in mapping may be lost with tetrahedral elements when mesh density varies 
greatly (especially in relation to the native CT voxel dimensions) and/or at the interface of 
materials that vary greatly in density, due to PVEs. It was found in this study that Mimics 
exact volume-weighted elemental averaging of the native HU field accurately replicates 
the micro–level mechanical loading, both by element type and element mesh density.  
A strength of this study is that the density-modulus relationship, µFEMs, and QCT-
FEMs were all derived from the same 14 cadaveric specimens. This removes the 
uncertainty of attempting to replicate the experimental techniques used in subsequent 
studies (e.g. boundary conditions, density measures, bone quality) (Helgason et al., 2016, 
2008a). This study however was purely computational and used µFEMs for validation. 
Although empirical validation is often performed, this present methodology eliminates 
systematic errors that has been recently reported when attempting to replicate boundary 
conditions between empirical bone core loading and computational models (Chen et al., 
2017). Mechanical stiffness and strength using exclusively µFEMs have been reported and 
validated extensively over the past decade (Bauer et al., 2014; Bevill and Keaveny, 2009; 
Depalle et al., 2013; Gong et al., 2016).  
A limitation of this study is that only the apparent mechanical properties of the 
trabecular cores were considered. Although this provides an indirect comparative analysis 
of the mechanical response of the bone at the micro- and macro-scale based on 
displacements and forces, the local stresses and strains were not assessed. It is clear from 
the variation in the compressive displacement field results, and the associated material 
mapping, that variations in local stresses and strains may also occur. It is essential that this 
aspect be considered in the future, as recent work using digital volume correlation (DVC) 
has determined that bone displacements can be accurately modeled using current FEM 
methods (Costa et al., 2017), but local strain measurements tend to have relatively large 
errors (Dall’Ara et al., 2017; Palanca et al., 2017). To have direct relevance to clinical 
outcomes and fracture analysis, it has been suggested that these DVC comparisons be 









This study further illustrates the importance of choosing an accurate material mapping 
strategy based on model parameters. If element type is carefully considered, the material 
mapping strategies assessed here can provide desired results. It was shown that the current 
methods used to map material properties based on exact volume-weighted elemental 
averaging of the native HU field can accurately represent the micro-level apparent 
mechanical properties of human trabecular bone. If modeling parameters are carefully 
considered, node-based mapping of the HU field, accounting for PVEs, may also provide 
accurate mechanical response of trabecular bone.  
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CHAPTER 6 – MATERIAL MAPPING OF QCT-
DERIVED SCAPULAR MODELS: A COMPARISON 
WITH MICRO-CT LOADED CADAVERS USING 
DIGITAL VOLUME CORRELATION 
 
OVERVIEW: This chapter describes the experimental 
comparison of scapular models loaded within a microCT 
scanner and analyzed with digital volume correlation (DVC) 
to QCT-FEMs mapped with different density-modulus 
relationships and material mapping strategies, using DVC-
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Subject-specific finite element models (FEMs) allow for a variety of biomechanical and 
clinical conditions to be tested in a highly repeatable manner. The accuracy of these FEMs 
is improved by accurately mapping density using quantitative computed tomography 
(QCT) and by choosing a constitutive relationship that relates density to mechanical 
properties. Although QCT-derived FEMs have become common practice in contemporary 
computational studies of whole bones, many of the density-modulus relationships used at 
the whole bone level were derived using mechanical loading of small trabecular or cortical 
bone cores (Helgason et al., 2008a; Knowles et al., 2016). These cores are mechanically 
loaded to derive an apparent modulus, which is related to each core’s mean apparent or ash 
density. Using these relationships to convert the QCT Hounsfield units into equivalent bone 
mineral density (BMD) and then into apparent or ash density for whole bones composed 
of both cortical and trabecular bone may introduce error in the FEM development process 
(Knowles et al., 2016). 
To determine mechanical properties, most studies use traditional mechanical testing 
methods by measuring force and apparent strain using an extensometer attached to brass 
end caps to quantify apparent strain of the deformed core (Keaveny et al., 1994; Morgan 
and Keaveny, 2001). However, recent work performed with in-situ mechanical testing 
(within a scanning device) has shown that it is very important to carefully assign the 
boundary conditions (BC) in order to obtain accurate predictions of local displacements 
within the trabecular bone (Chen et al., 2017). Moreover, using a combination of time-
lapsed mechanical testing and digital volume correlation (DVC) approaches can provide 
precise estimations of the full-field specimen deformation, something not available with 
standard mechanical testing. As such, a recent computational methodology was proposed 
that developed a glenoid-specific trabecular density-modulus relationship by comparing 
QCT-FEMs to co-registered micro-FEMs (Knowles et al., 2019). This methodology 
eliminates experimental uncertainties present in previous density-modulus development 
and may provide a more accurate mapping of modulus to trabecular bone in subsequent 
QCT-FEMs. 
Beyond the choice of density-modulus relationship, the material mapping strategy 





evaluating elemental and nodal mapping strategies and pre-processing methods to compare 
the effect of density-modulus relationships and material mapping strategy on the 
performance of femoral QCT-FEMs (Enns-Bray et al., 2018; Helgason et al., 2016). 
Although these validations provide a comprehensive and robust testing methodology, they 
are limited to comparisons lying on the cortical shell and global stiffness measurements. 
Additionally, the BCs are limited to those measured with load cells or surface displacement 
registrations with optical tracking or digital image correlation. Recent studies on spine 
segments have found improvements between QCT-FEMs and experimental results when 
BCs are derived using local displacements measured by DVC (Hussein et al., 2018; 
Jackman et al., 2015).  
To improve methods used to compare density-modulus relationships and material 
mapping strategies, this study used experimental loading of scapular models within a 
micro-CT. Experimental boundary conditions were replicated in QCT-FEMs using DVC, 
and the predictions of QCT-FEMs were compared to experimental loading results based 
on reaction forces. Moreover, the predictive accuracy of the QCT-FEMs was tested for 
different material mapping strategies in order to identify the best modeling approach.   
6.2 METHODS: 
6.2.1 Specimens and QCT Scanning 
Six fresh-frozen cadaveric full arms (3 male; 3 female; mean age: 68±10 years) were 
scanned with a multi-slice clinical CT-scanner (GE Discovery CT750 HD, Milwaukee, WI, 
USA) using clinical settings (pixel size: 0.625 mm to 0.668 mm, slice thickness: 0.625 mm, 
120 kVp, 200 mA, BONEPLUS). A dipotassium phosphate (K2HPO4) calibration phantom 
(QCT Pro, Mindways Software Inc., Austin, TX, USA) was scanned with each specimen 
to determine specimen-specific QCT-density relationships. The QCT density distribution 
for each specimen is provided in Figure 6.1. Following scanning, each scapula was denuded 
of all soft-tissues and fixed at its medial aspect by potting in polymethylmethacrylate 
(PMMA). The glenoid surface was then reamed to expose the trabecular bone using a 







Figure 6.1: Histogram plots of the QCT density distribution in each of the six specimens 
The lines represent transition between trabecular and cortical material mapping at 0.453 
gK2HPO4/cm
3 (relationships 1, 4, 7, 10, 14) (solid black line), 0.818 gK2HPO4/cm
3 (relationships 2, 
5, 8, 11, 14) (dashed black line), or 0.697 gK2HPO4/cm





loading. The medial PMMA potted surface was parallel to the reamed glenoid surface to 
ensure off-axis loads were minimized during compressive loading. 
 
6.2.2 Experimental Loading and MicroCT Scanning 
Each specimen was mounted in a custom hexapod parallel robot designed to apply loads to 
the glenoid through a 48 mm diameter Delrin® hemisphere (Figure 6.2). The hexapod’s 
six linear servo-motors were augmented with carbon fibre rods to produce a radiolucent 
section for compatibility with a cone beam scanner and the load applicator was extended 
with an acrylic cylinder to avoid metal artifact. A 6-degree-of-freedom load cell (Mini 45, 
ATI Industrial Automation, NC, USA), integrated into the hexapod’s loading platform, was 
used to target experimental applied loads. The hexapod was placed within a cone-beam 
microCT scanner (Nikon XT H 225 ST, Nikon Metrology, NV), each specimen was 
hydrated with phosphate-buffered saline solution, wrapped in saline-soaked tissue and a 
pre-load of 10 N was applied. A pre-load scan was acquired (33.5 μm isotropic voxels, 95 
kVp, 64 μA, 3141 projections, 1000 ms exposure) after 20 minutes to allow proper 
relaxation of the loaded structure. The field of view (FOV) within the microCT varied by 
specimen, due to size, but included the entire glenoid vault and partial scapular body for 
all specimens (Figure 6.2). Following the pre-loaded scan, a compressive load to a target 
500 N was performed. A scan with identical settings was performed at this post-loaded 
state. Identical loading regimes were performed for all six scapular specimens. 
 
6.2.3 Image Post-Processing and Digital Volume Correlation (DVC) 
The pre- and post-loaded scans were post-processed to provide 8-bit images of the bone 
using a specimen specific threshold (Mimics v.20.0, Materialise, Leuven, BE & ImageJ) 
(Schneider et al., 2012). These images were registered elastically using the Bone-DVC 
software (Dall’Ara et al., 2017). Bone-DVC is a global DVC software that computes a full-
field displacement map by superimposing a regular grid with nodal spacing on the 
undeformed (pre-loaded state) and deformed (post-loaded state) images. The registration 
equations are solved at the nodes of the grid by assuming linear displacements within each 





Figure 6.2: The workflow to determine full-field experimental displacements of cadaveric scapulae 
 A custom CT-compatible hexapod robot was used to applied compressive loads. Pre- and post-loaded scans were acquired and 
Bone-DVC (Dall’Ara et al., 2014) was used to compare the two states. An experimental full-field displacement map was used 






This approach was shown to improve the accuracy of bone strain and displacement measurements 
for different bone structures at different image resolutions (Comini et al., 2019; Dall’Ara et al., 
2017, 2014). Moreover, Bone-DVC has previously been used to validate the outputs of different 
FEM approaches for trabecular bone (Chen et al., 2017), vertebral bodies (Costa et al., 2017), and 
mouse tibia (Oliviero et al., 2018). In the first specimen, two pre-loaded scans were acquired and 
compared to determine the optimal DVC nodal spacing, with the assumption that displacements 
were zero for these two scans (Dall’Ara et al., 2017). A nodal spacing of 30, equivalent to a sub-
volume size of ≈1 mm was found to provide the best compromise between the spatial resolution 
of the displacement measurement and its precision (<2.5 µm in the x, y, and z direction). Bone-
DVC was used to determine the full-field displacements for all six cadaveric specimens (Figure 
6.2). 
 
6.2.4 QCT-FEM Generation and Boundary Conditions 
To replicate the DVC-experimental results in subsequent QCT-FEMs, the scapula was cropped to 
include only the region included in the DVC results. The entire coracoid was included in the QCT-
FEMs because our previous studies have shown that removal of this structure greatly influences 
the loading characteristics of the scapula (Knowles et al., 2018). The QCT- FEMs were generated 
from each corresponding QCT scan that was acquired at clinical resolution. The model’s glenoid 
surface was virtually subtracted to match the reamed glenoid of each cadaveric specimen. This 
QCT model was aligned to a 3D model of the experimental scapula using iterative closest points 
registration (3-matic v.12.0, Materialise, Leuven, BE). Similar to the co-registration method 
previously described (Knowles et al., 2019a), the coordinate transform between the clinical-scans 
and the micro-CT scans were used to ensure computational forces and displacements matched the 
experimental setup. A triangular surface mesh of each model was created with a target 1 mm edge 
length and optimal 60-degree angles between edges (Burkhart et al., 2013). Surface meshes were 
transferred to Abaqus (v.6.14, Simulia, Providence, RI) and meshed with 10-node tetrahedral 
elements.    
To accurately replicate the boundary conditions of each QCT-FEM, DVC-driven BCs were 
applied on both the articular and the medial cropped surfaces (Figure 6.3). Custom Matlab code 
(v. R2017a, Mathworks, Natick, MA) was used to create these DVC-driven BCs in the Abaqus 






Figure 6.3: The workflow to determine full-field QCT-FEM displacements and reaction forces of cadaveric scapulae 
QCT scans were acquired for six cadaveric specimens using a dipotassium phosphate calibration phantom. These images were used to 
generate QCT-FEMs with quadratic tetrahedral elements. Each of the fifteen density-modulus relationships (Table 1) were mapped 
using either elemental or nodal material mapping strategies. DVC-driven boundary conditions were applied to the articular and medial 





displacement boundary conditions in the x, y, and z directions to the tetrahedral nodes of the medial 
and glenoid articular surface.   
 
6.2.5 Density-Modulus Relationships and Material Mapping Strategies 
Fifteen density-modulus relationship combinations were compared with variations in the density 
ranges of the trabecular and cortical mapping (Table 6.1). The five primary relationships developed 
in the literature were derived from trabecular/cortical bone cores (relationships 3, 6, 9, 12, 15). 
Relationship 15 used a transition between trabecular and cortical bone of 1.54 g/cm3 and was the 
only one of the primary relationships that had a trabecular/cortical piecewise relationship. This 
was included as it is a common relationship reported in shoulder FEM studies (Knowles et al., 
2019b). Relationships 1, 4, 7, 10, and 13 used a transition from trabecular to cortical bone at an 
apparent density of 1 g/cm3 (QCT equivalent density of 0.453 gK2HPO4/cm
3) (Gray et al., 2008). 
Relationships 2, 5, 8, 11, and 14, assumed a uniform modulus of 20,000 MPa for all bone with an 
apparent density greater than the mean apparent density of cortical bone (ρapp > 1.8 g/cm
3; QCT 
equivalent density of 0.818 gK2HPO4/cm
3) (Carter and Hayes, 1977). These fifteen relationships 
were mapped using either elemental (Mimics v. 20.0) or nodal (Matlab, v.R2017a) material 
mapping strategies. The former is implemented in commercial software and uses exact volume 
element averaging of the tetrahedral mesh overlaid on the native CT-scaler field. The latter was 
implemented in custom code using tri-linear interpolation of the tetrahedral nodal coordinates 
within the native CT-scaler field. This nodal mapping strategy code also accounted for partial 
volume effects (PVEs) by assigning surface nodes a modulus equal to the nearest internal nodes, 
if this node’s modulus was higher than the PVE affected surface node (Helgason et al., 2008b). In 
total, there were 90 elemental-mapped QCT-FEMs and 90 nodal-mapped QCT-FEMs for 
comparison. 
 
6.2.6 QCT and DVC Model Comparisons 
The nodal reaction forces were extracted from each QCT-FEM to determine which density-
modulus relationship and material mapping strategy most accurately replicated the experimental 
reaction forces, measured with the load cell. Custom-code (Matlab v. R2017a) summed the 
reaction forces that occurred at the articular and medial surfaces of the DVC-Driven QCT-FEM. 






















































Density-modulus relationships are from: a,cKnowles et al. (2019); bKeller et. al (1994) dMorgan et al. 
(2003); eBüchler et al., (2002); fSchaffler and Burr (1988); gRice et al. (1988)
 Density Range ρ-E Relationship 
 1 𝜌𝑞𝑐𝑡 < 0.453 gk2HPO4/cm
3  
𝜌𝑞𝑐𝑡  ≥ 0.453  gk2HPO4/cm
3 
a𝐸𝑡𝑟𝑎𝑏 = 32790 ∗ 𝜌𝑞𝑐𝑡
2.307 
b𝐸𝑐𝑜𝑟𝑡 = 10200 ∗ 𝜌𝑎𝑠ℎ
2.01 
 
2 𝜌𝑞𝑐𝑡 < 0.818 gk2HPO4/cm
3 
𝜌𝑞𝑐𝑡  ≥ 0.818  gk2HPO4/cm
3 
 
a𝐸𝑡𝑟𝑎𝑏 = 32790 ∗ 𝜌𝑞𝑐𝑡
2.307 
𝐸𝑐𝑜𝑟𝑡 = 20 000 𝑀𝑃𝑎 
3 𝜌𝑞𝑐𝑡 < 0.818 gk2HPO4/cm
3 
𝜌𝑞𝑐𝑡  ≥ 0.818  gk2HPO4/cm
3 
 
a𝐸𝑡𝑟𝑎𝑏 = 32790 ∗ 𝜌𝑞𝑐𝑡
2.307 
a𝐸𝑐𝑜𝑟𝑡 = 32790 ∗ 𝜌𝑞𝑐𝑡
2.307 
 
4 𝜌𝑞𝑐𝑡 < 0.453 gk2HPO4/cm
3  
𝜌𝑞𝑐𝑡  ≥ 0.453  gk2HPO4/cm
3 
 
c𝐸𝑡𝑟𝑎𝑏 = 38780 ∗ 𝜌𝑞𝑐𝑡
1.88 
b𝐸𝑐𝑜𝑟𝑡 = 10200 ∗ 𝜌𝑎𝑠ℎ
2.01 
 
5 𝜌𝑞𝑐𝑡 < 0.818 gk2HPO4/cm
3 
𝜌𝑞𝑐𝑡  ≥ 0.818  gk2HPO4/cm
3 
 
c𝐸𝑡𝑟𝑎𝑏 = 38780 ∗ 𝜌𝑞𝑐𝑡
1.88 
𝐸𝑐𝑜𝑟𝑡 = 20 000 𝑀𝑃𝑎 
6 𝜌𝑞𝑐𝑡 < 0.818 gk2HPO4/cm
3 
𝜌𝑞𝑐𝑡  ≥ 0.818  gk2HPO4/cm
3 
 
c𝐸𝑡𝑟𝑎𝑏 = 38780 ∗ 𝜌𝑞𝑐𝑡
1.88 






𝜌𝑎𝑝𝑝 < 1.0 g/cm
3 
𝜌𝑎𝑝𝑝 ≥ 1.0 g/cm
3 
 
d𝐸𝑡𝑟𝑎𝑏 = 8920 ∗ 𝜌𝑎𝑝𝑝
1.83 
b𝐸𝑐𝑜𝑟𝑡 = 10200 ∗ 𝜌𝑎𝑠ℎ
2.01 
 
8 𝜌𝑎𝑝𝑝 < 1.8 g/cm
3 
𝜌𝑎𝑝𝑝 ≥ 1.8 g/cm
3 
 
d𝐸𝑡𝑟𝑎𝑏 = 8920 ∗ 𝜌𝑎𝑝𝑝
1.83 
𝐸𝑐𝑜𝑟𝑡 = 20 000 𝑀𝑃𝑎 
9 𝜌𝑎𝑝𝑝 < 1.8 g/cm
3 
𝜌𝑎𝑝𝑝 ≥ 1.8 g/cm
3 
 
d𝐸𝑡𝑟𝑎𝑏 = 8920 ∗ 𝜌𝑎𝑝𝑝
1.83 






𝜌𝑎𝑝𝑝 < 1.0 g/cm
3 
𝜌𝑎𝑝𝑝 ≥ 1.0 g/cm
3 












𝜌𝑎𝑝𝑝 < 1.8 g/cm
3 
𝜌𝑎𝑝𝑝 ≥ 1.8 g/cm
3 
 










𝜌𝑎𝑝𝑝 < 1.8 g/cm
3 
𝜌𝑎𝑝𝑝 ≥ 1.8 g/cm
3 
 













13 𝜌𝑎𝑝𝑝 < 1.0 g/cm
3 
𝜌𝑎𝑝𝑝 ≥ 1.0 g/cm
3 
 
f𝐸𝑡𝑟𝑎𝑏 = 60 + 900 ∗ 𝜌𝑎𝑝𝑝
2 
b𝐸𝑐𝑜𝑟𝑡 = 10200 ∗ 𝜌𝑎𝑠ℎ
2.01 
 
14 𝜌𝑎𝑝𝑝 < 1.8 g/cm
3 
𝜌𝑎𝑝𝑝 ≥ 1.8 g/cm
3 
 
f𝐸𝑡𝑟𝑎𝑏 = 60 + 900 ∗ 𝜌𝑎𝑝𝑝
2 
𝐸𝑐𝑜𝑟𝑡 = 20 000 𝑀𝑃𝑎 
 
15 𝜌𝑎𝑝𝑝 < 1.54 g/cm
3 
𝜌𝑎𝑝𝑝 ≥ 1.54 g/cm
3 
f𝐸𝑡𝑟𝑎𝑏 = 60 + 900 ∗ 𝜌𝑎𝑝𝑝
2 






equal and opposite) and furthermore the sum of predicted forces occurring at the articular 
surface was compared to the experimental load. The difference between these was plotted 
as percentage error for each of the fifteen density-modulus relationship by specimen. The 
percentage errors in reaction force were also plotted against mean mapped modulus for the 
different trabecular and cortical mapping density-modulus relationships. 
The QCT-FEM nodal displacements were compared to the full-field experimental 
DVC displacement results as the gold standard, using linear regression. The QCT-FEM 
nodes were region averaged within a sub-volume cubic size of 1 mm dependent on the 
location of the DVC nodal locations before comparing to DVC displacements to account 
for the increased number of FEM nodes to DVC grid points (Jackman et al., 2015). The 
regions where the displacements were compared were cropped to include only the volume 
of the scapula included in DVC assessment. The DVC-driven nodes at the BCs were 
removed from the displacement comparisons, as previously described (Jackman et al., 
2015). Outliers were removed using the 5x the cooks distance method previously described 
(Costa et al., 2017). Linear regression was used to compare the region averaged QCT-FEM 
nodal displacement results to the full-field DVC displacement results in the x (UX), y (UY), 
and z (UZ), directions.  
 
6.3 RESULTS 
Nearly identical linear regression results between displacements predicted by QCT-FEMs 
mapped with elemental or nodal material mapping strategies and experimental DVC 
measurements (Table 6.2). The lowest slope was in the y-direction (0.86), which also had 
the lowest r-squared values (0.82). Root mean square error (RMSE) and max error were 
0.018 mm and 0.039 mm for all Cartesian directions, respectively.  
The target experimental load magnitude for each specimen was 500 N. The actual 
measured load magnitudes after relaxation, but prior to scanning for each specimen were 
496 N, 449 N, 491 N, 491 N, 487 N, and 480 N, for specimens 1 to 6, respectively. The 
computational reaction forces showed large variation across all specimens and density-
modulus relationships when an elemental material mapping strategy was used (Figure 
6.4A). The percentage error in computational reaction forces ranged from 37% to 719% in 















Slope Intercept r2 RMSE (mm) Max Error (mm) 
UX Elemental 0.94 – 1.06 -0.020 – 0.002 0.97 – 1.00 0.003 – 0.013 0.010 – 0.038 
 Nodal 0.94 – 1.06 -0.020 – 0.002 0.97 – 1.00 0.003 – 0.013 0.010 – 0.039 
UY Elemental 0.86 – 1.05 -0.011 – 0.009 0.82 – 1.00 0.003 – 0.010 0.008 – 0.038 
 Nodal 0.86 – 1.04 -0.012 – 0.010 0.82 – 1.00 0.003 – 0.010 0.007 – 0.036 
UZ Elemental 1.00 – 1.06 -0.005 – 0.010 0.94 – 1.00 0.003 – 0.018 0.009 – 0.037 
 Nodal 1.00 – 1.06 -0.005 – 0.010 0.94 – 1.00 0.002 – 0.018 0.008 – 0.037 





Figure 6.4: Percentage error plots between experimentally loaded scapular specimens and QCT-FEMs 
QCT-FEMs were generated with fifteen different density-modulus relationships and elemental (A) or nodal (B) material 






specimen 4, -3% to 486% in specimen 5, 57% to 899% in specimen 6. For this material 
mapping strategy, specimens 1, 3, 5, 6 had the lowest percentage errors, of 37%, 7%, -3%, 
and 57% respectively, when relationship 14 was used in the QCT-FEMs. Specimens 2 and 
4 had a slightly lower percentage errors of 3% and 38% respectively, when using 
relationship 13.  
Similarly, when using a nodal material mapping strategy (Figure 6.4B), there were 
large variations among specimens when mapped using different material mapping 
strategies. With this material mapping strategy, the percentage errors in computational 
reaction forces ranged from 40% to 749% in specimen 1, -59% to 210% in specimen 2, 
12% to 587% in specimen 3, -44% to 292% in specimen 4, -4% to 531% in specimen 5, 
59% to 965% in specimen 6. For this material mapping strategy, specimens 1, 3, 5, and 6 
had the lowest percentage errors of 40%, 12%, 4%, and 59% respectively, when 
relationship 14 was used in the QCT-FEMs. Specimen 4 had a slightly lower percentage 
error of 36% using relationship 13 and specimen 2 had the lowest percentage error of 58% 
when relationships 1, 2, or 3 were used.  
Comparing percentage errors in reaction force for each relationship and mean 
mapped modulus, the relationships that used a trabecular to cortical transition of apparent 
density of 1 g/cm3 (QCT equivalent density of 0.453 gK2HPO4/cm
3) and associated trabecular 
and cortical material mapping showed overall lower mapped modulus than the remaining 
relationships (Figure 6.5). The percentage errors using these density-modulus relationships 
were also lowest, with relationship 13 being best for both elemental and nodal material 
mapping. With a nodal material mapping strategy, comparable errors were observed with 
relationships 1 and 10. Relationships 4 and 7 had the highest mean mapped modulus and 
the highest percentage errors. When a trabecular to cortical transition at an apparent density 
1.8 g/cm3 (QCT equivalent density of 0.818 gK2HPO4/cm
3) and a uniform cortical modulus 
of 20,000 MPa was used, the mapped modulus increased for all relationships except 
relationship 14 (the Schaffler and Burr trabecular relationship). Similarly, this trabecular 
relationship has the lowest percentage errors and similar results were observed with lower 
percentage errors with relationships 2 and 11 (equivalent trabecular mapping to 
relationships 1 and 10) for nodal material mapping. Nearly identical results were observed 







Figure 6.5: Percentage error plots between experimentally loaded scapular 
specimens and QCT-FEMs 
QCT-FEMs were generated with fifteen different density-modulus relationships and 
elemental (A) or nodal (B) material mapping strategies (Table 6.1). Relationships 1, 4, 7, 
10, 14 use a transition between trabecular and cortical material mapping at 0.453 
gK2HPO4/cm
3, relationships 2, 5, 8, 11, 14 at 0.818 gK2HPO4/cm








(relationships 3, 6, 9, 12) for both elemental and nodal material mapping. These 
relationships mapped the highest mean modulus and had the highest percentage errors in 
reaction forces.  
 
6.4 DISCUSSION: 
This study compared density-modulus relationships and material mapping strategies used 
in QCT-derived finite element modeling (FEM) using DVC-driven boundary conditions. 
Using DVC-driven boundary conditions allowed the QCT-FEMs to accurately replicate the 
experimental measured loads based on density-modulus relationship and material mapping 
strategy. There were large variations among the compared density-modulus relationships, 
with percentage errors in FEM reaction loads of up to 965%. Computational QCT-FEMs 
with the best material mapping were able to replicate the experimental loads to within 3% 
with elemental material mapping and within 4% with nodal material mapping. There were 
only modest variations among specimens when either elemental or nodal material mapping 
strategies were used, indicating that either material mapping strategy can accurately 
replicate experimental loading of the scapula, provided an accurate density-modulus 
relationship is chosen. 
This is important, because nodal material mapping can be easily implemented in 
custom-code used to generate QCT-FEMs and can easily be modified to account for partial 
volume effects (PVEs), as was done in the present study. Although with current FE-solvers 
these properties are generally assigned using field variables, nodal material mapping also 
allows for the mapping of heterogeneous distributions of materials in meshless models. At 
the micro-level, these models require significantly less computational resources and 
therefore allow for comparisons of very high-resolution models and/or non-linear models. 
This may be relevant at the continuum-level by allowing for larger model comparisons, 
especially those requiring larger computational resources such as those with contact or non-
linear fracture and failure.   
The trabecular relationships 3, 6, 9, and 12, were developed using trabecular bone 
specimens, with the density range extrapolated to include cortical density mapping. As 
such, these relationships significantly overestimate the upper range modulus mapping and 





transition of trabecular to cortical bone at an apparent density of 1 g/cm3 (relationships 1, 
4, 7, 10, and 13) showed decreases in percentage errors for both elemental and nodal 
material mapping strategies. The relationships that used a mean cortical apparent density 
of 1.8 g/cm3 (relationships 2, 5, 8, 11, and 14) and a uniform modulus of 20,000 MPa for 
elements above this value, showed similar results to the trabecular density-modulus 
mapping relationships, except for relationship 14 which has the lowest percentage errors 
for most specimens depending on material mapping strategy. These results may suggest 
that trabecular density-modulus relationships accurately map the mechanical properties of 
the trabecular bone within the trabecular density range, but there needs to be more accurate 
cortical density-modulus relationships developed to accurately replicate the mechanical 
response of the cortical bone. Further investigation into these piecewise relationships are 
needed.  
Generalized trabecular density-modulus relationships from pooled anatomic 
locations have been reported (Morgan et al., 2003), and although not recommended, these 
relationships are often used in order to replicate material mapping in alternate anatomic 
locations because samples from multiple sites span a larger density range. This ignores the 
contribution of local trabecular morphology and its influence on trabecular modulus. In the 
present study, the trabecular density-modulus relationships used in 7, 8, 9, were developed 
from pooled anatomic sites and these relationships showed the greatest percentage errors 
in reaction forces for both elemental and nodal material mapping strategies. This may 
suggest that the local contribution of trabecular bone cannot be ignored in development of 
density-modulus relationships and that a generalized relationship for all anatomic sites is 
not possible. These relationships also mapped the highest modulus to the QCT-FEMs, 
providing QCT-FEMs that were much stiffer than the experimentally loaded specimens.  
The trabecular relationships 1 to 6 were glenoid-specific (Knowles et al., 2019a). 
Interestingly, these relationships did not show the best agreement in replicating the 
experimental forces in these specimens. Although these relationships were developed using 
glenoid trabecular bone as an input, a relatively large tissue modulus was assumed in the 
models used to derive the density-modulus relationships (~10 GPa for relationships 1, 2, 3 
and 20 GPa for relationships 4, 5 and 6). This fact may partially account for the 





13, 14, 15 showed the lowest percentage errors in reaction force. The trabecular mapping 
used in these relationships provides the lowest modulus mapping of the trabecular bone, 
indicating that at the whole-bone level, the true modulus is likely on the lower range of 
reported values. Although this trabecular relationship provided the closest reaction forces 
to experimental results, it overestimated the forces in specimens 1 and 6 and 
underestimated forces in specimens 2 and 4 when using both an elemental and nodal 
mapping strategy. This indicates that the specimen-specific density distributions (Figure 
6.1) may play an important role in the accuracy associated with material mapping. 
Specimen 2 had the lowest mean density, standard deviation and the lowest amount 
of bone in the cortical density ranges (0.453 gK2HPO4/cm
3 or 0.818 g K2HPO4/cm
3 depending 
on trabecular/cortical transition). This specimen had the lowest percentage errors with a 
nodal material mapping strategy and the glenoid-specific trabecular density-modulus 
relationships (1, 2 ,3). This suggests that within smaller density ranges, this trabecular 
density-modulus relationship may accurately map the modulus. With relationships 13, 14, 
15, this specimen’s whole bone modulus is underestimated, which may contribute to the 
larger errors. Specimens 2 and 6 have similar distributions, but different results in reaction 
force percentage errors. Specimen 6 has the largest range of densities and had the worst 
percentage errors for all relationships, while specimen 2 had the lowest percentage errors 
of all specimens for both mapping strategies. Specimens 1, 3, and 4 had varying results 
depending on the density-modulus relationship used. As mentioned, not only the density-
modulus relationship, but also the individual distribution of densities within a specimen 
may contribute to the large variability seen across specimens. This has been observed in 
whole bones of the radius (Austman et al., 2009, 2008) and femur (Eberle et al., 2013a, 
2013b) and indicates that density-modulus relationships may require alternative methods 
in development at the whole bone level. Not captured in the density histograms are the 
local distributions of densities and geometrical factors of the bone, both of which may 
significantly contribute to the accuracy of the QCT-FEMs to replicate experimental 
loading. 
As assumed, applying varying constitutive relationships to map the mechanical 
properties of bone did not have a large effect on local displacement predictions generated 





between the local experimental displacement measurements and QCT-FEM predictions 
were obtained, with both material mapping strategies. However, within the same models, 
large variations in reaction forces were observed. It has recently been suggested that local 
variations may be attributed to differences in bone micro-architecture (Hussein et al., 
2018); however, the good agreement achieved with full-field displacements in the present 
study suggest that in QCT-FEMs this may not be true. Considering all density-modulus 
relationships had nearly identical full-field displacement linear regression results, further 
studies should be performed to elucidate the contributive variation in local mechanical 
properties of QCT-FEMs. 
 A strength of this study is that experimental boundary conditions were replicated in 
QCT-FEMs using DVC-driven boundary conditions. Replicating experimental boundary 
conditions has shown significant improvements in improving the accuracy of whole-bone 
QCT-FEMs (Hussein et al., 2018; Jackman et al., 2015), and have recently been reported 
as a main limitation in even the most robust studies that compare material mapping 
strategies and density-modulus relationship comparisons (Helgason et al., 2016). The main 
limitation of this study is the small sample size. Due to the complexity associated with the 
experimental protocol required to generate DVC-derived BCs, the current study was 
limited in sample size to six specimens. However, the use of DVC-derived BCs along with 
local DVC measurements provided a highly-controlled experimental measure that allowed 
for the evaluation of multiple density-modulus relationships and material mapping 
strategies with high confidence that otherwise would not be possible. 
 
6.5 CONCLUSION: 
This study compared density-modulus relationships and material mapping strategies of 
scapular QCT-FEMs with DVC-driven boundary conditions to experimentally loaded 
scapular models. It was found that elemental and nodal material mapping strategies are 
both able to accurately replicate experimental full-field displacements and reactions forces. 
Further investigation is required to determine the specimen-specificity of density-modulus 
mapping in scapular QCT-FEMs, the transition zone between trabecular and cortical 
material mapping and associated piecewise relationships, and whether improved cortical 
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CHAPTER 7 – MORPHOLOGICAL AND 
APPARENT-LEVEL STIFFNESS VARIATIONS 
BETWEEN NORMAL AND OSTEOARTHRITIC 
BONE 
 
OVERVIEW: This chapter compares the morphometric and 
apparent modulus of non-pathologic normal bone and end-
stage osteoarthritic trabecular bone from the humeral head. 
Excised humeral heads were collected for patients 
undergoing total shoulder arthroplasty and humeral heads 
were excised from cadaveric specimens to match these 
osteotomies. Apparent modulus between groups was 
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Osteoarthritis (OA) is characterized by joint morphological changes during pathological 
progression and biomechanical changes to the subchondral bone (Arden and Nevitt, 2006). 
These symptomatic biomechanical changes lead to joint stiffness and reduced range of 
motion, causing pain and functional loss. Morphological variations that occur within the 
joint include loss of articular cartilage, subchondral bone sclerosis, subchondral cyst 
formation, with abnormal bone turnover, leading to osteophyte formation and synovial 
inflammation (Brandt et al., 2008). Patients with progression to end-stage OA of the 
shoulder are often treated with joint replacements with a variety of humeral replacement 
options. Humeral head resurfacing replaces only the articular surface with a prosthetic 
component, while long- and short-stem designs, and more recently, stemless designs, 
require excision of the humeral head. These different designs all require some amount of 
pathologic bone to remain in order to support the fixation of the chosen prosthetic 
component.   
Despite the appearance of increased bone density in OA bone observed using x-ray 
techniques, the sclerotic bone in OA joints is hypomineralized. The tissue density of 
subchondral cortical and trabecular bone is lower in OA subjects than normal controls 
(Burr and Gallant, 2012). The higher rate of bone remodeling that occurs as part of the 
pathologic process (Mansell et al., 1998) results in less mineralized bone and increased 
osteoid (Burr and Gallant, 2012). In OA subchondral cortical and trabecular bone, this 
altered bone remodeling process leads to increases in bone volume fraction. As such, 
although the tissue density of the mineralized tissue is less than non-pathologic bone, the 
increase in bone volume fraction increases the apparent density (Brown et al., 2002; Burr 
and Gallant, 2012; Li and Aspden, 1997). In computational modeling at clinical-level 
resolution, this apparent density (as related to bone volume fraction at the micro-level) is 
directly related to elastic modulus (and strength) by material mapping using density-
modulus relationships. Although the morphometric variations in the end-stage OA humeral 
head have been reported (Pawson et al., 2015), variations in the mechanical properties that 
occur between non-pathologic age-matched ‘normal’ bone, and end-stage pathologic OA 





The density-modulus relationships used in the computational modeling of bones 
are most often derived using mechanical testing of normal cadaveric bone. This presents a 
possible source of error in patient-specific computational modeling due to the lack of OA 
bone mechanical properties characterization. The accuracy of these models, especially 
those used in the development of joint replacement components, could be improved by 
increasing our understanding of the differences in morphometric parameters and 
mechanical properties between the two groups. As such, this study quantified 
morphometric parameters and mechanical properties in end-stage OA patient humeral 
heads and age-matched non-pathologic ‘normal’ humeral heads.  
7.2 METHODS: 
7.2.1 Patient and Control Group Demographics and MicroCT Imaging 
Humeral head osteotomies were collected from patients undergoing total shoulder 
arthroplasty (TSA) for end-stage osteoarthritis (OA) (n=24; mean age: 67 ± 10 years old; 
15 males; 9 females) in accordance with institutional ethics (HSREB#: 113023). Age-
matched non-pathologic cadavers (n=18; mean age: 66 ± 8 years old; 8 males; 10 females) 
were used as the control group, with humeral heads excised at the cartilage junction to 
replicate the OA group. Each humeral head was scanned with a cone-beam microCT 
scanner (Nikon XT H 225 ST, Nikon Metrology, NV) with an isotropic spatial resolution 
of 20 µm. All heads were scanned with consistent settings of 95 kV, 80 µA, 3141 
projections, and 1000 ms exposure. 
 
7.2.2 MicroCT Image Processing 
MicroCT images were exported as 16-bit DICOMs and processed using medical imaging 
software (Mimics®, Materialise, V.20.0, Leuven, BE). A Gaussian blur filter was used to 
remove high frequency noise (σ = 0.75, support = 2). A specimen-specific gray-value 
threshold was used to best preserve trabecular bone architecture (Bouxsein et al., 2010). A 
5 mm diameter, 10 mm long virtual core was extracted in the medial-lateral direction, 
adjacent to the subchondral bone. In patients with significant subchondral cyst formation, 
the cores were extracted directly below the cysts. This size was chosen to ensure 





ensured using embedded region growing with 6-connectivity. The spatial coordinates of 
each voxel were extracted for finite element model (FEM) generation, and 2D image stacks 
of the segmented region were extracted for morphometric calculations. 
 
7.2.3 Morphometric Analysis 
The 2D image stacks were processed in ImageJ (Schneider et al., 2012) to create binary 
images of each virtual core, which were processed with bone analysis software (SkyScan 
CTAn, Bruker micro-CT, Kontich, BE) for 3D morphometric analysis. The bone volume 
fraction (BV/TV), trabecular thickness (Tb.Th), trabecular separation (Tb.Sp), and 
trabecular number (Tb.N) were calculated for the complete cores, and also separately for 
four subdivided equal regions from proximal to distal (Figure 7.1 inset). 
 
7.2.4 Micro Finite Element Model (FEM) Generation 
Custom-code was used to generate micro-finite element models (µFEMs) (Faieghi et al., 
2019) with isotropic 20 µm hexahedral elements for each voxel in the segmented virtual 
cores (van Rietbergen et al., 1995). An arbitrary modulus of 1 GPa was assigned to each 
element. Simulated unconstrained compression to 0.5% apparent strain was performed in 
the medial-lateral direction to determine the apparent modulus (Eapp) of each µFEM 
(Knowles et al., 2019). The modulus of 1 GPa was scaled in the linear isotropic models to 
20 GPa and apparent modulus-bone volume fraction relationships (Eapp = α(BV/TV)
β) were 
developed using the calculated Eapp and the BV/TV of each µFEM. These were plotted and 
compared between OA and normal groups (Figure 7.1). The additional morphometric 
parameters (Tb.Th, Tb.Sp, and Tb.N) were also compared to apparent modulus using linear 
regression. 
 
7.2.4 Statistical Analysis 
Bone morphometric parameters were summarized as mean and standard deviation for the 
complete cores, and separately for the four proximal to distal regions for each of the two 
groups. Parameters in the complete core were compared using unpaired t-tests or Mann-





Figure 7.1: The workflow from microCT image collection (20 μm isotropic voxels), virtual core extraction, apparent modulus 





were compared using two-way ANOVAs with region and group as factors. Between-group 
comparisons were tabulated, and within-group comparisons are discussed. Linear 
regression was performed for morphometric parameters and apparent modulus versus age, 
and for apparent modulus versus morphometric parameters. Apparent modulus versus bone 
volume fraction were plotted and compared using power-fit regressions. 
 
7.3 RESULTS 
The morphometric analysis for the two groups and regions is provided in Table 7.1. For 
the complete cores, significant differences between groups were only present in mean 
trabecular thickness (p = .034). Comparing regional variations in bone morphometric 
parameters showed the greatest regional variations in the most proximal region (Region 1), 
with significant differences between groups in all morphometric parameters (p ≤ .018). For 
region 2, only bone volume fraction was significantly different between groups (p = .045). 
Regions 3 and 4 showed no significant differences in any of the characterized 
morphometric parameters.  
For pairwise comparisons, considering bone volume fraction, significant 
differences occurred in the normal group between regions 1 and 4 (p = .003), but no other 
regional variations occurred. In the OA group, regional significant differences in BV/TV 
occurred between regions 1 and 4 (p < .001), 1 and 3 (p <.001), 1 and 2 (p <.001), and 2 
and 4 (p <.001). For mean trabecular thickness, there were no significant differences in 
regional variations within the normal group, but significant differences in the OA group 
occurred between regions 1 and 4 (p < .001), 1 and 3 (p < .001), 1 and 2 (p = .002). 
Significant differences occurred in trabecular separation between regions 1 and 4 (p <.001), 
1 and 3 (p = .007), and 2 and 4 (p =.009) in the normal group, and regions 1 and 4 (p =.009), 
1 and 3 (p <.001), 1 and 2 (p <.001), 2 and 4 (p <.001), and 2 and 3 (p = .004) in the OA 
group. Similarly, significant differences in trabecular number occurred between regions 1 
and 4 (p <.001), 1 and 3 (p =.010), and 2 and 4 (p = .001) of the normal group, and all 
regions of the OA group (p ≤ .014). Linear regression fits of morphometric parameters 
versus age are presented in figure 7.2, apparent modulus versus age in figure 7.3 and linear 
regression fits of Eapp versus morphometric parameters in figure 7.4. The linear fit between 












Table 7.1: Three-dimensional morphometric parameters of trabecular cores from normal and OA groups 
Region Group BV/TV p-value Tb.Th (mm) p-value Tb.Sp (mm) p-value Tb.N (1/mm) p-value 
Entire 
Core 
Normal 0.21 ± 0.04 .055b 0.196 ± 0.017   .034b 0.756 ± 0.080   .292b 1.052 ± 0.167   .440a 
OA 0.26 ± 0.08  0.235 ± 0.062  0.733 ± 0.101  1.093 ± 0.116  
1 Normal 0.25 ± 0.06 <.001c 0.198 ± 0.022  <.001c 0.647 ± 0.104  .003c 1.249 ± 0.248  .018c 
(Proximal) OA 0.38 ± 0.16  0.264 ± 0.088  0.542 ± 0.121  1.394 ± 0.227  
2 Normal 0.22 ± 0.05  .045c 0.197 ± 0.021  .079c 0.693 ± 0.092  .166c 1.114 ± 0.210  .122c 
 OA 0.27 ± 0.16  0.220 ± 0.059  0.650 ± 0.101  1.200 ± 0.187  
3 Normal 0.19 ± 0.05  .373c 0.192 ± 0.019 .456c 0.735 ± 0.086 .900c 0.999 ± 0.190 .352c 
 OA 0.21 ± 0.07  0.201 ± 0.044  0.735 ± 0.109  1.053 ± 0.185  
4 Normal 0.17 ± 0.04 .888c 0.188 ± 0.023 .982c 0.789 ± 0.071 .798c 0.882 ± 0.144 .735c 
(Distal) OA 0.17 ± 0.06  0.188 ± 0.036  0.792 ± 0.126  0.914 ± 0.202  
Values are mean ± SD. BV/TV – Bone Volume/Total Volume; Tb.Th – Trabecular Thickness; Tb.Sp – Trabecular Separation; Tb.N – Trabecular Number. 





Non-Pathologic Normal: r2 = 0.19;  𝐓𝐛. 𝐍∗ =  −𝟎. 𝟎𝟎𝟖𝟖ሺ𝐚𝐠𝐞ሻ + 𝟏. 𝟔𝟑𝟔 
End-Stage OA: r2 = 0.14; 𝐓𝐛. 𝐍∗ =  −𝟎. 𝟎𝟎𝟔𝟑ሺ𝐚𝐠𝐞ሻ + 𝟏. 𝟓𝟏𝟕 
Non-Pathologic Normal: r2 = 0.04;  𝐓𝐛. 𝐓𝐡∗ =  −𝟎. 𝟎𝟎𝟎𝟒ሺ𝐚𝐠𝐞ሻ + 𝟎. 𝟏𝟕𝟎 
End-Stage OA: r2 = 0.15; 𝐓𝐛. 𝐓𝐡∗ =  −𝟎. 𝟎𝟎𝟐𝟒ሺ𝐚𝐠𝐞ሻ + 𝟎. 𝟑𝟗𝟗 
Non-Pathologic Normal: r2 = 0.21;  𝐓𝐛. 𝐒𝐩∗ =  −𝟎. 𝟎𝟎𝟒𝟓ሺ𝐚𝐠𝐞ሻ + 𝟎. 𝟒𝟓𝟖 
End-Stage OA: r2 = 0.24; 𝐓𝐛. 𝐒𝐩∗ =  −𝟎. 𝟎𝟎𝟓𝟏ሺ𝐚𝐠𝐞ሻ + 𝟎. 𝟑𝟗𝟏 
Non-Pathologic Normal: r2 = 0.08;  
𝑩𝑽
𝑻𝑽
=  −𝟎. 𝟎𝟎𝟏𝟒ሺ𝐚𝐠𝐞ሻ + 𝟎. 𝟑𝟎𝟐 
End-Stage OA: r2 = 0.26; 
𝑩𝑽
𝑻𝑽
=   −𝟎. 𝟎𝟎𝟒𝟏ሺ𝐚𝐠𝐞ሻ + 𝟎. 𝟓𝟑𝟑 





Figure 7.3: Apparent modulus versus age for non-pathologic 
normal and end-stage OA groups 
Non-Pathologic Normal: r2 = 0.15;  𝐄𝐚𝐩𝐩 = −𝟐𝟖. 𝟕𝟒ሺ𝐚𝐠𝐞ሻ + 𝟑𝟏𝟎𝟒 





Figure 7.4: Linear regression plots of trabecular thickness (A), 
trabecular separation (B), and trabecular number (C) versus 









Both slope and intercept, with the greatest deviations from the normal group occurring with 
mean Tb.Th values above 0.225 mm. The slope and intercept for both Eapp versus trabecular 
separation (Tb.Sp) and trabecular number (Tb.N) differed between groups, but the general 
linear relationship remained consistent over the entire range of values. Power-law 
regression fits were used to determine the relationships between Eapp and bone volume 
fraction (BV/TV) (Figure 7.5). The non-pathologic normal cadaveric group was best fit by 
a power-law relationship (Eapp = 37260(BV/TV)
2.215), while OA bone exhibited a more 
linear relationship (Eapp = 7058(BV/TV)
1.109). For BV/TV lower than 0.25, both groups had 
similar Eapp, with deviations occurring in the higher BV/TV of the end-stage OA group. 
 
 7.4 DISCUSSION: 
This study compared the microarchitectural and apparent modulus of non-pathologic 
normal bone and end-stage osteoarthritic (OA) bone. Regional variations in morphometric 
parameters were observed between groups in only the most proximal regions of the 
analyzed cores. Within-group variations were observed for all morphometric parameters in 
each the normal and OA groups. Correlating the apparent modulus to morphometric 
parameters (Figure 7.4) showed interesting similarities in the linear regression trends 
between both groups for mean trabecular separation and mean trabecular number. Power-
law regression fits of apparent modulus and bone volume fraction for the non-pathologic 
normal group was consistent with the literature, which reports best fits with an exponent 
between 2 and 3 (Hodgskinson and Currey, 1993; Zysset et al., 1994). This trend did not 
persist in the end-stage OA group, which was best fit with a nearly linear exponent. Most 
of the variation between the two groups occurred at a bone volume fraction above 0.25. 
The differences in fitting parameters is not only important to characterize the 
mechanical property variations between groups, it is essential for accurate material 
property assignment in patient-specific finite element models (FEMs). Due to the strong 
relationships between bone volume fraction (or apparent-density) and apparent modulus 
(Carter and Hayes, 1977), density-modulus relationships are used to map a continuum of 
element-wise materials to FEMs derived from clinical-resolution CT. These linear-





Figure 7.5: Power-law regression fits of apparent modulus and bone 
volume fraction (BV/TV) for non-pathologic normal and end-stage OA 
groups. 
















including joint replacement component design. Because up to 90% of the variation in 
mechanical properties of trabecular bone can be explained by bone volume fraction 
(Maquer et al., 2015), linear-isotropic continuum-level FEMs are essential in patient-
specific design. With the expanding clinical availability of patient CT scans, the 
implementation of patient-specific modeling in the clinical workflow is an increasing 
reality. In the present study, it was found that variations in morphometric parameters 
between the two groups occurred only in the most proximal regions, and slightly deeper 
for bone-volume fraction, which indicates that in the lower bone-volume fraction regions 
of OA bone, the material mapping relationships derived using non-pathologic normal bone 
may be accurate. This is an important finding because the OA humeral heads used in this 
study represent end-stage OA patients undergoing joint replacement surgery. The virtual 
trabecular cores extracted from these heads represent pathologic bone that would be 
removed and discarded prior to the humeral joint replacement component being placed. 
Assuming the underlying trabecular bone retains similar architecture and bone volume 
fraction as the distal regions of the cores tested in this study, then it is reasonable to assume 
that density-modulus relationships derived for non-pathologic normal bone may be used to 
map the trabecular modulus in FEMs for OA patients. This would be relevant when 
modeling joint replacement components with short or stemless designs. Of course, one 
would also have to account for cortical variations as part of the pathologic process, and the 
geometrical considerations that must be made during whole-bone modeling.  
There have been a paucity of studies pertaining to the material mapping of 
osteoarthritic shoulders. The few studies that have investigated OA bone report fractionally 
reducing glenoid trabecular bone mechanical properties (Hermida, 2014; Lacroix et al., 
2014) based on experimental testing of rheumatoid glenoid bone (Frich et al., 1997). In 
contrast, the results of this study suggest that not only should the modulus of OA bone not 
be reduced by a factor, but that OA bone volume fractions greater than 0.25 should be 
mapped with a density-modulus relationship that is linear instead of an exponential fit. 
However, the power-fit regression for the end-stage OA group was not as good of predictor 
of apparent modulus from bone volume fraction (r2 = 0.63), compared to non-pathologic 
normals (r2 = 0.84). This is most likely due to the increased variation that occurs at high 





would be advantageous to elucidate the contributive factors that lead to mechanical 
property variations between the two groups.  
Comparing microarchitectural parameters by age (Figure 7.2), we found similar 
results to femoral OA samples in both bone volume fraction and trabecular thickness 
(Perilli et al., 2007), the only two similar metrics shared between these studies. We also 
found similar linear regression fits between apparent modulus and age for both the non-
pathologic normal group and end-stage OA group (Figure 7.3), with the OA group having 
higher apparent modulus, but both groups decreasing by age. This is interesting because 
the same trend did not occur with bone volume fraction and age (Figure 7.4). Within the 
normal group, there was only a very slight decrease in BV/TV with age, but a more 
pronounced decrease in BV/TV with age occurred in the OA group. Although the entire 
OA group consisted of end-stage OA, the progression of the disease including subchondral 
mineralization, cyst formation, and bone remodeling varied by patient. Although the linear 
regression parameters are consistent between the two groups, the low coefficient of 
determination results indicate that in order to make definitive conclusions about the 
predictive capabilities of these regression models, larger sample sizes are needed. We 
however found similar trends in our apparent modulus versus bone volume fraction results 
to reports of apparent stiffness versus density variations between normal and OA bone in 
the hip, that consisted of much larger sample sizes (Burr and Gallant, 2012; Li and Aspden, 
1997). 
A limitation of this study is that a uniform homogeneous trabecular tissue modulus 
was chosen to represent the tissue-level properties of µFEMs. It has been reported that 
accounting for material heterogeneity has minimal influence on Eapp (Gross et al., 2011); 
however, it has also been shown that accounting for local trabecular material heterogeneity 
may significantly alter the local mechanical properties of trabecular bone. Accounting for 
material heterogeneity may also allow for more accurate local predictions of fracture and 
failure between non-pathologic and end-stage OA bone. Heterogeneous µFEMs could be 
combined with experimental loading of trabecular cores, with boundary conditions derived 
using digital volume correlation (DVC), which has been shown to improve the accuracy of 
compressive loading of bone cores (Chen et al., 2017; Bourne and Van Der Meulen, 2004; 





micro-level can be improved using a relationship between calibration phantom tissue-
mineral density (TMD) and modulus. A calibration phantom was not available to quantify 
TMD in this study, but due to the hypomineralized nature of the OA bone (Burr and 
Gallant, 2012), quantifying this metric in future comparisons would be helpful.  
 
7.5 CONCLUSION: 
The differences and similarities in microarchitectural parameters and apparent mechanical 
properties between non-pathologic normal bone and end-stage osteoarthritic (OA) bone 
shown in this study, improve our understanding of the progression of OA and its effect on 
trabecular architectural and mechanical properties. Understanding how these structural 
changes influence computational model generation and the mapping of material properties 
in patient-specific finite element models, has the potential to improve the accuracy of 
computational models of OA patients. This allows for a variety of improvements to many 
biomechanical conditions including, but not limited to, joint replacement component 
design and fracture and failure analysis.  
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CHAPTER 8 – GENERAL DISCUSSION AND 
CONCLUSIONS 
 
OVERVIEW: This chapter revisits the objectives and 
hypotheses of the research and contextualizes the research 
within the current literature and gaps within. The questions 
answered by this work and those opened are discussed. 




   
8.1 SUMMARY: 
Computational models provide a cost-effective and repeatable method of analysing a 
variety of basic science and clinically motivated problems. These models; however, are 
dependent on validation and characterization with respect to the outcome measures they 
intend to simulate. There has been a marked improvement in quantitative imaging methods 
used in biomechanics research in recent years, such as quantitative-CT (QCT) and wide-
spread use of microCT; however, there are a paucity of studies that use these contemporary 
methods of image acquisition in finite element model (FEM) generation of the shoulder 
(section 1.4.6) (Knowles et al., 2016). Similarly, recent advances in experimental testing 
methods, such as digital volume correlation (DVC), provide a direct measurement of the 
experimental full-field mechanical response of bone under load, which can be used to drive 
FEM boundary conditions, and also incorporate full-field comparisons that are directly 
relatable to FEM output. These methods of experimental validations have been reported in 





femur (Ridzwan et al., 2018), and bone cores (Bay et al., 1999; Chen et al., 2017; Liu and 
Aspden, 2007; Zauel et al., 2006), but in the shoulder have only been reported to quantify 
glenoid implant micromotion (Sukjamsri et al., 2015). Moreover, DVC validations have 
not been reported with FEM comparisons in the shoulder. Furthermore, although most 
patients undergoing surgical procedures, such as total shoulder arthroplasty, exhibit some 
form of pathologic bone disease, and bone pathology, such as osteoarthritis (OA), it is 
seldom modeled in shoulder FEM studies. The few computational studies that account for 
pathologic bone in the shoulder fractionally reduce the elastic modulus of the pathologic 
group by a percentage (Hermida et al., 2014; Lacroix et al., 2014) based on observations 
of bone strength in rheumatoid glenoid bone (Frich et al., 1997). This is not an accurate 
representation of pathologic OA bone, as the increased bone turnover increases bone 
volume fraction, resulting in increased apparent density and associated strength (Burr and 
Gallant, 2012; Li and Aspden, 1997). Using modern advances in imaging modalities, FEM 
development methods, and the most recent advances in experimental methods, this thesis 
provides a body of work that advances shoulder QCT-FEMS using material mapping, 
density-modulus relationship development, parameter selection, and integration of 
pathologic variations in bone properties. 
 The first objective of this research was to develop a computational methodology to 
assess trabecular QCT-derived FEMs compared to co-registered trabecular microFEMs 
(Objective 1a) and use this methodology to compare density-modulus relationships from 
the literature mapped to QCT-FEMs. The ability of the QCT-FEMs to replicate apparent 
strain energy density (SEDapp) of the co-registered microFEMs (modeled with 
homogeneous or heterogeneous material properties) was used to determine the accuracy of 
each relationship. Hypothesis 1 stated that due to the lack of shoulder-specific density-
modulus relationships in the literature, linear correlation coefficients would be less than 
0.8 and slopes would deviate from unity (Y=X) by greater than 0.2. The results of Chapter 
2 contradict these hypotheses, with homogeneous microFEMs comparisons indicating the 
best relationship had a linear correlation coefficient of 0.933 and a slope of 0.979 (Morgan 
et al., 2003). Similarly, when considering tissue heterogeneity in the microFEMs, a 
different relationship best compared to heterogeneous microFEMs with a correlation 





compared to the microFEMs of 2.1% and 1.4% for homogeneous and heterogeneous 
microFEM SEDapp comparisons, respectively. This indicated that given comparisons 
between microFEMs and QCT-FEMs, non-site-specific density-modulus relationships 
may accurately replicate the elastic modulus of trabecular FEMs. The methodology 
developed allows for direct comparison or development of density-modulus relationships 
in all anatomic locations.  
 The second objective was to develop a glenoid-specific trabecular density-modulus 
relationship (Objective 2a), using the same co-registered computational methodology from 
Objective 1 (Objective 2b). Although the relationships from Chapter 2 showed strong 
correlations with microFEM SEDapp, the translation of these relationships to whole-bone 
scapular models was unknown. Development of a glenoid-specific trabecular density-
modulus relationship, in Chapter 3, allowed for the ‘correction’ of side-artifact that may 
underestimate the true modulus of cored samples at the whole bone-level, due to damage 
that occurs on the outer trabeculae (Ün et al., 2006). Although it has been shown that side-
artifact has little influence in cored samples greater than 8.3 mm in diameter (Lievers et 
al., 2010), all samples in the studies from Chapter 2 vary in core size, aspect ratio, 
anatomic-location, species, and testing method. These limitations were overcome in 
Chapter 2, and in the development of the glenoid-specific density-modulus relationship 
(Chapter 3) by using virtual cores that were all tested in a consistent manner, with a uniform 
rectangular geometry of 5 mm edge length and 10 mm long, to ensure consistency between 
cadaveric specimens of different sizes. The rectangular geometry ensured isotropic voxels 
for both the QCT-FEMs and microFEMs. The relationships were characterized using 
microFEMs with either homogenous or heterogeneous tissue-moduli. It was hypothesised 
that linear correlation coefficients would be greater than 0.9 and slopes near unity (Y=X) 
(Hypothesis 2). This held true for the homogeneous relationship for correlation coefficient 
(0.940), but not slope (0.864); however, held true for both with the heterogeneous 
relationship (correlation coefficient: 0.912; slope: 1.013). Although this only represents a 
modest improvement in accuracy of 0.01% over the best relationship from Chapter 2, both 
of the glenoid-specific trabecular density-modulus relationships characterized in this 
chapter were corrected for the influence of side-artifact for use in whole-bone scapular 





at a both the continuum- and micro-level, improving on the purely theoretical glenoid 
density-modulus relationship of Gupta & Dan (2004) with the development of the 
trabecular glenoid density-modulus relationship. It also allowed for the development of  
QCT-density based relationships, minimizing the influence of error in density conversions. 
 The third objective was to further investigate microFEMs by comparing the effect 
of model generation from varied spatial resolution microCT images (Objective 3a), 
hexahedral or tetrahedral elements (Objective 3b), and material heterogeneity (Objective 
3c). Hypothesis 3 stated that microFEMs generated from 32-micron scans with tetrahedral 
elements, and accounting for material heterogeneity, will have lower errors in apparent 
modulus compared to the other combinations of resolution and element type.  This was 
confirmed in Chapter 4. It was found that when using tetrahedral elements, only 
microFEMs generated at the highest spatial resolution (32 micron) and accounting for 
material heterogeneity, were able to replicate the apparent strain energy density of the gold-
standard hexahedral homogeneous microFEMs. Large percentage errors also occurred for 
microFEMs generated from images at half the spatial resolution (64 micron and down-
sampled 64 micron) with the 64 micron-derived microFEMs differing from each other in 
apparent modulus. This indicates that careful consideration should be taken when 
generating microFEMs and for the highest microFEMs accuracy, the highest possible 
spatial resolution images should be used as microFEM input, accounting for material 
heterogeneity.  
 In order to explore the objectives of Chapter 5, QCT-FEM element type was first 
compared to microFEM SEDapp using the methodology from Chapter 2 and the validated 
glenoid-specific trabecular density-modulus relationship from Chapter 3 (Objective 4a). 
The secondary objective was to evaluate elemental and nodal material mapping of 
trabecular QCT-FEMs (Objective 4b). The hypothesis that QCT-FEMs mapped with 
quadratic tetrahedral or linear hexahedral elements will show no difference in the measured 
apparent modulus when mapped with either elemental or nodal material mapping strategies 
(Hypothesis 4) was partially confirmed in Chapter 5. The QCT-FEMs with hexahedral 
elements showed similar linear regression parameters compared to the microFEM SEDapp 
when mapped with elemental (r2 = 0.972; slope = 1.014) or nodal material mapping 





using quadratic tetrahedral elements for elemental (r2 = 0.987; slope = 0.936) or nodal 
material mapping strategies (r2 = 0.986; slope = 0.927). Ultimately, there was little 
variation between hexahedral versus quadratic tetrahedral element types, or elemental 
versus nodal material mapping strategies, indicating that for trabecular QCT-FEMs these 
element types and material mapping strategies can accurately replicate microFEM SEDapp. 
Chapter 5 improves our understanding of QCT-FEM element type and material mapping, 
directly to the trabecular bone that can be used to evaluate trabecular bone loading at a 
variety of hierarchical levels. These comparisons are important because multi-level FEMs 
are used for bone strength predictions and can be translated to clinical evaluation.    
 The fifth objective was to compare experimentally loaded scapular cadavers within 
a microCT to scapular QCT-FEMS mapped with different density-modulus relationships 
and material mapping strategies using digital volume correlation (DVC) (Objective 5). It 
was hypothesized that QCT-FEMs generated with the glenoid-specific trabecular density 
modulus relationship developed in Chapter 3 would have the highest correlations with 
experimental DVC results (Hypothesis 5). This did not hold true.  The relationship that had 
the lowest percentage errors for the six specimens tested was the one that had the lowest 
standard error of regression, but highest proportional error in Chapter 2 (Rice et al., 1988; 
Schaffler and Burr, 1988). This indicated that the true modulus of trabecular bone may 
have been overestimated when developing the glenoid-specific trabecular density modulus 
relationship (Chapter 3); however, the effect of cortical material mapping, geometry, and 
specimen-specificity of material mapping is unknown with this relatively low sample size. 
The results of Chapter 6 indicate that due to the strong relationships between QCT-FEM 
and DVC full-field displacements, either material mapping strategy can replicate the 
experimental loading of scapular cadaveric bone under these conditions. Further 
evaluation, with increased sample size is required to determine the optimal density-
modulus relationship and piecewise transition between trabecular and cortical bone for 
whole-bone scapular QCT-FEMs.  
 The final objective of this thesis was to compare the morphometric and apparent 
mechanical properties between non-pathologic normal and end-stage osteoarthritic (OA) 
bone (Objective 6). The hypothesis that end-stage OA bone will exhibit larger bone volume 





volume fraction only persisted in the most proximal aspects of the cores tested. Further 
depths of the pathologic and normal bone showed no significant differences in any of the 
trabecular bone morphometric parameters. This indicates that the adaptive changes that 
occur as the result of pathologic OA only persist in the bone below the subchondral region. 
Although it was expected that an OA-specific density-modulus relationship – exhibiting 
more linearity – would more accurately represent trabecular OA bone, this may only be 
required if the pathologic subchondral bone is being modeled. In cases where the 
pathologic humeral head is removed, such as with humeral joint replacements, humeral 
trabecular density-modulus relationships developed using non-pathologic normal bone 
may accurately represent the linear elastic response of the OA trabecular bone. Further 
evaluation into the geometrical factors and cortical bone response of pathologic whole 
humeri still need to be explored.  
8.2 STRENGTHS AND LIMITATIONS: 
The multi-resolution comparative computational and experimental scapular loading 
methodologies described in this thesis represent some of the only experimental validations 
in shoulder FEM studies within the literature. The use of QCT and microCT imaging data 
as input to FEM generation are routine in modeling of the spine and femur (Table 1.1), but 
not commonly used in shoulder FEMs. The relatively large sample size of virtual cores 
(n=98) used to compare and develop density-modulus relationships (Chapters 2 & 3) 
allowed for robust statistical comparisons between co-registered FEMs. The advancements 
in shoulder site-specific modeling provided from these comparisons and development of 
the glenoid-specific trabecular density-modulus relationship presented in this thesis move 
shoulder FEM generation in-line with other anatomic locations. Although when applied to 
scapular whole-bones, the glenoid-specific trabecular density-modulus relationship was 
not found to be superior, it remains unknown as to whether this was due to inaccuracies in 
trabecular modeling, cortical modeling, bone geometry, or other unknown factors. One 
explanation is the trabecular tissue modulus chosen in model development was too large.  
Given the limited data to inform accurate trabecular tissue modulus selection, the 
upper end of reported values (20 GPa) (Wu et al., 2018) was used for homogeneous models, 





models (Bourne and Van Der Meulen, 2004). As mentioned, these values were perhaps too 
large, based on the experimental DVC comparison results of Chapter 6. To determine a 
more accurate homogeneous trabecular tissue modulus, back-calculation may be used by 
experimentally loading trabecular bone cores that use DVC-driven boundary conditions 
(Chen et al., 2017). This may eliminate some fo the uncertainty and variability that has 
occurred in previous experimental measures of trabecular tissue modulus. In the present 
studies, the difficulty in extracting uniform trabecular bone samples from the relatively 
small glenoid vault led to the development of the purely computational comparative 
methodology of Chapter 2, and used in Chapters 3, 4, and 5.  
 While the computational methodology was consistent with experimental methods 
used to develop density-modulus relationships in alternate anatomic locations (Helgason 
et al., 2008), the comparisons of trabecular bone cores used within this thesis are limited to 
apparent-level mechanical properties. There are inevitably local variations that occur at the 
micro-level due to trabecular bone load-sharing that alter the local stresses and strains of 
individual trabeculae. Although not evaluated as part of this thesis, large local variations 
in stresses and strains have been shown to occur when comparing homogeneous and 
heterogeneous microFEMs (Harrison et al., 2008; Renders et al., 2011, 2008). Evaluation 
of these local parameters in future studies may improve out understanding of trabecular 
bone loading, including fracture and failure. As input, the most accurate FEMs mapped 
with validated material properties, such as those developed within, are necessary for 
accurate strength predictions in linear and non-linear studies.  
The models and relationships developed as part of this thesis were only evaluated 
as linear-isotropic FEMs. Despite the fact that bone volume fraction (and apparent density) 
has been suggested to account for up to 90% of the variation in mechanical properties of 
bone (Carter and Hayes, 1977; Maquer et al., 2015), recent improvement in accounting for 
anisotropy at the continuum-level has been reported (Chandran et al., 2017; Enns-Bray et 
al., 2016, 2014; Latypova et al., 2016; Nazemi et al., 2016; Trabelsi and Yosibash, 2011). 
Although in many QCT-FEMs this adds a level of complexity to model development, the 






 At the time of microCT scanning, a microCT calibration phantom was not available, 
and therefore, consistency between models was ensured by using uniform imaging 
parameters and fields of view (FOV). This meant that for microFEM generation with 
heterogeneous tissue modulus, only a relationship based on CT-intensity could be used 
(Bourne and Van Der Meulen, 2004). This limits the available comparison of bone mineral 
content (BMC) of samples tested and a specimen-specific threshold for model generation 
based on calibrated volumetric bone mineral density (vBMD). As such, a uniform 
threshold-based segmentation method was used to generate microFEMs. This method has 
shown that qualitatively selected thresholds produce repeatable results in estimating bone 
volume fraction, which is expected to minimize errors in the chosen minimum threshold 
among models (Christiansen, 2016), since this is the primary metric for generating 
repeatable models, and was used to ensure comparable model generation in Chapter 4. The 
use of a microCT phantom would be most beneficial in the comparative analysis of non-
pathologic normal bone and end-stage OA bone (Chapter 7), allowing for quantitative 
comparisons of BMC, among the other quantitative morphometric parameters.  
 The experimental DVC-based comparisons presented in Chapter 6 is the first 
known study to use this contemporary experimental testing method for comparison of 
density-modulus relationships and material mapping strategies. More robust conclusions 
can be elucidated by allowing for full-field comparisons of QCT-FEMs and experimental 
microCT-based loading. Although the sample size is relatively small, the use of DVC-
derived boundary conditions (BCs) and full-field results provide a new paradigm in the 
experimental validation of QCT-FEMs. This methodology can be adopted for all anatomic 
locations and allows for a variety of mechanical properties to be evaluated.  
 Finally, Chapter 7 provides the first quantitative comparison of non-pathologic 
normal and end-stage osteoarthritic bone and apparent modulus of humeral bone. The 
differences and similarities in morphometric and apparent mechanical properties developed 
in this study allow for more accurate material mapping of trabecular bone in subsequent 
FEM studies. These comparisons are essential for the implementation of computational 









8.3 FUTURE DIRECTIONS 
The studies included in this thesis provide considerable improvements in QCT-based FEMs 
of the shoulder; however, the questions answered as part of this thesis have led to a large 
number of questions still to be answered.  
 First, with the advancements in DVC analysis and improvements in the associated 
algorithms, comparative analysis between physical trabecular (or cortical) bone cores and 
computational models can now be completed. The methodology described in Chapter 2 
could be expanded to include experimental loading of bone cores with DVC-driven BCs, 
with full-field DVC comparisons. This would allow for comparative local analysis of 
stresses and strains that can be used to inform fracture risk. This method would also allow 
for more accurate homogeneous tissue modulus generation by back-calculation with the 
most accurate microFEMs (van Rietbergen et al., 1995). The difficulty and complexity in 
measuring heterogeneous tissue modulus of individual trabeculae (Oftadeh et al., 2015; 
Wu et al., 2018) currently limits the usefulness of accurately modeling material 
heterogeneity; however, improvements in imaging methods and computational modeling 
may allow for more accurate representations of heterogeneity at the tissue-level in the 
future.  
 Secondly, the effect of non-linear modeling parameters was not evaluated as part 
of this thesis. Expanding the density-modulus relationships to density-modulus-fabric-
tensor relationships that account for the local anisotropy of bone, may further improve 
model accuracy. A workflow and development of these relationships into open-source 
software, such as MITK-GEM, would provide a tremendous benefit to the computational 
biomechanics community. A consistent open-source platform for model development has 
the potential to provide vast improvements in our understanding of bone biomechanics, 
joint replacement component design, and clinical evaluation.  
 Thirdly, only trabecular density-modulus relationships were primarily evaluated as 
part of this research. It became apparent during the experimental/computational 
comparisons in Chapter 6, that accurate modeling of the trabecular/cortical transition 





variations that were observed among relationships. As such, future studies using the 
aforementioned methods should also be performed on cortical bone specimens to ensure 
that the mapping parameters used for this bone type are being accurately modeled at the 
whole-bone level. It may also be advantageous to perform density-modulus relationship 
development at the whole-bone-level, as this has shown improved outcomes versus 
experimental results (Austman et al., 2009), but appears to show more subject-specific 
relationships using optimization methods (Eberle et al., 2013). Machine learning 
techniques, such as neural networks (Nazemi et al., 2017), also provide an interesting 
framework for density-modulus development of whole-bones and combined with full-field 
experimental DVC results for comparison, may provide a new paradigm in density-
modulus relationship developments at the whole-bone-level.  
 Finally, further comparisons among normal and pathologic bone within the 
shoulder should be completed to ensure that computational models are most representative 
of the clinical conditions that are being modeled. Variations in micro-level bone 
architecture were observed with increases in apparent-level mechanical properties in 
pathologic regions. Exploring how these contributive factors, including cortical bone and 
bone gross morphological changes alter the mechanical response of pathologic bone is 
essential to ensure model accuracy and for the implementation of computational models 
into the clinical workflow.  
8.4 SIGNIFICANCE: 
With an aging population and as the prevalence of surgical procedures involving the 
shoulder increases, biomechanical computational models provide an important tool in 
improving our understanding of both basic science and clinical conditions. With modern 
improvements in imaging modalities, computational model accuracy, and clinical need, the 
integration of computational modeling into the clinical workflow may guide surgeons 
during surgical evaluation and intervention, leading to improved patient outcomes. The 
present work contributes significantly to the improvement of shoulder computational 
studies, making these studies comparable with those of other major anatomic locations, 
such as the spine and femur. The validations and comparisons presented allow for accurate 





disease progression among other outcomes, modernizing shoulder FEMs. This not only 
improves our understanding of the shoulder but allows for comparative data that can be 
used to assess bone across all anatomic locations.  
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APPENDIX A – GLOSSARY  
Apparent Density: Wet mass of tissue per total volume 
Anisotropic: Non-uniform in all directions 
Arthroplasty: A surgical procedure to restore joint function and 
reduce pain 
Ash Density: Ash mass of tissue per total volume 
Attenuation: Loss of intensity through a medium 
Axial: Plane separating the body into cranial and caudal 
regions. Also known as the transverse plane 
Bone Density: Mass of bone within a volume 
Computed Tomography: A medical imaging modality that uses ionizing 
radiation projected through a medium to collect a 
series of projections quantified by the object’s 
attenuation along the x-ray beam’s path 
Coronal: Plane separating the body into dorsal and ventral 
regions. Also known as the frontal plane 
Distal: Furthest from the body along a limb 
Elastic Modulus A mechanical property used to quantify the stiffness 
of a material, calculated as the stress divided by the 
strain 
Excise: to remove 
Heterogeneous: A non-uniform distribution of properties 
Homogeneous:  A uniform distribution of properties 





Hounsfield Unit:  A linear transformation of the linear attenuation 
coefficient used to calibrate radiodensity in computed 
tomography scanners 
Lateral: Furthest from the body’s midline 
Intensity: The quantitative CT attenuation value per voxel 
In-vitro: Performed outside of the living body 
In-vivo: Performed or taking place within a living organism 
Isotropic: Uniform in dimensions 
Medial:  Closest to the body’s midline 
Morphology: Alteration to the native form or structure 
Morphometric:  The quantitative analysis of form 
Microarchitectural: The architectural distribution of trabecular bone at 
the micro-level 
Osteoarthritis: Deficiency of a joint characterized by joint stiffness, 
inflammation, cartilage degradation, and bone 
adaptive changes 
Osteoid: New, unmineralized bone 
Pathologic:  Involved, or caused by physical disease 
Proximal: Closest to the body along a limb  
Radiodensity: The inability of x-rays to pass through a medium 
Resorption: The breakdown of bone releasing minerals into the 
blood 
Sclerosis: Stiffening or hardening of a structure 
Strain: A measure of deformation, calculated as the change 





Strain Energy Density: A measure of the internal work or energy per unit 
volume when an object is deformed, calculated as the 
area under the stress-strain curve 
Stress: A measure of pressure, calculated as the force 
divided by the contact area 
Subchondral: The bone directly below the articular (chondral) 
surface 
Tissue Density: The density of individual trabecular. Also known as 
material or real density 
Wolff’s Law: Bone adapts to mechanical stimuli by remodeling 











APPENDIX B – MATLAB® CODE TO 
GENERATE ABAQUS® INPUT FILES  
 
OVERVIEW: The following provides the Matlab® code to 
generate Abaqus® input files with hexahedral elements from 
QCT image data with nodal material properties, assign 
nodal material properties to QCT tetrahedral meshes and 
assign all pre-processing parameters for complete models 
(boundary conditions, field outputs, etc.). Matlab® code is 
also provided to that generates nodal material mapping with 
partial volume correction in whole-bone QCT FEMs. 
Finally, Matlab® code is provided that generates Abaqus® 
input files from hexahedral or tetrahedral microFEM data. 
A robust algorithm is used to generate homogeneous or 
heterogenous hexahedral microFEMs, due to the increase in 









BHexahderal micro finite element code uses a robust algorithm described in: Faieghi M, Knowles NK, Tutunea-Fatan OR, Ferreira 






B.1 Abaqus® Input File with Nodal Material Mapping & Hexahedral 
Mesh Generation from QCT Data  
This script requires a pre-processed and segmented region exported as a 
grayvalue file, in a 4-D array of (x, y, z, I), where x, y, z is the centre of the 
voxels and I is the voxel CT-intensity. A DICOM stack is also required with 
the segmented region aligned to the CT coordinate system.   
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%                                                                         % 
%    This code creates C3D8 elements with element-wise materials and      % 
%    the Abaqus input file from Mimics grayvalue text file for linear     % 
%    compression analysis - including all BC's, and Constraints. The      % 
%    code prompts for the voxel dimensions (isotropic), desired           % 
%    displacement, the sigma and beta values of the K2HPO4 calibration    % 
%    and the a and b parameters of the desired density modulus equation   % 
%                                                                         % 
%    This script also assigns nodal material properties based on nodal    % 
%   coordinates. Code uses functions ReadDicomStack and linear interp3    % 
%        modified from Dr. Andrew Speirs, Carleton University.            % 
%        ©2016 Nikolas K Knowles, University of Western Ontario           % 
%                                                                         % 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
%Load Text File of grayvalues output from Mimics 
 
data = dlmread('16-05020L_Post-3_grayvalues.txt'); 
 
%Load the DICOM images using the ReadDicomStack Function 
 
[I,info,A]=ReadDicomStack('H:\QCT Material Mapping\DICOMs\16-05020L'); 
 
I = I - 1024; 
 
prompt = 'What are the voxel dimensions?'; 
vox = input(prompt); 
vox_x = vox; 
vox_y = vox; 
vox_z = vox; 
 
prompt1 = 'What is the file name?'; 
name = input(prompt1,'s'); 
 
prompt2 = 'What is the desired displacement value (0.5% strain)?'; 
disp = input(prompt2); 
 
prompt3 = 'What is sigmaCT of the calibration equation?'; 






prompt4 = 'What is betaCT of the calibration equation?'; 
beta = input(prompt4); 
 
prompt5 = 'What is alpha of the Modulus equation?'; 
a = input(prompt5); 
 
prompt6 = 'What is beta of the Modulus equation?'; 
b = input(prompt6); 
 
prompt7 = 'What density type is require (1=app, 2=ash, 3=cal)?'; 
dens = input(prompt7); 
 
element_centre = data(:,1:3);%Position of the centre of the pixels (in-plane) 
 




    %Front-plane 
    N_1(i,:) = element_centre(i,:) + [-vox_x/2 -vox_y/2 vox_z/2]; 
    N_2(i,:) = element_centre(i,:) + [vox_x/2 -vox_y/2 vox_z/2]; 
    N_5(i,:) = element_centre(i,:) + [-vox_x/2 vox_y/2 vox_z/2]; 
    N_6(i,:) = element_centre(i,:) + [vox_x/2 vox_y/2 vox_z/2]; 
    %Back-plane 
    N_3(i,:) = element_centre(i,:) + [vox_x/2 -vox_y/2 -vox_z/2]; 
    N_4(i,:) = element_centre(i,:) + [-vox_x/2 -vox_y/2 -vox_z/2]; 
    N_7(i,:) = element_centre(i,:) + [vox_x/2 vox_y/2 -vox_z/2]; 
    N_8(i,:) = element_centre(i,:) + [-vox_x/2 vox_y/2 -vox_z/2]; 
end 
 
ele_nodes_all = [N_1 N_2 N_3 N_4 N_5 N_6 N_7 N_8];%The x,y,z coordinates for each of the 
8 nodes in each element (Nodes 1 to 8) 
 
%Remove Duplicate Nodes & eliminate extra row of Z nodes 
 
nodes_all = [N_1; N_2; N_3; N_4; N_5; N_6; N_7; N_8];%All the nodes structured as Nx3 
array 
nodes_all = round(nodes_all,5); 
nodes = unique(nodes_all,'rows');%Only the unique values of the nodes remain - non-
numbered, but indexed 
 
%Structure Nodes & Elements 
 
for j=1:length(N_1) 
    ele_nodes_N_1 = dsearchn(nodes,N_1); 
    ele_nodes_N_2  = dsearchn(nodes,N_2); 
    ele_nodes_N_3  = dsearchn(nodes,N_3); 
    ele_nodes_N_4  = dsearchn(nodes,N_4); 
    ele_nodes_N_5  = dsearchn(nodes,N_5); 
    ele_nodes_N_6  = dsearchn(nodes,N_6); 
    ele_nodes_N_7  = dsearchn(nodes,N_7); 







ele_nodes = [ele_nodes_N_1 ele_nodes_N_2 ele_nodes_N_3 ele_nodes_N_4 ele_nodes_N_5 




    node_form(i,:) = [i nodes(i,:)];%Structured nodes by number without duplicates 
end 
 
%Create Node sets for Top (max z) and Btm(min z) 
 
btm_z = min(node_form(:,4)); 




%Interpolate CT, giving intensity values at each node - X, Y index is 
%intentionally transposed to account for orientation of DICOM's - viewable 




int_min = min(I(:));%Check the minimum value of intensity 
 






    if node_form(j,4) == top_z 
        top_set(n,:) = node_form(j,:); 
        n=n+1; 
    elseif node_form(j,4) == btm_z 
        btm_set(m,:) = node_form(j,:); 
        m=m+1; 
    end 
end 
 
%Define the spacing for the nset 
nset_top_spac = abs(top_set(2,1)-top_set(1,1)); 
nset_btm_spac = abs(btm_set(2,1)-btm_set(1,1)); 
 
%Define Reference Points for Centre of Top and Btm 
centre_top = min(top_set(:,2:4))/2 + max(top_set(:,2:4))/2;%Top Reference Point 




    ele_node_form(k,:) = [k ele_nodes(k,:)]; 
end 
 









%Convert calibrated density to apparent or ash density (if required) 
 
density_app = density_cal*2.1973 + 0.0115;%change to desired experimental relationship 
 
density_ash = density_app*0.55; %As per Schileo et al. (2008) 
 
%Define the density measure used 
 
if dens == 1 
    density = density_app; 
elseif dens ==2 
    density = density_ash; 
elseif dens ==3 
    density = density_cal; 
end 
 
%Set minimum density to 0.01 
for k=1:size(density) 
    if density(k) < 0.01 
        density(k,:) = 0.01; 
    else 
        density(k,:) = density(k,:); 
    end 
end 
 
%Update HU Field to E field 
x=1; 
for x = 1:length(density) 
E(x,:) = a*((density(x))^b); 
end 
 
%Set minimum modulus to 1 MPa 
 
for k=1:size(E) 
    if E(k) < 1 
        E(k,:) = 1; 
    else 
        E(k,:) = E(k,:); 
    end 
end 
 
E_Field = [nodes(:,1:3) E];%Elements are built from gv file and each material is applied 
to corresponding element 
 
%Assign the Modulus values to the elements 
 













%Create Modulus.inp File for input 
 
fid2 = fopen('Modulus.inp','w'); 
q=1; 
for q=1:length(E_Field)%Repeat fprintf for all nodes in model 
    fprintf(fid2,'Part-1.'); 
    fprintf(fid2,'%.f',q); 
    fprintf(fid2,','); 
    fprintf(fid2,'%.f',E(q)); 




%Format and print file as inp for Abaqus 
name_run = strcat(name,'_RUN.inp'); 




formatNode = '%.f,%.4f,%.4f,%.4f\n';%format the output for index,x,y,z 
fprintf(fid,formatNode, [node_form]'); 
fprintf(fid,'*Element,type=C3D8\n'); 
formatEle = '%.f,%.f,%.f,%.f,%.f,%.f,%.f,%.f,%.f\n';%format the output for index,elements 
fprintf(fid,formatEle,[ele_node_form]'); 
fprintf(fid,'*Elset, elset=Section-1, generate\n'); 
fprintf(fid,'1,  1024,       1\n'); 
fprintf(fid,'*Nset,nset=TOP,generate\n');%nset is defined by first node in set, last node 




fprintf(fid,'** Section: Section-1\n'); 











fprintf(fid,'\n*Node\n');%This defines the reference points 
fprintf(fid,'%.f,%.4f,%.4f,%.4f\n',[1 centre_top]);%1st 'TOP' Reference Point Position 
fprintf(fid,'%.f,%.4f,%.4f,%.4f\n',[2 centre_btm]);%2nd 'BTM' Reference Point Position 
fprintf(fid,'*Nset, nset=_PickedSet6, internal\n'); 
fprintf(fid,' 1,\n'); 
fprintf(fid,'*Nset, nset=_PickedSet7, internal\n'); 
fprintf(fid,' 2,\n'); 






fprintf(fid,'*Nset, nset=_PickedSet9, internal\n'); 
fprintf(fid,' 1,\n'); 
fprintf(fid,'** Constraint: BTM\n'); 
fprintf(fid,'*Rigid Body, ref node=_PickedSet7, tie nset=PART-1.BTM\n'); 
fprintf(fid,'** Constraint: TOP\n'); 





fprintf(fid,'1.,0.3, ,1.\n');%span the values of E 
fprintf(fid,'6e5.,0.3, ,6e5.\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** BOUNDARY CONDITIONS\n'); 
fprintf(fid,'**'); 




fprintf(fid,'*INITIAL CONDITIONS, TYPE=FIELD, VARIABLE=1, INPUT=Modulus.inp\n'); 
fprintf(fid,'** ----------------------------------------------------------------\n'); 
fprintf(fid,'**\n '); 
fprintf(fid,'** STEP: LOAD\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'*Step, name=LOAD, nlgeom=NO, inc=1000\n'); 
fprintf(fid,'*Static\n'); 
fprintf(fid,'0.1, 1., 1e-06, 1.\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** BOUNDARY CONDITIONS\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** Name: DISP Type: Displacement/Rotation\n'); 
fprintf(fid,'*Boundary\n'); 
fprintf(fid,'_PickedSet9, 1, 1\n'); 
fprintf(fid,'_PickedSet9, 2, 2\n'); 
fprintf(fid,'_PickedSet9, 3, 3,'); 
fprintf(fid,'%.4f\n',(-1)*disp); 
fprintf(fid,'_PickedSet9, 4, 4\n'); 
fprintf(fid,'_PickedSet9, 5, 5\n'); 
fprintf(fid,'_PickedSet9, 6, 6\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** OUTPUT REQUESTS\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'*Restart, write, frequency=0\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** FIELD OUTPUT: F-Output-1\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'*Output, field, variable=PRESELECT\n'); 
fprintf(fid,'*Node Output\n'); 
fprintf(fid,'CF,RF,U\n'); 
fprintf(fid,'*Element Output, direction=YES\n'); 








fprintf(fid,'** HISTORY OUTPUT: H-Output-1\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'*Output, history, variable=PRESELECT\n'); 
fprintf(fid,'*End Step'); 
fclose(fid); 
B.2 Abaqus® Input File with Nodal Material Mapping to Tetrahedral 
Meshes from QCT Data  
This script requires a tetrahedral mesh that has been separated into node and 
element .txt files. A DICOM stack is also required with the mesh aligned to 
the CT coordinate system.   
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%                                                                         % 
%    This script assigns nodal material properties based on nodal         % 
%   coordinates. Code uses functions ReadDicomStack and linear interp3    % 
%        modified from Dr. Andrew Speirs, Carleton University.            % 
%     ©2016 Nikolas K Knowles, University of Western Ontario              % 




%Load Text Files 
 
data = dlmread('14-02021L_625_10TET_NB_E_INT_Nodes.txt'); 
ele =  dlmread('14-02021L_625_10TET_NB_E_INT_Elements.txt'); 
nodes = data(:,2:4); 
 
%Load the DICOM images using the ReadDicomStack Function 
%I is the intensity array in 512x512xSlice# - IMPORTANT to note if indexed 
%as GV (0) or HU (-1024) - Code automatically adjusts for this 
 
[I,info,A]=ReadDicomStack('J:\OneDrive - The University of Western Ontario\QCT Material 
Mapping\DICOMs\14-02021L'); 
 
I = I - 1024; 
 
prompt1 = 'What is the file name?'; 
name = input(prompt1,'s'); 
 
prompt2 = 'What is the desired displacement value (0.5% strain)?'; 
disp = input(prompt2); 
 
prompt3 = 'What is sigmaCT of the calibration equation?'; 
sigma = input(prompt3); 
 





beta = input(prompt4); 
 
prompt5 = 'What is alpha of the Modulus equation?'; 
a = input(prompt5); 
 
prompt6 = 'What is beta of the Modulus equation?'; 
b = input(prompt6); 
 
prompt7 = 'What density type is require (1=app, 2=ash, 3=cal)?'; 





%Interpolate CT, giving intensity values at each node - X, Y index is 
%intentionally transposed to account for orientation of DICOM's - viewable 




int_min = min(I(:));%Check the minimum value of intensity 
 
HU = int; 
 
node_form = data; 
 
btm_z = min(nodes(:,3)); 






    if node_form(j,4) == top_z 
        top_set(n,:) = node_form(j,:); 
        n=n+1; 
    elseif node_form(j,4) == btm_z 
        btm_set(m,:) = node_form(j,:); 
        m=m+1; 
    end 
end 
 
%Define the spacing for the nset 
nset_top_spac = abs(top_set(2,1)-top_set(1,1)); 
nset_btm_spac = abs(btm_set(2,1)-btm_set(1,1)); 
 
%Define Reference Points for Centre of Top and Btm 
centre_top = min(top_set(:,2:4))/2 + max(top_set(:,2:4))/2;%Top Reference Point 
centre_btm = min(btm_set(:,2:4))/2 + max(btm_set(:,2:4))/2;%Btm Reference Point 
 









%Convert calibrated density to apparent or ash density (if required) 
 
density_app = density_cal*2.1973 + 0.0115;%change to desired experimental relationship 
 
density_ash = density_app*0.55; %As per Schileo et al. (2008) 
 
%Define the density measure used 
 
if dens == 1 
    density = density_app; 
elseif dens ==2 
    density = density_ash; 
elseif dens ==3 
    density = density_cal; 
end 
 
%Set minimum density to 0.01 
for k=1:size(density) 
    if density(k) < 0.01 
        density(k,:) = 0.01; 
    else 
        density(k,:) = density(k,:); 
    end 
end 
 
%Update HU Field to E field 
x=1; 
for x = 1:length(density) 
E(x,:) = a*((density(x))^b); 
end 
 
%Set minimum modulus to 1 MPa 
 
for k=1:size(E) 
    if E(k) < 1 
        E(k,:) = 1; 
    else 
        E(k,:) = E(k,:); 
    end 
end 
 
E_Field = [nodes(:,1:3) E];%Elements are built from gv file and each material is applied 
to corresponding element 
 
%Create Modulus.inp File for input 
 
name_mod = strcat(name,'_Modulus.inp'); 
fid2 = fopen(name_mod,'w'); 
q=1; 
for q=1:length(E_Field)%Repeat fprintf for all nodes in model 
    fprintf(fid2,'Part-1.'); 
    fprintf(fid2,'%.f',q); 





    fprintf(fid2,'%.f',E(q)); 




%Format and print file as inp for Abaqus 
name_run = strcat(name,'_RUN.inp'); 













fprintf(fid,'*Nset,nset=TOP\n');%nset is defined by first node in set, last node in set, 
increment between node numbers and set 
p=1; 
o=1 
for p=1:length(top_set)%Repeat fprintf for top_set for number of nodes in set 
    fprintf(fid,'%.f,',top_set(p,1)); 
    o = o+1; 
    if o == 16 
        fprintf(fid,'\n'); 
        o=0; 





for p=1:length(btm_set)%Repeat fprintf for top_set for number of nodes in set 
    fprintf(fid,'%.f,',btm_set(p,1)); 
    o = o+1; 
    if o == 16 
        fprintf(fid,'\n'); 
        o=0; 
    end 
end 
fprintf(fid,'\n**Section: Section-1\n'); 















fprintf(fid,'\n*Node\n');%This defines the reference points 
fprintf(fid,'%.f,%.4f,%.4f,%.4f\n',[1 centre_top]);%1st 'TOP' Reference Point Position 
fprintf(fid,'%.f,%.4f,%.4f,%.4f\n',[2 centre_btm]);%2nd 'BTM' Reference Point Position 
fprintf(fid,'*Nset, nset=_PickedSet6, internal\n'); 
fprintf(fid,' 1,\n'); 
fprintf(fid,'*Nset, nset=_PickedSet7, internal\n'); 
fprintf(fid,' 2,\n'); 
fprintf(fid,'*Nset, nset=_PickedSet8, internal\n'); 
fprintf(fid,' 2,\n'); 
fprintf(fid,'*Nset, nset=_PickedSet9, internal\n'); 
fprintf(fid,' 1,\n'); 
fprintf(fid,'** Constraint: BTM\n'); 
fprintf(fid,'*Rigid Body, ref node=_PickedSet7, tie nset=PART-1.BTM\n'); 
fprintf(fid,'** Constraint: TOP\n'); 





fprintf(fid,'1.,0.3, ,1.\n');%span the values of E 
fprintf(fid,'6e5.,0.3, ,6e5.\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** BOUNDARY CONDITIONS\n'); 
fprintf(fid,'**'); 








fprintf(fid,'** STEP: LOAD\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'*Step, name=LOAD, nlgeom=NO, inc=1000\n'); 
fprintf(fid,'*Static\n'); 
fprintf(fid,'0.1, 1., 1e-06, 1.\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** BOUNDARY CONDITIONS\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** Name: DISP Type: Displacement/Rotation\n'); 
fprintf(fid,'*Boundary\n'); 
fprintf(fid,'_PickedSet9, 1, 1\n'); 
fprintf(fid,'_PickedSet9, 2, 2\n'); 
fprintf(fid,'_PickedSet9, 3, 3,'); 
fprintf(fid,'%.4f\n',(-1)*disp); 
fprintf(fid,'_PickedSet9, 4, 4\n'); 
fprintf(fid,'_PickedSet9, 5, 5\n'); 
fprintf(fid,'_PickedSet9, 6, 6\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** OUTPUT REQUESTS\n'); 
fprintf(fid,'**\n'); 






fprintf(fid,'** FIELD OUTPUT: F-Output-1\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'*Output, field, variable=PRESELECT\n'); 
fprintf(fid,'*Node Output\n'); 
fprintf(fid,'CF,RF,U\n'); 
fprintf(fid,'*Element Output, direction=YES\n'); 




fprintf(fid,'** HISTORY OUTPUT: H-Output-1\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'*Output, history, variable=PRESELECT\n'); 
fprintf(fid,'*End Step'); 
fclose(fid); 
B.3 Abaqus® Input File with Nodal Material Mapping to Whole-Bone 
Tetrahedral Meshes from QCT Data  
This script requires a tetrahedral mesh that has been separated into node and 
element .txt files. A DICOM stack is also required with the mesh aligned to 
the CT coordinate system. A .txt with the surface nodes listed is required to 
determine partial volume effects. This can be generated using a node set 






%                                                                         % 
%    This script assigns nodal material properties based on nodal         % 
%   coordinates. Partial Volume effects are reduced as per Helgason       % 
%   et. al. (2008), using the nearest internal node method. Code          % 
%   uses functions ReadDicomStack and linear interp3 modified from        % 
%         from Dr. Andrew Speirs, Carleton University.                    % 
%     ©2016 Nikolas K Knowles, University of Western Ontario              % 




%Load Text File of nodes 
 
data = dlmread('L180375_TET_DVC_DRIVEN_NODE-HU_Nodes.inp'); 
nodes = data(:,2:4); 
ele =  dlmread('L180375_TET_DVC_DRIVEN_NODE-HU_Elements.inp'); 






%Import Surface Nodes 
nodes_surf_temp = dlmread('L180375_Surf_Nodes.inp');%Export 
nodes_surf = reshape(nodes_surf_temp,[],1);%Format as column 
nodes_surf = nodes_surf(nodes_surf>0);%remove zero caused by column reshaping 
nodes_surf_xyz = [nodes_surf data(nodes_surf,2:4)];%Create array with surface nodes 
#,x,y,z 
 
%Import Internal Nodes 
nodes_int = setdiff(data(:,1),nodes_surf);%Collect all nodes that are not on the surface 
nodes_int_xyz = [nodes_int data(nodes_int,2:4)];%Create array with internal nodes #,x,y,z 
 
%Load the DICOM images using the ReadDicomStack Function 
%I is the intensity array in 512x512xSlice# 
 
[I,info,A]=ReadDicomStack('D:\OneDrive - The University of Western Ontario\DVC Material 
Mapping\L180375 DICOMS'); 
 
I = I - 1024; 
 
sigma = 1.525709776; 
beta = -18.56463983; 
 
%low thresh (in HU) 
lowthresh=-5; 
a1 = 1; 
b1 = 0; 
 
%Middle Equation - Trabecular bone 
a2 = 32790; 
b2 = 2.307; 
 
%High Equation - Cortical Bone 
highthresh=673; 
a3 = 10200; 




%Interpolate CT, giving intensity values at each node - X, Y index is 
%intentionally transposed to account for orientation of DICOM's - viewable 
%with imshow(I(:,:,1), []),impixelinfo 
 
int=interp3(I,continuousIndex(:,2),continuousIndex(:,1),continuousIndex(:,3),'*linear');%
Trilinear interpolation of the Native HU Scaler Field 
 
int_min = min(I(:));%Check the minimum value of intensity 
 
HU = int; 
 
%Collect the native HU Values for surface and internal nodes with x,y,z 
nodes_surf_all = [nodes_surf_xyz HU(nodes_surf)]; 





node_search = dsearchn(nodes_int_all(:,2:4),nodes_surf_all(:,2:4));%This function 
determines the closest internal (volume) node from the list of surface nodes 
 
% Apply new HU values 
i=1; 
for i=1:length(node_search)%Loop through each indexed node 
         node_search_idx = node_search(i,1); 
            if nodes_int_all(node_search_idx,5) > nodes_surf_all(i,5) 
                new_surf_node_HU(i,:) = [nodes_surf_all(i,1:4) 
nodes_int_all(node_search_idx,5)];%Collect the new HU value for each surface node with 
node #,X,Y,Z,HU 
            else 
                new_surf_node_HU(i,:) = [nodes_surf_all(i,1:5)]; 
    end 
end 
 
% Combine PVE Corrected HU values and apply Density & Modulus 
 
new_node_HU = [new_surf_node_HU;nodes_int_all];%Combine the updated surface node HU, and 
keep all original internal node HU 
structured_node_HU = sortrows(new_node_HU,1); 
new_HU = structured_node_HU(:,5); 
 





%Convert calibrated density to apparent or ash density (if required) 
 
density_app = density_cal*2.192 + 0.007;%change to desired experimental relationship 
 




for x = 1:length(density_cal)%Change density type to desired relationship (ash, app, cal) 
 
    if (new_HU(x) < lowthresh) 
        E(x,:) = a1*((density_cal(x))^b1); 
        density(x,:) = density_cal(x); 
 
    elseif (new_HU(x) > lowthresh) && (new_HU(x) < highthresh) 
        E(x,:) = a2*((density_cal(x))^b2); 
        density(x,:) = density_cal(x); 
 
    elseif (new_HU(x) > highthresh) 
        E(x,:) = a3*((density_ash(x))^b3); 
        density(x,:) = density_ash(x); 
 












E_Field = [nodes(:,1:3) E];%Elements are built from gv file and each material is applied 
to corresponding element 
 
%Create Modulus.inp File for input 
 
name_mod = strcat(name,'_Modulus_EQ1.inp'); 
fid2 = fopen(name_mod,'w'); 
q=1; 
for q=1:length(E_Field)%Repeat fprintf for all nodes in model 
    fprintf(fid2,'PART-1-1.'); 
    fprintf(fid2,'%.f',q); 
    fprintf(fid2,','); 
    fprintf(fid2,'%.f',E(q)); 
    fprintf(fid2,'\n'); 
end 
fclose(fid2); 
%Format and print file as inp for Abaqus 
name_run = strcat(name,'_RUN_EQ1.inp'); 









fprintf(fid,'*INCLUDE,input=');%Input the DVC NSET File 
fprintf(fid,'%s',name); 
fprintf(fid,'_NSET.inp'); 














fprintf(fid,'-42.003,    -122.7832,     153.0863\n');%CHANGE THIS FOR EACH SPECIMEN 












fprintf(fid,'1.,0.3, ,1.\n');%span the values of E 
fprintf(fid,'%.f',max(E)); 




fprintf(fid,'*INITIAL CONDITIONS, TYPE=FIELD, VARIABLE=1, INPUT=');%Include the material 




fprintf(fid,'** STEP: LOAD\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'*Step, name=LOAD, nlgeom=NO, inc=1000\n'); 
fprintf(fid,'*Static\n'); 
fprintf(fid,'0.1, 1., 1e-06, 1.\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** BOUNDARY CONDITIONS\n'); 
fprintf(fid,'**'); 
fprintf(fid,'\n*INCLUDE,input=');%Input the BCs File 
fprintf(fid,'%s',name); 
fprintf(fid,'_BCs.inp'); 
fprintf(fid,'\n** OUTPUT REQUESTS\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'*Restart, write, frequency=0\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** FIELD OUTPUT: F-Output-1\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'*Output, field, variable=PRESELECT\n'); 
fprintf(fid,'*Node Output\n'); 
fprintf(fid,'CF,RF,U\n'); 
fprintf(fid,'*Element Output, direction=YES\n'); 




fprintf(fid,'** HISTORY OUTPUT: H-Output-1\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'*Output, history, variable=PRESELECT\n'); 
fprintf(fid,'*End Step'); 
fclose(fid); 
B.4 Abaqus® Input File with Homogeneous Material Properties from 
Hexahedral MicroCT Data 
This code generates the Abaqus® input file with uniform boundary conditions, 





tissue modulus. The inputs are node and element separated .inp files generated with the 





%                                                                         % 
%    This code creates the BC's, Contraints, Load/Disp, Step(s),& RF's    % 
%    generating the Abaqus input file for linear compression analysis     % 
%       The code prompts for desired displacement and specimen ID         % 
%        ©2017 Nikolas K Knowles, University of Western Ontario           % 
%                                                                         % 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
%Load Text File of nodes from Hex Generator (Faieghi et al. 2019) 
 
prompt2 = 'What is the file name?'; 
name = input(prompt2,'s'); 
name_nodes = strcat(name,'_Nodes.inp'); 
name_elements = strcat(name,'_Elements.inp'); 
 
data = dlmread(name_nodes);%read nodes 
nodes = data(:,1:4);%x,y,z of nodes 
 
elements = dlmread(name_elements);%read element. To be able to collect all nodes for 
element set in material definition 
 
prompt = 'What is the desired displacement value (0.5% strain)?'; 
disp = input(prompt,'s'); 
 
%Create Node sets for Top (max z) and Btm(min z) 
 
btm_z = min(nodes(:,4)); 






    if nodes(j,4) == top_z 
        top_set(n,:) = nodes(j,:); 
        n=n+1; 
    elseif nodes(j,4) == btm_z 
        btm_set(m,:) = nodes(j,:); 
        m=m+1; 
    end 
end 
 
%Define the spacing for the nset. Reza's nodes are non-incrementally 
%spaced, so format node sets for complete list of nodes in set 





btm_set_form = btm_set(:,1); 
 
%Define Reference Points for Centre of Top and Btm 
centre_top = min(top_set(:,2:4))/2 + max(top_set(:,2:4))/2;%Top Reference Point 










pbaspect([1 1 1]) 
 
%Format and print file as inp for Abaqus 
name_run = strcat(name,'_RUN.inp'); 















fprintf(fid,'\n*Elset, elset=_PickedSet4, internal, generate\n');%Create element set for 
















fprintf(fid,'\n*Node\n');%This defines the reference points 
fprintf(fid,'%.f,%.4f,%.4f,%.4f\n',[1 centre_top]);%1st 'TOP' Reference Point Position 
fprintf(fid,'%.f,%.4f,%.4f,%.4f\n',[2 centre_btm]);%2nd 'BTM' Reference Point Position 






fprintf(fid,'*Nset, nset=_PickedSet7, internal\n'); 
fprintf(fid,' 2,\n'); 
fprintf(fid,'*Nset, nset=_PickedSet8, internal\n'); 
fprintf(fid,' 2,\n'); 
fprintf(fid,'*Nset, nset=_PickedSet9, internal\n'); 
fprintf(fid,' 1,\n'); 
fprintf(fid,'** Constraint: BTM\n'); 
fprintf(fid,'*Rigid Body, ref node=_PickedSet7, tie nset=PART-1.BTM\n'); 
fprintf(fid,'** Constraint: TOP\n'); 









fprintf(fid,'** BOUNDARY CONDITIONS\n'); 
fprintf(fid,'**'); 





fprintf(fid,'** STEP: LOAD\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'*Step, name=LOAD, nlgeom=NO, inc=1000\n'); 
fprintf(fid,'*Static\n'); 
fprintf(fid,'0.5, 1., 1e-06, 1.\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** BOUNDARY CONDITIONS\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** Name: DISP Type: Displacement/Rotation\n'); 
fprintf(fid,'*Boundary\n'); 
fprintf(fid,'_PickedSet9, 1, 1\n'); 
fprintf(fid,'_PickedSet9, 2, 2\n'); 
fprintf(fid,'_PickedSet9, 3, 3,'); 
fprintf(fid,'%.4f\n',(-1)*disp); 
fprintf(fid,'_PickedSet9, 4, 4\n'); 
fprintf(fid,'_PickedSet9, 5, 5\n'); 
fprintf(fid,'_PickedSet9, 6, 6\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** OUTPUT REQUESTS\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'*Restart, write, frequency=0\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** FIELD OUTPUT: F-Output-1\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'*Output, field, variable=PRESELECT\n'); 
fprintf(fid,'*Node Output\n'); 
fprintf(fid,'CF,RF,U\n'); 









fprintf(fid,'** HISTORY OUTPUT: H-Output-1\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'*Output, history, variable=PRESELECT\n'); 
fprintf(fid,'*End Step'); 
fclose(fid); 
B.5 Abaqus® Input File with Heterogeneous Material Properties from 
Hexahedral MicroCT Data 
This code generates the Abaqus® input file with uniform boundary conditions, 
loads/displacements, steps, and outputs for microFEMs generated with heterogeneous 
tissue modulus. The inputs are node, element, elsets, and materials separated .inp files 





%                                                                         % 
%    This code creates the BC's, Contraints, Load/Disp, Step(s),& RF's    % 
%    generating the Abaqus input file for linear compression analysis     % 
%       The code prompts for desired displacement and specimen ID         % 
%        ©2017 Nikolas K Knowles, University of Western Ontario           % 
%                                                                         % 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
%Load Text File of nodes from Reza's Hex Generator 
 
prompt2 = 'What is the file name?'; 
name = input(prompt2,'s'); 
name_nodes = strcat(name,'_Nodes_HETEROGENEOUS.inp'); 
name_elements = strcat(name,'_Elements_HETEROGENEOUS.inp'); 
 
data = dlmread(name_nodes);%read nodes 
nodes = data(:,1:4);%x,y,z of nodes 
 
elements = dlmread(name_elements);%read element. To be able to collect all nodes for 
element set in material definition 
 
prompt = 'What is the desired displacement value (0.5% strain)?'; 
disp = input(prompt,'s'); 
 
%Create Node sets for Top (max z) and Btm(min z) 
 











    if nodes(j,4) == top_z 
        top_set(n,:) = nodes(j,:); 
        n=n+1; 
    elseif nodes(j,4) == btm_z 
        btm_set(m,:) = nodes(j,:); 
        m=m+1; 
    end 
end 
 
%Define the spacing for the nset. Reza's nodes are non-incrementally 
%spaced, so format node sets for complete list of nodes in set 
top_set_form = top_set(:,1); 
btm_set_form = btm_set(:,1); 
 
%Define Reference Points for Centre of Top and Btm 
centre_top = min(top_set(:,2:4))/2 + max(top_set(:,2:4))/2;%Top Reference Point 










pbaspect([1 1 1]) 
 
%Format and print file as inp for Abaqus 
name_run = strcat(name,'_RUN_HETEROGENEOUS.inp'); 

































fprintf(fid,'\n*Node\n');%This defines the reference points 
fprintf(fid,'%.f,%.4f,%.4f,%.4f\n',[1 centre_top]);%1st 'TOP' Reference Point Position 
fprintf(fid,'%.f,%.4f,%.4f,%.4f\n',[2 centre_btm]);%2nd 'BTM' Reference Point Position 
fprintf(fid,'*Nset, nset=_PickedSet6, internal\n'); 
fprintf(fid,' 1,\n'); 
fprintf(fid,'*Nset, nset=_PickedSet7, internal\n'); 
fprintf(fid,' 2,\n'); 
fprintf(fid,'*Nset, nset=_PickedSet8, internal\n'); 
fprintf(fid,' 2,\n'); 
fprintf(fid,'*Nset, nset=_PickedSet9, internal\n'); 
fprintf(fid,' 1,\n'); 
fprintf(fid,'** Constraint: BTM\n'); 
fprintf(fid,'*Rigid Body, ref node=_PickedSet7, tie nset=PART-1.BTM\n'); 
fprintf(fid,'** Constraint: TOP\n'); 









fprintf(fid,'** BOUNDARY CONDITIONS\n'); 
fprintf(fid,'**'); 





fprintf(fid,'** STEP: LOAD\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'*Step, name=LOAD, nlgeom=NO, inc=1000\n'); 
fprintf(fid,'*Static\n'); 
fprintf(fid,'0.5, 1., 1e-06, 1.\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** BOUNDARY CONDITIONS\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** Name: DISP Type: Displacement/Rotation\n'); 
fprintf(fid,'*Boundary\n'); 
fprintf(fid,'_PickedSet9, 1, 1\n'); 
fprintf(fid,'_PickedSet9, 2, 2\n'); 






fprintf(fid,'_PickedSet9, 4, 4\n'); 
fprintf(fid,'_PickedSet9, 5, 5\n'); 
fprintf(fid,'_PickedSet9, 6, 6\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** OUTPUT REQUESTS\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'*Restart, write, frequency=0\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'** FIELD OUTPUT: F-Output-1\n'); 
fprintf(fid,'**\n'); 
fprintf(fid,'*Output, field, variable=PRESELECT\n'); 
fprintf(fid,'*Node Output\n'); 
fprintf(fid,'CF,RF,U\n'); 
fprintf(fid,'*Element Output, direction=YES\n'); 




fprintf(fid,'** HISTORY OUTPUT: H-Output-1\n'); 
fprintf(fid,'**\n'); 
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Western Graduate Research Scholarship  
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$35,000 2015 – 2019 
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Featured Article, Quantification of the Position, Orientation 
and Surface Area of Posterior Bone Loss in Type B2 
Glenoids 
The Journal of Shoulder and Elbow Surgery 24(4) issue 
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Academic Scholarship          
Carleton University, Ottawa, ON 
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Ontario International Education Opportunity Scholarship 
(OIEOS) 
ICSAT, Faridabad, India & Algonquin College, Ottawa, ON 
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Dr. Louis Ferreira, Dr. George Athwal, Dr. Daniel Langohr,  
Nikolas Knowles 
Development and Validation of Computational Models for  
Glenohumeral Joint Simulations  
$15,000 2015 – 2017 
Western Bone and Joint Institute Catalyst Grant                  
Dr. Louis Ferreira, Dr. George Athwal, Nikolas Knowles 
Development and Validation of Patient-Specific 3D-Printed 
Bone Models with Heterogeneous Bone Density Distributions for  
Implant Design and Surgical Evaluation 
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Gupta A, Knowles NK, Athwal GS, Ferreira LM. (October 2017). Relationships of Scapular 
Plane Definitions: Application to Glenoid Fixation in Total Shoulder Arthroplasty. 44th 
Japan Shoulder Society and 1st Asia-Pacific Shoulder and Elbow Symposium. Tokyo, JP 
(International) (Poster) 
 
Knowles NK, Langohr GDG, Ferreira LM, Athwal GS. (September 2017). Glenoid Component 
Fixation in Total Shoulder Arthroplasty. International Society for Technology in 
Arthroplasty (ISTA) 2017. Seoul, Korea (International) (Podium) 
 
Gupta A, Knowles NK, Athwal GS, Ferreira LM. (July 2017).  Morphologic Analysis of the 
Three Columns of the Scapula: Surgical Implications in Reverse Shoulder Arthroplasty. 
The XXVI Congress of the International Society of Biomechanics. Brisbane, AU. 
(International) (Podium) 
 
Gupta A, Knowles NK, Athwal GS, Ferreira LM. (July 2017). Relationships of Scapular Plane 
Definitions: Application to Glenoid Fixation in Total Shoulder Arthroplasty. The XXVI 
Congress of the International Society of Biomechanics. Brisbane, AU. (International) 
(Poster) 
 
Gupta A, Knowles NK, Athwal GS, Ferreira LM. (June 2017).  Morphologic Analysis of the 
Three Columns of the Scapula: Surgical Implications in Reverse Shoulder Arthroplasty. 






Chan K, Knowles NK, Chaoui J, Walch G, Ferreira LM, Athwal GS. Characterization of the 
Walch B3 Glenoid in Primary Osteoarthritis. The 2017 COA/CORS Annual Meeting. 
Ottawa, ON. (National) (Podium) 
 
Chan K, Knowles NK, Chaoui J, Walch G, Ferreira LM, Athwal GS. Is the Walch B3 Glenoid 
Erosion Significantly Worse than the B2? The 2017 COA/CORS Annual Meeting. 
Ottawa, ON. (National) (Poster) 
 
Skerratt G, Knowles NK, Wilson TD, Ferreira LM. (April 2017). Novel Methodology for Muscle 
Volumization: 3D Laser Surface Scanning Meets CT. Experimental Biology 2017. 
Chicago, IL. (International) (Poster) 
 
Knowles NK, Nelson A, Ferreira LM. (March 2017). Computational Evaluation of Glenoid Bone 
Loading using Micro-CT. 15 Annual Imaging Network Ontario Symposium. London, 
ON. (National) (Podium) 
 
McGregor M, Banyan S, Knowles NK, Johnson JA, Lalone EA. (March 2017). The Effects of 
Transverse Bone Region on Cortical and Trabecular Bone Mineral Density at the Distal 
Radius. The 2017 Annual Meeting of the Orthopaedic Research Society (ORS), San 
Diego, CA (International) (Poster) 
 
West E, Knowles NK, Ferreira LM, Athwal GS. (March 2017). Comparison of Humeral Head 
Retroversion by Sex and Measurement Technique. The 2017 Annual Meeting of the 
Orthopaedic Research Society (ORS), San Diego, CA (International) (Poster) 
 
Reeves JM, Knowles NK, Ferreira LM, Athwal GS, Johnson JA. (March 2017). Methods for 
Post-Hoc Quantitative CT Bone Scan Calibration: Empty Chamber and Regression. The 
2017 Annual Meeting of the Orthopaedic Research Society (ORS), San Diego, CA 
(International) (Poster) 
 
Gupta A, Knowles NK, Athwal GS, Ferreira LM. (March 2017). Relationships of Scapular Plane 
Definitions: Application to Glenoid Fixation in Total Shoulder Arthroplasty. The 
2017Annual Meeting of the Orthopaedic Research Society (ORS), San Diego, CA 
(International) (Poster) 
 
Gupta A, Knowles NK, Athwal GS, Ferreira LM. (March 2017).  Morphologic Analysis of the 
Three Columns of the Scapula: Surgical Implications in Reverse Shoulder Arthroplasty. 
The 2017Annual Meeting of the Orthopaedic Research Society (ORS), San Diego, CA 
(International) (Poster) 
 
Skerratt G, Knowles NK, Wilson TD, Ferreira LM. (October 2016). 3D Laser Surface Scanned 
Musculature and Co-Registration with CT. Western Anatomy and Cell Biology Research 
Day. London, ON. (Institutional) (Poster) 
 
West E, Knowles NK, Ferreira LM, Athwal GS. (October 2016). Comparison of Humeral Head 
Osteotomy using Anatomic and Guide-Assisted Cuts. International Society for 







West E, Knowles NK, Ferreira LM, Athwal GS. (October 2016). Comparison of Humeral Head 
Retroversion by Sex and Measurement Technique. International Society for Technology 
in Arthroplasty 2016 Meeting. Boston, MA. (International) (Podium)  
 
Gupta A, Knowles NK, Ferreira LM, Athwal GS. (October 2016). Morphologic Analysis of the  
Three Columns of the Scapula: Surgical Implications in Reverse Shoulder Arthroplasty. 
International Society for Technology in Arthroplasty 2016 Meeting. Boston, MA. 
(International) (Podium)  
 
Knowles NK, Ferreira LM, Athwal GS. (June 2016). Premorbid Retroversion is Significantly 
Greater in Type B2 Glenoids.  2016 Summer Biomechanics, Bioengineering and 
Biotransport Conference. National Harbor, MD. (International) (Podium)  
 
Knowles NK, Langohr GDG, Athwal GS, Ferreira LM. (June 2016). A Finite Element Analysis 
of Augmented Glenoid Components. 2016 Summer Biomechanics, Bioengineering and 
Biotransport Conference. National Harbor, MD. (International) (Poster)  
 
Knowles NK, Carroll MJ, Keener JD, Ferreira LM, Athwal GS. (June 2016). A Comparison of 
Normal and Osteoarthritic Humeral Head Size and Morphology. 2016 Summer 
Biomechanics, Bioengineering and Biotransport Conference. National Harbor, MD. 
(International) (Poster)  
 
West E, Knowles NK, Ferreira LM, Athwal GS. (June 2016). Comparison of Humeral Head 
Osteotomy using Anatomic and Guide-Assisted Cuts. 2016 Summer Biomechanics, 
Bioengineering and Biotransport Conference. National Harbor, MD. (International) 
(Poster)  
 
Knowles NK, Langohr GDG, Athwal GS, Ferreira LM.  (June 2016) A Finite Element Analysis 
of Augmented Glenoid Components. The 2016 Annual Meeting of the Canadian 
Orthopaedic Association (COA). Quebec City, QC. (International) (Poster) 
 
Knowles NK, Ferreira LM, Athwal GS. (June 2016). Premorbid Retroversion is Significantly 
Greater in Type B2 Glenoids. The 2016 Annual Meeting of the Canadian Orthopaedic 
Association (COA). Quebec City, QC. (International) (Poster) 
 
West E, Knowles NK, Ferreira LM, Athwal GS. (June 2016). Comparison of Humeral Head 
Osteotomy using Anatomic and Guide-Assisted Cuts, The 2016 Annual Meeting of the 
Canadian Orthopaedic Association (COA). Quebec City, QC. (International) (Podium) 
 
Knowles NK, Langohr GDG, Athwal GS, Ferreira LM. (May 2016) A Finite Element Analysis 
of Augmented Glenoid Components. The 13th International Congress of Shoulder and 
Elbow Surgery, Jeju, South Korea (International) (Podium)  
 
Knowles NK, Langohr GDG, Athwal GS, Ferreira LM. (May 2016) A Custom  
Micro-CT Glenoid Loading Device for Cadaveric Glenoid Testing. Biomedical 
Engineering (BME) Research Day. London, ON (Institutional) (Poster) 
 
West E, Knowles NK, Ferreira LM, Athwal GS. (June 2016). Comparison of Humeral Head 
Osteotomy using Anatomic and Guide-Assisted Cuts. The Canadian Bone and Joint 






Reeves JM, Knowles NK, Ferreira LM, Athwal GS, Johnson JA. (April 2016). Post-Hoc 
Calibration Methods in Quantitative Computed Tomography. The Canadian Bone and 
Joint Conference (National) (Poster) 
 
Knowles NK, Langohr GDG, Athwal GS, Ferreira LM. (April 2016) A Finite Element Analysis 
of Augmented Glenoid Components. The Canadian Bone and Joint Conference 
(National) (Poster) 
 
Knowles NK, Carroll MJ, Keener JD, Ferreira LM, Athwal GS. (March 2016) A Comparison of 
Normal and Osteoarthritic Humeral Head Size and Morphology. London Health Research 
Day. London, ON. (Institutional) (Poster) 
 
West E, Knowles NK, Ferreira LM, Athwal GS. (June 2016). Comparison of Humeral Head 
Osteotomy using Anatomic and Guide-Assisted Cuts. London Health Research Day. 
London, ON. (Institutional) (Poster) 
 
Knowles NK, Langohr GDG, Athwal GS, Ferreira LM. (March 2016) A Finite Element Analysis 
of Augmented Glenoid Components. The 2016 Annual Meeting of the Orthopaedic 
Research Society (ORS), Orlando, FL. (International) (Poster)  
 
Knowles NK, Ferreira LM, Athwal GS. (March 2016). Premorbid Retroversion is Significantly 
Greater in Type B2 Glenoids. The 2016 Annual Meeting of the Orthopaedic Research 
Society (ORS), Orlando, FL. (International) (Poster)  
 
Knowles NK, Carroll MJ, Keener JD, Ferreira LM, Athwal GS. (March 2016) A Comparison of 
Normal and Osteoarthritic Humeral Head Size and Morphology. The 2016 Annual 
Meeting of the Orthopaedic Research Society (ORS), Orlando, FL. (International) 
(Poster)  
 
Knowles NK, Langohr GDG, Athwal GS, Ferreira LM. (March 2016) A Finite Element Analysis 
of Augmented Glenoid Components. American Shoulder and Elbow Surgeons Open 
Meeting. Orlando, FL. (International) (Podium)  
 
Knowles NK, Langohr GDG, Athwal GS, Ferreira LM. (October 2015) A Finite Element 
Analysis of Augmented Glenoid Components. American Shoulder and Elbow Surgeons 
Closed Meeting. Asheville, NC. (International) (Podium)  
 
Knowles NK, Ferreira LM, Athwal GS. (September 2015). Premorbid Retroversion is 
Significantly Greater in Type B2 Glenoids. Computer Methods in Biomechanics and 
Biomedical Engineering & Imaging and Visualization. Montreal, QC. (International) 
(Poster)  
 
Knowles NK, Langohr GDG, Ferreira LM, Athwal GS. (September 2015) A Finite Element 
Analysis of Augmented Glenoid Components. Computer Methods in Biomechanics and 
Biomedical Engineering & Imaging and Visualization.  Montreal, QC. (International) 
(Podium)  
 
Knowles NK, Carroll MJ, Keener JD, Ferreira LM, Athwal GS. (September 2015) Osteoarthritic 
Humeral Heads are Morphologically Different Than Non-Arthritic Humeral Heads. 
Computer Methods in Biomechanics and Biomedical Engineering & Imaging and 






Knowles NK, Keener JD, Ferreira LM, Athwal GS. (September 2015) Regional Bone Density 
Variations in Osteoarthritic Glenoids: A Comparison of Symmetric to Asymmetric (Type 
B2) Erosion Patterns. Computer Methods in Biomechanics and Biomedical Engineering 
& Imaging and Visualization. Montreal, QC. (International) (Podium)  
 
Knowles NK, Keener JD, Athwal GS, Ferreira LM. (September 2015) Quantification of the 
Position, Orientation and Surface Area of Posterior Bone Loss in Type B2 Glenoids. 
Computer Methods in Biomechanics and Biomedical Engineering & Imaging and 
Visualization. Montreal, QC. (International) (Podium)  
 
Knowles NK, Ferreira LM, Athwal GS. (September 2015) A Comparison of Augmented Glenoid 
Component Designs for Type B2 Erosions: Evaluation by Volume of Bone Removal, and 
Quality of Remaining Bone. Computer Methods in Biomechanics and Biomedical 
Engineering & Imaging and Visualization. Montreal, QC. (International) (Podium)  
 
Knowles NK, Ferreira LM, Keener JD, Athwal GS. (June 2015) Quantification of the Position, 
Orientation and Surface Area of Posterior Bone Loss in Type B2 Glenoids. 2015 Annual 
Meeting of the Canadian Orthopaedic Association (COA). Vancouver, BC. 
(International) (Podium)  
 
Knowles NK, Ferreira LM, Athwal GS. (June 2015) A Comparison of Augmented Glenoid 
Component Designs for Type B2 Erosions: Evaluation by Volume of Bone Removal, and 
Quality of Remaining Bone. 2015 Annual Meeting of the Canadian Orthopaedic 
Association (COA). Vancouver, BC. (International) (Podium)  
 
Knowles NK, Carroll MC, Ferreira LM, Keener JD, Athwal GS. (June 2015) An Anatomic Study 
of Normal and Osteoarthritic Humeral Head Size. 2015 Annual Meeting of the Canadian 
Orthopaedic Research Society (CORS). Vancouver, BC. (International) (Podium)  
 
Knowles NK, Ferreira LM, Keener JD, Athwal GS. (June 2015) Regional Bone Density 
Variations in Osteoarthritic Glenoids: A Comparison of Symmetric to Asymmetric (Type 
B2) Erosion Patterns. 2015 Annual Meeting of the Canadian Orthopaedic Research 
Society (CORS). Vancouver, BC. (International) (Podium)  
    
Knowles NK, Ferreira LM, Keener JD, Athwal GS. (March 2015) Quantification of the Position, 
Orientation and Surface Area of Posterior Bone Loss in Type B2 Glenoids. 2015 Annual 
Meeting of the American Academy of Orthopaedic Surgeons (AAOS). Las Vegas, NV. 
(International) (Poster)  
 
Knowles NK, Athwal GS, Keener JD, Ferreira LM. (October 2014) Regional Bone Density 
Variations in Osteoarthritic Glenoids: A Comparison of Symmetric to Asymmetric (Type 
B2) Erosion Patterns. American Shoulder and Elbow Surgeons Closed Meeting. 
Pinehurst, NC (International) (Poster)  
 
Knowles NK, Athwal GS, Keener JD, Ferreira LM. (July 2014) Morphology and Density 
Variations in Osteoarthritic Glenoids.7th World Congress of Biomechanics, Boston, MA 






Knowles NK, Gladwell M, Ferreira LM. (June 2014) An Intra-Bone Axial Load Transducer: 
Development and Validation in an In-Vitro Radius Model. Combined Meeting of the 
AOA/COA - CORS 2014, Montreal, QC (International) (Poster)  
 
Knowles NK, Richmond D, Athwal GS, Ferreira LM. (June 2014) Computed Tomography is 
Ineffective in Detecting Glenoid Bone Graft Resorption Following Reverse Shoulder 
Arthroplasty. Combined Meeting of the AOA/COA - CORS 2014. Montreal, QC 
(International) (Podium)  
 
Knowles NK, Ferreira LM, Richmond D, Athwal GS. (Mar 2014) The Effectiveness of CT to 
Determine Bone Graft Resorption after BIO-RSA. 60th Annual Meeting of the 
Orthopaedic Research Society. New Orleans, LA (International) (Poster)  
 
Knowles NK, Gladwell M, Ferreira LM. (Jan 2014) An Intra-Bone Axial Load Transducer: 
Development and Validation in an In-Vitro Radius Model. Bone and Joint Injury and 
Repair (BAJIR) Conference. London, ON (National) (Podium)  
 
 
 
