In this paper, we consider an inverse space-dependent source problem for a time-fractional diffusion equation by an adjoint problem approach; that is, to determine the space-dependent source term from a noisy final data. Based on the series expression of the solution for the direct problem, we improve the regularity of the weak solution for the direct problem under strong conditions, and we provide the existence and uniqueness for the adjoint problem. Further, we use the Tikhonov regularization method to solve the inverse source problem and provide a conjugate gradient algorithm to find an approximation to the minimizer of the Tikhonov regularization functional. Numerical examples in one-dimensional and two-dimensional cases are provided to show the effectiveness of the proposed method.
Introduction
Fractional diffusion equations have attracted wide attention in recent years. They can be used to describe anomalous diffusion phenomena instead of classical diffusion procedure. Time fractional diffusion equations are deduced by replacing the standard time derivative with a time-fractional derivative and they can describe super-diffusion and sub-diffusion phenomena [1, 2, 10, 11, 15] . The direct problems, i.e. initial value problems and initial boundary value problems for time-fractional diffusion equations, have been studied extensively in recent years. For instance, Luchko [9] proved the maximum principle for the time-fractional diffusion equation; Sakamoto and Yamamoto [14] gave the existence and uniqueness of weak solutions for the initial boundary value problems of fractional diffusion-wave equations. For the numerical methods, Jiang and Ma [5] proposed high-order finite element methods for time-fractional partial differential equations and Lin and Xu [7] studied the finite difference/spectral approximations for the time-fractional diffusion equation.
However, in some practical situations a part of boundary data or initial data, or diffusion coefficient, or source term may not be given and we want to find them by additional measurements data, which will yield some fractional diffusion inverse problems. For the theory aspects, the existence and uniqueness of inverse problems are important. Cheng, Nakagawa, Yamamoto and Yamazaki [3] obtained the uniqueness of the order α and the diffusion coefficient in a one-dimensional fractional diffusion equation based on the eigenfunction expansion. Miller and Yamamoto [12] obtained the uniqueness of the fractional order α and the zeroth order coefficient with the additional data u| ω×(0,T) by transforming the solution u into the solution of the wave equation. Liu, Rundell and Yamamoto [8] obtained the uniqueness of the inverse source problem by the strong maximum principle. For the numerical aspects, Wei and Wang [21] and Wei, Li and Li [19] used the conjugate gradient method to solve the inverse Robin coefficient problem and the time-dependent source identification problem for the time-fractional diffusion equation. Zhang and Xu [22] considered an inverse space-dependent source problem in the one-dimensional case by using the additional boundary data u(0, t). Tatar and Ulusoy [16] studied the inverse space-dependent source problem for the space-time-fractional diffusion equation with the final data and obtained the uniqueness by the analytic Fredholm theorem.
In this paper, we study an inverse space dependent source problem for a time-fractional diffusion equation in a bounded domain. Let Ω be a bounded domain in ℝ d with sufficient smooth boundary ∂Ω. We consider the following the time-fractional diffusion problem:
where 0 < α < 1 and ∂ α 0+ u(x, t) is the Caputo left-sided derivative defined by
and L is a symmetric uniformly elliptic operator defined on
in which the coefficients satisfy
If all functions f(x), g(t), a(x) are given, then problem (1.1) is a direct problem. The inverse problem is to determine the spatial source f(x) in problem (1.1) from the additional final data
In this paper, we always assume that For this kind of inverse source problem of fractional diffusion equations, there are some results. Zhang and Wei [23] used the truncation method to solve the inverse source problem with the final data and proved a conditional stability. Wang, Zhou and Wei [18] used the Tikhonov regularization method and a simplified Tikhonov regularization method to solve the inverse space-dependent problem and gave the convergence estimates. Wei and Wang [20] considered the multi-dimensional case by using a modified quasi-boundary value method to overcome the ill-posed problem. Wang and Wei [17] considered the multi-dimensional case by using a quasi-reversibility method to solve the inverse space-dependent problem.
Based on the existence and uniqueness of the weak solution for the direct problem we can transform the inverse source problem into a variational problem and then obtain the gradient of the regularization functional based on the adjoint problem. Then we use a conjugate gradient algorithm to solve the variational problem and use the discrepancy principle to find a suitable stopping step. Through this paper, we use a finite difference method in [7] to solve the direct problem and the sensitive problem, and use the Fourier method to solve the adjoint problem in all process of iterations.
In this paper, we propose a conjugate gradient algorithm to solve the Tikhonov regularization problem, which is more general than the one used in [18] while we should know the eigenvalues and eigenfunctions of the operator L. We know that in order to obtain the gradient of the Tikhonov regularization functional, we should deduce an adjoint problem of the direct problem. To do that, we need the integration by parts formula for the fractional derivatives which is unknown. Thus in this paper, we give originally a new integration by parts for time-fractional derivatives from which we can obtain a new-type adjoint problem which is based on the Riemann-Liouville fractional derivative. Existence and uniqueness of a weak solution for the adjoint problem are investigated. To our best knowledge, there is no related result in the references. This paper offers an entirely different approach to solve the inverse space-dependent problem comparing with the used methods in [17, 18, 20, 23] .
The paper is organized as follows. In Section 2, we present some preliminaries. The regularity of the direct problem as well as the existence and uniqueness for the adjoint problem are provided in Section 3. In Section 4, we transform the inverse problem into a variational problem and obtain the gradient of the Tikhonov regularization functional by an adjoint problem. In Section 5, we will show a conjugate gradient algorithm. In Section 6, the numerical results for two examples in the one-dimensional case and one example in the two-dimensional case are presented. In Section 7, we give a conclusion on the paper.
Preliminaries Definition 2.1. The Mittag-Leffler function is
where α > 0 and β ∈ ℂ are arbitrary constants.
Definition 2.2.
The generalized Mittag-Leffler function is defined for z ∈ ℂ, α, β, ρ ∈ ℂ, with ℜ(α) > 0 by 
Definition 2.6. Define the function spaces
with γ ∈ ℂ, 0 < ℜ(γ) < 1, and
Lemma 2.7. Let α, β ∈ ℂ, ℜ(α) > 0. We have
Proof.
By the definition of the generalized Mittag-Leffler function in (2.2), we have
as desired.
Definition 2.9. Define the function space
Proof. Denote g(t) = t 1−α v(t); by Definition 2.9, we know g(t) ∈ AC[0, T]. By Definition 2.3, we have
By Definition 2.4, we have
Lemma 2.12 (see [19] ).
Regularity of a weak solution for the direct problem and the existence and uniqueness for the adjoint problem
Denote the eigenvalues of L with homogeneous Dirichlet boundary condition as λ n and the corresponding eigenfunctions as ϕ n ∈ D(L), which means Lϕ n = λ n ϕ n , ϕ n | ∂Ω = 0, counting according to the multiplicities, we can set 0
Then D(L γ ) is a Hilbert space with the norm
By [14] , we know for the direct problem (1.1) that there exists a unique weak solution; in the following, we improve the regularity of the weak solution.
Proof. By the result in [14] , we know that the weak solution of the direct problem (1.1) is given by
It follows that
By Lemma 2.12, we know
by the regularity of the second-order elliptic operator. By (3.1), we have
We can see that
. From the proof above, we know
In the following, we consider an initial boundary value problem for the Riemann-Liouville fractional derivative equation as follows:
For problem (3.4) above, we can obtain the existence and uniqueness of a weak solution.
Theorem 3.2. Let ψ ∈ L 2 (Ω). Then there exists a unique solution for problem (3.4) and the solution satisfies v(x, t) ∈ C((0, T]; H
Proof. By separation of variables, we suppose that the solution is of the form v(
By a successive approximation method in [6] , we know that the solution of (3.5) is given by
Thus, the solution for (3.4) is of the form
we have
Since E α,α (−λ n t α ) in [6] is a continuous function for t ≥ 0, it is proved that
It follows from the continuity of E α,α (−λ n t α ) on t > 0 that Lv(x, t) ∈ C((0, T]; L 2 (Ω)) and thus we obtain that v(x, t) ∈ C((0, T]; H
with |E α,β (−λ n t α )| ≤ C for 0 < α < 2, β is an arbitrary real number in [14] . Then we have
We deduce that
Next we prove the uniqueness of the weak solution to (3.4) . Under the condition ψ = 0, we have to prove that problem (3.4) has only a trivial solution. Since {ϕ n (x)} n∈N is the orthonormal basis in L 2 (Ω), denote v n (t) = (v( ⋅ , t), ϕ n ) and suppose From (3.4) , we know v n satisfy (3.5). Due to the existence and uniqueness of the ordinary differential equation in [6] , we obtain that v n (t) = 0, n = 1, 2, 3, . . . . Since {ϕ n } n∈N is a complete orthonormal system in L 2 (Ω), we have v = 0 in Ω × (0, T).
In the next section, we will deduce an initial boundary value problem for the Riemann-Liouville fractional derivative equation as follows:
By the same proof, we can obtain the following theorem.
Theorem 3.3. Let ψ ∈ L 2 (Ω). Then there exists a unique solution for problem (3.8) and the solution satisfies v(x, t) ∈ C([0, T); H
2 (Ω) ∩ H 1 0 (Ω)) ∩ C T 1−α ([0, T]; L 2 (Ω)) and the estimate ‖v‖ L(0,T;L 2 (Ω)) ≤ C‖ψ‖ L 2 (Ω) . (3.9) Moreover, if ψ ∈ D(L), one has v(x, t) ∈ AC T 1−α ([0, T]; L 2 (Ω)) ∩ L(0, T; H 2 (Ω) ∩ H 1 0 (Ω)).
Tikhonov regularization method and gradient of functional
From [17] , we know that the spatial source f(x) can be determined uniquely by the final data. Here we propose a variational method to find an approximate solution. Define a mapping
where u f (x, t) is a weak solution of problem (1.1) given by Theorem 3.1, where
The inverse problem here is to solve the operator equation
where A is a bounded linear operator from L 2 (Ω) into H 2 (Ω). By the Sobolev embedding theorem, we can conclude that the space
Further, we know that the inverse problem is ill-posed. In order to deal with the possible numerical instability of the inverse problem, we solve problem (4.1) with the Tikhonov regularization method, that is, to define the Tikhonov regularization functional
where μ > 0 is a regularization parameter and
The first term expresses the error between the exact data and noisy data, and the second term denotes the penalty function for stabilizing the numerical solution. Then the inverse source problem is transformed into a variational problem: min In this paper, we deal with a numerical method for finding the minimizer of the functional (4.2). We use a conjugate gradient algorithm to solve the variational problem. The key work is to find the gradient of the Tikhonov functional. By using a sensitivity problem and an adjoint problem, we can obtain the gradient of the functional (4.2). We suppose that the solution u f has the regularity in Theorem 3.1. Let the source term f(x) be perturbed by a small amount δf(x) in L 2 (Ω). Then the forward solution u f has a small change w = u f +δf − u f which satisfies:
Sensitive Problem. We have 
where ⃗ n = (n 1 , n 2 , . . . , n d ) is the outside unit normal vector. In order to get the gradient of functional J(f), we need to find a function
by δf times a function. Therefore, we define an adjoint problem which is an initial boundary value problem such that we can obtain j(x) from (4.5) and (4.6). Suppose
be the solution of the following problem:
By Theorem 3.3, we know v n ∈ AC
. Then we can apply the boundary conditions in (4.5) and (4.7) to obtain
Adjoint Problem. We have
Passing to limit as n → ∞ in (4.8) and noting that g(t) ∈ C[0, T], we have
which implies that
Note that w(x, t) is the solution of the sensitive problem; by the proof of Theorem 3.1, we have
thus we conclude that
In order to solve the adjoint problem, we should take a transformation on t. Then denote τ = T − t and definẽ
0+ṽ (x, τ), thus we have the following problem:
Conjugate gradient algorithm for solving the variational problem
We use a conjugate gradient algorithm to find the approximate minimizer of J(f). Let f k be the kth approximate solution to f(x). We use the following iterative scheme:
where β k is a step size and d k is a descent direction in the kth iteration of the form
where γ k is given by
From (4.2), we have
where w k is a solution of the sensitive problem with δf = d k . By
we can get β k by
Next, we describe the process of the conjugate gradient algorithm: 
Numerical experiments
In this section, we present two examples in the one-dimensional case and one example in the two-dimensional case to verify the effectiveness of the conjugate gradient algorithm. In numerical computations, we always set T = 1. The noisy is generated by adding a random perturbation, i.e.
The corresponding noise level is calculated by δ = ‖h δ − h‖ L 2 (Ω) . To show the accuracy of the numerical solution of the conjugate gradient method, we compute the approximate error denoted by
where f k (x) is the source term reconstructed at the kth iteration and f(x) is the exact solution. The residual E k at the kth iteration is given by
In the iterative method, the key work is to find a well-stopping principle. In this paper, we use the Morozov discrepancy principle, i.e. we choose k satisfying the inequality
where τ > 1 is a constant. We use a finite difference method developed in [13, 24] to solve the direct problem and the sensitive problem. For the adjoint problem we use the series expression (3.6) to get the numerical results. x(1 − x) . The numerical results for this example by using the discrepancy principle for various noise levels in the cases of α = 0.3, α = 0.7 are shown in Figures 1a and 1b , respectively, by taking μ = 0, τ = 1.01. We can see that the numerical results for this example match the exact ones quite well even up to 10 % noise added in the "exact" final data u(x, T).
Example 2. Suppose
and the final data u(x, T) are obtained by solving the direct problem (1.1) with g(t) = sin(t) + 1 and initial value a(x) = exp(x) sin(2πx). The numerical results for this example by using the discrepancy principle for various noise levels in the cases of α = 0.3, α = 0.7 are shown in Figures 2a and 2b , respectively, by taking μ = 0, τ = 1.01. We can see that the numerical results for this example match the exact ones quite well even up to 10 % noise added in the "exact" final data u(x, T).
In the following, we investigate the effectiveness of regularization parameter and iterate step. In Figures 3-4 , we show the approximation errors e k and residuals E k for iteration steps k = 1 : 50 for Examples 1-2 with different regularization parameters for ϵ = 0.01 and α = 0.7. It is observed that the small regularization parameter μ yields faster convergence speeds and better numerical results than big μ. Thus the regularization parameter μ can be taken as zero in this study. In Figure 3a and Figure 4a , we can see that if μ is very small, the approximation errors decrease quickly to a minimizer, then increase with the increasing of iteration steps, which indicate the semi-convergence of the iterative method. In this paper we use the Morozov discrepancy principle to find a well-stopping step. Figure 7 presents the absolute error between exact source function and the numerical solutions for α = 0.3, α = 0.7; we can see that the numerical results match the exact ones quite well.
In Table 1 , we show the numerical errors e k of Example 3 for different noise levels ϵ in α = 0.3, α = 0.7. We can see that with the increasing of noise levels, the numerical errors e k are increasing. 
Conclusion
In this paper, we investigate an inverse space-dependent source problem for a time-fractional diffusion equation. The regularity of the direct problem as well as the existence and uniqueness of the adjoint problem are both proved. The conjugate gradient algorithm combined with the Morozov discrepancy principle is used to solve the regularized variational problem. Three numerical examples are provided to show that the conjugate gradient method is effective and stable for solving the inverse source problem.
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