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Introduction
In 1942, Burr introduced Burr type III distribution for modelling survival data or lifetime data. The cumulative distribution function and probability density function of Burr type III distribution, denoted by BurrIII(c, k), are given by
f (x) = ckx −(c+1) (1 + x −c ) −(k+1) , x > 0, c > 0, k > 0, (1.1) respectively. BurrIII(c, k) is much flexible and includes different kinds of distributions with varying degrees of skew and kurtosis. If we replace X with 1/X in Burr type III distribution, we can derive Burr type XII distribution. [8] and [11] discussed the properties and usefulness of Burr distributions. BurrIII(c, k) has been applied in areas of statistical modelling such as meteorology [20] , reliability [21] , and forestry [10] . A Bayesian procedure for Burr type III distribution based on double censoring was discussed in [1] .
For statistical inferences and modelling purposes, order statistics are getting popular. In 1995, Kamps introduced the generalized order statistics (GOS), as a unified approach to many models of ordered random variables such as ordinary order statistics, upper record values and sequential order statistics. In 2003, [6] introduced the dual generalized order statistics (DGOS), which is a dual model of GOS, to unify a variety of models of decreasingly ordered random variables such as reversed order statistics, lower record values, and lower Pfeifer records.
Let F (x) be an absolutely continuous distribution function, f (x) the corresponding density function, and X(r, n,m, q), r = 1, 2, · · · , n the corresponding DGOS. Then, the joint probability density function of the first n DGOS is f X (1,n,m,q) ,...,X(n,n,m,q) (x 1 , ..., x n ) = q
(1) with parameters q ≥ 1, n ≥ 2, and M r = n−1 j=r m j such that γ r = q + n − r + M r > 0 for all r ∈ {1, 2, ..., n}.
For the simple approach, we assume m 1 = m 2 = · · · = m n−1 = m. If m = 0 and q = 1, then (1.2) becomes the joint probability density function of n reversed order statistics from the independent and identically distributed (iid) random samples from F (x). If m = −1, then X(r, n, m, q) denotes the rth lower q-record value of the iid random variables. Lots of distributional properties and applications have been investigated by [2] , [5] , [6] , [12] , [15] , [16] , and [19] .
In the article, the main objective is to estimate two parameters c and k of Burr type III distribution based on DGOS with independent gamma priors. In Section 2, we remind maximum likelihood estimators in [16] to be compared with Bayes estimators. In Section 3, we discuss importance sampling, Gibbs sampler, and the prediction of future lower record values which can be obtained from DGOS as a special case with m = −1 and q = 1. In Section 4, MCMC simulation is performed for lower record values. Finally, a real data analysis of 50 arthritis pain relief times in hours by [22] is included.
Maximum Likelihood Estimation
In Section 2 of [16] , we showed the maximum likelihood estimation procedure. We want to remind maximum likelihood estimators of two parameters c and k of Burr type III distribution based on DGOS to make a comparison with Bayes estimators of c and k in the following section. Please take a look at [16] for details. From [16] , note that maximum likelihood estimator of k iŝ
where
.., n. Unfortunately, maximum likelihood estimator of c,ĉ M , can not be explicitly expressed but can be obtained through the nonlinear equation 
Bayes Estimation
In this section, to estimate parameters c and k of Burr type III distribution based on DGOS, we show Bayes estimators under importance sampling and Gibbs sampler. And we discuss the prediction of future lower record values which can be obtained from DGOS as a special case with m = −1 and q = 1.
Importance Sampling
.., X(n, n, m, q) (q ≥ 1, m is a real number) are n dual generalized order statistics drawn from BurrIII(c, k). Using (1.1) and (1.2), we can get the likelihood function
To do importance sampling, we need to modify this function. Note that x −(c+1) i = exp{−(c + 1) ln x i } for each i = 1, ..., n. If we use this technique, then we have another form of likelihood function
n ). Assuming that the parameters c and k are unknown, common choices for the prior distributions of k and c are independent gamma distributions
where α, β, γ and δ are chosen to have prior knowledge about k and c. Applying the priors, the joint posterior density function of c and k can be put as follows:
The marginal posterior density of c is obtained from (2.2), which is
Using (3.3) and importance sampling technique, the marginal posterior density of c is exactly expressed by
where E * means the expected value with respect to Γ(n + γ, δ) distribution. Under the squared error loss (SEL) function, Bayes estimator of c is
(3.5)
From (3.2), the conditional posterior density of k, given c and x, can be obtained:
Now, we have the marginal posterior density of k, which is
Note that
Using this identity, under the squared error loss (SEL) function, Bayes estimator of k is
. (3.8)
Gibbs Sampler
To make estimations of c and k, Gibbs sampler is considered. From Section 3.1, the joint posterior density function (3.2) of c and k is
n ). From the joint posterior density function of c and k, the full conditional distributions of k and c are given by, respectively,
which is directly sampled from a gamma distribution, and
where c can not be directly sampled from this so Metropolis algorithm with a normal proposal density is applied into Gibbs sampler.
Prediction of Future Observation
Lower record values of size n can be obtained from DGOS scheme as a special case by taking m = −1 and q = 1. Let X L(1) = x 1 , X L(2) = x 2 , ..., X L(n) = x n be lower record values of size n. We want to predict the t-th lower record value with 1 < n < t. To find it, we need the conditional distribution of X = X t given x n and [3] presented the form, which is
For BurrIII(c, k) with (1.1),
To make a prediction of the t-th lower record value, we should get the posterior predictive density of x|x n , which is
The posterior predictive distribution of x|x n can not be explicitly expressed but we can take samples from it, if we first draw c and k from their joint posterior density π(c, k|x) and then simulate x from f * (x|x n ; c, k). In particular, we are interested in the right next lower record value, which is X L(n+1) = x n+1 . If we take t = n + 1, the conditional distribution of X = X n+1 given x n is f * (x|x n ; c, k
Numerical Studies
In this section, we perform simulation studies for maximum likelihood estimators and Bayes estimators under the lower record value case. And we include the real data analysis of 50 relief times (hours) with arthritis in [22] .
Simulation Studies
Lower record values of size n can be obtained from dual GOS scheme as a special case by taking m = −1 and q = 1. If we apply m = −1 and q = 1, then the joint posterior density function of c and k is
From the joint posterior density function (4.1), the full conditional distributions of k and c are
which is a Γ(n + α, (ln(
where c can not be directly sampled from this so Metropolis algorithm with a normal proposal density is applied into Gibbs sampler. The simulation procedure for Bayes etimatorsk B andĉ B based on lower record values is conducted in the following steps: Figure 1 : Trace of k 1. For k = 2 and c = 3, take samples from Burr type III distribution, which can be generated from the inverse cdf,
, where u i is the uniformly distributed random variate. The first value is considered as the minimum. If the second is smaller than the minimum, it is next lower record value. If it is bigger than the minimum, then the second is discarded and the third is going to be compared to the minimum. By this way, a sample of lower record vlaues of size n could be obtained from Burr type III distribution.
2.
For given values of prior parameters (α, β, γ, δ), take one sample from the full conditional distribution of k, which is (4.2).
3. Using the sample from step 2, take one sample from the full conditional distribution of c, which is (4.3).
4. Using the sample from step 3, take one sample from the full conditional distribution of k. Repeat these steps as many as possible.
Since we do not know the exact prior distributions, we give α = 0.01, β = 100, γ = 0.01, δ = 100, making both priors have big variances. We have 10 lower record values and want to predict the 11-th lower record value. Withk B ,ĉ B , and x 10 , we can predict x 11 = 0.1977316 from (3.4). [22] presents a data of 50 relief times (hours) with arthritis. Table 1 contains the relief times of 50 patients. It shows that Burr Type XII distribution is a good fit to the data.
Real Data Analysis
Note that Burr Type XII distribution can be derived from Burr Type III distribution by replacing X with 1/X. If we take reciprocals of entries in Table 1 , then we can get a data suitable for Burr Type III distribution. Figure 3 and Figure 4 show that the trajectories of both traces look consistent from the beginning of iterations to the end. With these values, we predict x 4 = 1.123027.
