Astrocytes, a special type of glial cells, were considered to have just a supporting role in information processing in the brain. However, several recent studies have shown that they can be chemically stimulated by various neurotransmitters, such as ATP, and can generate Ca 2+ and ATP waves, which can propagate over many cell lengths before being blocked. Although pathological conditions, such as spreading depression and epilepsy, have been linked to abnormal wave propagation in astrocytic cellular networks, a quantitative understanding of the underlying characteristics is still lacking. Astrocytic cellular networks are inhomogeneous, in the sense that the domain they occupy contains passive regions or gaps, which are unable to support wave propagation. Thus, this work focuses on understanding the complex interplay between single-cell signal transduction, domain inhomogeneity, and the characteristics of wave propagation and blocking in astrocytic cellular networks. The single-cell signal transduction model that was employed accounts for ATP-mediated IP 3 production, the subsequent Ca 2+ release from the ER, and ATP release into the extracellular space. The model is excitable and thus an infinite range of wave propagation is observed if the domain of propagation is homogeneous. This is not always the case for inhomogeneous domains. To model wave propagation in inhomogeneous astrocytic networks, a reaction-diffusion framework was developed and one-gap as well as multiple-gap cases were simulated using an efficient finiteelement algorithm. The minimum gap length that blocks the wave was computed as a function of excitability levels and geometric characteristics of the inhomogeneous network, such as the length of the active regions ͑cells͒. Complex transient patterns, such as wave reflection, wave trapping, and generation of echo waves, were also predicted by the model, and their relationship to the geometric characteristics of the network was evaluated. Therefore, the proposed model can help in the formulation of testable hypotheses to explain the observed abnormal wave propagation in pathological situations.
INTRODUCTION
The nervous system consists of two types of cells: the neurons, which are responsible for signal propagation and information processing, and the glial cells, which exist in between the neurons. 1 Our study focuses on a special type of glial cells, the so-called astrocytes. Before 1990, astrocytes were considered to have just a supporting role for the neurons, by holding them together and supplying nutrients to them. However, several recent studies have established that astrocytes play an active role in signal transduction in the synapse, and that extracellular ATP acts as a messenger in this process ͑see Refs. 2 and 3 for excellent reviews͒. Thus, changes in intracellular Ca 2+ concentration have been observed to result from stimulation with ATP, 4 and ATP secretion has been shown to follow intracellular Ca 2+ increase. 5 Moreover, it has been shown that the result of the stimulation does not remain confined in one cell, but rather propagates as a wave throughout the astrocytic network. Ca 2+ as well as ATP waves have been monitored experimentally. Such waves can result from the application of an extracellular messenger such as glutamate [6] [7] [8] [9] or ATP. 10, 11 Wave propagation can also result from mechanical [12] [13] [14] [15] [16] [17] [18] [19] or electrical stimuli. 5, [20] [21] [22] Astrocytic Ca 2+ waves propagate with speeds that vary from 10 to 30 m/s ͑Refs. 11, 15, and 23-25͒ across several cell diameters, typically in the order of ϳ360 m. 5 Even more interestingly, these waves have been shown to be able to cross cell-free zones, indicating that Ca 2+ -dependent release of an extracellular messenger may be the underlying mechanism for this behavior. 26, 27 The Ca
2+
wave can pass between cell cultures separated by cell-free lanes up to ϳ120 m long; longer cell-free lanes result in the cessation of wave propagation. The time needed for the reappearance of the Ca 2+ at the distal astrocytic culture increases as the lane length increases. However, the calculated velocity across the cell-free lanes is similar to the velocity through regions of confluent astrocytic networks. Furthermore, the probability of crossing a cell-free lane correlates with the length of the lane but not with the distance from the stimulation site where the Ca 2+ wave was first evoked. 27 Finally, it has been suggested that abnormal wave propagation in astrocytic tissues is linked to pathological conditions such as spreading depression, migraine, 3, 28 and epilepsy. 29 Specifically in epilepsy, disruption of the normal brain function results from intensive burst activity from groups of neurons. Several recent studies have shown that astrocytes may play a key role in this disease.
Motivated by these phenomena, in a previous study 34 we presented a minimal signal transduction model that was able to account for wave propagation in homogeneous astrocytic networks. Furthermore, we investigated the effect of chemistry on the properties of wave propagation, and we found that it can dramatically affect the range of propagation. However, astrocytic networks are hardly homogeneous. Thus, the model could not simulate wave blocking and crossing phenomena arising from the existence of cell-free lanes or injured tissue, both of which are sources of domain inhomogeneity. Moreover, astrocytic networks are inherently discrete since cells can be viewed as localized ATP sources separated by regions where ATP degrades in the extracellular space. Such geometric effects were not modeled previously, on account of the homogeneity assumption. Thus, a quantitative understanding of the effects of spatial inhomogeneities on the characteristics of wave propagation and blocking in astrocytic cellular networks could offer insights into the role of astrocytes in mammalian brain function as well as several astrocyte-related pathological conditions.
The problem of modeling wave propagation in inhomogeneous media has been the focus of many previous efforts. Using simple caricature models, more detailed neuronal transduction models, or models describing Ca 2+ dynamics, several researchers have demonstrated complex propagation patterns resulting from spatial inhomogeneities.
Goldstein and Rall 35 presented a reaction-diffusion model to study the effect of changing core conductor geometry in an axon. They demonstrated changes in shape and velocity of the wave as well as blocking and reflection phenomena. Pauwellusen 36 employed a generalization of the Goldstein-Rall model and studied propagation in the FitzHugh-Nagumo equations when the cross-sectional area of the axon increases abruptly, thereby increasing the phenomenological diffusion coefficient. Furthermore, Pauwellusen showed that a step increase in the axon's diameter can result in wave blocking. Rinzel 37 simulated reflections ͑echo waves͒ and blocking phenomena resulting from inhomogeneities along the excitable medium, due to either geometrical change or altered cell coupling. Extending Pauwellusen's and Rinzel's work, Zhou and Bell 38 showed that wave reflections are observed if there is a sufficient delay in the propagation of the wave in the thick part of the axon. Thus, the thin part of the axon has already undergone the refractory period and a backwards propagating ͑echo͒ wave is formed.
Poptsova and Guria 39 considered a different problem in which inhomogeneities arise from the existence of regions of decreased excitability, which can also be considered as a source of domain inhomogeneity. Such regions are playing the role of barriers with "height" that depends on the degree of excitability suppression. For this case, they studied wave tunneling for a bistable and an excitable medium, modeled by the Nagumo and the FitzHugh-Nagumo equations, respectively. 40, 41 They demonstrated wave blocking and computed the critical length and "height" of the barrier that results in cessation of wave-front or pulse propagation.
Furthermore, Sneyd and Sherratt 42 investigated the case in which inhomogeneity in an excitable medium arises from the existence of nonexcitable regions ͑gaps͒ rather than changes in diffusion coefficient or decreased excitabilities. They derived explicit formulas for the critical length of a single gap that blocks wave propagation in an excitable medium described by one equation with a cubic-shaped reaction term. By extending their analysis to blocking from a single gap for the Li-Rinzel model 43 for Ca 2+ dynamics, they showed that higher excitability levels result in lower critical gap lengths. Furthermore, they investigated the effect of placing multiple gaps on the propagation of waves in the oscillatory regime of a Ca 2+ dynamics model by Atri et al., 44 which was originally developed for Ca 2+ waves in the Xenopus laevis oocyte. For this case, Sneyd and Sherratt showed that the geometry can affect the speed of the resulting waves.
Phase plane techniques have also been employed to explain wave blocking in generic excitable systems. Lewis and Keener 45 presented a geometrical method for the computation of the critical gap length for blocking, which is also useful in characterizing the stability of the steady-state solutions. Yang et al. 46 extended this analysis to multiple gaps and showed that in the case in which a large number of gaps exist, propagation of wave fronts can be facilitated. In addition, Aronson et al. 47 obtained analytical solutions for the piecewise linear McKean model in a configuration comprised of an arbitrary number of gaps. Equations for the critical gap length that results in blocking at the Mth gap were derived by investigating the conditions for the existence and stability of standing wave solutions. Furthermore, in agreement to Yang et al., 46 it was shown that propagation of a wave front can be facilitated for a large number of gaps. More specifically, if an arrangement of N identical equidistant gaps blocks the wave at the Mth gap, then it can be observed that an arrangement of K Ͼ N gaps blocks the wavefront at the Lth gap with L Ͼ M ͑same distance between gaps as previously͒. Finally, Aronson et al. 47 derived a condition that links the level of excitability with the number of gaps for the occurrence of this phenomenon.
The aforementioned studies clearly demonstrated that the existence of spatial inhomogeneities in an excitable medium can greatly affect wave-propagation characteristics. Phenomena such as blocking and reflections were observed, as well as changes in the speed and the shape of the waves. These studies utilized simple caricature models, more detailed neuronal transduction models, or models of Ca 2+ dynamics at the single-cell level. However, in order to model wave propagation in astrocytic networks, one has to take into account that astrocytes are stimulated with completely different mechanisms than neurons. Thus, our single-cell model has a different mathematical structure that takes into account the salient features of the astrocytic signal transduction pathway. Specifically, an extracellular messenger with nonexcitable dynamics ͑ATP͒ drives the excitable Ca 2+ subsystem. This coupling will reveal several novel phenomena that can be useful in understanding wave propagation in inhomogeneous astrocytic networks.
The rest of the paper is organized as follows. We first present the mathematical formulation and comment on the numerical scheme used to solve the problem. We subsequently analyze the propagation patterns obtained for the one-and two-gap cases, and for the case of multiple gaps we demonstrate two propagation patterns of possible experimental significance. Finally, we discuss possible insights that this work can offer in understanding wave propagation and blocking in astrocytic cellular networks.
MATHEMATICAL FORMULATION
In order to study wave propagation in a spatially inhomogeneous astrocytic network, we use a reaction-diffusion formulation with no flux boundary conditions. The geometry of the network is shown in Fig. 1 . To model inhomogeneities, we assume that there exist two types of regions. In the socalled active regions, diffusion as well as release-uptake and production-degradation reactions of species take place. In the so-called passive domains ͑or gaps͒, only diffusion and degradation of species in the extracellular space occur. Therefore, the two kinds of domains have different reaction terms and can also have different diffusion coefficients. Clusters of identical active and passive domains follow each other successively, as shown in Fig. 1 , which depicts a wave that comes from x = −␣ ͑left active domain͒ and meets a series of N gaps of length separated by ͑N −1͒ active areas of length ⌳. Our objective is to investigate the link between the singlecell signal transduction mechanisms, the geometric characteristics of the network ͑gap length and length of active regions͒, and the ability of such a wave to propagate through the inhomogeneous domain.
Let us define the set of all active domains as
and the set of all passive domains as
Let u > ͑x,t͒ be the vector of all the species' concentrations, D > > Z be the diagonal matrix with the diffusion coefficients of the species at domain Z ͑Z is either A for active regions or P for gaps͒, and let f >Z ͑u > ͒ be the vector that gives the reaction terms as a function of species concentrations in domain Z. Then the general reaction diffusion formulation is
subject to the requirement for continuity of concentrations and fluxes for the diffusing species at the boundaries between the passive and active domains, and no flux conditions at the boundary of the astrocytic network. Thus, continuity of concentrations is imposed as
and the no-flux boundary conditions are imposed at the outer left and right active domains as follows:
Conditions ͑7͒ can be expressed as a single equation if the diffusion coefficients in the active and passive domains are the same. Furthermore, the initial condition is 
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To describe the single-cell signal transduction dynamics, we employed a previously developed model. 34 The model consists of the Li-Rinzel 43 equations that describe the release of Ca 2+ from the endoplasmic reticulum, augmented with equations that account for ATP mediated IP 3 production and ATP release to the extracellular space. Four species are considered: ATP, IP 3 , Ca 2+ , with concentrations denoted by H, I, C, and y, a lumped variable that contains information about the fraction of open channels:
Clearly channels do not diffuse, nor does y. Ca 2+ has been experimentally found to have negligible contribution to astrocytic wave propagation due to buffering effects. 48 Furthermore, IP 3 diffuses slower than ATP and its diffusion was numerically found to have no qualitative effect and negligible quantitative effect on propagation phenomena in astrocytic cultures. 34 Hence, we let only ATP diffuse, and for simplicity we assumed that it has the same diffusion coefficient in the active and passive domains,
The reaction terms for the active domains are
and for the passive domains,
where
The parameters of these equations are given in Table I . Moreover, the initial condition consists of flat equilibrium concentration profiles for all species except ATP, for which a square pulse in space is added as a perturbation. The amplitude of the pulse is A and the width is ␦. The pulse is imposed at the left boundary of the inhomogeneous domain, x=−␣. Thus, if H o , I o , C o , and h o are the steady-state concentrations, then the initial condition is
where ⌽ denotes the Heaviside step function. A key property of the single-cell-signal transduction model is excitability. As demonstrated in Fig. 2͑a͒ , an excitable system exhibits a sharp response for stimuli above a threshold. In the singlecell simulations depicted, a square pulse in time is imposed on ATP. The pulse has duration 1 s and variable amplitude; the stimulus imposed is equal to the product of amplitude and duration. We observe that an ATP stimulus of 2.9 M produces a minor response. However, a stimulus of 3.0 M is above the threshold and results in a disproportionately large departure from the steady state. This behavior is due to the excitable properties of the Ca 2+ dynamics, which exert a positive feedback on ATP. It is important to note that the ATP dynamics are not inherently excitable, whereas those of intracellular Ca 2+ are. It is the coupling between the two subsystems ͑ATP/ IP 3 and Ca 2+ ͒ through the positive feedback from Ca 2+ to the ATP release that renders the overall signal transduction system excitable. 34 
Figure 2͑b͒
shows that the level of excitability is strongly affected by the IP 3 degradation rate ͑v 6 ͒. Specifically, the plot shows the critical amplitude resulting in excitable response for various degradation rates. Apparently, for higher excitability levels, the system can exhibit excitable responses for lower pulse amplitudes ͑stimuli͒. Furthermore, we observe that lower IP 3 degradation rates ͑v 6 ͒ result in higher excitabilities up to the point that the system starts to exhibit oscillatory response ͑for v 6 = 4.854 s −1 ͒. Thus, in the simulations that will follow, the effect of excitability level was quantified by the values of the IP 3 degradation rate.
For the numerical solution of Eqs. ͑1͒-͑20͒, a mixed numerical scheme was developed, since some of the species diffuse and others remain localized. Space discretization and time integration were used for the diffusing species ͑ATP͒, whereas for each of the nondiffusing species, an ordinary differential equation was solved for each node by the time integrator. Specifically, the Finite Element Method ͑FEM 49 ͒ was chosen for the discretization in space. The local definition of the basis functions and the weighted residual formulation offers the ability to naturally satisfy the interfacial conditions ͑continuity of fluxes and concentrations͒ without any additional approximations. Quadratic basis functions were used because they strike the best balance between accuracy and numerical stability, thereby maximizing the computational efficiency of the algorithm. Simulations with progressively finer discretizations were performed up to the point that the solution does not change. The system of linear equations that arises after discretization was solved by using subroutines bandec and banbks, 50 which exploit the banded structure of the mass matrix.
The fully implicit Adams Moulton second order was considered as the time integrator because of its numerical stability properties. Yet, it was found to yield inaccurate results for large time steps and requires the solution of a nonlinear system at each time step. Thus, it is more efficient to use an explicit scheme instead. The Runge-Kutta fourthorder method ͑RK4͒ was chosen 51 due to its high accuracy and numerical stability as well as its time explicit nature. However, the key benefit of RK4 is that it provides accurate solutions while using time steps close to the numerical stability limit. Trial simulations performed with smaller time steps were found to yield the same results. This is particularly important for the problem under consideration, where different complex propagation patterns exist in neighboring regimes of parameter space.
Finally, the mixed numerical scheme described is consistent with the original system of equations, prevents the appearance of artifacts in the solution ͑"wiggly" profiles͒, and for the case of the conditionally stable time integrator, it makes efficient use of the stability range.
RESULTS
Waves of infinite range are predicted by the model for parameter values rendering the single-cell dynamics excitable, when the domain is homogeneous. 34 In this section, we will investigate the effects of domain inhomogeneities as well as parameters affecting excitability at the single-cell level on the overall characteristics of the predicted wave patterns. Traveling waves will be shown in the form of contour plots on the ͑x,t͒ space.
One-gap case
Consider the simplest case in which a single nonexcitable gap is placed in the astrocytic network. Figure 3͑a͒ shows an ATP-Ca 2+ wave, which is initiated in the left excitable regime and surpasses a small gap as a result of the ATP diffusion. When the wave reaches the gap, it ceases temporarily, since the passive region does not permit further propagation. However, ATP diffuses through the gap to the following active region, thereby making possible the regeneration of the wave therein. Thus, the excitable wave surpasses the gap, a phenomenon that has also been experimentally observed. 27 Gaps with lengths slightly larger than those required for unidirectional wave crossing generate a rather interesting effect. As shown in Fig. 3͑b͒ , "reflected" waves are continuously emitted from the gap, which exhibits pacemaker behavior. This phenomenon can be explained as follows: when the wave reaches the gap, ATP diffuses toward the right active region, which leads to wave regeneration there. This regeneration results in a transient increase of the ATP concentration at the boundary between the gap and the right active region. Consequently, ATP diffuses backwards and triggers the regeneration of a reflected wave moving into the left active region. This phenomenon is repeated, so that sequences of two-way reflected waves are continuously emitted from the gap.
It is interesting to observe that regeneration was not possible in the previous case in which the gap length was smaller. In fact, regeneration is only possible if the astrocytes of the left region have undergone the refractory phase and are able to be excited again by the backwards diffusing ATP. Thus, two factors play a significant role in the generation of reflected waves. First, the gap needs to be sufficiently large in order to delay the crossing of the wave, so that the cells are given the time necessary to undergo the refractory period. This is why reflection is not observed for smaller gap lengths ͓Fig. 3͑a͔͒. Second, high levels of excitability facilitate the reexcitation of astrocytes lying in the left active region. Low excitability levels would render impossible the reexcitation by the small amounts of backwards diffusing ATP and thus reflection patterns would not be observed.
Nevertheless, gaps of even larger lengths ͓Fig. 3͑c͔͒ block the wave completely because insufficient ATP diffuses through the gap in order to excite the astrocytes of the right excitable regime. ATP wave blocking has been experimentally observed 27 and it is also intuitively expected. Clearly, the more excitable the astrocytic network is, the larger the gaps that the ATP wave can cross.
More complicated patterns can be observed for very high excitability levels, for which the system is close to the oscillatory regime. Such a pattern, referred to as a backwards reflection pattern, is shown in Fig. 3͑d͒ . In this case, the refractory period is markedly small; as a result, the astrocytes at the right end of the left active region can quickly become reexcited by the ATP concentrated in the passive region. Thus, the passive regime acts as an ATP buffer, which is replenished transiently after every reexcitation of the astrocytes. This process results in an infinite sequence of backwards traveling ATP-Ca 2+ pulses. The large gap length, however, does not permit sufficient ATP to pass through and excite the cells at the far end of the passive region, as shown in Fig. 3͑e͒ , in which the concentrations of the two "edges" of the gap are plotted as functions of time.
For the highly excitable regime, two-way reflection patterns can also be observed for gap lengths lower than those generating backwards reflections. However, for sufficiently large gaps, these patterns are qualitatively different from those observed for lower excitability levels, as shown in Fig.  4 . The difference lies in the fact that for such high excitability levels, each "edge" of the passive regime acts as an individual oscillator. The two oscillators are coupled due to the ATP diffusion, a phenomenon that can disrupt the one-to-one correspondence of pulses emitted in each direction, left and right. Thus, more complex wave emission patterns can be observed such as the 13:14 ͑number of pulses emitted to the left versus to the right͒ shown in Fig. 4͑a͒ . This is not possible for lower excitabilities for which the two edges emit waves successively ͓Fig. 4͑b͔͒ due to the cooperation necessary to emit waves in the first place.
FIG. 2. ͑a͒
Excitable and nonexcitable response: the single-cell signal transduction model is initialized from the unique steady state corresponding to v 6 = 5.2 s −1 and a square pulse in time is imposed on ATP at tϭ40 s, with duration 1 s. The subthreshold amplitude, 0.29 M/s ͑stimulus = duration· amplitude͒, produces a small departure from the steady state, whereas the superthreshold amplitude, 0.30 M / s, produces a sharp response indicative of excitability. The excitable time course has been shifted +1 M for clarity. ͑b͒ Excitability vs IP 3 degradation rate ͑v 6 ͒. Critical amplitudes for pulse duration 1 s and various excitability levels as quantified by the IP 3 degradation rate v 6 . The separatrix of oscillatory and excitable behavior occurs for v 6 = 4.854 s −1 . Other parameters as in Table I .
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Thus, we see that different propagation patterns are exhibited as a function of the excitability level and the geometric parameters of the astrocytic network. Figure 5͑a͒ displays the critical curves separating the main classes of the propagation patterns obtained for the one-gap case, assuming negligible ͓Fig. 5͑a͔͒ and non-negligible ͓Fig. 5͑b͔͒ ATP degradation in the gap. As also shown in Fig. 2 , higher IP 3 degradation rates result in lower excitabilities. On the other hand, the geometric parameter for the one-gap case is the length of the gap ͑͒. The curves presented in the -v 6 diagram are essentially borderlines between regions where different patterns are exhibited. In the lower region, the wave is not blocked by the gap; in the upper region, the wave is blocked; and in the small triangular area, reflected waves are observed. For highly excitable single-cell dynamics ͑e.g., Table I , except v 6 = 4.95 s −1 for panels ͑a͒, ͑b͒, and ͑c͒. ͑d͒ Backwards reflection pattern generated in the highly excitable regime ͑v 6 = 4.95 s −1 , = 500 m͒. ͑e͒ Time course of ATP concentration for both "edges" of the gap. Parameters for panels ͑d͒ and ͑e͒ as in Table I , except v 6 = 4.9 s −1 . Negligible degradation of ATP in the gap was assumed in all four simulations.
FIG. 4.
͑a͒ Asymmetric two-way reflection pattern for high excitability levels: the ratio of number of pulses emitted from the left edge vs the right edge of the gap ͑l:r͒ is equal to 13:14. Parameters as in Table I , except v 6 = 4.9 s −1 , gap length 340 m. ͑b͒ Symmetric reflection pattern for slightly lower excitability levels: the ratio ͑l:r͒ now is 1:1. Parameters as in Table I Table I͒ . The discontinuity at v 6 Ϸ 4.906 s −1 corresponds to the emergence of the backwards reflections pattern, observed in the blocking regime above the bulleted line. ͑b͒ Effect of non-negligible ATP degradation in the gap ͑ = 0.01, all other parameters as in Table I͒ .
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Furthermore, notice that the critical line that separates blocking from propagation patterns is monotonically decreasing. This is due to the fact that less excitable astrocytes require higher ATP concentrations to be excited. Smaller gaps transiently allow for higher ATP amounts to diffuse through. As a result, lower excitability levels require smaller gaps for the network to exhibit the wave-crossing pattern. On the other hand, the critical curve that separates blocking from reflection is monotonically increasing. This can be attributed to the time required to reexcite the cells of the left active region ͑refractory period͒. Less excitable cells require more time and thus larger gaps.
By comparing the results in Figs. 5͑a͒ and 5͑b͒, we observe that ATP degradation has a dual effect on the critical curves. First, all the curves are shifted to lower gap lengths. This is reasonable, since ATP degradation results in a loss of ATP during its transport through the gap, which is no longer purely diffusive. Thus, in order to observe the same patterns as before, smaller gap lengths are required to allow for sufficient ATP amounts to reach the right active regime. Second, the region where reflections are observed shrinks ͓Fig. 5͑b͔͒. This effect can be attributed to the losses of the backwards diffusing ATP resulting from degradation. Thus, smaller amounts of ATP are reaching the astrocytes of the left active regime. Subsequently, for reexcitation and thus reflection, higher excitability levels are required.
Two-gap case
In the two-gap case, the same patterns as in the one-gap case can be generated, namely crossing the two gaps and blocking at the first gap. However, due to the presence of the intermediate active region, more complex patterns are also predicted by the model. Such a pattern is shown in Fig. 6͑a͒ , in which blocking occurs at the second gap, after the wave has crossed the first gap. It is interesting to note that for gap length = 280 m, crossing of the first of the two gaps is observed, even though it is greater than the critical gap length that permits the crossing of a single gap placed alone at the astrocytic network ͑ = 276.8 m͒ for the same excitability level ͑v 6 = 4.95 s −1 ͒. In this sense, the two gaps act synergistically with the active domain in order to allow the wave to cross the first gap.
This counterintuitive behavior can be explained as follows. Due to the excitable characteristics of the single-cell single transduction dynamics, when the ATP concentration is below the excitability threshold, the decrease in its concentration within an active region is more significant than its decrease as a result of pure diffusion within a passive domain. Thus, the gap length required to block the wave in the first gap will be smaller in the case in which the gap borders with an active region ͑one-gap configuration͒.
Furthermore, reflection patterns also exist in the two-gap case ͓Figs. 6͑b͒-6͑d͔͒. Of course, in parameter regions where a single gap can generate reflections, it is reasonable that two gaps can also do so. However, it turns out that two gaps can generate reflections in regions of the parameter space where a single gap is unable to do so, such as for sufficiently low excitability levels ͑see Fig. 5͒ . Such a pattern is shown in Fig. 6͑b͒ . In this case, the existence of the intermediate active area acts as a relay transmitter and the existence of two gaps provides a greater lag necessary for the cells of the left and right active regions to undergo the refractory phase. Symmetric ͓Fig. 6͑b͒, see also animation in supplemental information 57 ͔ as well as asymmetric reflection patterns can be observed ͓Fig. 6͑c͔͒. In the latter case, the distal active region generates two reflected waves for one wave generated in the proximal active region. Furthermore, transient simulation patterns can also be observed. Such a pattern is shown in Fig. 6͑d͒ , in which the intermediate active region fires prematurely at some point in time. This firing results in the cessation of the reflections, since the left and right active regions are still in the refractory period and cannot be excited.
Finally, a novel "trapping" pattern is shown in Fig. 7 ͑see also animation in supplemental information 57 ͒. In this case, once the cells of the intermediate active region are excited, they release ATP that temporarily accumulates in the two gaps, which act as buffers. The amount of ATP is not sufficient to excite the cells of the left or the right active regions. However, it can excite the cells of the intermediate active region, thus creating a sequence of pulses trapped in the intermediate active regime. The simulations show that reexcitation of the astrocytes of the left or right active region is impossible even in the long run. This phenomenon can be attributed to two factors: ͑i͒ The left and right active regions suffer greater ATP losses than the intermediate active region does, because they face the purely diffusive gap only on one side; on the other side, they extend to infinity. ͑ii͒ The ATP pulses that are trapped in the intermediate active region are not large enough. Thus, they never reach ATP concentrations as high as those observed for pulses generated in an infinitely large active region. As a consequence, the pulses remain "trapped" in the intermediate active region. Note that for the parameter set of this simulation, a single isolated cell would be unable to generate autonomous oscillations; it would only exhibit excitable behavior. Figure 8 displays the critical curves separating the main classes of the observed patterns. The diagram discriminates only between blocking and two-way reflection patterns. The critical gap length is plotted as a function of the intermediate active region length ͑x axis͒. Figures 7͑a͒-7͑c͒ correspond to progressively decreasing excitability levels. Notice that all curves converge to some characteristic values as the active area length tends to infinity. This phenomenon is due to the fact that gaps that are too far apart behave like solitary gaps; there is no interaction between them. Consequently, these characteristic values are the single gap critical lengths. For example, in Fig. 8͑a͒ the excitability level is high enough for a single gap to exhibit reflections. Thus, for the two-gap case, the critical curve that separates reflections from cross- Table I .
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ing the first gap approaches the critical single gap length that separates reflections from passing at the same excitability level. Similarly, the critical curve that separates blocking at the first versus the second gap approaches the critical single gap blocking length. Notice that the curve that separates blocking at the first versus the second gap is monotonically decreasing. In the case of purely diffusive gaps, both gaps act synergistically, thereby facilitating the crossing of the wave through the first gap. For increasing lengths of the active region, this synergy progressively diminishes and thus the critical curve appears monotonically decreasing. 47 Furthermore, as shown in Fig. 8͑b͒ , in the purely diffusive two-gap case, reflections can be observed for excitability levels lower than those required for reflections in the one-gap case. The reflections are observed for gaps that are ͑i͒ smaller than those required for passing through the first gap in the one-gap case and ͑ii͒ separated by a sufficiently small active region. Naturally, reflections are suppressed for large lengths of the intermediate region. As a matter of fact, the critical curve separating reflections from blocking is monotonically increasing, and as the length of the active region increases, it merges with the critical curve that delimits the regime of blocking at the first gap.
Finally, for low excitabilities the only possible patterns are blocking at the first or the second gap, as shown in Fig.  8͑c͒ . The monotonicity of the critical curves is maintained and the limiting value they both approach is the critical length for blocking in the one-gap case.
ATP degradation in the gaps changes the monotonicity of the critical curve separating blocking at the first versus the second gap. Figure 8͑d͒ shows that the critical curve separating the two blocking patterns is now monotonically increasing. This effect is due to the gaps now contributing to the ATP degradation. Thus, for smaller active regimes they act synergistically in degrading the ATP rather than preserving it, as in the case of a purely diffusive gap. Consequently, the critical gap length for crossing the first of the two gaps will be smaller than the critical length for crossing a single gap.
Multiple-gap case
The case of multiple gaps placed in the astrocytic network resembles astrocytes in a row separated by cell-free regions. Even though the geometry of a real astrocytic network is higher dimensional, the patterns exhibited in the onedimensional multiple-gap case can offer valuable insight into understanding experimental findings.
Specifically, two blocking patterns are shown in Figs. 9͑a͒ and 9͑b͒. The only difference between panels ͑a͒ and ͑b͒ is the gap length, and it is apparent that wave propagation ceases at a different gap. This observation implies that wave blocking can occur after a specific number of gaps have been passed; in other words, the range of propagation depends strongly on the geometry of the astrocytic network. Consequently, blocking patterns can be observed as a result of the inhomogeneous nature of the astrocytic network emanating Table I . from the different degrees of confluency in a cell culture. Experimental observations suggest that wave blocking indeed occurs at typical ranges of 36 cell diameters ͑or a radial distance of 180 m͒.
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It needs to be noted, though, that if the wave is blocked at the Nth gap, the sensitivity of the critical gap length increases with respect to N. In other words, the difference between the critical gap lengths for blocking at the first versus the second gap is larger that the difference between the critical gap lengths for blocking at the ninth versus the tenth gap. In general, the range of gap lengths that allow for propagation through several cell diameters followed by blocking is small. This effect was observed in our simulations, where we have identical gaps and active regions; however, it is not expected to be observed in astrocytic networks with random configurations. In such networks, the existence of a large gap after several small gaps will create a "bottleneck" in the propagation of waves and will eventually lead to blocking for a larger range of gap lengths. This assertion needs to be investigated further, since in this study we were not concerned with wave propagation in randomly configured astrocytic networks.
Furthermore, notice that the speed with which the wave travels in the cluster of gaps is smaller than the speed observed in the left active domain ͓Fig. 9͑b͔͒. This effect is due to the crossings of the gaps, which generate small pauses in the propagation of the wave. Such pauses have been experimentally observed when the Ca 2+ wave reaches the boundaries of the cells. 27 Moreover, the experimentally observed variations of the wave speed 27 can also be partially attributed to the confluency of the astrocytic cultures. The more confluent the astrocytic culture, the faster the wave, as predicted by the simulation.
Complex reflection patterns can also be observed in the multiple-gap case, as shown in Fig. 9͑c͒ for an inhomogeneous domain consisting of 10 gaps. The wave from the left active regime enters the cluster of gaps and generates reflected waves that travel through the cluster to both the outer left and right active domains. For smaller lengths of active regions, the amount of ATP regenerated within the cells is not enough for the wave to escape the inhomogeneous domain. Hence, two-way reflections cease to exist and yield ͑as in the two-gap case͒ a "trapping" pattern, where all active areas between the gaps are excited continuously and asynchronously, thus generating waves that cannot extend beyond the boundaries of the inhomogenous domain ͑see also supplemental material 57 for a movie of a representative simulation͒. The asynchronous nature of ATP and Ca 2+ regeneration within the cells makes the wave pattern almost look as if the cells within the inhomogeneous domain "fire" stochastically.
This effect, in turn, resembles the experimentally observed ATP release by point source bursts. 52 Since our model is fully deterministic, this result indicates that certain geometries of the astrocytic network may result in a continuous and asynchronous ͑but ordered͒ reverberation of the signal within a cluster of cells. Thus, bursting by point sources may not be an entirely random phenomenon, due to the stochastic nature of the intracellular reaction events, as implied in the cited paper. Yet the fact that ATP is released by only 0.1-1.0% of the total cell population within a 6-min time interval, and the random spatial distribution of bursts, is not consistent with our simulation results, which show frequent ordered bursts throughout the cell population. It is possible that random placement of gaps in the astrocytic network can affect the bursting patterns, yet such an effect was not investigated in this study.
Continuous reverberation of the signal also resembles brain function during a seizure, when a group of neurons exhibits intensive burst activity. It may be possible that astrocytes play an important role in initializing and/or maintaining the seizure-prone state of the brain. Our numerical results show that continuous reverberation is facilitated by higher excitabilities and a large number of relatively small gaps. Therefore, it would be interesting to perform experiments to test for reverberation patterns in astrocytic cultures with different degrees of confluency.
DISCUSSION
We investigated the effects of spatial inhomogeneities in astrocytic cellular networks. For the description of individual cell behavior, we used a model accounting for ATP-mediated stimulation of intracellular Ca 2+ dynamics and ATP release in the extracellular space. Spatial inhomogeneities, arising from the different degrees of confluency of an astrocytic culture or from traumatic or ischemic tissue, were modeled as domains where intracellular reactions do not occur ͑passive domains, gaps͒. Depending on the geometry of the network, the ATP wave was able to cross such domains or was halted by them. Complex propagation patterns such as reflections were observed.
Specifically for the one-gap case, for low excitability levels, the only possible patterns are wave blocking or crossing of the gap. Such patterns have also been experimentally observed. 27 The critical gap length separating these patterns is a monotonically decreasing function of excitability. This result agrees with intuition, which suggests that the easier it is to excite the network, the larger the gaps that the resulting waves can cross. Furthermore, for higher excitability levels, two-way reflections can be observed as a result of a continuous forward and backward diffusion of ATP in the gap. The reflection pattern is observed for sufficiently large gaps, which give the astrocytes the time necessary to recover between subsequent excitations of the ATP that diffuses through the gap. Finally, a backwards reflection pattern was observed due to ATP buffering in the gap. The inclusion of degradation in the gap shifts the critical blocking gap lengths to lower values and shrinks the reflective regime.
For the case of two gaps separated by an intermediate active domain, blocking can occur either at the first or at the second gap. The critical gap length that separates these two blocking patterns is a decreasing function of the intermediate active domain length for purely diffusive gaps. This result shows that the second gap facilitates the crossing of the wave through the first gap, since the second gap diminishes the overall degradation of ATP, thereby enabling the excitation of the intermediate active domain. However, if the ATP degradation in the gaps is not negligible, the gaps will contribute Wave propagation in astrocytes Chaos 17, 033123 ͑2007͒
to ATP degradation rather than preservation. Thus, the critical gap length in this case is an increasing function of the length of the intermediate active domain. Furthermore, reflection patterns can be generated by the two-gap case too, and it was found that profound asymmetries can be observed for these reflections, in the sense that the ratio of pulses emitted in the right versus in the left direction was demonstrated to vary for different active and passive domain lengths. Moreover, for the multiple gap case we demonstrated that blocking can occur at any gap depending on the length of the passive domain for a fixed active domain length. Thus, geometrical characteristics of the astrocytic network, such as the degree of confluency, may play an important role in modulating the propagation range of the Ca 2+ wave. The experimentally observed blocking of the Ca 2+ after typically 18 cell diameters 5 may partially be a result of the geometry of the astrocytic network. Moreover, complex reflection patterns in the multiple gap case resemble the burst ATP-release patterns, which were experimentally observed in astrocytic cultures. 52 Thus, the presence of inhomogeneities may have a causal role on this phenomenon.
The reflective patterns observed in all cases may offer insight into wave propagation behavior in pathological conditions such as epilepsy. In such conditions, an area of lower activity in the brain is continuously emitting waves acting as a pacemaker. Therefore, a mechanism that could explain this behavior is the continuous forward and backward diffusion of the messenger in the damaged tissue, a phenomenon that disrupts the unidirectional mode of wave propagation and creates this pacemaker effect. Such effects cannot be predicted by generic excitable models that do not take into account the salient features of the underlying biological processes. Thus, the model analyzed may offer valuable insight into formulating testable hypotheses for the abnormal wave propagation in pathological situations.
