Interpreting the number of ramified covering of the sphere by Riemann surface as the relative Gromov-Witten invariants and applying a gluing formula, we derive a recursive formula for the number of ramified covering of the sphere by Riemann surface with any genus, with elementary branch points and prescribed ramification type over infinity.
Introduction
Let Σ g be a compact connected Riemann surface of genus g ≥ 0. A ramified covering of S 2 of degree k by Σ g is a non-constant meromorphic function f : Σ g → S 2 such that |f −1 (q)| = k for all but a finite number of points q ∈ S 2 , which are called branch points. Two ramified covering f 1 and f 2 of S 2 by Σ g are said to be equivalent if there is a homeomorphism π : Σ g → Σ g such that f 1 = f 2 • π. A ramified covering f is called almost simple if |f −1 (q)| = k − 1 for each branch point but one, that is denoted by ∞. The preimage of ∞ are the poles of f . If α 1 , . . . , α m are the orders of the poles of f , then the ordered m-tiple pair (α 1 , · · · , α m ) = α is a partition of k, denoted by α ⊢ k, and is called the ramification type of f . We call m the length of α, denoted by l(α) = m. Let µ g,k m (α) be the number of almost simple covering of S 2 by ramification type of α. How to determine µ g,k m (α) is known as the Hurwitz Enumeration Problem. It is Hurwitz who first gave a explicit expression for µ 0,k m (α), see [H] .
Let p = (p 1 , p 2 , p 3 , · · · , ) be indeterminates, and p α = p α 1 · · · p αm for α = (α 1 , · · · , α m ). Introduce a generating function Φ(u, x, z, p) =
By a combinatorial method, I. P. Goulden and D. M. Jackson obtained the following partial differential equation :
Moreover, by solving the equation (1.2) for the case g = 0, 1, 2, they gave a explicit formula for µ g,m k (α) and an explicit expression for generating function
for g = 0, 1, 2. (see ([GJ1, 2, 3] , [GJV ] ). For readers' convenience, we list where c α is the conjugacy class of the symmetric group S k on k symbols indexed by the partition type α of k, and e i is the i-th elementary symmetric function in α 1 , · · · , α m .
Many other mathematicians contribute to this problem. J.Dénes [D] gave a formula for g = 0, l(α) = 1, and V.I.Arnol'd [A] for g = 0, l(α) = 2. Physicists M.Crescimanno and W.Taylor [CT] solved the case when g = 0, and α is the identity. R.Vakil [V] derived explicit expressions for g = 0, 1, using a deformation theory of algbraic geometry .
In this paper we interpret Hurwitz number µ g,k m (α) as the relative Gromov-Witten invariants defined by Li and Ruan [LR] , then applying a gluing formula we derive a recursion for µ g,k m (α) with any genus.
For every equivalent class [(α i , α j )] ofJ (α) we choose a representative element, say (α i , α j ), and associate it a ordered (m−1)-
, where the caret means that the term is omitted. Then we obtain a set J(α) of ordered (m − 1)-tuples. For θ = (α 1 , · · · ,α i , · · · ,α j , · · · , α m , α i + α j ) ∈ J(α), we define a integer
iff ρ =ρ and ω π 1 andω π 1 are same through a permutation. We also use π = (ω π 1 , ω π 2 ) to denote its equivalent class when there is no confusion. For every equivalent class π = (ω π 1 , ω π 2 ) ∈ P ω , we associate it a number
In this paper, we will prove the following theorem, see Section 3:
Theorem 3.5 All µ g,k m (α) can be determined by a recursion formula:
with initial value µ g,1
where
Remark It can be proved that recursive formula (1.8) is equivalent to equation (1.2).
The recursive formula (1.8) is very easy to apply. Using it, we calculate some values of µ g,k m (α) with the aid of Maple for g = 0, 1, · · · , 5, k = 3, 4, 5, m = 1, 2, · · · , 5: which coincide to the formulas (1.3) and (1.4) for g = 0, 1, respectively.
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Generalized relative GW-invariant
Let (M, ω) be a real 2n-dimension compact symplectic manifold with symplectic form ω, and Z 0 , . . . , Z p symplectic submanifolds of M with real codimension 2.
Note that the intersection numbers #(A · Z i ) are topological invariants, and
Moreover, since Z i is a symplectic submanifold, if A can be expressed by the image of an nontrivial pseudo holomorphic map f : Σ g → M , the intersection number #(Z i · A) ≥ 0. Similarly to the Gromov-Uhlenbeck compactification for the pseudo-holomorphic maps, we comactify M by
, the space of relative stable maps (for details see [LR] ). We have two natural maps:
Roughly, the relative GW-invariants are defined as
For precise definition, see [LR] .
If Σ g is not connected, suppose there exists c connected components Σ g 1 , . . . , Σ gc , then the genus g is defined to be it's algebraic genus, i.e., g = c i=1 g i − c+ 1. Let P x be the set of all ordered partitions of {x 1 , . . . , x l } into c parts. Each π = (π 1 , · · · , π c ) ∈ P x records which marked points
Corresponding to the partition of y, we define the partition of K, i.e,
π, σ induces a partition of δ, β, respectively. Denote the parameters over the component
Consider the linearization of∂-operator
If we choose a proper weighted Sobolev norm over C ∞ (Σ, f * T M ) and Ω 0,1 (f * T M ), we have the following, see [LR] Lemma 2.1 D f is a Fredholm operator with index
Suppose that H : M → R is a proper periodic Hamiltonian function such that the Hamiltonian vector field X H generates a circle action. By adding a constant, we can assume that zero is regular value. Then H −1 (0) is a smooth submanifold preserved by circle action. The quotient B = H −1 (0)/S 1 is the famous symplectic reduction. Namely, B has an induced symplectic structure, so we can regard B as a symplectic submanifold of M with real codimension 2. We cut M along H −1 (0). Suppose that we obtain two disjoint components M ± which have boundary H −1 (0). We can collapse the S 1 -action on H −1 (0) to obtain two closed symplectic manifolds M ± . This procedure is called as symplectic cutting, see [L] , [LR] . Without loss of generality, suppose M
It induces a homomorphism
It was shown by Lerman [L] that the restriction of the symplectic structure ω on M ± such that ω + | B = ω − | B is the induced symplectic form from symplectic reduction. By the Mayer-Vietoris sequence, a pair of cohomology classes (δ
Consider the moduli space
which consists of tuple (Σ g + , x + , y + , e + , K + , α + , f + ) with properties:
• Σ g + has c + connected components;
• f + : Σ g + → M + is a pseudo holomorphic map;
• f + is tangent to B at e + = (e + 1 , · · · , e + v ) with order α + = (α
Similarly, we can define
According to [LR] , we can glue f + and f − to obtain a pseudo holomorphic map f : Σ g → M . A little more precisely, we glue M + and M − as above. If f + and f − have same periodic orbits at each end , i.e, they have same orders as they tangent to symplectic submanifold B, we can glue the maps f + and f − as f + #f − after gluing the domain of Riemann surface Σ g + and Σ g − , which is the connected sum of Σ g + and Σ g − . Then pertubating map f + #f − , we can get an unique pseudo holomorphic map f : Σ g → M . In our paper, we always require that Σ g + #Σ g − is a connected Riemann surface. The following index addition foumula is useful to our paper,
Lemma 2.2[LR]
We also need a well known fact about genus of connected sum of Riemann surfaces:
The following equality is satisfied:
where g is the genus of Σ g , g ± is the algebraic genus of Σ g ± , v is the number of end, i.e., the number of the points where we glue Σ g + , Σ g − .
According to theorem 5.8 of [LR] , the relative GW-invariant ψ M,Z A,l (δ|β; K) can be expressed by the relative GW-invariants over each connected component. Precisely ,using the notations of [LR] , suppose that C J,A g,l,P,α is the set of indices:
(1) The combinatorial type of (Σ ± , f ± ) :
(2) A map ρ : {e
denote the puncture points of Σ ± , satisfying (i) The map ρ is one-to-one; (ii) If we identify e 
For convenience in application, we will rewrite Lemma 2.4 in following steps:
Step 1. We divide A into A + and
Step 2. Suppose Σ g ± have a i ≥ 0 end points with order i ∈ {1, · · · , #(A · B)} such that
Step 3. Suppose that τ ± = (π ± , σ ± ) ∈ P x ± × P y ± ,e ± record which marked points in {x ± , y ± ,
± are relative stable holomorphic maps, and [f
Denote τ = (τ + , τ − ). Note that τ ± induce a partition of δ ± , β ± , a and Z ± .
Step 4. For given a and τ , we glue Σ g + and Σ g − in above manner such that Σ g + #Σ g − is a connected Riemann surface of genus g. However, for given such a and τ , we can glue Σ g + and Σ g − in many different ways such that Σ g + #Σ g − is a connected Riemann surface of genus g. Denote the number of different ways by κ(a, τ ).
Then we have the following gluing formula for the relative GW-invariants :
where a = 1 a 1 · 2 a 2 · · · ·, and the first denotes that we sum all possibility for
(2.9) 3 The generalized relative GW-invariant over S 2 In our case, M is the Riemann sphere S 2 with real two dimension, thus Z consists of points, which are the divisors of M . Since H 2 (S 2 , Z) ∼ = Z, denoted the generator by H, then the first Chern class C 1 (S 2 ) = 2H. Let A = kH. When we say f ∈ M S 2 ,Z A,l (g, K), we mean that f : Σ g → S 2 is a pseudo holomorphic map such that [f (Σ g )] = kH and there exists marked points x, y ∈ Σ g , f is tangent to Z at y with order K. Note that
If we divide the above equality (3.1) by two, we find
Lemma 3.1 The dimension condition (2.4) is equivalent to the Riemann-Hurwitz formula.
By Lemma 3.1, we derive p = k + m − 3 + 2g, i.e., we have k + m − 2 + 2g double branch points over S 2 , otherwise, µ g,k m (α) = 0. Now, we can prove our main theorem by symplectic cutting and the gluing formula (2.8). We perform the symplectic cutting over S 2 at inifinity in a small neighborhood such that there is only one other double branch point G in this neighborhood. We have
It's easy to observe that A + = kH, A − = kH. We may consider dimension condition equations:
We first consider M + = S 2 . The map f + : Σ g + → M + branches at only three points: infinity, the fixed double branch point G and the symplectic reduction point B.
e., Σ g + has c + -connected components. Suppose the holomorphic map u
contains a double ramification point, we have from Riemann-Hurwitz formula over this component that 
at infinity , the fixed branch point G and the symplectic reduction point B respectively. 
Regarding the symplectic reduction point B ∈ M − as infinity, we get many new almost simple ramified covering maps f
However in any above case, the holomorphic map
has either strict smaller number of ramification points at infinity, or strict smaller degree, or strict smaller genus than the holomorphic map f : Σ g → M = S 2 . Thus if we have known the relative GW-invariant in M + , by Lemma 2.4, we can get a recursive formula for µ g,k m (α). We also need the following lemma.
and the product ψ C (α, ω) of the relative GW-invariants of m connected components is
Proof By the definition of the relative GW-invariant and Lemma 3.2, we only need to calculate the connected relative GW-invariant of two type:
where the "pt" in the bracket records the point homology Poincare dual to the generator E ∈ H 0 (pt, R), and the others correspond to Z.
Regarding a holomorphic map f : S 2 → S 2 as a meromorphic function over Riemann plane, we write f ∈ M S 2 ,pt,pt,pt kH,0
where y 1 = y 2 ∈ C are k-ramification points. Without loss of generality, we choose zero and infinity as k-ramification points, and send 1 to 1 ,thus there exists an uniqe solution F 1 (x) = x k . However we have conformal transformation 
By the same reason, we write f ∈ M S 2 ,pt,pt,pt kH,0
where y 1 1 = y 1 2 , y 2 ∈ C are ρ, k − ρ, k-ramification point, respectively. Suppose 1,2 and zero are ρ, k − ρ, k-ramification point, respectively. Then
Since F 2 has a double ramification point x at a given point , for intance at 1 . Then x = 0, 1, 2. We have following equation Since π • π = 1, there exists a finite group Z 2 that acts on M S 2 ,pt,pt,pt kH,0 (0; K; 2, 1, · · · , 1; ρ, k − ρ), thus
We complete the Lemma 3.4. 2 Now, we write down our main theorem: Proof For a positive integer b and a ordered positive integer tuple β = (λ 1 , · · · , λ t ), we define a integer ϕ(β, b) = #{λ ∈ β|λ = b}. According to Lemma 2.4 ′ and Lemma 3.3, we have comes from the fact that we can choose k 1 + m 1 − 2 + 2g 1 double ramification points over the component Σ g 1 from k + m − 3 + 2g double ramification points. Substituting (3.4), (3.5) into (3.11), we get (3.10). 2
