We introduce a notion of a non-Abelian loop gauge field defined on points in loop space. For this purpose we first find an infinite-dimensional tensor product representation of the Lie algebra which is particularly suited for fields on loop space. We define the non-Abelian Wilson surface as a 'time' ordered exponential in terms of this loop gauge field and show that it is reparametrization invariant.
It has long ago [1] been appreciated that the natural habitat for tensor gauge fields, say of rank 2 (the generalization to higher ranks should be straightforward) from a geometrical point of view is the loop space. But only Abelian tensor gauge fields were considered there. It was later proved [2] that tensor gauge fields of rank > 1 necessarily must be Abelian. This as a consequence of the lack of surface ordering that has an invariant significance under reparametrisations of the surface [3] , [4] .
In this Letter we will present a way to obtain a reparametrization invariant surface ordering, without introducing any additional fields, and despite the result in [2] ! We think that our approach should be equivalent with that taken in [9] . However in those papers interactions could not be seen, which suggests that spacetime fields are not the natural thing to consider. To see the interactions we should consider fields defined not on points, but on loops, since points can not be ordered on a surface while loops can.
A popular approach to obtain a surface ordering has otherwise been to introduce a one-form connetion in addition to the two-form gauge connection. We will not use this approach. Since our goal is to find a definition for the interacting six-dimensional theories with (2, 0) supersymmetry [5] , and this amount of supersymmetry in any non-gravitional theory is realized on a tensor multiplet which does not contain any one-form connection, we do not want to introduce any such one-form connection. Our main idea is to consider an infinite-dimensional representation of the Lie algebra, and associate the continuous representation indices of the Lie algebra generators with the parameter s say, that parametrizes a corresponding loop C : s → C µ (s) in spacetime. We assume a Minkowski spacetime with metric tensor diag(−1, 1, ...1) and use the notationĊ 2 forĊ µĊ µ . We thus consider an infinite-dimensional tensor product representation (why this is a representation of a Lie algebra will be made clear in the sequel)
where
We may assume that t a (s, C) do not depend on C, but only on the point C(s) that the loop goes through. Naively one would think that the generators also must depend on the tangent vector at that point since the tangent vector enters in the commutation relation. But that is not the case. The tangent vector is not to be associated with the generators. It arises in the above commutation relation only to compensate for the transformation of δ(s−s ′ ) under a reparametrisation of s. Hence we may assume that the generators t a (s, C) do not depend on the form of the curve C. If we thus seek the commutation relation between the generators t a (s, C) and t b (s ′ , C ′ ) associated with two different loops, we may simply deform, say the loop C, to a new loop C ′′ that goes through both these points, and then define
where t and t ′ are defined by C(s) = C ′′ (t) and
. We may check that the Jacobi identity is satisfied, provided C ab c are structure constants of a Lie algebra, by using
It is also easy to see that
and for two different loops we get after some more work
and hence [t a (C), t b (C ′ )−t b (C)] = 0 for any generator t a (C) and we conclude (if we assume that we have a semisimple Lie algebra) that the generators t a (C) = t a (C ′ ) ≡ t a represented as in Eq. (1) do not depend on which loop C we choose, and that they satisfy the Lie algebra
This explains why we said that Eq. (1) is a representation of the Lie algebra, corresponding to the gauge group. In the particular application to (2, 0) supersymmetric theories, these Lie algebras must belong to the A − D − E series [5] , [6] . 3 We use the definition Eq. (3) to get
Then we notice that
where s 0 is defined so that C(s 0 ) = C ′ (s ′ ). We then get
In the last step we have noticed that ta(t, C ′′ ) = ta(s ′ , C ′ ). Recall that ta(s, C) has been assumed to depend locally on C(s) only, and that C ′′ (t) = C ′ (s ′ ).
We will now show what led us to introduce this infinite-dimensional tensor product representation, and how it is to be associated with the non-Abelian loop gauge field. We start by recalling how the gauge symmetry is implemented in Yang-Mills theory, and then generalize this to the rank 2 tensor gauge field in a natural way.
In Yang-Mills theory we have the path-ordered exponent
associated with a curve C embedded in spacetime, to which we have assigned the indices i and j at its two end-points x and y respectively. We can expand the path ordered exponent as a Dyson series. But what we really have here is an infinite product of matrices
which are to be glued together (by the usual matrix multiplication) along a discretized curve that approximates C. We then take the limit that the lengths of each line segment tend to zero. The path ordered exponent is thus really an infinite product of operators U ij ordered along a curve C. The path ordered exponent satisfies the differential equation
where the covariant derivative is compatible with gauge transformations
where g(x) ij = e Λ(x) ij is a gauge group element, Λ is an element in the corresponding Lie algebra, and A g is the gauge transformed gauge potential. As a consequence the path ordered exponent transforms as
because this transformed object satisfies the gauge transformed differential equation
as well as the boundary condition
Finally let us examine the compatibility condition (14). Let us make the ansatz
Then the compatibility condition, when acting on 1, reads
and hence
We now generalize all this to surfaces. Following [9] we define a surface ordered exponent (Wilson surface)
associated with a surface S which we have assumed have a disjoint set of boundary loops C I , C J , ... . To each boundary loop C I we associate a continuous index I. We would now like to think of this Wilson surface as a path ordered exponent obtained by gluing matrices
associated with loops that slices up the surface, this being the natural generalization of the path ordered Wilson loop. We postulate the surface exponent to transform under a gauge transformation as
where the gauge transformation is generated by group-elements g IJ (C) defined on closed loops, which should have the property
whereC is the same loop as C but with its orientation being reversed. A group element should be represented as an infinite tensor product
where each element in the product is of the form
and where s parametrizes the loop C as well as elements in the infinite-dimensional multi-index I = (i s ). The group element can thus be written as the exponent of a Lie algebra element that takes values in an infinite-dimensional tensor representation,
where, schematically,
where the generator t a is placed at position s. Covariance suggests that the continuum limit of 1 ⊗ · · ·⊗ t a ⊗ · · ·⊗ 1 should be precisely the t a (s, C) satisfying the commutation relations in Eq. (2). Thus, in the continuum limit
In order for Λ(C) to be reparametrization invariant we must require Λ a (s, C)ds to be invariant (since we have already assumed t a (s, C) to be invariant, depending only on the point C(s)). We also notice that there is no need to path order the exponent e
The covariant derivative should likewise be defined on loops, and obey a compatibility condition
Making the ansatz
we find from the compatibility condition that
where we have introduced
and
is a gauge potential defined on loops rather than at points, in the same fashion as the gauge parameter Λ(C) was defined in Eq. (29). We now define the Wilson surface as
where P t orders with respect to the parameter t. In the Abelian case the ordering operator is of course superfluous, and if we introduce the constraint A µ (s, C) = B µν (C(s))Ċ(s) we see that our definition reduces to the usual Abelian Wilson surface for what will turn out to be the usual local two-form gauge field B µν ,
which clearly is reparametrization invariant. Now let us turn to the non-Abelian case, and let us think of the parameter t as time. The philosphy to show reparametrization invariance is now to first show that the Wilson surface does not depend on the particular way we happen to choose the time slicing. That is, we show that we may deform the constant time loops C t . We refer to this property as 'path independence', using the terminology of [2] . Furthermore, since we take the viewpoint that a loop is a loop in the geometrical sense plus its parametrization, we must impose as a separate requirement that each constant-time loop is invariant under a change of its parametrization.
Viewing t as time, the path ordered exponent is precisely the time evolution operator, which satisfies the Schroedinger equation,
with hamiltonian
Identifying this with
with n µ = n µ (s) denoting the unit normal vector to the time slice lying in the surface; n µ ∂ s C µ (s) = 0, n µ n µ = 1, one finds
The condition of 'path independence' in the sense that different time slicings yield the same result, amounts in this special situation to the single condition [2] ,
which obviously is satisfied by
if and only if
If on the other hand s = s ′ , then we have a commutator between two quantities H ⊥ (t, s) that are equal. So the commatator vanishes identically with this construction. It should be noticed that vanishing of the commutator is not sufficient in order to have reparametrization invariance. The commutation relation (44) has to be defined in such a way that it is invariant under reparametrizations of the parameter that parametrizes the loops. This implies that we must take the commution relation to be of the form given by Eq. (2).
One should also notice that this condition of path independence would not be satisfied if we would take
with t a being Lie algebra generators, unless that Lie group is Abelian [2] . We now proceed to find the gauge field strength. There are several ways to obtain this. The easiest way is probably to compute the commutator
Another way is to compute the variation of the Wilson surface and define the loop gauge field strength by
where obviously U (0, t) denotes the Wilson surface ordered in time where we integrate it up to time t (and similarly for U (t, 1), so that in particular U (0, t)U (t, 1) = U (S).) Either way we get the non-Abelian loop field strength as
which we may write as
The equation of motion must be gauge invariant. If we require it to involve at most two derivatives there is only one such equation that we can write down, namely
Spelling it out, we have
which also can be written as
if s denotes the proper distance along the loop, −Ċ 2 (s) = 1. We notice that this is a local equation, which depends on a spacetime point x = C(s) and a (normalized) direction at that spacetime point n =Ċ(s). We claim that the loop field does not depend on higher derivatives, such asC(s) and will justify that claim below. The equation of motion can thus be derived from the action (a similar action has been suggested in [10] )
In the Abelian case we can define [1]
and B µν (x) will become the rank 2 tensor gauge field. Denote its three-form field strength by H = dB. It is then fairly easy to see that (after an integration by parts, using the fact that the loop is closed)
The action then becomes
Averaging for each fixed x
we get the familiar Maxwell action for a rank 2 tensor gauge field,
We now seek to justify the claim that A µ (s, C) only depends only on C(s) andĊ(s) and not on the higher derivatives of the loop. One reason to believe this to be true is that in order for A µ (C) to be reparametrization invariant we must require dsA µ (s, C) to be reparametrization invariant. And the transformation of the differential ds may be offset byĊ(s). Therefore there does not seem to be any need for introducing a dependence of A µ (s, C) on higher derivatives of C(s) than up to the first derivative.
Another argument for this would be found if one could express the loop gauge field in terms of a tensor gauge field defined on spacetime as we did in the Abelian case in Eq. (55), where the fact that A µ (s, C) depends only on C(s) andĊ(s) becomes manifest. In [9] it was suggested that there exists a non-Abelian tensor gauge field that should carry three gauge indices. That is, it should be of the form
While we think this seems plausible (in particular this might explain the origin of the N 3 degrees of freedom found in the large N limit of (2, 0) supersymmetric six-dimensional A N theories [7] , [8] ), we have not been able to see the Lie algebra corresponding to the gauge group arises by using this construction. The nonAbelian loop gauge field that we have introduced in this Letter should be related to this two-form gauge field. In [9] the Wilson surface was defined as
where E is some kind of exponentiation of matrises with three indices. Identifying this definition with our definition in Eq. (35) provides a relation between the loop gauge field A(C)
IJ and the spacetime tensor gauge field B ijk . Taking the surface to be a thin strip around a loop C we should thus have the relation from which we deduce that
where I IJ|ijk is obtained by gluing together certain matrices I ijk (which were introduced in [9] ) over the strip in which a triangle with edges indexed with i, j and k has been removed. We thus speak about a triangulated surface, but then we may probably take the continuum limit. In the Abelian case it is easy to promote all the fields in the (2, 0) supersymmetry tensor multiplet to loop fields by defining
Supersymmetry can be shown to close on these loop fields if we implement a certain selfduality constraint on F µν (C) that follows from H = * H. 
should permit solitonic solutions that correspond to selfdual strings. It would be interesting to find these.
Compactifying the x 5 dimension on a circle and taking the loops to be straight lines in the x 5 -direction, and defining (for m = 0, 1, ..., 4)
where C x denotes the loop along the x 5 axis whose transverse coordinates are x, we find in the compactification limit where the Kaluza-Klein modes become infinitely heavy, that A m (x) = A a m (x)t a will be the gauge field in five dimensional Yang-Mills theory.
