We prove the existence of a pair of positive radial solutions for the Neumann boundary value problem
Introduction
Motivated by its interest in Differential Geometry and General Relativity, in the last years a great deal of research has been devoted to the study of boundary value problems associated with the Minkowski-curvature equation div ∇u
that (1.1) admits the trivial solution (i.e. f (x, u) ≡ 0) and existence/multiplicity of positive solutions of (1.1) is investigated. On this line of research, in the recent paper [6] we searched for positive periodic solutions (both harmonic and subharmonic) to the parameter-dependent equation
where λ > 0, a(x) is a T -periodic sign-changing (i.e. indefinite) weight function and g(u) is a nonlinear term satisfying g(0) = 0. Among other results, we proved therein that a two-solution theorem holds for the T -periodic boundary value problem associated with equation (1.2): more precisely, for weight functions a(x) satisfying the mean value condition T 0 a(x) dx < 0 and for a large class of nonlinear terms g(u) which are superlinear at zero (namely, g(u)/u → 0 for u → 0 + ), two positive T -periodic solutions of (1.2) exist, whenever the parameter λ is large enough (see [6, Theorem 3.1] for the precise statement of this result). We refer the reader to the introduction of [6] for several comments about this solvability pattern, arising as a result of a delicate interplay between the behaviors of the nonlinear differential operator driving equation (1. 2) and the nonlinear term a(x)g(u) when u → +∞.
The technical tool used in [6] to prove the above mentioned result is topological degree theory in Banach spaces, along a line of research started in [14] and later developed and applied in several different situations (cf. [13] ), always dealing with nonlinear BVPs for semilinear equations of the type u + q(x)g(u) = 0, (1.3) where q(x) is an indefinite weight function. As well known, the first step within this approach is the formulation of the differential equation as a nonlinear functional equation in a Banach space: this can be done in a standard way when considering equation (1. 3), since the differential operator Lu = −u is a (linear) Fredholm operator of index zero. Then, depending on the invertibility/non-invertibility of L (and, hence, on the boundary conditions), either classical Leray-Schauder degree theory or Mawhin's coincidence degree theory apply. As far as the strongly nonlinear equation (1.2) is concerned, different strategies can be followed to achieve this goal. In [6] , we chose to write (1.2) as the equivalent planar system
in order to directly apply coincidence degree theory in the product space, as proposed in the recent paper [15] . This approach, which looks very natural when dealing with the periodic problem, has the drawback of not being suited for other boundary conditions. In particular, in spite of the well-known strong analogies existing in this setting between the periodic and the Neumann boundary value problem (see, for instance, [9] ), the possibility of proving the Neumann counterpart of the result in [6] is not discussed therein.
The aim of this brief paper is to provide a positive answer to this question. More generally, we deal with the Neumann boundary value problem for the PDE version of equation (1.2), namely
where B is a ball of the N -dimensional Euclidean space and a(|x|) is a (signchanging) radial weight function.
In this framework, we prove the following two-solution theorem for positive radial solutions of (1.4). 
Let g : [0, +∞[ → [0, +∞[ be a continuous function satisfying (g * ) g(0) = 0 and g(u) > 0, for all u > 0;
Then, there exists λ * > 0 such that for every λ > λ * there exist at least two positive radial solutions of problem (1.4) .
Notice that no Sobolev subcriticality assumptions are required for the nonlinear term: for instance, the function g(u) = u p enters the setting of Theorem 1.1 for every p > 1. The only restrictions on the growth at infinity come from assumption (g ∞ ): as an example, a function behaving, for u large, like e u cannot be treated. Observe that a dual condition is required also at u = 0; for some comments about these assumptions (of regular-oscillation type) we refer to [7, p. 452-453] .
The proof of our main result is based again on topological degree theory, but, of course, with some differences with respect to the approach in [6] . In particular, after having converted the radial Neumann problem (1.4) into the (singular) onedimensional problem
we write it as a fixed point equation in the Banach space C([0, R]), by exploiting a strategy comparable to the one used, for instance, in [2, 16] (see also Remark 2.2) . At this point, Leray-Schauder degree theory can be applied: the computation of the degree on three different balls of the space C([0, R]) leads to the result, similarly as in [6, 7] . The paper is organized as follows. In Section 2, we describe the abstract setting and we present two lemmas for the computation of the degree. We give here all the details of the arguments, since it seems that no appropriate reference exists for the auxiliary results that we need. In Section 3, we give the proof of Theorem 1.1, by showing the applicability of the above mentioned lemmas, under the present assumptions. Compared to the case N = 1, some technical difficulties arise when N ≥ 2. First, the convexity (respectively, concavity) of the solutions is not a priori prescribed by the negativity (respectively, positivity) of the weight function a(r). Second, when the weight function is positive near the center of the ball, as expected, some further care is needed in the estimates in order to exclude the possible appearance of a "sudden loss of energy" for the solutions (cf. [17] ). We stress that, due to the peculiar features of the Minkowski curvature operator, this can be successfully done even with no subcriticality assumptions on the nonlinear term.
The abstract setting
In this section we present an abstract formulation of the problem and we prove some preliminary results based on the theory of the topological degree.
The fixed point reduction
Throughout this section, we deal with the boundary value problem
is continuous for a.e. r ∈ [0, R], and for every K > 0 there exists η k ∈ L 1 (0, R) such that |f (r, u)| ≤ η k (r) for a.e. r ∈ [0, R] and for every |u| ≤ K). Let us recall that a solution of (2.1) is a continuously differentiable function u : [0, R] → R, with u (0) = u (R) = 0 and |u (r)| < 1 for every r ∈ ]0, R[, such that the map r → r N −1 ϕ(u ) is absolutely continuous on [0, R] and the differential equation in (2.1) is satisfied almost everywhere (see also Remark 2.1). It is convenient for the sequel to embed problem (2.1) into the two-parameter family of problems
Our aim is to write (2.2) as a fixed point problem in the Banach space C([0, R]) of continuous functions in [0, R], endowed with the usual norm · ∞ . Accordingly, for ϑ ∈ [0, 1] and α ≥ 0, we introduce the operator
defined as
Notice that the definition of T ϑ,α is well-posed, since the function
continuously extends up to ζ = 0. For future convenience, we also observe that
The following result holds true.
Proof. The continuity of the operator T ϑ,α follows straightforwardly by observing that T ϑ,α is a composition of continuous maps. We claim that T ϑ,α sends bounded sets into relatively compact sets. As a well-known consequence of Ascoli-Arzelà theorem, this is true if we prove that {T ϑ,α u n } n and {(T ϑ,α u n ) } n are uniformly bounded for every bounded sequence {u n } n in C([0, R]). This easily follows from the regularity assumptions on f (r, u) and v(r).
We prove the equivalence between the Neumann boundary value problem (2.2) and the fixed point problem u = T ϑ,α u. Let u(r) be a solution of (2.2), hence u ∈ C([0, R]). By integrating the equation in (2.2) in [0, r], recalling that u (0) = 0, and dividing by r N −1 , we obtain
(2.6)
By applying ϕ −1 to (2.5) and integrating in [0, r], we thus deduce that u = T ϑ,α u.
On the other hand, let u ∈ C([0, R]) be such that u = T ϑ,α u. Therefore, we have u ∈ C 1 ([0, R]) and u is given by the right-hand side of formula (2.4). In particular, u (0) = 0 and |u (r)| < 1 for every r ∈ ]0, R[. Next, by computing u(0) = (T u)(0), we obtain that (2.6) holds and so u (R) = 0. By computing ϕ(u ), multiplying by r N −1 , and differentiating, we finally obtain that u(r) solves (2.2). The proof is thus completed.
Remark 2.1. Let us notice that, for every solution u(r) of (2.2), from (2.5) it follows that ϕ(u ) is absolutely continuous on [0, R]. Therefore, since ϕ −1 is smooth, u is absolutely continuous as well. In particular, if both f (r, u) and v(r) are continuous functions, then u ∈ C 2 ([0, R]) (cf. [10, Remark 3.3]).
As a consequence of Theorem
is an open and bounded set such that u = T ϑ,α u, for all u ∈ ∂Ω, the Leray-Schauder degree deg LS (Id − T ϑ,α , Ω, 0) is well-defined (we refer to [12] for a classical reference about topological degree theory).
Dealing with the (one-dimensional) periodic boundary value problem
a similar strategy can be followed in order to obtain a functional analytic formulation. Precisely, it can be seen (cf. [4, 18] ) that u(r) is a solution of (2.7) if and only
It is worth noticing that, compared with the Neumann case, this formulation is slightly less transparent: indeed, due to the non-locality of the periodic boundary conditions, the additional term Q ϕ appears. An alternative fixed point formulation for (2.7), relying on a direct use of coincidence degree theory for the equivalent planar system u = ϕ −1 (v), v = −f (r, u), has been recently proposed in [15] . Notice that, to enter the setting of the previous section, we need for the nonlinearity appearing in the equation to be defined for every u ∈ R; accordingly, we set
Two degree lemmas
Observe that, due to the assumptions on a(r) and g(u)
, the function f (r, u) is L 1 -Carathéodory.
Recalling the definition (2.3) of T ϑ,α , we thus compute the Leray-Schauder degree of the map Id − T 1,0 . Observe that, by standard maximum principle arguments (based on the monotonicity of the map r → r N −1 ϕ(u (r)) when u(r) < 0), u = T 1,0 u implies that u(r) is a non-negative solution of (2.1) and thus solves (2.8).
The first lemma gives conditions for zero degree. Proof. First, recalling Theorem 2.1, we have that u(r) is a solution of
if and only if u = T 1,α u. By maximum principle arguments, since v ≥ 0, every solution of (2.10) is non-negative and thus solves (2.9). Therefore, for every α ≥ 0, condition (H 1 ) ensures that u = T 1,α u, for all u ∈ ∂B(0, d).
We deduce that deg LS (Id − T 1,α , B(0, d), 0) is well-defined for every α ≥ 0. As a final step, we apply the homotopy invariance property of the degree to conclude that α0 , B(0, d) , 0) = 0, where the last equality follows from hypothesis (H 2 ).
The second lemma ensures non-zero degree. Notice that here we need to assume further conditions on a(r) and g(u). Pairs of solutions for a Minkowski-curvature indefinite Neumann problem 9
Then, it holds that deg LS (Id − T 1,0 , B(0, d), 0) = 1.
Proof. First, recalling Theorem 2.1, we have that u(r) is a solution of
if and only if u = T ϑ,0 u. By maximum principle arguments, every solution of (2.12) is non-negative and thus solves (2.11). 0 , B(0, d) , 0) is well-defined for every ϑ ∈ ]0, 1]. Let us consider the case ϑ = 0. The fixed point problem u = T 0,0 u reduces to
whose solutions are constant functions. Observing that
we consider the function
By hypothesis (a # ) we deduce that Therefore, by the homotopy invariance property of the degree we infer that
This concludes the proof.
Proof of Theorem 1.1
We look for radial solutions of problem (1.4), meant as solutions of the onedimensional boundary value problem (1.5). To investigate this, we rely on the abstract setting presented in Section 2.
We divide the arguments of the proofs into some steps.
Step 1. Fixing the constants δ * and λ * . We first set I + i = [σ i , τ i ] for i = 1, . . . , m, and we assume that these intervals are ordered in the natural way, that is
Notice that, whenever a(r) vanishes on one or more non-degenerate intervals, the choice of some of the values σ i and τ i is not unique. Let ε > 0 be such that
r N −1 a(r) dr > 0, for every i = 1, . . . , m, and let us define
if σ 1 = 0, where γ = min{δ * , τ 1 }/2. Notice that, in both cases, δ * ∈ ]0, δ * [. Moreover, let
From now on, let λ > λ * be fixed.
Step 2. Computation of the degree in B(0, δ * ). We are going to apply Lemma 2.1 to the open ball B(0, δ * ) taking as v(r) the indicator function of the set i I + i . First we verify condition (H 1 ). We suppose by contradiction that there exist α ≥ 0 and a non-negative solution u(r) to (2.9) such that u ∞ = δ * . Claim 1. There exists i = {1, . . . , m} such that
Since v ≡ 0 on [0, R] \ i I + i , by conditions (a * ) and (g * ) we deduce that the map r → r N −1 ϕ(u (r)) is non-increasing on each interval I + i and non-decreasing on each interval J ⊆ [0, R] \ i I + i . We show that max We further observe that if τ = 0 then u (τ ) = 0 and so max r∈J u(r) = u(σ); if σ = R then u (σ) = 0 and so max r∈J u(t) = u(τ ). As a consequence of this and (3.2), (3.1) follows.
From now on we focus on the behavior of u(r) on
Indeed, let us fix r ∈ [σ i + 2ε, τ i − 2ε]. If u (r) = 0 then the estimate is obvious. If u (r) > 0, by using the monotonicity of the map r → r N −1 ϕ(u (r)), we have that
By integrating the above inequality in [σ i , r] we obtain
where the last inequality follows from 2ε < τ i . This implies (3.3). As last case, if u (r) < 0, by arguing as above, we have that
where we have used the oddness of ϕ and ϕ −1 , and the elementary inequality 
finally implying (3.3). For further convenience, we observe that from (3.3) we have in particular that The case r * =ř is trivial. So we consider the two cases: r * <ř and r * >ř.
, then u (r * ) ≤ 0. Using the monotonicity of r → r N −1 ϕ(u (r)) in [σ i , τ i ], we deduce that
and so, from (3.6) with ξ = r * , u (ζ) ≤ 0 for all ζ ∈ [r * ,ř], in particular u (ř) ≤ 0. Assume now i ≥ 2, or i = 1 and σ 1 = 0. An integration of (3.6) with ζ =ř on [r * ,ř] leads to
Using ( 
Then, (3.5) holds. Consider now the case i = 1 and σ 1 = 0. Then, recalling that u (ξ) ≤ 0 on [0, τ 1 ], we have r * = 0 andř = τ 1 − 2ε. Now, arguing as above and using the fact that |u (ξ)| < 1 on [0, τ 1 ], we deduce
Then, (3.5) holds.
On the other hand, if τ i ≥ r * >ř ∈ [σ i + 2ε, τ i − 2ε], then u (r * ) ≥ 0. Notice that this can happen only when i ≥ 2, or i = 1 and σ 1 = 0. Using the monotonicity of r → r N −1 ϕ(u (r)) in [σ i , τ i ], we deduce that
and so, from (3.7) with ζ = r * , u (ξ) ≥ 0 for all ξ ∈ [ř, r * ], in particular u (ř) ≥ 0. An integration of (3.7) with ξ =ř on [ř, r * ] and an application of (3.3) lead to
Then, we have (3.5) .
We are now ready to verify condition (H 1 ) of Lemma 2.1. We integrate the equation in (2.9) on [σ i + 2ε, τ i − 2ε] and, recalling (3.4), (3.5) and that ϕ is odd, we obtain
a contradiction with respect to λ > λ * . As for assumption (H 2 ), we integrate the equation in (2.9) in [0, R] and, passing to the absolute value, we deduce
A contradiction follows for α sufficiently large. From Lemma 2.1 we thus obtain deg LS (Id − T 1,0 , B(0, δ * )) = 0.
(3.8)
Step 3. Fixing the constant d * and computation of the degree in B(0, d * ). First, we claim that there exists d * ∈ ]0, δ * [ such that, for every ϑ ∈ ]0, 1], every nonnegative solution u(r) of (2.11) with u ∞ ≤ d * is such that u ≡ 0. We assume, by contradiction, that there exists a sequence {u n } n of nonnegative solutions of (2.11) for ϑ = ϑ n satisfying 0 < u n ∞ = d n → 0. We define v n (r) = u n (r) d n , r ∈ [0, R], and observe that v n (r) is a non-negative solution of the Neumann problem associated with
where we set q(u) = g(u)/u for u > 0 and q(0) = 0. Integrating equation (3.9) between 0 and r and dividing by r N −1 we obtain that v n (r)
Passing to the absolute value we have |v n (r)| ≤ |v n (r)| 1 − u n (r) 2 ≤ λ R 0 |a(ξ)||q(u n (ξ))||v n (ξ)| dξ, for all r ∈ ]0, R].
Therefore, using the first condition in (g 0 ) and the fact that v n ∞ ≤ 1, we obtain that v n → 0 uniformly. As a consequence, v n → 1 uniformly in [0, R], since
whereη n ∈ [0, R] is such that u n (η n ) = u n ∞ = d n . An integration of equation Dividing by g(d n ) > 0, we have
Using the second condition in (g 0 ) and recalling that v n → 1 uniformly, we find a contradiction. The claim is thus proved and we can fix d * ∈ [0, δ * [. Finally, condition (H 3 ) of Lemma 2.2 is trivially satisfied for d = d * , and therefore deg LS (Id − T 1,0 , B(0, d * )) = 1.
(3.10)
Step 4. Fixing the constant D * and computation of the degree in B(0, D * ). First, we claim that there exists D * > δ * such that, for every ϑ ∈ ]0, 1], every nonnegative solution u(r) of (2.11) satisfies u ∞ < D * . We assume, by contradiction, that there exists a sequence {u n } n of nonnegative solutions of (2.11) for ϑ = ϑ n and λ = λ n satisfying u n ∞ = D n → +∞. We proceed similarly to the previous step. We define v n (r) = u n (r) D n , r ∈ [0, R], which solves the Neumann problem associated with equation (3.9). Since u n ∞ ≤ 1, we easily find v n ∞ → 0 and, consequently, v n → 1 uniformly in [0, R] (proceeding as shown in Step 3). Integrating equation (3.9) and dividing by g(D n ) > 0, we thus obtain g(D n v n (r)) g(D n ) − 1 .
Using (g ∞ ), a contradiction easily follows. The claim is thus proved and we can fix D * > δ * . Finally, condition (H 3 ) of Lemma 2.2 is trivially satisfied for d = D * , and therefore deg LS (Id − T 1,0 , B(0, D * )) = 1.
(3.11)
Step 5. Concluding the proof. Starting from the formulas (3.8), (3.10), (3.11) proved in the last three steps, we apply the additivity property of the coincidence degree to obtain deg LS (Id − T 1,0 , B(0, δ * ) \ B(0, d * )) = −1 and deg LS (Id − T 1,0 , B(0, D * ) \ B(0, δ * )) = 1. As a consequence of the existence property of the degree, there exist two solutions u s ∈ B(0, δ * ) \ B(0, d * ) and u ∈ B(0, D * ) \ B(0, δ * ) of problem (2.1). Then, u s (r) and u (r) satisfy d * < u s ∞ < δ * < u ∞ < D * . By maximum principle arguments, both these solutions are non-negative and hence they solve (1.5). It thus remains to show that they are positive, that is, u(r) > 0 for every r ∈ [0, R], for both u = u s and u = u .
By contradiction, assume that u(r 0 ) = 0 for some r 0 ∈ [0, R]. Then u (r 0 ) = 0, coming from the boundary conditions if r 0 = 0 and from the fact that u(r) is nonnegative if r 0 ∈ (0, R].
If r 0 = 0, integrating the equation we find where M > 0 is a suitable constant. By Gronwall's lemma, u(r) = 0 for every r ∈ [0, R], a contradiction.
In the case r 0 ∈ ]0, R], the contradiction is reached again using the assumption g(u)/u → 0 for u → 0 + , which as well known implies (together with the smoothness of ϕ −1 ) that the only solution of the planar system
satisfying the initial condition (u(r 0 ), v(r 0 )) = (0, 0) is the trivial one.
