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Abstract
Next-generation high-power laser systems that can be focused to ultra-high intensities exceeding
1023 W/cm2 are enabling new physics regimes and applications. The physics of how these lasers
interact with matter is highly nonlinear, relativistic, and it involves non-classical processes such as
radiation reaction and quantum effects. The current tool of choice for modeling these interactions
is the particle-in-cell (PIC) method. In the presence of strong electromagnetic fields, the motion
of charged particles and their spin is effected by radiation reaction (either the semi-classical or
quantum limit). Standard (PIC) codes usually use Boris or similar operator-splitting methods to
advance the particle in standard phase space. These methods have been shown to fail in the strong
field regime and it is not straightforward to extend them to include radiation reaction. In addition,
some problems require tracking the spin of the particle which means that the phase space of the
particle is now nine-dimensional, i.e., (x,u, s) (9D). Therefore, numerical algorithms that enable
high-fidelity modeling of the 9D phase space in the strong-field regime (where both the spin and
momentum evolution is effected by radiation reaction) are required. We present a new particle
pusher that works in 6D and 9D phase space based on the analytical and not leapfrog solutions
to the momentum and spin advance due to the Lorentz force, together with the semi-classical
form of radiation reaction in Landau-Lifshitz, and the Bargmann-Michel-Telegdi equation for the
evolution of the spin. Analytic solutions for the position advance are also obtained but these are
not amenable to the staggering of space and time in the PIC code. These analytical solutions are
obtained by only assuming a locally uniform and constant electromagnetic field during a time step.
The solutions can provide the 9D phase space advance in terms of the duration of the particles’
proper time and then a mapping is used to determine the proper time step duration for each
particle as a function of the lab frame time step. Owing to the analytical integration of particle
trajectory and spin orbit, the constraint on the time step needed to resolve the trajectory in ultra-
high fields can be greatly reduced. The time step required in a PIC code for accurately advancing
the fields may provide additional constraints. We present examples of the motion of single particle
simulations to show the proposed particle pusher can greatly improve the accuracy of the particle
trajectory in 6D or 9D phase space for given laser fields. We also implemented the new pusher
into the state-of-art PIC code Osiris to include the effects of the field solver for lasers in vacuum.
Examples are presented that show the proposed pusher provides improvement for a given time
step. A discussion on the numerical efficiency of the proposed pusher is also provided.
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1. Introduction
With the recent availability of petawatt class lasers and roadmap for multi-petawatt class laser
systems [1, 2, 3], laser intensities exceeding 1023 W/cm−2 will soon become accessible. This will
open a new door for research avenues in plasma physics, including plasma-based acceleration [4, 5, 6,
7] in the strong-field regime, the coupling of laser-plasma interactions and quantum electrodynamic
[8], and the ability to mimic some astrophysical phenomena (e.g., gamma-ray bursts and supernova
explosions) in the laboratory. The physics of how ultra-high intensity lasers interact with matter is
highly nonlinear, relativistic, and it involves non-classical processes such as radiation reaction and
quantum effects. Simulations will be a critical partner with experiments to unravel this physics.
Electromagnetic particle-in-cell (PIC) algorithm [9, 10, 11] has been successfully applied to the
research of plasma or charged particle beams interacting with radiations for nearly half a century.
With moderate radiation (laser) parameters, e.g., eA/(mec
2) & 1 where A is the vector potential of
laser, PIC simulations have been proved a reliable tool. However, in the strong-field regime where
eA/(mec
2)  1 accurate modeling becomes much more challenging. Developing high-fidelity PIC
simulation algorithms requires a comprehensive and deep understanding of each aspect of the
numerical algorithm and the physical problem itself. To improve the simulation accuracy and
reliability, much effort has already been undertaken to mitigate various numerical errors including
improper numerical dispersion, errors to the Lorentz force for a relativistic particle interacting with
a laser, numerical Cerenkov radiation and an associated instability [12, 13, 14, 15, 16], finite-grid
instability [17, 18, 19, 20] and spurious fields surrounding relativistic particles [21].
In this article, we address inaccuracies and challenges for the particle pusher used as part of a
PIC code. The pusher has been found to be one of the major factors that preventing high-fidelity
PIC simulations in strong-field regime. Most PIC codes use the standard Boris scheme [22] or its
variants [23, 24] for the particle push. These later variants correct a shortcoming of the Boris push
when a particle moves relativistically where E+v×B ≈ 0. In the standard Boris split algorithm,
the velocity can change even when the Lorentz force vanishes.
Gordon et al. [25] showed that it is possible to construct an analytic or exact covariant non-
splitting pusher. This method assumes the fields (forces) are constant during an interval of the
proper time and then advances the particle momentum using the analytic solutions. Since this
method pushes particle in proper time rather than in the observer’s time, it cannot be directly
applied to PIC simulations but only be used for single-particle tracking. Gordon et al. also
discussed how to include radiation reaction (RR). However, they used a form for RR that is
challenging to incorporate. Pe´tri [26] (who does not seem to be aware of the work of Gordon et al.)
recently proposed a different implementation of the exact pusher that included a mapping between
the proper and observer time step, allowing the pusher to be applicable for PIC simulations.
However, he did not consider RR. Although the motivation for developing an analytic pushers was
to handle ultra-high fields, it will also accurately model the motion of a relativistic particle when
E + v ×B ≈ 0.
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In strong fields, the motion of charged particles will be significantly impacted by the radiative
reaction force and its accompanied energy loss. Therefore, determining how to accurately model
the RR effect is also of crucial importance for the strong-field regime. In the semi-classical perspec-
tive, the most prominent equation to describe radiation reaction is Lorentz-Abraham-Dirac (LAD)
equation [27]. However, the expression for RR provided by Landau-Lifshitz (LL) [28] is more prac-
tical than that of LAD because it avoids unphysical solutions. There exist various semi-classical
models appropriate for numerical simulations based on the LL model and Vranic et al. [29] have
made a careful comparison of them. The usual way to implement the additional radiative force in
PIC codes is to first integrate the particle trajectory using a pusher (splitting or exact) solely for the
Lorentz force and then to add an impulse from the radiative reaction force separately [30, 25]. This
splitting process is simple to implement but it can lead to the accumulation of errors in simulation
with a large number of time steps even though the radiation reaction effect is perturbative. The
particle pusher proposed in this article extends the analytical solution to include the LL equation.
The only assumption is that the fields are constant within each simulation time step. Therefore,
the proposed pusher is free of numerical errors caused by splitting the operator for Lorentz force.
The analytic pusher (or any sub-cycling approach [31]) will have errors to a particles trajectory if
assuming constant fields during a time step. Therefore, the time step must properly resolve the
evolution of the fields as well.
The PIC method is also beginning to be used to study the production of spin-polarized particle
beams. Furthermore, there is also a growing interest [32, 33, 34] in how RR effects the particle spin
dynamics in strong fields. Particle spin precession follows the Bargmann-Michel-Telegdi (BMT)
equation [27] in which the phase space (x,u) is used to evaluate the spin s. Therefore the effect of
radiation reaction on modifying the phase space trajectories (x,u) will be also manifested in the
behavior of spin dynamics. However, there is far less literature directly related to the numerical
schemes of the spin “push” than that of momentum “push”. A typical numerical method [35] is
similar to the Boris scheme. This method approximates the motion of spin orbit to be a pure
rotation with a frequency which is evaluated with the time-centered values of the electromagnetic
fields and particle momentum. This Boris-like scheme is subject to large numerical errors in the
strong-field regime as will be shown later. In this article, we also derive semi-analytic solutions to
the BMT equation by utilizing the analytic expressions of particle momentum without radiation
reaction to advance the spin within an interval of time. The RR is then included as an impulse.
In the next interval of time, the initial conditions for the analytical update of the momentum
are thus different which then changes the spin evolution in the next interval of time. Obtaining
a fully analytic solution to BMT in the presence of radiation reaction is extremely difficult and
probably impossible; however, the radiative force can still be nearly accurately included via the
aforementioned splitting correction method.
Although we are focusing on finding analytical solutions for both the momentum and position
advance during intervals of time for where the fields are constant, it is still important to relate
this to the leapfrog time indices in a standard PIC code. In most PIC codes (with the exception
of the pseudo-spectral analytic time-domain (PSATD) codes [36]), the E and B are staggered
in time. The momentum (proper velocity) and position are also staggered in time such that E
and x are known on half-integer values of time and B and u are known at integer values (in the
PSATD algorithm E, B and x are known at half-integer values of time). In the push the fields
are assumed constant during an interval of time between n∆t and (n + 1)∆t and the fields are
assumed to be given by their values at time (n+ 1/2)∆t so that the particle positions are assumed
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known at (n+ 1/2)∆t. This implicitly assumes that the particle’s position does not change during
this time. Under these conditions, we look for analytically advancing the momentum forward
to (n + 1)∆t. Although we can then advance the particle position analytically forward in time
assuming (dx/dt = u/γ), this can only be done during intervals in time for which u is known,
which in this case is until (n+ 1)∆t. Therefore, the analytical pusher is really doing an analytical
advance of the particle momentum. However, this can still lead to significant improvements in
accuracy as it is the momentum and not the position advance which can lead to large errors. This
is easy to see by noting that the particle’s speed is limited to the speed of light, from which it
follows that during a time step a particle can only move a fraction of a cell for any field strength.
On the other hand, for ultra-high fields the change in the proper velocity during a time step can be
many orders of magnitude, i.e., ∆u/u 1 during a time step. In a later section, we show examples
where the errors associated with the leapfrog advance in the position leads to noticeable errors.
The use of the analytic solutions together with the PSATD or new concepts where the position
and momentum are defined at the same time, may lead to new PIC time indexing algorithms.
The remaining of the paper is organized as follows: In section 2 and in Appendix A, we derive
the equations for an analytic push of the Lorentz force and introduce the mathematical formalism
that can be extended to include the LL and BMT equations. In section 3, we use the mathematical
formalism in refsec:eigensys to obtain an analytic particle pusher for the 6D phase space including
the LL equation. These solutions are exact if the fields are constant during an interval of proper
time. In both sections, we also show how to obtain a mapping between the time step in the
lab frame and the proper time step. In section 4, we derive the analytic solutions to the BMT
equation employing the analytical solutions of momentum obtained in section 3. The workflow
and implementation of the proposed pusher for the 9D phase space are described in section 5. In
section 6, we first compare the simulation results for a single particle in an ultra-intense laser field
in vacuum using the proposed particle pusher with the standard Boris, Higuera-Cary schemes and
the Boris-like scheme for the spin push. It is shown that the conventional numerical methods lead
to large errors in the advance of 9D phase space while the proposed method provides accurate
results. Then full PIC simulations using Osiris [37, 38] are conducted to investigate the difference
of particle collective behavior using the proposed and conventional pushers. A summary and
directions for future work are given in section 8.
2. Particle motion in constant and uniform fields without radiation reaction
In this section, we will present a derivation of exact solutions to both the momentum and
position updates for constant fields. Analytic expressions can be obtained in various ways. Pe´tri [26]
introduced a Lorentz boosted frame where the E and B fields are parallel, for which analytic
solutions are possible. These results then need to be transformed back to the lab frame. He
also provided a mapping between the boosted (proper) and lab frame time steps. Gordon et
al. [25] showed that the momentum update can be solved analytically in a covariant form and
described a matrix representation of the analytic solution. However, Gordon et al. did not provide
a mapping between the proper and lab frame time steps nor address special cases that need to
be considered. Although the underlying mathematics for obtaining solutions is different, each of
the above approaches yields the same net result for the cases considered. However, the forms for
the solutions can have different degrees of algorithmic complexity. Here, we will present another
method for finding an analytic expression that is more compact and easier to implement into a PIC
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code. We use the covariant form for the equations of motion. More importantly, the mathematical
formalism we use will be extended to include the LL and the BMT equations in later sections.
The covariant form of the equation of motion without radiation reaction is
duµ
dτ
=
q
mc
Fµνu
ν (2.1)
where uµ is the four-velocity, q is the particle charge and m is the particle mass. The field tensor
is written as
Fµν =

0 E1 E2 E3
E1 0 B3 −B2
E2 −B3 0 B1
E3 B2 −B1 0
 . (2.2)
To avoid rewriting constant factors, we use normalized physical quantities, i.e. τ → ω0τ , q → qe ,
m → mme and F
µ
ν → eF
µ
ν
meω0c
, where e is the elementary charge, me is the rest mass of electron and
ω0 is a characteristic reference frequency which, for instance, can be chosen to be the electron
plasma frequency or the frequency of the laser. We also absorb the charge-mass ratio into Fµν , i.e.
Fµν → qmFµν , to further simplify the expressions. If not specified in the remaining of the paper, we
will use F to denote the tensor Fµν . The normalized equation of motion is thus given by
du
dτ
= Fu. (2.3)
If the elements of F are all constant in τ during an interval in time, then it is clear that this
equation is easy to solve if we know the eigenvalues (λ) and eigenvectors (eˆ) of F . In Appendix A,
it is shown that the field tensor has four eigenvalues which come in pairs. One pair is real where
λ = ±κ and the other pair is purely imaginary λ = ±iω, where
κ =
1√
2
√
I1 +
√
I21 + 4I22 , ω =
1√
2
√
−I1 +
√
I21 + 4I22 . (2.4)
It is also shown that
I1 = |E|2 − |B|2, I2 = E ·B. (2.5)
are Lorentz invariants. The vector space of F can be expanded into a set of unit base vectors eˆ
and that this can be used to construct a set of orthogonal base vectors, b which are given by
b+κ =
(
0, κ2E + I2B
)
, b−κ = κ
(|E|2 + ω2,E ×B)
b+ω =
(
0,−ω2E + I2B
)
, b−ω = iω
(|E|2 − κ2,E ×B) . (2.6)
In Appendix A it is also shown that the four-vectors b±κ and b±ω can be expressed as linear combi-
nations of the eigenvectors eˆ which are associated with the eigenvalues ±κ and ±iω, respectively.
We call the subspace expanded by b±κ and that expanded by b±ω , the “κ-space” and “ω-space”
respectively. By construction these two subspaces are also mutually orthogonal.
We hereafter adopt the notation (·|·) to represent the inner product of two four-vectors. The left
vector in the parentheses is covariant while the right is contravariant. The modulus or length of a
four-vector V is thus defined as |V | ≡√(V |V ). Direct calculation shows that the modulus of these
orthogonal base vectors are |b±κ |2 = ∓κ2(ω2 +κ2)(|E|2 +ω2) and |b±ω |2 = ∓ω2(ω2 +κ2)(|E|2−κ2),
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and thus a set of normalized unit base vectors can be defined as bˆ±κ = b±κ /|b±κ | and bˆ±ω = b±ω /|b±ω |.
The initial components of u in κ- and ω-space, i.e., uκ0 and uω0, can thus be obtained by projecting
u0 along unit base vectors,
uκ0 = (u0|bˆ−κ )bˆ−κ + (u0|bˆ+κ )bˆ+κ , uω0 = (u0|bˆ−ω )bˆ−ω + (u0|bˆ+ω )bˆ+ω . (2.7)
In practice, we determine the projections by calculating either uκ0 or uω0 with Eq. (2.7) and then
calculating the other component using u0 = uκ0 + uω0.
Next, we separately explore the evolution of uκ and uω. Taking the proper time derivative of
both sides of Eq. (2.3) and using the properties F 2uκ = κ
2uκ and F
2uω = −ω2uω (see Appendix
A), the equation of motion can be decomposed into
d2uκ
dτ2
= κ2uκ (2.8)
and
d2uω
dτ2
= −ω2uω. (2.9)
The solutions are given by
uκ(τ) = uκ0 cosh(κτ) + κ
−1Fuκ0 sinh(κτ) (2.10)
and
uω(τ) = uω0 cos(ωτ) + ω
−1Fuω0 sin(ωτ), (2.11)
where uκ0 = uκ(τ = 0) and uω0 = uω(τ = 0). The four-position can be also obtained by directly
integrating the expressions for the proper velocity over the proper time
xκ(τ)− xκ0 = κ−1
[
uκ0 sinh(κτ) + κ
−1Fuκ0(cosh(κτ)− 1)
]
(2.12)
xω(τ)− xω0 = ω−1
[
uω0 sin(ωτ)− ω−1Fuω0(cos(ωτ)− 1)
]
(2.13)
where the initial position components xκ0 and xω0 can be likewise obtained as how we decompose
u0 [Eq. (2.7)].
Until now we have obtained the analytic expressions for particle four-velocity and four-position
in absence of radiation reaction. Given the proper time step ∆τ , the 6D phase space evolution
could be advanced in proper time. However, in a PIC simulation, the fields are advanced using
the lab frame time step ∆t. We therefore need to advance forward the phase space for fixed lab
frame steps rather than a fixed proper time step for each particle. Although ∆τ changes for each
simulation (observer) time step, a mapping between the lab and proper time intervals for fixed
fields can be found using the time-like component of Eqs. (2.12) and (2.13)
∆t = x0κ(∆τ) + x
0
ω(∆τ)− x0κ0 − x0ω0 (2.14)
This is a transcendental equation consisting of trigonometric and hyperbolic functions. We usually
need to resort to some root-finding algorithms such as Newton-Raphson method with second-order
precision or Householder method with higher precision to seek the solution. We discuss this later
when we compare the computational efficiency of the proposed pusher.
The above analytic solutions (and those obtained in sections to follow) are mathematically
well-behaved even when the eigenvalues vanish. However, when the the eigenvalues are very small,
it can be difficult to computationally evaluate these expressions. Therefore, it is important to show
how the solutions behave when the eigenvalues become degenerate.
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2.1. Special case: I1 6= 0, I2 = 0
In this case, E and B are orthogonal to one another and either κ or ω vanishes depending on
whether |E| < |B| or |E| > |B|. In this case, there are only two non-vanishing eigenvectors bˆ and
the rank of the subspace for u reduces from 2 to 1. However, this subspace is still perpendicular
to the other subspace even in the limit that the eigenvalue goes to zero. Therefore, the sub-space
decomposition and above discussion are still valid except we need to carefully treat the singularity
appearing in the expression of u and x (Eqs. (2.11) and (2.13)).
If |E| > |B|, we have ω = 0. In this case, uω0 cannot be directly obtained by projecting u0
according to Eq. (2.7) due to the singularity in the denominator but the projection of uκ0 is still
valid. Therefore, we can obtain uω0 through uω0 = u0−uκ0. The expression of uω can be obtained
from Eq. (2.11) by simply taking the limit ω → 0
uω(τ) = uω0 + τFuω0. (2.15)
Integrating this result over the proper time provides the expression for four-position
xω(τ)− xω0 = uω0τ + 1
2
Fuω0τ
2 (2.16)
Analogously, if |B| > |E|, we have κ = 0 and uκ0 is obtained by uκ0 = u0 − uω0. The expressions
for uκ and xκ are then given by
uκ(τ) = uκ0 + τFuκ0 (2.17)
and
xκ(τ)− xκ0 = uκ0τ + 1
2
Fuκ0τ
2. (2.18)
2.2. Special case: I1 = I2 = 0
In the limit that the electric and magnetic fields on a particle are both orthogonal and equal
in magnitude, I1 = I2 = 0. In this case, all the eigenvalues of the field tensor vanish, and thus
the sub-space decomposition is no longer valid. We note that in this special case, for any integer
n ≥ 3, Fn = 0. Using this property, we can construct a solution as the linear combination of the
base {u0, Fu0, F 2u0}
u(τ) = c1(τ)u0 + c2(τ)Fu0 + c3(τ)F
2u0. (2.19)
Inserting the solution into Eq. (2.3) and comparing the coefficients, we obtain a set of ODEs
c˙1 = 0, c˙2 = c1, c˙3 = c2. (2.20)
Utilizing the initial conditions c1(0) = 1 and c2(0) = c3(0) = 0, we can obtain a solution for u(τ)
u(τ) = u0 + τFu0 +
1
2
τ2F 2u0, (2.21)
and the four-position can be obtained by integrating the equation for u(τ),
x(τ)− x0 = u0τ + 1
2
τ2Fu0 +
1
6
τ3F 2u0. (2.22)
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3. Particle motion in constant and uniform fields with radiation reaction
In this section, we will derive the exact solutions to the LL equation by utilizing the orthog-
onality of κ- and ω-space introduced in the previous section. We will see that by splitting the
four-velocity u into components belonging to the two sub-spaces, i.e., uκ and uω, the integration
of the LL equation is greatly simplified. The covariant form for the LL equation can be written as
duµ
dτ
=
q
mc
Fµνu
ν +
2q3
3m2c3
(
∂Fµν
∂xi
uνui − q
mc2
FµνF
ν
i u
i +
q
mc2
(F iju
j)(F ki uk)u
µ
)
, (3.1)
where xi is the four-position. We are investigating cases where the fields are assumed constant in
the proper time during a time step. Furthermore, it has been shown by others [30] that the first
term in the parentheses that has the partial derivatives of xi can be neglected. This is referred to
as the reduced Landau-Lifshitz model. After the normalizations described above, the reduced LL
equation can be written as
du
dτ
= Fu+ σ0
q2
m
[
F 2u− (u|F 2u)u] (3.2)
where σ0 is a dimensionless parameter defined as σ0 =
2e2ω0
3mec3
.
By utilizing the subspace decomposition for u, i.e., u = uκ + uω, and recalling the relations
F 2uκ = κ
2uκ and F
2uω = −ω2uω, it can be shown that the contraction (u|F 2u) becomes (u|F 2u) =
κ2(u|uκ) − ω2(u|uω) = κ2|uκ|2 − ω2|uω|2. Substituting this result into the reduced LL equation
(3.2) and using the fact that the four-velocity has unity length, i.e., |u|2 = |uκ|2 + |uω|2 = 1, we
obtain two decoupled nonlinear differential equations
duκ
dτ
= Fuκ + α0(1− |uκ|2)uκ (3.3)
duω
dτ
= Fuω − α0(1− |uω|2)uω (3.4)
where α0 ≡ σ0 q2m (κ2 +ω2). To solve these nonlinear ordinary differential equations (3.3) (Eq. (3.4)
can be solved in an analogous manner), we first construct a trial solution as the product of the
amplitude for uκ and a four-vector wκ, i.e., uκ = |uκ(τ)|wκ. This implies that wκ is also enforced
to have unity length. With this assumption Eq. (3.3) can be separated into to two ODEs as
dwκ
dτ
= Fwκ, (3.5)
d|uκ|
dτ
= α0(1− |uκ|2)|uκ|. (3.6)
The first ODE is exactly the unperturbed Lorentz equation. It implies that the modulus of wκ
does not change, which can be justified by left multiplying wκ on both sides of the equation and
using the property (wκ|Fwκ) = 0 as described in Appendix A. As the discussion in section 2, the
unperturbed Lorentz equation (3.5) has the solution
wκ(τ) = wκ0 cosh(κτ) + κ
−1Fwκ0 sinh(κτ). (3.7)
where wκ0 = wκ(τ = 0).
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Eq. (3.6) can be directly integrated to obtain a solution to the amplitude equation
|uκ(τ)| = |uκ0|√|uκ0|2 + |uω0|2e−2α0τ (3.8)
Combining the solutions for wκ and |uκ| yields
uκ(τ) =
1√|uκ0|2 + |uω0|2e−2α0τ [uκ0 cosh(κτ) + κ−1Fuκ0 sinh(κτ)] . (3.9)
The solution to uω can be obtained in an analogous way
uω(τ) =
1√|uω0|2 + |uκ0|2e2α0τ [uω0 cos(ωτ) + ω−1Fuω0 sin(ωτ)] . (3.10)
Although there is no simple and closed-form expression for the four-position if radiation reaction
is included, it is still possible to obtain approximate expressions with sufficiently high accuracy
as long as the “friction” coefficient α0 is much less than ∆τ . Simple estimations can show this
premise is often true for problems of interest. According to its definition, we know that α0 =
(4pi3
re
λ0
) q
4
m3
√
I21 + 4I22 ≤ (4pi3 reλ0 )
q4
m3
(|E|2 + |B|2), where re is classical electron radius. The equality
is true if and only if E ·B = |E||B|. For example, assuming the characteristic length λ0 ∼ 1 µm
and the normalized field strengths E and B are on the order of 103, we get α0 ∼ 10−2. In
simulations, the time step must be properly selected to well resolve the characteristic time scales,
say ∆t ∼ 0.1, and thus ∆τ ∼ ∆t/γ ≤ 1. Therefore the upper limit of α0τ is on the order of 10−3
when 0 < τ < ∆τ , and keeping only the first term in the Taylor expansions of the denominator in
Eqs. (3.9) and (3.10) is consequently valid. The four-position xκ can be approximately given by
integrating the lowest order expansion of Eq. (3.9),
xκ(τ)− xκ0 = κ−1
[
uκ0 sinh(κτ) + κ
−1Fuκ0 cosh(κτ)
]
(1 + α0|uω0|2τ)− κ−2Fuκ0
− α0|uω0|2κ−2
[
uκ0(cosh(κτ)− 1) + κ−1Fuκ0 sinh(κτ)
]
+O(α20τ)
(3.11)
Similarly, we have
xω(τ)− xω0 = ω−1
[
uω0 sin(ωτ)− ω−1Fuω0 cos(ωτ)
]
(1− α0|uκ0|2τ) + ω−2Fuω0
− α0|uκ0|2ω−2
[
uω0(cos(ωτ)− 1) + ω−1Fuω0 sin(ωτ)
]
+O(α20τ)
(3.12)
These expressions can then be used to approximately obtain the time step mapping using Eq.
(2.14), and the fast root finding algorithms mentioned previously in section 2 are still applicable.
3.1. Special case: I1 6= 0, I2 = 0
As in section 2.1, the treatment of special cases then κ and/or ω vanish must be considered
with care. The singularity appearing in the solution when E and B are perpendicular is identical
to that in section 2.1. Again, for the |E| > |B| case, uω can be obtained from Eq. (3.10) by simply
taking the limit ω → 0
uω(τ) =
uω0 + τFuω0√|uω0|2 + |uκ0|2e2α0τ . (3.13)
Conducting a Taylor expansion in terms of α0 and integrating, the four-position becomes
xω(τ)− xω0 = uω0τ + 1
2
(Fuω0 − α0|uκ0|2uω0)τ2 − 1
3
α0|uκ0|2Fuω0τ3 +O(α20τ) (3.14)
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Similarly, if |B| > |E|, we have κ = 0 and the expressions for uκ and xκ are given by
uκ(τ) =
uκ0 + τFuκ0√|uκ0|2 + |uω0|2e−2α0τ . (3.15)
and
xκ(τ)− xκ0 = uκ0τ + 1
2
(Fuκ0 + α0|uω0|2uκ0)τ2 + 1
3
α0|uω0|2Fuκ0τ3 +O(α20τ). (3.16)
3.2. Special case: I1 = I2 = 0
For the situation where I1 = I2 = 0, the sub-space decomposition is invalid as discussed
previously and we can follow the same procedure and construct the solution for the four-velocity in
terms of {u0, Fu0, F 2u0} as Eq. (2.19). Inserting the trial solution into Eq. (3.2) and comparing
the coefficients, we obtain a set of ODEs
c˙1 = −by(τ)c1, c˙2 = c1 − by(τ)c2, c˙3 = c2 + bc1 − by(τ)c3 (3.17)
where b ≡ σ0 q2m and y(τ) ≡ (u|F 2u). Using Eq. (3.2) and taking the time derivative of y(τ), we
can obtain the following differential equation
y˙(τ) = −2by2(τ) (3.18)
With the initial condition y(τ = 0) = y0 we have
y(τ) =
y0
1 + 2y0bτ
, (3.19)
Substituting this expression into Eq. (3.17) and utilizing the initial conditions c1(0) = 1 and
c2(0) = c3(0) = 0, we can eventually get the solution to u(τ)
u(τ) =
1√
1 + 2y0bτ
[
u0 + τFu0 +
(
1
2
τ2 + bτ
)
F 2u0
]
. (3.20)
The above equation can be analytically integrated to obtain x but the result is rather lengthy
and therefore should be avoided for code implementation. For the purpose of obtaining a more
efficient computation that is still accurate perform a Taylor expansion in the small parameter b to
obtain the expression,
x(τ)−x0 =
(
u0τ +
1
2
τ2Fu0 +
1
6
τ3F 2u0
)
−
(
1
2
y0u0 +
1
3
y0τFu0 +
1
2
(
1
4
y0τ
2 − 1
)
F 2u0
)
bτ2+O(b2)
(3.21)
4. Spin precession in uniform and constant fields
In this section, we will derive the semi-analytic solutions to the particle four-spin vector in uni-
form and constant fields by utilizing the analytic expression of four-velocity in absence of radiation
reaction. The basic idea is that the evolution of the spin depends on the evolution of the proper
four velocity. We obtain analytic solutions for the evolution of the spin based on the analytic
evolution of u without radiation reaction. Radiation reaction is then included as two half impulse
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split operators at the beginning and end of each time step. As in the previous sections, we will
first discuss the solutions for the general case and then two special cases for which the two or more
of the eigenvalues vanish.
The spin precession of a single charged particle is described by the BMT equation. The covariant
form of BMT equation, according to [39], is
dsµ
dτ
=
q
mc
[
g
2
Fµνs
ν − 1
c2
(g
2
− 1
)
(uiF
i
js
j)uµ
]
(4.1)
where g is the Lande´ g-factor and is dimensionless.
The four-spin sµ here is described in the observer frame and hence its time-like component
may is nonzero. However, as an intrinsic property, it is more conventional to investigate the spin
precession dynamics in the particle rest frame. Therefore, we need to transform sµ to the particle
rest frame after solving the BMT equation. Using normalized units and absorbing the qm factor
into F as done in the previous two sections, the BMT equation can be written as
ds
dτ
= (1 + a)Fs− a(u|Fs)u (4.2)
where a ≡ g2 − 1 is the anomalous magnet moment and a ' 0.0011614 for electrons. Eq. (4.2) is a
set of four coupled linear ODEs for spin with variable coefficients due to the presence of the proper
velocity terms. If the analytic solutions for the four-velocity in the presence of radiation reaction
are used, there is no analytic solution to the four-spin. However, we show next that if the analytic
solutions for for the four velocity without radiation reaction is used then an analytic solution for
the spin can be found.
We first explore the time evolution of the scalar f ≡ (u|Fs) and show that it can be analytically
solved even without knowing how s evolves. We define f(τ) = (uκ|Fsκ)+(uω|Fsω) ≡ fκ(τ)+fω(τ),
and then split Eq. (4.2) into the κ- and ω-components based on the eigenvalues of F as was done
for the proper velocity,
dsκ
dτ
= (1 + a)Fsκ − af(τ)uκ, (4.3)
dsω
dτ
= (1 + a)Fsω − af(τ)uω. (4.4)
Combining Eqs. (3.3) and (4.3), and using the fact that F 2sκ = κ
2sκ and (uκ|Fuκ) = 0, it follows
that the time derivative of fκ is
dfκ
dτ
= aκ2(uκ|sκ). (4.5)
Similarly, the time derivative of fω is
dfω
dτ
= −aω2(uω|sω). (4.6)
The quantity I3 ≡ ω2fκ−κ2fω is an invariant. This can be readily verified by taking the appropriate
linear combination Eqs. (4.5) and (4.6),
dI3
dτ
= aω2κ2 [(uκ|sκ) + (uω|sω)] = aω2κ2(u|s) = 0. (4.7)
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Here we have also used the fact (u|s) = 0 which follows from the fact that the time-like component of
four-spin in the particle rest frame is zero, i.e., according to the Lorentz transform s′0 = γs0−u·s ≡
(u|s) = 0. Taking the time derivative of Eq. 4.5 and substituting Eqs. (3.3) and (4.3) gives
d2fκ
dτ2
= a2κ2
(|uω|2fκ − |uκ|2fω) . (4.8)
We can similarly get the second order ODE for fω
d2fω
dτ2
= −a2ω2 (|uκ|2fω − |uω|2fκ) . (4.9)
Adding these two ODEs together and using the relations |uκ|2 + |uω|2 = 1 and f = fκ + fω, we
finally arrive at
d2f
dτ2
= −a2Ω2f + a2I3 (4.10)
where Ω =
√
ω2|uκ|2 − κ2|uω|2 =
√
ω2|uκ0|2 − κ2|uω0|2 (note that |uκ| and |uω| are constant
without radiation reaction). The solution is
f(τ) = −Ω−2h0 cos(aΩτ) + (aΩ)−1f˙0 sin(aΩτ) + Ω−2I3 (4.11)
where h0 ≡ I3 − f0Ω2 and we have used the initial conditions f0 = (uκ0|Fsκ0) + (uω0|Fsω0) and
f˙0 = a[κ
2(uκ0|sκ0)−ω2(uω0|sω0)]. After obtaining the solution to f(τ), we insert it back into Eqs.
(4.3) and (4.4) to solve for sκ and sω. Eqs. (4.3) and (4.4) now can be treated as inhomogeneous
ODE equations and the homogeneous parts of the solutions satisfy
¨¯sκ = (1 + a)
2κ2s¯κ, ¨¯sω = −(1 + a)2ω2s¯ω. (4.12)
The homogeneous components then take the form
s¯κ(τ) = Aκ cosh[(1 + a)κτ ] + κ
−1Bκ sinh[(1 + a)κτ ] (4.13)
s¯ω(τ) = Aω cos[(1 + a)ωτ ] + ω
−1Bω sin[(1 + a)ωτ ] (4.14)
where Aκ, Bκ, Aω and Bω are constant four-vectors to be determined.
It can be shown (see Appendix B) that the inhomogeneous solutions to s can be expressed by
the linear combination of u and u˙, i.e.
s˜κ = Cκ(τ)uκ +Dκ(τ)u˙κ (4.15)
and
s˜ω = Cω(τ)uω +Dω(τ)u˙ω. (4.16)
The complete solutions are the sum of homogeneous and inhomogeneous solutions, i.e., sκ = s¯κ+ s˜κ
and sω = s¯ω + s˜ω. Once given the coefficients Cκ, Dκ, Cω and Dω in the inhomogeneous solutions,
the constant four-vectors in the homogeneous solutions can be determined according to the initial
condition. Appendix B also gives the relationships between the initial values of these coefficients
C˙κ0 = aκ
2Dκ0 − af0 and D˙κ0 = aCκ0. Combining these relationships gives
Aκ = sκ0 − Cκ0uκ0 −Dκ0u˙κ0
Bκ = Fsκ0 − κ2Dκ0uκ0 − Cκ0u˙κ0.
(4.17)
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Similarly, using the relations C˙ω0 = −aω2Dω0 − af0 and D˙ω0 = aCω0 given in Appendix B, Aω
and Bω can be written as
Aω = sω0 − Cω0uω0 −Dω0u˙ω0
Bω = Fsω0 + ω
2Dω0uω0 − Cω0u˙ω0.
(4.18)
The detailed process for generating the coefficients Cκ, Dκ, Cω and Dω is tedious and can be found
in Appendix B. Here, we directly list the final results. For the general case, we have
Cκ(τ) =
Ωf˙0 cos(aΩτ) + ah0 sin(aΩτ)
aΩ(κ2 + Ω2)
, Dκ(τ) =
Ωf˙0 sin(aΩτ)− ah0 cos(aΩτ)
aΩ2(κ2 + Ω2)
(4.19)
and
Cω(τ) =
Ωf˙0 cos(aΩτ) + ah0 sin(aΩτ)
aΩ(Ω2 − ω2) , Dω(τ) =
Ωf˙0 sin(aΩτ)− ah0 cos(aΩτ)
aΩ2(Ω2 − ω2) . (4.20)
It can be seen that a singularity appears in the above expression when Ω = 0, iκ or ω. Although
none of these special cases occurs in practice, it is still necessary to carefully treat the singularity
because the solutions become very sensitive to numerical noise when the singularities nearly arise.
We include a tedious discussion on the singularity treatment into Appendix C.
4.1. Special case: I1 6= 0 and I2 = 0
As discussed in section 2.1, when the electric and magnetic field are perpendicular to each other
and their amplitudes are unequal, we know that the subspace decomposition is still valid and the
solutions can be obtained by directly taking the limit of general solutions when κ or ω approaches
zero. When |B| > |E|, κ = 0 and thus Ω = ω|uκ0|. According to Eq. (4.13), the general solution
to sκ reduces to
s¯κ(τ) = Aκ + (1 + a)Bκτ (4.21)
and the constant four-vectors Aκ and Bκ still follow Eq. (4.17). When Ω 6= 0, Eq. (4.19) is still
valid for Cκ and Dκ by simply setting κ = 0. The solution to sω is unchanged since there is no
singularity in the ω-component.
Similarly, when the electric field becomes dominant, |E| > |B|, i.e., ω = 0 and Ω = iκ|uω0|, the
general solution to sω reduces to
s¯ω(τ) = Aω + (1 + a)Bωτ, (4.22)
and Eq. (4.20) is still valid if Ω 6= 0.
The treatment of the singularity in Cκ, Dκ, Cω and Dω differs from that of the general case
(I1 6= 0 and I2 6= 0), and it can be found in Appendix D.
4.2. Special case: I1 = 0 and I2 = 0
As discussed in section 2.2, for this special case the subspace decomposition fails for the LL
equation as well as for BMT equation. Explicit calculating the second derivative of f(τ), and
utilizing Eq. (4.2) and the relationships u˙ = Fu and (u|Fu) = 0, it can be shown f(τ) is evolves
as
f¨(τ) + a2y(τ)f(τ) = 0. (4.23)
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Note that in the absence of radiation reaction y(τ) = y0, so we have
f(τ) = f0 cos(λ0τ) + λ
−1
0 f˙0 sin(λ0τ) (4.24)
where λ0 ≡ a√y0. Upon substituting the solution for f(τ), Eq. (4.2) can be viewed as an
inhomogeneous ODE and the complete solution s(τ) can be written as the sum of the homogeneous
solution s¯(τ) and the inhomogeneous solution s˜(τ). Expanding s¯(τ) in terms of the base vectors
s0, Fs0 and F
2s0 as
s¯(τ) = A1(τ)s0 +A2(τ)Fs0 +A3(τ)F
2s0 (4.25)
and substituting this into the homogeneous counterpart of Eq. (4.2) gives
A˙1 = 0, A˙2 = (1 + a)A1, A˙3 = (1 + a)A2. (4.26)
The inhomogeneous solution can be assumed to be of the form,
s˜(τ) = B1(τ)u(τ) +B2(τ)Fu(τ) +B3(τ)F
2u(τ). (4.27)
Inserting this into Eq. (4.2) and comparing the coefficients of u, Fu and F 2u leads to
B˙1 = −af(τ), B˙2 = aB1, B˙3 = aB2. (4.28)
Next, we seek a set of coefficients Ai and Bi (i = 1, 2, 3) such that the initial conditions s¯(0) = s0
and s˜(0) = 0 are satisfied. This indicates these coefficients must be subject to the initial conditions
A1(0) = 1, A2(0) = A3(0) = 0 and B1(0) = B2(0) = B3(0) = 0. A solution that meets these
conditions is given by
A1 = 1, A2 = (1 + a)τ, A3 =
1
2
(1 + a)2τ2, (4.29)
and
B1 = y
−1/2
0
[
λ−10 f˙0(cos(λ0τ)− 1)− f0 sin(λ0τ)
]
,
B2 = y
−1
0
[
λ−10 f˙0(sin(λ0τ)− λ0τ) + f0(cos(λ0τ)− 1)
]
,
B3 = −y−3/20
[
λ−10 f˙0
(
cos(λ0τ) +
1
2
λ20τ
2 − 1
)
− f0(sin(λ0τ)− λ0τ)
]
.
(4.30)
5. Algorithm implementation
In this section, we will introduce the algorithm workflow using the analytical expressions of 9D
phase space obtained in previous sections. Depending on the purposes and program implementa-
tions of PIC codes, we provide four distinct algorithms which are characterized by different choices
from the subset of the analytical solutions. Figure 1 shows the numerical workflow of the four
algorithm implementations. The numbers for the requisite equations for each algorithm have been
summarized in each block.
For existing PIC codes the momentum and position of the particles are staggered in time and
the fields are known at the same time as the position. As a result only the red and blue paths in
fig. 1 are possible without significant rework of the algorithm. Keeping the leapfrog of the position
then permits only modifying the momentum update, and the field solve and current deposit do
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Figure 1: Numerical workflow of four algorithm implementation options. The relevant equation numbers are sum-
marized in each block.
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not have to be modified. If updating the spin is not important then the red path is desirable.
This uses the analytic updates for the momentum even if RR is included. This implementation
employs the analytic solution to momentum and the leap frog advance for position. For PIC codes
defining position and momentum at the same time meshgrid, when the evolution of the full 9D
phase space is important then the algorithm based on the yellow path should be used, otherwise
the green path should be selected. The yellow path utilizes the analytical solutions to (x,u, s)
without RR and the effects of RR are incorporated as by breaking the change in momentum from
RR into two half impulses before and after the analytic solution without RR is used. In the time
interval n∆t < t < (n+ 1)∆t, the first half impulse can be applied to u via
u− = un +
∆t
2
fRR(u
n) (5.1)
and then u− is pushed to u+ along with x and s using the analytical solutions for a full time step.
The other half impulse is then applied via
un+1 = u+ +
∆t
2
fRR(u
+). (5.2)
Here the radiative reaction force is evaluated as follows
fRR(u) = σ0
q2
γm
[F 2u− (u|F 2u)u]spatial (5.3)
and the subscript “spatial” refers to space-like component of a four-vector.
If the position and momentum are staggered in time, the analytical expressions of x cannot be
used any more because in the time interval n∆t < t < (n+ 1)∆t where the solution to u is known,
x is known only within n∆t < t < (n + 1/2)∆t. Therefore, the positions need to be advanced in
the conventional leapfrog manner, i.e.
xn+
3
2 = xn+
1
2 + un+1∆t/γn. (5.4)
Two algorithm implementation shown by the red and blue paths in fig. 1 use the leap frog method
to update the position. We point out that s can be defined on the identical time grid points as u
so that the analytical solutions still applies.
6. Sample simulations
In this section, we will compare different particle pushers through a series of particle tracking
simulations where a single particle interacts with an ultra-intense laser pulse in prescribed fields
or in fields obtained in a self-consistent PIC simulation using Osiris. As we have multiple options
to advance the particle position, momentum and spin, the following schemes (SC1-SC6) will be
investigated to see how well they can advance the (x,u) phase space:
1. SC1 – The Boris pusher is used to advance the particle momentum and the position is
advanced in a leapfrog manner with a second order accuracy in ∆t. The radiative reaction
force is added according to the splitting method addressed in sec. 5. Vieira’s scheme is used
to advance spin precession.
2. SC2 – The set-up is identical to SC1 except the HC pusher is used to advance particle
momentum.
3. SC3 to SC6 refer to the blue, red, yellow and green paths in fig. 1 respectively.
16
6.1. Single particle motion in ultra-intense laser fields
In this section, we compare the various pushers using a particle tracking code in which the
fields are prescribed. This then permits using the analytic position update as well. We consider a
one-dimensional case in which a lasers pulse propagates in vacuum. Test particles are initialized
in front of the laser pulse. The plane-wave laser is linearly polarized in the 2ˆ-direction and moves
in the 1ˆ-direction. The normalized vector potential is given by
A = a0 cos
2
(
piφ
2ω0τFWHM
)
cosφ eˆ2 (6.1)
when the phase φ ≡ ω0t − k0x1 is within [−ω0τFWHM, ω0τFWHM] or otherwise vanishes. Here,
τFWHM is the defined as the full-width-at-half-maximum of the field envelope and a0 is the strength
parameter which is connected with the peak intensity via a0 = 0.86
√
I0[1018W/cm
2]λ0[µm]. In
all the following comparisons, a pulse duration of τFWHM = 50 ω
−1
0 is chosen and the field is
expressed analytically according to Eq. (6.1). We assume the laser wavelength is 0.8 µm and set
the reference frequency to be the laser frequency ω0 so that the dimensionless radiative damping
parameter σ0 ≈ 1.474× 10−8.
In the first set of simulations, the test particle has an initial momentum of p10 = −30 mec
(the negative sign means it counter-propagates relative to the laser) and the initial spin is along
the positive 1ˆ-direction. We tracked the transverse momentum p2, phase φ and transverse spin s2
during the particle-wave interaction under situations where various ∆t are selected. For relatively
weak laser intensities where a0 is on the order of unity, it is found that all the aforementioned
numerical schemes provide identical and correct phase space trajectories. This is not the case for
higher intensities. Figure 2 shows the results for a0 = 300 (I0 ∼ 2.2 × 1023 W/cm2) but with
different ∆t. The black dashed line is obtained using a fourth-order Runge-Kutta integrator with
sufficiently small time step that it can be viewed as the ”correct” result. It can be seen that
the schemes that use the split operator, i.e., standard particle pushers (SC1 and SC2), lead to
incorrect results for both ∆t = 0.2ω−10 and ∆t = 0.1ω
−1
0 . The phase shift of particles pushed by
SC1 and SC2 are severely miscalculated (see fig. 2(b) and (e)), which leads to a large deviation in
the phase space trajectories. According to our tests, SC1 and SC2 do not converge until reducing
∆t to ∼ 0.02ω−10 . For SC3 and SC4 which advance the position in a leapfrog manner and the
momentum with the analytical pusher (SC3 also analytically advances spin), the momentum and
spin oscillation and phase shift are qualitatively correct although they are quantitatively inaccurate
for ∆t = 0.2ω−10 (see fig. 2(a)-(c)). When the time step is reduced to ∆t = 0.1ω
−1
0 , both SC3 and
SC4 converge well to the ”correct” results as shown in fig. 2(d)-(f). Since SC5 and SC6 advance
both position and momentum analytically (SC5 also advances spin analytically), they give good
agreement with the ”correct” results for the two time steps as expected.
We also tested how well these numerical schemes work with zero initial momentum as shown
in fig. 3. According to Vranic et al. [29], this situation is more sensitive to numerical noise. Due
to the energy loss during the laser-particle interaction, the particle will stay much longer in phase,
and thus the interaction duration is significantly longer. We tested two time steps ∆t = 0.2ω−10
and ∆t = 0.05ω−10 , and again SC1 and SC2 lead to a large deviation from the correct results.
For ∆t = 0.2ω−10 , SC3 and SC4 can lead to the correct phase space trajectory results for the
first few cycles, but clear deviations appear at later times due to the accumulation of numerical
error over longer durations. Good agreement can be reached when the time step is reduced to
∆t = 0.05ω−10 . As before, SC5 and SC6 lead to excellent agreement with the correct results
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even for a time step typically used to accurately solve for the fields in laser-plasma-interaction
simulations (∆t = 0.2ω−10 ).
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Figure 2: Single-particle motion in the head-on collision with an ultra-intense laser (a0 = 300) using various numerical
schemes. The test particle has an initial longitudinal momentum p10 = −30mec. Evolution of (a) transverse
momentum p2, (b) phase in laser field and (c) transverse spin s2 are compared. The field felt by the test particle is
analytic.
6.2. Full PIC simulation of beam-laser interaction
As shown in the last section, the single particle motion in strong laser fields varies significantly
when different particle pushers are used even when prescribed (analytical) fields are used for the
laser. In this section, we will show that the collective behavior of a bunch of particles can also
be significantly different depending on the choice of the pusher unless very small time steps are
used. We have implemented the proposed particle pusher into Osiris. The aforementioned SC3 is
adopted because of the time-staggering layout for particle position and momentum and the resulting
need for a leap frog advance of the particle position. In the full 2D PIC simulations, a 0.8 µm
wavelength plane wave laser pulse with a0 = 500 and 50 ω
−1
0 FWHM duration for the envelope
collides head-on with an electron beam. The electron beam has a bi-Gaussian density distribution
with an rms radius σ2 = 10k
−1
0 and rms length σ1 = 15k
−1
0 (1ˆ is the propagation direction), and
the initial momentum p10 = −10mec. The cell sizes are ∆x1 = 0.2k−10 and ∆x2 = 2k−10 , and the
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Figure 3: Single-particle motion in an ultra-intense laser (a0 = 300) using various numerical schemes. The test
particle is initialized at rest. Evolution of (a) transverse momentum p2, (b) phase in laser field and (c) transverse
spin s2 are compared. The field felt by the test particle is analytic.
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time step is ∆t = 0.1ω−10 . To accurately simulate the particle motion in the laser field, we have
used a Maxwell solver with an extended stencil [40] to reduce the numerical errors arising from the
numerical dispersion and interlacing of E and B fields in time.
Figure 4 shows the laser field and beam density distribution. As shown in fig. 4(a), the
electron beam initially moves toward the laser pulse from right to left. The the bunch length is
then compressed by the extremely strong radiation pressure of the leading edge of the laser. The
propagation direction of the beam is eventually reversed so that it co-moves with the laser pulse
as shown in fig. 4(b). There are significant differences in phase space between the ”standard”
and the proposed numerical schemes. Figure 5 shows the x1-p1-p2 space phase for SC1 [fig. 5(b)
and (d)] and SC3 [fig. 5(a) and (c)] at t = 60ω−10 and t = 200ω
−1
0 . At t = 60ω
−1
0 there is
only slight differences between the two schemes. At t = 200ω−10 the phase space distribution
begins to broaden for SC1 while it remains narrow for SC3. Since the macro-particles only have
negligible charge (they are test particles) and thus the interaction between particles is very weak,
the physical quantities including p1 and p2 should only be a function of only x1 for given t in the
1D limit (plane-wave laser). Therefore, the narrow distribution in fig. 5(c) is what is expected.
We also conducted convergence tests using SC1 with ten-fold higher resolution in space and time.
The results converged with that in fig. 5(c) for the larger time step.
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Figure 4: 2D PIC simulations results using Osiris. Snapshots of beam density (green) and laser field (red and blue)
taken at (a) t = 0 and (b) t = 38ω−10 .
We also compared the how the evolution of the spin precession is modified from the different
schemes. The spin of the electron beam is initially polarized along the positive 1ˆ-direction with
a small divergence as shown in fig. 6(a). In fig. 6 we plot the spin in the rest frame so that all
the particles move on the surface of a sphere of radius in ~/2 in s1-s2-s3 space. When the beam
starts to interact with the laser field, the particles move down the negative 1ˆ-direction along the
longitude. Significant differences can be seen at t = 200ω−10 . The particles advanced in momentum
space in SC3 and in spin space with the exact spin pusher (see fig. 6(b)) fully congregated at
the negative 1ˆ-direction while the particles advanced by SC1 and the Vieira scheme (see fig. 6(c))
spread over a much wider region around the pole.
7. Performance
In this section, we compare the performance of the implementation of the red (SC4) and blue
path (SC3) workflows into Osiris against each other and against the standard Boris push. We
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Figure 5: Particle distributions in x1-p1-p2 phase space of (a)(c) scheme 3 and (b)(d) scheme 1.
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Figure 6: Particle distributions in s1-s2-s3 space at (a) t = 0 and (b)(c) t = 200ω
−1
0 . SC3 and SC1 were used to
obtain the results in (b) and (c) respectively.
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carried out two-dimensional simulations with a thermal plasma with 4 macro-particles per cell and
fixed ions. The particle shapes corresponded to linear weighting or interpolation. The box used
512× 512 cells and the cell size was 0.3 Debye length in each direction. Osiris was compiled using
GNU Fortran 8.3 with -O3 optimization. We did compare vectorized versions. For each time step,
the time cost of different procedures within the full push momentum, spin, and position advance,
and field interpolation and current update tare summarized in fig. 7. The computational cost of
momentum advance in SC3 is 2.4 times that of SC1 (Boris scheme), and the spin advance in SC3
is about 5.4 times slower than that in SC1 (Vieira scheme). When taking RR into account, the
computational cost of SC3 is 1.7 times that of SC1. SC4 is even slightly faster than SC3 and only
1.5 times that of SC1. The additional cost of updating the positions, interpolating fields from grid
onto particle positions, and depositing the current onto the grids is shown by the yellow blocks in
fig. 7. Therefore, in simulations where the spin is not considered, the schemes employing exact
momentum pushers can provide competitive performance on a per time step basis to the schemes
using regular pushers even in weak/moderate field scenarios where the regular pushers are still
accurate at conventionally selected time steps. However, in moderate to strong-field regimes, time
steps 10 to 100 times smaller are needed for regular pushers to obtain the accuracy of the analytical
pushers. Therefore, these new pushers can significantly reduce the computational time needed for
high fidelity simulations. We note that the performance differences will become even smaller as
the order of the particle shape increases as the parts parts of the code encapsulated in the orange
will take longer per particle and these parts are the same for each scheme.
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Figure 7: Performance of various pushers implemented in Osiris.
8. Conclusion
In this article, we derived the analytic solutions to the change in the four vector of momentum
including a reduced form of the radiation reaction. When written in covariant form it is clear that
if the electric and magnetic fields are constant (in both space and time) that there are analytic
solutions. We obtained forms of the solutions to both the momentum (proper velocity) and position
((x, u) phase space) using basis vectors amenable to PIC codes. The trajectory of (x, u) can be
accurately computed in the strong regime with these explicit close-form expressions using much
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larger time steps than would be required for standard pushers. These expressions are analytic so
the errors arise only from the assumption of a constant and uniform field at each time step. When
the radiation reaction is involved, these expressions still highly accurate until situations where
classical theory fails.
With the analytical solution to u and remaining the fields constant and uniform, the Bargmann-
Michel-Telegdi equation can also be analytically solved and the closed-form solutions can be used
to simulate spin precession in strong fields. Although these expressions are only perfectly accurate
without radiation reaction, the radiative effect can still be properly taken into account by separately
including impulse corrections from radiative correction to u.
The computational efficiency defined as the computational time to solution of the proposed
9D phase space pusher over existing schemes was demonstrated through a series of single-particle
simulations. It is shown that, for typical time steps that resolve the laser period and evolution of the
laser fields, the proposed pusher can yield correct or sufficiently accurate phase space trajectories
for a0 on the order of 10
2 whereas the results given by the regular pushers deviate significantly
from analytic results. The standard pushers usually need a much smaller time step to converge in
this scenario. We note that for problems where the fields vary very slowly in time (including large
imposed magnetic fields) the proposed pusher will be even more efficient than standard schemes.
We implemented the analytic solution for the momentum update while keeping the leap frog
position advanced into the code Osiris. Therefore, only the momentum update needed to be
modified while the fields solver, position update, and current deposit did not need be changed.
Future work might involve developing PIC algorithms that define the position and momentum at
the same time or embedding predictor corrector algorithms. We found that the proposed scheme
without the spin advance is only tens of percent slower per particle and with the spin advance only
70 percent slower than standard pushers. However, as the proposed scheme can provide accurate
solutions with time steps much larger depending on the field strength and configuration it can lead
to significant speed ups. For example, for some of the laser plasma interaction examples presented
here time steps as much as 10 times larger can be used.
Using Osiris, PIC simulations were also conducted to compare the proposed numerical scheme
against standard schemes. The head-on collision of an electron beam and an ultra-intense laser
pulse was modeled. The results showed significant differences in the phase space (including the
spin precession) between the proposed and the standard schemes. As the time step was reduced
the standard pusher simulations converged to that of the analytical pusher case with the larger
time steps. Although these sample simulations are all conducted in the context of laser-plasma
interaction, the proposed algorithm itself is general and can apply to many other research fields.
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Appendix A. Eigensystem and relevant properties
The eigenvalues of field tensor F is determined by the characteristic equation
det(F − λI4) = 0. (A.1)
where I4 is the 4× 4 identity tensor. Explicit calculation shows there are two pairs of eigenvalues
λ = ±κ and λ = ±iω where
κ =
1√
2
√
I1 +
√
I21 + 4I22 , ω =
1√
2
√
−I1 +
√
I21 + 4I22 . (A.2)
Here I1 and I2 are the well-known Lorentz invariants [27] given by
I1 = |E|2 − |B|2, I2 = E ·B. (A.3)
After knowing the eigenvalues, the eigenvector eλ associated to the eigenvalue λ (λ can be taken
to anyone among ±κ and ±iω) can be generated from an arbitrary four-vector V using
eλ =
∏
λ′ 6=λ
(F − λ′I4)
V, (A.4)
For simplicity, we choose V = (1, 0, 0, 0) and after tedious algebra the four eigenvectors can be
written as
e±κ =
(±κ(|E|2 + ω2), κ2E + I2B ± κ(E ×B))
e±ω =
(±iω(|E|2 − κ2),−ω2E + I2B ± iω(E ×B)) , (A.5)
where e±κ are the eigenvectors associated to eigenvalues ±κ and e±ω are the ones associated to
eigenvalues ±iω.
In this article we have introduced the denotation (U |V ) to represent the inner product of two
four-vectors U and V , i.e., (U |V ) = UµV µ. The left vector in the parentheses is covariant and
the right is contravariant. It is easy to verify that the eigenvectors satisfy (e±κ|e±ω) = 0, which
indicates the “κ-space” expanded by eˆ±κ is orthogonal to the “ω-space” expanded by e±ω. The
two eigenvectors belonging to the same sub-space are not orthogonal. Therefore, we perform the
following orthogonalization
b+λ =
1
2
(eλ + e−λ), b−λ =
1
2
(eλ − e−λ), (λ = κ, ω) (A.6)
to get a set of orthogonal bases and they can be written explicitly as
b+κ =
(
0, κ2E + I2B
)
, b−κ = κ
(|E|2 + ω2,E ×B)
b+ω =
(
0,−ω2E + I2B
)
, b−ω = iω
(|E|2 − κ2,E ×B) . (A.7)
Now we list several important properties related to the four-vector inner product and the
orthogonal base vectors.
1. The inner product is subject to commutative law, i.e., (U |V ) = (V |U).
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2. The field tensor has the property Fµν = −F µν . Therefore we have (FU |V ) = −(U |FV ) where
the vector FU appearing on the left side in the parentheses should be read as F νµ Uν while
it represents FµνUν if appearing on the right side.
3. The base vectors have the following property according to Eqs. (A.6)
Fb±λ = λb
∓
λ , (λ = κ, ω), (A.8)
which implies both the κ-space and ω-space are closed under F -mapping. In another word,
multiplying a vector that originally residing in either κ- or ω-space by F still maps it to the
same sub-space.
4. For arbitrary vector V belonging to either κ- or ω-space, the inner product (V |FV ) = 0. The
relation can readily verified by expanding it as V = a1b
+
λ + a2b
−
λ (λ = κ, ω) and using Eqs.
(A.6), the orthogonality (b+λ |b−λ ) = 0 and the fact that the eigenvectors have null length.
Appendix B. Inhomogeneous solutions to Eqs. (4.3) and (4.4)
In this appendix, we will seek the inhomogeneous solutions to Eq. (4.3) and (4.4). Notice that
the inhomogeneous term of Eq. (4.3) and (4.4) contain uκ and uω respectively, so the trial solutions
can be fabricated in such a form
s˜κ = Cκ(τ)uκ +Dκ(τ)u˙κ, (B.1)
s˜ω = Cω(τ)uω +Dω(τ)u˙ω, (B.2)
Inserting the trial solution Eq. (B.1) back into Eq. (4.3) and comparing the coefficients of terms
uκ and u˙κ, we get two ODEs for Cκ(τ) and Dκ(τ)
C˙κ(τ)− aκ2Dκ(τ) = −af(τ) (B.3)
D˙κ(τ) = aCκ(τ) (B.4)
Taking time derivative of Eq. (B.3) and substituting Eq. (B.4) to eliminate Dκ(τ) yields
C¨κ(τ)− a2κ2Cκ(τ) = −af˙(τ). (B.5)
According to Eq. (4.11) we know f˙(τ) = f˙0 cos(aΩτ) + aΩ
−1h0 sin(aΩτ) where h0 ≡ I3 − f0Ω2, so
we can get one of the solutions to Cκ(τ)
Cκ(τ) =
Ωf˙0 cos(aΩτ) + ah0 sin(aΩτ)
aΩ(κ2 + Ω2)
. (B.6)
Then Dκ(τ) is obtained by integrating Eq. (B.4)
Dκ(τ) =
Ωf˙0 sin(aΩτ)− ah0 cos(aΩτ)
aΩ2(κ2 + Ω2)
(B.7)
The ODEs of Cω and Dω can be similarly established by inserting Eq. (B.2) into Eq. (4.4) and
comparing the coefficients
C˙ω(τ) + aω
2Dω(τ) = −af(τ) (B.8)
D˙ω(τ) = aCω(τ) (B.9)
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The solutions are
Cω(τ) =
Ωf˙0 cos(aΩτ) + ah0 sin(aΩτ)
aΩ(Ω2 − ω2) , (B.10)
Dω(τ) =
Ωf˙0 sin(aΩτ)− ah0 cos(aΩτ)
aΩ2(Ω2 − ω2) . (B.11)
Appendix C. Singularity treatment in particular solutions for I1 6= 0, I2 6= 0
For general case where I1 6= 0 and I2 6= 0, or equivalently κ 6= 0 and ω 6= 0, singularity appears
in Eqs. (B.6), (B.7), (B.10) and (B.11) when Ω = 0, Ω2 + κ2 = 0 or Ω2 − ω2 = 0 is satisfied.
For Ω = 0, according to Eq. (4.10), we have
f(τ) = f0 + f˙0τ +
1
2
a2I3τ2. (C.1)
Substituting into Eqs. (B.3) and (B.4) we can get one of the possible solutions
Cκ(τ) = a
−1κ−2(f˙0 + a2I3τ) (C.2)
Dκ(τ) = κ
−2
(
f˙0τ +
1
2
a2I3τ2
)
. (C.3)
Similarly, Cω and Dω are given by
Cω(τ) = −a−1ω−2(f˙0 + a2I3τ) (C.4)
Dω(τ) = −ω−2
(
f˙0τ +
1
2
a2I3τ2
)
. (C.5)
When Ω2 + κ2 = 0 which implies |uκ0| = 0 and |uω0| = 1 according to the definition of
Ω, the original expressions for Cκ and Dκ present singularity. According to Eq. (4.11), note that
I3 = −κ2fω0, h0 = 0 and f˙0 = 0 (it can be verified by using |uκ0| = 1 and (uκ0|sκ0)+(uω0|sω0) = 0)
in this situation, f(τ) becomes a constant f(τ) = fω0. One of the solutions to Eqs. (B.3) and
(B.4) is
Cκ = 0, Dκ = κ
−2fω0. (C.6)
The coefficients Cω and Dω still follow Eqs. (B.8) and (B.9), which gives
Cω = 0, Dω = −ω−2fω0. (C.7)
When Ω2 − ω2 = 0 implying |uκ0| = 1 and |uω0| = 0, we can similarly verify that I3 = ω2fκ0,
h0 = 0 and f˙0 = 0, which yields f(τ) = fκ0. Therefore, the coefficients can be selected as one of
the solutions to Eqs. (B.3), (B.4), (B.8) and (B.9)
Cκ = 0, Dκ = κ
−2fκ0, (C.8)
and
Cω = 0, Dω = −ω−2fκ0. (C.9)
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Appendix D. Singularity treatment in particular solutions for I1 6= 0, I2 = 0
For the situation I1 6= 0 and I2 = 0, or equivalently either κ or ω vanishes, the singularity
treatment is different. When κ = 0 and ω 6= 0 there is singularity at Ω = 0 and Ω = ω. According
to the definition Ω = 0 implies |uκ0| = 0 and |uω0| = 1, from which we know I3 = 0, f0 = fω0
and f˙0 = f˙ω0. The solution to f(τ) derived from Eq. (4.10) is thus given by f(τ) = fω0 + f˙ω0τ .
Inserting into Eqs. (B.3), (B.4), (B.8) and (B.9) the coefficients can be selected as
Cκ = −aτ
(
fω0 +
1
2
f˙ω0τ
)
, Dκ = −1
2
a2τ2
(
fω0 +
1
3
f˙ω0τ
)
, (D.1)
and
Cω = −a−1ω−2f˙ω0, Dω = −ω−2f˙ω0τ. (D.2)
When Ω = ω is satisfied, which implies |uκ0| = 1 and |uω0| = 0, we have I3 = ω2fκ0, f0 = fκ0
and f˙0 = 0. Eq. (4.10) gives out f(τ) = fκ0. Inserting into Eqs. (B.3), (B.4), (B.8) and (B.9) the
coefficients can be given by
Cκ = −afκ0τ, Dκ = −1
2
a2fκ0τ
2 (D.3)
and
Cω = 0, Dω = −ω−2fκ0 (D.4)
For ω = 0 and κ 6= 0 we can similarly obtain these coefficients. When Ω = 0, I3 = 0, f0 = fκ0
and f˙0 = f˙κ0, which gives f(τ) = fκ0 + f˙κ0τ according to Eq. (4.10). Combining with Eqs. (B.3),
(B.4), (B.8) and (B.9), it can be shown that
Cω = −aτ
(
fκ0 +
1
2
f˙κ0τ
)
, Dω = −1
2
a2τ2
(
fκ0 +
1
3
f˙κ0τ
)
, (D.5)
and
Cκ = a
−1κ−2f˙κ0, Dκ = κ−2f˙κ0τ. (D.6)
When Ω = iκ, we have I3 = −κ2fω0, f0 = fω0 and f˙0 = 0. Eq. (4.10) gives out f(τ) = fω0.
Inserting into Eqs. (B.3), (B.4), (B.8) and (B.9) the coefficients can be given by
Cω = −afω0τ, Dω = −1
2
a2fω0τ
2, (D.7)
and
Cκ = 0, Dκ = κ
−2fω0. (D.8)
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