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ABSTRACT 
A unified approach is used to rediscover a class of moment inequalities. In 
particular, complementary inequalities in respect to ratios and differences of means 
and also inequalities complementary to both Holder’s and Minkowski’s inequalities, 
each of which have been established in the literature by ad hoc methods, are 
rediscovered. The impetus of the paper is that this unified method is simple and 
illuminating. A class of optimization problems is considered in which optimization is 
with respect to a probability distribution. Moment inequalities are implied by the 
solutions, equality occurring under the optimizing distribution. However, we do not 
claim to prove any fundamentally new inequalities at this juncture. The method used 
is illuminating in that it first discovers the support points of the optimizing distribu- 
tion. It then proves to be simple to discover the optimizing probabilities. The method 
employs the differential calculus approach developed to establish optimal&y condi- 
tions for optimal linear regression designs. However, the link with optimal design 
theory is not just this tenuous one. Results in respect of optimal design criteria of 
themselves have implications concerning moments, including the multivariate gener- 
alization of the nonnegativity of a variance. 
1. INTRODUCTION 
The objective of this paper is to establish or rediscover a variety of 
moment inequalities-in particular, complementary inequalities. Examples 
are results concerning ratios and differences of means. 
Let V be a positive random variable, and let 
M(t) = 
i 
{ Ep(Vql’f’ t zo, 
exp{Epln(V)}, t=O, 
where p denotes the probability model p(v) of V. 
LINEAR ALGEBRA AND ITS APPLICATIONS 82:237-253 (1986) 237 
0 Elsevier Science Publishing Co., Inc., 1986 
52 Vanderbilt Ave., New York, NY 10017 00243795/86/$3.50 
238 B. TORSNEY 
It is a well-established fact (see [3, pp. 16-181) that M(t) is nondecreas- 
ing in t. Assuming that r < s, we are thus able to deduce the following type 
of results: 
M(s) 
R = R( r, s) = - 
M(r) “’ 
Rf=R*(r,s)= (RJ”( 2:: ;=;y 
The functions D, D*, R, R* define differences between, or ratios of M( a) 
values, and the above inequalities identify attainable bounds for them: upper 
bounds in the case of D*, R* when s < 0, lower bounds in all other cases. 
Attainability occurs when V is a constant. 
Complementary finite attainable bounds (lower in the case of D*, R* 
when s < 0, upper in all other cases) will additionally exist if V is constrained 
to be finite. Cargo and Shisha [5] and Shisha and Mond [13] reveal such 
upper bounds for R and D respectively under the condition A < V < B, 
where 0 < A < B, that is, p(v) = 0, v @ [A, B]. For example, R < A, where, 
with y = B/A, 
A= 
l r(vs - Y’) b - d(Y’-- 1) 
ys - 1 
i 1 
11s 
slny 
y’_I --i/r 
i I rlog Y 
if r = 0, 
if s=o. 
These bounds are attainable because there exists a probability distribution 
p*( .) for V on [A, B] such that R(r, s) = A, and also such that D, D* attain 
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their respective bounds. Similarly bounds complementary to variants of 
Holder’s and Minkowski’s inequalities are also attained by distributions on 
relevant spaces. Such distributions are clearly optimum in some sense. It 
proves to be the case that optima&y imposes some simple properties on 
them; for example, p*( -) above should assign probability to A and B only. 
The link with design is that optimum designs are optimizing distributions on 
design spaces. A general theory defining optimahty conditions is outlined in 
the next section, 
For the problems under our consideration we can use this theory to 
identify in the first instance the support of the optimizing distribution, that 
is, those points to which it assigns positive probability. It then proves to be a 
simple matter to evaluate the optimal probabilities, and hence the relevant 
complementary inequality. 
In contrast the approach of the aforementioned papers is first to establish 
complementary bounds for algebraic versions of R and D, and then to state 
conditions of attainability. Marshall and Olkin [lo] also derive a variety of 
inequalities in this way, but they express them in terms of random variables 
and give particular prominence to the distributions attaining equality. At 
least three of their results can be readily derived by the methods below. 
2. OPTIMALITY CONDITIONS 
2.1. Problems 
As we shall see, deriving each of the complementary upper bounds 
hitherto mentioned can be presented as an example of the following maximi- 
zation problems. For complementary lower bounds replace “maximize” by 
“ minimize.” 
PROBLEM (Pl). Maximize G(P), where p is a probability measure and 
+( .) is some scalar criterion. 
PROBLEM (P2). Maximize q(X) over the convex hull of the set 9 = 
{G(v) : v E V }, where \c/( a) is a real scalar criterion, X and G( .) are of order 
n x 1, the elements of G( *) being given real single valued functions, and V is 
a set in real space of dimension k. That is, solve (Pl) for 
p denoting a probability measure on y. 
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We note that when there is at least one optimizing distribution, 
Caratheodory’s theorem guarantees that at least one will be discrete. 
There is a range of examples of these problems, including a variety of 
maximum likelihood estimation problems and the approximate optimal linear 
regression design problem. In most of these examples explicit solutions are 
not available. Algorithms of various types have been devised for their 
calculation; see [l, 2, 14-16, 18-201. Contrastingly, some of the examples of 
(P2) which we are led to consider in this context are nicely distinctive in 
being amenable to explicit solution. 
Whittle [17] formulated optimality conditions using a differential calculus 
approach for Problem (Pl), although he had the design problem in mind. We 
apply his results explicitly to (P2) and must do so in a modified fashion, for 
we cannot retain Whittle’s hrxury of assuming that +(a) or J/( *) is concave. 
This property is possessed by most design criteria, but it is not always by the 
functions $( .) which we have to adopt. However, this does not prove to be a 
difficulty. 
Whittle expressed his conditions in terms of what might be called point to 
point directional derivatives. 
2.2. Directional Derivatives 
Let 
Fq{X,Y} = fi; 
fc%W - 4(X) df(X,Y, c> = 
c de f-O+ 
d’f(XY, 4 
Ff'{X,Y} = dr2 . 
c=o+ 
Whittle called F&X, Y) the directional derivative of $( a) at X in the direction 
of Y. In respect of (P2) we will call F,{X,G(v)} a vertex directional derivative 
of #(.) at X. 
A key result is that if I+!( .) is differentiable at X, then F+{X,Y} = (Y - 
X)r]aJ,/ax. 
2.3. Conditions for Local Optimulity 
Of relevance to Problem (P2) is the following result. 
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LEMMA 2.3.1. 
dif@entiubZe at X* = E,, = {G(v)}, then J/(X*) is a local 
) in the feasible region of Problem (P2) if for each v E Y 
the following is satisfied: 
(4 If+(-) i.~ 
maximum of #( - 
i 
=0 if p*(v) > 0, 
FJ{x*7G(v’) GO if p*(v) = 0; 
Ff){X*,G(v)} < 0 if P*(V) '0 (ii) 
(b) A local minimum occurs at X* if the derivatives are instead rwn- 
negative. 
See [ 171 for a proof. 
There is an unmistakable flavor of stationarity in the first order condition 
(i). We might call X* a constrained stationary value of Ic/( -) in 3. If +( .) 
were concave on 6, this condition would be both necessary and sufficient 
for global optimality in 9. Corollaries under such circumstances include the 
class of general equivalence theorems in the design context. 
We now apply the lemma to appropriate formulations of (P2) to establish 
the results outlined in Section 1. Our primary objective is to ascertain the 
implications of condition (i). It emerges that these reveal that (P2) is solved 
by solving a simple univariate optimization problem. This relieves us of the 
need to check explicitly for the second order condition (ii). 
3. RESULTS FOR RATIOS AND DIFFERENCES OF MEANS 
LEMMA 3.1. In (P2) take k = 1, v = [A, B], n = 2, G,(V) = V”, Ga(V) 
= V’, and assume # to be difl&ntiable but arbitray. Let f(v) = 
F+{X,G(v)}. Then, in general, f(v)=0 bus at most two solutions, say C 
and D. 
Proof. 
f(V) = (6 x,,; 
1 
+(lY- x,,-$ 
2 
This is of the form 
f(v) = a# - a$ + c. 
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Trivially, if ra,/sa, > 0, then f(v) has one turning point. Hence the result. 
Moreover, either f(u) > 0 for all C < 0 < D, or f(u) < 0 for all C < o < D. n 
These facts are true in particular of X = E,{G(V)}. Thus we can con- 
clude that any p* solving (P2) must have a support of at most two points. In 
fact it must be the case that p* assigns probability only to the endpoints 
A, B and must do so in such a way that C = A, D = B. It must be that under 
p*, P{V=B} =e *, P{V=A} =1--e*, where 0* is the unique value such 
that 
+,*[G(V)I,G(U)] =O for v=A,B, 
or simply, B* maximizes or minimizes, whichever is appropriate, the function 
h(8) = J, ((1 - B)A” + 8B”, (1 - e)A’+ eB’}. 
Particular cases of interest are 
Ic/( x,, &?) = #L&q, X,) = xys - J&y’, 
4(x,, x2) = dkJ*(x,, X,) = x, - qp, 
$4x,, x,) = +f&q> x,) = w/x;“, 
~(X,~ x2.) = vL(X1, x2.> =a,x, + a& 
Solutions to (P2) in the case of the first three yield bounds for D, D*, R 
respectively. The latter yields inequalities similar to those of Marshall and 
OIkin [lo] for appropriate choices of the constants a, and us. Numerical 
techniques are needed to determine B* in the cases of D and D*, but for R, 
with y = B/A, 
1 
i 
r s 
(jr*=- -_- 
i S--T y’--1 y”-1 . 
4. ON HOLDER’S AND MINKOWSKI’S INEQUALITIES 
4.1. Variunts of Hdder’s and Minkowski? lnequulities 
Variants of Holder’s and Minkowski’s inequalities can be expressed in 
terms of the quantities Hi, Mi defined below, in which Vi, V, are nonnegative 
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jointly distributed random variables and (Y, fi are such that l/a + l/p = 1: 
H,= (Jm!L”_ (pi”“. 
H,= {E(V:)}““{E(V,B)}“‘-E(V,V,), 
M 
1 
= {m9J”a+ IJwi7Y’a 
{E(V,+V,)“}l’a ’ 
M,= { 3& (“(V&Jjl’a, 
M,= {E(v;)}‘/“+{E(v;)}‘/“- {E(v,+v,)“}? 
Clearly Z-Z,, M, are ratios, the others being variations on differences. 
Assume (Y > 1. Then Holder’s inequality and variants are H, >, 1, H, > 
0, Hs >, 0, while Minkowski’s variations are M, >, 1, M, > - 1, M, z 0. All 
inequalities are reversed if (Y < 1. Finite lower bounds then are defined for 
Hi,Mi if cu>l, upper bounds if (Y < 1, the bounds being attainable when 
V,,V, are constants. Under additional conditions finite attainable bounds, 
complementary to these, exist. (We can appeal to the following lemma to 
derive these, some of which are reported by Shisha and Mond in their 
aforementioned papers. We can also derive Lemmas 2.1 and 2.2 of Marshall 
and Olkin [lo]. 
LEMMA 4.1.1. In (P2) take n = 3, k = 2, Y = %! = {(u,, us): A < ui Q 
R, u2 E C, C E R+ ), G,(u) = u,gr(u,), G,(u) = u,g,(u,), C&(u) = u2, where 
g,(ur) is defined on [A, B], and assume that +(X1, X2, X,) is differentiable 
and homogeneous of degree t. Let di = 8,/8X,. Zf the equation f(ul) = 
dIgI( d,g,(u,)+ c = 0 has at most two solutions, then any p* solving 
(P2) must assign probability to at most two values of U,, namely, A or B or 
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both of these. Furthernwre, optimizing distributions are such that 
ew 
(l-B)E(A)+OE(B) =‘*’ 
(4.1.1) 
where 
B=P{U,=B}, 
E(i) = E(U,(U, = i), i=A,B, 
and X* maximizes or minimizes, as appropriate, 
*(A) = J/( [(I- Q&4)+ k,(B)] 9 it1 - Ak,(A) + ~dB)l J>. 
Proof. 
F+{X>G(u)) =u2
w(x) 
d,g,(ul)+d,g,(u,)+d,- - 
u2 1 
Hence the statement about f(ul). 
To prove the remainder of the lemma we use the following fact. Let p 
denote a joint distribution on U, and U,, and let p,(u,) denote the marginal 
distribution of U, under p. Then 9 represents a probability measure (for VI) 
under the relationship 
where E, denotes expectation with respect to 9, while all others are under p 
or marginal or conditional distributions implied by p. 
From the homogeneity of 4 we can then conclude that 
@{G(U)})= {E(U,)}‘~(E,(g,(U,)},E,{gz(V,>}.l). 
Combining this expression for I/ with the condition on f(ul) establishes 
the lemma. n 
MOMENT INEQUALITIES VIA OPTIMAL DESIGN THEORY 245 
COMMENT. We can thus draw the conclusion that the support of any p* 
solving (P2) must be a subset of {(ur, us): ur = A or B, ua E C}. The exact 
nature of the solution depends on C and on whether the problem is a 
maximization or a minimization. Or we can draw the more general conclusion 
that JI(E{G(U)I) Q {E(U,)I’#(~*) or II/(E{C(U)I) 2 {E(U,)It*(A*), as 
appropriate, with equality if and only if (4.1.1) holds. 
EXAMPLES. Complementary bounds to the above variations on Holder’s 
and Minkowski’s inequalities, and also the results of Marshall and Olkin, are 
corollaries to the lemma under the following menus for the variables: 
Hdder: 
(i) For H,, H,, H, respectively take Ic, to be 
1c/H,(Xl, x2> X3) = waxyw,, 
hfz(Xl~ x2, x3) = x (Xj? (!i$ 
&3(X1, x,, x,) = xpxp - x,. 
These are homogenous of degree t = O,O, 1 respectively. 
(ii) U, = V,V,, U, = V,( V,V, ) - ‘Ia = Vrr’B/ Vi/“. 
y; LA(u;)= UT, g,(u,) = Q. 
iv > . 
Minkowski: 
(i) For M,, M,, M, respectively take J, to be 
&,(X1, x2, x,) = ( xya + xy”)/xya, 
hfZ(Xl’ x2, X3) = y (“y- (!I?)‘“, 
&3(X1,X,, x,) =x:/“-t xp- xya. 
These are homogenous of degree t = O,O, l/(~ respectively. 
(ii) u, = (V, + VJ, U, = v, /( v, + V,). 
(iii) g,(ur) = $, ga(u,) = (I- ulY. 
(iv) O<A<B<l. 
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Marshall and Olkin: 
(i) For their Lemmas 2.1 and 2.2 respectively, take J, to be 
J/L(X1, X2, X3) = alXl + a2X2 + a3X3, 
hdX1~ x2, x3) = ,1&r) r < s, 
2 3 
where the a i are constants. These are homogeneous of degree t = 1,0 
respectively. 
(ii) v2 = v,, vi = vi. 
(iii) gi(ul) = us, g,(u,) = u;. 
(iv) A > 0. 
For 
Explicit solutions are available for X* in all cases except for #HZ and #M,. 
$J~, A* = 0 or 1, while for #R, A* has the 8*-solution of #n of Section 3. 
A common optimizing A* is shared by 1c/H1 and GH, and also by qM, and 
#M3. These are respectively 
x* =P/(l-Y-~)-./(Ya-l) 
H 
a+P 
b=WA), 
x* = {(l-A)a-(l-B)"}P(l-~)"-(~a-~~)P~a 
M 
{(l-A)*- (i- B)“Jpcl+(p- p)fl+l ’ 
5. INEQUALITIES DERIVING FROM DESIGN CRITERIA 
5.1. Reformulation of the Problem 
In the foregoing sections we have derived some moment inequalities by 
appealing to a theory developed for the approximate optimal linear regression 
design problem. We now see that a stronger link with design derives from the 
fact that we can establish some further results both by appealing to proper- 
ties of some standard design criteria #( .) and by applying the theory to 
them. 
In defining Problem (P2) the components of X were assumed to be 
scalars. However, a useful flexibility is available if we allow these to be 
subvectors or matrices. The general design problem is more readily seen as an 
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example of this version, namely one in which: 
(i) n=l. 
(ii) X = Xi is a matrix of order k X k. 
(iii) y is a set in k dimensions, usually the image under a k X 1 vector f 
or k regressor functions of some practical bounded design space %, i.e., 
V = f(%). 
(iv) G(v) = G,(v) = uvr, so that X = EP{ W* } and in consequence is 
nonnegative definite. 
(v) A variety of $J( a) choices have been entertained, most of them, 
including those considered below, being equivalent to particular cases of 
4(X) = G,(X) = - tr{[AX+Ar]‘}, where A is of order s X k (s Q k), 
rank(A) = s, X+ is the MoorePenrose generalized inverse of X, and t > 0; 
note that #( 0) is homogeneous. If X is singular, then 4(X) may fail to be 
differentiable at X. However, the directional derivative F+{ X, Y } can still 
exist for all Y at such an X. Lemma 2.3.1, though, only defines necessary 
conditions for local optima&y in this case. In our examples this does not 
cause difficulties. 
Two particular criteria which we will consider are D-optimality and 
c-optimality. 
For D-optimality s = k, A = 1, and X must be nonsingular, and we let t 
tend to zero. Using the result that {(l/s)+,(X)}‘/’ tends to 
- [det( AX’Ar)] ‘IS as t tends to zero, we conclude that maximizing J/,(X) is 
equivalent to maximizing q(X) = #d(X) = In{det(X)}, which is convention- 
ally described as the D-optimal criterion. 
For c-optimality s = 1, A = c*, where c is a chosen vector of order n x 1, 
and we take t = 1, although t could be any value, since c*X’c is a scalar. 
Maximizing #,(X) is then equivalent to minimizing #(X) = q,(X) = c*X+c, 
which is known as the c-optimal criterion. 
We note some properties of these two functions: 
(a) In view of the nonnegative definiteness of X, we have for any Y 
c*X+c > 0 and det( X) > 0 
with equality in the latter case if X is singular. 
(b) If p assigns weight to only J linearly independent vertices pi,. . . , u,, 
so that .I < k, then rank(X) = _I. This is so because then 
x = c pilli+ WPWT, 
j=l 
5.1 
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where W is the matrix of order k x J whose jth column is vi, while P is 
diagonal of order 1 X 1 with the pi as entries, and rank(W) = rank(P) = J. 
(c) #d(X) is concave, #,(X) is convex; a Optimal design maximizes 
the former, a coptimal design minimizes the latter. Appealing to Lemma 
2.3.1, necessary and sufficient conditions, in which X* = E,,(VVT), p* 
being a distribution on V, are: 
for D-optimality 
vTx-lv = 
i 
k, p*(v) ’ 0, 
<k, p*(u) = 0; 
for coptimality 
(d) Usually numerical techniques are required to compute such optimal 
p* ‘s. Two exceptions are D-optimal designs when weight is assigned to k 
linearly independent vertices, and c-optimal designs when weight is assigned 
to k or fewer such vertices. We appeal to (5.1). If J = k then det(X) = 
kWW2rw2 * * * p, and the long established D-optimal design is pr = l/k. 
In the case J<k, suppose that rank(W)=rank(P)=J Then X+= 
(W’)TP-lW’ and furthermore W+ = (WTW)-‘W, in which case cTXic = 
aTP-‘a = (Uf/Pl + &j/p, + * * * + a;/~,), where a = cTW(WTW)-‘. A c- 
optimal design is then pr = luil/S, where S = (]a,]+ (a,]+ . . * + luJI). 
We are now in a position to derive some further conclusions about 
moment inequalities 
5.2. Reproduction of Results of Section 3 
For some r, s we can produce, from the theory in Section 5.1, the results 
of Section 3. Suppose that @ = [A, B], k = 2. Then, if f(U) = (1, U)‘, we 
have 
E(U) 1 E(U2) ’ 
and det( X) = Var(U) = D*(1,2). So D-optimal&y is equivalent to maximizing 
MOMENT INEQUALITIES VIA OPTIMAL DESIGN THEORY 249 
Var(U), and the well-known I3optimal design sets are p*(A) = p*(B) = l/k 
= l/2. Alternatively take c = (0,l)r and crX-‘c = Var-‘(U), and we have 
an equivalence with coptimality. A second instance of this occurs when 
c = (1,O)r. Then J/,(X) = E(U2)/Var(U) = [l - { R*(1,2)}-‘]-1, so the c- 
optimal design p*(A) = B/(A + B), p*(B) = A/(A + B) maximizes 
R*(l, 2). 
Yet more examples occur if we change f(U) to (UP 1/2, U’i2)r. Then 
1 
E(U) 1 
Relationships implying equivalences with optimal designs are 
det(X) = R(l, - 1) - 1, p*(A) = p*(B) = f, 
c=(O,#“, [crx-ic]-l=D(l, -l>, p*(u)= &T@, u=A,B. 
We note also that if c = (l,O)T then [cTXP1c]-r = E(U-‘) - { E(U)}-l, 
which is an example of further type of difference, namely D**(T, s) = E(V) 
- E(U”)““, r ( s. 
Clearly there is the capacity to deduce from the c-optimal designs, for 
each possible choice of c, bounds for a class of functions of the two moments. 
In each of these examples, moreover, these bounds will be complementary to 
conclusions which we can draw from the result that cTXP1c >, 0. Appealing 
to this and to the inequality det(X) > 0 in the above examples establishes the 
relevant bounds cited in Section 1. This ploy also leads to other interesting 
results. 
5.3. Jarrettk Conjecture 
Jarrett [8] alludes to an upper bound for the harmonic mean of a positive 
random variable U. A proof is promised in [7]. In fact the bound was 
conjectured by Fitzpatrick and Jarrett in Newsletter No. 72 of the DMS, 
CSIRO. A variety of proofs appeared in Newsletter No. 76. The method used 
by these authors could in fact establish a variety of lower bounds for E(U-‘). 
I. H. Golub used a method which could yield upper and lower bounds for 
other positive functions of a random variable. This is also true of the 
technique below. 
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The original conjecture is that 8 Q 1_1- pi/(ps + pps), where 8 = 
{ E(U’)} -l, p = E(U), pLz = Var(U), ps = E(U- r-1)2. Equality occurs if U 
has a twopoint distribution. 
We note that, letting p denote the underlying distribution of positive U, 
the conjecture transforms to 
+(P) =E(U-‘) - 
E(U3) - 2E(U)E(U2)+ { E(U)}3 > 0 
E(U)E(U3) - { E(U2)j2 ’ ’ 
This can be proved as follows. In the design problem of Section 5.1 take 
k = 3 and f(U) = (U- ‘12, U112, U3/2)T, U being a scalar quantity. We will 
also want c = (l,O,O)T. 
First we note that a partitioned expression for X is 
aT I [ N ’ N= E(U) E(U2) $;]’ a = [ E(tU)]* 
Suppose that p is discrete, and let J denote the number of U-values to which 
it assigns weight. Appealing to property (b), we can therefore conclude that 
both X and N are nonsingular if _l> 3, but if J = 2, X is singular while N is 
nonsingular. Now note that under these circumstances det( X) = det( N) ~p( p), 
and the conjecture is proved. 
It is also true in the case of X nonsingular that crX- ‘c = +-l(p). This 
implies that c-optimal designs p : identify upper bounds on a design space 
a/, for +(p), provided that p,* assigns weight to at least three distinct points 
in %. If c-optimal p,* assigns weight to only two points, we know that 
+(p,*) = 0 but cr(X*)+c will be finite. A typical % is the interval [A, B], 
0 < A < B < co. Empirical evidence suggests that if A > 1, a c-optimal design 
assigns weight to only A, B. If A < 1, it is required to assign weight to an 
additional internal point Y, A < Y < B. Pukelsheim [12] could be of assistance 
in identifying Y. Alternatively the explicit solutions in terms of A, B, Y for 
the c-optimal weights p,*(A), p,*(Y), p:(B) as revealed in property (c) will 
yield a function which must be optimized by Y. 
In the case where p,* assigns weight only to A, B, upper bounds for +(p) 
must be established by an alternative method. We might consider solving 
Problem (P2) with n = 4, k = 1, 
$(X,9 x2, x3, xl) = x, - 
x2 - 2x,x, - x; 
x,x,-x,2 ’ 
G,(U) = U’, G,(U) = U3, G,(U) =U, G4( U) = U2. 
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5.4. Farebrother’s Inequality 
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Clearly we could derive a variety of lower bounds for E(V ‘) and in fact 
for anv positive scalar function g(U) of a random vector U. In the design 
problem-suppose f(U) = (g(U), hT@)j, where h(U) is a vector of k - 1 func- 
tions of U. Then a partitioned expression for X is 
X= [Egy) ;], N=E[h(U)hT(U)], a’= E { g(U)h’(U)} 
Now if N is nonsingular, det(X) = det(N) G(P), while if M is nonsingular 
and c’=(l,O,..., 0), then crX_lc = $-l(p), where 
G(p) = Eg2(U) - a%‘-‘a. 
We can conclude that 
Eg2(U) 2 E { g(U)hT(U)}E-‘{h@J)hT(U)}E { g(U)h@J)). 
with equality if the underlying distribution p of U assigns probability to 
exactly k-lvaluesuj, j=l,..., k-1,suchthat v=f(uj), j=l,..., k-l, 
are linearly independent. This condition renders X but not N singular. 
A rather interesting conclusion can be drawn from this result in respect of 
a random vector. Let g(U) = 1 and Y = h(U); then we have proved that 
E(YT)E-‘{YYT}E(Y) < 1. 
The result is also true for any generalized inverse of E(YYT) when that matrix 
is singular. It is not a result which is particularly prominent in the literature. 
However, it would follow from Farebrother’s [6] inequality, although the 
above approach points to an alternative method of deriving his result. 
6. CONCLUDING REMARKS 
The object of this paper has been primarily to demonstrate the capacity 
of Lemma 2.3.1 to establish inequalities involving moments. The results 
obtained are secondary to this and are clearly not exhaustive. We note, for 
example, that Kamardian [9] reports results of a form similar to that of the 
252 B. TORSNEY 
lemma, while Cargo [4] introduces a concept called the vertex phenomenon 
as a vehicle for a unified approach to establishing complementary inequalities 
in respect of generalizations of ratios and differences of means. Like the 
lemma, a primary contribution of the phenomenon is identification of the 
support points of an optimizing distribution, but, in contrast to our approach, 
Cargo’s is a geometrical one and seems specific to the problem he considers. 
Z wish to express my gratitude to referees for helpful comments and also 
for bringing references to my attention. 
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