Abstract. Let X = (Xt) t≥0 be a stochastic process which has an (not necessarily stationary) independent increment on a probability space (Ω, P). In this paper, we study the following Cauchy problem related to the stochastic process X:
Introduction
Roughly speaking, the second-order diffusion equations describe the motion of diffusion particles moving according to a law of stochastic process driven by a Brownian motion. Such equations are not suitable for natural phenomena with jumps, and accordingly there has been growing interest in equations with non-local operators related to pure jump processes owing to their applications in various models in physics, economics, engineering and many others involving long-range interactions.
If the non-local operators are close to fractional Laplacian operator, then there are considerable regularity results. See e.g. [1] , [2] , [3] , [8] and [12] for the Harnack inequality and Hölder estimates. Regarding L p -regularity theory, H. Dong and D. Kim [4] obtained a sharp L p -estimate for the nonlocal elliptic equation Observe that, since α ∈ (0, 2), a(y)|y| −d−α dy is a Lévy measure, i.e. |y| d+α dy is the Lévy measure of the rotationally invariant α-stable process. In [14] , X. Zhang introduced a generalization of (1.2). More precisely, he handled the Cauchy problem in L p -space with the Lévy measure ν(dy) (instead of a(y)|y| −d−α dy) with the condition ν We also refer to a recent result [9] , where L p -theory is presented for the elliptic and parabolic equations and π is supposed to satisfy a certain scaling property, which is called assumption D(κ, ℓ) in [9] . In this article we prove the unique solvability of diffusion equation (2.16 ) with the generator of stochastic processes beyond Lévy processes. In particular, we focus on diffusion equations with generators of stochastic processes with non-stationary independent increments. For instance, our stochastic processes X t can be of type X t = t 0 a(s)dY s , where Y t is a subordinate Brownian motion, and X t can also be an additive process. See Section 2.2 for more concrete examples. We adopt φ-potential space (see [5] ) for the space of solutions. This is because our operators are far away from α-stable process and the classical Bessel potential space does not fit as a solution space.
We emphasize that even if the stochastic process X t is a Lévy process, our result cannot be covered by above results. For instance, an example related to Subordinate Brownian motions is given in [9, Example 2.1 and Remark 2] . In this example, there are conditions on weak scaling constants δ 1 and δ 2 such as 2δ 1 > 1 and 2δ 1 > δ 2 . However, we do not need this relation in our results (see Example 2.5).
Next we give a few remarks on our methods. Due to the non-local property of our operators, classical perturbation arguments are not available. Nonetheless, fortunately, our operators are still pseudo-differential operators. If the symbols of pseudo-differential operators are smooth enough then one can use classical tools from Harmonic and Fourier analysis. However, if the moments of the given process are not finite, the symbol of the generator of the process loses the smoothness property. We overcome this difficulty using a probabilistic technique together with analytic tools. Technically our approach does not rely on the well-developed oneparameter semi-group theory since increments of our stochastic processes are not stationary.
The article is organized as follows. In section 2, we present our main result (Theorem 2.13), L p -theory of PDEs with generators of non-stationary independent increment processes. In Section 3, we introduce a version of singular integral theory which fits our equations. In Section 4, we prove a maximal L p -regularity theory for a class of pseduo differential operators. The result of this section is used to prove our main result when the symbol of the operator is smooth. Section 5 contains the proof of our main theorem, and finally in Appendix we prove a version of the Fefferman-Stein theorem.
We finish the introduction by introducing notations we will use in the article. N and Z denote the natural number system and the integer number system, respectively. Denote Z + := {k ∈ Z; k ≥ 0}. As usual R d stands for the Euclidean space of points x = (x 1 , ..., x d ). For j = 1, ..., n, multi-indices α = (α 1 , ..., α n ), α j ∈ Z + , and functions u(x) we set
We also use the notations D m x (and D α x , respectively) for a partial derivative of order m (of multi-index α, respectively) with respect to x. C(R d ) denotes the space of bounded continuous functions on R d . For n ∈ N, we write u ∈ C n (R d ) if u is n-times continuously differentiable in R d , and sup x∈R d ,|α|≤n |D α u| < ∞.
Simply we put
, a normed space F with norm · F and a measure space (X, M, µ), L p (X, M, µ; F ) denotes the space of all F -valued M µ -measurable functions u so that
where M µ denotes the completion of M with respect to the measure µ.
If there is no confusion for the given measure and σ-algebra, we usually omit the measure and the σ-algebra. In particular, for a domain
, where L is the Lebesgue measurable sets, and ℓ is the Lebesgue measure in R d . We use the notation N to denote a generic constant which may change from line to line. While, throughout this paper the constants N j , j = 0, 1, . . . , will be fixed. We use N = N (a, b, · · · ) to indicate a positive constant that depends on the parameters a, b, · · · .
We use ":=" or "=:" to denote a definition. ⌊a⌋ is the biggest integer which is less than or equal to a. By F and F −1 we denote the d-dimensional Fourier transform and the inverse Fourier transform, respectively. That is, 
The stochastic process X has a pure jump component, that is there exist two independent stochastic process X 1 and X 2 such that for all t ≥ s ≥ 0, X t − X s and
s have same distributions and
where µ r is a Lévy measure for each r ∈ [0, ∞).
(ii) The paths of X 2 are locally bounded (a.s.). i.e.,
and furthermore Ψ X and Φ X satisfy the followings:
and have at most polynomial growth at infinity with respect to ξ uniformly for 0 < s < t < T , i.e. there exists a N > 0 so that
(ii) There exists a nondecreasing function φ(λ) : (0, ∞) → (0, ∞) and positive constants δ k and N j (k = 1, 2, 3 and j = 1, 2, 3, 4) such that
• for all ξ = 0
2)
• for all ξ = 0 and multi-index |α| ≤ d 0 ,
3)
4)
• for all λ ∈ (0, ∞) and natural number n ≤ d 0 ,
2.2. Examples. To introduce examples satisfying above assumptions, we recall some definitions and facts on subordinate Brownian motion. A function φ : (0, ∞) → (0, ∞) is called a Bernstein function with φ(0+) = 0 if φ has a representation that 6) where b ≥ 0 and µ is a measure on (0, ∞) satisfying
Then it is well-known that (e.g. [11, Chapter 3] and [6, Lemma 3 
and for any nonnegative integer n,
Thus φ satisfies (2.5). Let S = (S t ) t≥0 be a subordinator (i.e. an increasing Lévy process satisfying S 0 = 0), then there is a Bernstein function φ with φ(0+) = 0 such that 9) where J(x) = j(|x|) and
Example 2.4 (Integral with respect to SBM). Assume that the Bernstein function φ satisfies the following weak-scaling conditions:
• There exist constants 0 < δ 1 ≤ δ 2 < 1 and a 1 > 0 such that
Note that φ satisfies (2.4) and (2.5). Let σ : (0, ∞) → R be a bounded measurable function such that for all t ∈ (0, ∞), |σ(t)| ∈ (δ, δ −1 ) for some δ ∈ (0, 1). Recall Y t = B St and define
we see that X 1 t has a pure jump independent increment. Moreover, Due to the properties of the density function of Brownian motion and (2.6),
Therefore, since the Bernstein function φ satisfies (2.8) and |σ(r)| has positive upper and lower bounds, one can easily check that (2.2) and (2.3) hold.
The following well-known examples of subordinators satisfy (2.10):
3. Stable with logarithmic correction: φ(λ) = λ α (log(1 + λ)) β , 0 < α < 1, 0 < β < 1 − α, with δ = 1 − α − ǫ for every ǫ > 0. 4. Stable with logarithmic correction: φ(λ) = λ α (log(1 + λ)) −β , 0 < α < 1, 0 < β < α, with δ = 1 − α. In the next example the condition on φ is weakened. • (H) : There exist constants 0 < δ 1 ≤ 1 and a 1 > 0 such that
Then combining (2.7) and (H), we have
Thus φ satisfies (2.4). Let a(t) : (0, ∞) → (0, ∞) be a function which is bounded from both above and below. Define Ψ X 1 (t, ξ) = −a(t)φ(|ξ| 2 ). Then obviously due to (2.8), Ψ X 1 satisfies (2.2) and (2.3). Moreover, there exists a additive process X 1 t (see [10, Theorem 9.8 (ii) and Theorem 11.5] ) such that for all t > 0 and
which is because φ(|ξ| 2 ) has the representation (2.9).
The following well-known examples of subordinators satisfy (2.11) but do not satisfy (2.10):
, where β ∈ (0, 2).
In the following example, we show that locally homogeneous additive process satisfies our assumption on X 2 .
Example 2.6. Let X 2 t be an additive process. Then by [10, Theorem 9.8], there exists a triple (a(t), A(t), µ t ) so that
12)
is a nonnegative symmetric matrix, and µ t is a Lévy measure for each t ∈ [0, ∞), and A(t), µ t are nondecreasing. If a t , A t , µ t are absolutely continuous with respect to dt, say a t = t 0 a * (s)ds,
Due to the absolute continuity assumption, it is obvious that Ψ X 2 is locally integrable with respect to t for each ξ ∈ R d . Moreover, for any 0 < s < t < T ,
which implies both exp t s Ψ X 2 (r, ξ)dr and Ψ X 2 (t, ξ) exp t s Ψ X 2 (r, ξ)dr are locally bounded and have a polynomial growth at infinity with respect to ξ uniformly for 0 < s < t < T . Moreover obviously paths of X 2 are locally bounded (a.s.) since X 2 is a cádlág process. Let X 1 t be the process handled in Example 2.5 or Example 2.4. By considering product of probability spaces, we may assume X 1 t and X 2 t are independent without loss of generality. Set
At first glance, conditions (2.2) and (2.3) seem to be quite strong since for each t Ψ X 1 (t, ξ) has to be smooth in R d \ {0} with respect to ξ. However, these conditions are imposed only on the symbol Ψ X 1 . We would like to emphasize that our symbol Ψ X (t, ξ), which is the sum of Ψ X 1 (t,ξ) and Ψ X 2 (t, ξ) := Ψ X (t, ξ) − Ψ X 1 (t, ξ), does not have to be smooth. We give a concrete simple example below.
Example 2.7. Let α ∈ (0, 2) and a(t, x) be a positive measurable function on (0, ∞) × R d and assume that a(t, x) is bounded from both above and below, i.e. there exists a constant c ∈ (0, 1) such that
Using a(t, x) and c, we define the following Lévy measures for each t > 0;
.
Observe that by the change of variables
where O ξ is an orthonormal matrix such that O T ξ ξ = |ξ|e 1 and e 1 = (1, 0, . . . , 0). Since there is no regularity condition on the coefficient a(t, x), Ψ X (t, ξ) is not smooth with respect to ξ in general. On the other hand,
are Lévy measures, there exist additive processes X t , X 1 t and X 2 t such that
and
due to [10, Theorem 9.8(ii) and Theorem 11.5] again. We may assume that X 1 and X 2 are independent. One can easily check that Ψ X 2 satisfies the assumptions in Example 2.6. Therefore our assumptions hold for the symbol Ψ X (t, ξ) which is defined in (2.13) and not smooth. Remark 2.8. We acknowledge that there are still some singular symbols which our result cannot cover and were already considered previously by other authors. Here, we give an interesting simple example not covered in this paper.
Let α ∈ (0, 1) and a(t) be a function on [0, ∞) such that
For each t > 0, define
Here ǫ 0 is the dirac measure centered at zero in
This symbol does not satisfy (2.3). This example was handled by X. Zhang (see [14, Remark 2.7] ) if a(t) is independent of t. But the case when a(t) depends on t is not covered in literature as far as we know.
2.3. L p -theory for diffusion equations in φ-potential spaces. In this subsection we present our main result, the unique solvability of equation (2.16) in φ-potential space.
By H φ p , we denote the space of functions u ∈ L p so that there exists a sequence of
as n, m → ∞. We call this sequence u n a defining sequence of u.
where u n is a defining sequence of u and the limit is understood in L p -sense.
, that is, it is independent of the choice of defining sequences.
(ii) H φ p is a Banach space equipped with the norm
(iii) Suppose that Assumption 2.2 holds. Then
Moreover there exists an adjoint operator A * (t) so that
Proof. First we prove (i). Let u n and v n be defining sequences of u ∈ H φ p , respectively. Then by the Plancherel theorem and Definition 2.9,
(ii) is obvious due to the property of L p -spaces. Finally, we prove (iii). Recall Φ X (t, t, ξ) = 0. Then due to Assumption 2.2(i),
Then by the Plancherel theorem, (2.15) holds. The lemma is proved.
Definition 2.11 (Definition of solutions
Remark 2.12. If u is a solution in the sense of Definition 2.11 then it becomes a solution in the usual weak-sense. Indeed, by the Plancherel theorem
Here is the main result of this section. The proof of this theorem will be given in Section 5.
L p -boundedness of singular integral operators
In this section we introduce a version of Fefferman-Stein theorem and HardyLittlewood maximal theorem. We also prove an L p -boundedness of singular integral operators related to certain pseudo-differential operators.
Let
where (t, x) ∈ (0, ∞) × U , and sup is taken over all
(ii) There exists a constant λ 0 > 1 satisfying
Assumption 3.2(i) is sufficient to prove a ϕ-type Fefferman-Stein theorem, and condition (3.3) is additionally needed for ϕ-type Hardy-Littlewood maximal theorem. 
The proof of Theorem 3.3 will be given in Section 6. Theorem 3.4 (ϕ-type Hardy-Littlewood Theorem). Let p ∈ (1, ∞) and suppose Assumption 3.2 holds. Then for some constant N = N (p, ϕ) > 0,
Proof. One can easily check that by (3.3)
• for each open set O and c > 0, the function (t, x) → |Q 
where the sense of limit is specified in the following assumption.
The function ϕ in the next assumption is the one in Assumption 3.2. Then obviously ϕ −1 is nondecreasing and ϕ −1 (ϕ(r)) ≤ r. Also due to (3.1), 0 < ϕ −1 (r)
Therefore one can still takeφ(r) = ϕ −1 (r).
Theorem 3.8. Let p > 2 and suppose that Assumptions 3.2, 3.5, and 3.6 hold.
where the constant N is independent of f .
The proof of Theorem 3.8 is based on the following result.
Lemma 3.9. Suppose that Assumptions 3.2, 3.5 and 3.6 hold. 9) where N depends only on d,c, N 5 , and N 6 .
, where δ will be specified later. Then obviously, f 1 has a support in Q ϕ δc and f 2 has a support in the closure of the complement of Q ϕ δc . First we estimate T f 1 . By Hölder's inequality and Assumption 3.5, 10) where in the last inequality we use the fact that there exists a n ∈ N depending only on δ so that 2 n−1 ≤ δ ≤ 2 n and thus ϕ(δc) ≤ ϕ(2 n c) ≤ (c) n ϕ(c).
Thus taking δ >N +Ñ , we have (r, z) ∈ Q ϕ δc (t 0 , x 0 ) and (K(r, t, z, x) − K(r, s, z, y))(f 2 (r, z)) = 0.
Therefore by (3.6),
which certainly implies
Combining (3.10) and (3.11), we have (3.9). The lemma is proved.
Proof of Theorem 3.8
By Lemma 3.9,
Thus it is enough to prove (3.8).
Thus by Assumption 3.5 and Theorem 3.4,
♯ is subadditive since T is a linear operator. Hence by Marcinkiewicz's interpolation theorem, for any p ∈ (2, ∞) there exists a constant
Therefore by Theorem 3.3, (3.8) is proved.
PDE with pseudo-differential operators
In this section we study PDEs with pseudo-differential operators. The result of this section is a generalization of Theorem 2.13 if X 2 = 0. Let Ψ be a complex-valued function defined for t > 0 and ξ ∈ R d . Consider the equation
where
Then formally the solution u to equation (4.1) is given by
Recall that d 0 = 
(ii) There exist positive constants δ 6 and N 9 so that
is d 0 -times continuously differentiable and there exists a constant N 10 so that for all λ ∈ (0, ∞) and a natural number n ≤ d 0 ,
Then ψ −1 is a nondecreasing function from (0, ∞) into (0, ∞) and there exist positive constantsN 1 , andN 2 so that for any λ 2 ≥ λ 1 > 0,
(4.7) whereN 1 andN 1 depend only on δ 4 , δ 5 , N 7 , and N 8 . Furthermore, ψ(ψ −1 (t)) ∼ t and ψ −1 (ψ(t)) ∼ t, that is for all t > 0 8) where N depends only on δ 4 , δ 5 , N 7 , and N 8 .
Here is the main result of this section.
Theorem 4.2. Let p ∈ (1, ∞) and suppose Assumption 4.1 holds. Then for any
and u defined as in (4.2), we have 9) where N depends only on d, p, δ k and N j (k = 4, 5, 6 and j = 7, 8, 9, 10), and
We only show this theorem for p ∈ [2, ∞) due to the duality argument. To prove this theorem, we apply Theorem 3.8. Define
and set
Note that due to Assumption 4.1(iii), for each t > s, ψ(|ξ| 2 ) exp t s Ψ(r, ξ)dr is integrable with respect to ξ and thus for any g ∈ L 2 (R d ),
Therefore (at least formally) r ≤ c 1 ϕ(φ(r)),φ(ϕ(r)) ≤ c 2 r ∀r ∈ (0, ∞).
Thus under this setting, Assumptions 3.2 and (3.5) hold. Therefore in order to prove (4.9), it suffices to show that Assumption 3.5 and (3.6) hold. For this, we need some preliminaries. Denote
where N depends only on δ 4 , δ 5 , δ 6 , N 7 , and N 8 .
Proof. Due to (4.3), there exists a N so that
Combining (4.8) and (4.11), we have
Corollary 4.4. For any t ∈ (0, ∞) and
Proof. By (4.4) and Lemma 4.3,
First, we prove that Assumption 3.5 holds.
Lemma 4.5. There exists a constant N (d, δ 6 ) such that
Proof. By Fubini's theorem, Plancherel's theorem, (4.4), and Minkowski's inequality,
The lemma is proved.
Next we show that K satisfies (3.6). Denote
and q 3 (s, t, x)
By the change of variables, 14) and 
Proof. The first term
is easily controlled by (4.16). Indeed, since
and the latter function is integrable with respect to ξ, we have
The other two terms are similarly controlled by the inequalities
Thus by Lemma 4.6 with α = 0, there exists a constant N = N (d, δ k , N j ) (k = 4, 5, 6 and j = 7, 8, 9, 10) so that for any t > s,
and j = 7, 8, 9, 10) so that for any multi-index α with |α| ≤ d 0 − 1, 0 < s < t, and ℓ = 1, . . . , d,
Proof. Because of the similarity, we only show
Due to (4.16),
is integrable with respect to ξ uniformly for 0 < s < t since
The lemma is proved. 
Proof. Due to similarity, we only estimate the first term above. By (4.16),
Lemma 4.9. Let 0 < δ < δ 4 ∧ 1 2 . Then there exists a constant N = N (d, δ, δ k , N j ) (k = 4, 5, 6 and j = 7, 8, 9, 10) so that for any 0 < s < t and ℓ = 1, . . . , d
Proof. As before, we only prove (4.18) since the proofs of (4.19) and (4.20) are similar.
Note that it suffices to show that for each ℓ = 1, . . . , d,
where i is the imaginary number, i.e. i 2 = −1. By a property of the Fourier inverse transform,
Hence the left hand side of (4.21) is equal to
Then by the Plancherel theorem, the right hand side of (4.22) equals
Using the integral representation of the Fractional Laplacian operator (−∆)
ε/2 we get
By Minkowski's inequality and Lemma 4.7,
We split I 2 into I 2,1 , I 2,2 , and I 2,3 , where
By the fundamental theorem of calculus and the Fubini theorem,
Hence by Minkowski's inequality and Lemma 4.8,
Hence by Hölder's inequality and Lemma 4.7,
Therefore we have
Finally by Lemma 4.7 again,
Due to (4.22) and (4.23), combining all estimates for I 1 , I 2,1 , I 2,2 , I 2,3 , we have (4.21). The lemma is proved.
Let q(s, t, x) be anyone of q 1 , q 2,ℓ and q 3 . Then by (4.17), Lemma 4.9, and Hölder's inequality, 
Proof. (i) By (4.13), (4.18), and Hölder's inequality,
Therefore by (4.8) and changing the variable r → t − (t − s)r,
Thus by (4.7),
(ii) Recall
Using the fundamental theorem of calculus, Fubini's theorem, and (4.24),
Moreover, by changing the variable r → (t − a)r and (4.7),
Hence (4.26) is proved.
(iii) By the fundamental theorem of calculus and (4.15),
Therefore, by (4.24),
Recall
and observe that by (4.7), there exists ac 0 ≥ 1 so that First we estimate I 1 (t, s, y, x). Note that due to (4. |ψ(∆)p(r, s, x − z)| dzdr
We split I 2 . Observe
If |x − y| ≤ ϕ((t − s)) then by (4.26),
On the other hand, if |x − y| > ϕ((t − s)), then
. 
Recalling
we have by (4.25) again
and by (4.26)
It only remains to estimate I 2,2 , which is an easy consequence of (4.27). Indeed,
The corollary is proved.
Proof of Theorem 2.13
In this section, X is a stochastic process satisfying Assumptions 2.1 and 2.2. First we introduce the representation of solutions and related estimates.
Lemma 5.1. Let f be a smooth function on (0, T ) × R d such that for any multiindex α and β,
and suppose that Assumptions 2.1 and 2.2 hold. Define 4) where
Proof. Observe that by Fubini's theorem and Assumption 2.2(i),
Recalling Φ X (t, t, ξ) = 0, by Assumption 2.2(i) again we have
Since the last term above is integrable with respect to ξ uniformly t ∈ (0, T ) for any T ∈ (0, ∞), we get (5.2) by taking the inverse Fourier transform to both sides of (5.7). Next we show (5.3) and (5.4) . Due to the definition of u and Minkowski's inequality,
Thus it suffices to show (5.4). We now prove this estimate in the following two steps.
Step 1: Assume X = X 1 . Note that if one takes ψ = φ and Ψ = Ψ X 1 then Assumption 2.2(ii) is exactly same as Assumptions 4.1. Therefore due to (5.5) and Theorem 4.2,
Step 2 (General case): Recall that two processes X 1 and X 2 are independent. Thus by Assumption 2.2 and Fubini's theorem,
where E and E ′ are the expectations with respect to the variables ω and ω ′ , respectively. Since the paths of X 2 are locally bounded (a.s.), one can easily check that
Then by Minkowski's inequality, the change of variable x → x − X 2 t (ω ′ ) and the result of Step 1,
and suppose that Assumption 2.2 holds. Then
Proof. Recalling (5.6) and taking the Fourier transform, we have
For each ξ, solving the above ODE with respect to t, we have
Thus following (5.5) in the reverse order, we obtain (5.8) since the both sides of (5.8) are continuous on (0, T ) × R d . The lemma is proved.
Proof of Theorem 2.13
Step 1 (Existence)
Then by (5.3) and (5.4), Step 2 (Uniqueness) Let u and v be solutions to equation (2.16 ). Then by Definition 2.11, one can find sequences
Then by Lemma 5.2,
Since both f n and
The theorem is proved.
Appendix: Proof of Theorem 3.3
Throughout this section, let (O, F , µ) be a complete measure space such that
By F 0 we denote the subset of F consisting of all sets A such that µ(A) < ∞. L(O, F , µ) indicates the space of all locally integrable functions f on (O, F , µ),
If the given measure space is clear, we simply use notation L. We borrow terminologies from [7, Chapter 3] . Definition 6.1. We say that a collection P ⊂ F 0 is a partition if and only if elements of P are countable, pairwise disjoint, and
Remark 6.2. Due to the definition of the partition, the measure space (O, F , µ) is σ-finite if there is a partition P on (O, F , µ). Definition 6.3. Let (P n , n ∈ Z) be a sequence of partitions. We say that (P n , n ∈ Z) is a filtration of partitions on (O, F , µ) if and only if (i) inf
where P n (x) denote the element of P n containing x; (ii) For each n ∈ Z and P ∈ P n , there is a (unique) P ′ ∈ P n−1 such that P ⊂ P ′ and
where N 0 is a constant independent of n, P, and P ′ .
We introduce a general Fefferman-Stein sharp function related to the filtration of partition (P n , n ∈ Z). For a locally integrable function f on (O, F , µ), we define its sharp function f f (y)µ(dy).
At last, we introduce a version of Fefferman-Stein theorem on a measure space (O, F , µ) with a filtration. and construct P n for n = 1, 2, . . . inductively. Suppose that P k is given for some k ∈ Z + and
where σ k ∈ [1, 2) and
If k = 0, then obviously σ k = 1. Since ϕ is nondecreasing and ϕ > 0, there exists a Z + so that
We put
ϕ(2 −(k+1) )2 ℓ k+1 and define P k+1 as the collection of sets and for any P ∈ P k+1 there exists a unique P ′ ∈ P k so that P ⊂ P ′ (6.4) and
ϕ(2r) ϕ(r) < ∞.
In order to confirm (6.4), observe that if ℓ k+1 = 0 then for any i ∈ Z iϕ(2 −k )σ k , (i + 1)ϕ(2 −k )σ k = iϕ(2 −(k+1) )σ k+1 , (i + 1)ϕ(2 −(k+1) )σ k+1 , and on the other hand if ℓ k+1 > 0 then
where i l = i2 ℓ k+1 + l. Next we construct P n for n = −1, −2, . . .. Similarly, suppose that P k is given for some k ∈ {0, −1, −2, . . .} and
Since ϕ is nondecreasing, ϕ > 0, and σ k ∈ [1, 2), there exists a ℓ k−1 ∈ N ∪ {0} so that
We put and for any P ∈ P k there exists a unique P ′ ∈ P k−1 so that P ⊂ P ′ (6.5) and
ϕ(2r) ϕ(r) < ∞. The theorem is proved.
Proof of Theorem 3.3
This is an easy consequence of Theorem 6.4 with the filtration We only remark that for any Q ϕ,k (i, i 1 , . . . , i d ) ∈ P, one can find a Q 
