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Abstract
We introduce a generalization of the notion of sequence of finite variation, using asymptotic den-
sity of sets of positive integers. Some approximation results about approaching any sequence by
sequences of finite statistical variation are given.
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1. Introduction
The generalization of sequence of bounded variation was inspired by paper [4] of
B.C. Tripathy, where he introduced the notion of statistically monotone sequence. He says
that a real sequence x ∈ RN is statistically monotone if there exists a “big” set of positive
integers K ⊆ N = {1,2, . . .} such that the restriction of the sequence to that part, x|K , is
monotone in the usual sense. By a big subset he understands a set K ⊆ N of asymptotic
density equal to 1, i.e.,
d(K) := lim
n→∞
|{k ∈ K: k  n}|
n
= 1.
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asymptotic density is zero. All negligible parts form the ideal denoted by Id , i.e.,
Id :=
{
A ⊆ N: d(A) = 0}.
In our generalization of finite variation we will consider an ideal I in N, i.e., a collection of
parts in N which is closed with respect to set union: A,B ∈ I⇒ A∪B ∈ I and hereditary:
B ⊆ A ∈ I⇒ B ∈ I, and which is admissible and proper, i.e., verifies
If ⊆ IP(N),
where If = {F ⊆ N: F is finite} and P(N) is the power set of N. We will consider also
the filter associated with an ideal I defined by
ϕ(I) := {M ⊆ N: N \ M ∈ I}.
2. The sets W(I), c(I), c∗(I)
Definition 1. A sequence x ∈ RN is said to be of finite I-variation if there is an (infinite)
set K = {k1 < k2 < · · ·} ∈ ϕ(I) such that
Varx|K :=
∞∑
n=1
|xkn − xkn+1 | < +∞.
The set of all real sequences with finite I-variation will be denoted by W(I).
One can observe that if K ⊃ L, we have
Varx|K Varx|L.
A sequence x ∈ W(I) can have an infinite variation on a large set belonging to ϕ(I) as the
following example shows.
Example 1. Let us define the sequence with general term xn = 1 if n = k2 and xn = 0 if
n 	= k2. Since the set K := {12,22, . . .} ∈ Id , we have N \ K = {n ∈ N: n 	= k2} =: {k1 <
k2 < · · ·} ∈ ϕ(Id).
Varx|N\K =
∞∑
n=1
|xkn − xkn+1 | =
∞∑
n=1
|0 − 0| = 0 < +∞.
Therefore x ∈ W(Id). But simultaneously for the big set N ∈ ϕ(Id) we have
Varx|N =
∞∑
n=1
|xn − xn+1|
∞∑
k=1
|xk2 − xk2+1| =
∞∑
k=1
1 = +∞.
Remark 1. We have defined that a sequence be of finite variation without defining the
variation itself. At least two possibilities would come in mind to define the variation. One
could be tempted to declare the number inf{Varx|K : K ∈ ϕ(I)} to be the I-variation of
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sequence of finite I-variation. Also another characteristic like sup{Varx|K : K ∈ ϕ(I)} is
not a good idea because any sequence would have this number equal to +∞ excepted
sequences of bounded variation in the usual sense.
Of course the notion of the I-variation is closely related to the notion of convergence
relative to an ideal, reminded in the following definition (cf. [2]).
Definition 2. Given an admissible proper ideal I, a sequence x ∈ RN is said to be I-
convergent if there exists  ∈ R such that the following assertion holds:
∀ε > 0: A(ε) := {n ∈ N: |xn − | ε} ∈ I.
We will denote by c(I) the set of all I-convergent sequences of real numbers.
It is easy to prove that if x is I-convergent towards , and towards ′, then  = ′. So
we can say that  is the limit of the sequence x and we can write I-limx = .
Another notion of convergence more restrictive than I-convergence is I∗-convergence.
Definition 3. A sequence x ∈ RN is called I∗-convergent to a point  ∈ R if there exists a
set K = {k1 < k2 < · · ·} ∈ ϕ(I) such that limn→∞ xkn = . We will denote c∗(I) the set of
all I∗-convergent real sequences.
Also it is clear that if x is I∗-convergent to points , ′ ∈ R, then  = ′. Some authors
use the notation I∗-limx = .
Proposition 1.
(i) If I⊆ J are admissible ideals, then
W(I) ⊆ W(J), c∗(I) ⊆ c∗(J), c(I) ⊆ c(J).
(ii) For every admissible ideal I, we have
W(I) ⊆ c∗(I) ⊆ c(I).
Proof. (i) Easy.
(ii) If x ∈ W(I), then there exists an infinite set K := {k1 < k2 < · · ·} ∈ ϕ(I) such that
∞∑
i=1
|xki − xki+1 | < +∞.
Therefore
lim
n→∞
n∑
i=1
(xki − xki+1) = limn→∞(xk1 − xkn+1) =  ∈ R,
and
lim
n→∞xkn+1 = xk1 −  ∈ R.
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lim
n→∞xkn =  ∈ R.
For every ε > 0 ∃n0 ∈ N ∀n > n0: |xkn − | < ε. Hence
A(ε) := {n ∈ N: |xn − | ε}⊆ {k1, k2, . . . , kn0} ∪ cK ∈ I,
since I is admissible and consequently also A(ε) ∈ I, which shows that x ∈ c(I). We have
proved a little more, namely if a sequence x ∈ RN is I∗-convergent to a limit  it is also
I-convergent to the same limit . 
3. Topology: the space ∞(I)
The sets W(I), c∗(I), c(I) are R-vector subspaces of RN. In order to introduce a topol-
ogy, one can consider the generalized metric, defined for x, y ∈ RN by
ρ(x, y) := sup
n1
|xn − yn|.
With the topology induced by ρ the sets W(I), c∗(I), c(I) are Hausdorff spaces. Unfor-
tunately this topology is not compatible with the scalar multiplication. More precisely, the
application
(λ, x) ∈ R × c∗(I) → λx
is not continuous for every ideal I  If : let K ∈ ϕ(I) such that cK is infinite, and let
x = (xn) defined by x|K = 0 and xi = i2 if i /∈ K ; we have x ∈ c∗(I); but if λn = 1n we
have λn → 0 in R, and λnx  0 in c∗(I), since ρ(λnx,0) = supi |λnxi | = +∞ for every n.
So it seems more convenient to adopt the following choice: denote by ∞(I) the set
of x ∈ RN such that there exists K ∈ ϕ(I) verifying: x|K is a bounded sequence of real
numbers. One can see that ∞(I) is a R-vector subspace of RN, and c(I) ⊆ ∞(I).
Now for x ∈ ∞(I) let
‖x‖∞ = Inf
{
λ ∈ R+: ∃K ∈ ϕ(I) ∀n ∈ K: |xn| λ
}
.
Proposition 2.
(i) x → ‖x‖∞ is a semi-norm on ∞(I), and ‖x − y‖∞  ρ(x, y).
(ii) W(I) = c(I) where W(I) is the closure of W(I) in ∞(I).
Proof. (i)
• For α 	= 0 let ‖αx‖∞ = Infλ: for such a λ there is K ∈ ϕ(I) verifying n ∈ K ⇒
|αxn|  λ, hence |xn|  λ|α| , therefore ‖x‖∞  λ|α| , |α|.‖x‖∞  λ and |α|.‖x‖∞ 
‖αx‖∞; applying this to 1α and αx, we obtain that, for every α 	= 0, ‖αx‖∞ =|α|.‖x‖∞.
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n ∈ K ⇒ |xn| λ and n ∈ L ⇒ |yn| µ; so n ∈ K ∩ L ∈ ϕ(I) ⇒ |xn + yn| λ + µ;
so ‖x + y‖∞  λ + µ and finally ‖x + y‖∞  ‖x‖∞ + ‖y‖∞.
To prove (ii) we proceed in two steps:
(a) c(I) = c(I): if x ∈ c(I) let ε > 0 and y ∈ c(I) be such that ‖x − y‖∞ < ε/2. There
exists λ < ε/2 and K ∈ ϕ(I) verifying n ∈ K ⇒ |xn − yn|  λ < ε/2; but y ∈ c(I)
implies A(ε/2) = {i ∈ N: |yi − | ε/2} ∈ I for an  ∈ R. Then if i ∈ K ∩ cA(ε/2) ∈
ϕ(I): |xi − | |xi − yi | + |yi − | < ε/2 + ε/2 = ε; so A(ε) = {i: |xi − | ε} ⊆
cK ∪ A(ε/2) ∈ I, proving that x ∈ c(I).
(b) W(I) is dense in c(I): for y ∈ c(I) and ε > 0, the set A = {n: |yn − | ε} belongs
to I (for  ∈ R, convenient); let zn = yn if n ∈ A,zn =  else: clearly z = (zn) ∈ W(I)
and for n ∈ cA ∈ ϕ(I) we have |zn−yn| = |−yn| ε, so ‖z−y‖∞  ε. The assertion
(ii) follows. 
Remark 2. For I = If , ∞(If ) is the classical Banach space ∞R (N); but for general I
the completeness of ∞(I) seems to be not sure.
4. Strict inclusions: c(I)  ∞(I)?
It is known that c(If ) 	= ∞(If ). For an admissible ideal we have:
Proposition 3. Let I be an admissible ideal. Then c(I) = ∞(I) if and only if I is a
maximal ideal of P(N).
Proof. The following arguments are adapted from the analogue approach in [1, Theo-
rem 2.2].
(a) Suppose I maximal; let x = (xn) ∈ ∞(I) and λ 0,K ∈ ϕ(I) such that n ∈ K ⇒
|xn| λ; so there exist a, b ∈ R verifying a  xn  b for n ∈ K ; define
K1 =
{
n ∈ K: a  xn  a + b2
}
, L1 =
{
n ∈ K: a + b
2
 xn  b
}
;
we have K = K1 ∪ L1; I being maximal K /∈ I hence at least one of K1,L1 does not
belong to I. Denote this set by A1 := {n ∈ K: a1  xn  b1} /∈ I. Let
K2 =
{
n ∈ K: a1  xn  a1 + b12
}
, L2 =
{
n ∈ K: a1 + b1
2
 xn  b1
}
.
We have A1 = K2 ∪ L2 /∈ I, hence there exists A2 := K2 or L2 =: A2 = {n ∈ K: a2 
xn  b2} /∈ I. By induction one constructs A1 ⊇ · · · ⊇ An ⊇ · · · with An = {n ∈ K: an 
xn  bn} /∈ I and bn − an = b−a2n , so that there exists  ∈
⋂
n1[an, bn]. For ε > 0 we
have [an, bn] ⊆ ] − ε,  + ε[ for n N . Consider A(ε) = {n: |xn − | > ε}; let A′(ε) =
{nN : n ∈ K, |xn − | ε}. If n ∈ A′(ε), then xn /∈ [aN,bN ] and n /∈ AN : A′(ε) ⊆ cAN
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cK ∈ I, proving that x is I-convergent to .
(b) Suppose that I is not maximal, so there exists M ⊆ N such that M /∈ I and cM /∈ I.
Define x = (xn) by xn = 1 if n ∈ M,xn = 0 else. Clearly x ∈ ∞(I), but for every  ∈ R
there exists ε > 0 such that A(ε) = {n: |xn − |  ε} /∈ I. Indeed, if  = 1, then A(ε) =
cM /∈ I. If  = 0, then A(ε) = M /∈ I. Else for ε < ||, | − 1| one has A(ε) = N /∈ I. 
Remark 3. The strict inclusion c∗(I)  c(I) is governed by the condition:
(AP) For every sequence of sets (An), An ∈ I mutually disjoint, there exists Bn ⊆ N such
that every symmetric difference An  Bn is finite, and ⋃n Bn ∈ I. Recall, cf. [2],
that c∗(I) = c(I) if and only if I satisfies (AP).
5. Strict inclusions: W(I)  c∗(I)?
It is well known that W(If )  c∗(If ) (with the example xn = (−1)nn ). For other ideals I,
here are some partial answers.
If I is an ideal and A ⊂ N we denote J = 〈I,A〉 the ideal generated by I and A. It is
easy to show that J= {X = M ∪ B;M ∈ I,B ⊆ A} and moreover, I 	= P(N) if and only
if cA /∈ I.
Proposition 4. Let A ⊆ N be such that cA is infinite. Then the admissible ideal J= 〈If ,A〉
verifies W(J)  c∗(J).
Proof. Let K = cA =: {k1 < k2 < · · ·}. Define x = (xn) by xn = 0 if n /∈ K , and xn = (−1)ii
if n = ki ∈ K . Then x|K → 0 and x ∈ c(J). If L ∈ ϕ(J), then cL = F ∪ C with F finite
and C ⊆ A; so that L = cF ∩ cC ⊇ cF ∩ cA = K\F . Hence Varx|L  Varx|K\F and the
last quantity is of the same nature (finite or not) as Varx|K , since F is finite, and clearly
Varx|K = +∞. 
Remark 4. One can ask if the result of Proposition 4 remains true when If is replaced by
any admissible ideal I verifying W(I)  c∗(I).
Remark 5. c∗(I) is a semi-normed space; so if W(I)  c∗(I), then W(I) is a linear proper
sub-space of c∗(I), hence W∞(I) = c∗(I)\W(I) is dense in c∗(I): this is a general fact
in topological vector spaces.
Let π : N → P(N) be injective and such that ⋃n1 π(n) is a partition of N. Suppose
moreover that, for every n, π(n) is infinite, and consider Iπ := {A ⊆ N: ∃F finite such
that A ⊆⋃n∈F π(n)}. Then Iπ is an admissible ideal. For example if d(π(n)) = 0 for
every n, then Iπ ⊆ Id . If π(n) = {n},Iπ = If .
Proposition 5. For the admissible ideal Iπ we have W(Iπ )  c∗(Iπ ) if π verifies: cπ(n)
is infinite for every n.
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k = an,i (n, i  1).
 x ∈ c∗(Iπ ) we choose K = N ∈ ϕ(Iπ ). Then x|K = x →  = 0 since for ε > 0 let
M ∈ N, M > 1
ε
and k0 = Max{an,i : n  M, i  M}. If k > k0 and k = an,i , then
either n > M , or i > M ; in both cases |xk| = 1n.i  1M < ε.
 x /∈ W(Iπ ): let K ∈ ϕ(Iπ ); then K ⊃⋃nN π(n) for any N  1. Consequently,
Varx|K Varx|π(N) =
∑
i1
∣∣∣∣ (−1)
i+1
N(i + 1) −
(−1)i
N.i
∣∣∣∣
=
∑
i1
1
N
(
1
i
+ 1
i + 1
)
= +∞. 
Remark 6. As observed by V. Baláž [5], for the admissible ideal Iπ , we have c∗(Iπ ) 
c(Iπ ). To prove this let us set x = (xn) with xn = 1p if n ∈ π(p): x ∈ c(Iπ ) since x is Iπ -
convergent to  = 0: for ε > 0, A(ε) = {n: |xn| > ε} verify: n ∈ A(ε) ⇒ 1p > ε ⇒ p < 1ε ;
F = {p ∈ N: p < 1/ε} being finite we have A(ε) ⊆⋃p∈F π(p). Also x /∈ c∗(Iπ ) because
if not, we would have x|K →  = 0 for a K ∈ ϕ(Iπ ). However K ⊇ ⋃n/∈F π(n) with
F finite. Let n /∈ F : x|π(n) = (xi) where xi = 1n so x|π(n) → 1n 	= 0 a contradiction. We
conclude from Remark 3 above that Iπ does not satisfy (AP).
In another direction:
Proposition 6. Let I be an admissible ideal verifying
d¯(K) := lim sup
n→+∞
|{k ∈ K: k  n}|
n
>
1
2
for every K ∈ ϕ(I); then W(I)  c∗(I).
Proof. Let x = (xn) where xn = (−1)nn (n 1).
 x ∈ c∗(I) since x is I∗ convergent to  = 0 with K = N ∈ ϕ(I).
 x /∈ W(I): Let K = {k1 < k2 < · · ·} ∈ ϕ(I). Consider E = {k ∈ K: k + 1 ∈ K}. We
have k ∈ K\E ⇒ k + 1 /∈ K\E, so that d¯(K\E) 1/2. We conclude that d¯(K\E)
1/2 < d¯(K), so d¯(E) > 0. Then Varx|K =∑k∈K vk with
vki =
∣∣∣∣ (−1)
ki+1
ki+1
− (−1)
ki
ki
∣∣∣∣ and
Varx|K 
∑
k∈E
vk =
∑
n∈E
(
1
n
+ 1
n + 1
)

∑
n∈E
1
n
= +∞.
The last equality is a consequence of a theorem of Powel–Šalát (see [3]).
∗Remark 7. Finally, does there exist an admissible ideal I such that W(I) = c (I)?
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