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Resumo
A ideia principal deste trabalho é propor métodos alternativos para lidar com dados
espaço-temporais com respostas censuradas ou faltantes utilizando o algoritmo SAEM.
Este algoritmo é uma aproximação estocástica do algoritmo EM, amplamente utilizado
na literatura, e é uma importante ferramenta para modelos nos quais o passo-E não
possui uma forma analítica. Além das expressões obtidas para estimar os parâmetros do
modelo proposto, incluímos expressões analíticas para calcular a matriz de informação
observada usando o método desenvolvido por Louis (1982). Também realizamos estudos de
simulação para examinar as propriedades assintóticas das estimativas do SAEM e avaliar
a capacidade do modelo para detectar observações influentes. A metodologia proposta é
aplicada na análise de dois conjuntos de dados reais.
Palavras-chave: Limite de detecção (LOD). Dados faltantes. Matriz de informação
observada. Algoritmo SAEM. Dados espaço-temporais.
Abstract
The main idea of this work is to propose alternative methods to deal with spatio-temporal
data with censored or missing responses using the SAEM algorithm. This algorithm is a
stochastic approximation of the widely used EM algorithm and is an important tool for
models in which the E-step does not have an analytic form. Besides the expressions obtained
to estimate the parameters of the proposed model, we present analytical expressions to
compute the observed information matrix using the method developed by Louis (1982).
We also conduct simulation studies to examine the asymptotic properties of the SAEM
estimates and evaluate the capacity of the model to detect influential observations. The
proposed methods are illustrated by real data analysis.
Keywords: Limit of Detection (LOD). Missing Data. Observed Information Matrix.
SAEM Algorithm. Spatio-Temporal Data.
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1 Introduction
There is a growing interest in studying data that are indexed in space and in
time simultaneously. Hence, in some areas, such as agriculture, economics, biology, etc.,
flexible models are being developed to work with this type of data based on the spatial
models, since spatial data are a particular case of spatio-temporal data when the number
of observations over time is equal to one. An advantage of this kind of model is that it
allows including interactions between the spatial and temporal components.
According to Montero, Mateu et al. (2015), the main difficulty of analyzing
spatio-temporal models is choosing the model of covariance that best fits the observations.
Several types of covariance structures can be found in the literature to represent the
correlation between the data. One of the easiest models to deal with is the separable
covariance function, where the spatio-temporal covariance function can be split in two
functions, one purely spatial and other purely temporal. Besides that, the separable spatio-
temporal covariance functions can result from the sum of the two functions mentioned
previously. These models are called sum models or product models if they are the result
of the product of those functions. Other models of separable spatio-temporal covariance
functions were developed by Ma (2003), who proposed mixture models for stationary
covariance function through separable covariance functions. Sometimes these models are
chosen for convenience rather than for their ability to fit the data. Furthermore, there are
some physical phenomena where the correlation between the data cannot be represented
using a separable covariance function, such as the wind speed data presented by Cressie
and Huang (1999). Hence, non-separable models were developed by Gneiting, Genton and
Guttorp (2006), Jones and Zhang (1997), Cressie and Huang (1999) and others.
Besides the interest in analyzing spatio-temporal data, there are situations
where the response variable is censored or missing. In the first case, the value of the
measurement can occur out of the range of a measuring instrument, and in the second the
value is unknown. So far, there are only a few works related to this topic, for example,
Quick et al. (2014), who developed a hierarchical framework for identifying spatio-temporal
patterns in data with a high degree of censoring from a Bayesian perspective, and Stauffer
et al. (2017), who used a censored additive regression model to analyze precipitation data
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from Austria using GAMLSS (Stasinopoulos, Rigby et al., 2007) in R (R Development Core
Team, 2016).
In this work, we propose a spatio-temporal model for censored and missing data
using maximum likelihood (ML) estimation along with the SAEM algorithm introduced
by Delyon, Lavielle and Moulines (1999). This algorithm consists of replacing the E-step
by a stochastic approximation obtained using simulated data, while the M-step remains
unchanged. Jank (2006) showed that the computational effort of SAEM is much smaller
and achieves convergence in just a fraction of the simulation size when compared to Monte
Carlo EM (MCEM). Furthermore, we present analytical expressions to obtain the observed
information matrix for incomplete data using the method developed by Louis (1982),
which is an application of the “missing information principle” (Woodbury, 1970) to the
observed information matrix.
The study of influential values is an important step in data analysis subsequent
to parameter estimation, and can be carried out by conducting influence analysis to
detect influential observations. There are two primary approaches to detect influential
observations. The first is the case-deletion approach (Cook, 1977). Deletion diagnostics,
such as Cook’s distance or the likelihood distance, have been applied to many statistical
models. The second approach, which is a general statistical technique used to assess
the stability of the estimation outputs with respect to the model inputs, is the local
influence approach of Cook (1986). Although several diagnostic studies on spatial models
have appeared in the literature (see, for instance, Lachos et al., 2017), to the best of
our knowledge, no study has been published involving influence diagnostics for spatio-
temporal data with censored/missing responses. The main difficulty is due to the fact that
the observed log-likelihood function of censored/missing spatio-temporal models involves
intractable integrals. Zhu and Lee (2001) developed an approach to perform local influence
analysis in general statistical models with missing data, based on the Q-displacement
function, which is closely related to the conditional expectation of the complete-data
log-likelihood in the E-step of the EM algorithm. Moreover, case deletion can be studied
by the Q-displacement function following the approach of Zhu et al. (2001). Thus, in this
work we develop methods to obtain case-deletion measures using the method proposed by
those authors.
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1.1 Preliminaries
Now, we present some background material, such as the spatio-temporal Gaus-
sian model in general terms. We review some types of spatio-temporal covariance functions
available in the literature making emphasis in models that are of our interest. Finally, we
describe the algorithms for ML estimation, the EM and SAEM algorithms.
1.1.1 Spatio-temporal linear model
Consider a real-valued Gaussian random process {Y (s, t), s ∈ D ⊂ Rd, t ∈ R}
indexed in space and time, where s is a spatial location belonging to the d-dimensional
Euclidean space and t is the time index, in most cases d = 2 and t ∈ N. Follow-
ing Gaetan and Guyon (2010), for any n ≥ 1 the realization of this process is Y =
(Y (s1, t1), . . . , Y (s1, tT1), . . . , Y (sn, t1), . . . , Y (sn, tTn))> at known locations si and time tj,
with i = 1, . . . , n and j = 1, 2, . . . , Ti, where n is the number of spatial locations or measure-
ment stations, Ti is the total number of temporal observations in location si, andm =
n∑
i=1
Ti
is the total number of spatio-temporal observations. For the particular case of balanced
data, that is, an equal number of temporal observation per station (T = T1 = . . . = Tn),
the number of observed data reduced to m = n× T .
The spatio-temporal Gaussian model is giving by:
Y (si, tj) = µ(si, tj) + Z(si, tj) + (si, tj), (1.1)
where the deterministic term µ(si, tj) and the stochastic terms Z(si, tj), (si, tj) can depend
on the spatio-temporal index at which Y (si, tj) is observed. In particular, we define µ(si, tj),
the mean of the stochastic process, as
µ(si, tj) =
p∑
k=1
xk(si, tj)βk,
where x1(si, tj), . . . , xp(si, tj) are known functions of (si, tj), and β1, . . . , βp are unknown
parameters to be estimated.
We assume that Z is the variable that captures the spatio-temporal correlation
and is normally distributed with zero mean and covariance matrix Σz = σ2Ωφρ, where
σ2 is the partial sill, Ωφρ = [rij] is the m ×m spatio-temporal correlation matrix with
diagonal elements rii = 1, for i = 1, . . . ,m, φ and ρ are the spatial and time scaling
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parameters; (si, tj) is an m× 1 vector and it is an independent and identically distributed
measurement error with E[(si, tj)] = 0, variance function Var[(si, tj)] = τ 2 (the nugget
effect) and Cov[(si, tj), (sk, tl)] = 0,∀si 6= sk or tj 6= tl.
Henceforth, for notational convenience we redefine si = i and tj = j, which
leads to Y (si, tj) = Yij, Y = (Y11, . . . , YnTn)>, xk(si, tj) = xijk, xij = (xij1, . . . , xijp)> such
that X is an m × p matrix with the ij-th row x>ij, β = (β1, . . . , βp)>, µ(si, tj) = µij,
Z(si, tj) = Zij, (si, tj) = ij and  = (11, . . . , nTn)>. This implies that µij = x>ijβ and
Yij = x>ijβ + Zij + ij , i = 1, . . . , n and j = 1, . . . , Ti. Equivalently, in matrix notation, the
spatio-temporal linear model is given by:
Y = Xβ + Z + , with Z ∼ Nm(0, σ2Ωφρ) and  ∼ Nm(0, τ 2Im), (1.2)
where
Y =

y11
...
y1T1
...
yn1
...
ynTn

,X =

x111 x112 · · · x11p
...
... . . .
...
x1T11 x1T12 · · · x1T1p
...
... . . .
...
xn11 xn12 · · · xn1p
...
... . . .
...
xnTn1 xnTn2 · · · xnTnp

,β =

β1
β2
...
βp
 ,Z =

z11
...
z1T1
...
zn1
...
znTn

and  =

11
...
1T1
...
n1
...
nTn

.
The spatio-temporal process, Y, follows a normal distribution with mean E[Y] = Xβ and
covariance matrix Σ = σ2Ωφρ + τ 2Im. We assume that Σ is non-singular, and X has full
rank.
1.1.2 Spatio-temporal covariance function
First, we present some properties and notations on the spatio-temporal covari-
ance and correlation functions, as well as, their matrix representation.
Definition 1 (Covariance function). The covariance between two spatio-temporal random
variables is defined as:
Cov(Yij, Ykl) = E[(Yij − µij)(Ykl − µkl)]. (1.3)
Some properties of these functions are:
Chapter 1. Introduction 19
• Cov(Yij, Yij) = V ar(Yij),
• Cov(Yij, Ykl) = Cov(Ykl, Yij),
• For a sequence Y11, Y21, · · · , Yn1 of random variables in real-valued and constants
a1, a2, · · · , an, we have Cov
(
n∑
i=1
aiYi1
)
=
n∑
i=1
n∑
j=1
aiajCov(Yi1, Yj1)
In this work, the spatio-temporal covariance matrix will be denoted by Σ and
it is equal to:
Σ =

V ar(Y11) Cov(Y11, Y12) · · · Cov(Y11, Yn1) · · · Cov(Y11, YnTn)
Cov(Y12, Y11) V ar(Y12) · · · Cov(Y12, Yn1) · · · Cov(Y12, YnTn)
... ... . . . ... . . . ...
Cov(Yn1, Y11) Cov(Yn1, Y12) · · · V ar(Yn1) · · · Cov(Yn1, YnTn)
... ... . . . ... . . . ...
Cov(YnTn , Y11) Cov(YnTn , Y12) · · · Cov(YnTn , Yn1) · · · V ar(YnTn)

,
where Σ is symmetric, positive definite and the elements on the diagonal are
always non-negative. Moreover, we assume that Σ is non-singular, that is, the determinant
is different of zero (|Σ| 6= 0).
Definition 2 (Correlation function). The correlation between two spatio-temporal random
variables is defined as:
Corr(Yij, Ykl) =
Cov(Yij, Ykl)√
V ar(Yij)V ar(Ykl)
. (1.4)
The spatio-temporal correlation matrix will be denoted by Ωφρ. This matrix is
symmetric, positive definite, the elements in the diagonal are equal to 1, the elements in
the rest of the matrix are between -1 and 1; and, it is equal to:
Ωφρ =

1 Corr(Y11, Y12) · · · Corr(Y11, Yn1) · · · Corr(Y11, YnTn)
Corr(Y12, Y11) 1 · · · Corr(Y12, Yn1) · · · Corr(Y12, YnTn)
... ... . . . ... . . . ...
Corr(Yn1, Y11) Corr(Yn1, Y12) · · · 1 · · · Corr(Yn1, YnTn)
... ... . . . ... . . . ...
Corr(YnTn , Y11) Corr(YnTn , Y12) · · · Corr(YnTn , Yn1) · · · 1

.
Chapter 1. Introduction 20
Several types of spatio-temporal covariance functions can be found in the
literature, such as stationary and separable. Now, we present some models of spatio-
temporal covariance functions that are of our interest.
Definition 3 (Stationary covariance function). A spatio-temporal random field (rf) has a
stationary covariance function if its covariance function can be expressed as
Cov(Yij, Ykl) = Cov(h, u), (1.5)
with h = si − sk ∈ Rd and u = tj − tl ∈ R being the differences in space and time,
respectively.
Definition 4 (Isotropic covariance function). A stationary spatio-temporal rf has an
isotropic covariance function if
Cov(h, u) = Cov(||h||, |u|), (h, u) ∈ Rd × R, (1.6)
in other words, if the covariance function only depends on the distances in space and time,
where || · || represents the Euclidean distance and | · | the absolute value.
Definition 5 (Separable covariance function). We have a separable spatio-temporal co-
variance function if the function can be expressed by the product between two functions,
one purely spatial and other purely temporal, that is,
Cov(Yij, Ykl) = Covφ(si, sk) · Covρ(tj, tl), (1.7)
where Covφ(si, sk) is the purely spatial covariance function and Covρ(tj, tk) is the purely
temporal covariance function. If this decomposition is not possible, we have a non-separable
covariance function.
Definition 6 (Fully symmetric covariance function). A spatio-temporal rf has fully sym-
metric covariance function if
Cov(Yij, Ykl) = Cov(Yil, Ykj), (1.8)
for any pair of spatio-temporal locations (si, tj) and (sk, tl) ∈ Rd × R.
The relationships between different types of spatio-temporal covariance func-
tions are shown by Montero, Mateu et al. (2015) and Gneiting, Genton and Guttorp
(2006), where if a spatio-temporal covariance function is separable, then it is fully
symmetric. A stationary spatio-temporal function can be separable or non-separable.
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A stationary spatio-temporal function can be fully symmetric if satisfy the condition
Cov(h, u) = Cov(h,−u) = Cov(−h, u) = Cov(−h,−u) for all (h, u) ∈ Rd × R, for more
details, see Figure 1.
Figure 1 – Relationships of the different types of spatio-temporal covariance functions.
From Montero, Mateu et al. (2015).
The main interest of this work is on separable stationary spatio-temporal
covariance functions, therefore in the next lines we show some models of stationary spatio-
temporal covariance functions that are considered as separable due to the nature of these
structures. These models are: sum, product and sum-product model. Now, let Covφ(h)
be the purely spatial covariance function and Covρ(u) be the purely temporal covariance
function, with h and u the differences in space and in time.
• Sum model: In this case, the spatio-temporal covariance function is equal to the
sum of two functions, one purely spatial and other purely temporal, such as
Cov(h, u) = Covφ(h) + Covρ(u), (h, u) ∈ Rd × R. (1.9)
This model was introduced by Rouhani and Hall (1989) and was widely used in the
initial stages of modeling spatio-temporal covariance functions, mainly due to this
simplicity.
• Product model: The product model results from the multiplication of two functions,
one purely spatial and one purely temporal, given by
Cov(h, u) = Covφ(h) · Covρ(u), (h, u) ∈ Rd × R. (1.10)
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Table 1 – Some parametric classes of isotropic spatial correlation functions.
Class Function form Parameters
Gaussian Corrφ(h) = e−(
||h||
φ )
2
φ > 0
Exponential Corrφ(h) = e−
||h||
φ φ > 0
Spherical Corrφ(h) =
1−
3||h||
2φ +
||h||3
2φ3 ; ||h|| ≤ φ
0 ; ||h|| > φ
φ > 0
Power Corrφ(h) = e−(
||h||
φ )
k
0 < k ≤ 2, φ > 0
exponential
Matérn Corrφ(h) =
1
2k−1Γ(k)
( ||h||
φ
)k
Bk
( ||h||
φ
)
φ > 0, k > 0
This model is one of the most used in the literature, for more details see De Cesare
(1997) and Rodríguez-Iturbe and Mejía (1974).
• Sum-product model: The sum-product model is the mixture of the two models
previously described. Then,
Cov(h, u) = k1Covφ(h) ·Covρ(u)+k2Covφ(h)+k3Covρ(u), (h, u) ∈ Rd×R. (1.11)
This model was developed by De Cesare, Myers and Posa (2001).
For example, consider a spatial covariance function that belongs to the Matérn
family and a temporal function defined by the autocorrelation function of an AR(1) process.
Then the spatio-temporal covariance function has the following form:
Cov(h, u) = k1
1
2k−1Γ(k)
( ||h||
φ
)k
Kk
( ||h||
φ
)
ρ|u|+k2
1
2k−1Γ(k)
( ||h||
φ
)k
Kk
( ||h||
φ
)
+k3ρ|u|,
with Covφ(h) =
1
2k−1Γ(k)
( ||h||
φ
)k
Kk
( ||h||
φ
)
and Covρ(u) = ρ|u|, the purely spatial and
purely temporal isotropic covariance functions, respectively; Kk(·) is the modified Bessel
function of the second kind of order k and Γ(·) is the gamma function, for more details
see Appendix A. Beside this spatial covariance model, there are the exponential, Gaussian,
spherical and power exponential models (see Table 1). In addition to these models, Ma
(2003) proposed other separable spatio-temporal covariance functions.
Cressie and Huang (1999) criticized separable models for not taking into account
spatio-temporal interaction and then proposed classes of non-separable spatio-temporal
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stationary covariance models assuming that the covariance function is continuous and its
spectral distribution possesses a spectral density. An example of such models is given by:
Cov(h, u) = σ
2
(a2u2 + 1)d/2 exp
(
− b
2||h||2
a2u2 + 1
)
, (h, u) ∈ Rd × R,
with a ≥ 0 (temporal parameter) and b ≥ 0 (spatial parameter).
Other models of non-separable covariance functions were proposed by Gneiting,
Genton and Guttorp (2006), for example
Cov(h, u) = σ
2
(a|u|2α + 1)δ+βd/2 exp
(
− c||h||
2γ
(a|u|2α + 1)βγ
)
, (h, u) ∈ Rd × R,
where c > 0 and a > 0 are the spatial and temporal scaling parameters respectively,
γ, α ∈ [0, 1] are spatial and temporal smoothing parameters, β ∈ [0, 1] is a spatio-temporal
interaction parameter and δ ≥ 0. In this particular model, we obtain a separable covariance
function when β = 0.
1.1.3 The EM and SAEM algorithms
In models with missing or censored data, the EM algorithm introduced by
Dempster, Laird and Rubin (1977) is the most popular tool for maximum likelihood (ML)
estimation of model parameters. Define Yc = (Yo,Ym), where Yo denotes the observed
data, Ym the censored or missing data and Yc the complete data. The EM algorithm
maximizes the complete log-likelihood function `c(θ; Yc) at each step, and converges to a
stationary point of the observed likelihood `(θ; Yo) under some regularity conditions (Wu,
1983; Vaida, 2005). The algorithm proceeds in two steps:
E-step: Replace the observed likelihood with the complete likelihood and compute its
conditional expectation Q(θ|θ̂(k)) = E
[
`c(θ; Yc)
∣∣∣θ̂(k),Yo] , where θ̂(k) is the estimate of θ
at the k-th iteration.
M-step: Maximize Q(θ|θ̂(k)) with respect to θ to obtain θ̂(k+1).
There are situations where the E-step has no analytic form, so it has to be
accomplished via simulations, such as the MCEM (Wei and Tanner, 1990). As an alternative
to the computationally intensive MCEM, the SAEM algorithm proposed by Delyon, Lavielle
and Moulines (1999) replaces the E-step with a stochastic approximation procedure, while
the maximization step remains unchanged. Delyon, Lavielle and Moulines (1999) proved
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the convergence of this algorithm under general conditions if the log-likelihood function
belongs to the regular curved exponential family.
At each iteration, the SAEM algorithm successively simulates missing data
with the conditional distribution, and updates the unknown parameters of the model.
Thus, at iteration k, the SAEM proceeds as follows:
E-step:
1. Simulation: Draw (q(l,k)), l = 1, . . . ,M from the conditional distribution f(q|θ(k−1),Yo).
2. Stochastic Approximation: Update the Q(θ|θ̂(k)) function as
Q(θ|θ̂(k)) ≈ Q(θ|θ̂(k−1)) + δk
[
1
M
M∑
l=1
`c(θ|Yo,q(l,k))−Q(θ|θ̂(k−1))
]
, (1.12)
where δk is a smoothness parameter (Kuhn and Lavielle, 2005), i.e., a sequence of positive
numbers decreasing to 0, such that
∞∑
k=1
δk =∞ and
∞∑
k=1
δ2k <∞.
M-step (Maximization): Update θ̂(k) as θ̂(k+1) = argmax
θ
Q(θ|θ̂(k)).
Note that for the SAEM algorithm, the E-step coincides with the MCEM
algorithm, but only a small number of simulationsM (suggested to beM ≤ 20) is necessary.
This is possible because the SAEM algorithm uses not only the current simulation of the
missing data at iteration k, but also some or all previous simulations depending on the
smoothing parameter δk, a fact known as the ‘memory’ property.
Note that in Equation 1.12, if the smoothing parameter δk is equal to 1
for all k, the SAEM algorithm will have ‘no memory’, and will be equivalent to the
MCEM algorithm. The SAEM with no memory will converge quickly (convergence in
distribution) to a solution neighborhood, but the algorithm with memory will converge
slowly (almost sure convergence) to the ML solution. As was proposed by Galarza, Lachos
and Bandyopadhyay (2017), we use for δk the following choice
δk =

1, for 1 ≤ k ≤ cW,
1
k − cW , for cW + 1 ≤ k ≤ W,
where W is the maximum number of iterations, and c is a cutoff point (0 ≤ c ≤ 1) which
determines the percentage of initial iterations with no memory. For example, if c = 0, the
algorithm will have memory for all iterations, and hence will converge slowly to the ML
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estimates. If c = 1, the algorithm will be memory free, and hence will converge quickly to
a solution neighborhood. For the first case, W needs to be large and for the second, the
algorithm will initiate a Markov chain, leading to a reasonably well estimated mean after
applying the necessary burn-in and thinning steps.
A number between 0 and 1 (0 < c < 1) will assure an initial convergence
in distribution to a solution neighborhood for the first cW iterations, and almost sure
convergence for the rest of the iterations. Hence, this combination will lead to a fast
algorithm with good estimates. For more details, we refer the reader to Delyon, Lavielle
and Moulines (1999).
1.2 Organization of the Dissertation
The dissertation is organized as follows. The spatio-temporal model for censored
and missing responses is defined in Chapter 2, including details related to the covariance
function used in this work. In the same chapter, we developed a SAEM algorithm to
estimate the parameters of the proposed model and the expressions used to find the
observed information matrix. Also, we show the equations to make prediction and global
influence diagnostic.
In Chapter 3, we conduct three simulation studies in order to (1) investigate
the properties of the ML estimates, (2) evaluate what happens with the predicted values
and the parameter estimates when we fit a different covariance function in which the data
proceed and (3) evaluate the capability of the model to detect influential observations.
We also show the results of two applications: the first one is based on the New York
data available in the R package spTimer (Shuvo and Sahu, 2015) and the goal is to make
prediction using a dataset with missing values. The second dataset, precipitation in the
state of Tyrol (Austria), presents interval-censored observations.
Finally, Chapter 4 includes description of the R package StempCens created by
the authors of this dissertation. This chapter is also devoted to final remarks and directions
for future works.
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2 The spatio-temporal model and diagnostic
analysis
The problem of modeling data that are index in space and time is an emerging
research area. Some examples about researches are the spatio-temporal modeling of cancer
data using Bayesian hierarchical models by Cramb (2015), studies about air pollution data
developed by Sampson et al. (2011), who used temporal basis functions to account for the
temporal variability, Lindström et al. (2014) used temporal basis functions and spatio-
temporal covariates to model the mean field, and Deb and Tsay (2017) used a parametric
space-time interaction in the mean structure and introduced a random-effects component.
Cameletti et al. (2013) considered a hierarchical spatio-temporal model for particulate
matter (PM) concentration based on the stochastic partial differential equations (SPDE)
and Gómez (2008) proposed the analysis of spatio-temporal models through functional
models of time series.
There are situations where the response variable presents censored or missing
values. The censored/missing values can occur, for example, when the measuring instrument
cannot compute values out of a determine range. Thus, we have left-censored variables
when values under certain limit cannot be measured, right-censored if we cannot measure
over a certain limit, interval-censored if we cannot measure in a specific interval and we
have missing responses when the values are unknown. So, it arises the motivation to study
spatio-temporal data with censored and missing responses. There are in the literature few
works related to this topic, for example, Quick et al. (2014), who developed a hierarchical
spatio-temporal model in data with high degree of censoring using the gradient process
applied to a deep-water horizon oil spill data, and Stauffer et al. (2017), who used a
censored additive regression model to analyze precipitation data in Tyrol, Austria.
Hence, in this chapter we develop a spatio-temporal model for data with
censored and missing responses base on the ML estimation via SAEM algorithm. We get
the expressions to estimate the parameters of the proposed model and the corresponding
standard errors approximation derive by the inverse of the observed information matrix.
The observed information matrix is computed from the method developed by Louis (1982).
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Finally, equations to make prediction, cross-validation and global influence analysis are
showed.
2.1 Spatio-temporal model for censored and missing responses
In this work, we also assume that the response Yij is not fully observed for
all locations i and time index j. Hence, our observed dataset at the i-th location and
j-th time is (Vij, Cij), where Vij represents either an uncensored observation in which case
Vij = Vij0 = Yij or the limit of detection (LOD) of the censoring level when the data
are censored/missing, in which case Vij = [Vij1, Vij2]; and Cij is the censoring indicator,
defined as:
Cij =
1 if Vij1 ≤ Yij ≤ Vij20 if Yij = Vij0 . (2.1)
Additionally, when Cij = 1 and Vij = (−∞, Vij2], we have a left-censored model
(Toscas, 2010), if Vij = [Vij1,∞) we have right-censored model, and if Vij = (−∞,∞) we
have a model with missing values. The model defined by Equations (1.1) and (2.1) will be
called the spatio-temporal censored linear (ST-CL) model.
2.1.1 The log-likelihood function
To compute the likelihood function associated with the spatio-temporal censored
linear model, the observed and censored components of Y must be treated separately.
Let Yo be the mo-vector of observed responses and Ym be the mm-vector of censored or
missing observations, with m = mo +mm (total number of spatio-temporal observations),
such that, Cij = 0 for all elements in Yo and Cij = 1 for all elements in Ym. After
reordering, Y, V, X, and Σ can be partitioned as follows:
Y = vec(Yo,Ym), V = vec(Vo,Vm), X> = [Xo>,Xm>] and Σ =
 Σoo Σom
Σmo Σmm
 ,
where vec(·) denotes the function which stack vectors or matrices having the same number
of columns. Consequently, Yo ∼ Nmo(Xoβ,Σoo), Ym|Yo ∼ Nmm(µ,S), where µ =
Xmβ + Σmo(Σoo)−1(Yo −Xoβ) and S = Σmm −Σmo(Σoo)−1Σom.
Now, let φn(u; a,A) be the pdf of Nn(a,A) evaluated at u. From Vaida and
Liu (2009) and Jacqmin-Gadda et al. (2000), the likelihood function (using conditional
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probability arguments) is given by
L(θ) = φno(Yo; Xoβ,Σoo)P (Ym ∈ Vm|Yo), (2.2)
where
Vm = {Ym = (Y m11 , . . . , Y mij )>|V m111 ≤ Y m11 ≤ V m112, . . . , V mij1 ≤ Y mij ≤ V mij2},
and P (u ∈ A|Yo) denotes the conditional probability of u being in the set A given the
observed response. This function can be evaluated using the R package mvtnorm (Genz et
al., 2019) through the function pmvnorm or using the function ptmvnorm of the package
tmvtnorm developed by Wilhelm (2015).
We can use the log-likelihood function to compute different model selection
criteria, such as the Akaike information criterion (AIC) (Akaike, 1974), which is defined as
AIC = −2`max + 2d,
where d is the total number of parameters and `max is the maximized log-likelihood value.
Another criterion is the Bayesian information criterion (BIC) (Schwarz, 1978),
BIC = −2`max + d ln(m),
where m is the number of spatio-temporal observations.
2.1.2 SAEM algorithm for censored spatio-temporal data
To implement the SAEM algorithm, we require a representation of the model
in terms of the missing data. First, consider Y as missing data or a latent variable. Now,
let Y = (Y11, . . . , YnTn)>, V = (V11, . . . , VnTn)> and C = (C11, . . . , CnTn)>, where (Vij, Cij)
represents the observed data for the ij-th subject. In the estimation procedure, V and
C are treated as hypothetical missing data, and augmented with the observed dataset.
Thus, we set the complete data vector as Yc = (C>,V>,Y>)>. Hence, the complete-data
likelihood function is given by:
L(θ; Yc) =
(
1√
2pi
)m 1√
|Σ|
exp
{
−12(Y −Xβ)
>Σ−1(Y −Xβ)
}
,
and the log-likelihood function is
`c(θ|Yc) ∝ −12
{
log |Σ|+ (Y −Xβ)>Σ−1(Y −Xβ)
}
+ a, (2.3)
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with a being a constant term independent of the parameter vector θ.
Thus, given the current estimate θ = θ̂(k), the E-step computes the conditional
expectation of the complete data log-likelihood function
Q(θ|θ̂(k)) = E
[
`c(θ; Yc)
∣∣∣∣V,C, θ̂(k)] ∝ −12E
[
log |Σ|+ (Y −Xβ)>Σ−1(Y −Xβ)
∣∣∣∣V,C, θˆ(k)].
Replacing the spatio-temporal covariance matrix Σ = σ2Ωφρ + τ 2Im by Σ = σ2Ψ, where
Ψ = Ωφρ + ν2Im with ν2 = τ 2/σ2, we have
Q(θ|θ̂(k)) ∝ −12
[
m log(σ2) + log(|Ψ|) + 1
σ2
Â(k)
]
, (2.4)
where
Â(k) = tr
(
ŶY>
(k)
Ψ−1
)
− 2Ŷ>(k)Ψ−1Xβ + β>X>Ψ−1Xβ.
Hence, the E-step reduces to computing the two conditional first moments of
the response Y, i.e., Ŷ(k) = E
[
Y
∣∣∣V,C, θ̂(k)] and ŶY>(k) = E[YY>∣∣∣V,C, θ̂(k)]. When
Y is not fully observed, the components of Ŷ(k) and ŶY>
(k)
that correspond to the
censored variables (Cij = 1) will be estimated by the first two moments of the truncated
normal distribution with mean µ = Xmβ + Σmo(Σoo)−1(Yo −Xoβ) and variance matrix
S = Σmm − Σmo(Σoo)−1Σom. For Cij = 0, these components can be obtained directly
from the observed values, i.e., Ŷ(k) = Yo and ŶY>
(k)
= YoYo>. The calculation of these
conditional expectations is possible using the R packages tmvtnorm (Wilhelm, 2015), but it
is computationally expensive when the proportion of censored observations is non-negligible.
An alternative is to use the SAEM algorithm instead of the EM algorithm. At each iteration,
the SAEM algorithm successively simulates from the conditional distribution of the latent
variable, and updates the unknown parameters of the model. Thus, at iteration k, the
SAEM proceeds as follows:
• Step E-1 (Sampling): Sample Ym from a truncated normal distribution, denoted by
TNmm(µ,S;Am), with Am = {Ym = (Y m11 , . . . , Y mij )>|V m111 ≤ Y m11 ≤ V m112, . . . , V mij1 ≤
Y mij ≤ V mij2}, mean (µ) and variance matrix (S) as described above. Here TNm(.;A)
denotes the m-variate truncated normal distribution in the interval A, where A =
A1 × · · · × Am. The new observation Y(k,l) = (Y (k,l)11 , . . . , Y (k,l)ij︸ ︷︷ ︸
mm−variables
, Yrt, . . . , YnTn︸ ︷︷ ︸
mo−variables
) is a
sample generated for the mm censored cases and the observed values (uncensored
cases), for l = 1, . . . ,M.
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• Step E-2 (Stochastic Approximation): Since we have the sequence Y(k,l), we
replace the conditional expectations Ŷ(k) and ŶY>
(k)
at the k-th iteration with the
following stochastic approximations:
Ŷ(k) = Ŷ(k−1) + δk
[
1
M
M∑
l=1
Y(k,l) − Ŷ(k−1)
]
, (2.5)
ŶY>
(k)
= ŶY>
(k−1)
+ δk
[
1
M
M∑
l=1
Y(k,l)Y(k,l)> − ŶY>(k−1)
]
. (2.6)
CM-step (Conditional Maximization): Finally, the conditional maximization (CM)
step maximizes Q(θ|θ̂(k)) with respect to θ to obtain a new estimate θ̂(k+1) as follows:
β̂
(k+1) =
(
X>Ψ̂−1(k)X
)−1
X>Ψ̂−1(k)Ŷ(k),
σ̂2
(k+1)
= 1
m
[
tr
(
ŶY>
(k)
Ψ̂−1(k)
)
− 2Ŷ>(k)Ψ̂−1(k)Xβ̂(k+1) + β̂>(k+1)X>Ψ̂−1(k)Xβ̂(k+1)
]
,
α̂(k+1) = argmax
α∈R+×R+×(−1,1)
(
−12 log(|Ψ|)−
1
2σ̂2(k+1)
[
tr
(
ŶY>
(k)
Ψ−1
)
− 2Ŷ>(k)Ψ−1Xβ̂(k+1)
+ β̂>(k+1)X>Ψ−1Xβ̂(k+1)
])
, (2.7)
with α = (ν2, φ, ρ)>. Note that τ̂ 2 can be recovered via τ̂ 2(k+1) = ν̂2(k+1)σ̂2(k+1). The
CM-step (Equation 2.7) can be easily accomplished using the nlminb or optim routine
in the R package stats (R Development Core Team, 2016). This process is iterated until
some absolute distance between two successive evaluations of the actual log-likelihood
`(θ), such as |`(θ̂(k+1))− `(θ̂(k))| or |`(θ̂(k+1))/`(θ̂(k))− 1|, becomes small enough.
2.1.3 The spatio-temporal covariance matrix.
As was mentioned in the previous chapter, the spatio-temporal covariance
matrix used in this work has the following form Σ = σ2Ωφρ + τ 2Im, where σ2 > 0 is the
partial sill, Ωφρ is the spatio-temporal correlation matrix, φ is the space scaling parameter,
ρ is the time scaling parameter, τ 2 > 0 is the nugget effect and Im is the m×m identity
matrix, with m the number of spatio-temporal observations.
Thus, the question is “what is the form of the spatio-temporal correlation
matrix?” To answer this question, we will talk about the spatio-temporal correlation
function used to compute the correlation between two random variables and after we show
the structure of the correlation matrix. Then, for modeling the spatio-temporal correlation
between two variables, we use a separable isotropic spatio-temporal correlation function,
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as follows:
Corr(Yij, Ykl) = Corr(h, u) = Corrφ(||h||) · Corrρ(|u|), (h, u) ∈ Rd × R, (2.8)
where h = si − sk, u = tj − tl are the differences in space and in time, respectively; and,
Corrφ(||h||) and Corrρ(|u|) are the purely spatial and purely temporal isotropic correlation
functions, respectively.
For the model defined in Equation 2.8, we use any of the models presented in
Table 1 for the spatial correlation (see, Diggle and Ribeiro, 2007), while for the temporal
correlation we use an autocorrelation function of a first-order autoregressive (AR(1))
process, Corrρ(|u|) = ρ|u|, ρ ∈ [−1, 1], u ∈ R. Some researchers also use the exponential
function to model the purely temporal correlation, depending on the nature of the data.
These spatio-temporal correlation models have also been widely used in geosta-
tistical applications, even in situations where the assumption of separability is not satisfied.
An example of these spatio-temporal correlation functions follows in Equation 2.9, where a
power exponential function for the purely spatial model and the autocorrelation structure
of an AR(1) process for the temporal component are used.
Corr(h, u) = exp
(
−||h||
φ
)k
ρ|u|, (h, u) ∈ Rd × R, (2.9)
where φ > 0 is the space scaling parameter, ρ ∈ [−1, 1] is the temporal parameter and
0 < k ≤ 2.
Therefore, the spatio-temporal correlation matrix is equal to Ωφρ = [Corr(h, u)],
the matrix generated by the function defined in Equation 2.8. This matrix has the following
structure:
Ωφρ =

Corr(Y11, Y11) Corr(Y11, Y12) · · · Corr(Y11, Yn1) · · · Corr(Y11, YnTn)
Corr(Y12, Y11) Corr(Y12, Y12) · · · Corr(Y12, Yn1) · · · Corr(Y12, YnTn)
... ... . . . ... . . . ...
Corr(Yn1, Y11) Corr(Yn1, Y12) · · · Corr(Yn1, Yn1) · · · Corr(Yn1, YnTn)
... ... . . . ... . . . ...
Corr(YnTn , Y11) Corr(YnTn , Y12) · · · Corr(YnTn , Yn1) · · · Corr(YnTn , YnTn)

.
For the case of data with the same number of temporal observations per location,
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that is, T1 = T2 = · · · = Tn = T , the matrix could be written as follows:
Ωφρ =

Corrφ(||0||)Ωρ Corrφ(||s1 − s2||)Ωρ · · · Corrφ(||s1 − sn||)Ωρ
Corrφ(||s2 − s1||)Ωρ Corrφ(||0||)Ωρ · · · Corrφ(||s2 − sn||)Ωρ
... ... . . . ...
Corrφ(||sn−1 − s1||)Ωρ Corrφ(||sn−1 − s2||)Ωρ · · · Corrφ(||sn−1 − sn||)Ωρ
Corrφ(||sn − s1||)Ωρ Corrφ(||sn − s2||)Ωρ · · · Corrφ(||0||)Ωρ

,
where
Ωρ =

Corrρ(0) Corrρ(|t1 − t2|) · · · Corrρ(|t1 − tT |)
Corrρ(|t2 − t1|) Corrρ(0) · · · Corrρ(|t2 − tT |)
... ... . . . ...
Corrρ(|tT − t1|) Corrρ(|tT − t2|) · · · Corrρ(0)

.
Finally, the spatio-temporal correlation matrix results to the Kronecker product
between the purely spatial and the purely temporal correlation matrices, as follows:
Ωφρ =

Corrφ(||0||) Corrφ(||s1 − s2||) · · · Corrφ(||s1 − sn||)
Corrφ(||s2 − s1||) Corrφ(||0||) · · · Corrφ(||s2 − sn||)
... ... . . . ...
Corrφ(||sn − s1||) Corrφ(||sn − s2||) · · · Corrφ(||0||)

⊗Ωρ = Ωφ⊗Ωρ,
where Ωφ is the n× n spatial matrix, Ωρ is the T × T temporal matrix, n is the number
of spatial locations and T is the number of temporal observations per location.
The spatio-temporal covariance matrix presented is valid for balanced data, but
for the case of unbalanced data, that is, all sites do not have the same number of temporal
observations or the response variable was not measure at the same times at each location,
Yan et al. (2007) proposed a procedure that consists of building the covariance matrix as
described above and then extracting the correct rows and columns corresponding to the
missing values.
2.1.4 Standard error approximation
The Fisher information matrix is a good measure of the amount of information
a sample dataset provides about the parameters and can be used to compute the lower
bound of the variance and the asymptotic variance of the estimators.
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Louis (1982) developed a procedure for extracting the observed information
matrix when the EM algorithm is used to find the ML estimation in incomplete data prob-
lems. Let Sc(Yc;θ) =
∂`c(θ; Yc)
∂θ
and Bc(Yc;θ) = −∂
2`c(θ; Yc)
∂θ∂θ>
be the first derivatives
and negative second derivatives with respect to the parameter vector θ of the complete
data, respectively. Let So(Yo;θ) and Bo(Yo;θ) be the corresponding first derivatives and
negative second derivatives of the observed data. Louis (1982) proved that the observed
information matrix Io(θ) satisfies the following identities:
Io(θ) = Bo(Yo;θ)
= E
[
Bc(Yc;θ)
∣∣∣Yo]− E[Sc(Yc;θ)S>c (Yc;θ)∣∣∣Yo]+ So(Yo;θ)S>o (Yo;θ). (2.10)
The first term in Equation 2.10 is the conditional expected observed information
matrix of the full data and the remaining terms represent the observed information matrix
associated with the missing or censored data. The proof of this result can be found in
Louis (1982) or Walsh (2006).
Furthermore, as those authors demonstrated, the third term in Equation 2.10
(So(Yo;θ)) is equal to E
[
Sc(Yc;θ)
∣∣∣Yo] and by definition of the EM and SAEM algorithms,
this term is equal to zero at the maximum likelihood estimates, that is, So(Yo;θ) =
E
[
Sc(Yc;θ)
∣∣∣Yo] = 0. Thus, the observed information matrix in the general case can be
expressed as follows:
Io(θ) = E
[
Bc(Yc;θ)
∣∣∣Yo]− E[Sc(Yc;θ)S>c (Yc;θ)∣∣∣Yo]. (2.11)
Additionally, it is possible to demonstrate that under some regularity conditions
E
[
Bc(Yc;θ)
∣∣∣Yo] is equal to
E
[
Bc(Yc;θ)
∣∣∣Yo] = −E
∂2`c(θ; Yc)
∂θ∂θ>
∣∣∣∣Yo
 = −∂2E[`c(θ; Yc)|Yo]
∂θ∂θ>
= −∂
2Q(θ|θ̂)
∂θ∂θ>
.
Because of the complexity of the second term in the observed information
matrix, we use an approximation for G(θ) = E
[
Sc(Yc;θ)S>c (Yc;θ)
∣∣∣Yo] following the
scheme proposed by Delyon, Lavielle and Moulines (1999).
G(θ)(k) ≈ G(θ)(k−1) + δk
 1
M
M∑
l=1
(
∂`c(θ|Yo,q(l,k))
∂θ
)(
∂`c(θ|Yo,q(l,k))
∂θ
)>
−G(θ)(k−1)
 ,
where the values of δk are as shown in Subsection 1.1.3 andM is the number of simulations.
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The analytical expressions for the first derivatives of the log-likelihood of the
complete data ˙`c(θ) =
∂`c(θ)
∂θ
, with θ = (β>,α>)>, where α> = (α1, α2, α3, α4)> with
α1 = σ2, α2 = τ 2, α3 = φ, α4 = ρ and Σ = σ2Ωφρ + τ 2I, are
˙`
β = X>Σ−1 (Y −Xβ) ,
˙`
σ2 = −12
{
tr
(
Σ−1Ωφρ
)
− (Y −Xβ)>Σ−1ΩφρΣ−1 (Y −Xβ)
}
,
˙`
τ2 = −12
{
tr
(
Σ−1
)
− (Y −Xβ)>Σ−1Σ−1 (Y −Xβ)
}
,
˙`
φ = −σ
2
2
{
tr
(
Σ−1Ω˙φ
)
− (Y −Xβ)>Σ−1Ω˙φΣ−1 (Y −Xβ)
}
,
˙`
ρ = −σ
2
2
{
tr
(
Σ−1Ω˙ρ
)
− (Y −Xβ)>Σ−1Ω˙ρΣ−1 (Y −Xβ)
}
.
Define, Ω˙φ =
∂Ωφρ
∂φ
, Ω˙ρ =
∂Ωφρ
∂ρ
, Ω¨φρ =
∂2Ωφρ
∂φ∂ρ
, Σ˙i =
∂Σ
∂i
, Σ˙−1i =
∂Σ−1
∂i
, Σ¨ij =
∂2Σ
∂i∂j
and Σ¨−1ij =
∂2Σ−1
∂i∂j
.
Furthermore, the elements of the Hessian matrix Q¨(θ|θ̂) = ∂
2Q(θ|θ̂)
∂θ∂θ>
, the
second derivative of Q(θ), are as follows:
Q¨ββ> = −X>Σ−1X,
Q¨βσ2 = X>Σ−1ΩφρΣ−1
(
Xβ − Ŷ
)
,
Q¨βτ2 = X>Σ−1Σ−1
(
Xβ − Ŷ
)
,
Q¨βφ = σ2X>Σ−1Ω˙φΣ−1
(
Xβ − Ŷ
)
,
Q¨βρ = σ2X>Σ−1Ω˙ρΣ−1
(
Xβ − Ŷ
)
,
Q¨(σ2)2 = −12
[
tr
(
−Σ−1ΩφρΣ−1Ωφρ
)
+ tr
(
ŶY>Σ¨−1(σ2)2
)
− β>X>Σ¨−1(σ2)2
(
2Ŷ −Xβ
)]
,
where Σ¨−1(σ2)2 = 2Σ−1ΩφρΣ−1ΩφρΣ−1,
Q¨τ2σ2 = −12
[
tr
(
−Σ−1Σ−1Ωφρ
)
+ tr
(
ŶY>Σ¨−1τ2σ2
)
− β>X>Σ¨−1τ2σ2
(
2Ŷ −Xβ
)]
,
where Σ¨−1τ2σ2 = Σ−1
(
Σ−1Ωφρ + ΩφρΣ−1
)
Σ−1,
Q¨φσ2 = −12
[
tr
(
Σ−1Ω˙φ
(
I− σ2Σ−1Ωφρ
))
+ tr
(
ŶY>Σ¨−1φσ2
)
− β>X>Σ¨−1φσ2
(
2Ŷ −Xβ
) ]
,
where Σ¨−1φσ2 = Σ−1
(
σ2Ω˙φΣ−1Ωφρ − Ω˙φ + σ2ΩφρΣ−1Ω˙φ
)
Σ−1,
Q¨ρσ2 = −12
[
tr
(
Σ−1Ω˙ρ
(
I− σ2Σ−1Ωφρ
))
+ tr
(
ŶY>Σ¨−1ρσ2
)
− β>X>Σ¨−1ρσ2
(
2Ŷ −Xβ
) ]
,
where Σ¨−1ρσ2 = Σ−1
(
σ2Ω˙ρΣ−1Ωφρ − Ω˙ρ + σ2ΩφρΣ−1Ω˙ρ
)
Σ−1,
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Q¨(τ2)2 = −12
[
tr
(
−Σ−1Σ−1
)
+ tr
(
ŶY>Σ¨−1(τ2)2
)
− β>X>Σ¨−1(τ2)2
(
2Ŷ −Xβ
)]
,
where Σ¨−1(τ2)2 = 2Σ−1Σ−1Σ−1,
Q¨φτ2 = −12
[
tr
(
−σ2Σ−1Ω˙φΣ−1
)
+ tr
(
ŶY>Σ¨−1φτ2
)
− β>X>Σ¨−1φτ2
(
2Ŷ −Xβ
)]
,
where Σ¨−1φτ2 = σ2Σ−1
(
Ω˙φΣ−1 + Σ−1Ω˙φ
)
Σ−1,
Q¨ρτ2 = −12
[
tr
(
−σ2Σ−1Ω˙ρΣ−1
)
+ tr
(
ŶY>Σ¨−1ρτ2
)
− β>X>Σ¨−1ρτ2
(
2Ŷ −Xβ
)]
,
where Σ¨−1ρτ2 = σ2Σ−1
(
Ω˙ρΣ−1 + Σ−1Ω˙ρ
)
Σ−1,
Q¨φ2 = −12
[
tr
(
σ2Σ−1
(
Ω¨φ2 − σ2Ω˙φΣ−1Ω˙φ
))
+ tr
(
ŶY>Σ¨−1φ2
)
− β>X>Σ¨−1φ2
(
2Ŷ −Xβ
) ]
,
where Σ¨−1φ2 = σ2Σ−1
(
2σ2Ω˙φΣ−1Ω˙φ − Ω¨φ2
)
Σ−1,
Q¨ρφ = −12
[
tr
(
σ2Σ−1
(
Ω¨ρφ − σ2Ω˙ρΣ−1Ω˙φ
))
+ tr
(
ŶY>Σ¨−1ρφ
)
− β>X>Σ¨−1ρφ
(
2Ŷ −Xβ
) ]
,
where Σ¨−1ρφ = σ2Σ−1
(
σ2Ω˙ρΣ−1Ω˙φ − Ω¨ρφ + σ2Ω˙φΣ−1Ω˙ρ
)
Σ−1,
Q¨ρ2 = −12
[
tr
(
σ2Σ−1
(
Ω¨ρ2 − σ2Ω˙ρΣ−1Ω˙ρ
))
+ tr
(
ŶY>Σ¨−1ρ2
)
− β>X>Σ¨−1ρ2
(
2Ŷ −Xβ
) ]
,
where Σ¨−1ρ2 = σ2Σ−1
(
2σ2Ω˙ρΣ−1Ω˙ρ − Ω¨ρ2
)
Σ−1.
Remark: Ωφρ = Ωφ ⊗Ωρ, that is, the spatio-temporal correlation matrix is the result of
the Kronecker product between the purely spatial and the purely temporal correlation
matrices, as described in Subsection 2.1.3, so the derivatives with respect to the space and
time scaling parameters are:
Ω˙φ = Ω˙φ⊗Ωρ, Ω˙ρ = Ωφ⊗ Ω˙ρ, Ω¨φ2 = Ω¨φ⊗Ωρ, Ω¨ρ2 = Ωφ⊗ Ω¨ρ, Ω¨ρφ = Ω˙φ⊗ Ω˙ρ.
The first and second derivatives of the spatial correlation function, with respect
to φ for the models in Table 1 are presented in Appendix A.
2.2 Prediction
Following Diggle and Ribeiro (2007) and De Oliveira (2005), let Yobs denote
a vector of random variables with observed values, and Ypred denote another vector of
random variables whose realized values we want to predict from the observed values.
Let X∗ = (Xobs,Xpred) be the (mobs + mpred) × p design matrix corresponding to Y∗ =
(Yobs>,Ypred>).
To deal with the censored/missing values existing in Yobs, we use an imputation
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procedure that consists in replacing the censored/missing values with the last approximation
of Ŷ(k) obtained from the SAEM algorithm. Therefore, when the censored/missing values
are imputed, a complete dataset, denoted by Yobs∗ , is obtained. Then,
Y∗ = (Yobs∗>,Ypred>) ∼ Nmobs+mpred (X∗β,Σ) , where Σ =
Σobs∗.obs∗ Σobs∗.pred
Σpred.obs∗ Σpred.pred
 .
A prediction for Ypred can be any function of Yobs∗ , which we denote by Ŷpred.
The mean squared error (MSE) of Ŷpred is given by MSE(Ŷpred) = E[(Ŷpred −Ypred)2].
As mentioned in De Oliveira (2005), the best linear predictor of Ypred that minimizes the
MSE is the conditional expectation of Ypred given Yobs∗ , which is given by:
Ŷpred(θ) = Xpredβ + Σpred.obs∗(Σobs∗.obs∗)−1(Yobs∗ −Xobs∗β). (2.12)
Therefore, Ypred can be estimated by substituting θ̂ into Equation 2.12. The variances of
the predicted values are given by Σp = Σpred.pred −Σpred.obs∗(Σobs∗.obs∗)−1Σobs∗.pred.
2.2.1 Cross-validation
The cross-validation process consists of obtaining the predicted values (Ŷij) of
Yij in the location si and time index tj for all values of si and tj and then calculating the
following diagnostic statistics:
1. Mean absolute prediction error: MAE = 1
n
n∑
i=1
|Yij − Ŷij|.
2. Mean squared prediction error: MSPE = 1
n
n∑
i=1
(Yij − Ŷij)2.
3. Root mean squared prediction error: RMSPE =
√
MSPE =
√√√√ 1
n
n∑
i=1
(Yij − Ŷij)2;
where n is the number of spatio-temporal observations to be predicted. It is desirable for
MAE to be approximately zero and the values for MSPE should be as small as possible.
Additionally, in spatial or spatio-temporal models, a cross-validation method is helpful to
make a decision between two or more covariance models. For more details see Montero,
Mateu et al. (2015).
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2.3 Global influence analysis
There are many ways to evaluate the influence of an observation or a group of
observations on the estimates, such as global or local influence analysis. In this section, we
present a procedure to perform global influence analysis, the case deletion analysis.
2.3.1 Global influence
The case deletion approach is commonly used to study the impact of deleting
one or more observations from the dataset (we can eliminate an observation, an entire
location or an entire time index) on the parameter estimates, by using the metric proposed
by Cook (1977), known as Cook’s distance, which measure is defined by:
GDi(θ̂) = (θ̂ − θ̂[i])>M(θ̂ − θ̂[i]), i = 1, . . . ,m,
where θ̂ is the estimate of θ using all the data, θ̂[i] are the estimates obtained after deletion
of the i-th observation or group of observations, and M is a square matrix. M is usually
chosen to be M = −¨`o(θ; Yo)|θ=θ̂, which corresponds to the second derivative of the
observed log-likelihood function evaluated at the ML estimates. The main difficulty is the
fact that the observed log-likelihood function of censored spatio-temporal models involves
intractable integrals. Hence, for incomplete data problems, Zhu et al. (2001) proposed an
approach based on the Q-function which leads to M = −Q¨(θ|θ̂). Then, the expression for
GDi is given by:
GDi(θ̂) = (θ̂ − θ̂[i])>{−Q¨(θ|θ̂)}(θ̂ − θ̂[i]), i = 1, . . . ,m, (2.13)
where Q¨(θ|θ̂) is the Hessian matrix evaluated at the ML estimates.
Let θ = (β>,α>)>, where α> = (α1, α2, α3, α4)>, with α1 = σ2, α2 = τ 2,
α3 = φ, α4 = ρ and Σ = σ2Ωφρ+τ 2Im be the spatio-temporal covariance matrix as defined
in Subsection 2.1.3. Therefore, the Hessian matrix is given by
Q¨(θ|θ̂) = ∂
2Q(θ|θ̂)
∂θ∂θ>
,
where
Q¨ββ> = −X>Σ−1X,
Q¨βαk = X>Σ−1Σ˙αkΣ−1
(
Xβ − Ŷ
)
,
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Q¨αkαl = −
1
2
[
tr
(
Σ−1
(
Σ¨αkαl − Σ˙αkΣ−1Σ˙αl
))
+ tr
(
ŶY>Σ¨−1αkαl
)
− β>X>Σ¨−1αkαl
(
2Ŷ−Xβ
)]
,
with Σ¨−1αkαl =
∂2Σ−1
∂αk∂αl
= Σ−1
(
Σ˙αkΣ−1Σ˙αl − Σ¨αkαl + Σ˙αlΣ−1Σ˙αk
)
Σ−1, Σ˙αk =
∂Σ
∂αk
and
Σ¨αkαl =
∂2Σ
∂αk∂αl
. The analytical expressions for each element of the Hessian matrix can
be found in Subsection 2.1.4.
An observation is considered as influential if its deletion generates considerable
influence on the model estimates. In the literatures there are different criteria used to
judge the influence of a specific observation. The most commonly used is GDi > 1, see
Cook and Weisberg (1982) for more details. Other researchers consider the observation
that has the maximum value of GDi as influential, or the observations that are greater
than 1/m, where m is the total number of spatio-temporal observations. However, we
consider the i-th observation as influential if GDi is larger than the cutoff value:
GD + c× sd(GD) (2.14)
where GD is the vector with all values of GDi for i = 1, . . . ,m and c is a selected constant.
The choice of c is subjective. In this work, we consider values of c = 2 and c = 3.
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3 Results
So far, we have talked about spatio-temporal models when the response variable
follows a normal multivariate distribution and discussed the particular case where the
dependent variable is censored or presents missing values. Chapter 1 introduced models of
covariance structures and Chapter 2 specified the model used in this work, and developed
a spatio-temporal model for censored/missing data using the maximum likelihood (ML)
estimation through the SAEM algorithm.
The goal of this chapter is to investigate the asymptotic properties of the
SAEM estimates, the prediction accuracy and the capability of the proposed model to
detect influential observations through three Monte Carlo (MC) experiments. Also, we
apply the proposed methods to a real dataset with missing values, and a real dataset with
interval-censored responses. The first one is about the daily maximum 8-hour average
ground level ozone concentrations in the state of New York (USA), this dataset is available
in the R package spTimer developed by Shuvo and Sahu (2015). The second dataset
is related to the daily precipitation in the state of Tyrol (Austria), the dataset can be
downloaded from the page (http://bayesr.r-forge.r-project.org/).
3.1 Simulation study
In this section, we conduct three simulation studies: in the first one we examine
the asymptotic properties of the SAEM estimates; in the second study we evaluate the
performance of the predicted values and the parameter estimates when fitting a different
covariance function from the original data; and in the last one we evaluate the capacity of
the model to detect influential observations.
3.1.1 Parameter estimation
The main goal of this simulation study is to examine the asymptotic properties
of the SAEM estimates. Hence, four datasets with 250 Monte Carlo samples were generated;
the sample size for each dataset was m = 200, 400, 600, and 1000, where the number of
temporal observations was fixed at 10 (T = 10) and the number of spatial locations varied
Chapter 3. Results 40
Table 2 – Simulation Study. Summary statistics based on 250 simulated samples of sizes
m = 200 and 400, with mean estimate (MC mean), mean of the approximate
standard error obtained through the inverse of the observed information matrix
(IM SE) and empirical standard deviation (MC SD).
Sample Censored Measure Parameter estimates
size β1 β2 σ2 τ2 φ ρ
Real value -1.50 2.00 2.00 0.70 3.00 0.40
MC mean -1.499 2.004 2.054 0.621 3.023 0.374
0% IM SE 0.202 0.083 0.493 0.349 1.076 0.119
MC SD 0.198 0.086 0.391 0.285 1.082 0.115
MC mean -1.512 2.007 2.057 0.617 3.027 0.365
10% IM SE 0.230 0.087 0.499 0.354 1.118 0.122
MC SD 0.232 0.091 0.414 0.309 1.116 0.121
MC mean -1.507 2.004 2.036 0.612 2.998 0.356
m=200 20% IM SE 0.257 0.091 0.510 0.364 1.164 0.127
MC SD 0.253 0.096 0.441 0.321 1.122 0.125
MC mean -1.500 2.002 2.018 0.612 3.063 0.356
30% IM SE 0.285 0.096 0.531 0.380 1.285 0.137
MC SD 0.270 0.097 0.473 0.338 1.188 0.130
MC mean -1.464 1.989 1.987 0.603 3.099 0.351
40% IM SE 0.313 0.099 0.577 0.424 1.400 0.149
MC SD 0.301 0.101 0.483 0.349 1.326 0.141
MC mean -1.518 1.995 1.972 0.705 3.142 0.393
0% IM SE 0.126 0.057 0.330 0.207 0.800 0.088
MC SD 0.131 0.059 0.308 0.184 0.754 0.085
MC mean -1.520 1.995 1.963 0.703 3.129 0.384
10% IM SE 0.134 0.061 0.340 0.216 0.814 0.091
MC SD 0.138 0.064 0.318 0.195 0.787 0.087
MC mean -1.516 1.992 1.937 0.708 3.167 0.381
m=400 20% IM SE 0.143 0.064 0.351 0.228 0.868 0.096
MC SD 0.153 0.065 0.337 0.211 0.849 0.092
MC mean -1.507 1.983 1.926 0.698 3.186 0.377
30% IM SE 0.152 0.067 0.367 0.243 0.927 0.101
MC SD 0.160 0.069 0.359 0.238 0.918 0.101
MC mean -1.487 1.972 1.882 0.687 3.184 0.377
40% IM SE 0.163 0.069 0.382 0.263 0.989 0.108
MC SD 0.176 0.073 0.370 0.261 1.006 0.108
until completing the sample size, i.e., for samples of size m = 200 we have 20 spatial
locations (n = 20) and 10 temporal observations per location. The spatial locations were
chosen randomly from a square of 20× 20.
The data were generated following the model yij = β1xij1+β2xij2+zij+ij,∀i =
1, . . . , n, j = 1, . . . , 10,m = 10n, i.e.,
Y = Xβ + Z +  ∼ N(Xβ,Σ), with Σ = σ2Ωφρ + τ 2Im, (3.1)
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Table 3 – Simulation Study. Summary statistics based on 250 simulated samples of sizes
m = 600 and 1000, with mean estimate (MC mean), mean of the approximate
standard error obtained through the inverse of the observed information matrix
(IM SE) and empirical standard deviation (MC SD).
Sample Censored Measure Parameter estimates
size β1 β2 σ2 τ2 φ ρ
Real value -1.50 2.00 2.00 0.70 3.00 0.40
MC mean -1.501 2.000 1.986 0.689 3.001 0.391
0% IM SE 0.104 0.044 0.264 0.145 0.605 0.070
MC SD 0.098 0.045 0.232 0.138 0.624 0.067
MC mean -1.504 2.001 1.979 0.693 3.015 0.386
10% IM SE 0.114 0.048 0.268 0.152 0.621 0.072
MC SD 0.108 0.048 0.244 0.149 0.624 0.068
MC mean -1.504 2.000 1.972 0.694 3.020 0.383
m=600 20% IM SE 0.126 0.051 0.288 0.169 0.653 0.076
MC SD 0.119 0.052 0.257 0.160 0.660 0.072
MC mean -1.481 1.990 1.949 0.689 3.040 0.381
30% IM SE 0.138 0.054 0.291 0.177 0.692 0.082
MC SD 0.128 0.058 0.270 0.181 0.701 0.076
MC mean -1.431 1.971 1.869 0.690 3.027 0.380
40% IM SE 0.150 0.057 0.298 0.191 0.730 0.087
MC SD 0.139 0.059 0.274 0.187 0.744 0.080
MC mean -1.496 2.002 2.000 0.689 3.015 0.389
0% IM SE 0.071 0.035 0.223 0.102 0.496 0.056
MC SD 0.065 0.036 0.215 0.101 0.559 0.052
MC mean -1.496 2.002 1.983 0.691 2.981 0.382
10% IM SE 0.079 0.038 0.233 0.110 0.498 0.058
MC SD 0.075 0.040 0.213 0.106 0.507 0.053
MC mean -1.494 1.999 1.974 0.689 2.983 0.379
m=1000 20% IM SE 0.087 0.041 0.231 0.117 0.505 0.061
MC SD 0.084 0.043 0.215 0.114 0.543 0.055
MC mean -1.477 1.989 1.943 0.683 2.971 0.376
30% IM SE 0.095 0.043 0.233 0.125 0.525 0.064
MC SD 0.089 0.045 0.226 0.118 0.531 0.059
MC mean -1.437 1.967 1.875 0.683 2.973 0.374
40% IM SE 0.103 0.046 0.244 0.135 0.584 0.070
MC SD 0.096 0.049 0.218 0.129 0.601 0.065
where Z is the variable that captures the spatio-temporal interactions and follows a normal
distribution with zero mean and variance-covariance σ2Ωφρ,  is the independent and
identically distributed normal error with zero mean and variance τ 2Im, and n is the number
of spatial locations.
The matrix X = (X1, X2) were generated from an exponential (X1 ∼ Exp(2))
and a normal (X2 ∼ N(2, 1)) distribution; and we set β = (−1.5, 2)>, σ2 = 2 and τ 2 = 0.70,
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where the choice of
(
σ2
σ2 + τ 2
)
= 0.741 indicated that 74.10% of the variability in our
data was being explained by the spatio-temporal process. We computed Ωφρ = Ωφ ⊗Ωρ
using the Kronecker product between a purely spatial correlation matrix calculated from
the exponential model with scaling parameter φ = 3, where this value indicated that the
spatial correlation between two variables at the same time point falls to less than 0.05 for
distances upper than 9 spatial units ; and Ωρ, the temporal matrix computed from the
autocorrelation of an AR(1) process with time parameter ρ = 0.40, this value indicated
that the temporal correlation between two observations at the same location falls to less
than 0.05 after roughly 3 time units.
After generating the datasets, we induced four different levels of left-censoring
of the response variable for each dataset following the procedure described by Schelin
and Sjöstedt-de Luna (2014), which proceeds as follows: arrange the response variables in
ascending order (Y(1), . . . , Y(m)), supposing the degree of censoring is α, so the number of
censored observations is equal to the sample size multiplied by the degree of censoring, that
is α×m. Finally, the value of the αm-first observations were replaced by the maximum
among them. The levels of censoring used were 0% (non-censored), 10%, 20%, 30% and
40%.
Figure 2 – Simulation Study. Absolute bias of the parameter estimates considering
different levels of censoring.
The parameter estimates were obtained using the R function EstStempCens,
where the parameter inputs were: type.Data="balanced", since each sample has the
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same number of temporal observations per location; and cens.type= "left", method=
"nlminb", used to maximize the log-likelihood with respect to τ 2, φ and ρ, for the model of
the purely spatial correlation function (type.S="exponential"), the maximum number of
iterations (MaxIter=300) and the cutoff point (pc=0.20), which represents the percentage
of iterations without memory.
The estimation procedure was executed using the same spatio-temporal cor-
relation model in which the data were generated. The results are shown in Table 2 for
sample sizes m = 200 and 400, and in Table 3 for sample sizes m = 600 and 1000, where
MC mean is the mean of the 250 estimates obtained via the SAEM algorithm, IM SE is
the average value of the approximate standard error obtained through the inverse of the
observed information matrix for incomplete data, as presented in Equation 2.11, and MC
SD is the standard deviation of the estimates, i.e.,
θ̂i =
1
250
250∑
j=1
θ̂
(j)
i , SD(θ̂i) =
√√√√250∑
j=1
(
θ̂
(j)
i − θ̂i
)2
/249 and SE(θ̂i) =
1
250
250∑
j=1
SE
(
θ̂
(j)
i
)
.
(3.2)
Figure 3 – Simulation Study. MSE of the parameter estimates considering different
levels of censoring.
From these tables, we can observe that the averages of the estimates are closer
to the real values in all combinations of sample size (m) and level of censoring, but for
the time scaling parameter (ρ) we can see a small difference between the real value and
the mean estimate. Also, we can see that the means of the approximate standard error
calculated through the inverse of the observed information matrix are closer to the standard
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deviations of the estimates, and these values are decreasing in relation to the sample size,
i.e., the standard error decreases when the sample size increases and additionally the value
of the standard error increases when the level of censoring increases too.
Figure 4 – Simulation Study. Boxplots of the parameter estimates considering different
sample sizes and levels of censoring. Red lines indicate the true parameter
values.
To study the asymptotic properties, we analyzed the absolute bias (BIAS) and
Chapter 3. Results 45
the mean squared error (MSE) of the estimates obtained from the algorithm proposed for
the four different sample sizes, m = 200, 400, 600 and 1000. These measures are defined
by:
BIASi =
1
250
250∑
j=1
|θ̂(j)i − θi| and MSEi =
1
250
250∑
j=1
(
θ̂
(j)
i − θi
)2
, (3.3)
where θi is the real value of the i-th parameter and θ̂(j)i is the estimate of the i-th
parameter in the j-th sample for i = 1, . . . , d, where d is the total number of parameters
and j = 1, . . . ,M , with M the number of Monte Carlo samples.
Figure 2 and Figure 3 contain the plots for the BIAS and MSE, respectively,
considering different sample sizes and levels of censoring (each line represent a level of
censoring). Here, we can observe that these measures tend to zero when the sample
size increases. Thus, the proposed SAEM algorithm provides ML estimates with good
asymptotic properties for the spatio-temporal model with censored/missing responses.
Figure 4 presents the boxplot for each parameter estimate, sample size and
level of censoring, where the red line indicates the real value of the parameter. It can be
seen that in most cases the median is closer to the real value and there are few outliers.
3.1.2 Prediction
For this simulation study, we generated 250 samples of size m = 400, with 40
spatial locations and 10 temporal observations per site. Also, we selected five random
locations of the 40 to evaluate the prediction accuracy of the proposed model when we
fit different covariance functions. The data come from a multivariate normal distribution
with mean µ = Xβ = −X1 + 1.80X2 and variance matrix Σ = σ2Ωφρ + τ 2Im, where X1
and X2 follow uniform (U(1, 5)) and normal (N(2, 1)) distributions, respectively, σ2 = 3
and τ 2 = 1 indicated that 75% of the variability in the data was being explained by
the spatio-temporal process. Ωφρ was the result of the Kronecker product between the
purely spatial power exponential function with parameters k = 0.50, φ = 5 and the purely
temporal function follows the AR(1) autocorrelation structure, with ρ = 0.45. The value
of φ = 5 indicated that the spatial correlation between two observations at the same time
point falls to less than 0.05 at a distance of roughly 44 spatial units and the value of the
time scaling parameter indicated that the temporal correlation between two observations
at the same location falls to less than 0.05 after approximately 3.75 time units.
Chapter 3. Results 46
Table 4 – Simulation Study. Summary statistics based on 250 simulated samples, where
the values in parentheses are the real values and the remaining values represent
the mean of the parameter estimates, the mean for the AIC and BIC, and the
evaluation of the prediction accuracy using five different covariance functions.
Measure Level of Spatial covariance structure
censoring Exponential Gaussian Matérn(0.75) Pow.Exp(0.50) Spherical
0% -1.009 -1.022 -1.014 -1.004 -1.009
β1 10% -1.009 -1.022 -1.015 -1.004 -1.009
(-1.00) 30% -1.000 -1.017 -1.006 -0.993 -1.000
0% 1.807 1.825 1.815 1.801 1.804
β2 10% 1.805 1.823 1.813 1.798 1.802
(1.80) 30% 1.793 1.816 1.802 1.785 1.793
0% 2.757 2.922 2.847 3.008 2.722
σ2 10% 2.761 2.846 2.871 3.007 2.679
Parameter (3.00) 30% 2.648 2.656 2.676 2.912 2.520
estimates 0% 1.454 2.008 1.612 0.902 1.605
τ2 10% 1.467 2.009 1.619 0.909 1.611
(1.00) 30% 1.476 1.992 1.632 0.917 1.625
0% 6.562 8.160 5.356 5.063 14.640
φ 10% 6.691 8.015 5.450 5.320 14.358
(5.00) 30% 6.956 7.988 5.641 5.255 14.381
0% 0.550 0.637 0.591 0.428 0.574
ρ 10% 0.546 0.625 0.585 0.424 0.565
(0.45) 30% 0.529 0.591 0.564 0.418 0.544
0% 1368.039 1382.955 1371.284 1364.257 1373.235
AIC 10% 1286.986 1300.559 1290.024 1283.423 1291.845
Criterion 30% 1084.823 1095.137 1087.018 1081.992 1088.734
0% 1391.186 1406.102 1394.431 1387.405 1396.382
BIC 10% 1310.133 1323.706 1313.172 1306.570 1314.992
30% 1107.970 1118.285 1110.166 1105.139 1111.881
0% 5.145 5.196 5.271 4.516 5.246
MSPE 10% 5.114 5.200 5.255 4.484 5.204
Prediction 30% 5.024 5.133 5.146 4.427 5.130
accuracy 0% 1.804 1.807 1.825 1.695 1.822
MAE 10% 1.798 1.806 1.822 1.688 1.815
30% 1.784 1.796 1.804 1.679 1.804
We considered three levels of left-censoring (no, 10% and 30% censoring) of
the response variable. The estimation process was accomplished using five different spatial
correlation functions and the same purely temporal correlation for each model. The
spatial correlation functions used were exponential, Gaussian, Matérn (k = 0.75), power
exponential (k = 0.50) and spherical. The analytical forms of these functions are presented
in Table 1.
Table 4 presents the summary statistics for parameter estimation in this
experiment. As expected, the smallest AIC and BIC values were obtained when we fitted
the covariance structure in which the data were generated. The same results were obtained
in the cross-validation analysis, where the values for the measures MSPE and MAE were
the lowest when the power exponential correlation function was used to fit the data. The
mean of the estimates for β = (β1, β2)> and σ2 are closer to the real values for each level
of censoring and spatio-temporal covariance function fitted. However, for τ 2 (the nugget
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effect), the scenario is different, since we only get estimates near to the real value when
fitting the same model in which the data were generated, for example, when a Gaussian
correlation structure was fitted, the mean estimate for τ 2 was 2.008, while the real value
is τ 2 = 1.
Regarding the space scaling parameter (φ), it is clear that each model estimated
different values due to the structure of the covariance functions, but, the largest estimate
for φ was obtained when we fitted the spherical correlation function. We can compare φ in
terms of the range, when the Gaussian spatial correlation function was fitted, the spatial
correlation between two variables at the same time falls to less than 0.05 at a distance
upper to 14 spatial units, when the exponential model was fitted the correlation falls to
less than 0.05 at a distance upper 20 spatial units, when we fitted the spherical correlation
function the correlation falls to less than 0.05 at a distance upper to 9 units; but, when
the power exponential (k = 0.50) model was fitted the spatial correlation at the same time
point falls to less than 0.05 at a distance upper to 45 spatial units. These results confirm
that the power exponential model (the model that generated the data) is the best model
to fit the data.
3.1.3 Global influence analysis
This section reports the results of a Monte Carlo (MC) experiment designed to
evaluate the capacity of the model to detect influential observations. Thus, we generated
300 samples of size m = 250 with 50 random spatial locations chosen in a square of
20 × 20 and five temporal observations per location. The data were simulated from a
multivariate normal distribution, with mean µ = Xβ = 2X1 + 1.60X2 and variance matrix
Σ = σ2Ωφρ + τ 2Im, where the covariates X1 and X2 came from the Exponential(3) and
the N(0, 1) distributions, respectively, σ2 = 2 and τ 2 = 1.50, in which case 57% of the
variability in the data was explained by the spatio-temporal process; and Ωφρ was the
result of the Kronecker product between the spatial correlation matrix of the Matérn
family with parameter k = 0.75 and space parameter φ = 3, and the temporal correlation
matrix obtained from an AR(1) process with time scaling parameter ρ = 0.30, this value
indicated that the temporal correlation between two observations at the same location
falls to less than 0.05 after 2.50 time units.
In this study, left-censoring of 10% and 30% were induced in the response
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Table 5 – Simulation Study. The values in the table denote the % of correctly identified
influential observations when the deletion is by observation, using two criteria.
Level of Criteria GD+ 2sd(GD) GD+ 3sd(GD)
censoring Perturbation b = 2 b = 3 b = 4 b = 2 b = 3 b = 4
10% 72.00 95.33 98.00 63.00 88.67 96.33
30% 62.67 87.33 94.67 53.67 81.67 93.33
Table 6 – Simulation Study. The values in the table denote the % of correctly identified
influential observations when the deletion is by location, using two criteria.
Level of Criteria GD+ 2sd(GD) GD+ 3sd(GD)
censoring Perturbation b = 2 b = 3 b = 4 b = 2 b = 3 b = 4
10% 41.00 72.33 93.00 30.00 60.67 86.33
30% 34.67 70.67 89.33 25.00 55.00 85.00
variable following the procedure explained by Schelin and Sjöstedt-de Luna (2014). We
also perturbed observation 101 as follows: if the observation was censored, then the value
of the response variable remained unchangeable and the indicator of censoring changed
(C101 = 0), while if the observation was not censored, then y∗101 = |y101| + 2b, where
b = 2, 3, 4 denote the level of perturbation.
The estimation process was executed using the same spatio-temporal covariance
model in which the data were generated, the maximum number of iterations used was
MaxIter=200 and cutoff point pc=0.20. The measures GDi were calculated according to
the method in Section 2.3 using the R function DiagStempCens, in which an observation was
considered potentially influential on the parameter estimates if GDi > GD+ c× sd(GD),
considering c = 2 and c = 3.
Firstly, we considered deletion by observation and Table 5 reports (in percentage)
the number of times the procedure correctly identified observation 101 as influential. From
these results we conclude that, the number of times that observation 101 was detected as
influential increased when the level of perturbation increased.
The second scenario considered a deletion by location, using the data where
the observation 101 was perturbed. This observation represented 20% of the observations
belonging to the location, indexed by s21. So, Table 6 shows the number of time that
site index 21 was detected as possible influential. Here, we have that the percentage of
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correctly identified increased when the level of perturbation increased.
3.2 Application
In this section, we illustrate the proposed method with two real datasets. The
first one contains measures of ozone concentrations in the state of New York and the
second one is related to the precipitation in the state of Tyrol.
3.2.1 Missing data: New York
We analyzed the New York dataset available in the R package spTimer (Shuvo
and Sahu, 2015). The dataset contains 1736 observations from 28 monitoring locations
and 62 temporal observations from July 1st to August 31st 2006.
Figure 5 shows the state of New York, where the red points represent the
sites used for model fitting and the remaining four locations (green points) were used for
validation. Additionally, the sites that contain missing values were considered in the model
fitting, since the objective of this study is to show the capacity of the model to deal with
missing data. Also, it was necessary to make a transformation of the variables Longitude
and Latitude from geographic to Cartesian coordinates because the function used to
estimate the parameters (EstStempCens) only works with Euclidean distances. Thus, we
used the R functions spTransform and the coordinate reference system CRS("+proj=utm
+zone=18 +north +datum=NAD83").
We fitted the spatio-temporal model for missing data as follows:
o8hrmaxij = β1cMAXTMPij+β2WDSPij+β3RHij+zij+ij, i = 1, . . . , 24, j = 1, . . . , 62.
(3.4)
where the response variable is the daily 8-hour maximum average ozone concentration in
parts per billion (o8hrmax), with 24 missing values. We considered the following covariates:
maximum temperature (cMAXTMP) in Celsius, wind speed (WDSP) in nautical miles per hour
and the percentage of relative humidity (RH).
The estimation process via the SAEM algorithm was performed using the
EstStempCens function, developed by the authors of this work. The initial values for the
parameters β and σ2 were obtained from the least squares estimators (LSE) and the
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Figure 5 – New York data. Measurement stations in the state of New York, U.S.A. The
red dots show the stations used in the estimation of the model parameters and
the green dots show the stations used to compare the predictive power of the
estimation method.
values used for the remaining parameters were: τ 2 = 25 (variance error), φ = 50 (space
parameter) and ρ = 0.30 (time parameter). The input parameters were set as follows:
R code
model<-EstStempCens(y,x,cc,tempo,coord,inits.phi=50,inits.rho=0.30,
inits.tau2=25,tau2.fixo=F,type.Data="balanced",cens.type="missing",
method ="nlminb",kappa=0.50,type.S="pow.exp",IMatrix=TRUE,
lower.lim=c(0.01,-0.80,0.01),upper.lim=c(500,0.80,150),M=20,
perc=0.25,MaxIter=500,pc=0.20,error=1e-5)
where y is the response variable, x is the matrix of covariates, cc is the indicator of
censoring, tempo is the vector of time index of length 1488 and coord is the 1488 × 2
matrix of coordinates, where each spatial unit represents 1000 Km. The computational
procedures were implemented using the R software (R Development Core Team, 2016),
and the codes are available in the StempCens package.
The model described by Equation 3.4 was fitted using five different spatio-
temporal covariance functions (Σ = σ2Ωφρ+τ 2Im). The spatio-temporal correlation matrix
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Table 7 – New York data. Summary statistics of the parameter estimates and the stan-
dard deviations in parentheses considering different spatio-temporal covariance
functions.
Spatial covariance Parameter estimates
structure β1 β2 β3 σ2 τ2 φ ρ
Exponential 2.117 0.936 -3.121 75.299 13.895 164.648 0.433
(0.087) (0.306) (0.572) (2.876) (1.339) (12.817) (0.026)
Gaussian 2.124 0.755 -3.038 78.310 22.821 143.113 0.452
(0.085) (0.309) (0.570) (2.629) (1.390) (7.774) (0.034)
Matérn (0.75) 2.118 0.883 -3.049 76.276 16.630 119.952 0.440
(0.088) (0.311) (0.581) (2.955) (1.352) (8.259) (0.026)
Power Exponential 2.106 1.035 -3.329 75.920 6.252 150.875 0.417
(0.50) (0.083) (0.284) (0.535) (2.948) (1.227) (17.269) (0.028)
Spherical 2.170 0.818 -3.434 76.401 15.725 303.383 0.485
(0.080) (0.288) (0.533) (2.945) (1.131) (12.359) (0.030)
Table 8 – New York data. Evaluation of the prediction accuracy and information criteria
considering different spatial correlation functions.
Spatial covariance Criterion Prediction
structure Log-likelihood AIC BIC MSPE RMSPE MAE
Exponential -2430.632 4875.265 4912.401 73.155 8.553 6.759
Gaussian -2431.179 4876.358 4913.495 77.725 8.816 6.980
Matérn(0.75) -2430.753 4875.505 4912.642 72.112 8.492 6.757
Power Exp.(0.50) -2428.684 4871.368 4908.504 71.970 8.484 6.601
Spherical -2430.617 4875.234 4912.370 72.377 8.507 6.775
resulted to the Kronecker product between the purely spatial and the purely temporal
correlation matrices. The spatial correlation matrices were computed from the exponential,
Gaussian, Matérn with k = 0.75, power exponential with k = 0.50, and spherical functions,
while we used an AR(1) structure for the temporal correlation.
Table 7 contains the ML estimates for the parameters of the five models,
together with their corresponding standard errors calculated through the expression given
in Equation 2.11, in parentheses. From this table, one can see that the value of β1 is close
to 2.10, the estimate of β2 is less than 1, β3 is negative and close to 3 and σ2 is close to
76.00 for all the covariance functions used. The estimate of τ 2 obtains the smallest value
when we fitted a power exponential spatial correlation function and the biggest when
we fitted a Gaussian spatial correlation. Regarding the space scaling parameter (φ), the
estimate is a number between 100 and 200 in most cases, except to the spherical model
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where the estimate for φ is 303.383.
Figure 6 – New York data. Predicted values using the power exponential spatial corre-
lation function (blue line), real values (red dashed line) and the 95% prediction
interval (grey area).
Additionally, in Table 8, we present the results related to the log-likelihood and
the information criteria (AIC and BIC). According to these criteria, the spatio-temporal
covariance function chosen was the power exponential with parameter k = 0.50 to the
spatial component and the autocorrelation structure of an AR(1) process for the temporal
component. Further, for evaluation of the prediction accuracy, we computed the mean
squared prediction error (MSPE), the root mean squared prediction error (RMSPE) and
the mean absolute error (MAE), as described in Subsection 2.2.1, where the model with
the smallest value of the MSPE was the power exponential.
The selected spatio-temporal correlation model, following the MSPE and MAE
selection criteria, was the model resulting from a spatio-temporal correlation function that
consider the power exponential (k = 0.50) function for the purely spatial correlation and
the autocorrelation of an AR(1) process for the purely temporal correlation, where values
of σ2 = 75.920 and τ 2 = 6.252 indicate that 92% of the variability in the data is being
explained by the spatio-temporal process. We find φ = 150.875, this value represents that
the spatial correlation between two variables at the same time point falls to less than 0.20
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at a distance of roughly 390 units (1 unit = 1000 km). The time scaling parameter ρ is
equal to 0.417, this value indicates that the temporal correlation between two observations
at the same location falls to less than 0.05 after approximately 3.50 days.
Figure 7 – New York data. Index plot of GDi for assessing global influence on θ. The
left plot is related to deletion of an entire site, the right is related to deletion of
an entire time index and the bottom plot is related to deletion on an individual
observation. The red and green lines indicate the criteria used to declare an
observation as influential.
Figure 6 shows the plot of predicted values per station estimated through
the spatio-temporal covariance function with a power exponential spatial model (the
best model), where the blue line represents the predicted value, the red dashed line
represents the real values and the gray area is the 95% prediction interval. Furthermore,
in Appendix B, Figure 10 shows the convergence plot of the SAEM parameter estimates
for the best model and Figure 11 shows the predicted values considering the five different
spatio-temporal covariance functions described above vs. the observed values.
Finally, we used the diagnostic measure, presented in Section 2.3, with the
purpose of identifying possible observations that can affect the parameter estimates for the
New York data. To calculate the value of GDi we used the expression in Equation 2.13,
Chapter 3. Results 54
Table 9 – New York data. Relative change (%) of maximum penalized likelihood esti-
mates, when deleting an entire site index, an entire time index and an individual
observation.
Parameter
Dropped RCβˆ1 RCβˆ2 RCβˆ3 RCσˆ2 RCτˆ2 RCφˆ RCρˆ
Site index 6 1.823 16.075 1.375 1.301 34.065 6.949 11.903
17 2.192 8.453 4.762 0.880 19.951 0.287 9.796
Time index 18 1.547 6.895 3.235 0.055 16.706 4.007 10.521
33 1.370 5.714 3.309 1.196 16.842 3.785 11.051
E1 3.319 9.661 7.804 1.446 23.137 7.222 11.504
93 1.512 7.471 3.371 0.094 11.580 4.021 10.452
165 1.525 9.744 2.008 0.258 19.892 1.579 10.882
223 1.578 8.263 3.164 0.112 18.753 0.232 11.903
312 1.396 7.135 2.826 0.085 16.683 0.247 10.443
393 1.385 7.046 2.994 0.104 15.827 1.126 10.565
397 1.546 8.079 3.175 0.041 16.473 1.436 11.351
520 1.602 8.316 3.297 0.105 16.907 1.383 11.773
Observation 575 1.429 7.625 2.801 0.065 18.335 0.460 10.980
614 1.524 7.640 3.314 0.088 13.037 3.089 10.668
733 1.450 7.501 2.954 0.086 16.715 0.610 10.872
811 1.383 7.453 2.717 0.084 13.893 2.127 10.351
869 1.428 7.586 2.666 0.062 19.356 1.397 10.809
1039 1.450 7.531 2.942 0.085 15.927 1.009 10.690
1254 1.562 8.208 3.120 0.116 19.726 0.343 12.066
1320 1.405 7.176 2.882 0.082 15.240 1.047 10.301
E2 1.353 8.531 2.007 0.818 16.562 0.674 8.516
where the estimates for θ̂ and θ̂[i] were obtained considering the spatial correlation function
following the power exponential model with k = 0.50 (the model selected previously). The
results are in Figure 7, where the upper-left plot shows the site index vs. the measure GDi
when an entire location is deleted, the upper-right plot is related to deletion of an entire
time index, and the bottom plot shows the graph of index vs. GDi when one observation
is deleted. The red and green dashed lines represent the classification criteria. Accordingly,
we considered a location, a time index or an observation as influential if the value of GDi
associated with it was greater than the criteria.
When an entire site index was deleted, we found that the location 6 was
influential using the criterion GDi > G + 2sd(G). But when an entire time index was
deleted we found that the time indexes 18 and 33 were influential according to the criterion
GDi > G + 3sd(G), and the time index 17 was influential too when we considered
the criterion GDi > G + 2sd(G). Furthermore, there were 15 observations classified as
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influential considering the criterion GDi > G+ 3sd(G), where the observation 312 belongs
to the spatial location labeled by 6, the observation 575 has time index 17 and observation
1320 has time index 18, while the remaining observations detected as possible influential
do not belong to any time index or site index detected as influential previously.
Having identified the influential observations, we next evaluated the impact of
these observations on the parameter estimates. Thus, we defined the relative change (RC)
as follows:
RCj(θ̂) =
∣∣∣∣∣∣ θ̂ − θ̂[Ij ]θˆ
∣∣∣∣∣∣× 100%,
where Ij is the set of influential case indexes, θ̂ is the estimate considering all observations,
and θ̂[Ij ] is the estimate after the observations indexed by the set Ij are removed. Table 9
presents the RC calculated for each parameter in different situations. For example, when
the 6th site index was deleted, the biggest change occurred for the parameter τ 2 and
when the deletion was related to time indexes, we found a similar scenario. In general, the
deletion of some observations affected the estimates of the parameters β2, τ 2 and ρ.
3.2.2 Interval-censored data: Tyrol, Austria
The second dataset is related on the daily precipitation data from the state of
Tyrol, Austria, located in Central Europe, the data are provided by the local hydrographical
service, obtained from 117 measurement stations. Each station is equipped with a manual
rain gauge to measure the water accumulated over the last 24 h, observed at 6 UTC. The
data can be downloaded from the bamlss project page (http://bayesr.r-forge.r-project.org/)
and are free for research purposes.
We considered observations from October to December 2012 and 20 measure-
ment stations randomly chosen. Then we split the dataset into two sets, one used to
estimate the model parameters and other used to evaluate the predictive capability of the
model. The dataset used for estimation included 15 spatial monitoring stations and 92
temporal observations and the dataset used for prediction included five space sites with 92
temporal observations. Figure 8 shows the spatial monitoring stations used in this analysis,
where the red dots are the stations used in the estimation and the green dots represent
the locations used for prediction.
The dataset used in the estimation process included 1380 observations of the
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Figure 8 – Tyrol data. Measurement stations in the state of Tyrol, Austria. The red
dots show the stations used in the estimation of the model parameters and the
green dots show the stations used for comparing the predictive power of the
estimation method.
daily precipitation (in mm), in which 51% (704) of the observations are equal to zero and
were considered as interval-censored observations, between 0 and 0.001. Moreover, as was
suggested by Stauffer et al. (2017), we used the square root transformation of the response
variable in the estimation process, so the LOD was between 0 and 0.0316. The covariates
considered are the Cartesian coordinates and the altitude at which the monitoring stations
are located. Therefore, the model used is given by:
yij = β1x.coordij∗10−6+β2y.coordij∗10−6+β3altij∗10−3+zij+ij, i = 1, . . . , 15, j = 1, . . . , 92,
where zij and ij are the variables that capture the spatio-temporal correlation and the
error, respectively. Furthermore, we transformed the variables lon and lat from geographic
to Cartesian coordinates, through the R function spTransform and used the coordinate
reference system (CRS) CRS("+proj=utm +zone=33 +north +datum=WGS84") on the new
variables x.coord and y.coord, respectively.
As in the first study, the estimation process via SAEM was performed using the
EstStempCens function. The initial values for the parameters β and σ2 were obtained from
the least squares estimators and the initial values for τ 2, φ and ρ were chosen arbitrarily.
Five different models were fitted to the square root of the precipitation data after changing
the spatio-temporal covariance function. The estimates of the model parameters are in
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Table 10 – Tyrol data. Summary statistics of the parameter estimates and the standard
deviations in parentheses of the square root of the precipitation, considering
different spatio-temporal covariance functions.
Spatial covariance Parameter estimates
structure β1 β2 β3 σ2 τ2 φ ρ
Gaussian 0.993 0.109 0.246 0.887 0.231 73.944 0.238
(1.000) (0.055) (0.055) (0.035) (0.015) (2.250) (0.032)
Matérn (0.75) 1.235 0.102 0.219 0.914 0.114 47.655 0.227
(0.936) (0.052) (0.061) (0.036) (0.016) (1.685) (0.028)
Matérn (1) 1.198 0.103 0.229 0.854 0.193 55.486 0.239
(0.940) (0.052) (0.056) (0.033) (0.014) (2.403) (0.030)
Power Exponential 1.224 0.102 0.226 0.854 0.187 99.436 0.256
(1.25) (0.941) (0.052) (0.057) (0.033) (0.013) (4.619) (0.030)
Spherical 1.105 0.105 0.230 0.922 0.129 148.651 0.225
(0.978) (0.054) (0.061) (0.037) (0.019) (6.087) (0.028)
Table 10. It can be seen that the estimate for β1 is upper than 1, β2 is close to 0.100 and
β3 is less than 0.250 independent of the spatio-temporal covariance function. The estimate
for σ2 is roughly 0.900 and the nugget effect is between 0.110 and 0.240, where the biggest
value corresponds to the estimate obtained through the Gaussian-AR(1) spatio-temporal
correlation model. The estimate for the temporal parameter (ρ) is roughly 0.230, this value
indicates that the temporal correlation between two observations at the same location
falls to less than 0.05 after 2 days.
Based on AIC and BIC values, the models with Gaussian, Matérn (with
parameter k = 1) and power exponential (k = 1.25) spatial correlation functions were
the models that fitted the data best, but from the standpoint of prediction accuracy, the
model with Gaussian spatial correlation function and an AR(1) process for the temporal
component was the one that best fitted the correlation between the data. For more details,
see Table 11. Based on this choice, we find that the estimates for σ2 = 0.887 and τ 2 = 0.231
indicate that 79% of the variability in the data is explained by the spatio-temporal process,
the space scaling parameter φ = 73.944 indicates that the spatial correlation between
two observations at the same time point falls to less than 0.05 for distance upper than
127 units (1 unit = 1000 km); and, the estimate for the temporal parameter ρ = 0.238
indicates that the temporal correlation between two observations at the same location
falls to less than 0.05 after 2 days.
Finally, Figure 9 shows the predicted values for each station and temporal
index, where the pink line represents the observed values and the other lines represent the
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Table 11 – Tyrol data. Evaluation of the prediction accuracy and information criteria
considering different spatio-temporal covariance models.
Spatial covariance Criterion Prediction
structure Log-likelihood AIC BIC MSPE RMSPE MAE
Gaussian -1678.059 3370.117 3406.726 0.688 0.830 0.557
Matérn(0.75) -1684.282 3382.564 3419.173 0.772 0.879 0.578
Matérn(1) -1667.906 3349.811 3386.420 0.713 0.845 0.556
Power Exp.(1.25) -1668.481 3350.962 3387.570 0.698 0.836 0.549
Spherical -1687.899 3389.797 3426.406 0.741 0.861 0.573
predicted values. Here, predicted values near to zero occur when the real value is actually
zero and for the other cases the proposed method tries to capture the dynamics of the
temporal series. Additionally, for stations 3 and 5 there are some predicted values lower
than 0, even though the precipitation is a positive variable. This occurred because the
prediction method is based on the mean of a conditional multivariate normal distribution.
The negative predicted values were obtained when the real values were zero.
Figure 9 – Tyrol data. Predicted values using different spatio-temporal covariance models
vs. the square root of the precipitation (pink line).
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4 Concluding remarks
4.1 Technical production
In this section we will describe the technical production developed in this
dissertation.
4.1.1 Submitted paper
• Title: “Likelihood based inference for spatio-temporal data with censored and
missing response”.
Authors: Katherine A. L. Valeriano, Víctor H. Lachos, Larissa A. Matos.
4.1.2 R package
Package ‘StempCens’
Title: Spatio-temporal estimation and prediction for censored/missing responses.
Description
It estimates the parameters of censored or missing data in spatio-temporal
models using the SAEM algorithm. This algorithm is a stochastic approximation of the
widely used EM algorithm and is an important tool for models in which the E-step does
not have an analytic form. Besides the expressions obtained to estimate the parameters to
the proposed model, we include the calculations for the observed information matrix using
the method developed by Louis (1982). To examine the performance of the fitted model,
case-deletion measures are provided.
For more details about the functions included in this package see https://cran.r-
project.org/web/packages/StempCens/StempCens.pdf.
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4.2 Conclusion
In this dissertation, we introduced a spatio-temporal linear model for censored
and missing responses, extending the recent proposals by Lachos et al. (2017) and Ordonez
et al. (2018), which consider the estimation and diagnostics of spatial censored linear
models. To obtain the ML estimates of model parameters, we developed a stochastic
approximation of the EM algorithm, called the SAEM algorithm, leading to more efficient
ML estimation than in the MCEM algorithm. The estimation process allows censoring and
missing responses simultaneously. Moreover, we presented global influence diagnostic tools
to detect influential observations, relying on the Q-function, the conditional expectation of
the logarithm of the complete-data likelihood. Furthermore, we conducted three simulations
studies and for practical demonstration, we applied the methods to analyze two real datasets
whose measures are subject to the detection limit of the recording devices.
The results obtained in the simulations reveal that the proposed model provides
ML estimates with good asymptotic properties, since the bias and MSE of the estimates
tend to zero when the sample size increases. Regarding the prediction accuracy, we got
the lowest values for MAE and MSPE when fitting the same spatio-temporal covariance
function in which the data were generated. However, the fact that we used another
covariance function in the estimation process did not significantly affect the estimates of
the unknown parameters β, but it affected the estimates of σ2 (partial sill), τ 2 (nugget
effect), φ (space parameter) and ρ (temporal parameter).
Additionally, in the first real dataset, we fitted five models considering different
spatio-temporal covariance matrix, resulting that the best fitted was obtained with the
model that used a power exponential spatial function with k = 0.50 and the autocor-
relation structure of a process AR(1) to the temporal component. The criteria used to
choose the model were the diagnostic statistics MSPE and MAE. Also, we used the case
deletion measures presented in this work to identifying possible influential observations,
the procedure detected fifteen influential observations when an observation is deleted.
Besides, we considered two additional cases, the first one consisted in deleting an entire
spatial location, this technique identified one site as influential (the site index 6); and the
second case was deleting an entire temporal unit, here, three time indexes were classified
as influential (time index 17, 18 and 33).
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The second dataset analyzed was about the daily precipitation (in mm) in the
state of Tyrol (Austria) from October to December 2012, using a sample of 15 monitoring
stations in the estimation process and 5 stations for evaluation of the prediction accuracy.
From the results obtained, we concluded that the spatio-temporal covariance matrix
that best fitted the data (square root of the precipitation) was Σ = σ2Ωφρ + τ 2Im with
σ2 = 0.887, Ωφρ resulting to the Kronecker product between the purely spatial matrix
computed from the Gaussian function and the autocorrelation of an AR(1) process, with
space parameter (φ) equal to 73.944, temporal parameter (ρ) equal to 0.238 and nugget
effect τ 2 = 0.231.
4.3 Future research
Future extensions of the work can include the use of scale mixtures of normal
distributions to accommodate heavy-tailed features or the development of local influence
diagnostics and tests for the model. Bayesian influence diagnostics, in the context of
spatio-temporal models, can be treated via the Kullback–Leibler divergence, as proposed
by Lachos, Bandyopadhyay and Dey (2011) and Quiroz, Prates and Rue (2015).
Other extensions of the current work include, for example, diagnostics analysis
in censored spatio-temporal data with measurement errors (Li, Tang and Lin, 2009). An
in-depth investigation of such extensions is beyond the scope of this dissertation, but it is
an interesting topic for further research.
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APPENDIX A – First and second derivatives
for some spatial correlation functions
In this appendix, we obtain the first and second derivatives of Corrφ(h), the
spatial correlation function, with respect to φ for the models presented in Table 1. Consider
h = si − sj ∈ Rd the difference between two spatial locations and || · || the Euclidean
distance.
Exponential correlation function
Corr′φ(h) =

||h||
φ2
exp
(
−||h||
φ
)
, ||h|| > 0, φ > 0
0, ||h|| = 0
and
Corr′′φ(h) =

||h||(||h|| − 2φ)
φ4
exp
(
−||h||
φ
)
, ||h|| > 0, φ > 0
0, ||h|| = 0
Gaussian correlation function
Corr′φ(h) =

2||h||2
φ3
exp
−( ||h||
φ
)2 , ||h|| > 0, φ > 0
0, ||h|| = 0
and
Corr′′φ(h) =

||h||2(4||h||2 − 6φ2)
φ6
exp
−( ||h||
φ
)2 , ||h|| > 0, φ > 0
0, ||h|| = 0
Spherical correlation function
Corr′φ(h) =

3||h||
2φ2
1− ( ||h||
φ
)2 , 0 < ||h|| ≤ φ
0, ||h|| > φ
and
Corr′′φ(h) =

3||h||
φ3
2( ||h||
φ
)2
− 1
 , 0 < ||h|| ≤ φ
0, ||h|| > φ
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Power exponential correlation function
Corr′φ(h) =

k
φ
( ||h||
φ
)k
exp
−( ||h||
φ
)k , 0 < k ≤ 2, ||h|| > 0, φ > 0
0, ||h|| = 0
and
Corr′′φ(h) =
 Ω˙φ(h)
(
k||h||k − (k + 1)φk
φk+1
)
, 0 < k ≤ 2, ||h|| > 0, φ > 0
0, ||h|| = 0
Matérn correlation function
Corr′φ(h) =
 −
1
2kΓ(k)φ2
( ||h||
φ
)k [
2kφKk
( ||h||
φ
)
− ||h||Ak
]
, k > 0, ||h|| > 0, φ > 0
0, ||h|| = 0
and
Corr′′φ(h) =

1
2k+1Γ(k)φ4
( ||h||
φ
)k [
dkφKk
( ||h||
φ
)
+ ||h||2Bk − d||h||Ak
]
, ||h|| > 0
0, ||h|| = 0
where d = 4(k+ 1)φ, φ > 0, k > 0, Kk(u) =
1
2
∫ 2
0
xk−1e−
1
2u(x+x
−1)dx is the modified Bessel
function of the second kind of order k, Γ(k) =
∫ ∞
0
xk−1e−xdx is the gamma function; and,
Ak = Kk−1
( ||h||
φ
)
+Kk+1
( ||h||
φ
)
; Bk = Kk−2
(
dij
φ
)
+ 2Kk
( ||h||
φ
)
+Kk+2
( ||h||
φ
)
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APPENDIX B – Supplementary material for
Chapter 3
We include in this section supplementary material for Chapter 3. We present two
figures, the first one (Figure 10) shows the convergence of the SAEM parameter estimates
of best model, and Figure 11 presents the predicted values for the daily maximum 8-hour
average ground level ozone concentrations in four stations using five different structures for
the spatial correlation and the same model for the temporal correlation (the autocorrelation
of a process AR(1)).
Figure 10 – New York data. Convergence of the SAEM parameter estimates
βˆ1, βˆ2, βˆ3, σˆ
2, τˆ 2, φˆ and ρˆ under a power exponential spatial correlation function
and an AR(1) structure for the temporal model.
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Figure 11 – New York data. Predicted values using five different spatial correlation
structures vs. the real values for each station (pink line).
