We present methods that are useful in solving some large scale hierarchical planning models involving 0-1 variables. These 0-1 programming problems initially could not be solved with any standard techniques. We employed several approaches to take advantage of the hierarchical structure of variables (ordered by importance) and other structures present in the models. Critical, but not sufficient for success, was a strong linear programming formulation. We describe methods for strengthening the linear programs, as well as other techniques necessary for a commercial branch-and-bound code to be successful in solving these problems.
T HIS STUDY was motivated by a desire to solve some large, important integer programming problems that arose in planning applications at General Motors. The problems were pure 0-1 programming problems from planning models involving project selection with fixed charges subject to various constraints. We describe the structure of these problems in more detail in Section l.
Solving the larger problems was initially beyond the capability of current codes; finding solutions that were even feasible was often impossible. In the process of testing the code described in this paper, a set of benchmark problems were run on another commercial code and on an enumeration code (Ibaraki et al. [1972] , Young et al. [1977] ). For the smallest problem, all performed well, but on the medium-sized and large problems only the code described in this paper was able to find the optimum answer and develop close bounds, or to prove optimality.
The methods used can be divided into three phases: logical methods applied before linear programming; constraint generation in conjunction with linear programming; and specialized branch-and-bound for solving the preprocessed integer optimization problem .. Sections 2, 3, and 4 describe the three main parts of the logical preprocessing done before linear programming. Section 5 summarizes the constraint generation phase, and Sections 6 and 7 deal with the branch-and-bound strategy used. Section 8 presents the computational results on four benchmark problems, and Section 9 gives our conclusions.
PROBLEM DESCRIPTION
The problems we study arise in large-scale planning models. Table I shows the sizes of four benchmark problems; Figure 1 shows the structure of the coefficient matrix. There is, of course, a linear objective function representing costs.
. The planning problem involves selecting from among several possible' projects. In our model, each project had to be operated at one of two Each project requires activities in order to achieve one or the other of the two possible project levels. The activity variables are the Xj for j E Pi introduced in the last paragraph, and are the middle block of 
<0
.~ITkl variables in Figure 1 . Most of these activities affect only one project, but some affect several or all projects, as indicated in the middle top block of the coefficient matrix in Figure 1 . That is, the sets Pi, in the either-or inequalities could overlap in some variables. The activity variables were subjected to three other main types of constraints: capacity limits, mutual exclusivity, and fixed charges. The capacity limits are merely general constraints on the variables, as indicated by the second set of constraints in Figure 1 . The mutual exclusivity, or special ordered, sets are constraints of the form LjESk Xj S 1, and are indicated by the third set of constraints in Figure 1 . The index sets S1, ... , Sf are disjoint subsets of the activity variables. Generally, from one to four special ordered sets contained the variables Pi that corresponded to a given project i.
We modeled the fixed charges on a subset of the activity variables, using the constraints LET, Xj S MYl, where M can be set to I Tli which are referred to as fixed charge coordination constraints in Figure  1 . In these constraints, Xj is some activity variable and Yt is an adjoined variable, referred to as a fixed charge variable, whose cost is a fixed charge associated with selecting anyone or more of the activities Xj for j E T/. These constraints will later be disaggregated to the form Xj ::;: y/ for JET/ as discussed in Section 4.
In addition to the three main types of constraints, the model may contain a small number of output target constraints on the project and activity variables, which are included in Figure 1 as alternative objectives, and are intended to force given levels of performance on the overall model.
FEASIBILITY TESTING, OPTIMALITY CONSIDERATIONS, AND PROBING
This section and the next section describe general methods (Guignard and Spielberg [1977] ) not particularly related to the model described in ' the previous section. In this discussion, we assume that the x/s are any 0-1 variables.
The initial preprocessing steps attempt to fix variables using three main ideas, the first of which is feasibility testing. zero. This very simple concept has been used extensively (see, e.g., Balas [1965] and Glover [1965] ). We use this idea again in conjunction with special ordered sets in order to strengthen the resulting tests. Recall that special ordered sets are pairwise disjoint sets S, of variable indices that define constraints of the form LjESi Xj -s 1.
The following example illustrates the way in which such sets can be used:
In 0-1 variables, the first of these inequalities could be satisfied by Xl2 = 0, Xl8 = 1, X19 = 1, and X23 = 1. Thus, X23 = 0 cannot be implied. But if XI8 + XI9 -s 1is imposed, then X23 cannot be equal to one in a solution.
Thus, it can be fixed to zero by considering the special ordered set.
The general procedure for testing with special ordered sets works as follows. Suppose a constraint L}=I ajxj -s b is imposed, along with special ordered set constraints
so that the S, partition the index set 11, "', n I, which can be assumed since singletons S, = Ij I can be used for any variables Xj in no special ordered set. For a given set Ss, define 
then variable Xk can be fixed to zero. This test can also be used to fix a slack variable in a special ordered set. When every variable except for the one having the smallest aj in a special ordered set is fixed to zero (including the slack),~hen that remaining variable can be fixed to one. See Mevert and Suhl [1977] . These considerations can also be applied when the special ordered sets are of the form, e.g., Xi -Xj + Xk -s 0, and complementing (Xj = 1 -Xj) some variables brings the constraint back to the standard form, e.g., Xi + Xj + Xk :s 1. That is, variables fixed to zero may be complements of original variables, which are thus fixed to one. The second main idea in fixing variables uses optimality consideration, a very simple concept that fixes a variable to zero if it "only hurts," or to one if it "only helps." More precisely, if a variable has nonnegative cost c, (in a minimization problem) and only nonnegative constraint coefficients (with :s constraints), then that variable can be set to zero in any solution and will only improve the solution. Thus, it can be fixed to zero at the outset. Similarly, a variable with nonpositive constraint coefficients and nonpositive cost c, can be fixed to one.
These optimality considerations are considerably strengthened if we inactivate rows, possibly after having fixed some variables. A constraint subject to special ordered set constraints
can be inactivated because of redundancy, provided where a, is defined earlier in this section when we discussed feasibility testing.
The final idea used to fix variables is Spielberg's probing (Guignard et '. al. [1978] .) In the form used here, a variable Xj is set either to zero or one, and the tests are then repeated on the resulting problem. If that problem turns out to be infeasible, then the original variable can be fixed in the other direction. For the largest problems, we probe only on the more important variables. However, in a more efficient implementation, complete probing could be practical (Suhl [1980] ).
COEFFICIENT REDUCTION
The purpose of coefficient reduction is to strengthen the linear programming formulation of the integer problem. The methods employed are not complicated or time consuming and can be very effective in improving the linear programming objective value. For our problems, the main reductions in coefficients are for large numbers used in formulating either-or type constraints; typically, all of these coefficients will be reduced.
We show the general principle first for pure 0-1 problems and then extend it to special ordered sets. If setting a variable to either zero or one causes a constraint to become strictly inactive, then there is room to tighten the constraint by reducing its coefficient value. For example, in the constraint the coefficient for X2 can be changed to -2 because if X2 = 1, the constraint is inactive, i.e., has the same 0-1 solutions as the first inequality. A further change can be made for Xl since Xl = 0 causes the constraint to become inactive. Now, the right-hand side must also be changed:
Figure 2 shows this final inequality intersected with the unit cube. In this case, we have actually strengthened the inequality to a facet of the convex hull of solutions. Although not always producing a facet, coefficient reduction always reduces the linear programming feasible region without cutting off any 0-1 solution within the linear programming feasible region.
The general rule for change is: Let Q = Lf=l maxlu, aj I:
(ii) If ak >°and Q < b + ak then change ak to ak I = Q -b and change
The value of Q must be readjusted whenever any ak is changed. Then, this process can be applied repeatedly.
We should point out that the purpose of this change is to tighten the linear inequality. The coefficient reduction in Bradley et al. [1975] does not always do so and is much more difficult to compute. The coefficient reduction here is simple, but tightens the linear constraints, i.e., reduces, or leaves unchanged, the linear programming feasible region without cutting off any 0-1 solutions.
The following example illustrates the tightening of the linear programming region using coefficient reduction. Consider the knapsack problem:
Xl, X2, X3 E 10,11. reduction rules, (KP) becomes equivalent to the following problem:
Xl, X2, X3 E 10, 11.
The linear programming solution of (KP ') is X3 = 1, X2 = 0, Xl =°which is integer and, therefore, solves (KP).
With special ordered sets, the rule is a bit more complicated. Now, let = 0, Q = 6. Since {3l < 0 and -3 < 4 + 4 -6, we can increase the coefficient -3 to 0, resulting in the constraint 4XI + 2X3 ::s 4. The coefficient 4 can be decreased to 2, since 4 >.6 -4. The right hand side must be changed to 2. To repeat the general principle, the justification for changing the coefficients and right-hand sides in this way is that if setting a variable to either zero or one causes a constraint to be inactivated, then that constraint can be tightened to become just binding. This approach can be used with special-ordered sets and can be combined with probing to give a powerful method that is capable of changing even zero-coefficients in tightening the linear programming formulations. All of our experience points to the initial importance of strong linear programming formulations. Any simple and automatic way of reducing the linear programming feasible region using logical considerations should be exploited. However, the computational experience described in this paper used only the simplest idea, without special ordered sets or probing.
PREPROCESSING CONSTRAINTS
The first type of constraints generated by our system was fixed-charge constraints. Since these constraints are logically derived, they are valid, generally sparse, and have small integer coefficients. Any fixed-charge constraints of the form LETi Xj -s I t:Iv.
were changed to the set of constraints
This change is known as "disaggregation" and is known to improve the linear program for the simple plant location problem (Bilde and Krarup [1975] , Davis and Ray [1969] , and Spielberg [1969] ). It is also important in other models (Geoffrion and Graves [1974] and Mairs et al. [1978] ), and its sometimes critical importance is often not sufficiently recognized. After this change was made, the smallest problem described in this study was successfully solved by MPSX/MIP /370 on a 370/168 in a running time of less than half a minute. The original version had run for over an hour on a 370/158 without proving optimality. Needless to say, this experience led us to always disaggregate these constraints, and the program automatically does so before applying MPSX/MIP /370.
The second type of constraint added was of the form if Xj represents an activity with a nonnegative cost that is used only to achieve a level of a major project represented by io; = 1. These constraints are satisfied by some optimum solution because if Wk = 0, then the Xj can be set to zero without hurting the objective function. These constraints could be adjoined iteratively when they violate a current linear programming solution. In our problems, this situation occurred infrequently, and all the constraints were added before MPSX/ MIP /370 was invoked. In our experience, this factor always improved total running times, and did not significantly affect linear programming solution times. The next section describes other types of constraints that were adjoined after the linear program had been solved.
CONSTRAINT GENERATION
The last type of constraint that we generated used constraints from "covers" and "T -configurations" as reported on in detail in Crowder et al. [1983] . This constraint generation is the main overlap between the code reported on here and that of Crowder et al., and we give only an idea of the method.
The constraints are generated as needed when they are violated by a current linear programming solution. In this respect, the method resembles cutting plane methods. However, these constraints are approximations to facets of the convex hull of integer solutions to the single constraint integer linear program. Thus, there is a theoretical justification for choosing these inequalities to adjoin to the linear program. Being logically derived, they are valid, generally sparse, and have small integer coefficients. This phase is terminated when either there are no new inequalities generated or the adjoined inequalities fail to improve sufficiently the objective function.
When branch-and-bound fails, it is usually because of the huge number of possibilities that must be considered. Adjoining these very sparse additional constraints does not significantly increase the running times to solve the initial linear programs. However, the bounds are much' improved, and the problems become solvable with branch-and-bound.
BRANCH-AND-BOUND STRATEGY
Before describing the branch-and-bound strategy, we must discuss one aspect of the computational procedure. The fixed charge variables caused difficulties for MPSX/MIP /370; we never obtained good results on the larger problems without forcing these variables to be selected at the top of the tree. This tactic has been used in enumeration methods by Guignard and Spielberg, who call it "propagation branching." In general, the fixed charge variables are set to zero before any other variables are processed, so that the code tries to solve the problem without using any variables that require fixed charges. Then it backtracks, and tries to use only the cheapest fixed charge variables.
The real justification for this procedure is that it was necessary in order to solve the larger problems. Once, we accidentally omitted this provision during a run of the largest problem, and the problem ran for an hour without finding any integer solution. However, the procedure is perhaps best justified as follows: choice of fixed charge variables is a strategic decision with such critical cost implications that it should be forced before any other choices are made. When we find ourselves down in the branch-and-bound tree and are suddenly forced to use a fixed charge variable, it is too late to adequately utilize those activities requiring that fixed charge.
The second initialization needed is pseudo costs. We use pseudo costs (see Benichou et al. [1971] ) for variable choice, but not node choice. The initial value of pseudo costs allows us to rank the variables in importance. In our problems, the fixed charge variables were most important because of their large costs, the project variables were next in importance because they were the forcing variables that made it necessary to use activity variables, and the activity variables were least important. Let Cj denote the cost coefficient for Xj. The initial values of both upper and lower pseudo costs for activity variables were set at 0.001 X Cj, and for fixed charge variables were set at 1000 X c.. The project variables could have zero costs, so the alternative objective values, or output targets, were used in determining initial values of pseudo costs. The effect of this pseudo cost initialization is to rank the fixed charge variables first, project variables second, and activities least important, with some relative ranking within each type of variable.
Finally, we come to the node choice question. Early attempts at solving the two larger problems with MPSXjMIP /370 were unsuccessful even with a preprocessed linear program (but without the constraint generation described in Section 5), until a newly available node choice rule was tried. This rule uses the sum of integer infeasibilities as the criterion. That is, the node is chosen for which the linear programming solution is most nearly integral. This choice rule did not give consistently good performance, however, because it ignored costs. More effective was a linear combination of the linear programming objective value and the integer infeasibility. The weights are varied in a cyclical manner so that at some times the node is chosen that enables us to find an integer answer, and at other times the node is chosen that has the best linear programming functional value.
Finally, we should mention postponing of nodes and estimation. The next section describes the methods that worked best.
ADAPTIVE ESTIMATES
.The techniques discussed in earlier sections, except for the optimality ' considerations in Section 2, addressed the model in ways that are concerned with the entire set of zero-one integer feasible solutions. Since we are mainly interested in one particular feasible solution (an optimum one), let us now discuss a method (Kostreva [1980] ) to accelerate the search.
Clearly, this large scale planning model has a hierarchical structure in that there are three types of variables in increasing order of importance: activity variables, project variables, and fixed charge variables. to the selection of a certain combination of key variables (fixed charge and project variables) along with all possible combinations of the remaining variables.
The typical search employing a straightforward zero-one algorithm encounters many points in a cluster, perhaps even all of them. Only then does it move on to the next cluster.
The method we propose seeks to accelerate the search by forcing large changes in the objective function, so that we move from one cluster to the next without searching out alternative solutions within the clusters.
The use of fictitious upper bounds has appeared before in the literature (Bazaraa and Elshafei [1977] , Lawler and Wood [1966] ). However, the derivation of these bounds was based on some preset percentage of the integer programming gap or the linear programming solution. The approach we use is different in that it attempts to move the objective function value to a different cluster of objective function values.
Assume that we have found T (~2) 0-1 solutions x ', "., XT. The procedure used is to require that the next solution XT+l found must have objective function value ZT+l, satisfying We assume the problem is a minimization problem and that the objective function values z \ "', ZT are decreasing so that tlz T as defined is negative. In MPSX/MIP/370 terminology, this restriction on ZT+l is accomplished through use of the user accessible variable XMXSTEP.
This approach may give an estimate that is below the linear programming lower bound given by the branch-and-bound process. At such times, we reject the estimate and restart the process. It may also happen that the estimate is riot below the bound, but that the problem has no 0-1 solution with that small an objective function value. In this case, the restriction on ZT+l is removed, and we begin a second phase, in which we try to prove optimality of x T or accept any improvement. Both of these possibilities, restarting the estimation procedure and moving to a second phase with no estimates, can be done in MPSX/MIP /370 in an orderly fashion. The second phase occurs when no 0-1 solution is found with objective function values that satisfy z -s ZT + az", Alternatively, we could restart the estimation procedure rather than simply abandoning it, as is currently done.
In practice, the required differences in objective function values increase in magnitude until they become too large. Once they become large enough to move the search to another cluster of objective function values, the search becomes efficient in that it will find only one solution in each cluster.
COMPUTATION RESULTS
We report results on four benchmark problems. Without detailing other attempts, suffice it to say that, despite considerable efforts, neither MPSX/MIP /370 alone without using these methods, nor an enumeration code without linear programming, nor another commercial branch-andbound code was able to find an optimal solution to the two largest problems. With our methods, however, we were able to prove optimality on all but the largest problem, for which we proved that we were within 1.1% of optimality.
Crowder et al. reported a better performance than ours on this largest problem due to several factors, the main one being the use of reduced . cost fixing of variables. This technique led to a second round of preprocessing, during which 1341 variables were fixed and the LP objective value was pushed up to 3115.3, compared with 3022.7 in our work. However, those good results depended on a guess about the integer answer objective function value, a tactic that could require restarting the problem if the guess were to be incorrect. We remark that our run did not find the optimum answer (3125) to the largest problem. However, we were within 0.5%, with an objective value of 3149.
3
The four problem statistics are given in Table I . The code we used ran a preprocessing phase using Fortran to do the logical testing (Section 2), coefficient reduction (Section 3), and preprocessing constraints (Section 4). 
CONCLUSIONS
When the above techniques were used, problems that initially were beyond the state-of-the-art were eventually solved in a good fashion. Problems of up to 600 0-1 variables have been run in 10 minutes, and problems of up to 3000 0-1 variables were given 30 minutes of CPU time on an IBM 3033. We proved optimality for the smaller problems and were within 2-3 % of proving optimality for the larger ones.
We should mention that the largest problem of the four benchmark problems was within 1.22% of proving optimality after 30 minutes of branch-and-bound. When we remark that the problem ran another 30 minutes and only closed the gap to 1.09% of optimality, we see again how slow branch-and-bound can be at proving optimality. We would certainly have done better to exit, use reduced costs fixing, and begin the problem over again. To support this statement, we point to the results of Crowder et al. on this same problem.
Without presenting experimental evidence, we can give an indication of the relative importance of the various techniques used. First, the techniques in Section 2 are certainly worth implementing. They help to clean up the problem and allow some constraints to be adjoined as well. If this logical testing were not done, it is difficult to say what would happen. In fact, some of the later steps of our method assume that this testing has been done. Probing was the only expensive part of the testing, and on the larger problems it was done only over the fixed charge and project variables. Later work has led to better software that allows complete probing.
The coefficient reduction contributed considerably to the LP objective increase. IJ; is simple and fast and should also always be done. Every procedure that significantly increases the LP objective without requiring much work should be done.
The preprocessing constraints are a subset of what one could obtain from the constraint generation of Crowder et al. using covers and the degree two constraints from probing. However, our code used these constraints in this way for historical reasons: they were easier to imple-ment and were used in earlier works. We would remark that, despite our adding a huge number of constraints to the linear program, the linear programming solution times were never very long and were never critical in being able to solve the problems. This observation may not be true for other problem classes, such as simple plant location, but it was true here.
The constraint generation phase was clearly critical. The problem with 548 0-1 variables was solved to optimality without this phase, but in 1 hour on an IBM 3033. That time fell to below 10 minutes when the constraint generation phase was added. Without constraint generation, we never came close to optimality for the largest problem.
Forcing the branch-and-bound strategy to branch on fixed charge variables at the very top of the tree was also critical. This feature was once inadvertently omitted and led to a I-hour run on the largest problem without finding a single integer answer. Crowder et al. arrived at this strategy in a different manner: reduced cost fixing put most of the fixedcharge variables at zero before branch-and-bound was used.
The use of the branch-and-bound strategy with a mixture of integer infeasibility and LP objective value for node choice was helpful in finding integer answers early. The node choice procedure also helped to avoid building up too large a node table, which would cause MPSX/MIP /370 to terminate. However, this part of the program was not as critical as others. After the system had concluded all the other phases, the OPTIMIX strategy of MPSX/MIP /370 could also, frequently, solve the problems.
The adaptive estimates were important for the larger, harder problems. On such problems, when adaptive estimates were used, the optimality gap was 1.5 times smaller after equal running times.
In conclusion, we believe that some critical parts of the code and other techniques described in this paper offer good improvements. At this stage, it would take something substantially different and better to make much additional difference in running times.
Of the benchmark problems, the two largest were initially too difficult to solve. Even the 548 variable problem seemed too difficult to ever prove optimality. Our methods sought to improve the linear programming relaxation and were outstandingly successful on that problem, where we closed to within 99% of the gap between the integer optimum and the initial linear programming optimum. We solved, then, the 548 variable problem with 221 branch-and-bound nodes. All of our experience points to using every method available that can help to improve the linear programming relaxation.
