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Abstract
We compare classification and regression tasks in the overparameterized linear model with Gaussian
features. On the one hand, we show that with sufficient overparameterization all training points are
support vectors: solutions obtained by least-squares minimum-norm interpolation, typically used for
regression, are identical to those produced by the hard-margin support vector machine (SVM) that
minimizes the hinge loss, typically used for training classifiers. On the other hand, we show that there
exist regimes where these solutions are near-optimal when evaluated by the 0 − 1 test loss function,
but do not generalize if evaluated by the square loss function, i.e. they achieve the null risk. Our
results demonstrate the very different roles and properties of loss functions used at the training phase
(optimization) and the testing phase (generalization).
1 Introduction
Paradigmatic problems in supervised machine learning (ML) involve predicting an output response from
an input, based on patterns extracted from a (training) dataset. In classification, the output response is
(finitely) discrete and we need to classify input data into one of these discrete categories. In regression, the
output is continuous, typically a real number or a vector. Owing to this important distinction in output
response, the two tasks are typically treated differently. The differences in treatment manifest in two phases
of modern ML: optimization (training), which consists of an algorithmic procedure to extract a predictor from
the training data, typically by minimizing the training loss (also called empirical risk); and generalization
(testing), which consists of an evaluation of the obtained predictor on a separate test, or validation, dataset.
Traditionally, the choice of loss functions for both phases is starkly different across classification and
regression tasks. The squared-loss function is typically used both for the training and the testing phases
in regression. In contrast, the hinge or logistic (cross-entropy for multi-class problems) loss functions are
typically used in the training phase of classification, while the very different 0-1 loss function is used for
testing. Here, the choice of the training loss function is usually motivated by classical generalization bounds
and the idea of a surrogate loss function, which is a convex approximation to the 0-1 loss1. Thus the
prevailing intuition has long been that, as the hinge or logistic loss functions are better approximations to
0-1 loss than the squared loss, they should be preferred to the squared loss for training classifiers. Yet, there
have been indications that the reality is more complex, even in classical underparameterized regimes of ML.
For example, Ryan Rifkin, in his notable 2002 thesis [34], extensively compared the hard-margin support
vector machine (SVM), which minimizes the hinge loss, and regularized least-squares classification (RLSC),
which minimizes the square loss — ultimately concluding that “the performance of the RLSC is essentially
equivalent to that of the SVM across a wide range of problems, and the choice between the two should be
based on computational tractability considerations.”
In an important separate development, we have recently seen compelling evidence that overparameterized
deep neural networks, as well as other models trained to interpolate the data (i.e. achieve zero, or near zero,
∗ indicates equal contribution. The key results were unveiled at the ITA workshop in San Diego in Feb 2020.
1See, e.g., Section 8.1.2 in [19] for a representative informal discussion and [47, 3] for theoretical analyses.
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training loss), are capable of good test performance, questioning conventional2 statistical wisdom [32, 46, 9,
18, 7]. Since then, the theoretical ML community has identified regimes for regression tasks under which
overfitting is benign (to borrow the language from [4]), and interpolating noisy data with solutions arising
from empirical risk minimization is compatible with good generalization [4, 8, 22, 26, 29]. It is worth noting
that the ensuing test loss of interpolating solutions is unrelated to their training loss, which is identically
zero for all such solutions. This demonstrates, again, that the relationship between training and test losses
— both for regression and classification tasks — is more complex than often assumed.
This paper introduces a direct comparison between the different loss functions used in classification
and regression, in both the training and testing phases. We analyze the modern overparameterized regime
under the linear model with Gaussian features. On one hand, we uncover a remarkable consequence of
overparameterization in the training phase: the outcome of optimization is the same whether we use the
hinge loss, logistic loss, or the square loss. In other words, in sufficiently overparameterized settings, with
high probability every training data point is a support vector, and so there is no difference between regression
and classification from the optimization point of view. On the other hand, we show that the choice of test
loss function results in a significant difference between classification and regression tasks. In particular,
we identify truly overparameterized regimes for which predictors will generalize poorly for regression tasks
(measured by the squared loss), but well for classification tasks (measured by the 0-1 loss).
Our technical contributions are described in more detail below.
Our contributions. Our study investigates differences and commonalities between classification and re-
gression, using the overparameterized linear model with Gaussian features. On the side of commonality, we
connect the hard-margin-maximizing SVM to the minimum-`2-norm interpolator of classification training
data (i.e. binary labels), by showing that they are identical once the degree of “effective overparameteriza-
tion” is sufficiently large (Theorem 1). This shows that, contrary to the prevailing low-dimensional intuition,
there is no difference between maximum margin and least-squares solutions in high-dimensional settings. In
particular, using the appropriate optimization methods, minimizing the logistic, hinge, and squared loss yield
exactly identical predictors.
In contrast, we show that the choice of loss function used on test data yields significant differences
between classification and regression. Depending on the extent of “effective overparameterization”, the
same minimum-norm solution can succeed at both regression and classification, succeed at classification and
fail at regression, or fail at both (Theorem 2). The intermediate regime of special interest is the one for
which minimum-`2-norm interpolators generalize poorly in regression tasks, but well in classification tasks.
Underlying these results is a sharp non-asymptotic analysis of the minimum-`2-norm interpolator for the
classification task. We conceptually link the techniques introduced in recent analysis of this interpolator for
the regression task [4] to the classification task, using a signal-processing (Fourier-theoretic) interpretation
of the overparameterized regime that was introduced in [29]. This constitutes a first analysis of this type
for classification tasks, providing non-asymptotically matching upper and lower bounds. In Section 6, we
demonstrate that the existing upper bounds, based on training data margin, fail to produce meaningful results
or useful intuition in our setting.
2 Related work
The phenomenon of overparameterization and interpolation yielding significantly improved empirical perfor-
mance across a variety of models as well as tasks [32, 46, 18, 7] has received significant research attention
over the last few years. In this section, we contextualize our results in this research landscape.
2For example, Hastie, Tibshirani and Friedman say, on page 194 of their popular machine learning textbook [16], that “a
model with zero training error is overfit to the training data and will generalize poorly.”
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2.1 The role of the training loss function (and optimization algorithm)
At a high level, any solution obtained in an overparameterized regime that generalizes well must have some
sort of regularization, i.e. special structural constraints on the values it can take. Thus, we need to understand
the influence of the choice of training loss function on the resulting solution and its generalization guarantee.
In the overparameterized regime, there are infinitely many solutions that interpolate training data, and
indeed even more that separate discretely labeled data. Thus, characterizing the implicit regularization [23,
38, 21, 45, 30] induced by the choice of optimization algorithm is important to understand properties of the
obtained solutions. For the linear model, we have a concrete understanding of the solutions obtained by the
most common choices of training loss functions:
1. If we minimize the logistic loss using gradient descent on separable training data3, we will converge to
the hard-margin SVM [23, 38].
2. If we minimize the squared loss on training data using an overparameterized model, we will converge
to the minimum-`2-norm interpolation [14, Theorem 6.1] provided the initialization is equal to zero.
As mentioned in the introduction, conventional wisdom recommends the choice of the logistic loss, or the
hinge loss, for classification tasks. It is sometimes implied (without theoretical justification) that instead
minimizing the squared loss would be suboptimal for generalization. However, our first main result (The-
orem 1) shows that with sufficient overparameterization, the SVM itself interpolates the binary labels —
as pictured in Figure 1, this implies an equivalence in solutions corresponding to several choices of training
loss function. Moreover, our subsequent Theorem 2 shows that the interpolating solution generalizes well in
classification tasks, for a wide range of overparameterized regimes. And when it does generalize poorly, so
does the SVM! These results add theoretical weight to the empirical evidence [34, 33] that the hinge loss
(and, by extension, the cross-entropy loss) is not necessarily the superior choice for classification tasks.
Our Theorem 1 establishes a link between the hard-margin SVM and the minimum-`2-norm interpolation
by exhibiting an overparameterized and separable setting where every training example is a support vector.
Previous works of have related the number of support vectors in soft-margin SVM and the Bayes risk and
conditional probability estimation [39, 6], but do not apply to the hard-margin SVM on separable data sets.
The SVM maximizes training data margin in feature space. Theoretical analyses of generalization error
as a function of the margin have been proposed to explain the success of models such as boosting and
neural networks [36, 1, 2]. Explanations based on margin bounds are sometimes credited, in a heuristic
manner, for the empirical success of interpolated models in classification tasks. This is, in fact, a misleading
explanation; in Section 6, we provide experimental evidence for the tautology of generalization upper bounds
as a function of the feature-space margin, when applied to sufficiently overparameterized models. This
evidence corroborates the recent perspectives on modern ML which argue against generalization bounds
that tie training loss to the expected loss on test data [9, 31]. We instead favor a first-principles approach
to analyzing high-dimensional models for classification, inspired by recent progress in regression.
2.2 Insights from least-squares regression
The recently observed phenomenon of double descent [18, 7] made concrete explicit empirical benefits of
overparameterization. Subsequent work [4, 8, 22, 26, 29, 27] has identified theoretical conditions under which
overparameterization and interpolation can be helpful, or at the very least, harmless in linear regression with
different feature families. The main insight can be crystallized as follows: for overparameterized solutions to
interpolate “benignly”, the feature family needs to satisfy a delicate balance between having a few important
directions that favor the true signal (unknown function), and a large number of unimportant directions that
absorb the noise in a harmless manner. This trade-off was explored both for minimum-`2-norm [4, 8, 22, 26,
29, 27] and minimum-`1-norm interpolations [29, 27].
3The implicit bias has also been characterized for the more difficult non-separable case [23], but we focus here on separable
data as this will always be the case for an overparameterized setting.
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Logistic loss Squared loss
Hard-margin SVM Min `2-norm interpolation
Theorem 1, this paper
Gradient Descent,
initialized at 0 [14]
Gradient Descent
[23], [38]
Figure 1: Equivalence of training procedures in overparameterized settings. Theorem 1 in this paper high-
lights exact equivalence with high probability between the hard-margin SVM and minimum-`2-norm interpo-
lation under sufficient effective overparameterization.
In this paper, we build on these insights from regression tasks, to show that overparameterized models
can similarly generalize well for classification tasks. In fact, it turns out that the conditions for classification
are milder, and there is an intermediate regime of overparameterization where the regression problem is
“hard” — but the classification problem is “easy”. Focusing on the well-specified case, we show that the
balance between preserving signal and absorbing noise does not have to be as delicate for classification tasks
as it is for regression tasks. This conclusion cannot be made directly from the regression analyses, as 0-1
classification error is quite different form the mean-squared regression error. To bridge the gaps, we critically
use a signal processing perspective on the overparameterized regime that was first developed in [29], where
the conditions for low test error are linked to notions of survival of the true features and contamination by
falsely discovered features. We will see (in Section 5.2) that these same quantities show up explicitly in the
analysis of classification test error.
2.3 Recent work on high-dimensional classification/logistic regression
High-dimensional logistic regression and classification are naturally closely connected, and statisticians have
studied the former in a number of contexts. Properties of penalized maximum likelihood estimators in
overparameterized logistic regression have received substantial attention (an incomplete list is [11, 42, 24,
15]). Here, the penalty, or regularizer, is typically in `1-norm and its relatives, and the studied solutions do
not interpolate training data. In contrast, our focus is on classification problems — thus the properties of
the `2-margin-maximizing support-vector-machines, and moreover we make explicit connections to solutions
that interpolate binary labels. Most pertinent to our setting, we acknowledge a recent line of work [13, 28]
that identifies precise asymptotics for the generalization error of the SVM as a function of the overparame-
terization factor. The main technical tool common to these works is the convex Gaussian min-max theorem
(CGMT) [40], a generalization of Gordon’s min-max theorem [20] that has seen substantial application to
obtain precise asymptotics in high-dimensional regression. It is worth noting that these elegant analyses
specifically assume isoropic featurization, and do not study the ramifications of anisotropy, which is known
to be critical for good generalization of `2-regularized solutions.
3 Setup
We begin with some basic notation. Thereafter, we describe the setup for training and test data, evaluation
of classification and regression tasks, and choices of featurization (in that order).
3.1 Basic notation
We describe basic notation for vectors, matrices, and functions.
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3.1.1 Vector and matrix notation
Let ei represent the i
th standard basis vector (with the dimension implicit). For a given vector v, the
functional sgn(v) denotes the sign operator applied element-wise. Let µi(M) denote the i
th largest eigenvalue
of positive semidefinite matrix M, and µmax(M) and µmin(M) denote in particular the maximal and minimal
eigenvalue respectively. Further, we use ||M||op, tr(M) and ||M||F to denote the operator norm, trace norm,
and Frobenius norm respectively.
3.1.2 Function-specific notation
For two functions f(n) and g(n), we write f  g iff there exist universal positive constants (c, C, n0) such
that
c
∣∣g(n)∣∣ ≤ ∣∣f(n)∣∣ ≤ C∣∣g(n)∣∣ ∀n ≥ n0.
(In most places where we apply the above inequality, the functions f and g are positive valued and so we
automatically drop the absolute value signs.)
3.2 Data
Let X denote (abstractly) the space of input data. For classification, our training data are input data-binary
label pairs (X1, Y1), . . . , (Xn, Yn) taking values in X × {−1,+1}; for regression, the training data are input
data-real output pairs (X1, Z1), . . . , (Xn, Zn) taking values in X ×R. We assume that there is a feature map
φ : X → Rd, target linear function parameterized by α∗ ∈ Rd, and label noise parameter 0 ≤ ν∗ < 1/2 such
that for every i ∈ {1, 2, . . . , n}, we have
Zi = 〈φ(Xi), α∗〉 and (1)
Yi =
{
sgn(Zi) with probability (1− ν∗)
−sgn(Zi) with probability ν∗.
(2)
Here, the feature map φ is known, but the target parameter α∗ (which we refer to as the signal) is unknown.
We denote φ(x) =
[
φ1(x) . . . φd(x)
]
for x ∈ X , i.e. φj(x) is the value of the jth feature in φ(x).
We will consider the training data {Xi}ni=1 to be mutually independent and identically distributed (iid).
Let Σ = E[φ(X)φ(X)>] denote the covariance matrix of the feature vector φ(X) for X following the same
distribution as Xi. We assume Σ is invertible, so its square-root-inverse Σ
−1/2 exists.
We define shorthand notation for the training data: let
Φtrain : =
[
φ(X1) φ(X2) · · · φ(Xn)
]> ∈ Rn×d
denote the data (feature) matrix; Ztrain :=
[
Z1 . . . Zn
]> ∈ Rn denote the regression output vector;
and Ytrain :=
[
Y1 . . . Yn
]>
denote the classification output vector. Note that if there is no label noise
(i.e. ν∗ = 0), then we have Ytrain = sgn(Ztrain).
3.3 Classification, regression, and interpolation
The overparameterized regime constitutes the case in which the dimension (or number) of features is greater
than the number of samples, i.e. d ≥ n. We define the two types of solutions that we will primarily consider
in this regime, starting with interpolating solutions.
Definition 1. We consider solutions α that satisfy one of the following feasibility conditions for interpolation:
Φtrainα = Ytrain or (3a)
Φtrainα = Ztrain (3b)
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In particular, we denote the minimum-`2-norm interpolation on binary labels as
α̂2,binary := arg min
α∈Rd
‖α‖2 s.t. Equation (3a) holds.
Similarly, we denote the minimum-`2-norm interpolation on real labels as
α̂2,real := arg min
α∈Rd
‖α‖2 s.t. Equation (3b) holds.
Recall from our discussion in Section 2.1 that these interpolations arise from minimizing the squared loss
on training data. If we instead minimized the logistic or hinge loss, we would obtain the hard-margin support
vector machine (SVM), defined below.
Definition 2. For linearly separable data, the hard-margin Support Vector Machine (SVM) is α̂SVM ∈ Rd,
defined by
α̂SVM := arg min
α∈Rd
‖α‖2
s.t. Yiφ(Xi)
>α ≥ 1 for all i = 1, . . . , n. (4)
Note that data is defined to be linearly separable iff the constraints in Equation (4) can be feasibly satisfied
by some parameter vector α.
As long as d ≥ n, any solution that interpolates the binary labels {Yi}ni=1 satisfies Equation (4) with
equality. Thus, in the overparameterized regime, the training data is trivially linearly separable. Note,
however, that the feasibility constraints do not require the SVM solution to interpolate the binary labels.
The standard metrics for test error in regression and classification tasks are, respectively, the mean-
squared-error (MSE) and classification error, defined as follows. In these definitions, we have ignored the
irreducible error terms arising from possible additive noise in real outputs and label noise in binary outputs
respectively. This reflects the practical goal of all prediction to get the underlying true output right, as
opposed to matching noisy measurements of that underlying true output.
Definition 3. The excess mean-squared-error (MSE) of α̂ ∈ Rd is
R(α̂) := E[〈φ(X), α∗ − α̂〉2]. (5)
The excess classification error of α̂ ∈ Rd is given by
C(α̂) := E
[
I
[
sgn(〈φ(X), α∗〉) 6= sgn(〈φ(X), α̂〉)]]
= Pr
[
sgn(〈φ(X), α∗〉) 6= sgn(〈φ(X), α̂〉)] . (6)
Here, all expectations (and ensuing probabilities) are only over the random sample X of test data. As
is standard, we will characterize the regression and classification test errors with high probability over the
randomness in the training data {Xi, Yi}ni=1.
As a final comment, we will typically construct an empirical estimate of both test error metrics from
ntest test samples of data drawn without any label noise. This is for ease of empirical evaluation.
3.4 Featurization
We broadly consider zero-mean Gaussian featurization, i.e. for every i ∈ {1, . . . , n}, we have
φ(Xi) ∼ N (0,Σ). (7)
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We denote the spectrum of the (positive definite) covariance matrix Σ by the vector λ :=
[
λ1 . . . λd
]
,
where the eigenvalues are sorted in descending order, i.e. we have λ1 ≥ λ2 ≥ . . . ≥ λd > 0.
Throughout, we will consider various overparameterized ensembles obtained by scaling the covariance
parameter Σ as a function of both the number of training data points, n, and the number of features, d.
We theoretically characterize the performance of solutions for classification and regression tasks using two
representative ensembles, defined below.
Definition 4 (Isotropic ensemble(n, d)). The isotropic ensemble, parameterized by (n, d), considers isotropic
Gaussian features, Σ = Id. For this ensemble, we will fix n and study the evolution of various quantities as
a function of d ≥ n.
Note that the isotropic ensemble constitutes the “maximal” level of effective overparameterization (as
defined in the second effective rank in [4]) for a given choice of (n, d).
Definition 5 (Bi-level ensemble(n, p, q, r)). The bi-level ensemble is parameterized by (n, p, q, r), where4
p > 1, 0 < r < 1 and 0 < q < (p− r). In particular, this ensemble sets parameters
d := np
s = nr and
a = n−q.
The covariance matrix of the Gaussian features Σ(p, q, r) is set to be a diagonal matrix, whose entries are
given by:
λj =
{
ad
s , 1 ≤ j ≤ s
(1−a)d
d−s , otherwise.
For this ensemble, we will fix (p, q, r) and study the evolution of various quantities as a function of n.
The bi-level covariance matrix is essentially parameterized for a choice for the top s eigenvalues and the
bottom (d − s) eigenvalues, with the sum of eigenvalues being invariant(equal to d). The parameters of
critical importance are p, which determines the extent of overparameterization (i.e. number of features), r,
which determines the number of larger eigenvalues, and q, which determines the relative values of larger and
smaller eigenvalues (all as a function of the number of training points n). We make a few remarks below on
this ensemble.
Remark 1. This bi-level ensemble is inspired by the study of estimation of high-dimensional spiked covariance
matrices (for e.g. [44]) when the number of samples is much smaller than the dimension. In these spiked
matrices, the parameter s is typically set to a constant (that does not grow with n), and the top s eigenvalues
are highly spiked with respect to the other (d − s) eigenvalues. In fact, it is assumed that there exists a
universal positive constant C, such that the smaller eigenvalues are bounded and the top (larger) eigenvalues
grow with (d, n) in the following way:
λj ≥ d
Cn
for all j ∈ {1, . . . , s} (8a)
λj ≤ C for all j ∈ {s+ 1, . . . , d}. (8b)
Under these conditions, the ratio of the top to the bottom eigenvalues grows as Ω
(
d
n
)
, and Wang and Fan [44]
show that the top s estimated eigenvalues of the high-dimensional covariance matrix can be estimated reliably
from samples, even when less than the dimension (i.e. n < d). This condition, which is also critical for good
4We restrict (p, q, r) to this range to ensure that a) the regime is truly overparameterized (choice of p), b) the eigenvalues of
the ensuing covariance matrix are always positive and ordered correctly (choice of q), c) the number of “high-energy” directions
is sub-linear in n (choice of r).
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generalization5 in regression problems, can be verified to be equivalent to the condition q ≤ (1 − r) in our
bi-level ensemble (see Theorem 2 for a full statement). Our definition of the bi-level ensemble allows further
flexibility in the choice of these parameters, and we will later show that classification tasks can generalize
well even in the absence of this condition.
Remark 2. The bi-level ensemble can be verified to match the isotropic ensemble (Definition 4) as a special
case when the parameters are set as q + r = p. This case represents the maximal level of effective overpa-
rameterization, and in general we take q ≤ (p− r) to ensure correct ordering of the eigenvalues. The smaller
the value of q, the less the effective overparameterization.
Remark 3. We know that for “benign overfitting” [4] of additive noise to occur in regression problems, we
need to have sufficiently many (growing super-linearly in n) “unimportant” directions, corresponding to the
lower level of eigenvalues. The choice of parameters p > 1 and r < 1 ensures that the number of such
“unimportant” directions is equal to (d− s) = (np − nr)  n, and so the bi-level ensemble as defined does
not admit the regime of harmful overfitting of noise for any choice of parameters (p, q, r). This allows us to
isolate signal shrinkage as the principal reason for large regression error, and also study the ramifications of
such shrinkage for classification error.
In addition to the above, we empirically study (in Section 6) the behavior of various quantities for two
other ensembles defined below, both of which have been previously studied in regression tasks.
Definition 6 (“Weak features” ensemble). This ensemble is an extreme6 simplification of feature families
introduced by [8, 22, 26], all of which admit an explicit benefit of overparameterization in generalization for
regression tasks. We consider random variables U ∼ N (0, σ2In) and Wi i.i.d. ∼ N (0, Id) for i ∈ {1, . . . , n}.
Then, for a given value of d > n, we define the input features as
φ(Xi) = Ui1 + Wi. (9)
For this ensemble, we will fix n and study the evolution of various quantities as a function of d. In
particular, we still study the ramifications of model mis-specification under this ensemble, i.e. the true
unknown function Zi = Ui cannot be perfectly represented by a linear combination of these features for any
finite value of d.
Definition 7 (“Polynomial decay of eigenvalues” ensemble). This ensemble is inspired by commonly chosen
reproducing kernel Hilbert spaces and is parameterized by m ≥ 0. We set the spectrum of the covariance
matrix Σ to be
λk =
1
km
for all k ∈ {1, 2, . . . , d}. (10)
For this ensemble, we will fix (n, d) and study the evolution of various quantities as a function of the
parameter m.
4 Approximating the SVM by exact interpolation
From the optimization objective and constraints defined in Equation (4), we can see that there is a continuum
of margins, defined by |φ(Xi)>α − Yi|, that is possible for each training data point. Thus, unlike in least-
squares regression, even obtaining an exact expression for the margin-maximizing SVM solution, α̂SVM,
appears difficult in the overparameterized regime.
The heart of our approach to tractably analyzing the SVM involves making an explicit link to minimum-
`2-norm interpolation, by showing that all the training data points usually become support vectors in a
5In particular, avoiding signal shrinkage, as also shown in [4].
6The use of the constant “1” here is intended to exaggerate the underlying issue.
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(a) Isotropic features with n = 32 fixed.
Equation (12) would require d ≥ 1141.
(b) Bi-level ensemble with (n = 529, d = 12167)
fixed and parameters (p = 3/2, r = 1/2) fixed. As
the parameter q increases, the fraction of support
vectors increases.
Figure 2: Experimental illustration of Theorem 1 for Gaussian features: fraction of the training points that
are support vectors increases as effective overparameterization increases.
sufficiently overparameterized regime. We actually first identified this phenomenon in visualizations of the
SVM and the minimum-`2-norm interpolation using Fourier features on one-dimensional data; details of
this auxiliary experiment are contained in Appendix A. The number of support vectors was also recently
empirically observed7 to increase with the number of model parameters [37]. In fact, we believe that these
ideas are spiritually connected to the well-known folk wisdom that the number of support vectors tends to
proliferate when increasing the “bandwidth” of kernels like the radial basis function (RBF) kernel.
Such a phenomenon, when true, explicitly links the concept of support-vector-machines with a positive
margin constraint to exact interpolation of the training data labels, and suggests a roadmap to analyzing the
generalization error of the SVM by analyzing the latter solution (which we do subsequently in Section 5). We
show in the theorem below that this phenomenon manifests with high probability provided there is sufficient
effective overparameterization.
Theorem 1. Under Gaussian featurization, and for sufficiently large number of training points n, the
solution α̂SVM to the optimization problem in Equation (4) satisfies the binary label interpolation constraint
(Equation (3a)) with probability at least
(
1− 2n
)
for the following condition on the spectrum of the covariance
matrix Σ:
||λ||1 ≥ 72
(
||λ||2 · n
√
lnn+ ||λ||∞ · n
√
n lnn+ 1
)
. (11)
Furthermore, for the isotropic ensemble in particular (Definition 4), the same (high-probability) statement
holds provided that
d > 10n lnn+ n− 1. (12)
Theorem 1 is proved in Appendix C. Both conditions are proved by showing that a complementary
slackness condition on the dual of the SVM optimization problem holds with high probability — where the
7There, the interest was primarily in showing that the number of support vectors constrains the complexity of the learned
model and can be related to generalization performance. Our results here show that good generalization is possible even when
everything becomes a support vector.
9
conditions differ is in the application of concentration bounds. The condition in Equation (11) is proved
using a broadly applicable “epsilon-net” argument to bound the operator norm of a random matrix, while the
sharper condition in Equation (12) leverages Gaussian isotropy and precise properties of the inverse Wishart
distribution. Interestingly, note that Theorem 1 does not make any assumptions on how the labels {Yi}ni=1
were generated — this could be completely arbitrary. Assuming a particular data-generating mechanism
would, if anything, increase the proliferation of support vectors.
We now make a couple of remarks on the result for the isotropic and the bi-level ensemble.
Remark 4. Plugging in the condition in Equation (11) into the bi-level ensemble (Definition 5), the following
conditions on (p, q, r) are sufficient for all training points to become support vectors with high probability
(see Appendix C.2 for a full calculation):
p > 2 and (13a)
q >
(
3
2
− r
)
. (13b)
There is an intuitive interpretation for each of these conditions in light of the second “effective rank”
condition that is sufficient for benign overfitting [4] of noise (although our proof technique is quite different).
First, the condition p > 2 mandates an excessively large number of unimportant directions, i.e. corresponding
to lower-level (smaller) eigenvalues ((np − nr) of them). Second, the condition q > ( 32 − r) mandates that
the ratio between the important directions, i.e. higher-level eigenvalues, and the unimportant directions,
is sufficiently small — thus, the unimportant directions are sufficiently weighted. This second condition
appears to be strictly stronger than what is required for benign overfitting of noise.
Equation (13) is quite strong as a sufficient condition, but nevertheless admits non-trivial regimes for
which classification can generalize well or poorly (see the text accompanying Theorem 2 for a full discussion).
However, there is ample evidence to suggest that the sufficiency in this condition certainly does not imply
necessity. Notably, Figure 2(b) shows that with a choice of parameterization (p = 3/2, r = 1/2), the fraction
of support vectors becomes equal to 1 around when q ≥ 0.7. This choice of parameters for the bi-level
ensemble clearly violates both conditions in Equation (13). Thus, the empirical proliferation of support
vectors is even better than our theory predicts. It remains an important (and likely technically difficult)
direction for future work to tighten the condition in Equation (11). We say a little more about this in the
next remark.
Remark 5. Another way in which to see that the condition (11) is stronger than it needs to be is by specializing
to the isotropic ensemble (Definition 4). (This also corresponds to the choice of parameter (q + r) = p in
the bi-level ensemble.) Observe that Equation (12) would only require p > 1 for the bi-level ensemble and
isotropy of features, clearly, a much sharper condition than Equation (13). Figure 2(a) shows agreement
with this theory for the isotropic ensemble with n = 32. While even here, there is a proliferation of support
vectors for even smaller values of d than Equation (12) predicts, there is considerable agreement with our
theory. As detailed in Appendix C, the proof of the sharper condition in Equation (12) is quite different, and
uses specific technical properties of the inverse Wishart matrix to obtain much sharper scalings. It appears
difficult to extend these ideas to anisotropic distributions (like the bi-level ensemble)8.
From this section, we have identified an interesting phenomenon by which the majority of training points
become support vectors with sufficient effective overparameterization. Moreover, this phenomenon is even
more prevalent empirically than our current theory predicts.
5 Generalization analysis for interpolating solution with Gaussian
features
In Section 4, we showed that the SVM solution often exactly corresponds to the minimum-`2-norm inter-
polation on binary labels, denoted by α̂2,binary. In this section, we attempt an approximate characterization
8This is mostly owing to the lack of a closed-form distribution on sums of unequally weighted chi-squared random variables.
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of the ensuing classification error of this interpolation. Our hope is that we can leverage comprehensive
analyses of minimum-`2-norm interpolation for least-squares regression [4, 29]. However, it turns out that
direct plug-ins of these analyses do not work for a number of reasons:
1. Even in the absence of label noise, we would have Yi = sgn(φ(Xi)
>α∗). Thus, the effective “noise” in
the data is not easily expressible in additive form — such a naive expression would result in additive
noise that is highly dependent on the features. This resists a clean decomposition of generalization
error into the error arising from signal identifiability (or lack thereof) + error arising from overfitting
of noise, as in [4].
2. For a given interpolation α̂, the expression for classification error is distinctly different from mean-
squared-error (we will see this explicitly in Theorem 1). In particular, we will see that characterizing
this expression sharply requires novel analysis of the individual recovered coefficients as a result of
interpolation.
Our analysis is subsequently non-trivial to engage with both of these difficulties, and directly addresses
both of them by analyzing the minimum-`2-norm interpolator of binary labels from first principles. This is,
roughly speaking, in two steps: first, by characterizing the expected generalization error in terms of 0 − 1
classification loss for any solution (regardless of whether it interpolates or not) as a function of survival and
contamination factors; second, by obtaining sharp characterizations of these factors for the minimum-`2-norm
interpolator of binary labels.
5.1 Setup and result
We state our main result for this section in the context of the bi-level ensemble (Definition 5). We fix
parameters p > 1 (which represents the extent of artificial overparameterization), and r ∈ [0, 1) (which sets
the number of preferred features), and q ∈ [0, p− r] (which controls the weights on preferred features, thus
effective overparameterization); and study the evolution of regression and classification losses as a function
of n. For the purpose of this section, we denote the regression and classification test losses under the bi-level
ensemble as R(α̂2,real;n) and C(α̂2,binary;n), to emphasize that these losses vary with n.
In addition to this and the broad setup as described in Section 3, we make a 1-sparse assumption on the
unknown parameter vector α∗, as described below.
Assumption 1 (1-sparse linear model). Recall that the bi-level ensemble sets s := nr. For a given9 t ∈
{1, . . . , s}, we assume that α∗ = 1√
λt
· et, i.e. the parameter vector α∗ is 1-sparse.
Assumption 1 is most useful to for us to derive clean expressions for regression and classification error in
terms of natural notions of “survival” and “contamination, as detailed subsequently in Section 5.2. While this
assumption appears rather strong, it is actually almost without loss of generality within the bi-level ensemble
for analyzing the performance of minimum-`2-norm interpolation specifically. If the true parameter vector
α∗ has support only within the s favored directions, then we can choose another orthonormal coordinate
system in which this α∗ is only along the first direction. Because minimum-`2-norm interpolation does not
care about orthonormal coordinate changes and such a change will not change the underlying covariance
matrix, we just assume 1-sparsity to capture the representability of the true model by the favored features.
Under Assumption 1, we now show the existence of a regime (corresponding to choice of (p, q, r) above)
for which the regression test loss stays prohibitively high, but the classification test loss goes to 0 as n→∞.
(We also derive non-asymptotic versions of these results in Appendix E, but only state the asymptotic results
here for brevity.)
Theorem 2. Assume that the true data generating process is 1-sparse (Assumption 1). For the bi-level
covariance matrix model, the limiting classification and regression error of the minimum-`2-norm interpola-
tion (of binary labels and real labels respectively) converge in probability, over the randomness in the training
data, as a function of the parameters (p, q, r) in the following way:
9The intuition for this condition, also motivated in prior analyses of minimum-`2-norm interpolation [29], is that for any
reasonable preservation of signal, the true feature needs to be sufficiently preferred, therefore weighted highly.
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1. For 0 ≤ q < (1− r), we have
lim
n→∞R(α̂2,real;n) = 0,
lim
n→∞ C(α̂2,binary;n) = 0.
In this regime, both regression and classification generalize well.
2. For (1− r) < q < (1− r) + (p−1)2 , we have
lim
n→∞R(α̂2,real;n) = 1,
lim
n→∞ C(α̂2,binary;n) = 0.
In this regime, classification generalizes well but regression does not.
3. For (1− r) + (p−1)2 < q ≤ (p− r), we have
lim
n→∞R(α̂2,real;n) = 1,
lim
n→∞ C(α̂2,binary;n) =
1
2
.
In this regime, the generalization is poor for both classification and regression.
Figure 3 shows the evolution of classification and regression error as a function of the parameter q, fixing
p = 3/2 and r = 1/2. The classification error is plotted for both the SVM and the minimum-`2-norm
interpolation — as we expect from Theorem 1, these are remarkably similar.
The new regime of principal interest that we have identified is values of q ∈ (1− r, 1− r+ p−12 ) for which
classification generalizes, but regression does not. The entire proof of Theorem 2 is deferred to Appendices D
and E, but we briefly illustrate intuition for this discrepancy between classification and regression tasks in
Section 5.2. In particular, we will see that good generalization for classification requires a far less stringent
condition on coefficient recovery than regression.
We now provide some intuition for the scalings described in Theorem 2 for the bi-level ensemble.
Remark 6. Observe that in this ensemble, regression tasks generalize well iff we have q < (1 − r), which
is a condition directly related to signal preservation. Recall that for fixed values of (p, r), the parameter q
controls the relative ratio of the larger eigenvalues to the smaller eigenvalues (corresponding to unimportant
directions). The higher the value of q, the smaller this ratio, and the harder it is to preserve signal. The results
on “benign overfitting” [4] upper bound the contribution of (bounded `2-norm) pure signal to regression error.
This upper bound can also be verified to decay with n iff we have q ≤ (1 − r). It is easy to see10 that the
special case of 1-sparsity in the signal (i.e. Assumption 1) yields the worst possible regression error over all
bounded-norm signals, essentially matching the upper bound11 as shown in Theorem 2. Furthermore, as we
already remarked on Definition 5, the bi-level ensemble is designed to always avoid harmful noise overfitting.
(We will, however, see in the next remark that the rate of effective noise absorption is important.)
Remark 7. The regime that we have identified that is of principal interest is intermediate values of q, i.e.
(1 − r) < q < (1 − r) + (p−1)2 . This highlights a fascinating role that overparameterization, in the form of
the parameter p, plays in allowing the good generalization of interpolating solutions in classification tasks.
Recall that the larger the value of p, the larger the total number of features d = np. Thus, there are several
10For intuition on why this is the case, see the illustration of signal shrinkage in Figure 4. Essentially, minimum-`2-norm
spreads the overall signal energy across all of the features, and the case for which this is the worst possible outcome is when all
of the signal is contained in one feature.
11Note that the signal-processing perspective on minimum-`2-norm interpolation in [29] recovers this exact scaling for the
1-sparse case for the case of Fourier features.
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Figure 3: Comparison of test classification and regression error on solutions obtained by minimizing different
choices of training loss on the bi-level ensemble (n = 529, d = 12167 fixed, parameters (p = 3/2, r = 1/2)
fixed). The dashed green curve corresponds to α̂2,real (Equation 3b), the orange curve corresponds to α̂2,binary
(Equation 3a), and the solid blue curve corresponds to α̂SVM (Equation 4).
“unimportant directions” in the bi-level ensemble all corresponding to the smaller eigenvalue — which helps
in harmless absorption of effective noise. In the proof of Theorem 2, we will identify an explicit mechanism
by which having many unimportant directions helps in good generalization for classification, even though
the signal is not preserved. At a high level, this mechanism constitutes the spreading out of attenuated
signal across several features in a relatively “harmless” way, to exhibit minimal influence on classification
performance. In fact, this influence is quantified by a notion of “contamination” by falsely discovered features
(defined in Section 5.2) that can be directly linked to the contribution of noise overfitting to regression error.
Finally, we remark that Theorem 2 provides a connection between classification and regression test error
when both tasks are solved using the minimum-`2-norm interpolation, i.e. minimizing the squared loss on
training data. Since we explicitly linked the minimum-`2-norm interpolation and the SVM in the preceding
Section 4, it is natural to ask whether the generalization results in Theorem 2 help us directly compare the
SVM for classification tasks and the minimum-`2-norm interpolation for regression tasks. We can indeed do
this in a slightly more restricted regime of the bi-level ensemble, described below.
Corollary 1. Consider the bi-level ensemble with p > 2. Then, the classification error of the SVM (on
binary labels), and the regression error of the minimum-`2-norm interpolation (on real labels), converge in
probability as follows:
1. For
(
3
2 − r
)
< q < (1− r) + (p−1)2 , we have
lim
n→∞R(α̂2,real) = 1,
lim
n→∞ C(α̂SVM) = 0.
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2. For (1− r) + (p−1)2 < q ≤ (p− r), we have
lim
n→∞R(α̂2,real) = 1,
lim
n→∞ C(α̂SVM) = 1.
Observe that Corollary 1 directly follows from plugging in the condition required in the bi-level ensemble
for all training points usually becoming support vectors (Equation (13)), and noting that for p > 2, we have
(1− r) + (p− 1)
2
> (1− r) + 1
2
=
(
3
2
− r
)
.
Importantly, we have identified that even highly overparameterized regimes, in which all training points
become support vectors, can yield good generalization for classification tasks when the hard-margin SVM is
used! It is worth noting that our techniques do not help in analyzing the generalization error of the SVM
when support vectors do not proliferate. This is an intriguing direction for future research.
5.2 Path to analysis: Classification vs regression test error
The first step to proving Theorem 2 is obtaining clean expressions for both classification and regression
test error. The 1-sparsity assumption that we have made on the unknown signal enables us to do this as
a function of natural quantities corresponding to the preservation of the true feature (survival) and the
pollution due to false features (contamination). If we assume that the real labels are generated by the tth
feature, α∗t , then we can define these quantities for any solution α̂. First, as classically observed in statistical
signal processing, the estimated coefficient corresponding to the true feature α∗t will experience shrinkage
and be attenuated by a factor that we denote as survival. From Assumption 1, we defined α∗ := 1√
λt
· et,
and so we have
SU(α̂, t) =
αˆt
α∗t
=
√
λtαˆt (14)
Second, we have the false discovery of features. We measure the effect of this false discovery for prediction
on a test point X by a contamination term:
B =
d∑
j=1,j 6=t
αˆjφj(X). (15)
Recall that X is random, and the features φ(X) are zero-mean. Therefore, B is a zero-mean random
variable. Accordingly, we can define the standard deviation of the contamination term on a test point as
below:
CN(α̂, t) =
√
E [B2]
=
√√√√ d∑
j=1,j 6=t
λjαˆ2j . (16)
where the last step follows from the orthogonality of the d features. Figure 4(a) illustrates the concepts of
survival and contamination precisely for the 1-sparse case. In Figure 4(b), we see how these concepts would
qualitatively manifest more generally when the underlying signal is hard-sparse.
We state and prove the following proposition, which directly expresses regression and classification test
loss in terms of these terms.
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(a) Illustration for 1-sparse signal (Assumption 1). (b) Actual signal “bleed” and “contamination” for
30000 isotropic Gaussian features, and 1000
samples of 500-sparse signal.
Figure 4: Illustrations of survival and contamination factors that affect both classification and regression
test error.
Proposition 1. Under the 1-sparse noiseless linear model, the regression test loss (excess MSE) is given by:
R(α̂) = (1− SU(α̂, t))2 + CN2(α̂, t). (17)
and the classification test loss (excess classification error) is given by:
C(α̂) = 1
2
− 1
pi
tan−1
(
SU(α̂, t)
CN(α̂, t)
)
. (18)
We can think of the quantity SU(α̂, t)/CN(α̂, t) as the effective “signal-to-noise ratio” for classification
problems.
Proof. We first prove Equation (17). Recall that for any estimator α̂, the excess MSE is given by
R(α̂) : = E[(〈φ(X), α∗ − α̂〉)2]
=
d∑
j=1
λj(α
∗
j − αˆj)2,
and then substituting in the 1-sparse Assumption 1 gives us Equation (17).
Next, we prove Equation (6). Since φ(X) = Σ1/2W for W = (W1, . . . ,Wd) ∼ N (0, Id), we can write
φ(X)>α∗ = Wt and φ(X)>α̂ =
∑d
j=1
√
λjWjαˆj . Thus, the excess classification error of α̂ is given by
C(α̂) = P
(
φ(X)>α̂φ(X)>α∗ ≤ 0
)
= P
√λtαˆtW 2t +Wt ·∑
j 6=t
√
λjαˆjWj ≤ 0
 .
Now, the random sum
∑
j 6=t
√
λjαˆjWj has a Gaussian distribution with mean zero and variance CN(α̂, t)
2.
Since the {Wj}dj=1 are independent, the classification test error of α̂ is the probability of the following event:
SU(α̂, t)U2 + U · CN(α̂, t)V ≤ 0,
where U and V are independent standard Gaussian random variables. This event is equivalently written as
V
U
≤ − SU(α̂, t)
CN(α̂, t)
.
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Since V/U follows the standard Cauchy distribution with cumulative distribution function F (t) = 12 +
1
pi tan
−1 (t), the claim follows.
Equations (17) and (18) give us an initial clue as to why classification test error can be easier to minimize
than regression test error. For the right hand side of Equation (17) to be small, we need SU → 1 to avoid
shrinkage, as well as CN→ 0 to avoid contamination. However, for the right hand side of Equation (18) to
be small, we only require the ratio of contamination to survival to be small (i.e. CN/SU→ 0). Clearly, the
former condition directly implies the latter, showing that classification is “easier” than regression.
Theorem 2 is proved fully in Appendices D and E in the following series of steps:
1. Matching (non-asymptotic) upper and lower bounds are proved on both survival and contamination
for interpolation of both real and binary labels. The full statements for these bounds are contained in
Theorems 4 and 5 in Appendix D.1.
2. These bounds are substituted into the bi-level ensemble to get asymptotic scalings for classification
and regression test error (Appendix E).
The bulk of the technical work is involved in proving the matching bounds on survival and contamination,
i.e. Theorems 4 and 5. These proofs build on the techniques provided in [4], particularly making use of
fundamental concentration bounds that were proved on “leave-one-out” matrices in that work. We build on
these techniques to sharply bound both the “survival” and “contamination” terms, and thus obtain matching
upper and lower bounds for the classification test error. Crucially, our analysis needs to circumvent issues
that stem from effective misspecification in the linear model that arise from the sign operator. While we do
not provide a generic analysis of misspecification noise, we exploit the special misspecification induced by
the sign operator in a number of technical equivalents of the aforementioned random matrix concentration
results.
We essentially show that this induced misspecification makes no difference, asymptotically, to classifica-
tion error arising from interpolation from binary labels, and the behavior is essentially the same as though
we had instead interpolated the real output. This is another interesting consequence of requiring only the
ratio CNSU → 0, as opposed to the stronger requirements for regression, CN → 0 and SU → 1. In fact, in
Appendix E, we will see that even in the best-case scenario, interpolation of binary labels in the absence of
label noise attenuates the signal by a factor
√
2
pi . This also corresponds to the attenuation factor of signal
that has been traditionally been observed as a result of 1-bit quantization applied to a matched12 filter [41,
12].
In fact, the non-asymptotic scalings of survival and contamination terms are unaffected even by non-zero
label noise on classification training data, provided that the label noise still preserves non-trivial information
about the signal. The survival is further attenuated by a non-zero factor of (1 − 2ν∗), which is strictly
positive as long as ν∗ < 1/2. Observe that this is equivalent to a hypothetical scenario where the binary
labels take on “shrunk” values {−(1−2ν∗), (1−2ν∗)} instead of the usual {−1, 1}. As long as ν∗ < 1/2, the
magnitude of the labels is strictly non-zero and so the labels still provide useful information for classification.
6 Examining margin-based explanations for generalization
In this section, we explore the potential for generalization bounds as a function of training data margin to
explain the behavior we have observed for classification tasks in the overparameterized regime. Through sim-
ple experiments, we demonstrate that margin-based generalization bounds are uninformative in sufficiently
overparameterized settings.
12Recall that [29] naturally connected matched filtering to minimum-`2-norm interpolation.
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6.1 The historical role of margin
For a particular function class F , uniform convergence bounds conservatively approximate the generalization
error of f ∈ F by that of the least generalizable function in F . The ensuing generalization bounds typically
depend on measures of complexity, such as the Vapnik-Chervonenkis dimension, which increase with the
number of parameters in the model. Thus, the uniform convergence approximation is not as good when
F is large, e.g. the model has several parameters. This shortcoming of uniform convergence-based bounds
was first brought into focus by the remarkable success of boosting with a very large number of primitive
classifiers [36]. The main observation was that even after the training 0-1 loss became zero, increasing the
number of primitive classifiers in the boosted model still reduced the test error.
An analysis in terms of the training data margin was proposed as a possible explanation for this behavior
for classifiers f(·) that make their predictions by discretizing the outputs of a real-valued function g ∈ G, i.e.
f(X) = sgn(g(X)). The training margin, γ := mini Yig(Xi) can be intuitively interpreted as a measure of
prediction confidence; for linear classifiers, it is precisely the minimum (over training points) distance to the
decision boundary. The worst-case margin is not the only quantity that has been considered: generalization
bounds based on a weighted combination of margin on all training data points have also been considered
and demonstrated to be sharper in certain settings [17]. In the settings we investigate, all training data
points become support vectors – therefore the margins at each training point are equal, and all such notions
of margin become equivalent.
Under certain conditions, margin-based generalization bounds can scale far slower with the number
of parameters in the model than uniform convergence bounds; for example, in boosting, the dependence is
reduced to ln(# of primitive classifiers). Since the margin γ could be artificially increased (without changing
any of the predictions) simply by rescaling the real-valued function g(·) , the quantity of interest is an
appropriately normalized margin, e.g. the margin normalized by the Lipschitz constant of the learned function
g(·) or its approximation.
The decrease of generalization error despite increasing complexity in “modern” overparameterized regimes
is strongly reminiscent of the observations from boosting with a large number of primitive classifiers. It is of
particular interest to examine the ensuing generalization bounds for the hard-margin SVM, which maximizes
margin on linearly separable data. For the case of linear classifiers, the normalized margin is defined as
γN =
γ
‖α̂‖2 . We can now state the ensuing classification test error (i.e. 0 − 1 test loss) as a function of the
normalized margin. Notation in the statement is adapted to be consistent with the notation in this paper
— for an elementary verification, see Appendix H.
Theorem 3 (Theorem 21, [5]). For a random test point (X,Y ) drawn from the same distribution as the
training data, the following holds with probability (1− δ) over the training data {Xi, Yi}ni=1:
Pr[sgn(α̂Tφ(X)) 6= Y ] ≤ 1
n
n∑
i=1
lγ(α̂
>φ(Xi) · Yi) + 4
γN
· ‖Φtrain‖F
n
+
(
8
γ
+ 1
)
·
√
ln(4/δ)
2n
(19)
where the ramp loss function lγ is defined by
lγ(z) :=

1 if z ≤ 0
1− zγ if 0 < z ≤ γ
0 if z > γ.
When the training data are separable, we apply the above bound setting the first (average training loss)
term to 0, and only consider the the second term in the bound, i.e. we ignore the high-probability term.
Equation (19) reminds us that there is a critical dependence on the intrinsic data dimension, captured by
the term ‖Φtrain‖F. We will shortly see that this dependence is critical to track in the overparameterized
regime.
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(a) Normalized margin. (b) Comparison of the generalization bound (19)
with true test classification loss.
Figure 5: Evolution of normalized margin, ensuing generalization bound and true classification test loss as
a function of number of features d for isotropic Gaussian features (n = 32 fixed). Observe that the terms
‖Φtrain‖F and ‖α̂‖2 cancel each other’s effect on the bound, leading to a roughly constant bound. The true
test error increases as d is increased.
6.2 Can margin track performance of overparameterized models?
We now investigate whether this generalization bound is effective in tracking the true test classification error
for the hard-margin SVM in our setting for a number of choices of featurization. Importantly, we consider the
solution α̂SVM only in sufficiently overparameterized settings under which all training points become support
vectors with high probability; therefore, the un-normalized margin γ = 1 and the normalized margin of the
SVM solution is exactly equal to γN =
1
‖α̂‖2 .
We study the evolution of margin, the ensuing upper bound in Equation (19), and the true test clas-
sification error as we increase the level of overparameterization for two choices of featurizations: isotropic
Gaussian features (Definition 4) which generalize poorly according to Theorem 2 and weak features (Def-
inition 6), which are known to exhibit the double-descent behavior. For the case of isotropic features, we
retain our 1-sparse assumption from Section 5. For the case of weak features, we consider Yi = sgn(Ui) for
i ∈ {1, . . . , n}.
Figure 5 plots the isotropic case, and Figure 6 plots the weak features case. For both figures, we
hold the number of training points, n constant and vary the number of features, d, to tune the extent of
overparameterization. In both Figures 5(a) and 6(a), the normalized margin increases with increasing d, since
the optimizer can use more features to meet the constraint in Equation (3a). The generalization bounds in
Figure 5(b) and Figure 6(b) are consequently very similar as well. However, while the test classification loss
increases with d for isotropic features, it decreases with d for weak features.
Figures 5 and 6 together show that the relationship between margin and generalization is more complex
than typically assumed in highly overparameterized regimes. We highlight a few observations:
1. In both featurizations, the generalization bounds are always greater than 1, and hence, tautological.
The ‖Φtrain‖F term, which represents the scale of the data, effectively cancels out any beneficial effect of
increasing normalized margin13. Intuitively, it is clear that feature-space margin-based bounds will have
to scale with the intrinsic input dimension, which itself is overparameterized for Gaussian featurization.
13In fact, for the case of minimum-`2-norm interpolation and isotropic features, this can be verified quantitatively, as we
know that ||α̂||2 ∼
√
n
d
and ||Φtrain||F ∼
√
nd with high probability.
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(a) Normalized margin. (b) Comparison of the generalization bound (19)
with true test classification loss.
Figure 6: Evolution of normalized margin, ensuing generalization bound and true classification test loss as a
function of number of features d for weak features (n = 32 fixed, σ = 0.1). Observe that the terms ‖Φtrain‖F
and ‖α̂‖2 cancel each other’s effect on the bound, leading to a roughly constant bound. The true test error
decreases as d is increased.
2. Whether margin is qualitatively predictive of generalization is also unclear, as evidenced by the con-
trasting examples of weak features and isotropy. Under both featurizations, the normalized margin
increases with increased overparameterization; but the actual test error behaves very differently (de-
creasing for weak features, but increasing for isotropy).
Thus, we see that margin-based bounds are not predictive of the behavior of overparameterized models
in our setting. It is still possible that an appropriate sense of large margin implies good generalization in
certain cases. In particular, for linear models, maximizing the margin is equivalent to minimizing the norm
— which, as we have seen, has important generalization properties. However, evidence of this needs to come
from first-principles analysis, not from the existing bounds.
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A Empirical proliferation of support vectors for Fourier features
Here, we describe the experiment we conducted that first showed the proliferation of support vectors in high
dimensions (Theorem 1). We conducted this experiment for regularly spaced training data and the Fourier
featurization defined below.
Definition 8 (Fourier features on regularly spaced data). Let i :=
√−1 denote the imaginary number.
Assume {Xi}ni=1 are regularly spaced points in [0, 1], i.e. Xi = −1 + 2(i−1)n for all i ∈ [n]. The d-dimensional
Fourier features are given by
φ(Xi) =
[
λ0 λ1 sin(piXi) λ1 cos(piXi) λ2 sin(2piXi) λ2 cos(2piXi) · · · λd′ sin(d′piXi) λd′ cos(d′piXi)
]
∈ R2d′+1
where d = 2d′ + 1 and {λk}d′k=1 represent the weights given to the d′ frequencies.
We considered polynomial decay in these weights, i.e. λk =
1
km for m ≥ 0, and (since the training
data {Xi}ni=1 is 1-dimensional), visualized both the minimum-`2-norm interpolation and the SVM. Figure 7
shows a remarkable equivalence between the two solutions for various values of m, and provides initial
empirical evidence for the phenomenon of proliferation of support vectors (that we theoretically established
for Gaussian featurization in Theorem 1).
B Additional notation for proofs
Corresponding to a given index t ∈ {1, . . . , d}, we define the “leave-one-out” matrix Σ−t whose eigenvalues
are given by: µj(Σ−t) = λ˜j for j ∈ {1, . . . , d− 1}. The relation between the spectrum {λ˜j}d−1j=1 and {λj}dj=1
is given by
λ˜j =
{
λj , j < t
λj+1, j ≥ t
. (20)
Consider {zi}di=1 i.i.d. with zi ∼ N (0, In). Observe that we can write effective Gram matrices corre-
sponding to the full as well as the “leave-one-out” spectrum of the covariance matrix:
A =
d∑
j=1
λjzjz
>
j = ΦtrainΦ
>
train, A−t =
d∑
j=1,j 6=t
λjzjz
>
j .
Using Equation (20), we can also express the “leave-one-out” Gram matrix A−t as follows:
A−t =
d−1∑
j=1
λ˜jzjz
>
j . (21)
We will use both of the above expressions for the leave-one-out matrix A−t in our analysis.
C Support vector proofs and calculations
In this section, we collect proofs and calculations that accompany Section 4, which links the SVM to the
minimum-`2-norm interpolation of binary labels. We first prove Theorem 1, and then collect auxiliary
calculations for the bi-level ensemble.
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Figure 7: Correspondence between the SVM and minimum-`2-norm interpolation, illustrated by Fourier
features on regularly spaced training data with 10% label noise (for various rates of weight decay λk =
1
km
as in Definition 8). For all the figures, the number of samples n = 32 and the number of features d = 214.
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C.1 Proof of Theorem 1
Recall that we defined the random Gram matrix A as
A :=
d∑
j=1
λjzjz
>
j ,
where zj i.i.d. ∼ N (0, In) reflects all the randomness in the matrix A. Note that the spectrum {λj}dj=1,
and all functionals of it, are deterministic.
The dual to the optimization problem (4) can be expressed as below [10]:
maxY>trainβ −
1
2
β>Aβ
subject to
Yiβi ≥ 0 for all i ∈ [n].
Note that the unconstrained solution of the above is: β∗ := A−1Ytrain. By complementary slackness, all
of the constraints in the optimization problem (4) will be satisfied with equality, i.e. all training points are
support vectors, if we have
Yiβ
∗
i > 0 for all i ∈ [n]. (22)
Thus, it suffices to establish conditions under which Equation (22) holds with high probability.
We start by showing that this is the case, provided that the condition in Equation (11) holds. To do this,
we use the following lemma.
Lemma 1. Let E := A− ||λ||1In. Then, for any choice of positive constant 0 <  < 1 and τ > 0, we have
(for large enough n),
||E||op ≤ max{f1(λ; , τ), f2(λ; , τ)} where
f1(λ; , τ) :=
(
1
(1− )2 − 1
)
||λ||1 + 1
(1− )2

√√√√2||λ||22
(
τ + n ln
(
1 +
2

))
+ 2||λ||∞ ·
(
τ + n ln(1 +
2

)
f2(λ; , τ) :=
(
2
1− 
)
||λ||1 + 1 + 
1− 

√√√√2||λ||22
(
τ + n ln
(
1 +
2

))+ 2
1− 
2||λ||∞ ·(τ + n ln(1 + 2

))
with probability at least (1− 2e−τ ) over the randomness in the matrix A.
Lemma 1, which essentially controls the operator norm of the error matrix E using a union bound with
discretization (also known as the “epsilon-net” argument), is proved in Appendix F.1. Now, substituting
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τ := lnn and  := 1
36
√
n
, all of the following inequalities can be verified to hold for large enough n:
1
(1− )2 − 1 ≤
1
12
√
n
2
1−  ≤
2
35
√
n
1
(1− )2 ·
√√√√2(τ + n ln(1 + 2

))
≤ 4
√
n lnn
1 + 
1−  ·
√√√√2(τ + n ln(1 + 2

))
≤ 4
√
n lnn
2
(1− )2 ·
(
τ + n ln
(
1 +
2

))
≤ 8n lnn
4
1−  ·
(
τ + n ln
(
1 +
2

))
≤ 2n lnn
3
√
n
.
Together, this gives us both of
||E||op ≤ 1
12
√
n
· ||λ||1 + 4
√
n lnn · ||λ||2 + 8n lnn · ||λ||∞ and
||E||op ≤ 2
35
√
n
· ||λ||1 + 4
√
n lnn · ||λ||2 + 2n lnn
3
√
n
· ||λ||∞
with probability at least (1− 2e− lnn) = (1− 2n).
Now, observe that as a consequence of Equation (11), we have
||λ||2 ≤ ||λ||1
72n
√
lnn
and
||λ||∞ ≤ ||λ||1
72n
√
n lnn
.
Substituting these inequalities above finally gives us
||E||op ≤
(
1
12
√
n
+
4
72
√
n
+
8
72
√
n
)
||λ||1 = 1
4
√
n
||λ||1 and
||E||op ≤
(
2
35
√
n
+
4
72
√
n
+
2
3 · 72n
)
||λ||1 < 1
4
√
n
||λ||1.
Thus, we have shown that for large enough n, we have
||E||op ≤ ||λ||1
4
√
n
(23)
with probability at least
(
1− 2n
)
.
Now, we denote E′ := 1||λ||1 In −A−1. Observe that when Equation (23) holds, we have
µmin(A) = µmin(E) + ||λ||1
≥ −||E||op + ||λ||1
≥ −||λ||1
4
√
n
+ ||λ||1
≥ 0.9||λ||1,
26
where the last inequality again holds for large enough n. Thus, for large enough n, we have
µmin(A) ≥ 0.9||λ||1. (24)
Furthermore, since we can write E′ = 1||λ||1 ·A−1 ·E, we get
||E′||op
(i)
≤ 1||λ||1 · ||A
−1||op · ||E||op
=
1
||λ||1 · µmin(A) · ||E||op
(ii)
≤ 1
0.9 · ||λ||21
· ||E||op
(iii)
≤ 1
0.9 · ||λ||1 ·
1
4
√
n
≤ 1||λ||1 ·
1
2
√
n
,
where inequality (i) uses the standard inequality on product of operator norms, inequality (ii) substitutes
Equation (24), and inequality (iii) substitutes Equation (23).
Thus, we get, for every i ∈ [n],
Yiβ
∗
i = Yie
>
i A
−1Ytrain
= Yie
>
i
(
1
||λ||1 In + E
′
)
Ytrain
=
1
||λ||1 + Yie
>
i E
′Ytrain
(i)
≥ 1||λ||1 −
√
n||E′||op
(ii)
≥ 1||λ||1 −
√
n · 1||λ||1 ·
1
2
√
n
=
1
2||λ||1 > 0
for large enough n and with probability at least
(
1− 2n
)
. Here, inequality (i) follows from the inequality
a>Mb ≥ −||a||2||b||2||M||op, and inequality (ii) follows by substituting the upper bound we just derived on
||E′||op. This completes our proof of the condition in Equation (11).
Next, we show that Equation (22) holds with high probability under the condition provided in Equa-
tion (12), which is the strictly sharper condition for the isotropic Gaussian case. For every i ∈ [n], we denote
vi :=
√
n · Yiei. We use the parallelogram law to get
Yiβ
∗
i =
1√
n
v>i A
−1Ytrain
=
1
4
√
n
(
(vi + Ytrain)
>A−1(vi + Ytrain)− (vi −Ytrain)>A−1(vi −Ytrain)
)
.
Next, we use the following technical lemma that shows concentration on quadratic forms of the inverse
Wishart matrix A−1. From here on, we denote d′(n) := (d− n+ 1) for shorthand.
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Lemma 2. Let A ∼Wishart(d, In). For any vector u ∈ Sn−1 and any t > 0, we have
Pr
[
1
u>A−1u
> d′(n) +
√
2t · d′(n) + 2t
]
≤ e−t
Pr
[
1
u>A−1u
< d′(n)−
√
2t · d′(n)
]
≤ e−t.
provided that d′(n) > 2 max{t, 1}.
Lemma 2 is proved in Appendix F.2. Substituting the lower tail bound of Lemma 2 with t := 2 lnn gives
us
(vi + Ytrain)
>A−1(vi + Ytrain) ≥ ||vi + Ytrain||
2
2
d′(n) +
√
4 lnn · d′(n) + 4 lnn
with probability at least
(
1− 1n2
)
.
Similarly, substituting the upper tail bound with t := 2 lnn gives us
(vi −Ytrain)>A−1(vi −Ytrain) ≤ ||vi −Ytrain||
2
2
d′(n)−√4 lnn · d′(n)
with probability at least
(
1− 1n2
)
.
Noting that ||vi + Ytrain||22 = 2(n+
√
n) and ||vi −Ytrain||22 = 2(n−
√
n), we then get
Yiβ
∗
i ∝
n+
√
n
d′(n) +
√
4 lnn · d′(n) + 4 lnn −
n−√n
d′(n)−√4 lnn · d′(n)
=
2
√
nd′(n)− 2n√4 lnn · d′(n)− (4 lnn)(n−√n)
(d′(n) +
√
4 lnn · d′(n))(d′(n)−√4 lnn · d′(n))
>
2
√
nd′(n)− 2n√4 lnn · d′(n)− 4n · lnn
(d′(n) +
√
4 lnn · d′(n))(d′(n)−√4 lnn · d′(n))
> 0
if we have
d′(n) > 9n lnn ⇐⇒ d > 9n lnn+ n− 1,
which is precisely the condition in Equation (12). Under this condition, we have proved that for any
training data point corresponding to i ∈ {1, . . . , n}, we have Yiβ∗i > 0 with probability at least
(
1− 2n2
)
.
Finally, applying the union bound on all n training data points gives us
Yiβ
∗
i > 0 for all i ∈ {1, . . . , n}
with probability at least
(
1− 2n
)
. This completes the proof of Theorem 1.
C.2 Implications of Theorem 1 for the bi-level ensemble
In this section, we provide the calculations that help us understand the ramifications of Theorem 1 —
in particular, the condition in Equation (11) — for the bi-level ensemble (Definition 5). We reproduce
Equation (11) below:
||λ||1 ≥ 72
(
||λ||2 · n
√
lnn+ ||λ||∞ · n
√
n lnn+ 1
)
.
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and substitute the parameters of the bi-level ensemble into the left hand and right hand sides of the
inequality. Recall that, by definition, we have ||λ||1 = d = np for the bilevel ensemble and so the left hand
side is equal to np. On the other hand, for the right hand side, a simple calculation shows that
||λ||2 =
√
s · a
2d2
s2
+ (d− s) · (1− a)
2d2
(d− s)2
(i)
√
a2d2
s
+ d
=
√
n2p−2q−r + np
 nmax{p−q− r2 , p2 },
where the scaling in (i) follows because the bi-level ensemble defines r < 1 < p and q > 0 (so (1− a)  1
and (d− s)  d).
Moreover, we have
||λ||∞ = ad
s
= np−q−r.
Putting these together, the right hand side of Equation (11) scales as
72
(
||λ||2 · n
√
lnn+ ||λ||∞ · n
√
n lnn+ 1
)
 nmax{p−q− r2 , p2 }+1 ·
√
lnn+ np+
3
2−q−r · (lnn) + 1,
and so, for Equation (11) to hold, we get the following sufficient conditions on the parameters (p, q, r)
of the bi-level ensemble for sufficiently large14 n:
p >
p
2
+ 1 =⇒ p > 2
p > p− q − r
2
+ 1 =⇒ q >
(
1− r
2
)
p > p+
3
2
− q − r =⇒ q >
(
3
2
− r
)
Now, observe that 1− r2 ≤ 32 − r for all 0 ≤ r ≤ 1, and so we get sufficient conditions as follows:
p > 2 and q >
(
3
2
− r
)
,
These are preecisely the conditions in Equation (13).
D Proof of Theorem 2: Bounds on survival and contamination
In this section, we obtain a general, non-asymptotic characterization of classification (and regression) error
by bounding survival and contamination terms. As described in Section 5.2, this is then plugged into the
expressions in Proposition 1 to prove Theorem 2.
First, we define shorthand notation that is useful for this section, in addition to the notation already
defined in Appendix B. For ease of notation, we denote the survival and contamination factors under the
1-sparse model for the case where we interpolate binary labels as
SUb(t) = SU(α̂2,binary, t), CNb(t) = CN(α̂2,binary, t),
14The reason for requiring sufficiently large n in these statements is the application of the  relation in multiple places. (Also
note that Theorem 1 also required sufficiently large n.) Accordingly, we can also omit constants from consideration.
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and for the case where we interpolate real output as
SUr(t) = SU(α̂2,real, t), CNr(t) = CN(α̂2,real, t).
Finally, for a given index t ∈ {1, . . . , d}, we denote as shorthand zt := Ztrain. It is easy to verify that
zt ∼ N (0, In) under the 1-sparse Assumption 1. We also denote yt := Ytrain. Recall that we consider the
possibility of label noise probability equal to ν∗: from the generative model defined in Equation (1), we have
yt,i =
{
sgn(zt,i) with probability (1− ν∗)
−sgn(zt,i) with probability ν∗.
(25)
for every i ∈ {1, . . . , n}.
Finally, for a given positive semi-definite matrix M ∈ Rd×d and a given index k ∈ {0, . . . , (d − 1)}, we
define the effective rank
rk(M) :=
∑
`>k µ`(M)
µk+1(M)
.
Recall that this is the precisely the definition of the first effective rank in Bartlett et al [4], which dictates
the contribution of pure signal to regression test error incurred by the minimum-`2-norm interpolation.
D.1 Bounds on survival and contamination
The notions of survival and contamination were first introduced in [29], and characterized there with equal-
ity for Fourier featurization on regularly spaced training data. Here, we characterize these quantities for
Gaussian features. We state our upper and lower bounds on survival and contamination respectively for two
cases — when the output being interpolated is binary, and when the output being interpolated is real. We
start with upper and lower bounds on the survival factor.
Theorem 4 (Upper and lower bounds on survivals). Let there be universal positive constants (b, b2) such
that rk(Σ) ≥ bn and rk(Σ−t) ≥ b2n. Then we have the following characterizations of the survival factor for
any k ≥ t:
1. Interpolation of binary labels: The minimum-`2-norm interpolation of binary labels, i.e. α̂2,binary,
satisfies each of
SUb(t) ≥
√
2
pi
· (1− 2ν∗) ·
λt
(
(n−k)
cλ˜k+1rk(Σ−t)
− c3n3/4λk+1rk(Σ)
)
1 + λt
(
cn
λ˜k+1rk(Σ−t)
+ c4n
3/4
λk+1rk(Σ)
) , and (26a)
SUb(t) ≤
√
2
pi
· (1− 2ν∗) ·
λt
(
cn
λ˜k+1rk(Σ−t)
+ c3n
3/4
λk+1rk(Σ)
)
1 + λt
(
(n−k)
cλ˜k+1rk(Σ−t)
− c4n3/4λk+1rk(Σ)
) (26b)
with probability at least (1 − 3e−
√
n − 2e−nc ) over the randomness in the training data {Xi, Yi}ni=1.
Here, (c, c3, c4) are universal positive constants (that do not depend on parameters (n, d, k,Σ)).
2. Interpolation of real output: The minimum-`2-norm interpolation of real output, i.e. α̂2,real, sat-
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isfies each of
SUr(t) ≥ 1
1 + 1
λt
(
(n−k)
cλ˜k+1rk(Σ−t)
− c4n
3
4
λk+1rk((Σ)
) , and (27a)
SUr(t) ≤ 1
1 + 1
λt
(
cn
λ˜k+1rk(Σ−t)
+
c4n
3
4
λk+1rk((Σ)
) (27b)
with probability at least (1 − 2e−
√
n − 2e−nc ) over the randomness in the training data {Xi, Yi}ni=1.
Here, (c, c4) are universal positive constants (that do not depend on parameters (n, d, k,Σ)).
We will see subsequently (in Appendix E) that the survival bounds, whether binary labels or real output
are interpolated, are matching in their dependence on n up to constants. We now state our characterization
of the contamination factor.
Theorem 5 (Upper and lower bounds on contamination). Consider k such that 0 ≤ k ≤ n/c5 for universal
positive constant c5. Further, let rk(Σ−t) ≥ b2n for universal positive constant b2. Then we have the
following characterizations of the contamination factor for any choice of ` ≤ k:
1. Interpolation of binary labels: Provided that n ≥ c6 (for universal positive constant c6), the
minimum-`2-norm interpolation of binary labels, i.e. α̂2,binary, satisfies each of
CNb(t) ≤ c7 ·
√√√√√√√
 `n + n ·
∑
j>` λ˜
2
j(∑
j>k λ˜j
)2
 · lnn · (1 + SUb(t)2), and (28a)
CNb(t) ≥
√
n ·
√
rk
(
Σ2−t
)
· λ˜2k+1
c9
(
d∑
j=1
λj + λ1n
) (28b)
almost surely for any realization of the random quantity SUb(t), and with probability at least
(
1− 3n
)
and (1 − 2e− nc8 ) respectively over the randomness in the training data {Xi, Yi}ni=1. Here, (c7, c8, c9)
are all universal positive constants (that do not depend on parameters (n, d, k,Σ)).
2. Interpolation of real output: Provided that n ≥ c6, the minimum-`2-norm interpolation of real
output, i.e. α̂2,real, satisfies each of
CNr(t) ≤ c7
∣∣1− SUr(t)∣∣ ·
√√√√√√√
 ln + n ·
∑
j>l λ˜
2
j(∑
j>k λ˜j
)2
 · lnn, and (29a)
CNr(t) ≥
√
n(1− δ) ·
√
rk
(
Σ2−t
)
· λ˜2k+1
c9
(
d∑
j=1
λj + λ1n
) (29b)
almost surely for any realization of the random quantity SUb(t), and with probability at least
(
1− 2n
)
and (1− 2e− nc8 − e−nδ2) respectively over the randomness in the training data {Xi, Yi}ni=1.
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Observe that the high-probability characterizations of contamination in Theorem 5 themselves hold al-
most surely for every realization of the respective survival factors for binary and real interpolation, which
are random variables. In Appendix E, these expressions will be used together (with a simple union bound)
with the matching high-probability characterization of survival factor in Theorem 4. Unlike for the case of
survival, the upper and lower bounds for contamination are not necessarily matching — however, as we will
see in Appendix E, they turn out to match for all parameterizations of the bi-level ensemble.
As a final remark, in both theorem statements, the only randomness over which all probabilities are
taken is solely in the training data {Xi, Yi}ni=1. Further, all universal positive constants are taken to be
independent of the parameters (n, d, k,Σ), which entirely describe the problem. In the proofs of Theorems 4
and 5, we will follow these conventions unless specified otherwise.
D.2 Background lemmas
We begin our proofs of Theorems 4 and 5 by stating lemmas that serve as background for our analysis. The
first lemma is from [4].
Lemma 3 (Concentration of eigenvalues; Lemmas 9 and 10 in [4]). For universal positive constants (b, c),
we have the following statements:
1. For any k ≥ 0 such that rk(Σ) ≥ bn, we have
1
c
λk+1rk(Σ) ≤ µn (A) ≤ µ1 (A) ≤ c
 d∑
j=1
λj + λ1n
 and (30)
µk+1(A) ≤ cλk+1rk(Σ). (31)
with probability at least (1− 2e−nc ) over the random matrix A.
2. For any k ≥ t such that rk(Σ) ≥ bn, we have
1
c
λk+1rk(Σ) ≤ µn (A−t) ≤ µ1 (A−t) ≤ c
 d∑
j=1
λj + λ1n
 (32)
with probability at least (1− 2e−nc ) over the random matrix A−t.
Further, as corollaries to the above, we have the following statements:
1. For any k ≥ 0 such that rk(Σ) ≥ bn, we have
1
c
(
d∑
j=1
λj + λ1n
) ≤ µn (A−1) ≤ µ1 (A−1) ≤ c
λk+1rk(Σ)
. (33)
with probability at least (1− 2e−nc ) over the random matrix A.
2. For any k ≥ t such that rk(Σ) ≥ bn, we have
1
c
(
d∑
j=1
λj + λ1n
) ≤ µn (A−1−t) ≤ µ1 (A−1−t) ≤ cλk+1rk(Σ) . (34)
with probability at least (1− 2e−nc ) over the random matrix A−t.
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Note that using Equation (21) to express A−t, we can rewrite the bounds in the above lemma in terms
of the quantities Σ−t and λ˜j . In particular, it follows that each of
1
c
λ˜k+1rk(Σ−t) ≤ µn (A−t) ≤ µ1 (A−t) ≤ c
d−1∑
j=1
λ˜j + λ˜1n
 and (35a)
1
c
(
d−1∑
j=1
λ˜j + λ˜1n
) ≤ µn (A−1−t) ≤ µ1 (A−1−t) ≤ c
λ˜k+1rk(Σ−t)
. (35b)
holds with probability at least (1− 2e−nc ).
The next lemma is the Hanson-Wright inequality, which shows that the quadratic form of a (sub)-Gaussian
random vector concentrates around its expectation.
Lemma 4 (Hanson-Wright inequality [35]). Let z be a random vector composed of i.i.d. random variables
that are zero mean and sub-Gaussian with parameter at most 1. Then, there exists universal constant c > 0
such that for any positive semi-definite matrix M and for every t ≥ 0, we have
Pr
[
|z>Mz− E[z>Mz]| > t
]
≤ 2 exp
−cmin
{
t2
||M||2F
,
t
||M||op
}
We will apply this inequality in two ways. First, we will note that ||M||2F ≤ n||M||2op and substitute
t := c1||M||op · n3/4 (where c21 = 1c ) to get
|z>Mz− E[z>Mz]| ≤ c1||M||op · n3/4 (36)
with probability at least (1− 2e−
√
n). Second, we will note that ||M||op ≤ tr(M) and moreover, ||M||2F =
tr(M2) ≤ (tr(M))2. Then, substituting t := 1c · tr(M) · (lnn), we get
z>Mz ≤ E[z>Mz] + 1
c
· tr(M) · (lnn) ≤
(
1 +
1
c
)
· tr(M) · (lnn) (37)
with probability at least (1 − 1n ). Finally, note that all probabilities are only over the random vector
z. We will frequently apply Lemma 4 as a high-probability statement conditioned on the realization of a
random, almost surely positive semi-definite matrix M which is independent of z.
Finally, the following lemma bounds the squared norm of a Gaussian random vector by a standard tail
bound on chi-squared random variables (for e.g. see [43, Chapter 2]), stated for completeness.
Lemma 5. Let z ∼ N (0, In). Then, for any δ ∈ (0, 1), we have
n(1− δ) ≤ ‖z‖22 ≤ n(1 + δ) (38)
with probability at least (1− 2e−nδ2).
D.3 Proof of Theorem 4
We first prove Theorem 4, i.e. upper and lower bounds on survival when binary labels or real output are
interpolated. We start with the slightly more difficult case of interpolation of binary labels (Equations (26a)
and (26b)).
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D.3.1 Interpolation of binary labels
Recall that, by Assumption 1, we have α∗t =
1√
λt
. A standard argument based on Moore-Penrose pseudoin-
verse calculations shows that α̂2,binary = Φ
>
train(ΦtrainΦ
>
train)
−1Ytrain. We get
SUb(t) =
αˆt,2,binary
α∗t
=
√
λtαˆt,2,binary
=
√
λte
>
t Φ
>
train(ΦtrainΦ
>
train)
−1Ytrain
= λtz
>
t A
−1yt,
where zt,yt are as defined at the beginning of Appendix D, and A is the Gram matrix defined in
Appendix B. Next, we use the Sherman-Morrison-Woodbury identity to get
A−1 = (λtztz>t + A−t)
−1
= A−1−t −
λtA
−1
−tztz
>
t A
−1
−t
1 + λtz>t A
−1
−tzt
. (39)
Using this, we obtain
SUb(t) =
λtz
>
t A
−1
−tyt
1 + λtz>t A
−1
−tzt
. (40)
Applying the parallelogram law (in Euclidean space) to the numerator, we get
z>t A
−1
−tyt =
1
4
(
(zt + yt)
>A−1−t (zt + yt)− (zt − yt)>A−1−t (zt − yt)
)
.
Because of the “leave-one-out” property, note that A−1−t ⊥ {zt,yt}. Also note that A−1−t is almost surely
positive semidefinite. Thus, we can upper and lower bound the numerator of Equation (40) around its
expectation using the Hanson-Wright inequality. First, we calculate the conditional expectation:
E
[
z>t A
−1
−tyt
∣∣∣A−1−t] = E [tr(A−1−tytz>t )∣∣∣A−1−t]
= tr
(
A−1−t · E
[
ytz
>
t
])
.
Recalling the expression for yt from Equation (25), a simple calculation yields that
E
[
ytz
>
t
]
= E
[
yt,1z
>
t,1
]
· In
=
(
(1− ν∗)E
[
sgn(zt,1)z
>
t,1
]
+ ν∗E
[
−sgn(zt,1)z>t,1
])
· In
= (1− 2ν∗)E
[
sgn(zt,1)z
>
t,1
]
· In
= (1− 2ν∗) ·
√
2
pi
· In,
where the last step follows because zt,1 ∼ N (0, 1).
Now, we apply Equation (36) (the Hanson-Wright inequality) almost surely for every realization of the
random matrix A−1−t , and simultaneously to the quadratic forms (zt+yt)
>A−1−t (zt+yt) and (zt−yt)>A−1−t (zt−
34
yt). Thus, we have each of
z>t A
−1
−tyt ≥
(
(1− 2ν∗)
√
2
pi
tr(A−1−t )− 2c1||A−1−t ||op · n3/4
)
and
z>t A
−1
−tyt ≤
(
(1− 2ν∗)
√
2
pi
tr(A−1−t ) + 2c1||A−1−t ||op · n3/4
)
with probability at least (1 − 2e−
√
n) over the randomness in {zt,yt}. Similarly, to bound the the
denominator, we have each of
z>t A
−1
−tzt ≥ tr(A−1−t )− c1||A−1−t ||op · n3/4 and (41a)
z>t A
−1
−tzt ≤ tr(A−1−t ) + c1||A−1−t ||op · n3/4 (41b)
with probability at least (1− e−
√
n) over the randomness in {zt,yt}.
Substituting these bounds into Equation (40), we get each of
SUb(t) ≥
λt ·
(√
2
pi (1− 2ν∗)tr(A−1−t )− 2c1||A−1−t ||op · n3/4
)
1 + λt
(
tr(A−1−t ) + c1||A−1−t ||op · n3/4
) and
SUb(t) ≤
λt ·
(√
2
pi (1− 2ν∗)tr(A−1−t ) + 2c1||A−1−t ||op · n3/4
)
1 + λt
(
tr(A−1−t )− c1||A−1−t ||op · n3/4
) ,
with probability at least (1− 3e−
√
n) over the randomness in {zt,yt}.
It remains to obtain high-probability bounds on the random quantities tr(A−1−t ) and ||A−1−t ||op. Note that
we need both lower bounds and upper bounds on the quantity tr(A−1−t ), but we only need an upper bound
on the quantity ||A−1−t ||op.
We assume that we can choose k ≥ t such that rk(Σ) ≥ bn and rk(Σ−t) ≥ b2n for universal positive
constants (b, b2). Consider any such choice of k (which in general could depend on (n, d)).
First, we use Equation (34) from Lemma 3 to upper bound the quantity ||A−1−t ||op as
||A−1−t ||op = µ1(A−1−t ) ≤
c
λk+1rk(Σ)
(42)
with probability at least (1− e−nc ) over the random matrix A.
Next, we turn to the quantity tr(A−1−t ). To lower bound this quantity, we notice that
tr(A−1−t ) =
n∑
j=1
1
µj(A−t)
≥
n∑
j=k
1
µj(A−t)
≥ (n− k)
µk+1(A−t)
.
Now, from Equation (31) in Lemma 3, we have
µk+1(A−t) ≤ cλ˜k+1rk(Σ−t)
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with probability at least (1− e−nc ) provided that rk(Σ−t) ≥ b2n.
This gives us:
tr(A−1−t ) ≥
(n− k)
cλ˜k+1rk(Σ−t)
. (43)
with probability at least (1− e−nc ).
On the other hand, the upper bound on the trace follows simply by
tr(A−1−t ) ≤
n
µn(A−t)
≤ cn
λ˜k+1rk(Σ−t)
, (44)
where the last inequality substitutes Equation (35a), which again holds with probability at least (1−e−nc ).
Noting that the upper bound on SUb(t) is monotonically increasing in both tr(A
−1
−t ) and ||A−1−t ||op, and the
lower bound on SUb(t) is monotonically increasing in tr(A
−1
−t ) but decreasing in ||A−1−t ||op, we can substitute
the above bounds on these quantities. This completes our characterization of survival when binary labels
are interpolated, with the probability of this characterization lower bounded by taking a union bound over
the complement of all the above events. After taking this union bound, the probability of each of the lower
bound (Equation (26a)) and upper bound (Equation (26b)) holding is at least (1− 3e−
√
n − 2e−nc ).
D.3.2 Interpolation of real output
For completeness, we also include the proof of Theorem 4 for the simpler case of interpolation of real-valued
output (Equations (27a) and (27b)). By the same standard argument, we can characterize the minimum-`2-
norm interpolator of real output as α̂2,real = Φ
>
train(ΦtrainΦ
>
train)
−1Ztrain. By a similar argument to the case
of binary labels, we have
SUr(t) =
√
λtαˆt
=
√
λte
>
t Φ
>
train(ΦtrainΦ
>
train)
−1Ztrain
= λtz
>
t A
−1zt.
Again, using the Sherman-Morrison-Woodbury identity, we have
A−1 = A−1−t −
λtA
−1
−tztz
>
t A
−1
−t
1 + λtz>t A
−1
−tzt
,
which gives us
SUr(t) =
λtz
>
t A
−1
−tzt
1 + λtz>t A
−1
−tzt
=
1
1 + 1
λtz>t A
−1
−tzt
. (45)
From Equations (41a) and (41b) above, the following statements each hold with probability at least
(1− e−
√
n) over the randomness in zt and for every realization of the random matrix A
−1
−t :
z>t A
−1
−tzt ≥ tr(A−1−t )− c2||A−1−t ||op · n3/4 and
z>t A
−1
−tzt ≤ tr(A−1−t ) + c2||A−1−t ||op · n3/4.
Here, c2 is a universal positive constant.
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Observe that the right hand side of Equation (45) is increasing in the quantity z>t A
−1
−tzt. Thus, substitut-
ing the lower bound for tr(A−1−t ) from Equation (43) and the upper bound for ||A−1−t ||op from Equation (42)
lower bounds the quantity z>t A
−1
−tzt, yielding the lower bound for SUr(t). Similarly, substituting the upper
bound for tr(A−1−t ) from Equation (44) and the upper bound for ||A−1−t ||op from Equation (42) upper bounds
the quantity z>t A
−1
−tzt, yielding the upper bound for SUr(t). This completes the proof of Theorem 4. Again,
a simple application of the union bound shows that each of the lower bound (Equation (27a)) and the upper
bound (Equation (27b)) hold with probability at least (1− 2e−
√
n − 2e−nc ).
D.4 Proof of Theorem 5
We next prove Theorem 5, i.e. upper and lower bounds on contamination, for the cases of interpolating
binary labels and real output. Since the contamination factor is intricately related to the contribution of
additive noise to regression test error, the proof primarily consists of refinements of the arguments in [4].
D.4.1 Interpolation of binary labels
We start with a useful set of expressions for the contamination factor in the following lemma. The proof of
this lemma is contained in Appendix F.3.
Lemma 6. The contamination of the minimum-`2-norm interpolation of binary labels, i.e. α̂2,binary, can be
written in the following two forms:
CNb(t) =
√
y>t Cyt, (46a)
=
√
y˜t
>C˜y˜t, (46b)
where we denote
y˜t := yt − SUb(t)zt ,
C := A−1
 d∑
j=1,j 6=t
λ2jzjz
>
j
A−1 , and
C˜ := A−1−t
 d∑
j=1,j 6=t
λ2jzjz
>
j
A−1−t .
We will use the expression in Equation (46b) to prove an upper bound on contamination, and the
expression in Equation (46a) for the lower bound.
D.4.2 Upper bound on CNb(t)
We start with the proof for the upper bound on contamination for interpolation of binary labels (Equa-
tion (28a)). From Equation (46b) in Lemma 6, we have CN2b(t) = y˜t
>C˜y˜t.
Note that by construction, C˜ has no dependence on {zt,yt} and thus C˜ ⊥ y˜t. The next lemma upper
bounds the term y˜t
>C˜y˜t in terms of tr(C˜) and is proved in Appendix F.4.
Lemma 7. There exists universal positive constant c6 such that when n ≥ c6, we have
y˜t
>C˜y˜t ≤ 2
(
1 +
1
c
)
· (1 + SUb(t)2) · tr(C˜) · lnn
almost surely for every realization of the random matrix C˜, and with probability at least
(
1− 2n
)
over the
randomness in y˜t.
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Applying Lemma 7, we get
CN2b(t) ≤ 2
(
1 +
1
c
)
· tr(C˜) · lnn (47)
almost surely for every realization of the random matrix C˜, and with probability at least
(
1− 2n
)
over
the randomness in y˜t. The next lemma, which is taken from [4], provides a high-probability upper bound
on the quantity tr(C˜).
Lemma 8. (From Lemma 11 in [4]) There exist universal constants (b2, c5, c10 ≥ 1) such that whenever
0 ≤ k ≤ n/c5 and rk(Σ−t) ≥ b2n, we have
tr(C˜) ≤ c10 ·
 ln + n ·
∑
j>l λ˜
2
j(∑
j>k λ˜j
)2

for any choice of l ≤ k, with probability at least (1− 6e− nc5 ) over the randomness in C˜.
Substituting the upper bound from Lemmas 8 and into Equation (47), and taking the square root on
both sides, we have
CNb(t) ≤
√√√√√√√2
(
1 +
1
c
)
· c10 ·
 ln + n ·
∑
j>l λ˜
2
j(∑
j>k λ˜j
)2
 · (1 + SUb(t)2) · lnn.
with probability at least
(
1− 2n − 6e−
n
c2
)
over the training data.
Taking c7 =
√
2
(
1 + 1c
)
c10, the upper bound on CNb(t) in Equation (28a) follows.
Noting that
(
1− 2n − 6e−
n
c2
)
≥ (1− 3n) for large enough n, this completes the proof of the upper bound.
D.4.3 Lower bound on CNb(t)
Now we move on to the proof for the lower bound on contamination for interpolation of binary labels
(Equation (28b)). Using Equation (46a) from Lemma 6, we get
CN2b(t) = y
>
t Cyt
≥ µn(C) ‖yt‖22 = nµn(C).
The next lemma lower bounds the minimum eigenvalue of C and is proved in Appendix F.5.
Lemma 9. Let k ≥ 0 and rk
(
Σ2−t
)
≥ b4n. Then, we have
µn(C) ≥
rk
(
Σ2−t
)
· λ˜2k+1
c11 · c2 ·
(
d∑
j=1
λj + λ1n
)2
with probability at least (1 − e−nc − e− nc11 ).= over the randomness in C. Here, (b4, c, c11) are universal
positive constants.
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A direct substitution of the above gives us
CNb(t) ≥
√
n ·
√
rk
(
Σ2−t
)
· λ˜2k+1
c · √c11 ·
(
d∑
j=1
λj + λ1n
)
with probability at least (1 − e−nc − e− nc11 ) over the training data. Taking c9 = c√c11 and c8 such that
1
c8
= min( 1c ,
1
c11
) holds, the lower bound in Equation (28b) follows. This completes the characterization of
the contamination factor when we interpolate binary labels.
D.4.4 Interpolation of real output
For completeness, we also provide the proof of Theorem 5 for the simpler case of interpolation of real output.
We start with a useful set of expressions for the contamination factor in the following lemma. The proof of
this lemma is contained in Appendix F.3.
Lemma 10. The contamination of the minimum-`2-norm interpolator of binary labels, i.e. α̂2,real, can be
written in the following two forms:
CNr(t) =
√
z>t Czt, (48a)
=
∣∣1− SUr(t)∣∣√z>t C˜zt, (48b)
where we denote
C = A−1
 d∑
j=1,j 6=t
λ2jzjz
>
j
A−1 , and
C˜ = A−1−t
 d∑
j=1,j 6=t
λ2jzjz
>
j
A−1−t .
We will use the form in Equation (48b) to prove an upper bound on contamination and the form in
Equation (48a) for the lower bound.
D.4.5 Upper bound on CNr(t)
We start with the proof for the upper bound on contamination for interpolation of real output (Equa-
tion (29a). From Equation (48a) in Lemma 10, we get
CN2r(t) = (1− SUr(t))2z>t C˜zt. (49)
From Equation (68) in Appendix F.4 (proof of Lemma 7), we can upper bound the quadratic form z>t C˜zt
as
z>t C˜zt ≤ 7tr(C˜) lnn
with probability at least
(
1− 1n
)
over the randomness in zt.
Then, substituting the upper bound on tr(C˜) from Lemma 8 directly gives us the expression for the
upper bound on CNr(t). Noting again that
(
1− 1n − 6e−
n
c2
)
≥ (1− 2n) for large enough n, this completes
the proof for the upper bound.
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D.4.6 Lower bound
We conclude this section by proving the lower bound on contamination for interpolation of real output
(Equation (29b)). We directly apply Equation (48a) (from Lemma 10) to get
CN2r(t) = z
>
t Czt
≥ µn(C) ‖zt‖22
(i)
≥ n(1− δ)µn(C)
with probability at least (1− e−nδ2) over the randomness in zt for any δ ∈ (0, 1). Here, inequality (i) follows
from the lower bound in Lemma 5. Finally, substituting the lower bound for µn(C) from Lemma 9 gives us
the desired expression for the lower bound on CNr(t). Note that by the union bound, this expression will
hold with probability at least (1− e−nδ2 − e−nc − e− nc11 ) = (1− 2e− nc8 − e−nδ2) over the randomness in the
training data. This completes the proof of Theorem 5.
E Implications for bi-level covariance: Proof of Theorem 2
In this section, we follow the path to analysis described in Section 5.2 and prove Theorem 2 for the bi-level
ensemble (Definition 5) in the following series of steps:
1. We substitute the spectrum of the bi-level ensemble into Theorems 4 and 5 to get asymptotic expressions
for survival and contaminaion.
2. We substitute these expressions into the expressions for regression and classification test loss (Propo-
sition 1) to characterize the regimes for good generalization of classification and regression.
For convenience of notation, we consider t = 1. (Note, however, that the analysis holds for any 1 ≤ t ≤ s
since the first s eigenvalues of Σ are equal.) Further, to emphasize that the survival and contamination
quantities depend on n, in this section we refer to them as SUb(1;n),CNb(1;n),SUr(1;n), and CNr(1;n) for
interpolators of binary and real output respectively.
First, we characterize some useful quantities for the bi-level ensemble. Recall that the bi-level ensemble
is parameterized by p > 1, 0 < q ≤ (p − r) and 0 < r ≤ 1. We first compute the effective ranks rk(Σ) and
rk(Σ−t) for two choices of k. First, we have
rs(Σ) =
1
(1−a)d
d−s
.
(1− a)d
d− s .(d− s) = d− s.
Substituting d = np and s = nr, we have, for sufficiently large n,
rs(Σ)  np  n. (50)
Similarly because 1 ≤ t ≤ s, we have, for sufficiently large n,
rs(Σ−t) = d− s− 1  np  n.. (51)
Moreover, we get
r0(Σ) =
1
ad
s
· d = s
a
= nq+r  n iff (q + r) > 1. (52)
and by a similar argument, provided that r > 0, we can show that (for large enough n),
r0(Σ−t) =
1
ad
s
·
(
d− ad
s
)
=
s
a
− 1 = nq+r − 1 n iff (q + r) > 1 (53)
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We will apply Equations (50) and (51) for bounding survival in general, as well as contamination when
we have q ≤ (1 − r), and Equations (52) and (53) for bounding contamination when we have q > (1 − r).
Now, we state and prove our matching upper and lower bounds for survival for the bi-level ensemble.
Lemma 11 (Upper and lower bounds on survival for interpolation of binary labels). There exist universal
positive constants (L1, U1, L2, U2) such that for sufficiently large n, we have
SULb (n) ≤ SUb(1;n) ≤ SUUb (n),
with probability at least (1− 10e−
√
n) over the training data {Xi, Yi}ni=1, where we denote
SULb (n) :=

√
2
pi (1− 2ν∗)
(
1 + L1n
q−(1−r)
)−1
, q ≤ (1− r)√
2
pi (1− 2ν∗) · L2n(1−r)−q, q > (1− r)
, (54a)
SUUb (n) :=

√
2
pi (1− 2ν∗)
(
1 + U1n
q−(1−r)
)−1
, q ≤ (1− r)√
2
pi (1− 2ν∗) · U2n(1−r)−q, q > (1− r)
. (54b)
Proof. Note that Equations (50) and (51) imply that the conditions rs(Σ) ≥ bn and rs(Σ−t) ≥ b2n are
clearly satisfied for large enough n. Thus, we can apply Equation (26a) of Theorem 4 setting k = s to get
SUb(1;n) ≥
√
2
pi
(1− 2ν∗)
λ1
(
(n−s)
c˜λs+1rs(Σ−1)
− c3n3/4λs+1rs(Σ)
)
1 + λ1
(
cn
λ˜s+1rs(Σ−1)
+ c4n
3/4
λs+1rs(Σ)
)
with probability at least (1− 5e−
√
n) over the training data. Substituting s = nr and a = n−q, note that
λs+1rs(Σ)
λ1
=
λ˜s+1rs(Σ−1)
λ1

(1−γ)d
d−s n
p
γd
s
 n
p+r
np−q
 nq+r.
Substituting this above yields
SUb(1;n) ≥
√
2
pi
(1− 2ν∗)
 (n−nr)cnq+r − c3n3/4nq+r
1 + cnnq+r +
c4n3/4
nq+r

=
√
2
pi
(1− 2ν∗)
(
1
c · (n(1−r)−q − n−q)− c3 · n(3/4−r)−q
1 + cn(1−r)−q + c4 · n(3/4−r)−q
)
.
Thus, there are two cases:
1. 0 < q ≤ (1−r), in which case the terms corresponding to nq−(1−r) dominate, and there exists universal
constant L1 such that
SUb(1;n) ≥
√
2
pi
(1− 2ν∗)
(
1 + L1n
q−(1−r)
)−1
2. q > (1 − r), in which case the numerator goes to 0 but the denominator goes to 1 as n → ∞, and so
there exists universal constant L2 such that
SUb(1;n) ≥
√
2
pi
(1− 2ν∗) · L2n(1−r)−q.
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This completes the proof of the lower bound. An almost identical argument gives the proof of the upper
bound, so we omit it here.
Observe that for q > (1 − r), the true signal does not survive at all, i.e. SUr(1;n) → 0 as n → ∞.
Interestingly, for q ≤ (1−r), there is also non-trivial attenuation of signal when binary labels are interpolated,
i.e. SUr(1;n) →
√
2
pi · (1 − 2ν∗) < 1 as n → ∞. At a high level, this is a consequence of effective
misspecification induced by the sign operator on real output. As mentioned in the discussion in Section 5.2,
this is also spiritually related to the attenuation factor of signal that has been traditionally been observed
as a result of 1-bit quantization applied to a matched filter [41, 12].
As we will see in the following lemma, the corresponding case leads to zero attenuation of signal when
real output is interpolated., i.e. SUr(1;n)→ 1.
Lemma 12 (Upper and lower bounds on survival for interpolation of real output). There exist universal
positive constants (L1, U1, L2, U2, L1, U1, L2, U2) such that for sufficiently large n, we have
SULr (n) ≤ SUr(1;n) ≤ SUUr (n),
with probability at least (1− 8e−
√
n) over the randomness in the training data {Xi, Yi}ni=1, where we denote
SULr (n) :=

(
1 + L1n
q−(1−r)
)−1
, q ≤ (1− r)
L2n
(1−r)−q, q > (1− r)
, (55a)
SUUr (n) :=

(
1 + U1n
q−(1−r)
)−1
, q ≤ (1− r)
U2n
(1−r)−q, q > (1− r)
. (55b)
Equivalently, we can write
SUr
L
(n) ≤ 1− SUr(1;n) ≤ SUrU (n),
where we denote
SUr
L
(n) :=
L1n
q−(1−r), q ≤ (1− r)(
1 + L2n
(1−r)−q
)−1
, q > (1− r) , (56a)
SUr
U
(n) :=
U1n
q−(1−r), q ≤ (1− r)(
1 + U2n
(1−r)−q
)−1
, q > (1− r) (56b)
Proof. The proof follows by substituting the spectrum of the bi-level covariance model into the upper and
lower bounds of survival from Equations (27b) and (27a). This is essentially an identical argument to the
proof of Lemma 11, and so we omit it here.
Observe that for the case of interpolation of real output, we have additionally computed bounds on the
quantity (1−SUr(1;n)), which will subsequently be useful for the computation of bounds on contamination.
We have not stated this here to avoid complicating the proof, but it is interesting to note that if the real-valued
output had a non-zero level of independent additive zero-mean Gaussian noise, then this would not matter
for the scaling of the survival results asymptotically — this is a consequence of the range of parameter choices
that we have chosen for our bi-level ensemble. Such label noise would effectively be completely absorbed by
the excess features.
We now state an upper bound on contamination for the bi-level ensemble.
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Lemma 13 (Upper bound on contamination for interpolation of binary labels). There are universal positive
constants (U3, U4 and U5) such that for large enough n, we have CNb(1;n) ≤ CNUb (n) with probability at least(
1− 4n
)
over the randomness in the training data {Xi, Yi}ni=1, where we denote
CNUb (n) =
U3n
−min{(p−1),(1−r)}
2 · √lnn if q ≤ (1− r)
U4n
−min{(p−1),(2q+r−1)}
2 · √lnn if q > (1− r) (57)
Proof. We start by proving the statement for the case q ≤ (1−r). From Equations (50) and (51), we showed
that for large enough n, we have rs(Σ−1)  np  n. Substituting k = l = s in Equation (28a) from Theorem
5, we have
CNb(1;n) ≤ c7 ·
√√√√√√√
 sn + n ·
∑
j>s λ˜
2
j(∑
j>s λ˜j
)2
 · lnn · (1 + SUb(1;n)2) (58)
almost surely for every realization of SU with probability at least
(
1− 3n
)
over the training data. We first
evaluate the term
T1 :=
s
n
+ n ·
∑
j>s λ˜
2
j(∑
j>s λ˜j
)2 .
First, note that ∑
j>s
λ˜2j = (d− s− 1)
(
(1− γ)d
d− s
)2
 d = np and
∑
j>s
λ˜j
2 = ((d− s− 1)(1− γ)d
d− s
)2
 n2p.
Using this, we obtain
T1  n(r−1) + n(1−p)  n−min{(p−1),(1−r)}. (59)
Now, from Equation (54b), we get (for large enough n)
SUb(1;n) ≤ 1q≤(1−r)
√
2
pi
(
1 + U1n
q−(1−r)
)−1
+ 1q>(1−r)U2n(1−r)−q ≤ max
{
U2,
√
2
pi
}
(60)
with probability at least (1 − 4e−p1n) over the training data. Substituting Equations (59) and (60) in
Equation (58), we have
CNb(1;n) ≤ U3n−
min{(p−1),(1−r)}
2 ·
√
lnn
with probabilty at least
(
1− 4n
)
for appropriately defined positive constant U3. This completes the proof
for the first case.
Now, we move on to the second case, i.e. q > (1− r). From Equations (52) and (53), we saw that in this
case, we have r0(Σ−1)  nq+r  n. Substituting k = l = 0 in Equation (28a) from Theorem 5, we have
CNb(1;n) ≤ c7 ·
√√√√√√√
n ·
∑
j>0 λ˜
2
j(∑
j>0 λ˜j
)2
 · lnn · (1 + SUb(1;n)2)
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with probability at least
(
1− 3n
)
over the training data. As before, we evaluate the term
T1 := n ·
∑
j>0 λ˜
2
j
(
∑
j>0 λ˜j)
2
By a calculation very similar to the one in Appendix C.2, we get∑
j>0
λ˜2j = (s− 1) ·
a2d2
s2
+ (d− s− 1) · (1− a)
2d2
(d− s)2  n
2p+2q−r + np.
Moreover, we get (
∑
j>0 λ˜j)
2 = (d− ads )2 = (np − np−(r+q))2  n2p since (q + r) > 0. Therefore, we get
T1  n(1−p) + n(1+2q−r)  n−min{(p−1),(2q+r−1)}.
The other steps proceed as for the first case, and substituting this expression for the term T1 completes
the proof for the second case.
For some parameterizations of the bi-level ensemble, we can get a slightly more sophisticated upper bound
on contamination when the labels interpolated are real, as detailed in the following lemma.
Lemma 14 (Upper bound on contamination for interpolation of real output). There are universal positive
constants (U3, U4, U5) such that for large enough n, we have CNr(1;n) ≤ CNUr (n) with probability at least(
1− 3n
)
over the randomness in the training data {Xi, Yi}ni=1, where we denote
CNUr (n) =
U3nq−(1−r)−
min{(p−1),(1−r)}
2 · √lnn, q ≤ (1− r),
U4n
−min{(p−1),(2q+r−1)}2 · √lnn, q > (1− r) . (61)
Proof. We follow an identical approach as in the proof of Lemma 13 to bound the term T1. Substituting
this along with the upper bound on the quantity (1 − SUr(1;n)) from Equation (56b) (Lemma 12) in
Equation (29a), and using the fact that SUr(1;n) ≤ 1, Equation (61) follows for appropriately defined
positive constants (U3, U4). This completes the proof.
Finally, we state and prove our lower bounds on contamination together for interpolation of binary labels
as well as real output.
Lemma 15 (Lower bounds on contamination). There are universal positive constants (L3, L4, p2) such that
for large enough n, we have CNb(1;n),CNr(1;n) ≥ CNL(n) with probability at least (1 − 2e−p2n) over the
randomness in the training data {Xi, Yi}ni=1, where we define
CNL(n) :=
{
L3n
q−(1−r)− p−12 , q ≤ (1− r)
L4n
− (p−1)2 , q > (1− r) . (62)
Proof. Using Equation (51) we have, for large enough n, rs
(
Σ2−1
)
 np  n. Taking k = s in Equation
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(28b) from Theorem 5, for universal constants c8, c9, with probability at least (1− 2e−
n
c8 ), we have
CNb(1;n) ≥
√
n.
√
rs
(
Σ2−1
)
λ˜2s+1
c9
(
d∑
j=1
λj + λ1n
)
 n 12 ·
√
np
(
(1−γ)d
d−s
)2
d+ nγds
 n
− (p−1)2
1 + n(1−r)−q
,

nq−(1−r)−
(p−1)
2 , q ≤ (1− r)
n−
(p−1)
2 , q > (1− r) .
Thus Equation (57) follows by choosing appropriate constants p2, L3 and L4, completing the proof.
Comparing the upper bound (Equation (61)) and lower bound (Equation (62)) for the case of interpolating
real output, we observe that these bounds would be matching up to constant factors iff (p − 1) ≤ (1 − r).
In addition to the above condition, the upper bound for interpolation of binary labels (Equation (58)) will
match the lower bound iff q > (1− r).
Finally, we compute bounds on the ratio of survival to contamination, SUb(1;n)/CNb(1;n), for the inter-
polation of binary labels. A directly substitution of the upper and lower bounds for SUb(1;n) and CNb(1;n)
from Equations (54a), (54b) in Lemma 11, Equations (57) in Lemma 13 and Equation (62) in Lemma 15,
gives us (for large enough n)
SNRL(n) ≤ SUb(1;n)
CNb(1;n)
≤ SNRU (n), (63)
with probability at least
(
1− 16n
)
over the training data, where we denote
SNRL(n) :=
L5 · n
min{(p−1),(1−r)}
2 · (lnn)− 12 , 0 < q ≤ (1− r)
L6 · nmin{(p−1),(2q+r−1)}2 +(1−r)−q · (lnn)− 12 , q > (1− r)
. (64a)
SNRU (n) = U5 · n
p−1
2 +(1−r)−q. (64b)
E.1 Proof of Theorem 2
We are now ready to complete the proof of Theorem 2. First we compute a lower bound on regression test
loss. From Equations (17), (56a) and (62), we have (for large enough n)
R(α̂2,real;n) = (1− SUr(1;n))2 + (CNr(1;n))2
≥ (SUrL(n))2 + (CNLr (n))2
=
L1
2
n2(q−(1−r)) + L23n
−2(1−r)−(p−1)+2q, q < (1− r)(
1 + L2n
(1−r)−q
)−2
+ L24n
−(p−1), q > (1− r)
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with probability at least (1− 2e−
√
n − 2e−p2n). Thus, we have
lim inf
n→∞ R(α̂2,real;n) ≥
{
0, q < (1− r)
1, q > (1− r)
with probability equal to 1. Next, we compute an upper bound on regression test loss. From Equations (17),
(56b) and (61), we have (for large enough n)
R(α̂2,real;n) ≤ (SUrU (n))2 + (CNUr (n))2
=
U1
2
n2(q−(1−r)) + U23n
−2(1−r)−min{(p−1),(1−r)}+2q lnn, q < (1− r)(
1 + U2n
(1−r)−q
)−2
+ U24n
−(p−1) lnn, q > (1− r)
with probability at least
(
1− 2e−
√
n − 3n
)
. Thus, we have
lim supnR(α̂2,real;n) ≤
{
0, q < (1− r)
1, q > (1− r)
with probability equal to 1. By the sandwich theorem, we get
lim
n→∞R(α̂2,real;n) =
{
0, q < (1− r)
1, q > (1− r)
with probability 1, completing our characterization of regression.
We now move on to our final characterization of classification test loss, starting with the upper bound.
By Proposition 1, we have
C(α̂2,binary;n) = 1
2
− 1
pi
tan−1
(
SUb(1;n)
CNb(1;n)
)
.
From Equation (63), we get
1
2
− 1
pi
tan−1
(
SNRU (n)
)
≤ C(α̂2,binary;n) ≤ 1
2
− 1
pi
tan−1
(
SNRL(n)
)
.
Taking the limit as n→∞ in Equation (64a), we have
lim infn→∞SNRL(n) =
{
∞, q < min{(p−1),(2q+r−1)}2 + (1− r)
0, q ≥ min{(p−1),(2q+r−1)}2 + (1− r)
.
with probability 1. Thus, we have
lim supn C(α̂2,binary;n) ≤
{
0, q < min{(p−1),(2q+r−1)}2 + (1− r)
1
2 , q ≥ min{(p−1),(2q+r−1)}2 + (1− r)
.
with probability 1. To simplify further, consider the case for which (2q + r − 1) < (p − 1). Then, the
condition becomes q < q + (r−1)2 + (1 − r) = (1−r)2 =⇒ (1−r)2 > 0, which is always true under the bi-level
ensemble (as r < 1). Thus, we can effectively ignore this argument, and simply write
lim supn C(α̂2,binary;n) ≤
{
0, q < (p−1)2 + (1− r)
1
2 , q ≥ (p−1)2 + (1− r)
.
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On the other hand, we can also compute the limiting upper bound on SNR:
lim supn SNR
U (n) =
{
∞, 0 < q ≤ (p−1)2 + (1− r)
0, q > (p−1)2 + (1− r).
and so the classification test loss is lower bounded by:
lim infn C(α̂2,binary;n) ≥
{
0, 0 < q ≤ (p−1)2 + (1− r)
1
2 , q >
(p−1)
2 + (1− r).
Putting these together, we get
lim
n→∞ C(α̂2,binary;n) =
{
0, 0 < q ≤ (p−1)2 + (1− r)
1
2 , q >
(p−1)
2 + (1− r).
This completes the proof.
F Technical lemmas
F.1 Proof of Lemma 1
In this subsection, we prove Lemma 1, i.e. concentration on the operator norm of the random matrix
E := A− ||λ||1In. Recall that A is the random Gram matrix as defined in Appendix B. It is easy to verify
that E[A] = ||λ||1In. We start by recalling the following lemma by Laurent and Massart [25].
Lemma 16 (Laurent and Massart, [25]). For any t > 0, and any u ∈ Rn, we have
Pr
[
u>Eu >
√
2||λ||2 · t+ 2||λ||∞ · t
]
≤ e−t
Pr
[
u>Eu < −
√
2||λ||2 · t
]
≤ e−t,
where the probability is taken over the randomness in the matrix E.
We use this lemma together with a discretization and covering argument. Let U := {u1, . . . ,uN} be an
-net for the unit sphere Sn−1 in Rn, i.e., we have mini∈{1,...,N} ||u − ui||2 ≤  for all u ∈ Sn−1. It is easy
to show (for e.g. according to the covering arguments provided in [43, Chapter 4]) that we can pick U to be
an -net such that N ≤ (1 + 2 )n.
Now, let τ := t− n ln (1 + 2 ), and assume that t is large enough so that τ > 0. Then, by a union bound
over the set U , we have
max
i∈[N ]
u>i Eui ≤
√
2||λ||2 · t+ 2||λ||∞ · t and (65a)
min
i∈[N ]
u>i Eui ≥ −
√
2||λ||2 · t (65b)
with probability at least (1 − 2e−τ ) over the randomness in the matrix E. It now remains to remove
the discretization in both directions. Let û := arg maxu∈Sn−1u
>Au = arg maxu∈Sn−1 ||A1/2u||2, and let
i0 := arg mini∈{1,...,N}||û− ui||2 denote the nearest neighbor of û. Then, we have
||A1/2û||2 = ||A1/2ui0 + A1/2(û− ui0)||22
(i)
≤ ||A1/2ui0 ||2 + ||û− ui0 ||2||A1/2û||2
(ii)
≤ ||A1/2ui0 ||2 + ||A1/2û||2,
47
where inequality (i) is the triangle inequality on the `2-norm, and inequality (ii) follows from the definition
of the -net. Thus, we get
max
u∈Sn−1
u>Au ≤ 1
(1− )2u
>
i0Aui0
≤ 1
(1− )2
(
||λ||1 +
√
2||λ||2 · t+ 2||λ||∞ · t
)
.
Noting that µmax(E) = µmax(A)− ||λ||1 and substituting t := τ + n ln
(
1 + 2
)
, gives us
µmax(E) ≤ f1(λ; , τ). (66)
On the other side, for any u ∈ Sn−1, let i∗ be the index of its nearest neighbor in U . Then, we have
u>Au = u>i∗Aui∗ + 2u
>
i∗A(u− ui∗) + (u− ui∗)>A(u− ui∗)
(i)
≥ u>i∗Aui∗ + 2u>i∗A(u− ui∗)
(ii)
≥ u>i∗Aui∗ − 2||A1/2ui∗ ||2 · ||A1/2(u− ui∗)||2
(iii)
≥ u>i∗Aui∗ − 2||u− ui∗ ||2 · ||A1/2ui∗ ||2 · ||A1/2û||2
(iv)
≥ u>i∗Aui∗ − 2 · ||A1/2ui∗ ||2 · ||A1/2û||2
≥ u>i∗Aui∗ −
(
2
1− 
)
· ||A1/2ui0 ||2 · ||A1/2ui∗ ||2
≥ ||λ||1 −
√
2||λ||2 · t−
(
2
1− 
)
·
(
||λ||1 +
√
2||λ||2 · t+ 2||λ||∞ · t
)
where inequalities (i) and (ii) follow from the positive semidefiniteness of A and the Cauchy-Schwarz
inequality respectively, and inequalities (iii) and (iv) follow from the definition of the operator norm and the
-net respectively. The last two inequalities follow since we recall that ||A1/2û||2 ≤ 1(1−) ||A1/2ui0 ||2. Then,
we substitute Equation (65a) for indices i∗ and i0.
Again, noting that µmin(E) = µmin(A)− ||λ||1, and substituting t := τ + n ln(1 + 2 ), gives us
µmin(E) ≥ −f2(λ; , τ). (67)
Finally, using Equations (66) and (67), we have
||E||op = max{µmax(E),−µmin(E)} ≤ max{f1(λ; , τ), f2(λ; , τ)},
completing the proof.
F.2 Proof of Lemma 2
In this subsection, we prove Lemma 2, i.e. concentration on the quantity 1
u>A−1u for the inverse Wishart
matrix A−1. Because A is a Wishart matrix, we can use rotational invariance of the distribution of the
random variable u>A−1u for any u ∈ Sn−1. Thus, it suffices to prove the concentration bound for u := en,
i.e. study the random variable A−1n,n = e
>
nA
−1en.
From elementary properties of the inverse Wishart distribution, we know that the quantity 1
A−1n,n
∼
χ2(d−n+ 1). Recall that we denoted d′(n) := (d−n+ 1) for shorthand. Therefore, substituting Lemma 16
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(with λ := 1), we get
Pr
[
1
A−1n,n
>
√
2d′(n)t+ 2t
]
≤ e−t
Pr
[
1
A−1n,n
< −
√
2d′(n)t
]
≤ e−t.
Since A−1n,n is identically distributed to u
>A−1u for any u ∈ Sn−1, the above concentration inequalities
hold for the random variable 1
u>A−1u . This completes the proof.
F.3 Proof of Lemma 6
In this subsection, we prove Lemma 6, i.e. equivalent quadratic form expressions for the contamination factor
when binary labels are interpolated. As argued in Appendix D.3.1, for any j ∈ {1, . . . , d}, the coefficient αˆj
is given by
αˆj = e
>
j ΦtrainA
−1Ytrain =
√
λjz
>
j A
−1yt.
From the Sherman-Morrison-Woodbury identity, we have
A−1 = A−1−t −
λtA
−1
−tztz
>
t A
−1
−t
1 + λtz>t A
−1
−tzt
.
Using this, we can rewrite αˆj as
αˆj =
√
λjz
>
j
(
A−1−t −
λtA
−1
−tztz
>
t A
−1
−t
1 + λtz>t A
−1
−tzt
)
yt
=
√
λj ·
(
1− 1
1 + λtz>t A
−1
−tzt
)
· z>j A−1−tyt
=
√
λj · z>j A−1−t
(
yt − SUb(t)zt
)
where the last equality follows from Equation (40).
Using the definition of contamination (Equation (16)) and the above expressions, we get
CN2b(t) =
d∑
j=1,j 6=t
λjαˆ
2
j =
d∑
j=1,j 6=t
λ2jy
>
t A
−1zjz>j A
−1yt
= y>t A
−1
 d∑
j=1,j 6=t
λ2jzjz
>
j
A−1yt
= y>t Cyt.
Now, we denote y˜t := yt − SUb(t)zt. To prove the second form of contamination, we use the following
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sequence of equalities:
CN2b(t) =
d∑
j=1,j 6=t
λjαˆ
2
j =
d∑
j=1,j 6=t
λj
(√
λjz
>
j A
−1
−t y˜t
)2
=
d∑
j=1,j 6=t
λ2j y˜t
>A−1−tzjz
>
j A
−1
−t y˜t
= y˜t
>A−1−t
 d∑
j=1,j 6=t
λ2jzjz
>
j
A−1−t y˜t
= y˜t
>C˜y˜t.
This completes the proof of Lemma 6.
F.4 Proof of Lemma 7
In this subsection, we prove Lemma 7, i.e. a high-probability upper bound on the quadratic forms y˜t
>C˜y˜t
and z>t C˜zt over only the randomness in {zt,yt}. Recall that we defined the random variables {zt,yt} in
Appendix D. Note that C˜ is almost surely positive definite and {zt, y˜t} are both pairwise independent of C˜.
Further, note that
y˜t
>C˜y˜t = (yt − SUb(t)zt)>C˜(yt − SUb(t)zt)
≤ (yt − SUb(t)zt)>C˜(yt − SUb(t)zt) + (yt + SUb(t)zt)>C˜(yt + SUb(t)zt)
= 2y>t C˜yt + 2SUb(t)
2z>t C˜zt.
From Equation (37), we have
z>t C˜zt ≤ tr(C˜)
(
1 +
1
c
)
· (lnn)
almost surely for every realization of the random matrix C˜, and with probability at least
(
1− 1n
)
over
the randomness in zt.
By an identical argument (noting that y2t,i = 1 almost surely, and that E
[
yt,iyt,j
]
= 0 for any i 6= j), we
can show that
z>t C˜zt ≤ tr(C˜)
(
1 +
1
c
)
· (lnn) (68)
Substituting these inequalities in the expression for y˜t
>C˜y˜t completes the proof.
F.5 Proof of Lemma 9
In this subsection, we prove Lemma 9, i.e. a high-probability lower bound on the minimum eigenvalue of
the random (almost surely positive semidefinite) matrix C. Recall that we defined
C := A−1
 d∑
j=1,j 6=t
λ2jzjz
>
j
A−1,
= A−1
d−1∑
j=1
λ˜2jzjz
>
j
A−1.
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Using the mathematical fact from Appendix G.2, we have
µn(C) ≥ (µn(A−1))2µn
d−1∑
j=1
λ˜2jzjz
>
j
 .
Now, Equations (34) and (35a) from Lemma 3 can be used to lower bound the terms (µn(A
−1))2 and
µn
(∑d−1
j=1 λ˜
2
jzjz
>
j
)
respectively. Substituting these lower bounds into the above bound completes the proof.
F.6 Proof of Lemma 10
In this subsection, we prove Lemma 10, i.e. equivalent quadratic form expressions for the contamination
factor when real output is interpolated. This proof closely mirrors the proof of Lemma 6.
Let αˆj denote the j
th component of α̂2,real. As argued in Appendix D.4.4, for any j ∈ {1, . . . , d}, the
coefficient αˆj is given by
αˆj = e
>
j ΦtrainA
−1Ztrain =
√
λjz
>
j A
−1zt. (69)
By the Sherman-Morrison-Woodbury Identity, we have
A−1 = A−1−t −
λtA
−1
−tztz
>
t A
−1
−t
1 + λtz>t A
−1
−tzt
.
Using this, we can rewrite αˆj as
αˆj =
√
λj
(
1− λtz
>
t A
−1
−tzt
1 + λtz>t A
−1
−tzt
)
z>j A
−1
−tzt
=
√
λj(1− SUr(t))z>j A−1−tzt, (70)
where the last equality follows from Equation (45).
Finally, using the definition of contamination (Equation (16)) together with Equation (69) gives us
CN2r(t) =
d∑
j=1,j 6=t
λjαˆ
2
j =
d∑
j=1,j 6=t
λ2jz
>
t A
−1zjz>j A
−1zt
= z>t A
−1
 d∑
j=1,j 6=t
λ2jzjz
>
j
A−1zt
= z>t Czt.
Similarly, applying Equation (70) gives us
CN2r(t) =
d∑
j=1,j 6=t
λjαˆ
2
j =
d∑
j=1,j 6=t
λj
(√
λj(1− SUr(t))z>j A−1−tzt
)2
= (1− SUr(t))2
d∑
j=1,j 6=t
λ2jz
>
t A
−1
−tzjz
>
j A
−1
−tzt
= (1− SUr(t))2z>t A−1−t
 d∑
j=1,j 6=t
λ2jzjz
>
j
A−1−tzt
= (1− SUr(t))2z>t C˜zt.
This completes the proof.
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G Mathematical Facts
G.1 Upper bound on maximum eigenvalue of product of positive definite ma-
trices
Let A,B ∈ Rn×n be symmetric positive definite matrices and let C = AB. It is a well known fact that for
positive definite matrix M, µ1(M) = ‖M‖2, i.e the largest eigenvalue is the operator norm. Using this,
µ1(C) = ‖C‖2 = ‖AB‖2 ≤ ‖A‖2 ‖B‖2 = µ1(A)µ1(B),
where the inequality follows from the sub-multiplicativity of operator norm.
G.2 Lower bound on minimum eigenvalue of product of positive definite ma-
trices
Let A,B ∈ Rn×n be symmetric positive definite matrices and let C = AB. Note that since inverses exist
for positive definite matrices we can write,
µn(C) =
1
µ1(C−1)
≥ 1
µ1(A−1)µ1(B−1)
= µn(A)µn(B),
where the inequality follows by applying the upper bound for eigenvalue of product of two positive definite
matrices from Appendix G.1.
H Normalized margin calculations
In this section, we verify that the statement of Equation (19) exactly matches with the statement in [5,
Theorem 21], using the notation from that paper. Observe that the first and third terms in the generalization
bound exactly match. We only need to verify the second term. Note that the linear kernel is precisely
k(X,X ′) := φ(X)>φ(X ′).
Therefore, we get √√√√ n∑
i=1
k(Xi, Xi) =
√√√√ n∑
i=1
||φ(Xi)||22
= ||Φtrain||F.
Similarly, using the kernel trick (see the discussion just below Theorem 21 in the paper), we can verify
that the term B is an upper bound on the quantity ||α̂||2. Substituting these equivalences into the original
statement completes the verification.
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