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Order stars are a powerful modern tool for the development and analysis of numerical
methods. They convey important information such as order and stability in a unifled
framework. A package for rendering order stars becomes part of the standard distribution
in the next major release of Mathematica. An introduction to the theory is provided
here, set in the context of numerical methods for Ordinary Difierential Equations. The
implementation is discussed and examples are given to illustrate why a computer algebra
system is an ideal environment for the exploration of order stars.
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1. Introduction
Difierential equations are of signiflcant value in modeling many physical systems. How-
ever, analytic tools apply to only a small subset of problems and the existence of closed
form solutions is the exception. In practice, most equations are discretized and approx-
imate solutions are thus obtained. Several issues arise: How is the discretization best
performed? How can we ensure that the solution process is well-posed? What is the best
method of solution?
The choice of method and the study of error propagation, or stability, is the realm
of numerical analysis. In addition to desirable stability properties, numerical methods
should possess some degree of accuracy; usually ascertained by matching terms in a Taylor
expansion. Order of accuracy is related to pointwise errors. Alas, as order increases, the
number of points required to obtain solutions also increases and order is set against
stability. It is a combination of order and stability which ensures convergence of the
numerical scheme to the exact solution.
Numerical methods are often endowed with parameters and it is the task of a numerical
analyst to flnd a suitable choice of values according to certain desired properties. Order
stars are a recent technique developed to analyse the behaviour of numerical methods.
Numerical algorithms are explored as properties of analytic functions in the complex
plane. Unlike interpolating splines, for example, analytic functions are devoid of local
behaviour. Elements of approximation are of interest, such as the location of zeros, poles
and interpolation points. Order is also encompassed by the language of approximation
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theory and order stars thus provide a unifying framework. Important properties such as
the A-stability of a numerical method can be determined by simply reading-ofi features
of the order star.
Order stars were introduced in the seminal contribution of Wanner et al. (1978), aris-
ing from a search for a better understanding of Pad¶e approximants to the exponential.
Many surprising and unexpected results followed, a review of some of which can be found
in Wanner (1987). Their importance is now flrmly established in numerical analysis, em-
phasized by the recent appearance of a book dedicated to order stars and their appli-
cations (Iserles and N¿rsett, 1991). An overview is given in Hairer and Wanner (1991),
and further introductory expositions can be found in Lambert (1991), Butcher (1987).
Symbolic computation provides more functionality than traditional computer program-
ming languages and heralds the dawn of a new era in computational mathematics. Here
we choose to utilize the capabilities of our computer algebra system to automate the task
of flnding stability regions for numerical methods. Our main task is to develop software
with a simple and familiar syntax that does not overburden a user. At the same time,
numerous options are provided in the package for those who wish to override internal
heuristics and have flner control over the flnal form of the result. It is anticipated that
the package will be used for pedagogical purposes and by researchers in their search for
improved algorithms.
In Section 2 an introduction to the established theory of stability is given. This leads
on fairly naturally to some important features of order star theory, which are introduced
in Section 3. Section 4 introduces the Pad¶e approximant and brie°y describes some
implementation strategies. Section 5 illustrates the link between numerical methods and
rational approximants, by introducing linear stability theory for Runge{Kutta methods.
Section 6 provides details of how order stars are rendered in Mathematica and describes
implementation issues. Order stars can yield elegant and compact proofs, notably absent
from complicated formulae. Numerous applications are illustrated in Section 7. A more
detailed derivation is illustrated in Section 7.7, including a proof of the flrst in a series
of open conjectures. This is followed by a summary of some of the wider implications
of the theory pertaining to linear multi-step methods and some further implementation
considerations.
2. Background
Assume that we are given a numerical method. Numerical stability is the study of the
behaviour of the solution that results from the application to some problem of interest.
The established approach to this topic is to model the evolution of initial perturbations
and ensure that these are asymptotically damped. Initial errors can arise from the use of
flxed precision arithmetic, or they can be considered as modeling errors in the underlying
equations (Skeel and Keiper, 1993; Chapters 1, 2).
2.1. zero stability
Stability can be divided into two classical areas. The flrst of these is concerned with
the limit as the step-size tends to zero and is called zero-stability. Zero-stability provides
a means of analysing the stability of a numerical method by essentially treating it as a
difierence scheme. Zero-stability of a numerical method is equivalent to well-posedness
of the resulting difierence scheme.
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Stability is not a su–cient requirement for a numerical method. Ultimately we wish
to also ensure that a method converges to a desired solution. A classical theorem due
to Germund Dahlquist states that convergence of a numerical method to an initial value
problem is guaranteed (in the limit h ! 0) if the method is zero-stable and its order is
at least one (consistency)|see, for example, Lambert (1991); Chapter 3. Thus we can
restrict our search to the class of zero-stable numerical methods|otherwise the solution
need not converge to the problem being studied. In fact this is a little over-simplistic, as
will be remarked upon in Section 2.4.
Another type of stability is concerned with the propagation of errors by a numerical
method for a flxed non-zero step size. An established approach to this type of stability
analysis is illustrated in the next section.
2.2. absolute stability
Just as there are absolute and relative measures of error, order stars can be considered
as a relative measure of stability. It therefore seems natural to begin by introducing the
more established notion of absolute stability. This is perhaps best illustrated with an
example. Consider the scalar linear ODE
y0(t) = ¡y(t) ; R 7! R: (2.1)
This equation deflnes a family of solution curves. A particular solution is flxed by speci-
fying an initial condition y(t0) = y0: For t > 0 the solution curves are bounded and this
enables the possibility of absolutely stable numerical methods|where the step-size may
be suitably chosen to ensure stability.
One of the earliest examples of a numerical scheme for solving ODEs is Euler’s method
Butcher (1987); Section 200. Applying Euler’s method to equation (2.1) yields;
yn+1 = (1¡ h) yn ; (2.2)
where yn is an approximation to the true solution y evaluated at time tn, y(tn). Euler’s
method has order one (the one-step discretization error is O(h2)). It is explicit, since the
solution depends only on previously computed values via a simple recurrence.
Introducing some computational error into the approximate solution, we are concerned
with the manner in which errors are propagated. This is equivalent to perturbing one of
the computed values, y0 ! y0 + – = ~y0 say, and following the evolution:
~yn+1 = (1¡ h) ~yn = ¢ ¢ ¢ = (1¡ h)n ~y0 :
Errors diminish if j1 ¡ hj < 1. Interpreting this expression in the complex plane gives
the absolute stability region. The absolute stability region of Euler’s method for the
problem (2.2) is then the interior of the unit circle centered at 1. Euler’s method is
then guaranteed to propagate errors with decreasing magnitude as long as the step-size
restriction 0 < h < 1 is satisfled.
2.3. relative stability
Order stars extend the analysis of absolute stability by considering the relative com-
parison of an approximant with a function. An advantage of this approach is that in-
formation concerning the order of approximation is also encoded. The idea of using a
relative measure to determine the stability region was apparently explored by C. W.
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Gear as early as 1971, who subsequently discarded the results thinking them to be in
error, Hairer and Wanner (1991); Section IV.4.
Consider the solution of a generalization of equation (2.1), namely Dahlquist’s equa-
tion:
y0(t) = ‚ y(t); y(t0) = y0 ; ‚ 2 C : (2.3)
The solution is given by
y(tn) = exp(‚ tn) :
Furthermore, we have
y(tn+1) = exp(h‚) y(tn) ;
and using Euler’s method yields:
yn+1
y(tn+1)
=
(1 + h‚)
exp(h‚)
yn
y(tn)
(2.4)
=
R(z)
F (z)
yn
y(tn)
:
Thus relative stability is determined by the ratio (1+z)= exp(z), where we have introduced
the complex variable, z = h‚.
2.4. asymptotic stability and non-linear systems
It is perhaps worth adding a cautionary note on the inference of convergence from
consistency and zero-stability. In terms of the theory of dynamical systems, a numerical
method approximates the underlying °ow by a map. Often we are not so interested in the
behaviour of this approximation over compact time intervals, but in using the approx-
imation to resolve the asymptotic dynamics. Iserles has demonstrated that there exists
a flrm link between linear stability and maintenance of correct asymptotic dynamics for
autonomous non-linear systems. Multi-step methods which produce convergent solutions
must necessarily converge to the correct asymptotic value. Alas, this is no longer the case
for Runge{Kutta methods; it is possible to produce smooth solution trajectories which
are completely wrong|even for relatively simple equations and modest step-sizes. See,
for example, Iserles (1988) for further details.
Convergence properties of dynamical systems under discretization are reviewed in
Stuart (1994), where it is pointed out that in practice numerical computations may miss
part of an attractor. However, it is primarily through stability analysis that it is possible
to distinguish between difierent integration techniques; when convergence occurs, it does
so for all consistent numerical methods and is distinguished solely by the rate of conver-
gence. A recent review of aspects of stability in the numerical integration over long-time
intervals can be found in Stuart and Humphries (1994).
3. Order stars
For Euler’s method (2.4) we had R(z) given by the polynomial 1+z. Certain numerical
methods give rise to rational approximants. There are additional desirable properties of
this form of approximant and these are brie°y discussed in Section 4. The features of a
relative approximation in the complex plane can be studied in an order star. It is worth
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bearing in mind that the study of properties of an approximant often originate from our
interest in some numerical method.
Let P and Q be possibly complex-valued, polynomials of degree m and n, respectively,
and denote the quotient R = P=Q by Rm=n. Clearly, a zero of Q is a pole of R. Let
F (z) be a complex function. An order star ‰(z) deflnes a partition in the complex plane,
namely the triplet fA+; A0; A¡g, where
A+ = fz : ‰(z) > •g
A0 = fz : ‰(z) = •g
A¡ = fz : ‰(z) < •g :
There are two varieties of order star, ‰(z), commonly considered in the literatureflflflflR(z)F (z)
flflflfl with • = 1 ; and Re (R(z)¡ F (z)) with • = 0 ;
known as order stars of the flrst and second kind respectively. The two forms are related
Iserles and N¿rsett (1991); Lemma 2.9. Here we will give examples of both types but,
based on the wider range of applications, it seems fltting to give considerably more
emphasis to order stars of the flrst kind. By convention, A+ is shaded to distinguish it
from A¡. The set A+ can be thought of as the region of growth of relative stability, A¡
as the region of contractivity and A0 (denoted by some authors as @A) as the boundary
between two regions in the complex plane.
There are several important properties of order stars. The following deflnitions for
order stars of the flrst kind, apply to the case F = exp, an important example which
we have already seen is related to equation (2.3) and which will be expanded upon in
Section 5.
Property 3.1. (order) R(z) is an order p approximation to exp(z), if z is adjoined
by p + 1 sectors of A+, separated by p + 1 sectors of A¡. All sectors approach z with
asymptotic angle …=(p+ 1).
Bounded, connected sectors of A+ are often referred to as flngers and corresponding
regions of A¡ as dual flngers .
Property 3.2. (enumeration) The number of poles (zeros) of R in each bounded
connected component of A+ (A¡), counted with their multiplicity, equals the number of
interpolation points (i.e. points such that R(z) = F (z)).
The role of multiplicity is illustrated further in Section 7.7.
Property 3.3. (unboundedness) There are precisely two unbounded connected com-
ponents, one of A+ and one of A¡.
This is sometimes written (equivalently) as two components of A0 going to inflnity.
Here is an illustration of an order star and a description of the relevant features.
Consider a rational approximant approx to the exponential. This is generated by issuing
the following commands in Mathematica. The message which is generated is explained in
detail in Section 6.
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In[1]:= Needs["NumericalMath‘OrderStar‘"];
In[2]:= approx = (1+6z/5+z^2/10-2z^3/15)/(1+z/5-3z^2/5+z^3/5);
In[3]:= OrderStar[ approx, Exp[z],
OrderStarLegend -> {{.65,.55},{.975,.95}} ];
Out[3]=
OrderStar::sols: Warning: No finite zeros of
function found using NSolve. Either inverse
functions or transcendental dependencies were
involved. Try specifying omitted points using options.
 Poles of approximant
 Zeros of approximant
 Poles of function
 Zeros of function
 Interpolation point
There are three distinct zeros of R(z), two in the negative half-plane. Similarly there
are three distinct poles of R(z), two in the positive half-plane. There are exactly two
unbounded sectors, one of A+ (shaded) and one of A¡ conflrming Property 3.3. There is
an interpolation point of degree 3 at the origin by Property 3.2, but this is not detected
by the package|a point which will be elaborated upon in Section 7.4. The order of
approximation at the origin is 3 from Property 3.1, since there are four adjoining sectors
of A+ and A¡. This is readily conflrmed by a series expansion, to reveal the flrst non-
vanishing term:
In[4]:= Series[ approx - Exp[z] ,{z,0,4}]
Out[4]=
4
z 5
-- + O[z]
40
The order star is symmetric with respect to the real axis since the coe–cients of R are
real Hairer and Wanner (1991); Section IV.4. In subsequent Sections In/Out labels begin
at 2 if the package OrderStar.m is assumed to be loaded as in step In[1].
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4. Elements of Approximation
We will be interested in Pad¶e approximants later on so it is worth taking a little time
to introduce these.
4.1. rational polynomial approximants
A rational polynomial approximant is a ratio of two polynomial functions. Denote the
degrees of these polynomials by m for the numerator and n for the denominator. An m=n
rational polynomial approximant has the following form:
Rm=n(z) =
Pm(z)
Qn(z)
=
mX
i=0
pi z
i
nX
j=0
qj z
j
; (4.1)
where pi; qj are real valued parameters for all 0 • i • m, 0 • j • n and pm; qn 6= 0. It is
common to choose p0 = 1 which serves to normalize the representationy. In this article
we will often be interested in the case of the exponential, for which q0 = F (0) = 1.
4.2. pad¶e approximants
An important class of rational polynomial approximants are the Pad¶e approximations.
For example, these can arise from the application of Runge{Kutta methods to Dahlquist’s
equation, (2.3). A Pad¶e approximant is a rational polynomial which uses all available
parameters to maximize the order of approximation at a given point. Every m=n Pad¶e
approximant has, by deflnition, order p ‚ m + n (which is possible from a count of the
free parameters in equation (4.1)) and is unique. Pad¶e approximants to the exponential
have order exactly m+ n Iserles and N¿rsett (1991); Chapter 4 and an explicit formula
can be easily written down (see, for example, Hairer and Wanner, 1991; Theorem 3.12).
Pad¶e approximants clearly encompass the power series as a special case. It is therefore
reasonable to expect that Pad¶e approximants can succeed in better local approximation;
basing selection on minimizing the principal local truncation error amongst a wider class
of methods. Pad¶e approximants enable the possibility of approximating the poles of a
function. They have the advantage of enabling an extension of the region of convergence
over a power series and allow the possibility of global convergence when all poles can be
approximated. In practice, it can often be a reasonable assumption that a function has a
series expansion which can be well approximated by a rational function. A more thorough
treatment of elements of approximation theory, and Pad¶e approximants in particular, can
be found in Baker (1975), Brezinski (1990) and a recent review article Brezinski (1996).
The package Pade.m in the Calculus folder of the standard distribution of Mathematica
can be used to calculate Pad¶e approximants. The coe–cients in a Pad¶e approximant can
efiectively be found by solving linear systems of equations. For example, for a function
F , the coe–cients of P , Q can be determined by equating coe–cients of a power series
expansion of
P (z)¡ F (z)Q(z) = 0 (4.2)
y Various choices of normalized representations for Pad¶e approximants can be found in the literature,
Baker (1975); Chapter 1.
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to the highest possible order. The \highest possible order" is an issue tied to existence and
cannot be known a priori for an arbitrary function. It may not always be the case that a
Pad¶e approximant of a specifled degree exists and if some of the coe–cients of the power
series are zero then the series is said to be non-normal Baker (1975). Non-normality rules
out the use of most e–cient recursive schemes in the literaturez.
The current implementation in Mathematica solves the linear system (4.2) (an O(n3)
process) using a loop that can terminate below the requested order. This happens if the
leading coe–cient turns out to be zero, or if the system of linear equations specifying the
coe–cients fails to have a solution. As illustration, the 2=3 Pad¶e approximant to sin(z)
at the origin is z=(1 + z2=6), which is only of order 4. If there is a zero or a pole at the
center of expansion of a Pad¶e approximant, it is divided out. The regularized function is
then approximated, and flnally the zero or pole multiplied back in. The idea here is that
this tends to minimize the relative error rather than the absolute error.
Frobenius (1881) was the flrst to organize Pad¶e approximants in a doubly indexed array.
However, Pad¶e (1892) was the flrst to emphasize the importance of such a tabular form
and to study its structure. We can construct a snapshot of an inflnite two-dimensional
Pad¶e table in Mathematica and display it as follows:
In[2]:= Table[ Pade[Exp[z],{z,0,m,n}], {m,0,2}, {n,0,2} ] //TableForm
Out[2]//TableForm=
1
----------
2
1 z
----- 1 - z + --
1 1 - z 2
z
z 1 + -
1 + - 3
2 ------------
----- 2
z 2 z z
1 - - 1 - --- + --
1 + z 2 3 6
2
2 z z
2 z z 1 + - + --
1 + --- + -- 2 12
3 6 ----------
2 ------------ 2
z z z z
1 + z + -- 1 - - 1 - - + --
2 3 2 12
z An algorithm that overcomes problems caused by the issue of non-normality involves the computa-
tion of elements lying in an ofi-diagonal path in a Pad¶e table and is described in Cabay and Choi (1986).
This is currently implemented in Maple V release 3.
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Zero entries (when present) indicate that approximants of a specifled degree do not exist.
A description of the structure of zeros and relations between neighbouring entries in such
tables are described in Baker (1975) and Brezinski (1990).
Sometimes order stars are related by a simple symmetry due to the relationship be-
tween an approximant and a function. For example, this occurs for Pad¶e approximations
to sin and sinh. It is important to understand the relationship between numerical methods
and the approximants which arise from their application to some problem. The next sec-
tion illustrates how Runge{Kutta methods applied to ODEs yield rational approximants
to the exponential.
5. Runge{Kutta Methods and Linear Stability
Consider an n-dimensional system of non-autonomous (time dependent) ODEs deflned
by:
y0 = f(t;y) ; y(t0) = y0 ; f : R£ Rn 7! Rn : (5.1)
For the purposes of the remaining discussion, we can drop the time-dependency in equa-
tion (5.1) since an n-dimensional non-autonomous system can be recast as an (n + 1)-
dimensional autonomous system. Linear stability theory involves the assumption that it
is reasonable to replace equation (5.1) by Dahlquist’s equation (2.3).
The flrst step in going from equation (5.1) to (2.3) is to linearize the system. The
second step is to freeze the (time-dependent) coe–cients to obtain constant values. The
flnal step is to diagonalize the system using similarity transformations Lambert (1991);
Section 5.12y.
Rigorous stability criteria with a wider scope than simple classical test equations are
of interest. It is equally important to know to what extent stability regions can be relied
upon in assessing stability for more general equations. A recent discussion of these issues
can be found in Dorsselaer et al. (1993).
The Runge{Kutta method with s stages for (the autonomous version of) equation (5.1)
is given by
ki = f(yn + h
sX
j=1
aij kj); i = 1; 2; : : : ; s;
yn+1 = yn + h
sX
j=1
bj kj :
(5.2)
The free parameters, represented by the vector b = (b1; : : : ; bs)T and the s £ s matrix
A = (aij), are chosen such that yn represents an approximation to the series expansion
of the solution to equation (5.1). If the matrix A is strictly lower triangular, then the
method is explicit since the intermediate stages ki, i = 1; : : : ; s in equations (5.2) can be
computed recursively.
Numerical solutions are obtained by replacing the continuous solution of equation (5.1)
by a discrete equation
yn+1 = ˆRKh;f yn ; y(t0) = y0 ; (5.3)
y Recent results indicate that this diagonalization process may also contribute to a signiflcant change
in the ODE problem, when the similarity transformations are highly non-normal. A more precise technical
deflnition based instead on the pseudo-spectra (determined by †-perturbation of the coe–cient matrix)
is described in Higham and Trefethen (1993).
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where ˆRK
h;f is a one-step map depending upon the Runge{Kutta method, the time-
step h and the function f . The time-evolution of the solution to equation (5.1) is then
approximated by iterating the map on the initial condition y0; yn being an approximate
solution to y(tn) = y(t0 + nh). The time steps need not necessarily be equidistant in
which case we write hn to indicate dependence upon a non-uniform grid.
Application of the Runge{Kutta method, equations (5.2), to equation (2.3) results in
a one-step difierence equation of the form
yn+1 = R(z) yn : (5.4)
R(z) is called the stability function of the method. There are two commonly used alter-
native formulations for R(z) Lambert (1991); Section 5.12:
R(z) = 1 + z bT (I ¡ z A)¡1 e (5.5)
=
flflI ¡ z A+ z e bT flfl
jI ¡ z Aj ; (5.6)
where e is the s dimensional unit vector (1; : : : ; 1)T . Equations (5.5) and (5.6) deflne
R(z) as a rational polynomial function (hence the choice of notation) when the matrix
A contains one or more non-zero elements on or above the main diagonal. The two
forms (5.5) and (5.6) are complementary and there is no consensus as to which is more
constructive. Linear stability centers on the question of whether the numerical solution
of the scalar test equation (2.3) tends to zero as the number of iterates tends to inflnity.
From equation (5.4), perturbations are damped if and only if jR(z)j < 1.
One question that arises quite naturally is how can the step-size be chosen to ensure
stability of the method? The relationship between h and z plays a role of central impor-
tance in this issue and can be interpreted as follows. Given an equation (5.1), linearize to
obtain equation (2.3) with ‚ prescribed by the problem. To each Runge{Kutta method
there corresponds a stability function R. Choose the step size h such that jR(h‚)j < 1
in order to ensure the stability of the method for the problem (or at least the linearized
part). Stifi problems yield large negative values for ‚ and hence can place severe restric-
tions on the choice of step size when the region of absolute stability is flnite.
Certain Runge{Kutta methods exist where R(z) is a Pad¶e approximant. For example,
s-stage Gauss{Legendre methods yield s=s Pad¶e approximants and attain maximal order
2 s amongst the class of Runge{Kutta methodsy.
5.1. bounds on the order of attainability|order barriers
Order stars can be used in the proof of maximal order of certain forms of approximant.
This is accomplished by constructing so-called order barriers , which efiectively limit the
order of attainability. Elegant proofs of order barriers can be constructed using order star
theory Iserles and N¿rsett (1991); Section 3.5. Application of a numerical method to a
scalar problem is su–cient to establish an order barrier, since any contradiction in the
order of attainability su–ces. However, order of approximation based on a scalar prob-
lem, is a necessary but by no means su–cient condition for the order of the corresponding
y The Gauss{Legendre methods are also sometimes referred to as the Kuntzmann{Butcher methods
Hairer and Wanner (1991).
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numerical method when applied to systems of equations. Additional conditions are of-
ten required (see, for example, Lambert (1991); Section 5.8). This fact was reputedly
overlooked in some of the flrst space shots.
An illustration of the importance of an order barrier is as follows. The denominator in
(5.6) is related to the characteristic equation determining eigenvalues of the Runge{Kutta
matrix A. Thus poles of R are inexorably linked to eigenvalues of A. Enforcing real eigen-
values is one way of reducing the computational overhead in solving implicit Runge{Kutta
schemes, particularly when methods possess a single point spectrum Butcher (1987); Sec-
tions 347, 348. Thus it is clear that constraining the class of numerical method is re°ected
as a restriction on the form of an approximant; in this case a restriction to real poles.
Order stars can be used to establish the attainable order of singly implicit Runge{Kutta
methods Iserles and N¿rsett (1991); Theorem 3.6, but there remain open problems in
this area. In Section 7.7 we investigate one such problem.
Runge{Kutta methods may be derived in a systematic fashion using computer algebra
Sofroniou (1994). Order stars can be used in conjunction to classify the resulting methods.
6. Implementation
Before proceeding further, it seems appropriate to make some comments concerning
the implementation of OrderStar in Mathematica. OrderStar makes use of ContourPlot.
Speciflcation of a single level curve, A0, is accomplished using the option Contours.
Contour shading is used to highlight the region A+. F is used to represent a meromorphic
function which we are interested in studying. R is used to represent a function which we
wish to compare with F . Many of the examples of Section 7 assume that F = exp and R
is some rational polynomial approximant (hence the choice of nomenclature). However,
R and F can comprise of any univariate Mathematica expressions which evaluate to
numerical quantities when plotted.
Much of the e–ciency in rendering order stars in Mathematica comes from compi-
lation. Not all expressions can be compiled by the numerical compiler Compile since
compilable expressions form only a subset of Mathematica expressions. For example,
many special functions such as Bessel functions are not yet compilable. In such cases
a CompiledFunction can proceed with evaluation by communicating with the Mathe-
matica kernel. There is some overhead associated with this communication process and
performance is problem dependent. When communication overhead is thought to be an
important consideration, the user can set Compiled->False as is possible for standard
Mathematica Graphics commands. A compiled function deflnition with Complex type is
used in OrderStar by default. It is important to ensure that all evaluation steps and
any uncompilable expressions are interpreted as complex quantities by the compiler (the
default is real). The third argument in the following deflnition for Compile accomplishes
this:
Compile[{{var,_Complex}}, expr, {{_,_Complex}}]
When three compiler evaluation errors are encountered, evaluation reverts to the un-
compiled expression which is stored as the last argument in CompiledFunction. More
information concerning functionality of the compiler, including a description of some
recent developments, can be found in Keiper (1994).
The variable involved in the functions R and F is determined automatically when the
      
112 M. Sofroniou
syntax OrderStar[R,F] is used. OrderStar also tests to see if R and F are univari-
ate functions in the same variable, before proceeding with evaluation. A new function
NumericQ is used for the purpose of flnding a variable. NumericQ enables a distinction
between symbols and mathematical numbers. For example, NumericQ gives True for
Sqrt[2] and Pi. Alternatively the variable can be specifled explicitly using the form
OrderStar[R,F,var]. Variables are often restricted to be symbols in Mathematica. This
deflnition has been extended using a simple mechanism to achieve lexical scoping for
compilation. This enables expressions of the form Symbol[ Integer] to also represent
variables, corresponding to conventional array syntax.
OrderStar makes use of NSolve to attempt to determine poles, zeros and interpola-
tion points of R and F . The user of the package may also use various options such as
OrderStarPoles to specify points of interest manually. The default settings seek poles
and zeros of R and F|information which is helps to flnd a satisfactory plot range.
One of the steps performed by NSolve is to call Solve to efiectively unravel multivariate
polynomials using Gro˜bner basis. NRoots is then called in order to flnd the numerical
zeros of a univariate polynomial. In this work we are only interested in the univariate case.
However, Solve also attempts to use inverse functions to obtain solutions to non-algebraic
equations and it is for this reason that it is preferred over NRoots. One of the steps
performed by Solve whilst processing input is to clear denominators. In order to facilitate
this process, the equation for interpolation, R-F==0, is rewritten in the more e–cient
form (4.2) (using Numerator and Denominator) when searching for interpolation points.
There is no loss of generality in using this formulation since Solve returns only non-
degenerate solutions and common factors have already been canceled. This manipulation
step is also used in the derivation of interpolating rational approximants explored in
Section 7.4.
As the example of Section 3 shows, appropriate warning messages are generated when-
ever NSolve fails to flnd any flnite points and NSolve used heuristics which may have
caused solutions to be missed. NSolve also generates its own messages during the solution
process, such as when inverse functions are used but these are suppressed. A message
may be suppressed using Off and this step will be assumed in the remaining examples.
A plot legend of the symbols used to represent poles, zeros and interpolation points
may be displayed using the option OrderStarLegend. Exact placement of the legend is
possible via the speciflcation of scaled co-ordinates (ranging from 0 to 1). The symbols
used have been chosen largely to coincide with those given in Iserles and N¿rsett (1991).
Minor modiflcations have been used to ensure that symbols do not obscure each other.
The font used in the legend is not scalable PostScript code and may need to be selected
manually. The simplest way to accomplish this is to use the option DefaultFont to set
the font type and size.
The plot range is determined automatically by OrderStar from essential features of
the order star, a heuristic which seems to work well in practice. The method used applies
a scale and an ofiset to the maximum and minimum values of co-ordinates of features of
interest. A precautionary step limits the aspect ratio so that the plot does not become too
distorted. The user may override the default settings using PlotRange, enabling explicit
speciflcation of the co-ordinate range. This is a general principle, as any graphics setting
for ContourPlot may be specifled as an option to OrderStar.
In order to resolve flne features of the order star, the PlotPoints setting may need
to be increased. PlotPoints controls the number of mesh points used by ContourPlot.
However, this approach can be ine–cient since variation is invariably spread unevenly
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across the region. To overcome this limitation, OrderStar enables smaller sub-plots to
be overlayed on the main plot in regions of interest. The option OrderStarSubPlots
is provided for this purpose. The default setting Automatic focuses on resolving flne
features at the origin. Examples of the use of this option are provided in Sections 7.8
and 7.9, together with a brief description of the mechanism used for combining graphics
objects.
7. Examples
Some examples of the application of order star theory are now introduced. First, the
perhaps more familiar concept of absolute stability is examined for some explicit Runge{
Kutta methods. Next, the interplay between order and interpolation is examined. The
concept of A-acceptability is then introduced and an important result concerning the
class of A-acceptable Pad¶e approximants is demonstrated. Restricted approximants are
then deflned and an example of the derivation of a restricted-symmetric approximant
is given. This is followed by some additional considerations concerning precision and
rendering of high-order approximants and a sample of some aspects relating to linear
multi-step methods.
7.1. absolute stability regions
As has been illustrated, order stars of the flrst kind are a relative comparison of R
with F . Furthermore, in Section 5 the importance of the case F = exp was highlighted.
If a Runge{Kutta method (5.2) is explicit, then the matrix A is strictly lower triangular
which implies jI ¡ z Aj = 1 and equation (5.6) reduces to:
R(z) = det
¡
I ¡ z A+ z e bT ¢ : (7.1)
A-stability is tantamount to the condition jR(z)j < 1 for Re(z) < 0. That is, the abso-
lute stability region must encompass the entire negative half-plane. Since R(z) in equa-
tion (7.1) is a polynomial, it is not possible to satisfy this condition. Therefore explicit
Runge{Kutta methods have flnite regions of absolute stability and hence no A-stable
explicit methods exist. This precludes the use of explicit Runge{Kutta methods for stifi
systems of difierential equations, since the flnite region of absolute stability can impose
excessively small step lengths. More about A-stability in the context of order stars will be
mentioned in Section 7.5. Nonetheless, there are many practical applications where ex-
plicit methods su–ce, because of their ease of implementation and e–ciency in a non-stifi
context. Regions of absolute stability can be rendered using OrderStar. These amount
to nothing more than a relative comparison of R with unity.
It is often the case that satisfying order requirements for a Runge{Kutta method
leaves over some freedom of choice in the coe–cients. This freedom might be chosen in
order to increase the absolute stability region. The correspondence between numerical
methods and stability functions is not one-to-one; some methods share the same rational
approximant R. For order p • 4, with stages s = p, all explicit Runge{Kutta methods
give rise to the same linear stability polynomial, namely 1 +
Pp
i=1 z
p=p! (Lambert, 1991;
Section 5.12). Fine-tuning of the region of absolute stability is thus only possible for
order p ‚ 5.
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7.1.1. explicit Runge{Kutta methods
Here we focus on the rendering the regions of absolute stability for explicit Runge{
Kutta methods of order p • 4 with stages s = p. Symmetry with respect to the real
axis restricts the region of interest, which is flxed in order to make the comparison
on equal footing. In addition, this enables the individual plots to be combined into a
single GraphicsArray object. The generation of intermediary plots may be suppressed
by overriding the default display function, $DisplayFunction.
In[2]:= plots =
Table[
OrderStar[ 1+Sum[z^i/i!,{i,s}], 1, OrderStarSubPlots->False,
PlotRange->{{-3,1},{0,3.5}}, PlotLabel->SequenceForm["p,s = ",s],
DisplayFunction->Identity]
,{s,4}];
In[3]:= Show[ GraphicsArray[ plots ] ];
Out[3]=
p,s = 1 p,s = 2 p,s = 3 p,s = 4
The flrst of these is the Euler method of Section 2.2. Clearly the region of absolute sta-
bility increases with the order of the method. This is in marked contrast to the Adams{
Bashforth and Adams{Moulton linear multi-step methods which possess the opposite
property (see Lambert, 1991; Section 3.8, and Section 7.9). Analytic results exist con-
cerning the radius of the largest inscribed disk (Hairer and Wanner, 1991; Section IV.4).
7.2. scaled stability regions
The previous example is perhaps a little misleading. In increasing the order of a
method, we should take into account the increased amount of numerical work involved.
Function evaluations are invariably dominant for Runge{Kutta methods and an indi-
cation of this increase is given by the number of stages of the method. Hence we can
formulate the following quantity for a better confrontation (Hairer and Wanner, 1991;
Deflnition 4.16):
Definition 7.1. (scaled stability domain) If R(z) represents the stability function
of degree s of an explicit Runge{Kutta method, then
Sscal = fz : jR(s z)j • 1g :
Take the explicit Runge{Kutta methods of orders 1 through 4, prescribed in the previous
section, as illustration. The plots are overlayed in order to create a better comparison.
Contour shading has been suppressed in order to accomplish this.
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In[2]:= plots =
Table[
OrderStar[ 1+Sum[(s z)^i/i!,{i,s}], 1, OrderStarZeros->{False,False},
OrderStarSubPlots->False, PlotRange->{{-2.25,.25},{-1.25,1.25}},
ContourShading->False, DisplayFunction->Identity ]
,{s,4}];
In[3]:= labels=Graphics[{Text["p,s=1",{-1.5,1}],Text["p,s=2",{-1,.75}],
Text["p,s=3",{-.7,.6}],Text["p,s=4",{-.3,.45}]}];
In[4]:= Show[ Join[plots,{labels}], DisplayFunction->$DisplayFunction ];
Out[4]=
p,s=1
p,s=2
p,s=3
p,s=4
A relative comparison of the (scaled) absolute stability regions of two difierent methods
is also possible as R = Sscal1 ; F = S
scal
2 . Relative order stars, R = R1; F = R2, are
an obvious extension of this idea. An interesting result of such a comparison is that no
scaled stability domain can completely contain another (Jeltsch and Nevanlinna, 1981),
a result which is illustrated in the previous flgure. The interpretation is that, given any
two methods, we can always flnd a difierential equation of the form (2.3) such that one
method performs better than the other.
7.3. embedded Runge{Kutta methods
An interesting example is now given of an absolute stability region for an embedded,
explicit Runge{Kutta method originally due to Dormand and Prince (see Lambert, 1991;
Section 5.12). One way of estimating local error, is to construct methods of order p and
order (p+ 1) which share the same set of vectors ki in equation (5.2) (i.e. the matrix A
coincides). The difierence in the solution yn+1 generated by these two methods is then
an estimate of the local truncation error. Embedded methods are chosen so that the error
term in the higher order formula is minimized.
The method which we will be concerned with here is of order 5 with six stages and the
embedded method is of order 4. It is referred to as DOPRI(5,4).
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In[2]:= OrderStar[ 1+z+z^2/2+z^3/6+z^4/24+z^5/120+z^6/600, 1,
PlotRange->{{-4,2},{0,4.5}}];
Out[2]=
The main feature of interest is that there exist Runge{Kutta methods whose absolute
stability regions are the union of two or more disjoint subsets. Techniques such as the
boundary locus (also referred to as the root locus) method have been suggested by some
authors in order to trace out A0 (see, for example, Butcher, 1987; Section 351, Lambert,
1991; Chapter 6 and Shampine, 1994; Chapter 6). Whilst this method has its advantages,
since the method traces out a closed curve it would not have discovered the isolated moon
above. This justifles our use of ContourPlot. In practice, Shampine (1994; Chapter 6)
points out that it is the area surrounding the origin which is of paramount importance.
A comparison with other 5th order Runge{Kutta schemes shows the region of abso-
lute stability to be a little smaller than might be expected. Dormand and Prince later
developed a method with an improved region of absolute stability.
7.4. interpolation
Every m=n Pad¶e approximant to the exponential has degree of interpolation m +
n + 1, one higher than its order. This degree cannot be exceeded due to the max-
imal interpolation theorem, an elegant proof of which is given using order stars in
Iserles and N¿rsett (1991); Theorem 3.7. It sometimes makes sound computational sense
to sacriflce maximal order for interpolation of a function at specifled points. There are
several reasons why we may require real interpolation points (Iserles and N¿rsett, 1991;
Section 4.6). For example, components responsible for stifiness in some ODEs can be
suppressed by means of real interpolation (Liniger and Willoughby, 1970). The following
example, taken from Iserles and N¿rsett (1991); Section 3.6, sacriflces maximal order for
the sake of interpolation. There is a misprint in the text of the book for this example,
therefore the approximant is derived here explicitly.
Consider a 2=2 rational function, R(z) = P (z)=Q(z), which interpolates exp(z) at the
points z = ¡2, ¡1. The approximant is prescribed as follows:
In[2]:= P[z_]:= (1 + p1 z + p2 z^2);
In[3]:= Q[z_]:= (1 + q1 z + q2 z^2);
By sacriflcing two parameters for interpolation, the remaining two can be used to attain
second order at the origin.
In[4]:= interpconds = P[z] - Q[z] Exp[z] /. z->{-2.,-1.};
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The use of approximate arithmetic induces a numeric solution which is more e–cient for
the purpose of plotting the result. Order of approximation is ascertained by matching
terms in a power series expansion; the coe–cients are obtained from the resulting linear
system.
In[5]:= ordconds =
CoefficientList[ Normal[ Series[P[z] - Q[z] Exp[z],{z,0,2}] ], z ];
In[6]:= soln = Flatten[ NSolve[ Join[ ordconds, interpconds ] == 0 ] ];
In[7]:= R = P[z]/Q[z] /. soln
Out[7]=
2
1 + 0.450123 z + 0.0611269 z
-----------------------------
2
1 - 0.549877 z + 0.111004 z
The order star for this rational interpolating function is now plotted.
In[8]:= OrderStar[ R, Exp[z], OrderStarInterpolation->{{-2,0},{-1,0}} ];
Out[8]=
Notice that it would be incorrect to infer from Property 3.1 that the approximant pos-
sesses order 2 at the origin. The reason for this is that the deflnition is necessary but not
su–cient for order. To see this replace R by ¡R and the order star remains unchanged,
yet the origin is no longer an interpolation point! We leave conflrmation of this relatively
simple result as an exercise for the interested reader.
As already remarked in Section 2, no interpolation points are found automatically
by NSolve when F = exp, because the variable is involved in a non-algebraic fashion.
Heuristic methods such as a Newton search using FindRoot are possible. Alternative
techniques such as interval methods may also be of use. In this example, the interpolation
points are known a priori (since they have been used in deriving the approximant) and
are specifled manually above using the option OrderStarInterpolation.
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7.5. A-acceptability
A-stability is an important numerical property when dealing with stifi systems of
ODEs. Many authors distinguish the stability function from the underlying numerical
method by using the term A-acceptability. Roughly stated, stifi systems possess solution
curves varying at vastly difierent rates in a given interval, but an adequate formal deflni-
tion is quite di–cult (see, for example, Lambert, 1991; Chapter 6, Higham and Trefethen,
1993). In Section 7.1, it was noted that a rational approximant R(z) to exp(z) is said
to be A-acceptable if jR(z)j < 1 whenever Re(z) < 0. This condition translates into the
language of order stars in the following way:
Property 7.1. (A-acceptability) The stability function r(z) is A-acceptable if and
only if A+ has no intersection with the imaginary axis and it possesses no poles in the
left half-plane, Re(z) < 0.
A sketch of the proof of this property is given in Lambert (1991); Section 6.4.
The 3=3 approximant of Section 3 is not A-acceptable since there is a pole in the
left half-plane and A+ crosses the imaginary axis, both contradicting Property 7.1. In
contrast, the 2=2 interpolating approximant of Section 7.4 is A-acceptable.
7.6. the first ehle conjecture
Let us look at the implication of A-acceptability on the class of approximants of max-
imal order. A-acceptability of the Pad¶e approximants, Rm=n, to exp is only possible if
m • n, since it requires jR(z)j < 1 whenever Re(z) < 0. However, there are additional
criteria which can be considered. A stronger proposition was put forward by Ehle in 1973,
categorising all A-acceptable Pad¶e approximants (Iserles and N¿rsett, 1991).
Conjecture 7.1. (first ehle conjecture) An m=n Pad¶e approximant to the expo-
nential is A-acceptable if and only if n¡ 2 • m • n.
The proof of Conjecture 7.1 remained open for some flve years and was flnally resolved us-
ing order stars (Wanner et al., 1978). An overview of the proof is given in Lambert (1991);
Section 6.4. The result can be illustrated by considering the k=(5¡k) Pad¶e approximants
for k = 0; 1; : : : ; 5.
The approximants are generated symbolically in a list of lists, which combines infor-
mation on the degree of the numerator and denominator to be used for identiflcation
purposes in the plot label.
In[2]:= rationals = Table[{Pade[Exp[z],{z,0,i,5-i}],i,5-i} ,{i,0,5}];
OrderStar is specifled as a pure function and the numbered slots, #i, are fllled from the
elements in the sublists.
In[3]:= orderstars =
MapThread[
OrderStar[#1, Exp[z], PlotLabel->SequenceForm["m = ",#2,", n =",#3]
PlotRange->{{-6, 6},{-6, 6}}, DisplayFunction->Identity ]&,
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Thread[rationals]
];
In[4]:= Show[ GraphicsArray[ Partition[orderstars,3] ] ];
Out[4]=
m = 3, n = 2 m = 4, n = 1 m = 5, n = 0
m = 0, n = 5 m = 1, n = 4 m = 2, n = 3
Once again, flxing the plot range enables the graphics objects to be readily combined
into a single GraphicsArray object. Notice that axes are rendered by default to aid in
the investigation of A-acceptability.
All the rational approximants depicted possess order 5 by Property 3.1.A-acceptability,
according to Property 7.1, allows no poles in the left half-plane and no intersection of the
shaded region A+ with the imaginary axis. These conditions leave only the approximant
R2=3, which agrees with Conjecture 7.1. Another obvious consequence of Conjecture 7.1
is that no A-stable explicit Runge{Kutta methods exist, since R(z) takes the form of
a polynomial by equation (7.1). The origin is called an exponential fltting point since
R(z) = exp(z). All poles and zeros of Pad¶e approximants are simple. This can be seen
from the previous flgure.
Chapter 4 of Iserles and N¿rsett (1991) is dedicated to the exploration of e–cient
A-acceptable approximants. In particular, the Daniel{Moore conjecture establishes the
maximum attainable order of A-stable Runge{Kutta and linear multi-step methods and
was again proved using order stars. Many other forms of stability such as A0, A(fi) and
L stability can be ascertained in a similar fashion.
7.7. restricted approximants
In this section we introduce the concept of restricted approximants and examine the
efiect of imposing a further symmetry requirement.
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7.7.1. background
Approximants with real zeros and poles are closely related to implicit numerical meth-
ods for which the non-linear equations can be uncoupled and solved at considerably
reduced expense. Approximants are often termed p-restricted (z-restricted) if the poles
(zeros) are constrained to be real (and similarly pz-restricted). Furthermore, an approx-
imant is termed multiply p-restricted if the pole has multiplicity greater than 1. The
term multiple real-pole approximations is also used to denote approximants with a single
s-fold pole.
Often we are interested in flnding the approximant which minimizes the principal error.
Definition 7.2. (error constant) R(z) is an approximant to exp(z) of order p if
exp(z)¡R(z) = C zp+1 +O(zp+2) for C 6= 0:
Multiple real-pole approximants have the smallest of all error constants. The presence of
multiple zeros or poles necessitates an order reduction:
Theorem 7.1. (order reduction) If R possesses k distinct poles and l distinct zeros
then the maximal order is k + l.
One further result, originally due to N¿rsett and Wolfbrandt, will also be of use (see
Hairer and Wanner, 1991; Theorem 4.18):
Theorem 7.2. (restricted order) The maximal order of a p-restricted, degree k ra-
tional approximant is k + 1.
Next, symmetric approximants are examined and a simple derivation is given as illustra-
tion. These are closely related to symplectic Runge{Kutta methods which are advanta-
geous for the numerical solution of Hamiltonian systems.
7.7.2. symmetric approximants
Just as rational approximants with real coe–cients give rise to symmetry with respect
to the real axis, the symmetric approximant R(z) = Q(¡z)=Q(z) gives rise to symmetry
with respect to the imaginary axis. By considering
Q(¡z) exp(z=2)¡Q(z) exp(¡z=2)
it is not di–cult to see that symmetric approximants are necessarily of even order. This
efiectively means that we can restrict attention to approximants of odd degree.
Symmetric approximants cannot possess a single real pole for order p ‚ 2. The proof
of this uses order stars and also furnishes information about the distribution of zeros and
poles (Iserles and N¿rsett, 1991; Section 3.7). Extensive numerical searching suggests
that the minimal approximants occur when pairs of poles (and hence zeros) coincide
(Orel and N¿rsett, 1994). This is one of several open conjectures in this area. Here we
illustrate the derivation of the optimal order three approximant, by furnishing an explicit
proof as an example.
Consider a symmetric degree 3 approximant. This can be deflned as follows:
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In[2]:= Q[z_,n_]:= Product[1-g[i] z,{i,n}];
where the polynomial is normalized and the g[i] are used to denote the reciprocals of
the poles. The order is at most 4, by Theorem 7.2. We derive the power series to include
the principal error term and neglect higher order terms.
In[3]:= ser = Normal[ Series[ Q[-z,3] - Q[z,3] Exp[z],{z,0,5}] ];
Now we can restrict our investigation to the odd order relations, since even order is
ensured by the form of the approximant.
In[4]:= conds = Table[Coefficient[ ser, z^i ] ,{i,1,5,2}];
It is not a di–cult matter to prove that there is no real-valued solution to the order 5
equations conds==0. Having established this, Gro˜bner bases can be used to eliminate
two of the variables using the conditions through order 4. This efiectively prescribes two
of the poles in terms of the third. The principal error, perr, is then given in terms of the
remaining pole.
In[5]:= Solve[ Eliminate[ conds=={0,0,perr}, {g[2],g[3]} ] , perr ]
Out[5]=
2 3
-1 + 12 g[1] - 60 g[1] + 120 g[1]
{{perr -> -----------------------------------}}
720 (1 - 2 g[1])
Since the order equations are symmetric, the form of the result is independent of the
choice of variable chosen to express the error. There are no real zeros of this expression
and elementary calculus reveals that the real-valued minimum of this expression occurs
at (1+2¡2=3 +2¡4=3)=3 (details are omitted in the interests of brevity). With this choice,
the approximant can be written in approximate form as:
In[6]:= Q[z_]:= (1. - 0.675603595979829 z)^2 (1. + 0.851207191959657 z);
The above derivation provides a formal proof that the minimal approximant occurs at a
dipole, explicitly conflrming Orel and N¿rsett (1994); Conjecture 4.2. The resulting order
star can be generated as:
In[7]:= OrderStar[ Q[-z]/Q[z], Exp[z] ];
Out[7]=
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There are two distinct poles and two distinct zeros since the pole (zero) in the positive
(negative) half plane has multiplicity two. Therefore the order at the origin is 4, compared
with 6 for the 3=3 Pad¶e approximant.
This example illustrates how the heuristics used in OrderStar help to ensure that the
plot does not become too distorted, even when salient features lie on the purely real
or imaginary axis. Rendering of symmetric flgures can sometimes be better resolved by
setting the option PlotPoints to an odd value. This is of course depends upon how the
mesh subdivides the plot region.
The construction of optimal symmetric pz-restricted approximants can be simplifled
by deflning in terms of the N polynomials of N¿rsett (Orel and N¿rsett, 1994).
7.8. extended precision
Many modern computer algebra systems provide facilities for arbitrary precision com-
putations. These are represented in software and numerical computations are therefore
slower than when machine precision arithmetic is used. However, if we are interested in
rendering order stars for high-order methods then we may have no choice but to resort
to using an arbitrary precision facility. Furthermore, modern desktop computers are suf-
flciently powerful that such computations are feasible. An example is illustrated in this
section. First we give a description of the mechanism used to combine various graphics
objects in Mathematica.
Expressions with head ContourGraphics are used to represent contour graphics in
Mathematica. Conversions between graphics objects of various types can be accomplished
using Show. This mechanism has been used to overlay symbols representing poles, zeros
and interpolation points (constructed from graphics primitives) onto the main plot in
OrderStar. For an explanation of how the conversion process is carried out and further
technical issues concerning Mathematica’s graphics, see Wickham-Jones (1994).
For the purpose of rendering subplots, two types of arguments can be passed to
OrderStar using the option OrderStarSubPlots. The flrst of these is a description of
the plot region and density of sampling required to make the plot:
OrderStarSubPlots -> {{PlotRegion -> {{-1,2},{0,5}}, PlotPoints -> 40}}
In addition, or as an alternative, a user can make their own contour plots and pass entire
ContourGraphics objects to be rendered after the main plot. Subplots are rendered in
the order specifled with ContourGraphics rendered after PlotPoint and PlotRegion
speciflcations. A demonstration of the use of this facility is now illustrated with an
example.
Numerical compilation of a function enables faster rendering of contour plots for ma-
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chine precision computations in Mathematica. This is adequate for most practical pur-
poses. However, there exist examples where it may no longer be possible to adequately
resolve level sets in the complex plane in certain regions using machine precision arith-
metic. The issue of when and by how much to increase precision in such cases is a
delicate subject which appears to be di–cult to treat automatically. We choose instead
to illustrate how the issue of flxed precision can be overcome by the use of plot overlays.
A basic mechanism which we have found to be useful is to overlay a \patch" performed
using higher precision. In order to accomplish this, we need to construct a contour plot
which resembles the output from OrderStar as closely as possible. OrderStar overrides
some of the default settings of ContourPlot. We can get an indication of these by ex-
amining Options[OrderStar]. Some of these difierences are used in the example that
follows.
Consider the 3=5 Pad¶e approximant to the exponential:
In[2]:= appr = Pade[Exp[z],{z,0,3,5}];
The principal error of this approximant will be of use and it can be evaluated as:
In[3]:= perr = Normal[Series[appr-Exp[z],{z,0,9}]]
Out[3]=
9
z
--------
20321280
Consider a precision disk Dp surrounding a point in the complex plane. Deflne Dp such
that in its interior we cannot discern a Pad¶e approximant from an underlying function
in an order star using machine precision numbers. In the best case this region will be
smaller than a single pixel when displayed graphically, but we may not always be this
fortunate. The following example demonstrates how such a region can be found.
Assume for the purpose of the following example that we are interested in an order
star of the flrst kind centered at the origin. The magnitude of R and F is canceled
out by the division which occurs in this type of order star. We can use Mathematica’s
$MachineEpsilon to determine the smallest machine-precision number which can be
added to 1.0 to give a result not equal to 1.0. For the machine used in this article, this
value was 2:220446049250313 10¡16. Subtracting the value of the level curve then gives
us: flflflflflflflflR(z)F (z)
flflflfl¡ 1flflflfl < 2:220446049250313 10¡16; z 2 Dp :
The radius of the disk we seek can be found approximately using the principal error as:
In[4]:= Abs[z] /. First[ NSolve[ perr==$MachineEpsilon ] ]
Out[4]=
0.118225
Increased precision can be used to obtain better resolution and efiectively decrease the
size of this region, as will now be illustrated.
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The flrst step that we need to perform is to create a function for tracing out the
boundary, A0, of the order star:
In[5]:= funct = Function[{z}, Evaluate[-1+Abs[appr/Exp[z]]] ];
Evaluate is used for e–ciency (because of the HoldAll attribute of Function) to insert
the deflnition of the approximant appr when the function funct is deflned|otherwise the
symbol value would need to be recovered each time the function was evaluated. Next we
set up a mesh of machine precision function values on the square with side length 1=2 cen-
tered at the origin. The increment chosen yields a total of 1012 = 10201 function values.
In[6]:= rng = 1/4;
In[7]:= inc = rng/50;
In[8]:= mpdata =
Table[funct[ N[ x+I y ] ], {x,-rng,rng,inc}, {y,-rng,rng,inc}];
Next we repeat the calculation using 30 digits of precision.
In[9]:= apdata =
Table[funct[ N[ x+I y, 30] ], {x,-rng,rng,inc}, {y,-rng,rng,inc}];
Finally, we make order stars of the two sets of data using ListContourPlot considering
only the level contour with height zero. The intermediary graphical results are suppressed
and flnally a GraphicsArray is used to facilitate comparison.
In[10]:= subplots =
Map[
ListContourPlot[#, MeshRange->{{-rng,rng},{-rng,rng}},
Contours->{0}, DisplayFunction->Identity,
ColorFunction->Function[GrayLevel[1-#/2]] ]&,
{mpdata, apdata}
];
In[11]:= Show[GraphicsArray[subplots],DisplayFunction->$DisplayFunction];
Out[11]=
-0.2 -0.1 0 0.1 0.2
-0.2
-0.1
0
0.1
0.2
-0.2 -0.1 0 0.1 0.2
-0.2
-0.1
0
0.1
0.2
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The central region on the left is in excellent agreement with the prediction obtained in
Out[4] above. The behaviour is a result of the use of machine precision and is invariant
under an increase in the number of data points used. In contrast, the improved resolution
using higher precision is shown in the plot on the right|we can even increase the density
of sampled points to obtain a clearer image.
The limitation of using machine precision can be even more prominent for higher order
approximants. For example, the 8=8 Pad¶e approximant to exp already has a precision
disk Dp about 1.5 times larger than the unit circle. This is a considerable area of the
total plot region.
It is perhaps worth mentioning that a user need not construct a descretized mesh
based upon equispaced points. Our function may be expensive to evaluate numerically,
for example. For this purpose, an adaptive implementation extends the functionality of
ListContourPlot as described in Wickham-Jones (1994). In general, it is not clear how
to adopt an automated strategy for choosing the amount of precision. There are many
factors which must be considered|including the region of interest, the local expansion
point of an approximant in a series expansion and the computer architecture. We have
instead chosen to facilitate the user in making this decision. For reasons of e–ciency, the
use of plot overlays avoids the necessity for high-precision computations over the entire
plot range.
7.9. linear multi-step methods
In this section the role of stability for linear multi-step methods is examined. This is
conceptually a somewhat more di–cult topic than the stability analysis of one-step meth-
ods, such as Runge{Kutta schemes. The main reason for this is that although stability
functions for multi-step methods are complex, the complex plane is not the right medium
for their analysis (Iserles and N¿rsett, 1991; Section 5.2). This point is illustrated with
an example. In the process, we introduce order stars of the second kind and show how
more traditional absolute stability regions for multi-step methods can be rendered using
OrderStar.m.
Denote by yi an approximation to the solution of equation (5.1) at t = t0 + i h,
i = 0; 1; : : :. Letting fi = f(t0 + i h;yi) we can deflne a general linear multi-step method
of the form:
kX
j=0
fij yi+j¡k = h
kX
j=0
flj fi+j¡k (7.2)
It is common to choose the normalizing assumption fik = 1 to remove arbitrariness and
to assume that jfi0j + jfl0j 6= 0, so that degeneracy to essentially one-step methods is
precluded. A k-step multi-step method is explicit if flk = 0 and implicit otherwise. In the
implicit case, practical evaluation requires the solution of a generally non-linear system.
The choice
fik = 1 ; fik¡1 = ¡1 ; fij = 0 ; j = 0; 1; : : : ; k ¡ 2
yields the sub-class of multi-step methods of Adams type. Methods of Adams type with
maximal order are known as Adams methods ; if they are explicit they are referred to
as Adams{Bashforth methods, and if they are implicit as Adams{Moulton methods.
Another important sub-class of methods used in many modern numerical integration
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codes are the Backward Difierentiation Formulae. These are characterized by flj = 0; j =
0; 1; : : : ; k ¡ 1.
Deflne the flrst and second characteristic polynomials of (7.2) asy:
r(w) :=
kX
j=0
fij w
j ; s(w) :=
kX
j=0
flj w
j ; (7.3)
where w 2 C is a dummy variable. If we apply the multi-step method (7.2) to Dahlquist’s
test equation (2.3), then we obtain:
kX
j=0
(fij ¡ z flj) yi+j¡k = 0 i = 0; 1; : : : ;
where z = h‚ as before. Thus we are interested in studying the behaviour of the under-
lying characteristic polynomial:
M(w; z) = r(w)¡ z s(w) : (7.4)
An inductive proof can be used to establish a criterion for the order of a linear multi-step
method (Iserles and N¿rsett,1991; Proposition 5.2), namely
M (log(w); w) = O
¡jw ¡ 1jp+1¢ : (7.5)
Irreducibility (relative primality) of r and s coupled with equation (7.5) then yields
order p · r(w)
s(w)
= log(w) +O
¡jw ¡ 1]p+1¢ : (7.6)
From the form of equation (7.6) it is clear that maximal order occurs when r=s coincides
with the k=k Pad¶e approximant to the logarithm at w = 1.
Closer inspection of equation (7.6) indicates that the correct framework for the study
of Pad¶e approximants to the logarithm are order stars of the second kind. As illustration
of this issue, 4=1 Pad¶e approximant can be derived using Mathematica and rendered using
OrderStar.m in the following fashion.
In[2]:= pdlogappr = Simplify[ Pade[ Log[1+w], {w,1,4,1}] ];
In[3]:= OrderStar[ pdlogappr, Log[1+w], OrderStarKind->Second,
OrderStarSubPlots->{{PlotRange->{{0,2},{-1,1}}}} ];
Out[3]=
y This is non-standard notation adopted by Iserles and N¿rsett (1991) because the symbol ‰ is reserved
for an order star.
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The simpliflcation in In[2] helps to speed up numerical evaluation during rendering
of the order star. The focus of the subplot is changed from the default value of the
origin to (1; 0). The number of points to use in the subplot can also be specifled as
part of OrderStarSubPlots using PlotPoints->val. In many cases the default internal
heuristic, which estimates this quantity from the main plot setting, yields satisfactory
results.
It was the pioneering contribution of Dahlquist to numerical mathematics which estab-
lished a condition for convergence of the method (7.2). We say that the root condition is
satisfled if the roots of a polynomial lie on or in the unit disc and those lying on the pe-
riphery of the disc are simple. Dahlquist’s equivalence theorem showed that convergence
is equivalent to order p ‚ 1 and satisfaction of the root condition (Dahlquist, 1956). The
implication of Dahlquist’s result is as follows. Although more degrees of freedom for the
method (7.2) are available than in the one-step case, there are more quantities which
need to be controlled. For a k-step method there are k roots of equation (7.4) and all of
these contribute to stability even if they do not contribute to local accuracy!
In the remainder of this section, the second-order Adams{Bashforth method
yk+2 ¡ yk+1 = h2 (3 fk+1 ¡ fk) (7.7)
will be used to illustrate the interplay between accuracy and stability. Our flrst task is
to set up and solve the underlying characteristic polynomial (7.4) for this method.
In[2]:= r[w_]:= w^2 - w;
In[3]:= s[w_] = 1/2 (3 w - 1);
In[4]:= roots = Simplify[ w /. Solve[ r[w] - z s[w]==0, w ] ]
Out[4]=
2 2
2 + 3 z - Sqrt[4 + 4 z + 9 z ] 2 + 3 z + Sqrt[4 + 4 z + 9 z ]
{------------------------------, ------------------------------}
4 4
The second root, w+, re°ects the fact that our integration method is second-order accu-
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rate. The flrst root, w¡, is irrelevant in the context of accuracy. A power series expansion
demonstrates this:
In[5]:= Series[roots-Exp[z],{z,0,3}]
Out[5]=
3 3
z 2 z 4 -5 z 4
{-1 - - - z + -- + O[z] , ----- + O[z] }
2 12 12
Despite its lack of local accuracy, w¡ nonetheless contributes to the stability of our
numerical method (7.7). The following code plots the level curves for the two roots. First
we create an e–cient function for numerical evaluation.
In[6]:= plotroots =
Map[ Compile[{{z,_Complex}},#,{{_,_Complex}}]&, Abs[roots] ];
Next we plot the level curves side-by-side for comparison.
In[7]:=
Show[
GraphicsArray[
Map[
Plot3D[ #[x+I y], {x,-2,2}, {y,-2,2}, DisplayFunction->Identity ]&,
plotroots ] ] ];
Out[7]=
-2
-1
0
1
2-2
-1
0
1
2
0
1
2
3
-2
-1
0
1
2-2
-1
0
1
2
0
1
2
3
4
Traditionally, the absolute stability of numerical difierence schemes has been used to
distinguish methods. In order to determine this region for our example we need to ef-
fectively combine the two roots according to their magnitude and to examine the level
curve at unity. This can be visualized by combining the plots in Out[7] and taking the
intersection with the plane z = 1, which can be accomplished by the following code.
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In[8]:= OrderStar[ Apply[ Max, Abs[roots] ], 1, FrameTicks->Automatic,
PlotRange->{{-2,1},{-3/2,3/2}}, OrderStarSubPlots->False,
OrderStarZeros->{False,False}, OrderStarPoles->{False,False} ]
Out[8]=
-1.5 -1 -0.5 0 0.5 1-1.5
-1
-0.5
0
0.5
1
1.5
Since we are using a compiled function, determination of zeros and poles of R is disabled.
As already mentioned in Section 7.3, the root locus technique is commonly used as
an e–cient means of rendering absolute stability regions. The basic idea in the linear
multi-step case is to parametrize one of the roots in the characteristic equation (7.4) as
unity z = exp(iµ) and to trace out the boundary A0 using z = r(exp(iµ))=s(exp(iµ)) by
varying µ. Although the technique is e–cient in this case, a potential problem is that it
is not always clear which region corresponds to A+ and which corresponds to A¡ (see,
for example, Lambert, 1991; p. 73 and Shampine, 1994; pp. 295{296). Tracing level sets
is a more robust and general technique which has proven less problematic to implement.
8. Conclusions
A common pattern emerges from the study of order stars. A meromorphic function
captures vital information about a numerical method. Order is expressed as the degree of
interpolation to a function at some specifled complex point. Stability is inferred from a
bound on the modulus or the real part in a portion of the complex plane. The relationship
between order and stability is determined by the behaviour of a function in difierent parts
of the plane. Order stars for Runge{Kutta methods, for example, focus on the relative
comparison of a rational polynomial approximant with the exponential. The order is an
upper bound since it is necessary but not su–cient.
There are numerous and varied applications of tracing a meromorphic function. Any ex-
position of order stars would not be complete without at least some mention of the wider
implications. Level sets have many applications in numerical analysis beyond the investi-
gation of ODEs. Perhaps more surprising applications of order stars include order bounds
for hyperbolic and parabolic difierence schemes for partial difierential equations, func-
tional equations and integral equations. Further applications of level sets include approx-
imation theory and control theory. For a more extensive discussion of some of these topics
and an interesting summary of open research problems, see Iserles and N¿rsett (1991).
Mathematica already has capabilities in many elements of approximation theory which
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can aid signiflcantly in a derivation process. A degree of caution is needed when ren-
dering an order star: flne features can sometimes be inaccurately represented or even
omitted altogether. Increasing the resolution and/or precision in specifled regions of in-
terest invariably overcomes these problems. This can be accompanied by overlaying plots
in regions of interest using the option OrderStarSubPlots. The default settings have
been chosen to provide a reasonable balance between e–ciency and accuracy.
NSolve may not detect all poles, zeros and interpolation points (or indeed any at all)
and these can therefore be specifled manually. Some means of solving non-algebraic rela-
tions would be useful, although it is not clear how such a strategy could be implemented
in any generality and this has therefore not been attempted.
A list of all exported functions and options in OrderStar.m and a description of their
functionality can be found in the forthcoming release notes for Mathematica packages
(1995).
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