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Abstract
Understanding human brain function and dysfunction is one of the major
challenges of our century. One of the most popular methods to achieve this
goal is in vivo magnetic resonance imaging. In particular, diffusion-weighted
(DW) imaging has become a standard tool to non-invasively study white
matter structure in vivo.
The main contributions of this work can be divided in two parts. The first
part deals with the development of pre-processing methods to improve image
quality and the accuracy of diffusion tensor and diffusion kurtosis-derived
parameters. First, we describe and evaluate a novel method to correct data
misalignment due to subject motion. Using an iterative model-based ap-
proach, individual diffusion images are realigned to their own theoretical
pair, rather than to the unweighted image. A recently developed advanced
measure of tensor distance was used as a stopping criterion. The accuracy of
the method is tested via a simulated diffusion tensor imaging data set. We
have shown here that our procedure is a reliable and efficient way to correct
subject motion during DW acquisitions, and that with a proper acquisition
setup, it performs better than standard coregistration procedures.
Next, we studied the influence of noise in diffusion kurtosis imaging. Two
noise correction approaches are proposed and applied to a pool of 25 sub-
jects to evaluate inter-subject variability and the impact of noise correc-
tion. Additionally, data were acquired on a single subject with different
head positions within the coil and different acquisition scheme to evaluate
the impact of noise correction on within-subject variability. Results show a
strong impact of noise correction on the estimated mean kurtosis, while the
estimation of fractional anisotropy and mean diffusivity were less affected.
Both within- and between-subject signal-to-noise (SNR) related variability
of the mean kurtosis estimate is considerably reduced after correction for
the noise bias, leading to more accurate and reproducible measures. In this
work, we have proposed a straightforward method that improves the accu-
racy of diffusion kurtosis metrics. Diffusion kurtosis imaging acquisitions at
higher spatial resolution are made possible, which increases the chances to
make valuable inferences in group analysis.
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The second part of this thesis deals with a clinical application of these meth-
ods. A large group of patients with early-stage Parkinson’s disease was in-
vestigated with diffusion kurtosis imaging and compared with a group of
age- and sex-matched healthy volunteers using voxel-based analysis. Kur-
tosis metrics show more sensitivity to white matter changes than standard
diffusion metrics. Significant differences were found in posterior cerebral
areas as well as subcortical regions like the putamen, and are therefore
promising results.
Re´sume´
Comprendre le fonctionnement et le dysfonctionnement du cerveau humain
est l’un des grands de´fis de ce sie`cle. Pour atteindre ce but, l’imagerie par
re´sonance magne´tique (IRM) in vivo est devenue une technique incontourn-
able. En particulier, l’IRM de diffusion est aujourd’hui un outil standard et
non invasif pour e´tudier la structure de la matie`re blanche in vivo.
Les principales constributions de ce travail de the`se se divisent en deux
parties. Dans une premie`re partie, deux nouvelles me´thodes pour le pre´-
traitement des images sont de´veloppe´es afin d’ame´liorer la qualite´ de celles-
ci. Ces me´thodes permettront e´galement d’augmenter la reproductibilite´ et
la pre´cision des parame`tres de´rive´s des tenseurs de diffusion et de kurtosis.
Tout d’abord, nous pre´sentons et e´valuons une nouvelle me´thode pour re-
caler les images, initialement de´cale´es a` cause des mouvements du sujet. Via
une approche ite´rative et qui repose sur un mode`le, chaque image de dif-
fusion est recale´e individuellement sur sa propre paire the´orique plutoˆt que
sur l’image non ponde´re´e en diffusion. Comme crite`re d’arreˆt, nous avons
utilise´ une measure de distance entre deux tenseurs. Un set de donne´es
de tenseurs de diffusion a e´te´ simule´ pour tester la performance de cette
me´thode. Nous avons de´montre´ que notre proce´dure est une technique fi-
able et efficace pour corriger les effets dus aux mouvements du sujet pendant
l’acquisition des images de diffusion. Nous avons e´galement mis en e´vidence
que cette me´thode, utilise´e avec des parame`tres d’acquisition ade´quats, per-
met d’obtenir de meilleurs re´sultats par rapport aux me´thodes standard de
recalage.
Ensuite, toujours pour ame´liorer la qualite´ des images, nous avons e´tudie´
l’influence du bruit dans le cadre de l’imagerie du tenseur de kurtosis. Deux
me´thodes de correction du bruit sont propose´es et applique´es sur les donne´es
acquises sur 25 sujets afin d’e´valuer la variabilite´ inter-sujets et l’impact
de la correction du bruit sur cette variabilite´. De plus, plusieurs sets de
donne´es ont e´te´ acquis sur un meˆme sujet, en faisant varier d’une part la
position de la teˆte a` l’inte´rieur de l’antenne et d’autre part les parame`tres
d’acquisition, afin d’e´tudier l’impact de la correction du bruit sur la vari-
abilite´ intra-sujet. Les re´sultats montrent un effet tre`s important du bruit
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sur l’estimation du coefficient de kurtosis moyen. Par contre cet effet est
relativement plus faible sur l’estimation de l’anisotropie fractionnelle et de
la diffusivite´ moyenne. Apre`s correction du bruit, la de´pendance du coef-
ficient moyen de kurtosis avec le rapport signal sur bruit, ainsi que de la
variabilite´ intra- et inter-sujets, sont conside´rablement re´duites, conduisant
a` des mesures plus justes et reproductibles. Nous avons donc propose´ ici
une me´thode simple qui ame´liore la justesse et la pre´cision des me´triques
de´rive´es des tenseurs de kurtosis, inde´pendemment du niveau de bruit. Il
est donc possible d’augmenter la re´solution spatiale et ainsi d’augmenter les
chances de trouver des diffe´rences en comparant deux groupes de sujets.
Dans une deuxie`me partie, nous avons applique´s les me´thodes de´veloppe´es
dans la premie`re partie a` une e´tude de recherche clinique. Un groupe de pa-
tients diagnostique´s a` un stade pe´coce de la maladie de Parkinson a suivi un
protocole d’acquisition d’imagerie du tenseur de kurtosis et les donne´es ont
e´te´ compare´es voxel par voxel avec celles acquises dans un groupe de sujets
sains, avec une re´partition semblable de l’aˆge et du sexe. Les parame`tres
de´rive´s du tenseur de kurtosis sont plus sensibles aux changements de la
structure de la matie`re blanche que les parame`tres standard de´rive´s du
tenseur de diffusion. Des diffe´rences significatives ont e´te´ trouve´es dans
les re´gions ce´re´brales poste´rieures ainsi que dans les re´gions sous-corticales
comme le putamen. Les re´sultats sont donc prometteurs.
Chapter 1
Introduction
Understanding the human brain is one of the big challenges of our time.
From the first known description of the brain by the Egyptians in the 17th
century BC to now, huge steps have been overcome, and most of them only
in the past few decades or even years. As an example, the basic concept of
the neuron as a discrete element has been confirmed and generally accepted
only in the fifties thanks to electron microscopy. The development of mag-
netic resonance imaging (MRI) has been a huge step: for the first time it
has been possible to investigate both the brain’s function and structure in
vivo.
Diffusion weighted (DW) imaging in particular is one of the most recent
advanced MRI technique, which has been successfully applied to human
brain for the first time in the 80’s (Le Bihan et al., 1986). Since then this
technique has been developed to a large extent and is one of the most com-
monly used MRI techniques. By measuring the small displacements of water
molecules in the brain, it is possible to detect its underlying microstructure
and to “navigate” into the brain without any invasive procedure. Before
the development of DW imaging, the only possible way to observe the com-
plexity of white matter (WM) fibers was via post-mortem studies. As an
example, some results obtained using diffusion tractography, used to track
a fiber along its whole length, are shown in Figure 1.1. Diffusion MRI has
thus opened a window toward new opportunities to characterize normal and
diseased brains. In particular, diffusion offers the potential to investigate
WM organisation in a number of diseases such as stroke, aging, dementia,
schizophrenia, multiple sclerosis etc.
This is in this context that the objectives of this thesis are placed. The
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Figure 1.1: a) Brain representation of the corpus callosum (lithograph plate
from the 20th U.S. edition of Gray’s Anatomy of the Human Body). b)
Similar view using diffusion imaging tractography. Image from Gigandet
et al. (2008)
goal of this thesis was first to improve the quality of the diffusion data in
order to improve reliability and accuracy of the result. Second, these im-
provements were applied to diffusion kurtosis data in the particular case of
Parkinson’s disease to investigate kurtosis as a potential biomarker. This
work is organised as follows:
Chapter 2 is an introduction to diffusion MRI. After describing the gen-
eral concept of the diffusion phenomenon and its application to biological
tissues, we will go through diffusion MRI acquisition and data modeling.
General physics MRI is assumed to be understood by the reader.
Chapter 3 is related to the development of an improved motion correction
procedure for diffusion weighted imaging.
Chapter 4 is dedicated to the development of a simple and efficient noise
correction procedure for data acquired with multi-channel coils and its im-
pact of diffusion kurtosis.
In chapter 5, a group of patients with Parkinson’s disease is investigated
with diffusion kurtosis imaging and data are compared to a group of healthy
volunteers.
Chapter 2
Diffusion MRI: From water diffusion
to brain microstructure
2.1 Principles of diffusion
Molecular diffusion is a mass transport process, which describes movement
of particles, both at macroscopic and microscopic level. The main feature
of this transport process as compared to convection or conduction is the
absence of bulk motion. The phenomenon is well illustrated by a daily life
situation: when pouring a drop of syrup into water both liquids will mix
without stirring until the concentrations of both liquids are homogeneous
in the glass. This macroscopic phenomenon was theoretically explained by
Adolf Fick in 1855. The so-called “Fick’s first law”, which relates the flux
of the given molecule to the concentration gradient of the same molecule, is
given by:
J(x, t) = −D∂C(x, t)
∂x
(2.1)
where the J is the flux of the molecule of interest, C its concentration ,
D the diffusion coefficient, t represents the time and x the position. The
“Fick’s second law” describes how molecular diffusion makes the concentra-
tion change with time:
∂C(x, t)
∂t
= −D∂C(x, t)
∂2x
(2.2)
The diffusion coefficient corresponds to the speed with which the molecules
spread on a surface area by unit of time. It depends on the temperature and
the viscosity of both the medium and the diffusing molecules. For example,
the diffusion coefficient of water in water, also called self-diffusion, at 25◦C
is 2.3×10-3 mm2/s.
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Diffusion can also be described at the microscopic level by considering the
“random walks”. For the naked eye, nothing seems to happen in a glass of
water. However, under a microscope, water molecules are moving around
due to thermic energy. This is also called Brownian motion, as a reference to
the botanist Brown, who was the first one to observe such diffusion process
when observing particles extracted from pollen grains under the microscope
(Brown, 1828). Some years later and independently, Albert Einstein de-
scribed theoretically this displacement (Einstein, 1905). According to his
work, the probability of a molecule to go from the position r0 to the position
r during the time t is given by:
P (r|r0, t) = (4piDt)−3/2 exp
(
−(r − r0)
2
4Dt
)
(2.3)
The mean displacement is null (< r >= 0) but the squared root of the
displacement is proportional to both the diffusion coefficient and the time
of diffusion as described by the Einstein equation in one dimension:
< r2 >= 2Dt (2.4)
2.2 Diffusion in biological tissue
2.2.1 Central nervous system
The human nervous system is organised in two main components: the cen-
tral nervous system and the peripheral nervous system. The former includes
the brain and the spinal cord and receives sensory input and controls be-
haviour. The latter includes everything that conveys information from the
brain to the organs and vice-versa. All the exchanges of information, be-
tween brain and organs and within the brain are done via the neurons.
The brain itself contains over 100 billion neurons and each neuron may be
connected up to 10 thousand neurons, which makes the study of the brain
highly complicated. Usually, brain tissues are separated in three categories:
the white matter (WM), the grey matter (GM) and the cerebrospinal fluid
(CSF). The GM is formed by the bodies of the neurons, where the infor-
mation is generated. The WM is formed by the axons, which are grouped
in bundles and convey the information from one neuron to another. The
CSF is a normally clear and cell-free fluid that fills the ventricular system
of the central nervous system. In summary, the organisation of WM fibres
defines the structural connectivity of the brain, which in turn constraints
its functional dynamic. Therefore, being able to study WM in vivo is a very
important challenge and has been made possible thanks to diffusion MRI.
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2.2.2 Anisotropy in the biological tissue
From the early diffusion studies, diffusion in brain living tissue has been
shown to be anisotropic in animals (Moseley et al., 1990) and humans (Ch-
enevert et al., 1990). The diffusion of water molecules in brain tissues is con-
strained by their structures, which participate to the observed anisotropy
at different scales. The main cells surrounding neurons are illustrated in
Figure 2.1(a). Neurons represent around 10% of the total amount of brain
cells but the brain is also formed by other type of cells and structures
such as oligodendrocytes, which are making the myelin sheaths, astrocytes
and microglial cells, which are supporting cells for neurons, microtubules
or neurofilaments, etc. Furthermore, most of the axons in the the brain
are wrapped by layers of myelin, as shown in Figure 2.1(b), in order to
increase information transfer speed. The axonal structure and the myelina-
tion (Beaulieu, 2002) are the main reasons for the anisotropy observed in
the brain. Electron micrographs of longitudinal and transversal sections of
an axon bundle are shown in Figure 2.1(c): the axonal membrane acts like
a barrier and limits the diffusion of water molecule in the axial direction,
while the diffusion in the direction of the axon is higher. In brain tissues,
one can distinguish three different types of diffusion: free, hindered and re-
stricted. Both free and hindered diffusion follow the Gaussian displacement
distribution (Johansen-Berg and Behrens, 2009). Free diffusion occurs when
absolutely no barriers are present. In brain tissue, this intrinsic diffusivity
is extremely difficult to measure with imaging techniques, as it requires very
short diffusion time (see section 2.3). Hindered diffusion occurs when dif-
fusion is free in a given time-range and then is reduced by various barriers.
That is what we can observe in the brain tissue, with the standard diffusion
times. The measured diffusion coefficient is then called apparent diffusion
coefficient (ADC), as it is not exactly the free diffusion coefficient. Finally
restricted diffusion occurs in closed area, inside a cell for example, where
the course of the molecules is limited by the diameter of this cell. Different
models have been proposed to describe these aspects. They are described
in section 2.4.
2.3 Acquisition of diffusion images
2.3.1 Diffusion weighting in MRI
In 1950, Carr and Purcell showed that the nuclear magnetic resonance spin
echoes discovered by Hahn (1950) could be used as a direct method to mea-
sure diffusion coefficient in a sample. Later on, in 1965, Stejskal and Tanner
(1965) developed the Pulsed Gradient Spin Echo (PGSE) sequence, which
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Figure 2.1: The main components of the central nervous system. a)
Schematic representation of a neuron and the main cellular elements of
the white matter, adapted from Johansen-Berg and Behrens (2009), b) She-
matic representation of an axon surrounded by myelin. Electron myograph
of c) axonal section and d) longitudinal section of an optic nerve. b), c)
and d) are reproduced from Beaulieu (2002) with permissions (Copyright c©
2002 John Wiley & Sons, Ltd.)
is still the most common DW imaging sequence. The sequence diagram is
shown in Figure 2.2 and the following detailed explanations of DW imaging
are based on that sequence.
Diffusion encoding
The diffusion PGSE sequence is based on a pair of dephasing/rephasing
gradients pulses: after the 90◦ radiofrequency (RF) pulse, spins of water
molecules start to dephase during the first diffusion gradient, as described
in Figure 2.2. In the case of narrow pulse approximation, one assumes that
δ << ∆, where δ is the diffusion gradient duration and ∆ the time be-
tween the beginning of the first and the second gradient directions. In other
words, one assumes that the molecular displacement is negligible during the
gradient application. The spins are then labeled in one specific direction by
their phase φ1 which is defined as:
φ1 = γG
∫ δ
0
rdt = γGr1δ (2.5)
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Figure 2.2: The conventional PGSE sequence. The first row represents the
radiofrequency (Rf) pulses, the second the applied gradients (here for one
single direction), the third one the signal and the last one represents the
evolution of the phase for two molecules: a non-mobile one (solid line) and
a mobile one (dashed line). TE is the echo time, G the gradient strength, δ
the gradient duration and ∆ the diffusion time.
where γ is the gyromagnetic ratio and δ the gradient pulse duration, as
described in Figure 2.2. Then the phase is inversed with a 180◦ pulse and
another gradient with the same strength is applied. The phase φ2 acquired
during the second gradient is:
φ2 = γG
∫ ∆+δ
∆
rdt = γGr2δ (2.6)
The total dephasing is then equal to:
φ1 − φ2 = γG(r1 − r2)δ (2.7)
If molecules are stationary, r1− r2 = 0 and spins rephase completely, mean-
ing that no signal attenuation is observed. This is illustrated by the solid
phase line in Figure 2.2. However, if molecules moved, |r1 − r2| > 0, spins
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rephase partially, as shown with the dashed line in Figure 2.2. It results in
a signal attenuation.
In the case of free diffusion, the diffusion propagator is a Gaussian function.
In that case, the MR signal attenuation S/S0 is given by (Stejskal and
Tanner, 1965):
log
(
S
S0
)
= −(γδG)2D
(
∆− δ
3
)
= −bD (2.8)
where b is the so-called b-value and is proportional to the gradient strength
and the diffusion time. It is used as a marker of diffusion weight and can
be analytically expressed for rectangular gradients by:
b = (γδG)2
(
∆− δ
3
)
(2.9)
For a typical diffusion acquisition, this sequence is applied in different di-
rections, by using appropriate combinations of diffusion gradients.
Data collection
Data collection is usually done using an echo planar imaging (EPI) readout,
as described in Figure 2.3. The choice of EPI is mainly motivated by the
speed of the acquisition.
Figure 2.3: a) The echo planar imaging (EPI) readout and b) its corre-
sponding k-space trajectory. Each echo is centered in k-space (adapted from
Le Bihan et al. (2006))
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2.3.2 Distortions and artefacts caused by the presence of eddy currents
The main source of distortions and artefacts in DW imaging originates from
the strong gradients applied during both the encoding and readout part of
the sequence. Due to the rapidly changing magnetic field during the ramping
up and down of the gradients, small currents are induced in the surrounding
conductors, which in turn create local magnetic fields. These magnetic fields
will add up to the other gradients, modifying their shape, as illustrated in
Figure 2.4(a).
Figure 2.4: The effect of eddy currents with EPI. a) Effect of eddy currents
on the gradient shape. The theoretical gradient is shown in black and the
distorted gradient in red. b) k-space trajectory with the presence of eddy
currents: echoes are not centered anymore (adapted from Le Bihan et al.
(2006) with permissions (Copyright c© 2006 John Wiley & Sons, Ltd.))
On one hand, the modified gradient shape of EPI readout gradients results
in misalignment between even and odd echoes, as shown in Figure 2.4(b).
The resulting image will be duplicated and a second image, called Nyquist
ghost, will be superposed with a translation of half the FOV.
On the second hand, the modified gradient shape of diffusion encoding gra-
dients results in distortions. In order to reach high b-value, strong and long
encoding gradients are necessary. The magnetic field gradient generated by
the eddy currents during the ramp up and down of the diffusion gradients
may persist during the EPI readout. As a consequence, the k-space tra-
jectory will be modified and the resulting image will be distorted (Jezzard
et al., 1998). Three kind of distortions can be easily identified: translation
and shear along the phase-encoding direction and a scaling effect. In order
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to reduce these effects, several methods have been proposed. By slightly in-
creasing the currents of the gradient slopes, it is possible to compensate for
eddy currents and preserve the gradient shape: this method is called prem-
phasis and is usually implemented by the manufacturer. However, there is
always some remaining currents. Reese et al. (Reese et al., 2003) proposed
a double-refocused spin-echo sequence which reduces drastically eddy cur-
rent distortions. This is nowadays the most popular sequence, illustrated in
Figure 2.5 and used throughout this work. By using two refocusing pulses
and splitting diffusion gradients, produced eddy currents tend to cancel each
other and distortions are considerably reduced. In addition, post-processing
method have also been suggested to get rid of remaining distortions. These
methods are often combined with motion correction by proper realignment
of the data (Jezzard et al., 1998), (Mohammadi et al., 2010).
Figure 2.5: The double refocused spin echo sequence. Use of negative gra-
dients reduces the effects of eddy currents
2.3.3 Other artefacts
Diffusion MRI is sensitive to a number of other artefacts and pitfalls which
have been described in details in some reviews and books (Johansen-Berg
and Behrens, 2009, Jones, 2004, Le Bihan et al., 2006). Here is a brief
overview of the main sources of artefacts.
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EPI artefacts
Apart from eddy current induced artefacts, single-shot spin-echo EPI is well-
known to be sensitive to B0 field inhomogeneity. Due of the low bandwidth
in the phase-encoding direction, B0 field inhomogeneity can cause consider-
able distortions along that direction (usually anterior-posterior). Depending
on the sign of the phase-encoding blips in k-space during the EPI readout,
the resulting images are either squeezed or stretched. These distortions do
not have an effect on the derived diffusion tensors, as they are not dependent
on the diffusion gradients. However, images are not anatomically correct,
which makes difficult the matching between diffusion and structural images
and the data normalization. A common solution is to acquire a B0 field map
and unwarp the image through a phase correction (Jezzard and Balaban,
1995). Low phase-encoding bandwidth makes EPI acquisition also sensitive
to chemical shifts, in particular the fat/water one. A fat saturation pulse is
systematically used to keep only the signal of interest, water in the case of
diffusion imaging.
Motion artefacts
In DW imaging, as in many other imaging techniques, motion between vol-
umes can be corrected via registration methods and it will be the object
of discussion in chapter 3. However, if the patient moves during a volume
acquisition, it is more difficult to correct and it can cause strong artefact.
When global motion occurs during the diffusion encoding gradients, addi-
tional motion appears at the molecular level. These movements create very
large phase shifts, leading to a global drop out of the signal in the slice, as
illustrated in Figure 2.6. This kind of artefact is better seen on sagittal view
rather than on the axial one: usually only few slices are corrupted, showing
a “zebra pattern”, as they are usually acquired in an interleaved fashion.
Cardiac pulsation and respiration
Another potential source of bias in diffusion imaging is the presence of
noise induced by cardiac pulsation and respiration. The main effect of
cardiac pulsation is a huge signal dropout in certain regions like close to
the ventricles (Nunes et al., 2005). As modeling this type of noise and
thus correcting for it a posteriori is very challenging, practical methods like
cardiac gating have been shown to give better results (Chung et al., 2010,
Nunes et al., 2005). Another solution is the application of robust statistics
technique such as RESTORE (Chang et al., 2005).
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Figure 2.6: Example of a volume corrupted by motion
2.4 Data modelling
2.4.1 Diffusion weighted imaging
Diffusion weighted imaging aims to find out the molecular displacement in
one particular spatial direction by resolving Equation 2.8. However the
signal observed in one voxel results from the integration, on a statistical ba-
sis, of all the microscopic displacement distributions of the water molecules
present in this voxel. Therefore, it has been suggested to replace the intrinsic
diffusion coefficient D by an apparent diffusion coefficient ADC (Le Bihan
et al., 1986). In clinics, ADC has been shown to be relevant for the di-
agnostic of ischemic stroke (Baird and Warach, 1998) and this is the most
established clinical application of diffusion imaging. However, this model
does not take into account diffusion anisotropy, which makes its use quite
limited.
2.4.2 Diffusion tensor imaging
Diffusion tensor estimation
Diffusion tensor imaging (DTI) was first introduced by Basser et al. (Basser
et al., 1994). It is a good framework to study diffusion anisotropy in the
case of the Gaussian approximation. In order to assess the anisotropy which
is present in brain tissues, diffusion is no longer characterized by a single
diffusion coefficient D, but by a second rank symmetrical tensor, called
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diffusion tensor D:
D =
Dxx Dxy DxzDxy Dyy Dyz
Dxz Dyz Dzz
 (2.10)
Diagonal elements represent diffusion in the direction of the axis and off-
diagonal elements correspond to the correlation of the movements of molecules
between these axis. Similarly, the b-value becomes a 3×3 symmetrical ma-
trix, which is defined for each DW image for different shapes of the field
gradient pulse g and the b-value. Analytical expressions for b-matrix can
be found in Mattiello et al. (1997). The b-matrix is written as follow:
B =
bxx bxy bxzbxy byy byz
bxz byz bzz
 = b
 g2x gxgy gxgzgxgy g2y gygz
gxgz gygz g
2
z
 (2.11)
Then, the signal attenuation becomes:
S
S0
= exp
− ∑
i=x,y,z
∑
j=x,y,z
bijDij
 = exp (−bgDg′) (2.12)
where S is the signal acquired at b 6= 0 and S0 the signal acquired for b = 0.
As the diffusion tensor is symmetric, a typical DTI acquisition requires the
acquisition of DW images in 6 non-collinear directions and an additional
non-DW image. The number of directions has been a vast object of investi-
gation, see Jones et al. (1999), Skare et al. (2000), Papadakis et al. (2000),
Hasan et al. (2001), Jones and Basser (2004), Ni et al. (2006). In general,
a set of 30 directions, uniformely distributed on the 3D sphere is recom-
mended. The set of gradient directions determined by Jones et al. (Jones
et al., 1999) by using an analogy with electrostatic repulsion, is usually im-
plemented in standard diffusion sequences.
Concerning the estimation of the tensor itself, the most popular method
due to its low computational time, is the linear least-squares estimation
(Basser et al., 1994). Assuming a set of N measurements, the problem can
be summarized by the following expression:
X = bd (2.13)
where X is a vector containing the N log-transformed signal intensities:
X =
[
log(S1/S0) log(S2/S0) ... log(SN/S0)
]T
(2.14)
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B is a N×6 matrix containing the elements of the b-matrix for each mea-
surements:
b =

b1xx 2b1xy 2b1xz b1yy 2b1yz b1zz
b2xx 2b2xy 2b2xz b2yy 2b2yz b2zz
. . . . . .
. . . . . .
. . . . . .
bNxx 2bNxy 2bNxz bNyy 2bNyz bNzz
 (2.15)
and d is a vector containing the diffusion tensor elements:
d =
[
DxxDxyDxzDyyDyzDzz
]T
(2.16)
If N = 6, the equation is simply solved by taking the inverse:
d = b−1X (2.17)
If N > 6, the tensor is estimated by computing the pseudo-inverse of b:
d = (bTb)−1bTX (2.18)
The main drawback of this approach is that one estimates a symmetrical
matrix but there is no guarantee that it is a physically meaningful diffusion
tensor, i.e. that it is a definite semi-positive matrix. This constraint can be
violated by the presence of noise. More robust methods such as Cholesky
decomposition can be used in order to get positive definite tensors (Koay,
2011). In addition, more complex method like RESTORE (Chang et al.,
2005) have been suggested in order to get more reliable diffusion estimates,
less influenced by both thermal and physiological noise (for example, by
detecting outliers).
Diffusion tensor representation
The diffusion tensor is usually diagonalized using eigenvalue decomposition
and is defined by:
D = V.E.V −1 (2.19)
where V is the matrix of eigenvectors, representing the new basis and E is
the diagonal matrix of eigenvalues λ1, λ2, λ3, representing the diffusion in
the frame of the eigenvectors:
E =
λ1 0 00 λ2 0
0 0 λ3
 (2.20)
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Figure 2.7: Typical diffusion tensor shapes and FA values found in the three
kind of brain tissue
In this new framework, the tensor can be represented by an ellipsoid as
illustrated in Figure 2.7. The three axes of the ellipsoid are given by the
three eigenvalues and they are oriented along each of the three eigenvec-
tors. This ellipsoid is a representation of the diffusion distance covered in
space by molecules in a given diffusion time. Isotropic diffusion is repre-
sented by a sphere, and anisotropic diffusion by an elongated cigar-shaped
ellipsoid. Several rotationally invariant parameters can be derived from the
diffusion tensor, such as the mean diffusivity (MD), giving the overall size
of the ellipsoid, and the fractional anisotropy (FA), related to the degree
of anisotropy of the tensor (Basser, 1995). MD and FA are defined by the
following expressions:
MD =
λ1 + λ2 + λ3
3
(2.21)
FA =
√
3
2
√
(λ1 − λ¯)2 + (λ2 − λ¯)2 + (λ3 − λ¯)2
λ21 + λ
2
2 + λ
2
3
(2.22)
FA ranges from 0 to 1. A FA value of zero represents an isotropic medium
while a value of 1 represents a unidirectional anisotropy. In WM, FA is
closer to 1, demonstrating a strong directionality of the diffusion along the
fiber, as shown in Figure 2.7. As illustrated in Figure 2.7, in GM and CSF,
diffusion is isotropic (FA ranges from 0 to 0.2), meaning molecules have
the same probability to diffuse in all directions but MD is much higher in
CSF, as the water molecules are less restricted than in GM, meaning that
molecules travel in a lower averaged distance.
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2.4.3 Diffusion kurtosis imaging
Signal representation
DTI is built under the assumption that the probability distribution function
(PDF) of the displacement of water molecules in the brain is Gaussian. In
turn, this predicts a monoexponential attenuation of the diffusion-weighted
signal. This assumption is approximately valid for a range of b-values up
to 1000 s/mm2. Above this value, the signal decay deviates from the mo-
noexponential and cannot be fitted by Equation 2.8. The PDF is no longer
precisely Gaussian, and the diffusion is referred as non-Gaussian. The devi-
ation of a random variable distribution from the Gaussian distribution can
be quantified by a dimensionless metric called excess kurtosis, defined by
(Jensen et al., 2005, Jensen and Helpern, 2010):
K =
M4
M22
− 3 (2.23)
where Mn is the n
th moment of a distribution about its mean value. The ex-
cess kurtosis is null if the distribution is Gaussian, positive if the distribution
is sharper (more weight in the center) and negative when the distribution
is flatter as illustrated in Figure 2.8, with three examples of displacement
probability functions.
Figure 2.8: Examples of distributions with different excess kurtosis. The red
one (K=0) corresponds to a Gaussian distribution.
Based on this metric, diffusion kurtosis imaging (DKI) has been introduced
by (Jensen et al., 2005) in order to quantify the effects of the non-Gaussian
diffusion propagator in the diffusion-weighted signal. As for DTI, this is
a model-free approach, which means there is no assumption about the un-
derlying tissue structure. In that case, the cumulant expansion of the DW
signal is taken up to second order on the strength of the diffusion weighting
(b-value), and the signal decay log(S/S0) is approximated by (Jensen et al.,
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2005, Jensen and Helpern, 2010):
ln
(
S
S0
)
' −bDapp + 1
6
b2D2appKapp (2.24)
where Dapp is the apparent diffusion coefficient, Kapp the apparent kurtosis,
and b is the b-value, as described in the section 2.4.2. Compared to DTI,
DKI requires the acquisition of an additional series of DW images at higher
b-value, usually in the range of 2000-3000 s/mm2. The upper range is
constrained by the following equation, which ensures a constant negative
decay of the fit:
b ≤ 3
DappKapp
(2.25)
Diffusion kurtosis tensor estimation
Similar to the 3×3 elements of the diffusion tensor, one can define a kurtosis
tensor W. It is a 3×3×3×3 elements tensor of the 4th order. The diffusion
and kurtosis coefficients, for a given direction g, are defined by:
D(g) =
3∑
i,j=1
gigjDij (2.26)
K(g) =
MD2
D(g)2
3∑
i,j,k,l=1
gigjgkglWijkl (2.27)
where Dij represents the diffusion tensor elements and Wijkl the kurtosis
tensor elements.
Equation 2.24 is fitted to the data to estimate Dapp and Kapp. Similar to
DTI, two linear systems based on equations 2.26 and 2.27 are then solved
to get both the diffusion and the kurtosis tensors (Lu et al., 2006). As the
diffusion tensor, the kurtosis tensor is symmetrical, meaning that measure-
ments along at least 15 non-collinear directions are required to be able to
estimate it.
Representation and metrics
In order to make the interpretation of the parameters easier, the kurtosis
tensor W is usually projected into the Cartesian frame of reference defined
by the eigenvectors of the corresponding diffusion tensor D: this tensor will
be written W.
Mean kurtosis (MK) is defined as the averaged Kapp over all directions and
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is formally written as the surface integral (Jensen and Helpern, 2010):
MK =
1
4pi
∫
dΩgK(g) (2.28)
where dΩg represents the solid angle element for the direction g. This
integral can be analytically described by:
MK = F1(λ1, λ2, λ3)W˜1111 + F1(λ2, λ1, λ3)W˜2222 + F1(λ3, λ2, λ1)W˜3333
+F2(λ1, λ2, λ3)W˜2233 + F2(λ2, λ1, λ3)W˜1133 + F2(λ3, λ2, λ1)W˜1122
(2.29)
where
F1(λ1, λ2, λ3) =
(λ1 + λ2 + λ3)
2
18(λ1 − λ2)(λ1 − λ3)[√
λ2λ3
λ1
RF
(
λ1
λ2
,
λ1
λ3
, 1
)
+
3λ21 − λ1λ2 − λ2λ3 − λ1λ3
3λ1
√
λ2λ3
RD
(
λ1
λ2
,
λ1
λ3
, 1
)
− 1
]
(2.30)
and
F2(λ1, λ2, λ3) =
(λ1 + λ2 + λ3)
2
3(λ2 − λ3)2[
λ2 + λ3√
λ2λ3
RF
(
λ1
λ2
,
λ1
λ3
, 1
)
+
2λ1 − λ2 − λ3
3
√
λ2λ3
RD
(
λ1
λ2
,
λ1
λ3
, 1
)
− 2
] (2.31)
RF and RD represent Carlson’s elliptic integrals (Carlson, 1979). Axial
kurtosis (AK) is defined as:
AK =
(λ1 + λ2 + λ3)
2
9λ21
W 1111 (2.32)
and radial kurtosis (RK):
RK = G1(λ1, λ2, λ3)W 2222 +G1(λ1, λ3, λ2)W 3333 +G1(λ1, λ2, λ3)W 2233
(2.33)
where
G1(λ1, λ2, λ3) =
(λ1 + λ2 + λ3)
2
18λ2(λ2 − λ3)2
(
2λ2 +
λ23 − 3λ2λ3√
λ2λ3
)
(2.34)
and
G2(λ1, λ2, λ3) =
(λ1 + λ2 + λ3)
2
3(λ2 − λ3)2
(
λ2 + λ3√
λ2λ3 − 2
)
(2.35)
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Why using kurtosis ?
When using DKI, the conventional DTI parameters such as FA and MD
are estimated as well as MK. Kurtosis allows one to quantify the degree of
non-Gaussianity and provides additional information about the level of or-
ganization and the heterogeneity of WM tissue (Jensen and Helpern, 2010).
Within the frame of the WM model, kurtosis metrics were related to the
axonal water fraction (Fieremans et al., 2011) and the restricted volume
fraction using the CHARMED model (De Santis et al., 2011). Furthermore,
as MK does not require anisotropic tissue organization, GM microstructure
can also be investigated (Jensen and Helpern, 2010, Helpern et al., 2011).
In recent years, the interest for DKI has been continuously growing and
MK has shown great potential as a biomarker to detect tissue abnormali-
ties, being more sensitive to changes than classical DTI metrics. Promising
results have been reported in the study of ischemic stroke in both human
(Hui et al., 2008) and animal models (Grinberg et al., 2012), brain gliomas
(Van Cauter et al., 2012) and epilepsy (Gao et al., 2012). DKI might thus
become a useful clinical tool in the coming years.
2.4.4 Other Non-Gaussian approches
Biexponential model
Biexponential model was one of the first attempt to overcome DTI restric-
tion about free diffusion. This model is based on two compartments both
with Gaussian diffusion, but with different diffusion coefficient, referred as
slow and fast diffusion. The signal decay is then described as follows (Nien-
dorf et al., 1996):
S = ff exp(−bDf ) + (1− ff ) exp(−bDs) (2.36)
where ff is the relative fraction of the fast component, Df and Ds are the
diffusion coefficients of the fast and the slow component.
Structural Connectivity
The study of structural connectivity using diffusion MRI is often referred as
tractography. Basic tractography using DTI consists in following the main
diffusion direction (represented by the first eigenvector) which is considered
to be the direction of the underlying fiber (Jones et al., 1999, Mori et al.,
1999, Conturo et al., 1999). However this method has shown strong limita-
tions, especially to resolve regions of crossing fibers. More recent methods
have been developed to overcome this problem. Amongst others, one can
mention q-ball imaging (Tuch, 2004) or diffusion spectrum imaging (Wedeen
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et al., 2008). The main advantage of these methods is to fit the data directly
without assuming a particular distribution.
Chapter 3
Motion correction for diffusion
experiments
3.1 Introduction
Diffusion MRI is a popular method to study brain structure and relates
it to brain function. Recently, more advanced models, mainly for brain
tractography have been proposed to get more complex details and detect
smaller changes. For that purpose, acquisition has been pushed towards
higher b-values and more diffusion directions, in order to resolve diffusion
profiles with improved angular accuracy. This increases the acquisition time
significantly. While a standard DTI acquisition can be done in few minutes,
adding b-values or several diffusion directions can increase the acquisition
time to 15 minutes or more. During this long time, it is certainly unlikely
that subjects stay still. Correcting for the effect of motion is thus an impor-
tant step in the processing of diffusion data. The standard method consists
simply in the coregistration of DW volumes to the first non-DW volume
(Rohde et al., 2004). However, this step is not as trivial as it seems: DW
images contain orientation information, and thus each image has its own
intensity profile, which does not match the intensity in non-DW images.
Moreover, with the use of higher b-values, the presence of noise increases
the mismatch between images, as the contrast between tissues is very low
and thus extremely different from the non-DW contrast.
In this introduction, we will briefly describe basic registration methods. In
a second part, we will review the different methods used in diffusion MRI
for the intra-subject registration, for motion and distortion correction.
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3.1.1 Coregistration in MRI
Registration methods have been reviewed previously in (Brown, 1992, Zitova
and Flusser, 2003, Bai, 2009). They rely on three components (Crum et al.,
2004):
• Transformation model: how images are transformed to match the
source image, which parameters are considered.
• Similarity measure: how well two images match.
• Optimization process: how parameters of the transformation model
are estimated to maximize the matching criteria.
Transformation
To match image I1 to image I2, several types of transformations can be
considered. A transformation is a set of parameters and geometrical oper-
ations which brings one object into the space of the second object. These
transformations can be rigid-body (shape and size are preserved), affine or
non-linear. The latter is not considerer in this work.
• Affine transformation
An affine transformation is described by:
T (v) = RMXv + t (3.1)
where v is the location vector in 3D space, R is the rotation matrix, t
is the translation vector, M is the scaling matrix and X the shearing
matrix. The rotation matrix is the matrix product of the rotations
around each axis:
R =
1 0 00 cos(rx) sin(rx)
0 − sin(rx) cos(rx
 cos(ry) 0 sin(ry)0 1 0
− sin(ry) 0 cos(ry)

 cos(rz) sin(rz) 0− sin(rz) cos(rz) 0
0 0 1
 (3.2)
where rx, ry, rz are the rotations in radians. The rotation around x-
axis is called pitch, around the y-axis roll and around the z-axis yaw.
The scaling matrix is written as:
M =
mx 0 00 my 0
0 0 mz
 (3.3)
Introduction 33
and the shearing matrix:
X =
1 s3 s20 1 s1
0 0 1
 (3.4)
• Rigid-body transformation
A rigid-body transformation T is a particular case of affine transfor-
mation where shearing is set to zero and scaling to 1. It has only
6 parameters (3 translations and 3 rotations) and can be formally
written like this:
T (v) = Rv + t (3.5)
For realigning brain images of the same subject, a rigid-body trans-
formation should be used, as it preserves shape and size, which are
supposed to remain the same during the acquisition. However, the
presence of artefacts can cause distortions, and it that case, a full
affine transformation can be used.
Similarity measure
The goal of the similarity measure, also called the cost function is to measure
how well two images are aligned. Image X is the reference and image Y the
floating image. The problem is then to maximize the similarity between X
and Y by finding the optimal parameters of the transformation T applied
to Y . As it is usually more convenient from a mathematic point of view to
minimize a function rather than maximizing it, the cost function quantifies
the dissimilarity between the images and then the transformation T ∗ is
described by:
T ∗ = arg minC(Y, T (X)) (3.6)
where C is the cost function and T (X) the image X transformed by T .
Cost functions can be either geometrically-based, using features such as
landmarks, corners, curves, or intensity-based, which is the most common
option.
In MRI, registration problems can be divided in two categories: intra-
subject and inter-subject registration. In this chapter, we will focus only
the intra-subject case. Within this category, two subcategories can be dis-
tinguished: intra-modality and inter-modality. We will briefly describe the
most common cost functions for these cases, which are least squares and
normalized correlation for intramodal registration, and mutual information,
normalized mutual information and correlation ratio for the intermodal reg-
istration.
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• Least square
This is the most basic method. It consists in minimizing the sum of
the squared difference over all corresponding voxels in two images.
CLS =
N∑
i=1
(I1i − I2i))2 (3.7)
where N is the total number of voxels, I1i and I2i the voxel intensities
of image I1 and I2. This function assumes similar intensities in both
images, thus it is suitable only for intramodal registration.
• Normalized correlation
Normalized correlation is more robust than least squares, as it is not
sensitive to intensity scales, and is defined as:
CNC =
N∑
i=1
(I1i.I2i)√
N∑
i=1
I21i
√
N∑
i=1
I22i
(3.8)
It assumes a linear relationship between the intensities of the images
and thus it is used only for intramodal registration.
• Mutual information
As intermodal registration is of high interest in medical imaging, more
advanced cost functions have been developed. In particular, mutual
information (MI) has become quite popular. This method originates
from the information theory, which is a general theory about quantifi-
cation of information, originally applied for storing and compressing
data. It is defined as:
CMI = H(I1, I2)−H(I1)−H(I2) (3.9)
where H is the standard entropy, which is a measure of the complexity
of the information of each images and H(I1, I2) is the joint entropy.
The method is based on the maximization of MI and was first intro-
duced for image registration by Viola and Wells (1995). This method
has been the subject of many improvements which are reviewed in Zi-
tova and Flusser (2003). In particular, normalized mutual information
has been proposed by Studholme et al. (1999):
NMI =
H(I1) +H(I2)
H(I1, I2)
(3.10)
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Optimization
The estimation of parameters is done via optimization. This step consists
of determining the set of parameters, which minimizes or maximizes the
cost function. This is usually done via complex optimization algorithms
such as Gauss-Newton numerical minimization algorithm, gradient descent
optimization method, Levenberg-Marquardt optimization method etc. For
more details about these algorithms, see Bai (2009), Zitova and Flusser
(2003).
3.1.2 Coregistration of diffusion weighted images
Coregistration of DW images is challenging for two main reasons: the large
contrast difference between low and high b-value images and the presence of
eddy-current distortions. In this chapter, we will focus only on movement
corrections. However eddy-current induced distortions are also an important
step and the different correction methods will be introduced briefly.
Basic coregistration using mutual information cost function
A common approach for motion correction in diffusion MRI is the coregis-
tration of all the DW images (b ≥ 0) to the first non-DWI image (b = 0).
However, the contrast between these two types of images is very different.
Mutual information has been suggested as a robust cost function to solve
this intermodal problem (Rohde et al., 2004), and this method remains the
standard.
Model-based coregistration methods
As mentioned earlier, basic coregistration methods might fail for realigning
DW images properly, as each DW image contains different information, re-
lated to the orientation of the associated gradient. Andersson and Skare
(2002) introduced a cost function, which minimizes the residual error when
fitting data to the diffusion tensor model. In other words, the idea is to
minimize the sum-of-square difference between the registered data and the
one derived from the tensor. Later on, Bai and Alexander (2008), Nam and
Park (2011) and Ben-Amitay et al. (2012) developed similar based-model
approaches. The three methods are based on coregistration of each DW im-
age to its corresponding simulated image from the calculated diffusion tensor
or, in the case of Ben-Amitay et al. (2012) using the composite hindered
and restricted model of diffusion (CHARMED) (Assaf and Basser, 2005),
which is an expansion of DTI model taking into account the geometry of
the tissues.
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Real-time methods
Most of the time, motion is corrected retrospectively. Real-time correction
during the acquisition offers other possibilities. In the literature, several
methods have been proposed, using navigator echoes (Alhamud et al., 2012,
Kober et al., 2012), external optical tracking systems (Aksoy et al., 2011),
or with simple online registration and reacquisition (Benner et al., 2011).
However these methods are not standard and are more difficult to apply.
The main advantage of these methods is the ability to detect and then reac-
quire data with strong signal dropout due to fast motion (e.g. within one
volume acquisition). This type of artefacts cannot be corrected retrospec-
tively and have to be removed from the analysis, reducing accuracy on the
derived quantitative metrics.
Particularity of diffusion imaging : Gradient rotation
The diffusion direction orientation must be corrected together with the cor-
responding volume to keep coherence between the intensity and the diffusion
direction. In other words, if after movement correction the volume was ro-
tated, the same rotation must be applied to the gradient direction. When
this step is omitted, a bias in the orientation information is introduced.
Quantitative metrics such as FA are not affected in a large extent but it
may be a real issue for tractography studies, where the main diffusion di-
rection is used for the fibers reconstruction (Leemans and Jones, 2009).
The issue of eddy current distortions
In diffusion MRI, long encoding gradients are necessary to reach high b-
values as the gradient strength is quite limited on clinical scanners. Due
to the rapidly changing magnetic field during the ramping up and down
of the gradient, small currents are induced in the surrounding conductors,
which in turn creates local magnetic fields. These magnetic fields will add
up to the encoding gradient, causing distortions. If gradients are short
enough, eddy currents appearing during the ramping up are compensated
by those appearing during the ramping down. However, this in not the
case in diffusion MRI: long encoding gradients are used in order to reach
high b-values as the gradient strength is quite limited on clinical scanners.
The use of a double spin echo sequence have considerably reduced the effect
of eddy currents (Reese et al., 2003), but some residual currents might
still be present. To correct for these residual distortions several methods
have been proposed: the standard method is a 3D realignment using affine
transformations (Rohde et al., 2004). Eddy current distortions are corrected
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through shearing and translations. However, it is advised to use a slice-by-
slice correction (Haselgrove and Moore, 1996), as eddy currents are not
homogeneous through the volume (Jones and Cercignani, 2010).
3.1.3 Objectives
In this chapter, we aim to demonstrate that a classic coregistration of DW
is not optimal and that iterative processes, as suggested by Nam and Park
(2011) are preferable. We present a similar iterative model-based method
making use of more specific tensor metrics measuring the distance between
two tensors as a stopping criterion.
3.2 Methods
3.2.1 Iterative model-based method
As in the previous works of Andersson and Skare (2002), Nam and Park
(2011), the model presented here is based on the DTI model. Part of this
work was done by Furlan (2011). The main steps are:
• Estimation of the diffusion tensors using linear least square.
• Creation of the theoretical diffusion images from the estimated tensors
for each direction.
• Coregistration of each individual raw DW images to the corresponding
theoretical ones.
• Calculation of the global tensor difference between the current tensor
images (from the corrected data set) and the previously calculated
ones.
Once the tensor distance starts to increase or that 20 iterations are reached,
the algorithm is stopped and the DW images are considered as realigned.
The procedure is summarized in Figure 3.1.
Steps 1 and 2: Realignment of non-DW images and movement interpolation
As an option, a preliminary step is applied for the realignment of non-
DW images. This step can be implemented only in the case where extra
non-DW images have been acquired in an interleaved fashion with the DW
images (every few images). As non-DW images are identical, the usual
coregistration step with LS or MI is very robust. These images are perfectly
realigned with a rigid-body transformation. Movements between two non-
DW images are assumed to change linearly and the interpolated movements
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Figure 3.1: Schematic representation of the iterative procedure for realign-
ment of diffusion weighted images
are applied to the corresponding DW images. The estimated parameters
will be used to initialize the movement of the first iteration.
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Step 3a: Reorientation of the diffusion directions
As explained in the introduction, the orientation of the gradient direction
is rotated according to the rotation of the image in order to keep the right
orientation information.
Step 3b: Tensor estimation
The estimation of the tensor for each voxel is done via a least square esti-
mation using the general linear model implemented in SPM8. The diffusion
toolbox developed by Volkmar Glauche was used 1.
Step 3c: Synthetic DW image
From the tensor estimation (step 3b), we get an image without diffusion
weight, called A0 and 6 diffusion tensor images, one for each parameter of
the diffusion tensor (Eq. 2.10). It is then possible to create theoretical
diffusion images Ig for each diffusion direction g, using the tensor model:
Ig = A0 exp(−bg′Dg) (3.11)
where D is the diffusion tensor. b is the corresponding b-value, in our case
we used b = 1000s/mm2.
Step 3d: Realignment of DW images
Each raw image is coregistered to its paired theoretical image derived from
step 3c with a rigid-body transformation and MI cost function. Note that
the coregistration is always done on the raw images, to avoid successive
resampling, which will cause smoothing in the images. The movement pa-
rameters estimated during the previous iteration (except for the first one)
are used as initial parameters, to gain efficiency.
Step 3e: Calculation of the distance between two successive tensor images as
a stopping criterion:
The originality of our method consists in using a tensor distance as a stop-
ping criterion. Development of mathematical tools specific to the tensor en-
vironment is a dynamic field of research and is of particular interest for DTI.
Here we applied a technique developed by Anne Collard Collard (2013), Col-
lard et al. (2014). This novel metric is based on the spectral decomposition
of the tensor, which separates the orientation information and the intensity
1http://sourceforge.net/projects/spmtools/
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information. In that framework, the distance d, between two tensors S1 and
S2 is defined as:
d2(S1, S2) = d
2(Λ1,Λ2) + d
2(V1, V2) (3.12)
where S1 = V1Λ1V
T
1 and S2 = V2Λ2V
T
2 , V1 and V2 are the rotation ma-
trices containing the eigenvectors and Λ1 and Λ2 are the diagonal matrices
containing the eigenvalues. The eigenvalues are ordered in decreasing value
in the diagonal matrices, i.e. λ1 > λ2 > λ3. Eigenvectors are ordered in
the same way in V . The distance between two tensor images containing N
voxels is defined by:
TD =
1
N
N∑
k=1
d2(S1,k, S2,k) (3.13)
where S1,k is the tensor of the first image at location k and S1,k the tensor
of the second image at the same location.
3.2.2 Method assessment
Real datasets
A standard data set was acquired on a trained and collaborative volunteer
who stayed as still as possible during the acquisition. Data were acquired
with a 3T head-only scanner (Magnetom Allegra, Siemens) using a twice
refocused spin-echo diffusion sequence, known to significantly reduce the
effect of eddy currents on image distortion (Reese et al., 2003). 60 DW
images with 60 non-collinear diffusion encoding directions with a b-value of
1000 s/mm2 were acquired together with 6 non-DW images interleaved with
the DW ones. Other parameters were set to: TR/TE=7100/76 ms, matrix
size : 96×96×64. Voxels were 2.2 mm isotropic.
A second data set acquired on a Parkinson’s patient was also used to observe
the effect of our method compared to the standard coregistration. Data were
also acquired with a 3T head-only scanner (Magnetom Allegra, Siemens)
using a twice refocused spin-echo diffusion sequence. 120 DW images with
120 non-collinear diffusion encoding directions with a b-value of 1000 s/mm2
and with a b-value of 2500 s/mm2 were acquired for a total of 240 DW
images, together with 22 non-DW images interleaved with the DW ones.
As we focused on DTI model, only the first 131 images, corresponding to
the acquisition at b = 1000 s/mm2 were analysed. Other parameters were
set to: TR/TE= 6800/91 ms, matrix size: 88×88×54. Voxels were 2.4 mm
isotropic.
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Simulated data
In order to assess objectively the performance of the different methods,
synthetic data were generated. For that purpose we used the data set ac-
quired on a trained and collaborative volunteer described in the previous
paragraph. The derived tensor images were assumed to be uncorrupted
by motion and were used to generate the synthetic data set the same way
as described in step 3c of our procedure. Realistic rigid-body movements
(translations and rotations in the range of [0-2] mm and [0-2]◦) were gener-
ated for each DW image. These movements were applied to both the image
and the gradient direction, in order to keep the orientation corresponding
to each intensity profile. Two sets of data were simulated: one set with
non-DW images interleaved with the DW ones and one with all the non-
DW images at the beginning. These datasets allowed us to have a reference
to be able to compare the different methods.
3.2.3 Method comparison
We compared 5 different approaches:
• Basic coregistration (BC)
• Pre-realignment of non-DW images and interpolation (Step 1 and 2
in Figure 3.1), that will refer as the interpolation method (Int)
• Iterative procedure for realignment (IPR)
• Interpolation combined with IPR (Int+IPR)
• Basic coregistration combined with IPR (Coregistration replaced steps
1 and 2 in Figure 3.1)(BC+IPR)
For all the approaches above, only rigid-body tranformations were con-
sidered.
In order to quantify the performance of each approach, several parame-
ters were compared:
• Comparison of the estimated parameters (3 translations and 3 rota-
tions) with the reference, as movements are known. The root mean
square (RMSE) difference was calculated as the global error over N
volumes, for each parameter P :
RMSE(P ) =
√√√√ N∑
i=1
(Pref − Pi)2 (3.14)
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and the global error on translations was defined by:
RMSE(TXY Z) =
√√√√ N∑
i=1
(Xref −Xi)2 + (Yref − Yi)2 + (Zref − Zi)2
(3.15)
A similar error was calculated for rotations.
• Tensor distance between the reference tensors and the corrected ones
as defined by Eq. 3.13.
• FA root mean squared error defined by:
FAerr =
√√√√ N∑
i=1
(FAref − FAi)2 (3.16)
where N is the number of voxels
• Main orientation of the fiber, defined as the angle between the refer-
ence direction dref and the corrected ones dmeth:
α = arccos (〈dref .dmeth〉) (3.17)
3.3 Results
3.3.1 Synthetic data: non-DW images interleaved with the DW images
Estimated movements versus theoretical movements
The rigid-body parameters characterizing the movement of the subject have
been estimated with the different approaches (5 in total). Results are dis-
played in Figure 3.2. Theoretical movements are shown with a solid black
line as a reference. The best approach is to combine an interpolation step
with IPR. This is confirmed in Table 3.1, where RMSE over all volumes
are reported for each parameters. Interpolation combined with IPR ex-
hibits the best averaged scores with a value of 0.27 for the translations and
a value of 0.22 for the rotations. Taken independently, interpolation per-
forms better than IPR with a RMSE of 0.34 for translations and 0.28 for
rotations. On the contrary, both approaches including a coregistration step
show lower performances with RMSE values of 0.97/0.79 for the translations
and 1.19/0.87 for the rotations.
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Figure 3.2: Estimated movements obtained the different approaches com-
pared to the reference, in the case where non-DW images are interleaved
with the DW images. The x-axis represents the volume number and can be
seen as a time representation.
Approach TX TY TZ TXYZ RX RY RZ RXYZ
Int 0.23 0.14 0.21 0.34 0.21 0.11 0.16 0.28
IPR 0.06 0.13 0.39 0.41 0.39 0.23 0.10 0.42
Int + IPR 0.04 0.11 0.24 0.27 0.18 0.11 0.06 0.22
BC 0.32 0.56 0.73 0.97 1.00 0.55 0.35 1.19
BC + IPR 0.23 0.38 0.66 0.79 0.67 0.49 0.26 0.87
Table 3.1: Root mean square errors calculated over all volumes for each
approach and each parameter with the non-DW interleaved data set
Tensor distance maps
The tensors maps obtained with the synthetized images prior the addition
of movements are considered as the reference and the distances between
these tensors and those obtained with the various procedures are calculated
voxel-by-voxel, to get tensor distance maps. Figure 3.3(a) shows the tensor
distances if no correction is applied. It is on average quite high, 0.42 for
the whole volume. After realigning data with all the different methods the
tensor distance is highly reduced: down to 0.15 for Int+IPR procedure and
0.18 for BC. These differences are better highlighted when looking at specific
regions of interest (ROI). The first ROI is the WM volume, defined as the
area where FA > 0.2 in the reference FA map. Two more ROIs were drawn
on one slice, in regions of higher noise, according to the noisy distance map
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Approach Whole volume WM volume ROI 1 ROI 2
Noisy 0.42 0.62 2.29 0.19
Int 0.15 0.26 0.71 0.02
IPR 0.16 0.26 0.76 0.03
Int + IPR 0.15 0.26 0.74 0.02
BC 0.18 0.29 0.84 0.04
BC + IPR 0.18 0.29 0.83 0.04
Table 3.2: Mean tensor distances after and before motion correction in four
different volumes of interest - Case of interleaved non-DW images
as shown in green in Figure 3.3. ROI1 is in the corpus callosum and ROI2 in
a white matter area on the right part of the brain. In particular, TD is very
high in the corpus callosum (TD = 2.29). This value goes down to 0.74 with
Int+IPR procedure and 0.83 for BC. It confirms the observations made in
the previous section. Interpolation and IPR procedure perform similar or
lower than the combination Int+IPR except in ROI1 where TD is slightly
lower (0.71 compared to 0.74). Adding IPR to BC does not improve the
results.
Figure 3.3: Tensor distance maps for the non-DW interleaved case.
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Approach Whole volume WM volume ROI 1 ROI 2
Noisy 59.10 54.16 1.41 0.98
Int 36.45 34.58 0.59 0.36
IPR 37.19 34.80 0.65 0.39
Int + IPR 36.15 34.26 0.61 0.37
BC 43.48 40.24 0.78 0.52
BC + IPR 42.34 39.29 0.75 0.50
Table 3.3: Errors on FA after and before motion correction in four different
volumes of interest - Case of interleaved non-DW images
Approach Whole volume WM volume ROI 1 ROI 2
Noisy 32.26 24.57 4.05 21.87
Int 14.24 9.55 3.25 6.13
IPR 17.52 11.37 3.04 7.68
Int + IPR 14.71 9.69 3.04 6.43
BC 23.12 16.00 3.11 10.32
BC + IPR 21.17 14.58 3.15 9.81
Table 3.4: Errors on the main fiber direction after and before motion cor-
rection in four different volumes of interest - Case of interleaved non-DW
images
FA and main diffusion direction
Tensor distance embraces both the difference in anisotropy and the orienta-
tion of the diffusion. Obviously, the errors in the estimation of the tensors
will propagate in the estimations of FA and the main diffusion orientation
for tractography experiments. Both FA and main angle discrepancies are
summarized in Tables 3.3 and 3.4. For tractography, only the orientation of
the main diffusion vector is of interest, not the direction. For that reason,
angles were constrained in the range of 0 to 90◦. The effect of the correc-
tion procedure follows the same trend as for the measure of TD: Int+IPR
performs the best and BC the worse. Adding IPR to BC slightly improves
the results: FAerr = 42.34 compared to FAerr = 43.48 for the whole brain
volume and α = 21.17◦ instead of α = 23.12◦. However it is not as good
as using Int+IPR, where FAerr = 36.15 and α = 14.71
◦. Interestingly, in
ROI1 (the corpus callosum), the error in the main direction is very low, even
without any correction (α = 4.05◦). However the difference in term of FA
is much more significant: 1.41 without motion correction, 0.78 for BC and
0.61 for Int+IPR. These differences were well described by TD. Inversely in
the second ROI, the difference in term of TD is quite small (0.04 for BC and
0.02 for Int+IPR) but a bit more higher in term of FA or angle discrepancies
(respectively 0.52 and 10.32◦ for BC and 0.37 and 6.43◦ for Int + IPR.
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Approach TX TY TZ TXYZ RX RY RZ RXYZ
IPR 0.80 0.58 0.61 1.16 1.06 1.39 1.22 2.13
BC 0.32 0.50 0.53 0.79 0.59 0.46 0.35 0.83
BC + IPR 0.33 0.38 0.58 0.77 0.55 0.56 0.43 0.90
Table 3.5: Root mean square errors calculated over all volumes for each
approach and each parameter with the non-interleaved data set
3.3.2 Synthetic data: non-DW images at the beginning of the acquisition
Estimated movements versus theoretical movements
The second set of synthetic data was simulated with 7 non-DW images at
the beginning of the acquisition, it is referred as the non-interleaved data
set. In that case, none of the three tested methods (IPR, coregistration and
coregistration combined with IPR) was giving highly accurate results. This
is confirmed by the RMSE summarized in Table 3.5. The coregistration
approaches (BC and BC+IPR) give similar results to the first case with
interleaved non-DW images (TXY Z = 0.79/0.77 and RXY Z = 0.83/0.90)
compared to BC (TXY Z = 0.97/0.79 and RXY Z = 1.19/0.87). The IPR
approach fails to give accurate results with TXY Z = 1.16 and RXY Z = 2.13.
Figure 3.4: Estimated movements obtained the different approaches com-
pared to the reference, in the case where all non-DW images were acquired
before the DW images. The x-axis represents the volume number and can
be seen as a time representation.
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Tensor distance maps
The tensor distance maps confirmed that IPR is performing poorly as shown
in Figure 3.5 and Table 3.6. The map is very similar to the one quantifying
the distances without any realignment, as confirmed by a mean tensor dis-
tance of 0.22 compared to 0.23. After BC or BC+IPR, the global distance
is reduced and similar (TD = 0.15): there is no difference between these
two procedures. The two ROIs are delineated in green (ROI1 in the corpus
callosum, ROI2 in the WM). For the first ROI in the corpus callosum, TD
is only slightly reduced with BC (0.51 compared to 0.54 for IPR) which is
not the case in the second ROI where the difference is high (0.04 compared
to 0.22).
Figure 3.5: Tensor distance maps for the case where all non-DW images
are acquired before the DW images. ROI1 and ROI2 are indicated in green.
FA and main diffusion direction
As for TD, the errors in FA estimation as well as in the main diffusion
direction are higher after correction with IPR, respectively 49.56 and 30.49◦
for the whole brain volume. Both BC and BC+IPR perform better with an
error of 41.38 and 40.82 for FA and an error or 21.09◦ and 21.19◦ for the
main direction. In the corpus callosum (ROI1), all the approaches perform
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Approach Whole volume WM volume ROI 1 ROI 2
Noisy 0.23 0.36 0.89 0.28
IPR 0.22 0.31 0.54 0.22
BC 0.15 0.24 0.51 0.04
BC + IPR 0.15 0.24 0.51 0.04
Table 3.6: Mean tensor distances after and before motion correction in four
different volumes of interest - Case of non interleaved non-DW images
Approach Whole volume WM volume ROI 1 ROI 2
Noisy 57.95 51.04 1.10 0.80
IPR 49.56 44.15 0.77 0.75
BC 41.38 38.55 0.73 0.36
BC + IPR 40.82 37.94 0.72 0.36
Table 3.7: Error on FA after and before motion correction in four different
volume of interest - Case of non interleaved non-DW images
the same in term of angle discrepancy (α = 3.7). The FA error is almost the
same with a value of 0.77 for IPR and 0.73 for BC. However in the WM area
(ROI2), the errors are reduced by half for BC: 0.36 and 14.98◦ compared to
0.75 and 34.18◦.
3.3.3 Stopping criterion
An important step of IPR processing is the stopping criterion. Figure 3.6
shows the evolution of the global tensor distance after each iteration in the
second case (non-interleaved data set): the new tensor maps are compared
to the previous ones. The distance clearly decreases after few iterations to
reach a plateau. Thus, we decided to stop it when the distance starts to
increase. In that case, it is after 12 iterations: the corrected data will be
then obtained after 11 iterations.
Approach Whole volume WM volume ROI 1 ROI 2
Noisy 33.49 26.16 5.14 50.35
IPR 30.14 22.74 3.70 34.18
BC 21.09 14.52 3.72 14.98
BC + IPR 21.19 14.69 3.67 14.13
Table 3.8: Error on the main fiber direction after and before motion correc-
tion in four different volumes of interest - Case of non interleaved non-DW
images
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Figure 3.6: Stopping criterion evolution over 20 iterations.
3.3.4 Real data
Comparison of estimated movements
As those are real data, there is no reference in that case. However, the
results shown in Figure 3.7 seem to confirm that interpolation and IPR
are a good combination. If interpolation is assumed to do a good job for
non-DW data, movements between two non-DW image should more or less
follow the interpolated data (green line). BC procedure fails, in particular
for the rotation around the z-axis where the estimated rotations for DW
images is shifted compared to the ones estimated for non-DW images.
Effect on TD maps
In order to visualize where are the differences in the tensor images after
each correction, we compared the tensor distances, as shown in Figure 3.8.
The tensor distances between the tensors estimated after interpolation cor-
rection or after interpolation combined with IPR are very low, meaning the
tensors and thus the derived parameters are very similar. When compar-
ing the tensors estimated after coregistration correction with the two other
methods, differences appear in the occipital area and on the boundaries with
the CSF.
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Figure 3.7: Estimated parameters for a real data set. The x-axis represents
the volume number and can be seen as a time representation.
3.4 Discussion
In this chapter, a novel model-based method combined with a new tensor
distance measure was investigated. This tensor distance can also be used
as an error measure and using this distance we have quantified how misreg-
istration creates bias in the tensor estimation. These errors propagate in
term of traditional metrics such as FA or/and influence the estimated main
direction of the fiber. It is thus important to correct for it.
In an ideal simulated case, this method outperforms other tested approaches,
in particular the coregistration procedure, which is the most popular ap-
proach. We have also shown that a basic approach using coregistration of
Figure 3.8: Tensor distance maps between the three methods
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interleaved non-DW images and interpolated movements is quite reliable
and is a good approximation for real cases. The data set used as an exam-
ple is very representative of the type of data acquired for clinical studies.
The movement of the patient stays relatively smooth over the acquisition
period, which confirms that our simulations are close to reality and that
interpolation can be a good approximation.
The main limit of this work is that IPR performs well only when non-DW
images were interleaved, which is not the case in most acquisitions, where
non-DW images are all acquired at the beginning of the acquisition or only
one image is acquired. However, as observed in Figure 3.4, DW images are
better realigned between themselves than using coregistration (the red line
is more parallel to the black on, as compared to the blue ones), despite a
significant shift with the first nDW images. The scan-to-scan movements
seem properly captured but there is a realignment error between the DW
and nDW images. A possible explanation comes from the way theoretical
images are generated using Eq. 3.11. The initial tensor from raw data is
computed in the frame of the averaged position over all the volumes. The
non-DW images being all at the beginning do not have the same averaged
position, creating a shift between the two kinds of images. With the in-
terleaved approach the averaged non-DW volumes are +/- in line with the
DW volumes and tensor estimates are ok. To overcome this issue, an outlier
detection step could be added in order to get a good tensor estimation after
the first step, as suggested earlier by Bai (2009).
This study focused on DTI, where images are acquired in a low range of
b-value, and the resulting SNR is quite high. In acquisition with higher b-
values (up to 5000 s/mm2), SNR is lower and due to long diffusion time, the
signal drops into the noise level in most of the diffusion directions. The edges
between WM and CSF, or between the brain and the air around are totally
blurred, which will make coregistration even more difficult. One study by
Ben-Amitay et al. (2012) using a similar model-based method, using a non-
gaussian model confirms this effect. They demonstrated a high impact of
motion correction method on the resulting parameter maps, which confirms
our hypothesis. Morevore, in order to improve our method, correction of
distortions such as eddy-current distortions should be added.
Another realignment issue for group analysis is the inter-subject realigne-
ment. We did not treat this problem here but one can imagine using the
tensor distance metric used here as a stopping criterion to coregister or to
evaluate the mean of a group, instead of coregistering FA maps to a tem-
plate which is currently the most popular method.
To conclude, we have demonstrated that our procedure is a reliable and
efficient way to motion correct DW images, and that, with a proper ac-
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quisition setup, it performs better than standard coregistration procedures.
The method must be improved to take into account any kind of acquisition
schemes and should be extended to non-gaussian models as well.
Chapter 4
Noise correction for DKI experiments
This chapter is based on: E.D. Andre´, F. Grinberg, E. Farrher, I.I. Max-
imov, N.J. Shah, C. Meyer, M. Jaspar, V. Muto, C. Phillips and E. Bal-
teau. Influence of Noise Correction on Intra- and Inter-subject Variability of
Quantitative Metrics in Diffusion Kurtosis Imaging, PlosOne 9(4): e94531,
2014
4.1 Introduction
MRI is, intrinsically, a low SNR technique and the acquired signal is often
heavily influenced by noise. The main source of noise is the thermal noise,
also called Johnson noise. It originates from the thermal agitation of the
charges in the coil and in the sample, the latter being the strongest source
(Hoult and Lauterbur, 1979). Amplifiers and electronics are a source of
numerical noise as well, however these sources are usually negligible. The
noise depends also on acquisition parameters: image resolution, field of view,
number of averaging, etc. The noise variance as a function of these param-
eters has been discussed by Parker and Gullberg (1990), Macovski (1996).
In particular, Macovski (1996) emphasized that SNR is proportional to the
voxel volume and the squared root of the acquisition time and is indepen-
dent of the bandwidth of the received signal.
Knowledge about noise variance is useful for a number of applications. First,
it is a good measure of image quality and reflects also the system perfor-
mance. The estimation of the noise standard deviation is used to char-
acterize image quality and to measure SNR (McGibney and Smith, 1993,
Dietrich et al., 2007). Secondly, it is very often used as an input in image
processing. In practice, accurate knowledge of the noise standard devia-
tion can be required in several cases: segmentation (Brummer et al., 1993),
filtering methods for denoising (Maggioni et al., 2013, Raya et al., 2008,
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Manjon et al., 2010, Golshan et al., 2013, Lam et al., 2013), estimation of
diffusion tensor (Tristan-Vega et al., 2012, Veraart et al., 2011). In diffu-
sion MRI, noise can be a real issue, especially for DKI due to the need of
DW signal at higher diffusion weighting coefficients (b-values up to 2500 -
3000 s/mm2). For conventional DTI (b-values up to 1000 s/mm2), SNR is
still relatively high and the impact of noise on the estimation of parameters
such as FA or MD is relatively small (Jones and Basser, 2004). However, as
diffusion weightings become larger the signal drops rapidly, so is the SNR
and the signal can easily reach the noise floor (Koay et al., 2009). This
is particularly true in regions experiencing fast signal decay because of the
free diffusion of the molecules (CSF) or because of the high degree of direc-
tionality along a specific direction (e.g. along the fibers in the WM). When
the signal is about or below the noise floor, the noise introduces a signifi-
cant bias artificially enhancing the measured signal intensity (Kristoffersen,
2012). The noise is then interpreted as true signal and, if not corrected,
leads to an overestimation of kurtosis. Thus in clinical applications, where
the number of repetitions is limited by acquisition time, the low SNR and
resulting noise bias can strongly affect the reliability and sensitivity of the
diffusion experiment. For diagnosis purposes, as well as to derive medical
inferences on the pathological alterations of the brain tissue, the accuracy
and reproducibility of the estimated diffusion metrics are essential, which
require to account or correct for noise bias.
In this work, we investigated the influence of noise correction on the es-
timation of DTI and DKI metrics, such as MD, FA or MK, in human data
in vivo and their dependence on SNR. Two noise correction methods have
been applied and compared with corrected and non-corrected data. Noise
level was estimated prior model fitting, in order to fit the data to an esti-
mated noise-free signal, and improve accuracy and precision of the diffusion
model estimators. Two experiments were carried on:
Experiment 1 Intra-subject reproducibility of the DTI and DKI parameters
estimation as a function of SNR was investigated. SNR was manipu-
lated by repositioning the head of the subject within the multichannel
head coil, taking advantage of the spatially varying sensitivity of each
coil in the array, and by varying the spatial resolution.
Experiment 2 Inter-subject variability of DTI and DKI parameters was in-
vestigated in a group of 25 healthy volunteers to provide insight on
the suitability and reliability of DTI and DKI metrics for group com-
parison in clinical studies.
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Hypothesis: noise correction reduces spurious intra- and inter-subject
variability of the estimated parameters, providing more accurate and re-
producible biomarkers.
4.2 Signal distribution in magnitude MR images
4.2.1 Single channel coil: Rician distribution
For a quadrature detector, it is generally assumed that the noise in each
channel is a white Gaussian noise and is independent with zero-mean (Henkel-
man, 1985), meaning there is no noise correlations between the coils. After
complex Fourier transform, Gaussian characteristics are preserved and the
resulting complex signal is still Gaussian. However, real images are often re-
placed by magnitude images, to avoid phase shifts artifacts caused by eddy
currents amongst others. In that case the signal M follow a Rician distri-
bution (Henkelman, 1985, Bernstein et al., 1989, Gudbjartsson and Patz,
1995):
p(M) =
M
σ2
exp
(
−M
2 +A2
2σ2
)
I0
(
AM
σ2
)
(4.1)
where σ2 is the variance of the Gaussian noise in the real and imaginary
images, A the noise-free signal and I0 in the modified zero
th order Bessel
function of the first kind. In the background, where signal is assumed to be
null, this distribution transforms to a Rayleigh distribution:
p(M) =
M
σ2
exp
(
−M
2
2σ2
)
(4.2)
At high SNR, the probability distribution of signal M is well approximated
by a Gaussian distribution with variance σ2 and mean
√
A2 + σ2 (Gudb-
jartsson and Patz, 1995):
p(M) =
1√
2piσ2
exp
−
(
M −√M2 +A2
)2
2σ2
 (4.3)
This is illustrated in Figure 4.1a.
4.2.2 Multichannels coil: Noncentral χ distribution
In multiple coils experiment, the signal S after inverse Fourier transform is
described by (Aja-Fernandez and Tristan-Vega, 2012):
Sl = Al +Nl(0, σ2n) l = 1, ..., L (4.4)
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Figure 4.1: Probability density function of the signal for different SNR
and different acquisitions, (a) Rician distribution can get approximated by
a Gaussian distribution with mean
√
A2 + σ2 and standard deviation σ for
higher SNR, (b) Noncentral-χ distributions for sum-of-square reconstruction
with multichannels coil (L = 8)
where Al is the noise-free signal, Nl is the complex white gaussian noise,
with zero-mean and variance σ2n and L the total number of coils. After
sum-of-square reconstruction, the signal ML is written as:
ML =
L∑
j=1
|S2l | (4.5)
This signal can be modeled by a noncentral χ (nc- χ) distribution (Con-
stantinides et al., 1997):
p(ML) =
ηL
σ2
(
ML
ηL
)L
exp
(
−M
2
L + η
2
L
2σ2
)
IL−1
(
MLηL
σ2
)
(4.6)
where L is the number of coils, ML is the measured signal, ηL is the signal
in the absence of noise (the “true” signal), σ is the standard deviation of
the noise and IL−1 is the modified (L-1)th order Bessel function of the first
kind. The analytical expressions of the first and second moments of this
distribution are given by Constantinides et al. (1997):
ML =
√
pi
2
(2L− 1)!!
2L−1(L− 1)!1F1
(
−1
2
, L,− η
2
L
2σ2
)
σ (4.7)
and
〈M2L〉 = 2Lσ2 + η2L (4.8)
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respectively, where 1F1 is the confluent hypergeometric function and (2L−
1)!! = 1∗3∗5∗. . . ∗(2L−1). In the absence of signal (ηL = 0), the background
noise follows a central χ distribution (Constantinides et al., 1997):
p(ML) =
21−L
Γ(L)
M2L−1L
σ2L
exp
(
−M
2
L
2σ2
)
(4.9)
This distribution is a good approximation for sum-of-square (SoS) combi-
nation of the complex images from each of the coils (Constantinides et al.,
1997), which is the reconstruction method used in this thesis. However,
this approximation is valid only if the correlations between coils can be ne-
glected (Aja-Fernandez and Tristan-Vega, 2012), which is not always the
case, especially with modern multichannel coil with 32, 64 or more chan-
nels. Parallel imaging techniques (Deshmane et al., 2012), in which k -space
is partially sampled to speed the acquisition and reduce distortions, induce
more complicated noise behaviour. For example, the noise can no longer
be considered as spatially invariant, which makes background estimation
invalid. This will be explained in more details in the following section.
4.3 Noise correction methods
4.3.1 Noise estimation
Single acquisition methods
The most straightforward method to estimate the noise is to use the back-
ground, where the signal is null. The delineation of the background has to
be done with great care as it might be affected by ghosting artefacts. There
are several ways to do so, either by manually delineating the region of the
background or by using an automated procedure which get rids of artefacted
voxels. The bigger the region, the more reliable the estimation is. Another
way to get a background free from artefacts is to acquire a noise image, ac-
quired with the radio-frequency (RF) transmit amplitude set to zero for all
RF pulses. A number of estimators have been proposed previously, which
are reviewed in Aja-Fernandez et al. (2009). They are usually based on the
first or second moments of the rician or nc-χ distribution. Another method
based on histogram fitting can be used. However this method is not suit-
able for low SNR images, as the signal might fall into noise level and thus
the noise peak of the histogram is mixed with the signal peak, resulting in
biased estimation.
In this work, the estimation the noise standard deviation σ was performed
either from a noise image when available or from voxels extracted from the
background of the DW images. In the latter case, a mask was created by
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automatically thresholding the mean non-DW image, excluding both signal
and Nyquist ghost voxels. σ was estimated prior to any processing using
the following expression (Constantinides et al., 1997)
σ =
√√√√ ∑i∈backgroundS2i
2LN
(4.10)
where Si is the measured signal for each voxel in the background area, N
is the total number of background voxels and L is the number of coils. The
validity of Eq. 4.10 was confirmed in our experimental setup by inspecting
the noise distribution in the acquired noise images. The expression given
in Eq. 4.9 (with L=8) closely fitted the histogram of measured noise voxel
intensities, with a standard deviation closely matching the value calculated
from Eq. 4.10 as shown in Figure 4.2(A) . The difference observed between
the standard deviation estimated on the noise images and the standard
deviation estimated on the background of the images in Experiment 1 did
not exceed 1% when using DW images for background estimation and 6%
when using non- DW images, as shown in Figure 4.2(B). This range of
error has no significant impact on the noise correction procedure and the
background noise estimation can therefore be used reliably when no noise
image is available. In addition, the noise standard deviation is used to
estimate the apparent local SNR in the images, calculated voxel-by-voxel as
the mean signal of the non-DW images (prior noise correction) divided by
the standard deviation of the noise.
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Figure 4.2: A. Histogram of a noise image with central χ distribution fit
(solid red line). Fitting the histogram with the central χ distribution gives
σ = 12, 02 and using the formula σ = 12.08. B. Comparison of the noise
estimation on the background of diffusion images compared to noise-only
image using the background formula. Estimation on noise-only image is
considered as the correct approximation.
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Double acquisition methods
Standard deviation can also be estimated using a double acquisition. These
methods have been shown to be more robust (Sijbers et al., 1998) and
can be used when no background is available: for example because it has
been automatically suppressed by the manufacturer or because there is a
restricted FOV (e.g. cardiac imaging). The difference between the two
identical images is assumed to be a noise-only image (NEMA, 2001, Sijbers
et al., 1998, Murphy et al., 1993) and the noise standard deviation can
be estimated on that image. Artefacts such as ghosting or ringing do not
influence this method, however, it is sensitive to misalignment between the
two images and coregistration of the images will influence the resulting
estimation due to smoothing and interpolation. This method also requires
a double acquisition, which implies a double acquisition time: it is usually
not clinically feasible.
Noise estimation in the case of parallel imaging reconstruction: spatial station-
narity
In the previous section 4.2.2, noise is assumed to be spatially invariant,
that is, the standard deviation σ is the same in each k -space acquisition
point. This assumption is not always true and σ might vary in space. It has
been shown for parallel reconstruction (SENSE and GRAPPA) by Thunberg
and Zetterberg (2007) with the help of numeric simulations. The particu-
lar case of SoS reconstruction has been investigated by Aja-Fernandez and
Tristan-Vega (2012). They have shown that the signal distribution can be
approximated by a nc-χ distribution where the real number of coil is re-
placed by an effective number of coil Leff and the standard deviation by an
effective standard deviation σeff . This effective standard deviation is signal
dependent: it depends thus on the location of the voxel. This means that
the effect of correlations is the virtual reduction of the number of coil. This
effect is more or less pronounced, depending on the number of coils (a large
number of coils leads to stronger correlations) and if the k -space if fully
sampled or not. In this work, the spatial variability of the noise standard
deviation was assumed to be negligible and the background noise histogram
fits the central-χ distribution pretty well (see Figure 4.2(A)).
4.3.2 Image denoising: non local mean filtering
Image denoising, also called filtering has been a full area of research in MRI.
Gaussian filtering is the most natural one but suffers from edge blurring.
In order to preserve the information, other methods such as anisotropic
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filter (Gerig et al., 1992), total variation (Keeling, 2003), bilateral filter-
ing (Wong et al., 2004), wavelet filtering (Nowak, 1999, Wood and Johnson,
1999, Alexander et al., 2000) and non-local mean filtering (Raya et al., 2008,
Coupe et al., 2008, Maggioni et al., 2013) have been developed. In general,
these algorithms assume a Gaussian noise distribution and thus are not op-
timal for modern acquisitions, as described in the previous sections or must
be applied to the complex raw data, which is not easily implemented.
In this work, a method similar to the one presented by Raya et al. (2008),
will combined a denoising step and a noise bias correction, to get an un-
biased denoising. In other words, the denoising step consists in getting a
better estimation of the measured signal S, while correcting for the noise
bias means estimating the true signal in absence of noise η. Prior to noise
correction, a nonlocal mean filter (BM4D) (Maggioni et al., 2012) was op-
tionally applied to the data. This filter provides a better estimation of the
first and second moments of the measured magnitude, while preserving fine
structures and details of the images. Its effect on the estimation of diffusion
and kurtosis parameters was investigated at the individual and group level.
4.3.3 First method for noise bias correction: the first moment correction
This method, M1, is based on the first moment ML of the noncentral chi
distributed signal (Eq. 4.6). After realignment of the DW images (see Sec-
tion 2.4), a look-up table of ML versus ηL was built for each individual
image, using the estimated standard deviation and values of between the
noise floor and the maximum measured intensity in the image. The noise
floor is the minimum value taken by ML, corresponding to ηL = 0. For
example with N = 8, the noise floor is equal to 3.94σ. For each pixel, the
magnitude of the measured signal (after non local mean filtering if applied)
was used as an estimate of the first moment M˜L while the true signal esti-
mate η˜L was calculated by interpolation of the look-up table. The corrected
signal intensity η˜L was set to zero whenever the measured intensity M˜L was
below the noise floor.
4.3.4 Second method for noise bias correction: Power image correction
The second method, M2, is based on the expression of the second moment
(Eq 4.8). This method was first introduced by Miller and Joseph (1993)
for single channel acquisitions and Gaussian signal distribution. The same
approach is used here in the case of multichannel receiver coil and nc-χ
distribution. The second moment of the signal distribution E(M2L) is ap-
proximated by the square of the measured image M˜2L (power image) after
non-local mean filtering (if applied). Then, the correction is applied to the
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power image:
η˜2L = M˜
2
L − 2Lσ˜2 (4.11)
where η˜ is the true signal amplitude estimate, M˜L is the estimate of the
first moment of the measured signal, L is the number of coils, and σ is
the estimate of the noise standard deviation. When the measured signal
intensity is below the noise floor, the squared true signal amplitude estimate
is negative, leading to imaginary numbers in the corrected magnitude image.
In such cases the corrected signal intensity η˜L was set to zero.
4.4 Experimental protocol
4.4.1 Intra-subject inter-session variability
The first experiment investigates the intra-subject variability of the DKI
parameters as a function of SNR and relies on the assumption that for a
single subject, the estimation of the DKI parameters should be reproducible
over multiple sessions and SNR independent. The SNR was manipulated
either by repositioning the head of the subject within the head coil, over
several repetitions of the same measurement, taking advantage of the spa-
tially varying sensitivity of each coil in the array (Protocol 1a), or varying
the spatial resolution (Protocol 1b). Acquisition parameters are summarize
in Table 4.1.
Parameters Protocol 1a Protocol 1b Protocol 2
Number of repetitions 1 1 3
b-value (s/mm2) 0/1000/2500 0/1000/2500 0/1000/2800
TR (ms) 7400 6800 7400
TE (ms) 91 88 89
FoV (mm) 211 192 192
Number of slices 54 44 58
Matrix size 88×88 64×64 96×96
Voxel size (mm3 ) 2.4×2.4×2.4 3×3×3 2.2×2.2×2.2
Table 4.1: Summary of the parameters of each protocols
Protocol 1a was repeated five times on the same volunteer (27 years old
female) for different head positions (see Figure 4.3). Due to the spatially
varying sensitivity of the coil array and the different positions of the head
relatively to each coil element, the SNR was spatially dependent, and its
spatial distribution varied from one session to the next. As a result, the SNR
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in a given brain area varied from one session to the next. In the following,
the experiments related to Protocol 1a for different head positions will be
referred to as P1 (center of the coil), P2 (shift up), P3 (shift down), P4 (shift
to the right) and P5 (shift to the left). In Protocol 1b, data were acquired
on the same volunteer with centered head position and larger voxel size in
order to reach a global 2-fold increase in SNR. This high SNR protocol is
expected to show moderate noise correction effects as compared to lower
SNR situations. In the following, this protocol will be referred to as P6.
Figure 4.3: The different head positions for Protocol 1a. Images are dis-
played in radiological reference (left is right, right is left)
4.4.2 Inter-subject variability
Protocol 2 was acquired on 25 healthy male volunteers. Details are given
in Table 4.1. In order to reduce the genuine inter-subject variability in the
population, data sets were selected from a homogeneous population con-
sisting of male volunteers recruited for an ongoing study with the following
criteria: age range, 18-30 years old (mean 23 ± 3); non smokers with no
history of neurological or psychological diseases and no medication or drug
abuse. The amplitude and spatial distribution of the inter-subject variabil-
ity was studied as a function of the noise correction procedure and SNR
spatial distribution.
4.4.3 Ethics statement
The experimental procedures received approval from the Ethics Committee
of the University of Liege and signed informed consent was obtained from
all participants prior the beginning of the experiment.
4.5 Global data processing
4.5.1 Data processing
In all protocols, data were processed with the following steps:
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Motion correction According to the previous chapter about motion correc-
tion, images were realigned using linear interpolation. The IPR proce-
dure could not be applied, as the DTI model is not applicable with high
b-values. Thus non-DW images were first realigned with rigid body
transformation using SPM8 (Wellcome Trust Centre for Neuroimag-
ing, UCL, UK), for each individual session and movements between
two non-DW images were interpolated. Transformations were applied
to the corresponding DW images. Moreover, the diffusion directions
were rotated accordingly (Leemans and Jones, 2009).
Noise correction The non-local mean filter was optionally applied and im-
ages were optionally corrected for noise with the two correction schemes
described above. In total, six different procedures are compared:
• no correction (NC)
• non-local mean filtering only (BM4D+NC)
• first moment method (M1)
• non-local mean filtering and M1 (BM4D+M1)
• second moment method (M2)
• non-local mean filtering and M2 (BM4D+M2)
Kurtosis estimation As described in the introduction (section 2.4.3), the
normalized signal intensities were fitted with the kurtosis model (Eq.
2.24) for each diffusion direction, on a voxel-by-voxel basis, using a
nonlinear least square algorithm. Then, the diffusion tensors are es-
timated by solving a linear system for the tensor components (Basser
et al., 1994) and diagonalized. In a similar fashion, kurtosis tensors
were estimated voxel-by-voxel (Jensen et al., 2005). The kurtosis ten-
sors were transformed from the laboratory coordinate system to a
coordinate system defined by the three eigenvectors of the diffusion
tensor (Hui et al., 2008). Conventional DTI (FA and MD) as well as
DKI metrics (Jensen and Helpern, 2010) were evaluated. Among three
kurtosis metrics (axial, radial, and mean), we focused our presenta-
tion on MK as the most representative and frequently used one. MK
was calculated as the averaged apparent kurtosis (evaluated from the
kurtosis tensor) over the unit sphere, as described by equation (55) in
(Jensen and Helpern, 2010).
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4.5.2 Assessment of intra-subject variability
Normalization
In order to compare the different sessions, non-DW images were realigned
in the image space of the first session and the same spatial transformations
were applied to the parameter maps. Few outlier voxels with extremely high
fitted values of MK were reassigned with the averaged neighboring values.
Region of interest analysis
Region of interest (ROI) analysis was performed on eight independent re-
gions. These regions were delineated in six different WM and two GM
areas using the Harvard-Oxford subcortical structural atlas and the JHU
white-matter tractography atlas available in FSL (Analysis Group, FM-
RIB, Oxford, UK (Jenkinson et al., 2012)), Temporal Lobe (TL), Internal
Capsule (IC), Anterior Corona Radiata (ACR), Globus Pallidus (GP),both
left and right. These ROIs are illustrated in Figure 4.4. MK values from
these ROIs were extracted and compared. Pearson’s linear correlation tests
were performed to determine if the mean MK was significantly correlated
or not to SNR for each ROI and each correction separately.
SNR maps
SNR maps were derived for each session as the ratio of the mean non-DWI
signal and the standard deviation of the noise.
Z-scores map
Z-scores (or standard scores) are a widely used method to the deviation of
each individual measure from the average, in unit of standard deviation.
The z-score of a individual score x is:
z =
x− µ
σ
(4.12)
where µ is the mean of the sample and σ is the standard deviation of the
sample. This score was calculated voxel-by-voxel for MK maps for each of
the corrections.
4.5.3 Assessment of inter-subject variability
Normalization
For group analysis, data from the 25 subjects were normalized to MNI
spaces. The mean non-DW images were individually segmented and warped
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Figure 4.4: Localization of the four different ROIs on a non-DW image
in the left in red and in the right in blue. A. Temporal lobe. B. Internal
capsule. C. Anterior corona radiata. D. Globus pallidus.
into MNI space using the new segment tool in SPM8 (Wellcome Trust Centre
for Neuroimaging, UCL, UK). The same non-linear transformations were
applied to the scalar parameter maps.
Global analysis
For MD, FA and MK maps respectively, standard deviation maps across the
group were calculated for each noise correction scheme and histograms of the
MD, FA and MK maps averaged over the 25 subjects were also calculated.
GM and WM histograms of MK maps were calculated using corresponding
masks. These masks were created using FA maps thresholded at < 0.25 for
GM and> 0.25 for WM.
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Region of interest analysis
ROI analysis using the ROIs described above (Experiment 1) was also per-
formed on each of the 25 subjects, and the ROI mean and standard deviation
of MK over the 25 subjects were calculated for each noise correction scheme
and compared.
4.6 Results
4.6.1 Effect of noise correction
Figure 4.5 shows the effect of the different correction schemes on the signal
decay for two voxels with significantly different SNR (26.3 and 16.7) in WM.
The fitted values of Dapp and Kapp (Eq. 2.24) for the different correction
schemes are reported in Table 4.2. Correction has a stronger effect for
higher b-values and/or for low SNR data points. As a result, the estimation
of the apparent kurtosis Kapp appears strongly affected by the noise bias:
the difference between non corrected and corrected values reaches about
25-30 %. In contrast, the estimation of Dapp is less strongly affected in
all correction schemes (up to 10%). This is primarily due to significantly
higher SNR and smaller noise bias observed for data points acquired at low
diffusion weightings (b = 0 or 1000 s/mm2), which predominantly determine
the estimated Dapp value. The influence of BM4D filtering on Dapp and
Kapp estimates appears negligible which is not surprising since the filtering
procedure only reduces the local variance but does not correct for the noise
bias.
SNR=26.3 SNR=16.7
Kapp Dapp Kapp Dapp
NC 0.97± 0.03 0.84± 0.02 1.29± 0.01 0.93± 0.01
BM4D+NC 0.99± 0.02 0.85± 0.01 1.27± 0.01 0.84± 0.01
M1 0.74± 0.03 0.85± 0.01 0.89± 0.01 1.00± 0.01
BM4D+M1 0.76± 0.02 0.87± 0.01 0.84± 0.01 0.90± 0.01
M2 0.67± 0.04 0.83± 0.01 0.89± 0.01 1.00± 0.01
BM4D+M2 0.75± 0.01 0.87± 0.01 0.79± 0.02 0.90± 0.01
Table 4.2: Kapp and Dapp (10
−3mm2/s) values for two voxels with different
SNR, corresponding to Figure 4.5, with their standard errors.
A map of MK obtained using the noise correction method M1 is shown in
Figure 4.7(a), as an example. The corresponding histograms of MK, MD,
and FA are shown in Figures 4.7(b), 4.7(c), and 4.7(d), respectively. In
the absence of correction, MK values are strongly overestimated as demon-
strated by the histograms in Figure 4.7(b). For both correction schemes,
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Figure 4.5: Normalized signal attenuation curves before and after noise
corrections together with their DKI fits for the different correction schemes.
The data correspond to a single diffusion direction in WM areas, for two
different voxels with apparent SNR values equal to 26.3 (a) and 16.7 (b)
respectively. Corresponding values of Kapp and Dapp are summarized in
Table 4.2.
M1 and M2, the histograms exhibit significant shifts of both WM and GM
peaks towards lower MK values as compared to non-corrected data: from
1.4 to 1.05 for WM and from 0.75 to 0.6 for GM. The two correction meth-
ods show similar results whereas BM4D filtering produces no significant
effect. Figure 4.8 compares Protocol 1a (P1) with low SNR acquisition and
Protocol 1b (P6) with higher SNR acquisition for the same slice as in Fig-
ure 4.7. After correction (M1) MK maps are similar for low and high SNR
acquisition, as shown in Figures 4.7(a) and 4.8(a). The corresponding MK
histograms for three corrections schemes (NC, M1 and M2) are shown in
Figure 4.8(b). Similar histograms were obtained with corrections schemes
using BM4D filter (not shown). The histogram of non-corrected data at
high SNR (dashed red line) exhibits a clear shift compared to non-corrected
data at lower SNR (solid red line) towards lower MK values. Moreover,
the difference between non-corrected and corrected data becomes smaller
at high SNR. In accordance with the analysis of the signal decay in Figure
4.5, the impact of the noise correction on the estimation of MD and FA de-
rived from the diffusion tensor is practically negligible, as demonstrated by
their histograms in Figures 4.7(c) and 4.7(d). A slight shift towards higher
mean diffusivity is observed in the MD histograms, since noise correction
generally tends to increase the slope of the DW signal decay. The fractional
anisotropy is almost unaffected, indicating a much smaller bias in estimated
FA maps when no noise correction is applied.
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Figure 4.6: Visual inspection of the effect of noise corrections on a
DW image (b = 1000s/mm2. (a) Raw image (NC), (b) M1, (c)M2, (d)
BM4D+NC, (e) BM4D+M1, (f) BM4D+M2
4.6.2 Intra-subject variability
Results from the experiment 1 are shown in Figure. 4.9, 4.10 and 4.11. In
this experiment, the same measurement protocol was repeated 5 times for
various positions of the head of the subject in the coil.
SNR dependence of MK
The spatial distribution of SNR across the head was different in each of the
measurements (P1 to P5), as illustrated in Figure 4.9. The lower spatial
resolution in P6 leads to a global 2-fold increase of SNR. In Figure 4.9,
we compared the MK maps obtained after BM4D filtering and with and
without noise correction. MK maps obtained without BM4D filtering were
similar and therefore not shown. In the absence of noise correction, the MK
estimate is systematically higher and depends significantly on the SNR. For
example, the maps obtained at lower SNR (P1 to P5) exhibit higher values
than the one obtained at higher SNR (P6). Besides, we observe that the
regions with enhanced MK values correlate with lower SNR regions depend-
ing on the head position. This effect is further illustrated in Figure 4.9(b),
by a closer view of the region delineated in Figure 4.9(a), for experiments
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P1, P4, P5 and P6. In that region, the SNR (and the MK estimates accord-
ingly) varies strongly from one acquisition to the next when no correction is
applied (Figure 4.9(b), second column). The regions of lower SNR exhibit
higher MK values. This effect is particularly marked in the region delin-
eated by the black rectangle (Figure 4.9(b)). M1 and M2 corrections lead
to very similar MK maps.
ROI analysis
The influence of noise correction on the evaluated metrics was quantitatively
assessed by statistical analysis in 8 ROIs. Examples are represented in
Figure 4.10 for the right GP and left TL where the MK values averaged over
the indicated ROIs are compared for all correction schemes (see different bar
groups) and positions (see bars within a given group). The averaged SNR
values of the non-DW images corresponding to each session are indicated
on the plots. In all sessions, non-corrected MK values remain higher than
corrected ones. One can observe also that higher MK values correlate with
low SNR values when no correction is applied. For example, in the left
Figure 4.7: (a) MK map for one single subject (position P1) and one
selected slice corrected with method M1. (b) MK, (c) MD and (d) FA
histograms of the same slice for each noise correction scheme.
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Figure 4.8: (a) MK map of the selected slice for high SNR acquisition (P6)
corrected with M1 and (b) the MK histograms of the same slice for three
correction schemes (dashed lines). The corresponding histograms for P1
(low SNR acquisition) are also shown (solid curves). The histograms are
practically overlapping after the noise correction (blue and green curves).
The non-corrected histograms are shifted with respect to each other. How-
ever, the difference between corrected and non-corrected values is smaller
for higher SNR.
TL (Figure 4.10(b)), lower SNR of 17.88 is associated with significantly
higher MK of 1.34 in comparison to the value of 1.19 evaluated at higher
SNR of 23.30, that is a significant increase of 13%. In contrast, when
noise correction is applied, the MK estimate is globally lower and no longer
dependent on SNR. For example, practically the sameMK values of 0.92 and
0.9 were obtained for SNR values of 17.8 and 23.3, respectively. Moreover,
Figure 4.10 shows that the influence of noise is reduced at high SNR (e.g.
SNR = 34.53 in P6) where the difference between MK values estimated
with and without noise correction exhibits an increase of about 16% while
corresponding values obtained in sessions P1-P5 exhibits differences up to
50%.
The results obtained for different ROIs are summarized in 4.3, where
the stars indicate the results of the Pearson’s correlation tests. Generally,
kurtosis values depend on the tissue (WM or GM) and can vary within an
area consisting of a given tissue type. The mean MK over the ROI for each
position (P1 to P5) is significantly correlated to SNR for non-corrected data
(p < 0.01) for all investigated ROIs. On the contrary, no correlations are
reported for corrected data, except for two cases where a weak correlation
is observed (p < 0.05).
Results 71
NC BM4D+NC M1 BM4D+M1 M2 BM4D+M2
Right TL 1.25± 0.06∗∗ 1.21± 0.06∗∗ 0.90± 0.01 0.90± 0.01 0.90± 0.01 0.87± 0.01
Right GP 1.36± 0.06∗∗ 1.37± 0.06∗∗ 0.92± 0.02∗ 0.92± 0.02 0.88± 0.01∗ 0.90± 0.02
Right IC 1.27± 0.03∗ 1.25± 0.04∗ 0.97± 0.01 0.93± 0.01 0.94± 0.01 0.91± 0.01
Right ACR 1.35± 0.08∗∗ 1.34± 0.08∗∗ 0.99± 0.01 0.99± 0.01 0.97± 0.01 0.96± 0.01
Left TL 1.18± 0.08∗∗ 1.15± 0.07∗∗ 0.89± 0.02 0.88± 0.02 0.87± 0.02 0.86± 0.02
Left GP 1.36± 0.08∗∗ 1.37± 0.08∗∗ 0.94± 0.01 0.97± 0.01 0.91± 0.01 0.95± 0.01
Left IC 1.27± 0.05∗∗ 1.25± 0.05∗∗ 0.97± 0.01 0.95± 0.01 0.96± 0.02 0.95± 0.02
Left ACR 1.31± 0.06∗∗ 1.29± 0.06∗∗ 0.97± 0.01 0.97± 0.02 0.95± 0.02 0.95± 0.02
Table 4.3: Mean MK values and standard deviations for each correction
scheme and each ROI. Pvalues for Pearson correlation with SNR are indi-
cated by: ∗ p < 0.05 and ∗∗ p < 0.01. All correlations were negative.
Z-score analysis
The z-score maps shown in Figure 4.11 emphasize this effect at the voxel
level. Z-score maps indicate the positive or negative deviation of individ-
ual MK maps from the average MK map over protocols P1 to P5 for a
given noise correction scheme, in units of the standard deviation. When no
correction is applied, the z-score maps exhibit strong spatial heterogeneity
(white arrows) in contrast to the homogeneous appearance of the z-score
maps after correction.
4.6.3 Inter-subject variability
In this section we examine the influence of noise correction on inter-subject
variability and on the contrast between WM and GM in MK maps.
Mean and standard deviation maps
As an example, Figure 4.12 shows MK maps of one selected slice (at the
level of Corpus Callosum) averaged over 25 subjects (first and third rows)
and the corresponding standard deviations across all subjects (second and
fourth rows). As shown in the previous section on a single subject, the
MK is globally lower and the contrast-to-noise ratio (CNR) between WM
and GM is higher with noise bias corrected data (Figure 4.12(b), 4.12(c),
4.12(e) and 4.12(f)) as compared to non-corrected data (Figure 4.12(a) and
4.12(d)). Quantitatively, these results are illustrated by the histograms in
Figure 4.13. After noise correction, the peaks of MK distribution are at 0.5
and 1.0, for GM and WM respectively, whereas, without noise correction,
they are at 0.9 and 1.4 for GM and WM respectively. After correction,
the peaks are significantly sharper and better separated, providing a better
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distinction between GM and WM. The effect of the BM4D filter is very
subtle, leading to a slight increase of MK (+0.05).
Inter-subject variability is investigated through the standard deviation maps
of MK across the group in Figure. 4.12(a)–4.12(f) (second rows) and the
mean SNR map of the non-diffusion weighted image over the 25 subjects
(Figure 4.12(g)). On the one hand, standard deviation maps show that
non-corrected maps are much more heterogeneous than corrected ones. The
standard deviations reach a value of 0.4 in the frontal area that is twice as
large as a value of 0.2 in the occipital area. On the other hand, on the mean
SNR map, we observe a spatial gradient of SNR from top to the bottom,
that is, SNR tends to increase towards the bottom of the image. This effect
is related to hardware properties, more precisely to the spatially varying
sensitivity of the coil array. When comparing both standard deviation maps
and SNR maps, one can infer that the enhancement of standard deviation in
the upper regions of the non-corrected maps correlates with observed SNR
gradient from top to bottom. This result provides evidence that higher inter-
subject variability of non-corrected MK maps is, in part, due to hardware-
related SNR heterogeneity, and not only a genuine inter-subject variability.
ROI analysis
These results are supported by the ROI analysis averaged over 25 subjects.
Numerical values of the MK are summarized in Table 4.4. In all ROIs and
in the absence of noise correction, the MK averaged over all subjects is
globally higher (by as much as about 50%) in comparison to the corrected
value. The standard deviation of the MK is also systematically higher if no
correction is applied.
NC BM4D+NC M1 BM4D+M1 M2 BM4D+M2
Right TL 1.36± 0.07 1.34± 0.07 0.84± 0.05 0.85± 0.03 0.83± 0.05 0.81± 0.04
Right GP 1.85± 0.17 1.87± 0.18 0.81± 0.04 0.92± 0.05 0.78± 0.03 0.85± 0.05
Right IC 1.49± 0.07∗ 1.87± 0.18 0.96± 0.04 0.94± 0.04 0.94± 0.03 0.90± 0.02
Right ACR 1.49± 0.07 1.87± 0.18 0.96± 0.04 0.94± 0.02 0.94± 0.03 0.90± 0.02
Left TL 1.30± 0.08 1.28± 0.07 0.86± 0.04 0.88± 0.06 0.86± 0.05 0.84± 0.03
Left GP 1.76± 0.15 1.79± 0.17 0.81± 0.07 0.92± 0.04 0.79± 0.05 0.86± 0.04
Left IC 1.45± 0.06 1.44± 0.05 0.96± 0.03 0.97± 0.02 0.96± 0.02 0.93± 0.02
Left ACR 1.41± 0.07 1.41± 0.07 0.89± 0.04 0.95± 0.04 0.89± 0.04 0.91± 0.04
Table 4.4: Mean MK values and standard deviation over 25 subjects for
each correction scheme.
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4.7 Discussion
In this study, we considered two noise correction approaches and compared
their performance under different SNR in terms of reproducibility of DTI
and DKI metrics, such as FA, MD and MK, at both individual and group
levels. We demonstrated the importance of these corrections for the repro-
ducibility of the MK estimation, which then becomes independent of the
SNR level. Classical DTI parameters were much less influenced. This is
explained by the fact that the apparent diffusion coefficient estimation is
mostly based on the lowest b-value data points where the SNR is higher and
the noise correction has a smaller effect.
4.7.1 Comparison of the different correction schemes
Two approaches for noise correction have been tested here, one based on
the analytical expression of the first moment of the noncentral chi distri-
bution (M1) and the other based on the second moment (M2). These cor-
rections have been implemented with or without the non-local mean filter
(BM4D). No significant differences between these methods have been de-
tected in terms of parameters characterizing variability and reproducibility.
However, by considering the number of brain voxels (including WM, GM
and CSF) under the noise floor and thus forced to zero during the noise
correction procedure, small differences were observed that can indicate vari-
ations in the robustness of the respective procedures. The non-local mean
filter was expected to provide a more robust estimate of the first moment of
the noncentral chi distribution. When applied, especially to higher b-value
images, the number of voxels forced to zero during the M1 correction were
reduced from 10% down to 2%, and from 11% to 3% during the M2 correc-
tion, indicating that a number of voxels with intensity below the noise floor
have been correctly assigned to a value equal or slightly above the noise
floor after filtering, which was the expected effect of the BM4D filter. This
was confirmed by visual inspection of filtered versus non-filtered images (not
shown). This result is slightly improved with M1 as compared to M2 (2%
compared to 3%). M2 is a straightforward and easy to implement method.
However, the squared data might amplify potential errors. M1 with BM4D
filtering is therefore a preferred and recommended option.
4.7.2 MK variability
Reported MK values in the literature are very inhomogeneous. In WM,
mean MK values ranging from 0.51 in children (Gao et al., 2012) to 1.08
(Grinberg et al., 2011), 1 (Szczepankiewicz et al., 2013), 1.15 (Latt et al.,
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2013), and 1.39 (Grossman et al., 2011) in adults, have been reported. In
GM, the same studies reported MK values from 0.37 (Gao et al., 2012)
to 0.73 (Grinberg et al., 2011) and 0.6 (Latt et al., 2013). Correlation of
MK with age for both WM and GM have been showed by Falangola et al.
(2008), reporting values from 0.7 to 0.82 in GM and from 1.04 to 1.20 in
WM. Noise bias correction was only applied in one of these studies (Grinberg
et al., 2011). Our results after correction fall into this range, as we found
WM peak for MK=0.98 and GM peak for MK=0.58 (M1+BM4D correc-
tion), for averaged data over 25 subjects. The discrepancies observed within
the same age groups can be explained by the use of different approaches for
image acquisition and data processing, and in particular by differences in
SNR levels, which usually are not explicitly indicated. In order to reduce
these differences and provide more robust and reproducible DKI estimates,
including noise correction as a standard processing step, would certainly
be beneficial. In particular, we have shown that two different acquisitions,
with different SNRs due to increased voxel size (2.4 mm isotropic for the
first one and 3 mm isotropic for the second one) give significantly differ-
ent MK estimates when no correction is applied. However, this difference
becomes non significant after correction. Noise correction methods, thus,
allow the reproducibility and accuracy of the results at lower SNR. Acquisi-
tion at higher spatial resolution is thus clinically feasible without increasing
acquisition time: partial volume effects are reduced and the chances to find
small differences between two groups will increase.
The effect of noise correction was also confirmed by the ROI analysis in the
selected regions, such as the Globus Pallidus. This region in particular is
considered a good indicator of the SNR-related distortions in DKI analysis
(Jensen and Helpern, 2010). MK values in this region should be close to
MK values in GM. However at low SNR, the combination of the noise bias
effect and the comparatively short transverse relaxation time might result
in a significantly elevated MK value. This “enhancement” effect was clearly
demonstrated in Experiment 2 involving 25 subjects. MK values in the left
and right GP are extremely high when data are not corrected (respectively
1.85 and 1.76 for NC) with a high inter-subject variability, and reach values
close to GM areas for corrected data (respectively 0.81 and 0.81 for M1).
We have shown that the noise contribution varies with the acquisition pro-
tocol and can influence the total inter-subject variability. We have also
shown that this variability is spatially variable and can be influenced by the
position of the head in the scanner for example. The impact of variability
of DKI parameters on study design and statistical power has been studied
recently by Szczepankiewicz et al. (2013). In this work, they suggested that
increasing the number of subjects will reduce the variability and is more
beneficial than increasing scan time to gain SNR. However, by doing so,
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the total variability might be reduced but the noise bias is still remaining,
leading to erroneous estimates. Reducing variability due to noise is thus
very important and noise correction is highly recommended to get better
estimates and derive reliable inference in group analysis.
4.7.3 Applicability to clinical studies
In terms of group analysis, although only few clinical studies have been done
yet with DKI, promising results have been shown. For example, DKI has
proven to be a good marker for Parkinson’s disease with an increase of 10 to
20% of MK values in the patient group as compared to the control group in
the Caudate, the Globus Pallidus, the Putamen and the Substancia Nigra
(Wang et al., 2011). MK has also been shown to increase with higher tumor
grades (Raab et al., 2010) with a minimum of 30% difference in MK values
of different grades. Recently, DKI has been shown to be a good potential
biomarker for Alzheimer’s disease (Falangola et al., 2013). In animal stud-
ies, significant differences, however, no larger than 10%, were reported, for
example in the detection of Huntington disease (Blockx et al., 2012). Again,
few of these studies included noise correction in their data processing and
the SNR is not known. By decreasing the spurious inter-subject variability
due to the noise bias, noise correction certainly will improve the statistical
power of clinical studies, by allowing higher spatial resolution acquisition
and smaller population samples.
4.7.4 Limitations
Spatially varying noise
The estimation of the noise standard deviation has been shown to be an im-
portant issue as it affects the subsequent noise correction procedure. Noise
in SoS reconstructed magnitude images can be spatially varying as a result
of the noise correlation between the channels of the receiver system (Hut-
ton et al., 2012). In our study, the resulting spatial heterogeneity in the
noise distribution had no noticeable effect due to the relatively small spa-
tial variation of the noise standard deviation. The noise correlation was thus
assumed to be of negligible impact on our noise procedure and the noise was
considered spatially independent. As described in the methods section, the
background noise distribution closely matches a noncentral chi distribution
with a standard deviation that can be reliably estimated from Eq. 4.10,
confirming the reliability of this assumption. In this work, spatially varying
noise fields were thus not considered. Several factors like the use of paral-
lel imaging and acceleration techniques (Aja-Fernandez and Tristan-Vega,
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2012) can increase the amplitude of noise spatial variations which then re-
quire more sophisticated methods of corrections (Koay and Basser, 2006,
Veraart et al., 2013), already applied to DTI (Maximov et al., 2011).
Physiological noise
Another potential source of bias in diffusion imaging is the physiological
noise. The main effect of this noise is the appearance of artefacts close to the
ventricles, which makes the estimation of diffusion and kurtosis parameter
less accurate in those areas (Kristoffersen, 2012). As modeling this type of
noise and thus correcting for it a posteriori is very challenging, practical
methods like cardiac gating have been shown to give better results (Chung
et al., 2010, Nunes et al., 2005). However, such methods increase acquisition
time which is not convenient for clinical studies. Another solution is the
application of robust statistics technique adapted to the kurtosis model of
diffusion to detect and remove outliers due to physiological noise (Maximov
et al., 2011, 2012).
4.8 Conclusion
We have proposed two noise correction approaches for DW images acquired
with multichannel coils, with SoS reconstruction, in the context of DKI data
analysis. Our results show that noise bias correction has a strong impact on
MK estimation and that noise bias can lead to erroneous conclusions when
conducting group studies. We demonstrated that the procedures described
herein significantly reduce noise-related intra- and inter-subject variability
and should not be neglected in DKI studies. Evaluation including noise cor-
rection provides accurate and reproducible results independent of the SNR
and the head position. Otherwise, the final MK maps are subject to biased
errors depending on the spatial distribution of SNR caused both by differ-
ences in tissue relaxation and diffusion properties and, more crucially, by the
spatially varying sensitivity characterizing multi-channel coils. The simplic-
ity of the method described here allows a straightforward implementation
and can be readily included in the regular pipeline for DKI analysis. More-
over, with such methods, the gain in reproducibility and accuracy of the
results makes higher spatial resolution and lower SNR accessible, reducing
partial volume effects in clinically feasible acquisition time. The statistical
power is improved, increasing a confidence in the output results, or allowing
one to reach significant conclusions with smaller population samples.
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Figure 4.9: SNR of non-DWI images and corresponding MK maps for low
SNR acquisitions (P1 to P5) and high SNR acquisition (P6). (a) Maps for
the 6 positions and 3 different corrections. The region delineated by a white
rectangle is zoomed in (b) for 4 selected positions (P1, P4, P5 and P6) and
the same correction schemes (shown in color for better visualization).
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Figure 4.9: SNR of non-DWI images and corresponding MK maps for low
SNR acquisitions (P1 to P5) and high SNR acquisition (P6). (a) Maps for
the 6 positions and 3 different corrections. The region delineated by a white
rectangle is zoomed in (b) for 4 selected positions (P1, P4, P5 and P6) and
the same correction schemes (shown in color for better visualization).
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Figure 4.10: Averaged MK values for the different correction schemes in
two different ROIs (a) Right Globus Pallidus and (b) Left Temporal Lobe.
Results are shown for the same subject with 6 different levels of SNR corre-
sponding to acquisitions P1 to P6.
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Figure 4.11: Z-score maps for each correction scheme (rows) and low SNR
positions (P1 to P5). The reference is the average MK map over the 5
positions for each correction schemes. Arrows indicate regions of positive
bias of MK due to lower SNR.
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Figure 4.12: Averaged MK maps over 25 subjects for one selected slice (first
and third rows) and the corresponding standard deviation maps (second and
fourth rows) for (a) NC, (b) M1, (c) M2,(d) BM4D+NC, (e) BM4D+M1,
(f) BM4D+M2. (g) Mean SNR maps of the averaged non-DW image.
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Figure 4.13: Histograms of the MK maps averaged over all subjects for
all the different correction schemes for one selected slice (the same as in
Figure 7): (a) M1, (b) M2, (c) NC, (d) BM4D+M1, (e) BM4D+M2, (f)
BM4D+NC. Red and blue lines are the histograms for the WM and GM,
respectively.
Chapter 5
Medical application to Parkinson
disease
5.1 Introduction
Parkinson’s disease (PD), first described in 1917 by James Parkinson, is the
second most common adult-onset neurodegenerative disorder after Alzheimer’s
disease. It mainly affects movement and may result in tremor, rigidity,
bradykinesia or speech disorders. It may also result in non-motor symp-
toms like mood, cognitive or sleep disturbances, anosmia, amongst others.
The main pathological hallmarks of the disease are the loss of dopaminergic
neurons in the substantia nigra (SN), the presence of α-synuclein contain-
ing Lewy bodies and neurites in the SN (Mhyre et al., 2012). The mention
of the SN as the main locus of PD was first made by Brissaud (1899) and
confirmed some years later by post-mortem studies (Tretiakoff, 1919, Foix
and Nicolesco, 1925). Lewy bodies are structures located within the cyto-
plasm of neurons and have been shown to accumulate in the cytoplasm of
dopamine neurons as the disease course increases. However, despite several
major progress, PD remains a very complex disease, which is not well un-
derstood. The monitoring of the disease progression and the assessment of
the treatment’s efficiency is done via clinical tools, as no biomarkers have
been discovered yet. The early diagnostic of PD is thus a real challenge,
as the disease progression and the symptoms are extremely heterogeneous
from a patient to an other.
The recent progresses in neuroimaging are promising for PD characteriza-
tion to get more accurate diagnosis (Stoessl et al., 2011). In particular,
strucutural MRI has been shown to be a good tool to make a difference
between several types of PD: multiple system atrophy, progressive supranu-
clear palsy, corticobasal degeneration or neurodegeneration NBIA1 (Mhyre
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et al., 2012). The main locus of the disease is the SN, more precisely in the
pars compacta of the SN (SNpc), which is a very small region located in
the midbrain. At the onset of the motor symptoms of the disease, approx-
imately 60-70% of dopamine neurons in the SN are already lost (Mulkern
et al., 2009). It is thus the targeted region for MRI studies. As the dis-
ease progresses, more regions, mainly located in the basal ganglia are also
affected. These regions are the caudate, the putamen, the globus pallidus,
the ventral part of the thalamus, amongst others. However there is no neu-
ronal loss in these regions but rather a loss of dopaminergic terminals, which
is rather difficult to detect.
Diffusion MRI has also been proposed as a potential way to diagnose the
disease or to measure the effect of a treatment. FA has been shown to cor-
relate negatively with the number of neurons in the SN in a mouse model
of PD (Boska et al., 2007). Similar results could be expected in humans,
but currently the results are quite heterogeneous as described in a recent
meta-analysis (Cochrane and Ebmeier, 2013). The lack of reproducible re-
sults could be explained by the differences of protocols (number of diffusion
directions, image resolution), processing (ROI analysis or voxel-based anal-
ysis), number of patients, disease severity, medication intake, etc.
Recently a new diffusion method, DKI, was proposed (Jensen and Helpern,
2010). One can refer to the introduction of this thesis (section 2.4.3) for
more detailed explanation. One advantage of applying this method to PD
is the increased sensitivity of the derived kurtosis parameters to microstruc-
ture organisation in GM. Until now, only two studies have published results
showing differences in kurtosis parameters in a group of PD patients. In-
crease of MK in the group of patients in both putamen and the SN was
reported by Wang et al. (2011). Kamagata et al. (2013) investigated the al-
teration of cingulate fibers in patients with PD. MK and FA in the anterior
cingulum were significantly lower in PD patients than in healthy controls
and the diagnostic performance of MK compared to FA was higher.
In this chapter, we will study a population of 27 early-stage PD patients
with 26 age and sex-matched controls using DKI and compare the local val-
ues of kurtosis metrics in a voxel-based analysis (VBA). Previous methods
described in chapter 3 and 5 will be applied to improve accuracy of the
results.
5.2 Methods
5.2.1 Population
A total of 27 (14 males; mean age: 65.6 ± 7.5) patients clinically diagnosed
with Parkinson’s disease and 26 (14 males; mean age: 64.4 ± 7.8) healthy
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control subjects were recruited. The groups were matched by age, sex, and
highest achieved education level. Patients went through a number of tests
to assess the disease stage and severity. For this purpose, three classical
tests were used. The Hoehn and Yahr scale (Hoehn and Yahr, 1967) was
used to assess the stage of the disease, which scales from 1, unilateral dis-
ease to 5, wheelchair/bed bound. The Unified Parkinson’s Disease Rating
Scale (UPDRS) (Fahn and Elton, 1987) was used to investigate the motor
symptoms severity: in addition to the motor symptoms, behavior, mood
and daily life of the patient were evaluated giving a bigger picture of the
effects of the disease. The 39-question Parkinson’s Disease Questionnaire
(PDQ39) (Jenkinson et al., 1997), which assesses quality of life was also
used.
In addition, subjects were also tested to evaluate various aspects of their
psychological state: global cognitive function [Mattis Dementia Rating Scale
(Mattis, 1988), MMSE (Mini Mental State Examination) (Folstein et al.,
1975), Symbol Digit Modalities test, verbal fluency test], inhibition [Stroop
test, random number generation (Jahanshahi et al., 2006)], episodic memory
[Rey auditory verbal learning test (Rey, 1964), updating of working memory
[letter running span memory task], cognitive flexibility [Modified Wisconsin
Card Sorting Test], visuospatial judgment [Judgment of Line Orientation
(Benton et al., 1978)], and anxiety [Hospital Anxiety and Depression Scale
(Zigmond and Snaith, 1983)].
Twenty-three of the 27 patients were taking a combination of several classes
of drugs: levodopa (immediate and controlled release), nonergot-derived
dopamine receptor agonists (Pramipexole, Ropinirole), and a monoamine
oxidase B inhibitor (Rasagiline). The remaining 4 patients were not tak-
ing antiparkinsonian medication at the time of scanning. Levodopa and
dopamine agonist dosages were pooled and summarized as the equivalent
daily dosage of levodopa [LEDD, (Hobson et al., 2002)]. Total daily L-dopa
equivalent dosages ranged from 0 to 900 mg. A summary of the study co-
hort can be found in Table 1. Written informed consent was obtained from
all participants in accordance with the Declaration of Helsinki. The Ethics
Committee of the University of Lie`ge approved the study.
5.2.2 Data processing
Acquisition protocol
Diffusion data were acquired with a 3T head-only scanner (Magnetom Alle-
gra, Siemens) using a twice refocused spin-echo diffusion sequence. Two sets
of 120 DW images with non-collinear diffusion encoding directions were ac-
quired with respectively a b-value of 1000 s/mm2 and a b-value of 2500
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s/mm2. In addition 22 non-DW images were interleaved with the DW
ones for motion correction (see Chapter 3). Other parameters were set
to: TR/TE= 6800/91 ms, matrix size : 88×88×54. Voxels were 2.4 mm
isotropic.
For both display purposes and calculation of the intracranial volume, a
multi-parameter protocol based on a 3D multi-echo fast low angle shot
(FLASH) sequence (Weiskopf and Helms, 2008) was also used to calcu-
late structural and quantitative maps of T1, T2*, proton density (PD) and
magnetization transfer (MT) at 1×1×1 mm3 resolution. Three co-localized
3D multi-echo FLASH datasets were acquired with predominantly proton
density weighting (PDw: TR/α=23.7 ms/6◦ ), T1 weighting (T1w: 18.7
ms/20◦ ), and MT weighting (MTw: 23.7 ms/6◦ ; excitation preceded by
an off-resonance Gaussian MT pulse of 4 ms duration, 220◦ nominal flip
angle, 2 kHz frequency offset). Volumes were acquired in 176 sagittal slices
using a 256×224 voxel matrix. A B1 map was calculated using the actual-
flip-angle imaging method (Yarnykh, 2007) based on two interleaved 3D
FLASH acquisitions (repetition times TR1 = 33 ms, TR2 = 165 ms, nomi-
nal flip angle = 60◦ , acquisition time = 5 min.). The B1 map was used to
correct the multi-parameter maps for B1 field bias (Volz et al., 2010).
Preprocessing
DW images were first realigned for motion using the interpolation method as
described in Chapter 3. Non-DW images were coregistered to the first image
and movements were interpolated in-between and applied to each individual
DW image. Diffusion directions were rotated accordingly. The iterative
procedure described in Chapter 3 could not be applied here, as it is not
adapted for high b-value acquisition, where signal decay is no more mono-
exponential. Then, BM4D filtering (Maggioni et al., 2013) was applied and
images were corrected for the noise bias using the method M2 developed in
Chapter 4.
Kurtosis tensor estimation
The kurtosis tensors were then estimated using ExploreDTI (Leemans et al.,
2009). A non-linear least square approach with outlier detection has been
applied to directly, simultaneously, and robustly estimate the diffusion and
kurtosis tensors (Veraart et al., 2013). FA, MK, AK and RK parameter
maps were derived from the tensors using the equations described in section
2.4.3.
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Inter-subject spatial normalization
In order to compare data, FA maps were spatially normalized using the
method described in FSL (Smith et al., 2004) for TBSS (Tract-Based Spatial
Statistics (Smith et al., 2006)) analysis. The FA template was transformed
to be symmetrical by processing the averaged between the template and its
flipped version. Same transformations were applied to MD, MK, AK and
RK maps. In addition data of patients affected mainly on the left side were
left-right flipped to have the main affected hemishere on the left for all the
patients.
Processing of structural images
Magnetization transfer (MTsat) saturation maps were calculated within
SPM8 (Draganski et al., 2011) and processed using unified segmentation
in order to create masks of GM, WM, and CSF (Ashburner and Friston,
2005). The total intracranial volume (ICV) in cubic millimeters was calcu-
lated for each subject using the segmented volumes. Diffeomorphic registra-
tion (DARTEL) was used to bring the MTsat maps into MNI space (Ash-
burner, 2007). Intensity modulation of the MTsat maps was performed
using a combined weighting and smoothing procedure (Draganski et al.,
2011). The MTsat images of the 10 patients with left-side dominant symp-
toms were also left-right mirrored. Finally, they were averaged to create a
study-specific anatomical template on which to overlay the statistical maps.
5.2.3 Statistical analysis
Statistical analysis of scalar images (FA, MD, MK, RK and AK) were per-
formed using SPM8 with parametric methods (Friston et al., 2007), using
two-sample t-test to compare the two groups. To insure that remaining
variance due to age or total intracranial volume is taken into account, age
and ICV were added as nuisance covariates: regression were thus set up
for all the subjects together as no interaction between the covariates and
the groups were assumed. No additional smoothing was applied to the
images, the voxels in normalized images are 1 mm3 isotropic and the mea-
sured smoothness was 3.7 mm × 4.7 mm × 4.4 mm for MK maps and of
the same order for the other parameters. Unequal variance was assumed
between the two groups. Cluster-level familywise error rate corrected p-
values (pFWE < 0.05) were used to identify regions of significant difference
between groups. A single-voxel uncorrected height threshold of p < 0.001
was used for cluster forming and exploration of the data.
An additional small volume correction analysis was performed for regions
previously mentioned in the literature for DKI in the case of PD (Wang
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et al., 2011, Kamagata et al., 2013). These regions include: the brainstem,
the globus pallidus, the caudate, the putamen and the cingulate. The same
statistical analysis were performed using these regions as an explicit mask in
the analysis. The regions were delineated using the Harvard-Oxford subcor-
tical structural atlas and the JHU white-matter tractography atlas available
in FSL (Analysis Group, FMRIB, Oxford, UK (Jenkinson et al., 2012)).
5.3 Results
5.3.1 Cognitive evaluation
In our cohort the Parkinson’s disease patients scored significantly lower
than controls on the Mattis scale, mini-mental state examination, and the
episodic memory test (Rey auditory verbal learning test), suggesting mild
cognitive disturbances. Apart from these, there were no statistically signifi-
cant differences between the patients and controls on any of the psychologi-
cal assessments. Every patient’s performance was above the standard cutoff
threshold for the Mattis dementia rating scale (Llebaria et al., 2008), and
none of them met standard criteria for dementia associated with Parkin-
son’s disease. A summary of the test results as well as general information
about the groups is presented in table 5.1.
5.3.2 Voxel based analysis of diffusion parameters
Diffusion tensor metrics: MD and FA
No significant differences were found in MD maps. Group differences in FA
were found in two clusters: healthy controls had significantly higher FA than
patients in both the right amygdala and the posterior thalamic radiation.
These results are summarized in Table 5.2 and are shown in Figure 5.1.
Kurtosis metrics: MK, RK and AK
In total, 9 regions were found significantly different for at least one of these
metrics: MK, RK or AK. In particular the superior parietal lobule was af-
fected for the three parameters. Only one overlap with FA difference was
found in the right amygdala where AK is significantly higher in patients
(pFWE = 0.025). Other regions include the precentral gyrus, uncinate fas-
ciculus, the post central gyrus, the premotor cortex and the parietal lobe.
The results are summarized in table 5.3 for MK, in table 5.4 for AK and in
table 5.5 for RK. Clusters can be visualize on Figure 5.1.
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Healthy controls Parkinson’s patients t-test p-value
Age 64(8) 66(8) 0.549
Sex (M:F) 14:12 14:13
Years of Education 13(3) 11(3) 0.133
ICV (mm3) 1478(152) 1516(148) 0.360
BMI (Kg/m2) 25(3) 25(3) 0.660
Hand Dominance (L:R) 2:24 2:25
Hoehn & Yahr stage 1.5(0.62)
Most Affected Side (L:R) 10:17
Disease Duration (years) 5(3)
LEDD (mg) 323(255)
UPDRS Section 2 9(6)
UPDRS Section 3 14(7)
Mattis 139(4) 136(4) 0.004
MMSE 29 (1) 28 (1) 0.022
HADS total 10 (4) 13 (6) 0.066
PDQ39 Mobility 20 (18)
PDQ39 Total 189 (114)
RAVLT 53 (11) 44 (11) 0.006
SDMT 51 (10) 45 (12) 0.062
JOLO 27 (4) 25 (4) 0.055
Table 5.1: Test results and information about the groups of patients and
healthy controls. Values reflect mean (standard deviation). Two-tail t-tests
were performed with an assumption of unequal variance in each group. ICV
= Intracranial Volume, BMI = Body Mass Index, LEDD = L-DOPA Equiv-
alent daily dose (Hobson et al., 2002), UPDRS = Unified Parkinson’s Dis-
ease Rating Scale, MMSE = Mini Mental State Examination, HADS =
Hospital Anxiety and Depression Scale, PDQ = Parkinson’s Disease Ques-
tionnaire, RAVLT=Rey Auditory Verbal Learning Test, SDMT = Symbol
Digit Modalities Test, JOLO=Judgment of line orientation test
pFWE Size(mm
3) Peak voxel Labels
x(mm) y(mm) z(mm)
0.045 114 31 0 -17 Right amygdala
0.007 154 34 -65 9 Posterior thalamic radiation
(optic radiation)
Table 5.2: Table of significant clusters where FA is larger in controls
Small volume correction
Small volume corrections were performed in 5 regions: brainstem, pallidus,
cadate, putamen and cingulate, using masks. FA was found higher in the
brainstem in controls. MK, RK and AK were found higher in the putamen
in patients. These results are summarize in Table 5.6. Figure 5.2 shows
both clusters in the brainstem and in the putamen.
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Figure 5.1: Significant clusters for all the parameters are displayed on the
mean structural MTsat image. FA (green) is lower in patients in a region at
the boundaries of the right amygdala (Am), the uncinate fasciculus (UF) and
the acoustic radiation (AR) and in the right Posterior thalamic radiation
(PTL); MK (red), RK (blue) and AK (yellow) are higher in patients than
in controls in the same region where FA is lower (Am, UF, AR), in a region
encompassing the right Inferior fronto-occipital fasciculus (IFOF), the UF
and a small portion of the putamen (Put), in the right primary auditory
cortex (PAC), the left superior parietal lobule (SPL), the right parietal lobe
(PL), the right precuneus (Prec), the left primary somatosensory cortex
(PSC) and the left primary motor cortex (PMC).
5.4 Discussion
In this voxel-based analysis of kurtosis metrics, we found several group dif-
ferences in the cerebrum. Most of the clusters were in regions known for
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pFWE Size(mm
3) Peak voxel Labels
x(mm) y(mm) z(mm)
<0.001 288 -16 -62 32 Superior parietal lobule
Precuneus
<0.001 275 38 -11 53 Precentral gyrus
Primary motor cortex
0.038 142 24 -10 52 Precentral gyrus
Primary motor cortex
0.002 227 22 13 -13 Inferior fronto-occipital fasciculus
Uncinate fasciculus
Putamen
0.007 194 -14 -40 65 Primary somatosensory cortex
Primary motor cortex
Superior parietal lobule
Table 5.3: Table of significant clusters where MK is larger in patients
pFWE Size(mm
3) Peak voxel Labels
x(mm) y(mm) z(mm)
<0.001 236 24 14 -12 Inferior fronto-occipital fasciculus
Uncinate fasciculus
Putamen
0.001 215 41 -28 8 Right Primary auditory cortex
Acoustic radiation
0.025 129 30 -2 -14 Right amygdala
0.001 197 -14 -61 29 Superior parietal lobule
Precuneus
<0.001 228 9 -63 40 Parietal lobe
Table 5.4: Table of significant clusters where AK is larger in controls
pFWE Size(mm
3) Peak voxel Labels
x(mm) y(mm) z(mm)
0.004 181 -16 -65 33 Superior parietal lobule
(7P,7A,7M)
0.013 152 39 -15 39 Precentral gyrus
Primary motor cortex
0.037 128 -5 -23 68 Premotor cortex
Table 5.5: Table of significant clusters where RK is larger in controls
their role in motor functions. In particular the superior parietal lobule was
quite affected (increase of the parameters in patients: MK, RK and AK).
Another region was the amygdala, which is usually more involved in the case
of PD with dementia. However, the neuropsychological testing did indicate
very mild cognitive disturbances in the patients, which could explain this
finding. Differences were also found in the auditory cortex. However no dif-
ferences were found in the expected regions: the nigrostriatal pathway and
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Region Parameter pFWE Size(mm
3) Peak voxel
x(mm) y(mm) z(mm)
Putamen MK (P>C) 0.022 79 16 9 -7
Putamen RK (P>C) 0.044 49 14 13 -8
Putamen AK (P>C) 0.019 71 16 8 -8
Brainstem FA (C>P) 0.004 71 -9 -32 -37
Table 5.6: Table of significant clusters using region-of-interest masking. P
stands for patients and C for controls
Figure 5.2: Significant clusters after small volume correction. a) FA is
increased in controls in the brainstem and MK, RK and AK are increased
in patients in the putamen.
the brainstem, except for a small cluster at the limit between the putamen
(GM) and the inferior fronto-occipital and uncinate fasciculus (WM), where
FA was found lower in patients (pFWE = 0.045) and AK was found signif-
icantly higher (pFWE = 0.025). Small volume corrections in specific ROIs
confirmed a change in the putamen. However, these clusters were found
in the right hemisphere, while we would have expected results in the left
hemisphere, contralateral to the most affected body side. A small cluster of
decreased FA in patients was also found in the brainstem, however it was
in the lowest slices and could be due to the presence of image distortions.
Higher MK in PD patients was reported before in the SN and the putamen
(Wang et al., 2011) and lower MK values in the anterior cingulum has been
reported by another group Kamagata et al. (2013) : none of these results
was replicated in our case, except for a small cluster in the putamen after
small volume correction. The discrepancies could be due to protocol differ-
ences and to the choice of ROI analysis compared to a voxel-based analysis.
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The interpretation of diffusion metrics in general and kurtosis ones in par-
ticular is still not clear. These parameters can be affected by a number
of biological factors such as axonal damages, presence/absence of myelin,
presence of different cells, etc. In our case, most of the clusters for kurtosis
parameters were found close to a GM/WM limit, while for FA, they were all
in the WM. Increases in kurtosis are usually associated with an increase of
restriction and diffusion complexity. For example if axons are damaged, the
diffusion along the fiber will be less fluid, leading to an increase of kurtosis
along the main diffusion direction (AK) and thus also an increase of MK.
In the case of PD, it has been shown that axonal degeneration may be the
first feature of PD, before the loss fo neuronal somata in the SN (Burke and
K., 2013). Increased mean kurtosis may be then associated with this axonal
degeneration.
This study confirms that kurtosis parameters are more sensitive to changes
than FA or at least provide a complementary insight into tissue microstruc-
ture. Therefore these parameters would represent better candidates for a
potential biomarker. However, the same data, analysed with another new
approach called track density imaging in which the manufactured signal is
simply the number of fibers passing through each voxel (Calamante et al.,
2010) demonstrated better sensitivity. Similar cortical regions were found
different in patients (superior parietal lobule, right amygdala, auditory cor-
tex, primary somatesensory cortex) and in an interesting fashion these clus-
ters were found in the WM just next to our clusters, which are partly in the
GM at the end of the tracks. Moreover, the most interesting finding was
in the nigrostriatal pathway, showing more sensitivity in that region than
kurtosis metrics (Ziegler et al., 2014).
5.5 Conclusion
In this chapter, we have demonstrated how DKI can be applied in clinical
research to investigate potential biomarkers of PD. At this stage, the results
are quite promising and further studies are needed to confirm our findings.
In particular, no significant difference was found in sub-cortical areas like the
SN. In the future, more subjects will be added to the existing pool. A ROI
analysis with more specific maps could be applied using MT maps for the
delineation of regions, especially for SN. However towards this end, a more
robust normalization should be used to make sure parameters maps and MT
maps are well registered. Multivariate approaches for pattern recognition
would also be an interesting method to investigate more deeply the potential
of DKI for diagnosis.
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Chapter 6
Conclusion and perspectives
The first in vivo diffusion imaging of the human brain dates back to 25 years
ago and huge progress has been made since then. However, as the field is
developing, there are still no standard accepted methods to process this type
of data. In particular, the number of methods to analyse diffusion data at
high b-values (2000 s/mm2 and above) has increased considerably but the
basic processing steps, such as motion correction have not been adapted.
The main focus of this thesis was thus to provide adapted methods for both
motion and noise correction and to apply diffusion kurtosis imaging in clin-
ical studies.
Chapter 3 was dedicated to the investigation of a new method based on
an iterative procedure to coregister each individual DW image to its the-
oretical pair, using the DTI model. The quality of the coregistration is
improved by matching identical intensity distributions. The main draw-
back of this method being its high computational time, we have also shown
a low computational cost alternative consists in coregistration of interleaved
non-DW images followed by interpolation of the transformations for DW im-
ages. Furthermore, this method does not depend on a particular model and
can be applied to any b-value, as far as non-DW images are acquired every
few DW images. In this work, we have chosen to investigate only motion,
and thus rigid-body tranformation were used. However, motion correction
is often combined with eddy current corrections by using a full affine trans-
formation (adding shear and scale). As coregistration performs quite poorly
with high b-values due to the lack of strong boundaries between tissue and
very different contrasts between low and high b-value images, an alternative
method should be developed.
In chapter 4, another important aspect of data quality was investigated.
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MRI is a low SNR technique and diffusion MRI has even lower SNR as it
focuses on the signal decay. Through this work, one of the main goal was
to deliver methods that are easily interfaced in order to make them easily
usable for people with non-technical background. The methods we have
proposed for noise correction meet this criterion and have been successfully
applied in ongoing studies. However, these methods are based on noncen-
tral χ distribution, which is one of their main limits. Nowadays, parallel
imaging using GRAPPA or SENSE reconstruction with acceleration factors
becomes more and more standard. The signal distribution is much more
complex in these cases and spatially varying noise has to be considered.
In chapter 5, Parkinson disease was investigated with DKI and methods
described in Chapter 3 and 4 were used. Significant results were found in
several cortical areas, giving promising results.
This work combine both methodological aspects and application, tackles
several issues related to diffusion data quality and opens avenues for fugure
work.
As mentioned earlier, diffusion imaging acquisitions are still quite long and
volunteers or patients might move significantly. Therefore, it is important to
apply iterative motion correction to high b-value images in general. More-
over, one should add distortion correction for eddy current to the current
set-up. Another possible improvement would be to use more robust tensor
estimation, to make sure tensors are positive definite.
Concerning the chapter about noise correction, the first step will be to con-
sider more general cases, in particular to investigate methods for correcting
spatially variable noise. For this purpose, MRI phantoms (e.g. polymers)
or simulations are suitable.
Finally, for the Parkinson’s disease study, more subjects will be added to the
current study. From a methodological point of view, spatial normalization
should be improved to be able to do a region-of-interest analysis based on
MT sequence. Multivariate pattern analysis should also be investigated to
assess the diagnostic potential of mean kurtosis and related metrics.
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