Purpose: Studies in glaucoma patients show that standard automated perimetry results increase in variability as sensitivity decreases. However, the reasons for this change are unclear. This study presents the principle of Divergent Dysfunction as a possible explanation for this change in variability, and incorporates it into a model that can be used to simulate perimetry.
Introduction
Several models have described the detection of visual stimuli, and the variability of an observer's response. The uncertainty model of visual contrast detection (Pelli, 1985) suggests that the observer selects the most likely signal out of a number of competing noisy neural signals. Ideal Observer Analysis (Geisler, 2003 ) uses a Bayesian model to explain the behavior resulting from the observer using optimal decision criteria for determining whether a stimulus has been detected. However, only normal eyes have been used for these investigations, and it is unclear whether the results can be extended to eyes with pathologies and reduced visual function.
As perimetric sensitivity decreases in glaucoma, the variability increases ( Chauhan & House, 1991; Weber & Rau, 1992; Chauhan, Tompkins, LeBlanc, & McCormick, 1993; Spenceley & Henson, 1996; Chauhan & Johnson, 1999; Henson, Chaudry, Artes, Faragher, & Ansons, 2000) . However, the mechanism responsible for this phenomenon is not well defined. Neither of the previously mentioned models provides an explanation for this increase. It can be inferred from these models that when a stimulus is projected onto the retina and is conveyed to higher visual centers, the variability will be constant as sensitivity changes, so long as those signals have the same statistical distribution. It is likely that some other process is responsible for the relationship between sensitivity and variability for damaged visual field areas in glaucoma. The variability of responding to visual stimuli decreases the ability to detect visual field defects, as well as the ability to classify those defects according to shape, depth, and underlying pathology, and follow them up over time. Current research has focused more on reducing the variability than on explaining it (Crabb, Fitzke, McNaught, Edgar, & Hitchings, 1997; Gardiner, Crabb, Fitzke, & Hitchings, 2004; Spry, Johnson, Bates, Turpin, & Chauhan, 2002) . Furthermore, developing an understanding of the causes of this variability could assist understanding of glaucoma and improve evaluations of the efficacy of treatments.
It is also important to consider changes in variability when simulating visual field data. Spry, Bates, Johnson, and Chauhan (2000) increased the standard deviation of the variability by 0.4 dB for each 5 dB loss. More recent studies (Artes, Henson, Harper, & McLeod, 2003; Gardiner & Crabb, 2002a , 2002b increased the variability continuously according to a formula taken from Henson et al. (2000) , based on frequency-of-seeing data. This formula gives a linear relationship between sensitivity in decibels (dB) and the logarithm of the standard deviation of the variability.
This paper presents one possibility, the Divergent Dysfunction model, which could explain the sensitivity-variability relationship while remaining consistent with the results from normal eyes. This model has been incorporated into a simulation program that is given in Appendix A. The validity of the model was evaluated by comparing simulated data with subject test-retest data. In particular, an experiment was carried out aiming to simulate the change in normal sensitivity and variability with eccentricity.
Our purpose is to provide an intuitive understanding of potential effects of ganglion cell dysfunction, and to produce a simulation that can mimic perimetry data accurately. We are not aiming to accurately model the visual system. This simulation may then be used to determine efficient and accurate testing strategies, and the effect of unreliability on test results. Given the extensive simulations that can be performed with modern computers, this method is preferable to that of using only subject data, so long as the simulation is producing realistic, valid data.
Methods

Modeling stimulus responses in the healthy eye
The model of white-on-white perimetric stimulus detection in the healthy visual system used here is loosely based on probability summation (Harwerth et al., 2002; Robson & Graham, 1981) , although it differs from their exact definition of the term. The principle of probability summation is that a stimulus will be detected if any one of the possible detection mechanisms responds. In this case, there is a one-to-one correspondence between detection mechanisms and ganglion cells.
In the model presented here, an effective stimulus produces n signals, one from each of n ganglion cell receptive fields within which the stimulus falls. It is not necessary to assume that these receptive fields are spatially non-overlapping. After weighting so that each signal has the same expected strength, these signals are combined so that the stimulus is detected if any one of the signals is greater than some pre-determined decision rule.
The model of detection can therefore be thought of as a ''black box'', with one binary ('on/off') input per detection mechanism, and a binary output that is a single decision variable equal to the largest binary input at that instant. The model relies on the assumptions that each of these psychophysical detection mechanisms receives input from only one ganglion cell, and that the only noise present in the system is noise that is already present in the ganglion cell output. The main implications of these assumptions are outlined in Section 4.
It is not assumed that the sensitivity of an individual mechanism is fixed. Rather, it varies according to some probability distribution. Define the instantaneous threshold of a mechanism as being the intensity above which a stimulus, presented at that instant, will produce a detectable signal in the mechanism; that is, the corresponding binary input to the ''black box'' will be 'on'. The sensitivity of the individual mechanism is conventionally defined in perimetry as the reciprocal of the intensity seen at 50% of presentations. Therefore by this definition, sensitivity is the reciprocal of the median of the probability distribution of the mechanism's instantaneous threshold. Note that this differs from the conventional assumption in the signal detection literature that the strength of the signal from a mechanism varies with stimulus intensity, with detection occurring when the signal is large enough to be distinguished from noise; instead, the signal strength is assumed constant, but with the minimum stimulus intensity required to produce that signal varying.
In Section 2.5, when a stimulus is presented, the reciprocal of the instantaneous threshold is given by sampling from a Gaussian distribution. The stimulus is detected if any one of the mechanisms corresponding to ganglion cells has sufficiently low instantaneous threshold. This is equivalent to saying that the overall sensitivity is equal to that of the most sensitive mechanism at that point in time. To simulate this, it suffices to sample randomly from the distributions of the reciprocal of the instantaneous threshold of each of the mechanisms, where the overall sensitivity is then equal to the maximum of these samples.
When one mechanism is considerably more sensitive than all the others in that region of the retina, it will dominate, and the overall sensitivity will be similar to the sensitivity of that mechanism. However, when two or more mechanisms have similar sensitivities, the overall sensitivity will be greater than that of any individual mechanism, because the sensitivity is defined as being the intensity that would be detected on 50% of presentations. If two or more mechanisms each have a 50% chance of detecting the stimulus, then a stimulus at that intensity will be detected by either one or both mechanisms on 75% of presentations. As the stimulus size (and hence n) increases, the sensitivity will improve because there is an increased probability that at least one mechanism will be stimulated. The same effect will be observed on moving closer to fixation, where the ganglion cell density is higher. The probability summation model described here is not sufficient to fully explain the behavior of pathologic eyes. It has been suggested that reduced SAP sensitivity in glaucoma could be caused by a reduction in probability summation (Harwerth et al., 2002) . However, it is unknown whether this reduced sensitivity is caused by a reduction in the number of ganglion cells, or by a reduction in the sensitivity of those ganglion cells (dysfunctional cells), or even by a combination of the two factors.
Assumptions of the probability summation model
A. When a stimulus of luminance S is projected onto the retina, the effective stimulus incident upon each receptive field has a normal distribution with mean S, variance r 2 S . B. In a healthy eye, the sensitivity of each relevant mechanism follows a normal distribution with mean T, variance r 2 T . C. The area of the retina onto which the stimulus is projected is uniform (homogeneous), i.e., the stimulus does not cross the edge of a defect. D. The overall sensitivity is equal to that of the most sensitive, at that point in time, of the mechanisms corresponding to the ganglion cell receptive fields onto which the stimulus falls (i.e., probability summation). E. These mechanisms each receive input from one ganglion cell.
F. No noise is added subsequent to the mechanisms receiving input from their corresponding ganglion cell.
The glaucomatous eye-Divergent Dysfunction
It is a characteristic of SAP visual fields in glaucoma that the variability increases as sensitivity decreases (Henson et al., 2000) . The reasons for this change are unknown. This paper proposes that a model for glaucoma based on dysfunctional cells deteriorating at constant but divergent rates could account for this increase in variability. This idea in effect removes the assumption that the signals from different mechanisms are identically distributed within the pathologic visual system.
The model used in this study is based on the assumption that initially healthy ganglion cells deteriorate steadily over time. Each corresponding mechanism's sensitivity declines at a constant rate, relative to some deterioration parameter t (which can be thought of as representing timesee Section 4). However, different cells deteriorate at different rates. The rates of sensitivity decline described in Section 2.5 are randomly sampled from a normal distribution with some mean R, representing the average (mean) rate of decline taken over all mechanisms. The stimulus is incident upon n of these cells, and the observer will detect the signal if it is detected by the most sensitive of the corresponding n mechanisms. A subsequent stimulus will affect a different sample of n cells from the same area of the retina. The signal from the most sensitive of this new sample of mechanisms will be the signal that is or is not detected by the observer. Note that even if the stimulus falls on the same n receptive fields, this does not guarantee that the same one of those mechanisms will be the most sensitive, since the sensitivity of each individual mechanism varies over time according to a normal distribution.
The outcome of the Divergent Dysfunction model is that as glaucoma progresses (i.e., as t increases), the sensitivities of the n mechanisms will be spread over a wider range, since each is deteriorating by an amount different to the rates of other mechanisms. This results in a wider range of possible sensitivities, and thus greater variability. This idea is best explained by a much-simplified diagram. In Fig. 1 , at t = 0, a theoretical stimulus has an equal probability of hitting any one of three receptive fields, each of whose sensitivities varies slightly over time, as indicated by the error bars above and below the symbol representing the sensitivity of each mechanism (in fact a Size III stimulus could cover as many as 200 receptive fields, but such numbers would result in too complicated a figure) . The response will then vary within the gray-boxed range, giving roughly a 90% confidence interval for the sensitivity measurement. Over time, these three mechanisms deteriorate at different rates; by t = 40, the response will vary within the much larger range shown by the gray box on the right-hand side of the figure. 2.4. Assumptions of the Divergent Dysfunction model of glaucomatous progression 1. Glaucomatous damage in the area of the retina being considered begins at some set time t = 0. 2. This starting point is the same for every ganglion cell whose receptive field the stimulus might be incident upon. 3. As time progresses, for some deterioration parameter t, the sensitivity of each mechanism declines by R C for each unit increase in t. 4. The rate of deterioration R C has a normal distribution with mean R and variance r 2 R . 5. The variability of an individual mechanism does not change as its sensitivity falls. This is in keeping with the models for normal eyes (Geisler, 2003; Pelli, 1985) ; if all mechanisms still had exactly the same response distribution (i.e., if r 2 R were zero), the overall variability would be unchanged as the sensitivity declines.
There are many possible sources of noise (variability) in perimetric results (Greve, 1973; Johnson & Keltner, 1998; Langerhorst, 1988) . Some of these are controllable and/or measurable; others are not. The model presented here separates these sources into three groups. a. Some mechanisms will be more sensitive than others. Further, the sensitivity of each individual mechanism will vary over time. If it is assumed that both of these factors follow a normal distribution, then the variances are simply added together to give r 2 T (assumption B). This variance will not change over time (assumption 5). b. Noise at the actual stimulus presentation. This includes noise from refraction within the eye, differences in ocular blood flow at various times, varying attention levels, quantal noise and other related factors. The level of this noise will not vary over time, but it will be applied independently to each stimulus presentation (see assumption A); this is encapsulated in the parameter r 2 S . c. Differences in the rates of deterioration of different cells. This rate will not vary over time for any one cell, but will vary between cells (see assumptions 3 and 4). This is encapsulated in the parameter r 2 R .
Implementation
One advantage of assuming that the three noise (variability) components are normally distributed is that their sum will also be normally distributed, although with different parameters. Therefore the sensitivity of the mechanism at a given time will be drawn from a normal distribution with mean T À tR, and variance r 2 T þ t 2 r 2 R . The light stimulating the receptive field has mean S and variance r 2 S ; the stimulus will be detected by the corresponding mechanism if the light is more intense than this sensitivity (i.e., lower on the dB scale). Therefore, the stimulus is detected by a randomly chosen mechanism if and only if: Fig. 1 . A simplified version of the principle behind the Divergent Dysfunction model. As the three cells deteriorate over time at different rates, the resulting variability caused by sampling randomly from one of the three increases. The black symbols represent the average sensitivities of each of the three cells, with 90% confidence intervals shown by the error bars above and below; the gray box shows the overall 90% confidence interval for the sensitivity when any one cell is picked at random. In the actual model, the sensitivity is given by the maximum of the sensitivities of many cells chosen out of a larger population, instead of (as here) just one cell chosen out of three.
However, the stimulus will probably fall on more than one receptive field, and near fixation it could be incident upon the receptive fields of as many as 250 ganglion cells (Garway-Heath, Caprioli, Fitzke, & Hitchings, 2000) . According to the assumptions above, the measure L will have the same distribution for each of these corresponding mechanisms. By the principal of probability summation (assumption D), the person should respond to the stimulus if any one of those mechanisms detects it; i.e., if the minimum of all the Ls is less than zero. There will also be occasions when the person falsely responds (e.g., by pushing the button at the wrong time) or does not respond (e.g., by not pushing the button for it to be recorded as a response). These errors can be considered to be independent of the actual level of the stimulus. Therefore, the model assumes that for any given stimulus presentation, there is a fixed probability FP that the person will respond as if they had detected the stimulus, regardless of whether they did or not; and that for any stimulus which was actually detected, there is a fixed probability FN that the person will fail to respond. Therefore, a positive response to any given stimulus will occur with probability:
Note that the variability between healthy mechanisms r 2 T and the stimulus variability r 2 S simply add in the distribution of L. As such, determining which of those two sources is responsible for the noise is irrelevant for these purposes. The simulation model described below uses just one parameter SD for the sum of these two.
Simulating data
A simulation has been written based on the model, and a version is presented in Appendix A. The simulation program was written in R, a free-touse statistical programming language, downloadable from www.R-project.org (R Development Core Team, 2004) . The simulation program conducts a Full Threshold strategy determination of the sensitivity. It 'presents' stimuli, and then randomly generates L to determine whether each stimulus was detected. It uses this information to calculate the next stimulus level to be 'presented'. In the Full Threshold strategy, if the first presentation is detected, the strategy reduces the stimulus luminance 4 dB for each presentation until it is no longer detected. It then increases the luminance by 2 dB at a time until the stimulus is once again detected, and then the second reversal decreases the luminance again by 2 dB at a time until the stimulus is once more not detected. If the first presentation is not detected, the strategy increases the luminance by 4 dB per presentation until detection, then decreases it in 2 dB steps and finally increasing again in 2 dB increments. In each case there are two reversals, and the reciprocal of the luminance of the last detected stimulus is taken to be the sensitivity. The downward phase must stop at some point, known henceforth as the instrument limit (0 dB). If the presentation at 0 dB is not detected, it is repeated. If it is still not detected, a sensitivity of À1 dB is recorded.
The simulation was first used to derive frequency-of-seeing (FOS) curves (or, more accurately, frequency of response curves). The same stimulus was presented 10,000 times, and the proportion of those stimuli detected was counted. This was repeated for all integer stimulus intensities from 0 to 40 dB, and the proportion plotted against stimulus level. The process was repeated for different values of the deterioration parameter t from 0 to 36 (t = 36 being the point after which the estimated sensitivity was 0 dB, i.e., the reciprocal of the stimulus intensity which was detected 50% of the time).
Next, 10,000 sensitivity estimates were simulated (based on the 4-2, double reversal staircase procedure described above), for each integer value of t from 0 to 36. These 37,000 sensitivity estimates were split into groups of five consecutive runs (each with the same t). A Best Available Estimate (BAE) was calculated as the mean of those five sensitivities. Then for each of the five sensitivities, the deviation from the BAE was calculated as Deviation = Sensitivity À BAE. The variance and standard deviation were then calculated for all those deviations whose BAE was within a certain range (here based on a 4-dB-wide moving window), irrespective of the value of t. This produced a plot of variability against sensitivity. First, values for the model's parameters were found which provided a good fit to the subject data (described below). The process was then repeated while varying the model parameters one at a time, with 5000 simulated sensitivities at an increased level of the parameter and 5000 at a decreased level of the parameter, to demonstrate the effect on the results of each parameter changed in isolation.
Empirical test-retest data
Test-retest data were obtained from 63 participants, tested at the Department of Ophthalmology, University of California, Davis, USA and at Dalhousie University, Halifax, Nova Scotia, Canada (Chauhan & Johnson, 1999) . The experimental protocol adhered to the tenets of the Declaration of Helsinki and was approved by each institutions review board for the protection of human subjects. All participants gave their written informed consent after having all procedures, risks and benefits explained to them. Each participant was administered a Full Threshold strategy standard automated perimetry test, five times over the course of 1 month, on a Humphrey perimeter. For this study, only the 52 non-blind spot locations in the 24-2 pattern field were considered, giving a total of 63 · 52 · 5 = 16,380 sensitivity estimates. The data consisted of the total deviation for each location, thus taking into account general reductions in the participant's sensitivity due to aging, and the location in the eye. These were converted into sensitivities by simply adding 30 dB to each value (chosen as a typical value for the normal sensitivities used to calculate the total deviations).
For each location of each eye, a Best Available Estimate (BAE) was calculated as the mean of the five sensitivity measurements at that location. Deviations were then taken as Sensitivity À BAE, giving five values per location per eye (as with the simulated data). These were then stratified according to the BAE, to find the variance of all the deviations at locations where the BAE was within a certain range. This process produced a graph of variability (taken as the standard deviation of those deviations whose BAE was within 2 dB of a certain center point) against sensitivity (taken as the center point of the BAEs in that range). It should be noted that because the BAE is based in part (one-fifth) upon that sensitivity measurement, the variance of Sensitivity À BAE, when taken over the whole population, is in fact four-fifths of the variance of each individual sensitivity measurement.
The main outcome measure for this study was the similarity between this graph and the corresponding graph derived from simulated data. This was formally measured by the correlation between the two standard deviations (from simulated and subject data) for BAE between 9 and 33 dB. Only these BAEs were considered for this comparison because at lower sensitivities, the sensitivity estimate-and hence the standard deviation of the variability as calculated here-depends far more on the 0 dB instrument limit, as discussed later. Since a good correlation is not, of itself, sufficient evidence that the simulated data fits the empirical data because it takes no account of scaling, it is important to examine the resulting graphs by eye, to ensure that the variability is not being consistently underestimated or overestimated, which would not affect the correlation measure.
Eccentricity
The simulation was used to examine the effect of stimulus size on sensitivity and variability. For a larger stimulus, or similarly closer to fixation, the sensitivity should be greater. This is because the overall sensitivity is the maximum of an increased number of mechanism sensitivities. This relationship between ganglion cell number and sensitivity is well documented (Garway-Heath et al., 2000; Harwerth, Carter-Dawson, Shen, Smith, & Crawford, 1999) .
To examine how this affects the model, the 24-2 testing pattern used by the Humphrey Field Analyzer was split into five concentric zones according to eccentricity, as shown in Fig. 2 . The normal sensitivity in each zone was taken as the average of the normal sensitivities at each location in that zone. These values were taken as the expected sensitivity for a 45-year-old patient, based on a previously published study (Johnson, Sample, Cioffi, Liebmann, & Weinreb, 2002) . Next, keeping all other parameters of the model the same as those derived in the previous section, FOS curves were simulated for different values of the 'Size' parameter to find the number of mechanisms that would predict most accurately the normal sensitivity.
Next, it was determined how long in terms of the deterioration parameter t it would take for such a location to progress to 0 dB sensitivity. As before, data were simulated with t at each of 26 evenly spaced values from t = 0 up to the value of t found to produce 0 dB sensitivity. 5000 runs of the simulation were carried out at each of these values of t. This spread of values of t was necessary to ensure an even spread of sensitivities, so that the sensitivity-variability relationship can be assessed fairly. Variability, as defined above, was then plotted against sensitivity for each of the five different stimulus sizes.
Results
Fitting the model
The following parameters were selected for the final model, based on the resultant good fit between the variability of the simulated and subject data (the standard deviation of the Sensitivity À BAE measurements within 4-dB-wide moving windows), and the shape of the generated FOS curves:
• Size of stimulus (the number of mechanisms over which the maximum response is taken) Size = 40; taken as an estimate of the ganglion cell receptive field count per Goldmann size III target (Garway-Heath et al., 2000) at the four locations (±9, ±9) which are tested first by the Humphrey Field Analyzer.
• Average starting sensitivity for an individual mechanism, T = 22 dB.
p ¼ 4 dB; in combination with the first two parameters, this value of SD determines the average sensitivity at t = 0 as being approximately 30.5 dB, in keeping with the normal sensitivity at those four locations for a person aged 45-55 years old.
• Average rate of deterioration R = 2 dB per unit t.
• Variability in deterioration rate SDR ¼ r 2 R ¼ 0:64 dB per unit t.
• Probability of random (stimulus-independent) False Positives, FP = 0.1 (i.e., 10%).
• Probability of random (stimulus-independent) False Negatives, FN = 0.1.
• Full Threshold strategy starts at an initial stimulus of Start = 26 dB; the staircase starts approximately 4 dB below the expected sensitivity for a normal eye.
• The downwards (in dB) phase of the staircase stops at (at the latest) the instrument limit of Limit = 0 dB. Fig. 3 displays the simulated frequency-of-seeing (FOS) curves, generated with these parameters. As the deterioration parameter t increases, the sensitivity decreases while the variability increases. Fig. 4 shows the change in sensitivity and inter-quartile range for these FOS curves as t increases. The middle curve consisting of solid symbols represents the sensitivity estimate at each value of t, defined again as the point at which 50% of presentations are detected. The upper and lower curves consisting of empty symbols represent the upper and lower quartiles at each value of t, defined as the point at which 75% and 25%, respectively, of presentations are detected. Note that the distribution is not symmetrical, as seen by looking at the upper and lower quartiles in Fig. 4 . This is because the simulated sensitivity is the maximum of several (symmetrical) normal distributions. Fig. 5 presents the simulated (black symbols) and actual subject (solid curve) variability for each sensitivity level, when the parameters above are used in the simulation. For example, the variability at 16 dB is given by the standard deviation of the differences (Sensitivity À BAE) for Fig. 2 . The 24-2 visual field split into five zones (labeled 1-5) by eccentricity. It is assumed for this experiment that the ganglion cell density is the same at each location within the same zone; this is probably only approximately true. Fig. 3 . Simulated FOS curves, for different values of the deterioration parameter t from t = 0 (the furthest right curve) to t = 36 (furthest left curve). The gray dashed line represents a 50% chance of detection, i.e., the sensitivity estimate.
all those locations whose BAE is within the range (14 dB, 18 dB]. The subject variability increased steadily as sensitivity decreased, peaking at 5.91 dB when the BAE was within the range (8 dB, 12 dB]. Note that, as mentioned in Section 2, the variance of these deviations is in fact four-fifths of the variance of the individual sensitivity measurements; i.e., the standard deviation (the square root of the variance) of individual sensitivity measurements within this range was ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 5=4 Table 1 shows the effect on the correlation between simulated and subject data from changing each of the parameters in the model. Fig. 6 shows the corresponding changes in the shape of the curve in Fig. 5 . For each parameter listed, the gray curve displays the results with the same parameters as used in Fig. 5 ; the black solid curve demonstrates the effect of increasing that parameter to the upper value given in Column 3 of Table 1 ; and the black dashed curve demonstrates the effect of decreasing that parameter to the lower value given in Column 6 of Table 1 . Each set of parameters was tested with 5000 runs at the increased parameter level and 5000 runs at the decreased level.
The effects of small changes in the parameters
Eccentricity
The stimulus sizes required to predict the normal sensitivities in each of the five zones are given in Table 2 , ('Predicted Cell Count'), as are the values of the deterioration parameter t at which the sensitivity of such a location would reach 0 dB ('Value of t giving 0 dB'). Fig. 7 shows the plots of variability against sensitivity under these five sets of conditions. Note that each graph has been shifted horizontally by subtracting the constant (Normal Sensitivity À 30) from the sensitivity. This aligns the graphs as if the sensitivity at t = 0 were 30 dB for all five zones, and so the similarity between the five graphs becomes more apparent. This allows a more direct comparison with the patient data. Fig. 8 shows the variability against sensitivity for the empirical patient data according to the same definition as before, restricted to those locations in each of the five zones.
The similarities between Figs. 7 and 8 are clear. There is no overwhelming evidence of a significant change in the sensitivity-variability relationship with eccentricity, although it is possible that with more data a statistically significant trend would emerge with the graph becoming less steep as eccentricity increases. The model predicts that locations closer to fixation will take longer (in terms of t) to deteriorate to a complete loss of vision, because the ganglion cell density is considerably greater.
It is interesting to note the number of ganglion cells required to produce the normal sensitivities in each zone in Table 2 . For Zones 2-5, these numbers correspond well with empirical counts of the number of ganglion cells per target averaged over all locations in that zone, as taken from published results (Garway-Heath et al., 2000) . However, in Zone 1 (nearest fixation), between 200 and 250 ganglion cells were counted per target area, while the simulation presented here predicts that the normal sensitivity in that zone is consistent with just 155 ganglion cells per target area. Assuming that the normal sensitivities are accurate, this could be an indication of a difficulty with Fig. 4 . Sensitivity estimates (solid symbols) and the lower and upper quartiles (empty symbols) for the simulated FOS curves in Fig. 3 , as the deterioration parameter t increases. Fig. 5 . Variability against sensitivity for the subject test-retest data (solid curve) and for the simulated data (black symbols). Variability is defined here as the standard deviation of (Sensitivity À BAE) for all locations with a BAE within 2 dB either side of the chosen sensitivity. Table 1 The effect on the correlation between simulated and subject data of increasing and decreasing each parameter in the model to the given amounts, over the entire range [0 dB, 33 dB] ('All') and over the range [9 dB, 33 Table 1 ; the solid black curve represents the model with the selected parameter increased to the value given in Column 3 of Table 1 ; and the dashed black curve represents the model with the selected parameter decreased to the value given in Column 6 of Table 1 . In each case, the data were based on t ranging from 0 to 36; in some cases, that did not result in any sensitivities below a certain level, hence the curves not extending all the way to the left side of the graph.
the simulation. Alternatively, it could be evidence that not all the ganglion cells in that area of the retina are being used for SAP stimulus detection, either because of redundancy or because a large proportion of the ganglion cells are utilized for other tasks. For example, it has been suggested that the central 10°is specialized for color processing (Mullen, 1991) . With 230 ganglion cells per target (a typical value in Zone 1 according to Garway-Heath et al.) the simulation predicts a sensitivity of 33.0 dB for a normal eye (i.e., when t = 0), i.e., an overestimation of 0.5 dB.
Discussion
There are two possible scenarios for ganglion cell alterations during glaucomatous progression. Either loss on a cell-by-cell basis is sudden, for example caused by previously healthy ganglion cells dying and causing a reduction in sensitivity; or each cell deteriorates from a functional perspective gradually, with ganglion cells, for example, deteriorating over some time period from 100% functionality to eventual complete loss of functionality; or ganglion cells may have reduced function or not function for a period of time, and then work normally again. Accepting probability summation, sensitivity will be virtually no different between situations where any healthy cells remain versus situations in which all cells are healthy. That is, the 'loudest signal' will dominate. However, it is more likely that as the number of living cells dwindles, the sensitivity will start to deteriorate, but this deterioration will be negligible until cell loss is almost total.
A dead-or-alive scenario that results in a sensitivity of 10 dB, for example, is difficult to reconcile. If cells are all either healthy (at, say, 30 dB) or dead, then stimuli of both 5 and 15 dB will always stimulate a similar number of cells, and thus both would be detected. It would be unlikely for an area of the visual field to detect a 5 dB stimulus but not a 15 dB stimulus. To produce a gradual loss of sensitivity, healthy cells would need to be spread over a range of sensitivities, and the most sensitive cells would have to selectively die earlier than less sensitive cells. Additionally, a significant proportion of ganglion cells can die before visual field loss is observed (Garway-Heath et al., 2000; Harwerth et al., 1999) . In contrast, experimental results have also shown that perimetric defects can occur in the absence of ganglion cell loss (Harwerth et al., 1999 (Harwerth et al., , 2002 ; these results have previously been suggested as providing evidence against the simple dead-or-alive scenario and therefore requiring ganglion cell dysfunction (Swanson, Felius, & Pan, 2004) .
The Divergent Dysfunction model provides a more parsimonious solution. If retinal ganglion cells deteriorate with gradual loss of function this would explain the gradual loss of perimetric sensitivity seen in patients. This idea of dysfunctional ganglion cells becoming less responsive to stimuli has recently received support from experimental results in a primate model of experimental glaucoma (Weber & Harman, 2005) . If different cells deteriorate at Table 2 The normal sensitivities in each eccentricity zone for a 45-year-old subject (averaged over all locations in that zone); the number of ganglion cells required by the model to predict that sensitivity in a normal eye; and the value of t at which such a deteriorating location would reach 0 dB Fig. 7 . The simulated variability against sensitivity in each of the five eccentricity zones shown in Fig. 2 . The solid black curve represents Zone 1, the black dashed curve Zone 2, the black dotted curve Zone 3, the gray solid curve Zone 4, and the gray dashed curve Zone 5, as in the key in the top right corner. Fig. 8 . The empirical variability against sensitivity in each of the five eccentricity zones, from patient data. As in Fig. 7 , the solid black curve represents Zone 1, the black dashed curve Zone 2, the black dotted curve Zone 3, the gray solid curve Zone 4, and the gray dashed curve Zone 5. different rates, this could then explain the increase in variability as sensitivity decreases. This model could also explain how sensitivity increases and variability decreases when stimulus size is increased (Choplin, Sherwood, & Spaeth, 1990; Wall, Kutzko, & Chauhan, 1997; Wilensky, Mermelstein, & Siegel, 1986) , because there is more chance that the mechanism corresponding to the healthiest ganglion cell in the region will be stimulated. FOS data have been used to depict variability against sensitivity, and fit an exponential relationship to the data, or equivalently, a linear fit of log(variability) against sensitivity (Henson et al., 2000) . This has been used in previous simulations to account for the increase in variability as sensitivity decreases (Artes et al., 2003; Gardiner & Crabb, 2002a , 2002b . However, most of Henson et al.'s data was collected at high sensitivities, with comparatively few data points at sensitivities below 20 dB, as the lowest sensitivity included was %10 dB. Further, their low-sensitivity points were taken ''in or adjacent to a damaged area of the visual field''. Points on the border of damaged areas will, according to the model presented here, have higher variability than those removed from a sharp sensitivity boundary, because the mechanisms will have differing distributions. Considering that portion of Fig. 5 where the sensitivities are greater than 10 dB, and increasing the variability at the lower end of this range to take account of a border effect, it is easy to see how an exponential fit would result. However, the Divergent Dysfunction model and resulting simulation not only produces an extremely good fit (correlation > 0.99) to the patient data in this area, but also explains the reduction in variability caused by the limiting effect of the perimeter's dynamic range.
The model presented here contains several assumptions. First, it assumes that the stimulus falls upon a uniform area of the retina. At the edge of scotomata, this will not be true, and in these areas the variability will be higher than predicted by the model. In other areas of the field, this can be taken to be true so long as fixation is relatively stable. The assumption of a Gaussian distribution of normal sensitivities is a reasonable approximation. Another assumption states that cells act as if the luminance of light striking them from trial to trial is normally distributed. This incorporates many sources of noise; including extrinsic noise such as quantal fluctuation, but also intrinsic noise such as that caused by momentary changes in physiological status. These sources of noise have in common that they are independent of the stimulus luminance, test location, and sensitivity. The remaining assumptions, namely that the variability of individual mechanisms is unchanged but that those mechanisms deteriorate at differing constant rates, serve to define the Divergent Dysfunction model. There is practically no data on the individual responses of ganglion cells in glaucomatous retina to evaluate this issue.
One possible concern with the Divergent Dysfunction model outlined in this work is that humans do not see with only ganglion cells. Some investigators (Pelli, 1985) have modeled the visual system as a parallel set of channels detecting stimuli orthogonally in space, time, and along other dimensions. Others (Swanson et al., 2004) have developed a two-stage model of the visual system that takes retinal ganglion cell responses and samples these through cortical receptive fields or filters, which may be expected to get closer to 'psychophysics' than ganglion cell responses alone. Still other investigators (Harwerth et al., 2002) have had success linking ganglion cell counts to perimetric sensitivities in a monkey model of glaucoma. It is possible to link psychophysical response data to ganglion cell numbers and sensitivities. The Divergent Dysfunction model does not suggest that 'vision' is based on ganglion cell responses, but rather that stimulus detection is determined by the signals in corresponding detection mechanisms.
The detection mechanisms used here are the simplest possible in terms of calculations and explanations, and may be considered an extreme case. The assumption that each detection mechanism takes input from only one ganglion cell differs from much of the previous psychophysical literature on stimulus detection, as does the assumption that the only noise present in the system is that introduced at the levels of the receptors and ganglion cells. It would be considered likely by most researchers that a significant proportion of the total noise in the system is introduced later in the detection process. However, if one accepts the hypothesis that most glaucomatous damage occurs at the ganglion cell level, it is to this stage that attention may need to be focused when attempting to explain the sensitivity to variability relationship in glaucoma. For simple detection tasks, such as that used in SAP, filtering at a second, or subsequent, stage might not influence the behavioral response greatly. The assumption that the mechanism signals can for our purposes be thought of as being equivalent to binary signals is only a convenient simplification, and should not be considered representative of underlying physiological properties. The authors hope that the principle of Divergent Dysfunction shall be tested in the future using different models of stimulus detection in the healthy eye, in order to examine the robustness of the conclusions to the removal of these assumptions.
Mathematically optimizing the model to fit the subject data would be difficult because of the number of parameters. It would also be misleading because it would assume that the subject data were perfect. It is clear from the graphs in Fig. 6 that by altering different parameters in combination it would be possible to improve the goodness-of-fit of the 'final' model (Fig. 5) . For example, a higher rate of stimulus-independent false positives (FP) and false negatives (FN), and appropriate changes to other values (e.g., a reduction in r 2 R ), could give a similar shaped curve; though a complete lack of variability in the deterioration rate (i.e., r 2 R ¼ 0) would result in the FOS curves being sensitivity-independent with no change in shape as the sensitivity decreases (i.e., being translations along the x-axis), and therefore does not fit the reality that FOS curves become shallower as sensitivity decreases ( Chauhan et al., 1993; Henson et al., 2000) . Care should also be taken not to look solely at the correlations in Table 1 when deciding on a model, since correlations take no account of consistent differences in scaling. Further, increasing T from 22 to 30 dB, for example, would not only change the correlation between simulated and subject variability, but also would increase sensitivities throughout; so that when t = 0 (i.e., for a healthy eye), the sensitivity would be unrealistically high, at about 38 dB for the average eye.
Examining Fig. 6 reveals which parameters have greatest effect on outcomes. An increase in the (stimulus-independent) false positive rate FP increases the variability at low sensitivities. As the sensitivity decreases further, more stimulus presentations (most of which are not detected) are required by the Full Threshold algorithm. However, an increase in the false negative rate FN has very little effect on the variability, making a significant difference only when sensitivity is higher than the starting stimulus level. If the stimulus continues to fall on a retinal area whose corresponding mechanisms have the same effective sensitivities, fixation losses will produce no change in the results, so long as the first assumption is not violated. This is in keeping with the previously reported result that fixation losses have little or no effect on variability (Henson, Evans, Chauhan, & Lane, 1996; Bengtsson, 2000) , or on sensitivity except near localized defects (Demirel & Vingrys, 1994; Katz & Sommer, 1990) .
The size of the stimulus, in terms of the number of receptive fields onto which it falls, affects the shape of the sensitivity-variability curve. This is important due to the large change in ganglion cell density between central and peripheral retina. It has been reported (Garway-Heath et al., 2000) that a Goldmann size III stimulus will cover the receptive fields of anywhere from 9 to 250 ganglion cells, depending on eccentricity. When estimating the simulation parameters, a count of 40 was used, estimated from their results to be the approximate ganglion cell count at the four locations initially tested by the Humphrey Field Analyzer, i.e., (±9°, ±9°). The further experiment examining the effects of eccentricity is of interest not only as further evidence of the usefulness and accuracy of the model. It also raises the issue of effective cell density near fixation. The results presented here predict that a large proportion of the ganglion cells near fixation are not being used in SAP stimulus detection.
Another notable result from Fig. 6 is that the variability was found to increase as the initial stimulus luminance increased. It is less the starting point than the number of presentations required to reach threshold that affects the variability. With a higher starting point more presentations are needed for the staircase to terminate, and each has a non-zero probability of being incorrect (due to false responses), causing the variability to increase. This suggests that SAP could be improved (in terms of both testing time and accuracy) by using a patient's previous test results to predict their new sensitivity at each location, and altering the starting point of the testing algorithm accordingly. Also, a non-fixed step size might be of some value in reducing variability since this would reduce the number of stimulus presentations required to traverse the range from starting stimulus intensity to threshold.
The dynamic range of the instrument is important. The subject data used in this study consist of total deviation values, transformed by adding 30 dB to approximate sensitivities. However, if the normal sensitivity at a location is 32 dB, the instrument will not reach its limit until a deviation of 32 dB is reached (after the transformation this is equivalent to setting Limit = À2 dB); whereas at a location where normal sensitivity is 28 dB, the instrument will reach its limit at a deviation of 28 dB (equivalent to Limit = +2 dB). This may explain why the simulation (which assumes Limit = 0 dB) does not exactly fit the subject data at low sensitivities where variability is affected by this issue, as seen in Fig. 5 .
A natural interpretation of the 'deterioration parameter' t would be the time since glaucoma onset. Then, R would be the average rate of mechanism sensitivity reduction. The Divergent Dysfunction model would then produce nearly linear progression, as is assumed in pointwise linear regression models (Fitzke, Hitchings, Poinoosawmy, McNaught, & Crabb, 1996; Gardiner & Crabb, 2002a; Wild, Hutchings, Hussey, Flanagan, & Trope, 1994; Wild, Hutchings, Hussey, Flanagan, & Trope, 1997) . However, the model is very flexible, and transforming time will produce other modes of pointwise progression. If t = time 2 , steadily accelerating progression would occur; whilst t = U(time À constant) would produce a cumulative normal progression profile, i.e., starting slowly, accelerating and then slowing again. The scale on which t is measured can also be adjusted, for example using t = 2 · time. This would necessitate adjusting R and r 2 R for the re-parameterization. When FP = FN = 0, if the ratio r 2 R =R 2 remains constant, the result of altering both is exactly equivalent to rescaling t.
The current simulation models pointwise loss, and assumes that once the sensitivity profile of each mechanism is known the noise is spatially independent. If sensitivity at one location is higher than expected there is no influence on whether the sensitivity at other locations will be higher or lower than expected (based on their own mechanism distributions). That is not to say that glaucoma is spatially independent. The values of the average rate of deterioration R, the starting time for progression t = 0, and the variability parameters, will all be closely related to their values at other locations in the visual field. The nature of this relation is not yet known, which is why a pointwise simulation is presented here, rather than an attempt to simulate the entire eye.
FOS curves are difficult to verify. Accurately producing one such curve at one location for an eye would require a minimum of 100 stimulus presentations at each of around 10 different intensities. Since repeatedly stimulating only one location in the visual field would bring about problems with adaptation, attention, and fixation, it would be preferable to test several locations at once. This means that thousands of stimulus presentations are needed to generate a family of accurate FOS curves, which would place an unacceptable burden on the participant. Therefore, far fewer presentations are typically conducted, with an obvious trade-off in terms of accuracy. For example, Henson et al. (2000) presented 20 stimuli at six different intensities at each of four visual field locations per eye; this means that the frequency of seeing at each stimulus level is effectively being measured on an integer scale from 0 to 20, and varying the number detected by just one or two gives a 5% or 10% change in the percentage reported as detected. It should also be noted that the simulations are really simulating the frequency of response rather than frequency of seeing. As such, Fig. 3 reasonably shows that dimmer stimuli (higher dB) are actually slightly more likely to be responded to when the true sensitivity is slightly lower, because the variability is so much higher.
The results presented here cannot be said to disprove other models of the mechanism of glaucomatous loss. Indeed, the assumptions inherent in this model of stimulus detection in the healthy eye mean that the results could be viewed more as an illustration of the potential of Divergent Dysfunction than as a definitive exposition. However, they do establish Divergent Dysfunction as a plausible possibility. Perhaps more importantly, the model gives rise to a simulation that accurately reflects many aspects of the behavior of perimetric results. It can therefore be used as a test-bed for different perimetric strategies, giving the usual benefits of simulation. The model and accompanying simulation can be viewed as a research tool to answer a wide range of clinical questions, most notably by comparing testing strategies such as SITA (Bengtsson, Olsson, Heijl, & Rootzen, 1997) , ZEST (King-Smith, Grigsby, Vingrys, Benes, & Supowit, 1994) , TOP (Gonzales de la Rosa, Martinez, Sanchez, Cordeves, & Losada, 1996; Morales, Weitzman, & Gonzalez de la Rosa, 2000) , and newer procedures as they become available, as well as for optimizing operating guidelines for those strategies. example, the probabilities FP and FN should be between zero and one, and the standard deviations SD and SDR should be non-negative.
DD.Full.Threshold <-function(Times=c(0:36), T=22, R=2, SD=4, SDR=0.64, NoRuns=10,000, FP=0.1, FN=0.1, Limit=0, Start=26, Size=40, Trace=F) { if(length(NoRuns) == 1) NoRuns <-rep(NoRuns, length(Times))
Results <-array(NA, dim=c(max(NoRuns), length(Times))) Deviations <-array(NA, dim=c(sum(NoRuns), 2)) SD.by.BAE <-array(NA, dim=c ( 
