Runtime analyses of randomized search heuristics for combinatorial optimization problems often depend on the size of the largest weight. We consider replacing the given set of weights with smaller weights such that the behavior of the randomized search heuristic does not change. Upper bounds on the size of the new, equivalent weights allow us to obtain upper bounds on the expected runtime of such randomized search heuristics independent of the size of the actual weights. Furthermore we give lower bounds on the largest weights for worst-case instances. Finally we present some experimental results, including examples for worst-case instances.
INTRODUCTION
We consider combinatorial optimization problems on the search space S = {0, 1}
n . The set of feasible search points is denoted by F ⊆ S. For simplification, we restrict ourselves to minimization problems. The objective function f : S → Z is given by f (x) = P n i=1 Wixi for x ∈ F with integral positive weights Wi ∈ N. We demand that f separates F and S \ F , i. e., f (x) < f (y) for all x ∈ F and y ∈ S \ F . We also assume that the feasibility of a search point x ∈ S does not depend on the weights Wi. In other words, the set F of feasible search points is independent from * This work was supported by the Deutsche Forschungsgemeinschaft (DFG) as part of the Collaborative Research Center "Computational Intelligence" (SFB 531). Algorithm 1. Randomized Search Heuristic (RSH ) 1. Choose x ∈ F .
Repeat
• Choose x ∈ S such that H(x, x ) ≤ .
• If f (x ) ≤ f (x), then x ← x .
In each step, RSH chooses a search point x from the neighborhood of the current search point x that consists of all search points in S with a Hamming distance of at most . The acceptance of x is only based on the sign of f (x ) − f (x), not on the value f (x ) − f (x) itself. The variant RSH * of RSH accepts search points x if and only if f (x ) < f (x).
We do not make any assumptions on the way x and x are chosen. A well-studied evolutionary algorithm called (1+1) EA obtains x by flipping the bits of x with probability 1/n. Another evolutionary algorithms called RLS flips up to bits according to a fixed probability distribution, where is typically a small number, e. g., = 2 or = 3. Some local search algorithms consider the entire neighborhood within Hamming distance and pick x from this neighborhood according to some criterion. Tabu search methods maintain a set of forbidden search points that are not considered in the current iteration.
Note that in our description of Algorithm 1 the initial search point x is chosen from the set F of feasible search points. Often one chooses the initial search point randomly from the search space S such that the algorithm does not necessarily start from a feasible solution. In this case, divide the run of RSH into two phases. The second phase starts as soon as a feasible search point x ∈ F has been found. By definition of the objective function f , infeasible search points are never accepted in the second phase. Then our results apply to the analysis of the second phase.
Since runtime analyses of such randomized search heuristics often depend on the largest weight Wmax [2, 4, 5, 6, 7] , we would like to replace the weights W1, . . . , Wn by new weights w1, . . . , wn such that wmax is as small as possible under the condition that the behavior of RSH does not change.
In particular, we would like to bound the minimal wmax from above over all inputs Wi. In the runtime analysis, such an upper bound can be used instead of Wmax. Note that the problem known result algorithm upper bd. new result depending on Wmax on wmax independent of Wmax Minimum Spanning [7] (1+1) EA |E| |E|
O(|E| p+3 log p) of p ≥ 3 Matroids [7] (1+1) EA |E| |E| 
Wix i has the same sign as fw(x) − fw(x ) = P n i=1 wixi − P n i=1 wix i for all x, x ∈ S with H(x, x ) ≤ 3. On the other hand, consider the weights W = (3, 5, 7, 11, 17) . In this case, there are no weights w with wmax < 17 satisfying the conditions above.
A lower bound on the largest minimal wmax is interesting for worst-case analyses. Such a bound implies the existence of problem instances with weights of a certain size such that these weights cannot be replaced by smaller weights without affecting the behavior of the randomized search heuristic. The second example given above is such a worst-case instance for n = 5 and = 3.
In this paper we show that for any given weights W1, . . . , Wn there are always equivalent weights w1, . . . , wn such that wmax ≤ n n/2 . Two weight vectors are called equivalent if the behavior of RSH does not change by replacing one weight vector with the other one in the objective function. Depending on this bound can be improved significantly, for example, for = 3 we have wmax ≤ 
√
3 · 2 n . These results have important consequences for optimization problems where the runtime analysis of evolutionary algorithms depends on Wmax. We obtain the first strongly polynomial bounds for problems for which only weakly polynomial bounds were previously known. We summarize these results in Table 1 (see Section 4 for a detailed discussion).
The remainder of this work is structured as follows. In Section 2 we give a formal definition of the considered problem. The main results are proved in Section 3, where we show lower and upper bounds on the largest minimal wmax. In Section 4 we apply these results to optimization problems where the runtime analyses of evolutionary algorithms depends on Wmax. Experimental results for = 3 and = n are presented in Section 5. Finally we conclude our work in Section 6. Furthermore, for z ∈ R n let |z| =0 denote the number of entries not equal to zero.
PROBLEM DEFINITION
The difference of the objective values of two search points x ∈ F and x ∈ F can be written as
n . If H(x, x ) ≤ , we have |d| =0 ≤ . Hence our problem can be stated as follows.
∈ N. Find weights w1, . . . , wn ∈ N, wn minimal, such that 0 < w1 ≤ . . . ≤ wn and
For simplicity, we require all weights to be sorted in nondecreasing order. Hence, Wn and wn take the role of Wmax and wmax. Note that we explicitly allow non-unique weights, because non-unique weights Wi = Wi+1 can be used to encode constraints such as W k = Wi + Wi+1 = 2Wi. Also note that the conditions (1) for |d| =0 = 0 and |d| =0 = 1 are fulfilled trivially. Algorithm 1 does not differentiate between f (x ) > f (x) and f (x ) = f (x), while the three-valued sign function does. This is intended, since x and x might appear in the algorithm in interchanged roles. Hence, we have to distinguish all three cases.
Note that the conditions (1) are sufficient for our original motivitation, but not always necessary. In particular, if F ⊂ S there might be a d ∈ {−1, 0, 1} n such that there is no x, x ∈ F with x−x = d. In this case, our formulation of the weight minimization problem contains conditions that are not necessary for w1, . . . , wn being equivalent to W1, . . . , Wn and . In the following, we assume the worst case F = S, i. e., all constraints are necessary (in the sense that they do not impose additional restrictions, some of them are still redundant).
The right-hand sides of the conditions (1) are fixed numbers in {−1, 0, 1}. We divide these conditions into three classes based on their right-hand side. Let
, and
) .
Since all di and Wi are integral, we have
Using this notation we can restate Problem 1 as follows.
Problem 2. Given n weights W1, . . . , Wn ∈ N, 0 < W1 ≤ W2 ≤ . . . ≤ Wn, and ∈ N. Find weights w1, . . . , wn ∈ N, wn minimal, such that w1 > 0,
for all d ∈ EQ, and
Note that all constraints with d lexicographically smaller than (0, . . . , 0) can be omitted from this description since they are implied by the corresponding constraint for −d.
We would like to mention the following geometric interpretation of Problem 2. The vector W can be interpreted as the normal of a hyperplane in R n through the origin. This hyperplane partitions the set {d ∈ {−1, 0, 1} n | 2 ≤ |d| =0 ≤ } into three subsets corresponding to the points below, on, and above the hyperplane. The task is to find a hyperplane through the origin that maintains this partition and whose normal has integral components and minimal infinity norm.
Let w * n := w * n (W1, . . . , Wn, ) denote the smallest wn of all solutions to a given instance (W1, . . . , Wn, ). Furthermore let w * * n := maxW w * n (W1, . . . , Wn, ) denote the largest w * n over all instances for fixed parameters n and . We are interested in lower and upper bounds on w * * n . We use the upper index in w * n and * * n to stress the dependence on . For simplicity, we drop this index in general discussions about the problem.
We remark that Problem 2 has a straightforward integer programming (IP) formulation with n variables and 1 + |LT | + |EQ| + |GT | ∈ O(min{n , 3 n }) constraints. For = 3 there is a better formulation using only n 2 constraints (see Section 5.1) which can be easily solved by IP solvers, e. g., random instances up to n = 1000 can be solved within seconds. Our focus is not to develop a combinatorial algorithm to solve given instances of the problem. Rather we are interested in lower and upper bounds on the optimal wn over all input weights Wi.
LOWER AND UPPER BOUNDS
The case = 2 is trivial. The optimum weights wi are given by wi = |{W1, . . . , Wi}|. Hence, wi ≤ i and w 2 * n ≤ n. Considering the weights Wi = i, we obtain w 2 * * n = n. We assume ≥ 3 in the remainder of this section.
Lower Bounds
First, we give constructive lower bounds by considering specific inputs Wi such that wi = Wi is an optimal solution. Later, we prove a better, non-constructive lower bound for the case = n. This bound can be generalized to < n but leads only to weak bounds in the general case.
Constructive lower bounds
The constructive lower bounds are based on Fibonacci numbers.
Proof. Let Fi denote the i-th Fibonacci number (starting with F1 = F2 = 1) and define Wi = Fi+1. We have
Obviously, wi = Wi, i = 1, . . . , n is the optimal solution to Problem 1. Thus, w
there exists an n0 (depending on ) such that w
The bound in Proposition 1 also holds for > 3, although we can improve this bound using generalized Fibonacci numbers. The Fibonacci k-step numbers "
The ratio
i−1 converges to φ k where φ k is the positive root greater than 1 of Table 2 for the first values of φ k . Note that φ2 = φ. Subtracting the definition of F
yields the three term recursion formula
Therefore, φ k is bounded from above by 2. Table 2 . Limit φ k of the ratio of subsequent Fibonacci k-step numbers. The limit is given by the real root ξ ≥ 1 of x k −x k−1 . . .−x−1.
. . , n is the optimal solution for the given weights Wi. Thus, w * * n
For = 3 the result of Proposition 1 can be improved by a constant factor of slightly less than φ as follows.
Obviously, wi = Wi, i = 1, . . . , n is the optimal solution to Problem 1, and hence, w
A similar construction leads to an explicit bound for = n. Let W1 := 1 and Wi := 1 + P i−1 j=1 Wj. Then w n * * n ≥ w n * n = 2 n−1 .
Non-constructive lower bounds
For = n we can obtain a much better lower bound. Alon and Vu [1] consider the problem of minimizing weights for threshold gates. A threshold gate is a function fn : {−1, 1} n → {−1, 1} defined by fn(x1, . . . , xn) = sign( P n i=1 Wixi−T ), where the the weights W1, . . . , Wn and the parameter T are chosen such that P n i=1 Wixi − T = 0 for all x ∈ {−1, 1}. It is easy to see that every threshold gate can be realized by integral weights Wi. A natural question is how large one has to choose these integral weights in the worst case.
Following the notation introduced in Section 2 we define
) and
Now the weight minimization problem for threshold gates can be stated as follows.
Problem 3. Given n weights W1, . . . , Wn ∈ N, T ∈ N. Find weights w1, . . . , wn ∈ N and t ∈ N minimizing max{w1, . . . , wn}, such that
Alon and Vu [1] prove the following result.
Proposition 3. Let n ∈ N. There is a threshold gate fn with T = 0 such that, if one restricts oneself to integral weights, the largest weight is at least n n/2 2 n(2+o (1)
2 n where β = log(3/2) can be found in [3] . Using the result of Alon and Vu we can prove the same lower bound for our problem.
2 n(2+o (1)) . Proof. Let B denote the bound in the theorem. By Proposition 3 there is a threshold gate fn with T = 0 such that the largest weight is at least B. Consider the corresponding weight vector W = (W1, . . . , Wn). By symmetry of threshold gates, we can assume that 0 ≤ W1 ≤ . . . ≤ Wn. Consider the case W1 > 0 first. Consider W as input to Problem 2 and assume that w n * * n < B. Then there is a solution w to Problem 2 such that wn < B. However, the weights w are also a solution to Problem 3, contradicting the choice of fn. Hence, w n * * n ≥ B. If W1 = 0, let r := max{i | Wi = 0} and n := n − r. Consider the vector W = (Wr+1, . . . , Wn). Using the same argument as above for W instead of W , we get w n * * n ≥ B, which gives an even stronger bound (for n ) than claimed. In particular, there is a solution w = (w 1 , . . . , w n ) to Problem 2 for input W with w n minimal and w n ≥ B. Now obtain the weights W by augmenting w by r copies of w n and consider W again as input to Problem 2. Obviously, we have w * n ≥ w n , since otherwise this would contradict the minimality of w n . Thus, we have w
The result of Theorem 2 can be used to derive a similar, but weaker result for < n. Solving Problem 2 for any subset of cardinality from the input weights yields a natural lower bound for the original problem. Corollary 1. Let n ∈ N and ≤ n. Then
2 (2+o(1)) . However, in light of Theorem 1 this result is only useful for values close to n.
Upper Bound
To derive an upper bound on w * * n we need an upper bound on the determinant of a matrix. Such a bound can be obtained from Hadamard's inequality. Proof. By Hadamard's inequality we have
The second results follows since at least one of the n factors √ can be replaced with √ − 1.
Now we are able to prove an upper bound on w * * n .
Theorem 3. Let n ∈ N, ∈ N and ≤ n. Then w * * n
Proof. We prove that any optimal solution w * n of a given instance of Problem 2 is bounded as claimed. Then w * * n is bounded in the same way. Consider the natural IP formulation of Problem 2. This IP is feasible since wi = Wi is a feasible solution. Let x denote a basic feasible solution of the linear relaxation. There exist n linearly independent constraints satisfied with equality. Note that A has at most non-zeroes per row, hence, Ai|b has at most +1 non-zeroes per row. Since A is non-singular, there is at least one non-zero entry in the i-th column of A. Hence, Ai|b has at least one row with at most non-zeroes. By Proposition 4, we have
The components of x i are determinants of a matrix with entries in {−1, 0, 1}, and hence, x is integral. It can easily be verified that x ∈ Z n is a feasible solution. Since w * n is optimal, it is not larger than wn of any solution, and hence,
If = n, then Ai|b has at most n non-zeroes per row and the claimed results follows.
Note that for = n the gap between the lower bound in Theorem 2 and the upper bound in Theorem 3 is 2 n(2+o (1)) . An interesting open problem is to close this gap.
APPLICATIONS
An immediate consequence of the lower bound of Theorem 1 is that there are instances of Problem 1 with Wn ∈ Ω((φ −1 − ) n ) such that the weights cannot be replaced by smaller weights without affecting the set of accepted transitions from x to x in Algorithm 1. Examples of such worstcase instances for = 3 are given in Section 5.2. Due to the lower bound in Theorem 2 we know that for = n there exist worst-case instances with
2 n(2+o (1)) .
In particular, there is no fixed a > 1 such that w n * * n ∈ O(a n ).
The application of the upper bound in Theorem 3 to known results with runtimes depending on the largest weight is summarized in Table 1 . The table presents several combinatorial optimization problems for which the performance of evolutionary algorithms has been analyzed. In the minimum spanning tree problem |V | and |E| denote the number of vertices and edges, respectively. In the matroid problems |E| and r(E) denote the size of the ground set E and the rank of the matroid, respectively. Note that n = |E| in all cases. In the minimum set cover problem |S| and |C| denote the size of the ground set and the number of subsets, respectively. In this case, n = |C|.
First we focus on the results for two evolutionary algorithms called RLS and (1+1) EA. The (1+1) EA obtains a new search point x by flipping the bits of a given search point x uniformly at random with probability 1/n. The RLS algorithm picks one or two bits to be flipped according to a fixed probability distribution. Its variant RLS picks up to such bits. The objective function used in the studies of the considered problems is linear in the weights (if restricted to feasible solutions in F ). Hence, our results for Problem 1 can be transferred back to the original problem.
The RLS algorithm itself leads to the trivial case = 2 which was already mentioned in [7] . Its variant RLS3 used in the Weighted Matroid Intersection problem was the original motivation for this study (see also the experimental results for this special case in Section 5). While the number of bit flips in the RLS algorithm is bounded by a small number, the (1+1) EA algorithm might flip all bits of a search point in one iteration (although the probability of this event is exponentially small). Therefore, it is necessary to choose equal to n = |E|. This leads to worse bounds for (1+1) EA compared to RLS and its variants.
The last two examples in Table 1 take a special position since the SEMO and GSEMO algorithms do not fit into our framework of randomized search heuristics presented in the introduction. The SEMO and GSEMO algorithms are generalizations of RLS and (1+1) EA that maintain a set of search points called population. A newly generated search point x is not only compared to its predecessor x, but to all search points in the population. Hence, if we choose equal to |E| or |C|, respectively (even though SEMO flips only at most one bit per iteration), our results can also be applied to this case.
We remark that there are other problems where the runtime analysis of randomized search heuristics depends on the largest weight. However, our approach cannot be applied to these problems. For example, using the DEMO algorithm with = Θ(1/m) the expected number of iterations to solve the minimum s-t-cut problem is O(|E| 3 (log 2 |V | + log 2 Wmax)) [4] . Unfortunately, the used objective function is not a linear function as introduced in Section 2, since it involves the value of a maximum s-t-flow. Moreover, the diversity mechanism used by DEMO is not invariant under weight changes as considered in this paper.
EXPERIMENTAL RESULTS
In this section we present some experimental results for the cases = 3 and = n. The case = 3 is the smallest value for for which the problem is non-trivial. Furthermore, it has a special structure that admits an improved IP formulation and it is of interest for the largest common independent set in two matroids [7] . The case = n considers the largest possible value for . This case occurs for example in evolutionary algorithms such as (1+1) EA, SEMO and GSEMO, where search points of arbitrary large Hamming distances are compared to each other.
Improved IP Formulation for = 3
In this section we consider the special case = 3. Problem 2 can be formulated as an IP in the following way.
We are interested in worst case instances, i. e., instances such that w * n = w * * n . To obtain such instances one could enumerate all partitions LT∪ EQ∪ GT of {d ∈ {−1, 0, 1} n | 2 ≤ |d| =0 ≤ 3} and solve the corresponding IP. This approach is very inefficient since a large fraction of such partitions implies an infeasible IP. And if the IP is feasible, many constraints are redundant. Therefore we use another, more efficient IP formulation.
In the improved IP formulation the partition LT∪ EQ∪ GT is replaced by a vector and an upper right triangular matrix. Let b ∈ {0, 1} n−1 denote a vector and A = (a j,k ) j,k ∈ {0, . . . , 2n}
n×n an upper right triangular matrix. The integer program IP(A, b) corresponding to the matrix A and vector b is defined as minimize wn
The vector component bi−1 encodes whether wi = wi−1 or wi > wi−1 should hold. The matrix entry a j,k encodes conditions for the range of the sum wj + w k . If a j,k is odd, then wj + w k equals weight wi where i = (a j,k + 1)/2. If a j,k is even, wi + 1 ≤ wj + w k ≤ wi+1 − 1 holds where i = a j,k /2 and w0 := 0, wn+1 := ∞. Table 3 . Total number of triangular matrices, number of enumerated triangular matrices and number of feasible IPs.
Given weights W1, . . . , Wn it is straightforward to compute the matrix A and vector b such that w ∈ N n is a solution to IP(A, b) if and only if w is a solution to Problem 1. Likewise, given a partition LT∪ EQ∪ GT of {d ∈ {−1, 0, 1} n | 2 ≤ |d| =0 ≤ 3} such that the corresponding IP is feasible, one can easily compute the matrix A and vector b such that both IPs have the same set of solutions. The reverse transformation is also straightforward for matrices A and vectors b such that IP(A, b) is feasible.
The new formulation has at most n 2 constraints. We can easily derive necessary conditions on A such that there exists a vector b such that IP(A, b) is feasible. By monotonicity of wi we have wj + w k ≥ w1 + w2 > w2, and hence
that is, all matrix entries are restricted to {4, . . . , 2n}. We have wj + wn > wn, which implies aj,n = 2n for all 1 ≤ j < n,
that is, the last column of A is fixed to 2n. More generally, we have wj + w k > w k , and hence
The monotonicity of wi carries over to a j,k : We have wj + w k ≥ wj−1 + w k and wj + w k ≥ wj + w k−1 . This implies
The set of upper right triangular matrices satisfying (3), (4), (5), (6) and (7) can be easily enumerated. The columns of A can be interpreted as a vector of dimension n(n − 1)/2 with entries in {4, . . . , 2n}. Due to equation (4) we can ignore the last column of A and reduce the dimension of the vector to (n − 1)(n − 2)/2. This vector can be interpreted as a number with (n − 1)(n − 2)/2 digits in a number system with base 2n+1. By counting from 0 to (2n+1) (n−1)(n−2)/2 −1 we enumerate all upper right triangular matrices in {0, . . . , 2n} n×n satisfying equation (4) . The conditions (3), (5), (6) and (7) can be easily integrated in the enumeration process. Note that these conditions on the matrix A are necessary for the existence of some vector b such that IP(A, b) is feasible, but the conditions are not sufficient. Table 4 . Worst-case instances that maximize w 3 * n for n ≤ 12. Values for n = 11 and n = 12 subject to the conjecture that there are no equality constraints in worst-case instances. Values for n = 12 conjectured to be a worst-case instance.
Results for = 3
In Table 3 we present some numbers concerning the complexity of our approach. The total number of considered triangular matrices is (2n − 3) (n−1)(n−2)/2 , i. e., conditions (3) and (4) are already taken into account here. With a little bit of extra work it is possible to skip matrices that do not satisfy conditions (5), (6) or (7). Hence, the number of actually enumerated triangular matrices is much smaller. The last column depicts the number of feasible integer programs IP(A, b). While some of the enumerated matrices lead to infeasible integer programs for any vector b, there are also matrices such that there are several vectors b where IP(A, b) is feasible.
A compilation of worst-case instances for n ≤ 12 is given in Table 4 . An instance is called worst-case instance if Wn = w 3 * n = w 3 * * n . Note that there are two such instances for n = 3, 8, and 12. For n = 4 there are even three such instances. We remark that in these cases each instance corresponds to a different matrix/vector pair (A, b) and integer program IP(A, b). For all given worst-case instances there is exactly one optimal solution to the corresponding integer program IP (A, b) .
In Table 5 we compare the lower bound from Proposition 2, the upper bound from Theorem 3, and the observed optimal values w 3 * * n for n ≤ 12.
Conjectures
We present two conjectures originating from the experimental results. By Theorem 3 we have w upp. bd .  1  1  1  1  2  2  2  3  3  4  4  6  4  7  8  13  5  12  17  27  6  20  30  55  7  33  55  110  8  54  93  221  9  88  155  443  10  143  267  886  11 232 ≥ 443 1773 12 376 ≥ 721 3547 Table 6 . Worst-case instances that maximize w n * n for n ≤ 6.
Conjecture 2. Let n ∈ N and let W1, . . . , Wn denote weights such that w 3 * n = w 3 * * n .Then for all i, j, k ∈ {1, . . . , n}, j < k < i holds Wj = W k and Wj + W k = Wi.
Results for = n
In the case = n the problem does not exhibit such a nice structure as for = 3. Therefore, we perform an exhaustive search using the IP formulation (2) . Note that the number of constraints can be reduced from 1 2 (3 n + 1) to 2 n − 1 as follows. Sort the search points x ∈ {0, 1} n by their weight f (x). Consider only those constraints in (2) where d is the difference of two adjacent search points in the sorted sequence. Since = n this subset of constraints implies all other constraints.
The results of such an exhaustive search among all nondecreasing vectors in {1, . . . , n n/2 } n are shown in Table 6 . For 7 ≤ n ≤ 13 a compilation of bad instances, i. e., with large w n * n , is given in Table 7 . In Table 8 we compare the known lower and upper bounds with the largest values for w n * n observed in our experiments. Here we used 2 n−1 as lower bound (see remark after Proposition 2), although Theorem 2 yields an asymptotically better lower bound, but Table 7 . Bad (but probably not worst-case) instances for 7 ≤ n ≤ 13. These instances have largest w n * n among 10 5 instances with weights randomly chosen from the interval [1, 10 6 ] and sorted. n low. bd. w n * * n upp. bd. Table 8 . Lower and upper bounds on w n * * n . The lower bound is 2 n−1 , the upper bound is n n/2 . For n ≥ 7 the middle column represents the largest w n * n found in 10 5 instances with weights randomly chosen from the interval [1, 10 6 ] and sorted. The value given for w 6 * * 6 is a conjecture. more knowledge about the o(1) term is required to obtain an explicit value. The first power of 2 for which the explicit bound in [3] gives a lower bound better than 2 n−1 is n = 128.
CONCLUSIONS
We have analyzed the influence of the size of weights on the behavior of a certain class of randomized search heuristics. It turns out that it is not necessary to handle arbitrarily large weights. Instead it is possible to consider equivalent weights where the largest weight is bounded exponentially in the problem size.
This result allows to remove the dependency on Wmax in the runtime analyses that have been carried out for evolutionary algorithms on several combinatorial optimization problems. In particular we obtain strongly instead of weakly polynomial bounds on the runtime of these algorithms. Additionally we give constructive as well as non-constructive lower bounds for the largest weight in worst-case instances. Finally we present experimental results for the important subclasses = 3 and = n of the problem, including worstcase instances.
An open problem is to close the gap between the lower and the upper bounds. To this end it is probably helpful to understand the structure of worst-case instances. For the case = 3 we state conjectures about a smaller upper bound and the structure of such worst-case instances.
