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REMARK ON MAGNETIC SCHRO¨DINGER OPERATORS
IN EXTERIOR DOMAINS
AYMAN KACHMAR AND MIKAEL PERSSON
Abstract. We study the Schro¨dinger operator with a constant mag-
netic field in the exterior of a two-dimensional compact domain. Func-
tions in the domain of the operator are subject to a boundary condition
of the third type (Robin condition). In addition to the Landau levels, we
obtain that the spectrum of this operator consists of clusters of eigen-
values around the Landau levels and that they do accumulate to the
Landau levels from below. We give a precise asymptotic formula for the
rate of accumulation of eigenvalues in these clusters, which appears to
be independent from the boundary condition.
1. Introduction
Magnetic Schro¨dinger operators in domains with boundaries appear in
several areas of physics, one can mention the Ginzburg-Landau theory of
superconductors, the theory of Bose-Einstein condensates, and of course the
study of edge states in Quantum mechanics. We refer the reader to [1, 6, 11]
for details and additional references on the subject. From the point of view
of spectral theory, the presence of boundaries has an effect similar to that of
perturbing the magnetic Schro¨dinger operator by an electric potential. In
particular, in both cases, the essential spectrum consists of the Landau levels
and the discrete spectrum form clusters of eigenvalues around the Landau
levels. Several papers are devoted to the study of different aspects of these
clusters of eigenvalues in domains with or without boundaries. In case of
domains with boundaries, one can cite [7, 9, 10, 12, 13] for results in the
semi-classical context, [14, 15] and the references therein for the study of
accumulation of eigenvalues.
Let us consider a compact and simply connected domain K ⊂ R2 with
a smooth C∞ boundary. Let us denote by Ω = R2 \K. Given a function
γ ∈ C∞(∂Ω) and a positive constant b (the intensity of the magnetic field),
we define the Schro¨dinger operator LγΩ,b with domain D(L
γ
Ω,b) as follows,
D(LγΩ,b) =
{
u ∈ L2(Ω) : (∇− ibA0)
ju ∈ L2(Ω), j = 1, 2;
νΩ · (∇− ibA0)u+ γu = 0 on ∂Ω
}
, (1.1)
L
γ
Ω,bu = −(∇− ibA0)
2u ∀ u ∈ D(LγΩ,b) . (1.2)
1
2 AYMAN KACHMAR AND MIKAEL PERSSON
Here, A0 is the magnetic potential defined by
A0(x1, x2) =
1
2
(−x2, x1) ∀(x1, x2) ∈ R
2 , (1.3)
and νΩ is the unit outward normal vector of the boundary ∂Ω.
The operator LγΩ,b is actually the Freidrich’s self-adjoint extension in
L2(Ω) associated with the semi-bounded quadratic form
q
γ
Ω,b(u) =
∫
Ω
|(∇− ibA0)u|
2 dx+
∫
∂Ω
γ|u|2 dS , (1.4)
defined for all functions u in the form domain of qγΩ,
D(qγΩ,b) = H
1
A0
(Ω) = {u ∈ L2(Ω) : (∇− ibA0)u ∈ L
2(Ω)} . (1.5)
The result of the present paper is the following.
Theorem 1.1. The essential spectrum of the operator LγΩ,b consists of the
Landau levels,
σess(L
γ
Ω,b) = {Λn : n ∈ N} , Λn = (2n − 1)b ∀ n ∈ N , (1.6)
and for all ε ∈ (0, b) and n ∈ N, the spectrum of LγΩ,b in the interval (Λn,Λn+
ε) is finite. Moreover, for all n ∈ N, denoting by {ℓ
(n)
j }j∈N the increasing
sequence of eigenvalues of LγΩ,b in the interval (Λn−1,Λn), then the following
limit
lim
j→∞
(
j!(Λn − ℓ
(n)
j )
)1/j
=
b
2
(
Cap(K)
)2
, (1.7)
holds provided that minx∈∂Ω |γ(x)| > C0 for a positive geometric constant
C0 = C0(Ω). Here Cap(K) is the logarithmic capacity of the domain K =
R
2 \ Ω, and Λ0 is set to be −∞ by convention.
The geometric constant C0 depends only on the domain Ω and will be
introduced in the proof of Lemma 2.7 below. The restriction on γ being large
is technical and its purpose is to invert some auxiliary boundary operators
(see Lemma 2.7). We mention also that Theorem 1.1 was obtained for the
Neumann case (γ ≡ 0) by the second author in [14].
As immediate corollary of Theorem 1.1, we get:
Corollary 1.2. With the notation of Theorem 1.1, for any function γ ∈
L∞(∂Ω), the following asymptotic limit holds,
lim
j→∞
(
j!(Λ1 − ℓ
(1)
j )
)1/j
=
b
2
(
Cap(K)
)2
. (1.8)
Proof. Since the function γ ∈ L∞(∂Ω), then there exist γ1 < 0 and γ2 > 0
such that
|γ1| > C0, |γ2| > C0, and γ1 < γ(x) < γ2 ∀ x ∈ ∂Ω .
Here C0 = C0(Ω) is the geometric constant from Theorem 1.1.
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The variational min-max principle gives that the eigenvalues below the
bottom of the essential spectrum are monotone with respect to γ, hence we
obtain,
ℓ
(1)
j (γ1) ≤ ℓ
(1)
j (γ) ≤ ℓ
(1)
j (γ2) , ∀ j ∈ N .
Here, for a boundary function η ∈ L∞(∂Ω), {ℓ
(1)
j (η)}j denotes the increas-
ing sequence of eigenvalues of the operator LηΩ,b in the interval (−∞,Λ1).
Invoking then the asymptotic limit (1.7) and noticing that it is indepen-
dent from the boundary condition, we get the asymptotic limit announced
in Corollary 1.2. 
Roughly speaking, similar to [15], the idea of the proof of Theorem 1.1
is to work with the resolvent of LγΩ,b, which can be viewed as a compact
perturbation of the resolvent of the Landau Hamiltonian in R2. To get the
asymptotic accumulation of the eigenvalues, we carry out a reduction to
a boundary pseudo-differential operator, whose spectrum can be compared
with that of Toeplitz operators.
The paper is organized as follows. In Section 2 we collect various auxiliary
and technical results that will be useful in the proof. In Section 3, we give
the proof of Theorem 1.1.
2. Preliminaries
2.1. Two abstract results. In this section we state two abstract results
in operator theory that will be useful in the paper.
Lemma 2.1. (Pushnitski-Rozenblum [15, Proposition 2.1]). Assume that
A and B are two self-adjoint positive operators in L2(R2) satisfying the
following hypotheses:
• 0 6∈ σ(A) ∪ σ(B).
• The form domain of A contains that of B, i.e. D(B1/2) ⊂ D(A1/2).
• For all f ∈ D(B1/2), ‖A1/2f‖ = ‖B1/2f‖, i.e. the quadratic forms
of A and B agree on the form domain of B.
Then, B−1 ≤ A−1 in the quadratic form sense, i.e.
〈B−1f, f〉 ≤ 〈A−1f, f〉 ∀ f ∈ L2(R2).
The second abstract result we state is Theorem 9.4.7 from [5].
Lemma 2.2. Assume A is a self-adjoint operator and V a compact and
positive operator in L2(R2) such that the spectrum of A in an interval (α, β)
is discrete and does not accumulate at β. Then the spectrum of the operator
B = A+ V in (α, β) is discrete and does not accumulate at β.
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2.2. Some facts about the Landau Hamiltonian. In this section we
review classical results concerning the Landau Hamiltonian
L = −(∇− ibA0)
2 in R2 . (2.1)
Here A0 is the magnetic potential with unit constant magnetic field intro-
duced in (1.3), and B is a positive constant. The form domain of L is the
magnetic Sobolev space
H1A0(R
2) = {u ∈ L2(R2) : (∇− ibA0)u ∈ L
2(R2)} .
The spectrum of L consists of infinitely degenerate eigenvalues called Landau
levels,
σ(L) = {Λn : n ∈ N} , Λn = (2n− 1)b ∀ n ∈ N .
We denote by Ln the eigenspace associated with the Landau level Λn, i.e.
Ln = Ker(L− Λn) ∀ n ∈ N . (2.2)
We also denote by Pn the orthogonal projection on the eigenspace Ln.
The operator L can also be expressed by the creation and annihilation
operators Q and Q. We introduce complex notation z = x1 + ix2 and let
Ψ = b4 |z|
2 be a scalar potential, ∆Ψ = b. Then, with
Q = −2ie−Ψ
∂
∂z
eΨ, Q = −2ieΨ
∂
∂z¯
e−Ψ
the following well known identities hold:
Q = Q∗, [Q,Q] = 2b, L = QQ+ b. (2.3)
We also notice that we can define R0 = L
−1, the resolvent of L. This is
a bounded operator R0 ∈ L(L
2(R2)) with image in D(L). Furthermore,
R0 is an operator with an integral kernel that we denote by G0(x, y). The
following formula for G0(x, y) is given in [4] (here x ∧ y = x1y2 − x2y1):
G0(x, y) =
∫ ∞
0
b
4π sinh(bs)
exp
( ib
2
x ∧ y −
b
4 tanh(bs)
|x− y|2
)
ds. (2.4)
.
Lemma 2.3. R0 is an integral operator with kernel G0(x, y) that has the
following singularity at the diagonal,
G0(x, y) ∼
1
2π
ln
(
1
|x− y|
)
+O(1) as |x− y| → 0, (2.5)
and the corresponding behavior holds for ∂NG0(x, y). Moreover, G0(x, y)
decays as a Gaussian as |x− y| → ∞.
Proof. This integral can be expressed in terms of the Whittaker function
(see [2, Section 4.9, formula (31)] and [3, Chapter 6]) as
G0(x, y) =
π3/2
b
( b
8
|x− y|2
)−3/4
exp
( ib
2
x ∧ y
)
×
[
W 1
2
,− 1
2
( b
2
|x− y|2
)
+
1
2
W− 1
2
,− 1
2
( b
2
|x− y|2
)]
.
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The result follows from asymptotic formulae for Whittaker functions [3]. 
2.3. Some boundary operators. Recall that K ⊂ R2 has been assumed
to be a compact simply connected subset of R2 and that we defined Ω =
R
2 \ K. Since Ω and K are complementary, the Hilbert space L2(R2) is
decomposed as the direct sum L2(Ω) ⊕ L2(K) in the sense that any func-
tion u ∈ L2(R2) can be represented as uΩ ⊕ uK where uΩ and uK are the
restrictions of u to Ω and K respectively.
Denoting by Γ the common boundary of Ω and K, we define the following
operator on Γ,
∂Γu = ∂Nu+ γ u = νΩ · (∇− ibA0)u+ γ u , (2.6)
where νΩ is the unit outward normal vector to the boundary of Ω and A0
is the magnetic potential from (1.3). The operator ∂Γ acts on functions
in H1loc(Ω) or in H
1(K). We may write (∂Γ)x in order to stress that the
differentiation in (2.6) is with respect to the variable x.
With G0(x, y) as in (2.4) we define the operators A, B, A and B as
Aα(x) =
∫
Γ
G0(x, y)α(y) dS(y), x ∈ R
2
Bα(x) =
∫
Γ
(∂N )yG0(x, y)α(y) dS(y), x ∈ R
2 \ Γ,
Aα(x) =
∫
Γ
G0(x, y)α(y) dS(y), x ∈ Γ
Bα(x) =
∫
Γ
(∂N )yG0(x, y)α(y) dS(y), x ∈ Γ.
(2.7)
Remark 2.4. The operators A and B in (2.7) are well-defined bounded
operators in L2(Γ). This is due to the behavior of the integral kernel G0
from Lemma 2.3. Actually, for a fixed x ∈ R2, the function G0(x−·) ∈ L
2(Γ).
Moreover, since G0 and ∂NG0 are in L
2(Γ×Γ), we see that the operators
A and B are Hilbert-Schmidt, hence compact in L2(Γ). 
Lemma 2.5. Let u ∈ L2(R2) be such that uΩ ∈ H
1
loc
(Ω) and uK ∈ H
1(K).
Then it holds that(
B +
(
γ +
1
2
)
I
)
uΩ = A(∂ΓuΩ) and(
B +
(
γ −
1
2
)
I
)
uK = A(∂ΓuK).
Proof. It is proved in [14, (4.6)-(4.7)] that,(
B +
1
2
I
)
uΩ = A(∂NuΩ) and
(
B −
1
2
I
)
uK = A(∂NuK) .
Inserting ∂N = ∂Γ−γI above, we get the formulae that we wish to prove. 
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Lemma 2.6. The operators A and B are pseudo-differential operators of
order −1. Moreover, the operator A is elliptic and A : L2(Γ) → H1(Γ) is
an isomorphism.
Proof. That A and B are pseudo-differential operators of order −1 and the
fact that A is elliptic is due to the asymptotic behavior of the Green’s
potential G0 near the diagonal (see Lemma 2.3. We refer the reader to
Taylor’s book [18, Chapter 7, Proposition 11.2] for a proof.
To prove that A is an isomorphism, we follow the proof of [18, Chapter 7,
Proposition 11.5] with the necessary modifications.
Assume that h ∈ C∞(Γ) with Ah = 0. If we define u(x) by u(x) = Ah(x),
x ∈ K◦, then u satisfies{
−(∇− ibA0)
2u = 0 in K◦
u = 0 on Γ.
We use (2.3) and integrate by parts, to get
0 = 〈−(∇− bA0A)
2u, u〉L2(K) = b‖u‖
2
L2(K) + ‖Qu‖
2
L2(K)
and so u ≡ 0 in K, i.e.
Ah(x) ≡ 0 in K◦. (2.8)
It follows from [18, Chapter 7, Proposition 11.3] that ∂N (Ah)(x) makes
a jump across the boundary Γ of size h, so if we let w(x) = Ah(x), x ∈ Ω,
then it satisfies {
−(∇− ibA0)
2w = 0 in Ω
∂Nw = h on Γ.
(2.9)
Since Ah does not jump across Γ, we see by (2.8) that w = 0 on Γ.
From the exponential decay of G0(x, y) as |x − y| → ∞ it follows that
w(x) = O(|x|−N ) as |x| → ∞ for all N > 0. Moreover w is smooth. Hence
we can integrate by parts in Ω to find
0 = 〈−(∇− ibA0)
2w,w〉L2(Ω) = b‖w‖
2
L2(Ω) + ‖Qw‖
2
L2(Ω),
and hence w ≡ 0 in Ω. From (2.9) we see that h = 0. 
We conclude the section with the following lemma.
Lemma 2.7. There exists a positive constant C0 depending only on Γ such
that, assuming γ ∈ C∞(Γ) satisfies |γ(x)| > C0 for all x ∈ Γ, then for any
function u = uΩ ⊕ uK ∈ L
2(R2) satisfying uΩ ∈ H
1
loc(Ω) and uK ∈ H
1(K),
it holds that,
∂ΓuΩ = A
−1
(
B +
(
γ +
1
2
)
I
)
uΩ , ∂ΓuK = A
−1
(
B +
(
γ −
1
2
)
I
)
uK ,
uΩ =
(
B +
(
γ +
1
2
)
I
)−1
A(∂ΓuΩ) , uK =
(
B +
(
γ −
1
2
)
I
)−1
A(∂ΓuK) .
Here A and B are the operators from (2.7).
SCHRO¨DINGER OPERATORS IN EXTERIOR DOMAINS 7
Proof. Pick C0 such that C0 > ‖B‖+1. Since B is a bounded operator, the
spectrum of B is strictly included in the open ball of center 0 and radius
C0. The hypothesis we made on γ guarantees that
0 6∈ σ
(
B +
(
γ ±
1
2
)
I
)
.
Thus we can invert the operator B +
(
γ ± 12
)
I. Now invoking Lemma 2.5
finishes the proof of the lemma. 
2.4. A result on Toeplitz operators. Recall the Landau levels {Λn}n∈N
together with their eigenspaces {Ln}n∈N introduced in Section 2.2. For all
n ∈ N, we denoted by Pn the orthogonal projector on the space Ln. Given
a positive integer n ∈ N and a compact simply connected domain U ⊂ R2
with smooth boundary, the Toeplitz operator SUn is defined by,
SUn = PnχUPn in L
2(R2) . (2.10)
Here χU is the characteristic function of U . Since Im(χUPn) ⊂ H
1(U) and
the boundary of U is smooth, then χUPn is a compact operator, and so is
the Toeplitz operator SUn .
We state the following lemma which we take from [8, Lemma 3.2].
Lemma 2.8. Given n ∈ N, denote by s
(n)
1 ≥ s
(n)
2 ≥ . . . the decreasing
sequence of eigenvalues of SUn . Then,
lim
j→∞
(
j!s
(n)
j
)1/j
=
b
2
(Cap(U))2 .
3. Proof of Theorem 1.1
Recall the compact simply connected smooth domain K ⊂ R2 and the
exterior domain Ω = R2 \ K. We have introduced the operator LγΩ,B with
quadratic form qγΩ,B from (1.4). We will use also the corresponding operator
in K, namely L−γK,B.
Since the quadratic forms qγΩ,b and q
−γ
K,b are semi-bounded, we get up to a
shift by a positive constat that they are strictly positive. Thus we assume,
the hypothesis:
(H1) The quadratic forms qγΩ,b and q
−γ
K,b from (1.4) are strictly positive.
The relevance of the hypothesis (H1) is that it provides us with the exis-
tence of the resolvents of LγΩ,b and L
−γ
K,b.
When there is no ambiguity, we will skip b and γ from the notation, and
write LΩ, LK , qΩ and qK for the operators L
γ
Ω,b, L
−γ
K,b, the quadratic forms
q
γ
Ω,b and q
−γ
K,B respectively. Notice that, for all u = uΩ ⊕ uK ∈ L
2(R2) such
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that uΩ ∈ D(qΩ) and uK ∈ D(qK), we have,
qΩ(uΩ) =
∫
Ω
|(∇− ibA0)uΩ|
2 dx+
∫
Γ
γ|uΩ|
2 dS
qK(uK) =
∫
K
|(∇− ibA0)uK |
2 dx−
∫
Γ
γ|uK |
2 dS .
If in addition, u ∈ H1
A0
(R2), then qΩ(uΩ)+ qK(uK) =
∫
R2
|(∇− ibA0)u|
2 dx.
We point also that if uΩ ∈ D(LΩ) and uK ∈ D(LK), then
∂ΓuΩ = ∂ΓuK = 0,
where ∂Γ is the trace operator from (2.6).
3.1. Extension of LΩ to an operator in L
2(R2). We pointed earlier that
since Ω and K are complementary in R2, the space L2(R2) is decomposed
as a direct sum L2(Ω) ⊕ L2(K). This permits us to extend the operator
LΩ in L
2(Ω) to an operator L˜ in L2(R2). Actually, let L˜ = LΩ ⊕ LK in
D(LΩ) ⊕ D(LK) ⊂ L
2(R2). More precisely, L˜ is the self-adjoint extension
associated with the quadratic form
q˜(u) = qΩ(uΩ) + qK(uK) , u = uΩ ⊕ uK ∈ L
2(R2) . (3.1)
By our hypothesis (H1), we may speak of the resolvent R˜ = L˜−1 of L˜. We
then have the following lemma.
Lemma 3.1. With L˜, R˜ and LΩ defined as above, it holds that:
(1) σess(LΩ) = σess(L˜).
(2) λ ∈ σess(R˜) \ {0} if and only if λ 6= 0 and λ
−1 ∈ σess(LΩ).
Proof. Since L˜ = LΩ⊕LK , then σ(L˜) = σ(LΩ)∪ σ(LK). But K is compact
and has a smooth boundary, hence LK has a compact resolvent. Thus
σess(LK) = ∅ and here it follows the first assertion in the lemma above.
Moreover, LΩ and LK are both strictly positive by hypothesis, hence 0 6∈
σ(L˜). It is then straight forward that
σess(L˜) = {λ ∈ R \ {0} : λ
−1 ∈ σess(R˜)}.

3.2. Essential spectrum of LΩ. With the operator L˜ introduced above,
we can view LΩ as a perturbation of the Landau Hamiltonian L in R
2
introduced in (2.1). Actually, we define
V = R˜−R0 = L˜
−1 − L−1.
Then we have the following result on the operator V .
Lemma 3.2. The operator V ∈ L(L2(R2)) is positive and compact. More-
over, for all f, g ∈ L2(R2), it holds that
〈f, V g〉 =
∫
Γ
∂Γu · (vΩ − vK) dS , (3.2)
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where u = R0f and v = R˜g.
Proof. Notice that the form domain H1
A0
(R2) of L is included in that of L˜,
and that for u ∈ H1
A0
(R2), we have
q˜(u) =
∫
R2
|(∇− ibA0)u|
2 dx .
Invoking Lemma 2.1, we get that the operator V is positive.
Let us establish the identity in (3.2). Notice that f = Lu and g = L˜v =
LΩvΩ ⊕ LKvK . Then we have,
〈f, V g〉 =
∫
Ω
Lu · vΩ dx+
∫
K
Lu · vK dx−
∫
Ω
u ·LΩvΩ dx−
∫
K
u ·LKvK dx .
The identity in (3.2) then follows by integration by parts and by using the
boundary conditions ∂ΓvΩ = ∂ΓvK = 0.
Knowing that the trace operators are compact, we conclude from (3.2)
that V is a compact operator. 
As corollary of Lemma 3.2, we get the first part of Theorem 1.1 proved.
Corollary 3.3. Assume the hypothesis (H1) above holds. Then
σess(LΩ) = {Λn : n ∈ N} , Λn = (2n − 1)b ,
and for all ε ∈ (0, b),
σ(LΩ) ∩ (Λn,Λn + ε) is finite ∀ n ∈ N .
Proof. Invoking Lemma 3.1, it suffices to prove that σess(R˜) = {Λ
−1
n : n ∈
N} in order to get the result concerning the essential spectrum of LΩ. No-
tice that R˜ = R0 + V with V a compact operator. Hence by Weyl’s theo-
rem, σess(R˜) = σess(R0) = σess(L
−1). But we know from Section 2.2 that
σess(R0) = {Λ
−1
n : n ∈ N} as was required to prove.
Since the operator V is compact and positive, invoking Lemma 2.2, we
get that σ(R˜) ∩ (Λ−1n − ε,Λ
−1
n ) is finite. Since R˜ = L˜
−1, this gives that
σ(LΩ) ∩ (Λn,Λn + ε) is finite. 
3.3. Reduction to a Toeplitz operator. In light of Corollary 3.3, we have
only to establish the second part of Theorem 1.1, namely the asymptotic
formulae in (1.7).
Let n ∈ N and pick τ > 0 such that
(
(Λ−1n − 2τ,Λ
−1
n + 2τ) \ {Λ
−1
n }
)
∩
σess(R˜) = ∅. Denote by {r
(n)
j }j≥1 the decreasing sequence of eigenvalues of
R˜ in the interval (Λ−1n ,Λ
−1
n + τ). In order to prove (1.7), it suffices to show
that
lim
j→∞
(
j!
(
r
(n)
j − Λ
−1
n
))1/j
=
b
2
(Cap(K))2 . (3.3)
We introduce the operator
Tn = PnV Pn , (3.4)
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where Pn is the orthogonal projection on the eigenspace Ln associated with
Λn. By Lemma 3.2, V is a compact operator, hence Tn is also a compact
operator. Denote by {t
(n)
j } the decreasing sequence of eigenvalues of Tn.
The next lemma, proved in [15, Proposition 2.2], shows that r
(n)
j − Λ
−1
n
are close to the eigenvalues of Tn.
Lemma 3.4. Given ε > 0 there exist integers l and j0 such that
(1− ε)t
(n)
j+l ≤ r
(n)
j − Λ
−1
n ≤ (1 + ε)t
(n)
j−l, ∀ j ≥ j0.
In all what follows, we work under the following additional hypothesis:
(H2) The function γ ∈ L∞(Γ) satisfies
min
x∈Γ
|γ(x)| > C0 , (3.5)
where C0 is the geometric constant from Lemma 2.7.
Under the hypothesis (H2) above, the spectrum of Tn will be further
related to the spectra of Toeplitz operators. Recall that associated with a
compact domain U ⊂ R2, we introduced in (2.10) the Toeplitz operator SUn .
We will prove the following result.
Lemma 3.5. Let K0 ⊂ K ⊂ K1 be compact domains with ∂Ki ∩ ∂K = ∅.
There exists a constant C > 1 such that
1
C
〈f, SK0n f〉 ≤ 〈f, Tnf〉 ≤ C〈f, S
K1
n f〉 ∀ f ∈ L
2(R2) . (3.6)
The proof of Lemma 3.5 is by reduction of the operator Tn to a pseudo-
differential operator on the common boundary Γ of Ω and K. We will give
the proof in the next section, but we give first the proof of (3.3).
Corollary 3.6. Assume the hypotheses (H1) and (H2) above hold. Then
the claim in (3.3) above is true.
Proof. Invoking the variational min-max principle, the result of Lemma 3.5
provides us with a sufficiently large integer j0 ∈ N such that, for all j ≥ j0,
we have,
1
C
s
(n)
j,K0
≤ t
(n)
j ≤ Cs
(n)
j,K1
.
Here {s
(n)
j,K0
}j and {s
(n)
j,K1
}j are the decreasing sequences of S
K0
n and S
K1
n
respectively. Implementing the result of Lemma 2.8 in the inequality above,
we get
b
2
(Cap(K0))
2 ≤ lim
j→∞
(
j!t
(n)
j
)1/j
≤
b
2
(Cap(K1))
2 .
Since both K0 ⊂ K ⊂ K1 are arbitrary, we get by making them close to K,
lim
j→∞
(
j!t
(n)
j
)1/j
=
b
2
(Cap(K))2 .
Implementing the above asymptotic limit in the estimate of Lemma 3.4, we
get the announced result in Corollary 3.6 above. 
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Summing up the results of Corollaries 3.3 and 3.6, we end up with the
proof of Theorem 1.1 provided the hypotheses (H1) and (H2) are verified.
As we explained earlier, the hypothesis (H1) can be eliminated by shifting
the operator by a sufficiently large positive constant. On the other hand,
Theorem 1.1 is stated under the hypothesis (H2) on the function γ.
So all what we need now is to prove Lemma 3.5. That will be the subject
of the next section.
3.4. Reduction to a boundary pseudo-differential operator. We start
with the following reduction of the operator Tn from (3.4).
Lemma 3.7. Under the hypothesis (H2) above, for all f, g ∈ L2(R2), it
holds that,
〈f, Tng〉 =
1
Λ2n
∫
Γ
(Pnf) · T ((Png)) dS . (3.7)
Here,
T = TB,−A
−1T−1B,+ ,
TB,± =
(
B +
(
γ ±
1
2
)
I
)
,
and A, B the operators from (2.7).
Proof. Recall that R0 = L
−1 is the resolvent of the Landau Hamiltonian, R˜0
that of the Hamiltonian L˜ = LΩ⊕LK . We denote by u = R0Pnf = Λ
−1
n Pnf ,
v = R˜Png = vΩ ⊕ vK and w = R0Png = Λ
−1
n Png. Notice that
〈f, Tng〉 = 〈Pnf, V Png〉
where V is the operator from (3.2). Invoking Lemma 3.2, we write,
〈Pnf, V Png〉 =
∫
Γ
∂Γu · (vΩ − vK) dS
=
∫
Γ
∂Γu · (vΩ − w + w − vK) dS
Using Lemma 2.7, we can write further,
〈Pnf, V Png〉 =
∫
Γ
∂Γu · (T
−1
B,−A(∂Γ(vΩ −w)) + T
−1
B,+A(∂Γ(w − vK))) dS.
Notice that vΩ and vK are in the domain of the operators LΩ and LK
respectively, hence ∂ΓvΩ = ∂ΓvK = 0. Consequently,
〈Pnf, V Png〉 =
∫
Γ
∂Γu · (T
−1
B,+ − T
−1
B,+)A(∂Γw)) dS. (3.8)
Lemma 2.7 also gives,
∂Γw = A
−1TB,−w , ∂Γu = A
−1TB,−u .
Inserting this in (3.8), we get by a simple calculation,
〈Pnf, V Png〉 =
∫
Γ
∂Γu · Tw dS ,
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where T is the operator introduced in Lemma 3.7 above. Recalling that
u = R0Pnf = Λ
−1
n Pnf and w = R0Png = Λ
−1
n Png, we get the identity
announced in Lemma 3.7 above. 
Lemma 3.8. There exists a constant C > 1, for all f ∈ L2(R2) it holds
that,
1
C
‖Pnf‖L2(Γ)‖Pnf‖H1(Γ) ≤ 〈f, Tnf〉 ≤ C‖Pnf‖L2(Γ)‖Pnf‖H1(Γ) .
Here Pn is the orthogonal projection on the Landa level Ln.
Proof. Lemma 2.6 says that A is an elliptic pseudo-differential operator of
order −1, hence A−1 is a pseudo-differential operator of order 1. On the
other hand, B is also a pseudo-differential operator of order −1 and γ ∈
C∞(Γ), hence TB,± and T
−1
B,± are pseudo-differential operators with order 0.
Therefore, the operator T from Lemma 3.7 is a pseudo-differential operator
with order 1. Invoking again Lemma 2.6, T is invertible and therefore, there
exists a constant C > 1 such that,
1
C
‖u‖L2(Γ)‖u‖H1(Γ) ≤ 〈u, Tu〉 ≤ C‖u‖L2(Γ)‖u‖H1(Γ) ,
for all f ∈ H1(Γ). Applying the above estimate with u = Pnf and f ∈
L2(R2), and recalling (3.7), we get the double inequality announced in the
above lemma holds for all f ∈ S. 
Proof of Lemma 3.5.
Step 1. Lower bound. We prove that the lower bound in (3.6) is valid for
all f ∈ L2(R2). Let u = Pnf , with Pn the orthogonal projection on the
eigenspace Ln associated with the Landau level Λn. By the definition of Tn
from (3.4), the estimate of Lemma 3.8 gives,
〈f, Tnf〉 ≥
1
C
‖u‖L2(Γ)‖u‖H1(Γ) .
So it suffices to prove that
〈f, SK0n f〉 ≤ C
′‖u‖L2(Γ)‖u‖H1(Γ) ,
for some positive constant C ′. Recalling the definition of SK0n , this is equiv-
alent to showing that
‖u‖L2(K0) ≤ C
′‖u‖L2(Γ)‖u‖H1(Γ) . (3.9)
Notice that Lnu = 0, where Ln = L − ΛnI. Let us denote by E(x, y) the
Green’s potential of the operator Ln. Then E is smooth away from the
diagonal x = y and decays logarithmically near the diagonal in the same
way described in Lemma 2.3 (see Stampacchia [17]).
Let Bn be the double layer operator evaluated at the boundary, i.e. for
any α ∈ H1loc(R
2),
Bnα(x) =
∫
Γ
(∂N )yE(x, y)α(y) dS(y), x ∈ Γ.
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Here we remind the reader that ∂N = νΩ ·(∇− ibA0) and νΩ is unit outward
normal of the boundary ∂Ω = Γ.
The operator Bn is compact, since the kernel E(x, y) has a logarithmic
singularity at the diagonal x = y. Therefore, under the hypothesis that |γ| is
sufficiently large, we can invert the operator Bn+ (γ+
1
2)I in L
2(R2). That
way, similar to Lemma 2.5, using the results in [18, Chapter 7, Section 11],
we can write,
u(x) =
∫
Γ
(∂N )yE(x, y)
(
Bn +
(
γ +
1
2
)
I
)−1
u(y) dS(y), x ∈ K◦ ,
(3.10)
for all u ∈ Pn(L
2(R2)). Thus (3.10) gives us the inequality ‖u‖L2(K0) ≤
C ′‖u‖L2(Γ), which is sufficient to deduce the estimate in (3.9) above.
Step 2. Upper bound.
Now we establish the upper bound in (3.6). This part is actually quiet easy.
Let f ∈ L2(R2) and u = Pnf , the projection on the eigenspace Ln. Notice
that the trace theorem gives,
‖u‖L2(Γ)‖u‖H1(Γ) ≤ C‖u‖H1/2(K)‖u‖H3/2(K) ,
for some positive constant C. Invoking the Sobolev-Rellich embedding the-
orem, we get for a possibly new constant C,
‖u‖L2(Γ)‖u‖H1(Γ) ≤ C‖u‖
2
H2(K) .
Notice that Lnu = Lu−Λnu = 0. Then by elliptic regularity, given a domain
K1 such that K ⊂ K1, there exists a constant CK1 such that,
‖u‖H2(Γ) ≤ CK1
(
‖Lnu‖L2(K1) + ‖u‖L2(K1)
)
= CK1‖u‖L2(K1).
Summing up, we get,
‖Pnf‖L2(Γ)‖Pnf‖H1(Γ) ≤ C‖Pnf‖
2
L2(K1)
, ∀ f ∈ L2(R2) .
Substituting the above inequality in the estimate of Lemma 3.8, we get the
upper bound announced in (3.6). 
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