When computing resources are consolidated in a few huge data centers, a massive amount of data is transferred to each data center over a wide area network (WAN). This results in increased power consumption in the WAN. A distributed computing network (DCN), such as a content delivery network, can reduce the traffic from/to the data center, thereby decreasing the power consumed in the WAN. In this paper, we focus on the energy-saving aspect of the DCN and evaluate its effectiveness, especially considering traffic locality, i.e., the amount of traffic related to the geographical vicinity. We first formulate the problem of optimizing the DCN power consumption and describe the DCN in detail. Then, numerical evaluations show that, when there is strong traffic locality and the router has ideal energy proportionality, the system's power consumption is reduced to about 50% of the power consumed in the case where a DCN is not used; moreover, this advantage becomes even larger (up to about 30%) when the data center is located farthest from the center of the network topology.
Introduction
With the development of software as a service (SaaS) and cloud computing, computing resources, i.e., servers and storage systems, are increasingly being concentrated in a few huge data centers [1] . Moreover, an enormous amount of data will be created as a result of promoting the information society such as data related to digital video, surveillance cameras, and sensor-based applications [2] , [3] . These changes will lead to a massive amount of data traversing a wide area network (WAN), which will increase the power consumed in the WAN. A distributed computing network (DCN) such as a content delivery network, which deploys a caching mechanism and related processing functions at network nodes [4] , is a one of the major approaches to complement the concentrated processing in a data center [5] . It not only improves the response time to clients but also reduces the traffic from/to a data center (e.g., in cases of peer-to-peer (P2P) systems [6] - [10] ), resulting in the power consumed in the WAN decreasing. This paper focuses on such an aspect of energy-saving through the use of the DCN [11] .
When we investigate power efficiency in the WAN, it is important to consider traffic locality resulting from where traffic is supplied and demanded. For example, data collected from a local area for surveillance in a smart city [12] could be used mainly in that area and its surrounds. Information originating in and specific to the local area could be accessed more by users in the area and less by users far from it. In such a case, to avoid the round-trip route from the area to a distant data center, localizing the traffic in the area with the aid of a DCN is effective. Our goal is therefore to explore and describe the power efficiency profile of such a DCN, especially considering traffic locality. Note that content supply and demand locations are generally related to the contents themselves and independent of their server's location; therefore, the DCN's server function can be located anywhere to achieve the DCN's power efficiency without affecting the supply and demand distribution. In recent years, power efficiency in telecommunications networks has been one of the major research issues in this field [13] - [15] . A typical WAN uses Internet protocol (IP) over a wavelength division multiplexing (WDM) optical network. IP routers (often called routers here) are the dominant power consumer in the networks; they consume 90% of the total power in such a network [16] , [17] . There are several approaches for developing the network power consumption models and energy-saving techniques; these approaches are classified by their focus on the router whose power is consumed mainly by its chassis, switching fabric, line cards, and ports. The first approach treats a router as one power element. The number of active routers in the network is minimized by turning the router off or putting it to sleep, so that the total power is optimized while satisfying the traffic requirements [18] , [19] . The second approach is based on router power consumption being the sum of its individual elements such as chassis and line card. The minimum number of elements are fed power in order to guarantees the traffic requirements [20] . The third approach focuses on the router's ports. Alternative routing for bypassing the active ports eliminates the power consumed by the ports themselves [16] , [21] , [22] or by their connecting links [23] , [24] . The last approach assumes that the router exhibits energy proportionality [25] , [26] . For this behavior, the router's power consumption is expressed as a linear function of the router's traffic load (i.e., energy per bit) [27] , as a step-increasing function of the traffic load [28] , and as the sum of the power consumption in active and idle modes [29] .
Furthermore, with energy-proportional behavior assumed, the energy efficiency of distributed content delivery Copyright c 2012 The Institute of Electronics, Information and Communication Engineers architectures have been evaluated in the case of intermediate routers capable of storing popular contents for retrieval throughout the network [30] , [31] , in the case of distributed servers within an Internet service provider (ISP) compared with those located at a data center [32] , and in the case of ISP-controlled home gateways distributing contents in a P2P fashion [33] . These studies aimed to achieve efficient content distribution, so they took into account the popularity of the content, i.e., which content is more likely to be downloaded. However, the content locality, i.e., where the content is created, stored, and downloaded was beyond their scope.
In this paper, we also assume that the router has energy proportionality; furthermore, we focus on evaluating the effect of traffic locality on the DCN's power efficiency as compared with the conventional computing scheme of processing only in the data center. For this purpose, we first formulate the problem of optimizing the DCN power consumption; this network can include a distributed server function providing data compression and caching to reduce the transit traffic through the WAN to a data center. Second, in order to evaluate the DCN power consumption, we describe the details of the network: topology, traffic supply and demand matrix, metric of data center location, and router power consumption model. The traffic matrix is introduced to quantify the traffic locality, i.e., the amount of traffic related to the geographical closeness between the demand and supply areas. Third, by applying a heuristic method, we examine how much the system power consumption is affected by traffic locality and the ratio of download traffic to upload traffic, as well as the data center location, and the router power consumption profile. Note that the system power consumption is assumed to depend on the traffic amount, so we will decrease the system power by reducing the traffic amount rather than by rerouting and grooming the traffic to increase the number of sleeping elements. Furthermore, although the DCN power consumption under a variety of traffic conditions is evaluated, the DCN deals only with a client-server flow model. The rest of this paper is organized as follows. In Sect. 2, we present an application scenario and introduce a formulation of the power consumption problem. In Sect. 3, we describe the network model. Then, in Sect. 4, we evaluate the effect of traffic locality on the system power consumption. Finally, in Sect. 5, we give conclusions and discuss remaining issues.
Application and Power Consumption Models
We first give an application scenario suitable for the DCN to supplement the concentrated processing in a data center. We then construct a model of the system power consumption according to the scenario.
Application Scenario
A schematic diagram representing an application scenario is shown in Fig. 1 . One of the typical applications is a surveillance application system that continuously collects data from widespread sensors such as measuring devices and still & video cameras. The application system comprises a distributed infrastructure including the sensors for collecting data, clients for using data processed on servers, network nodes (called nodes here), a server (with bundled storage) in a data center, and links between them. Each network node is an IP router capable of binding a server function, which we call a node-attached virtual server (NAVS). The NAVS can be implemented by using a general server device or a service module card added to the router (e.g., [34] ). The NAVS might have the same processing functions as a server in the data center; moreover, it provides application-level service in order to reduce the volume of traffic traversing the WAN, as follows.
When a sensor collects raw data and uploads it to the data center, the sensor sends the data to the nearest NAVS. The NAVS then compresses the received upload data by filtering, re-segmenting, or encoding it and transfers it to the data center server. Furthermore, the NAVS caches the received data in a local storage device, after processing it if necessary, in preparation for future requests from clients. When a client downloads the data from the data center, the client requests the data from the nearest NAVS. If the requested data originated from the local area and the NAVS has cached it, the NAVS sends the cached data to the client. Otherwise, the NAVS downloads it from the data center server and forwards it to the client.
Here, a local area for each NAVS is defined as the area where the NAVS collects and delivers data. The total area of the sensors/clients is covered by all NAVSes. Thus, when another NAVS is added, each of the local areas becomes smaller than before.
System Power Consumption Model
Below, we formulate the problem of optimizing the DCN power consumption. We define the network topology G = (N, E) as consisting of a set of network nodes N and a set of links E. Moreover, we utilize the following notation and definitions, where the traffic volume is measured in bits per second:
Sets and parameters:
N : set of nodes in the network topology. N + i : set of neighboring nodes from which node i∈N receives traffic. N − i : set of neighboring nodes to which node i∈N sends traffic. f i j : traffic volume flowing on the link from node i∈N to node j∈N g i : traffic volume routed through node i∈N; this is equal to the traffic volume processed by the NAVS attached to node i. t sd : traffic volume flowing from source node s∈N to destination node d∈N f sd i j : traffic volume flowing from source node s∈N to destination nodes d∈N that is routed through the link from node i∈N to node j∈N.
. a i j ( f i j ) : power consumption of the link from node i∈N to node j∈N; this is expressed as a function of f i j .
power consumption of node i∈N; this is expressed as a function of g i . c i (g i ) : power consumption of the NAVS attached to node i∈N. It is also the power consumption of the data center server receiving traffic from node i∈N. This is also expressed as a function of g i .
Variables:
P : number of NAVSes introduced in the network, each of which is attached to a corresponding node. x i j ∈{0, 1} : binary variables that take the value of 1 if there is a link from node i∈N to node j∈N and 0 otherwise. y i ∈{0, 1} : binary variables that take the value of 1 if a NAVS is attached to node i∈N and 0 otherwise.
To make the model simple, we assume that there is one data center, which has one data center server connected to node c∈N. Given the above definition, our power-minimized design model is as follows.
Subject to:
Objective (1) states that the system power consumption (E) is modeled as the sum of the power consumptions of all links, of all nodes, and of all NAVSes as well as of the data center server. Constraint (2) states that the number of NAVSes introduced in the network is P. Constraint (3) ensures that the traffic flow is conserved at any node on the path from any source node to any destination node. Constraints (4) and (5) evaluate the total flow routed on each link and through any node, respectively. The above formulation is a combinatorial optimization problem for finding the locations of P nodes, each of which binds a NAVS, minimizing E in Objective (1). This problem is analogous to the uncapacitated facility location problem [35] and is NP-hard to solve optimally.
Traffic Flow Formulation
In addition to the previous subsection, we also formulate t sd when the traffic is flowing according to the application scenario described in Sect. 2.1. We define additional terms as follows. 
For upload traffic, constraint (6) states that a NAVS is attached to destination node v∈N v receiving traffic from node e∈N e . Constraint (7) ensures that node e∈N e , accessed from sensors, uploads traffic to one of the nodes, each of which binds a NAVS. Similarly, for download traffic, constraint (8) states that a NAVS is attached to source node v ∈N v sending traffic to node e ∈N e . Constraint (9) ensures that node e ∈N e , accessed from clients, downloads traffic from one of the nodes, each of which binds a NAVS. Then, the end-to-end traffic volume is formulated as follows.
(1) Upload traffic
The upload traffic volume originating from node e∈N e destined to node v∈N v , which is a node with a NAVS, is
When this NAVS-equipped node v∈N v receives traffic, it uploads γ times the traffic to the node connected to the data center (node c∈N). 
Network and System Model
In this section, in order to evaluate the power consumed by the DCN, we describe the network system in detail.
Network Topology
We consider the Japan-wide network system depicted in Fig. 2 . This network has a hierarchical architecture composed of a core network and edge networks. The core network is a Japan-wide network composed of 47 core nodes, i.e., IP routers, located in the 47 prefectural capitals. The core nodes are connected by 75 links according to the topology of road and railroad networks. Meanwhile, an edge network is a prefecture-wide network where each edge node, which is also an IP router, aggregates sensors/clients and connects to a core node at a distance of 1 hop. In all the edge networks, there are 1194 edge nodes; these are located in the areas covered by local governments, i.e., wards, cities, and districts as of 2008. Each of these core and edge nodes is capable of binding a NAVS. In addition, a server in a data center is connected directly to the core node where the data center is located. Note that access networks are not included in this topology, because their energy consumption is hardly affected when the traffic load changes [36] .
Traffic Supply and Demand Matrix
In order to define the metric of traffic locality, we introduce a matrix giving the traffic volumes between source and destination nodes in the network.
To upload traffic to a data center via a NAVS, each node in an edge network generates a traffic load proportional to the number of households (as of 2008) in the area such as ward, city, and district where the edge node is located; this traffic load is set to n e (e∈N e ), as mentioned in Sect. 2.3.
(2) Download traffic
To define the metric of traffic locality resulting from where traffic is supplied and demanded, we introduce a traffic supply and demand matrix based on a gravity model [37] . This matrix is expressed by m ee (e∈N e , e ∈N e ), as mentioned in Sect. 2.3, as follows:
where k is a proportionality constant, A e and A e are factors related to the traffic supply and demand amounts in the areas where the source node e∈N e and destination node e ∈N e are located, respectively, d ee is the distance between these two nodes, β is a parameter for changing the relationship between the distance and traffic amounts exchanged between the two areas. Here, A e and A e are assigned to the number of households in the areas, respectively. In addition, distance d ee is expressed as the hop count between the two nodes.
If the source and destination nodes are the same node, the value of d ee is set to 0.1 for convenience. Furthermore, we denote the ratio of the total amounts of download traffic to upload traffic by α. The download traffic that originated at node e∈N e is as follows:
e ∈N e m ee = αn e (∀e∈N e ).
The constant k in Eq. (14) is therefore calculated as follows:
Here, β specifies the degree of traffic locality. An example of how β changes the traffic locality is shown in Fig. 3 . This figure shows the ratio of traffic flowing within the edge network to the total traffic as a function of β. When β is smaller than 1.0, the traffic flowing within the edge network is less than 30%. On the other hand, when the β is larger than 2.0, this traffic flow is more than 80%.
Metric of Data Center Location
The location of the data center has a large effect on the power consumed for forwarding the traffic to the data center. We therefore define a metric by using the closeness centrality (C c ) [38] of the node connected to the data center (node c∈N) as follows.
where n i and m i are traffic volumes uploaded from node i∈N e and downloaded to it, respectively, and d ic is the distance (i.e., hop count) between node i∈N e and node c∈N. A node that has a higher C c value receives data via shorterdistance transmission than other nodes. In our network model, the 23th node (which corresponds to Aichi) has the maximum C c of 0.175 and the 47th node (which corresponds to Okinawa) has the minimum C c of 0.084 (see Fig. 2 ).
Router Power Consumption Model
To describe the power characteristics of a router, we con- Fig. 4 Router's energy proportionality [26] , [41] . sider steady-state traffic and energy-proportional behavior. As shown in Fig. 4 , the router's observed power consumption might be a step-increasing function of traffic load, in which the step size depends on the power consumption of the router's chassis, switching fabric, line cards, and active ports. This power profile (which is b i (g i ) (i∈N) in Sect. 2.2) is approximated as l i g i + base i , where l i is a proportionality factor and base i is the baseline, i.e., power consumption while the router is idle. The baseline is as much as about 80% of the maximum power consumption in the current router architecture [26] . However, we believe that the baseline will become smaller and that routers will come to have the ideal power-proportional characteristics modeled in studies like [25] , [26] in the future, as power saving techniques, e.g., [29] , [39] - [41] , are developed and applied. Figure 5 plots the maximum switching capacity versus maximum power consumption for several series of core/edge router products; their specifications were gathered from the following web pages [42] - [44] . For routers within the same series, the ratio of router maximum power to maximum capacity is almost the same. We assume that the router's idle power is proportional to the maximum power consumption; this ratio is independent of i∈N and denoted by R base . As a result, the proportionality factor (l i (i∈N)) is the same for all routers in a single series; moreover, the larger routers in the series consume more power in the idle state. When a router has a large R base value, the router consumes much power even if less traffic load is offered. Meanwhile, as R base decreases, the router comes to have perfect energy proportionality.
In addition, since we suppose that the NAVS is implemented by dedicated hardware [45] , the power consumption of a NAVS could be close to that of a router. Hence, we assume that the NAVS's power profile (c i (g i ) (i∈N)) is same as the router's (b i (g i ) (i∈N)). Note that the power consumed by a node (i.e., a router) with a NAVS is handled separately as that consumed by a node and that consumed by a NAVS, according to Objective (1).
Evaluation
The DCN power consumption (E in Objective (1)) was evaluated by simulating the traffic load on each node of the network system described in Sect. 3. In this section, we first explain the evaluation method and then present detailed results.
Evaluation Method
To solve the combinatorial optimization problem described in Sect. 2.2 for such a large network, one needs to use an efficient heuristic. We chose to apply the greedy-interchange heuristic [35] to select the locations of P NAVSes minimizing E. Its algorithm is explained as follows.
step 1:
The first node to be given a NAVS is found as follows. Starting from the state where all of the nodes do not yet have a NAVS attached, E is calculated when each node has one. For a given node, if NAVS attachment minimizes E, that node is selected as the first node to have the NAVS attached. step 2: The next node to be given a NAVS is chosen as follows. E is calculated when a NAVS is added to each node that does not have one yet. For a given node, if NAVS attachment minimizes E, that node is selected next for NAVS attachment. step 3: Relocation of the NAVS to an adjacent node is tested. E is calculated when the NAVS is moved to each adjacent node that does not yet have one. If E is smaller than before the NAVS was moved, the NAVS is moved to the adjacent node. This step is repeated until E becomes larger after NAVS movement, in which case the NAVS is not moved. step 4: The number of NAVSes is counted. If the number is less than P, go to step 2.
Note that we neglect the first term of Objective (1) when calculating E because the WDM links of an IP-over-WDM network account for only around 10% or less of the total power consumption [16] , [17] . In addition, although the traffic route may be changed because of constraints on the available link bandwidth, this consideration is outside the scope of this paper.
The following conditional settings were used for the evaluations conducted in the next subsection.
• Compression ratio of upload traffic volume at a NAVS (γ in Eq. (11)) was set to a constant value of 0.1.
• The sum of total upload traffic ( e∈N e n e ) and total download traffic ( e∈N e e ∈N e m ee ) was set to the estimated volume of Internet traffic in Japan (2.6 Tbps (as of 2011)) [46] .
• Routers of the latest series specified in Fig. 5 were selected for nodes in the core and edge networks. Hence, "series C" specifications were used for core nodes and "series E" ones were used for edge nodes. Furthermore, the smallest router model (or the combination of smaller models) was chosen from the series; it satisfied the condition that the maximum possible traffic load on the router was less than 50% of the router's maximum switching capacity regardless of the traffic route selected in the network.
• To avoid an impractical route from an edge node to the data center, the data center was conveniently supposed to provide the services of a NAVS. Hence, in step 1, the location of the first NAVS was fixed to that of the data center and this NAVS was connected to the same node to which the data center server was also connected. Then, if the distance from an edge node to the data center was shorter than that from the edge node to the nearest NAVS outside the data center, the edge node could directly communicate with the data center.
Evaluation Results
In Sect. 4.2.1 to Sect. 4.2.4, we present evaluation results for when NAVSes are distributed to only core nodes. In these sections, the cycle from step 1 to step 4 explained in the previous subsection is repeated 46 times (i.e., in cases of P = 2 to P = 47) for one set of evaluations.
Overview of Power Optimization Results
The change in total power consumption (E) versus the number of NAVSes (P) is shown in Fig. 6 . Here, the traffic matrix parameters, α and β in Eqs. (14)- (16), were set to 1.0 and 2.0, respectively. The data center was connected to the 13th core node (see Fig. 2 ); this node corresponds to Tokyo, which sent and received the largest volume in our network system. Each router's power consumption ratio in the idle state (R base ) was set to 0.01. In addition, "P = 1" means that there was only the data center (containing the first NAVS) and no distributed NAVSes outside the data center. E with only the data center is denoted by E 1 here. Overall, as more NAVSes were added, E decreased through a reduction in the amount of traffic; it was minimum (around 70% of E 1 ) when P was equal to 15. Then, it increased steadily with additional base power consumption of the NAVSes. We can say that the number and locations of NAVSes were optimized when E was minimum. Below, the optimized E is denoted by E min and the number of NAVSes providing E min is denoted by P min . Figure 7 gives the location of P min NAVSes at E min shown in Fig. 6 . In the optimal state, the NAVSes were attached to the core nodes located in major metropolitan areas where most of the traffic (e.g., about 70% of both all upload and download traffic in this evaluation) was generated and consumed.
In addition, E was composed of three components: power consumed independently of traffic amount (denoted by the term "base") (Eb), that consumed for the upload traffic (Eu), and that consumed for the download traffic (Ed). Each component was the sum of the power consumed by all nodes (excluding that consumed by NAVSes) and that consumed by all servers (i.e., P NAVSes and the data center server), which were related to the second and third terms of Objective (1), respectively.
Most of the power consumed by all of the servers was that consumed by NAVSes. The power consumed by all NAVSes in Eu as well as that in Ed was constant and independent of P because the total amount of upload traffic processed (and also cached) by all NAVSes was constant, and the total number of requests for downloading from all NAVSes remained unchanged regardless of P.
Meanwhile, as P was increased, the power consumed by all nodes in Eu decreased because the average hop count between an edge node and a corresponding NAVS became smaller. At this time, the power consumed by all nodes in Ed was affected by the trade-off between the hop count from an edge node to a NAVS and the amount of traffic cached at the NAVS. This was because, when a NAVS was added, each of the NAVSes covered fewer edge nodes, resulting in less traffic being cached per NAVS and more traffic being downloaded from the data center server. The amount of cached traffic per NAVS, and hence this trade-off as well, was dependent on the degree of traffic locality (β), which will be explained in the next subsection.
Effect of Traffic Locality
When both the ratio of download traffic to upload traffic and the ratio of traffic flowing within a local area to the total traffic become large, caching at a NAVS becomes more effective and the power consumed by the system thereby becomes smaller. We have therefore analyzed the optimized system power consumption (E min ) as a function of traffic matrix parameters (α and β), as shown in Fig. 8 . This figure indicates (a) the ratio of E min to E 1 and (b) the number of NAVSes at E min (P min ). Note that E 1 was hardly different for the values of α and β. As in the previous subsection, the data center was at the 13th core node and R base was set to 0.01.
When α was set to nearly 0.1, most of the traffic was upload traffic from edge nodes to the data center server via NAVSes. Then, E was almost the sum of Eb and Eu. In this case, lower E min (69 to 73% of E 1 ) was achieved by deploying data compression in the NAVSes. Thus, E min had little relation to β. In addition, when α was 0.1, P min was approximately constant (14 to 16).
When α became large and approached 10, the contribution of Ed to E also became large and dominant. If β equaled 0.0 in this case, the closeness between the node where the download traffic originated and the node downloading the traffic had no influence on the amount of traffic exchanged between the two nodes. There was less downloaded traffic that originated at edge nodes in the same local area, so caching by the NAVSes made little contribution to the reduction in power consumption. As a result, E min was 96% of E 1 at the point (α,β)=(10,0.0). At this time, P min was two. An extra NAVS resulted in a higher E. On the other hand, when β was 3.0, nearly 100% of the download traffic originated from the local area. This led to the power reduction due to caching being very effective. Consequently, E min was 64% of E 1 at the point (α,β)=(10,3.0). In this case, P min was maximum, for which there were 17 NAVSes.
Effect of Data Center Location
In order to evaluate the effect of data center location, we analyzed the change in E min with the data center's closeness centrality (C c in Eq. (17)), as shown in Fig. 9 . Here, R base was set to 0.01, as in the previous subsections. As shown in Fig. 8(a) , E min was maximum at the point (α,β)=(10,0.0) and minimum at the point (α,β)=(10,3.0). We have therefore drawn a line connecting these two points for each result in Fig. 9 . Furthermore, we have added the point indicating E 1 ; this was indicated only for (α,β)=(10,0.0), because E 1 was hardly different for the values of α and β.
With only the data center, E 1 largely depended on C c of the data center. In our network model, C c was minimum when the data center was connected to the 47th node. Since this 47th node received traffic over a longer distance than others, E 1 in this case was maximum and 1.5 times larger than in the case where the data center was located at the 13th node.
On the other hand, when the NAVSes were distributed, the dependency on the data center location disappeared. When there was no traffic locality (i.e., (α,β)=(10,0.0)), E min was almost the same as E 1 in the case where the data center's C c was maximum, regardless of the data center location. In this case, P min was two; this meant that a NAVS other than the one in the data center behaved as an alternative to the data center server located far from the center of the network topology. Furthermore, when there was strong traffic locality (i.e., (α,β)=(10,3.0)), E min retained the minimum value regardless of where the data center was located. In this case, P min was nearly constant at 16 or 17.
Effect of Energy Proportionality
Finally, we evaluated the effect of modeling a router's idle power consumption. Figure 10 shows how E min as well as E 1 changed with the ratio of idle power consumption (R base ). In this figure, we show two cases for E 1 : the data center's C c was minimum (i.e., connected to the 47th core node) and approximately maximum (i.e., connected to the 13th core node). Moreover, we indicate two cases for E min : in one, E min is maximum (i.e., (α,β)=(10,0.0)) and in the other, it is minimum (i.e., (α,β)=(10,3.0)). We omitted other results because E 1 had little relevance to the values of α and β; furthermore, E min was little dependent on the location of the data center, as mentioned in the previous subsections.
When each node had imperfect energy proportionality, i.e., a large R base value, each node consumed a lot of base power even if there was less traffic load on it. This made the system power consumption very high. In this case, Eb accounted for a large portion of E. Since E was little dependent on both Eu and Ed, both E 1 and E min were little influenced by the location of the data center or the values of α and β.
On the other hand, as each node had perfect energy proportionality, i.e., a small R base value, the system power consumption became small. This was because each node consumed less base power and the traffic load was not so high for its capacity. In this case, the contribution of both Eu and Ed to E became relatively large. As a result, the effect of the DCN (i.e., the difference between E 1 and E min ) and the influence of the data center location, α, and β also became large. When there was strong traffic locality (i.e., (α,β)=(10,3.0)), E min approached 46% of E 1 in the case where the data center was located at the 13th node; furthermore, E min was 28% of E 1 in the case where the data center was located at the 47th node.
Results for Another Application Scenario
The DCN could have another application scenario in which a NAVS can communicate with other NAVSes as well. Consider the situation in which a client requests data from a NAVS (called NAVS A) and NAVS A does not have the data; this data is cached in another NAVS (called NAVS B) which lies closer to NAVS A than the data center does. Then, NAVS A downloads it not from the data center server but from NAVS B. We evaluated this case with the same settings as in Sect. 4.2.2. The difference from Fig. 8(a) was maximum at the point (α,β)=(1.0,0.5), although E min at this point was reduced to 97% of that in the case of Fig. 8(a) for the given network topology.
We also investigated the situation in which a NAVS could be attached to a node in the edge network. In this case, with the same settings as in Sect. 4.2.2, the evaluation results showed that, when there was strong traffic locality (i.e., (α,β)=(10,3.0)), E min in this case approached 93% of that in the case of Fig. 8(a) . The power reduction was not so large because all edge nodes could reach the core network in a single hop for the given topology.
Conclusion
This paper focused on the energy-saving aspect of the DCN, especially considering traffic locality. Through numerical evaluations of a Japan-wide network model, we revealed the following results. When most of the traffic was upload traffic to the data center, the power consumption of the DCN had little relation to traffic locality. On the other hand, as the download traffic became dominant, the dependence on traffic locality also became large. When there was strong traffic locality, the power consumed with the DCN was reduced by up to about 30% of that consumed with only the data center. We note that, although the NAVS's power model and specifications affect the total power consumption (E), the above results should hold as long as the power consumption of routers predominates in E. In this paper, the DCN's topology was fixed. The energy efficiency related to traffic locality described above could hold for similar static network topologies. However, a dynamic topology change, e.g., dynamic WDM path setting bypassing an intermediate IP router in an IP-over-WDM network, will have an impact on the DCN's power consumption. In the future, we would therefore like to investigate a power-efficient network topology.
