Learning representations of medical concepts from the Electronic Health Record (EHR) has been shown effective for predictive analytics in healthcare. Incorporation of medical ontologies has also been explored to further enhance the accuracy and to ensure better alignment with the known medical knowledge. Most of the existing works assume that medical concepts under the same ontological category should share similar representations, which however does not always hold. In particular, the categorizations in medical ontologies were established with various factors being considered. Medical concepts even under the same ontological category may not follow similar occurrence patterns in the EHR data, leading to contradicting objectives for the representation learning. In this paper, we propose a deep learning model called MMORE which alleviates this conflicting objective issue by allowing multiple representations to be inferred for each ontological category via an attention mechanism. We apply MMORE to diagnosis prediction and our experimental results show that the representations obtained by MMORE can achieve better predictive accuracy and result in clinically meaningful sub-categorizations of the existing ontological categories.
Introduction
With the rapid growth of adoption of the Electronic Health Record (EHR), analyzing the EHR data to benefit the care for individual patients is attracting increasing attentions. Typically, the EHR data of a patient contains a set of clinical events including diagnoses, medications, procedures, laboratory tests, etc. Numerous efforts have been made to perform predictive analytics based on the medical concept representations learned from the EHR data, e.g. clinical event prediction [Choi et al., 2017; Ma et al., 2018] , mortality prediction [Sha and Wang, 2017] , among many others. Inspired by the well-adopted Word2Vce [Mikolov et al., 2013b] , these models usually learn a vector representation for each medical concept (e.g. a diagnosis code) from the co-occurrence information with the aim of making the frequently co-occurring medical concepts being close in the embedding space, such that the distance of two medical concepts in the embedding space can reflect their semantic closeness [Choi et al., 2016a; Choi et al., 2016c] . The medical concept representations being learned can then be further aggregated according to the patients' records and followed by the subsequent analytics, for instance the next-admission diagnosis prediction [Nguyen et al., 2016; Ma et al., 2017] .
Despite the promising results obtained, one of the major challenges in this paradigm is that it relies on a large volume of training data which however is generally not easily available due to privacy concerns. Meanwhile, the representations learned purely from the (noisy) EHR data do not necessarily align with the existing medical knowledge, making the representations difficult to be interpreted by the clinicians. In view of these limitations, methods to inject existing medical knowledge into the representation learning process have been proposed recently [Choi et al., 2017; Ma et al., 2018] . Specifically, the medical ontologies which encode the relationships among the medical concepts in well structured formats (e.g. a knowledge graph or a hierarchical tree) can be utilized to guide the representation learning process.
The existing models incorporate the ontologies typically by assuming that the clinical concepts (i.e. the nodes in the ontologies) should be closer in the embedding space if they are closer in the ontologies (e.g. sharing the same category). This assumption is reasonable if the representations need only respect the relationships in the ontologies. However, it could hurt the accuracy of subsequent predictive analytics if we want the ontologies and the EHR data are to be respected at the same time to learn the representations. The main reason is due to the inherent inconsistency between the EHR co-occurrence and the ontologies. For example, the two diagnoses "Type I Diabetes Mellitus(T1DM, ICD-9 code: 25001)" and "Type II Diabetes Mellitus(T2DM, ICD-9 code: 25000)" share the same ancestor "Diabetes mellitus without complication" in the CCS (Clinical Classifications Software) ontology. However, they never co-occur in the EHR data as they are mutually exclusive. The benefit of introducing the ontologies and that of using the EHR data could easily "cancel out" each other, if the inconsistency issue is not carefully handled.
To alleviate this problem, we first relax the aforementioned assumption by allowing nodes close to one another in the ontologies not necessarily close in the embedding space. To achieve so, we borrow the idea of "multi-sense" from word embedding [Huang et al., 2012] to allow each of the non-leaf nodes to carry multiple semantic meanings. To be more specific, we learn multiple vector-based representations, instead of only one, for the non-leaf nodes in the ontologies, and each of these representations is expected to correspond to a distinct "sense" and capture a particular group of lower level medical concepts with closer semantic meanings as reflected in the EHR data. Equipped with the attention mechanism [Bahdanau et al., 2015] imposed on the ontologies, the desired separation becomes attainable. For instance, in the above example of diabetes mellitus, "T1DM" and "T2DM" would potentially be captured by two different "senses" of their common ancestor, as they barely co-occur in the EHR data and are generally very different in terms of pathology and therapy. Moreover, our proposed model, named Medical concept embedding using Multiple Ontological REpresentations (MMORE), also integrates the EHR co-occurrence statistics and the predictive task to produce more generalizable and interpretable representations. We further elaborate our model design with more technical details in Section 4.
We evaluated our proposed model using the open-source MIMIC-III dataset [Johnson et al., 2016] and the results demonstrate that under our assumption and the novel strategy, the representations learned not only align better with the existing medical knowledge, but also achieve the desired separation as reflected in the EHR data, making it much more interpretable. Furthermore, the boost of predictive performance also validates the effectiveness of our strategy and the obtained representations. To the best of our knowledge, this is the first work attempts to address the inherent inconsistency between the EHR data and the medical ontologies when learning representations using both of them.
Related Works
The earliest works on medical predictive analysis mostly use one-hot representations, where the semantic relationships cannot be well preserved [Shickel et al., 2018] . Recently, approaches similar to the Word2Vce method [Mikolov et al., 2013b] are applied to learn the vector-based representations by considering the co-occurrence information of the clinicla concepts [Choi et al., 2016a] or in the clinical narratives [Choi et al., 2016c] . Some others make use of the sequential information in the EHR data. For example, RETAIN [Choi et al., 2016b] , Dipole [Ma et al., 2017] , MiME [Choi et al., 2018] adopt the Recurrent Neural Networks to model the relationships among the medical concepts, guided by external predictive tasks in an end-to-end learning manner. However, these models rely on a large volume of data to effectively train their models.
Facing the problem of insufficient data, additional knowledge sources, e.g. medical ontologies, have been exploited to improve the quality of the learned representations and the predictive performance. For example the GRAM model [Choi et al., 2017] develops the graph-based attention model to learn the representations from the knowledge graph. KAME model [Ma et al., 2018] utilizes the ontology and the EHR data for learning concept representations. However, these models do not explicitly consider the inherent inconsistency between the EHR data and the ontologies, leaving learning effective representations from both EHR data and the ontologies an open question.
Notations and Preliminaries

Basic Notations
In this paper, we denote the EHR medical concepts, including diagnosis and medication codes, as c 1 , c 2 , . . . , c |C| ∈ C with the vocabulary size as |C|. Each patient may have several hospital admissions, denoted as A 1 , A 2 , . . . , A t , and each hospital admission consists of a subset of the medical concepts, i.e. A t ⊂ C for the t th hospital admission. The co-occurrence statistics of the hospital admission A t can therefore be represented by a binary vector x t ∈ {0, 1} |C| where the i th entry of x t equals to one if c i ∈ A t , zero otherwise. The embedding matrices learned from the ontologies and the EHR cooccurrence statistics are denoted by V and W respectively.
Learning Representations from the Co-occurrence Statistics
The vector-based representations of the medical concepts can be learned using the approach similar to learning word embeddings [Mikolov et al., 2013a] . Specifically, given a hospital admission A t consisting of a set of l medical concepts {c 1 , c 2 ...c l } ∈ C, we first take the average of their representations as the "context" of the admission, i.e., a t = ( l k=1 w k )/l. The basic idea of learning representations from the co-occurrence statistics is that the "context" should be able to predict the codes present in the hospital admission A t , which can be achieved by minimizing the negative log-probability of the codes being present in the admission conditioned on the "context", i.e.,
where the conditional probability is given by the output of the softmax function, and w are learnable parameters.
Proposed Model
In this paper, we aim to learn effective representations of the medical concepts from not only the EHR data, but also the medical ontologies by proposing the novel framework, Medical concept embedding with Multiple Ontological REpresentations (MMORE). Specifically, we consider ontologies that are represented in form of directed acyclic graphs (DAGs). Figure 1 : Framework overview of MMORE. The left part illustrates the idea of multiple ontological representation. The leaf nodes (dotted circles) are the medical concepts, while the non-leaf nodes (solid circles) represent the ontological categories. r denotes the basic embeddings of the nodes. MMORE learns multiple basic embeddings for the ancestors (except the root node) of the leaf nodes, e.g. r3 and r 3 for the node c3. Then final ontological representation is derived by combining the basic embeddings via an attention mechanism. The upper right part illustrates learning the embeddings from the EHR co-occurrence and the lower right part is the predictive task. the next-admission diagnosis prediction. The left part shows our approach of learning multiple ontological representations, which is detailed below.
Learning Multiple Ontological Representations
Given a medical ontology represented as a DAG with its leaf nodes corresponding to the set of all medical concepts C, the "ancestor-descendant" relationships among the nodes of the DAG are used to learn the representations. Conventionally, each node in the DAG is embedded into a vector r ∈ R d as its basic embedding and the final representation of a node can then be derived from the convex combination of its all ancestors with the coefficients being inferred by the attention mechanism [Choi et al., 2017] . However, as discussed earlier, this strategy will force the nodes to be close to its ancestors in the embedding space, leaving the inconsistency issue unresolved. To make the representations learned from the ontology more consistent with that from the EHR data, we propose to allow the non-leaf nodes (except the root node) in the DAG to carry multiple semantic meanings, or "senses". Formally, instead of learning one single vector representation for the non-leaf nodes (except the root node), we assign multiple basic embeddings, e.g. r, r , . . . , to them. Without loss of generality, we assume two basic embeddings for each nonleaf node in this paper. 1 Following the GRAM model [Choi et al., 2017] , we use the attention mechanism to produce the final representations for the nodes in the DAG. The final representation v i for the node c i is given by:
where r j and r j are the two basic embeddings for the node c j , j denotes the index of a particular ancestor of the node c i (its basic embedding is r i ), and α denotes the attention weightings which are non-negative and sum up to one, i.e. j (α ji + α ji ) + α ii = 1, α ji ≥ 0 ∀j. Note that we fix α 1i = 0 for the root node. To compute the attention weightings, we first calculate the compatibility between the basic embeddings via a scoring function that is approximated by a single layer perceptron as:
where s, M and b are the parameters to be learned. Then, the attention weightings can be obtained by applying the softmax function, i.e.,
In this paper, we focus on utilizing two medical ontologies, namely the "Clinical Classifications Software for ICD-9-CM" 2 (CCS) for the diagnosis codes and the "Anatomical Therapeutic Chemical classification system" 3 (ATC) for the medications. Both of them follow tree structures, where their non-leaf nodes are associated with a set of medical concept categories and nodes belonging to each category are regarded as clinically related.
Interpretability-Enhanced Predictive Analytics
We also incorporate the predictive task in our framework, which will "guide" the ontological representations to be learned. To be specific, we use the representations learned from the ontologies and the EHR co-occurrence to predict the next-admission diagnosis. Meanwhile, the attention mechanism is employed to further improve the interpretability and the prediction accuracy. The embedding matrices W and V are first row-wisely concatenated as the final representations of medical concepts, i.e., U = [V; W]. For simplifying the presentation, the formulations presented in this section are with respect to a single patient and we omit the subscript indexing the patient. Given a hospital admission A t represented as a binary vector x t , we first calculate the intermediate representation for the hospital admission by retrieving the embeddings from U and summing them up, i.e. a t = Ux t . Then we compute the attention-based admission representationã t as follows:ã
where we drop the subscript t denoting the t th hospital admission for simplifying the notations, β denotes the attention weighting for the predictive task, and i denotes the index of the medical concepts contained in the admission A. The attention weighting is computed by the softmax function:
where the function g(·, ·) is approximated using a single layer perceptron with the same form as Eq. (3). After the attention-based admission representationã t being computed, it can be used as input to the prediction model. Without loss of generality, we use another single layer perceptron as the prediction model:
where Q ∈ R d×|N | and k ∈ R |N | are the learnable parameters, d is the dimension of the final admission representation and |N | is the number of classes. We compute the crossentropy loss as the objective function for the predictive task as follows:
where T is the number of hospital admissions of the p th patient, and y t is the ground truth label of the admission.
By combining the objective functions of the predictive task and that of the EHR co-occurrence (Eq. 1), and taking average over all the patients, we can derive the overall objective function as follows:
where T p is the number of admissions of the p th patient, and N p is the total number of patients.
Experiments
We conduct experiments based on the MIMIC-III dataset to compare the performance of our proposed method MMORE with several state-of-the-art methods in terms of the prediction accuracy for the next-admission diagnosis prediction. Besides, we also evaluate the interpretability of the representations being learned using multiple ontological representations via case studies. In addition, we also present some particular phenotypes candidates derived from the attention weightings resulted from MMORE with related discussions regarding their quality. [Johnson et al., 2016] is a open-source dataset which comprises over 46k de-identified ICU patients collected over 11 years. In this paper, we focus on learning the representations of the diagnoses and medications.
Data pre-processing. We extract the adult patients with at least two hospital admissions where diagnoses and medications are both present. We exclude the base type medications, e.g. D5W. In summary, we extract 5, 404 patients with average 2.6 hospital admissions per patient; the average numbers of diagnoses and medications in each admission are 12.3 and 41.1 respectively.
Baseline models. We compare the performance of our proposed framework against three state-of-the-art models: RETAIN [Choi et al., 2016b] , which learns the medical concept representations and performs the heart failure prediction via the reversed RNN with the attention mechanism.
Med2Vec [Choi et al., 2016a] , which considers the medical concepts in consecutive admissions to capture their sequential and co-occurrence relationships. GRAM [Choi et al., 2017] , which incorporates the medical ontology with an attention mechanism for the representation learning with the application to diagnosis prediction. Experiment setup. We set the dimension of both the ontological embedding and the co-occurrence embedding to be 400 in our model. The embedding dimension of all baselines are set to be 800 for fair comparison as our model concatenates the two embedding matrices. The dimension of the hidden layer in the perceptrons used for the attention mechanism are set to be 100. The model is optimized using Adadelta [Zeiler, 2012] with batch size of 100.
Next-admission Diagnosis Prediction
We first evaluate the predictive performance by predicting the diagnoses in the next admission given the current one. In particular, We generate the ground-truth labels y t for diagnoses prediction by grouping the diagnoses in the next admissions into 712 groups based on the first three digits of their ICD-9 codes. We randomly split the data into training set, validation set and test set, and fix the size of the validation set to be 10%. To validate the robustness against insufficient data, we vary the size of the training set from 20% to 80% and use the remaining part as the test set. We measure the predictive Results and discussion. The experimental results of the next-admission diagnosis prediction are summarized in Table 1. The results show that MMORE outperforms all the baselines, especially when the size of training data is small. This demonstrates that the superiority of our framework results from the explicit consideration of both the ontologies and the EHR co-occurrence, with the inherent inconsistency being well handled. Furthermore, we observe that the performance obtained by the models without using ontologies remain approximately the same (RETAIN) or even drop by up to 2.31% (Med2Vec) after adding the medications to the training data. The underlying reason may be that the nextadmission diagnosis prediction is less sensitive to the medications, thus the relationships among medications cannot be well captured. By using the ontologies, GRAM and our MMORE model have marginal improvement when comparing the performance of using both diagnoses and medications for training and that of using only diagnoses. This implies that the ontologies could serve the role to "regularize" the learned representations of the medications. Overall, our proposed framework exhibits better predictive power, especially for the case of insufficient data.
Interpretability of the Multiple Ontological Representation
To assess the interpretability of our multiple ontological representations, we use t-SNE [Maaten and Hinton, 2008] to visualize the representations learned from the medical ontologies. Due to space limit, we only exhibit the visualizations of the diagnoses. Specifically, we randomly select 50 categories from the third level counting from the bottom in the CCS ontology (excluding the leaf level), and visualize the representations of all the diagnoses (over 1,200 diagnoses in total) in the selected categories. For our proposed framework, we visualize the representations learned from the ontologies, i.e., the columns of ontological embedding matrix V. Note that for the Med2Vec and GRAM models, the representations being visualized are learned from EHR data and the ontology respectively. The upper row of Fig. 2 are the representations learned by the different models, including Med2Vec ( Fig. 2a) , GRAM (Fig. 2b) , MMORE without the Multiple Ontological REpresentations (MORE, i.e. learning only one basic embedding for each non-leaf node in the ontologies, Fig. 2c ) and the MMORE framework ( Fig. 2d ). Each dot in the figure represents one diagnosis code, with its category indicated by the color of the dots. It is obvious from Fig. 2a that without using the ontology, the representations learned do not align with the existing medical knowledge. By adding the ontology information, GRAM model and our model without using the multiple ontological representations has much better alignment, yet the dots inside the rectangle in Fig 2b and Fig. 2c still do not form clear cluster structures that are consistent with the medical knowledge as indicated by the colors of the dots. The bottom figure (Fig. 2e) is an enlarged version of Fig. 2d with annotations. Evidently, the different categories shown in Fig. 2e are better separated, forming a clearer clustering structure comparing with the baseline models.
Case Study of the Interpretable Representations
To further demonstrate the effectiveness of introducing the multiple ontological representations, we conduct two case studies as visualized in Fig. 3 40492, see Fig. 3 for the annotation). The three diagnoses belong to the same lowest level category (the bottom level nonleaf node) in the CCS ontology ("hypertensive heart and/or renal disease"). Without using the multiple ontological representations, the three dots are close to each other (Fig. 3a) , strictly following the information encoded in the CCS ontology. However, this is not desirable as the code 40291 (with heart failure) and 40290 (without heart failure) are exclusive thus will not co-occur in the EHR data. By adding the multiple ontological representations shown in Fig.3b , we observe that 40291 is separated from 40290, implying that the inconsistency issue between the medical ontology and the EHR data can be effectively alleviated by our proposed MMORE. The second case, shown in the dotted circles in Fig. 3 , relates to the two lowest level categories, namely "diabetes with neurological manifestations"(including diagnosis code 24960), and the other one is "diabetes with other manifestations" (including 24981, 25031 and 25033). In Fig. 3a , the code 24960 is far away from the other three codes, which follows the ontology structure. However, 24960 and 24981 are secondary diabetes while 25031 and 25033 are essential diabetes, which are two exclusive groups. With our multiple ontological representation framework, this relationship could be successfully captured as shown in Fig. 3b .
Phenotype 1 Dx: Atrial fibrillation; Congestive heart failure, NOS; ... Rx: Warfarin; Heparin; ...
Phenotype 2
Dx: Cirrhosis of liver w/o mention of alcohol; Dx: Alcoholic cirrhosis of liver; ... Rx: Lactulose; Folic acid; ...
Phenotype 3
Dx: Chronic airway obstruction, NEC; Dx: Obstructive chronic bronc w/ (acute) exacerbation; ... Rx: Ipratropium bromide; Albuterol sulfate; ... 
Interpretation of the Predictive Attention Patterns (Phenotypes)
To further understand the attentions inferred from the predictive task, we apply the well-adopted dimensionality reduction tool, Non-negative Matrix Factorization (NMF) [Lee and Seung, 2001] , to discover patterns from the learned attention weightings based on 4,000 patients that are randomly selected. The number of factors is set to be 15. The NMF model factorizes the input matrix into factors that group the related concepts together so that the patients can be better characterized by these factors. These factors typically can be called "phenotypes" and discovering phenotypes from EHR data has been regarded as a critical task in EHR data analytics [Kim et al., 2017; Yin et al., 2018] . Table 2 shows three examples of the inferred phenotypes, where the diagnoses (Dx) and the medications (Rx) in the first one are all related to heart disease, that in the second are all related to liver disease and that in the third are related with respiratory disease.
Conclusion
In this paper, we propose MMORE, a novel framework which leverages both medical ontologies and EHR data to learn robust and interpretable medical concept representations and meanwhile alleviates the inconsistency issue between the EHR data and the medical ontologies. Instead of learning one single basic embedding, MMORE tries to assign multiple basic embeddings to a single non-leaf node in the medical ontologies, which allows the final concept representations align better with the EHR data. The superiority of MMORE is empirically validated by the improvement of the predictive performance and shows better interpretability. For the future work, we will continuously focus on generalizing MMORE to facilitate more heterogeneous medical concepts and ontologies.
