Three fast O(n 2 ) algorithms for solving Cauchy linear systems of equations are proposed. A rounding error analysis indicates that the backward stability of these new Cauchy solvers is similar to that of Gaussian elimination, thus suggesting to employ various pivoting techniques to achieve a favorable backward stability. It is shown that Cauchy structure allows one to achieve in O(n 2 ) operations partial pivoting ordering of the rows and several other judicious orderings in advance, without actually performing the elimination. The analysis also shows that for the important class of totally positive Cauchy matrices it is advantageous to avoid pivoting, which yields a remarkable backward stability of the suggested algorithms.
Introduction

Related facts
Vandermonde and related matrices. Linear systems with Cauchy and Vandermonde coefficient matrices, C(x 1:n ; y 1:n ) = ; (1.1) are classical. They are encountered in many applied problems related to polynomial and rational function computations. Vandermonde and Cauchy matrices have many similar properties, among them one could mention the existence of explicit formulas for their determinants and inverses, see, e.g., [BKO99] and references therein. Along with many interesting algebraic properties, these matrices have several remarkable numerical properties, often allowing us much more accurate computations than those based on the use of general (structure-ignoring) algorithms, say Gaussian elimination with pivoting. At the same time, such favorable numerical properties are much better understood for Vandermonde and related matrices (see, for example [BP70] , [TG81] , [CF88] , [Hig87] , [Hig88] , [Hig90] , [RO91] , [CR92] , [CR93] , [V93] , [Ty94] ), as compared to the analysis of numerical issues related to Cauchy matrices (see [GK90] , [GK93] ). The Björck-Pereyra algorithm for Vandermonde systems. In particular, most of the above mentioned papers were devoted to the analysis of numerical properties and extensions of the now well-known Björck-Pereyra algorithm for solving Vandermonde linear systems [BP70] , [GVL89] . This algorithm is based on the decomposition of the inverse of a Vandermonde matrix into a product of bidiagonal factors, This description allows one to solve the associated linear systems in only O(n 2 ) operations, which is by an order of magnitude less than the complexity O(n 3 ) of general (structure-ignoring) methods. Moreover, the algorithm requires only O(n) locations of memory.
coefficient matrix. Such a high accuracy motivated several authors to extend the BP algorithm to several other classes of matrices, see, e.g., [TG81] , [Hig88] , [RO91] . All these generalizations were developed for Vandermonde related structures. In a recent paper [BKO99] a similar decomposition C ?1 (x 1:n ; y 1:n ) = U ?1 1 : : : U ?1 n?1 L ?1 n?1 : : : L ?1 1 ;
(1.7)
was written down for Cauchy matrices, thus leading to a Björck-Pereyra-type algorithm which will be referred to as the BP-type algorithm. This algorithm requires O(n 2 ) operations and O(n) locations of memory. It was further shown in [BKO99] that the following configuration of the nodes, y n < ::: < y 1 < x 1 < ::: < x n ;
(1.8)
is an appropriate analog of (1.4) for Cauchy matrices, allowing to prove that the error bounds associated with the BP-type algorithm are entirely similar to (1.5) and (1.6), viz., ja ?âj 5(2n + 1)uC(x 1:n ; y 1:n ) ?1 jfj + O(u 2 ):
(1.9) j Cj 20n(2n ? 1)uC(x 1:n ; y 1:n ) + O(u 2 );
(1.10)
It is an interesting fact that the conditions (1.4) and (1.8) imply the total positivity 1 of V (x 1:n ) and C(x 1:n ; y 1:n ),
resp. Totally positive matrices are usually extremely ill-conditioned, so that the Gaussian elimination procedure often fails to compute even one correct digit in the computed solution. The bound (1.9) indicates that also in such "difficult" cases the BP-type algorithm can produce, for special right hand sides, all possible relative precision, see, e.g., [BKO99] for a discussion and numerical illustrations.
Limitations for non-totally-positive matrices. Of course, reordering of the nodes fx k g and fy k g is equivalent to row and column permutation of C(x 1:n ; y 1:n ), respectively. Therefore if the two sets of nodes are separated from each other, y k < x j ; 1 k; j n;
(1.11) the remarkable error bounds (1.9) (1.10) suggest to reorder the nodes monotonically as in (1.8), and to apply the BP-type algorithm of [BKO99] . However, numerical experiments show that in the generic case, i.e., when (1.11) do not hold, the monotonic ordering does not guarantee a satisfactory accuracy, and the corresponding backward error of the fast BP-type algorithm of [BKO99] (and of the use of the explicit inversion formula as well) may be worse than that of the slow Gaussian elimination with pivoting. Employing other orderings of the nodes (for example, the partial pivoting ordering of the rows of C(x 1:n ; y 1:n )) does not seem to essentially improve the backward stability. A heuristic explanation for this fact can be drawn from the observation that the usual aim of pivoting is to reduce the size of the factors in the LU factorization of a matrix. Therefore it improves the stability properties of the Gaussian elimination procedure, for which the backward error bound involves the product jLj jÛj (computed factors). In contrast, an examination of the error analysis of the BP-type algorithm in [BKO99] indicates that the corresponding backward bound involves the quantity jL 1 j : : : jL n?1 j jU n?1 j : : : jU 1 j; (1.12) which because of a non-cancellation property (i.e., jMj jNj jMNj) can be much higher than the more attractive quantity jLj jUj. In the totally positive case (1.8), the entries of L k and U k in (1.12) are all nonnegative, thus allowing one to remove the moduli and to replace (1.12) by just C(x 1:n ; y 1:n ), cf. with the favorable bound (1.10). Unfortunately, in the general case, the bidiagonal structure of the L k and U k in (1.3) does not allow one to remove the moduli, and to easily deduce from it a satisfactory backward error bound. These limitations suggest that in one's attempts to design a backward stable Cauchy solver it can be better to develop new algorithms rather than to look for stabilizing techniques for the Björck-Pereyra-type algorithm.
Main results
New algorithms. In this paper we develop several alternatives to the BP-type algorithm, all based on factorizations C(x 1:n ; y 1:n ) = L 1 : : : L n?1 U n?1 : : : U 1 ;
1 Totally positive matrices are those for which the determinant of every submatrix is positive, see the monographs [GK50] and [K72] .
where the factors L k , U k are of the form (diagonals with one nonzero row or column) L k = (1.13)
Backward error bounds. We produce an error analysis for these new methods, obtaining backward and residual bounds also involving the quantity (1.12), but now with factors of the form (1.13). In contrast to the bidiagonal factors (1.3) of the BP-type algorithm of [BKO99] , the sparsity pattern of the factors (1.13) immediately implies the equality jLjjUj = jL 1 j ::: jL n?1 jjU n?1 j ::: jU 1 j; resulting in pleasing backward bounds of the form j Cj d n ujLjjUj + O(u 2 );
(1.14)
for the new algorithms. Here the computed solutionâ is the exact solution of a nearby system (C(x 1:n ; y 1:n ) + C)â = f. These bounds are similar to the well-known bounds for Gaussian elimination, [DBP77] that if the entries of the computed factors,L andÛ remain nonnegative, than the backward error of Gaussian elimination without pivoting is pleasantly small, j Rj 3 n R;
(1.16) see also p.176 in [Hig96] . It turns out that the same recommendation to avoid pivoting can be made for the fast Cauchy solvers proposed here, and moreover because the corresponding error b ounds (1.14) involve the exact triangular factors, in the case of total positivity we have jLj jUj = C(x 1:n ; y 1:n ), implying that a remarkable backward stability of the same form (1.16) is guaranteed for the new fast algorithms without any additional assumptions on the computed triangular factors.
Outline of the paper
It is now well-known that for structured matrices the Gaussian elimination procedure can be speeded-up, leading to the generalized Schur algorithms, see, e.g., [KS95] , and the references therein. In the next section we exploit the displacement structure of Cauchy matrices to specify two such algorithms. Then in the section 3 we exploit the quasi-Cauchy structure of the Schur complements of C(x 1:n ; y 1:n ) to derive one more algorithm for solving Cauchy linear equations. Then in section 4 we perform a rounding error analysis for these algorithms, obtaining backward and residual bounds similar to those for Gaussian elimination. This analogy allows us in Section 5 to carry over the stabilizing techniques known for Gaussian elimination to the new Cauchy solvers. The numerical properties of new algorithms are illustrated in section 6 by a variety of examples. Then in section 7 we show how Vandermonde and Chebyshev-Vandermonde matrices can be efficiently transformed into Cauchy matrices by using Discrete Fourier, Cosine or Sine transforms, thus allowing us to use the proposed Cauchy solvers for the rapid solution of Vandermonde and Chebyshev-Vandermonde linear systems.
2 Generalized Schur algorithms for Cauchy matrices. 2.1. Displacement structure. By now, the displacement structure approach is well-known to be useful in the development of various types of fast algorithms for structured matrices, including Toeplitz, Hankel, Toeplitz-plusHankel, Vandermonde, Chebyshev-Vandermonde, and several others. This approach is based on a convenient way to capture each of the above particular structures by specifying suitable displacement operators r( ) : C n n ! C n n . In this paper we shall use operators of the form r fF;Ag (R) = FR ? RA; The standard Gaussian elimination procedure computes the LU factorization using O(n 3 ) flop. The above lemma allows us to exploit the structure of R 1 to compute this factorization in only O(n 2 ) flops, as described next.
2.3. Speed-up of the Gaussian elimination procedure. The first step of Gaussian elimination procedure applied to a matrix R 1 is described by R Algorithms that exploit the displacement structure of a matrix to speed-up the Gaussian elimination procedure are called generalized Schur algorithms, because the classical Schur algorithm [S17] was shown (see, e.g., [LAK86] , [KS95] ) to belong to the class. Instead of computing the (n ? k + 1) 2 entries of the Schur complement R k , one has to compute only (n ? k + 1) entries of its fF k ; A k g-generator fG k ; B k g, which requires much less computations. To run the generator recursion (2.7) as well as to write down the corresponding entries of the L and U factors, one needs only to specify how to recover the first row and column of R k from its generator fG k ; B k g. 
i g designates the corresponding generator.
Triangular factorization for Cauchy matrices.
In the rest of this section we formulate two variants of a generalized Schur algorithm for C(x 1:n ; y 1:n ). The first version is an immediate implementation of (2.7) and (2.9), and its MATLAB code is given next.
Algorithm 2.3 (GS-Cauchy)
Complexity:
% triangular factorization of the Cauchy matrix C(x 1:n ; y 1:n ).
n=max(size(x)); L=eye(n,n); U=zeros(n,n); % Generators % g=ones(n,1); b=ones(n,1); for k=1:n-1 % Computing the k-th row of L and U %
2.5. Direct generator recursion. In fact the algorithm 2.3 is valid for the more general class of Cauchylike matrices, see, e.g., [GKO95] [ KO95b] for details and applications. However for the special case of ordinary Cauchy matrices we can exploit the fact that the corresponding displacement rank is equal to one, to formulate a more specific version of the generalized Schur algorithm, based on the next Lemma.
be the successive Schur complements of the Cauchy matrix C(x 1:n ; y 1:n ). Then the generator recursion (2.7) can be specialized to The following MATLAB code implements the algorithm based on Lemma 2.4.
Algorithm 2.5 (GS-direct-Cauchy)
n=max(size(x)); L=eye(n,n); D=zeros(n,n); U=eye(n,n); % Generators % g=ones(n,1); b=ones(n,1); for k=1:n-1 %
Computing the k-th row of L and U %
The fast algorithms 2.3 and 2.5 require O(n 2 ) locations of memory to store the triangular factors. An algorithm with O(n) storage is described next.
Exploiting quasi-Cauchy structure
The concept of displacement structure was initiated by the paper [KKM79] , where it was first applied to study Toeplitz matrices, using a displacement operator of the form r fZ;Z T g (R) = R ? Z R Z T , where Z is the lower shift matrix. In this section we make a connection with [LAK86] , where the fact that Toeplitz matrices belong to the more general class of matrices with r fZ;Z T g -displacement rank 2, was used to introduce the name quasi-Toeplitz for such matrices. It is shown that any quasi-Toeplitz matrix R can be represented as a product of three Toeplitz matrices, R = LTU;
where L is lower and U is upper triangular Toeplitz matrices. Patterning ourselves upon the above definition, and taking Lemma 2.1 as a starting point, we shall refer to matrices with fD x ; D y g-displacementrank 1 as quasi-Cauchy matrices. The next simple lemma is an analog of (3.1).
Lemma 3.1 Let D x and D y be defined by (2.4). Then the unique solution of the equation
is given by R = diag(g 1 ; g 2 ; :::; g n ) C(x 1:n ; y 1:n ) diag(b 1 ; b 2 ; :::; b n ): also has displacement rank 1, so by Lemma 3.1 its Cauchy structure can be recovered by dropping diagonal factors as shown next.
Lemma 3.2 The Cauchy matrix and its inverse can be factored as
C(x 1:n ; y 1:n ) = L 1 : : : L n?1 D U n?1 : : : U 1 ; The representation for the inverse matrix C(x 1:n ; y 1:n ) ?1 obtained from the above leads to the following algorithm for solving C(x 1:n ; y 1:n )a = f. % Solving a Cauchy linear system C(x 1:n ; y 1:n )a = f. n=max(size(x)); a=f; fork=1:n-1 for j=k:n a(j) = a(j) * ( x(j) -y(k) ); end for j=k+1:n a(j) = a(j) -a(k); end for j=k+1:n a(j) = a(j) / ( x(j) -x(k)); end end for k=1:n-1 a(k) = a(k) / ( x(k) -y(k) ); end a(n) = a(n) * ( x(n) -y(n) ); for k = n-1:-1:1 for j=k+1:n a(j) = a(j) /(y(k)-y(j)); end tmp = 0; for j=n:-1:k+1 tmp = tmp + a(j); end a(k) = a(k) -tmp; for j=k:n a(j) = a(j) * ( x(k) -y(j) ); end end return
The reader should note that the multiplication of the central factor of U ?1 k by a vector is performed by accumulation of the inner product from the last to the first entry; this order is influenced by the error analysis in the next section.
Rounding error analyses
4.1 Stability of the algorithm 2.3.
The algorithm 2.3 is a special case of the more general GKO algorithm [GKO95] , which is applicable to the wider class of Cauchy-like matrices. A normwise rounding error analysis for the GKO algorithm appeared in [SB95] .
Along with the usual factor kLkkUk ( cf. with (1.15)) the backward error bound of [SB95] involves also a so-called generator growth factor of the form
In the context of [GKO95] , [SB95] the quantities g (k) k and b (k) k were vectors of size equal to the displacement rank of R; so if the quantity in (4.1) is large, then the backward stability of of the GKO algorithm could be less favorable than that of Gaussian elimination. However, the ordinary Cauchy matrices, considered in the present paper, all have displacement rank 1, so that the constant in (4.1) is unity, suggesting that the backward stability of the algorithm 2.3 is related to that of Gaussian elimination without pivoting.
Stability of the algorithm 2.5 Theorem 4.1 Assume that the algorithm 2.5 (GS-direct-Cauchy algorithm) is carried out in floating point arith-
metic with a unit roundoff u, and that no overflows were encountered during the computation. Then the computed factorsL;D;Û of C(x 1:n ; y 1: Furthermore, if this computed triangular factorization is used to solve the associated linear system C(x 1:n ; y 1:n )a = f then the computed solutionâ solves a nearby system (C(x 1:n ; y 1:n ) + C)â = f with j Cj ((10n ? 2)u + O(u 2 ))jLjjDUj; so that the componentwise error is nicely bounded : (C(x 1:n ; y 1:
with jC(x 1:n ; y 1:n )â ? fj ((n 2 + 11n ? 10)u + O(u 2 ))jLj jDUj jâj; where the asterisk denotes the Hadamard ( or componentwise ) product.
(ii) Next, the obtained bounds for L k ; D; U k will be used to deduce further bounds for which will lead to the desired bounds in (4.8) and in (4.7).
We start with (i) and (ii).
Lower triangular factors.
(1 ? u) :
(4.12)
Moreover, even smaller bounds hold for the (k,k) entry :
Since the L k all have exactly the same sparsity pattern as their inverses, (4.12) and (4.13) imply that j L k j ( (1 + u) 4 (1 ? u) 3 ? 1)jL k j:
(4.14)
Diagonal factor. (1 + u) ( U k ) i;j (1 + u) 4
If the inner product corresponding to the k-th row of U k is evaluated from the last to the k-th entry, then the error in the (k,j) entry is bounded by
(1 ? u) j?k+3 ( U k ) k;j (1 + u) j?k+3 :
(4.17)
In particular the error in the (k,k) entry is bounded by 
Pivoting
In the previous section we established that the backward stability of all the fast Cauchy solvers suggested in the present paper is related to that of Gaussian elimination. This analogy will allow us to carry over the stabilizing techniques of Gaussian elimination to the new Cauchy solvers. First however, we identify the case when no pivoting is necessary.
Totally positive matrices
If we assume that y n < ::: < y 1 < x 1 < ::: < x n ; (5.1) i.e. the matrix C(x 1:n ; y 1:n ) is totally positive, so that all the entries of the exact factors L and U are positive [GK50] .
In this case theorems 4.1 and 4.2 imply that the algorithms 2.5 and 3.3 produce a favorable small backward error. If the triangular factorization of the GS-direct algorithm is used to solve the associated linear system, then the computed solutionâ solves a nearby system (C(x 1:n ; y 1:n ) + C)â = f; with j Cj ((10n ? 3)u + O(u 2 ))C(x 1:n ; y 1:n ):
The analogous backward bound for the quasi-Cauchy algorithm is j Cj ((n 2 + 11n ? 10)u + O(u 2 ))C(x 1:n ; y 1:n ):
The above results show that the backward stability of the fast algorithms 2.5, 3.3 for totally positive Cauchy matrices is even more favorable than that of the slow Gaussian elimination procedure, see (1.16). Indeed the difference is that the bound (1.16) is valid only for the case when the entries of the computed factorsL andÛ remain positive (which is usually not the case with ill-conditioned matrices), whereas the favorable bounds in the two above corollaries hold while there are no overflows. For example, for the Hilbert matrix H = 1 i+j?1 the condition number k 2 (H) grows exponentially with the size, so already for small n we have k 2 (H) > q(n) 1 u . Here q(n) is a polynomial of small degree in n. Then in accordance with [W68] the matrix H will likely lose during the elimination not only its total positivity, but also the weaker property of being positive definite. Correspondingly, the single precision LAPACK routine SPOSV for Cholesky factorization, when applied to the Hilbert matrix, exits with an error flag already for n = 9, warning that the entries ofL,Û became negative, so the pleasing backward bound (1.16) is no longer valid for Gaussian elimination. In contrast, the favorable bounds (5.2), (5.3) are valid for higher sizes, as long as there are no overflows.
General case. Predictive pivoting techniques
Here we assume that the two sets of nodes fx k g and fy k g are not separated from each other. The similarity of the backward bounds (1.15) for Gaussian elimination and of (4.2), (4.7) for the new Cauchy solvers suggests to use the same pivoting techniques for preventing instability. More precisely, any row or column reordering that reduces the size of jLjjUj appearing in the bounds (4.2), (4.7) will stabilize the numerical performance of the algorithms 2.5, 3.3. Moreover, the normwise error analysis of [SB95] for the algorithm 2.3, reviewed at the beginning of section 4, also indicates that the pivoting will enhance the accuracy of the algorithm 2.3.
Here we should note that the partial pivoting technique can be directly incorporated into the generalized Schur algorithms 2.3 and 2.5, see, e.g., [GKO95] . However, the corresponding ordering of fx k g can also be computed in advance in O(n 2 ) flops. Indeed, the partial pivoting technique determines a permutation matrix P, such that at each elimination step the pivot elements d k in We shall call this procedure predictive partial pivoting, because it can be rapidly computed in advance by the following algorithm. A similar row reordering technique for Vandermonde matrices (and a fast O(n 2 ) algorithm for achieving it) was proposed in [Hig90] , and in [R90] it was called Leja ordering. Therefore, PPP may also be called rational Leja ordering, by analogy with (polynomial) Leja ordering of [Hig90] , [R90] .
Algorithm 5.2 Predictive Partial Pivoting
In a recent paper [Gu95] a variation of complete pivoting was suggested for the more general Cauchy-like matrices. In the context of [Gu95] the corresponding displacement rank is 2 or higher. For the ordinary Cauchy matrices C(x 1:n ; y 1:n ) (displacement rank = 1), Gu's pivoting can be described as follows. 
Numerical illustrations
We performed numerous numerical tests for the three algorithms suggested and analyzed in this paper. The results confirm theoretical results (as perhaps should be expected). In this section we illustrate with just a few examples the influence of different orderings on the numerical performance of the following algorithms : We refer to [BKO99] for the discussion and computed examples related to the important case of totally positive Cauchy matrices, and restrict ourselves here to the generic case in which the two sets fx k g and fy k g cannot be separated from each other, so that they cannot be reordered to achieve (1.8). We solved various Cauchy linear systems Ca = f (6.2) (including interlaced x 1 < y 1 < x 2 < y 2 < ::: < x n < y n equidistant, clustered or randomly distributed nodes, and with many others configurations) with different right-hand sides (RHS) f. We also solved the so-called and all the other algorithms were implemented in C. In order to check the accuracy we implemented all the above algorithms in double precision (unit roundoff 2:22 10 ?16 ), and in each example we determined two particular algorithms providing solutions that were the closest to each other. In all cases these two solutions agreed in more than the 8 significant digits needed to check the accuracy for a solution obtained in single precision, so we regarded one of these double precision solutionsâ d as being exact, and used it to compute the 2-norm relative error 
Example 1. Well-conditioned Cauchy-Toeplitz matrices
In this example we solved the linear system (6.2) with Cauchy-Toeplitz coefficient matrix in (6.3), with a = 1, b = 2, and with the right-hand side f = 1 1
T . We used two orderings
The nodes were ordered using the predictive partial pivoting (PPP) technique (1.8).
The nodes fx k g sorted in an increasing order, and the nodes fy k g sorted in a decreasing order; the difference with (1.8) is in that now two sets of nodes fx k g, fy k g are not separated from each other .
Forward error. 1.0e+00 1e-07 6e-02 1e+00 1e+00 1e+00 30 4e+21 1.0e+00 1e-07 1e+00 1e+00 1e+00 1e+00 50 6e+36 1.0e+00 2e-07 1e+00 NaN NaN NaN 60 2e+44 1.0e+00 NaN 1e+00 NaN NaN NaN
Residual error. Comparing the data in Tables 1-6 indicates that the ordering of the nodes has a profound influence on the accuracy of all algorithms designed in the present paper. Specifically, let us recall that the quantity jLj jDUj appear in the backward error bounds (4.3) and (4.7) for the algorithms GS-direct-Cauchy and quasi-Cauchy, respectively. The second columns of Tables 3 and 4 show that the latter quantity is huge with monotonic ordering and moderate with PPP ordering. Correspondingly, the backward errors shown in the tables are large with monotonic ordering, and pleasantly small with PPP ordering. Analogously, a comparison of the data in the second columns of Tables 5 and 6, shows that PPP technique reduces the quantity (jLj jDUjjâj appearing in the residual bounds for the algorithms GS-direct-Cauchy and quasiCauchy, resulting in a favorable small residual error for these algorithms. Further, it is well-known that ka ?âk kak 2 (C) k Ck kCk :
Since the coefficient matrix C in this example is quite well-conditioned (see, e.g., the data in the second column of Table 1 ), the PPP technique yields a pleasant forward accuracy for all algorithms GS-Cauchy, GS-direct-Cauchy and quasi-Cauchy. The PPP technique also improves the numerical performance of the BKOBP-type algorithm, however for this algorithm the results are not as favorable as for other algorithms (see, e.g., introduction for the explanation of this phenomena, and [BKO99] for the discussion on extremely high accuracy of this algorithm for totally positive Cauchy matrices).
The use of explicit inversion formula also yields high accuracy, predicted by the analysis of [GK93] , and apparently, this is the only algorithm whose accuracy does not depend upon the ordering of the nodes. At the same time, comparison of the data in Tables 1 and 2 
The results of many other computed examples are quite similar to those in Tables 1-6 , and the algorithms GSCauchy, GS-direct-Cauchy and quasi-Cauchy always yield a favorable small backward and residual errors, which are often better than those of GEPP and of the use of inversion formula. As for the forward stability, there seem to be no clear winner, however the use of of inversion formula often provides provides smaller forward error, especially when using the unit vectors for the right-hand side (which means that one has to find a column of C(x 1:n ; y 1:n ) ?1 ).
At the same time, new algorithms can provide smaller forward error in other cases, as illustrated by the next examples.
Example 2. Ill-conditioned Cauchy-Toeplitz matrices.
The condition number of Cauchy-Toeplitz matrices depends upon the choice of parameters a and b in (6.3). In this example we chose a = 1, b = ?0:3 to obtain a Cauchy-Toeplitz matrix, whose condition number is several order if magnitude bigger than the reciprocal to the machine precision u 1:19 10 ?7 . The next tables 7-12 present the data on the forward and backward errors for the corresponding linear system wi th the RHS f = 1 1 1 T .
Along with the PPP ordering we also consider the original ordering (no ordering), and the Gu's pivoting ordering of fx k g, fy k g. Backward error. Again, comparison of the data in Tables 10-12 confirms the analytical results of sections 4,5, indicating that an appropriate pivoting technique can reduce the size of backward errors for the new algorithms, making them as favorable as those of GEPP. The coefficient matrix in examples 3 and 4 is quite ill-conditioned, so the forward accuracy of GEPP is less favorable. However, the algorithms GS-Cauchy, GS-direct-Cauchy and quasi-Cauchy combined with partial pivoting provide smaller forward errors than GEPP (and the use of inversion formula), showing that the use of the structure often allows us not only to speed-up the computation, but to also achieve more accuracy, as compared to general structure-ignoring methods.
It may seem to be quite unexpected that for Cauchy-Toeplitz matrices the Gu's pivoting technique (combining row and column permutations) can lead to less accurate solutions as compared to the PPP technique (based on row permutations only). To understand this occurrence it is useful to observe that the entries of the diagonals of CauchyToeplitz matrices 1:9 10 6 1:9 10 6 1:9 10 6
We note, however, that the motivation for introducing the Gu's pivoting technique was given in [Gu95] , where an application of [GKO95] with displacement rank 2 or higher was discussed.
Example 3. A transposed system
However, an immediate question is what will happen for a transposed to the matrix in Example 2 (clearly the transposed Cauchy matrix is a Cauchy matrix itself). Therefore we consider here a Cauchy-Toeplitz matrix with the parameters a = 1 and b = 0:3. For such a matrix the maximal magnitude entries will now be located above the main diagonal. Therefore it is reasonable to apply a partial column pivoting technique. As in the above example, we next display the permuted versions of a matrix, corresponding to different pivoting techniques. Table 14 we list the corresponding condition numbers for all successive leading submatrices. 1:9 10 6 1:9 10 6 1:9 10 6
We now turn to the numerical results comparing the performance of the algorithms designed in the present paper. We again used the vector f = 1 1 1 T for the right-hand side.
Forward error. In this example the forward accuracy of the GS-Cauchy algorithm is better than that of the GS-direct-Cauchy and quasi-Cauchy algorithms. Note that there are many other examples, however, where these algorithms have roughly the same accuracy.
Backward error. It turns out that for many different orderings all the algorithms designed in this paper exhibit a favorable backward stability. Moreover, for n varying from 5 to 100, for partial row pivoting, partial column pivoting, the Gu's pivoting, and for no-pivoting the algorithms GS-Cauchy, GS-Cauchy-direct and quasi-Cauchy produced backward errors of the order of 10 ?8 which is comparable to that of GEPP. We however, found that monotonic ordering, defined in Sec. 6.1, and randomized ordering produce poor results.
This indicates that analytical error bounds obtained for the fast algorithms of this paper in fact may lead to a wide variety of different pivoting techniques, each aimed at the reduction of the quantity jLj jUj.
Transformation of a Polynomial-Vandermonde Matrix into a Cauchy Matrix
In this section we shall show that all the fast Cauchy solvers suggested in the present paper can be used to solve linear systems with polynomial Vandermonde matrices, V P (x 1:n ) def = 2 6 6 6 4 P 0 (x 1 ) P 1 (x 1 ) : : : P n?1 (x 1 ) P 0 (x 2 ) P 1 (x 2 ) : : : P n?1 (x 2 ) We shall prove the above proposition at the end of this section.
Observe that formula (7.2) relates V P (x 1:n ) and V P (y 1:n ), or, in other words, it allows us to change the nodes from fx k g to fy k g, while keeping the polynomial basis P = fP 0 ; : : : ; P n?1 g. Suitable choices of the new points fy 1:n g can ensure that V P (y 1:n ) has low complexity. In such cases Proposition 7.1 allows us to reduce the problem of solving a linear system with V P (x 1:n ) to the analogous problem of solving a linear system with the Cauchy matrix C(x 1:n ; y 1:n ).
In the next proposition we specify several sets of points fy 1:n g for which ordinary Vandermonde matrices and Chebyshev-Vandermonde matrices have low complexities. 2 ). Let y j = cos ? 2j?1 n 2 , j 2 f1; : : :; ng be the zeros of the T n (x): Then V T (y 1:n ) = h cos (2j?1)k n 2 i n j;k=1 = diagfu(x 1 ); : : : ; u(x n )g C(x 1:n ; y 1:n ) diagfv(y 1 ); : : : ; v(y n )g:
On the other hand, by using (7.9) and the obvious relation it is easy to check that V P (y 1:n ) B fP;Q;u;vg V Q (y 1:n ) T = diagfu 0 (y 1 ) v(y 1 ) ; : : : ; u 0 (y n ) v(y n )g:
Now, substituting the B fP;Q;u;vg V Q (x 1:n ) T obtained from the last equation back into (7.10) yields (7.2).
Conclusion
In [BKO99] we developed a fast O(n 2 ) Björck-Pereyra-type Cauchy solver, and proved that for the important class of totally positive coefficient matrices it yields pleasantly small forward, backward and residual errors. However, experience shows that in the generic case the numerical performance of the BP-type algorithm can be less favorable.
Since the use of explicit inversion formula for Cauchy matrices also can produce a large backward error, no fast and accurate methods methods were available for solving Cauchy linear equations. In this paper we designed several alternative fast O(n 2 ) Cauchy solvers, and the rounding error analysis suggests that their backward stability is similar to that of Gaussian elimination (GE), so that various pivoting techniques (so successful for GE) will stabilize the numerical behavior also for these new algorithms. It is further shown that the row ordering of partial pivoting and of the Gu's pivoting [Gu95] can be achieved in advance, without actually performing elimination, and fast O(n 2 ) algorithms for these purposes are suggested. We also identified a class of totally positive Cauchy matrices, for which it is advantageous not to pivot when using the new algorithms, which yields a remarkable backward stability.
