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Asymptotic behaviour of tame harmonic bundles and
an application to pure twistor D-modules
Takuro Mochizuki
Abstract
We study the asymptotic behaviour of tame harmonic bundles. First of all, we prove a local freeness of
the prolongation by an increasing order. Then we obtain the polarized mixed twistor structure. As one of
the applications, we obtain the norm estimate of holomorphic or flat sections by weight filtrations of the
monodromies.
As other application, we establish the correspondence of semisimple regular holonomic D-modules and
polarizable pure imaginary pure twistor D-modules through a tame pure imaginary harmonic bundles, which
is a conjecture of Sabbah. Then the regular holonomic version of Kashiwara’s conjecture follows from the
results of Sabbah and us.
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1 Introduction
1.1 Simpson’s Meta-Theorem
The guiding principle of our study is the following, which we call Simpson’s Meta-Theorem:
Principle 1.1 The theory of Hodge structure should be generalized to the theory of twistor structures.
In [52], Simpson stated the above principle as follows:
Meta-Theorem If the words “mixed Hodge structure” (resp. “variation of mixed Hodge structure”)
are replaced by the words “mixed twistor structure” (resp. “variation of mixed twistor structure”) in
the hypotheses and conclusions of any theorem in Hodge theory, then one obtains a true statement.
The proof of the new statement will be analogous to the proof of the old statement.
We regard it as a kind of principle. As for the study of variation of pure twistor structures (harmonic bundle),
it may occur that the proof of new statement is not analogous to the proof of the old statement, in our current
understanding.
1.2 The purposes in this paper
We have two main purposes in this paper.
1. In the previous paper [38], we discussed the behaviour of tame harmonic bundle imposed the nilpotentness
and the trivial parabolic structure conditions. We would like to remove the assumption. We also improve
the argument. In particular, we use the reduction to Hodge theory more efficiently.
2. We would like to apply the study on the behaviour of tame harmonic bundle to the theory of pure twistor
D-module, introduced by Sabbah.
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1.3 On the purpose 1
Our principle in the study of tame harmonic bundle is as follows, which is a ‘corollary’ of Simpson’s Meta-
Theorem:
Principle 1.2 The asymptotic behaviour of tame harmonic bundle should be similar to the asymptotic behaviour
of variation of polarized Hodge structures.
Although our goal is to show the theorems known for complex variation of polarized Hodge structures, we do
not follow closely [47], [8] and [25]. Instead we follow the more differential geometric method pioneered by
Simpson. We refer the following two difficulty to apply the classical method in the Hodge theory directly.
(a) The nilpotent orbit theorem for harmonic bundle is not known.
(b) In the case of harmonic bundles, we have non-trivial eigenvalues of the residues and non-trivial parabolic
structures.
1.3.1 The difficulty (a)
In the study of complex variation of polarized Hodge structures, which will be abbreviated as CVHS in the
following for simplicity, the nilpotent orbit theorem due to Schmid is quite important, and it is a starting point
of the later studies of Cattani, Kaplan, Kashiwara, Kawai and Schmid. However, we do not know even the
formulation of nilpotent orbit theorem for harmonic bundles. Since the harmonic bundle can be regarded as a
pluri-harmonic map from a complex manifold to a symmetric space, it would be possible that we would obtain
a generalization of the nilpotent orbit theorem for harmonic bundle, after the study would be made progressed.
(See Remark 12.4, for example.) But anyway we do not have the nilpotent orbit theorem at the moment, and
thus we will find another starting point.
Remark 1.1 Now we have understood the asymptotic behaviour of tame harmonic bundle pretty well, and
hence the author does not think that a generalization of nilpotent orbit theorem is necessary as a starting point,
although it would be interesting.
1.3.2 The difficulty (b)
We have the non-trivial eigenvalues of the residue of the Higgs field, and non-trivial parabolic structures. As
an example, we have the following simple example. Let ∆∗ denote the punctured disc
{
z ∈ C ∣∣ 0 < |z| < 1}.
Example Let us consider the holomorphic bundle E := O∆∗ · e of rank 1 over ∆∗. We have the Higgs field
θ := α · dz/z (α ∈ C) and the metric h determined by h(e, e) := |z|−2a (a ∈ R). Then it is easy to check that
the tuple (E, θ, h) is a harmonic bundle.
In the case of variation of Hodge, the corresponding Higgs field is always nilpotent. Hence if α 6= 0, the
example cannot be the variation of Hodge structures. In the case α = 0, the example is Hodge. However if a
is not rational, then the monodromy of the corresponding local system is not quasi unipotent. Recall that it is
often assumed that the local monodromy is quasi unipotent in the study of variation of Hodge structures. In
this sense, the example is far from (usual) Hodge in the case (a, α) 6∈ Q× {0}.
1.3.3 A starting point in the paper [38]
In our paper [38], we discussed the problem under the assumption that the difficulty (b) does not occur, namely,
the assumption of the nilpotentness and the trivial parabolic structure. We recall what was our starting point
in [38], instead of the nilpotent orbit theorem.
We put X := ∆n, Di := {zi = 0}, D :=
⋃n
i=1Di. We put X := X ×Cλ and D := D×Cλ. Let (E, ∂E , θ, h)
be a tame nilpotent harmonic bundle with trivial parabolic structure. We have the deformed holomorphic bundle
E and the λ-connection D on X −D. We prolong the sheaf E on X −D to the sheaf ⋄E over X by imposing the
condition on increasing order. (See the subsection 2.2 for ⋄E and bE .) Then we proved the following.
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Proposition 1.1 (Theorem 4.1 and Proposition 4.9 in [38]) Under the assumption of the nilpotentness
and the trivial parabolic structures, the OX -module ⋄E is locally free, and D is a regular λ-connection, in the
sense Df ∈ ⋄E ⊗ ΩX(logD) for any section f ∈ ⋄E.
Then we obtain the holomorphic vector bundle V0 :=
⋄E|{O}×Cλ on the complex plane Cλ. The residues
Resi(D) induce the nilpotent endomorphism Ni.
On the other hand, we have the harmonic bundle (E, ∂E , θ
†, h) on the conjugate complex manifold X†−D†.
We put X † := X† × Cµ and D† := D† × Cµ. We obtain the deformed holomorphic bundle E† and the µ-
connection D, and then the prolongment ⋄E†. Thus we obtain the holomorphic bundle V∞ := ⋄E†|Cµ and the
nilpotent endomorphism N †i on the complex plane Cµ.
We glue Cλ and Cµ by the relation λ = µ
−1, and thus we obtain P1. By taking a point P ∈ X − D, we
obtain the gluing of (V0,Ni) and (V∞,−N †i ). Thus we obtain the holomorphic vector bundle S(E,P ) and the
nilpotent maps N△i : S(E,P ) −→ S(E,P )⊗OP1(2) over P1. The nilpotent map N△(n) =
∑N△i induces the
weight filtration W on S(E,P ).
Proposition 1.2 (Theorem 7.2 [38]) The filtered vector bundle (S(E,P ),W ) is a mixed twistor structure.
Propositions 1.1 and 1.2 are the starting points of our study in the paper [38]. Then we obtain the constant-
ness of the filtrations, the compatibility of the nilpotent maps, the norm estimate, the limiting CVHS and the
purity theorem by using some geometric argument.
1.3.4 When the difficulty (b) occurs
When the difficulty (b) occurs, we cannot use the argument in [38] straitforwardly. Let us see what happens in
the example in the subsubsection 1.3.2.
In the example, ∂E and θ
† are as follows:
∂Ee = e · (−a)dz
z
, θ† = α · dz
z
.
Then we have the frame f of E given as follows:
f := exp
(−α · λ · log |z|2) · e.
The λ-connection is as follows:
Df = f · (α− a · λ− α · λ2) · dz
z
.
In particular, Res(D) = α− a · λ− α · λ2. The norm of u with respect to h is as follows:
|f |h = |z|−a−2Re(α·λ).
Then we obtain − ord(|f|Xλ |h) = a + 2Re(α · λ), which depends on λ, in the case α 6= 0. It means that the
sheaves ⋄E or bE for any b ∈ Rn are not locally free. Namely Proposition 1.1 does not hold in general. (See
Remark 8.1 on the explanation from the view point of the curvature.)
1.3.5 How we can modify?
First we discuss the prolongment for fixed λ, namely we consider the prolongment of Eλ to the sheaf bEλ on
X λ. In this case, we can show the local freeness by the essentially same argument as the proof of Proposition
1.2.
Proposition 1.3 bEλ is locally free.
Then we have following two structures of bEλ|Dλi (i = 1, . . . , n).
• The parabolic filtration iF , which is a filtration of bEλ|Dλi in the category of vector bundles.
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• The generalized eigen decomposition iE of bEλ|Dλi with respect to the action of the residue Resi(Dλ).
They are called the KMS-structure (Kashiwara-Malgrange-Sabbah-Simpson).
The parabolic structure F is determined by the increasing order, namely it is given as follows:
iFc(bEλ|Dλi ) := Im
(
b+(c−bi)δiEλ −→ bEλ
)
.
The filtration iF and the decomposition iE are compatible, in the sense iFa =
⊕
α∈C
iEα∩ iFa. Then we obtain
the following data:
KMS(bEλ, i) :=
{
(a, α) ∈ R×C | iGrFa iE(bE|Di , α) 6= 0
} ⊂ R×C.
We put KMS(Eλ, i) = ⋃bKMS(bEλ, i) ⊂ R × C. The elements of KMS(Eλ, i) is called the KMS-spectrum
at λ. The number dim iGrFa
iE(bE|Di , α) is called the multiplicity of (a, α) ∈ KMS(b,i).
We have the Z-action on KMS(Eλ, i) as follows:
Lemma 1.1 Let (a, α) be an element of R × C. Then (a, α) ∈ KMS(Eλ, i) if and only if (a + 1, α − λ) ∈
KMS(Eλ, i). The multiplicities of (a, α) and (a+ 1, α− λ) are same.
We have the bijection k(λ) : R ×C −→ R×C. For u = (a, α) ∈ R ×C, we put as follows:
k(λ, u) :=
(
p(λ, u), e(λ, u)
)
,

p(λ, u) := a+ 2Re
(
λ · α),
e(λ, u) := α− a · λ− α · λ2.
We note that e(λ, u) is the eigenvalue of the residue Res(D) in the example. We also note that −p(λ, u) is the
increasing order of f in the example (the subsubsections 1.3.2 and 1.3.4).
The following proposition is essentially due to Simpson.
Proposition 1.4 The map k(λ, u) induces the bijection KMS(E0, i) −→ KMS(Eλ, i). The multiplicities are
preserved.
Note that the map preserves the Z-action.
Let I be a subset of n = {1, . . . , n}. Then we have the filtrations iF (i ∈ I) and the decompositions
iE (i ∈ I) of bEλ|Dλ
I
: It can be shown that they are compatible. Then we obtain the following subset of
RI ×CI = (R×C)I :
KMS(bEλ, I) :=
{
(a,α) ∈ RI ×CI ∣∣ I GrFa IE(bEλ|Dλ
I
,α
) 6= 0}.
We put KMS(Eλ, I) := ⋃bKMS(bEλ, I). The element u = (a,α) ∈ KMS(bEλ, I) is called KMS-spectrum,
and the number dim I GrFa
IE(bEλ|Dλ
I
,α) is called the multiplicity of u.
Similarly to the case of I = {i}, we have the ZI -action on KMS(Eλ, I), preserving the multiplicities.
Proposition 1.5 We have the bijection k(λ) : KMS(E0, I) −→ KMS(Eλ, I), preserving the Z-action and the
multiplicities.
Then we put as follows, for any element u ∈ KMS(E0, n):
nGλu := nGrFp(λ,u) nE(bE , e(λ,u)).
The residue Resi(D) induces the endomorphism of
nGλu. The unique eigenvalue of the endomorphism is
e(λ, ui) by our construction. The nilpotent part is denoted by N λi .
Remark 1.2 The tame harmonic bundle (E, ∂E , θ, h) is nilpotent and with the trivial parabolic structure, if and
only if the set KMS(E0, n) is same as Zn × {0}. Due to the Z-action, we have only to consider the spectrum
0 ∈ KMS(Eλ, n), and we have nGλ0 = ⋄E|(O,λ).
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Then we obtain the family
{
nGλu
∣∣λ ∈ C} of vector spaces. We would like to give the structure of a
holomorphic vector bundle over the complex plane Cλ. In the case where (E, ∂E , θ, h) is nilpotent and with
trivial parabolic structure, we have the holomorphic bundle ⋄E over X , and thus we obtain the holomorphic
bundle ⋄E|Cλ , which gives the structure of the holomorphic vector bundle of the family
{
nGλ0
∣∣λ ∈ C}. As
we have already said, the sheaves ⋄E or bE on X are not locally free in general, we cannot apply the method
directly.
Let us pick any point λ0 ∈ Cλ. Let us pick an element b ∈ Rn such that bi 6∈ KMS(Eλ0 , i) for i ∈ n. Let
us take a sufficiently small positive number ǫ0. We put X (λ0, ǫ0) := ∆(λ0, ǫ0)×X and X λ := {λ} ×X .
Proposition 1.6
• Then bE is a locally free sheaf on X (λ0, ǫ0).
• For any point λ ∈ ∆(λ0, ǫ0), we have the canonical isomorphism bE|Xλ ≃ bEλ.
Let Di(λ0, ǫ0) denote Di × ∆(λ0, ǫ0), and Dλi denote Di × {λ}. We have the filtration iF (λ0) and the
decomposition iE of the vector bundle bE|Di(λ0,ǫ0):
• The restriction of iF (λ0) to X λ0 is same as the parabolic filtration iF of bEλ0 |Dλ0i .
• The restriction iE(λ0) to X λ0 is same as the generalized eigen decomposition iE of bEλ0 |Dλ0i .
• iF (λ0) and iE(λ0) are compatible.
Let us explain the restriction of F (λ0) and E(λ0) to Dλi for a point λ near λ0. The relation of the filtration
F (λ0) and the parabolic filtration F on bE|Dλi is as follows:
iF
(λ0)
b
(
bE|Di(λ0,ǫ0)
)
|Dλi
= iFb+ǫ
(
bEλ|Dλi
)
.
Here ǫ denotes a small number depending on b and λ. We also have the following:
iE(λ0)
(
bE|Di(λ0,ǫ0), α
)
|Dλi
=
⊕
|β−α|<η
iE
(
bEλ|Dλi , β
)
.
For any subset I ⊂ n, we obtain the filtrations iF (λ0) (i ∈ I) and iE(λ0) (i ∈ I) of the vector bundle
bE|DI(λ0,ǫ0), and they satisfies the relations as above.
Then we put as follows, for any element u ∈ KMS(E0, n):
nG(λ0)u = nGrF
(λ0)
p(λ0,u)
nE(λ0)
(
bE|Dn(λ0,ǫ0), e(λ0,u)
)
.
Then we have nG(λ0)
u |λ =
nGλu for any point λ ∈ ∆(λ0, ǫ0). When the intersection S := ∆(λ0, ǫ0)∩∆(λ1, ǫ1) is not
empty, we have the canonical isomorphism nG(λ0)
u |S ≃ nG(λ1)u |S . Thus we obtain the global vector bundle nGu on
Cλ such that
nGu |∆(λ0,ǫ0) ≃ nG(λ0)u and nGu |λ ≃ nGλu. We also have the nilpotent endomorphism Ni (i ∈ n).
By the same construction for the tame harmonic bundle (E, ∂E , θ
†, h) on X†−D†, we obtain the holomorphic
bundle nG†u for any element u ∈ KMS(E† 0, n), with the nilpotent map N †i .
We have the morphismR×C −→ R×C given by (a, α) 7−→ (−a, α). It induces the bijectionKMS(E0, n) −→
KMS(E† 0, n). We denote the correspondence by u 7−→ u†. Then we have the gluing of nGu and nG†u, and
thus we obtain the vector bundle Su(E,P ). We also obtain the nilpotent morphism N△i : Su(E,P ) −→
Su(E,P ) ⊗ O(2). As in the previous paper, we put N△(n) =
∑n
i=1N△i , which induce the weight filtration
W on Su(E,P ). Then it can be shown that (Su(E,P ),W ) is a mixed twistor structure, which is called the
limiting mixed twistor structure.
Remark 1.3 We have another gluing, and the resulted vector bundle is denoted by Scanu (E). In fact, it is more
close to the traditional construction of the limiting mixed Hodge than Su(E,P ).
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1.3.6 Polarization of the limiting mixed twistor structures
We discuss the naturally induced polarization S on the limiting mixed twistor structure, following Sabbah [42],
who considered the polarized limiting mixed twistor structures for tame harmonic bundle on a quasi projective
curve. The following theorem is one of the main goals in the study of Part II–III.
Theorem 1.1 (Theorem 12.2) The tuples
(
Scanu (E),W,N
△, S
)
and (Su(E,P ),W,N
△, S) (P ∈ X−D) are
polarized mixed twistor structure.
We use Theorem 1.1 by taking the associated graded objects. We have the associated graded vector bundle
V (0) := Scan(E), on which we have the naturally induced filtration W (0), the nilpotent maps N (0) and the
pairing S(0). Then the tuple
(
V (0),W (0),N (0), S(0)
)
is again a polarized mixed twistor structure. We can take
an appropriate torus action on the tuple, and thus it is a polarized Hodge structure. Moreover, it can be shown
that
(
V (0),W (0),N (0), S(0)
)
is a nilpotent orbit. Since the nilpotent orbit was studied very closely in the theory
of variation of Hodge structures, we can say that we understand the tuple
(
V (0),W (0),N (0), S(0)
)
very well,
due to the classical results on variation of Hodge structures. Much information on the tuple
(
Scan,W,N , S
)
can be obtained from
(
V (0),W (0),N (0), S(0)
)
. For example, we can obtain the compatibility of the nilpotent
maps and vanishing cycle theorem. We can also apply the lemmas due to Kashiwara and Saito on the nilpotent
orbit to
(
Scanu ,W,N , S
)
. In this sense, the study of tame harmonic bundle is reduced to the study of variation
of Hodge structures.
In the previous paper [38], we often used the argument to take a ‘limit’ of a sequence of tame harmonic bun-
dles. For example, we consider the morphisms nψm : X −D −→ X −D given by (z1, . . . , zn) 7−→ (zm1 , . . . , zmn ),
and we consider the sequence
{
ψ∗m(E, ∂E , θ, h)
}
of harmonic bundles. Under the assumption that (E, ∂E , θ, h)
is nilpotent and with trivial parabolic structure, we obtained the complex variation of Hodge structure as the
‘limit’. We also considered the morphisms 1ψm : X −D −→ X −D given by (z1, . . . , zn) 7−→ (zm1 , z2, . . . , zn),
and we used a limit of the sequence
{
1ψ∗m(E, ∂E , θ, h)
}
to derive a sequential compatibility of the residues.
The argument to take a limit does not work if the residues of the Higgs field is not nilpotent. In the case of
the example in the subsubsection 1.3.2, we have 1ψ∗mθ = m · α · dz/z, and thus it is not easy to guess what is
‘limit’ for m→∞.
In a sense, taking the associated graded tuple
(
V (0),W (0),N (0), S(0)
)
corresponds to taking a ‘limit’. Let us
consider the case that (E, ∂E , θ, h) is nilpotent and with trivial parabolic structure. As is already mentioned,
we obtain the limiting CVHS (E(∞), ∂E(∞) , θ(∞), h(∞)) as a limit. Then it is easy to see that the limiting
mixed twistor structure (E(∞), ∂E(∞) , θ(∞), h(∞)) is naturally isomorphic to the associated graded mixed twistor
structure
(
V (0),W (0)
)
.
Most of our argument to take a limit in the previous paper [38] can be replaced with the argument to
consider the associated graded tuple. The only exception is the proof of the constantness of the filtration, for
which we use some elementary calculus instead of taking a limit.
Remark 1.4 As is mentioned above, we do not use the argument to take a limit in this paper. However, it
seems significant to observe that CVHS appears as the limit.
1.4 On the purpose 2
1.4.1 Pure twistor D-module and Sabbah’s program
The author thinks that we have already understood the asymptotic behaviour of tame harmonic bundle pretty
well. In Part IV, we would like to apply the study in Part II–III to the theory of pure twistor D-modules of
Sabbah.
Following Simpson’s Meta-Theorem, it is interesting and natural to ask whether we can construct the theory
of “twistor module”, which should be a generalization of the theory of Hodge module of Saito. In this direction,
Sabbah has already done a remarkable work ([43]). He gave a definition of regular pure twistor D-modules and
proved a decomposition theorem. The motivation of Sabbah is to attack a conjecture of Kashiwara, so that we
recall a part of the conjecture.
Conjecture 1.1 (The regular holonomic version of Kashiwara’s conjecture)
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(Push-forward) Let X and Y be a quasi projective manifold over the complex number field C. Let f : X −→ Y
be a proper morphism. Let F be a semisimple regular holonomic D-module on X.
• Then the push-forward Rf+F is isomorphic to the direct sum
⊕
Rif+F in the derived category of
cohomologically holonomic complexes on Y .
• The hard Lefschetz theorem for ⊕Rif+F holds.
• Each Rif+F is semisimple.
(Vanishing cycles) Let X be a quasi projective manifold, and F be a semisimple regular holonomic D-module
on X. Let f be a holomorphic function on X. We take the nearby cycle functor and the vanishing cycle
functor along f . Then the associated graded object with respect to the monodromy weight filtration is
semisimple.
Remark 1.5 The conjecture of Kashiwara is stronger than the statement above. In fact, he conjectured that
the statement is true for semisimple holonomic D-modules which are not necessarily regular. See [28] for more
precise.
Sabbah’s program to attack the conjecture is as follows:
Step 1. To establish the correspondence of tame harmonic bundle and semisimple local system.
Step 2. To give a definition of regular pure twistor D-module and to prove the decomposition theorem for
regular pure twistor D-module.
Step 3. To establish the correspondence of tame harmonic bundles and regular pure twistor D-modules.
As for Step 1, there is known the classical result of Corlette who proved that semisimple local system on
a projective manifold corresponds to a harmonic bundle. The result was generalized by Jost-Zuo, who proved
there exists a pluri-harmonic metric on a semisimple local system on a quasi projective manifold, in other words,
there exists the structure of harmonic bundle on any semisimple local system on a quasi projective manifold.
It is refined in [39], and we know that a flat bundle (E,∇) on a quasi projective manifold is semisimple if and
only if there exists a tame pure imaginary pluri-harmonic metric on (E,∇). Hence we can say that the Step 1
is established.
As is already remarked, Sabbah established the step 2 in [43]. Sabbah also proved that a harmonic bundle,
without singularity, gives a regular pure twistor D-module for the step 3. As a corollary of the results due
to Corlette and himself, Sabbah obtained the decomposition theorem and the hard Lefschetz theorem for
semisimple local system.
Remark 1.6
• After the author submitted the first version of this paper to math arXiv, Sabbah kindly informed on the
revision [43] of his paper [42], although we mainly refer [42] in this paper.
• The definition of pure twistor D-module in [43] is more general than that given in [42], and it is most
appropriate for attacking Kashiwara’s conjecture. But it can also be said that it is slightly narrow from
the view point of Simpson’s Meta Theorem. See Appendix.
• Although Sabbah discusses the pure twistor D-modules which are not necessarily regular, we consider only
regular pure twistor D-modules in this paper, even if we omit to distinguish “regular”.
1.4.2 The goal of the part IV, the conjectures of Sabbah and Kashiwara
Let X be a complex manifold. Let Z be an irreducible closed subset of X . A tame harmonic bundle generically
defined on Z is defined to be a tame harmonic bundle defined over a smooth Zariski open subset of Z. The
purpose of the part IV is to establish the step 3, namely we will prove that a tame harmonic bundle generi-
cally defined on Z gives the pure twistor D-module of weight 0. More precisely, we will prove the following
correspondence:
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Theorem 1.2 (Theorem 19.1, Theorem 19.4) We have the bijective correspondences:
VPTgen(Z,w) ≃MPT(Z,w), VPTgenpi(Z,w) ≃ MPTpi(Z,w).
(See the subsubsection 19.1.2 for the notation.)
Recall that Saito established the following correspondence.
Proposition 1.7 (Saito, [46]) Variations of pure polarized Hodge structures of weight w which are defined
over Zariski open subsets of Z correspond to pure polarized Hodge modules of weight w whose strict supports
are Z.
Theorem 1.2 is a natural generalization of Proposition 1.7. Once we have established the resemblance of
the asymptotic behaviours of tame harmonic bundles and CVHS, we can use a part of Saito’s idea to prove
Theorem 1.2. In fact, it can be said that the crucial ideas can be found in the subsections 3.19–3.21 of [46].
However, it is not so clear for the author how to modify the arguments in 3.1–3.5 and the most part of 3.b of
[46] for our purpose. Hence we will go along the other route.
Sabbah conjectured that every semisimple regular holonomic D-module on a complex projective manifold
underlies a pure imaginary pure twistor D-module. (See the section 4.2.c in[43] or the subsection 19.6.) Once
Theorem 1.2 and Step 1 above are established, it is easy to show that his conjecture is true. Namely we obtain
the following theorem. (See the subsubsection 19.1.2 and the subsection 19.6 for the notation.)
Theorem 1.3 (The conjecture of Sabbah, Theorem 19.5) The map ΞDol : MPT
pi(Z, 0) −→ RHDss(Z)
is surjective.
As a result, we obtain the regular holonomic version of Kashiwara’s conjecture, combining the results of
Sabbah ([43]) and us.
Corollary 1.1 Conjecture 1.1 is true.
Remark 1.7 K. Vilonen informed the author of the work of D. Gaitsgory [17], who proved de Jong’s conjec-
ture. Since V. Drinfeld proved that de Jong’s conjecture implies the regular holonomic version of Kashiwara’s
conjecture [16], Conjecture 1.1 has been established also by their works.
1.5 The outline of the paper
1.5.1 Part I, Section 2
The Part I is a preparation for the subsequent parts. The author expects that the readers can skip Part I until
they need it.
In the section 2, we prepare some notation and lemmas from several areas. In the subsection 2.1, we prepare
the notation of some sets and the functions. The maps κc and νc in the subsubsection 2.1.5 are used to describe
the descent of sections for ramified covering. The maps k, e, and p in the subsubsection 2.1.6 are used for the
control of the KMS-structure of tame harmonic bundles.
In the subsection 2.2, we recall the prolongment of a holomorphic vector bundle with a hermitian metric over
X −D to an OX -sheaf on X . Here X denotes a complex manifold, and D denotes a normal crossing divisor.
We see when the prolonged sheaf is locally free (Lemma 2.4).
In the subsection 2.3, we prepare something on the µc-equivariant holomorphic bundles. It will be useful
when we consider the descent of holomorphic bundle.
In the subsection 2.4, we give a lemma for pluri-subharmonic function and convexity. It will be used in
the proof of preliminary constantness of the filtrations in the subsubsection 12.2.4. Although the argument is
elementary, it is one of the key steps. Hence we give some detail.
In the subsection 2.5, we consider the distributions given by a polynomials of logarithmic functions. The
result will be used when we calculate the specialization of the sesqui-linear pairing of the R-triples obtained
from tame harmonic bundle (the subsubsection 18.5.1).
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In the subsection 2.6, we mainly give some lemmas on a metrics on a finite dimensional vector space. They
are used in the subsection 7.1 and the subsection 8.2. The notation Eǫ (ǫ > 0) is introduced. We also recall the
relation between the norm of isomorphism and the distance of the hermitian metrics. The result will be used
in the subsection 7.7.
In the subsection 2.7, we recall two kinds of lemmas for the acceptable bundles. One is the vanishing of
the higher cohomology groups (Lemma 2.30 and corollary 2.7). The other is corollary 2.6, which controls the
estimate of the increasing order of holomorphic sections.
In the subsection 2.8, we give a lemma for a complex of Hilbert space bundles over the disc (Lemma 2.41). It
will be used to obtain a locally free prolongment of the deformed holomorphic bundle of tame harmonic bundle
(the subsection 8.7). Although the procedure is standard, we have to care the infinite dimensionality, and we do
not know an appropriate reference. Thus we give some detail. We also recall a standard lemma for embeddings
of Sobolev spaces, which will be used in the subsection 2.9.
In the subsection 2.9, we give an estimate of Higgs field of harmonic bundle. In the subsection 2.10, we give
an improvement of the convergency of a sequence of harmonic bundles, which was given in our previous paper
[38]. Since we do not use an argument to take a limit, the reader can skip the subsection 2.10.
In the subsection 2.11, we recall the relation of Higgs field and a twisted map associated with the flat
λ-connection with a hermitian metric. It will be used in the subsubsection 8.1.3.
1.5.2 Section 3
Following Simpson, we give some detail on the relation of Hodge structure and twistor structure. In the
subsection 3.1, we introduce some terminology and the notation.
In the subsection 3.2, we recall the equivalence of the category of equivariant holomorphic vector bundle
over P1 and the category of bi-filtered vector space. The equivalence is compatible with real structures.
In the subsection 3.3, we give the concrete description of the Tate objects, the objects O(p, q) and O(n) in
the category of twistor structures. In particular, we give the isomorphism ι(p,q) : σ
∗O(p, q) −→ O(q, p). The
isomorphism is fixed in the sequel. We also compare T(n) with the Tate objects in the Hodge theory.
In the subsection 3.4, we recall the equivalence of the category of polarized pure Hodge structures and the
category of equivariant polarized pure twistor structures. We also introduce polarized mixed twistor structure,
and we see the equivalence of the category of polarized mixed Hodge structures and the category of equivariant
polarized mixed twistor structures. Note that our choice of the signature of the nilpotent maps is different from
that in the standard Hodge theory.
In the subsection 3.5, we recall the variation of twistor structures, or more generally, the variation of P1-
holomorphic bundles. An example given in the subsubsection 3.5.3 is important for our understanding of the
harmonic bundles. We also see the equivalence of the category of variation of Hodge and the category of the
variation of equivariant pure twistor structures, which is compatible with some additional structures.
In the subsection 3.6, we introduce the twistor nilpotent orbit. We see that it is a generalization of nilpotent
orbit in the Hodge theory (Proposition 3.2).
In the subsection 3.7, we see that a split polarized mixed twistor structure gives a nilpotent orbit in the
Hodge theory (Corollary 3.14). Since we can pick an appropriate torus action on the split polarized mixed
twistor structure, we can regard it as a split polarized mixed Hodge structure. Thus the result may be known
in the Hodge theory, probably. However it is very important for our application, and hence we give some detail.
In particular, we can always obtain the nilpotent orbit in the Hodge theory from a polarized mixed twistor
structure, by taking the associated graded object. This is one of the key steps to reduce our study of tame
harmonic bundle to the classical study of Hodge structures.
In the subsection 3.8, we see that the polarized mixed twistor structure (V,W,N , S) induces the polarized
structure on the primitive part PhGr
W (N)
h (V ) (Proposition 3.5). By using the result, we see that the tuple of
nilpotent maps N is strongly sequentially compatible (Lemma 3.75).
In the subsection 3.9, we translate some results known for the Hodge structure, due to Kashiwara, Kawai
and Saito, to the results for the twistor structure (Proposition 3.6, Corollary 3.16, Proposition 3.9 and Lemma
3.93). They are crucial for our study to relate tame harmonic bundles and pure twistor D-modules.
In the subsection 3.10, we give the concrete correspondence of the twistor structure in the sense of Simpson
and those in the sense of Sabbah.
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1.5.3 Section 4
We give some definition of the compatibility of decompositions, filtrations and nilpotent maps. Although we
refer the definition of ‘sequential compatibility’ and ‘strongly sequential compatibility’ from our previous paper
[38], we do not use the lemmas in [38] essentially.
In the subsection 4.1, we give definitions of the compatibility of filtrations and decompositions on a vector
space. In the subsection 4.2, we give definitions of the compatibility of filtrations and decompositions on a
vector bundle. In the subsection 4.3, we give definitions of the compatibility of filtrations, decompositions and
nilpotent maps.
In the subsection 4.4, we give some lemmas for extending a splitting given on a divisor. In the subsection
4.5, we give definitions of compatibility of decompositions, filtrations and nilpotent maps given on divisors. By
using the result in the subsection 4.4, we see the existence of splitting.
1.5.4 Section 5
We consider a compatible tuple of filtrations on a discrete valuation ring R, such that the splitting is given on
the generic point. We assume that some nice property holds on a generic point K. we also assume the nice
property holds on the associated graded vector bundle on R. Under such assumptions, we see that the nice
property holds on R.
In the subsection 5.1, we discuss the sequential compatibility of the nilpotent maps. In the subsection 5.2,
we discuss the strictness of the morphism with the filtrations.
The results in the section 5 will be very useful, when we combine them with the limiting mixed twistor
theorem. Briefly and imprecisely speaking, we can derive some information for the associated graded bundle of
the parabolic filtrations. Then we can obtain the information of the original bundle by using the results in the
section 5.
1.5.5 Section 6
We give easy and basic examples of harmonic bundles on a punctured disc, which we call model bundles. They
are fundamental for the study of the asymptotic behaviour. In a sense, the study of the asymptotic behaviour
of general tame harmonic bundles can be reduced to these basic examples. The author apologizes that we use
the notation introduced in the section 11. We also refer the subsection 3.2 in [38] for model bundles, although
some constants in [38] are different from those in this paper.
1.5.6 Part II, Section 7
In Part II, we discuss the prolongment of the deformed holomorphic bundle of tame harmonic bundle.
In the section 7, we recall the result of Simpson on the study of tame harmonic bundles over the punctured
disc, with minor generalization. They play the fundamental role in the study of tame harmonic bundles on a
higher dimensional complex manifold.
In the subsection 7.1, we give some detail on Simpson’s Main estimate, that is, the estimate on the norm
of Higgs field around the singularity. Since we would like to use the result in the higher dimensional case,
we clarify the dependence of the constants. We also see the asymptotic orthogonality of the generalized eigen
decomposition.
In the subsection 7.2, we recall the results on the prolongment of the deformed holomorphic bundle Eλ for a
fixed λ. We introduce the KMS-structure of the prolongment bEλ, and we see the functoriality of the structure.
In particular, we give some detail on the functoriality for pull backs via the ramified covering. It will be useful
for the study in the higher dimensional case.
In the subsection 7.3, we recall the basic comparison due to Simpson. As a result, the KMS-structure at λ
can be controlled by the KMS-structure at 0, and we see that the weight filtration at λ is equivalent to that
at 0. We also obtain a rough relation of the frame at λ and the frame at 0, which will be used to show the
asymptotic orthogonality.
In the subsection 7.4, we give some detail on the spaceH(Eλ) of the multi-valued flat sections of the deformed
holomorphic bundle Eλ. We introduce the KMS-structure of H(Eλ), and we compare it with the KMS-structure
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of bEλ. In the subsubsection 7.4.10, we introduce the notion of ‘generic’ with respect to the KMS-structure. In
the subsubsection 7.4.11, we see that the prolongment by an increasing order is equivalent to the quasi canonical
prolongment, if λ is generic. In this sense, the prolongment for generic λ is canonically given, even if we forget
the metric h.
In the subsection 7.5, we consider the family of the spaces
{
H(Eλ) ∣∣λ ∈ C∗λ}. We introduce the decompo-
sition E(λ0) and F (λ0) which are defined on a neighbourhood of λ0 ∈ C∗λ.
In the subsection 7.6, we see the asymptotic orthogonality of the generalized eigen decomposition, the
parabolic filtration, and the weight filtration. They are used in the proof of the limiting mixed twistor theorem
in the case of curves (the subsection 12.1). The asymptotic orthogonality of the generalized eigen decomposition
is also used for the local prolongment of E (the subsection 8.7).
In the subsection 7.7, we give a maximum principle for the distance of the harmonic metrics on a punctured
disc. The result will be used to show a characterization of tameness in the subsubsection 8.1.3.
1.5.7 Section 8
We give some detail on the prolongment of the deformed holomorphic bundles of the tame harmonic bundle on
∆∗ ×∆n−l. The section is one of the hearts of this paper.
In the subsection 8.1, we give the remark on the constantness of the KMS-spectrum. We also see that
the tame harmonic bundle of rank one is very easy to understand. We use the facts without mention. In the
subsubsection 8.1.3, we give a simple characterization of tameness (Corollary 8.1), which is useful when we
check the tameness of a harmonic bundle. (See the subsubsection 19.2.1).
In the subsection 8.2, we give the estimate of the Higgs bundle around the singularity in the higher dimen-
sional case. Since we see the dependence of the constants closely in the subsection 7.1, the argument for the
generalization to the higher dimensional case is elementary. As a consequence, we see that the tame harmonic
bundle is acceptable. Thus we can apply the result in the subsection 2.7.
In the subsubsection 8.3, we give the prolongment of Eλ in the case that λ is generic. In this case, the
situation is very easy. We see that the quasi canonical prolongment gives the prolongment by an increasing
order in that case. Note that the direction of the argument is reverse to those in the one dimensional case. The
results are used in the next subsections.
In the subsection 8.4, we see the extension property of sections of Eλ defined over a hyperplane, by using
the result in the subsection 2.7. The argument is essentially given in our previous paper [38]. However it is
one of the most technical parts for the prolongment, and hence we give some detail. In the subsubsection 8.4.1,
we give estimates of Higgs fields by using the results in the subsection 2.9. For a holomorphic section on a
hyperplane, we construct a cocycle in the subsubsection 8.4.2. By using the estimate in the subsubsection 8.4.1,
we give an estimate of the cocycle. The extension property is stated in the subsubsection 8.4.3, and it is proved
in the subsubsection 8.4.4. We use the result in the subsection 2.7. In the subsubsection 8.4.5, we also state
the extension property in the codimension one. Since this is the easier case, we give only an indication of the
proof.
In the subsections 8.5 and 8.6, we show that the prolongment bEλ is locally free. As a preliminary, we show
the claim under the assumption as in Lemma 8.37 in the subsection 8.5, by using the result in the subsection
8.4. Then we show the claim without the assumption in the subsection 8.6. We also see that the parabolic
structures of the divisors give the compatible tuple of the filtrations. For that purpose, we consider the pull
back of Eλ via the ramified covering ψc for an appropriate c ∈ Zl>0 in the subsubsection 8.6.2. Due to the result
in the subsection 8.5, the prolongment of the pull back is locally free. Moreover we have the action of the finite
abelian group, which induces the decompositions on the divisors. Due to the result in the subsection 7.2, we
see that the decompositions give the splittings of the parabolic filtrations. In the subsubsection 8.6.3, we take
an equivariant frame v of ⋄ψcEλ which is compatible with the decompositions on the divisors. Then we take
the descent of v. We will see that the descent gives the frame of the prolongment of Eλ by using the result in
the subsubsection 7.2, and we will obtain the local freeness of the prolongment.
In the subsection 8.7, we see that the prolongment bE is locally free on X (λ0, ǫ0). First we show the extension
property of holomorphic sections. For that purpose, we use the asymptotic orthogonality (the subsection 8.7)
and the trivialization given by the argument in the subsection 2.8. Once the extension property is shown, it is
easy to show the local freeness.
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In the subsection 8.8, we see some structures induced on the divisors. In particular, we obtain the filtrations
iF (λ0) (the subsubsection 8.8.1) and the decompositions iE(λ0) (the subsubsection 8.8.1) of the vector bundle
bE|Di(λ0,ǫ0). The tuples of the filtrations and the decompositions are compatible. In particular, we obtain the
induced vector bundle lG(λ0)u on Dl(λ0, ǫ0).
In the subsection 8.9, we see that
{
lG(λ0)u
∣∣λ0 ∈ Cλ} gives the holomorphic bundle over Dl, and we give
some detail on the vector bundle.
1.5.8 Section 9
We give some detail of the KMS-structure on the space of the multi-valued flat sections of Eλ on ∆∗ l ×∆n−l.
In the subsection 9.1, we see some easy properties of the filtrations iF .
In the subsection 9.2, we show the compatibility of the tuple of the filtrations
(
iF ∣∣ i ∈ l). The argument to
deal the filtrations is complicated a little, as usual. However it is elementary.
Then we obtain the induced object lG(λ0)u (H). In the subsection 9.3, we see that the family
{
lG(λ0)u (H)
∣∣λ0 ∈
Cλ
}
gives a vector bundle over C∗λ. We also see some additional structures, the nilpotent maps and the pairing.
1.5.9 Section 10
In the subsection 10.1, we see the compatibility of the naturally defined tuple of the filtrations and the decom-
positions on cEλ.
In the subsection 10.2, we obtain the filtrations and the decompositions of the prolongment cE . As a result,
we obtain the induced object lGu(E) on X ♯.
Then we obtain the isomorphisms Φcanu :
lGu(H) ≃ lGu |C∗
λ
and Φu,P,O :
lGu(E)|C∗
λ
×{P} ≃ lGu |C∗
λ
, which is
described in the subsection 10.3.
1.5.10 Part III, Section 11
In Part III, we prove a limiting mixed twistor theorem. As an application, we obtain the norm estimate for
holomorphic sections and multi-valued flat sections.
In the section 11, we give some detail on the construction of the vector bundle over P1 with the nilpotent
maps and the pairing, from a tame harmonic bundle.
In the subsection 11.1, we recall the variation of polarized pure twistor structure induced by the harmonic
bundles. In particular, we recall about the conjugate of harmonic bundles. The formalism was given by Simpson
in [52].
In the subsection 11.2, we see the KMS-structure and the induced objects of the conjugate. Briefly speaking,
the conjugate is isomorphic to the dual. However we remark that the signature of the nilpotent maps are
reversed.
In the subsection 11.3, we see the construction of the vector bundles Scanu (E) and Su(E,P ). We also see the
induced nilpotent maps and the pairings on them. In particular, we obtain the weight filtration W on Scanu (E)
and Su(E,P ) in the case dim(X) = 1.
In the subsection 11.4, we give some detail on the associated graded vector bundles GrW Scanu (E) and
GrW Su(E,P ) in the case dim(X) = 1, which are simple.
1.5.11 Section 12
We prove the limiting mixed twistor theorem, which will be very important in the study in Part IV. It is also
useful to control the conjugacy classes of the nilpotent parts of the residues.
In the subsection 12.1, we prove the limiting mixed twistor theorem in the case dim(X) = 1. Although the
proof is essentially same as those in [38] and [42], it is rather complicated to state the argument precisely.
In the subsection 12.2, we prove the limiting mixed twistor theorem for higher dimensional case. The different
part from that in [38] is the proof of the constantness of the filtrations (Lemma 12.29). In our previous paper
[38], we used the argument to take a ‘limit’. Instead we use the result in the subsection 2.4.
When we take the associated graded objects of
(
Scan(E),W,N , S
)
, we obtain the nilpotent orbit due to the
limiting mixed twistor theorem. In the subsection 12.3, we derive some consequences by using the results for
12
polarized mixed twistor structures (the subsection 3.8) and the results in the section 5. We show the strongly
sequential compatibility and some decomposition.
1.5.12 Section 13
As one of the application of the limiting mixed twistor theorem, we give a norm estimate of the holomorphic
sections or flat sections of the deformed holomorphic bundles. The arguments are essentially same as those in
our previous paper [38]. We have only to care the parabolic structure.
In the subsection 13.1, we give some remark on functoriality for pull backs of deformed holomorphic bundles.
In the subsection 13.2, we show a preliminary norm estimate for holomorphic sections. In the subsection 13.3,
we derive a norm estimate for holomorphic sections. In the subsection 13.4, we reduce the norm estimate for
flat sections to the norm estimate for holomorphic sections. Contrast to the holomorphic case, we do not discuss
the norm estimate of the family of flat sections. It seems that we need some additional argument.
1.5.13 Part IV, Section 14
In Part IV, we apply the results in Part II–III to the theory of pure twistor D-modules.
As a preparation, in the section 14, we recall the specialization of R-modules and the sesqui-linear pairings
introduced by Sabbah with minor generalization. The author recommends the reader to read the very readable
paper [42]. We use some results in [42] without mention.
In the subsection 14.1, we recall the specialization of R-module. Although Sabbah considered only the local
unitary case, we give some more general definitions. However, the basic theory of R-modules are established
sufficiently generally in [42]. Even if we need a generalization, we need at most minor modification.
In the subsection 14.2, we recall the specialization of the sesqui-linear pairings, with some minor generaliza-
tion. Again, we need at most minor modification.
Remark 1.8 Sabbah kindly informed to the author on the revised version [43] of his paper, in which the gen-
eralization treated in this section is already discussed essentially. We keep this section for our reference in the
later sections.
1.5.14 Section 15
We give the prolongments of the deformed holomorphic bundle E over X −D to the R-modules on X .
First we give a naive prolongment E in the subsection 15.1. Although it is not coherent, E has many nice
properties, and it is easy to understand E algebraically. We will use E as the ambient sheaf. We introduce
the sheaf I T˜ (λ0)(c,d), and we prepare a lemma in the subsubsection 15.1.5, which will be used in the subsection
15.3.
In the subsection 15.2, we give the prolongment E, which we really need. To understand E more closely,
we introduce the filtrations IV (λ0) (I ⊂ l), and we obtain the sheaves IT (λ0)(c,d). In the subsection 15.3, we
show IT (λ0)(c,d) and I T˜ (λ0)(c,d) are naturally isomorphic (Lemma 15.33). Although it looks a little long and
complicated, the arguments are elementary.
In the subsection 15.4, we show a kind of compatibility of the filtrations iV (λ0)(E) (i ∈ l). First goal is to
show lVS
(
E
)
= lVS
(
E) ∩ E (Proposition 15.1). Once we prove Proposition 15.1, we can easily translate some
nice properties of iV (λ0)
(
E) to iV (λ0)(E). In particular, we obtain the strictly S-decomposability of E along
zi = 0 for i ∈ l. We also obtain the primitive decomposition of sections of E.
In the subsection 15.5, we give a characterization of E as the prolongment of the deformed holomorphic
bundle E obtained from harmonic bundle. It will be useful when we consider the specialization of E along∏
zmii .
1.5.15 Section 16
We give some detail on the push-forward E[ðt] for the graph of the holomorphic functions
∏
i=1 z
mi
i . Following
Saito [46], we introduce the filtration U (λ0) in the subsection 16.1. Our purpose is to show that U (λ0) gives the
V -filtration along t = 0 at λ0 whose associated graded module is strict, namely, E[ðt] is strictly specializable
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along t0. We will also show that the naturally induced filtrations
iV (λ0) on ψ˜t,u(E[ðt]) gives the V -filtration
along zi = 0 at λ0, whose associated graded module is strict, namely ψ˜t,u(E[ðt]) is strictly specializable along
zi = 0 (i ∈ l).
In the subsection 16.2, we give some algorithms to describe sections of E[ðt] in a normal (but not unique)
way.
In the subsection 16.3, we obtain the primitive decompositions of sections of GrU
(λ0)
b E[ðt]. The first goal is
Proposition 16.1. Once Proposition 16.1 is established, the rest are rather formal.
We obtain the strict S-decomposability of E[ðt] in the subsection 16.4. Even if it looks complicated, it is a
rather formal consequence of the results in the subsection 16.3.
In the subsection 16.5, we would like to see the form of ψ˜t,u(E[ðt]) briefly. Since it is not easy to see it
directly, we see I GrV
(λ0)
c
JV
(λ0)
d (ψ˜t,uE[ðt]), instead. Our goal is to relate them with the construction in the
subsubsection 3.9.2. Compare the formulas (347) and (59).
1.5.16 Section 17
We consider the nilpotent map N = tðt+ e(λ, u) on ψ˜t,uE[ðt]. Then we obtain the weight filtration W (N). We
would like to see GrW (N) ψ˜t,uE[ðt]. It is not easy to see it directly, we introduce the filtration F
(λ0) on ψ˜t,uE[ðt],
such that GrF
(λ0)
m is a direct sum of the locally free sheaves
IL on DI (|I| = n−m).
In the subsection 17.1, we see the relation of the weight filtration W (N) and the induced filtrations lV (λ0)
on IL. We also see the decomposition of PhGrW (N)h . The results easily follow from the limiting mixed twistor
theorem and the results in the section 5.
In the subsection 17.2, we introduce the filtration F. We see that the exact sequences associated to F is
strict with respect to the weight filtration W (N). A key observation is given in the proof of Lemma 17.17.
As a result, we can understand the filtrations IV (λ0) on GrW (N)(ψt,uE[ðt]) sufficiently well, and we obtain the
strictly specializability of GrW (N)(ψt,uE[ðt]) along zi = 0 (i ∈ n).
In the subsection 17.3, we obtain the strict S-decomposability of GrW (N)(ψt,uE[ðt]) along zi = 0 (i ∈ n),
by using the results in the previous subsubsections and the lemmas of Kashiwara and Saito prepared in the
subsection 3.9. As a result, we obtain the decomposition by the supports, as in Proposition 17.1. We see some
properties of the components.
1.5.17 Section 18
In the subsection 18.1, we give the sesqui-linear pairing C of E, which is the unique prolongation of the pairing
of E .
In the subsection 18.2, we introduce nGu for u ∈ KMS(E0, n), which is a family of flat bundles on (X −
D)×C∗. We see that the sesqui-linear pairing C0 of E induces the pairing on nGu. By using it, we obtain the
sesqui-linear pairing on nGu′ for u′ ∈ KMS(E0, n) in the subsection 18.3. We see that it is essentially obtained
by the formalism in the subsection 14.2.
In the subsection 18.4, we compare two R-triples in 0-dimension. One is obtained as the specialization of
the R-triple. The other is obtained from the vector bundle constructed in the section 11.
In the subsection 18.5, we show that the component whose support is {0} is a polarized pure twistor structure
(Corollary 18.4), by using the lemma of Kashiwara in the subsubsection 3.9.2. Once we know Corollary 18.4, we
immediately know that the smooth part of the components of PhGr
W (N) ψt,uE[ðt] together with the induced
sesqui-linear pairing is a variation of pure twistor structures. By using the characterization of the prolongment,
the each components of the decomposition of ψ˜t,u(E[ðt],E[ðt],C) is isomorphic to a R-triple obtained from a
tame harmonic bundle. As a result, we arrive at the stage we can use an induction to show the existence of the
prolongment as the pure twistor D-module.
1.5.18 Section 19
We see the correspondence of tame harmonic bundles and pure twistor D-modules are given. The statement is
given in the subsection 19.1.
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In the subsection 19.2, we show that every regular pure twistor D-module gives a tame harmonic bundle
which is defined on a Zariski open subset of the strict support.
The existence of the prolongment as pure twistor D-module is shown in 19.3. This is a formal consequence
of the result in the subsection 18.5.
The uniqueness is shown in the subsection 19.4. We need some consideration by using the uniqueness of the
intermediate extension and the Riemann-Hilbert correspondence.
In the subsection 19.5, we see that the correspondence of Theorem 19.1 preserves the pure imaginary property.
By the correspondence, we can show that Sabbah’s conjecture is true, i.e., semisimple regular holonomic D-
modules correspond to pure imaginary pure twistor D-modules. As a result, we obtain the regular holonomic
version of Kashiwara’s conjecture by combining the results of Sabbah and us.
1.5.19 Part V, Appendix
As is noted in the subsubsection 1.4.1, the definition of pure twistor D-module given by Sabbah (see [42] and
[43]) is slightly narrow from the view point of Simpson’s Meta Theorem, although his definition is natural to
attack the conjecture of Kashiwara. Hence we give some minor complement for pure twistor D-modules as an
appendix. In particular, we give some detail on the decomposition theorem of the pure twistor D-module on a
smooth projective curve.
1.6 Some remarks
1.6.1 On the contents and the length
Although the paper is long, most of the contents are rather standard. It is the intension of the author to
organize the facts for our purpose and to give a proof when he does not know an appropriate reference. He
does not pretend that most of the contents are original. He just hopes that everything contained in this paper
is clear for everyone.
1.6.2 The difference of the version 1 and the version 2
Many typos and arguments are improved. We only refer the main difference.
• Because the paper [39] has been written, the discussion on pure imaginary pure twistor D-module is
added. We give the correspondence of semisimple regular holonomic D-modules and of pure imaginary
pure twistor D-modules through tame pure imaginary harmonic bundles. Namely, the conjectures of
Sabbah and Kashiwara are established. The related part is mainly the subsections 19.5–19.6, and the
subsection 20.2.
• The explanation for the tameness of harmonic bundle obtained from a pure twistor D-modules is added.
The related part is mainly the subsubsections 2.6.4–2.6.6, the subsection 2.11, the subsection 7.7, the
subsubsection 8.1.3, and the subsection 19.2.
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Part I
Preliminary
2 Preliminary
2.1 Notation
2.1.1 Sets
We will use the following notation:
Z: the set of the integers, Z>0: the set of the positive integers,
Q: the set of the rational numbers, Q>0: the set of the positive rational numbers,
R: the set of the real numbers, R>0: the set of the positive real numbers,
C: the set of the complex numbers, n: the set {1, 2, . . . , n},
M(r): the set of r × r-matrices, Hr: the set of r × r-hermitian matrices,
Sl: the l-th symmetric group,
We denote the set of positive hermitian metric of V by PH(V ). We often identify it with the set of the
positive hermitian matrices by taking an appropriate base of V .
2.1.2 A disc, a punctured disc and some products
For any positive number C > 0 and z0 ∈ C, the open disc
{
z ∈ C ∣∣ |z−z0| < C} is denoted by ∆(z0, C), and the
punctured disc ∆(z0, C)−{z0} is denoted by ∆∗(z0, C). When z0 = 0, ∆(0, C) and ∆∗(0, C) are often denoted
by ∆(C) and ∆∗(C). Moreover, if C = 1, ∆(1) and ∆∗(1) are often denoted by ∆ and ∆∗. If we emphasize the
variable, we describe as ∆z, ∆i. For example, ∆z×∆w = {(z, w) ∈ ∆×∆}, and ∆1×∆2 = {(z1, z2) ∈ ∆×∆}.
We often use the notation Cλ and Cµ to denote the complex planes
{
λ ∈ C} and {µ ∈ C}.
Unfortunately, the notation ∆ is also used to denote the Laplacian. The author hopes that there will be no
confusion.
We put ∆(C) :=
{
z
∣∣ |z| ≤ C} and ∆∗(C) := {z ∣∣ 0 < |z| ≤ C}. In the case C = 1, we use ∆ and ∆∗ instead
of ∆(1) and ∆
∗
(1).
For a complex manifold X , a point λ0 ∈ Cλ and a positive number ǫ0, we often consider the product
X ×∆(λ0, ǫ0) and X ×∆∗(λ0, ǫ0). For simplicity, we denote them by X (λ0, ǫ0) and X ∗(λ0, ǫ0) respectively. We
also use the notation X and X ♯ to denote the X ×Cλ and X ×C∗λ.
For a complex manifold X , we have the conjugate complex manifold, which is denoted by X†.
2.1.3 Projections
Let I be a finite set and J be a subset of I. In general, qJ : X
I −→ XJ denotes the naturally induced projection
taking the i-th components for i ∈ J . Similarly, πJ : XI −→ XI−J denotes the projection omitting the j-th
component for j ∈ J . However, we will often use π to denote some other projections. If J consists of the unique
element j, We often use the notation qj and πj instead of q{j} and π{j}.
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2.1.4 The order on Rn
We have the natural order on R. Let n be a positive integer. We often use the order on Rn given as follows:
For elements a, b ∈ Rn, we say a ≤ b if and only if qi(a) ≤ qi(b) for any i ∈ n. When we consider such order,
we say a < b if and only if qi(a) < qi(b) for any i ∈ n, and we say a  b if and only if a ≤ b and a 6= b.
2.1.5 κc and νc
Let c be a real number. The maps κc : R −→]c− 1, c] and νc : R −→ Z are defined by the following condition:
For a real number x ∈ R, the equality κc(x) + νc(x) = x holds.
In the case c = 0, we use the notation κ and ν instead of κc and νc.
Let S be a finite subset of ] − 1, 0] and b be a positive number. We obtain the map φb : S −→ Z given by
φb(x) = ν(b · x).
Definition 2.1 A real number b is sufficiently large with respect to S, if the map φb is injective.
2.1.6 p, e and k
For any element u = (a, α) ∈ R×C, we put as follows:
p(λ, u) := a+ 2 · Re(λ · α¯),
e(λ, u) := α− a · λ− α¯ · λ2.
Then we obtain the following morphism:
k(λ) =
(
p(λ), e(λ)
)
: R×C −→ R×C.
The following lemma is checked by a direct calculation.
Lemma 2.1 k(λ) is bijective.
Proof Let us consider the equation p
(
λ, (a, α)
)
= A and e
(
λ, u
)
= B for (B,A) ∈ C ×R. Then we have the
unique solution:
α =
λ ·A+B
|λ|2 + 1 , a =
(−|λ|2 + 1)A− 2Re(λB)
|λ|2 + 1 .
It may be useful to use the relation λ · p(λ, (a, α)) + e(λ, (a, α)) = (|λ|2 + 1) · α.
Remark 2.1 We will use Lemma 2.1 to control the KMS-structure of the prolongment of deformed holomorphic
bundles.
For any element u = (α, a) ∈ C ×R, we put u† = (α,−a) ∈ C ×R.
Lemma 2.2 Let u be an element of C ×R. We have the following formula:
−p(λ, u) = p(−λ, u†), e(λ, u) = e(−λ, u†). (1)
Proof It can be checked by a direct calculation.
For any element u = (a, α) ∈ R ×C, we put as follows:
pf (λ, u) := Re
(
λ · α+ λ−1 · α) = p(λ, u) + Re(λ−1 · e(λ, u)),
ef (λ, u) := exp
(−2π√−1 · (λ−1 · α− a− λ · α)) = exp(−2π√−1λ−1 · e(λ, u)). (2)
17
Lemma 2.3 Let u be an element of R ×C. We have the following formula:
ef (λ, u) = ef
(
λ−1, u†
)−1
, pf (λ, u) = pf
(
λ−1, u†
)
.
Proof We have the following equalities:
ef (λ, u) = exp
(−2π√−1(λ−1α− a− λα¯)) = ef(λ−1, u†)−1.
We also have the following equalities:
pf(λ, u) = Re
(
λα¯ + λ−1α
)
= pf
(
λ−1, u†
)
.
Thus we are done.
Notation To denote the element (1, 0) ∈ R × C, we often use the notation δ0. We often identify (R × C)I
and RI ×CI .
For any element u = (α, b) ∈ Cl ×Rl, we put u† := (α,−b).
2.2 Prolongation by an increasing order
2.2.1 Notation
Let X be a complex manifold and D =
⋃N
i=1Di be a normal crossing divisor. Let E be a holomorphic vector
bundle with a hermitian metric h over X −D.
Let U be an open subset of X , which is admissible with respect to D, i.e., we have a coordinate (z1, . . . , zn)
satisfying the following:
D ∩ U =
l⋃
k=1
(Dik ∩ U), Dik = {zk = 0}.
For any section f ∈ Γ(U ∩ (X −D), E), let |f |h denote the norm function of f with respect to the metric
h. We describe |f |h = O
(∏l
i=1 |zk|−bk
)
, if there exists a positive number C such that |f |h ≤ C ·
∏l
k=1 |zk|−bk .
Recall that ‘− ord(f) ≤ b’ means the following:
|f |h = O
( l∏
k=1
|zk|−bk−ǫ
)
for any positive number ǫ.
For any b ∈ RN , the sheaf bE is defined as follows:
Γ(U, bE) :=
{
f ∈ Γ(U ∩ (X −D), E) ∣∣ − ord(f) ≤ b}.
The sheaf bE is called the prolongment of E by an increasing order b. In particular, we use the notation
⋄E in
the case b = (0, . . . , 0).
2.2.2 Adaptedness and adaptedness up to log order
Let X be a C∞-manifold, and E be a C∞-vector bundle with a hermitian metric h. Let v = (v1, . . . , vr) be
a C∞-frame of E. We obtain the H(r)-valued function H(h,v), whose (i, j)-component is given by h(vi, vj).
Recall that the frame v is called adapted, if H(h,v) and H(h,v)−1 are bounded.
Let E =
⊕
i Ei be a C
∞-decomposition of E. The hermitian metric h of E induces the metric hi on Ei.
Then we obtain the metric
⊕
i hi of E.
Definition 2.2 The decomposition E =
⊕
iEi is quasi adapted with respect to h, if h and
⊕
i hi are mutually
bounded.
Let us consider the case X = ∆∗ l×∆n−l. We have the coordinate (z1, . . . , zn). Let E, h and v be as above.
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Definition 2.3 A frame v is called adapted up to log order, if the following inequalities hold over X, for some
positive numbers Ci (i = 1, 2) and M :
0 < C1 ·
(
−
l∑
i=1
log |zi|
)−M
≤ H(h,v) ≤ C2 ·
(
−
l∑
i=1
log |zi|
)M
.
2.2.3 Lemmas for local freeness and the parabolic filtration
We put X := ∆n and D :=
⋃l
i=1Di, where Di =
{
(z1, . . . , zn) ∈ X
∣∣ zi = 0}. Let E be a holomorphic bundle
over X −D and h be a hermitian metric of E.
Lemma 2.4 We assume that we have a holomorphic frame v =
(
vj
∣∣ j = 1, . . . , rank(E)) of E satisfying the
following conditions:
• There exists bi(vj) ∈]− 1, 0] for 1 ≤ j ≤ rank(E) and for 1 ≤ i ≤ l.
• The C∞-frame v′ = (v′j ∣∣ j = 1, . . . , rank(E)), given as follows, is adapted up to log order.
v′j := vj ·
l∏
i=1
|zi|bi(vj).
Then the following holds:
1. The OX-sheaf ⋄E is locally free.
2. Each vi is a section of
⋄E, and v gives a frame of ⋄E.
Proof It is easy to see that vj are sections of
⋄E. Let f be a section of ⋄E over an open subset of U ⊂ X . We
have the following development on U :
f =
∑
fj · vj =
∑
fj ·
l∏
i=1
|zi|−bi(vj) · v′j .
Here fj are holomorphic functions on U ∩ (X −D). Since v′ is adapted up to log order, we have the following
estimate: ∣∣∣fj · l∏
i=1
|zi|−bi(vj)
∣∣∣ = O( l∏
i=1
|zi|−ǫ
)
, for any positive number ǫ.
In fact, the left hand side can be dominated by a polynomial of − log |zi| (i = 1, . . . , l). Hence we obtain the
following estimate, for any ǫ > 0,
|fj | = O
( l∏
i=1
|zi|bi(vj)−ǫ
)
.
Note that bi(vj)− ǫ > −1 for any sufficiently small positive number ǫ. Hence the functions fj are holomorphic
on U . Thus v is a frame of ⋄E, and ⋄E is locally free.
Let δi denote the element (
i−1︷ ︸︸ ︷
0, . . . , 0, 1, 0, . . . , 0). For any real number b ≤ 0, we have the natural morphism
bδiE −→ ⋄E. Thus we have the parabolic filtration iF on Di given as follows:
iFb := Im
(
bδiE|Di −→ E|Di
)
.
Lemma 2.5 We impose the same assumption in Lemma 2.4. Then the following holds.
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• For each i, iF is a filtration in the category of vector bundles on Di, namely the associated graded sheaf
iGrF is locally free on Di.
• The tuple of the filtrations (iF ∣∣ i = 1, . . . , l) is compatible, in the sense of Definition 4.17.
• We have i degF (vj) = bi(vj).
Proof Let f be a section of b·δiE, we have the description f =
∑
fj · vj for some holomorphic functions fj .
By an argument similar to the proof of Lemma 2.4, we obtain the vanishing fj |Di = 0 in the case bi(vj) > b.
Thus iFb is the vector subbundle of
⋄E|Di generated by vi such that bi(vj) ≤ b. It implies all the claims.
2.3 A preliminary for µc-equivariant bundle
2.3.1 The action of the group µc
For any positive integer c, we put µc :=
{
z ∈ C ∣∣ zc = 1}. We pick a generator ω(c) of µc. For any element
c = (c1, . . . , cn) ∈ Zm>0, we put µc :=
∏m
i=1 µci . We denote the element
( i−1︷ ︸︸ ︷
1, . . . , 1, ω(ci), 1, . . . , 1
)
by ω(ci) for
simplicity. We have the natural inclusion µci −→ µc. The image is also denoted by µci
We put X = ∆n, Di := {zi = 0} and D =
⋃n
i=1Di for some l ≤ n. We have the natural Gnm-action
on X , given by the componentwise multiplication. Let c be an element of Zm>0. If we take a homomorphism
ρ : µc −→ Gnm, we obtain the µc-action ρ on X . In the following, we consider only such µc-actions on X .
2.3.2 An equivariant section and an equivariant lift
Let ρ be a µc-action on X . Let E be a ρ-equivariant holomorphic vector bundle on X .
Definition 2.4 A section f of E is called ρ-equivariant, if there exists a homomorphism χ : µc −→ C∗ such
that g∗(f) = χ(g) · f for any element g ∈ µc.
Let Γ(X,E) denote the space of holomorphic sections of E over X . We have the natural µc-action on
Γ(X,E). Since µc is a finite group, we have the canonical decomposition:
Γ(X,E) ≃
⊕
η∈Rep(µc)
Hom
(
Vη,Γ(X,E)
)⊗ Vη.
Here Rep(µc) denote the set of the equivalence classes of the irreducible representations of µc, and Vη (η ∈
Rep(µc)) denotes an irreducible representation corresponding to η. Then a section f ∈ Γ(X,E) is equivariant
if and only if f is contained in one of the components in the canonical decomposition.
Let I be a subset of n. We put DI :=
⋂
i∈I Di.
Lemma 2.6 Let f0 be a holomorphic equivariant section of E|DI , i.e., there exists a homomorphism χ : µc −→
C∗ such that g∗(f0) = χ(g) · f0 for any g ∈ µc. Then there exists a holomorphic equivariant section f of E on
X satisfying f|DI = f0 and g
∗(f) = χ(g) · f .
Proof We have the equivariant surjection Γ(X,E) −→ Γ(DI , E|DI ). Since µc is finite, we have the canonical
decompositions of Γ(X,E) and Γ(DI , E|DI ). Then we obtain the surjections of the components of the canonical
decompositions. Hence we are done.
Let u = (ui) be an equivariant base of E|O, i.e., there exist χi : G −→ C∗ such that g∗(ui) = χi(g) · ui for
each i.
Corollary 2.1 There exists an equivariant frame v of E on a neighbourhood of O, such that g∗(vi) = χi(g) · vi
and vi |O = ui.
Definition 2.5 A frame as in Corollary 2.1 is called an equivariant frame.
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Lemma 2.7 Let Ej (j = 1, 2) be µc-vector bundles over X, and π : E1 −→ E2 be equivariant surjection. Let
N be a µc-subbundle of E2 and M be a µc-subbundle of E1 |D. Assume that the restriction of π|D to M gives
an isomorphism of M and N|D.
Then there exists a µc-subbundle M˜ of E1 defined around O satisfying the following:
• The restriction of π|D to M˜ gives an isomorphism of M˜ and N .
Such M˜ is called an equivariant lift of N extending M .
Proof We have the following exact sequence:
Γ(E1) −→ Γ(E2)⊕ Γ(E1 |D) −→ Γ(E2 |D) −→ 0. (3)
Since µc is finite, µc-vector spaces in the complex (3) have the canonical decomposition. On each component
of the canonical decomposition, the complex is exact.
Let take an equivariant frame vN ofN on a neighbourhood of O. By using an isomorphism π|D :M −→ N|D,
we take an equivariant frame vM of M around O such that π|D(vM ) = vN |D. By using the equivariant
exact sequence (3), we can take an equivariant sections v
M˜,i
of M˜ around O such that π(v
M˜ ,i
) = vN,i and
v
M˜,i |D = vM,i. Then vM˜ := (vM˜,i) gives a µc-subbundle M˜ of E1, which has desired properties.
2.3.3 Compatible frames
We put X = ∆n, Di = {zi = 0} and D =
⋃n
i=1Di. Let V be a µc-vector bundle on X . Assume that we are
given µc-subbundles HI ⊂ V|DI for any subset I ⊂ n, satisfying HI′ |DI ⊃ HI (I ′ ⊂ I).
Lemma 2.8 Let v be a µc-equivariant section of Hl. Then there exists a µc-equivariant section v˜ of V on a
neighbourhood of Dn, satisfying v˜|DI ∈ HI and v˜|Dl = v.
Proof We construct v˜|DI descending inductively on |I|. Assume that we have already took v˜|D′I for any I ′ ) I.
We put ∂DI :=
⋃
I′)DI′ . Then v˜|∂DI is an equivariant section of HI | ∂DI . By an argument similar to the
proof of Lemma 2.6, we can extend it to an equivariant section v˜|DI of HI . Thus the inductive construction can
proceed.
Let S be a set. For any subset I ⊂ n, we have the set SI := {f : I −→ S}. For any pair I ⊂ I ′, we have the
naturally defined projection qI : SI
′ −→ SI . Let us consider decompositions V =⊕u∈SI IUs. We denote the
tuple
(
IUs
∣∣ s ∈ SI) by IU . We assume the following, for any subset I ⊂ n and for any element u ∈ SI :
IUs |DI′ =
⊕
qI(u′)=u
I′Uu′ .
Lemma 2.9 Let v be an equivariant frame of V|Dl compatible with
nU . Then we have an equivariant frame v˜
of V on a neighbourhood of Dn, satisfying that v˜|Dn = v and that v˜|DI is compatible with
IU .
Proof From any element u ∈ Sl, we obtain the elements qI(u) ∈ SI . Then we obtain the subbundles IUqI (u) ⊂
V|DI . Hence we can take a tuple of sections v˜ satisfying that v˜|Dn = v and that v˜|DI is compatible with
IU ,
by using Lemma 2.8. On a neighbourhood of Dn, v˜ gives a frame.
2.4 Some very elementary preliminary for convexity
2.4.1 Preliminary
Let T n be an n-dimensional torus, i.e., T n =
{
(z1, . . . , zn) ∈ Cn
∣∣ |zi| = 1}. We use the coordinate zi =
exp
(√−1θi). Let α = (α1, . . . , αn) be an element of Rn such that α1, . . . , αn are linearly independent over Q.
Let us consider the morphism ψα : R −→ T n, given as follows:
ψα(x) =
(
exp
(√−1αi · x) ∣∣ i = 1, . . . , n).
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Let f be an R-valued function on T n. Then we have the Fourier decomposition of f :
f =
∑
m∈Zn
am · exp
(√−1 · n∑
i=1
mi · θi
)
.
Here mi denotes the i-th component of m, and am are complex numbers. Since f is R-valued, we have the
relation am = a−m. Thus we have the following equality:
f =
∑
m∈Zn
1
2
(
av · exp
(√−1∑mi · θi) + am · exp(−√−1∑mi · θi)).
In the following, we put m ·α :=∑ni=1mi · αi. Then we have the following:
ψ−1α (f)(x) =
∑
m∈Zn
1
2
(
am · exp
(√−1m ·α · x)+ am exp(−√−1m · α · x)).
Let bm and cm denote the real part and the imaginary part of am respectively. Then we obtain the following:
ψ−1α (f)(x) =
∑
m∈Zn
bm · cos
(
m · α · x)− ∑
m∈Zn
cm · sin
(
m · α · x).
Lemma 2.10 We have the finiteness
∑
m |am| <∞.
Proof We put Z∗ := Z − {0}. We have the natural inclusion Z∗ I −→ Zn. Let TI be the sub-torus of T n
determined by the condition zj = 1 for any j ∈ n − I. Then the restriction f|TI is C∞. Hence we have the
following: ∑
m∈Z∗ I
∏
i∈I
|mi|2 · |am|2 <∞.
Thus we obtain the following:∑
m∈Z∗ I
|am| <
( ∑
m∈Z∗ I
∏
i∈I
|mi|−2
)
·
( ∑
m∈Z∗ I
∏
i∈I
|mi|2 · |am|2
)
<∞.
On the other hand, we have the following:∑
m∈Zn
|am| =
∑
I⊂n
∑
m∈Z∗ I
|am| <∞.
Thus we are done.
Corollary 2.2 We have
∑
m∈Zn |bm| <∞ and
∑
m∈Zn |cm| <∞.
Lemma 2.11 We have the following equalities:∫ N
−N
1 · dx
2N
= 1,
∫ N
−N
cos(m · α · x) · dx
2N
=
sin(m ·α ·N)
N · (m ·α) ,
∫ N
−N
sin(m · α · x) · dx
2N
= 0.
Proof It can be checked by direct calculations.
We put as follows:
ΞN (f) :=
∫ N
−N
ψ−1α (f) ·
dx
2N
.
Lemma 2.12 We have the following equality:
ΞN (f) = b0 +
∑
m 6=0
sin(m ·α ·N)
N · (m ·α) · bm.
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Proof We have the following:
ψ−1α (f) = lim
M→∞
( ∑
|m|≤M
bm · cos(m · α · x)−
∑
|m|≤M
cm · sin(m ·α · x)
)
.
Due to Corollary 2.2, we can change the order of the integral and the summation. Thus we obtain the following:
ΞN (f) =
∑
m∈Zn
(∫ N
−N
cos(m · α · x) dx
2N
· bm −
∫ N
−N
sin(m ·α · x) dx
2N
· cm
)
.
Thus we obtain the result.
Lemma 2.13 When N →∞, the sequence of the numbers {ΞN(f)} is convergent. We put Ξ(f) := limN→∞ ΞN (f).
Then we have Ξ(f) = b0.
Proof We have only to show the following:
lim
N→∞
(∑
m6=0
sin(m ·α ·N)
N ·m · α · bm
)
= 0.
We have the following inequality: ∣∣∣∣ sin(m · α ·N)N ·m · α · bm
∣∣∣∣ ≤ |bm|.
We also have
∑
m 6=0 |bm| <∞. Then we obtain the following:
lim
N→∞
(∑
m6=0
sin(m · α ·N)
N ·m · α · bm
)
=
∑
m 6=0
(
lim
N→∞
sin(m ·α ·N)
N ·m ·α · bm
)
= 0.
Thus we are done.
The morphism ψα induces the morphism R ×R>0 −→ T n ×R>0, which we denote also by ψα. Let f be
an R-valued C∞-function on T n ×R>0. Then we have the Fourier decomposition as before:
f =
∑
m
am(y) · exp
(√−1 n∑
i=1
mi · θi
)
.
Pick y ∈ R>0. Then we put as follows:
ΞN (f)(y) :=
∫ N
−N
(ψ−1α f)(x, y)
dx
2N
.
We have the limit Ξ(f)(y) := limN→∞ ΞN (f)(y), and thus we obtain the functions Ξ(f),ΞN (f) : R>0 −→ R.
If we decompose am(y) into the real part bm(y) and the imaginary part cm(y), then we have Ξ(f)(y) = b0(y).
In particular, Ξ(f) is C∞ and we have the following:( ∂
∂y
)l
Ξ(f) =
dlb0(y)
dyl
= Ξ
(∂lf
∂yl
)
.
2.4.2 Convexity
We continue to use the setting in the subsubsection 2.4.1. We put F := ψ−1α (f).
Lemma 2.14 Assume F is subharmonic, i.e., the following inequality holds:
−∂
2F
∂x2
− ∂
2F
∂y2
≤ 0.
Then we have the following convexity of Ξ(f):
− ∂
2
∂y2
Ξ(f) ≤ 0.
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Proof We have the following equality:
− ∂
2
∂y2
Ξ(f) = Ξ
(
−∂
2f
∂y2
)
= lim
N→∞
∫ N
−N
(
−∂
2F
∂y2
) dx
2N
.
We have the following inequality due to the subharmonicity of F :∫ N
−N
(
−∂
2F
∂y2
) dx
2N
≤
∫ N
−N
∂2F
∂x2
dx
2N
=
1
2N
(∂F
∂x
(N, y)− ∂F
∂x
(−N, y)
)
.
Let V denote the vector field on T n, given as follows:
V =
n∑
i=1
αi
∂
∂θi
.
Then we have the following equality:
∂F
∂x
= ψ−1α (V f).
If we fix y, then V f is bounded function on a compact set T n, and thus ∂F/∂x is a bounded function on R.
Hence we have the following:
lim
N→∞
1
2N
(∂F
∂x
(N, y)− ∂F
∂x
(−N, y)
)
= 0.
Thus we obtain the result.
2.4.3 An elementary boundedness of a convex function
Lemma 2.14 will be used in the proof of preliminary constantness of the filtration in the subsubsection 12.2.4,
together with the following lemma.
Lemma 2.15 Let f : R≥1 −→ R be a C∞-function. Assume the following:
1. −d
2f
dy2
≤ 0.
2. There exist positive numbers C1 and C2 such that f ≤ C1 + C2 · log y.
Then there exists a positive number C3 such that f ≤ C3.
Proof Due to the condition 1, the function f is convex below. On the other hand, the right hand side in the
condition 2 is convex above. They imply that f is dominated by a constant.
2.5 An elementary remark on some distributions
2.5.1 Some integrals
In this subsubsection, φ denotes a C∞-function on R whose support is compact. We denote the differential dφdr
by φ′. We put as follows:
Ln :=
(log r2)n
n!
.
Lemma 2.16 We have the following equality:∫ ∞
0
φ · Ln · r2s−1 · dr = 1
2
n∑
i=0
(−s)−i−1
∫ ∞
0
φ′ · Ln−i · r2sdr. (4)
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Proof We have the following equality:
Ln · r2s−1 = 1
2
d
dr
( n∑
i=0
(−1)i · s−i−1Ln−i · r2s
)
.
Then (4) immediately follows.
Since φ′ is C∞ around r = 0,
∫∞
0
φ′ · Lkr2s · dr gives a entire function for the variable s around s = 0.
Lemma 2.17 We have the following Taylor development at s = 0:∫ ∞
0
φ′ · Lk · r2s · dr =
∞∑
l=0
sl
(
k + l
l
)
·
∫ ∞
0
φ′ · Lk+l · dr. (5)
Proof We have the following:
1
l!
(
d
ds
)l ∫ ∞
0
φ′ · Lk · r2s · dr = 1
l!
∫ ∞
0
φ′ · (log r
2)k+l
k!
r2sdr =
(
k + l
l
)
·
∫ ∞
0
φ′ · Lk+l · r2sdr.
Then (5) immediately follows.
Lemma 2.18 We have the following equality:∫ ∞
0
φ · Ln · r2s−1 · dr = (−1)
n
2
· s−n−1 · φ(0) +
∞∑
l=n+1
Xn,l · sl−n−1
∫ ∞
0
φ′ · Ll · dr. (6)
Here we put as follows:
Xn,l :=
(−1)n−1
2
n∑
h=0
(−1)h
(
l
h
)
∈ R. (7)
Proof We have the following:∫
φ · Ln · r2s−1 · dr = 1
2
n∑
i=0
(−s)−i−1
∞∑
l=0
sl ·
(
n− i+ l
l
)∫ ∞
0
φ′ · Ln−i+l · dr. (8)
By putting h = n− i and m = n− i+ l, the right hand side can be rewritten as follows:
1
2
∞∑
m=0
∑
h+l=m
h≤n
(−1)−n+h−1 · s−n+m−1 ·
(
m
n
)
·
∫ ∞
0
φ′ · Lm · dr
=
1
2
∞∑
m=0
( ∑
h+l=m
h≤n
(−1)h
(
m
n
))
· (−1)n−1s−n+m−1
∫ ∞
0
φ′ · Lm · dr. (9)
The term m = 0 is as follows:
1
2
· (−1)n−1s−n−1 ·
∫ ∞
0
φ′ · dr = (−1)
n
2
· s−n−1 · φ(0).
It is easy to see that the terms 1 ≤ m ≤ n vanish. Then we obtain (6).
Corollary 2.3 We have the following development:∫
φ · Ln · r2ms−1dr = (−1)
n
2
(ms)−n−1 · φ(0) + 1
2
∞∑
l=n+1
Xn,l · (m · s)l−n−1
∫ ∞
0
φ′ · Lk · dr.
Here Xn,l is given in (7).
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Corollary 2.4 Let φ be a test function the complex plane C. We have the following formula:
Ress=0
∫
φ · Ln(|z|2) · |z|2s−2 ·
√−1
2π
dz ∧ dz¯ =

1 (n = 0),
0 (n 6= 0)
2.5.2 Some distributions
In this subsubsection φ denotes a test function on Cn. Let us consider the function Φ on C∗n of the following
form:
Φ =
N∑
k=1
∑
n∈S
sk · an,k ·
n∏
i=1
Lni(|zi|)ni .
Here S denotes a finite subset of Zn, an,k denote complex numbers, and ni (i = 1, . . . , n) denote the i-th
component of n. We have the distribution Φˆ defined as follows:
Φˆ(φ) := Ress=0
∫
Cn
Φ · φ ·
n∏
i=1
|zi|2mi·s−2 ·
√−1
2π
dzi ∧ dz¯i.
Lemma 2.19 Assume that the support of the distribution Φˆ is contained in {O}. Then we have the following
formula:
Φˆ(φ) =
∑
(n,k)∈S1
an,k · (−1)
∑
ni · φ(0) ·
∏
m−ni−1i .
Here S1 denotes the set of the elements (n, k) ∈ S × Z satisfying
∑
ni = k − n+ 1.
Proof We have only to consider the test functions of the form φ(z1, . . . , zn) =
∏n
i=1 φi(zi). Note the following
equality: ∫
Φ · φ ·
n∏
i=1
|zi|2mis−2 ·
√−1
2π
dzi ∧ dz¯i =
N∑
i=1
∑
n∈S
sk · an,k · 2n ·
n∏
i=1
∫ ∞
0
φi · Lni · r2mis−1i dri.
We have the following equalities:
n∏
i=1
∫ ∞
0
φi · Lni · r2mis−1i dri
=
∑
I⊔J=n
∏
i∈I
m−ni−1i · s−|n|−n ·
∏
i∈I
((−1)ni
2
φi(0)
)
·
∏
j∈J
( ∞∑
lj=nj+1
Xnj ,lj · (mj · s)lj ·
∫ ∞
0
φ′ · Llj · dr
)
=
∑
I⊔J=n
∏
i∈I
m−ni−1i ·
∏
j∈J
m
lj
j · s−|n|−n+|l| ·
∏
i∈I
((−1)ni
2
φi(0)
)
·
∑
l∈ZJ
∏
j∈J
Xnj ,lj ·
∫
φ′j · Llj · drj (10)
Here we put |n| =∑ni=1 ni and |l| =∑j∈J lj . We put as follows:
A(m,n, I, J, l) :=
∏
i∈I
m−ni−1i ·
∏
j∈J
m
lj
j ·
∏
j∈J
Xnj ,lj ·
∏
i∈I
(−1)ni
2
∈ R.
In the case I = n, we have the following equality:
A(m,n, n, ∅, 0) =
n∏
i=1
m−ni−1i · (−1)|n| · 2−n.
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Then the right hand side can be rewritten as follows:∑
I⊔J=n
∑
l∈ZJ
A(m,n, I, J, l) · s−|n|−n+|l| ·
∏
i∈I
φi(0) ·
∏
j∈J
∫
φ′j · Lljdrj .
We have the following:
Ress=0 s
k
n∏
i=1
∫
φi · Lni · r2mis−1i dri =
∑
I⊔J=n
∑
l∈S(n,n,k)
A(m,n, I, J, l) ·
∏
i∈I
φi(0) ·
∏
j∈J
∫
φ′j · Llj · drj .
Here we put S(n, n, k) :=
{
l ∈ ZJ≥ 0
∣∣ − |n| − n+ |l|+ k = −1}. Then we obtain the following:
Φˆ(φ) =
∑
n,k
an,k
∑
I⊔J=n
∑
l∈S(n,n,k)
A(m,n, I, J, l) ·
∏
i∈I
φi(0) ·
∏
j∈J
∫
φ′j · Llj · drj
=
∑
I⊔J=n
∑
l∈ZJ
Y (I, J, l)
∏
i∈I
φi(0) ·
∏
j∈J
∫
φ′j · Llj · drj (11)
Here we put as follows:
Y (I, J, l) =
∑
n,k
an,k ·A(m,n, I, J, l) ∈ R.
Note the tuple
{∏
j∈J Llj
∣∣ l ∈ ZJ>0} of C∞-functions on C∗J is linearly independent over R. Since we have
assumed that the support of Φˆ is contained in {O}, we obtain the vanishings of the constants Y (I, J, l) (J 6= ∅).
Then we obtain the following:
Φˆ(φ) =
∑
(n,k)∈S1
an,k · 2n · 2−n · (−1)|n| ·
n∏
i=1
m−ni−1i φi(0) =
∑
(n,k)∈S1
an,k · (−1)|n| · φ(0) ·
n∏
i=1
m−ni−1i .
Then we obtain the result.
2.6 Some preliminary from elementary linear algebra
2.6.1 The generalized eigen decomposition
Let V be a finite dimensional vector space over C, and f be an endomorphism of V . We often denote the set
of eigenvalues of f by Sp(f). For any element α ∈ Sp(f), we denote the generalized eigenspace corresponding
to α by E(f, α). We often denote it by E(α) or E(V, α), if there are no confusion. Note the compatibility of the
filtration and the generalized eigen decomposition.
Lemma 2.20 Let V be a finite dimensional vector space, and f be an endomorphism of V . Let F be a filtration
of V such that f preserves F . Then the generalized eigen decomposition of f and F is compatible.
Proof If a subspace W of V is preserved by f , then we have W =
⊕
α∈Sp(f)W ∩ E(f, α). Then the lemma
immediately follows.
2.6.2 A lemma for the boundedness of the hermitian metrics
Let V be a finite dimensional vector space over C and h be a hermitian metric of V . Let S ⊂ C be a finite
subset. Let η be a positive number such that Ba(η) ∩Bb(η) = ∅ for a 6= b ∈ S. Then we put as follows:
S(S, η, C) := {f ∈ End(V ) ∣∣ |f |h ≤ C, Sp(f) ⊂ ⋃
a∈S
Ba(η)
}
. (12)
Lemma 2.21 The subset S(S, η, C) ⊂ End(V ) is compact.
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Proof Due to the condition |f |h ≤ C, the set S(S, η, C) is bounded. We also have the closedness of the defining
condition of S(S, η, C).
For any f ∈ S(S, η, C), we have the decomposition of V :
V =
⊕
a∈S
Eη(f, a), Eη(f, a) :=
⊕
α∈Sp(f),
|α−a|<η
E(f, α).
Then we obtain the hermitian metric h(f) given as follows:
h(f) :=
⊕
a∈S
h|Eη(f,a).
Lemma 2.22 The set
{
h(f)
∣∣ f ∈ S(S, η,m,C)} is compact.
Proof It immediately follows from the compactness of S(S, η, C)
2.6.3 A lemma for ǫ-orthogonality
Let V be a finite dimensional vector space over C. Let S be a finite set, and V =
⊕
a∈S Va be a decomposition.
Let h be a hermitian metric of V .
Definition 2.6 Let ǫ be a positive number such that ǫ ≤ 1. The decomposition V = ⊕a∈S Va is called ǫ-
orthogonal, if the inequalities |h(u, v)| ≤ ǫ · |u|h · |v|h hold for any elements u, v ∈ V .
Assume the following:
• There exist positive constants C1 and C2 such that the following holds for any element v =
∑
a∈S va of
V :
C1 ·
∑
|vb|h ≤ |v|h ≤ C2 ·
∑
|vb|h.
• We assume that the decomposition V =⊕a∈S Va is ǫ-orthogonal with respect to h.
Let g be an element of
⊕
a∈S End(Va), and g
† be the adjoint of g with respect to h. We have the decompo-
sition:
g† =
∑
(g†)a b, (g†)a b ∈ Hom(Va, Vb).
Lemma 2.23 There exists a positive constant C such that the following holds:
• C is independent of ǫ.
• The inequalities ∣∣(g†)a b∣∣h ≤ C · ǫ · |g|h hold for any elements g ∈⊕a∈S End(Va) and for any a 6= b ∈ S.
Proof Let v be an element of Va. We put wb := g
†
a b(v). Let u be an element of Vc for c 6= a. Then we have
the following equality: (
v, g(u)
)
h
=
(
g†(v), u
)
h
=
∑
(wb, u)h.
Hence we have the following:
(wc, u)h =
(
v, g(u)
)
h
−
∑
b6=c
(wb, u)h.
Then we obtain the following due to the ǫ-orthogonality:
|(wc, u)h| ≤ ǫ · |v|h · |g|h · |u|h +
∑
b6=c
ǫ · |wb|h · |u|h ≤ ǫ · |v|h · |g|h · |u|h + ǫ · C−11 |g†(v)|h · |u|h
≤ ǫ · (1 + C−11 )|v|h · |g|h · |u|h. (13)
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In particular, we consider the case u = wc:
|wc|h ≤ ǫ ·
(
1 + C−11
) · |v|h · |g|h
Then we obtain the following inequality for any v ∈ Va:
|g†a c(v)|h ≤ ǫ ·
(
1 + C−11
) · |v|h · |g|h.
It implies the claim.
2.6.4 Norm of endomorphisms
Let V be an r-dimensional vector space, and h be a hermitian metric of V . Let v be a base of V . We put
H := H(h,v). Let f be an endomorphism of V , and then we have the matrix A such that f · v = v ·A. Let f †
denote the adjoint of f with respect to the metric h. Then we have f †v = v ·H−1 · tA ·H.
We have the norm |f |h of f with respect to the metric h.
Lemma 2.24 The following holds:
|f |2h = tr
(
A ·H−1 · tA ·H).
Proof We have |f |2h = tr(f · f †). Then the claim immediately follows.
2.6.5 The GL(r)-invariant metric
Let PH(r) denote the set of (r × r)-positive definite hermitian matrices. We have the standard left action κ of
GL(r) on PH(r):
GL(r)× PH(r) −→ PH(r), (g,H) 7−→ κ(g,H) = g ·H · tg¯.
For any point H ∈ PH(r), the tangent space THPH(r) is naturally identified with the vector space H(r). Let
Ir denote the identity matrix. We have the positive definite metric of TIrPH(r) given by (A,B)Ir = tr(A ·B) =
tr(A · tB¯). It is easy to see the metric is invariant with respect to the U(r)-action on TIrPH(r).
Let H be any point of PH(r) and let g be an element of GL(r) such that H = g · tg¯. Then the metric of
THPH(r) is given as follows:
(A,B)H =
(
κ(g−1)∗A, κ(g−1)∗B
)
Ir
= tr
(
g−1Atg¯−1 · g−1Btg¯−1
)
= tr
(
H−1AH−1B
)
. (14)
Since (·, ·)Ir is U(r)-invariant, the metric (·, ·)H on THPH(r) is well defined. Thus we have the GL(r)-invariant
Riemannian metric of PH(r).
It is well known that PH(r) with the metric above is a symmetric space with non-positive curvature. We
denote the induced distance by dPH(r). We often use the simple notation d to denote dPH(r), if there are no
confusion.
Let X be a manifold, and Ψ : X −→ PH(r) be a differentiable map. Let P be a point of X , and v be an
element of the tangent space TPX .
Lemma 2.25 We have the following formula:∣∣dΨ(v)∣∣2
TΨ(P )PH(r) = tr
(
Ψ(P )−1 · dΨ(v) ·Ψ(P )−1 · dΨ(v)
)
= tr
(
Ψ(P )
−1 · dΨ(v) ·Ψ(P )−1 · dΨ(v)
)
.
Proof It follows from (14).
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2.6.6 Comparison of the norm and the distance
For any elements H1 and H2 of PH(r), we have an element g ∈ GL(r) such that κ(g,H1) = Ir and that κ(g,H2)
is the diagonal matrix. The set of the eigenvalues of κ(g,H2) is independent of a choice of g. Let e
α1 , . . . , eαr
be the eigenvalues of κ(g,H2). We put as follows:
δ(H1, H2) :=
(
r∑
i=1
(eαi − e−αi
2
)2)1/2
.
On the other hand, we have the distance dPH(r)(H1, H2) =
(∑
α2i
)1/2
.
For any real number R, we put as follows:
C(R) :=
eR − e−R
2R
.
If 0 ≤ x ≤ R, we have x ≤ C(R) · x. We also note that C(R)→ 1 when R→ 0.
Lemma 2.26
• We have the inequality:
dPH(r)(H1, H2) ≤ δ(H1, H2).
• If d(H1, H2) ≤ R, we have the inequality:
δ(H1, H2) ≤ C(R) · dPH(r)(H1, H2).
Proof It can be checked elementarily.
We reformulate Lemma 2.26 as follows: Let V be an r-dimensional vector space, and let h1 and h2 be
hermitian metrics of V . The identity map induces the map Φ : (V, h1) −→ (V, h2). We have the norms |Φ| and∣∣Φ−1∣∣.
Lemma 2.27
• The following inequality holds:
dPH(r)(h1, h2)2 ≤
∣∣Φ∣∣2 + ∣∣Φ−1∣∣2 − 2r
4
.
• If dPH(r)(h1, h2) ≤ R, the following inequality holds:∣∣Φ∣∣2 + ∣∣Φ−1∣∣2 − 2r
4
≤ C(R)2 · dPH(r)(h1, h2)2.
Proof If we take an appropriate base of V , h1 and h2 are represented by the identity matrix Ir and the
diagonal matrices whose diagonal entries are eα1 , . . . , eαr . It is easy to check that |Φ|2 = ∑ri=1 e2αi and
|Φ−1|2 = ∑ri=1 e−2αi . Then it immediately follows 4−1(|Φ|2 + |Φ−1|2 − 2r) = δ(H1, H2)2. Thus the claims
follow from Lemma 2.26.
2.7 Preliminary from complex differential Geometry
2.7.1 Some results of Andreotti-Vesentini
We recall some results of Andreotti-Vesentini in [2]. Let (Y, g) be a complete Kahler manifold, not necessarily
compact. We denote the natural volume form of Y by dvol. Let (E, ∂E , h) be a hermitian holomorphic bundle
over Y . The hermitian metric h and the Kahler metric g induces the fiberwise hermitian metric of E ⊗ Ωp,qY ,
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which we denote by (·, ·)h,g. The space of C∞ (p, q)-forms with compact support is denoted by Ap,qc (E). For
any η1, η2 ∈ Ap,qc (E), we put as follows:
〈η1, η2〉h =
∫
(η1, η2)h,g · dvol, ||η||2h = 〈η, η〉h.
The completion of Ap,qc (E) with respect to the norm || · ||h is denoted by Ap,qh (E).
We have the operator ∂E : A
p,q
c (E) −→ Ap,q+1c (E), and the formal adjoint ∂
∗
E : A
p,q
c (E) −→ Ap,q−1c (E). We
use the notation ∆′′ = ∂
∗
E∂E + ∂E∂
∗
E . We have the maximal closed extensions ∂E : A
p,q
h (E) −→ Ap,q+1h (E) and
∂
∗
E : A
p,q
h (E) −→ Ap,q−1h (E). We denote the domains of ∂E and ∂
∗
E by Dom(∂E) and Dom(∂
∗
E) respectively.
Proposition 2.1 (Proposition 5 of [2]) In W p,q := Dom(∂E) ∩Dom(∂∗E), the space Ap,qc (E) is dense with
respect to the the graph norm: ||η||2h + ||∂Eη||2h + ||∂
∗
Eη||2h. (See also [11]).
Proposition 2.2 (Theorem 21 of [2]) Assume that there exists a positive number c > 0 satisfying the fol-
lowing:
Then, for any η ∈ W p,q, we have ||∂Eη||2h + ||∂
∗
Eη||2h ≥ c · ||η||2h.
For any C∞-element η ∈ Ap,qh (E) such that ∂E(η) = 0, we have a C∞-solution ρ ∈ Ap,q−1h (E) satisfying the
equation ∂E(ρ) = η.
2.7.2 Kodaira identity
For a Kahler manifold Y , we have the operator Λ : Ωp,q −→ Ωp−1,q−1 (see 62 page of [32]). For a section f of
End(E)⊗Ωp0,q0Y , we have the natural morphism Ap,qc (E) −→ Ap+p0,q+q0c (E), defined by η 7−→ f ∧η. We denote
the morphism by e(f).
Let E be a holomorphic vector bundle with a hermitian metric h over Y . We have the metric connection of
E induced by the holomorphic structure ∂E and the hermitian metric h. We denote the curvature by R(h).
We have the Levi-Civita connection of the tangent bundle of Y . It induces the connection of E ⊗ Ω0,q:
∇ : A0,0c (E ⊗ Ω0,q) −→ A0,1c (E ⊗ Ω0,q)⊕A1,0c (E ⊗ Ω0,q).
We denote the (0, 1)-part of ∇ by ∇′′ to distinguish with ∂E : A0,qc (E) −→ A0,q+1c . The (1, 0)-part of ∇ is same
as ∂ of E ⊗ Ω0,q. We denote the curvature of ∇ by R(∇).
We have the Laplacian ∆′′ on A0,qc (E) and the equalities of the operators:
∆′′ = ∂E∂
∗
E + ∂
∗
E∂E = ∂E∂
∗
E + ∂
∗
E∂E +
√−1[e(R(h)),Λ].
In particular, we have the equality ∆′′ = ∂∗E∂E −
√−1Λ ◦ e(R(h)) on A0,qc (E).
On the other hand, we have the following Laplacian on A0,0c (E ⊗ Ω0,q):
∆′′ = ∇′′∇′′∗ +∇′′∗∇′′ = ∂∗E∂E −
√−1Λ ◦ e(R(∇)).
For an element η of A0,0c (E ⊗ Ω0,q), note the following equality:
Λ ◦ e(R(∇))(η) = Λ(R(∇)) · η.
Since we have R(∇) = R(h) +R(Ω0,q), we have the following:
Λ ◦ e(R(∇))(η) = Λ(R(h)) · η + Λ(R(Ω0,q)) · η.
Then we have the following identity:〈
∂Eη, ∂Eη
〉
h
=
〈
∂Eη, ∂Eη
〉
h
−√−1 · 〈Λ(R(h) · η), η〉
h
=
〈∇′′η, ∇′′η〉
h
+
√−1 · 〈Λ(Ω0,q) · η, η〉
h
−√−1 · 〈Λ(R(h) · η)− ΛR(h) · η, η〉
h
(15)
Let χ be a R-valued C∞-function. If we put h˜ := h · e−χ, we obtain the following equality:〈
∂Eη, ∂Eη
〉
h˜
+
〈
∂Eη, ∂Eη
〉
h˜
=
〈∇′′η, ∇′′η〉
h˜
+
√−1 · 〈Λ(Ω0,q)η, η〉
h˜
−√−1 · 〈Λ(R(h)η)− Λ(R(h)) · η, η〉
h˜
+
√−1〈Λ(∂∂χ · η)− Λ(∂∂χ) · η, η〉
h˜
. (16)
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2.7.3 Kodaira identity for sections of A0,1c (E)
We denote the Ricci curvature of the Kahler metric g by Ric(g). We can naturally regard Ric(g) as a section of
End(E)⊗ Ω1,1, by the natural diagonal inclusion C −→ End(E).
Let f be a section of End(E) ⊗ Ω1,1Y , and η be an element of A0,1c (E). Then we put as follows:
〈〈f, η〉〉h := −
√−1(ξ, η)
h
, ξ :=
(
Λ ◦ e(f)− e(Λ(f)))(η) = Λ(f · η)− Λ(f) · η (17)
We recall the following special case.
Proposition 2.3 (Kodaira [33], Cornalba-Griffiths [11]) Let η be an element of A0,1c (E). We have the
following equality:
||∂E(η)||2h + ||∂
∗
E(η)||2h = ||∇′′η||2 +
∫ 〈〈
R(h) +Ric(g), η
〉〉
h
dvol .
Proof See Proposition 4.5 in [38].
Corollary 2.5 Let η be an element of Dom(∂E)∩Dom(∂∗E) in A0,1h (E). Then we have the following inequality:
||∂E(η)||2h + ||∂
∗
E(η)||2h ≥
∫
〈〈R(h) + Ric(g), η〉〉h dvol .
2.7.4 Acceptable bundle
We put X = ∆n and D =
⋃l
i=1Di. We have the Poincare´ metric gp on X −D:
gp :=
l∑
j=1
q∗j g0 +
n∑
j=l+1
q∗j g1.
Here we put as follows:
g1 =
2 · dz · dz¯
(1 − |z|2)2 , g0 =
2 · dz · dz¯
|z|2(− log |z|2)2 .
We have the corresponding Kahler form:
ωp :=
l∑
j=1
q∗jω0 +
n∑
j=l+1
q∗jω1.
Here we put as follows:
ω1 :=
√−1dz ∧ dz¯
(1 − |z|2)2 , ω0 :=
√−1dz ∧ dz¯
|z|2(− log |z|2)2 .
Let P be a point of X and (U , ϕ) be an admissible coordinate around P . By the isomorphism ϕ : U −D ≃
∆∗ l × ∆n−l, we take the Poincare´ metric gp on U − D. The metric h of E and the metric gp on T (U − D)
induce the metric (·, ·)h,gp of End(E)⊗ Ωp,q over U −D. Recall the following definition.
Definition 2.7 We say that (E, ∂E , h) is acceptable at P , if the following holds:
• Let (U , ϕ) be an admissible coordinate around P . The norms of the curvature R(h) with respect to the
metric (·, ·)h,gp is bounded over U −D.
When (E, ∂E , h) is acceptable at any point P , then we say that it is acceptable.
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Let (E, ∂E , h) be an acceptable bundle over X − D. We apply (16) for χ = τ(a, N), where the function
τ(a, N) is as follows:
τ(a, N) :=
l∑
i=1
ai log |zi|2 +N ·
( l∑
i=1
log(− log |zi|2) +
n∑
i=l+1
log(1 − |zi|2)
)
. (18)
We use the notation | · |a,N , || · ||a,N , (·, ·)a,N and 〈〈·, ·〉〉a,N instead of | · |ha,N , || · ||ha,N , (·, ·)ha,N and 〈〈·, ·〉〉ha,N
for simplicity. We also use the notation Ap,qa,N (E) instead of A
p,q
ha,N
(E).
Lemma 2.28 We have the following equality for any section η ∈ A0,qc (E):
√−1
((
Λ∂∂τ(a, N)η
)− Λ(∂∂τ(a, N) · η)) = −N · q · η.
Proof We have ∂∂τ(a, N) = −N · √−1 · ωp. Then we obtain the following:
L.H.S. =
√−1 · (−N√−1) · (Λ(ωpη)− (Λωp) · η) = N · (−(n− q) · η − n · η) = −q ·N · η = R.H.S..
Hence we are done.
2.7.5 The vanishing of the cohomology of acceptable bundle (When N is sufficiently negative)
We have the following inequality:〈
∂Eη, ∂Eη
〉
a,N
+
〈
∂Eη, ∂Eη
〉
a,N
≥ √−1·〈Λ(Ω0,q)·η, η〉
a,N
−√−1·
〈
Λ
(
R(h)·η)−ΛR(h)·η, η〉
a,N
−N ·q·||η||2a,N .
(19)
Lemma 2.29 When (E, ∂E , h) is an acceptable bundle, there exists a positive constant C > 0 satisfying the
following for any q = 1, . . . , n and for any η ∈ A0,qc (E):∣∣∣〈Λ(Ω0,q) · η − Λ(R(h) · η)+ Λ(R(h)) · η, η〉
h
∣∣∣ ≤ C · |η|2h
Proof Recall that R(h) is dominated by ωp. Then the claim follows from a direct calculation of the curvature
of Poincare´ metric gp.
If we take a sufficiently negative integer N such that N < −C − 1 for the constant C as in Lemma 2.29,
then we obtain the following inequalities for any q ≥ 1 and for any η ∈ A0,qc (E), due to the inequality (19):〈
∂Eη, ∂Eη
〉
a,N
+
〈
∂Eη, ∂Eη
〉
a,N
≥ ||η||2a,N . (20)
Lemma 2.30 Let C be a positive constant as in Lemma 2.29. If N < −C − 1, we have the vanishings of any
higher cohomology group Hi
(
A0,·a,N
(Eλ), ∂Eλ) (i > 0).
Proof It follows from Proposition 2.1 and Proposition 2.2 and (20).
2.7.6 A lemma for an increasing order (When N is sufficiently positive)
Let (E, ∂E , h) be an acceptable hermitian holomorphic bundle over X −D. The following lemma will be used
in many times. It says, we obtain the increasing order of a holomorphic section over ∆∗ l × ∆n−l from the
increasing order of the restriction to the curves, which are transversal with the smooth part of the singularity
D.
Let πj denote the projection of X onto Dj . Let Y (C) denote the set
{
(z1, . . . , zn)
∣∣ 0 < |zi| < C, (i =
1, . . . , l), |zi| < C (i = l + 1, . . . , n)
}
.
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Corollary 2.6 Let F be a holomorphic section of Eλ. Let aj and kj be real numbers (j = 1, . . . , l).
For any point p ∈ ∆∗(C)l−1 ×∆(C)n−l and any 1 ≤ j ≤ l, we assume that we are given numbers C1(p, j),
C2(p, j), a(p, j) and k(p, j) satisfying the following:
1. C1(p, j) and C2(p, j) are positive numbers.
2. a(p, j) and k(p, j) are real numbers satisfying a(p, j) ≤ aj and k(p, j) ≤ kj.
3. The following inequality holds on π−1j (p):
0 < C1(p, j) ≤
∣∣F|π−1j (p)∣∣h · |zj|−a(p,j) · (− log |zj |)−k(p,j) ≤ C2(p, j).
4. C1(p, j), C2(p, j), a(p, j) and k(p, j) may depend on p and j.
Then there exists a positive constant C3 and a large number M , satisfying the following:
• The inequality |s|h ≤ C3 ·
∏l
j=1 |zj |aj (− log |zj |)M holds over Y (C).
• The constant C3 depends only on the values of |s|h on the following compact set:{
(z1, . . . , zn)
∣∣ |zj | = C, (j = 1, . . . , l), |zj| ≤ C (j = l + 1, . . . , n)}.
Proof See Corollary 4.12 of [38].
2.7.7 The metrics and the curvatures of O(i) on P1
In the next few subsubsecions, we recall the subsubsection 4.7.3 in [38]. Let P1 denote the one dimensional
projective space over C. We use the homogeneous coordinate [t0 : t1]. The points [0 : 1] and [1 : 0] are denoted
by 0 and ∞ respectively. We use the coordinates t = t0/t1 and s = t1/t0. We have the line bundle O(i) over
P1. The coordinates of O(i) is given as follows: (t, ζ1) over P1 − {∞}, and (s, ζ2) over P1 − {0}. The relations
are given by s = t−1 and t−i · ζ1 = ζ2.
Recall that we have the smooth metric hi of O(i). Let ξ = (t, ζ1) = (s, ζ2) be an element of O(i).
hi(ξ, ξ) := |ζ1|2 ·
(
1 + |t|2)−i = |ζ2|2 · (1 + |s|2)−i.
For any real numbers a and b, we have the possibly singular metrics hi,(a,b) of O(i): Let ξ = (t, ζ1) = (s, ζ2) be
an element of O(i).
hi,(a,b)(ξ, ξ) := hi(ξ, ξ) ·
(
1 + |t|−2)a · (1 + |t|2)b = hi(ξ, ξ) · (1 + |s|2)a · (1 + |s|−2)b.
Around |t| = 0, the order of hi,(a,b) is equivalent to |t|−2a. Around |s| = 0, the order of hi,(a,b) is equivalent to
|s|−2b. The curvature R(hi,a,b) is as follows:
R(hi,a,b) = (−a− b+ i) · dt · dt¯(
1 + |t|)2 . (21)
Let take a point P ∈ P1. Then we obtain a morphism O(i) −→ O(i + 1) of coherent sheaves.
Lemma 2.31 The morphism is bounded with respect to the metrics hi,(a,b) and hi+1,(a,b).
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2.7.8 Some open subset of the line bundle O(−1) with the complete Kahler metric
We are mainly interested in the case i = −1. We regard O(−1) as a complex manifold. The open submanifold
Y is defined to be
{
ξ ∈ O(−1) ∣∣h−1,(0,0)(ξ, ξ) < 1}. We denote the naturally defined projection of Y onto
P1 by π. We denote the image of the 0-section P1 −→ Y by P1. Then we have the normal crossing divisor
D′ = P1 ∪ π−1(0) ∪ π−1(∞) of Y . The manifold Y −D′ is same as {(t, x) ∈ C∗ 2 ∣∣ |x|2(1 + |t|2) < 1}.
We have the complete Kahler metric g := g1 + g2 + g3 of Y −D′ given as follows: As a contribution of the
0-section P1, we put τ1 = − log
[(
1 + |t|2) · |x|2], and as follows:
g1 :=
1
τ21
(
t¯ · dt
1 + |t|2 +
dx
x
)
·
(
t · dt¯
1 + |t|2 +
dx¯
x¯
)
+
1
τ1
dt · dt¯(
1 + |t|2)2 .
Lemma 2.32 Note that g1 gives the complete Kahler metric of Y − P1. It is equivalent to the Poincare` metric
around the divisor P1.
As a contribution of π−1(∞), we put τ2 = log
(
1 + |t|2), and as follows:
g2 =
1
τ2
(
−1 + |t|
2
τ2
)
· dt · dt¯(
1 + |t|2)2 .
Lemma 2.33 We have −1 + |t|2 · τ−12 > 0. Around |t| = ∞, or equivalently, around |s| = 0, the g2 is similar
to (−|s| log |s|)−2ds · ds¯. Around |t| = 0, we have g2 =
(
2−1 + o(|t|2)) · dt · dt¯.
Proof It can be checked by a direct calculation.
As the contribution of the divisor π−1(0), we put τ3 := log(1 + |t|2)− log |t|2 = log(1 + |s|2), where we use
s = t−1. And we put as follows:
g3 =
1
τ3
·
(
−1 + |s|
2
τ3
) ds · ds¯(
1 + |s|2)2 .
By the symmetry, the behaviour of g3 is similar to g2. (See Lemma 2.33)
The following lemma can be checked directly.
Lemma 2.34 The metric g gives the complete Kahler metric of the complex manifold Y − D′. Around the
divisors P1, π−1(0) and π−1(∞), the behaviours of the metric g are equivalent to the Poincare´ metric.
We note the following formulas:
∂∂ log τ1 =
1
τ21
( t¯ · dt
1 + |t|2 +
dx
x
)
∧
( t · dt¯
1 + |t|2 +
dx¯
x¯
)
+
1
τ1
dt ∧ dt¯(
1 + |t|2)2 =: ω1,
∂∂ log τ2 =
1
τ2
(
−1 + |t|
2
τ2
)
· dt ∧ dt¯(
1 + |t|2)2 =: ω2, ∂∂ log τ3 = 1τ3
(
−1 + |s|
2
τ3
)
· ds ∧ ds¯(
1 + |s|2)2 =: ω3.
We put ω = ω1 + ω2 + ω3. We put as follows:
H0 =
1
τ1
+
1
τ2
(
−1 + |t|
2
τ2
)
+
1
τ3
(
−1 + |s|
2
τ3
)
> 0.
Then we have the following:
ω2 = det(g) · dt ∧ dt¯ ∧ dx ∧ dx¯ =
( 1
τ21 · |x|2 ·
(
1 + |t|2)2 ×H0
)
· dt ∧ dt¯ ∧ dx ∧ dx¯.
We put as follows:
H1 :=
H0(
1 + |t|2) · (1 + |s|2)
Recall that we have Ric(g) = ∂∂(det(g)).
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Lemma 2.35
• Let C be a number such that 0 < C < 1. On the domain {(t, x) ∈ C∗ 2 ∣∣ |x|2 · (1+ |t|2) ≤ C}, we have the
following similarity of the behaviour:
H1 ∼ (log |t|)−2, (|t| → ∞, or, |t| → 0),
H1 ∼ (− log |x|)−1, (|x| → 0).
• We have the equality: Ric(g)− ∂∂ log(H1) = −∂∂ log τ21 .
2.7.9 The inequality and the vanishing for the acceptable bundle
We put ∆2z = {(z1, z2) | |zi| < 1} and D′i = {zi = 0} ⊂ ∆2z . Let ϕ : ∆˜2z −→ ∆2z denote the blow up of ∆2z at the
origin O = (0, 0). We have the exceptional divisor ϕ−1(O), the proper transforms D˜′i of D′i.
We put X˜ = ∆˜2z ×∆n−2w . Then we have the composite ψ of the natural morphisms:
X˜
ϕ×id−−−−→ ∆2z ×∆n−2w −−−−→ ∆nz .
Here the latter morphism is the natural isomorphism given by wi = zi+2. We put D˜ := ψ
−1(D), which is same
as the following: (
ϕ−1(0, 0) ∪ D˜′1 ∪ D˜′2
)×∆n−2w ∪∆2z × (n−2⋃
i=1
{wi = 0}
)
.
The restriction of ψ to X˜ − D˜ gives an isomorphism X˜ − D˜ ≃ X −D.
We can take a holomorphic embedding ι of Y , given in the subsubsection 2.7.8, to ∆˜2 satisfying the following:
• The image of the 0-section P1 is the exceptional divisor φ−1(O).
• We have ι−1(D′1) = π−1(∞) and ι−1(D′2) = π−1(0).
We put X := Y ×∆n−2w . Then we have the naturally induced morphism X −→ ∆˜2z ×∆n−2w , which we also
denote by ι. We put as follows:
D := ι−1(D˜), X(1) := π−1(P )×∆n−2w , D(1) := X(1) ∩D.
Note that ι(X) gives a neighborhood of X˜0 in X˜ . The composite ψ ◦ ι is denoted by ψ1.
Let (E, ∂E) be a holomorphic bundle with a hermitian metric h over X −D. We assume that (E, ∂E , h) is
acceptable in the sense of Definition 2.7. We denote the curvature of ψ∗1(E, ∂E , h) by ψ
∗
1R(h). It is dominated
by ψ∗1∂∂ log τ(a, N) for sufficiently negative number N . (See (18) for the definition of τ(a, N)).
Let ǫi (i = 1, 2) be positive numbers such that ǫ1 + ǫ2 < 1.
Lemma 2.36 We can pick positive numbers ǫ and negative numbers a and b satisfying the following:
−a− b = 1, 0 < −a < 1− ǫ1 − ǫ, 0 < −b < 1− ǫ2 − ǫ.
Proof It can be checked elementarily.
Let ǫ, a and b be as in Lemma 2.36. The metric h˜ of ψ∗1(E)(−X
(1)
) := ψ∗1(E)⊗π∗OP(−1) over the complex
manifold Y −D′ is given as follows:
h˜N,ǫ,a,b := ψ
∗
1ha,N · h−1,a,b ·H−11 · τ2+ǫ1
(
τ2 · τ3
)ǫ
. (22)
For simplicity, we use the notation h˜ instead of h˜N,ǫ,a,b.
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Lemma 2.37 Let ǫ, a and b be as in Lemma 2.36. When N is sufficiently smaller than 0, then the following
inequality holds for any η ∈ A0,1c (ψ∗1E(−X
(1)
)):
〈〈R(h˜) + Ric(g), η〉〉h˜ ≥ ǫ||η||2h˜.
(See the formula (17) for the definition of 〈〈·, ·〉〉h˜.)
Proof We have the following equality:
R(h˜) + Ric(g) = R(ψ∗1ha,N ) +R(h−1,a,b)− ∂∂ logH1 + (2 + ǫ) · ∂∂ log τ1 + ǫ · ∂∂(log τ2 + log τ3) + Ric(g)
= R(ψ∗1ha,N) + ǫ(ω1 + ω2 + ω3). (23)
Here we have used R(h−1,a,b) = 0 due to (21) and our choice of a and b. By taking sufficiently negative N , we
can assume the following inequality for any η ∈ A0,1c (E) on X −D:
〈〈R(ha,N), η〉〉a,N ≥ 0.
Then, by a fiberwise linear algebraic argument, it is easy to see that the following inequality holds for any
η ∈ A0,1c (ψ∗1(E)):
〈〈ψ∗R(ha,N ), η〉〉h˜ ≥ 0.
On the other hand, we obtain
〈〈
ω1 + ω2 + ω3, η
〉〉
h˜
≥ ǫ · ||η||h˜, which can be checked directly from definition.
Thus we are done.
Corollary 2.7 Let ǫ, a and b be as in Lemma 2.36. If N is sufficiently negative, then the first cohomology
H1
(
A0,·
h˜
(
ψ−11 E(−X
(1)
)
))
vanishes.
Proof It immediately follows from Lemma 2.37, Proposition 2.1 and Proposition 2.2.
We remark the following.
Lemma 2.38 The contribution of h−1,a,b ·H−11 · τ2+ǫ1 ·
(
τ2 · τ3
)ǫ
to the metric h˜ is equivalent to the following,
around |t| = 0:
|t|−2a · (− log |t|)2 · |t|2ǫ(− log |t|)2ǫ = |t|−2(a−ǫ) · (− log |t|)2+2ǫ.
We have a similar estimate around |s| = 0. The contribution is equivalent to (− log |x|)3+ǫ around x = 0.
Proof We have the following equivalences:
h−1,a,b ∼ |t|−2a, H−11 ∼ (− log |t|)2, τ2+ǫ1 ∼
(− log |x|2)2+ǫ τ ǫ2 ∼ |t|2ǫ τ ǫ3 ∼ (− log |t|)2ǫ.
Thus we are done.
2.8 Preliminary from functional analysis
2.8.1 On a family of complexes of Hilbert spaces
Lemma 2.39 Let Hi (i = 1, 2) be Hilbert spaces. Let F (λ) : H1 −→ H2 be bounded morphisms depending on
λ ∈ ∆(λ0, ǫ). Assume the following:
1. F (λ) is bounded for any λ ∈ ∆(λ0, ǫ).
2. There exists a positive constant C such that ||F (λ) − F (λ′)|| ≤ C · |λ− λ′| for any λ, λ′ ∈ ∆(λ0, ǫ).
3. F is holomorphic with respect to λ in the following sense: For any v ∈ H1, F (λ)(v) gives a holomorphic
function from ∆(λ0, ǫ) −→ H2. (See [34] for Hilbert space valued holomorphic functions, for example.)
4. F (λ0) is surjective.
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Then there exists η > 0 such that the following holds:
• F (λ) is surjective for any λ ∈ ∆(λ0, η).
• There exists a family of bounded morphisms Ψ(λ) : H1 −→ H2 for λ ∈ ∆(λ0, η), and the following holds:
1. Ψ(λ) is homeomorphic for any λ ∈ ∆(λ0, η).
2. There exists a positive constant C′ such that the following holds:
max
{∣∣∣∣Ψ(λ)−Ψ(λ′)∣∣∣∣, ∣∣∣∣Ψ(λ)−1 −Ψ(λ′)−1∣∣∣∣} ≤ |λ− λ′| · C′.
3. Ψ(λ) is holomorphic with respect to λ.
4. The following diagramm is commutative:
H1
F (λ0)−−−−→ H2
Ψ
y idy
H1
F (λ)−−−−→ H2.
Proof We put C1 := KerF (λ0) and C2 = KerF (λ0)
⊥. We put ϕ := F (λ0)|C2 : C2 −→ H2 is bijective and
bounded. Hence it is homeomorphic, i.e., ϕ−1 is also bounded.
We have the bounded morphisms a(λ) : C1 −→ H2 and b(λ) : C2 −→ H2 defined by a(λ) = F (λ)|C1 and
b(λ) = F (λ)|C2 − ϕ. It is easy to check the following:
• a and b are holomorphic with respect to λ.
• There exists positive constants C2 such that |a(λ)− a(λ′)| ≤ C2 · |λ−λ′| and |b(λ)− b(λ′)| ≤ C2 · |λ−λ′|.
• a(λ0) = b(λ0) = 0.
Since ϕ is homeomorphic, there exists η > 0 such that ϕ + b(λ) is homeomorphic for any λ ∈ ∆(λ0, η). In
particular, F (λ) is surjective.
The morphism Ψ : C1 ⊕ C2 −→ C1 ⊕ C2 can be given as follows:(
1 (ϕ+ b(λ))−1 ◦ a(λ)
0 (ϕ+ b(λ))−1 ◦ ϕ(λ)
)
.
Then it is easy to check that Ψ has the desired properties.
Corollary 2.8 Let F and Hi (i = 1, 2) be as in Lemma 2.39. There exists a positive constant η > 0 and the
linear morphism G(λ) : KerF (λ0) −→ H1 depending on λ ∈ ∆(λ0, η) with the following properties:
• It satisfies the conditions 1, 2 and 3 in Lemma 2.39.
• For any λ ∈ ∆(λ0, η), G(λ) gives a homeomorphism KerF (λ0) ≃ KerF (λ).
Namely it gives the trivialization of the family of Hilbert spaces
{
Ker(F (λ))
∣∣ λ ∈ ∆(λ0, η)}.
Proof We have only to restrict Ψ to Ker(F (λ0)).
Reduction procedure We have the standard reduction procedure of the family of the complexes of Hilbert
spaces, as is explained in the following. Let us consider the following family of complexes of Hilbert spaces Hi
(i = 0, 1, 2) depending on λ ∈ ∆(λ0, ǫ):
H0
F0(λ)−−−−→ H1 F1(λ)−−−−→ H2. (24)
Assume the family satisfies the following conditions:
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• F0 and F1 satisfy the conditions 1, 2 and 3 in Lemma 2.39.
• F1 satisfies the condition 4 in Lemma 2.39.
• The complex at λ0 is exact, i.e., Ker(F1(λ0)) = ImF0(λ0).
Then we can take the family of the morphisms Ψ(λ) : H1 −→ H1 depending on λ ∈ ∆(λ0, η) as in Lemma
2.39. We put F ′0(λ) := Ψ−1 ◦ F0(λ).
Lemma 2.40 The image of F ′0(λ) is contained in KerF1(λ0).
Proof We have F1(λ0) ◦ F ′0(λ) = F1(λ) ◦Ψ ◦Ψ−1 ◦ F0(λ) = F1(λ) ◦ F0(λ) = 0.
Hence we obtain the family of morphisms F ′′0 (λ) : H0 −→ Ker(F (λ0)) depending on λ ∈ ∆(λ0, η). By
our construction, F ′′0 satisfies the conditions 1, 2 and 3 in Lemma 2.39. Since the complex is exact at λ0, the
morphism F ′′0 satisfies the condition 4 in Lemma 2.39, too.
Lemma 2.41 Let Hi (i = 0, . . . , n) be Hilbert spaces. For simplicity, we put Hn+1 = 0. Let di(λ) : Hi −→ Hi+1
be family of linear morphisms satisfying the conditions 1, 2 and 3 in Lemma 2.39. Assume the following:
• The higher cohomology groups vanishes at λ0. Namely, we have Ker(di+1(λ0)) = Im(di(λ0)) for i =
0, . . . , n− 1.
Then there exists a positive constant η and the family of linear morphisms G(λ) : Ker d0(λ0) −→ H0 (λ ∈
∆(λ0, η)) satisfying the following:
• The higher cohomology groups vanishes at any λ ∈ ∆(λ0, η).
• G(λ) satisfies the conditions 1, 2 and 3 in Lemma 2.39, and it gives the trivialization of the family{
Ker d0(λ)
∣∣ λ ∈ ∆(λ0, η)}, namely, G(λ) gives the homeomorphism of Ker d0(λ0) and Kerd0(λ) for λ ∈
∆(λ0, η).
Proof We have only to use the above reduction procedure successively and Corollary 2.8.
2.8.2 Sobolev spaces
We recall the following theorem (See Theorem 9.1 in [40]).
Proposition 2.4 Let p and q be real numbers such that p, q ≥ 1. Let k and l be real numbers satisfying
the following inequality: k − mp ≥ l − mq . Then we have the natural inclusion Lpk(Rm) ⊂ Lql (Rm), and it is
continuous. If the inequality k > l and k − mp > l − mq hold, then the inclusion is compact.
Lemma 2.42 Let p be a real number such that p > 2d. We put as follows for i = 1, . . . , d:
qi :=

2d
d− i (i < d)
p (i = d)
Then we have the continuous inclusion L
qi−1
2 (R
2d) ⊂ Lqi1 (R2d).
Proof We have the following relation from our choice of qi:
2− 2n
qi−1
≥ 1− 2n
qi
.
Then the lemma immediately follows from 2.4.
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2.9 An estimate of the norms of Higgs field and the conjugate
2.9.1 Preliminary
Let X0 be an open subset of C
m
z . Assume that we are given the holomorphic one forms ηi ∈ Ω1,0X0 (i = 1, . . . ,m),
which gives are frame. For example, we consider dz1, . . . , dzm or z
−1
1 · dz1, . . . , z−1m · dzm. We put X = ∆dζ ×X0.
Let (E, ∂E , θ, h) be a harmonic bundle over X of rank r. Then we have the deformed holomorphic bundle
Eλ with the holomorphic structure ∂Eλ and the λ-connection Dλ. (See the subsection 3.1 in our previous paper
[38]).
Let v be a C∞-frame of E = Eλ. The (0, 1)-form K ∈ C∞(X,Ω0,1X ⊗M(r)) is determined by the following
relation:
∂Eλv = v ·K.
The (1, 0)-form A ∈ C∞(X,Ω1,0 ⊗M(r)) is determined by the following relation:
Dλv = v · (A+K).
We also have Θ ∈ C∞(X,M(r)⊗ Ω1,0X ) and Θ† ∈ C∞(X,M(r)⊗ Ω0,1X ) given by the following relation:
θv = v ·Θ, θ†v = v ·Θ†.
We decompose as follows:
Θ =
∑
Θζi · dζi +
∑
Θηj · ηj , Θ† =
∑
Θ†ζi · dζi +
∑
Θ†ηj · ηj .
Lemma 2.43 We have the following relation:
∂Θ+
[
K − λΘ†,Θ] = 0.
Proof It follows from the relations ∂E = ∂Eλ − λ · θ† and ∂Eθ = 0.
Lemma 2.44 We have the following relation:
∂Θ† + λ−1
[
A−Θ,Θ†] = 0.
Proof It follows from the relation ∂E = λ
−1 · (Dλ − ∂Eλ − θ) and ∂Eθ† = 0.
Let ϕ be a C∞-function.
Lemma 2.45 We have the following formula:
∂
(
ϕ2b ·Θ) = −[ϕbK − λ·ϕbΘ†, ϕbΘ]− 2 · ∂ϕb · ϕbΘ,
∂(ϕ2bΘ†) = −λ−1 · [ϕbA− ϕbΘ, ϕbΘ†]− 2 · ∂ϕb · ϕbΘ† (25)
Proof It immediately follows from Lemma 2.43 and Lemma 2.44.
Lemma 2.46 We have the following relation for ζ = ζj and a = ζj , zk:
∂ζ
(
ϕ2bΘa
)
= −[ϕbKζ − λ · ϕbΘ†ζ , ϕbΘa]− 2 · ∂ζϕb · ϕbΘa,
∂ζ
(
ϕ2bΘ†a
)
= −λ−1 · [ϕbAζ − ϕbΘζ , ϕbΘ†a]− 2 · ∂ζϕb · ϕbΘ†a. (26)
Proof It immediately follows from (25)
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Lemma 2.47 We have the following formulas:
∂ζ∂ζ
(
ϕ2bΘ
)
= −[∂ζ(ϕbKζ)− λ · ∂ζϕbΘ†ζ , ϕbΘa]− [ϕbKζ − λ · ϕbΘ†ζ , ∂ζϕbΘa]− 2 · ∂ζ∂ζϕb · ϕbΘa
−2 · ∂ζϕb · ∂ζ
(
ϕbΘa
)
,
∂ζ∂ζ
(
ϕ2bΘ†
)
= −λ−1 · [∂ζ(ϕbAζ)− ∂ζ(ϕbΘζ), ϕbΘ†]− λ−1 · [ϕbAζ − ϕbΘζ , ∂ζ(ϕbΘ†)]
−2 · ∂ζ∂ζϕb · ϕbΘ† − 2 · ∂ζϕb · ∂ζ(ϕbΘ†).
(27)
Proof It immediately follows from (26).
Lemma 2.48 Let f be a compact support C∞-function on X. Then we have the following equality:∫
(∂f, ∂f) =
∫
(∂f, ∂f).
Proof It follows from the following:∫
(∂f, ∂f) = −
∫
(f,∆(f)) =
∫
(∂f, ∂f).
Here we have used the Kahler identity ∂
∗
∂ = ∆ = ∂∗∂.
2.9.2 An estimate
Let P be a point of X0. A L
p
k-function spaces on ∆
d
ζ×{P} is denoted by Lpk,P . If k = 0, we use the notation LpP .
For a C∞-function F on X , we obtain the restriction F|P := F|∆d
ζ
×{P}, and the norm
∣∣∣∣F|P ∣∣∣∣Lp
k
. For simplicity,
we denote it by
∣∣∣∣F ∣∣∣∣
Lp
kP
. We put as follows:
Q(P ) := ||Θ||L∞
P
+ ||Θ†||L∞
P
+ ||K||L∞
P
+ ||A||L∞
P
+ 1. (28)
Let us pick a C∞-function ϕ on ∆dζ satisfying the following:
0 ≤ ϕ(P1) ≤ 1, ϕ(ζ) =

1
(
P1 ∈ ∆dζ(1/3)
)
0
(
P1 6∈ ∆dζ(2/3)
)
Lemma 2.49 For any b ∈ Z>0, we have the following:
max
{
||ϕbΘ||L∞
P
, ||ϕbΘ†||L∞
P
}
≤ Q(P ).
Proof It immediately follows from our choice of Q(P ).
Lemma 2.50 For any b ∈ 2 · Z>0, there exists a positive constant C1(b) such that the following holds:
max
{
||∂ζ(ϕbΘ)||L2
P
, ||∂ζ(ϕbΘ†)||L2
P
}
≤ C1(b) ·Q(P )2.
Proof It follows from (26) and Lemma 2.49.
Lemma 2.51 For any b ∈ 2 · Z>0, there exists a positive constant C1(b) such that the following holds:
max
{
||∂ζ(ϕbΘ)||L2P , ||∂ζ(ϕbΘ†)||L2P
}
≤ C1(b) ·Q(P )2.
Proof It follows from Lemma 2.50 and Lemma 2.48.
41
Lemma 2.52 For any b ∈ 22 · Z>0, there exists a positive constant C2(b) > 0 such that the following holds:
max
{
||ϕbΘ||L22,P , ||ϕbΘ†||L22,P
}
≤ C3(b) ·Q(P )3.
Proof From (27), Lemma 2.51 and Lemma 2.49, we obtain the following for any b ∈ 22 · Z>0
max
{
||∂ζ∂ζ
(
ϕbΘ
)
a
||L2 , ||∂ζ∂ζ
(
ϕbΘ†a
)||L2} ≤ C′(b) ·Q(P )3.
Thus we are done.
Lemma 2.53 Let b be an integer contained in 22+i ·Z>0. Let qi (i = 1, . . . , d) be the numbers given in Lemma
2.42. Then there exist positive constants C2+i(b) satisfying the following:
max
{
||ϕb ·Θa||Lqi2,P , ||ϕ
b ·Θ†a||Lqi2,P
}
≤ C2+i(b) ·Q(P )3+i. (29)
Proof We use an induction on i. We have already known the claim for i = 0 holds. We assume the claim for
i holds, and we will show that the claim for i+ 1 holds.
Due to our hypothesis of our induction, we have the following inequality:
max
{
||ϕb ·Θa||Lqi2,P , ||ϕ
b ·Θ†a||Lqi2,P
}
≤ C2+i(b) ·Q(P )3+i.
Recall that we have the continuous inclusion Lqi2 ⊂ Lqi+11 due to Lemma 2.42. Thus we obtain the following:
max
{
||ϕb ·Θa||Lqi+11,P , ||ϕ
b ·Θ†a||Lqi+11,P
}
≤ C′(b) ·Q(P )3+i.
In particular, we obtain the following:
max
{
||∂ζϕb ·Θa||Lqi+1
P
, ||∂ζϕb ·Θ†a||Lqi+1
P
}
≤ C′′(b) ·Q(P )3+i.
Then we obtain the following due to Lemma 2.49 and (27):
max
{
||∂∂ζϕ2b ·Θa||Lqi+1P , ||∂∂ζϕ
2b ·Θ†a||Lqi+1P
}
≤ C(3)(b) ·Q(P )3+i+1.
Thus we obtain the inequality (29) for i+ 1, and the induction can proceed.
Corollary 2.9 Let p be a real number such that p > 2d = 2dimC X. Let b be an integer contained in 2
2+d ·Z>0.
Then there exists a positive constant C2+d satisfying the following:
max
{
||ϕb ·Θa||Lp2,P , ||ϕb ·Θ†a||Lp2,P
}
≤ C2+d(b) ·Q(P )3+d.
Proof It immediately follows from Lemma 2.53.
Lemma 2.54 For any b ∈ 2d+k · Z>0, there exists a positive constant Cd+k(b) satisfying the following:
max
{
||ϕbΘ||Lp
k,P
, ||ϕbΘ†||Lp
k,P
}
≤ Ck+d(b) ·Q(P )d+k+1.
Proof We can show it by a standard boot strapping argument.
We put K0 := ∆ζ(1/3)
d.
Corollary 2.10 Let k be an integer, and p be any sufficiently large number. There exist positive constants M
and C such that the Lpk-norms and C
k-norms of Θ|K0×{P} and Θ
†
|K0×{P} are dominated by C ·Q(P )M .
Proof Let us pick a real number k1 such that we have the continuous inclusion L
p
k(R
d) ⊂ Ck(Rd). Then we
can pick b1, C1 and M1 such that the following holds, due to Lemma 2.54:
max
{
||ϕb1 ·Θ||Lp
k1,P
, ||ϕb1 ·Θ†||Lp
k1,P
}
≤ C1 ·Q(P )M1 .
Then we obtain the estimate for Ck-norms of ϕb1Θ and ϕb1Θ†. Since ϕ is identically 1 on a neighbourhood of
K0 by our choice of ϕ. Thus we obtain the result.
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2.9.3 Estimate for the differential of Θ†ζ
Let us consider the case ηi = dzi/zi (i = 1, . . . ,m). We have the vector fields Vi := zi∂/∂zi, and ∂f =∑
Vi(f) ∧ ηi and ∂f =
∑
V¯i(f) ∧ ηi.
Lemma 2.55 We have the following relation:
∂Θ† +
[
K − λ ·Θ†, Θ†] = 0.
Proof It follows from the relation ∂Eθ
† = 0 and ∂E = ∂Eλ − λθ†.
We obtain the following relation for any ζ = ζj and i = 1, . . . ,m:
V iΘ
†
ζ − ∂ζΘ†ηi +
[
Kηi − λΘ†ηi , Θ†ζ
]− [Kζ − λΘ†ζ , Θ†ηi] = 0.
Hence we obtain the following:
Lemma 2.56 There exist positive constants C and M such that the functions V iΘ
†
ζj
(i = 1, . . . ,m, j =
1, . . . , d) are dominated by C ·Q(P )M on K0 ×X0.
2.10 Convergency of the sequence of harmonic bundles
Although we do not use the argument to take a ‘limit’ of a sequence of harmonic bundles, contrary to the previous
paper [38], the author thinks that such convergency seems significant for the study of harmonic bundles. We
can improve the argument for the convergency in [38] by using the estimate in the subsubsection 2.9.2. We
explain it in this subsection. In this subsection, we assume that λ 6= 0.
2.10.1 Convergency of the sequences of the Higgs fields Θ(n) and the adjoint maps Θ† (n)
Let X be ∆∗ l × ∆d−l, and (E(n), θ(n), h(n)) be a harmonic bundles on X such that rank(E(n)) = r. Recall
that we have the deformed holomorphic bundles (Eλ (n), d′′λ (n),Dλ (n), h(n)) on X λ = {λ} × X ⊂ X . In this
subsection, the metric and the measure of X are
∑n
i=1 dzi · dz¯i and
∏n
i=1 |dzi · dz¯i|.
Assume that we are given holomorphic frames w(n) = (w
(n)
1 , . . . , w
(n)
r ) of Eλ (n). Then we have the elements
Θ(n) ∈ C∞(X,M(r) ⊗ Ω1,0) determined by θ(n)w(n) = w(n) · Θ(n). We also have the elements Θ† (n) ∈
C∞(X,M(r)⊗ Ω0,1X ) determined by θ(n)†w(n) = w(n)Θ† (n).
We assume the following condition.
Condition 2.1
1. We have the holomorphic λ-connection forms A(n) ∈ Γ(X,M(r) ⊗ Ω1,0X ) determined by Dλ (n)w(n) =
w(n) · A(n). Then the sequence {A(n)} converges to A(∞) ∈ Γ(X,M(r) ⊗ Ω1,0X ) on any compact subset
Y ⊂ X.
2. On any compact subset Y ⊂ X, {Θ(n)} and {Θ† (n)} are bounded independently of n.
Let Y be a compact subset of X . We put as follows:
Q
(n)
Y := ||Θ(n)||L∞(Y ) + ||Θ† (n)||L∞(Y ) + ||A(n)||L∞(Y ).
Then we have a positive constant CY independent of n such that Q
(n)
Y ≤ CY for any integer n due to Condition
2.1.
Lemma 2.57 Let k be a positive number. There exist positive constants C and M such that Lpk-norms and
Ck-norms of Θ
(n)
|Y and Θ
(n)†
|Y are dominated by C · CMY .
Proof Since we have the boundedness of Q
(n)
Y , we can use Corollary 2.10. Note that we use the holomorphic
frames w(n), the term ||K||L∞ is trivial.
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Corollary 2.11 There exists a subsequence {ni} such that
{
Θ
(ni)
|Y
}
and
{
Θ
(ni)†
|Y
}
are convergent in the C∞-
sense.
Proof We have only to use Lemma 2.57 and an easy diagonal argument.
Proposition 2.5 There exists a subsequence {ni} such that
{
Θ
(ni)
|Y
}
and
{
Θ
(ni)†
|Y
}
are convergent on any com-
pact subset Y ⊂ X in the C∞-sense.
Proof We have only to use Corollary 2.11 and an easy diagonal argument.
2.10.2 The convergency of
{
H(n)
}
Besides Condition 2.1, we consider the following additional condition:
Condition 2.2
• We put H(n) := H(h(n),w(n)) ∈ C∞(X,H(r)). On any compact subset Y ⊂ X, {H(n)} and {H(n)−1}
are bounded independently of n. Namely we have a constant CY depending on Y such that
∣∣H(n)∣∣ < CY
and
∣∣H(n)−1∣∣ < CY .
Due to Proposition 2.5, we may assume that
{
Θ(n)
}
and
{
Θ† (n)
}
are convergent on any compact subset Y
in the C∞-sense, by picking a subsequence.
We have the unitary connection ∇(n) := ∂Eλ (n) + ∂Eλ (n) of Eλ (n). Let B(n) denote the connection form of
∇(n), i.e., ∇(n)w(n) = w(n) ·B(n). Then we have the following by a standard theory:
B(n) = H(n)−1∂H(n). (30)
On the other hand, we have ∇(n) = Dλ (n) − 2θ(n). Hence we obtain the following relation:
B(n) = A(n) − λ−1(1 + |λ|2) ·Θ(n). (31)
Let Y be a compact subset of X , and we pick the function ϕ as in the previous subsubsection. Let us pick
a compact subset Y ⊂ X , and let pick compact subsets Y1 and Y2 of X such that Y is contained in the interior
of Y1, and that Y1 is contained in the interior of Y2. We can pick an element ϕ ∈ C∞(X,R), satisfying the
following:
0 ≤ ϕ(x) ≤ 1, ϕ(x) =
{
1 (x ∈ Y )
0 (x 6∈ Y2)
Lemma 2.58 We have the following formula:
∂
(
ϕ2bH(n)
)
= ϕb ·H(n) · (ϕbA(n) − ϕbλ−1(1 + |λ|2)Θ(n))+ 2∂ϕb · ϕbH(n). (32)
Proof We obtain the following relation due to (30) and (31):
∂H(n) = H(n) · (A(n) − 2 · λ−1(1 + |λ|1)Θ(n)).
Then (32) follows immediately.
Lemma 2.59 Let {ni} be a subsequence of {n}.
• Assume {ϕb ·H(ni)} is bounded in Lpk, and {∂(ϕb ·H(ni))} is bounded in Lpk. Then {ϕb ·H(ni)} is bounded
in Lpk is bounded in L
p
k+1.
• Assume {ϕb · H(ni)} is bounded in Lpk, and {∂(ϕb · H(ni))} is convergent in Lpk. Then {ϕb · H(ni)} is
bounded in Lpk is convergent in L
p
k+1.
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Proof Note that we have ϕ ·Hi j = ϕ ·Hj i. Hence we have the following:
∂
(
ϕ ·Hi j
)
= ∂
(
ϕ ·Hj i
)
.
Thus the estimate for ∂H implies the estimate for ∂H . Thus we obtain the result.
Lemma 2.60 There exists a subsequence {ni} such that {ϕ2b ·H(ni)} are convergent in Lp0 for any b ∈ 2 · Z.
Proof Due to (32) and Lemma 2.59, we have the boundedness of the family {ϕ2b ·H(ni)} are bounded in Lp1.
Then we obtain the result due to the compactness of the inclusion Lp1 ⊂ Lp0.
Lemma 2.61 Let {ni} be the subsequence as in Lemma 2.60. Then
{
H(ni)
}
are convergent on the compact
subset Y in the Lpl -sense for any l.
Proof Let k be a positive integer. For any sufficiently large integer b, the family {ϕb ·H(ni)} are convergent
in Lpk-sense, by using (32) and the bootstrapping argument. Since ϕ = 1 on a neighbourhood of K, we obtain
the result.
Proposition 2.6 Assume the conditions in Condition 2.1 and Condition 2.2 are satisfied. There exists a
subsequence {ni} such that
{
H(ni)
}
,
{
Θ(ni)
}
and
{
Θ† (ni)
}
are convergent on any compact subset Y in the
C∞-sense.
Proof We have already seen the convergency of
{
Θ(n)
}
and
{
Θ† (n)
}
for some subsequence in Proposition 2.5.
We have seen the convergency of {H(n)} on any compact subset for some subsequence in Lemma 2.61. Then
we have only to use the diagonal argument.
2.11 Higgs field and twisted map
2.11.1 A description of Higgs field
LetX be a complex manifold, and let (E, ∂E , θ, h) be a harmonic bundle overX . Let (Eλ,Dλ) be the correspond-
ing λ-connection, and Dλ f denote the associated flat connection. We have the decomposition Dλ f = d′+d′′ into
the (1, 0)-part and the (0, 1)-part. Let δ′ denote the (1, 0)-operator such that d′′ + δ′ is a unitary connection.
Let δ′′ denote the (0, 1)-operator such that d′+ δ′′ is a unitary connection. Then we have the following formula:
d′ = ∂ + λ−1 · θ, d′′ = ∂ + λ · θ†, δ′ = ∂ − λ · θ, δ′′ = ∂ − λ−1 · θ†.
It can be rewritten as follows:
∂ = λ · (1 + |λ|2)−1 · (λ · d′ + λ−1 · δ′) ∂ = λ · (1 + |λ|2)−1 · (λ−1 · d′′ + λ · δ′′),
θ = λ · (1 + |λ|2)−1 · (d′ − δ′), θ† = λ · (1 + |λ|2)−1 · (d′′ − δ′′).
Let v be a flat frame with respect to the flat connection Dλ f . We put H = H(h,v). We have the C∞-section
Θ and Θ† ofM(r)⊗Ω1,0 andM(r)⊗Ω0,1 respectively, determined by the relations θ ·v = v ·Θ and θ† ·v = v ·Θ†
respectively. Then we have the following relation:
∂Hi j = ∂h(vi, vj) = h(vi, δ
′vj) = −h
(
vi, (d
′− δ′)vj
)
= −h(vi, λ−1 · (1+ |λ|2)θvj) = −λ−1 · (1+ |λ|2) ·Hi j ·Θk j .
Hence we obtain the relation Θ = −λ · (1 + |λ|2)−1 ·H · ∂H. Similarly, we obtain the relation Θ† = −λ · (1 +
|λ|1)−1 ·H−1 · ∂H .
Hence we have the following relation:
λ ·Θ+ λ ·Θ† = |λ|2 · (1 + |λ|2)−1 ·H−1 · dH.
Let v be a real vector field on X . Hence we obtain the following equality, by using Lemma 2.24:∣∣λ · θ(v) + λ · θ†(v)∣∣2
h
=
∣∣λ∣∣2 · (1 + |λ|2)−1 · tr(H−1 · dH(v) ·H−1 · dH(v) ·H−1 ·H)
=
∣∣λ∣∣2 · (1 + |λ|2)−1 · tr(H−1 · dH(v) ·H−1 · dH(v)). (33)
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2.11.2 Higgs field as the differential of the twisted map
Let π : X˜ −→ X be a universal covering. Recall that PH(r) denote the sets of the (r × r)-positive definite
hermitian matrices. By taking a flat trivialization of the flat bundle π−1
(Eλ,Dλf), we obtain the equivariant
map Ψh : X˜ −→ PH(r), which is essentially independent of a choice of a flat trivialization.
We have the π1(X)-action on X˜. The monodromy induces endomorphism ρ : π1(X) −→ GL(r), which
induces the π1(X)-action on PH(r). The map Ψh is equivariant with respect to the actions of the fundamental
group π1(X).
The map Ψh is called the twisted map associated with (Eλ,Dλf , h). We often regard it as a map Ψh : X −→
PH(r)/π1(X), although PH(r)
/
π1(X) is not a good topological space in general.
Then the equality (33) can be reformulated as follows, by using Lemma 2.25:∣∣λ · θ(v) + λ · θ†(v)∣∣2 = |λ|4 · (1 + |λ|2)−1 · ∣∣dΨh(v)∣∣2. (34)
3 Preliminary for mixed twistor structure
3.1 P1-holomorphic vector bundle over X × P1
3.1.1 Y -holomorphic structure
Let X be a C∞-manifold and Y be a complex manifold. Let V be a C∞-vector bundle over X × Y . Let pY
denote the projection of X × Y onto Y .
Definition 3.1 A Y -holomorphic structure of V is defined to be a differential operator d′′V,Y : C
∞(V ) −→
C∞(V ⊗ p∗Y Ω0,1Y ) satisfying the following:
• (d′′V,Y )2 = 0.
• For any function f ∈ C∞(X × Y ) and any section s ∈ C∞(X × Y, V ), the following holds:
d′′V,Y (f · s) = ∂Y (f) · s+ f · d′′V,Y s.
The pair (V, d′′V,Y ) or V is called a Y -holomorphic vector bundle. We often denote d
′′ instead of d′′V,Y .
Definition 3.2 Let (V, d′′) be a Y -holomorphic vector bundle. A Y -holomorphic section of V is a C∞-section
s of V such that d′′(s) = 0.
Let (V, d′′V,Y ) be a Y -holomorphic vector bundle. Then the Y -holomorphic structure on the dual V
∨ is
naturally defined. Let (V (i), d′′
V (i),Y
) (i = 1, 2) be Y -holomorphic vector bundles over X × Y . Then the tensor
product and the direct sum of (V (i), d′′
V (i),Y
) (i = 1, 2) are naturally defined.
Definition 3.3 Let (V (i), d′′
V (i),Y
) (i = 1, 2) be Y -holomorphic vector bundles over X × Y . A morphism of
(V (1), d′′
V (1),Y
) to (V (2), d′′
V (2),Y
) is defined to be a Y -holomorphic section of Hom(V (1), V (2)).
3.1.2 Some description of P1-holomorphic vector bundle over X × P1
We are particularly interested in the P1-holomorphic vector bundle over X × P1. It is often useful to consider
the following object. In the following, we regard P1 as the gluing of Cλ and Cµ by the relation λ = µ
−1.
Definition 3.4 A patched object on X is defined to be a tuple (Vλ, Vµ, ϕ) as follows:
• Va is a Ca-holomorphic vector bundle over X ×Ca for a = λ, µ .
• We have the C∗λ-holomorphic vector bundles Vλ |X×C∗λ and Vµ |X×C∗µ over X × C∗λ. Then ϕ is a C∗λ-
holomorphic isomorphism of Vλ |X×C∗
λ
to Vµ |X×C∗µ .
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Definition 3.5 Let (V
(i)
λ , V
(i)
µ , ϕ(i)) (i = 1, 2) be patched objects over X. A morphism f of (V
(1)
λ , V
(1)
µ , ϕ(1)) to
(V
(2)
λ , V
(2)
µ , ϕ(2)) is defined to be a tuple (fλ, fµ), where fa (a = λ, µ) is a Ca-holomorphic morphism V
(1)
a −→
V
(2)
a which is compatible with ϕ(1) and ϕ(2).
A direct sum, a tensor product and a dual are naturally defined.
Equivalence
Let (Vλ, Vµ, ϕ) be a patched object over X . By gluing them, we obtain the P
1-holomorphic vector bundle over
X × P1. On the other hand, let V be a P1-holomorphic vector bundle over X × P1, we put Va := V|Ca for
a = λ, µ. We have the naturally defined isomorphism id : Vλ |C∗
λ
−→ Vµ |C∗µ . Thus we obtain the patched
object. It is easy to check the equivalence of the category of the P1-holomorphic vector bundle over X × P1
and the category of the patched object over X . The equivalence preserves a tensor product, a direct sum and
a dual.
Another description
We can also consider another kind of patched objects (V0, V1, V∞;α0, α∞) as follows: For simplicity, we put
Y0 := Cλ, Y∞ := Cµ and Y1 := C∗λ.
• Va be a Ya-holomorphic vector bundle over X × Ya.
• We have the Y1-holomorphic vector bundles Va |Y1 (a = 0, 1,∞). Then α is a Y1-holomorphic morphism
Va |Y1 −→ V1 (a = 0,∞).
We can naturally define the morphism of such patched objects. We also have a tensor product, a direct sum
and a dual of such objects. As before we have the naturally defined equivalence of the category of such patched
objects and the category of the P1-holomorphic vector bundle over X × P1.
Due to the equivalences explained above, we will often use the descriptions (Vλ, Vµ) or (V0, V∞, V1;α, β) to
denote a P1-holomorphic vector bundle over X × P1, in the following.
3.1.3 The involution σ and the induced bundles
Let σ denote the morphism P1 −→ P1 given by [z0 : z∞] 7−→ [z¯∞ : −z¯0]. We also use the notation σ to denote
the following induced morphisms:
• Cλ −→ Cµ given by σ∗µ = −λ.
• Cµ −→ Cλ given by σ∗λ = −µ.
• C∗λ −→ C∗λ given by λ 7−→ −λ
−1
.
We take the anti-linear isomorphism ϕ : C∞(X ×Cµ) −→ C∞(X ×Cλ) by ϕ(f) = σ∗(f). It is induced by
the conjugate map ϕ0 : σ
∗CX×Cµ −→ CX×Cλ given by a 7−→ a, where CY denotes the trivial line bundle over
a C∞-manifold Y .
Since the morphism σ is anti-holomorphic, we have the naturally induced isomorphism σ∗Ω0,1Cµ −→ Ω
1,0
Cλ
given by σ∗(a · dµ) 7−→ −σ∗(a) · dλ. On the other hand, we have the conjugate Ω1,0Cλ −→ Ω
0,1
Cλ
given by
a · dλ 7−→ a · dλ, which is anti-linear. As the composite, we obtain the linear morphism ϕ0 : σ(Ω0,1Cµ) −→ Ω0,1Cλ .
They induces the morphism ϕ : C∞
(
X ×Cµ,Ω0,1Cµ
) −→ C∞(X ×Cλ,Ω0,1Cλ) given by f · dµ 7−→ −σ∗(f) · dλ.
Let f be an element of C∞(X × Cµ). Then we obtain the elements ϕ(f) ∈ C∞(X × Cλ) and ∂λϕ(f) ∈
C∞
(
X × Cλ,Ω0,1Cλ
)
. On the other hand, we have the elements ∂µf ∈ C∞
(
X × Cµ,Ω0,1Cµ
)
. We also have the
element ϕ
(
∂µf
) ∈ C∞(X ×Cλ,Ω0,1Cλ).
Lemma 3.1 We have the equality ∂λϕ(f) = ϕ
(
∂µf
)
. Namely, we have ∂λ ◦ ϕ = ϕ ◦ ∂µ.
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Proof We have the following:
ϕ
(∂f
∂µ
dµ
)
= −σ∗
(∂f
∂µ
)
· dλ = −σ∗
(
∂f
∂µ
)
dλ. (35)
We have the following equalities:
σ∗
(
∂f
∂µ
)
(z, λ) =
∂f
∂µ
(z,−λ) = −∂f(z,−λ)
∂λ
= − ∂
∂λ
(
ϕ(f)(z, λ)
)
. (36)
From (35) and (36), we obtain the result.
Let V be a C∞-vector bundle over Cµ×X . Then we obtain the pull back σ∗V over Cλ×X . We change the
C-vector bundle structure of σ∗V as follows: For a complex number a ∈ C and an element σ∗(v) ∈ σ∗V|(λ,P ),
a ·σ∗(v) is defined to be σ∗(a ·v). We denote the resulted C∞-vector bundle by σ(V ). The anti-linear morphisms
ϕ0 given above can be regarded as the linear morphisms σCX×Cµ −→ CX×Cλ or σΩ0,1Cµ −→ Ω
0,1
Cλ
.
Then the morphism ϕ0 induces the following isomorphism
ϕ0 : σ
(
V ⊗ Ω0,1Cµ
) −→ σ(V )⊗ Ω0,1Cλ , ϕ0(σ(v ⊗ dµ)) = −σ(v)⊗ dλ.
It induces the morphism ϕ0 : C
∞
(
X ×Cλ, σ
(
V ⊗ Ω0,1Cµ
)) −→ C∞(X ×Cλ, σ(V )⊗ Ω0,1Cλ).
Let (V, ∂µ) be a Cµ-holomorphic vector bundle over X ×Cµ. Then the differential operator ∂λ on σ(V ) is
defined as follows:
∂λ(σ(v)) = ϕ0
(
σ(∂µv)
)
.
Lemma 3.2 The operator ∂λ gives the Cλ-holomorphic structure of σ(V ).
Proof We have the following:
∂λ
(
f · σ(v)) = ∂λ(σ(ϕ(f) · v)) = ϕ0(σ(∂µ(ϕ(f) · v))) = ϕ0(σ(∂µϕ(f) · v + ϕ(f) · ∂µv)) (37)
We have the following:
ϕ0σ
(
∂µϕ(f) · v
)
= ϕ0σ
(
ϕ(∂λf)
) · σ(v) = ∂λf · σ(v). (38)
We also have the following:
ϕ0
(
σ
(
ϕ(f) · ∂µv
))
= f · ϕ0
(
σ
(
∂µv
))
.
It is easy to check that ∂
2
λ = 0. Thus we are done.
Namely we obtain the induced Cλ-holomorphic vector bundle σ(V ) from a Cµ-holomorphic vector bundle
V . Similarly, a Y -holomorphic vector bundle V induces the σ(Y )-holomorphic vector bundle σ(V ) for Y = Cλ,
Cµ, C
∗
λ and P
1.
3.2 Equivariant P1-holomorphic bundle over X × P1
3.2.1 Torus action
Let ρ0 denote the Gm-action on P
1 given as follows:
ρ0
(
t, [z0 : z∞]
)
= [t · z0 : z∞].
It induces the Gm-action on X × P1, which we also denote by ρ0. We have the open subsets X ×Cλ, X ×Cµ
and X ×C∗λ of X × P1. They are stable with respect to ρ0.
Let V be a C∞-vector bundle over X × Y for Y = Cλ, Cµ, C∗λ or P1
When we consider the Gm-action on V , we consider only the action which is a lift of ρ0. Assume that V is
holomorphic along the P1-direction. Let ρ be a Gm-action on V . It is called holomorphic if t
∗∂λ = ∂λ for any
t ∈ Gm.
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3.2.2 Rees bundle (one filtration)
Let p0, p∞ and p1 denote the projection of X × Cλ, X × Cµ and X × C∗λ onto X . Let H be a C∞-bundle
over X , and F be a decreasing C∞-filtration of H . Let us pick a point of P and a small neighbourhood U of
P . We may assume that we have a frame v = (vi) of H|U which is compatible with F . We put bi = degF (vi) =
max{h | vi ∈ Fh}. We put v˜i := λ−bi · p∗1(vi). Then we obtain the frame v˜ := (v˜i) of p∗1H|U over C∗λ × U . The
frame v˜ gives a prolongation of p∗1H|U to a vector bundle ξ(H|U ;F ) over U ×Cλ.
Lemma 3.3 The C∞-bundle ξ(H|U , F ) is independent of a choice of compatible frame v.
Proof Assume that u is other compatible frame. We have the following relation:
ui =
∑
bj i · vj .
Here we have bj i = 0 in the case degF (ui) > degF (vj). Then we obtain the following relation.
u˜i = λ
−b(ui) · ui =
∑
bj i · λ−b(ui)+b(vj) · λ−b(vj) · vj =
∑
bj i · λ−b(ui)+b(vj) · v˜j .
It implies the well definedness of ξ(H|U ;F ).
Corollary 3.1 We obtain the global C∞-vector bundle ξ(H ;F ), which is Cλ-holomorphic.
It is characterized locally as follows: We may assume that U = X . We have the ring C∞(X)[λ]. We have
the C∞(X)[λ]-module C∞(X,H)[λ, λ−1]. We have the submodule of C∞(X,H)[λ, λ−1] given as follows:∑
p∈Z
λ−p · C∞(X,F p)[λ].
By taking v˜ as above, we can show that it is locally free, and ξ(H|U , F ) is the corresponding vector bundle. The
restriction ξ(H ;F )|X 0 is naturally isomorphic to the associated graded vector bundle GrF (H) =
⊕
pGr
p
F (H).
The ρ0 can be naturally lifted to the action on p
∗
1(H). It is easy to check that the action can be prolonged
to the action on ξ(H ;F ). Since X 0 := X×{0} is fixed by the torus action, we obtain the weight decomposition
of ξ(H ;F )|X 0 . It is given by the decomposition GrF (H) =
⊕
pGr
p
F (H), i.e., the weight on Gr
p
F (H) is p.
Let Filt(X) be the category of filtered C∞-vector bundle over X . For two filtered bundles (Hi, Fi) (i = 1, 2),
a morphism F : (H1, F1) −→ (H2, F2) is defined to be a morphism H1 −→ H2 preserving filtrations. Let
Equi(X × Cλ) be the C∞-vector bundle with Gm-action over X × Cλ. For equivariant bundles Vi (i = 1, 2),
a morphism f : V1 −→ V2 is defined to be an equivariant Cλ-holomorphic section of the equivariant bundle
Hom(V1, V2).
Let f : (H1, F ) −→ (H2, F ) be a morphism. Let v be a section of F p(H1). Then f(v) is contained in
F p(H2). Hence f(λ
−p · v) gives a section of ξ(H2, F ). Thus we obtain the section ξ(f) of Hom(V1, V2). It is
easy to check that ξ(f) is equivariant with respect to the torus action. Therefore we obtain the equivariant
morphism ξ(f) : V1 −→ V2.
Let (Hi, F ) (i = 1, 2) be a filtered vector bundle. Recall that the filtration of the tensor product H1 ⊗H2
is defined as follows:
F p(H1 ⊗H2) :=
∑
r+s≥p
F r(H1)⊗ F s(H2).
Let (H,F ) be a filtered vector bundle. Recall that the dual of (H,F ) is defined as follows:
F p(H∨) = Ker
(
H∨ −→ (F−p+1)∨).
Lemma 3.4 ξ gives the fully faithful functor from Filt(X) to Equi(X). It preserves direct sums, tensor products
and duals.
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Proof It is clear that ξ is a functor and that ξ preserves direct sums.
We pick a splittings H1 =
⊕
p U
p
1 and H2 =
⊕
p U
p
2 of the filtrations. Then the decomposition H1 ⊗H2 =⊕
p
⊕
r+s=p U
r
1 ⊗ Us2 gives the splitting of the filtration of H1 ⊗ H2. Then it is easy to see that the tensor
product ξ(H1, F )⊗ ξ(H2, F ) is isomorphic to ξ
(
(H1, F )⊗ (H2, F )
)
.
We have the perfect pairing H ⊗H∨ −→ C. Due to the definition of F (H∨), the composite of the following
morphisms is trivial for i ≥ −p+ 1:
F i(H)⊗ F p(H∨) −→ F−p+1(H)⊗ F p(H∨) −→ C.
For any v ∈ F i(H) and v∨ ∈ F p(H∨), the pairing 〈λ−p · v∨, λ−i · v〉 is contained in C[λ]. It implies we have
the equivariant morphism ξ(H∨, f) −→ ξ(H, f)∨. By using the perfectness of GrF (H) ⊗ GrF (H∨) −→ C, we
obtain that ξ(H∨, F ) is isomorphic to ξ(H,F )∨.
Let φ : ξ(H1, F ) −→ ξ(H2, F ) be an equivariant morphism. Then we obtain the morphism f = φ|{1}×X :
H1 −→ H2. Since φ is equivariant, we have φ(λ−p · v) = λ−pf(v). Let v be a section of F p(H1). Since
φ(λ−p · v) = λ−p · f(v) is a section of ξ(H2, F ), f(v) is contained in F p(H2). Thus we are done.
Remark 3.1 In fact, the functor ξ gives the equivalence of two categories.
3.2.3 Rees bundle (bi-filtration)
Let H be a C∞-vector bundle over X . Let F and G be filtrations of H in the C∞-category. As we have already
seen, we obtain the equivariant bundle ξ(H ;F ) over X × Cλ. By a similar way, we obtain the equivariant
bundle ξ(H ;G) over X ×Cµ. Note that they are isomorphic to p∗1H on X ×C∗λ. Hence we can glue them, and
we obtain the equivariant vector bundle ξ(H,F,G) over X × P1. Or, we can say that we obtain the patched
object
(
ξ(H,F ), ξ(H,G), p∗1H ; id, id
)
.
Let Bifilt(X) be the category of bi-filtered C∞-vector bundle over X . Let (Hi, F,G) (i = 1, 2) be bi-filtered
vector bundles over X . A morphism f : (H1, F,G) −→ (H2, F,G) is defined to be a morphism f : H1 −→ H2
preserving the filtrations F and G.
Let Equi(X×P1) be the category of equivariant P1-holomorphic vector bundle over X×P1. Let Vi (i = 1, 2)
be equivariant vector bundles over X × P1. A morphism f : V1 −→ V2 is defined to be an equivariant section
of the equivariant bundle Hom(V1, V2).
Let f : (H1, F,G) −→ (H2, F,G) be a morphism of bi-filtered vector bundles. Then we obtain the morphism
ξ(f) : ξ(H1, F,G) −→ ξ(H2, F,G).
Proposition 3.1 The functor ξ gives an equivalence of two categories. It preserves direct sums, tensor products
and duals. It is functorial for a C∞-morphism Y −→ X.
Proof We only show the equivalence of the categories, because the rests are easy. It follows easily from Lemma
3.4 that ξ is fully faithful. Thus we have only to show that ξ is essentially surjective.
Let V be an equivariant vector bundle over X×P1. We will construct the bi-filtered vector bundle (H,F,G).
We put H = V|X 1 , where we put X 1 := X × {1}. We will construct the filtrations F and G. We have only to
construct them locally on X .
Let us pick a point P of X . The following lemmas are standard.
Lemma 3.5 There exists a number n0, such that the following holds for any n ≥ n0:
1. The following morphism is surjective:
H0
(
V ⊗O(0, n)|{P}×P1
) −→ V ⊗O(0, n)|{P}×{0} = V|{P}×{0}.
2. H1
(
V ⊗O(0, n)|{P}×P1
)
= 0.
Lemma 3.6 We have a neighbourhood U of P in X satisfying the following:
• The properties 1 and 2 in Lemma 3.5 for any point Q ∈ U .
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• {H0(V ⊗OP1(0, n)|Q×P1) ∣∣Q ∈ U} forms a C∞-vector bundle En on U .
Proof It can be shown by arguments similar to those in the subsubsection 2.8.1.
Let us return to the proof of Proposition 3.1. Then we have the equivariant surjective morphism π : En −→
V|X 0 over X . If n < n′, then we have the commutativity En ⊂ En′ −→ V|X 0 .
Let v = (vi) be a C
∞-frame of V|X 0 , which is compatible with the weight decomposition V|X 0 =
⊕
Uh. We
denote the weight of vi by wi. Let v˜i be a C
∞-section of the weight wi-part of En such that π(v˜i) = vi. Note
that v˜i naturally give sections of V ⊗O(0, n), and they are Cλ-holomorphic. Then there exists a neighbourhood
U1 of O in Cλ, and a neighbourhood U2 of P in X , such that v˜ = (v˜i) gives a frame of V ⊗O(0, n)|U1×U2 .
Let En,h denote the weight h-part of En. The decreasing filtration F is defined as follows:
Fh := Im
(⊕
k≥h
En,k −→ H = V|{1}×X
)
.
Lemma 3.7 We have GrhF ≃ Uh.
Proof Let f be a section of the weight h-part of En. Then there exist C∞-functions ai(x, λ) which are Cλ-
holomorphic, such that the following holds:
f =
∑
ai(x, λ) · v˜i.
Due to the condition on the weight, the functions ai(x, λ) are described as a˜i(x) ·λwi−h for C∞-functions a˜i(x).
Note that a˜i(x) = 0 if wi − h < 0. Then Lemma 3.7 follows.
Lemma 3.8 The construction of the subbundle Fh of H is independent of a choice of n.
Proof Recall that we have En −→ En′ −→ VXλ for any n ≤ n′ and for any λ. The lemma follows easily.
Thus we obtain the well defined filtration F of H . We denote the image of v˜i by v¯i. We have the equivariant
morphism p∗1H −→ V|X×C∗λ , given by λ−wi · v¯i 7−→ v˜i |C∗λ×X . It is prolonged to the equivariant isomorphism
ξ(H,F ) −→ V|Cλ×X over Cλ ×X .
Similarly, we obtain the filtration G by considering V ⊗ O(n, 0) and V|λ=∞, and we have the natural
equivariant isomorphism ξ(H,G) −→ V|X×Cµ . Then we obtain the isomorphism ξ(H,F,G) −→ V . Thus the
proof of Proposition 3.1 is accomplished.
Lemma 3.9 An equivariant subbundle W of V = ξ(H,F,G) corresponds to a subbundle H ′ of H with strict
filtrations F ′ = F ∩H ′ and G′ = G ∩H ′.
Proof Let H ′ be a subbundle of H . We put F ′ = F ∩ H ′ and G′ = G ∩ H ′. Then it is easy to check that
ξ(H ′, F ′, G′) gives a subbundle of V .
Let W be a subbundle of V . We put H ′ = W|λ=1, and then we obtain ξ(H ′, F ′, G′) as above. Due to the
equivariance, the restrictions of W and ξ(H ′, F ′, G′) to X ×C∗λ are same. It implies W and ξ(H ′, F ′, G′) are
same. Thus we are done.
3.2.4 Real structure of equivariant bundles
Let (V, ρ) be an equivariant vector bundle over X×P1. We have the Gm-action σ(ρ) on σ(V ) defined as follows:
σ(ρ)(t) · (σ(v)) := σ(ρ(t)−1 · v).
On the other hand, we have the bi-filtered vector space (H,F,G) and the conjugate (H†, G†, F †).
Lemma 3.10 If (V, ρ) = ξ(H,F,G), then we have
(
σ(V ), σ(ρ)
)
= ξ
(
H†, G†, F †
)
.
Proof It directly follows from the definition.
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Definition 3.6 A real structure on an equivariant bundle (V, ρ) is defined to be an equivariant isomorphism
ιV :
(
σ(V ), σ(ρ)
) ≃ (V, ρ), such that ιV ◦ σ(ιV ) = idV .
Remark 3.2 In this paper, we do not consider the real structure of non-equivariant P1-holomorphic vector
bundle. See the section 2 in [52].
The real structure of (H,F,G) is defined to be the isomorphism ιH : (H,F,G) −→ (H†, G†, F †). In other
words, ιH is anti-isomorphism H −→ H and we have G = F †.
Lemma 3.11 In the case (V, ρ) = ξ(H,F,G), a real structure ιV of (V, ρ) and a real structure ιH of ξ(H,F,G)
corresponds by the relation ιV = ξ(ιH).
Definition 3.7 Let (W,ρW ) be a vector subbundle of (V, ρ). If we have ιV
(
σ(W )
) ⊂ W , the subbundle W is
called defined over R.
Lemma 3.12 An equivariant subbundle (W,ρW ) is defined over R if and only if the subbundle H
′ =W|λ=1 of
H is defined over R.
Proof We have the action of ιV on C
∞(X,H)[λ, λ−1], it is equivalent with ιH ⊗ ι0. Here ι0 is given by
ι0(λ) = −λ−1. Let us consider the following property:
C∞(X,H ′)[λ, λ−1] is preserved by ιV = ιH ⊗ ι0.
Then it is easy to see that three properties are equivalent.
Definition 3.8 Let (Vi, ρi, ιi) (i = 1, 2) be equivariant vector bundles defined over R. Let f : (V1, ρ1) −→
(V2, ρ2) be an equivariant morphism. It is called defined over R if ι2 ◦ σ(f) = f ◦ ι1.
Lemma 3.13 Let (Hi, Fi, Gi) (i = 1, 2) be bi-filtered vector bundles with real structures ιHi . We put (Vi, ρi) =
ξ(Hi, Fi, Gi). A morphism f : (V1, ρ1) −→ (V2, ρ2) is defined over R if and only if f = ξ(N) and N :
(H1, F1, G1) −→ (H2, F2, G2) is defined over R.
Proof From f , we obtain the morphism f ′ : C∞(X,H1)[λ, λ−1] −→ C∞(X,H2)[λ, λ−1]. Then the both
properties are equivalent to the property that f ′ is compatible with R-structure.
3.3 Tate objects and O(p, q)
3.3.1 Tate object
The following patched object is called the Tate object:
T(n) =
(
OCλ · t(n)0 , OCµ · t(n)∞ , OC∗λ · t
(n)
1 , α
(n)
0 , α
(n)
∞
)
.
Here the morphisms α
(n)
0 and α
(n)
∞ are given as follows:
α
(n)
0 (t
(n)
0 ) = (
√−1λ)n · t(n)1 , α(n)∞ (t(n)∞ ) =
(−√−1µ)n · t(n)1 .
The vector bundle corresponding to the patched object above can be regarded as the gluing of OCλ · t(n)0 and
OCµ ·t(n)∞ by the relation (
√−1λ)−n ·t(n)0 = (−
√−1µ)−n ·t(n)∞ , i.e., (
√−1λ)−2n ·t(n)0 = t(n)∞ . Hence it is isomorphic
to OP1(−2n). We denote the corresponding vector bundle also by T(n) or O(−2n) for simplicity.
By the projection π : X × P1 −→ P1, we obtain the patched object π∗T(n) over X , which we denote by
T(n)X or T(n) for simplicity.
We have the torus action ρT(n) on T(n) given as follows:
(t, t
(n)
0 ) 7−→ tn · t(n)0 , (t, t(n)∞ ) 7−→ t−n · t(n)∞ , (t, t(n)1 ) 7−→ t(n)1 .
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We have the isomorphism ιT(n) : σ
∗T(n) −→ T(n) given as follows:
σ∗(t(n)0 ) 7−→ (−1)n · t(n)∞ , σ∗(t(n)∞ ) 7−→ (−1)n · t(n)0 , σ∗(t(n)1 ) 7−→ t(n)1 .
Note that it is well defined as it can be checked as follows:
σ∗t(n)∞ = σ
(
(
√−1λ)−2n · t(n)0
)
= (
√−1µ)−2n · σ∗t(n)0 7−→ (
√−1µ)−2n · (−1)n · t(n)∞ = (−1)n · t(n)0 ,
σ∗t(n)1 = σ
∗((√−1λ)−n · t(n)0 ) = (√−1µ)−n · σ∗t(n)0 7−→ (√−1µ)−n · (−1)n · t(n)∞ = t(n)1 .
Lemma 3.14 We have ιT(n) ◦ σ∗
(
ιT(n)
)
= idT(n). Namely, the morphism ιT(n) gives the real structure of T(n).
Proof It can be checked by a direct calculation.
We have the corresponding real structure on T(n)|λ=1. In the following, the real base t
(n)
1 |λ=1 is fixed.
3.3.2 O(p, q) and O(n)
We have the following patched object:
OP1(p, q) =
(
OCλ ·f (p,q)0 , OCµ ·f (p,q)∞ , OC∗λ ·f
(p,q)
1 , α
(p,q)
0 , α
(p,q)
∞
)
.
Here the morphism α
(p,q)
0 and α
(p,q)
∞ are given as follows:
α
(p,q)
0
(
f
(p,q)
0
)
=
(√−1λ)−p · f (p,q)1 , α(p,q)∞ (f (p,q)∞ ) = (−√−1µ)−q · f (p,q)1 .
Since O(p, q) is the vector bundle over P1 obtained as the gluing of OCλ · f (p,q)0 and OCµ · f (p,q)∞ by the relation(√−1λ)p+q · fp,q0 = fp,q∞ , it is isomorphic to OP1(p+ q). We also note that we have the canonical isomorphism
φ(p,q),(p′,q′) : O(p, q) ≃ O(p′, q′) in the case p+ q = p′ + q′, which is given as follows:
f
(p,q)
0 7−→ f (p
′,q′)
0 , f
(p,q)
∞ 7−→ f (p
′,q′)
∞ . (39)
In this sense, we may also use f
(n)
0 and f
(n)
∞ instead of f
(p,q)
0 and f
(p,q)
∞ , when we forget the torus action and
we have p+ q = n.
We denote V(O(p, q)) by O(p, q) or O(p + q) for simplicity. Let πX : X × P1 −→ P1 denote the projection.
The induced patched objects π∗XO(p, q) are denoted by O(p, q)X or simply by O(p, q).
We have the torus action ρ(p,q) on O(p, q) given as follows:
(t, f
(p,q)
0 ) 7−→ tp · f (p,q)0 , (t, f (p,q)∞ ) 7−→ t−q · f (p,q)∞ , (t, f (p,q)1 ) 7−→ f (p,q)1 .
The isomorphism φ(p,q),(p′,q′) is not compatible with the torus actions, if (p, q) 6= (p′, q′).
We have the isomorphism ι(p,q) : σ
∗O(p, q) ≃ O(q, p) given as follows:
σ∗(f (p,q)0 ) 7−→
√−1p+qf (q,p)∞ ,
σ∗(f (p,q)∞ ) 7−→ (−
√−1)p+qf (q,p)0 ,
σ∗(f (p,q)1 ) 7−→
√−1q−pf (q,p)1 .
Lemma 3.15 The morphism ι(p,q) is well defined.
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Proof We have only to check that the second and the third correspondences are induced by the first corre-
spondence as is checked. We have the following equalities:
σ∗(f (p,q)∞ ) = σ
∗((√−1λ)p+q · f (p,q)0 ) = (√−1µ)p+q · σ∗(f (p,q)0 )
7−→ (−1)p+q(√−1λ)−p−q · (−√−1)p+q · f (q,p)∞ =
√−1p+q · f (q,p)0 (40)
We also have the following:
σ∗(f (p,q)1 ) = σ
∗((√−1λ)p · f (p,q)0 ) = (√−1µ)p · σ∗f (p,q)0 7−→ (−1)p · (√−1λ)−p · √−1p+q · f (q,p)∞ = √q − p · f (q,p)1 .
Thus the morphism is well defined.
Lemma 3.16 The morphism ι(p,q) is compatible with φ(p,q),(p′,q′), i.e.,
ι(p′,q′) ◦ σ∗
(
φ(p,q),(p′,q′)
)
= φ(p,q),(p′,q′) ◦ ι(p′,q′).
Proof It can be checked by a direct calculation.
Lemma 3.17 We have the natural isomorphism
O(p1, q1)⊗O(p2, q2) 7−→ O(p1 + p2, q1 + q2).
It is given by f
(p1,q1)
a ⊗ f (p2,q2)a 7−→ f (p1+p2,q1+q2)a for a = 0, 1,∞.
It is compatible with the morphisms φ(p,q),(p′,q′), ρ(p,q) and ι(p,q).
Lemma 3.18 We have the isomorphism O(−n,−n) ≃ T(n) given by f (−n,−n)a 7−→ t(n)a for a = 0, 1,∞.
3.3.3 The description as the Rees bundle
We have the following description as the Rees bundle. We put C(p, q) = C · e(p,q). The decreasing filtrations
aF(p,q) (a = 1, 2) are defined as follows:
1F
i
(p,q) =
{
0 (i > p)
C(p, q) (i ≤ p) 2F
i
(p,q) =
{
0 (i > q)
C(p, q) (i ≤ q)
We have the Rees bundle ξ
(
C(p, q), 1F(p,q), 2F(p,q)
)
. The correspondence e(p,q) 7−→ f (p,q)1 induces the equivariant
isomorphism ξ
(
C(p, q), 1F(p,q), 2F(p,q)
) −→ OP1(p, q)
We have the isomorphism C(p, q)† −→ C(q, p) given by a · ep,q 7−→ √−1q−p · a · eq,p. It induces the
isomorphism ι(p,q) : σ
∗O(p, q) −→ O(q, p).
We have the pairing 〈·, ·〉(p,q) : C(p, q)⊗C(p, q)† −→ C(n, n), which is given as follows:
e(p,q) ⊗ e(p,q) 7−→ √−1q−p · e(n,n).
Since the real base of C(n, n) is given by e(n,n), the pairing
√−1p−q · 〈·, ·〉(p,q) is positive definite. Note that
the pairing 〈·, ·〉 corresponds to S(p,q) below.
3.3.4 Polarization of twistor structure
In the case p + q = n, the canonical pairing S(p,q) : O(p, q) ⊗ σ∗O(p, q) −→ T(−n) is defined to be the
composite of the morphisms O(p, q)⊗σ∗O(p, q) −→ O(p, q)⊗O(q, p) −→ O(p+q, p+q) = T(−n). More precise
correspondence is as follows:
f
(p,q)
1 ⊗ σ∗(f (p,q)1 ) 7−→
√−1q−p · f (p,q)1 ⊗ f (q,p)1 7−→
√−1q−p · t(−n)1 ,
f
(p,q)
0 ⊗ σ∗(f (p,q)∞ ) 7−→ (−
√−1)n · f (p,q)0 ⊗ f q,p0 7−→ (−
√−1)n · t(−n)0 ,
f
(p,q)
∞ ⊗ σ∗(f (p,q)0 ) 7−→
√−1n · f (p,q)∞ ⊗ f (q,p)∞ 7−→
√−1n · t(−n)∞ .
(41)
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Lemma 3.19 Let consider the case p + q = p′ + q′ = n. Under the isomorphism O(p, q) ≃ O(p′, q′) given by
(39), we have S(p,q) = S(p′,q′).
Proof It immediately follows from (41).
When we forget the torus action, we use the notation S(n) instead of S(p,q).
Lemma 3.20 The pairing S(n) is (−1)n-symmetric.
Proof We have S(n)
(
f
(n)
0 ⊗ σ(f (n)∞ )
)
= (
√−1)−n · t(−n)0 and S(n)
(
f
(n)
∞ ⊗ σ(f (n)0 )
)
= (
√−1)nt(−n)∞ . Hence we
have the following equalities:
σ
(
S(n)
(
f (n)∞ ⊗ σ(f (n)0 )
))
= (
√−1)−n · (−1)n · t(−n)0 = (−1)n · S(n)
(
f
(n)
0 ⊗ σ(f (n)∞ )
)
.
Thus we are done.
Let V be a P1-holomorphic bundle, and let S : V ⊗ σ(V ) −→ T(−n) be a pairing. Then the pairing S(i)
induces the following pairing:
S :
(
V ⊗O(i))⊗ σ(V ⊗O(i)) −→ T(−n+ i).
Definition 3.9 (Simpson) Let V be a pure twistor of weight n, and let S : V ⊗ σ(V ) −→ T(−n) is a pairing.
• In the case n = 0, the pairing S is called a polarization if the induced hermitian pairing on H0(P1, V ) is
positive definite.
• For any n, the pairing S is called polarization if the induced pairing S : (V ⊗O(−n))⊗σ(V ⊗O(−n)) −→
T(0) is polarization of the pure twistor structure V ⊗O(−n) of weight 0.
3.3.5 The polarization of dual and the conjugate
The polarization S : O(n) ⊗ σ(O(n)) −→ T(−n) and the isomorphism σ(T(−n)) ≃ T(−n) induce the pairing
σ(S) : σ
(O(n)) ⊗O(n) −→ T(−n).
Lemma 3.21 The pairing σ(S) is a polarization.
Proof The pairing σ(S) is the composite of the following correspondences:
σ(f
(n)
0 )⊗ f (n)∞ 7−→ σ
(
(
√−1)n · t(−n)0
) 7−→ (√−1)n · (−1)n · t(−n)∞ = (√−1)−n · t(−n)∞ ,
σ(f
(n)
∞ )⊗ f (n)0 7−→ σ
(
(
√−1)n · t(−n)∞
) 7−→ (√−1)−n · (−1)n · t(−n)0 = (√−1)n · t(−n)0 .
Hence the pairing σ(S)(−n) is given by the composite of the following correspondences:(
σ(f
(n)
0 )⊗ f (−n)∞
)⊗ (f∞ ⊗ σ(f (−n)0 )) 7−→ (√−1)−n · t(−n)∞ · (√−1)−n · t(n)∞ = (−1)n · t(0)∞ ,(
σ(f
(n)
∞ )⊗ f (−n)0
)⊗ (f (n)0 ⊗ σ(f (−n)∞ )) 7−→ (√−1)n · t(−n)0 · (√−1)n · t(n)0 = (−1)n · t(0)∞ .
A global section s of σ
(O(n))⊗O(−n) is given as follows:
s = σ
(
f
(n)
0
)⊗ f (−n)∞ = σ((√−1λ)−n · f (n)∞ ) = (−1)n · σ(f (n)∞ )⊗ f (−n)0 .
Hence we obtain σ(S)(−n)(s, σ(s)) = 1, which means σ(S) is a polarization.
As for the dual, the induced pairing S∨ : O(−n)⊗ σ(O(−n)) −→ T(n) is clearly the polarization.
Lemma 3.22 Let V be a pure twistor of weight n, and S : V ⊗ σ(V ) −→ T(−n) is a polarization. Then the
following induced pairings are also the polarization:
σ(S) : σ(V )⊗ V −→ T(−n), S∨ : V ∨ ⊗ σ(V ∨) −→ T(n).
Proof Since any polarized pure twistor of weight n is isomorphic to a direct sum of
(O(n), S), the lemma can
be reduced to the case
(O(n), S). It has been already checked above.
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3.3.6 Some remarks
Let (H,F,G) be a bi-filtered vector bundle and we put (V, ρ) = ξ(H,F,G). A pairing S : (V, ρ) ⊗ σ(V, ρ) −→
T(−n) corresponds to the pairing 〈·, ·〉 : (H,F,G) ⊗ (H†, G†, F †) −→ C(n, n). The correspondence can be
regarded as follows: S induces the morphism C∞(X,H)[λ, λ−1]⊗ C∞(X,H†)[λ, λ−1] −→ C(n, n)[λ, λ−1], and
H ⊗H† −→ C(n, n).
Lemma 3.23 S is defined over R if and only if 〈·, ·〉 is defined over R.
Lemma 3.24 A morphism V −→ V ⊗ T(−1) corresponds to a morphism (H,F,G) −→ (H,F,G) ⊗C(1, 1).
Proof It follows from T(−1) = ξ(C(1, 1)) and the equivalence of the categories (Proposition 3.1).
Let f : (V, ρ) −→ (V, ρ)⊗ T(−1), which corresponds to f|1 := f|λ=1 : (H,F,G) −→ (H,F,G) ⊗C(1, 1).
Lemma 3.25 S(f ⊗ id) + S(id⊗σ(f)) = 0 if and only if 〈f|1 ⊗ id〉+ 〈id⊗f|1〉 = 0.
Recall that we have the isomorphism C(1, 1)⊗C(−1,−1) −→ C(0, 0), given by the following:(
t
(−1)
1 |λ=1
)⊗ (t(1)1 |λ=1) 7−→ t(0)1 |λ=1.
The multiplication t
(1)
1 |λ=1 gives the isomorphism of the vector spaces C(1, 1) and C(0, 0), which preserves
the real bases. Under the isomorphism, we can identify the morphisms
(
f · t(1))
1 |λ=1 and f|λ=1. We put
N := −(f · t(1))|λ=1.
Lemma 3.26 Under the identification, we have the following identities:〈
f|1 ⊗ id
〉
+
〈
id⊗σ(f)|1
〉
= −
(〈
N ⊗ id〉+ 〈id⊗σ(N)〉).
(−1)h · 〈id⊗σ(fh)|λ=1〉 = 〈id⊗σ(Nh)〉.
Proof We have the following:〈
f|1 ⊗ id
〉
+
〈
id⊗σ(f)|1
〉
= −〈(f ⊗ t(1)1 )|1 ⊗ id〉− 〈id⊗σ(f ⊗ t(1)1 )|1〉 = −(〈N ⊗ id〉+ 〈id⊗σ(N)〉).
We also have the following:
(−1)h · 〈id⊗σ(f)|λ=1〉 = 〈id⊗σ((−f · t(1)1 )h)|λ=1〉 = 〈id⊗σ(Nh)〉.
Thus we are done.
3.4 Equivalence of some categories
3.4.1 complex Hodge structure and the equivariant twistor structure
We put (V, ρ) := ξ(H,F,G) for a bi-filtered vector bundle (H,F,G) bundle over a C∞-manifold X .
Lemma 3.27 V is pure twistor bundle of weight n if and only if (H,F,G) is complex Hodge structure bundle,
i.e., F and G are n-opposed.
Proof If F and G are n-opposed, then we have the decomposition H =
⊕
p+q=nH
p,q, where Hp,q = F p ∩Gq.
Then ξ(H,F,G) ≃⊕p+q=nHp,q ⊗O(p, q). Hence it is pure twistor of weight n.
We can assume X is a point. By considering V ⊗O(−n, 0), we can reduce the problem to the case n = 0.
We have the weight decomposition
H0(P1, V ) =
⊕
h
Uh.
Here Uh denotes the weight h-space. Then Uh gives the subbundle Uh⊗OP1 ⊂ V , which is isomorphic to a direct
sum of O(h,−h), and (V, ρ) =⊕h Uh ⊗O(h,−h). Then it can be checked that the corresponding filtrations F
and G are n-opposed.
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Corollary 3.2 The functor ξ gives the equivalence of the following two categories:
• The category of equivariant pure twistor bundle of weight n.
• The category of complex pure Hodge structure bundle of weight n.
The functor ξ gives the equivalence of the following two categories:
• The category of equivariant pure twistor bundle of weight n defined over R.
• The category of real pure Hodge structure bundle of weight n.
Corollary 3.3 The functor ξ gives the equivalence of the following two categories:
• The category of equivariant mixed twistor bundle.
• The category of complex mixed Hodge structure bundle.
The functor ξ gives the equivalence of the following two categories:
• The category of equivariant mixed twistor bundle defined over R.
• The category of real mixed Hodge structure bundle.
Let S : (V, ρ)⊗σ(V, ρ) −→ T(−n) be an equivariant pairing. Let 〈·, ·〉 : (H,F,G)⊗ (H†, G†, F †) −→ C(n, n)
be the corresponding pairing.
Lemma 3.28 The pairing S is a polarization of twistor structure if and only if the induced pairing 〈·, ·〉 is a
polarization of Hodge structure.
Proof We may assume that X is a point. We have the following:
σ∗S
(
a · u⊗ σ∗(b · v)) = σ∗(a · σ∗(b) · 〈u, v〉) = σ∗(a) · b · 〈u, v〉.
We also have the following equality:
S
(
b · v ⊗ σ∗(a · u)) = σ∗(a) · b · 〈v, u〉.
Hence S is (−1)n-symmetric if and only if 〈·, ·〉 is (−1)n-hermitian symmetric.
To compare the positive definiteness conditions, note the following:
H0
(
P1, V ⊗O(−n)) = ⊕
p+q=n
{
λ−p+n · u ∣∣u ∈ Hp,q}.
Then we have the following:
S(−n)
(
λ−p+n · u⊗ f (−n,0)1 ⊗ σ
(
λ−p+n · u⊗ f (−n,0)1
))
= 〈u, u〉 · λ−p+n · (−λ)p−n · f (−n,0)1 ⊗
(√−1n · f (0,−n)1 ) = 〈u, u〉 · t(n)1 · √−1p−q. (42)
Here we have used the equality (−1)p−n · √−1n = √−1p−q. Thus H0(S(−n)) is positive definite if and only if√−1p−q · 〈·, ·〉 is positive definite. Note that the real base of C(n, n) is fixed as t(−n)1 .
Corollary 3.4 The functor ξ gives an equivalence of the following categories:
• The category of the equivariant polarized pure twistor bundle of weight n.
• The category of polarized complex pure Hodge structure bundle of weight n.
The functor ξ gives an equivalence of the following categories:
• The category of the equivariant polarized pure twistor bundle of weight n defined over R.
• The category of polarized real pure Hodge structure bundle of weight n.
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3.4.2 Polarized mixed twistor structures
Definition 3.10 A tuple (V,W,N, S) as follows is called a polarized mixed twistor structure of weight n in one
variable:
1. (V,W ) is a mixed twistor structure.
2. The morphism f : V −→ V ⊗ T(−1) is a morphism of mixed twistors, and it is nilpotent. The weight
filtration of N is denoted by W (f).
3. The pairing S : V ⊗ σ(V ) −→ T(−n) is a morphism of mixed twistor satisfying the following:
S(f ⊗ id) + S(id⊗σ(f)) = 0.
Note that we obtain the induced morphism:
S : GrWh+n⊗GrW−h+n −→ T(−n).
4. We have Wh =W (f)h−n for any h.
5. The induced pairing S(fh ⊗ id) = (−1)h · S(id⊗σ(fh)) gives the polarization of the primitive part
P GrWh+n = Ker
(
Nh+1 : GrWh+n −→ GrWn−h−2
)
.
If a tuple (V,W, f, S) satisfies the first four conditions, then it is called a pseudo-polarized mixed twistor structure
of weight n in one variable.
Assume (V,W, f, S) is a pseudo-polarized mixed twistor structure of weight n in one variable. We put as
follows:
V (0) := GrW (V ), W
(0)
h =
⊕
i≤h
GrWi (V ).
We obtain the induced morphism f (0) : GrWi −→ GrWi−2⊗T(−1), and f (0) : V (0) −→ V (0). We also obtain the
induced morphism S(0) : V (0)⊗ σ(V (0)) −→ T(−n). Then it is easy to check that (V (0),W (0), f (0), S(0)) is also
a pseudo-polarized mixed twistor structure of weight n in one variable.
The following lemma is clear.
Lemma 3.29 Let (V,W, f, S) be a pseudo polarized mixed twistor structure of weight n in one variable. Then it
is a polarized mixed twistor structure of weight n in one variable, if and only if the induced tuple (V (0),W (0), f (0), S(0))
is a polarized mixed twistor structure of weight n in one variable.
Definition 3.11 A tuple (V,W,f , S) is called polarized mixed twistor structure of weight n in l variable, if
• (V,W ) is a mixed twistor structure.
• f is a tuple of nilpotent morphisms fi : V −→ V ⊗ T(−1) (i = 1, . . . , l) of mixed twistor structures.
• Let S : V ⊗ σ(V ) −→ T(−n) be a morphism of mixed twistor structures satisfying the following:
S(fi ⊗ id) + S
(
id⊗σ(fi)
)
= 0.
• For any element a ∈ Cl, we put f(a) := ∑ ai · fi. Then (V,W, f(a), S) is a polarized mixed twistor
structure in one variable of weight n for any element a ∈ Rl>0.
For simplicity, polarized mixed twistor structure of weight n in l-variable is abbreviated to Pol-MTS of (n, l)-type.
If a tuple (V,W,f , S) satisfies the first three conditions, then it is called pseudo polarized mixed twistor
structure of weight n in l-variable. Similarly, pseudo polarized mixed twistor structure of weight n in l-variable
is abbreviated to Ψ-Pol-MTS of (n, l)-type.
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Let (V,W,f , S) is a Ψ-Pol-MTS of (n, l)-type. Then we put as follows:
V (0) := GrW (V ), W
(0)
h :=
⊕
i≤h
GrWi (V ).
We have the induced morphism f
(0)
j : Gr
W
i (V ) −→ GrWi−2(V ) ⊗ T(−1) and f (0)j : V (0) −→ V (0) ⊗ T(−1). We
also have the induced morphism:
S(0) : V (0) ⊗ σ(V (0)) −→ T(−n),
S(0) : GrWi+n(V )⊗ σ
(
GrW−i+n(V )
) −→ T(−n).
Then it is easy to check that
(
V (0),W (0),f (0), S(0)
)
is also a Ψ-Pol-MTS of (n, l)-type.
Lemma 3.30 Let (V,W,f , S) is a Ψ-Pol-MTS of (n, l)-type. It is a Pol-MTS of (n, l)-type, if and only if the
induced tuple (V (0),W (0),f (0), S(0)) is a Pol-MTS of (n, l).
Proof It follows from Lemma 3.29.
Lemma 3.31 The functor ξ gives the following categories:
• The category of polarized equivariant mixed twistor structures.
• The category of polarized mixed Hodge structures defined over C.
The functor ξ gives the following categories:
• The category of equivariant mixed twistor structures defined over R.
• The category of polarized mixed Hodge structures defined over R.
Proof It follows from Lemma 3.25, Lemma 3.26 and Corollary 3.4.
3.5 Variation of P1-holomorphic bundles
3.5.1 Definition and some functorial properties
We put as follows:
ξΩ1X := Ω
1,0
X ⊗OP1(1, 0)⊕ Ω0,1X ⊗OP1(0, 1), ξΩhX :=
h∧(
ξΩ1X
)
.
We have the differential operator D△ defined as follows:
D
△
X : C
∞(X) −→ C∞(X, ξΩ1X), g 7−→ ∂X(g)⊗ f (1,0)∞ + ∂X(g)⊗
(√−1 · f (0,1)0 ).
When we forget the torus action, we can use the notation f
(1)
x (x = 0, 1,∞) instead of f (1,0)x or f (0,1)x . On the
open subsets X ×Cλ, X ×Cµ and X ×C∗λ, it can be regarded as follows: On X ×Cλ, we take the base f (1)0
of O(1)|Cλ . Then D△X induces the operator (∂X + λ · ∂X)⊗ (
√−1 · f (1)0 ). On X ×Cµ, we take the base f (1)∞ of
O(1)|Cµ . Then D△X induces the operator (∂X + µ∂X)⊗ f (1)∞ . On X ×C∗λ, we take the base of f (1,0)∞ of O(1, 0)
and
√−1 · f (0,1)0 of O(0, 1), and then D△ induces the operator dX = ∂X + ∂X .
The following lemma can be checked easily.
Lemma 3.32
1. The Leibniz rule holds in the following sense:
D
△
X(f · g) = f · D△X(g) + D△X(f) · g.
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2. We have the induced operator D△ on C∞(X × P1, ξΩ·X), and we have the flatness (D△X + ∂P1)2 = 0.
Let V be a P1-holomorphic vector bundle over X × P1.
Definition 3.12 A variation of P1-holomorphic vector bundle over X×P1 is defined to be a differential operator
D
△
V : C
∞(X × P1, V ) −→ C∞(X × P1, V ⊗ ξΩ1X) satisfying the following conditions:(
D
△
V + d
′′
V
)2
= 0, D△V (f · v) = f · D△V (v) + (D△Xf) · v.
A tensor product, a direct sum and a dual for variations of P1-holomorphic vector bundles are naturally
defined. Let (V (i),D△
V (i)
) (i = 1, 2) be variation of P1-holomorphic vector bundles. A morphism of (V (1),D△
V (1)
)
to (V (2),D△
V (2)
) is defined to be a P1-holomorphic and D△V -flat section of Hom(V
(1), V (2)).
3.5.2 Some description of a variation of P1-holomorphic bundles
Let V be a P1-holomorphic vector bundle with variation D△V . On X × Cλ, we take the base f (1)0 of O(1),
and then D△V induces the λ-connection DV : C
∞(X × Cλ, V0) −→ C∞(X × Cλ, V0 ⊗ Ω1X), and we have the
flatness (DV0 + d
′′)2 = 0. On X ×Cµ, we take the base f (1)∞ of O(1), and then D△V∞ induces the µ-connection
D
†
V∞
: C∞
(
X† × Cµ, V∞
) −→ C∞(X† × Cµ, V∞ ⊗ Ω1X†), and we have the flatness (D†V∞ + d′′)2 = 0. On
X×C∗λ, we take the bases f (1,0)∞ of O(1, 0) and f (0,1)0 of O(0, 1), and then D△ induces the family of holomorphic
connections DfV1 : C
∞(X ×C∗λ, V1) −→ C∞(X ×C∗λ, V1 ⊗ Ω1X), and we have the flatness (DfV1 + d′′)2 = 0.
On the other hand, we can consider a patched object (V0, V∞, V1;α0, α∞):
• V0 is a Cλ-holomorphic vector bundle over X × Cλ, which is equipped with the λ-connection DV0 such
that (DV0 + d
′′)2 = 0.
• V∞ is a Cµ-holomorphic vector bundle over X ×Cµ, which is equipped with the µ-connection DV∞ such
that (DV∞ + d
′′)2 = 0.
• V1 is a C∗λ-holomorphic vector bundle over X × C∗λ, which is equipped with the holomorphic family of
the flat connections DfV1 .
• We have the induced families of flat connections (V0 |X×C∗
λ
,DfV0), (V∞|X×C∗λ ,D
† f
V∞
). Then αa (a = 0,∞)
are isomorphisms Va |X×C∗
λ
−→ V1 |X×C∗
λ
, which are compatible with the C∗λ-holomorphic structure and
the family of flat connections.
Once we are given such a patched object (V0, V∞, V1;α0, α∞), then we have the P1-holomorphic vector
bundle V by gluing.
Lemma 3.33 We have the well defined differential operator D△V given as follows:
D△V (f) =

DV0(f)⊗
(√−1 · f (1)0 ), (on X ×Cλ)
D
†
V∞
(f)⊗ f (1)∞ , (on X ×Cµ).
The operator D△V gives a variation of P
1-holomorphic vector bundles.
Proof The well definedness follows from the compatibility of αa (a = 0,∞) with the flat connections. It is
easy to see that D△V gives a variation.
Corollary 3.5 The category of the patched objects above and the category of the variations of P1-holomorphic
vector bundles are equivalent, by the correspondence given above.
We can also consider patched objects (V0, V∞;ψ):
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• V0 is a Cλ-holomorphic vector bundle equipped with λ-connection DV0 .
• V∞ is a Cµ-holomorphic vector bundle equipped with µ-connection D†V∞ .
• ψ is an isomorphism of the induced family of the flat bundles V0 |C∗
λ
×X and V1 |C∗
λ
×X .
As before, the category of such patched objects and the category of variations of P1-holomorphic vector bundles
are naturally equivalent.
In the following, we often use the descriptions
(
V0, V∞, V1;α0, α∞
)
or (V0, V∞, ψ) to denote the variation of
P1-holomorphic vector bundles.
3.5.3 An example of variation of the P1-holomorphic vector bundle
Let V be a vector bundle over P1, and fi : V −→ V ⊗ T(−1) (i = 1, . . . , n) be nilpotent morphisms such that
fi and fj are commutative.
We put X := Cn, Di := {zi = 0}, and D =
⋃l
i=1Di. We will construct the P
1-holomorphic vector bundle
V and the variation D△V over X −D.
We put V0 := V|Cλ and V∞ := V|Cµ . We put as follows:
V0 := V0 ⊗OX−D, V∞ := V∞ ⊗OX †−D† .
From the morphism fi ∈ Hom(V, V ⊗ T(−1)), we obtain the morphism fi ∈ Hom(V0, V0 ⊗ T(−1)) on Cλ,
and then we have the endomorphism fi ⊗ t(1)0 ∈ End(V0). Then the λ-connection DV0 is given. Namely, for any
v ∈ Γ(Cλ, V0) and g ∈ C∞(X −D), we put as follows:
DV0(g · v) :=
l∑
i=1
g · fi(v) · t(1)0 ·
dzi
zi
+
(
λ · ∂X(g) + ∂X(g)
) · v. (43)
We also have the endomorphism fi ⊗ t(1)∞ ∈ End(V∞) on Cµ. The µ-connection D†V∞ is given. Namely, for
any v† ∈ Γ(Cµ, V∞) and g ∈ C∞(X † −D†), we put as follows:
D†V∞(g · v†) :=
l∑
i=1
g · fi(v†) · t(1)∞ ·
dz¯i
z¯i
+
(
µ · ∂X(g) + ∂X(g)
) · v†. (44)
We will give the isomorphism Ψ : V0|X ♯−D♯ −→ V∞|X † ♯−D† ♯ . Let λ = µ−1 be an element of C∗λ and P be a
point of X−D. Let v be an element of V|λ. It gives the elements v0 ∈ V0 | λ and v∞ ∈ V∞|µ. Then we naturally
obtain the following elements:
v0 |P ∈ V0|(λ,P ), v†∞ |P ∈ V∞|(µ,P ).
Then Ψ is defined as follows:
Ψ
(
exp
(
−
n∑
i=1
λ−1 · log |zi(P )|2 · fi ⊗ t(1)0
)
· v0|(λ,P )
)
= v∞|(µ,P ), (45)
or equivalently,
Ψ(v0 |P ) = exp
(
−
n∑
i=1
µ−1 · log |zi(P )|2 · fi ⊗ t(1)∞
)
· v∞|P .
Here we have used the relation λ−1 · t(1)0 = −µ−1 · t(1)∞ .
Corresponding to v ∈ V|λ, we have the flat sections of V0 | Xλ−Dλ and V∞|X †µ−D†µ :
s˜0 := exp
(
−√−1
n∑
i=1
log zi · fi ⊗ t(1)1
)
· v0,
s˜∞ := exp
(√−1 n∑
i=1
log zi · fi ⊗ t(1)1
)
· v∞.
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Lemma 3.34 We have the relation s˜0 = s˜∞. The gluing Ψ is characterized by this property.
Proof It can be easily checked by a direct calculation.
Lemma 3.35 Ψ is compatible with DV0 and D
†
V∞ .
Proof We put as follows:
v˜ := exp
(
−
n∑
i=1
λ−1 · log |zi|2 · fi ⊗ t(1)0
)
v0.
Then we have the following:
D
f
V0(v˜) =
∑
λ−1 · fi(v˜)⊗ t(1)0
dzi
zi
−
∑
λ−1
(
dzi
zi
+
dz¯i
z¯i
)
· fi(v˜)⊗ t(1)0
= −
∑
λ−1fi(v˜)⊗ t(1)0
dz¯i
z¯i
= µ−1
∑
fi(v˜)⊗ t(1)∞
dz¯i
z¯i
. (46)
Hence it is compatible with the definition of D† fV∞ given in (44).
We put Ni := −fi ⊗ t(1)1 .
Lemma 3.36 The endomorphism exp
(
2π · Ni
)
is the monodromy of the loop {0 ≤ t ≤ 1} −→ C∗n given by
the following:
t 7−→ (z1, . . . , zi−1, exp(−2π√−1t) · zi, zi+1, . . . , zn).
Proof It can be checked by a direct calculation.
Remark 3.3 When we consider the monodromy in this paper, we usually use the loop with the inverse direction:
t 7−→ (z1, . . . , ·zi−1, exp(2π√−1t) · zi, zi+1, . . . , zn).
However, Cattani-Kaplan-Schmid use the loop given in Lemma 3.36. The author apologize the inconvenience,
and he hopes that there are no confusion.
3.5.4 The involution and the induced variation
We have the isomorphisms ι1,0 : σO(1, 0) −→ O(0, 1) and ι0,1 : σO(0, 1) −→ O(1, 0). We take the isomorphisms
σΩ1,0X −→ Ω0,1X and σΩ0,1X −→ Ω1,0X given by the following:
dzi 7−→ −dz¯i, dz¯i 7−→ dzi.
Then we obtain the morphisms σ∗
(
Ω1,0X ⊗ O(1, 0)
) ≃ Ω0,1X ⊗ O(0, 1) and σ∗(Ω0,1X ⊗ O(0, 1)) ≃ Ω1,0X ⊗ O(1, 0).
We denote them by ϕ0.
Lemma 3.37 We have the following equalities:
ϕ0
(
σ∗
(
dzi ⊗ f (1,0)∞
))
= dz¯i ⊗
√−1f (0,1)0 , ϕ0
(
σ∗
(
dz¯i ⊗ f (1,0)∞
))
= −dzi ⊗
√−1f (0,1)0 ,
ϕ0
(
σ∗
(
dz¯i ⊗
√−1 · f (0,1)0
))
= dzi ⊗ f (1,0)∞ , ϕ0
(
σ∗
(
dzi ⊗
√−1 · f (0,1)0
))
= −dz¯i ⊗ f (1,0)∞ .
Proof It can be checked by a direct calculation.
The morphism ϕ0 induces the following morphisms:
C∞
(
X × P1,Ω0,1X ⊗O(1, 0)
) ≃ C∞(X × P1,Ω0,1X ⊗O(0, 1)),
C∞
(
X × P1,Ω0,1X ⊗O(0, 1)
) ≃ C∞(X × P1,Ω1,0X ⊗O(1, 0)).
We denote them by ϕ.
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Lemma 3.38 We have the following:
ϕ
(
g · dz ⊗ f (1,0)∞
)
= σ∗(g¯) · dz¯ ⊗√−1 · f (0,1)0 , ϕ
(
g · dz¯ ⊗√−1 · f (0,1)0
)
= σ∗(g¯) · dz ⊗ f (1,0)∞ .
Proof It can be checked by a direct calculation.
Recall that we put ϕ(f) := σ∗(f) for a function f .
Lemma 3.39 We have ϕ ◦ D△X = D△ ◦ ϕ.
Proof We have the following:
ϕ
(
D
△
Xf
)
= ϕ(∂Xf ⊗ f (1)∞ + ∂Xf ⊗
√−1f (1)0 ).
We have the following, by using Lemma 3.38:
ϕ
( ∂f
∂zi
dzi ⊗ f (1)∞
)
= ϕ
( ∂f
∂zi
)
· dz¯i ⊗
√−1f (1)0 =
∂ϕ(f)
∂z¯i
· dz¯i ⊗
√−1f (1)0 .
Similarly we have the following:
ϕ
( ∂f
∂z¯i
· dz¯i ⊗
√−1 · f (1)0
)
=
∂ϕ(f)
∂zi
· dzi ⊗ f (1)∞ .
It implies the commutativity ϕ ◦ D△X = D△X ◦ ϕ.
Let V be a P1-holomorphic vector bundle over X × P1. Let D△V be a variation of P1-holomorphic vector
bundles on V . We have the P1-holomorphic bundle σ(V ). Then we have the operator D△σ(V ) on σ(V ) defined
as follows:
D
△
σ(V )
(
σ(v)
)
= ϕ0 ◦ σ
(
D
△
V v
)
.
Lemma 3.40 D△σ(V ) is a variation of P
1-holomorphic vector bundles.
Proof We have the following:
D
△
σ(V )
(
f · σ(v)) = D△σ(V )(σ(ϕ(f) · v)) = ϕ0 ◦ σ(D△V (ϕ(f) · v))
= ϕ0 ◦ σ
(
D
△
X(ϕ(f)) · v + ϕ(f) · D△V (v)
)
= D△X(f) · σ(v) + f · D△σ(V )(σ(v)). (47)
Thus we are done.
3.5.5 Equivariant variation of P1-holomorphic vector bundles
The following lemma is easy to see.
Lemma 3.41 D△X is equivariant with respect to the torus action. We have D
△
X(σ
∗g) = σ∗
(
D
△
Xg
)
.
Let (V, ρ) be an equivariant P1-holomorphic vector bundle over X × P1. Let D△V be the variation of P1-
holomorphic vector bundles. We put H := V|{1}×X . Then we have the flat connection D0 := D
△
V | {λ}×X . Since
V is equivariant, we have the two filtrations F and G on H , such that ξ(H,F,G) ≃ (V, ρ).
Lemma 3.42 D△V is equivariant, if and only if D0 satisfies the Griffiths transversality in the following sense:
D
(0,1)
0
(
C∞(F p)
)
⊂ C∞(F p ⊗ Ω0,1X ), D(1,0)0
(
C∞(F p)
)
⊂ C∞(F p−1 ⊗ Ω1,0X ),
D
(0,1)
0
(
C∞(Gp)
)
⊂ C∞(Gp−1 ⊗ Ω0,1X ), D(1,0)0
(
C∞(Gp)
)
⊂ C∞(Gp ⊗ Ω1,0X ).
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Proof Let s be a section of F p. Then λ−p · s is a section of V on X ×Cλ. We have the following:
D
△
V (λ
−p · s) = λ−p · (D(1,0)s⊗ f (1,0)∞ + D(0,1)s⊗ f (0,1)0 ) = λ−p+1 · D(1,0)0 (s)⊗ f (1,0)0 + λ−p · D(0,1)0 (s)⊗ f (0,1)0 .
Thus D△V (λ
−p · s) is a section of V ⊗ ξΩ1X on X ×Cλ if and only if the following is satisfied:
D
(1,0)
0 (s) ∈ F p−1 ⊗ Ω1,0X , D(0,1)0 (s) ∈ F p ⊗ Ω0,1X .
Similar things for G hold. Thus we are done.
Let (W,ρ) be an equivariant subbundle of (V, ρ). We have the corresponding vector bundle HW and HV .
Lemma 3.43 We have D△V
(
C∞(X,W )
) ⊂ C∞(X,W ⊗ ξΩ1X) if and only if HW is a flat vector subbundle of
H with respect to the flat connection D0.
Proof DV induces the morphism C
∞(X,H)[λ, λ−1] −→ C∞(X,H ⊗ Ω1X)[λ, λ−1], which is same as D0 ⊗ id.
The both claims are equivalent to the following:
DV
(
C∞(X,HW )[λ, λ−1]
)
⊂ C∞(X,HW ⊗ Ω1X)[λ, λ−1].
Then the lemma follows.
Let f be an equivariant morphism (V1, ρ1) −→ (V2, ρ2) corresponding to f|1 : (H1, F1, G1) −→ (H2, F2, G2).
Lemma 3.44 D△V2 ◦ f = f ◦ D△V1 if and only if D0H2 ◦ f|1 = f|1 ◦ D0H1 .
Proof f induces the morphism f˜ : C∞(X,H1)[λ, λ−1] −→ C∞(X,H2)[λ, λ−1]. Then the both claims are
equivalent to the compatibility of f˜ , D△V2 and D
△
V1
.
Corollary 3.6
• ιV is flat with respect to D△V if and only if ιH is flat with respect to D0.
• S is flat if and only if 〈·, ·〉 is flat.
Proof It follows from the previous lemma.
Corollary 3.7 ξ gives the equivalence of the following categories:
• The category of variation of pure twistor structures.
• The category of variation of complex pure Hodge structure.
It is compatible with real structures and polarizations.
Corollary 3.8 ξ gives the equivalence of the following categories:
• The category of variation of mixed twistor structures.
• The category of variation of complex mixed Hodge structure.
It is compatible with the real structures and the polarizations.
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3.6 The twistor nilpotent orbit
3.6.1 Pairing
We put X = Cn, Di :=
{
zi = 0
}
and D =
⋃n
i=1Di. Let V be a holomorphic vector bundle over P
1 and f be a
tuple of nilpotent maps fi : V −→ V ⊗T(−1) (i = 1, . . . , n). From (V,f ), we obtain the P1-holomorphic vector
bundle V and the variation D△V over P1 × (X −D) (the subsubsection 3.5.3).
Let S : V ⊗ σ(V ) −→ T(0) be a pairing such that S(fi ⊗ id) + S
(
id⊗σ(fi)
)
= 0. Then the pairing
S˜ : V0 ⊗ σV∞ −→ OX−D is given. Namely, for any u ∈ V0, v ∈ V∞, a ∈ C∞(X −D) and b ∈ C∞(X † −D†), we
put as follows:
S˜
(
a · u⊗ σ(b · v)) = a · σ∗(b) · S(u⊗ σ(v)).
Then we obtain the morphism S˜ : V(V,f)0 ⊗ σV(V,f )∞ −→ OX .
Lemma 3.45 S˜ is a morphism of λ-connections.
Proof Let u and v be sections of V0 and σ(V∞) respectively. We have DX S˜
(
u, σ∗(v)
)
= 0. On the other hand,
we have the following equality on X −D:
S˜
(
D△u⊗ σ(v)) =∑
i
S
(
fi(u)⊗ t(1)0 ⊗ v
) · dzi
zi
⊗√−1 · f (1,0)0
We also have the following:
S˜
(
u⊗ D△σ(v)) =∑
i
S˜
(
u⊗ ϕ0σ
(
fi(v)⊗ t(1)∞ ⊗ f (0,1)∞ ·
dzi
zi
))
=
∑
i
S˜
(
u⊗ ϕ0σ
(
fi(v)
))⊗ (−t(1)0 )⊗ (−√−1) · f (1,0)0 · dzizi =∑i S
(
u⊗ σ(fi(v))) · t(1)0 · dzizi ⊗√−1 · f (1,0)0 .
(48)
Thus we obtain the equality S˜(DV0 ⊗ id) + S˜(id⊗Dσ(V∞)) = DX ◦ S˜.
On the plane X † −D†, we have the pairing S˜ : V∞ ⊗ σV0 −→ OX †−D† .
Lemma 3.46 S˜ is a morphism of µ-connections.
Proof Note the following equality on X † −D†:
S˜
(
D
△
V∞u⊗ σ(v)
)
=
∑
i
S
(
fi(u)⊗ t(1)∞ ⊗ σ(v)
)⊗ f (0,1)∞ · dzizi
We also have the following:
S˜
(
u⊗ D†σ(V0)σ(v)
)
=
∑
i
S
(
u⊗ ϕ0σ
(
fi(v) ⊗ t(1)0 ·
√−1f (1,0)0 ·
dzi
zi
))
=
∑
i
S
(
u⊗σ(fi(v)))⊗(−t(1)∞ ) ·f (0,1)∞ ·(−√−1)·(√−1f (0,1)∞ )·(−dzizi
)
=
∑
i
S
(
u⊗σ(fi(v)))⊗t(1)∞ ·f (0,1)∞ · dz¯iz¯i .
(49)
Thus we obtain the equality S˜
(
D
†
V∞(u)⊗ v
)
+ S˜
(
u⊗ Dσ(V0)σ(v)
)
= 0 for any u, v ∈ Γ(Cµ, V∞).
Lemma 3.47 We obtain the pairing SV : V ⊗ σV −→ T(0).
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Proof We have only to check the pairings on the planes X − D and X † − D† are preserved by the gluing
morphism. Note we have the following:
S
((−λ−1 · fi ⊗ t(1)0 )⊗ id)+ S(id⊗σ(−µ−1 · fi ⊗ t(1)∞ )) = 0.
Then we obtain the following compatibility.
S(u⊗ σ∗v) = S
(
exp
(
−
∑
λ−1 · log |zi|2fi ⊗ t(1)0
)
u⊗ σ∗ exp
(
−
∑
µ−1 · log |zi|2fi ⊗ t(1)∞
)
v
)
.
Thus we are done.
3.6.2 Definition of twistor nilpotent orbit
Definition 3.13 (V,f , S) is called a twistor nilpotent orbit, if there exists a positive constant C > 0 such that(V ,D△V , SV) is a variation of polarized pure twistor structure over ∆(C)∗ n.
Lemma 3.48 The resulted harmonic bundle over ∆(C)∗n is tame. The eigenvalues of the residues of Higgs
field are trivial. The parabolic structure is trivial.
Proof The first two claims are clear from our construction of the variation. By our construction, it is clear
that the eigenvalue is trivial. By seeing the eigenvalues of λ-connections for any λ, we obtain the triviality of
the parabolic structures.
Lemma 3.49 The tuple
(
Scan(Pat(V,f , S)),Resi, S
)
is isomorphic to the original (V,f , S). (See the subsub-
section 11.3.4.)
Proof We have only to note that the prolongment of M(V,f) is V0 ⊗OX . On X × C∗λ, it is clear. Then by
using the Hartogs Theorem, we obtain the coincidence ⋄M(V,F) = V0 ⊗OX . Similarly, we obtain ⋄A(V,F) =
V∞ ⊗OX † . Then we obtain the isomorphisms:
Scan|Cλ ≃ V0, Scan|Cµ ≃ V∞.
Let us compare the gluing. Let λ be a point of C∗λ. Let v be an element of V|λ. Let us consider the
multi-valued flat section v˜1 of M(V,f)|λ and the multi-valued flat section v˜2 of A(V,f )|λ−1 are given as follows:
v˜1 := exp
(
−√−1
n∑
i=1
log zi · fi ⊗ t(1)1
)
v, v˜2 := exp
(√−1 n∑
i=1
log zi · fi ⊗ t(1)1
)
v.
Then v˜1 gives a flat section of V0 |λ, and v˜2 gives a flat section of V∞|λ−1 . Then the gluing of Scan is obtained
by the following relations:
v˜1 = v˜2, v˜1 7−→ v ∈ V0 |λ, v˜2 7−→ v ∈ V∞|λ−1 .
Here recall Φcan is obtained by taking the degree 0-part of the polynomials
∑
vJ · (log z)J , which gives the
second correspondence. The third correspondence can be obtained similarly. Hence the gluing of Scan is same
as the gluing of V .
The comparison of fi and Resi and the comparison of the pairings should be checked only on X , and it is
easy.
3.6.3 A lemma for the restriction of twistor nilpotent orbit
We put X = Cl and D =
⋃
iDi. Let π : X −→ Dm denote the projection (z1, . . . , zl) 7−→ (zm+1, . . . , zl). For
any point Q ∈ D◦m, π−1(Q) is naturally isomorphic to ∆m.
From (V,f ), we obtain the variation (V ,D) of P1-holomorphic bundles over X − D. Let us consider the
restriction V|π−1(Q).
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We put Q˜ = (
m︷ ︸︸ ︷
1, . . ., Q) ∈ X − D. We put V ′ := V|{Q˜}×P1 . The vector bundle V ′ is a twist of V by the
following endomorphism of V|C∗
λ
:
exp
(
−
l∑
i=m+1
fi · log |zi(Q)|2 · t(1)1
)
.
The tuple f ′ of the morphisms f ′i : V
′ −→ V ′ ⊗ T(−1) (i = 1, . . . ,m) are naturally defined. Then it is easy to
see that we have the isomorphism
V(V ′,f ′) ≃ V(V,f)|π−1(Q).
Thus we obtain the following lemma.
Lemma 3.50 Let (E, ∂E , θ, h) be a harmonic bundle over ∆
∗ l corresponding a twistor nilpotent orbit. Then
the restriction (E, ∂E , θ, h)|π−1(Q) is also a harmonic bundle corresponding to a twistor nilpotent orbit.
3.6.4 Twist of Rees bundles
We would like to see the relation of twistor nilpotent orbit and the nilpotent orbit in the Hodge theory.
Let H be a vector space with a decreasing filtration F = (F p). For an endomorphism g of H , we put
g · F := (g · F p), which is called the twist of F by g. Then we obtain the left Aut(H)-action on the set of
filtrations of H .
We have the natural isomorphism iF : ξ(H,F )|X×C∗
λ
≃ p∗1H . For an element g ∈ Aut(H), we have the
natural isomorphism g : (H,F ) −→ (H, g ·F ). Then it induces the isomorphism φg : ξ(H,F ) −→ ξ(H, g ·F ).
Let Auteq(p
∗
1H) be equivariant automorphisms of p
∗
1H . Clearly we have the natural isomorphismAuteq(p
∗
1H) ≃
Aut(H). We do not distinguish them.
Let g be an element of Aut(H). Then we have the twist of iF , i.e., g ◦ iF : ξ(H,F )|X×C∗
λ
≃ p∗1(H). Then
we have the following commutative diagramm:
ξ(H,F )|X×C∗
λ
g◦iF−−−−→ p∗1H
φg
y idy
ξ(H, g ·F )|X×C∗
λ
iF−−−−→ p∗1H.
Let (H,F,G) be bi-filtered vector bundle. The Rees bundle ξ(H,F,G) is obtained by the following gluing:
ξ(H,F )|X×C∗
λ
iF−−−−→ p∗1H iG←−−−− ξ(H,G)|X×C∗µ
Let gi (i = 1, 2) be element of Aut(H). Then the vector bundle ξ(H,F,G, g1, g2), is obtained as the twisting
ξ(H,F,G) by gi:
ξ(H,F )|X×C∗
λ
g1◦iF−−−−→ p∗1H g2◦iG←−−−− ξ(H,G)|X×C∗µ
Lemma 3.51 ξ(H,F,G, g1, g2) is naturally isomorphic to ξ(H, g1 ·F, g2 ·G).
Proof We have the following commutative diagram:
ξ(H,F )|X×C∗
λ
g1◦iF−−−−→ p∗1H g2◦iG←−−−− ξ(H,G)|X×C∗µ
φg1
y idy φg2y
ξ(H, g1 · F )|X×C∗
λ
iF−−−−→ p∗1H iG←−−−− ξ(H, g2 ·G)|X×C∗µ
It gives the isomorphism desired.
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3.6.5 The induced variation from an equivariant nilpotent tuple
We put X = Cn, Di = {zi = 0} and D =
⋃n
i=1Di. We put X˜ = C
n, and then we have the universal covering
π : X˜ −→ X −D, given by the correspondence ζi 7−→ exp
(√−1ζi).
From (V,f ), we obtain the P1-holomorphic vector bundle V and the variation D△V over P1 × (X −D) (the
subsubsection 3.5.3).
Lemma 3.52 If (V,f ) is equivariant, then the vector bundle V and the variation D△V are naturally equivariant.
Proof Since −√−1fi⊗t(1)1 is equivariant, the gluing (45) is equivariant. Thus we have the natural torus action
on V . The following sections, appearing in (43) and (44), are invariant with respect to the torus action:
fi ⊗ t(1)0 ⊗
dzi
zi
· f (1,0)0 , fi ⊗ t(1)∞ ⊗
dzi
zi
· f (0,1)∞ .
Hence D△V is also equivariant.
We put H := V|{1}×(X−D). Then we obtain the two filtrations F and G such that ξ(H,F ,G) ≃ V . We also
have the flat connection D0 on H.
On P0 :=
n︷ ︸︸ ︷
(1, . . . , 1) ∈ X −D, the fiber V|P1×{P0} is naturally identified with V , and H|(1,P0) ≃ H .
Let us consider π∗H. We have the flat connection π∗D0 and the isomorphism π∗H|O ≃ H . They induce the
isomorphism π∗H ≃ p∗H , where p denotes the natural morphism Cn −→ {1} ⊂ P1. We have the two filtrations
π∗F and p∗F . We also have π∗G and p∗G.
We put Ni := −(fi ⊗ t(1)1 )|λ=1. Recall Lemma 3.36 and Remark 3.3.
Lemma 3.53 The following equalities of filtrations hold:
π∗F = exp
(∑
ζiNi
)
· p∗F, π∗G = exp
(∑
ζiNi
)
· p∗G.
Proof We put as follows:
g0 := exp
(∑
i
ζi ·Ni
)
, g∞ := exp
(∑
i
ζ¯i ·Ni
)
.
Let v be an element of H ≃ V|(O,λ). We put v˜0 := g0 · v. Then it is the flat section of π∗V0 | Xλ such that
v˜0|(O,λ) = v.
We put v˜∞ := g∞ · v . Then it is the flat section of π∗V∞|X †λ such that v˜2 | (O,λ) = v.
The construction of the vector bundle V is given by the relation v˜0 = v˜∞, due to Lemma 3.34. Hence the
vector bundle V is given by the following gluing:
ξ
(
p∗H, p∗F
)
X˜×C∗
λ
g−10 ◦iF−−−−−→ p∗1H
g−1∞ ◦iG←−−−−− ξ(p∗H, p∗G)
X˜×C∗µ .
Here p1 denote the canonical morphism of X˜ ×C∗λ to a point. Then we obtain the following equality, due to
Lemma 3.51
ξ
(
π∗H, π∗F , π∗F) ≃ ξ(p∗H, g0 ·p∗F, g∞ ·p∗G).
Thus we are done.
3.6.6 Reword
Let (H,F,G) be a bi-filtered vector space, and Ni : (H,F,G) −→ (H,F,G) ⊗C(1, 1) be a morphism. We put
V = ξ(H,F,G), and then we have fi : V −→ V ⊗ T(−1).
We have the trivial local system p∗H on Cn. Then we obtain the C∞-bundle H(1) with the natural flat
connection D(1). We have the Zn-action on Cn by ζ 7−→ ζ + n · 2π√−1. We lift it to the action on H(1) as
follows:
(ζ, v) 7−→
(
ζ + 2π · n,
∏
exp
(
2π · ni ·Ni
) · v).
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Here we regardNi as the endomorphism ofH by using the isomorphism of C(1, 1) ≃ C(0, 0) given by t(−1)1 |λ=1 7−→
t
(0)
1 |λ=1. We have two filtrations on H(1):
exp
(∑
i
ζi ·Ni
)
· p∗F, exp
(∑
ζi ·Ni
)
· p∗G.
We obtain the C∞-bundle H with the flat connection on C∗n, and the filtrations F and G. They satisfy the
Griffiths transversality, and ξ(H,F ,G) ≃ Pat(V,f).
Let (H,F, F ) be a bi-filtered vector space defined over R. We put V := ξ(H,F, F ). Let Ni : (H,F, F ) −→
(H,F, F )⊗C(1, 1) be morphisms. The morphisms Ni induce the morphisms from V −→ V ⊗T(−1), which we
also denote by Ni. We put fi := −Ni. Then we obtain the tuple of endomorphisms f = (fi).
Corollary 3.9 We have the isomorphism ξ(H,F ,F) ≃ V(V,f).
Proof This is a reformulation of Lemma 3.53.
Proposition 3.2 The functor ξ gives an equivalence of the following categories:
• The equivariant twistor nilpotent orbit defined over R.
• The nilpotent orbit in the category of Hodge theory in the sense of Schmid (Definition 1.14 in [8], for
example).
Proof It follows from the various equivalences (Corollary 3.7 and Corollary 3.9).
3.7 Split polarized mixed twistor structure and the nilpotent orbit
3.7.1 Definition
Definition 3.14 Let (V,W,f , S) be a Pol-MTS of type (n, l). Assume that the grading V =
⊕
Vh is given,
such that the following holds:
• Vh is pure twistor of weight h.
• Wh =
⊕
i≤h Vi.
• fj preserves the grading.
• The restriction of S to Vi ⊗ Vj is 0 unless i+ j = n.
In that case, (V,W,f , S) is called a split Pol-MTS of type (n, l).
If (V,W,f , S) is a Ψ-Pol-MTS of type (n, l), and if the grading satisfying the above conditions is given, then
(V,W,f , S) is called a split Ψ-Pol-MTS of type (n, l)
3.7.2 Preliminary on the split Pol-MTS in one variable of rank 2
We put V [2] := O(1, 0) ⊕ O(0,−1). We have the filtration given by W−1 = O(0,−1) ⊂ W1 = V [2]. Then
(V [2],W ) is a mixed twistor structure.
Let F [2] : V [2] −→ V [2] ⊗ T(−1) be the morphism given by f (1,0)x 7−→ f (0,−1)x ⊗ t(−1)x and f (0,−1)x 7−→ 0 for
x = 0, 1,∞. We put N = F [2] ⊗ t(1)1 .
We put V
[2]
0 := V
[2]
|Cλ and V
[2]
∞ := V
[2]
|Cµ . We have the frames
(
f
(1,0)
0 , f
(0,−1)
0
)
and
(
f
(1,0)
∞ , f
(0,−1)
∞
)
of V
[2]
0
and V
[2]
∞ respectively. We have the frame
(
f
(1,0)
1 , f
(0,−1)
1
)
of V
[2]
0 |C∗
λ
= V
[2]
∞|C∗µ . We use the notation f
(1,0) †
1 and
f
(0,−1) †
1 , when we consider them as the frame of V
[2]
∞|Cµ∗ .
We twist the gluing as follows: Let λ be a point of C∗λ. Let v be an element of V
[2]
|λ . It induces the element
of v ∈ V [2]0 |λ and v† ∈ V [2]∞|µ, where we put µ = λ−1. The original gluing is given by v = v†. The twisted gluing
is given by the following relation:
exp
(√−1y ·N)v = v†.
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Note that y ·N gives the following correspondence:
f
(1,0)
1 7−→ y · f (0,−1)1 , f (0,−1)1 7−→ 0.
Thus the gluing is given by the following:
(
f
(1,0)
1 , f
(0,−1)
1
) · ( 1 0√−1y 1
)
=
(
f
(1,0) †
1 , f
(0,−1) †
1
)
.
Then we obtain the following relation:
(
f
(1,0)
0 , f
(0,−1)
0
) · ( √−1λ 0√−1y −√−1µ
)
=
(
f (1,0)∞ , f
(0,−1)
∞
)
.
Let V˜
[2]
y denote the resulted vector bundle.
Lemma 3.54 Assume that y > 0. The vector bundle V˜
[2]
y is a pure twistor of weight 0 of rank 2. The tuple of
global sections (s˜1, s˜2), which are given as follows, is a base of the space of the global sections:
s˜1 :=
√−1λ · f (1,0)0 +
√−1y · f (0,−1)0 = f (1,0)∞ ,
s˜2 := f
(1,0)
0 = −
√−1µ · f (1,0)∞ −
√−1y · f (0,−1)∞ .
(50)
Proof It can be checked by direct calculations.
The pairing η1 : O(1, 0)⊗ σ
(O(0,−1)) −→ T(0) is given as the composite of the following naturally defined
morphisms:
O(1, 0)⊗ σ(O(0,−1)) −→ O(1, 0)⊗O(−1, 0) −→ T(0).
The pairing η2 : O(0,−1)⊗ σ
(O(1, 0)) −→ T(0) is given similarly.
Let us consider the pairing S[2] : V [2] ⊗ V [2] −→ T(0) given as follows: The restriction of S[2] to O(1, 0) ⊗
σ
(O(1, 0))⊕O(0,−1)⊗ σ(O(0,−1)) is defined to be trivial. The restriction of S[2] to O(1, 0)⊗ σ(O(0,−1)) is
defined to be −η1. The restriction of S[2] to O(0,−1)⊗ σ
(O(1, 0)) is defined to be η2.
Lemma 3.55 We have S[2]
(
f
(1,0)
0 ⊗ σ
(
f
(0,−1)
∞
))
= −√−1t(0)0 and S[2]
(
f
(0,−1)
0 ⊗ σ
(
f
(1,0)
∞
))
= −√−1t(0)0 .
Proof It can be checked by a direct calculation.
Lemma 3.56
• The pairing S[2] is symmetric.
• We have the relation S[2](id⊗σ(F [2]))+ S[2](F [2] ⊗ id).
• The induced pairing −S[2](id⊗σ(F [2])) on O(1, 0) gives a polarization of weight 1.
Proof By a direct calculation, we have S[2]
(
f
(1,0)
0 ⊗σ(f (0,−1)∞ )
)
= −(√−1 · t(0)0 ) and S[2](f (0,−1)∞ ⊗σ(f (1,0)0 )) =√−1t(0)∞ . Thus we obtain σ(S[2](f (1,0)0 ⊗ σ(f (0,−1)∞ ))) = S[2](f (0,−1)∞ ⊗ σ(f (1,0)0 )). Hence the pairing S[2] is
symmetric.
Let us show the second claim. The morphism S[2]
(
id⊗σ(F [2])) gives the composite of the following corre-
spondence:
f
(1,0)
0 ⊗ σ
(
f (1,0)∞
) 7−→ f (1,0)0 ⊗ σ(f (0,−1)∞ ⊗ t(−1)∞ ) 7−→ −√−1 · (−t(−1)0 ) = √−1 · t(−1)0 .
On the other hand, S[2]
(
F [2] ⊗ id) gives the composite of the following correspondence:
f
(1,0)
0 ⊗ σ
(
f (1,0)∞
) 7−→ f (0,−1)0 ⊗ t(−1)0 ⊗ σ(f (1,0)∞ ) 7−→ −√−1 · t(−1)0 .
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Thus we obtain the second claim.
Let us show the third claim. A base of the space H0
(O(1, 0)⊗O(−1, 0)) is given by s = f (1,0)0 ⊗ f (−1,0)0 =
f
(1,0)
∞ ⊗ f (−1,0)∞ . We have the following:
S[2]
(
F [2](s), σ(s)
)
= S[2]
(
f (0,−1)∞ ⊗ t(−1)0 ⊗ f (−1,0)∞ , σ
(
f
(1,0)
0 ⊗ f (−1,0)0
))
= 1.
Thus we are done.
Lemma 3.57 The tuple (V [2],W, F [2], S[2]) is a split polarized mixed twistor structure of weight 0.
Proof It immediately follows from Lemma 3.56.
On the other hand, the pairing S[2] induces the pairing S˜[2] on V˜
[2]
y , for we have the relation:
S[2]
(
id⊗σ(F [2] ⊗ t(1)1 )
)
+ S[2]
(
F [2] ⊗ t(1)1 ⊗ id
)
= 0.
Lemma 3.58 The pairing S˜[2] is a polarization of V˜
[2]
y of weight 0.
Proof We have only to show the positivity S˜[2](s˜i, s˜i) > 0 for the sections s˜i (i = 1, 2) given in (50). As for
s˜1, we have the following:
S˜[2]
(
s˜1, s˜1
)
= S[2]
(√−1λ·f (1,0)0 +√−1y·f (0,−1)0 , σ(f (1,0)∞ )) = √−1y·S(0)(f (0,−1)0 , σ(f (1,0)∞ )) = y·√−1·√−1−1 = y.
As for s˜2, we have the following:
S˜[2](s˜2, s˜2) = S
[2]
(−√−1µ · f (1,0)∞ −√−1y · f (0,−1)∞ , σ(f (1,0)0 )) = S[2](−√−1y · f (0,−1)∞ , σ(f (1,0)0 ))
= −√−1y · S[2](f (0,−1)∞ , σ(f (1,0)0 )) = −√−1y · √−1 = y. (51)
Hence we have S˜[2](s˜i, s˜i) > 0 for i = 1, 2. Thus we are done.
3.7.3 Preliminary on the split Pol-MTS of rank h
Let h > 1 be an integer. We put V (1) := V [2]⊗ h−1. We have the naturally defined pairing S(1) : V (1) ⊗
σ(V (1)) −→ T(0), given as follows:
S(1)
(h−1⊗
i=1
f (pi,qi)x ,
h−1⊗
i=1
σ
(
f (p˜i,q˜i)x
))
=
h−1∏
i=1
S[2]
(
f (pi,qi)x , σ(f
(p˜i,q˜i)
x )
)
.
Here (pi, qi) and (p˜i, q˜i) denote (1, 0) or (0,−1). We also have the morphism F (1) : V (1) −→ V (1) ⊗ T(−1),
which is induced from F [2] by the Leibniz rule.
We have the natural Sh−1-action on V (1). It preserves S(1) and F (1). Then we obtain the invariant part
V [h] = Symh−1(V (0)) and the induced pairing S[h] and the induced morphism F [h]. We also have the induced
filtration W of V [h]. The following lemma is clear.
Lemma 3.59 We have the natural grading:
V [h] ≃
⊕
p+q=h−1,
p,q≥0
O(1, 0)⊗ p ⊗O(0,−1)⊗ q. (52)
The filtration of the left hand side in (52) is isomorphic to the following filtration of the right hand side:
Wa =
⊕
p−q≤a
O(1, 0)⊗ p ⊗O(0,−1)⊗ q.
In particular, the vector bundle V [h] with the filtration W is a mixed twistor structure.
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Lemma 3.60 The tuple
(
V [h],W, F [h], S[h]
)
is a split polarized mixed twistor structure of weight 0.
Proof The condition S(1)
(
id⊗σ(F (1)))+S(1)(F (1)⊗ id) = 0 can be checked easily. Then S[h](id⊗σ(F [h]))+
S[h]
(
F [h] ⊗ id) = 0 immediately follows.
It is easy to see that there exists a positive number B such that the following holds:(
F [h]
)h
(f (1,0)⊗ h−1x ) = B · f (0,−1)⊗ h−1x .
A base of the space of the global sections of GrWh−1⊗O(−h+ 1, 0) is given by the following:
s = f
(1,0)⊗ h−1
0 ⊗ f (−h+1,0)0 = f (1,0)⊗h−1∞ ⊗ f (−h+1,0)∞ .
We have the following:
S[h]
(
F [h]h−1(s), σ(s)
)
= B · S[h]
(
f (0,−1)⊗h−1∞ ⊗ f (−h+1,0)∞ , σ
(
f
(1,0)⊗h−1
0 ⊗ f (−h+1,0)0
))
= B.
Thus S[h]
(
F [h]h−1 ⊗ id) is a polarization on GrWh−1 = P GrWh−1.
On the other hand, we have the induced pairing S˜[h] on V˜ [h].
Lemma 3.61 S˜[h] is a polarization of V˜ [h]. In particular,
(
V˜ [h],W, F [h], S˜[h]
)
is a polarized twistor structure
of weight 0.
Proof It is easy to see that S˜(1) is a polarization of V˜ (1). Then the lemma immediately follows.
3.7.4 Classification of split Pol-MTS in one variable
Let us consider the vector bundle V =
⊕
p+q=h,0≤p,q≤hO(p,−q) over P1. The filtration W is given as follows:
Wa :=
⊕
p−q≤a
O(p,−q).
Then (V,W ) is a mixed twistor structure.
Lemma 3.62 Let (V,W ) be as above. Let F : V −→ V ⊗ T(−1) be a morphism of mixed twistor structure
preserving the grading. Let S : V ⊗ σ(V ) −→ T(0) be a morphism of mixed twistor structures. Assume that
(V,W,F, S) be a split polarized mixed twistor structure of weight 0. Then (V,W,F, S) are determined uniquely
up to isomorphisms.
Proof Up to isomorphisms, we may assume that F : O(p,−q) −→ O(p − 1,−q − 1) ⊗ T(−1) is given by
f
(p,−q)
x 7−→ f (p−1,−q−1)x ⊗ t(−1)x for x = 0, 1,∞. Since we have the relation S
(
id⊗σ(F )) + S(F ⊗ id) = 0, we
obtain the following:
S
(
f (p−1,−q−1)x , σ(f
(q+1,−p+1)
x )
)
+ S
(
f (p,−q)x , σ(f
(q,−p)
x )
)
= 0.
Hence S is determined by the number C = S
(
f
(0,−h)
∞ ⊗ σ(f (h,0)0 )
)
.
We have the following:
S
(
Fh
(
f (h,0)∞ ⊗ f (−h,0)
)
, σ
(
f
(h,0)
0 ⊗ f (−h,0)
))
= C.
Hence we obtain C > 0. We may assume that C = 1 up to isomorphisms again. Thus we are done.
Corollary 3.10 Let V , W , F and S as above. If (V,W,F, S) is a split polarized mixed twistor structure, then
it is isomorphic to a polarized mixed twistor structure of the form (V [h],W, F [h], S[h]), given in the subsubsection
3.7.3.
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Proof It immediately follows from Lemma 3.61 and Lemma 3.62.
Corollary 3.11 Let (V,W,F, S) be a split polarized mixed twistor structure of weight n. Then it is isomorphic
to a split Pol-MTS of weight n of the following form:⊕
i
(
V [hi],W, F [hi], S[hi]
)⊗O(n)
Proof We have only to consider the case n = 0. By taking the primitive decomposition, we can reduce the
problem to the case V =
⊕
p+q=h,0≤p,q≤hO(p,−q). Then the lemma immediately follows from Corollary 3.10.
Lemma 3.63 Let (V,W,F, S) be a split polarized mixed twistor structure of weight n. Then the twisted vector
bundle V˜ is a pure twistor of weight n.
Proof It immediately follows from Corollary 3.11 and Lemma 3.61.
3.7.5 Pol-MTS and nilpotent orbit in one variable
Lemma 3.64 Let (V,W, f, S) be a Pol-MTS of type (n, 1). Then it is a nilpotent orbit of type (n, 1).
Proof We put V (0) := GrW (V ). Then we have the induced tuple (V (0),W (0), f (0), S(0)). We put as follows:
V0 := V|Cλ , V∞ := V|Cµ , V
(0)
0 := V
(0)
|Cλ , V
(0)
∞ := V
(0)
|Cµ .
Let us take frames u
(0)
0 = (u
(0)
0 i ) and u
(0)
∞ = (u
(0)
∞ i) of V
(0)
0 and V
(0)
∞ respectively, which are compatible with the
natural grading. We take frames u0 = (u0 i) and u∞ = (u∞ j) of V0 and V∞ respectively, such that they induce
u
(0)
0 and u
(0)
∞ respectively. We put as follows:
K(i) := degW (u0 i) = deg
W (u
(0)
0 i ), L(i) := deg
W (u∞ i) = degW (u
(0)
∞ i).
We have the relations:
u
(0)
∞ i =
∑
B
(0)
j i · u(0)0 j , u∞ i =
∑
Bj i · u0 j .
Lemma 3.65
• We have B(0)j i = 0 unless L(i) = K(j).
• We have Bj i = 0 unless L(i) ≥ K(j).
• We have Bj i = B(0)j i in the case L(i) = K(j).
Proof It immediately follows from our choice of the frames.
We have the following relations:
f (0) ⊗ t(−1)1 (u(0)0 i ) =
∑
A
(0)
j i · u(0)0 j , f ⊗ t(−1)1 (u0 i) =
∑
Aj i · u0 j .
Lemma 3.66
• We have A(0)i j = 0 unless K(j) = K(i)− 2.
• We have Ai j = 0 unless K(j) ≤ K(i)− 2.
• In the case K(j) = K(i)− 2, we have A(0)i j = Ai j.
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Proof It immediately follows from our choice of the frames.
Let us pick a point P ∈ ∆∗, and we put y := − log |z(P )|2 > 0. The restrictions of Pat(V (0), f (0)) and
Pat(V, f) to P1 × {P} are given by the following gluings:
u(0)∞ = u
(0)
0 ·B(0) · exp
(√−1y ·A(0)), u∞ = u0 · B · exp(√−1y · A).
Let us consider the frames u∞(y), u0(y), u
(0)
∞ (y) and u
(0)
0 (y) given as follows:
u∞ i(y) := y−L(i)/2 · u∞ i, u0 i(y) := y−K(i)/2 · u0 i,
u
(0)
∞ i(y) := y
−L(i)/2 · u(0)∞ i, u(0)0 i (y) := y−K(i)/2 · u(0)0 i .
Then it is easy to see that we have the following relation:
u(0)∞ (y) = u
(0)
0 (y) · B(0) · exp
(√−1A(0)). (53)
Since Pat(V (0), f (0)) is a variation of pure twistor structures, the vector bundle whose gluing is given by (53) is
pure twistor of weight 0.
On the other hand, we have the following relation:
u∞(y) = u0(y) ·B(y) · exp
(√−1A(y)).
Here B(y)i j and A(y)i j are given as follows:
B(y)i j := y
(K(j)−L(i))/2 ·Bi j , A(y)i j := y(K(j)+2−L(i))/2 ·Ai j .
Lemma 3.67 We have the following:
lim
y→∞B(y) · exp
(√−1A(y)) = B(0) · exp(√−1A(0)).
Proof It immediately follows from Lemma 3.65 and Lemma 3.66.
In particular, there exists a positive constant ǫ such that the restriction of Pat(V, f) to ∆∗(ǫ) is a variation
of pure twistor structures.
Let us consider the pairing S˜ on Pat(V, f). Note that it gives the non-degenerate hermitian pairing of
H0
(
Pat(V, f)|P1×{P}
)
for any point P ∈ ∆∗(ǫ).
We have the following:
S
(
u0 i(y), σ
(
u∞,j(y)
))
= y−(L(i)+K(j))/2 · S(u0 i, σ(u∞,j)).
Hence the limit of S is same as S(0) when we take the limit y →∞. Hence we obtain the positive definiteness
of S˜. Thus the proof of 3.64 is accomplished.
Lemma 3.68 Let (V,W, f, S) be a split nilpotent orbit of weight n. Then (V,W, f, S) is a split Pol-MTS of
type (n, 1).
Proof By taking the primitive decomposition, we may assume V =
⊕
p+q=n,0≤p,q O(p,−q), and Wa =⊕
p−q≤aO(p,−q). By taking an appropriate isomorphisms, we may assume that f is naturally defined mor-
phism. Recall that S is determined up to constant multiplication. (See the proof of Lemma 3.62.) Then we
may derive that (V,W, f, S) is isomorphic to a mixed twistor of the form (V [h],W [h], f [h], S[h]), given in the
subsubsection 3.7.3. Thus (V,W, f, S) is a Pol-MTS.
Lemma 3.69 Let (V,W, f, S) be a nilpotent orbit of type (n, 1). Then (V,W, f, S) is a Pol-MTS of type (n, 1).
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Proof We put V (0) := GrW (V ), and then we have the induced tuple (V (0),W (0), f (0), S(0)). We use the
notation in the proof of Lemma 3.64. We may assume that the restriction of Pat(V, f) to ∆∗(C) is a variation
of pure twistor for some 0 < C < 1. Let pick a point P ∈ ∆∗(C). Let us consider the frames u∞(n), u0(n),
u
(0)
∞ (n) and u
(0)
0 (n) given as follows:
u∞ i(n) := n−L(i)/2 · u∞ i, u0 i(n) := n−K(i)/2 · u0 i,
u
(0)
∞ i(n) := n
−L(i)/2 · u(0)∞ i, u(0)0 i (n) := n−K(i)/2 · u(0)0 i .
By an argument similar to the proof of Lemma 3.64, the limit vector bundle is naturally isomorphic to
Pat(V (0), f (0)), when we take the limit n → ∞. Note that Pat(V (0), f (0)) on ∆∗ is always a variation of
pure twistors.
The pairings S˜(n) and S˜(0) induce the perfect hermitian product ofH0(Pat(V, f)|P ) andH0(Pat(V (0), f (0))|P ).
Since the limit of S˜(n) is S˜(0), and since S˜(n) is a positive definite, we obtain the positive definiteness of S˜(0). It
means that (V (0),W (0), f (0), S(0)) is a nilpotent orbit. Due to Lemma 3.68, (V (0),W (0), f (0), S(0)) is a Pol-MTS.
It implies that (V,W, f, S) is a Pol-MTS.
In all, we obtain the following:
Proposition 3.3 Let (V,W, f, S) be a Ψ-Pol-MTS of type (n, 1). It is a nilpotent orbit of type (n, 1) if and
only if it is a Pol-MTS of type (n, 1).
3.7.6 The twistor nilpotent orbit of split type
Proposition 3.4 Let (V,W,f , S) be a split Ψ-Pol-MTS of type (n, l). In this case, the induced variation of
P1-holomorphic bundles
(V ,D△V ) a variation of pure twistors of weight 0 over ∆∗ l.
Moreover, let S be a pairing of V above such that
(
V, S,
∑
aifi
)
is a split Pol-MTS. Then the induced pairing
SV of V gives a polarization of
(V ,D△V ).
Proof We have only to show the following:
• Let P be a point of ∆∗ l. Then V|{P}×P1 is isomorphic to a trivial bundle.
• Let S be as above. Then SV | {P}×P1 gives a polarization of the pure twistor V|{P}×P1 .
Recall that V|{P}×P1 is obtained as the twisting of the gluing of V by exp
(√−1∑li=1− log |zi(P )|2 · fi ⊗ t(1)1 ).
Note that we have − log |zi(P )|2 > 0. Then the proposition immediately follows from Lemma 3.63.
Corollary 3.12 Let (V,W,f , S) be a split Pol-MTS of type (n, l). Then it is a twistor nilpotent orbit.
3.7.7 A split Pol-MTS and a nilpotent orbit in Hodge theory
Let (V,W,f , S) be a split Pol-MTS of type (n, l). Then we can pick a Gm-action on (V,f , S). For example, it is
given as follows: For an integer h, the integers p(h) and q(h) are defined as follows: If we have h = 2m for some
integer m, then we put p(h) = q(h) := m. If we have h = 2m+1 for some integer m, then we put p(h) := m+1
and q(h) := m. Then the Gm-action on V can be given by the isomorphism V ≃
⊕
h Vh ⊗O
(
p(h), q(h)
)
. We
denote the action by ρ1.
Lemma 3.70 f and S are equivariant with respect to ρ1. If we have a real structure ι of V preserving the
grading, then it is also equivariant.
Proof The equivariance of f and ι is clear. To see that S is equivariant, we have only to check the equivariance
of the following morphism:
O(p(h1), q(h1))⊗O(p(h2), q(h2)) −→ T(−n)
Here we put 2n = h1 + h2. But it is clear, for we have p(h1) + q(h2) = p(h2) + q(h1) = n.
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Corollary 3.13 Let (V,f , S) be a split Pol-MTS. Let ι be a real structure of (V,f , S). It gives a nilpotent orbit
in the Hodge theory, when we take an appropriate Gm-action of (V,f , S).
Corollary 3.14 Let (V,f , S) be a split Pol-MTS. Then the tuple (V,f , S)⊕ σ(V,f , S) gives a nilpotent orbit
in the Hodge theory, when we take an appropriate Gm-action.
Proof Since we have the canonical real structure on (V,f , S)⊕σ(V,f , S), it immediately follows from Corollary
3.13.
3.8 The induced tuple on the divisor
3.8.1 The nilpotent orbit on the divisors
Let (V,W,f , S) be a nilpotent orbit of type (n, l). We put V
(1)
h := P Gr
W (f1)
h (V ). Then we have the induced
filtration W (1), the induced morphisms f
(1)
i : V
(1)
h −→ V (1)h ⊗ T(−1) (i = 2, . . . , l). The pairing S
(
fh1 ⊗ id
)
induces the pairing S
(1)
h . Thus we obtain the induced tuple
(
V
(1)
h ,W
(1),f (1), S
(1)
h
)
, which is a Ψ-Pol-MTS of
type (n+ h, l − 1).
Lemma 3.71 The tuple
(
V
(1)
h ,W
(1),f (1), S
(1)
h
)
is a nilpotent orbit of type (n+ h, l − 1).
Proof We may assume that n = 0. We have only to show that Pat(V
(1)
h ,W
(1),f (1), S
(1)
h ) is a variation of
polarized pure twistor of weight h, on ∆∗n−1. We identify ∆∗n−1 and D◦1 , naturally.
Let us take a point P ∈ D◦1 . Let P˜ denote the point of Cl such that {P˜} = q−11 (1) ∩ π−11 (P ). We put
V (P ) := Pat(V,f)|P˜ . We have the induced filtration W (P ), the induced morphism f1, and the induced pairing
S on V (P ). Due to Lemma 3.50, the tuple (V (P ),W, f1, S) is a nilpotent orbit. In particular, (V (P ),W, f1, S)
is a polarized MTS. It implies that Pat(V
(1)
h ,f
(1))|P is pure twistor of weight h, and S
(1)
h is a polarization of
Pat(V
(1)
h ,f
(1))|P . Thus we are done.
3.8.2 The Pol-MTS on the divisor
Let (V,W,N , S) be a Pol-MTS of type (n, l). We put V
(1)
h := P Gr
W (N1)
h (V ), and we obtain the mixed twistor
structure W (1) on V (1), and the tuple of induced nilpotent morphisms N
(1)
2 , . . . , N
(1)
l . We also obtain the
pairing S
(1)
h : V
(1)
h ⊗ σ(V (1)h ) −→ T(−n − h), by putting S(1)h := S(Nh1 ⊗ id). Then we obtain the tuple(
V
(1)
h ,W
(1),N (1), S
(1)
h
)
.
Lemma 3.72 If the tuple (V,W,N , S) is a split Pol-MTS of type (n, l), the induced tuple (V
(1)
h ,W
(1),N (1), S(1))
above is a split Pol-MTS of type (n+ h, l − 1).
Proof It is easy to check that
(
V
(1)
h ,W
(1),N (1), S(1)
)
is a split Ψ-Pol-MTS of type (n + h, l − 1). Since
(V,W,N , S) is a nilpotent orbit, the tuple is (V
(1)
h ,W
(1),N (1), S(1)) is also nilpotent orbit, due to Lemma 3.71.
In particular, it is a Pol-MTS of type (n+ h, l − 1). Thus we are done.
Let (V,W,N , S) be a Ψ-Pol-MTS of type (n, l). Let (V
(1)
b ,W
(1),N (1), S(1)) be the induced Ψ-Pol-MTS of
type (n+ b, l − 1). Then we obtain the following induced Ψ-Pol-MTS of type (n+ b, l− 1):(
(V
(1)
b )
(0), (W (1))(0), (N (1))(0), (S(1))(0)
)
.
On the other hand, we have the induced Ψ-Pol-MTS (V (0),W (0),N (0), S(0)) of type (n, l) obtained from
(V,W,N , S). Then we obtain the following induced Ψ-Pol-MTS of type (n+ b, l− 1) as is given above:(
(V (0))
(1)
b , (W
(0))(1), (N (0))(1), (S(0))(1)
)
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Lemma 3.73 We have the natural isomorphism:(
(V
(1)
b )
(0), (W (1))(0), (N (1))(0), (S(1))(0)
)
≃
(
(V (0))
(1)
b , (W
(0))(1), (N (0))(1), (S(0))(1)
)
.
Proof We have the two filtrations on GrWh , i.e., W (N
(0)
1 ) and W (N1)
(0). We use the following lemma.
Lemma 3.74 We have W (N
(0)
1 ) =W (N1)
(0).
Proof We have only to check that the filtration W (N1)
(0) satisfies the axioms of weight filtrations for N
(0)
1 . It
is easy to see N
(0)
1 W (N1)
(0)
h ⊂ W (N1)(0)h−2 ⊗ T(−1). We have GrW (N1)
(0)
b
(
GrWh
) ≃ GrWh (GrW (N1)b ). Since N1 is
a morphism of mixed twistor structures, the following morphism is isomorphic:
N b1 : Gr
W
h
(
Gr
W (N1)
b
) −→ GrWh−2b(GrW (N1)−b )⊗ T(−b).
Hence the following morphism is isomorphic:
(N
(0)
1 )
b :
⊕
h
Gr
W (N1)
(0)
b
(
GrWh
) ≃⊕
h
Gr
W (N1)
(0)
−b
(
GrWh ⊗T(−b)
)
.
Thus we obtain Lemma 3.74.
Thus we have the canonical isomorphism Gr
W (N1)
b
(
GrW
) ≃ GrW GrW (N1)b . We have the following commu-
tative diagramm:
Gr
W (N1)
b
(
GrW
) ≃−−−−→ GrW GrW (N1)b
Nb+11
y Nb+11 y
Gr
W (N
(0)
1 )
−b−2 Gr
W ⊗T(−h) ≃−−−−→ GrW GrW (N1)−b−2 ⊗T(−b).
The kernel of the left vertical arrow is the primitive part P Gr
W (N1)
b Gr
W by definition. On the other hand, it
is easy to see that the kernel of the right vertical arrow is naturally isomorphic to GrW P Gr
W (N1)
b , by using the
primitive decomposition of Gr
W (N1)
b . Thus we obtain the canonical isomorphism
(
V (0)
)(1)
b
≃ (V (1)b )(0). Once we
obtain the isomorphism of vector bundles, then it is easy to see the coincidence of the filtration, the nilpotent
maps and the pairings. Thus we obtain Lemma 3.73.
Proposition 3.5 Let (V,W,N , S) be a Pol-MTS of type (n, l). Then (V
(1)
h ,W
(1),N (1), S(1)) is a Pol-MTS of
type (n+ h, l − 1).
Proof We have only to show that the tuple
(
(V
(1)
h )
(0), (W (1))(0), (N (1))(0), (S(1))(0)
)
is a Pol-MTS of type
(n + h, l − 1). Since the tuple (V (0),W (0),N (0), S(0)) is a split Pol-MTS of type (n, l), the induced tuple
((V
(0)
h )
(1), (W (0))(1), (N (0))(1), (S(0))(1)) is a Pol-MTS of type (n+h, l− 1) due to Corollary Lemma 3.72. Then
we obtain the result from Lemma 3.73.
3.8.3 Strongly sequentially compatibility
Lemma 3.75 Let (V,W,N , S) be a Pol-MTS of type (n, l). Then N is strongly sequentially compatible.
Proof We use an induction on l. Due to the hypothesis of the induction and Proposition 3.5, the tuple
N (1) = (N
(1)
2 , . . . , N
(1)
l ) on V
(1) =
⊕
V
(1)
h is sequentially compatible.
Since (V (0),W (0),N (0), S(0)) is a nilpotent orbit, N (0) is strongly sequentially compatible, which was shown
in our previous paper [38]. Hence the conjugacy classes of N (0)(a) (a ∈ RI>0) are constant if we fix a subset
I ⊂ l. Since the conjugacy classes of N(a) and N (0)(a) are same, we obtain the constantness of the conjugacy
classes of N(a) for a ∈ RI>0.
Lemma 3.76 We have Wh+b
(
N(i)
)(1) ∩GrW (N1)h =Wb(N(i)(1)) ∩GrW (N1)h .
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Proof Let W (1) denote the induced mixed twistor structure on Gr
W (N1)
h . Since W
(1) gives the mixed twistor
structure, we have the following:
GrW
(1)(
Wh+b
(
N(i)(1)
) ∩GrW (N1)h ) =Wh+b(N(i)(1) (0)) ∩GrW (1) GrW (N1)h ,
GrW
(1)(
Wb
(
N(i)(1)
) ∩GrW (N1)h ) =Wb(N(i)(1))(0) ∩GrW (1) GrW (N1)h . (54)
Since N (0) is strongly sequentially compatible, we have the following:
Wh+b
(
N(i)(0)
)(1) ∩GrW (N1)(0)h GrW =Wb(N(i)(0) (1)) ∩GrW (N1)(0)h GrW . (55)
Lemma 3.77 Under the isomorphism GrW Gr
W (N1)
b ≃ GrW (N1)
(0)
h Gr
W , we have the isomorphisms
Wh+b(N(i)
(0))(1) ≃Wh+b(N(i))(1) (0), Wb
(
N(i)(0) (1)
) ≃Wb(N(i)(1))(0). (56)
Proof Since the filtration W gives mixed twistor structure, we have Wh+b
(
N(i)(0)
)(1)
= Wh+b
(
N(i)
)(0) (1)
,
due to Lemma 3.79. Then the first isomorphism is equivalent to the isomorphism GrW Gr
W (N1)
h
(
Wh+b(N(i))
) ≃
Gr
W (N1)
h Gr
W
(
Wh+b
(
N(i)
))
, which always holds.
Since the filtration W (1) gives mixed twistor structure, we have Wb
(
N(i)(1)
)(0)
= Wb
(
N(i)(1) (0)
)
, due to
Lemma 3.79. Thus the second isomorphism is equivalent to Wb
(
N(i)(0) (1)
) ≃ Wb(N(i)(1) (0)). It follows from
the equality N(i)(0) (1) = N(i)(1)(0) under the isomorphism GrW
(1)
Gr
W (N1)
h ≃ GrW (N1)
(0)
h Gr
W . Thus we obtain
Lemma 3.77.
From (54), (55) and (56), we obtain the following:
GrW
(1)(
Wh+b
(
N(i)(1)
) ∩GrW (N1)h ) = GrW (1)(Wb(N(i)(1)) ∩GrW (N1)h ) (57)
Then Lemma 3.76 follows from (57) and Lemma 3.80 below.
Lemma 3.78 We have Wh+b(N(i))
(1) ∩ V (1)h =Wb(N(i)(1)) ∩ V (1)h .
Proof Since N(i)(1) is compatible with the primitive decomposition of Gr
W (N1)
b , the filtration W (N(i)
(1)) is
compatible with the primitive decomposition of Gr
W (N1)
b . Then Lemma 3.78 follows from Lemma 3.76.
We would like to show the surjectivity of the morphism
l⋂
i=1
Whi(i) −→
l⋂
i=2
W
(1)
hi
(i) ∩GrW (N1)hi . (58)
The morphism (58) induces the morphism on the associated graded vector bundles for W = W (l), and the
induced morphism is surjective. Thus the morphism (58) itself is surjective. Similarly, we can show the
surjectivity of the following morphism:
KerNh11 ∩
l⋂
i=1
Whi(i) −→
l⋂
i=2
W
(1)
hi
(i) ∩ Ph1 GrW (1)h1 .
Thus we obtain the strongly sequential compatibility, i.e., the proof of Lemma 3.75 is accomplished.
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3.8.4 Lemmas for mixed twistor structure
Lemma 3.79 Let (V,W ) be a mixed twistor structure. Let f : V −→ V ⊗ T(−1) be a nilpotent morphism of
mixed twistor structure. Let W (f) be the weight filtration of f . We have the induced mixed twistor structure
V (0) := GrW (V ) and the induced morphism f (0) : V (0) −→ V (0) ⊗ T(−1). We also have the induced filtration
W (f)(0). Then we have W (f (0)) =W (f)(0).
Proof In the case fh+1 = 0, we haveW−h(f) = Im(fh) andWh(f) = Ker(fh). Since f is strict with respect to
the filtration W , we obtain W−h(f)0 =W−h(f (0)) and Wh(f)(0) =Wh(f (0)). Due to the recursive construction
of the weight filtration (see [13]), we obtain Wk(f)
(0) =Wk(f
(0)) for any k.
Lemma 3.80 Let (V,W ) be a MTS. Let Vi ⊂ V (i = 1, 2) be sub MTS. Assume that GrW (V1) = GrW (V2) in
GrW (V ). Then we have V1 = V2.
Proof We have only to show Wh ∩ V1 =Wh ∩ V2 for any h.
1. We put h0 := min{h | dimWh∩V1 6= 0}. ThenWh0 ∩Vi ≃ GrWh0(Vi) ⊂ GrWh0(V ). We put U := GrWh0(V1) =
GrWh0(V2). Then Wh0 ∩ Vi give the isomorphism φi : U −→ Wh0 ∩ Vi ⊂ V . Then (φ1 − φ2)(U) ⊂ Wh0−1(V ).
Since U is pure twistor of weight h0, we obtain φ1 − φ2 = 0, i.e., Wh0 ∩ V1 =Wh0 ∩ V2.
2. We assume that the claim holds for h−1, and then we will show the claim for h. We putK :=Wh−1∩V1 =
Wh−1 ∩ V2. It is sub MTS of V . Thus V/K is also a MTS, and Vi/K ⊂ V/K (i = 1, 2) satisfies the condition.
Thus the problem is reduced to the previous case.
3.9 Translation of some results due to Kashiwara, Kawai and Saito
3.9.1 Vanishing cycle theorem due to Kashiwara-Kawai
Let (V,W,N , S) be a Pol-MTS of type (n, l). We put V (1) := Im(N1). Since N1 : V −→ V ⊗ T(−1) is a
morphism of mixed twistors, V (1) is a sub mixed twistor of V ⊗ T(−1). The filtrations W (1) and the tuple of
the nilpotent maps N (1) on V (1) are naturally induced. Since V (1) is a subbundle of V ⊗ T(−1), we have the
naturally induced pairing S′ : V ⊗σ(V (1)) −→ T(−n−1). It is easy to see that S′ vanishes on Ker(N1)⊗σ(V (1)).
Hence we obtain the induced pairing S(1) : V (1) ⊗ σ(V (1)) −→ T(−n− 1).
Lemma 3.81 Let (V,W,N , S) be a split Pol-MTS of type (n, l). Then the induced tuple (V (1),W (1),N (1), S(1))
is a split Pol-MTS of type (n+ 1, l).
Proof Recall that we can pick a torus action on (V,W,N , S), and then it is regarded as a nilpotent orbit in
the Hodge theory (See Corollary 3.14). Thus the lemma is a consequence of the vanishing cycle theorem due to
Kashiwara-Kawai (Theorem 2.15 in [30]).
For a polarized mixed twistor structure (V,W,N , S), we put V (0) := GrW (V ). Then we have the in-
duced split Pol-MTS (V (0),W (0),N (0), S(0)) of type (n, l). By applying the construction above, we obtain
(V (0) (1),W (0) (1),N (0) (1), S(0) (1)).
On the other hand, we obtain the tuple (V (1),W (1),N (1), S(1)). It is easy to check that the tuple is a Ψ-Pol
MTS of type (n, l). Hence we obtain the induced tuple (V (1) (0),W (1) (0),N (1) (0), S(1) (0)).
Lemma 3.82 The tuples (V (0) (1),W (0) (1),N (0) (1), S(0) (1)) and (V (1) (0),W (1) (0),N (1) (0), S(1) (0)) are natu-
rally isomorphic.
Proof It is clear from our constructions.
Proposition 3.6 Let (V,W,N , S) be a Pol-MTS of type (n, l). We put V (1) := Im(N1). Then the naturally
induced tuple (V (1),W (1),N (1), S(1)) is a Pol-MTS of type (n, l).
Proof It follows from Lemma 3.81 and Lemma 3.82.
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3.9.2 Kashiwara’s Lemma
Let V be a vector bundle over P1 and N be a tuple of nilpotent maps Ni : V −→ V ⊗T(−1) (i = 1, . . . , l). Let
N be a variable, and we put as follows:
V [N ] :=
∞⊕
i=0
V ⊗ T(i) ·N i.
We have the natural mixed twistor structure W on the infinite dimensional vector bundle V [N ]. We have the
natural morphism of mixed twistor structures:
N : V [N ] −→ V [N ]⊗ T(−1), u ·N i 7−→ u ·N i+1.
For a subset I ⊂ l, we have the morphism:∏
i∈I
(N −Ni) : V [N ]⊗ T(n) −→ V [N ].
Then we put as follows:
VI(V,N) := V [N ]
/∏
i∈I
(N −Ni) ≃
|I|−1⊕
i=0
V ⊗ T(i) ·N i. (59)
In the case I = l1, we use the notation Vl1(V,N ) instead of Vl1(V,N ). We often omit to denote N .
Let (V,W ) be a mixed twistor structure and N be a tuple of morphisms Ni : V −→ V ⊗ T(−1) of mixed
twistors. We have the induced filtrationW and the induced morphisms N,Ni on (VI ,W ). The following lemma
is clear from the construction.
Lemma 3.83 The morphisms N and Ni are morphisms of mixed twistor structures.
Corollary 3.15 The conjugacy classes of aN +
∑
biNi are independent of λ ∈ P1.
We put N˜ := (N,N1, . . . , Nl). Thus we obtain the mixed twistor structure (VI ,W ) and the tuple of nilpotent
maps N˜ .
Let (V,W,N , S) be a Pol-MTS(n, l). We have the induced object (VI ,W , N˜). We have the induced pairing
V (i)⊗σ(V (j)) −→ T(−n+ i+ j), which we also denote by S. We have the induced morphism S′ : V [N,N−1]⊗
σ(V [N,N−1]) −→ T(−n)[N,N−1], defined as follows:
S
(
u ·N i, σ(v ·N j)) := (−1)j · S(u, σ(v)) ·N i+j .
Since Ni are nilpotent, we have the morphism:∏
i∈I
(N −Ni)−1 : V [N ] −→ V [N ]⊗ T(|I|).
Then we have the following element of T(−n+ |I| − k)[N,N−1] for any fi ∈ V ⊗ T(i) and gj ∈ V ⊗ T(j), and
for any k ∈ Z:
S′
(∏
i∈I
(N−Ni)−1fi⊗N i+k, σ
(
gj ·Nj
))
=
∑
n∈ZI
(−1)j ·N−|I|+i+j+k−|n|S
(∏
i∈I
Nnaa fi, σ(gj)
)
∈ T(−n+|I|−k)[N ].
By taking the residue, i.e., the N−1 · T(−n + |I| − k − 1)-component, we obtain the morphism: VI(S) :
V [N,N−1]⊗ σ(V [N,N−1]) −→ T(−n+ |I| − k − 1):
VI(S)
(
f(N), σ
(
g(N)
))
= ResN=0 S
′
(
N˜−1I · f(N), σ
(
g(N)
))
. (60)
Here we put N˜I :=
∏
i∈I(N −Ni).
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Lemma 3.84 We have the following formula for f =
∑
fi ·N i and
∑
gj ·N j and for any k ∈ Z:
VI(S)
(
f(N) ·Nk, σ(g(N))) =∑
i,j
∑
−|I|−|n|+i+j+k=−1
(−1)j · S
(∏
a∈I
Nnaa · fi, σ(gj)
)
∈ T(−n+ |I| − 1− k).
Proof It can be checked by a direct calculation.
Then we obtain VI(S) : VI(V )⊗σ(VI(V )) −→ T(−n+|I|−1). Thus we obtain the tuple
(VI(V ),W ,N ,VI(V )).
The signature of the construction in [46] looks slightly different from that in the above construction at a
sight. Let us see that they are same, in fact. Recall the construction in [46]. To distinguish, we use the variable
s. We also denote the given nilpotent maps of V by si. Note the relation si = −Ni. (See Remark 3.3, for
example.)
We obtain the vector bundle VI(V )(1) := V [s]/
∏
i∈I(s − si). The extended pairing S(1) : V [s, s−1] ⊗
σ(V )[s, s−1] −→ T(−n)[s, s−1] given in [46] is as follows:
S(1)(u · si, v · sj) = (−1)i · S(u, v) · si+j .
Then we obtain the pairing S˜(1), given as follows:
S˜(1)(si · u, sj · v) := Ress=0 S(1)
(
u·si, s˜−1I ·v ·sj
)
.
Here s˜I denote
∏
i∈I(s− si).
Since we have the relation si = −Ni, the correspondence N 7−→ −s induces the isomorphism V [N ] ≃ V [s],
and VI(V ) ≃ VI(V )(1).
Lemma 3.85 Under the isomorphism, we have S˜(N iu,N jv) = S˜(1)(siu, sjv).
Proof We put S := {l ∈ ZI ∣∣ − |I| − |l|+ i+ j = −1}. By a direct calculation, we have the following:
S˜(N iu,N jv) =
∑
l∈S
(−1)j · S
(∏
N lkk u, v
)
. (61)
We also have the following:
S˜(1)(siu, sjv) =
∑
l∈S
(−1)i · S
(
u,
∏
slkk v
)
. (62)
Let us substitute s = −N and si = −Ni in (62), then we obtain the following:
(−1)i+jS˜(1)(N iu,N jv) =∑
l∈S
(−1)i · S
(
u,
∏
(−Nk)lkv
)
=
∑
l∈S
(−1)i · S
(∏
N lkk u, v
)
.
Since it is same as (61), Lemma 3.85 is shown.
Lemma 3.86 Let (V,W,N , S) be a split Pol-MTS of type (n, ln). Then the induced tuple
(VI(V ),W ,N ,VI(V ))
is a split Pol-MTS of type (n− |I|+ 1, l+ 1).
Proof Clearly we have a splitting. We put (V ′,W ′,N ′, S′) = (V,W,N , S) ⊕ σ(V,W,N , S), which gives an
R-nilpotent orbit. Then
(Vl1(V ′),W ,N ,Vl1(V ′)) is an R-nilpotent orbit. Since we have the following:(Vl1(V ′),W ,N ,Vl1(S)) = (Vl1(V ),W ,N ,Vl1(S))⊕ σ(Vl1(V ),W ,N ,Vl1(S)).
Thus it follows from the original Kashiwara’s lemma (Proposition 3.19 [46] and Appendix [46]). Or, it is not
difficult to apply Kashiwara’s argument in Appendix in [46] to the nilpotent twistor orbits.
Corollary 3.16 Let (V,W,N , S) be a Pol-MTS of type (n, l). Then
(VI(V ),W ,N ,VI(S)) is a Pol-MTS of
type (n− |I|+ 1, l+ 1).
Proof It is easy to check that the tuple
(VI(V ),W ,N ,VI(S)) satisfies the first three conditions. Then the tuple(VI(V )(0)I ,W(0),N (0),VI(S)(0)) is naturally isomorphic to the tuple obtained from (VI(V (0)),W ,N (0),VI(S(0))).
Thus we are done.
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3.9.3 Preliminary lemma
In the subsubsections 3.9.3–3.9.5, we recall the argument given by Saito in the page 302 in [46]. See also the
original argument.
Let (V,W,N , S) be an equivariant R-nilpotent orbit of of (n, l). Let (Vˆ , Wˆ , Nˆ , Sˆ) be an equivariant R-
nilpotent orbit of type (n − 1, l). Let f : V −→ Vˆ ⊗ T(−1) and g : Vˆ −→ V be morphisms of MTS, such
that
• g ◦ f = N2 : V −→ V ⊗ T(−1).
• f ◦ g = Nˆ2 : Vˆ −→ Vˆ ⊗ T(−1).
• Sˆ(f ⊗ id) = S(id⊗g).
Then we have the induced morphisms
f (1) : PhGr
W (N1)
h (V ) −→ PhGrW (Nˆ1)h (Vˆ )⊗ T(−1),
g(1) : PhGr
W (Nˆ1)
h (Vˆ ) −→ PhGrW (N1)h (V ).
Lemma 3.87 In the case l = 2, we have the following decomposition:
PhGr
W (Nˆ1)(Vˆ ) = Ker g(1) ⊕
(
Im(f (1))⊗ T(1)
)
Proof It is easy to see that f (1) and g(1) are morphisms of mixed twistor structures, and that we have
f (1) ◦ g(1) = Nˆ (1)2 and g(1) ◦ f (1) = N (1)2 . We also have Sˆ(1)(f (1) ⊗ 1) = Sˆ(1⊗ g(1)).
We have the induced morphisms
f (2) : GrWa PhGr
W (N1)
h (V ) −→ GrWa−2
(
PhGr
W (Nˆ1)
h (Vˆ )
)⊗ T(−1),
g(2) : GrWa PhGr
W (Nˆ1)
h (Vˆ ) −→ GrWa PhGrW (N1)h (V ).
In all, we have the following:
f (2) : GrW PhGr
W (N1)
h (V ) −→ GrW (PhGrW (Nˆ1)h (Vˆ ))⊗ T(−1),
g(2) : GrW PhGr
W (Nˆ1)
h (Vˆ ) −→ GrW PhGrW (N1)h (V ).
We have only to show Im(f (2))⊗ T(1)⊕Ker g(2) = GrW PhGrW (Nˆ1)h (Vˆ ).
Note the following equalities:
GrWa PhGr
W (N1)
h (V ) = Gr
W (N
(1)
2 )
a−n−h PhGr
W (N1)
h (V ),
GrWa PhGr
W (Nˆ1)
h (Vˆ ) = Gr
W (Nˆ
(1)
2 )
a−n+1−h PhGr
W (Nˆ1)
h (V ).
Thus f (2) and g(2) can be regarded as the morphisms:
f (2) : GrW (N
(1)
2 )
a PhGr
W (N1)
h (V ) −→ GrW (Nˆ2)a−1 (PhGrW (Nˆ2)h (Vˆ ))⊗ T(−1)
g(2) : GrW (Nˆ
(1)
2 )
a PhGr
W (N1)
h (Vˆ ) −→ GrW (N2)a−1 (PhGrW (N1)h (V )).
We put n+ h+ 1 = n′ and as follows:
Ha := GrW (N
(1)
2 )
a PhGr
W (N1)
h (V ) weight a+ n
′ − 1
Hˆa := GrW (N
(1)
2 ) PhGr
W (Nˆ1)
h (Vˆ )⊗ T(−1) weight a+ n′
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Then we obtain the following morphisms:
f (2) : Ha −→ Hˆa−1,
g(2) : Hˆa −→ Ha−1 ⊗ T(−1),
We also have the pairings:
S(2) : Ha ⊗ σH−a −→ T(−n′ + 1),
Sˆ(2) : Hˆa ⊗ σHˆ−a −→ T(−n′).
We have Sˆ(2)(f (2) ⊗ id) = S(2)(1 ⊗ g(2)), and we have the polarizations S(2)(N (2) a ⊗ id) and Sˆ(2)(Nˆ (2) a ⊗ id).
Then the problem is reduced to Lemma 5.2.15 of [44].
Proposition 3.7 We have the following decomposition for any l:
PhGr
W (Nˆ1)(Vˆ ) = Ker g(1) ⊕
(
Im(f (1))⊗ T(1)
)
Proof We put X = ∆l, Di = {zi = 0} and D =
⋃l
i=1Di. Let (E, ∂E , h, θ) and (Eˆ, ∂Eˆ , hˆ, θˆ) be the harmonic
bundles over X − D, corresponding to (V,W,N , S) and (Vˆ , Wˆ , Nˆ , Sˆ) respectively. Since we discuss in the
category of mixed twistor structures, such decomposition holds at λ = 1 if and only if such decomposition holds
over P1. Let (E ,D) and (Eˆ , Dˆ) be the associated deformed holomorphic bundles, and ⋄E and ⋄Eˆ be the canonical
prolongment.
The morphisms f and g induce the morphisms F : ⋄E −→ ⋄Eˆ and G : ⋄Eˆ −→ ⋄E , which are flat with respect
to the λ-connections D and Dˆ.
Let us pick a point Q ∈ D1 ∩ D2 −
⋃
j>2
(
Di ∩ D1 ∩ D2
)
. By using the normalizing frame, we obtain the
isomorphism: (⋄E| (1,O),Res1(D),Res2(D)) ≃ (⋄Eˆ| (1,Q),Res1(D),Res2(D))
We have a similar isomorphism for Eˆ . Hence we have only to show the following decomposition:
GrW (N)(⋄Eˆ|(1,Q)) = Im(F|(1,Q))⊕Ker(G|(1,Q)). (63)
Let π : X −→ D1 ∩ D2 denote the projection onto the first two components. We obtain the surface
π−1(Q) ≃ ∆2 ⊂ X . The restrictions of (Ei, ∂Ei , hi, θi) to π−1(Q) are nilpotent orbits (Lemma 3.50, for
example). Thus we obtain the decomposition (63) from Lemma 3.87. Thus the proof of Proposition 3.7 is
accomplished.
3.9.4 The preliminary decomposition
Let us consider a pair I = (J,K) of subsets J and K of l, such that J ∩K = ∅ and J 6= ∅. For such pair, we
put |I| := |J |+ |K|. For two pairs Ii = (Ji,Ki) (i = 1, 2), we mean J1 ⊂ J2 and K1 ⊂ K2 by I1 ⊂ I2. In the
case I1 ⊂ I2, we put I1 − I2 := (J2 − J1) ∪ (K2 −K1).
Let (V,W,N , S) be a Pol-MTS of type (n, l). We put NK :=
∏
k∈K Nk. We have the naturally induced
filtrationW the tuple of the nilpotent mapsN , and the pairing S on Im(NK). Due to Proposition 3.6, the tuple
(Im(NK),W,N , S) is a Pol-MTS of type (n+ |K|, l). By the construction given in the subsubsection 3.9.2, we
obtain the Pol-MTS VJ (Im(NK)) of type (n+ |K| − |J |+ 1, l+ 1) (See Corollary 3.16).
Let us pick an element i of K, and we put K ′ := K − {i}. The inclusion Im(NK) ⊂ Im(NK′) ⊗ T(−1)
is denoted by vari. The morphism Ni induces the morphism Im(NK′) −→ Im(NK), which is denoted by
cani. The morphism vari and cani induce the morphisms vari : VJ(Im(NK)) −→ VJ(Im(NK′)) ⊗ T(−1) and
cani : VJ(Im(NK′)) −→ VJ(Im(NK)).
Let us pick an element i ∈ J , and we put J ′ := J − {i}. The identity of Im(NK)[N ] induces the morphism
vari : VJ(Im(NK)) −→ VJ′(Im(NK)). The morphism (N −Ni) : Im(NK)[N ] −→ Im(NK)[N ] ⊗ T(−1) induces
the morphism cani : VJ′(Im(NK))⊗ T(1) −→ VJ(Im(NK)).
We introduce the following notation. For a pair I = (J,K) as above, we put UI := VJ (Im(NK)) ⊗ T
(|K|).
Then we obtain the morphisms cani : UI′ −→ UI and vari : UI −→ UI′ for I ′ ⊂ I such that I − I ′ = {i}. They
induce the morphisms cani : PhGr
W (N)
h UI′ −→ PhGrW (N)h UI and vari : PhGrW (N)h UI −→ PhGrW (N)h UI′ .
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Proposition 3.8 Let I = (J,K) be a pair of subsets J and K of l such that J ∩K = ∅ and J 6= ∅. Let I ′ be a
pair of subsets such that I ′ ⊂ I and I − I ′ = {i}. Then we have the following decomposition:
PhGr
W (N)
h
(UI) = Ker(vari)⊕ Im(cani⊗T(1)).
Proof It follows from Proposition 3.7.
3.9.5 The decomposition
For pairs I′ ⊂ I, we have the naturally defined morphisms can(I ′, I) : UI′ −→ UI and var(I ′, I) : UI −→ UI′ :
can(I ′, I) :=
∏
i∈I−I′
cani, var(I
′, I) :=
∏
i∈I−I′
vari .
Let Ii = (Ji,Ki) (i = 0, 1, 2, 3) be pairs of subsets of l. We assume I1 ∩ I2 := (J1 ∩ J2,K1 ∩K2) = I0, and
I1 ∪ I2 := (J1 ∪ J2,K1 ∪K2) = I3.
Lemma 3.88 The following morphisms are commutative:
UI0
can(I0,I1)−−−−−−−→ UI1
can(I0,I2)
y can(I1,I3)y
UI2
can(I2,I3)−−−−−−−→ UI3 ,
UI0
var(I0,I1)−−−−−−→ UI1
can(I0,I2)
y can(I1,I3)y
UI2
var(I2,I3)−−−−−−→ UI3 ,
UI0
var(I0,I1)−−−−−−→ UI1
var(I0,I2)
y var(I1,I3)y
UI2
var(I2,I3)−−−−−−→ UI3
Proof It can be directly checked from the definition.
For I′ ⊂ I, we obtain the morphisms can(I ′, I) : PhGrW (N)h (UI′) −→ PhGrW (N)h (UI) and var(I ′, I) :
PhGr
W (N)
h (UI) −→ PhGrW (N)h (UI′).
Proposition 3.9 For I′ ⊂ I, we have the following decomposition:
PhGr
W (N)
h
(UI) = Ker(var(I ′, I))⊕ Im(can(I ′, I)⊗ T(|I | − |I′|)). (64)
Proof We use an induction on |I| − |I ′|. The case |I| − |I ′| = 1 is shown in Proposition 3.8. We assume that
the claim holds in the case |I| − |I ′| < a, and we will prove that the claim also holds in the case |I| − |I ′| = a.
We take Ii (i = 0, 1, 2, 3) as in Lemma 3.88 satisfying the following:
I0 = I
′, I3 = I, I0 ( Ii ( I3, (i = 1, 2).
Due to the hypothesis of the induction, we have the following decompositions:
PhGr
W (N)
h
(UI3) = Im(can(I2, I3))⊕Ker(var(I2, I3)), PhGrW (N)h (UI1) = Im(can(I0, I1))⊕Ker(var(I0, I1)).
(65)
Here we have omitted to denote the Tate twist, for simplicity.
Due to the commutativity in Lemma 3.88, the morphism can(I1, I3) and var(I1, I3) are compatible with
the decompositions in (65). Then it is easy to derive the decomposition (64) for I = I3 and I
′ = I0.
We put as follows:
CI :=
⋂
I′(I
Ker
(
var(I ′, I)
) ⊂ PhGrW (N)h (UI).
CI,I′ := can(I ′, I)
(CI′) ⊂ PhGrW (N)h (CI).
Lemma 3.89 We have the following:
CI =
⋂
I′⊂I,
|I|−|I′|=1
Ker
(
var(I ′, I)
) ⊂ PhGrW (N)h (UI).
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Proof It can be shown by an argument similar to the proof of Proposition 3.9.
Lemma 3.90 Let us consider pairs Ii ⊂ I (i = 1, 2). Assume I1 6⊂ I2. Then we have var(I2, I)
(CI1,I) = 0.
Proof It immediately follows from the commutativity (Lemma 3.88) as follows:
var(I2, I)
(CI1,I) = var(I2, I) ◦ can(I1, I)(CI1) = can(I1 ∩ I2, I2) ◦ var(I1 ∩ I2, I1)(CI1) = 0.
Lemma 3.91 Let us consider sub-pairs I1 ⊂ I2 ⊂ I. Then the restriction of the morphism var(I2, I)|CI,I1 is
injective.
Proof It follows from CI,I1 ⊂ Im
(
can(I2, I)
)
and the decomposition in Proposition 3.9.
Lemma 3.92 The naturally defined morphism φ :
⊕
I′⊂I CI,I′ −→ PhGrW (N)h UI is onto.
Proof It follows from the surjectivity of
∑
Im
(
can(I ′, I)
)⊕ CI −→ PhGrW (N)h (UI).
Proposition 3.10 We have the following decomposition:
PhGr
W (N)
h (UI) ≃
⊕
I′⊂I
CI,I′ .
Proof We have only to show the injectivity of φ in Lemma 3.92. Assume that
∑
vI′ = 0, where v
′
I are elements
of CI,I′ . We put S = {I ′ | vI′ 6= 0}. Assume that S 6= ∅, and we will derive a contradiction. Let I′0 be the
minimal element. Then we obtain the following:
0 = var(I ′0, I)
(∑
vI′
)
= var(I ′0, I)(vI′0)
It implies vI′0 = 0 due to Lemma 3.91. But it contradicts our choice of I
′
0. Thus we obtain Proposition 3.10.
Lemma 3.93 For a pair I = (J,K), CI is pure twistor of weight n−|J |+1+h. The pairing of PhGrW (N)h (UI)
induce the polarization on CI.
Proof CI is a direct summand of PhGrW (N)h (UI). On CI , the nilpotent maps Ni (i ∈ I) are 0, by definition
of CI . Thus the weight filtration W(I) induced by
∑
i∈I Ni is trivial on CI . Recall that the filtration W(I) is
same as the induced mixed twistor structure of PhGr
W (N)
h UI , up to shift of the degree. Thus we obtain the
first claim. The second claim can be shown similarly.
3.10 R-triple and twistor structure
3.10.1 Perfect strict R-triple and vector bundle over P1
Definition 3.15 T = (M′,M′′, C) be R-triple in 0-dimension (See [42]). It is called perfect and strict if the
following holds:
• The OCλ-modules M′ and M′′ are locally free.
• The sesqui-linear pairing C :M′(A)⊗M′′(A) −→ O(A) is perfect.
Let V be a vector bundle over P1. We put V0 := V|Cλ and V∞ := V|Cµ . We have the natural perfect pairing
CV : V
∨
0 (A)⊗ σV∞(A) −→ O(A). We put Θ(V ) =
(
V ∨0 , σ(V∞), CV
)
, which is a strict perfect R-triple.
On the other hand, if T = (M′,M′′, C) is a strict perfect R-triple, then C induces the isomorphism
M′ ∨|A ≃ σ−1(M′′)|A. Thus we obtain the vector bundle V (T ).
Let V (i) (i = 1, 2) be a locally free OP1-modules, and let f : V (1) −→ V (2) be a morphism of O-sheaves.
Then we obtain the morphism
(
f∨0 , σ(f∞)
)
: Θ(V (1)) −→ Θ(V (2)).
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Lemma 3.94 By the correspondence above, we obtain the equivalence of the following categories:
Θ : (vector bundle over P1) −→ (strict perfect R-triple)
For perfect strict R-triples Ti = (M′i,M′′i , Ci) (i = 1, 2), the tensor product T1 ⊗ T2 is given by (M′1 ⊗
M′2,M′′1 ⊗M′′2 , C1 ⊗ C2). The direct sum is also naturally defined.
Let T = (M′,M′′, C) be a perfect strict R-triple. The pairing C induces the perfect pairing C′ :M′∨(A)⊗
M′′∨(A) −→ O(A). Then we obtain the dual T ∨ = (M′ ∨,M′′ ∨, C′).
Lemma 3.95 Θ preserves tensor products, duals and direct sums.
We have Sabbah’s hermitian adjoint T ∗ = (M′′,M′, C∗) in the category of R-triples ([42]). The hermitian
adjoint in the category of vector bundles over P1 is given by V ∗ := σ(V )∨.
3.10.2 Tate objects
The R-triple corresponding to OP1(p, q) is as follows:
Θ(OP1(p, q)) =
(
OCλ ·f (−p,−q)0 , OCλ ·σ(f (p,q)∞ ), C
)
.
Here the pairing C is given as follows:
C
(
f
(−p,−q)
0 , σ(f
(p,q)
∞ )
)
=
(√−1λ)p+q.
For simplicity, we denote it by
(√−1λ)p+q. In particular, if we forget the torus action, Θ(O(n)) is given as
follows:
Θ(OP1(n)) =
(
OCλ ·f (−n)0 , OCλ ·σ(f (n)∞ ),
(√−1λ)n).
The R-triple Θ(σ(OP(n))) is given by
(
OCλ ·σ(f (n)∞ ), OCλ ·f (−n)0 , (−1)n ·
(√−1λ)n). The latter is same as
the hermitian adjoint Θ
(OP1(−n))∗ in the category of R-triples. Hence the isomorphism σ∗O(−n) −→ O(−n)
(the subsubsection 3.3.2) induces the isomorphism Θ
(OP1(n))∗ −→ Θ(OP1(−n)).
Lemma 3.96 The induced isomorphism Θ
(OP1(n))∗ −→ Θ(OP1(−n)) is given by the pair of the maps (ϕ1, ϕ2):
OCλ · σ
(
f
(n)
∞
) ϕ1←− OCλ · f (n)0 , ϕ1(f (n)0 ) = √−1nσ(f (n)∞ ),
OCλ · f (−n)0
ϕ2−→ OCλ · σ
(
f
(−n)
∞
)
, ϕ2
(
f
(−n)
0
)
=
√−1nσ(f (−n)∞ ).
Proof The morphism ϕ1 is the dual of the isomorphism ι−n : σ
(O(−n)∞) −→ O(−n)0. The morphism ϕ2 is
given by σ(ι−n). Then the claim can be checked by a direct calculation.
For any half integers k ∈ 12Z, we put Ts(k) :=
(
OCλ ·e(2k)0 , OCλ ·e(2k)∞ , (
√−1λ)−2k
)
, which is the Tate
object in the category of R-triples, namely, the Tate twist in the category of R-triple is given by the tensor
product with Ts(k). Recall that the canonical isomorphism Ts(k) −→ Ts(−k)∗ is given by the pair of maps(
(−1)2k, 1) (see the section 1.6.a in [42]).
We fix the complex number a such that a2 =
√−1. Then we take the isomorphism Φn = (Φ(n)1 ,Φ(n)2 ) :
Θ
(OP1(n)) −→ Ts(−n/2) given as follows:
OCλ · f (−n)0
Φ
(n)
1←− OCλ · e(−n)0 , Φ1(e(−n)0 ) = an · f (−n)0 ,
OCλ · σ(f (n)∞ )
Φ
(n)
2−→ OCλ · e(−n)∞ , Φ2(f (n)∞ ) = a−n · e(−n)∞ .
In particular, the isomorphism Θ(T(n)) −→ TS(n) is given by the pair (Φ(−2n)1 ,Φ(−2n)2 ):
Φ
(−2n)
1 (e
(2n)
0 ) = (
√−1)n · t(−n)0 , Φ(−2n)2
(
σ(t(n)∞ )
)
= (
√−1)−n · e(2n)∞ .
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Lemma 3.97 The following diagramm is commutative:
Θ
(OP1(n))∗ −−−−→ Θ(OP1(−n))x y
Ts(−n/2)∗ −−−−→ Ts(n/2).
(66)
Proof We have the following diagramms:
O · σ(f (n)∞ ) (
√−1)n←−−−−− O · f (n)0ya−n a−nx
O · e(−n)∞ (−1)
n
←−−−− O · e(n)0 ,
O · f (−n)0
(
√−1)n−−−−−→ O · σ(f (−n)∞ )xan yan
O · e(−n)0 1−−−−→ O · e(n)∞ .
(67)
Since we have a−2n · (√−1)n = (−1)n and a2n · (√−1)n = 1 due to our choice of a, we obtain the commutativity
of the diagramms in (67) and thus the commutativity of the diagramm (66).
Lemma 3.98 The functor Θ essentially commutes with Tate twists of the both categories. The functor Θ
preserves the compatibility of the Tate twist and the adjunction.
Proof It follows from Lemma 3.97.
Recall that we have the canonical isomorphism Θ
(
σ(V ∨)
) ≃ Θ(V )∗.
Corollary 3.17 The pairing S : V ⊗ σ∗(V ) −→ T(−n) is a polarization of pure twistor structure of weight n
if and only if the induced morphism S : Θ(V ) −→ Θ(V )∗ ⊗TS(−n) is a polarization of pure twistor R-triple of
weight n in 0-dimension.
Proof In the case n = 0, it is clear. Since Θ is compatible with the Tate twist, we can reduce the problem to
the case n = 0, as follows:
S : V ⊗ σ∗(V ) −→ T(−n) is a polarization
⇐⇒ S(−n) : (V ⊗OP1(−n))⊗ σ∗(V ⊗O(−n)) −→ T(0) is a polarization
⇐⇒ Θ(V ⊗OP1(−n)) −→ Θ(V ⊗OP1(−n))∗ is a polarization.
⇐⇒ Θ(V )⊗ T(n/2) −→ (Θ(V )⊗ T(n/2))∗ is a polarization.
⇐⇒ Θ(V ) −→ Θ(V )∗ ⊗ TS(−n) is a polarization.
Definition 3.16 Let T be a strict perfect R-triple in 0-dimension, W be a filtration of T , and N be a tuple of
nilpotent morphisms Ni : T −→ T ⊗ TS(−1) (i = 1, . . . , l). Let S be a hermitian duality of T of weight n. The
tuple (T ,W,N , S) is called a Pol-MTS of type (n, l) in the sense of Sabbah, if it is isomorphic to Θ(V,W,N , S)
for some Pol-MTS (V,W,N , S) of type (n, l).
3.10.3 The induced polarized pure twistor
Let V be a pure twistor of weight n and S : V ⊗ σ(V ) −→ T(−n) be a polarization, which induces the pairing
σ(S) : σ(V ) ⊗ V −→ T(−n). Then we obtain the isomorphism ρS : σ(V ) −→ V ∨ ⊗ T(−n), and we have the
induced polarization (ρ′S , ρ
′′
S) : Θ
(
σ(V )
) −→ Θ(σ(V ))∗ ⊗ TS(−n). We can naturally regarded ρ′S and ρ′′S as
morphisms V0 −→ σ
(
V ∨∞
)
. Let C′ : V0(A)⊗ V0(A) −→ O(A) be the sesqui-linear pairing given as follows:
C′(u, v¯) := Cσ(V )
(
ρ′′S(u), v¯
)
.
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Then we obtain the R-triple (V0, V0, C′), and recall that the morphism
(
(−1)n, 1) : (V0, V0, C′) −→ (V0, V0, C′)⊗
TS(−n) gives the polarization.
Let us calculate the pairing C′. First we consider the case V = O(n). We denote the pairing of V by S.
The pairing σ(S) gives the correspondence σ(f
(n)
0 ) ⊗ f (n)∞ 7−→ (
√−1)−n · t(−n)∞ . Thus we have ρS(σ(f (n)0 )) =
(
√−1)−n · f (−n)∞ ⊗ t(−n)∞ . Hence we have the following:
ρ′′S(f
(n)
0 ) = σ
(
ρS(σ(f
(n)
0 ))
)
= (
√−1)n · σ(f (−n)∞ )⊗ σ(t(−n)∞ )
7−→ (√−1)n · σ(f (−n)∞ ) · (
√−1)n · e(−2n)∞ = (−1)n · σ(f (−n)∞ ) · e(−2n)∞ . (68)
Then the pairing C′ : O(n)0(A)⊗O(n)0(A) −→ O(A) is given as follows:
C′
(
f
(n)
0 ⊗ f (n)0
)
= Cσ(O(n))
(
σ(f (−n)∞ ) · (−1)n, f (n)0
)
= (−1)n · 〈σ(f (−n)∞ ), σ(f (n)0 )〉 = (−1)n · σ∗〈f (−n)∞ , f (n)0 〉
= (−1)n · σ∗((√−1λ)−n) = (√−1λ)n. (69)
On the other hand, we have the following:
S
(
f
(n)
0 , σ
(
f
(n)
0
))
= S
(
f
(n)
0 , σ
(
(
√−1λ)−n ·f (n)∞
))
= (
√−1λ)n ·(−1)n ·(√−1)−n ·t(−n)0 = (
√−1λ)n ·(√−1)n ·t(−n)0 .
Hence we have the following formula:
C′
(
f
(n)
0 , f
(n)
0
) · t(−n)0 = (√−1)−n · S(f (n)0 , σ∗(f (n)0 )).
Lemma 3.99 Let (V, S) be a polarized pure twistor of weight n. Then the R-triple (V0, V0, C′) is a pure twistor
of weight n, where the sesqui-linear pairing C′ is given as follows:
C′(u, v) · t(−n)0 = (
√−1)−n · S(u⊗ σ∗(v)).
Proof Since any polarized pure twistor of weight n is isomorphic to a direct sum of (O(n), S), we can reduce
the lemma to the case V = O(n). It has been already shown above.
3.10.4 A lemma
Let (V,W,N , S) be a Pol-MTS of type (0, l). Recall that we obtain the Pol-MTS (Vl(V ),W, N˜ ,VI(S)) of
type (1− l, l+ 1), and we obtain the Pol-MTS (Pk GrW (N)k Vl(V ),W,N , Sk) of type (1− l+ k, l). We have the
subbundle Cl ⊂ Pk GrW (N)k Vl(V ), which is pure twistor of weight 1− l+k. Moreover Sk induces the polarization
of Cl. (See the subsubsection 3.9.2 and the subsubsection 3.9.5). Hence we obtain the pure twistor Cl⊗O(l− 1)
and the polarization of weight k.
We put
(Cl ⊗ O(l − 1))0 := (Cl ⊗ O(l − 1))|Cλ . Due to the result in the subsubsection 3.10.3, we obtain
the pure twistor
(
(Cl ⊗ O(l − 1))0, (Cl ⊗ O(l − 1))0, C′
)
. Let us calculate the sesqui-linear pairing C′. The
endomorphism N¯a ∈ End(V0, V0) is determined by Na = N¯a · t(−1)0 .
We have the following:
Vl(V )0 =
∞⊕
i=0
V0 ⊗ t(i)0 ·N i
/ l∏
a=1
(N −Na).
For any ui, vj ∈ V (A) and for any k ∈ Z, we have the following:
S′
(
ui · t(i)0 ·N i+k, σ
(
vj · t(j)0 ·N j
))
= (−1)j · S(ui, σ(vj)) · (√−1λ)−2j · (−1)j · t(i+j+k)0
= S
(
ui, σ(vj)
) · (√−1λ)−2j · t(i+j+k)0 . (70)
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Here we have used σ(t
(j)
0 ) = σ
(
(
√−1λ)2j · t(j)∞
)
= (
√−1λ)−2j · (−1)j · t(j)0 . Then we have the following:
S′
(
N˜−1l
(
ui ·N i+k · t(i)0
)
, σ
(
vj · t(j)0 ·N j
))
=
∑
n
(−1)j ·N−l−|n|+i+j+kS
( l∏
a=1
Nnaa ui ⊗ t(i)0 , σ
(
vj · t(j)0
))
=
∑
n
(
√−1λ)−2j ·N−l−|n|+i+j+k · S
( l∏
a=1
N¯naa · ui, σ(vj)
)
· t(−|n|+i+j)0 . (71)
Hence we obtain the following:
Vl(S)
(
ui · t(i)0 ·N i+k, σ
(
vj · t(j)0 ·N j
))
=
∑
n∈S(k)
(
√−1λ)−2j · S
( n∏
a=1
N¯naa · ui, σ(vj)
)
· t(l−1−k)0 .
Here we put S(k) :=
{
n ∈ Zl, ∣∣ − |n| − l + i+ j + k = −1}.
Lemma 3.100 When we twist by O(l − 1), we have the following:
Vl(S)
(
ui·t(i)0 ·N i+k ·f (l−1)0 , σ
(
vj ·t(j)0 ·N j ·f (l−1)0
))
=
∑
n∈S(k)
(
√−1λ)l−1−2j ·(√−1)l−1 ·S
( l∏
a=1
Nnaa ·ui, σ(vj)
)
·t(−k)0 .
Proof We have used the following correspondence for the canonical polarization of O(n− 1):
f
(l−1)
0 ⊗ σ
(
f
(l−1)
0
)
= f
(l−1)
0 ⊗ σ
(
(
√−1λ)−l+1 · f (l−1)∞
) 7−→
(−1)−l+1 · (√−1λ)l−1 · (√−1)−l+1 = (√−1)l−1 · (√−1λ)l−1. (72)
Then we obtain the following formula:
VlS
(
ui · t(i)0 · (−
√−1N)i ·Nk · f (l−1)0 , σ
(
vj · t(j)0 · (
√−1N)j · f (l−1)0
))
=
∑
n∈S(k)
(
√−1λ)l−1−2j · √−1k · S
( l∏
a=1
(−√−1N¯a) · ui, σ(vj)
)
· t(−k)0 . (73)
Hence we obtain the following.
Lemma 3.101 We put Y := Cl ⊗O(l− 1). Then the R-triple (Y0, Y0, C′) is pure twistor of weight k. Here C′
is given by the following:
C′
(
ui · (−
√−1N)i, v · (√−1N)j) = ∑
n∈S(k)
(
√−1λ)l−1−2j · S
( l∏
a=1
(−√−1N¯a)na · ui, σ(vj)
)
Proof We have only to apply Lemma 3.99.
4 Preliminary for filtrations
4.1 Filtrations and decompositions on a vector space
4.1.1 Filtration
Let k be a field. Let V be a finite dimensional vector space over k.
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Definition 4.1 An increasing filtration F of V indexed by R is defined to be a family of subspaces
{
Fη ⊂
V
∣∣ η ∈ R} satisfying the conditions Fη ⊂ Fη′ (η ≤ η′) and Fη = V for any sufficiently large η. In this paper,
we mainly use the increasing filtration. So ‘filtration’ will mean ‘increasing filtration’ if we do not mention.
When we consider a tuple of filtrations, we often use the notation F = (iF | i ∈ I). We also use the notation
iGrF to denote the associated graded vector space Gr
iF .
Let F :=
(
iF
∣∣ i ∈ I) be a tuple of filtrations indexed by R. For any subset J ⊂ I and for any η ∈ RJ , we
put as follows:
JFη =
⋂
j∈J
jFηj .
Definition 4.2 F :=
(
iF
∣∣ i ∈ I) be a tuple of filtrations indexed by R. It is called compatible, if we have a
decomposition of V =
⊕
η∈RI Uη satisfying the following:
IFρ =
⊕
η∈Rl,η≤ρ
Uη. (74)
If F is compatible, a decomposition of V satisfying (74) is called a splitting of F .
Recall that F = (iF | i ∈ I) is called sequentially compatible if the following is satisfied:
• We have the induced filtrations iF (1) (i = 2, . . . , l) on 1GrF . Then iF (1) are sequentially compatible.
• The following map is surjective:
l⋂
i=1
iFhi −→ 1GrFh1 ∩
l⋂
i=2
iF
(1)
hi
.
Lemma 4.1 Compatibility and sequential compatibility are equivalent.
Proof We saw that sequential compatibility implies compatibility in our previous paper [38]. It is easy to see
that compatibility implies sequential compatibility.
Notation Let F = (iF | i ∈ I) be a tuple of filtrations. For any subset J ⊂ I and η ∈ RJ , we put as follows:
J GrFη (V ) :=
JFη∑
η′η
IFη′
.
Lemma 4.2 Let F = (iF
∣∣ i ∈ I) be a tuple of filtrations on V . Then we have the following inequality:∑
η
dim I GrFη ≥ dim V.
If the equality holds, then the filtrations iF (i = 1, . . . , l) are compatible.
Proof We have the surjection πη :
IFη −→ I GrFη . We pick subspace Uη ⊂ IFη such that the restriction of πη
to Uη gives the isomorphism of Uη and
I GrFη . Then we have the naturally defined surjection f :
⊕
η Uη −→ V .
It implies the inequality. If the equality holds, then f is isomorphic, and thus the decomposition V =
⊕
η Uη
gives a splitting of the filtrations.
4.1.2 Decomposition
Let k be a field. Let V be a finite dimensional vector space over k.
Definition 4.3 A decomposition E of V indexed by a set S is defined to be a family of subspaces
{
Eα ⊂ V
∣∣α ∈
S
}
such that V =
⊕
α∈S Eα.
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When we consider a tuple of decompositions, we often use the notation E =
(
iE
∣∣ i ∈ I). For any subset
J ⊂ I and for any α ∈ CJ , we put as follows:
JEα :=
⋂
j∈J
jEαj .
Definition 4.4 Let E =
(
iE
∣∣ i ∈ I) be a tuple of decompositions indexed by a set S. It is called compatible, if
the following holds:
V =
⊕
α∈SI
IEα.
4.1.3 Filtrations and decompositions
Let V be a vector space over k.
Definition 4.5 Let E =
(
iE
∣∣ i ∈ I) be a tuple of decompositions of V . Let F = (jF ∣∣ j ∈ J) be a tuple of
filtrations of F . Then the tuple (E,F ) is called compatible, if the following holds:
• The tuple E of decompositions is compatible.
• The tuple F of the filtrations is compatible, in the sense of Definition 4.2.
• We have jF =⊕(iFb ∩ IEα).
Let J1 be a subset of J and η be an element of R
J1 . The filtrations iF (i 6∈ J1) induce the filtration on
J GrFη . We denote the induced filtration by
iF J1 . Similarly, we use the notation J2F J1 and IEJ1 . We use the
notation F J1 and EJ1 to denote the induced tuples
(
jF J1
∣∣ j ∈ J − J1) and (iEJ1 ∣∣ i ∈ I).
4.2 Filtrations and decompositions on a vector bundle
4.2.1 Filtrations on a vector bundle
Let X be a complex manifold or scheme equipped with an action of a finite group G. Let V be a G-equivariant
vector bundle.
Definition 4.6
• A G-filtration F of V indexed by R in the category of G-equivariant vector bundles is defined to be a
family of G-equivariant subbundles
{
Fη ⊂ V
∣∣ η ∈ R} satisfying the conditions Fη ⊂ Fη′ (η ≤ η′) and
Fη = V for any sufficiently large η.
• A G-decomposition E of V indexed by C in the category of G-equivariant vector bundles is defined to be
a family of G-equivariant subbundles
{
Eα
∣∣α ∈ C} such that V =⊕α∈C Eα.
We often omit to denote “G-”, if there are any confusion.
Let F =
(
iF
∣∣ i ∈ I) be a tuple of G-filtrations of V . Let P be a point of X . Then we obtain the tuple of
filtrations
(
iF|P
∣∣ i ∈ I) of the vector space V|P . We denote the tuple by F |P . Similarly, we use the notation
E|P to denote the restriction of E to the fibers V|P .
Definition 4.7 Let E =
{
iE
∣∣ i ∈ I} be a tuple of G-decompositions of V . Let F = {jF ∣∣ j ∈ J} be a tuple of
G-filtrations of V . The tuple (E,F ) is called compatible, if the following holds:
• For any point P ∈ X, the tuple (E|P ,F |P ) is compatible in the sense of Definition 4.5.
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• Let I1 and J1 be subsets of I and J respectively. Let α and η be elements of RJ1 and CI1 . Then{
J1Fη |P ∩ I1Eα |P
∣∣∣P ∈ X} forms a vector bundle over X.
The second condition can be reworded as follows:
Lemma 4.3 We put as follows:
d¯(α,η, P ) := dim
(
J1Fη |P ∩ I1Eα |P
)
.
Then
{
J1Fη |P ∩ I1Eα |P
∣∣∣P ∈ X} forms a vector bundle over X, if and only if the numbers d¯(α,η, P ) are
independent of a choice of P ∈ X.
Remark 4.1 We put as follows:
d(α,η, P ) := dim
(
J GrFη |P ∩IEJα |P
)
.
If the tuple (E|P ,F |P ) is compatible, the family of the numbers
{
d(α,η, P )
∣∣α ∈ CI , η ∈ RJ} can be recon-
structed from the family of the numbers
{
d¯(α,η, P )
∣∣α ∈ CI , η ∈ RJ}. Hence if (E,F ) is compatible, we
obtain the vector bundle J GrFη ∩IEJα on X.
Such an argument will be used in many times without mention.
Let E =
(
iE
∣∣ i ∈ I) be a tuple of G-decompositions of V , and let F = (jF ∣∣ j ∈ J) be a tuple of G-filtrations
of V . For any subset I1 ⊂ I, we denote the tuple
(
iE
∣∣ i ∈ I1) by qI1(E). We also use the notation qJ1(F ) for
any subset J1 ⊂ J .
Lemma 4.4 Let E, F be as above. Assume that (E,F ) is compatible. Then (qI1(E), qJ1(F )) is compatible for
any subsets I1 ⊂ I and J1 ⊂ J .
Definition 4.8 Let E =
(
iE
∣∣ i ∈ I) be a tuple of G-decompositions of V , and let F = (jF ∣∣ j ∈ J) be a tuple
of G-filtrations of V . Assume that (E,F ) is compatible. A decomposition V =
⊕
(a,α)∈RJ×CI U(a,α) is called
a splitting of (E,F ), if the following holds for any (a,α) ∈ RJ ×CI :
JFa ∩ IEα =
⊕
b≤a
U(b,α).
4.2.2 Compatible tuple (E,F ,W )
Let V be a G-equivariant vector bundle overX . Let E =
(
sE
∣∣ s ∈ S) be a compatible tuple of G-decompositions
of V . Let F =
(
iF
∣∣ i ∈ l) be a compatible tuple of G-filtrations of V . Let m be an integer such that 1 ≤ m ≤ l.
For any element (α,η) ∈ CS ×Rm, we have the G-vector bundle mGrFη ∩SEmα .
Let l1 be an integer such that 1 ≤ l1 ≤ l. Let us consider a tupleW =
(
W (m)
∣∣m ∈ l1) such that eachW (m)
is a G-filtration of mGrFη indexed by Z which is compatible with the tuple (E
m,Fm). (See the subsubsection
4.1.3 for Em and Fm). In that case, the filtrations W (i) (i ≤ m) induce the filtrations on mGrFη for any
η ∈ Rm. We denote the induced filtrations by Wm(i). We denote the tuple (Wm(i) ∣∣ i ≤ m) by Wm.
Definition 4.9 Let V , E, F , l1 andW be as above. The tuple (E,F ,W ) is called compatible if (E
m,Fm,Wm)
is compatible for any m ≤ l, in the sense of Definition 4.7.
Let J be a subset of l. Let m(J) denote the number determined by the conditions m(J) ⊂ J ∩ l1 and
m(J) + 1 6∈ J ∩ l1. We put qJ (W ) :=
(
W (i)
∣∣ i = 1, . . . ,m(J)). Then the following lemma is easy to see.
Lemma 4.5 Let S′ and J be subsets of S and I. Then we obtain the tuple
(
qS′(E), qJ(F ), qJ (W )
)
. It is
compatible.
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4.2.3 Splitting of (E,F ,W )
Let l′ be any integer such that 1 ≤ l′ ≤ l, and we put l′1 := min{l′, l1}. We have the projection Rl −→ Rl
′
,
taking the first l′-components. Then we obtain the projection π1 : CS ×Rl × Zl1 −→ CS ×Rl
′
. We also have
the projection π3 : C
S ×Rl × Zl′1 −→ CS ×Rl′ .
On the other hand, we have the projection Zl1 −→ Zl′1 , taking the first l′1-components. Then we obtain the
projection π2 : C
S ×Rl × Zl1 −→ CS ×Rl × Zl′1 . Note we have π1 = π3 ◦ π2.
Let us consider a G-equivariant decomposition of V :
V =
⊕
u∈CS×Rl×Zl1
Uu. (75)
For elements v ∈ CS ×Rl′ and u1 ∈ CS ×Rl × Zl′1 , we put as follows:
l′Cv :=
⊕
π1(u)=v
Uu,
l′1Bu1 :=
⊕
π2(u)=u1
Uu.
Then we have the following:
l′Cv =
⊕
π3(u1)=v
l′1Bu1 .
Definition 4.10 Assume that (E,F ,W ) is compatible. The decomposition (75) is called a splitting of (E,F ,W ),
if the following holds:
1. The decomposition V =
⊕
v∈CS×Rl′
l′Cv is a splitting of the tuple (E, ql′(F )) for any l
′, in the sense of
Definition 4.8.
2. For any element v = (α,a) ∈ CS × Rl′ , we obtain the following decomposition via the isomorphism
l′ GrFa ∩SEl
′
α ≃ l′Cv given by the previous condition:
l′ GrFa ∩SEl
′
α ≃
⊕
π3(u1)=v
l′1Bu1 . (76)
Then the decomposition (76) is a splitting of the tuple (F l
′
,W l
′
) in the sense of Definition 4.8.
We also say that
(
Uu |u ∈ CS ×Rl × Zl1
)
is a splitting.
Let (E,F ,W ) be a compatible tuple, and let
(
Uu
∣∣u ∈ CS ×Rl ×Zl1) be a splitting of (E,F ,W ). Let S′
and J be subsets of S and I respectively. We have the naturally defined projection:
qS′,J : C
S ×Rl × Zl1 −→ CS′ ×RJ × Zm(J).
Then we put as follows, for any element u1 ∈ CS
′ ×RJ × Zm(J):
U ′u1 :=
⊕
qS′,J (u)=u1
Uu.
The following lemma is easy to see.
Lemma 4.6 The decomposition
(
U ′u1
∣∣u1 ∈ CS′ × RJ × Zm(J)) gives a splitting of the compatible tuple(
qS(E), qJ (F ), qJ(W )
)
.
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4.3 Compatibility of the filtrations and nilpotent maps
4.3.1 A lemma
Let V be a vector space over k.
Lemma 4.7 Let F be a filtration on V , and N be a nilpotent map on V preserving the filtration F . On the
associated graded vector space GrF (V ), we have the induced filtration WF (N) and the induced nilpotent map
NF . Assume W (NF ) =WF (N).
Then the induced filtration F (1) and the primitive decomposition of GrW (N) are compatible.
Proof Let us consider the induced isomorphism:
Nh : Gr
W (N)
h −→ GrW (N)−h . (77)
It preserves the filtration F (1). First of all, we would like to show that the morphism (77) is strict with respect
to the filtration F (1).
Since the isomorphism (77) preserves the filtration, the equality dimF
(1)
a ∩ GrW (N)h = dimF (1)a ∩ GrW (N)−h
implies the strictness of (77). So we have only to show the equality. For that purpose, we have only to show
the following equality for any a and any h:
dimGrF
(1)
a
(
Gr
W (N)
h
)
= dimGrF
(1)
a
(
Gr
W (N)
−h
)
. (78)
Note we have the following equalities for any a and h:
dimGrF
(1)
a
(
Gr
W (N)
h
)
= dimGr
WF (N)
h
(
GrFa
)
= dimGr
W (NF )
h
(
GrFa
)
. (79)
By definition of the weight filtrations, we have the following equality:
dimGr
W (NF )
h
(
GrFa
)
= dimGr
W (NF )
−h
(
GrFa
)
. (80)
From (79) and (80), we obtain the equality (78). Thus we obtain the strictness of the morphism of (77).
Recall that the primitive part is given as follows:
PhGr
W (N)
h = Ker(N
h+1 : Gr
W (N)
h −→ GrW (N)−h−2 ),
We put PhGr
W (N)
h−2a = N
aPhGr
W (N)
h for any 0 ≤ a ≤ 2h, and then we have the decomposition.
Gr
W (N)
h =
⊕
a≥0
P|h|+2aGr
W (N)
h .
Let x be an element of F
(1)
b ∩ GrW (N)h . We have the primitive decomposition x =
∑
xa, where xa ∈
P|h|+2aGr
W (N)
h . We would like to show each element xa is contained in F
(1)
b .
Since the isomorphism (77) is strict, we have only to consider the case h ≥ 0. We assume that {a ∣∣xa 6∈ F (1)b },
and we will derive the contradiction. We put a0 := max
{
a
∣∣xa 6∈ F (1)b }. We may assume that x = ∑a≤a0 xa.
Then we have the following:
Nh+a0x = Nh+a0xa0 ∈ F (1)b .
Due to the strictness of (77), there exists the element y ∈ F (1)b ∩GrW (N)h+2a0 such that Nh+2a0y = Nh+a0xa0 . Due
to the property of the primitive decomposition, we have the equality Na0y = xa0 ∈ F (1)b , which contradicts
xa0 6∈ F (1)b . Thus we are done.
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4.3.2 Sequential compatibility
Definition 4.11 Let V be a finite dimensional vector space. Let N1, . . . ,Nm be commuting tuple of nilpotent
maps of V . Let 1F, . . . , lF be filtrations on V . (N1, . . . ,Nm; 1F, . . . , lF ) is called sequentially compatible, if the
following conditions hold:
1. Nj preserves the filtration iF .
2. We put N (j) := ∑i≤j Ni. We denote the weight filtration of N (j) by W (j). Then the filtrations
(W (1),W (2), . . . ,W (m), 1F, . . . , lF ) are compatible, in the sense of Definition 4.2.
3. On the associated graded vector spaces I GrFa (a ∈ RI), we have the induced filtrations IW (j) and the
induced nilpotent maps IN (j). Then we have W (IN (j)) = IW (j).
4. On the associated graded vector spaces I GrFa (a ∈ RI), the tuple of nilpotent maps IN1, . . . , INm are
sequentially compatible (see Definition 2.7 in [38]).
Lemma 4.8 Assume a tuple S = (N1, . . . ,Nm, 1F, . . . , lF ) is sequentially compatible.
(A) The induced tuple S(I) := (IN1, . . . , INm, iF (i ∈ Ic)) on I GrF is sequentially compatible.
(B) The induced tuple S(1) := (N (1)2 , . . . ,N (1)m , iF (i ∈ l)) on GrW (1) is sequentially compatible. Moreover, it
is compatible with the primitive decomposition of GrW (1).
Proof First we see the claim (A). The conditions 1, 3 and 4 in Definition 4.11 are clear. The condition 2 and
3 for S implies the condition 2 for S(I).
Let us show the claim (B). The condition 1 is clear. Note that we have W (N (1)(j))h = W (1)(j)h+a on
GrW (1)a due to the condition 4 for S. Then the condition 2 for S(1) follows from the same condition for S. We
have the following on GrW
F (1)
a
I GrF ≃ I GrF (1) GrW (1):
IW (j)
(1)
h+a =W
(
IN (1)(j))
h
.
Thus the conditions 3 and 4 for S(1) follows from the conditions 2, 3 and 4 for S.
The compatibility with the primitive decomposition follows from Lemma 4.7.
Corollary 4.1 Assume that a tuple (N1, . . . ,Nm, 1F, . . . , lF ) is sequentially compatible. Then the induced tuple
(N (1)2 , . . . ,N (1)m , 1F (1), . . . , lF (1)) on the primitive part P GrW (1) is sequentially compatible.
Proof It follows from the claim (B) in Lemma 4.8.
Definition 4.12 Let X be a complex manifold or scheme. Let V be a vector bundle over X. Let N1, . . . ,Nm
be nilpotent maps on V . Let 1F, . . . , lF be filtrations of V in the category of vector bundles.
A tuple (N1, . . . ,Nm, 1F, . . . , lF ) is called sequentially compatible, if the following conditions hold:
1. For any point P ∈ X, the tuple (N1 |P , . . . ,Nm |P , 1F|P , . . . , lF|P ) is sequentially compatible, in the sense
of Definition 4.11.
2. The family
{⋂m
j=1W (j)hj |P ∩
⋂l
i=1 Fai |P
∣∣∣P ∈ X} forms a vector bundle over X for each (h,a).
4.3.3 Compatibility of the nilpotent maps defined on the associated graded bundles
Let V be a vector bundle over X . Let E =
(
sE
∣∣ s ∈ S) be a compatible tuple of the decompositions. Let
F =
(
iF
∣∣ i ∈ l) be a compatible tuple of the filtrations. Let us consider a tuple of nilpotent maps N = (Ni),
where Ni are defined on
iGrF (V ). In that case, we have the induced nilpotent maps N
m
i on
mGrF for any
i ≤ m. We denote the tuple (Nm1 , . . . , Nmm ) by Nm.
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Definition 4.13 The tuple (E,F ,N) is called sequentially compatible, if the following holds:
• Ni preserves the decomposition Ei.
• The tuple (Nm,Fm) on mGrF is sequentially compatible for any m ≤ l, in the sense of Definition 4.12.
(See the subsubsection 4.1.3 for Fm.)
When we are given a compatible tuple (E,F ,N), we obtain the weight filtration W (m) on mGrF , and thus
the tuple W =
(
W (m)
∣∣m ∈ l). Hence we obtain the induced tuple (E,F ,W ) as in the subsubsection 4.2.2.
Lemma 4.9 If (E,F ,N) is compatible in the sense of Definition 4.13, then the induced tuple (E,F ,W ) is
compatible in the sense of Definition 4.9.
Proof It immediately follows from the definition.
Definition 4.14 A splitting of a sequentially compatible tuple (E,F ,N) is defined to be a splitting of the
induced tuple (E,F ,W ), in the sense of Definition 4.10.
4.3.4 Strongly sequential compatibility of nilpotent maps
Let V be a vector bundle on X . Let E =
(
sE
∣∣ s ∈ S) be a compatible tuple of G-decompositions. Let
N =
(
Ni | i = 1, . . . , l
)
be a tuple of nilpotent maps of V .
Definition 4.15 The tuple (E,N ) is called strongly sequentially compatible, if the following holds:
• Each nilpotent map Ni preserves the decompositions sE.
• The tuple of nilpotent maps N is strongly sequentially compatible (see Definition 2.9 in [38]).
Definition 4.16 Let (E,N) be a strongly sequentially compatible tuple. A splitting of (E,N) is defined to be
decompositions
V =
⊕
α∈CS ,
h∈Zm
Uα,h, Uα,h =
⊕
a≥0
P|q1(h)|+2aUα,h.
They are assumed to satisfy the following conditions:
• N (1)(PhUα,h) = PhUα,h−2δ.
• N (1)h+1(PhUα,h) = 0.
• N (1)h : PhUα,h −→ PhUα,h−2hδ is isomorphic if q1(h) = h ≥ 0.
Here we put δ := (1, . . . , 1) ∈ Zm.
For any subset S′ ⊂ S, the tuple (sE ∣∣ s ∈ S′) is denoted by qS′(E). For any integerm′ such that 1 ≤ m′ ≤ m,
the tuple (Ni | i = 1, . . . ,m′) is denoted by qm′(N ).
The following lemma is easy to see.
Lemma 4.10
• For any subset S′ ⊂ S and for any integer m′ such that 1 ≤ m′ ≤ m, the induced tuple (qS′(E), qm′(N))
is compatible.
• Assume (Uα,h, PhUα,h |α ∈ CS , h ∈ Zm) is a splitting of (E,N). For any elements β ∈ CS
′
and
k ∈ Zm′ , we put as follows:
U ′β,k :=
⊕
qS′ (α)=β
qm′ (h)=k
U ′α,h, PhUβ,k :=
⊕
qS′ (α)=β,
qm′ (h)=k
PhUα,h.
Then (U ′β,k, PhU
′
β,k) is a splitting.
Remark 4.2 We can consider the strongly sequential compatibility of the tuple
(
E,F ,W
)
. However it is rather
complicated, and it is useless for our purpose. So we do not omit it.
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4.4 Extension of splittings
4.4.1 A lift of a splitting of a compatible filtrations
We put X := ∆n, Di := {zi = 0} and D :=
⋃p
i=1Di for some p ≤ n. Let c be an element of Zm>0, and ρ be a
µc-action on X . Let V be a µc-bundle, and let F :=
(
iF
∣∣ i ∈ I) be a compatible tuple of equivariant filtrations
of V .
Lemma 4.11 Assume that we have an equivariant splitting
(
UDη
∣∣η ∈ RI) of F |D, i.e., we have a decomposition
of V|D as follows:
V|D =
⊕
η∈Rl
UDη ,
IFρ|D =
⊕
η≤ρ
Uη.
Then there exists an equivariant splitting
(
Uη
∣∣η ∈ RI) of F on a neighbourhood of O such that Uη|D = UDη .
Proof We have the equivariant surjection IFη −→ I GrFη over X . On the divisor D, we have the subbundle
UDη ⊂ IFη |D is given. Then we may extend it to the subbundle U˜η ⊂ IFη on a neighbourhood of O, by using
Lemma 2.7.
4.4.2 A lift of equivariant splitting
We put X = ∆n, Di := {zi = 0} and D =
⋃p
i=1Di. We take a µc-action on X . Let V be a µc-equivariant
bundle over X . Let F =
(
iF
∣∣ i ∈ l) be a compatible tuple of equivariant filtrations of a vector bundle V .
We have the vector bundle lGrF , and we have the tuple of the induced filtrations F (1)a :=
(
lGrFa ∩iF (1)
∣∣ i =
1, . . . , l − 1) on lGrFa for any a ∈ R.
We have the natural isomorphism Rl ≃ Rl−1 ×R. We use the notation (η, a) to denote an element of Rl,
where η and a denote elements of Rl−1 and R respectively.
Let
(
UD(η,a)
∣∣ (η, a) ∈ Rl) be a splitting of the restriction F |D. For any a ∈ R, let (U (1)(η,a) ∣∣η ∈ Rl−1) be a
splitting of the filtration F (1)a of
lGrFa .
We have the naturally defined surjection:
πa :
lF(η,a) −→ lGrFa ∩ l−1F (1)η .
We assume πa|D
(
UD(η,a)
)
= U
(1)
(η,a).
Lemma 4.12 We have a splitting
(
U(η,a)
∣∣η ∈ Rl−1) of F satisfying the following:
U(η,a) |D = UD(η,a), πa
(
U(η,a)
)
= U
(1)
(η,a).
Such a splitting
(
U(η,a)
∣∣η ∈ Rl−1) is called a lift of (U (1)(η,a) ∣∣ (η, a) ∈ Rl) extending (UD(η,a) ∣∣η ∈ Rl−1).
Proof We have only to take an equivariant lift of U
(1)
(η,a) extending U
D
(η,a) by applying Lemma 2.7.
4.4.3 Extension of a splitting of compatible tuple (E,F ,W )
We put X = ∆n, Di := {zi = 0} and D =
⋃p
i=1Di for some p ≤ n. We take a µc-action on X . Let V be an
equivariant holomorphic bundle on X . Let (E,F ,W ) be a compatible tuple as in Definition 4.9. Assume that
we are given a splitting
(
UDu
∣∣u ∈ CS × Rl × Zl1) of the restriction (E,F ,W )|D (see Definition 4.10). We
would like to extend it to a splitting of (E,F ,W ) on a neighbourhood of O.
Let l′ be integer such that 1 ≤ l′ ≤ l1. We have the projection Rl −→ Rl
′
, taking the first l′-components.
Then we obtain the projections π1,l′ : C
S ×Rl × Zl1 −→ CS ×Rl′ and π3,l′ : CS ×Rl × Zl′ −→ CS ×Rl
′
.
We have the projection Zl1 −→ Zl′ , taking the first l′-components. Then we obtain the projection π2,l′ :
CS ×Rl × Zl1 −→ CS ×Rl × Zl′ .
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For any element u ∈ CS ×Rl × Zl1 , we put π1,l′(u) = (α,a), and we put as follows:
l′UDu := πa
(
UDu
) ⊂ (l′ GrFa ∩SEα)|D.
For an element v ∈ CS ×Rl × Zl′ , we put as follows:
l′BDv :=
⊕
π2,l′(u)=v
l′UDu
Then we have the decomposition (
l′ GrFa ∩SEα
)
|D =
⊕
π3,l′ (v)=(a,α)
l′BDv . (81)
Then the decomposition (81) gives a splitting of (F l
′
,W l
′
)|D, by definition.
Lemma 4.13 Let l′ be any integer such that 0 ≤ l′ ≤ l1, and let u be any element of CS ×Rl × Zl1 . We can
take subbundles l
′
U ′u of l
′
GrFπ1,l′ (u) satisfying the following:
1. We have the following decomposition, for any element (α,a) ∈ CS ×R l′ :
SEα
l′ GrFa =
⊕
π1,l′ (u)=(α,a)
l′U ′u.
2. For any element v ∈ CS ×Rl′ × Zl′ , we put as follows:
l′B′v :=
⊕
π2,l′(u)=v
l′U ′u. (82)
Due to the first condition, we have the decomposition SEα
l′ GrFa =
⊕
π3,l′ (v)=(α,a)
l′B′v for any a ∈ Rl
′
.
Then the decomposition gives a splitting of (F l
′
,W l
′
).
3. We have l
′
Uu |D = l
′
UDu . In particular, we have
l′Bv |D = l
′
BDv .
Proof We can restrict our attention to each component SEα (α ∈ CS). Thus we may assume that |S| = 1.
In the following, we omit to denote SEα. We use a descending induction on l
′.
1. First we construct such decomposition in the case l′ = l1. We have the following decomposition, for any
a ∈ Rl1 :
l1 GrFa |D =
⊕
π1,l1 (u)=a
l1UDu . (83)
Then it is a splitting of the compatible tuple (F l1 ,W l1)|D. By using Lemma 4.11, we can obtain a splitting(
l1U ′u
∣∣u ∈ Rl × Zl1 , π1,l1(u) = a) extending the splitting (l1UDu ∣∣u ∈ Rl × Zl1 π1,l1(u) = a). Thus the claim
has been shown in the case l′ = l1.
2. We assume that we have already obtained the vector subbundles l
′+1U ′u, and we will construct
l′U ′u.
We have the projection Zl
′+1 −→ Zl′ by taking the first l′-components. We denote the induced projection
Rl×Zl′+1 −→ Rl×Zl′ by π4,l′ . Similarly the projection Rl −→ Rl
′+1 induces the morphism π5,l′ : R
l×Zl′ −→
Rl
′+1.
We take l
′+1B′v (v ∈ Rl × Zl
′+1) as in (82). Then we put as follows, for any element v ∈ Rl × Zl′ :
l′+1B′′v =
⊕
π4,l′ (v1)=v
l′+1B′v1 ⊂ l
′+1GrFπ5,l′(v) .
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Then we have the decomposition, for any (a, b) ∈ Rl′+1 = Rl′ ×R:
l′+1GrF(a,b) =
⊕
π5,l′ (v)=(a,b)
l′+1B′′v .
Recall that
(
l′+1B′v
∣∣π2,l′+1(v) = (a, b)) gives the splitting of the following tuple of the filtrations on l′+1GrF(a,b):(
F l
′+1,W l
′+1
)
=
(
l′+2F l
′+1, . . . , lF l
′+1 ; W l
′+1(1), . . . ,W l
′+1(l′ + 1)
)
.
Hence the decomposition
(
l′+1B′′v
∣∣π5,l′+1(v) = (a, b)) gives the splitting of the following compatible tuple of
the filtrations on l
′+1GrF(a,b): (
l′+2F l
′+1, . . . , lF l
′+1 ; W l
′+1(1), . . . ,W l
′+1(l′)
)
.
We have the compatible tuple of filtrations (F l
′
,W l
′
) on l
′
GrFa . We have the isomorphism
l′+1Grb
l′ GrFa ≃
l′+1GrF(a,b).
Then we can take a lift
(
l′B′v
∣∣v ∈ Rl ×Rl′1) of (l′+1B′′v ∣∣v ∈ Rl ×Rl′1) extending (l′BDv ∣∣v ∈ Rl ×Rl′1),
by applying Lemma 4.12.
Then we have the naturally defined isomorphism l
′
B′v −→ l
′+1B′′v for any v ∈ Rl×Zl
′
. For any u ∈ Rl×Zl1
such that π2,l′(u) = v, we can lift
l′U ′u of
l′+1U ′u extending
l′UDu , by applying Lemma 2.7. Thus the induction
can proceed.
Corollary 4.2 Assume that we are given a splitting
(
UDu
∣∣u ∈ CS ×Rl ×Zl1) of the restriction (E,F ,W )|D.
Then we have a splitting
(
Uu
∣∣u ∈ CS × Rl × Zl1) of (E,F ,W ) defined around the origin O, such that
Uu |D = UDu .
Proof We have only to put Uu :=
0Uu.
4.4.4 Extension of splitting of sequentially compatible tuple (E,F ,N)
We put X = ∆n, Di := {zi = 0} and D =
⋃p
i=1Di for some p ≤ n. We take a µc-action on X . Let V be an
equivariant holomorphic bundle on X . Let (E,F ,N) be a sequentially compatible tuple as in Definition 4.13.
Lemma 4.14 Assume that we are given a splitting
(
UDu
∣∣u ∈ CS ×Rl × Zl1) of the restriction (E,F ,N)|D.
Then we have a splitting
(
Uu
∣∣u ∈ CS ×Rl × Zl1) of (E,F ,N ), such that Uu |D = UDu .
Proof It immediately follows from Definition 4.14 and Corollary 4.2.
4.4.5 Extension of splitting of strongly sequentially compatible tuple (E,N)
We put X = ∆n, Di := {zi = 0} and D =
⋃p
i=1Di for some p ≤ n. We take a µc-action on X . Let V be an
equivariant holomorphic bundle on X . Let (E,N) be a strongly sequentially compatible tuple as in Definition
4.16.
Lemma 4.15 Assume that we are given a splitting
(
UDu , PhU
D
u
∣∣u ∈ CS × Zl1 , h ∈ Z≥ 0) of the restriction
(E,N)|D. Then we have a splitting
(
Uu, PhUu
∣∣u ∈ CS ×Zl1 , h ∈ Z≥ 0) of (E,N ) such that Uu |D = UDu and
PhUu |D = PhUDu .
Proof We have only to consider each component SEα. Thus we may assume |S| = 1. In the following, we
omit to denote α.
We put V (1) := PhGr
W (N1)
h (V ). We have the surjection πh : Ker
(
Nh+11
) −→ PhGrW (N1)h (V ). The image of
PhU
D
h via the restriction of the morphism πh |D is denoted by PhU
′D
h .
We obtain the induced sequentially compatible tuple N (1) := (N
(1)
2 , . . . , N
(1)
l1
) on V (1), and we obtain the
splitting
(
PhU
′D
h
∣∣h ∈ Zl1 , q1(h) = h). We can extend it to a splitting (PhU ′h ∣∣h ∈ Zl1 , q1(h) = h) by using
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Lemma 4.11. We can take an equivariant lift PhUh of PhU
′
h extending PhU
D
h . We have only to put as follows,
for any a ∈ Z≥ 0 and for any h ∈ Zl1 :
P|q1(h)|+2aUh =

Na1
(
Pq1(h)+2aUh+2aδ
)
, (q1(h) ≥ 0),
N
a+|q1(h)|
1
(
Pq1(h)+2aUh+2aδ
)
, (q1(h) < 0).
Then
(
PhUh
∣∣h ∈ Z≥ 0, h ∈ Zl1) gives a desired decomposition.
4.5 Compatibility of the filtrations and nilpotent maps on the divisors
4.5.1 Compatibility of filtrations and decompositions
We put X = ∆n and D =
⋃l
i=1Di. We take a µc-action on X . Let V be an equivariant vector bundle over X .
Let E =
(
iE,
∣∣ i = 1, . . . , l) be a tuple of equivariant decompositions iE of V|Di . Let F = (iF ∣∣ i = 1, . . . , l) be
a tuple of equivariant filtrations of V|Di .
Let I be a subset of l. Then we obtain the tuple IE :=
(
iE
∣∣ i ∈ I) of the equivariant decompositions of V|DI
and the tuple IF :=
(
iF
∣∣ i ∈ I) of the equivariant filtrations of V|DI .
Definition 4.17 The tuple (E,F ) is called compatible if (IE, IF ) are compatible for any I ⊂ l, in the sense
of Definition 4.7.
Let E =
(
iE
∣∣ i ∈ l) and F = (iF ∣∣ i ∈ l) be as above. Assume that (E,F ) is compatible. Let us consider
splittings IU =
(
IUu
∣∣u ∈ CI ×RI) for any subset I ⊂ l of (IE, IF ), (Definition 4.7).
For any subset I ⊂ I ′, let qI denote the projection CI
′ ×RI′ −→ CI ×RI .
Definition 4.18 A tuple of splittings
(
IU
∣∣ I ⊂ l) is called a splitting of the tuple (E,F ), if IUu |DI′ =⊕
qI (u1)=u
I′Uu1 hold for any I ⊂ I ′.
4.5.2 Compatibility of (E,F ,W )
We put X = ∆n, Di = {zi = 0} and D =
⋃l
i=1Di for some l ≤ n. Let E =
(
iE
∣∣ i ∈ l) be a tuple of
decompositions of V|Di (i ∈ l). Let F =
(
iF
∣∣ i ∈ l) be a tuple of filtrations of V|Di (i ∈ l). We assume that
(E,F ) is compatible.
Let us consider a tuple W =
(
W (i)
∣∣ i ∈ l1), where W (i) are filtrations of the vector bundle iGrF (V ) on
Di. We have the induced filtrations W
J(i) of J GrF (V ) on DJ for any subset J such that i ⊂ J .
For any subset J ⊂ l, we have the number m(J) determined by the condition m(J) ⊂ J and m(J) + 1 6∈ J .
We denote the tuple
(
W J(i)
∣∣ i ∈ m(J)) by JW . Then we obtain the tuple (JE, JF , JW ).
Definition 4.19 The tuple (E,F ,W ) is called compatible, if the induced tuples (JE, JF , JW ) on DJ are
compatible for any subset J ⊂ l, in the sense of Definition 4.9.
Let us consider splittings JU =
(
JUu
∣∣u ∈ CJ × RJ × Zm(J)) of the tuple (JE, JF , JW ), in the sense
of Definition 4.10. For any pair of subsets I ⊂ I ′ of l, let qI denote the projection CI
′ × RI′ × Zm(I′) −→
CI ×RI × Zm(I).
Definition 4.20 A tuple of splittings U =
(
JU
∣∣J ⊂ l) is called a splitting of (E,F ,W ), if IUu |DI′ =⊕
qI (u′)=u
I′Uu′ hold for any subset I ⊂ I ′ and for any u ∈ CI ×RI × Zm(I).
Proposition 4.1 Let (E,F ,W ) be as above, and we assume that it is compatible. Then there exists a splitting
of (E,F ,W ), in the sense of Definition 4.20.
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Proof On Dl, we have only to take a splitting
lU of the compatible tuple (lE, lF, lW ).
We construct the splittings IU descending inductively on |I|. We assume that we have the splittings I′U
for any I ′ ) I. Then we will construct the splitting IU .
We put ∂DI :=
⋃
I′)I DI′ . From the given splittings
I′U (I ′ ) I), we obtain the splitting IU∂DI of the
restriction (IE, IF , IW )|∂DI . Then we can extend
IU∂DI to IU , due to Lemma 4.13. Thus the inductive
construction can proceed, and hence we are done.
Corollary 4.3 Let (E,F ) be a compatible tuple as in Definition 4.17. Then we have a splitting of (E,F ) in
the sense of Definition 4.18.
Proof We have only to consider Proposition 4.1 in the case where the filtrations W (m) are trivial.
4.5.3 Sequential compatibility
We put X = ∆n, Di = {zi = 0} and D =
⋃l
i=1Di for some l ≤ n. Let E =
(
iE
∣∣ i ∈ l) be a tuple of
decompositions of V|Di (i ∈ l). Let F =
(
iF
∣∣ i ∈ l) be a tuple of filtrations of V|Di (i ∈ l). We assume that
(E,F ) is compatible.
Let us consider a tuple N =
(
Ni
∣∣ i ∈ l1), where Ni are nilpotent maps of the vector bundle iGrF (V ) on
Di. We have the induced filtrations N
J
i of
J GrF (V ) on DJ for any subset J such that i ⊂ J .
For any subset J ⊂ l, we have the number m(J) determined by the condition m(J) ⊂ J and m(J) + 1 6∈ J .
We denote the tuple
(
Ni
∣∣ i ∈ m(J)) by JN . Then we obtain the tuple (JE, JF , JN ).
Definition 4.21 The tuple (E,F ,N ) is called sequentially compatible, if the induced tuples
(
JE, JF , JN
)
are
sequentially compatible for any subset J ⊂ l, in the sense of Definition 4.13.
The nilpotent endomorphism N(i) induces the filtration W (i) of the vector bundle iGrF (V ) over Di. Thus
we obtain the tuple W =
(
W (i)
∣∣ i ∈ l1).
Lemma 4.16 The tuple (E,F ,W ) is compatible, in the sense of Definition 4.19.
Proof It immediately follows from the definition of compatibility.
Let us consider splittings JU =
(
JUu
∣∣u ∈ CJ × RJ × Zm(J)) of the tuple (JE, JF , JN), in the sense
of Definition 4.14. For any pair of subsets I ⊂ I ′ of l, let qI denote the projection CI
′ × RI′ × Zm(I′) −→
CI ×RI × Zm(I).
Definition 4.22 A tuple of splittings U =
(
JU
∣∣J ⊂ l) is called a splitting of (E,F ,N), if IUu |DI′ =⊕
qI (u′)=u
I′Uu′ hold for any subset I ⊂ I ′ and for any u ∈ CI ×RI × Zm(I).
Proposition 4.2 Let (E,F ,N) be sequentially compatible in the sense of Definition 4.21. and we assume that
it is compatible. Then there exists a splitting of (E,F ,N), in the sense of Definition 4.22.
Proof It immediately follows from Lemma 4.16 and Proposition 4.1.
Corollary 4.4 Assume that (E,F ,N) is sequentially compatible. Then there exists a frame v compatible with
the decompositions iE, the filtrations iF on Di, and the filtrations W (m) on Dm.
Proof We have a splitting of (E, iF,Ni), due to Proposition 4.2. Then we have only to take a frame compatible
with splittings (Lemma 2.9).
For any frame v compatible with (E,F ,N), we have the decomposition v =
⋃
va,α,h:
va,α,h =
(
vi
∣∣∣ degE,F (vi) = (α,a), degW (m)(vi) = hm)
Let us consider the special case Ni = 0 (i = 1, . . . , l). Then we obtain the following corollary.
Corollary 4.5 Let (E,F ) be a compatible tuple, in the sense of Definition 4.17. Then there exists an equivariant
frame v compatible with the decompositions iE and the filtrations iF .
101
4.5.4 Strongly sequential compatibility
We put X = ∆n, Di = {zi = 0} and D =
⋃l
i=1Di for some l ≤ n. Let E =
(
iE
∣∣ i ∈ l) be a tuple of
decompositions of V|Di (i ∈ l). Let N =
(
Ni
∣∣ i ∈ l) be a tuple of nilpotent maps of V|Di (i ∈ l).
Let I be a subset of l. Then we obtain the tuple IE of the decompositions of V|DI . We also obtain the tuple
IN :=
(
Ni |DI
∣∣ i ∈ I) of nilpotent maps of V|DI .
Definition 4.23 The tuple (E,N ) is called strongly sequentially compatible if
(
IE, IN
)
are strongly sequen-
tially compatible for any subset I ⊂ l, in the sense of Definition 4.15
Let E and N be as above. We assume that they are strongly sequentially compatible. Let us consider
splittings IU of (IE, IN ), in the sense of Definition 4.16. For any subset I ⊂ I ′, let qI denote the projection
CI
′ × ZI′ −→ CI × ZI .
Definition 4.24 A tuple of splittings
(
IU
∣∣ I ⊂ l) is called a splitting of the tuple (E,N ), if IUu |DI′ =⊕
qI (u′)=u
I′Uu′ hold for any I ⊂ I ′.
Proposition 4.3 Let (E,N) be as above, and we assume that it is compatible. Then there exists a splitting of
(E,N).
Proof It can be shown by an argument similar to the proof of Proposition 4.1.
Let (E,N ) be strongly sequentially compatible tuple. From the nilpotent maps N(m) =
∑m
i=1Ni of V|Dm ,
we have the weight filtrations W (m) of V|Dm . We denote the tuple by W .
Corollary 4.6 We can take a frame v compatible with (E,W ).
Proof Similar to Corollary 4.4.
We have the decomposition v =
⋃
(a,h)∈Cl×Zl v(a,h).
Corollary 4.7 We can take a compatible frame v satisfying the following:
• We have the decomposition v(a,h) =
⋃
a≥0 Pv(a,h),h(a), where we put h(a) = |q1(h)|+ 2a.
• Pv(a,h),h consists of sections v(a,h),h, i
(
i = 1, . . . , d(a,h, h)
)
, and the following holds:
N(1)
(
v(a,h),h,i
)
=

v(a,h−2δ),h,i, (−h+ 2 ≤ q1(h) ≤ h),
0 (otherwise).
Such v is called strongly compatible with (E,N).
5 Some lemmas for generically splitted case
5.1 Filtrations
5.1.1 One nilpotent map
Let R be a discrete valuation ring, K be the quotient field, and k be the residue field. Let V be a free R-module
of finite rank. Assume that we are given the following data, in this subsubsection.
Condition 5.1
1. Let iF (i = 1, . . . , l) be compatible filtrations of V in the category of R-free modules. We denote the tuple
of the filtrations (iF | i ∈ I) by F .
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2. We have the decomposition V|K =
⊕
a Ua, which gives a splitting of F |K .
3. Let N be a nilpotent endomorphism of V preserving F .
4. The restriction N|K preserves Ub for any b.
5. The endomorphism N induces the nilpotent endomorphism lNFa of
lGrFa (V ). Then the conjugacy classes
of lNFa | x (x = k,K) are same.
Lemma 5.1 Let m be an integer such that 1 ≤ m ≤ l.
• The conjugacy classes of mcNF on mcGrF are constant, i.e., the conjugacy classes of mcNF|x (x = k,K)
are same. Here we put mc = l −m.
• We put Hm,a,h := Wh(mcNF ) ∩ mFρm(a) ∩ m
c
GrFηm(a). Here we put ρm(a) = (a1, . . . , am) and ηm(a) =
(am+1, . . . , al). Then Hm,a,h forms a vector subbundle of
mc GrFηm(a), and the image of φm,a,h : Hm,a,h −→
m−1c GrFηm−1(a) is same as Hm−1,a,h.
Proof We have the sequence of degeneration m
c
NF|K =⇒ m
c
NF|k =⇒ lNF|k . Since the conjugacy classes of the
first one and the last one are same, we obtain the first claim. In particular,W (m
c
NF )∩mc GrFa gives a filtration
of m
c
GrFa in the category of the vector bundles.
As a preparation of the proof of the second claim, we put as follows for x = k,K:
Hma,h | x :=Wh(m
c
NFηm(a))|x ∩ mFρm(a) | x ∩ m
c
GrFηm(a) | x
Remark 5.1 The author apologizes that the notation is not so appropriate.
To see that Hm,a,h forms a vector subbundle, we have only to show the following equality:
dimHm,a,h | k = dimHm,a,h |K . (84)
Let us show the second claim in Lemma 5.1 by an induction on (l,m). Let P (l,m) denote the second claim
for (l,m). Note 0 ≤ m ≤ l.
In the case (l,m) = (0, 0), the claim P (0, 0) is clear. In the case (l,m) = (l, 0), the claim P (l, 0) follows from
the condition 5 in Condition 5.1. Thus we have only to show that P (l,m− 1)+P (l− 1,m− 1) implies P (l,m).
See the following naturally defined morphism:
ϕm,a,h : Hm,a,h −→ mGrFam m
c
GrFηm(a) =
m−1c GrFηm−1(a) .
On a generic pointK, we have the splitting of the filtration F compatible withN . Hence we have Im(ϕm,a,h |K) =
Hm−1,a,h |K . In particular, we have dim Im(ϕm,a,h |K) = dimHm−1ah |K . Since Hm−1,a,h is a subbundle of
m−1c GrFηm−1(a) due to the hypothesis P (l,m− 1) of the induction. We also obtain the following:
Im
(
ϕm,a,h
) ⊂ Hm−1,a,h. (85)
We have the morphisms ϕm,a,h | k : Hm,a,h | k −→ m−1c GrFηm(a) | k. Due to (85), we have the implication
Im(ϕm,a,h | k) ⊂ Hm−1,a,h | k. Thus we obtain the following inequality:
dim Im(ϕm,a,h | k) ≤ dimHm−1,a,h | k. (86)
Due to the hypothesis P (l,m− 1) of the induction, we have dimHm−1,a,h |K = dimHm−1a,h | k. Hence we
obtain the following:
dim Im(ϕm,a,h | k) ≤ dim Im(ϕm,a,h |K). (87)
We have the following for some ǫ > 0:
Kerϕm,a,h | x = Hm,a,h | x ∩ mF<am | x = Hm,a−ǫδm,h | x.
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For any elements b ∈ Rm−1 and c ∈ Rmc , we put as follows:
Ib,c,h :=
m−1Fb ∩ mc GrFc ∩Wh(m
c
NF ).
Note that the tuple
(
N, 1F, . . . ,m−1F,m+1F, . . . lF
)
also satisfies Condition 5.1. Due to the hypothesis P (l −
1,m− 1) of the induction, Ib,c,h is a vector subbundle, and we have the following:
Ib,c,h | x = m−1Fb | x ∩ m
c
GrFc | x ∩Wh(m
c
NF )|x, (x = k,K) dim(Ib,c,h | k) = dim(Ib,c,h |K). (88)
We have the induced filtration mF (Ib,c,h | x) on Ib,c,h | x, and we have the following:
dim Imϕm,a,h | x = dimGr
mF
am
(
Iρm−1(a),ηm(a),h | x
)
. (89)
Hence we have the following equality for x = k,K:∑
ρm−1(a)=b,
ηm(a)=c
dim Im(ϕm,a,h | x) = dim(Ib,c | x). (90)
Thus we obtain the following equality, from (87), (88) and (90):
dim Im(ϕmah | k) = dim Im(ϕmah |K). (91)
We have the following:
dimHm,a,h | x =
∑
πm(b)=a,
qm(b)≤qm(a)
dim Im(ϕm,b,h | x). (92)
Here πm denote the projection R
l −→ Rl−1, omitting the m-th component.
Thus we obtain (84) from (91) and (92). Due to (91) and dimϕm,a,h |K = dimHm−1,a,h |K , we obtain
dim Im(ϕm,a,h | k) = dimHm−1,a,h | k, which implies Im(ϕm,a,h) = Hm−1,a,h. Thus the induction can proceed.
5.1.2 A tuple of nilpotent maps
Let V be a free R-module of finite rank. Assume that we are given the following data.
Condition 5.2 1. Let iF (i = 1, . . . , l) be compatible filtrations, and Nj (j = 1, . . . , α) be a commuting tuple
of nilpotent maps. We denote the tuple of filtrations by F , and we put N(i) =
∑
j≤iNj.
2. We have the splitting V|K =
⊕
Ua of F .
3. Nj |K preserves Ua, and Nj preserves the filtration F .
4. We have the induced morphisms lNFj (j = 1, . . . , α) on
lGrF . Then (lNF1 , . . . ,
lNFα ) is sequentially
compatible.
We put as follows:
Jh,a,m :=
α⋂
j=1
W (j)hj ∩ mFρm(a) ∩ m
c
Grηm(a) .
Let us consider the following morphism:
ψh,a,m : Jh,a,m −→ m−1c Grηm−1(a) .
Lemma 5.2 Jh,a,m is a subbundle of
mc Grηm(a), and we have Im(ψh,a,m) = Jh,a,m−1.
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Proof The argument is essentially same as the proof of the previous one. We put as follows:
Jh,a,m | x :=
α⋂
j=1
W (j)hj | x ∩ mFρm(a) | x ∩ m
c
Grηm(a) | x .
Then we have only to show the following equalities:
(A) dim Jh,a,m | k = dim Jh,a,m |K .
(B) dim Imψh,a,m | k = dim Jh,a,m−1 | k.
We denote the claims for (l,m) by P (l,m). We show P (l,m) by an induction. Note that 0 ≤ m ≤ l. The
claim P (0, 0) is trivial, and the claim P (l, 0) follows from the condition 4 in Condition 5.2. Thus we have only
to show that P (l,m− 1) + P (l − 1,m− 1) implies P (l,m).
Let us consider the following morphisms:
ψ1 :W (j)hj ∩ m
c
Grηm(a) −→ m−1
c
Grηm−1(a) .
Lemma 5.3 We have the following:
Im(ψ1) =W (j)hj ∩ m−1
c
Grηm−1(a) .
Proof It immediately follows from Lemma 5.1.
Hence we obtain Im(ψh,a,m | x) ⊂ Jh,a,m−1 | x. Since we are given the splitting of the filtrations F compatible
with the nilpotent maps on the generic point K, we have the following:
Im(ψh,a,m |K) = Jh,a,m−1 |K .
Due to the hypothesis P (l,m− 1) of the induction, we have the following equality:
dim Jh,a,m−1 | k = dim Jh,a,m−1 |K . (93)
Hence we obtain the following inequality:
dim Imψh,a,m | k ≤ dim Imψh,a,m |K . (94)
On the other hand, we have Ker(ψh,a,m | x) = Jh,a−ǫδm,m | x for some small positive number ǫ.
For any elements b ∈ Rm−1 and c ∈ Rmc , we put as follows:
I ′h,b,c :=
α⋂
j=1
W (j)hj ∩ m−1Fρm−1(a) ∩ m
c
Grηm(a) .
Due to the hypothesis P (l− 1,m− 1) of the induction, I ′h,b,c is a vector subbundle. We also have the following
I ′h,b,c | x :=
α⋂
j=1
W (j)hj | x ∩ m−1Fρm−1(a) | x ∩ m
c
Grηm(a) | x, dim(I
′
h,b,c | k) = dim(I
′
h,b,c |K). (95)
We have the induced filtration mF
(
I ′h,b,c | x
)
, and we have the following equality:
dim Im(ψh,a,m | x) = dimGr
mF
am
(
I ′h,ρm−1(a),ηm(a) | x
)
.
Thus we have the following: ∑
ρm−1(a)=b,
ηm(a)=c
dim Im(ψh,a,m | x) = dim(I ′h,b,c | x). (96)
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Due to (93), (95) and (96), we obtain the equality dim Imψh,a,m | k = dim Imψh,a,m |K , which implies (B) in
P (l,m).
We have the following:
dim Jh,a,m | x =
∑
πm(b)=πm(a),
qm(b)≤qm(a)
dim Im(ψh,b,m | x).
Here πm denotes the projection R
l −→ Rl−1, forgetting the m-th component. Then we obtain the claim (A)
in P (l,m).
Corollary 5.1 The tuple of the filtrations
(
W (1), . . . ,W (α), 1F, . . . , lF
)
are compatible, in the sense of Defi-
nition 4.2.
Proof We have the following morphisms:⋂α
j=1W (j)hj ∩ lFa
ψh,a−−−−→ ⋂αj=1W (j)hj ∩ lGrFa φh,a−−−−→ GrWh lGrFa .
The morphism ψh,a is surjective due to Lemma 5.1, and the morphism φh,a is surjective due to the condition
4 in Condition 5.2.
Let us pick subbundles Ch,a ⊂
⋂α
j=1W (j)hj∩lFa such that the restriction of φh,a◦ψh,a to Ch,a is isomorphic.
Since the filtrations lW (1), . . . lW (α) are compatible, we obtain the following:
lGrFa =
⊕
h
ψh,a(Ch,a).
Since iF (i = 1, . . . , l) are compatible, we obtain the following:
V =
⊕
a
⊕
h
Ch,a.
We have only to show the following:
α⋂
j=1
W (j)hj ∩ lFa =
⊕
(k,b)≤(h,a)
Ch,a. (97)
Since we have the splitting on the generic point K, it is easy to see that the restriction of (97) holds over the
generic point K. We have already known that the both sides of (97) are subbundles of V (Lemma 5.1). Then
we can conclude that (97) holds on R.
Corollary 5.2 The conjugacy classes of N (j) are constant over R, and ⋂αj=1W (j)hj ∩ lFa are vector bundles
for any a and any h.
Proposition 5.1 (N1, . . . ,Nα, 1F, . . . , lF ) are sequentially compatible, in the sense of Definition 4.12.
Proof We have only to show that (N1 | k, . . . ,Nα | k, 1F|k, . . . , lF|k) are sequentially compatible in the sense of
Definition 4.11.
The condition 1 in Definition 4.11 follows from the condition 3 in Condition 5.2. The condition 2 in Definition
4.11 follows from Corollary 5.1. The condition 3 follows Lemma 5.1.
Let us see the condition 4. We use an induction on α. In the case α = 1, there remain nothing to prove.
We assume that the claim holds in the case α− 1, and we will prove the claim also holds in the case α.
On the vector bundle GrW (N1)(V ), we have the induced filtrations 1F (1), . . . lF (1) and the nilpotent maps
N (1)2 , . . . ,N (1)α . Due to the hypothesis of the induction, the tuple
(N (1)2 , . . . ,N (2)α , 1F (1), . . . , lF (1)) is sequen-
tially compatible.
We put N (1)(i) = ∑j≤iN (1)j , which is same as the induced morphism by N (i) on GrW (N1). Let W (1)(i)
denote the induced filtration on GrW (N1) by W (i). We have only to show the following:
W (1)(i)h+a ∩GrW (N1)a I GrF =W (N (1)(i))h ∩GrW (N1)a I GrF . (98)
Since we have the splitting on the generic point K, it is easy to see that (98) holds when it is restricted to the
generic point K. We have already known that the both sides are vector subbundles of GrW (N1)a
I GrF , we can
conclude that (98) holds on R.
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5.2 Compatibility of morphisms and filtrations
5.2.1 A compatible tuple of filtrations and a morphism
Let R be a discrete valuation ring, K be the quotient field, and k be the residue field. Let V (a) be free R-modules
(a = 1, 2), and let F :=
(
iF (V (a))
∣∣ i ∈ I) be a compatible tuple of filtrations of V (a) in the category of free
R-modules. Let f : V (1) −→ V (2) be the morphism preserving the filtrations. We have the induced morphism
I GrFη (f) :
I GrFη
(
V (1)
) −→ I GrFη (V (2)) for any element η ∈ RI .
Let S be a finite subset of RI . For simplicity, we use the following notation:
IFS(V
(a)) :=
∑
η∈S
IFη(V
(a)), I GrFS (V
(a)) :=
⊕
η∈S
I Grη(V
(a)).
We have the naturally defined projection πS :
IFS
(
V (a)
) −→ I GrFS (V (a)).
Proposition 5.2 Assume the following:
• We have a splitting V (a)|K =
⊕
η∈Rl U
(a)
η of the tuple of filtrations F |K satisfying fK(U
(a)
η ) ⊂ U (2)η .
• The image Im I GrFη (f) is the vector subbundle of I GrFη (V (2)), for any η ∈ RI .
Then the following claims hold.
1. For any finite subset S ⊂ RI , the image f(IFS(V (1))) is a vector subbundle of V (2).
2. We have the following:
f
(
IFS(V
(1))
)
= Im(f) ∩ IFS(V (2)).
Proof For any finite subset S of RI , we put as follows:
L(S) := max
{∑
i∈I
qi(a)
∣∣∣a ∈ S}.
The following claim is denoted by P (r):
P (r) The claim of Proposition 5.2 holds in the case L(S) ≤ r.
Lemma 5.4
• The claim P (r) holds for any sufficiently negative r.
• If the claim P (r) holds for some r ∈ R, then there exists a positive number such that P (r′) holds for any
r′ such that r ≤ r′ ≤ r + ǫ.
Proof It follows from the finiteness of the set
{
b ∈ R ∣∣∃i, ∃a, iGrFb (V (a)) 6= 0,}.
Due to Lemma 5.4, we have only to show that P (r) holds under the assumption P (r′) holds for any real
numbers r′ < r, which we will show in the following.
Lemma 5.5 Let S be a finite subset of RI . Let us consider the projection πS :
IFS
(
V (a)
) −→ I GrFS (V (a)).
The kernel of πS is described as the form
IFS′
(
V (a)
)
for some finite subset S′ ⊂ RI such that L(S′) < L(S).
Proof We have the following:
KerπS =
∑
a∈S
∑
ηa
IFη
(
V (a)
)
.
Then it is clear from the compatibility of the tuple F .
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Lemma 5.6 Let us consider the morphism π′S : f
(
IFS(V
(1))
) −→ I GrFS (V (2)), induced by the projection πS.
Then we have the following:
Imπ′S = Im
I GrFS (f) ⊂ I GrFS (V (2)).
Proof We have the following commutative diagramm:
IFS(V
(1)) −−−−→ IFS(V (2))
πS
y πSy
I GrFS (V
(1))
I GrFS (f)−−−−−−→ I GrFS (V (2)).
Then Lemma 5.6 immediately follows.
We always have f
(
lFS(V
(1))
) ⊂ Im(f) ∩ IFS(V (2)). Hence we always have the following:
πS
(
f
(
lFS(V
(1))
)) ⊂ πS(Im(f) ∩ IFS(V (2))). (99)
Lemma 5.7 In (99), the equality holds.
Proof Since we have the splitting on the generic point K, it is easy to see that the equality holds, when we
restrict (99) to the generic point. Since the left hand side is a vector subbundle in I GrFS (V
(2)) due to Lemma
5.6, we obtain the equality on R.
Let us pick an appropriate finite subset S′ ⊂ RI such that L(S′) < L(S) and KerπS = IFS′
(
V (a)
)
(a = 1, 2).
We have the following:
Im(f) ∩ IFS(V (2)) ∩KerπS = Im(f) ∩ IFS′
(
V (2)
)
. (100)
We have the following implication:
f
(
IFS′
(
V (1)
)) ⊂ f(IFS(V (1))) ∩KerπS ⊂ Im(f) ∩ IFS(V (1)) ∩KerπS . (101)
Due to the assumption P (r′) (r′ < r), we have f
(
IFS′
(
V (1)
))
= Im(f) ∩ IFS′
(
V (2)
)
. Then we obtain the
following equality from (100) and (101):
f
(
IFS
(
V (1)
)) ∩KerπS = f(IFS′(V (1))) = Im(f) ∩ IFS′(V (2)) = Im(f) ∩KerπS . (102)
Hence we obtain the equality f
(
IFS
(
V (1)
))
= Im(f) ∩ IFS
(
V (2)
)
.
Due to the assumption P (r′) (r′ < r), f
(
IFS
(
V (1)
)) ∩KerπS is a vector subbundle of V (2). It follows that
f
(
IFS
(
V (1)
))
is a vector subbundle of V (2). Thus the proof of Proposition 5.2 is accomplished.
Corollary 5.3 Under the assumption of Proposition 5.2, we have I GrFη
(
Im(f)
)
= Im I GrFη (f), for any element
η ∈ RI .
5.2.2 Decomposition
Let R, K, k, V (a) and F =
(
iF
∣∣ i ∈ I) be as in the subsubsection 5.2.1. Let f : V (1) −→ V (2) and g : V (2) −→
V (1) be morphisms preserving the filtrations.
Lemma 5.8 Assume the following:
• We have splittings V (a)|K =
⊕
U
(a)
η of the filtrations F
(
V (a)
)
|K on the generic point K
• We have f|K
(
U
(1)
η |K
) ⊂ U (2)
η |K , and g|K
(
U
(2)
η |K
) ⊂ U (1)
η |K on the generic point K.
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• We have I Grη
(
V (2)
)
= Im
(
I Grη(f)
) ⊕ Ker(I Grη(g)). In particular, Im(I Grη(f)), Ker(I Grη(g)) and
Im(I Grη(g)) are the vector subbundles.
Then we have the decomposition V (2) = Im(f)⊕Ker(g).
Proof Im(f) and Ker(g) are vector subbundles of V (2), due to Proposition 5.2. The tuple of filtrations F
(
V (2)
)
induce the tuple of filtrations F
(
Im(f)
)
and F
(
Ker(g)
)
on R The decomposition
(
U
(a)
η
∣∣η ∈ RI) of V (2)|K induces
the decomposition of Im(f) and Ker(g) on the generic point. Let us consider the naturally defined morphism
Φ : Im(f)⊕Ker(g) −→ V (2). Then it is easy to see that the assumption of Proposition 5.2 is satisfied. Thus the
image ImΦ is a vector subbundle of V (2). Since Im(Φ|K) and V
(2)
|K are same, we obtain Im(Φ) = V
(2) on R.
6 Model bundle
6.1 Basic example I
6.1.1 Preliminary
We put X := ∆ and D = {O}. We put E := O·e. We consider the hermitian metric h given by h(e, e) = |z|−2a.
We consider the Higgs field θ given by θ(e) = e · α · dz/z. Then we have the following:
∂Ee = 0, ∂Ee = e ·
(
−a · dz
z
)
, θ†(e) = e · α · dz¯
z¯
.
We put v = exp
(−α¯ · λ · log |z|2) · e. Then we obtain the following:
(
∂E + λθ
†)v = 0, Dv = (λ · ∂E + θ) · v = (−α¯ · λ2 − a · λ+ α)v · dz
z
.
Then v gives a holomorphic frame of E over X −D. We put as follows:
s := exp
((
α · λ+ a− α · λ−1) · log z) · v = exp(−α · λ−1 log z + a · log z − α · λ · log z) · e.
Then s is a frame of the holomorphic bundle H(E) over C∗.
We put e† := |z|2a · e. Then we have ∂Ee† = 0. Namely e† gives the frame of (E, ∂E). We also have
h(e†, e†) = |z|2a, and ∂Ee† = e† · a · dz¯/z¯.
We put v† := exp
(−α · µ · log |z|2) · e†. Then we obtain the following:
(
∂E + µ · θ
) · v† = 0, D†v† = (µ · ∂E + θ†) · v† = (−α · µ2 + a · µ+ α) · v† · dz¯
z¯
.
Namely v† is a frame of E† over X † −D†. We put as follows:
s† = exp
((
µ · α− a− α · µ−1) log z¯) · v†.
Then s† is a frame of H†(E).
Lemma 6.1 We have s = s†.
Proof It can be shown by a direct calculation, as follows:
s† = exp
(−α · µ−1 · log z¯ − a · log z¯ − α · µ · log z) · e† = exp(−α · µ−1 · log z¯ + a · log z − α · µ · log z)e = s.
Thus we are done.
We put w := v|Cλ×{O} and w
† := v†|Cµ×{O}. The induced objects Gu and G
†
u†
are generated by w and w†
respectively.
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6.1.2 The gluings of Scanu (E) and Su(E,P )
By definition, we have Φcanu (s) = w|C∗λ and Φ
† can
u†
(s†) = w†|C∗µ . We also have s = s
†. Then the gluing of Scanu (E)
is given by the relation w|C∗
λ
= w†C∗µ . In particular, S
can
u (E) is isomorphic to OP1 .
Let us see the gluing of S(E,P ). We denote v|C∗
λ
×{P} by v|P for simplicity of notation. We will also use
the similar convention. We have the following:
v|P = exp
(−α · λ · log |z(P )|2) · e|P .
Then we have the following:
v†|P = exp
(−α · µ · log |z(P )|2) · e†|P = exp(−α · µ · log |z(P )|2 + a · log |z(P )|2) · e|P
= exp
((−α · µ+ a+ α · λ) · log |z(P )|2) · v|P . (103)
We put as follows:
w˜ := exp
(
α · λ · log |z(P )|2) · w, w˜† := exp(α · µ · log |z(P )|2) · w†.
Then Gu and G†u are generated by w and w† respectively, and the gluing of Su(E,P ) is given by the relation
u˜† = u˜ · |z(P )|2a. In particular, Su(E,P ) is isomorphic to OP1 .
Corollary 6.1
• The vector bundles Scanu (E) and S(E,P ) are pure twistors of weight 0.
• A frame of H0(P1, Scanu (E)) is given by w = w†.
• A frame of H0(P1, Su(E,P )) is given by u˜ = |z(P )|−2a · u˜†.
6.1.3 Pairing
The pairing S : E ⊗ σ∗E −→ OX−D is given as follows:
S
(
v, σ∗(v†)
)
= h
(
v(λ, x), v†(−λ¯, x)) = exp(−α · λ · log |z|2) · exp(−α · (−λ) · log |z|2) = 1.
Thus the induced pairing S : Gu ⊗ σ∗G†u† −→ OCλ is given by S
(
w, σ†w†
)
= 1.
For the global section v1 = w = w
† of Scan(E), we have S(v1, σ∗v1) = S(w, σ∗w†) = 1 > 0. In particular,
the pairing S : Scan(E) ⊗ σ∗Scan(E) −→ T(0) induces the polarization of Scan(E).
For the global section v2 = u˜ = |z(P )|−2a · u˜†, we have the following:
S
(
v2, σ
∗v2
)
= S
(
u˜, σ∗|z|−2au˜†)
= |z|−2a · exp(α · λ · log |z(P )|2) · exp(−α · λ · log |z(P )|2) · S(w, σ∗w†) = |z(P )|−2a > 0. (104)
In particular, the pairing S : Su(E,P )⊗ σ∗Su(E,P ) −→ T(0) is the polarization.
6.1.4 The canonical frame
Let λ0 be an element of Cλ. Let u = (a, α) be an element of R×C.
The case α 6= 0
Let b be a real number such that b 6∈ p(λ0, u)+Z. In the case we have the integer ν determined by the condition
b − 1 < ν + p(λ0, u) < b. Let v be as in the subsubsection 6.1.1. Then the section z−νv is a frame of bL(u),
which we call the canonical frame at λ0.
The case α = 0. In the case, we recall p(λ, u) = a for any λ, and we have v = e. Let b be any real number. We
have the integer ν determined by the condition b− 1 < ν+ a ≤ b. Then the frame z−ν · v is called the canonical
frame of L(u) at λ0.
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6.1.5 The higher dimensional case
Let u = (u1, . . . , un) be an element of (R×C)n, where ui = (ai, αi). We put X = ∆n and D =
⋃
i=1Di, where
Di = {zi = 0}. Then we put L(u) = OX−D · e. We have the Higgs field θ and the metric h determined as
follows:
θ · e = e ·
∑
αi · dzi
zi
, h(e, e) =
n∏
i=1
|zi|−2ai .
Let qi denote the projection ofX onto the i-th component. Then we have the isomorphism L(u) ≃
⊕n
i=1 q
∗
i L(ui)
compatible with the metric and the Higgs field. Hence (L(u), θ, h) is a harmonic bundle. We have the holomor-
phic frame of the deformed holomorphic bundle L(u) over X −D:
v = exp
(
−
∑
αi · log |zi|2
)
· e.
Let λ0 be an element of Cλ. We have the canonical frame fi of L(ui) around λ0. Then the section
∏n
i=1 q
∗
i fi
gives the canonical frame of bL(u) around λ0.
6.2 Basic example II
6.2.1 Preliminary
We put X := ∆ and D := {O}. We put y := − log |z|2. We put E := OX−D ·e1 ⊕OX−D ·e−1. The metric h is
given as follows:
H(h, e) =
(
y 0
0 y−1
)
.
The Higgs field θ is given as follows:
θ · e = e ·
(
0 0
1 0
)
dz
z
.
ThenMod(2) = (E, ∂E , θ, h) is a harmonic bundle. (See our previous paper [38], for example). We take a frame
v = (v1,0, v0,1) of the deformed holomorphic bundle E given as follows:
v = e ·
(
1 −λ · y−1
0 1
)
. (105)
Then v gives a normalizing frame of ⋄E , i.e., it satisfies the following condition:
Dv = v ·
(
0 0
1 0
)
dz
z
.
We also put as follows:
e† = e ·
(
y−1 0
0 y
)
, v† = e† ·
(
1 0
−µ · y−1 1
)
.
Then v† gives a normalizing frame of ⋄E†:
D†v† = v† ·
(
0 1
0 0
)
dz¯
z¯
.
6.2.2 The induced objects
It is easy to see that KMS(E0) = {(n, 0) ∣∣n ∈ Z} ⊂ R × C. We have the natural isomorphisms Scan(n,0)(E) ≃
Scan(0,0)(E) and S(n,0)(E,P ) ≃ S(0,0)(E,P ). Hence we only consider the case u = (0, 0). In the following, we omit
to denote the subscript u. We also omit to denote ‘1’.
We put u1,0 := v1,0|O×Cλ and u
0,1 = v0,1|O×Cλ . We have G = OCλ ·u1,0 ⊕OCλ ·u0,1, by definition. We also have
G(E) = E|X ♯. Thus we have the following:
G(E)|P = E|P = OCλ ·v1,0|P ⊕OCλ ·v0,1|P = OCλ ·e1 |P ⊕OCλ ·e−1 |P .
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Here we use the notation “|P” instead of “|{P} ×C∗λ”. In the following in this subsubsection, we use this
abbreviation of the notation for simplicity.
We have the following equality on the plane {P} ×Cλ:
v|P = e|P ·
(
1 −λ · y(P )−1
0 1
)
.
On the conjugate side, we have the following:
G† = OCµ ·u† 1,0 ⊕ OCµ ·u† 0,1, u† 1,0 := v† 1,0|O×Cµ , u† 0,1 := v
† 0,1
|O×Cµ .
We also have the following:
G†(E†)|P = OCµ ·v† 1,0|P ⊕OCµ ·v† 0,1|P = OCµ ·e†1 |P ⊕OCµ ·e†−1 |P .
Then we have the following:
v
†
|P = e
†
|P ·
(
1 0
−µ · y(P )−1 1
)
, e†|P = e|P
(
y(P )−1 0
0 y(P )
)
. (106)
6.2.3 The gluing of S(P ) and the nilpotent maps
Then we have the following:
Φ(P,O)
(
e|P
)
= u ·
(
1 λ · y(P )−1
0 1
)
, Φ†(P,O)
(
e
†
|P
)
= u† ·
(
1 0
µ · y(P )−1 1
)
. (107)
From (107) and the first equation in (106), the vector bundle S(E,P ) is obtained by the following gluing:
u = u†
(
1 0
µ · y(P )−1 1
)
·
(
y(P ) 0
0 y(P )−1
)
·
(
1 −y(P )−1 · λ
0 1
)
= u†
(
y(P ) −λ
µ 0
)
.
The nilpotent map N△ is given as follows:
N△|Cλ : u1,0 7−→ u0,1 ⊗ t0, u0,1 7−→ 0, on the plane Cλ,
N△|Cµ : u† 1,0 7−→ 0, u† 0,1 7−→ −u† 1,0 ⊗ t∞, on the plane Cµ.
Hence the vector bundle GrW
△
1 is given by the gluing u
1,0 = µ · u† 0,1. The vector bundle GrW△−1 is given by
u0,1 = −λ · u† 1,0. Therefore GrW△a is a pure twistor of weight a, and (S(E,P ),W△) is a mixed twistor.
6.2.4 The pairing
The induced pairing S : GrW
△
1 ⊗σ∗GrW
△
−1 −→ T(0) is given as follows:
u1,0 ⊗ σ∗(u† 1,0) 7−→ 1, u† 0,1 ⊗ σ∗(u0,1) 7−→ 1.
Remark 6.1 Note that we have the following equality on C∗λ:
u1,0 ⊗ σ∗(u† 1,0) = µ · u† 0,1 ⊗ σ∗(−λ · u† 0,1) = µ · ϕ−1(−λ) · u† 0,1 ⊗ σ∗(u† 0,1)
= µ · (−(−λ)) · u† 0,1 ⊗ σ∗(u† 0,1) = u† 0,1 ⊗ σ∗u† 0,1. (108)
Thus the pairing S is well defined, of course.
We have induced the pairing S
(N△ ⊗ id) : GrW△1 ⊗σ∗GrW△1 −→ T(−1).
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Lemma 6.2 It gives a polarization.
Proof Let us consider the induced pairing GrW
△
1 ⊗O(−1)⊗σ∗
(
GrW
△
1 ⊗O(−1)
) −→ T(0). A base s of the one
dimensional vector space H0
(
P1,GrW
△
1 ⊗O(−1)
)
is given by the following:
s = −√−1 · u1,0 ⊗ f (−1)0 = u† 0,1 ⊗ f (−1)∞ .
Via the pairing S
(N△ ⊗ id), we have the composite of the following correspondences:(−√−1 · u1,0 ⊗ f (−1)0 )⊗ σ∗(u† 0,1 ⊗ f (−1)∞ ) 7−→ −√−1(u0,1 ⊗ t(−1)0 ⊗ f (−1)0 )⊗ σ∗(u† 0,1 ⊗ f (−1)∞ )
7−→ −√−1 · f (1)0 ⊗ σ∗(f (−1)∞ ) 7−→ 1. (109)
Thus we are done.
In all, we obtain the following.
Corollary 6.2 The tuple
(
S(E,P ),W,N△, S) is a polarized mixed twistor structure.
6.2.5 The case Scan(E)
Next we consider the vector bundle Scan(E). Let π : H −→ ∆∗ be the universal covering given by ζ 7−→
exp
(√−1ζ) = z. Pick a point P˜ such that π(P˜ ) = P . We put as follows:
s = v · exp
(
−λ−1 · (log z − log z(P˜ ))( 0 0
1 0
))
.
Then s is a frame of the space of multi-valued flat sections, such that s(P˜ ) = v(P ).
We put as follows:
s† = v† · exp
(
−µ−1 · (log z¯ − log z¯(P˜ )) ( 0 1
0 0
))
.
Then s† be a frame of the space of multi-valued sections such that s†(P˜ ) = v†(P ). Then we have the following
relation:
s = s†
(
y −λ
µ 0
)
.
To see the morphism Φcan, we develop s as a polynomial of log z, and we take the degree 0-part. Therefore
the morphism H −→ G|C∗
λ
is given as follows:
s 7−→ u · exp
(
λ−1 log z(P˜ )
(
0 0
1 0
))
.
Similarly, we obtain the morphism H −→ G†|C∗
λ
:
s† 7−→ u† · exp
(
µ−1 log z¯(P˜ )
(
0 1
0 0
))
.
Then the gluing of Scan(E) is given as follows:
u = u† · exp
(
µ−1 log z¯(P˜ )
(
0 1
0 0
))
·
(
y −λ
µ 0
)
· exp
(
−λ−1 log z(P˜ )
(
0 0
1 0
))
= u† ·exp
(
µ−1 log |z(P )|2
(
0 1
0 0
))
·
(
y −λ
µ 0
)
= u† ·
(
1 −µ−1y
0 1
)
·
(
y −λ
µ 0
)
= u†
(
0 −λ
µ 0
)
.
(110)
Thus Scan(E) is naturally isomorphic to GrW
△
1 ⊕GrW
△
−1 .
The filtration W△ gives the mixed twistor structure, and the pairing S gives the polarization, which has
been already shown. In all, we obtain the following.
Lemma 6.3 The tuples
(
Scan,W,N△, S) are polarized mixed twistor structures.
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6.2.6 The rank l case
By taking the (l − 1)-th symmetric product of the harmonic bundle Mod(2) given in the subsubsection 6.2.1,
we obtain the harmonic bundle Mod(l), whose rank is l. Let Mod(l) denote the deformed holomorphic bundle
of Mod(l).
The frame w ofMod(l) is called canonical, if the λ-connection form with respect to w is of the form A ·dz/z
for some constant nilpotent matrix A. The frame v of Mod(2) given in (105) induces a canonical frame of
Mod(l).
The following lemma is clear.
Lemma 6.4 Let V be a vector space over C, and let N be a nilpotent map of V . We have a harmonic bundle
of the form
⊕
iMod(li) such that the residue is isomorphic to (V,N). Such a harmonic bundle is denoted by
E(V,N), although it is not uniquely determined.
6.2.7 General model bundles
In general, the harmonic bundle of the following form is called a model bundle:⊕
i
Mod(li)⊗ L(ui).
Let λ0 be a point of Cλ. We have canonical frames of L(ui) and Mod(li) around λ0. The tensor products
of them induce the frame of
⊕Mod(li)⊗ L(ui). The induced frame is called a canonical frame.
Part II
Prolongation of deformed holomorphic bundles
7 Harmonic bundles on ∆∗
7.1 Simpson’s Main estimate
7.1.1 Statement
Let R > 0 be a positive number. We put X = ∆(R), and D = {O}. Let (E, ∂E , θ, h) be a tame harmonic
bundle defined over a neighbourhood of X − D in C∗. We denote θ = f0 · dz/z. Assume that we have the
decomposition E =
⊕
a∈S0 Ea satisfying the following conditions:
Condition 7.1
1. The endomorphism f0 preserves the decomposition, that is, f0 =
⊕
a f0 a for f0 a ∈ End(Ea).
2. There exists C0 > 0 and ǫ0 > 0, such that |b− a| < C0 · |z|ǫ0 for any eigenvalue b of f0 a(z).
3. We put ξ :=
∑
a∈Sp(E0) rank(Ea) · |a|2. Then we have ξ 6= 0.
We take a total order ≤1 of S0 := Sp(E0). Then we obtain the filtration F defined as follows:
FaE :=
⊕
b≤1a
Eb.
Let E′a denote the orthogonal complement of F<a(E) in Fa(E). We have dim(Ea) = dim(E
′
a), but Ea 6= E′a in
general. We put as follows:
ρ :=
⊕
a∈S0
a · idEa ∈
⊕
a∈S0
End(Ea), ρ
′ :=
⊕
a∈S0
a · idE′a ∈
⊕
a∈S0
End(E′a). (111)
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Note we have |ρ′|2h = ξ.
The following proposition is our main purpose in the subsection 7.1. It will be proved in the subsubsections
7.1.2–7.1.6.
Proposition 7.1
(I) Let R1 be a positive number such that R1 < R. There exists C1 > 0 satisfying the following inequality on
∆∗(R1):
|f0 − ρ′|h ≤ C1 ·
(
− log |z|
R
)−1
(112)
(II) There exist positive constants C2 > 0, ǫ2 > 0 and R2 > 0, satisfying the following inequality on ∆
∗(R2):∣∣ρ− ρ′∣∣
h
≤ C2 · |z|ǫ2 (113)
Here C1, C2, ǫ2, R2 depends only on the constants R, C0, ǫ0, R1, S0, rank(E) and the set
{
rankEa
∣∣ a ∈ S0}.
For simplicity, we introduce the following terminology which is used only in this subsection.
Definition 7.1 A constant is called good, if it depends only on the constants R, C0, ǫ0, R1, S0, rank(E) and
the set
{
rankEa
∣∣ a ∈ S0}.
Remark 7.1 Proposition 7.1 was proved by Simpson (Theorem 1 in [50]). In fact, we closely follow his argu-
ment. However we would like to care the dependence of constants, to use the proposition in higher dimensional
case. It is the reason why we give some detail.
7.1.2 Preliminary
We put f := f0 · z−1. Recall we have the following fundamental inequality due to Simpson.
Lemma 7.1 (Simpson, the page 729 in [50]) The following inequality holds:
∆ log |f |2h ≤
−∣∣[f, f †]∣∣2
h
|f |2h
.
Due to the condition 1 in Condition 7.1, we have the endomorphisms f0 a |Q ∈ End(Ea |Q). We have the
E-decomposition of Ea |Q:
Ea |Q =
⊕
α∈Sp(f0 a |Q)
E(f0 a |Q, α).
We have the natural bijection Sp(f0 |Q) ≃
{
(a, α)
∣∣ a ∈ S0, α ∈ Sp(f0 a |Q)}. We pick a total order ≤2 on
Sp(f0 a |Q) on each a. Then we obtain the total order ≤3 on Sp(f0 |Q), which is given by the lexicographic order
of ≤1 and ≤2.
We obtain the filtration F (1) on E|Q defined as follows:
F
(1)
(a,α)(E|Q) =
⊕
(b,β)≤3(a,α)
E(f0 b |Q, β).
Let H(a,α) denote the orthogonal complement of F
(1)
<(a,α) in F
(1)
(a,α). We have the following:
E′a |Q =
⊕
α∈Sp(f0 a |Q)
H(a,α).
We put as follows:
ρ˜Q :=
⊕
(a,α)∈Sp(f0 |Q)
α · idH(a,α) .
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Lemma 7.2 There exists a good constant C and ǫ0 satisfying the following:∣∣ρ˜Q − ρ′|Q∣∣h ≤ C · |z(Q)|ǫ0 .
Proof It follows from the condition 2 in Condition 7.1.
Corollary 7.1 There exists a good constant A2 satisfying the following:
|ρ˜Q|2h ≤ A2.
Proof It immediately follows from Lemma 7.2.
We decompose as f|Q := ρ˜Q · z(Q)−1 + gQ. Then we have the following equality:
|f|Q|2h = |ρ˜Q|2h · |z(Q)|−2 + |gQ|2h.
Lemma 7.3 There exists a good constant A1 satisfying the following:∣∣[f|Q, f †|Q]∣∣h ≥ A1 · |gQ|2. (114)
Proof It can be shown by an elementary linear algebraic argument.
7.1.3 Step 1 of the proof of (I)
Lemma 7.4 There exist good constants A3 and A4 satisfying the following:
For any point Q ∈ ∆∗(R), one of the following holds:
• |f(Q)|2h ≤ A3 · |z(Q)|−2.
• ∆ log |f |2h(Q) ≤ −A4 · |f |2h(Q).
Proof Assume that |f|Q|2h ≥ 2 · A2 · |z(Q)|−2. Then we obtain |gQ|2h ≥ 2−1 · |f|Q|2h. Hence we obtain the
following: (
∆ log |f |2h
)
(Q) ≤
−∣∣[f|Q, f †|Q]∣∣2h
|f|Q|2h
≤ −A
2
1 ·
∣∣gQ∣∣4h
|f|Q|2h
≤ −A
2
1
4
· |f|Q|2h.
Thus we may take A3 = 2A2 and A4 = 4
−1A21.
Let η and B be positive numbers. We put as follows:
mη,B :=
B
(|z| − η)2 · (|z| − R)2 .
It is a C∞-function on the region
{
z
∣∣ η < |z| < R}. Note thatmη,B is∞ on the boundary {z ∣∣ |z| = η}∪{z ∣∣ |z| =
R
}
.
Lemma 7.5 Let us take a positive number B satisfying the following inequalities:
B ≥ 4R
2
A4
, B > A3 ·R2.
In particular, B is a good constant. Then we obtain the following inequalities:
∆ logmη,B ≥ −A4 ·mη,B, mη,B ≥ A3 · |z|−2.
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Proof We have the following formula:
∆ logmη,B =
−2η
|z| · (|z| − η)2 + −2R|z| · (|z| −R)2 = −2B
((|z| −R)2
|z| · η +
(|z| − η)2
|z| · R
)
·mη,B. (115)
From η < |z| < R, we have the following inequalities:
η
|z| < 1, (|z| −R)
2 ≤ R2, (|z| − η)
2
|z| ≤ |z| − η ≤ R.
Thus we have the following inequality:
η
|z| ·
(|z| −R)2 + (|z| − η)2|z| · R ≤ 2R2. (116)
From (115) and (116), we obtain the following inequality on the region
{
z
∣∣ η < |z| < R}:
∆ logmη,B ≥ − 4
B
· R2 ·mη,B.
For any B ≥ 4R2A4 and for any η > 0, we obtain the first inequality on the region {η < |z| < R}.
We also have the following inequalities:
mη,B =
B
(|z| − η)2 · (|z| −R)2 ≥
A3 ·R2
(|z| − η)2 · (|z| − R)2 ≥
A3
(|z| − η)2 ≥
A3
|z|2 .
Hence we obtain the second inequality.
We put S1 :=
{
z ∈ ∆∗(R) ∣∣ |f(z)|2h > mη,B(z)}.
Lemma 7.6 The set S1 is empty. In other words, we have the inequality |f(z)|2h ≤ mη,B(z) for any point
z ∈ ∆∗(R) such that |z| > η.
Proof Assume that S1 is not empty, and we will derive a contradiction. On the region S1, we have the
inequality |f |2h > mη,B ≥ A3 · |z|−2. Hence we have ∆ log |f |2h ≤ −A4 · |f |2h due to Lemma 7.4. Then we obtain
the following inequality on S1:
∆ log
(|f |2h/mη,B) ≤ −A4 · (|f |2h −mη,B) < 0.
It implies that the function log
(|f |2h/mη,B) cannot take the maximal in the region S1.
Let S¯1 denote the closure of S1 in C. Since we have mη = ∞ on the boundary {|z| = η} ∪ {|z| = R}, the
intersection of the sets S¯1 and
{
z | |z| = η} ∪ {|z| = R} is empty. Hence we have |f |2h = mη,B on the boundary
of S¯1. Hence we obtain |f |2h ≤ mη,B on S1, but it contradicts the definition of S1. Hence we obtain S1 = ∅.
When we take a limit η → 0, we obtain the inequality on ∆∗(R):
∣∣f(z)∣∣2
h
≤ B
|z|2 · (|z| −R)2 .
Hence, we have arrived at the following:
Lemma 7.7 For any R3 such that R1 < R3 < R, there exists a good constant A5 such that the following
inequality holds on ∆∗(R3): ∣∣f(z)∣∣2
h
≤ A5|z|2 .
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7.1.4 Step 2 for the proof of (I)
We put as follows: k := log |f |2h − log
(
ξ · |z|−2). Then we have the following:
k(Q) = log
( |z(Q)|2
ξ
· |f|Q|2
)
= log
( |z(Q)|2
ξ
· (|ρ˜Q|2h · |z(Q)|−2 + |gQ|2h)).
We put bQ := |ρ˜Q|2 − ξ.
Lemma 7.8 We have a good constant A6 such that |bQ| ≤ A6 · |z(Q)|ǫ0.
Proof This is a reformulation of Lemma 7.2.
Lemma 7.9 There exists a good constant A7 satisfying the following for any point Q ∈ ∆∗(R3):
A7 ·
(
ξ−1 · bQ + |z(Q)|
2
ξ
· |gQ|2h
)
≤ k(Q) ≤ ξ−1 · bQ + |z(Q)|
2
ξ
· |gQ|2h. (117)
Proof We have the following description:
k(Q) = log
(
1 + ξ−1 · bQ + |z(Q)|
2
ξ
· |gQ|2h
)
.
Then the right inequality is obvious. We have only to obtain the left inequality.
Recall we have obtained the following estimate on ∆∗(R3) in Step 1:
|gQ|2h ≤ |f|Q|2h ≤ A5 · |z(Q)|−2.
Hence we have the following inequality:
0 ≤ |z(Q)|
2
ξ
· |gQ|2h ≤
A5
ξ
.
Then we obtain the left inequality for some good constant, for example, by using the convexity of the logarithmic
function.
We will show Lemma 7.10 later.
Lemma 7.10 There exists a good constant A8 satisfying the following:
k ≤ A8 ·
(
− log |z|
R3
)−2
.
Lemma 7.11 Lemma 7.10 implies the claim (I) of Proposition 7.1.
Proof Assume that we have shown Lemma 7.10, then we obtain the following inequality on ∆∗(R1):
|f0 − ρ′|2h = bQ + |z(Q)|2 · |gQ|2h ≤ ξ ·A−17 · k ≤ ξ ·A−17 · A8 ·
(
− log |z|
R3
)−2
.
It implies the desired inequality (112) in (I). Thus we have reduced the proof of the claim (I) to Lemma 7.10.
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7.1.5 Proof of Lemma 7.10
Let us prove Lemma 7.10. There exists a good constant A10 satisfying the following inequality on ∆
∗(R3):
ξ−1 ·A6 · |z|ǫ0 ≤ 1
2
A10
(
− log |z|
R3
)−2
.
Here A6 appeared in Lemma 7.8.
Take a good constant A11 satisfying the following:
A11 <
A21 · ξ2
4 · A5 , A11 <
6
A10
. (118)
The first condition will be used in Lemma 7.12 and the second condition will be used to obtain the inequality
(121).
Lemma 7.12 One of the following holds:
• k(Q) < A10 ·
(
log
|z(Q)|
R3
)−2
• (∆k)(Q) < −A11 · k(Q)2 · |z(Q)|−2.
Proof Assume k(Q) ≥ A10 ·
(− log |z(Q)|R3 )−2. Then we obtain the following:
1
2
k(Q) ≥ ξ−1 · A6 · |z|ǫ0 ≥ ξ−1 · |bQ|.
Namely we obtain the following:
k(Q)− ξ−1 · bQ ≥ k(Q)
2
.
By using the right inequality in (117), we obtain the following inequality:
|z(Q)|2
ξ
· |gQ|2h ≥
k(Q)
2
.
Thus we obtain the following:
−|gQ|4h ≤
−ξ2
4 · |z(Q)|4k(Q)
2. (119)
Note the following:
∆k = ∆ log |f |2h ≤
−∣∣[f, f †]∣∣2
h
|f |2h
.
Then we obtain the following inequality by using Lemma 7.7, the inequality (114), the left inequality in (118),
and the inequality (119):
(∆k)(Q) ≤ −A21 ·
ξ2
|z(Q)|4 · 4 · k(Q)
2 · |z(Q)|
2
A5
=
−A21 · ξ2 · k(Q)2
4 · A5 · |z(Q)|2 < −A11 ·
k(Q)2
|z(Q)| .
Thus we are done.
For any positive numbers ǫ and B, we put as follows:
pB,ǫ = B ·
(
− log |z|
R3
)−2
+ ǫ ·
(
− log |z|
R3
)
.
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Lemma 7.13 We put B = 6 ·A−111 . We have the following inequalities:
∆pB,ǫ ≥ −A11 ·
p2B,ǫ
|z|2 , pB,ǫ > A10 ·
(
− log |z|
R3
)−2
. (120)
Proof We have the following formula, where we use the real coordinate z = r · e
√−1θ:
∆pB,ǫ = −
(
∂
∂r
+
1
r
)(
2B
(− log r/R3)3 · r
)
=
−6B
(− log r/R3)4 · r2 ≥
−6p2B,ǫ
B · r2 .
Here we have used the inequality:
p2B,ǫ
r2
≥ B
2
(− log r/R3)2 · r2 .
Since we put B = 6 ·A−111 , we obtain the first inequality in (120).
Note that we have the following, due to the second inequality in (118):
B = 6 · A−111 > A10. (121)
Thus we obtain the second equality in (120).
We put S2 :=
{
Q
∣∣ k(Q) > pǫ(Q)}.
Lemma 7.14 The set S2 is empty. In other words, we have k(Q) ≤ pǫ(Q) for any point Q ∈ ∆∗.
Proof We assume that S2 is not empty, and we will derive a contradiction. Let Q be a point of S2, and then
we have the inequality k(Q) > pǫ(Q) ≥ A10 ·
(− log |z(Q)|R3 )−2. Then we obtain the following inequality due to
Lemma 7.12:
∆k(Q) < −A11 |k(Q)|
2
|z(Q)|2 .
Hence we have the following inequality:
∆(k − pǫ)(Q) < −A11 k(Q)
2 − pǫ(Q)2
|z(Q)|2 < 0.
It means that the function k − pǫ does not have any maximal point in the region S2. Since we have pǫ =∞ on
the boundary {|z| = 0} ∪ {|z| = R3}, the intersection of the sets S2 and {|z| = 0} ∪ {|z| = R3} is empty. Hence
we have k(Q) = pǫ(Q) on the boundary of S2. Thus we obtain the inequality k ≤ pǫ on the region S2, which
contradicts the definition of S2.
Let us return to the proof of Lemma 7.10. We obtain k(Q) ≤ pB,ǫ for any positive number ǫ due to Lemma
7.14. Thus we obtain the following inequality for a good constant:
k ≤ B ·
(
− log |z|
R3
)−2
.
Therefore the proof of Lemma 7.10 and the proof of the claim (I) are accomplished.
7.1.6 The proof of (II)
For any element l ∈⊕a≤1bHom(E′b, E′a), the adjoint ad(l) induces the endomorphism of⊕a<1bHom(E′b, E′a),
which we denote by Fl. Recall that we put f0 = f · z.
Lemma 7.15 There exist good constants R4 and A14 such that Ff0 is invertible on ∆
∗(R4), and the norms of
Ff0 and F
−1
f0
are dominated by A14.
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Proof We put g˜ := f0 − ρ′, which is a section of
⊕
a≤1bHom(E
′
b, E
′
a). Then we have the following inequality
on ∆∗(R1) due to the claim (I):
|g˜|h ≤ C1 ·
(
− log |z|
R
)−1
. (122)
Hence the norm of the endomorphism Fg˜ is dominated by A13 ·
(− log(|z| · R−1))−1 for a good constant A13.
On the other hand, the endomorphism Fρ′ is invertible and the norms of Fρ′ and F
−1
ρ′ are dominated by a good
constant A12. Thus we obtain Lemma 7.15.
We put q := ρ− ρ′, which is an element of⊕a<1bHom(E′b, E′a).
Lemma 7.16 There exists a good constant A15 such that |q|h ≤ A15 ·
(− log(|z| ·R−1))−1 on the region ∆∗(R4).
Proof We have the following equality by using [ρ′, ρ′] = 0:
0 = [f0, ρ] = [f0, ρ
′ + q] = Ff0(q) + [ρ
′ + g˜, ρ′] = Ff0 (q) + [g˜, ρ
′].
Then we obtain Lemma 7.16 by using Lemma 7.15 and (122).
Lemma 7.17 There exist good constants R5 and A16 such that the following inequality holds on the region
∆∗(R5): ∣∣[ρ, f †]∣∣2
h
≥ A16 · |q|2h · |z|−2.
Proof We have the following equality by a direct calculation:
[ρ, f †] = [ρ′, f †] + [q, z¯−1 ·ρ¯′] + [q, z¯−1 ·g˜†].
Here we put ρ¯′ =
⊕
a∈S0 a¯ · idE′a , and we have used the relation ρ′ † = ρ¯′. Note the following:[
ρ′, f †
] ∈ ⊕
a>1b
Hom(E′b, E
′
a),
[
q, z¯−1 ·ρ¯′] ∈ ⊕
a<1b
Hom(E′b, E
′
a).
There exists good constants C > 0 and C′ > 0 satisfying the following:∣∣[q, z¯−1 · g˜†]∣∣
h
≤ C′ · |z|−1 · | ad(g˜)|h · |q|h ≤ C ·
(−|z| log |z|R )−1 · |q|h,∣∣[q, z¯−1ρ¯′]∣∣
h
≥ C · |z|−1|q|h.
In all, we obtain Lemma 7.17.
Recall the following inequality due to Simpson (in the page 731 of [50]):
∆ log |ρ|2h ≤
−∣∣[ρ, f †]∣∣2
h
|ρ|2h
. (123)
Lemma 7.18 There exist good constants R6 and A17 such that the following inequality holds on ∆
∗(R6):
∆ log |ρ|2h ≤ −A17 · |q|2h · |z|−2.
Proof It follows from (123) and Lemma 7.17.
Since we have |ρ|2h = ξ + |q|2h, we obtain the following inequality on ∆∗(R6):
∆ log(1 + ξ−1 · |q|2h) ≤ −A17 · |q|2h · |z|−2. (124)
Lemma 7.19 There exists a good constant A18 such that the following holds:
A18 · ξ−1 · |q|2h ≤ log(1 + ξ−1 · |q|2h) ≤ ξ−1 · |q|2h. (125)
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Proof The right in the inequality (125) is clear. Since we have |q|h ≤ A15 ·
(− log(|z| ·R−1))−1 on ∆∗(R6) due
to Lemma 7.16, we have the following:
|q|2h · ξ−1 ≤ ξ−1 ·A215 ·
(
− log |z|
R
)−2
. (126)
In particular, we have a good constant C > 0 such that 0 ≤ |q|2h · ξ−1 ≤ C on ∆∗(R6). Thus there exists a good
constant for the left inequality in (125).
We put k := log(1 + |z|2 · ξ−1 · |q|2h).
Lemma 7.20 There exists a good constant A19 such that the following holds:
∆k ≤ −A19 · k · |z|−2. (127)
Proof It follows from (124) and the left inequality in (125).
Lemma 7.21 We have the following inequality on ∆∗(R6):
k ≤ |z|2 · ξ−1 · |q|2h ≤ A15 · ξ−1 ·
(− log(|z| · R−1))−2.
Proof It immediately follows from the right inequality in (125) and (126).
Corollary 7.2 There exists a good constant A20 such that k ≤ A20.
For positive numbers B, ǫ and u, we put as follows:
pB,ǫ,u := B ·
(
|z|u + ǫ ·
(
− log |z|
R
))
.
It is easy to check ∆pB,ǫ,u = −u2 · |z|u−2 ·B.
Lemma 7.22
• Take u > 0 satisfying u2 < A19. Then we have the following inequality:
∆pB,ǫ,u > −A19 · |z|−2 · |z|u · B > −A19 · |z|−2 · pB,ǫ,u. (128)
• Fix u > 0. Take B > 0 as B ·Ru6 > A20. Then we obtain the following:
pB,ǫ,u(R6) = B ·
(
Ru6 + ǫ ·
(
− log |z|
R6
))
> A20 > k(R6). (129)
Let us fix good constants u and B as in Lemma 7.22. We use the notation pǫ instead of pB,ǫ,u. Then we
obtain the following inequality from (127) and (128):
∆(k − pǫ) < −A19|z|2 · (k − pǫ). (130)
We put S3 :=
{
Q ∈ ∆∗(R0)
∣∣ k(Q)− pǫ > 0}.
Lemma 7.23 The set S3 is empty. In other words, we have k(Q) ≤ pǫ(Q) for any point Q ∈ ∆∗.
Proof Assume that S3 is not empty, and we will derive a contradiction. The function k − pǫ has no maximal
point in the region S3 due to the inequality (130). Since we have pǫ(R6) > k(R6) due to the inequality (129),
and since we have pǫ(0) =∞ by definition, the intersection of the sets S3 and {|z| = 0} ∪ {|z| = R6} is empty.
Hence we have k = pǫ on the boundary of the closure S¯3. Hence we obtain k ≤ pǫ on S3, which is a contradiction.
Hence the set S3 is empty.
When we take limit ǫ→ 0, we obtain the inequality k ≤ B ·ru on ∆∗(R6). Then there exists a good constant
A21 such that the following inequality holds on ∆
∗(R6):
|q|h ≤ A21 · |z|u.
Thus the proof of the claim (II) is accomplished.
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7.1.7 Some consequences and the asymptotic orthogonality
Corollary 7.3 For any R1 < R, there exists a good constant C such that the following holds on ∆
∗(R1):
|f0 − ρ|h ≤ C ·
(
− log |z|
R
)−1
.
Proof It follows from the estimate of q = ρ− ρ′ and (I) in Proposition 7.1.
We have the decomposition f0 =
∑
a≥1b f˜0,a,b, where f˜0,a,b ∈ Hom(E′a, E′b).
Corollary 7.4 There exist good constants C > 0 and ǫ > 0 such that the following holds:
• |f˜0 a b|h ≤ C · |z|ǫ in the case a 6= b.
• |f˜0 a a − a · idE′a |h ≤ C ·
(
− log |z|
R
)−1
.
Proof The second inequality immediately follows from (I) in Proposition 7.1. Due to the commutativity
[f0, ρ] = 0, we have [f0, ρ
′] + [f0, q] = 0. We have the following:
[f0, ρ
′] =
∑
a>1b
(b − a) · f˜0 a b.
On the other hand, we have the estimate∣∣[f0, q]∣∣h ≤ C · |f0|h · |q|h ≤ C′|z|ǫ2 .
Hence we obtain the estimates for f˜0 a b.
We have the decomposition f †0 =
∑
a,b f˜
†
0 a b, where f˜
†
0 a b ∈ Hom(E′a, E′b).
Corollary 7.5 There exists good constants C and ǫ such that the following holds:
• |f˜ †0 a b|h ≤ C · |z|ǫ in the case a 6= b.
• |f˜ †0 a a − a¯ · idE′a |h ≤ C · (− log |z|)−1.
Proof It immediately follows from Corollary 7.4.
We put ρ¯ :=
⊕
a∈S0 a¯ · idEa . We also put ρ¯′ :=
⊕
a∈S0 a¯ · idE′a . Note that ρ¯′ is adjoint of ρ′, and that
ρ¯− ρ¯′ ∈⊕a<1bHom(E′b, E′a).
Lemma 7.24 There exists good constants C′, R′ and ǫ′ such that the following holds on ∆∗(R′):∣∣ρ¯− ρ¯′∣∣
h
≤ C′ · |z|ǫ′ .
Proof The argument is similar to the proof of Corollary 7.4. We have the following formula:
0 = [ρ¯, ρ] = [ρ¯, ρ′] + [ρ¯, q] =
[
ρ¯− ρ¯′, ρ¯′]+ [ρ¯, q].
There exist good positive constants R′′, C′′, C′′′ and ǫ′′ satisfying the following inequalities on ∆∗(R′′):∣∣[ρ¯, q]∣∣
h
≤ C′′ · |z|ǫ′′ , ∣∣[ρ¯− ρ¯′, ρ′]∣∣
h
≥ C′′ · ∣∣ρ¯− ρ¯′∣∣
h
.
Thus we are done.
Corollary 7.6 There exist good positive constants C′ and R′ such that the following holds on ∆∗(R′):
∣∣f †0 − ρ¯∣∣h ≤ C · |z|−1 · (− log |z|R )−1.
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Proof We have f †0 − ρ¯ = (f †0 − ρ¯′) + (ρ¯′ − ρ¯) = (f †0 − ρ′ †) + (ρ¯′ − ρ¯). Then we obtain the result from (I) in
Proposition 7.1 and Lemma 7.24.
In general, let us consider an element g ∈⊕aEnd(Ea). Then we have the decomposition:
g =
∑
a≥1b
ga b, ga b ∈ Hom(E′a, E′b).
Lemma 7.25 We have the estimate |ga b|h ≤ C · |z|ǫ · |g|h for a 6= b.
Proof We have 0 = [g, ρ] = [g, ρ′] + [g, q]. We have an estimate
∣∣[g, q]∣∣
h
≤ C′ · |g|h · |z|ǫ′ on ∆∗(R′) for some
good positive constants C′, ǫ′ and R′. On the other hand, we have
[g, ρ′] =
∑
a>1b
(b − a) · ga,b.
Thus we are done.
For the endomorphism g above, we also obtain the adjoint g† ∈ End(E), and we have the decomposition:
g† =
∑
a≤1b
(g†)a b, (g†)a b ∈ Hom(E′a, E′b).
Lemma 7.26 We have |(g†)a b|h ≤ C · |z|ǫ · |g|h if a 6= b.
Proof It immediately follows from Lemma 7.25.
We have the following asymptotic orthogonality.
Proposition 7.2 There exist good constants C3 > 0, ǫ3 > 0 and R10 > 0. Let a1 and a2 be elements of S0
such that a1 6= a2. Then Ea1 and Ea2 are |z|ǫ3-asymptotically orthogonal. More precisely, let vi be C∞-sections
of Ei. Then it holds
∣∣(v1, v2)h∣∣ ≤ C3 · |z|ǫ3 · |v1|h · |v2|h on ∆∗(R10).
Proof Let v be a C∞-section of Ea. We have the following decomposition:
v =
∑
b≤1a
vb, vb ∈ C∞
(
X −D,E′b
)
.
We have the equalities ρ(v) = a · v =∑b≤a a · vb. On the other hand, we have the following equalities:
ρ(v) = ρ′(v) + q(v) =
∑
b≤1a
b · vb + q(v).
Hence we obtain the following: ∑
b<1a
(a− b) · vb = q(v).
Therefore there exists a good constant A22 such that the following holds for any v:
|vb|h ≤ A22 · |z|u · |v|h.
Let v be a C∞-section of Ea and w be a C∞-section of Ec such that c < a. Then we have the following:
|(v, w)h| =
∣∣∣∑
b≤1a
(vb, w)h
∣∣∣ = ∣∣∣∑
b≤1c
(vb, w)h
∣∣∣ ≤ ∑
b≤1c
|vb|h · |w|h ≤ A22 · |z|u ·
∑
b≤1c
|v|h ·|w|h.
Hence there exists a good constant A23 > 0 such that the following holds:
|(v, w)h| ≤ A23 · |z|u · |v| · |w|.
Thus we are done.
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7.2 The KMS-structure of tame harmonic bundles on a punctured disc
7.2.1 Prolongment of Eλ
We put X = ∆ and D = {O}. Let (E, ∂E , θ, h) be a tame harmonic bundle over X −D. We have the deformed
holomorphic bundle (Eλ,Dλ) over X λ − Dλ with the metric h. Let us recall the result on the prolongment of
Eλ. (See the section 10 of [49] and the section 3 of [50]. See also the subsubsection 4.3.1–4.3.3 in [38].)
1. For any real number b ∈ R, the OX -module bEλ is locally free.
2. For any real numbers a < b, we have the canonical inclusion aEλ −→ bEλ of OX -modules. Then we obtain
the parabolic filtration of bEλ|O. Namely we put Fa(bEλ) := Im(aEλ|O −→ bEλ|O). Then we have the
following inclusions for any b− 1 ≤ a ≤ b:
0 = Fb−1(bEλ) ⊂ Fa(bEλ) ⊂ Fb(bEλ) = bEλ|O.
3. We put as follows:
F<a(Eλ) =
∑
c<a
Fc(Eλ) =
⋃
c<a
Fc(Eλ), GrFa (bEλ) :=
Fa(bEλ)
F<a(bEλ) .
If a ≤ b < a+1, we have the canonical isomorphism GrFa (aEλ) −→ GrFa (bEλ). Hence we omit to denote b
in this case.
On the contrary, if b < a or b ≥ a+ 1, then we have GrFa (bEλ) = 0 by definition.
4. Let v = (vi) be a holomorphic frame of bEλ over X compatible with parabolic filtration on D. We put
bi := deg
F (vi). We put v
′
i := |z|bi · vi, and then we obtain the C∞-frame v′ := (v′i) of Eλ over X λ − Dλ.
Then v′ is adapted up to log order
5. Dλ is logarithmic in the following sense: if f is a holomorphic section of bEλ, then Dλf is a holomorphic
section of b+1Eλ ⊗ Ω1,0 = bEλ ⊗ Ω1,0(logO). In particular, we obtain the residue Res(Dλ) ∈ End(bEλ|O),
which preserves the parabolic filtration F .
We have the E-decomposition of bEλ|O for Res(D):
bEλ|O =
⊕
α∈C
E
(
bEλ|O, α
)
.
Lemma 7.27 The decomposition E and the parabolic filtration F is compatible.
Proof Since Fa(bEλ) is stable under the action of Res(Dλ), we have only to apply Lemma 2.4.
For any u = (a, α) ∈ R×C and for any b such that a ≤ b < a+ 1, we put as follows:
GrF,Eu (Eλ) := E(GrFa (bEλ), α) = GrFa E
(
bEλ|O, α
)
.
It is independent of a choice of b.
For any u ∈ R × C, we have the induced morphism GrF,Eu (Res(Dλ)) on GrF,Eu (Eλ). The nilpotent part is
denoted by Nu. Then we obtain the weight filtration W of Nu.
7.2.2 KMS-spectrum
Definition 7.2 For a harmonic bundle (E, ∂E , θ, h), the set KMS(Eλ) is defined as follows:
KMS(Eλ) := {u ∈ R×C ∣∣ dimGrF,Eu (E) 6= 0}.
It is called the KMS-spectrum set of E at (λ,O). For any u ∈ KMS(Eλ), the number m(λ, u) is defined as
follows:
m(λ, u) := dimGrF,Eu (Eλ).
It is called the multiplicity of the KMS-spectrum u.
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The natural morphisms KMS(Eλ) −→ R and KMS(Eλ) −→ C are denoted by πp and πe. We put
Par(Eλ) := Im(πp) and Sp(Eλ) := Im(πe).
Proposition 7.3 We have the isomorphism GrF,Eu (Eλ) ≃ GrF,Eu+(1,−λ)(Eλ).
Proof Let v = (vi) be a holomorphic frame of aEλ compatible with E and F . We put bi := degF (vi). We put
v˜i := z
−1 · vi and v˜ := (v˜i).
Lemma 7.28 v˜ gives a holomorphic frame of a+1Eλ.
Proof We put v˜′i := v˜i · |z|bi−1, and v˜′ = (v˜i). Then it is C∞-frame of Eλ over X λ − Dλ, and it is adapted
up to log order. Then v˜ gives a frame of aEλ compatible with the parabolic filtration due to Lemma 2.4 and
Lemma 2.5.
Let us return to the proof of Proposition 7.3. Let A be the λ-connection form of Dλ with respect to the
frame v, i.e. Dλv = v · A holds. Then we have the following:
Dv˜ = D
(
z−1 · v) = v˜ · (A− λdz
z
)
.
We obtain the isomorphism aEλ|O −→ a+1Eλ|O defined by the correspondence vi(0) 7−→ v˜i(0). Then it induces
the isomorphism:
GrE,Fu (Eλ) −→ GrE,Fu+(1,−λ)(Eλ).
Thus we are done.
Corollary 7.7 We have the equality m(λ, u) = m
(
λ, u+ (1,−λ)).
We have the free Z-action on KMS(Eλ):
Z×KMS(Eλ) −→ KMS(Eλ), (n, u) 7−→ u+ n · (1,−λ).
It preserves the multiplicities.
Definition 7.3 We put KMS(Eλ) := KMS(Eλ)/Z. Note that the multiplicity of any element u ∈ KMS(Eλ)
is naturally defined, due to Corollary 7.7.
Definition 7.4 We put as follows:
KMS(bEλ) :=
{
u ∈ KMS(Eλ) ∣∣ b− 1 < πp(u) ≤ b} = {u ∈ R×C ∣∣ GrE,Fu (bEλ) 6= 0}.
We have the natural morphism π : KMS(bEλ) −→ KMS(Eλ). The following lemma is clear.
Lemma 7.29 The morphism π is bijective.
The restriction of πp to KMS(bEλ) gives the morphisms KMS(bEλ) −→ R. The image πp
(KMS(bEλ)) is
denoted by Par(bEλ). The following lemma is clear.
Lemma 7.30 We have Par(bEλ) =
{
a ∈ R ∣∣ GrFa (bEλ) 6= 0}.
The restriction of the morphism πe to KMS(bEλ) gives the morphism πe : KMS(bEλ) −→ C. The image
πe
(KMS(bEλ)) is denoted by Sp(bEλ). The following lemma is clear.
Lemma 7.31 We have Sp(bEλ) =
{
α ∈ C ∣∣E(bEλ|O, α) 6= 0}.
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7.2.3 The functoriality of the KMS structure for pull back
Let c be a positive integer, and ψc : X −→ X be the morphism given by z 7−→ zc.
Let f be a holomorphic section of ⋄Eλ over X . We put b = − ord(f). Assume −1 < b ≤ 0, i.e., f|O 6= 0 in
⋄Eλ|O.
We have the holomorphic section ψ−1c (f) of ψ
−1
c (Eλ) over X λ − Dλ. Then we have ord(ψ−1c (f)) = −c · b.
We put as follows:
f˜ := zν(c·b) · ψ−1c (f).
Then we have the following:
− ord(f˜) = −ν(c · b)− ord(ψ−1c (f)) = −ν(c · b) + c · b = κ(c · b).
Hence f˜ is a section of κ(cb)ψ
−1
c Eλ. In particular, it gives a section of ⋄ψ−1c Eλ.
Let v be the holomorphic frame of ⋄Eλ compatible with F . We put bi := degF (vi). We put v′i := |z|bi · vi
and v′ := (v′i). Recall that v
′ is a C∞-frame of ⋄Eλ over X λ−Dλ, which is adapted up to log order. For each vi,
take the holomorphic section v˜i of
⋄ψ−1c Eλ as above. Then we obtain the tuple of sections v˜ = (v˜i) of ⋄ψ−1c Eλ.
Lemma 7.32 v˜ is a holomorphic frame of ⋄ψ−1c Eλ.
Proof We put as follows:
v˜′i := |z|κ(cbi)v˜i = Ci(z) · ψ−1c (vi)′.
Here we have |Ci(z)| = 1. We obtain the tuple of the C∞-sections v˜′ = (v˜′i) of ψ−1c Eλ. It is a C∞-frame of
ψ−1c Eλ over X λ −Dλ, and it is adapted up to log order. Hence we have only to apply Lemma 2.4.
Corollary 7.8 We have the surjective morphism ψ∗c : KMS(⋄Eλ) −→ KMS(⋄ψ−1c Eλ) given as follows:
(b, β) 7−→ (κ(c · b), c · β + ν(c · b) · λ) = c · (b, β) + ν(c · b) · (−1, λ).
We have isomorphisms:
GrE,Fu
(⋄ψ−1c Eλ) ≃ ⊕
ψ∗c (u)=u
′
GrE,Fu′
(⋄Eλ), GrFa (⋄ψ−1c Eλ) ≃ ⊕
κ(cb)=a
Grb(
⋄Eλ).
The isomorphism are given by v and v˜.
Proof We have only to note that v˜ is compatible with E and F . The compatibility of v˜ and F follows from
the fact that v˜′ is adapted up to log order (Lemma 2.5).
Let A be the λ-connection form of D with respect to the frame v, namely we have Dv = v · A. Then we
obtain D˜λv˜ = v˜ · A˜, where A˜ = ψ−1c A+B · dz/z, and B denotes the diagonal matrix such that Bj j = ν(c · bj).
Thus we obtain the compatibility of v˜ and the decomposition E.
Corollary 7.9 The following holds:
Par(ψ−1c (E)) = ⋃
a∈Par(⋄Eλ)
(
c · a+ Z).
7.2.4 The action
Assume that c is a positive integer which is sufficiently large with respect to Par(⋄Eλ). (See Definition 2.1).
We have the action of µc on X , given by ω
∗z = ω · z. It can be naturally lifted to the action on ψ−1c Eλ. Since
vi are invariant under the action of µc, we have the following:
ω∗v˜i = ων(cbi) · v˜i.
We have the weight decomposition:
⋄ψ−1c E |O =
⊕
h
Uh.
Here ω∗ = ωh on Uh for −c+ 1 ≤ h ≤ 0. The following lemma is clear.
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Lemma 7.33 Uh =
〈
v˜i
∣∣ ν(c · bi) = h〉.
We put S :=
{
h
∣∣ − c + 1 ≤ h ≤ 0, Uh 6= 0}. Then we have S = {ν(c · b) ∣∣ b ∈ Par(⋄Eλ)}. Since c is
sufficiently large with respect to Par(⋄Eλ), any element b ∈ Par(⋄Eλ) is uniquely determined by the number
ν(c · b) ∈ S. Thus we have the map ϕ : S −→ Par(⋄ψ−1c Eλ) given by the following correspondence:
ν(c · b) 7−→ κ(c · b).
Let us consider the filtration F ′ given as follows:
F ′
b˜
:=
⊕
h∈S,
ϕ(h)≤b˜
Uh.
Lemma 7.34 We have F ′b(
⋄ψ−1c Eλ) = Fb(⋄ψ−1c Eλ).
Proof It follows from the following equalities:
Fb(
⋄ψ−1c Eλ) =
〈
v˜i
∣∣κ(c · bi) ≤ b〉 = F ′b(⋄ψ−1c Eλ).
Thus we are done.
Corollary 7.10 The decomposition ⋄ψ−1c Eλ|O =
⊕
h Uh gives a splitting of the parabolic filtration in the fol-
lowing sense:
Fb =
⊕
h∈S
ϕ(h)≤b
Uh.
In particular, Uh is naturally isomorphic to Grb(
⋄ψ−1c Eλ|O) (ϕ(h) = b).
7.2.5 Descent of the frame
On the other hand, we can descend the equivariant frame. Let f be a holomorphic section of ⋄ψ−1c Eλ, such that
ω∗(f) = ωh · f for some integer h such that −c < h ≤ 0. We put f1 := z−h · f , and then we have ω∗(f1) = f1.
Hence f1 induces the holomorphic section f˜ of Eλ over X −D. We have the following:
− ord(f˜) = −c−1 · ord(f1) = c−1 ·
(
h− ord(f)) ≤ 0.
Hence f˜ gives a holomorphic section of ⋄Eλ.
Let v = (vi) be a holomorphic frame of
⋄ψ−1c Eλ satisfying the following:
• It is equivariant in the sense ω∗v˜i = ωhi · v˜i for −c < hi ≤ 0.
• It is compatible with the parabolic filtration F .
We put bi := deg
F (vi), and then we have −1 < bi ≤ 0.
Lemma 7.35 We have −1 < c−1 · (h+ bi) ≤ 0.
Proof Since we have −c+ 1 ≤ h ≤ 0 and −1 < bi ≤ 0, we obtain −c ≤ h+ bi < 0.
Let us take the section v˜i of
⋄Eλ for each vi as above. Then we obtain the tuple of sections v˜ = (v˜i).
Lemma 7.36 v˜ is a holomorphic frame of ⋄Eλ, compatible with the parabolic filtration.
Proof We put b˜i := c
−1 · (bi + h− c). We put as follows:
v˜′i := |z|b˜i · v˜i, v˜ = (v˜i).
Then it can be checked that v˜ is adapted up to log order. Thus we have only to apply Lemma 2.4 and Lemma
2.5.
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7.2.6 Functoriality for tensor product
Let (E(a), ∂E(a) , θ
(a), h(a)) (a = 1, 2) be tame harmonic bundles over X−D. We obtain the prolonged deformed
holomorphic bundles ⋄E(a) λ. Let v(a) be holomorphic frames of ⋄E(a)λ compatible with the parabolic filtration
F . We put b
(a)
i := deg
F (v
(a)
i ), and v
(a) ′
i := |z|b
(a)
i v
(a)
i . The tuple of sections v
(a) ′ = (v(a) ′i ) gives a C
∞-frame of
Eλ (a) over X −D, which is adapted up to log order.
Then we obtain the C∞-frame v(1) ′ ⊗ v(2) ′ of E(1) λ ⊗ E(2)λ, given as follows:
v(1) ′ ⊗ v(2) ′ =
(
v
(1) ′
i ⊗ v(2) ′j
∣∣∣ 1 ≤ i ≤ rankE(1), 1 ≤ j ≤ rankE(2)).
It is adapted up to log order. Hence we put wi j := z
−ǫ(i,j) · v(1)i ⊗ v(2)j , where ǫ(i, j) are given as follows:
ǫ(i, j) :=
{
1 (b
(1)
i + b
(2)
j ≤ −1)
0 (otherwise, i.e., − 1 < b(1)i + b(2)j ≤ 0).
Then we obtain the tuple of holomorphic sections w =
(
wi j
∣∣ 1 ≤ i ≤ rankE(1), 1 ≤ j ≤ rankE(2)), and it
gives the holomorphic frame of ⋄
(E(1)λ ⊗ E(2) λ), compatible with the filtration.
Corollary 7.11 We have the surjective morphism ψ : KMS(⋄E(1)λ)×KMS(⋄E(2) λ) −→ KMS(⋄(E(1) λ ⊗ E(2)λ)).
For elements ui = (bi, βi) for i = 1, 2, the element ψ(u1, u2) is given as follows:
ψ(u1, u2) =
(
κ(b1 + b2), β1 + β2 − ν(b1 + b2) · λ
)
.
We have the equality of the multiplicities:
m(λ, u) =
∑
ψ(u1,u2)=u
m(λ, u1) ·m(λ, u2)
Corollary 7.12 We have the isomorphisms:
GrFb (
⋄(E(1) λ ⊗ E(2)λ)) ≃ ⊕
κ(b1+b2)=b
GrFb1(
⋄E(1)λ)⊗GrFb2(⋄E(2) λ).
GrF,Eu (
⋄(E(1) λ ⊗ E(2)λ)) ≃ ⊕
ψ(u1,u2)=u
GrF,Eu1 (
⋄E(1) λ)⊗GrF,Eu2 (⋄E(2)λ).
Corollary 7.13 We have the isomorphism:
GrFb (
⋄Symh Eλ) ≃
⊕
(b,m)∈S(b,h)
⊗
i
Symmi(GrFbi
⋄Eλ).
Here we put as follows:
S(b, h) :=
{
(b,m)
∣∣∣ ∑mi = h, κ(∑mibi) = b}
In all, we have an isomorphism GrF (⋄Sym· Eλ) ≃ Sym·(GrF ⋄Eλ).
We also have an isomorphism:
GrFb
(
⋄
h∧
Eλ
)
≃
⊕
(b,m)∈S(b,h)
⊗
i
mi∧
(GrFbi
⋄Eλ).
We have GrF (⋄
∧· Eλ) ≃ ∧·(GrF ⋄Eλ).
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7.2.7 Functoriality for dual
Let v = (vi) be a holomorphic frame of
⋄Eλ compatible with F . We put bi := degF (vi) v′i := |z|bi · vi, and
v′ = (v′i). Then we obtain the dual frame v
′ ∨ of Eλ∨ over X −D. It is adapted up to log order.
Let v∨ = (v∨i ) be the dual frame of v over X −D. Then it gives a holomorphic frame of 1−ǫEλ∨ for some
ǫ > 0.
Then we put wi := z
ǫ(i) · v∨i and w = (wi), where ǫ(i) is given as follows:
ǫ(i) :=
{
1 (bi 6= 0)
0 (bi = 0).
Then w is a holomorphic frame of ⋄E∨λ compatible with F .
Corollary 7.14 We have the bijection ψ : KMS(⋄Eλ) −→ KMS(⋄Eλ∨). For any u = (b, β), ψ(u) is given by(
κ(−b),−β − ν(−β)). We also have the isomorphism GrF Eu (⋄Eλ) ≃ GrF Eψ(u)(⋄Eλ∨).
7.3 Basic comparison due to Simpson
7.3.1 The statement
We put X = ∆ and D = {O}. Let (E, ∂E , θ, h) be a tame harmonic bundle over X −D. As is already seen, we
obtain the vector space Vu := Gr
E,F
u (
⋄E|O) and Nu. We have the model bundle E(V,N) as in Lemma 6.4:
(E0, ∂E0 , h0, θ0) =
⊕
u∈KMS(⋄E)
E(Vu, Nu)⊗ L(u).
We can pick an isomorphism Φ : ⋄E0 −→ ⋄E satisfying the following:
• Φ preserves the parabolic filtrations.
• The induced morphism GrFa (Φ) ∈ Hom
(
GrFa (
⋄E0),GrFa (
⋄E)
)
is compatible with the morphisms GrFa (Res(θ0))
and GrFa (Res(θ)).
Proposition 7.4 (Simpson) Φ and Φ−1 are bounded.
Proof See the subsubsection 4.3.3 in the previous paper [38], for example.
Since we have Eλ = E and Eλ0 = E0 as C∞-bundles, we obtain the C∞-isomorphism Φ : Eλ0 −→ Eλ on
X λ − Dλ. Let us take holomorphic frames v0 and v of ⋄Eλ0 and ⋄Eλ, which are compatible with generalized
eigen decompositions E, parabolic filtrations F and the weight filtrations W . We put as follows:
degF (vj) = bj , deg
E(vj) = βj ,
degW (vj)
2
= kj ,
degF (v0 i) = b0 i deg
E(v0 i) = β0 i,
degW (v0 i)
2
= k0 i.
We also put as follows:
v′j := vj · |z|bj · (− log |z|)−kj , v′ = (v′j),
v′0 i := v0 i · |z|b0 i · (− log |z|)−k0 i , v′0 = (v′0 i).
Then we obtain the C∞-functions I and I ′ of X −D to M(r) defined as follows:
Φ(v0 i) =
∑
Ij,i · vj , Φ(v′0 i) =
∑
I ′j,i · v′j .
The following lemma can be checked by a direct calculation.
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Lemma 7.37 We have the equality I ′j,i = Ij,i · |z|b0,i−bj ·
(− log |z|)−k0,i+kj .
By the isomorphism Φ, we identify E and E0. Let θ
† be the conjugate of θ with respect to h, and θ†0 be the
conjugate of θ0 with respect to h0. Recall the following lemma.
Lemma 7.38 (Simpson, Lemma 7.3, Lemma 7.7 [50]) We have the following inequalities:
|θ† − θ†0|h ≤ C · |z|−1(− log |z|)−1,
∫
|θ† − θ†0|h · |z| ·
(− log |z|) |dz · dz¯||z|2 · (− log |z|) <∞.
Here C denotes some positive constant.
We also recall an outline of the proof of the following lemma.
Proposition 7.5 (Simpson)
1. I ′ and I ′ −1 are bounded.
2. We have the inequality |I ′j i| ≤ C · (− log |z|)−1 in the case (bj , βj) 6= (b0 i, β0 i).
3. We have the inequality ||I ′j i||W < ∞ in the case kj 6= k0 i. (See the page 764 of [50] or the subsubsection
4.3.4 of [38] for the norm || · ||W .)
In the case λ = 1, the proposition is given by Simpson (the section 7 in [50]). His argument clearly works in
general case. Hence we only indicate an outline. See loc.cit. for more detail.
7.3.2 Outline of the proof of Proposition 7.5
The claim 1 immediately follows from the boundedness of Φ and Φ−1, and the adaptedness of v′ and v′0. Note
that ∂Φ = λ · (θ†0 − θ†). We can apply the argument of Simpson, and we obtain the claim 3.
Let us see the outline of the proof of the claim 2. The holomorphic sections ψ, ψ(1) of End(Eλ) ⊗ Ω1,0 are
given as follows:
ψ(vj) := vj · (βj + λ · bj) · dz
z
, ψ(1)(vj) := vj · (−λ · bj)dz
z
. (131)
For any holomorphic section f of Eλ such that |f |h ≤ C1 · |z|−b · (− log |z|)k, it is easy to see that there exists a
positive constant C2 such that the following holds:∣∣Dλf − ψ(f)− ψ(1)1 (f)∣∣h ≤ C2 · |z|−b−1(− log |z|)k−1.
Lemma 7.39 (Lemma 7.2 of [50]) We have the following finiteness:∫ ∣∣ψ − (1 + |λ|2)θ∣∣2
h
· (− log |z|)1−ǫ · |dzdz¯| <∞.
Proof We have only to show the following claim: If |f | ≤ C3 · |z|−b · (− log |z|)k, then we have the finiteness:∫ ∣∣ψ(f)− (1 + |λ|2)θ(f)∣∣
h
· |z|2b · (− log |z|)1−ǫ−2k · |dzdz¯| <∞. (132)
We have only to show the inequality (132) in the case b = 0. Note the following inequality:
∣∣ψ(f)− (1 + |λ|2) · θ(f)∣∣2 ≤ 2 · ∣∣Dλ(f)− (1 + |λ|2) · θ(f)∣∣2 + C · |z|−2(− log |z|)2(k−1)
= 2 · |λ|2 · |∂Eλ(f)|2 + C · |z|−2 ·
(− log |z|)2(k−1). (133)
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We have the Weitzenbeck formula:
∆|f |2h = −|∂Eλf |2 + (1 + |λ|2) ·
(|θf |2h − |θ†f |2h). (134)
Hence we obtain the following, for some positive constant C:
∆
(|f |2h · (− log |z|)1−ǫ−2k) ≤ −12 ∣∣∂Eλf ∣∣2h · (− log |z|)1−ǫ−2k + C · |f |2h · |z|−2 · (− log |z|)−1−ǫ−2k. (135)
By using (135) and the equivalence of the norms |f | ∼ (− log |z|)k, we obtain the following:
∆
((|f |2h · (− log |z|)−2k − C) · (− log |z|)1−ǫ) ≤ −12 |∂Eλf |2h · (− log |z|)1−ǫ−2k.
We put as follows:
F :=
(
|f |2h · (− log |z|)−2k − C
)
· (− log |z|)1−ǫ.
Then we obtain the following:
lim
|z|→0
F
− log |z| = 0.
Hence we obtain the inequality: ∫
|∂Eλf |2h · (− log |z|)1−ǫ−2k · |dzdz¯| <∞. (136)
From (133) and (136), we obtain Lemma 7.39.
Since Simpson’s proof of Lemma 7.4 and Lemma 7.5 in [50] (for the case λ = 1) can be also easily applied
to the general case λ 6= 1, we omit to give a proof of the following lemma.
Lemma 7.40 (Lemma 7.4 and Lemma 7.5 in [50]) We have the following inequalities:
|(1 + |λ|2)θ − ψ|h ≤ |z|−1(− log |z|)−1. (137)
|ψ − ψ0|h ≤ |z|−1(− log |z|)−1. (138)
Corollary 7.15 (Lemma 7.11 in [50]) In the case βj + λ · bj 6= β0 i + λ · bi, we have the inequality |I ′i,j | ≤
(− log |z|)−1.
Proof It is not difficult to derive the claim from (138). See the proof of Lemma 7.11 of [50].
Note the relation ∂Φ = λ · (θ†0 − θ†). Then we obtain the following:
|∂Ii j | · |z|b0 i−bj · (− log |z|)−k0,i+kj ≤ C · |z|−1 · (− log |z|)−1.
In the case b0,i − bj 6= 0, we can pick the C∞-function h(∂Ii j) on ∆∗ satisfying the following:
• ∂h(∂Ii j) = ∂Ii j .
• |h(∂Ii j)| · |z|b0,i−bj · (− log |z|)−k0,i+kj ≤ C ·
(− log |z|)−1.
Then we obtain the following:
• h(∂Ii j)− Ii j is holomorphic on X −D.
• ∣∣h(∂Ii j)− Ii j∣∣ · |z|b0 i−bj · (− log |z|)−k0 i+kj bounded.
Hence we obtain the following inequality in the case b0 i − bj 6∈ Z:∣∣h(∂Ii j)− Ii j∣∣ · |z|b0 i−bj · (− log |z|)−k0 i+kj ≤ C · (− log |z|)−1. (139)
Hence we have the inequality |Ii j | ≤ C · (− log |z|)−1 in the case b0 i 6= bj . Thus we obtain the claim 2 from
Corollary 7.15 and (139), and the outline of the proof of Proposition 7.5 is finished.
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7.3.3 Some consequences
Recall the bijection k(λ) : C ×R −→ C ×R is defined in the subsubsection 2.1.6.
Corollary 7.16 Let u be an element of KMS(E0). Then k(λ, u) ∈ KMS(Eλ), and we have the equality:
dimGrWk (Gr
E,F
u (E0)) = dimGrWk (GrE,Fk(λ,u)(Eλ)).
In particular, we obtain the bijective morphism k(λ) : KMS(E0) −→ KMS(Eλ) and the following equality:
dim
(
GrE,Fu (E0)
)
= dim
(
GrE,F
k(λ,u)(Eλ)
)
, m(0, u) = m
(
λ, k(λ, u)
)
.
Proof The claims for the model bundles can be checked by direct calculations. Then the claims for general
tame harmonic bundles follows from Proposition 7.5.
Corollary 7.17 Let e be a holomorphic frame of ⋄E compatible with E, F and W . Let v be a holomorphic
frame of ⋄Eλ compatible with E, F and W . We put as follows:
b(ej) := deg
F (ej), k(ej) :=
degW (ej)
2
, b(vi) := deg
F (vi), k(vi) :=
degW (vi)
2
.
We put as follows:
e′j := ej · |z|b(ej) · (− log |z|)−k(ej), v′i := vi · |z|b(vi) · (− log |z|)−k(vi).
The C∞-function B : X −D −→M(r) is given as follows:
v′i =
∑
B′j i · e′j .
Then we have the following:
• B′ and B′ −1 are bounded.
• |B′j i| ≤ C · (− log |z|)−1 in the case degF,E(vi) 6= k(λ, degF,E(ej)).
Proof For the case of model bundles, we pick e0, e
′
0, v0 and v
′
0 similarly, and then we obtain B
′
0,j i. In this
case, we may assume the following, due to the construction of model bundles:
(A): B′0,j i = 0 if deg
F,E(v0 i) 6= k(λ, degF,E(e0 j)).
From our construction of Φ, we may assume Φ(e0) = e. Then we obtain our claims due to the assumption (A)
above and the claim 2 in Proposition 7.5.
7.4 Multi-valued flat sections
7.4.1 Order of multi-valued flat sections
Let us fix λ ∈ C∗. We have the λ-connection (Eλ,Dλ). We have the associated flat connection Dλ,f . Then we
obtain the space of multi-valued flat sections, which we denote by H(Eλ).
Lemma 7.41 For any s ∈ H(Eλ) and positive number C0, there exist positive constants C1 and b satisfying
the following:
|s| ≤ C1 · |z|−b on
{
z
∣∣ | arg z| < C0}.
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Proof It follows from tameness of our harmonic bundles. (See Remark in the page 732 of [50], for example.
Or it is not difficult to show directly.)
We have the universal covering map π : H −→ ∆∗, given by ζ = x +√−1y 7−→ exp(√−1ζ) = z. We may
regard s ∈ H(Eλ) as a flat section of π∗Eλ. We have the following equality:
∂h(s, s)
∂x
= 2Re
(
h
(∇λ,u∂x s, s)) = 2Re(h((∇λ,u∂x − Dλ,f∂x )s, s)).
Here ∇λ,u denote the unitary connection for (Eλ, h), and ∂x denote the vector field ∂/∂x. The difference
Dλ,f − ∇λ,u is given by a · θ + b · θ† (a, b ∈ C). We have the description θ = θζ · dζ and θ† = θζ †dζ¯. Due to
Simpson’s main estimate (Proposition 7.1 [I]), we have the boundedness |θζ |h ≤ C and |θζ †|h ≤ C. Hence we
obtain the following inequality for some positive constant C:∣∣∣∣ ∂∂x log |s|2h
∣∣∣∣ = ∣∣∣∣∂h(s, s)∂x · h(s, s)−1
∣∣∣∣ ≤ 2|a| · ∣∣θζ∣∣h + 2|b| · ∣∣θζ †∣∣h ≤ C. (140)
Lemma 7.42 For any positive number C1, there exists a positive constants C2 such that the following holds:
• For any xi ∈ R (i = 1, 2) such that |xi| < C1, and for any y > 1, the following inequality holds:∣∣∣log ∣∣s(x1, y)∣∣2h − log ∣∣s(x2, y)∣∣2h∣∣∣ ≤ C2
Proof It immediately follows from the inequality (140).
Definition 7.5 Let s be an element of H(Eλ), b be any real number. Then ‘− ord(s) ≤ b’ means the following:
• Pick any real number x1 ∈ R. For any positive number ǫ > 0, there exists a positive constant C such that
|s(x1, y)| ≤ C · e(b+ǫ)·y.
Note that such property does not depend on a choice of x1, due to Lemma 7.42.
Definition 7.6 We put as follows:
Fb(H(Eλ)) :=
{
s ∈ H(Eλ) ∣∣ − ord(s) ≤ b}.
Thus we obtain the filtration F on H(Eλ).
Let Mλ be the monodromy on H(Eλ).
Lemma 7.43 The filtration F is preserved by Mλ. In particular, F is compatible with the generalized eigen
decomposition of Mλ.
Proof It is clear from our definition of the filtration F .
7.4.2 Compatibility with the order for holomorphic sections
Let us consider the E-decomposition of H(Eλ) with respect to the monodromy Mλ:
H(Eλ) =
⊕
ω∈Sp(Mλ)
E
(
H(Eλ), ω).
Let Mλω denote the restriction of M
λ to E
(
H(Eλ), ω).
Pick a real number b ∈ R. Then there exists the unique complex number α = α(b, ω) satisfying the following:
• exp(−2π√−1 · α) = ω.
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• b ≤ Re(α) < b + 1.
Note that the number b− Re(α(b, ω)) is independent of b.
Let Mλ,uω denote the unipotent part of M
λ
ω , and we put as follows:
Nλω :=
−1
2π
√−1 logM
λ,u
ω =
−1
2π
√−1
∞∑
n=1
(−1)n−1
n
(Mλ,uω − 1)n.
Then we have the following:
exp
(
−2π√−1(α(b, ω) +Nλω)) =Mλω .
Let s be an element of E
(
H(Eλ), ω). We put as follows:
F (s, b) := exp
(√−1ζ · (α(b, ω) +Nλω)) · s = exp(log z · (α(b, ω) +Nλω)) · s.
Then F (s, b) induces the holomorphic section of X −D.
Lemma 7.44 Let s be an element of E
(
H(Eλ), ω). We have the following equality:
− ord(F (s, b)) = − ord(s)− Re(α(b, ω)). (141)
Proof We take s1, . . . , sl as sh = (N
λ
ω )
h · s. We have the following equality:
F (s, b) = zα(b,ω) ·
(
s+
l∑
i=1
1
i!
si
)
. (142)
Hence we obtain − ord(F (s, b)) ≤ − ord(s)− Re(α(b, ω)).
Let us consider the case that s ∈ Fb and Nωs ∈ F<b1 . Then si (i = 1, . . . , l) above are contained in F<b1 ,
and thus we have − ord(F (s, b)) = − ord(s)− Re(α(b, ω)).
Assume s ∈ Fb1 . The number i(s) is determined for s by the following condition:
si(s) 6∈ F<b1 , si(s)+1 ∈ F<b1 .
To show the equality (141), we use an induction on i(s). If i(s) = 0, then we have already shown the claim. We
assume that the claim holds for any s such that i(s) < i0, and we will show the claim for s such that i(s) = i0.
Note that i(Nωs) = i0 − 1, and we have the equality − ord(F (Nωs)) = − ord(Nωs) − Re(α(b, ω)) = b3 due to
the hypothesis of the induction. Note the following equality:
Dλ,f (F (s, b)) = α(b, ω) · F (s, b) · dz
z
+ F (Nω ·s, b) · dz
z
.
Assume b2 := − ord(F (s, b)) < − ord(s) − Re(α(b, ω)) =: b3, and we will derive the contradiction. Note
that Dλ,fF (s, b) and α(b, ω) · F (s, b)dzz are sections of b2+1E ⊗ Ω1,0X . On the other hand, F (Nω ·s, b)dzz is a
section of b3+1E ⊗ Ω1,0X such that it is not 0 in GrFb3+1. Hence we have arrived at the contradiction. It implies
− ord(F (s, b)) = − ord(s)− Re(α(b, ω)), and thus the induction on i(s) can proceed. Hence we are done.
7.4.3 The compatibility of the KMS-structures
Let us pick real numbers c and a, and a complex number ω ∈ C. Recall we have the following inequality, by
definition:
c− a− 1 < −Re(α(a− c, ω)) ≤ c− a.
In the case − ord(s) ≤ a, we obtain the following:
− ord(F (s, a− c)) = − ord(s)− Re(α(a− c, ω)) ≤ a− Re(α(a− c, ω)) ≤ c.
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Hence F (s, a− c) gives a section of cEλ.
We put d(a, ω) := a − Re(α(a, ω)) < 0. Then the morphism FaE(H(Eλ), ω) −→ d(a,ω)Eλ is given by the
correspondence s 7−→ F (s, a), and we obtain the following induced morphism:
ϕ(a,ω) : Gr
F
a E
(
H(Eλ), ω) −→ GrFd(a,ω)(⋄Eλ|O).
Lemma 7.45 The morphism ϕ(a,ω) is injective.
Proof It follows from Lemma 7.44.
We have the action of GrFa (N
λ
ω ) on Gr
F
a E(H(Eλ), ω) for each a. Then we obtain the following endomorphism:
α(a, ω) + GrFa (N
λ
ω ) ∈ End
(
GrFa E
(
H(Eλ), ω)).
On the other hand, the endomorphism Res(Dλ,f ) on ⋄Eλ|O induces the following endomorphism:
GrFd(a,ω)
(
Res(Dλ,f )
) ∈ End(GrFd(a,ω)(⋄Eλ|O)).
Lemma 7.46 We have the following equality:
ϕ(a,ω) ◦
(
α(a, ω) + GrFa (N
λ
ω )
)
= GrFd(a,ω)(Res(D
λ,f )) ◦ ϕ(a,ω).
Proof We have the following morphism due to F (·, a):(
FaE(H(Eλ), ω), α(a, ω) + GrFa (Nλω )
)
−→
(
Γ(X, dEλ), Dλ,f
)
Here we put d := d(a, ω).
We also have the following morphisms:
Γ(X, dEλ) −→ Fd(⋄Eλ|O) −→ GrFd (⋄Eλ|O).
These morphisms are equivariant with respect to the operatorsDλ,f , Res(Dλ,f ) and GrFd (Res(D
λ,f )) respectively.
Thus we are done.
Corollary 7.18 We have the following implication in GrFd (
⋄Eλ|O):
Im(ϕ(a,ω)) ⊂ E
(
GrFd
(
Res(Dλ,f )
)
, α(a, ω)
)
= E
(
GrFd
(
Res(Dλ)
)
, λ · α(a, ω)).
Here we put d := d(a, ω) = a− Re(α(a, ω)) < 0.
Proof It immediately follows from Lemma 7.46.
For any u1 = (a, ω) ∈ R×C∗, we put as follows:
t(u1) =
(
d(a, ω), λ · α(a, ω)).
Thus we obtain the map t : R×C∗ −→]− 1, 0]×C.
Lemma 7.47 t is bijective.
Proof It can be checked by a direct calculation.
For any u1 = (a, ω) ∈ R×C∗, we put as follows:
GrF ,Eu1
(
H(Eλ)) := GrFa E(H(Eλ), ω).
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Then we obtain the injection:
ϕu1 : Gr
F ,E
u1
(
H(Eλ)) −→ GrF,E
t(u1)
(⋄Eλ)
Then we obtain the following injection:⊕
u1∈R×C∗
ϕu1 :
⊕
u1∈R×C∗
GrF ,Eu1
(
H(Eλ)) −→ ⊕
u∈KMS(⋄Eλ)
GrF,Eu (
⋄Eλ).
Proposition 7.6 The morphism
⊕
u1∈R×C∗ ϕu1 is isomorphic. Each ϕu1 is isomorphic.
Proof We have already known that ϕu1 are injective (Lemma 7.45). We have the following equalities:∑
u1
dimGrF ,Eu1 H(Eλ) = rank Eλ =
∑
u∈KMS(⋄Eλ)
dimGrF,Eu (
⋄Eλ).
The claims follow from the equalities above.
We have the weight filtration W on GrF ,Eu H(Eλ) induced by the nilpotent map GrFa (Nω), where we have
u = (a, ω).
Lemma 7.48 The morphism ϕu preserves the weight filtrations W .
Proof It immediately follows from Lemma 7.46.
7.4.4 Norm estimate for the multi-valued flat sections
Let s = (si) be a frame of H(Eλ) satisfying the following conditions:
Condition 7.2
1. It is compatible with E. We put degE(si) = ωi.
2. It is compatible with F on E(H(Eλ), ω) for any ω. We put degF (si) = ai.
3. From the conditions 1 and 2 above, we obtain the induced frame s(1) on GrF ,EH(Eλ). The frame s(1) is
compatible with the weight filtration W . We put degW (s
(1)
i ) = ki.
If the conditions above are satisfied, we say that s is compatible with F , E and W .
The matrix (b
(n)
j i ) is determined by the following condition:
(Nλ)nsi =
∑
j
b
(n)
j i · sj .
Lemma 7.49 We have bj i = 0 in the following cases:
• ω0 6= ωj.
• ωi = ωj and ai < aj.
• (ωi, ai) = (ωj , aj) and ki − n < kj.
Proof It is clear from our choice of s.
We put vi := F (si, ai), and v = (vi). Then v is a tuple of
⋄Eλ. We put αi = α(ai, ωi).
Lemma 7.50 The tuple of sections v is a frame of ⋄E which is compatible with E, F and W .
Proof It immediately follows from Proposition 7.6 and Lemma 7.46.
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Lemma 7.51 We have the following equality:
(Nλ)nvi =
∑
ωi=ωj,
ai≥aj
b
(n)
j i · zαi−αj · vj .
Note that if ωi = ωj and ai ≥ aj, then αi − αj is a non-negative integer.
Proof We have the following equalities:
(Nλ)nvi = F
(
(Nλ)nsi,−ai
)
=
∑
ωi=ωj ,
ai≥aj
b
(n)
j i · F (sj ,−ai) =
∑
ωi=ωj ,
ai≥aj
b
(n)
j i · zαi−αj · F (sj ,−aj).
Thus we are done.
Let C be any positive number. We put αi := α(ai, ωi). On the region
{
z
∣∣ | arg z| < C}, we have the
following equalities:
si = z
−αi · exp(− log z ·Nλω ) · vi = z−αi
∞∑
n=0
1
n!
(− log z)n · (Nλ)n · vi. (143)
It can be described as si = z
−αi∑ fj · vj for some multi-valued holomorphic functions fj .
Lemma 7.52 Let C be a positive number. We have the following, on the region
{| arg z| < C}:
• fi = 1.
• |fj | ≤ C · (− log |z|)(ki−kj)/2 for some positive constant C, in the case (ai, ωi) = (aj , ωj) and ki > kj.
• |fj | ≤ C · (− log |z|)M for some positive constants C and M , in the case ωi = ωj and ai > aj.
• Otherwise, fj vanishes identically.
Proof It immediately follows from Lemma 7.51 and (143).
We put s′i := si · |z|ai · (− log |z|)−ki/2, and s′ := (s′i).
Proposition 7.7 s′ is adapted on the region
{
s
∣∣ | arg z| < C} for any positive constant C.
Proof It is a direct corollary of Lemma 7.52 and the adaptedness of v′.
7.4.5 The decomposition and the filtration of the flat bundle Eλ
We have the generalized eigen decomposition over X −D for the monodromy Mλ:
Eλ =
⊕
ω∈Sp(Mλ)
E(Eλ, ω). (144)
Corollary 7.19 The decomposition is quasi adapted (Definition 2.2).
Proof Let v be the frame of ⋄Eλ obtained from s. Then v is compatible with the generalized eigen decompo-
sition above, and v′ is adapted. Thus the decomposition is quasi adapted.
Let c be any real number. Let s be a frame of H(Eλ), compatible with E, F and W . We put cvi :=
F (si, ai − c), and cv = (cvi). We put cαi := α(ai − ci, ωi).
Lemma 7.53 The tuple of sections cv is a frame of cE compatible with F , E and W . We have the following:
Dλ,f (cvi) =
(
cαi · cvi +
∑
ωi=ωj ,
ai≥aj
b
(1)
j i · zcαi−cαj · cvj
)
· dz
z
. (145)
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Proof Since v is a frame of ⋄Eλ compatible with the parabolic filtration, it is easy to check cv is a frame of
cE , compatible with the parabolic filtration. The equality (145) follows from the following:
Dλ,f (cvi) = D
λ,f
(
zcαi · exp(log z ·Nλωi) · si) = (cαi +Nλωi) · cvi · dzz
=
(
cαi · cvi +
∑
ωi=ωj ,
ai≥aj
b
(1)
j i · zcαi−cαj · cvj
)dz
z
. (146)
The compatibility of cv with E and W follows from the formula (145).
Corollary 7.20 The decomposition (144) is prolonged to the following:
cEλ =
⊕
ω∈Sp(Mλ)
cE(Eλ, ω).
In particular, cE(Eλ, ω) is locally free.
Proof It is easy to check the claim by using the frame cv.
We obtain two decomposition of cEλ|O:
cEλ|O =
⊕
β
E
(
ResDλ, β
)
=
⊕
ω∈Sp(Mλ)
cE(Eλ, ω)|O.
Corollary 7.21 The following holds:
cE(Eλ, ω)|O =
⊕
exp(−2π√−1λ−1·β)=ω
E
(
ResDλ, β
)
.
Proof It immediately follows from the formula (145).
The filtration F on E(H(Eλ), ω) induces the filtration F(E(Eλ, ω)) on E(Eλ, ω).
Lemma 7.54 The filtration F(E(Eλ, ω)) can be prolonged to the filtration cF(E(Eλ, ω))). We have the follow-
ing equality:
cFa
(
E(Eλ, ω)) = 〈cvi ∣∣ωi = ω, ai ≤ a〉.
We also have cFa(Eλ) =
⊕
ω cFa
(
E(Eλ, ω)).
Proof It is clear from our definition.
Then we obtain the two filtrations on cEλ|O, one is F (cEλ|O) and the other is cF(Eλ)|O.
Lemma 7.55 We have the following relation:
cFa
(
E(Eλ, ω))|O = Fd(a,ω)(E(cEλ|O, λ · α(a− c, ω)))⊕ ⊕
exp(−2π√−1λ−1β)=ω,
Re(λ−1β)<Re(α(a−c,ω))
E(cEλ|O, β).
Proof It can be shown by using the frame cv.
The nilpotent morphism Nλω on E(H(Eλ), ω) induces the endomorphism Nλω on E(Eλ, ω) over X −D. It is
prolonged to the endomorphism of cE(Eλ, ω) over X . It preserves the filtration F
(
E(Eλ, ω)). Then we obtain
the nilpotent morphism GrF ,Eu (N
λ) on GrF ,Eu (Eλ) over X .
Lemma 7.56 The conjugacy class of GrF ,Eu (N
λ)|P is independent of P ∈ X. Hence we obtain the weight
filtration W of GrF ,Eu (Eλ) in the category of the vector bundles.
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7.4.6 Functoriality for tensor products
Let (Ei, ∂Ei , hi, θi) (i = 1, 2) be harmonic bundles over X −D. We denote the deformed holomorphic bundle
by Eλi (i = 1, 2). We have the natural following isomorphism:
H(Eλ1 ⊗ Eλ2 ) ≃ H(Eλ1 )⊗H(Eλ2 ).
Lemma 7.57 We have the natural isomorphisms:
E
(
H(Eλ1 ⊗ Eλ2 ), ω
)
=
⊕
ω1×ω2=ω
E
(
H(Eλ1 ), ω1
)⊗ E(H(Eλ2 ), ω2).
We obtain the corresponding decomposition:
E(Eλ, ω) =
⊕
ω1×ω2=ω
E(Eλ1 , ω1)⊗ E(Eλ2 , ω2). (147)
Lemma 7.58
1. The decomposition (147) is quasi adapted (Definition 2.2).
2. We have the following:
FaE(H(Eλ1 ⊗ Eλ2 ), ω) =
⊕
ω1×ω2=ω
∑
a1+a2≤a
Fa1E(H(Eλ1 ), ω1)⊗Fa2E(H(Eλ2 ), ω2).
Proof Let si be a frame of H(Eλi ) compatible with E, F and W . Then we obtain the adapted frame s′i. By
using s′1 and s′2, we obtain the first claim. The second claim follows from the first claim.
We have the following product of the abelian group R×C∗: For ui = (ai, αi), we put u1 ·u2 = (a1+a2, α1×
α2).
Corollary 7.22 We have the isomorphism:
GrF ,Eu
(
H(Eλ)) ≃ ⊕
u1·u2=u
GrF ,Eu1
(
H(Eλ1 )
)⊗GrF ,Eu2 (H(Eλ2 )).
We have the natural isomorphisms:
E
( a∧
H(Eλ), ω) ≃ ⊕
f∈S(a,ω)
⊗
ω′∈Sp(Mλ)
f(ω′)∧
E(H(Eλ), ω′), (148)
E
(
SymaH(Eλ), ω) ≃ ⊕
f∈S(a,ω)
⊗
ω′∈Sp(Mλ)
Symf(ω
′) E(H(Eλ), ω′), (149)
S(a, ω) :=
{
f : Sp(Mλ) −→ Z≥ 0
∣∣∣ ∏ω′ f(ω′) = ω, ∑ f(ω′) = a}. (150)
Corollary 7.23
• The decompositions (148), (149) and (150) are quasi adapted.
• The parabolic filtrations on the left hand sides of (148), (149) and (150) are isomorphic to the induced
filtrations on the right hand side.
• The weight filtrations are also isomorphic.
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7.4.7 Functoriality for dual
We have the natural isomorphism: H(E∨λ) ≃ H(Eλ)∨.
Lemma 7.59 Under the isomorphism, FaH(E∨λ) is same as the following:{
f ∈ H(Eλ)∨
∣∣∣ f(FbH(Eλ)) ⊂ Fb+aH(Eλ)}.
Proof Let s = (si) be a base of H(Eλ), compatible with E, F , W . Let s∨ = (s∨i ) denote the dual base.
We put degF (si) = ai. We put s′i := si · |z|ai, and s′ := (s′i). Then s′ is adapted up to log order. We put
s∨ ′i := s
∨
i · |z|−ai , and s∨ ′ = (s∨ ′i ). Then s∨ ′ is the dual base of s′, and s∨ ′ is adapted up to log order. Then
the claim follows easily.
7.4.8 Functoriality for pull back
Let ψc : X −→ X given by z 7−→ zc. We have the natural isomorphism:
ψ−1c : H(Eλ) ≃ H(ψ−1c Eλ).
Let Mλ1 denote the monodromy of ψ
−1
c Eλ. We obtain the following isomorphism for any ω1 ∈ Sp(Mλ1):
E
(
H(ψ−1c Eλ), ω1
) ≃ ⊕
ω∈Sp(Mλ)
ωc=ω1
E(H(Eλ), ω).
Lemma 7.60 We have the following, for any element ω1 ∈ Sp(Mλ1 ):
Fc·a
(
E
(
H(ψ−1c Eλ), ω1
))
=
⊕
ω∈Sp(Mλ)
ωc=ω1
Fa
(
E
(
H(Eλ), ω)). (151)
The weight filtrations are compatible.
Proof The compatibility for the weight filtration is clear. Let s be a frame of H(Eλ) compatible with E, F
and W . We put ai := deg
F (si), and s′i := si · |z|ai . Then s′ = (s′i) is adapted up to log order.
Let consider ψ−1c (s
′
i) = ψ
−1
c (si) · |z|c·ai. The frame ψ−1c (s′) =
(
ψ−1c (s
′
i)
)
is adapted up to log order. Then
the equality (151) follows.
7.4.9 The correspondence of KMS-spectrum
We put as follows:
KMSf (Eλ) :=
{
u ∈ R×C∗
∣∣∣ dimGrF ,Eu H(Eλ) 6= 0}.
The number mf (λ, u) := dimGrF ,Eu H(Eλ) is called the multiplicity.
The maps pf (λ) : R × C −→ R, ef (λ) : R × C −→ C∗ and kf : R × C −→ R × C∗ are defined in the
subsubsection 2.1.6.
On the other hand, we put as follows, for any real number c:
K(E , λ, c) := {u ∈ KMS(E0) ∣∣ c− 1 ≤ p(λ, u) < c}. (152)
Then we have the isomorphism k(λ) : K(E , λ, 0) −→ KMS(cEλ). Let us consider the case c = 0.
Lemma 7.61 Let u be an element of K(E , λ, 0). We have the relation k(λ, u) = t(kf (λ, u)).
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Proof From the formula 2 and the inequality −1 < p(λ, u) ≤ 0, we have the the following:
ef (λ, u) = exp
(−2π√−1λ−1 · e(λ, u), pf (λ, u) ≤ Re(λ−1 · e(λ, u)) < pf (λ, u) + 1.
Thus we obtain the following, by definition of α(b, ω):
λ−1 · e(λ, u) = α(pf (λ, u), ef (λ, u)).
We also obtain the following:
p(λ, u) = pf(λ, u)− Re(α(pf (λ, u)), ef (λ, u)) = d(pf(λ, u), ef (λ, u)).
It means k(λ, u) = t
(
kf (λ, u)
)
.
Lemma 7.62 The image of KMS(E0) via the morphism kf (λ) is KMSf (Eλ), and we have the equality:
mf (λ, kf (λ, u)) = m(λ, k(λ, u)).
Proof From Proposition 7.6 and Lemma 7.61, the image of K(E , λ, 0) via the morphism kf (λ) is same as
KMSf (Eλ), and we have the equality of the multiplicity. Note that we have the equalities kf (λ, u + (1, 0)) =
kf (λ, u) and m(λ, k(λ, u)) = m
(
λ, k(λ, u + (1, 0))
)
. Thus we are done.
Lemma 7.63
1. We have the Z-action on KMS(E0). The map kf (λ) induces the isomorphism KMS(E0) ≃ KMSf (Eλ),
which is also denoted by kf (λ).
2. We have m(0, u) = mf (λ, k(λ, u)).
Proof It follows from Corollary 7.16 and Lemma 7.62.
Let s be a frame of H(Eλ), which is compatible with E and F . Then we have the numbers ai := degF(vi)
and ωi := deg
E(vi). Let c be any real number. Then we have the elements ui ∈ KMS(E , λ, c) such that
kf (λ, ui) = (ai, ωi). We put vi := F (si, ai − c), and then we obtain the frame v = (vi) ∈ cEλ (See the
subsubsection 7.4.5).
Lemma 7.64 We have degF,E(vi) = k(λ, ui). We also have the following:
Dv = v · (C +N) · dz
z
.
Here C denotes the diagonal matrix whose (i, i)-component is e(λ, ui), and N denotes the nilpotent matrix.
Proof As in Lemma 7.61, we can show α(ai − c, ωi) = λ−1 · e(λ, ui) and − ord(vi) = p(λ, ui). Then the claims
follow from the results in the subsubsection 7.4.5.
7.4.10 Genericity
We have the induced morphisms pf (λ) : KMS(E0) −→ Parf (Eλ) and ef (λ) : KMS(E0) −→ Sp(Mλ).
Definition 7.7 λ is called generic with respect to (E, ∂E , θ, h), if the map e
f (λ) : KMS(E0) −→ Sp(Mλ) is
bijective.
Remark 7.2 We can consider KMS(⋄E0) instead of KMS(E0).
Lemma 7.65 Let S be the set of λ ∈ C, which are generic with respect to (E, ∂E , θ, h). Then the set C∗ − S
is discrete in C∗. In particular, it is countable.
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Proof Let pick u = (a, α) and v = (b, β) be elements of KMS(E0), such that (a, α) 6= (b, β). Let consider the
following condition for λ:
ef (λ, u) = ef (λ, v).
It is equivalent to the following:
λ−1 · (α− β)− (a− b)− λ · (α¯− β¯) ∈ Z.
Let n be an integer. Let consider the following equation:
λ−1 · (α − β)− (a− b)− λ · (α¯− β¯) = n. (153)
Let λi(n) (i = 1, 2) be the solutions of the equation (153). Then we have the following relation:
|λ1(n) · λ2(n)| =
∣∣∣∣−α− βα¯− β¯
∣∣∣∣ = 1. (154)
We also have the following:
λ1(n) + λ2(n) =
−(a− b+ n)
α¯− β¯ . (155)
Then we obtain the following:
lim
|n|→∞
n−1 · ∣∣λ1(n) + λ2(n)∣∣ = ∣∣α¯− β¯∣∣−1 6= 0.
Hence the set of solutions of (154) is discrete in C∗. Since KMS(⋄E0) is finite, the claim follows.
Assume λ is generic. Then for any ω ∈ Sp(Mλ), there exists the unique element u0 ∈ KMS(E0) sat-
isfying ef (λ, u0) = ω. Note that the parabolic structure of E(H(Eλ), ω) is trivial in the following sense:
GrFb E(H(Eλ), ω) 6= 0 if and only if b = pf(λ, u0).
Lemma 7.66 Let Z be a countable subset of C∗λ. Assume the following:
For any λ ∈ C∗ − Z, we know the set Sp(Mλ) and the multiplicity of each element α ∈ Sp(Mλ).
Then we know the set KMS(Eλ) and the multiplicities m(λ, u) (λ ∈ C, u ∈ KMS(Eλ)).
Proof It follows from Lemma 7.65.
7.4.11 Quasi canonical prolongment
Let b be a real number. We have the quasi canonical prolongment QCb(Eλ) of Eλ, that is, a holomorphic vector
bundle over X satisfying the following:
• The restriction QCb(Eλ)|X−D is isomorphic to Eλ.
• Let g be a holomorphic section ofQCb(Eλ). Then Dλ,f gives a holomorphic section ofQCb(Eλ)⊗ΩX(logD).
• Let β be an eigenvalue of the residue Res(Dλ,f ) on QCb(Eλ)D. Then the inequality b ≤ Re(β) < b + 1
holds.
Recall that QCb(Eλ) is uniquely determined as the subsheaf of j∗Eλ, where j denotes the inclusion X−D −→ X .
We have the decomposition:
QCb(Eλ) =
⊕
ω
QCb
(
E(Eλ, ω)).
We have the natural filtration given by the following:
QCb
(
FaE(Eλ, ω)
)
.
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Let s be a base of H(Eλ). We put vi := F (si, b) and v = (vi). Then v gives a holomorphic frame of Eλ over
X −D. Let us consider the prolongment of Eλ by v. Then it satisfies the conditions above. Hence v gives the
holomorphic frame of QCb(Eλ).
Assume that λ is generic. Let us consider the following:
QC0(Eλ) :=
⊕
u∈KMS(E0)
QC0
(
E
(Eλ, ef (λ, u))).
Lemma 7.67 QC0
(
E
(Eλ, ef (λ, u))) = dE(Eλ, ef (λ, u)). Here we put d := pf(λ, u)− Re(α(0, ef(λ, u))).
Proof Let s be a non-zero element of E
(
H(Eλ), ef (λ, u)). Then we have the following:
− ord(F (s, ef (λ, u))) = − ord(s)− Re(α(0, ef (λ, u))).
Then the claim follows, from the uniqueness of the quasi canonical prolongment [12].
Lemma 7.68 We have the following relation:
cEλ =
⊕
u∈KMS(Eλ)
QC0
(
E(Eλ, ef (λ, u))) · zN(u).
Here we put N(u) := νc
(
pf(λ, u)− Re(α(0, ef (λ, u)))). (See the subsubsection 2.1.5 for νc).
Proof It follows from c− 1 < −N(u) + d ≤ c.
Remark 7.3 The lemma says that quasi canonical prolongment is essentially same as the prolongment by an
increasing order of the norms, in the case that λ is generic.
Remark 7.4 For any point λ ∈ C∗, not necessarily generic, the vector bundle cEλ is obtained from QC0(Eλ)
by a sequence of elementary transformations.
7.5 Family of multi-valued sections
7.5.1 The structure of holomorphic bundle
Let (E, ∂E , θ, h) be a tame harmonic bundle over X − D, and E be the deformed holomorphic bundle with
λ-connection D over X −D. Let us consider the family of the multi-valued sections {H(Eλ) ∣∣λ ∈ C∗λ}.
Let π : H −→ X −D is the universal covering, and let P be a point of H We have the holomorphic vector
bundle π−1E|C∗
λ
×{P} over C
∗
λ. Since we can pick the isomorphism E|(λ,P ) ≃ H(Eλ), we obtain the structure
of holomorphic vector bundle on the family {H(Eλ) |λ ∈ C∗λ}. The holomorphic vector bundle is denoted by
H(E) or simply by H. Clearly the structure does not depend on choices of P and the isomorphism.
7.5.2 The E(λ0)-decomposition
Pick λ0 ∈ C∗λ. We have the monodromy Mλ0 on H(Eλ0 ). We put S0 := Sp(Mλ0). Pick a positive number ǫ1
satisfying the following:
ǫ1 < min
{|a− b| ∣∣ a 6= b ∈ S0}.
Pick sufficiently small ǫ0 > 0 such that we have the following decomposition on ∆(λ0, ǫ0):
H|∆(λ0,ǫ0) =
⊕
ω∈S0
E(λ0)(H, ω), E(λ0)(H, ω) := Eǫ1
(
H(Eλ), ω). (156)
See (12) for the notation Eǫ1 . The subset S(ω) ⊂ KMS(⋄E0) is given as follows:
S(ω) := ef (λ0)−1(ω) =
{
u ∈ KMS(E0)
∣∣∣ ef (λ0, u) = ω}.
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We may assume that any point λ ∈ ∆∗(λ0, ǫ0) are generic, due to Lemma 7.65. Then we have the following
decomposition on the punctured disc ∆∗(λ0, ǫ0):
H|∆∗(λ0,ǫ0) =
⊕
u∈KMS(⋄E0)
Hu, Hu |λ := E
(
H(Eλ), ef (λ, u)). (157)
Lemma 7.69 We have the following decomposition:
E(λ0)(H, ω)|∆∗(λ0,ǫ0) =
⊕
u∈S(ω)
Hu.
Proof It immediately follows from the definition of E(λ0) in (156) and the decomposition (157).
7.5.3 The filtration F (λ0)
We remark the following.
Lemma 7.70 The map pf(λ0) : S(ω) −→ R is injective.
Proof It follows from Lemma 2.1.
On the vector bundle E(λ0)(H, ω)|∆∗(λ0,ǫ0), we have the filtration F (λ0) defined as follows:
F (λ0)d E(λ0)(H, ω)|∆∗(λ0,ǫ0) :=
⊕
u∈S(ω),
pf (λ0,u)≤d
Hu.
Lemma 7.71 The above filtration F (λ0) of Hω |∆∗(λ0,ǫ0) can be prolonged to the filtration of Hω over ∆(λ0, ǫ0).
Proof Since F (λ0) is defined by using the generalized eigen-decomposition of holomorphic endomorphismsMλ,
the claim holds.
We denote the prolonged filtration also by F (λ0).
Proposition 7.8 We have the following equality:(
F (λ0)d E(λ0)(H, ω)
)
|λ0
= Fd
(
E(H(Eλ0 ), ω)
)
. (158)
Proof We use the induction as is explained in the following. For any sufficiently small d, both of the sides in
(158) are 0. Hence the equality (158) holds trivially. If the equality (158) holds for d, then (158) holds for d+ η
for any sufficiently small η > 0. Hence we have only to show the following claim:
(C): Assume that (158) holds for any d < d0. Then the equality (158) holds for d0.
We assume that pf(λ0, u0) = d0 for u0 ∈ S(ω). Note that the element u0 is uniquely determined due to
Lemma 7.70. We put R := rankF (λ0)d . We have the natural isomorphism:
R∧
H(E) ≃ H( R∧ E). (159)
We do not distinguish them in the following argument. We put as follows:
u1 =
∑
u∈S(ω)
pf (λ0,u)≤d0
m(u, 0) · u.
We put d1 := p
f (λ0, u1).
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Lemma 7.72 Let a : S(ω) −→ Z≥ 0 be a map satisfying the following conditions:
a(u) ≤ m(u, 0),
∑
a(u) = R.
Then we have the following inequality: ∑
u∈S(ω)
a(u) · pf (λ0, u) ≥ d1. (160)
The equality in (160) holds if and only if {a(u) |u ∈ S(ω)} satisfies the following:
a(u) =

m(u, 0)
(
pf(λ0, u) ≤ pf(λ0, u0)
)
,
0
(
pf(λ0, u) > p
f(λ0, u0)
)
.
Proof It immediately follows from our choice of d1.
Lemma 7.73 We have the following equality:
Fd1 ∩
R∧
E
(
H(Eλ0), ω) = R∧(Fd0E(H(Eλ0 ), ω)), F<d1 ∩ R∧E(H(Eλ0), ω) = 0. (161)
In particular, the rank of Fd1 ∩
∧R
E
(
H(Eλ0), ω) is one.
Proof We put R′ := rankE(H(Eλ0 ), ω). Let s = (s1, . . . , sR′) be a frame of E(H(Eλ0 ), ω) which is compatible
with F and E. We may assume that (s1, . . . , sR) be a frame of Fd0E
(
H(Eλ0), ω). For any subset I ⊂ {1, . . . , R′},
we put sI :=
∧
i∈I si. Due to the norm estimate for the multi-valued sections (Proposition 7.7), the tuple{
sI
∣∣ |I| = R} gives the frame of ∧R E(H(Eλ0 ), ω), which is also compatible with the filtration F , and we have
the inequality − ord(sI) = −
∑
i∈I ord(si). Thus we obtain − ord(sI) ≥ d1, and the equality holds if and only
if I is same as the set {1, . . . , R} due to Lemma 7.72. Then we obtain the equalities (161).
We have the line subbundle L := ∧R(F (λ0)d0 E(λ0)(H(E), ω)) of ∧RH(E). Let us pick a non-trivial section s
of L such that s|λ0 6= 0.
Lemma 7.74 We have − ord(s|λ0) ≤ d1.
Proof For any λ ∈ ∆(λ0, ǫ0), the element s|λ ∈ H(Eλ) is an eigenvector of Mλ, and the eigenvalue is ef (λ, u1).
We put as follows:
v := exp
(
log z · ef (λ, u)
)
· s.
Then it gives a holomorphic section of E defined over ∆(λ0, ǫ0)× (X −D).
We may assume that any λ ∈ ∆∗(λ0, ǫ0) is generic. Then we obtain the following equality for any point
λ ∈ ∆∗(λ0, ǫ0):
− ord(v|{λ}×(X−D)) = p(λ, u1).
We also note that |v| is bounded over the compact set ∆(λ0, ǫ0) × {|z| = 1/2}. Since (Eλ, h) is acceptable for
any λ (Theorem 1 in [50], or Corollary 8.2 in this paper), there exists a positive constant M > 0 satisfying the
following, due to Corollary 2.6:
• For any ǫ > 0, there exists Cǫ > 0 such that the inequality
∣∣v|λ∣∣h ≤ Cǫ · |z|−p(λ,u1) · (− log |z|)M holds for
any λ ∈ ∆∗(λ0, ǫ0).
Then we obtain the inequality for λ = λ0:∣∣v|λ0 ∣∣h ≤ Cǫ · |z|−p(λ0,u1) · (− log |z|)M
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Hence we obtain the inequality − ord(v|λ0) ≤ p(λ0, u1), and thus − ord(s|λ0) ≤ pf(λ0, u1) = d1.
Let us return to the proof of Proposition 7.8. Due to Lemma 7.73 and 7.74, we obtain the following equality:
R∧(
F (λ0)d0 E(λ0)
(H(Eλ), ω))
|λ0
=
R∧(
Fd0E
(
H(Eλ0), ω)).
It implies the equality (158) for d0. Thus the proof of Proposition 7.8 is accomplished.
7.5.4 The filtration F (λ0) and the decomposition E(λ0) on E
The filtrations and the decomposition for H on ∆(λ0, ǫ0) induce those for E on ∆(λ0, ǫ0)× (X −D). We only
summarize the result.
We have the following decomposition of the family of the λ-connections on ∆(λ0, ǫ0)× (X −D):
E =
⊕
ω∈S0
E(λ0)(E , ω), E(λ0)(E , ω) := Eǫ2(E , ω).
Moreover we have the following decomposition on ∆∗(λ0, ǫ0)× (X −D):
E(λ0)(E , ω)|∆∗(λ0,ǫ0) =
⊕
u∈S(ω)
E(E , ef (λ, u)).
On the vector bundle E(λ0)(E , ω), we have the filtration F (λ0) satisfying the following conditions:
• On ∆∗(λ0, ǫ0)× (X −D), we have the following splitting:
F (λ0)d
(
E(λ0)(E , ω))|∆∗(λ0,ǫ0)×(X−D) = ⊕
u∈S(ω)
pf (λ0,u)≤d
E
(E , ef (λ, u)).
• On {λ0} × (X −D), we have the following:
F (λ0)d
(
E(λ0)(E , ω))|{λ0}×(X−D) = Fd(E(Eλ0 , ω)).
7.6 Asymptotic orthogonality
7.6.1 Asymptotic orthogonality for E-decomposition of E0
Let (E, ∂E , θ, h) be a tame harmonic bundle over ∆
∗. Let ǫ1 be a sufficiently small number, and C be a
sufficiently small number. Then we have the following decomposition over ∆∗(C):
⋄E0 =
⊕
α∈Sp(Res(θ))
Eǫ1(
⋄E0, α). (162)
See (12) for the notation Eǫ1 .
Lemma 7.75 There exists a positive constant ǫ2 such that the decomposition is |z|ǫ2-asymptotically orthogonal.
Proof It is shown in Proposition 7.2.
7.6.2 An asymptotically orthogonal decomposition of Eλ
Let λ ∈ C∗λ be generic. Let v be a normalizing frame of ⋄E . We have the decomposition:
⋄Eλ =
⊕
−1<b≤0
( ⊕
u∈KMS(E0)
κ(p(λ,u))=b
⋄E(Eλ, ef (λ, u))
)
. (163)
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We would like to show that the decomposition above is (− log |z|)−1-asymptotically orthogonal.
The flat connection ∇˜λ is given by Dλ,f − λ−1 ·ψ, where ψ = ψ0dz/z is defined as in the formula (131). On
the other hand, we have the unitary connection ∇λ = ∂E + λθ† + ∂E − λ¯θ.
We put Φλ := ∇˜λ −∇λ. Then we have the following formula:
Φλ =
(
∂E + λθ
† + ∂E + λ−1θ − λ−1ψ
)
−
(
∂E + λθ
† + ∂E − λ¯θ
)
= λ−1
(
(1 + |λ|2) · θ − ψ
)
. (164)
Let η be a positive number. Let Mη(∇˜λ) denote the monodromy of ∇˜λ along the circle |z| = η.
Lemma 7.76 There exists C > 0 satisfying the following:∣∣∣(M(∇˜λ)u,M(∇˜λ)v)h − (u, v)h∣∣∣ ≤ C · (− log |z|)−1 · |u| · |v|. (165)
Proof We use the real coordinate (x, y) (0 ≤ x < 2π, 0 < y) given by z = exp(√−1x− y). Let V denote the
vector field given by ∂/∂x. Let s be a flat section with respect to ∇˜λ over |z| = η. It satisfies the following:
d
dx
h(s, s) = 2Re
(
h(∇λV (s), s)
)
= −2Re(h(ΦλV (s), s)).
Hence we obtain the following:
d
dx
log |s|2h = −2
Re
(
h(ΦλV (s), s)
)
|s|2h
.
Due to the estimate (137), we have |ΦλV |h ≤ C0 · y0 for some C0 > 0. Thus there exists a positive constant
C1 > 0, which is independent of x and y, and satisfying the following:∣∣∣∣ ddx log |s(x, y)|2h
∣∣∣∣ ≤ C1 · y−1.
Hence there exists C2 > 0 satisfying the following for any 0 ≤ x ≤ 2π and for any y > 0:∣∣s(x, y)∣∣
h
≤ C2 ·
∣∣s(0, y)∣∣
h
(166)
On the other hand, we also have the following equality:
d
dx
(s1, s2)h = −(ΦλV s1, s2)h − (s1,ΦλV s2)h.
Then we obtain the following inequality from (137), (164) and (166):∣∣∣∣ ddx(s1, s2)h
∣∣∣∣ ≤ C3 · y−1 · |s1|h · |s2|h ≤ C4 · y−1 · |s1(0)|h · |s2(0)|h.
The inequality (165) immediately follows.
We have the E-decomposition of the flat bundles for the monodromy Mλ:
Eλ =
⊕
−1<b≤0
( ⊕
u∈KMS(E0)
p(λ,u)=b
E(Eλ, ef (λ, u))
)
. (167)
Lemma 7.77 The decomposition (167) is the generalized eigen decomposition with respect to the monodromy
Mη(∇˜λ). Namely we have the following equality:⊕
u∈KMS(E0)
p(λ,u)=b
E
(Eλ, ef (λ, u)) = E(Mη(∇˜λ), exp(2π√−1b)).
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Proof Since the endomorphism ψ0 is flat with respect to D
λ,f , we have the following:
M(∇˜λ) =M(Dλ,f ) ◦ exp(2πλ−1√−1ψ0).
Hence the eigenvalue of M(∇˜λ) corresponding to vi is as follows:
exp
(−2π√−1λ−1 · βi) · exp(2π√−1(λ−1 · βi + bi)) = exp(2π√−1bi).
It implies the lemma.
Lemma 7.78 There exists a positive number C > 0 such that the following holds for any i:∣∣∣Mη(∇˜λ)vi − exp(2π√−1bi)vi∣∣∣
h
≤ C · |vi| · (− log |z|)−1.
Proof We have the following equality:
Mη(∇˜λ)vi − exp(2π
√−1bi) · vi = exp
(
2π
√−1(bi + λ−1 · βi)
) · (M(Dλ,f ) · vi − exp(−2π√−1λ−1 · βi) · vi)
= exp(2π
√−1bi) ·
∞∑
n=1
(−2π)n
n!
(Nλωi)
nvi. (168)
Since we have |(Nλωi)nvi| ≤ C · |vi| · (− log |z|)−1, we obtain the result.
Lemma 7.79 There exists a positive number C satisfying the following:
Let γi (i = 1, 2) be elements of Sp(Mη(∇˜λ)), and ui be elements of E(Mη(∇˜λ), γi). If γ1 6= γ2, then
the following holds: ∣∣(u1, u2)h∣∣ ≤ C · (− log |z|)−1 · |u1|h · |u2|h. (169)
Namely the generalized eigen-decomposition of the monodromy of ∇˜λ is (− log |z|)−1-asymptotically orthogonal.
Proof Due to Lemma 7.76, we have the following inequality:∣∣∣(M(∇˜λ) · u1,M(∇˜λ) · u2)h − (u1, u2)h∣∣∣ ≤ C · (− log |z|)−1 · |u1|h · |u2|h. (170)
On the other hand, we have the following inequality due to Lemma 7.78:∣∣∣(M(∇˜λ)u, M(∇˜λ)v)h − γ1 · γ¯2 · (u, v)h∣∣∣ = ∣∣∣((M(∇˜λ)− γ1)u, M(∇˜λ)v)h + (γ1 ·u, (M(∇˜λ)− γ2)v)∣∣∣
≤ C′ · (− log |z|)−1 · |u| · |v|. (171)
Since we have |γi| = 1, the condition γ1 6= γ2 implies γ1 · γ¯2 6= 1. Hence we obtain the inequality (169) from
(170) and (171).
7.6.3 Asymptotic orthogonality for the parabolic filtration of E0
Lemma 7.80 We pick λ ∈ C∗λ satisfying the following:
1. λ is generic (Definition 7.7).
2. u 6= u′ =⇒ p(λ, u) 6= p(λ, u′).
Proof Note |λ| is sufficiently small, we may always assume the second condition holds.
Let us pick λ as in Lemma 7.80. Let e be a frame of ⋄E0 compatible with E, F and W . Let v be a frame
of ⋄Eλ compatible with E, F and W . We put b(ei) = degF (ei) and b(vi) = degF (vi). We put k(ei) = degW (ei)
and k(vi) = deg
W (vi). We put u(ei) = deg
F,E(ei) and u(vi) = deg
F,E(vi).
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We put e′i := ei · |z|b(ei) · (− log |z|)−k(ei)/2 and v′i := vi · |z|b(vi) · (− log |z|)−k(vi)/2. We have the bounded
C∞-function B : X −D −→M(r) determined by the following:
e′i =
∑
j
B′j i · v′j .
Recall that |B′j i| ≤ C · (− log |z|)−1 unless k
(
λ, u(ei)
)
= u(vj) (Corollary 7.17).
Lemma 7.81 There exists a positive constant C > 0 satisfying the following condition:
In the case u(ei) 6= u(ej), the inequality
∣∣(ei, ej)h∣∣ ≤ C · (− log |z|)−1 · |ei|h · |ej |h holds for some
positive constant C.
Proof We have already obtained stronger estimate in the case degE(ei) 6= degE(ej) (Lemma 7.75). We have
only to prove the following estimate, for some positive number C1 in the case b(ei) 6= b(ej):∣∣(e′i, e′j)h∣∣ ≤ C1 · (− log |z|)−1.
We have the following formula:
(e′i, e
′
j)h =
∑
B′k i · B¯′l j · (v′k, v′l)h. (172)
We have the inequality |B′k i| · |B¯′l j | < C · (− log |z|)−1, unless the following condition holds:
k
(
λ, u(ei)
)
= u(vk), k
(
λ, u(ej)
)
= u(vl). (173)
Assume that b(ei) 6= b(ej) and the equalities (173) hold. Then we have b(vk) 6= b(vl) due to our choice of λ.
Thus we obtain the inequality (v′k, v
′
l)h ≤ C · (− log |z|)−1 for some positive constant C. Hence the right hand
side in (172) is dominated by (− log |z|)−1.
Let us take a decomposition of the vector bundle Eǫ2(
⋄E0, α):
Eǫ2(
⋄E0, α) =
⊕
a∈Par(⋄E0)
V(a,α). (174)
We assume that the decomposition gives a splitting of the parabolic filtration F , in the following sense:
Fa(
⋄E0|O) =
⊕
α
⊕
b≤a
Vb,α |O. (175)
For example, we can pick Va as the vector subbundle of Eǫ2(
⋄E , α) generated by {ei ∣∣ u(ei) = (a, α)}. On the
other hand, if we are given such decomposition, then we can pick the frame e compatible with E, F and W
such that Va is generated by
{
ei
∣∣ u(ei) = (a, α)}.
Proposition 7.9 If the condition (175) is satisfied, then the decomposition (174) is (− log |z|)−1-asymptotically
orthogonal.
Proof It follows from Lemma 7.81.
7.6.4 Asymptotic orthogonality for the weight filtration
Let (E0, ∂E0 , θ0, h0) be a model bundle for (E, ∂E , θ, h). We use the notation in the subsection 7.3. Recall the
finiteness due to Simpson (Lemma 7.38):∫
|θ† − θ†0|2h ·
(−|z| · log |z|) · |dz · dz¯||z|2(− log |z|) <∞.
Hence, for any ǫ > 0 there exists a subset Zǫ ⊂ X −D satisfying the following:
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• The volume of (X −D)− Zǫ with respect to the measure |dz · dz¯| · |z|−2(− log |z|)−1 is finite.
• We have the estimate |θ† − θ†0|h ·
(−|z| log |z|) ≤ ǫ on Zǫ.
The endomorphisms A0 and A are determined by the following:
A0 · dz · dz¯|z|2(− log |z|)2 = θ0 · θ
†
0 + θ
†
0 · θ0, A ·
dz · dz¯
|z|2(− log |z|)2 = θ · θ
† + θ† · θ.
Then A0 is self dual with respect to h0, and A is self dual with respect to h. By a direct calculation, it can be
checked that the eigenvalues of A0 are integers.
We have the decomposition E0 =
⊕
k∈Z Uk satisfying the following:
• Wk =
⊕
h≤k Uh.
• Uk is eigen space of A0 corresponding to the integer k.
The following lemma is clear.
Lemma 7.82
• There exists C4 > 0 such that |θ − θ0|h · (−|z| log |z|) ≤ C4 · |z|1/2.
• There exists C5 > 0 the inequality |A0 −A|h ≤ C5 · ǫ1 holds on Zǫ1 ∩∆∗(ǫ2).
Let us take sufficiently small positive number ǫ1 such that 5 · ǫ1 < |φ(k)− φ(k− 1)|. Let vi be a C∞-section
of Uki for k1 6= k2. Since A is anti-self dual with respect to h, we have (Av1, v2)h + (v1, Av2)h = 0.
On the other hand, we have the following:
|A · vi − ki · vi|h = |A · vi −A0 · vi|h ≤ C5 · ǫ · |v|h.
Then we obtain the following:
∣∣k1 − k2∣∣ · ∣∣∣(v1, v2)h∣∣∣ = ∣∣∣(k1 · v1, v2)h − (v1, k2 · v2)h∣∣∣
=
∣∣∣((k1 −A)v1, v2)h − (v1, (k2 −A)v2)h∣∣∣ ≤ 2C5 · ǫ · |v1|h · |v2|h. (176)
Here we have used the self-duality of A with respect to h. Hence we obtain the inequality
∣∣(v1, v2)h∣∣ ≤
C6 · ǫ · |v1|h · |v2|h. In all, we obtain the following.
Proposition 7.10 For any ǫ > 0, there exists a subset Zǫ ⊂ X −D satisfying the following conditions:
• The measure of (X −D)− Zǫ with respect to |dz · dz¯| · |z|−2(log |z|)−1 is finite.
• Let v, w ∈ ⋄E0 such that degF,E(v) = degF,E(w) and degW (v) 6= degW (w). On Zǫ, we have the estimate
|(v, w)| ≤ ǫ · |v|h · |w|h.
7.7 Maximum principle for the distance of the harmonic metrics
Let (E(i), ∂E(i) , h
(i), θ(i)) (i = 1, 2) be tame harmonic bundles on ∆
∗
of rank r. We denote the corresponding
λ-connections by
(E(i) λ,Dλ). Assume the following:
• The set of KMS-spectrum are same, i.e., KMS(E(1) 0) = KMS(E(2) 0).
• Let λ be a complex number which is generic with respect to KMS(E(i) 0), and we are given a flat isomor-
phism Φ :
(E(1)λ,Dλ) −→ (E(2) λ,Dλ).
Lemma 7.83 The functions log |Φ|2 and log |Φ−1|2 are subharmonic on the disc ∆.
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Proof First, let us see the boundedness of Φ and Φ−1. Since λ is generic, the harmonic metrics hi of
(E(i) λ,Dλ)
are determined by the monodromy, up to boundedness. Use the result in the subsubsection 4.3.3 in [38], and
note that the splitting of the parabolic structure is given by the generalized eigen-decomposition of the residues.
We have the inequality ∆ log |Φ|2 ≤ 0 and ∆ log |Φ−1|2 ≤ 0 on the punctured disc ∆∗, due to the Weitzenbeck
formula of Simpson (Lemma 4.1 in [50]). Since log |Φ|2 and log |Φ−1|2 are bounded, the inequalities hold on the
disc ∆. (See Lemma 2.2 in [50].) Thus we are done.
We identify
(E(1),Dλ) and (E(2),Dλ) via the morphism Φ. For any point P ∈ ∆∗, we can consider the
distance of h1 |P and h2 |P in the space PH(r) (the subsubsection 2.6.5).
Lemma 7.84 Let R be a real number such that the inequality dPH(r)
(
h1 |Q, h2 |Q
) ≤ R hold for any point
Q ∈ ∂∆. Then the following inequalities hold for any point P ∈ ∆∗:
dPH(r)
(
h1 |P , h2 |P
) ≤ (eR − e−R
2R
)
·max
{
dPH(r)
(
h1 |Q, h2 |Q
) ∣∣∣Q ∈ ∂∆}. (177)
Proof We always have the following, due to Lemma 2.27:
dPH(r)(h1 |P , h2 |P ) ≤
|Φ|P |2 + |Φ−1|P |2 − 2r
2
. (178)
For any point Q ∈ ∂X , we have the following, due to Lemma 2.27 again:
|Φ|Q|2 + |Φ−1|Q |2 − 2r
2
≤ e
R − e−R
2R
· dPH(r)
(
h1 |Q, h2 |Q
)
. (179)
Then (177) follows from the inequalities (178), (179) and Lemma 7.83.
8 Harmonic bundles on ∆∗ l ×∆n−l
8.1 Preliminary
8.1.1 KMS-Spectrum
We put X := ∆n, Di := {zi = 0} and D =
⋃l
i=1Di. Let πi denote the projection X −→ Di, forgetting the
i-th component. Let (E, ∂E , θ, h) be a tame harmonic bundle over X −D. We have the deformed holomorphic
bundle (Eλ,Dλ). Let i be an element of l, and P be a point of D◦i := Di −
⋃
j 6=i, 1≤j≤lDi ∩ Dj . We put as
follows:
KMS(Eλ, i, P ) := KMS(Eλ|π−1i (P )).
Lemma 8.1 The set KMS(Eλ, i, P ) and the multiplicities of any element u ∈ KMS(Eλ, i, P ) are independent
of P ∈ D◦i .
Proof Let Pi (i = 1, 2) be points of D
◦
i . For any λ ∈ C∗λ, we have Sp(Eλ, i, P1) = Sp(Eλ, i, P2), and the
multiplicities are same. Then we obtain the result due to Lemma 7.66.
In the following, we use the notation KMS(Eλ, i) instead of KMS(Eλ, i, P ). Similarly, the sets KMS(Eλ, i),
Sp(Eλ, i) and Par(Eλ, i) are obtained.
For any element b ∈ Rl, the sets KMS(bEλ, i) := KMS
(
bi
(Eλ|π−1i (P ))) are also obtained, where bi denotes
the i-th component of b.
Let us consider the Higgs field:
θ =
l∑
i=1
fi · dzi
zi
+
n∑
j=l+1
gj · dzj .
We have the characteristic polynomials det(t− fi) and det(t− gj), whose coefficients are holomorphic functions
defined over X − D. Since our harmonic bundle is tame, the coefficients are prolonged to the holomorphic
functions defined over X , by definition. We denote them by the same notation.
Lemma 8.2 We have det(t− fi)|P1 = det(t− fi)|P2 if Pa ∈ Di (a = 1, 2).
Proof If P ∈ D◦i , then we have det(t − fi)|P = det
(
t− fi | π−1i (P )
)
|P . Due to Lemma 8.1, the right hand side
is independent of a choice of a point P ∈ D◦i . Then we obtain the result for Di.
8.1.2 Rank 1
Let (E, ∂E , θ, h) be a tame harmonic bundle of rank 1 over X −D. In this case, the set KMS(E0, i) consists of
only one element ui for i = 1, . . . , l. We have the model bundle L(u) for u = (u1, . . . , ul). Then (E, ∂E , θ, h)⊗
L(u) is tame and nilpotent. Moreover the parabolic structure is trivial. Hence it is the restriction of the
harmonic bundle (E0, ∂E0 , θ0, h0) of rank 1 over X , due to Corollary 4.10 in [38]. Namely we obtain the
following.
Proposition 8.1 Let (E, ∂E , θ, h) be a tame harmonic bundle over X −D of rank 1. Then it is isomorphic to
the tensor product of a model bundle L(u) and a harmonic bundle (E0, ∂E0 , h0, θ0) over X.
8.1.3 A characterization of tameness
Lemma 8.3 Let X be a simply connected compact region of Cn. Let π : X ×∆∗ −→ X denote the projection.
Let (E, ∂E , θ, h) be a harmonic bundle on X ×∆∗. Assume the following:
• For any point P ∈ X, the restriction (E, ∂E , θ, h)|π−1(P ) is tame with respect to (P,O).
Then the harmonic bundle (E, ∂E , θ, h) is tame with respect to the divisor X × {O}.
Proof Let (z1, . . . , zn) be the coordinate of X , and w be the coordinate of ∆. We have the description
θ =
∑n
i=1 gi · dzi + f · dw/w. We would like to show that the coefficients of det(t − f) and det(t − gi) are
holomorphic on X × ∆. Due to our assumption, the coefficients of det(t − f)|π−1(P ) is holomorphic for any
P ∈ X . Then it is easy to derive that the coefficients of det(t− f) is holomorphic on X ×∆. So we have only
to see det(t− gi).
We remark that KMS(E0|π−1(P )) is independent of a choice of P ∈ X , which can be shown by the same
argument as the proof of Lemma 8.1. Let us take a complex number λ, which is generic with respect to
KMS(E0π−1(P )). We have the flat bundle
(Eλ,Dλ,f) on X × ∆∗. In particular, we have the following flat
isomorphism for any points P1, P2 ∈ X :(Eλ,Dλ,f)|π−1(P1) ≃ (Eλ,Dλ,f)π−1(P2). (180)
We put hP := h|π−1(P ). For any point Q ∈ ∆∗, we can consider the distance dPH(r)
(
hP1 |Q, hP2 |Q
)
for any
points Pi ∈ X , via the isomorphism (180).
Let P0 be a point of X , and v be a real tangent vector of X at P0. It naturally gives the tangent vector vQ
of X × ∆∗ at (P,Q) for any point Q ∈ ∆∗. From Lemma 7.84 and the formula (34), we obtain the following
maximum principle: ∣∣λ · θ(vQ) + λ · θ†(vQ)∣∣2 ≤ max{∣∣λ · θ(vQ′) + λ · θ†(vQ′ )∣∣2 ∣∣∣Q′ ∈ ∂∆}. (181)
Note (2R)−1 · (eR − e−R) goes to 1 when R goes to 0.
Let us use the real coordinate zi = xi +
√−1yi. Let ∂xi and ∂yi denote the vector fields ∂/∂xi and ∂/∂yi.
Since X × ∂∆ is compact, we obtain the boundedness of the following, from (181):
λ · θ(∂xi)+ λ · θ†(∂xi) = λ · gi + λ · g†i .
λ · θ(∂yi)+ λ · θ†(∂yi) = λ · gi − λ · g†i .
Hence we obtain the boundedness of gi.
Then we obtain the boundedness of the coefficients of det(t− gi), which implies that they are holomorphic
on X ×∆.
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Lemma 8.4 We put X = ∆n, Di := {zi = 0} and D =
⋃l
i=1Di. Let πi denote the naturally defined projection
X −→ Di. Let (E, ∂E , θ, h) be a harmonic bundle on X −D. Assume the following:
• For any point Q ∈ Di \
⋃
j 6=iDj, the restriction (E, ∂E , θ, h)|π−1(Q) is tame.
Then the harmonic bundle is tame with respect to the divisor D.
Proof We put D[2] :=
⋃
i6=j Di ∩Dj, which is of codimension 2 in X . We have the description:
θ =
l∑
i=1
fi · dzi
zi
+
n∑
i=l+1
gi · dzi.
Due to Lemma 8.3, the coefficients of det(t − fi) and det(t − gi) are holomorphic on X − D[2]. Then we can
conclude that they are holomorphic on X due to the theorem of Hartogs.
We have a straightforward corollary.
Corollary 8.1 Let X be a complex manifold, and D be a normal crossing divisor of X. Let (E, ∂E , θ, h) be a
harmonic bundle on X −D. Assume the following:
• For any smooth curve C be contained in X, which intersects with the smooth parts of D transversely, the
restriction (E, ∂E , θ, h)|C is tame.
Then the harmonic bundle (E, ∂E , θ, h) is tame.
8.2 Simpson’s Main estimate in higher dimensional case
8.2.1 Preliminary decomposition
Pick a positive number ǫ1. If we replace X by a sufficiently small neighbourhood of the origin O, and if we
replace the coordinate appropriately, then we may assume that there exist positive constants ǫ, ǫ1 and C,
satisfying the following conditions:
• We have the decomposition E =⊕a∈Sp(E0,i) Eǫ1(fi, a) over X −D.
• Then we have the decomposition fi =
⊕
a∈Sp(E0,i) fi a. Then we have the inequality |α− a| < C · |z|ǫ for
any eigenvalue of fi a.
By tensoring some model bundle L(u) of rank 1, we may also assume that
∑
a∈Sp(E0,i) |a|2 6= 0 for any i.
Since fk (k = 1, . . . , l) and gj (j = l + 1, . . . , n) are commutative, Eǫ1(fi, a) are preserved by fk and gj. By
an inductive procedure, we may assume the following:
Condition 8.1
• The subset Sp(θ) ⊂∏li=1 Sp(E0, i) is given.
• The holomorphic decomposition E =⊕a∈Sp(θ)Ea is given.
• Each Ea is preserved by fk (k = 1, . . . , l) and gj (j = l+ 1, . . . , n). Hence we have the decompositions
fi =
⊕
a∈Sp(θ) fia, fia ∈ End(Ea),
gj =
⊕
a∈Sp(θ) gj a, gj a ∈ End(Ea).
• There exist positive constants ǫ and C such that the inequality |α−qi(a)| ≤ C · |z|ǫ holds for any eigenvalue
α of fia. Here qi denotes the projection onto the i-th component.
• We have ∑a∈Sp(E0,i) |a|2 6= 0.
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Using Lemma 2.22 inductively, we obtain the following.
Lemma 8.5
• We put h0 :=
⊕
a∈Sp(θ) h|Ea . Then h0 and h are mutually bounded.
• Namely there exists positive constants C1 and C2 such that the following inequalities hold for any section
v =
∑
a∈Sp(θ) va:
C1
∑
a∈Sp(θ)
|va|h ≤ |v|h ≤ C2
∑
a∈Sp(θ)
|va|h.
We put iEa =
⊕
qi(a)=a
Ea. We have two metrics on
iEa: that is, h|iEa and
⊕
qi(a)=a
h|Ea .
Lemma 8.6 The metrics h|iEa and
⊕
qi(a)=a
h|Ea are mutually bounded.
Proof It follows from Lemma 2.22.
8.2.2 Inequalities
The restriction of fi to
jEa is denoted by
jfi a.
Lemma 8.7 We have the following inequalities for a positive constant C and for any a:
|ifi a − a · idiEa |h ≤ C · (− log |zi|)−1. (182)
Proof It follows from Corollary 7.4.
Lemma 8.8 We have the following inequality for some positive constant C′:
|fia − qi(a) · idEa |h ≤ C′ · (− log |zi|)−1. (183)
Proof The estimate (183) follows from (182) and Lemma 8.6.
We have the decomposition gj =
⊕
gj a, where gj a ∈ End(Ea). The following lemma is easy.
Lemma 8.9 We have |gj a|h ≤ C for some positive constant C.
We have the adjoint maps f †i and the decomposition f
†
i =
∑
(f †i )a b, where (f
†
i )a b ∈ Hom(Ea, Eb). We also
have the adjoint g†j and the decomposition g
†
j =
∑
(g†j )ab, where (g
†
j )a b ∈ Hom(Ea, Eb).
For any elements a and b of Cl, we put Diff(a, b) := {j | qj(a) 6= qj(b)}.
Lemma 8.10 There exist positive constant C and ǫ > 0 such that the following holds:
(A)
∣∣(f †i )aa − qi(a) · idEa∣∣h ≤ C · (− log |zi|)−1.
(B) If qi(a) = qi(b) and a 6= b, we have the following inequality:∣∣(f †i )a b∣∣h ≤ C · (− log |zi|)−1 · ∏
j∈Diff(a,b)
|zj |ǫ.
(C) If qi(a) 6= qi(b), then we have the following inequality:∣∣(f †i )a b∣∣h ≤ C · ∏
j∈Diff(a,b)
|zj |ǫ.
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(D) We have the following inequality: ∣∣(g†j )ab∣∣h ≤ C · ∏
k∈Diff(a,b)
|zk|ǫ.
Proof We put ρi :=
∑
a a · idiEa , and ρ¯i :=
∑
a a¯ · idiEa . We denote the adjoint of ρi by ρ†i . Due to the result
in the case of curves, we obtain the following:
• |ρ†i − ρ¯i|h ≤ C · |zi|ǫ, (Lemma 7.24).
• |fi − ρi|h ≤ C · (− log |zi|)−1, (Corollary 7.3).
In particular, we have |f †i − ρ¯i|h ≤ C · (− log |zi|)−1. It implies (A).
We also have the following decomposition for j 6= i:
(fi − ρi)† =
∑
j(fi − ρi)†a,b, j(fi − ρi)†a,b ∈ Hom(jEa, jEb).
We have the following inequalities due to Lemma 2.22 and Lemma 2.23:∣∣j(fi − ρi)†a b∣∣h ≤ C · |zj|ǫ · |fi − ρi|h ≤ C · |zj|ǫ · (− log |zi|)−1, (a 6= b)∣∣j(fi − ρi)†a a∣∣h ≤ C · |fi − ρi|h ≤ C · (− log |zi|)−1, (a = b)
Due to Lemma 8.6, there exist positive constants C and ǫ such that the following holds:
∣∣(fi − ρi)†a b∣∣h ≤

C · |zj|ǫ · (− log |zi|)−1, (qj(a) 6= qj(b))
C · (− log |zi|)−1, (qj(a) = qj(b)).
(184)
For any subset I ⊂ l and for any positive number ǫ, there exists a positive number ǫ′ such that the following
inequality holds:
min
{|zi|ǫ ∣∣ i ∈ I} ≤∏
i∈I
|zi|ǫ′ . (185)
From (184) and (185), we obtain the following inequality, for some sufficiently small ǫ > 0:∣∣(fi − ρi)†ab∣∣h ≤ C · (− log |zi|)−1 · ∏
j 6=i,
j∈Diff(a,b)
|zj |ǫ. (186)
Similarly we have the following:
|(ρ†i )a,b|h ≤

C · |zj|ǫ if qj(a) 6= qj(b)
C if qj(a) = qj(b).
By definition, we have ρ¯iab = 0 if a 6= b. We also have the following for any a and b from Lemma 7.24:∣∣(ρ†i − ρ¯i)ab∣∣h ≤ C · |zi|ǫ.
In all, we obtain the following for some positive constants C and ǫ:
|(ρ†i − ρ¯)a b|h ≤ C · |zi|ǫ ·
∏
j 6=i
j∈Diff(a,b)
|zj |ǫ. (187)
Hence, in the case a 6= b, we obtain the following inequality from (186), (187) and ρ¯ia,b = 0 (a 6= b):
|(f †i )a b|h ≤ C · (− log |zj|)−1 ·
∏
j 6=i
j∈Diff(a,b)
|zj |ǫ.
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It implies the claim (B).
In the case j 6= i, we have the following for some positive constants C and ǫ:
∣∣j(f †i )a,b∣∣h ≤

C · |zj|ǫ, (a 6= b),
C, (a = b).
(188)
From (188) and (185), we obtain the following estimate, for some positive constants C and ǫ:
∣∣(f †i )a b∣∣h ≤

C · |zj|ǫ,
(
qj(a) 6= qj(b)
)
C,
(
qj(a) = qj(b)
)
.
On the other hand, in the case qi(a) 6= qi(b), we have the following for some positive constants C and ǫ:∣∣(f †i )a b∣∣h ≤ C · |zi|ǫ.
In all, we obtain the following inequality for some positive constants C and ǫ, if qi(a) 6= qi(b):
|(f †i )a b|h ≤ C ·
∏
j∈Diff(a,b)
|zj|ǫ
Hence we obtain the claim (C).
The claim (D) can be obtained similarly.
8.2.3 Some consequences
Let a and b be elements of Sp(θ). We put as follows:
F(i,a),(j,b) := fia ◦ (f †j )b a − (f †j )b a ◦ fi b.
Lemma 8.11 There exist positive constants C and ǫ such that the following inequalities hold:
The case qi(a) = qi(b) and qj(a) = qj(b):
|F(i,a),(j,b)|h ≤ C · (− log |zi|)−1 · (− log |zj |)−1 ·
∏
k∈Diff(a,b)
|zk|ǫ.
The case qi(a) = qi(b) and qj(a) 6= qj(b):
|F(i,a),(j,b)|h ≤ C · (− log |zi|)−1 ·
∏
k∈Diff(a,b)
|zk|ǫ.
The case qi(a) 6= qi(b) and qj(a) 6= qj(b):
|F(i,a),(j,b)|h ≤ C ·
∏
k∈Diff(a,b)
|zk|ǫ.
Proof Let us consider the case qi(a) = qi(b) and qj(a) = qj(b) = d. We put δa,b := 1 (a 6= b), or δa,b := 0
(a 6= b). Then we have the following:
F(i,a),(j,b) =
(
fia− c ·δab · idEa b
)
◦
(
(f †j )b,a− d¯ ·δab · idEa b
)
−
(
(f †j )b,a− d¯ ·δab · idEa b
)
◦
(
fi b− c ·δab · idEa b
)
.
Therefore we obtain the following inequality:
|F(i,a),(j,b)|h ≤ C · (− log |zi|)−1 · (− log |zj |)−1 ·
∏
k∈Diff(a,b)
|zk|ǫ.
Thus we are done in the case qi(a) = qi(b) and qj(a) = qj(b) = d. The rest cases can be shown similarly.
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Proposition 8.2 The two form θ ∧ θ† + θ† ∧ θ is dominated by the Kahler form of the Poincare´ metric:
ωp =
l∑
i=1
dzi · dz¯i
|zi|2(− log |zi|)2 +
n∑
i=l+1
dzi · dz¯i
(1− |zi|2)2 .
Proof The contributions of fi · dzi/zi and f †j · dz¯j/dz¯j to the form θ ∧ θ† + θ† ∧ θ is a sum of the following
forms:
F(i,a),(j,b) · dzi
zi
∧ dz¯j
z¯j
.
Then it is dominated by the form q∗i ω∆∗ + q
∗
jω∆∗ . The rest terms can be dominated similarly.
We have the unitary connection of Eλ given by the following:
∂Eλ + ∂Eλ = ∂E + ∂E + λ · θ† − λ¯ · θ.
The curvature R(∂Eλ + ∂Eλ) is as follows:(
1 + |λ|2) · (θ ∧ θ† + θ† ∧ θ).
Corollary 8.2 The curvature R(∂Eλ + ∂Eλ) is dominated by ωp. Namely, the hermitian holomorphic bundle
(Eλ, h) is acceptable.
Proof It follows from Proposition 8.2.
Remark 8.1 The curvature of the hermitian holomorphic bundle (E , h) over X − D contains the terms of the
following form:
−dλ ∧ θ + dλ ∧ θ†.
Hence (E , h) is not acceptable, unless θ is nilpotent.
8.3 Prolongation in the case that λ is generic
8.3.1 The quasi canonical prolongation
Definition 7.7 is generalized as follows.
Definition 8.1 λ is called generic with respect to (E, ∂E , θ, h) if the maps k(λ) : KMS(E0, i) −→ Sp(Eλ, i) are
bijective for any i.
Assume that λ is generic. Let P be a point of X −D. Then we have the endomorphisms Mλi on Eλ|P . Here
Mλi is the monodromy with respect to Di. We have Sp(Mλi ) = Spf (Eλ, i). We put Mλ = (Mλ1 , . . . ,Mλl ). We
have the decomposition for each P :
Eλ|P =
⊕
ω∈Sp(Mλ)
E(Mλ,ω).
Thus we obtain the decomposition Eλ =⊕ω∈Sp(Mλ) E(Eλ,ω). It is compatible with the flat connection Dλ f .
We put qi(ω) = ωi. We put K(E , λ, 0, i) :=
{
u ∈ K(E0, i) ∣∣ −1 < p(λ, u) ≤ 0}. Then we have the unique element
ui = ui(ω) ∈ K(E , λ, 0, i) such that ef (λ, ui(ω)) = ωi. Then we obtain the number bi = bi(ω) := pf(λ, ui(ω)).
We put b(ω) := (b1, . . . , bl).
For s ∈ E(H(Eλ),ω), we put as follows (see the page 134 for α(b, ω)):
F
(
s, b(ω)
)
:= exp
(∑
log zi ·
(
α(bi, ωi) +Niω
)) · s.
Note that we have the equality − ord(s|π−1i (P )) = bi for any point P ∈ D
◦
i .
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Lemma 8.12 We have the following, for some positive constants C and M :
|F (s, b(ω))|h ≤ C ·
l∏
i=1
|zi|−p(λ,ui) ·
(
−
l∑
i=1
log |zi|
)M
Proof For each P ∈ D◦i , we have the equality − ord
(
F (s, b(ω)
)
|π−1i (P )
) = p(λ, ui) (Lemma 7.64). Then we
obtain the result due to Corollary 2.6 and Corollary 8.2.
Corollary 8.3 F (s, b(ω)) are sections of ⋄Eλ.
Let s = (sj) be a base of H(Eλ) compatible with E. We put ωj := degE(sj). We put vj := F (sj , b(ωj)),
and v = (vj). It is a tuple of sections of
⋄Eλ.
Lemma 8.13 If λ is generic, the OX-module ⋄Eλ is coherent and locally free, and v is a frame of ⋄Eλ.
Proof For any point P ∈ D◦i , the tuple v|π−1i (P ) is a frame of
⋄(Eλ|π−1i (P )), due to Lemma 7.50. We put as
follows:
ci :=
∑
a∈Par(⋄Eλ,i)
m(λ, a) · a.
We have the line bundle c det(Eλ) over X . We have the following on π−1i (P ):(
c det(Eλ)
)
|π−1i (P )
= ci
(
det(Eλ)|π−1i (P )) = det(⋄(Eλ|π−1i (P ))).
We put Ω(v) = v1 ∧ · · · ∧ vr. Then Ω(v)|π−1i (P ) gives a frame of det
(⋄(Eλ|π−1i (P ))). Hence Ω(v) is a frame of
c det(Eλ) over X .
Let f be a holomorphic section of ⋄Eλ. Then f is described as ∑ fj · vj for holomorphic functions fi on
X −D. Let us consider f ∧ v2 ∧ · · · ∧ vr. On the curve π−1i (P ), it gives a section of c det(Eλ)|π−1i (P ). Hence
f ∧ v2 ∧ · · · ∧ vr is a holomorphic section of c det(Eλ) over X . We have f ∧ v2 ∧ · · · ∧ vr = f1 ·Ω(v). Hence f1 is
holomorphic over X . Similarly fj is holomorphic for each j.
Remark 8.2 The last argument can be found in [11].
8.3.2 Weak norm estimate
In the case sj ∈ E
(
H(Eλ),ω), we put ui(vj) := ui(ω). We put as follows:
v′j := vj ·
l∏
i=1
|zi|p(λ,ui(vj)).
We put v′ := (v′j). Then there exist positive constants M and C satisfying the following, due to Lemma 8.12:
H(h,v′) ≤ C ·
(
−
l∑
i=1
log |zi|
)M
. (189)
Let v∨ = (v∨j ) be the dual frame of v over X −D.
Lemma 8.14 There exits positive constants C and M satisfying the following:
|v∨j |h ≤ C ·
∏
i
|zi|p(λ,ui(vj)) ·
(
−
l∑
i=1
log |zi|
)M
.
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Proof We have the estimates for the restrictions v∨
j |π−1i (P )
due to the result in the subsubsection 7.4.7. Then
we can derive the estimate desired, due to Corollary 2.6.
We put as follows:
v∨′j := v
∨
j ·
∏
i
|zi|−p(λ,ui(vj)).
We put v∨ ′ := (v∨ ′j ). Then v
∨′ is the dual frame of v′ over X −D, and there exist positive constants C and
M satisfying the following, due to Lemma 8.14:
H
(
h∨,v∨ ′
) ≤ C · (− l∑
i=1
log |zi|
)M
. (190)
Hence we obtain the following.
Lemma 8.15 The frame v′ is adapted up to log order. Namely, there exist positive constants C1, C2 and M
satisfying the following:
C1 ·
(
−
l∑
i=1
log |zi|
)−M
≤ H(h,v′) ≤ C2 ·
(
−
l∑
i=1
log |zi|
)M
.
Proof The right inequality is given in (189). The left inequality immediately follows from (190).
8.3.3 Minor generalization and a restriction to a diagonal curve
Let c be an element of Rl. We put K(E , λ, c, i) := {u ∈ KMS(E0, i) ∣∣ ci − 1 < p(λ, u) ≤ ci}. Let s be a frame
of H(Eλ) as in the subsubsection 8.3.1. We put cvj := F
(
sj , b(ωj)− c
)
, and we put cv :=
(
cvj
)
.
Lemma 8.16 If λ is generic, the sheaf cEλ is locally free, and cv gives a frame of cEλ.
Proof It can be shown by an argument similar to the proof of Lemma 8.13.
In the case sj ∈ E
(
H(Eλ),ω), ui(cvj) denotes the unique element ofK(E , λ, c, i) such that ef (λ, ui(cvj)) = ωi.
We put as follows:
cvj
′ := cvj ·
l∏
i=1
|zi|p(λ,ui(cvj)).
We put cv
′ = (cvj ′).
Lemma 8.17 The frame cv
′ is adapted up to log order.
Proof It can be shown by an argument similar to Lemma 8.15.
Lemma 8.18 We have the following relation:
Dλcv = cv ·
∑
j
(
Cj +Nj
) · dzj
zj
.
Here Cj denote the diagonal matrices whose (i, i)-components are e
(
λ, uj(cvi)
)
, and Nj denote the nilpotent
matrices.
Proof It follows from Lemma 7.64.
Let ǫ is a sufficiently small positive number, and we put c := (
l︷ ︸︸ ︷
ǫ, . . . , ǫ). and ǫi (i = 1, 2) be positive numbers
such that ǫ1 + ǫ2 < 1/2. Assume the following:
• Let a be elements of Par(cEλ, i). Then 0 < ǫ− a < ǫi.
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Pick an element (0z3, . . . ,
0zn) ∈ (∆∗)n−2. Let us consider the curve C0 := {(z, z, 0z3, . . . , 0zn) ∈ X}. We
have the restriction of (E, ∂E , θ, h) to C0.
Lemma 8.19
1. We have the following implication:
KMS(2ǫ(Eλ|C0)) ⊂ {u1 + u2 ∣∣ ui ∈ KMS(cEλ, i)}.
2. We have the following equality:∑
b∈Par
(
2ǫ
(
Eλ
|C0
)) b ·m(λ, b) = ∑
i=1,2
∑
bi∈Par
(
cEλ,i
) bi ·m(λ, bi). (191)
Proof Let us take the frame w := cv as above. For each wj , we have the elements uj(wi) ∈ K
(E , λ, c, j).
Let us consider the restriction w˜j := wj |C0 . We put as follows:
w˜′j := w˜j · |z|p
(
λ,u1(wj)+u2(wj)
)
, w˜′ :=
(
w˜′j
)
.
Then the C∞-frame w˜′ is adapted up to log order, due to Lemma 8.17. Thus w˜ gives a frame of 2ǫ
(Eλ|C0). We
also have the following relation, due to Lemma 8.18:
Dw˜ = w˜ · (C1 + C2 +N1 +N2)dz
z
. (192)
Here Ci and Nj denote the matrices given in Lemma 8.18 for w = cv. From the adaptedness of w˜
′ up to log
order and (192), we obtain the following:
degF,E
(
w˜j
)
= k
(
λ, u1(vj)
)
+ k
(
λ, u2(vj)
)
.
Thus we obtain the first claim.
We also obtain the following equality:∑
j
− ord(w˜j) =∑
j
∑
i=1,2
−i ord(vj). (193)
The left (resp. right) hand side of (193) are same as the left (resp. right) hand side of (191). Thus we obtain
the second claim.
8.4 Extension of holomorphic sections on a hyperplane
8.4.1 Preliminary I, Estimates of Higgs fields
We put X = ∆ζ ×∆n−1z and X(0) = {0}×∆n−1z . Let D′i denote the divisor of ∆n−1z defined by zi = 0. We put
Di = ∆ζ ×D′i and D =
⋃l
i=1Di. We put D
(0)
i = {0} ×D′i and D(0) =
⋃l
i=1D
(0)
i .
Let λ0 ∈ Cλ be generic. Let v be a frame of ⋄Eλ0 as in the subsubsection 8.3.1. We put b(vi) := degF (vi) ∈
]− 1, 0]l. Let bh(vj) denotes the h-th component of b(vj). We put as follows:
v′i := vi ·
∏
|zh|bh(vi), v′ = (v′i).
We define the function B : X −D −→M(r) as follows:
Bi j :=

∏l
h=1 |zh|bh(vi), (i = j),
0, (i 6= j).
Then we have v′ = v ·B.
We put ∂Eλ0 = ∂E+λ0·θ†, which is the holomorphic structure of Eλ0 . We defineK ∈ C∞
(
X−D,Ω1,0X ⊗M(r)
)
by K = B−1 · ∂B = ∂B · B−1. The following lemma is clear.
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Lemma 8.20 We have the following formula:
Ki j :=

l∑
h=1
bh(vi)
2
dz¯h
z¯h
, (i = j),
0, (i 6= j).
We have ∂Eλ0v′ = v′ ·K.
The one forms Θ ∈ C∞(X −D,Ω1,0 ⊗M(r)) and Θ† ∈ C∞(X −D,Ω0,1X ⊗M(r)) are given as follows:
θ · v′ = v′ ·Θ, θ† · v′ = v′ ·Θ†.
The functions Θζ , Θk, Θ† ζ and Θ† k are defined as follows:
Θ = Θζ · dζ +
l∑
k=1
Θk · dzk
zk
+
n∑
k=l+1
Θk · dzk,
Θ† = Θ†ζ · dζ¯ +
l∑
k=1
Θ† k · dz¯k
z¯k
+
n∑
k=l+1
Θ† k · dz¯k.
Lemma 8.21 The functions Θζ , Θk, Θ† ζ and Θ† k are dominated by polynomials of − log |zi| (i = 1, . . . , l).
Proof For the decompositions θ =
∑l
i=1 fi · dzi/zi +
∑n
i=l+1 gi · dzi, the norms of fi and gj with respect to
h are bounded (see the subsubsection 8.2.2). We also know that v′ is adapted up to log order (Lemma 8.15).
Then the result follows.
We have the λ0-connection D
λ0 . Let A denote the λ0-connection one form of D
λ0 with respect to v, i.e., A
is a holomorphic section of M(r)⊗ Ω1,0X (logD) determined by the condition:
Dλ0v = v ·A.
Due to our choice of v, we have the decomposition A =
⊕
Aω which corresponds the decomposition Eλ0 =⊕
ω E(Eλ0 ,ω), namely, Aω is a holomorphic section of End
(
E(Eλ0 ,ω))⊗ Ω1,0(logD).
Lemma 8.22 A and B are commutative.
Proof It follows from the decomposition B =
⊕
ω B(ω) · IdE(Eλ0 ,ω) for B(ω) ∈ C∞(X −D).
We have the following formula:
Dλ0v′ = Dλ0(v · B) = v · A ·B + v · λ0∂(B) = v′ · (B−1AB + λ0B−1∂B) = v′(A+ λ0K). (194)
We have the description:
A+ λ0 ·K =
l∑
i=1
gi · dzi
zi
.
Lemma 8.23 The functions gi are bounded.
Proof Since A is a holomorphic section of M(r) ⊗ Ω1,0(logD), the lemma follows from Lemma 8.20.
Lemma 8.24 We have the following equalities:
∂Θ† +
[
λ−10 · (A+K −Θ),Θ†
]
= 0, ∂Θ+
[
K − λ0Θ†,Θ
]
= 0. (195)
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Proof Recall the equalities ∂E(θ
†) = 0 and ∂E = λ−10 (D
λ0 − θ). We obtain the first equality in (195) from
(194) and the definition of Θ.
As for the second equality in (195), we have only to use ∂E(θ) = 0, ∂E = ∂Eλ0 −λ0θ† and ∂Eλ0v′ = v′ ·K.
Lemma 8.25 We regard Θ†(ζ, z) and Θ(ζ, z) as functions of ζ. Then the following holds:
• They are Lpk for any k ∈ Z≥0 and for any p.
• The Lpk-norms of Θ†(ζ, z) and Θ(ζ, z) are dominated by polynomials of (− log |zj|) (j = 1, . . . , l).
Proof It follows from Lemma 8.21, the formula (195), the estimate for A and K, and Corollary 2.10.
Lemma 8.26 We have the descriptions as follows:
∂kΘ
† ζ = Ck · dzk
zk
· dζ¯.
Here, Ck denotes an element of C
∞(X−D,M(r)). Their L∞-norms are dominated by polynomials of − log |zj |
(j = 1, . . . , l).
Proof It follows from the estimates for Θ, A and K, due to Lemma 2.56.
8.4.2 Preliminary II, Estimate of cocycles
Let λ be any element of Cλ, and λ0 be generic as in the subsubsection 8.4.1. Let f be a holomorphic section
of the sheaf ⋄
(Eλ|X(0)−D(0)) over X . Since the tuple of sections v′ gives C∞-frame of C∞-bundle Eλ = Eλ0 over
X −D, we have the following description:
f =
∑
i
fi(z) · v′i(0, z), fi ∈ C∞(X(0) −D(0)).
Lemma 8.27 Assume − ord(f) ≤ 0. Then there exist positive constants C and M satisfying the following:
|f |h ≤ C ·
(
−
l∑
i=1
log |zi|
)M
.
Proof We obtain such estimate for the restrictions f|π−1i (P ) for any P ∈ D
◦
i . Then we obtain the result due to
Corollary 2.6.
Due to the adaptedness of v′ up to log order, we obtain the following inequalities for some positive constants
C and M and for any i = 1, . . . , l:
|fi| ≤ C ·
(
−
l∑
j=1
log |zj |
)M
. (196)
Note that we have the following relation:
∂Eλv
′ =
(
∂Eλ0 + (λ− λ0) · θ†
)
v′ = v′ ·
(
K + (λ − λ0) ·Θ†
)
. (197)
Hence we obtain the following equality on X(0) −D(0):
0 = ∂f(z) =
∑
i
(
∂fi(z) +
∑
k,j
(
Θk †i j (0, z) +
bk(vi)
2
· δi j
) · η¯k · fj) · vi(0, z). (198)
Here we put as follows:
δi j :=

1 (i = j)
0 (i 6= j)
η¯k =

dz¯k/z¯k (k ≤ l)
dz¯k (k ≥ l + 1).
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We have the line bundle OX(−X0). We put Eλ(−X0) := Eλ ⊗O(−X0).
Let ǫ be any sufficiently small positive number. Let δ denote the element (
l︷ ︸︸ ︷
1, . . . , 1).
Proposition 8.3 There exists an element ρ ∈ C∞(X −D, Eλ) satisfying the following:
1. ρ ∈ A0,0−ǫ·δ,N (Eλ) for any real number N .
2. ∂Eλρ ∈ A0,1−ǫδ,N(Eλ(−X0)) for any real number N .
3. ρ|X(0)−D(0) = f .
4. The support of ρ is contained in the region
{
ζ
∣∣ |ζ| < 1/3}× (X(0) −D(0)).
See the subsubsection 2.7.4 for the notation.
Proof Let χ be any function over ∆ζ satisfying the following:
χ(ζ) =

1 |ζ| ≤ 1/3
0 |ζ| > 2/3.
We put as follows:
f1 :=
∑
i
fi(z) · vi(ζ, z), f2 := ζ · g2, g2 :=
∑
i,j
Θζ †i j (0, z) · fj(z) · vi(ζ, z).
We put ρ := χ · (f1 − f2). Then the claims 3 and 4 are clear. Let us show the claims 1 and 2.
Lemma 8.28 Let ǫ be a real number such that 0 < ǫ < 1/2, and N be any real number. Then we have
ρ ∈ L2−ǫ·δ,N .
Proof It follows from (196) and Lemma 8.21.
We have the following formula:
∂Eλf
1 =
∑
i
(
∂fi +
∑
j
(∑
k
(
Θk †i j (ζ, z) +
bk(vi)
2
δi j
) · η¯k +Θζ †i j (ζ, z) · dζ¯) · fj) · vi(ζ, z)
=
∑
i,k,j
(
Θk †i j (ζ, z)−Θk †i j (0, z)
)
· η¯k · fj · vi(ζ, z) +
∑
i,j
Θζ †i j (ζ, z) · dζ · fj · vi(ζ, z). (199)
We also have the following:
∂Eλf
2 =
∑
i,j
Θζ †i j (0, z) · fj(z) · vi(ζ, z) · dζ¯ + ζ¯ · ∂g2.
Hence we obtain the following:
∂Eλ
(
χ · (f1 − f2)
)
= ∂χ · (f1 − f2) + χ · ∂(f1 − f2) = ∂χ · (f1 − f2)
+χ×
(∑
i,k,j
(
Θk †i j (ζ, z)−Θk †i j (0, z)
) · η¯k · fj · vi(ζ, z)+∑
i j
(
Θζ †i j (ζ, z)−Θζ †i j (0, z)
) · fj(z) · vi(ζ, z) · dζ¯ + ζ¯ · ∂g2).
(200)
Lemma 8.29 ∂χ · (f1 − f2) is L2-section of Eλ(−X0)⊗ Ω0,1.
Proof Note that ∂χ vanishes on |ζ| < 1/3. Then the claim follows from Lemma 8.21 and Lemma 8.27.
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Lemma 8.30 The following is L2-section of Eλ ⊗ (−X0)⊗ Ω0,1:
χ×
(∑
i,k,j
(
Θk †i j (ζ, z)−Θk †i j (0, z)
) · η¯k · fj · vi(ζ, z) +∑
i j
(
Θζ †i j (ζ, z)−Θζ †i j (0, z)
) · fj(z) · vi(ζ, z) · dζ¯)
Proof We put K0 =
{
ζ
∣∣ |ζ| < 2/3}. On K0 × (X0 −D0), we have the following for a = 1, . . . , n− 1, or ζ:∣∣∣Θa †i j (ζ, z)−Θa †i j (0, z)∣∣∣ ≤ ∣∣ζ∣∣ × ∣∣∣∣Θa †i j (·, z)∣∣∣∣C1(K0×{z}).
Here
∣∣∣∣Θa †i j (·, z)∣∣∣∣C1(K0×{z}) denotes the C1-norm of the restriction of Θa †i j to K0 × {z}. Then we obtain the
result from Lemma 8.25.
Lemma 8.31 χ · ζ¯ · ∂g2 is L2-section of E(−X0)× Ω0,1.
Proof We have the following:
χ · ζ¯ · ∂g2 = χ · ζ¯ · (λ− λ0)×∑
i j
(
∂Θζ †i j (0, z) · fj(z) · v′i(ζ, z) + Θζ †i j (0, z)∂fj(z) · vi(ζ, z) + Θζ †i j (0, z) · fj(z) · ∂vi(ζ, z)
)
. (201)
The first summand can be dominated due to Lemma 8.26. The second summand can be dominated due to
(198). The third summand can be dominated due to (197).
Hence the claims 2 and 1 are obtained, and the proof of Proposition 8.3 is accomplished.
8.4.3 Extension of holomorphic sections
We put X = ∆n and D =
⋃l
i=1Di. We put as follows:
X(1) :=
{
(z1, . . . , zn) ∈ X
∣∣ z1 = z2}, D(1) := X(1) ∩D, X0 := {(z1, . . . , zn) ∈ X ∣∣ z1 = z2 = 0}.
Condition 8.2 Let (E, ∂E , θ, h) be a tame harmonic bundle over X − D. Let ǫ1 and ǫ2 be positive numbers
such that ǫ1 + ǫ2 < 1. Assume that KMS
(⋄Eλ, i) is ǫi-small (i = 1, 2).
We will show the following in the subsubsection 8.4.4.
Proposition 8.4 Let (E, ∂E , θ, h) be a tame harmonic bundle satisfying Condition 8.2. Let f be a holomorphic
section of ⋄(Eλ0
X(1)−D(1)) on X
(1). Then there exists a neighbourhood of X0 in X, and there exists a holomorphic
section f˜ ∈ Γ(U, ⋄Eλ0), such that f˜X(1)∩U = f|X(1)∩U .
Let ϕ : ∆˜2z −→ ∆2 be a blow up. We put X˜ := ∆˜2z ×∆n−2w . Let ψ denote the composite of the following
morphisms:
X˜
ϕ×id−→ ∆2z ×∆n−2w −→ ∆nz .
Here the second morphism is given by zi = zi (i = 1, 2) and wi = zi−2 (i = 3, . . . , n). We put as follows:
D˜ := ψ−1(D) =
[(
ϕ−1(0, 0) ∪ D˜′1 ∪ D˜′2
)×∆n−2w ] ∪ [∆2z × (n−2⋃
i=1
{
wi = 0
})]
.
Then the restriction of ψ to X˜ − D˜ gives the isomorphism of X˜ − D˜ and X −D.
We denote the closure of ψ−1(X(1)−D(1)) by X˜(1). We put D˜(1) := ψ−1(D)∩ X˜(1). We put X˜0 = ψ−1(X0).
The restriction of ψ to X˜(1) gives an isomorphism of X˜(1) and X(1).
Lemma 8.32 Let f be a holomorphic section of ⋄ψ∗Eλ over X˜(1). Then there exists a neighbourhood U˜ of X˜0
in X˜, and there exists a holomorphic section f˜ ∈ Γ(U˜ , ⋄ψ∗Eλ), such that f˜|X˜(1)∩U˜ = f|X˜(1)∩U˜ .
It is easy to see that Lemma 8.32 implies Proposition 8.4.
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8.4.4 Proof
We essentially use the argument in the subsubsection 4.7.4 in [38]. To apply Corollary 2.7, recall the setting
of the subsubsections 2.7.7–2.7.9. Let consider the blow up ∆˜2z −→ ∆2z = {(z1, z2)} at O = (0, 0) as in the
subsubsection 8.4.3. We can take a holomorphic embedding ι of Y , given in the previous subsubsection, to ∆˜2
satisfying the following:
• The image of the 0-section P1 is the exceptional divisor φ−1(O).
• We have ι−1(D′1) = π−1(∞) and ι−1(D′2) = π−1(0).
We may assume that π−1(P ) = ι−1
(
C˜(1, 1)
)
for P = [1 : 1] ∈ P1.
We put X := Y ×∆n−2w . Then we have the naturally induced morphism X −→ ∆˜2z ×∆n−2w , which we also
denote by ι. We put as follows:
D := ι−1(D˜), X(1) := ι−1(X˜(1)) = π−1(P )×∆n−2w , D(1) := X(1) ∩D.
Note that ι(X) gives a neighborhood of X˜0 in X˜ . The composite ψ ◦ ι is denoted by ψ1.
Let (E, ∂E , θ, h) be a tame harmonic bundle overX−D satisfying Condition 8.2. Recall that the holomorphic
bundle Eλ with the hermitian metric h is acceptable (Corollary 8.2). We take the numbers ǫ, a and b be as in
Lemma 2.36, and we take the metric h˜ of ψ−11 Eλ as in (22).
Let f be a holomorphic section of ⋄(Eλ|X0−D0), or equivalently, ⋄ψ∗Eλ|X˜0−D˜0 . Clearly Lemma 8.32 can be
reduced to the following lemma.
Lemma 8.33 There exists a holomorphic section f˜ of ⋄ψ∗1Eλ over X(1) such that f˜|X(1) = f|X(1) .
Proof Take an embedding κ : ∆ζ −→ P1 − {0,∞} such that κ(0) = P . By using Proposition 8.3, we can take
a C∞-function ρ whose support is contained in π−1(κ(∆ζ))×∆n−2w , and satisfying the following:
• ρ is an element of A0,0
h˜
(
ψ∗1Eλ
)
.
• ∂E(ρ) is an element of A0,1h˜
(
ψ∗1Eλ(−X(1))
)
.
• We have ρ|X(1)−D(1) = f .
Here ψ∗1E0(−X(1)) is same as ψ∗1E0 ⊗OP1(−1).
Due to Corollary 2.7, we can pick an element G of A0,0
h˜
(
ψ∗1E0(−X(1))
)
such that ∂G = ∂ρ. Then we put
f˜ := ρ−G. Then it satisfies ∂f˜ = 0, f˜ ∈ A0,0
h˜
(ψ∗1E0), and f˜|X(1)−D(1) = f|X(1)−D(1) .
Let us check that f˜ gives a section of ⋄ψ∗1Eλ. We regard f˜ as a section of Eλ over an open subset ψ1(X−D)
of X − D. We have only to check that f˜ gives a section of ⋄Eλ over ψ1(X). To show it, let us consider the
norm of f˜ with respect to our original metric h. We consider the restriction of f˜ to π−1j (P ), for any point
P ∈ D◦j and for 1 ≤ j ≤ l. First we consider the case j = 1. On the curve π−11 (P ), the metric h˜ is equivalent
to h · |z1|a−ǫ ×Q, where Q denotes a polynomial of log |z1|. Thus we obtain − ord
(
f˜|π−11 (P )
) ≤ −a+ ǫ < 1− ǫ1,
due to our choice of ǫ, a, b (Lemma 2.36). Since KMS(⋄Eλ, 1) is ǫ1-small (Condition 8.2), the intersection of
the sets Par(E0, 1) and {c ∣∣ 0 ≤ c < 1− ǫ1} is empty. Therefore we can conclude that − ord(f˜|π−11 (P )) ≤ 0 with
respect to the original metric h. Similarly we can show that − ord(f˜|π−12 (P )) ≤ 0 for any point P ∈ D◦2 . If j > 2,
then the metrics h and h˜ are equivalent on the curve π−1j (P ). Thus we obtain − ord
(
f˜|π−12 (P )
) ≤ 0 with respect
to the metric h, also in this case. Thus we obtain that f˜ is, in fact, a section of ⋄ψ∗1E0, due to Corollary 2.6.
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8.4.5 Extension property in the codimension one case
We put X := ∆nz ×∆w, Di := {zi = 0} and D =
⋃l
i=1Di. We put X
(2) := ∆nz ×{0} and D(2) = D ∩X(2). We
have the origin (O, 0) ∈ X(2) ⊂ X . Let (E, ∂E , θ, h) be any tame harmonic bundle over X −D. Let us consider
the restriction of Eλ to X(2) −D(2).
Lemma 8.34 Let f be a holomorphic section of b
(Eλ|X(2)−D(2)) defined on a neighbourhood of (O, 0) in X(2).
Then there exists a holomorphic section f˜ of bEλ defined on a neighbourhood of (O, 0), which satisfies f˜|X(2) = f .
Proof The argument is essentially same as the proof of Lemma 8.33. In fact, we can show the claim more
simply, by using the results in the subsubsections 8.4.1–8.4.2 and the vanishing in Lemma 2.30.
8.4.6 Local freeness in codimension one
We put X = ∆×∆nw, D = {0} ×∆nw. Let (E, ∂E , θ, h) be any tame harmonic bundle on X −D. Let π denote
the projection of X to D. Let P be a point of D. Then we obtain the smooth curve π−1(P ).
Corollary 8.4 Let b be any real number. Let f be a holomorphic section of b
(Eλ|π−1(P )) defined on a neighbour-
hood of (0, P ) in π−1(P ). Then there exists a holomorphic section f˜ of bL(Eλ) defined on a neighbourhood of
(0, P ) in X, such that f˜|π−1(P ) = f .
Proof We have only to use Lemma 8.34 inductively.
The following corollary will be used without mention.
Corollary 8.5 The sheaf bEλ is locally free. The restriction bEλ −→ bEλ|π−1(P ) is surjective.
Proof The second claim is shown in Corollary 8.4. Let us show the first claim. We have only to prove the
case b = 0. We have the set Par(⋄Eλ, 1). Let v be a frame of ⋄Eλ|π−1i (P ), which is compatible with the parabolic
filtration F . For each vi, we have the number bi := deg
F (vi).
Then we can pick sections v˜i of biEλ such that v˜i |π−1i (P ) = vi, by using Corollary 8.4. Thus we obtain the
tuple v˜ := (v˜i) of sections of
⋄Eλ. We would like to show that v˜ gives a frame of ⋄Eλ.
We put b˜ :=
∑
b∈Par(Eλ,1)m(λ, b)·b. Then we have the natural isomorphism b˜
(
det Eλ)|π−1(P ) ≃ det(⋄Eλ|π−1(P )).
Let us consider the section Ω(v˜) := v˜1 ∧ · · · ∧ v˜rankE . Since v is a frame of ⋄Eλ|π−1(P ), we have Ω(v˜)|(0,P ) 6= 0.
Hence Ω(v˜) gives a frame of b˜
(
det Eλ)|π−1(P ) around (0, P ). Then we can conclude that v˜ gives a frame of ⋄Eλ
on a neighbourhood of (0, P ), due to the last argument in the proof of Lemma 8.13.
8.5 Preliminary prolongation of Eλ (Special case)
8.5.1 Preliminary
Assume that Par(⋄Eλ, i) are ǫi-small and
∑
i ǫi < 1. Pick an element (
0z3, . . . ,
0zn) ∈ (∆∗)n−2. Let us consider
the curve C0 := {(z, z, 0z3, . . . , 0zn) ∈ X}. We have the restriction of (E, ∂E , θ, h) to C0.
Lemma 8.35 We have the following claims for the KMS-structure of ⋄E|C0 .
• Par(⋄Eλ|C0) is (ǫ1 + ǫ2)-small.
• We have the following equality:∑
b∈Par(⋄Eλ
|C0
)
b ·m(λ, b) =
∑
i=1,2
∑
bi∈Par(⋄Eλ,i)
bi ·m(λ, bi).
Proof If ǫ > 0 is sufficiently small, we have the following:
Par(ǫ·δEλ, i) = Par(⋄Eλ, i), KMS(ǫ·δEλ, i) = KMS(⋄Eλ, i).
We use the following lemma.
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Lemma 8.36 If η is sufficiently small, the set KMS(ǫ·δEλ′ , i) depends on λ′ ∈ ∆(λ, η) continuously.
Proof We put as follows: K(E0, λ, 0, i) := {u ∈ KMS(E0, i) ∣∣ k(λ, u) ∈ KMS(⋄Eλ)}. Then we have the
following
KMS(ǫ·δEλ′ , i) =
{
k(λ′, u)
∣∣u ∈ K(E0, λ, 0, i)}.
Thus we are done.
Let λ′ ∈ ∆(λ, η) be generic. Due to Lemma 8.19, the following holds:
KMS(2ǫ(Eλ′|C0)) ⊂ {u1 + u2 ∣∣ ui ∈ KMS(ǫ·δEλ′ , i)}
Then the following holds for any λ′ ∈ ∆(λ, η):
KMS(2ǫ(Eλ′|C0)) ⊂ {u1 + u2 ∣∣ui ∈ KMS(ǫ·δEλ′ , i)}, Par(2ǫ(Eλ′|C0)) ⊂ {a1 + a2 ∣∣ ai ∈ Par(ǫ·δEλ′ , i)}.
In particular, we obtain the following:
Par(2ǫ(Eλ|C0)) ⊂ {a1 + a2 ∣∣ ai ∈ Par(ǫ·δEλ, i)} = {a1 + a2 ∣∣ ai ∈ Par(⋄Eλ, i)}.
Hence we obtain the first claim. We can show the second claim similarly by using Lemma 8.19.
8.5.2 Preliminary prolongation
Lemma 8.37 Let ǫ1, . . . , ǫl be positive numbers such that
∑l
i=1 ǫi < 1. Assume that Par(⋄Eλ, i) is ǫi-small.
Then the OX-sheaf ⋄Eλ is locally free.
Proof We use an induction on the dimension ofX . As the hypothesis of the induction, we assume the following:
The OX -sheaf ⋄Eλ is locally free, if the following holds:
• dim(X) ≤ n− 1.
• Par(⋄Eλ, i) is ǫi-small.
• ∑ ǫi < 1.
We use the notation in the subsubsection 8.4.3. Due to the hypothesis of the induction and the first claim
of Lemma 8.35, we have the local freeness of ⋄(Eλ|X(1)−D(1)). Pick a frame v = (vi) of ⋄(Eλ|X(1)−D(1)) over X(1).
For each vi, we pick a section v˜i of
⋄Eλ over a neighbourhood U of X0 such that v˜i |U∩X(1) = vi |U∩X(1) . We
may assume that vi are defined over X . Clearly Lemma 8.37 can be reduced to the following lemma.
Lemma 8.38 v˜ gives a frame of ⋄Eλ around X0.
Proof We put as follows:
b˜ := (b˜1, . . . , b˜l), b˜i :=
∑
b∈Par(⋄Eλ,i)
b ·m(λ, b).
The restriction v˜|π−1i (P ) gives a tuple of holomorphic sections of
⋄(Eλ|π−1i (P )) for any P ∈ D
◦
i . Hence
Ω(v˜)|π−1i (P ) is a holomorphic section of det
(⋄(Eλ|π−1i (P ))) = b˜i(det(Eλ)|π−1i (P )). It implies Ω(v˜) is a holomorphic
section of b˜det(Eλ).
We have the natural isomorphism (b˜det(Eλ))|X(1) ≃ det
(⋄(Eλ|X(1))). Since Ω(v˜)|X(1) gives a frame of
det
(⋄(Eλ|X(1))), we obtain Ω(v˜)|O 6= 0. It is standard argument to conclude that v gives a frame around
the origin O. (See the proof of Lemma 8.13). Hence we obtain Lemma 8.38, and thus Lemma 8.37.
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8.6 Prolongation of Eλ and the compatibility of the parabolic filtrations
8.6.1 Statements of the theorems
In this subsection, we will show the following theorems.
Theorem 8.1 For any b ∈ Rl, the OX -module bEλ are coherent and locally free. In particular, ⋄Eλ is locally
free.
Let us pick an element b = (b1, . . . , bl) ∈ Rl. Let δi denote the element (
i−1︷ ︸︸ ︷
0, . . . , 0, 1, 0, . . . , 0). For any b′ ≤ b,
we have the naturally defined morphism b′Eλ −→ bEλ. For bi − 1 ≤ b ≤ bi, we put b′ = b + (b − bi)δi and as
follows:
iFb
(
bEλ
)
:= Im
(
b′Eλ|Di −→ bEλ|Di
)
.
Then we obtain the filtration iF (bEλ) :=
{
iFb(bEλ)
∣∣ bi − 1 ≤ b ≤ bi} of ODi -modules.
Theorem 8.2
• iF (bEλ) is a filtration in the category of vector bundles on Di.
• The tuple of the filtrations (iF ∣∣ i = 1, . . . , l) on the divisors are compatible. (Definition 4.17).
• Let η be an element of ∏i∈I [bi − 1, bi]. We put η˜ := b+ η − qI(b). Then we have the following:
IFη
(
bEλ
)
:=
⋂
i∈I
iFηi |DI
(
bEλ
)
= Im(η˜Eλ|DI −→ bEλ|DI ).
Before entering the proof, we remark the following.
Lemma 8.39 We have only to show the local freeness of ⋄Eλ for any tame harmonic bundle (E, ∂E , h, θ) to
prove Theorem 8.1 and Theorem 8.2.
Proof For a tame harmonic bundle (E, ∂E , h, θ), and b ∈ Rl, we have the harmonic bundle (E′, ∂E′ , h′, θ′) =
(E, ∂E , h, θ) ⊗ L(−b). We denote the deformed holomorphic bundle of (E′, ∂E′ , h′, θ′) by E ′λ. Then we have
the natural isomorphism bEλ ≃ ⋄E ′ λ by definition. Thus we are done.
We also remark that we use Corollary 8.5 without mention.
8.6.2 Step 1
Condition 8.3 Let us take an element c ∈ Zl>0 as follows for any i:
1. ci are sufficiently large with respect to KMS(⋄Eλ, i).
2. There exists a number bi ∈] − 1, 0] such that {−bi + κ(ci · ai) | ai ∈ Par(Eλ, i)} ⊂] − 1, 0] and that it is
(2l)−1-small. We may also assume that bi − (2l)−1 > −1. We put b = (b1, . . . , bl).
We put (E1, ∂E1 , h1, θ1) :=
(
ψ−1c (E, ∂E , h, θ)
) ⊗ L(−b). We denote the deformed holomorphic bundle of
(E1, ∂E1 , h1, θ1) by Eλ1 . Then we have the natural isomorphism ⋄
(
ψ−1c Eλ
)
= b
(
ψ−1c Eλ
) ≃ ⋄Eλ1 . We also have
the following:
KMS(⋄Eλ1 , i) =
{−bi + κ(ci · ai) | ai ∈ Par(Eλ, i)}. (202)
Lemma 8.40 ⋄Eλ1 is locally free.
Proof Due to (202) and our choice of c (see 2 in Condition 8.3), the set KMS(⋄Eλ1 , i) are (2l)−1-small for any
i = 1, . . . , l. Note that l× (2l)−1 < 1. Then we obtain the result by using the preliminary prolongation (Lemma
8.37).
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Corollary 8.6 The sheaf ⋄
(
ψ∗cEλ
)
is a locally free OX-module.
We have the natural µc-action on ψ
∗
cEλ, which is prolonged to the action on ⋄
(
ψ∗cEλ
)
. In particular, we
obtain the µci-action on
⋄(ψ∗cEλ)|Di . Since the action of µci on Di is trivial, we have the decomposition:
⋄ψ∗cEλ|Di =
⊕
ci−1≤h≤0
Vh.
Here the generator ω of µci acts as ω
h on Vh.
Let us pick a point P of D◦i . We have the following morphism due to our choice of c (1 in Condition 8.3)
and the result in the subsubsection 7.2.4:
ϕ :
{
h
∣∣ − ci + 1 ≤ h ≤ 0, Vh 6= 0} −→ {b˜ ∣∣ − 1 < b˜ ≤ 0, GrFb˜ (⋄ψ∗cEλ|π−1i (P )) 6= 0}.
We consider the filtration iF ′b of
⋄(ψ∗cEλ)|Di in the category of vector bundles on Di, given as follows:
iF ′b :=
⊕
ϕ(h)≤b
Vh.
Due to the construction, it is easy to see that the filtrations (iF ′ | i = 1, . . . , l) are compatible in the sense of
Definition 4.17.
We consider the subsheaf bδi
(
ψ∗cEλ
)′
of ⋄ψ∗c
(Eλ), given as follows:
bδi
(
ψ∗cEλ
)′
= Ker
(
π : ⋄
(
ψ∗cEλ
) −→ ⋄(ψ∗cEλ)|Di
iF ′b
)
.
Here π denotes the naturally defined morphism.
Lemma 8.41 We have the following:
bδi
(
ψ∗cEλ
)′
= bδi
(
ψ∗cEλ1
)
, iF ′b =
iFb
Proof Let f be a holomorphic section of bδi
(
ψ∗cEλ
)
. It can be also regarded as a section of ⋄ψ∗cEλ. Let P
be a point of D◦i . We have the element f(P ) of
⋄ψ∗cEλ|P = ⋄
(
ψ∗cEλ|π−1i (P )
)
|P . Due to Lemma 7.34, we obtain
f(P ) ∈ iF ′b |P .
Let f¯ denote the image of f via the projection π. Then f¯(P ) = 0 for any P ∈ D◦i . It implies f¯ = 0 on Di.
Hence we obtain f ∈ bδi
(
ψ∗cEλ
)′
.
On the other hand, pick a section f ∈ bδi
(
ψ∗cEλ
)′
. Due to Lemma 7.34, we obtain the following inequality
for any P ∈ D◦i :
− ord(f|π−1i (P )) ≤ b.
Then we obtain f ∈ bδi
(
ψ∗cEλ
)
due to Corollary 2.6 and Corollary 8.2.
In all, we obtain bδi
(
ψ∗cEλ
)
= bδi
(
ψ∗cEλ
)′
. It implies that bδi
(
ψ∗cEλ
)
is locally free, and iFb =
iF ′b.
Lemma 8.42 We have the following:
IFb = Im
(
bψ
∗
cEλ|DI −→ ⋄ψ∗cEλ|DI
)
.
Proof It can be shown by an argument similar to the proof of Lemma 8.41.
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8.6.3 Step 2
Let f be a section of ⋄ψ∗cEλ. Assume the following:
• f(0) 6= 0, and f is compatible with the filtration iF (i = 1, . . . , l), i.e., there exists a splitting of iF
(i = 1, . . . , l) which is compatible with f .
• f is equivariant, i.e., g∗(f) =∏ωhii · f for some −ci + 1 ≤ h ≤ 0. Here g = (ω1, . . . , ωn) ∈ µc.
We put f1 :=
∏
z−hii · f ⊗ e. Then it is a section of ψ∗cEλ, and it is µc-invariant, i.e., g∗(f1) = f1 for any
g ∈ µc. Hence there exists the unique section f¯ of Eλ on X −D, such that φ∗cf¯ = f1 |X−D. Note the following:
−i ord(f¯) = c−1i (hi − i ord(f)) ≤ 0.
Hence f¯ gives the section of ⋄Eλ. If f(O) 6= 0, then −i ord(f) > −1, and thus −i ord(f¯) > −1.
Let us take a frame v = (vi) of
⋄φ∗cEλ satisfying the following conditions (Corollary 4.5):
• It is equivariant.
• It is compatible with the filtrations (1F, . . . , lF ).
Then we obtain a tuple v¯ = (v¯1, . . . , v¯r) of sections of
⋄Eλ by the procedure above.
Lemma 8.43 ⋄Eλ is locally free, and v¯ gives a local frame on a neighbourhood of the origin O.
Proof Recall that if dim(X) = 1 then we have already known the result (Lemma 7.36). Let us consider the
element b˜ = (b˜1, . . . , b˜l) of R
l, given as follows:
b˜i :=
∑
b∈Par(⋄Eλ,i)
b ·m(λ, b).
Let P be a point of D◦i . Then Ω(v¯)|π−1i (P ) is a frame of det
(⋄(Eλ|π−1i (P ))) = b˜idet(Eλ|π−1i (P )). Thus we obtain
that Ω(v¯) is a frame of bdet(Eλ).
Let f =
∑
fi · v¯i be a holomorphic section of ⋄Eλ. As usual we can show that fi are holomorphic over X ,
and thus v˜ gives a frame of ⋄Eλ. (see the proof of Lemma 8.13). In particular, the sheaf ⋄Eλ is locally free.
We consider the filtration iF ′b of
⋄Eλ|Di in the category of the vector bundles over Di, given as follows:
iF ′b :=
〈
v¯j |Di
∣∣ − i ord(v¯j) ≤ b〉
For any −1 < b ≤ 0, we consider the subsheaf b·δiEλ′ of ⋄Eλ given as follows:
b·δi
(Eλ)′ := Ker(π : ⋄Eλ −→ ⋄Eλ|Di
iF ′b
)
.
Here π denote the naturally defined morphism. Then b·δi
(Eλ)′ is locally free.
Lemma 8.44 We have bδiEλ = bδi
(Eλ)′ and iF ′b = iFb.
Proof We have already known that the claim holds if dimX = 1 (Lemma 7.36).
Let f be a holomorphic section of bδiEλ. We can also regard it as a section of ⋄Eλ. By applying Lemma
7.36 to f|π−1i (P ) ∈
⋄(Eλ|π−1i (P )), we obtain that f(P ) ∈ iF ′|P for any P ∈ D◦i . Then it is easy to derive that f is
contained in bδi
(Eλ)′.
On the other hand, let f be a holomorphic section of bδi
(Eλ)′. Applying Lemma 7.36 to f|π−1i (P ), we obtain
− ord(f|π−1i (P )) ≤ b. Then we obtain f ∈ bδiE
λ due to Corollary 2.6. Therefore we obtain bδiEλ = bδi
(Eλ)′, and
thus iFb =
iF ′b.
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Lemma 8.45 The filtration iF is a filtration in the category of the vector bundles over Di. The filtrations
(iF | i = 1, . . . , l) are compatible.
Proof By our construction, iF ′ is the filtration in the category of the vector bundles over Di, and (iF ′ | i =
1, . . . , l) are compatible. Then the lemma follows from Lemma 8.44.
Lemma 8.46 We have the following equality:
IFb
(⋄Eλ) = Im(bEλ|DI −→ ⋄Eλ|DI ).
Proof It can be shown by an argument similar to the proof of Lemma 8.44.
Then Theorem 8.1 follows from Lemma 8.43 and Lemma 8.39, and Theorem 8.2 follows from Lemma 8.45,
Lemma 8.46 and Lemma 8.39.
8.6.4 Weak norm estimate of holomorphic sections
Let v be a frame of bEλ compatible with the parabolic filtrations (iF | i = 1, . . . , l). We obtain the numbers
ib(vj) :=
i deg(vj). We put as follows:
v′j := vj ·
l∏
i=1
|zi|ib(vj), v′ = (v′j).
Then v′ is a C∞-frame of Eλ over X −D.
Proposition 8.5 v′ is adapted up to log order.
Proof The argument is essentially same as the proof of Lemma 8.15. By our construction of v′, the following
is clear:
H(h,v′) ≤ C1 ·
(−∑ log |zi|)M .
Let v∨ denote the dual frame of v. Then v∨ gives a tuple of sections of −b+(1−ǫ)δE∨λ for some ǫ > 0. Let P be
a point of D◦i . Due to the result in the case of curves, v
∨
|π−1i (P )
gives a frame of −bi+(1−ǫ)E∨λ|π−1(P ), which is
compatible with the parabolic filtration. We have i degF (v∨j ) = −ib(vj) on π−1i (P ) for any point P ∈ D◦i . We
put as follows:
v∨ ′ = (v∨ ′j ), v
∨ ′
j := v
∨
j ·
l∏
i=1
|zi|−ib(vj).
Due to Corollary 2.6, we obtain the following (see the subsubsection 8.3.2):
H(h∨,v∨ ′) ≤ C2 ·
(
−
l∑
i=1
log |zi|
)M
.
It implies the following:
C3 ·
(
−
l∑
i=1
log |zi|
)−M
≤ H(h,v′).
Thus we are done.
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8.7 Prolongation of E|∆(λ0,ǫ0)×(X−D)
8.7.1 Preliminary
Recall that we may assume to have the following decomposition (Condition 8.1):
E0 =
⊕
a∈Sp(θ)
Ea.
Recall that there exists a positive constant ǫ1 such that Ea and Eb are
∏
j∈Diff(a,b) |zj |ǫ1-asymptotically orthog-
onal.
Let consider the λ-dependent section g(λ) of End(E) over X −D, given as follows:
g(λ) :=
⊕
a
exp
(
λ
l∑
i=1
a¯i · log |zi|2
)
· idEa . (203)
Lemma 8.47 We have the following equality:
g(λ− λ0) · ∂g(λ− λ0)−1 = −(λ− λ0) ·
∑
a
(∑
i
a¯i
dz¯i
z¯i
)
· idEa . (204)
Proof It can be checked by a direct calculation.
We have the decomposition θ† = φ1 + φ2 + φ3 satisfying the following:
• φ1 =
∑
a
(∑l
i=1 a¯i · z¯−1i dz¯i
)
· idEa .
• φ2 =
∑
a φ2a where φ2a ∈ End(Ea)⊗Ω0,1X , and |φ2a|h,p is bounded. Here | · |h,p denotes the norm with
respect to h and the Poincare´ metric.
• φ3 =
∑
a 6=b φ3a,b, where φ3a b are sections of Hom(Ea, Eb) ⊗ Ω0,1X . We have the following estimate for
some positive constants ǫ2 and C: ∣∣φ3a,b∣∣h,p ≤ C · ∏
i∈Diff(a,b)
|zi|ǫ2 .
The following lemma is clear
Lemma 8.48 g(λ) and φi (i = 1, 2) are commutative.
Lemma 8.49 We have the following formula:
g(λ− λ0) · (∂E + λθ†) · g(λ− λ0)−1 =
∂E + λ0 · θ† + (λ− λ0) ·
(
φ2 + φ3
)
+ λ ·
(
g(λ− λ0) · φ3 · g(λ− λ0)−1 − φ3
)
. (205)
Proof We have the following equality:
g(λ− λ0) · (∂ + λθ†) · g(λ− λ0)−1 = ∂E + g(λ− λ0) · ∂g(λ− λ0)−1 + λ · g(λ− λ0) · θ† · g(λ− λ0)−1
= ∂E + λ0 · θ† + g(λ− λ0) · ∂g(λ− λ0)−1 + (λ− λ0) · θ† + λ ·
(
g(λ− λ0) · θ† · g(λ− λ0)−1 − θ†
)
. (206)
We obtain the following from (204):
g(λ− λ0) · ∂g(λ− λ0)−1 + (λ− λ0) · θ† = (λ − λ0) ·
(
φ2 + φ3
)
. (207)
We also obtain the following from Lemma 8.48:
g(λ− λ0) · θ† · g(λ− λ0)−1 − θ† = g(λ− λ0) · φ3 · g(λ− λ0)−1 − φ3. (208)
Then we obtain (205) from (206), (207) and (208).
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Lemma 8.50 We put ψ(λ) := g(λ−λ0) ·φ3 · g(λ−λ0)−1−φ3. There exist positive constants η, ǫ′ and C such
that the following holds for any λ, λ′ ∈ ∆(λ0, η):∣∣(ψ(λ) − ψ(λ′))
a,b
∣∣
h,p
≤ C · |λ− λ′| ·
∏
i∈Diff(a,b)
|zi|ǫ′ .
Here
(
A
)
a,b
denotes the (a, b)-component of A, and | · |h,p denotes the norm with respect to h and the Poincare
metric.
Proof By definition, the (a, b)-component of ψ(λ)− ψ(λ′) is as follows:
φ3a,b ·
( l∏
i=1
|zi|2λ(ai−bi) −
l∏
i=1
|zi|2λ′(ai−bi)
)
.
Hence the norm is dominated by the following:
|φ3ab|h,p ·
l∏
i=1
|zi|2Re(λ′(ai−bi)) ·
( l∏
i=1
|zi|2(λ−λ′)(ai−bi) − 1
)
≤ C ·
∏
i∈Diff(a,b)
|zi|ǫ−η|ai−bi|(− log |zi|) · |λ− λ′|.
Thus we are done.
Let us pick a point λ0 ∈ Cλ. We put as follows for any λ ∈ Cλ:
d′′(λ) := g(λ− λ0) · (∂E + λ · θ†) · g(λ− λ0)−1. (209)
Then we have the following equality due to (205):
d′′(λ) = ∂E + λ · θ† + (λ− λ0) · (φ2 + φ3) + λ · ψ(λ).
It gives the holomorphic structure of C∞-bundle E over X −D, and it is equivalent to ∂Eλ = ∂E + λ · θ† up to
the (not unitary) gauge transformation.
Lemma 8.51 If η > 0 is sufficiently small, then there exists a positive constant C such that the following holds
for any λ, λ′ ∈ ∆(λ0, η):
|d′′(λ) − d′′(λ′)|h,p ≤ |λ− λ0| · C. (210)
Note that d′′(λ)− d′′(λ′) are (0, 1)-forms.
Proof We have the following:
d′′(λ)− d′′(λ′) = (λ− λ′) · (φ2 + φ3) + λ · (ψ(λ)− ψ(λ′)).
Thus we obtain the result from Lemma 8.50 and the estimates for φi (i = 2, 3).
Let pλ denote the projection ∆(λ0, η) × (X − D) −→ X −D, and then we have the C∞-bundle p−1λ E on
∆(λ0, η)× (X −D). We have the naturally defined operator:
∂λ + d
′′(λ) : C∞(p−1λ (E)) −→ C∞
(
p−1λ (E)⊗ Ω0,1X (λ0,η)−D(λ0,η)
)
.
Lemma 8.52 The operator ∂λ + d
′′(λ) gives a holomorphic structure, i.e., (∂λ + d′′(λ))2 = 0.
Proof Note that g(λ − λ0) is holomorphic with respect to λ. Then the claim can be checked by a direct
calculation.
We use the notation in the subsubsection 2.7.4. We put as follows:〈
f1, f2
〉
λ,a,N
:=
∫ (
f1, f2
)
a,N
dvol+
∫ (
d′′(λ)f1, d′′(λ)f2
)
a,N
dvol, ||f ||2λ,a,N :=
〈
f, f
〉
λ,a,N
.
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Lemma 8.53 For any λ ∈ ∆(λ0, η), the norms || · ||λ,a,N and || · ||λ0,a,N are equivalent.
Proof It follows from the inequality (210)
Hence the completions with respect to the norms || · ||λ,a,N are independent of a choice of λ ∈ ∆(λ0, η) for
some sufficiently small positive number η. Let A0,qa,N(Eλ0 ) be the completion of the space A0,qc (Eλ0) with respect
to the norm || · ||a,N . Then we have the family of complexes
(
A0,·a,N (Eλ0), d′′(λ)
)
(λ ∈ ∆(λ0, η)).
8.7.2 Extension of holomorphic sections
Lemma 8.54 There exists a positive number η > 0 and the family of linear morphisms G(λ) : Ker(d′′(λ0)) −→
A0,0a,N (Eλ0) depending λ ∈ ∆(λ0, η) satisfying the following:
• The vanishing Hi(A0,·a,N (Eλ0), d′′(λ)) = 0 holds for any i > 0 and for any λ ∈ ∆(λ0, η).
• The morphism G(λ) satisfies the conditions 1, 2 and 3 in Lemma 2.39. It gives the trivialization of the
family
{
Ker d′′(λ) |λ ∈ ∆(λ0, η)
}
, namely G(λ) gives the homeomorphism of Ker d′′(λ0) and Ker d′′(λ)
for any point λ ∈ ∆(λ0, η).
Proof Note that d′′(λ0) = ∂Eλ0 , and hence the conditions in Lemma 2.41 is satisfied due to Lemma 2.30. Then
we obtain the result due to Lemma 2.41.
Recall that we have the C∞-bundle p−1λ (E) with the hermitian metric ha,N = h ·
∏l
i=1 |zi|ai ·
(− log |zi|)N .
We have the holomorphic structure ∂λ + d
′′(λ) (Lemma 8.52).
Corollary 8.7 For any section f of Eλ0 over X λ0 , we have a holomorphic section f˜ of the holomorphic bundle(
p−1λ E, ∂λ + d
′′(λ)
)
over ∆(λ0, η)× (X −D) such that f˜|{λ}×(X−D) ∈ A0,0a,N (Eλ0 ).
Proof Let G(λ) be the family of the morphism given in Lemma 8.54. We put f˜|{λ}×(X−D) := G(λ)(f). We
have the absolute convergent series in A0,0a,N (Eλ0):
f˜ =
∑
(λ− λ0)i · fi, fi ∈ A0,0a,N(Eλ0 ). (211)
By our construction, it is clear that the restrictions f˜{λ}×(X−D) are contained in A
0,0
a,N (Eλ0). Since (211) is
absolute convergent, we also have the following finiteness:∫
∆(λ0,ǫ)×(X−D)
|f˜ |2h ·
l∏
i=1
|zi|ai(− log |zi|)N dvol <
∑ π
h+ 1
ǫ2(h+2)||fi|| <∞. (212)
The finiteness (212) implies that f˜ can be regarded as L2-section on ∆(λ0, η) × (X − D) with respect to the
metric ha,N .
We have clearly ∂λf˜ = 0. We have d
′′(λ)(f˜|λ) = 0 for any point λ ∈ ∆(λ0, η), by our construction. Then we
obtain d′′(λ)(f˜ ) = 0 in the distribution sense, due to Fubini’s theorem. Hence we obtain
(
∂λ + d
′′(λ)
)
f˜ = 0 in
the distribution sense. Thus we can conclude that f˜ is holomorphic section with respect to ∂λ + d
′′(λ).
We put F (λ) := g(λ− λ0)−1 · f˜ . Then F gives a section of the C∞-bundle p−1λ (E) over ∆(λ0, η)×X .
Lemma 8.55 For any positive number ǫ, there exists a positive number η satisfying the following:
• F is holomorphic with respect to the holomorphic structure ∂E = ∂λ+∂E+λ·θ†, i.e., F gives a holomorphic
section of E over ∆(λ0, η)× (X −D).
• For any λ ∈ ∆(λ0, η) and for any ǫ′ > 0 there exists a positive constant C satisfying the following
inequality: ∣∣F{λ}×(X−D)∣∣h = C · (∏ |zi|−ai−ǫ−ǫ′).
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Proof Since g is holomorphic with respect to λ, we have the following relation from (209):
∂λ + d
′′(λ) = g(λ− λ0) ·
(
∂λ + ∂E + λ · θ†
)
· g(λ− λ)−1.
Then the holomorphic property of F with respect to ∂E follows from the holomorphic property of f˜ with respect
to ∂λ + d
′′(λ).
For any positive number ǫ, there exist positive constants η > 0 and C1 such that the following holds for any
λ ∈ ∆(λ0, η): ∣∣g(λ− λ0)∣∣h ≤ C1 · (∏ |zi|−ǫ). (213)
Since f˜{λ}×(X−D) is an element of A
0,0
a,N(Eλ0 ), we obtain the following finiteness for any λ ∈ ∆(λ0, η) from (213):∫
{λ}×(X−D)
|F (λ)|2h ·
∏
|zi|ai+ǫ dvol <∞
It implies the second claim.
We formulate the result in this subsubsection.
Proposition 8.6 Let b = (b1, . . . , bl) be an element of R
l. Assume that bi 6∈ Par(Eλ0 , i). Then there exists a
positive constant η satisfying the following:
• For any holomorphic section f of bEλ0 , there exists a holomorphic section F of bE over ∆(λ0, η) such that
F|{λ}×X = f .
Proof It immediately follows from Lemma 8.55.
8.7.3 Prolongation of E around λ0
Condition 8.4 Let b = (b1, . . . , bl) be an element of R
l such that bi 6∈ Par(Eλ0 , i) for any i.
Theorem 8.3 Let b be an element of Rl as in Condition 8.4. Then there exists a positive number η such that
bE is locally free over ∆(λ0, η)×X.
Proof By considering the tensor product of (E, ∂E , θ, h) and the model bundle L(u), we may assume that the
residue of tr(θ) is trivial. We can also assume that b = 0. Note we have 0 6∈ Par(Eλ0 , i) due to our assumption.
Let v be a frame of ⋄Eλ0 , compatible with iF (i = 1, . . . , l). We put iaj := i deg(vj). We have −1 < iaj < 0.
We put as follows:
aj :=
(
1aj ,
2aj , . . . ,
laj
)
, c :=
∑
j
aj ,
ic =
rankE∑
j
iaj .
Then vj is a holomorphic section of ajEλ0 , and we have det(⋄Eλ0) = cdet(Eλ0).
By using Proposition 8.6, we can take ǫ > 0 and η > 0, and holomorphic sections v˜j of aj+ǫ·δEλ0 over
∆(λ0, η) ×X such that v˜j | {λ0}×X = vj . In particular, v˜j give holomorphic sections of ⋄E over ∆(λ0, η) ×X .
Hence we obtain the tuple of sections v˜ := (v˜i) of
⋄E over ∆(λ0, η)×X .
Then we have the following inequality for any sufficiently small ǫ > 0 and for any λ ∈ ∆(λ0, η):
i deg(Ω(v˜)|λ) <
∑
j
iaj + r · ǫ < ic+ 1.
Hence Ω(v˜)|{λ}×X is a holomorphic section of cdet(Eλ) = cdet(E)|{λ}×X . Since we have assumed that the
residue of tr(θ) is trivial, we have cdet(E)|λ = det(⋄Eλ). Since we have Ω(v˜)|(λ0,O) 6= 0, the section Ω(v˜) gives
a frame around (λ0, O).
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Then we can use the standard argument as follows (the last argument in the proof of Lemma 8.13). Let f
be a holomorphic section of ⋄E on a neighbourhood U of (λ0, O). On
(
U ∩ (X −D)) ×∆(λ0, ǫ), we have the
following description:
f =
∑
fi · v˜i.
As usual, we consider the section f ∧ v˜2 ∧ · · · ∧ v˜r = f1 · Ω(v˜) of det(⋄E) = cdet(E) over U , and we can derive
that f1 is holomorphic. Similarly, we can show that fi are holomorphic for any i. It implies that v˜ gives a frame
of ⋄E on a neighbourhood of (λ0, O).
8.8 KMS-structure of bE
8.8.1 The parabolic structures iF (λ0)(bE)
Let b be an element of Rl as in Condition 8.4. Let v = (vj) be a frame of bEλ0 compatible with the parabolic
structure. For each vj , we obtain the element a(vj) = (a1(vj), . . . , al(vj)) ∈ Rl, where we put ai(vj) :=
i degF (vj).
Let us pick a positive number ǫ as follows:
0 < ǫ <
1
3
min
( l⋃
i=1
{|a1 − a2| ∣∣ a1, a2 ∈ Par(Eλ0 , i), a1 6= a2}). (214)
We can pick a positive number ǫ0 such that there exist sections v˜j of a(vj)+ǫ·δE on X (λ0, ǫ0), such that
v˜j|Xλ0 = vj . If ǫ0 is sufficiently small, we may assume the following:
Condition 8.5 Let u1, u2 be elements of KMS(E0, i) such that p(λ0, u1) < p(λ0, u2). Note we have p(λ0, u1)+
ǫ < p(λ0, u2), due to (214). Then the inequality p(λ, u1) + ǫ < p(λ
′, u2) holds for any λ, λ′ ∈ ∆(λ0, ǫ0).
On Di(λ0, ǫ0), the filtration iF (λ0) is obtained as follows:
iF (λ0)a
(
bE|Di(λ0,ǫ0)
)
:=
〈
v˜j | Di(λ0,ǫ0)
∣∣ i deg(vj) ≤ a′〉, a′ := max{x ∈ Par(bE , i) ∣∣x ≤ a}.
For any λ ∈ ∆(λ0, η) and c ∈ Par(bEλ0 , i), we put as follows:
d(λ, λ0, c) := max
{
p(λ, u)
∣∣ u ∈ KMS(E0, i), p(λ0, u) = c}.
Recall that we have the parabolic filtration iF of bEλ. So we compare the two vector subbundle iF (λ0)c | {λ}×Di
and iFd(λ,λ0,c) of bEλ|Dλi .
Lemma 8.56 For any λ ∈ ∆(λ0, ǫ0), we have the equality iF (λ0)c | {λ}×Di = iFd(λ,λ0,c). In particular, the filtration
iF (λ0) is independent of choices of a compatible frame v and an extension v˜.
Proof Since both of iF
(λ0)
c | {λ}×Di and
iFd(λ,λ0,c) are vector subbundles, we have only to show
iF
(λ0)
c | (λ,P ) =
iFd(λ,λ0,c) | (λ,P ) for any P ∈ D◦i . For that purpose, we have only to consider the restriction E to the curve
π−1i (P ). Thus we can restrict our attention to the case dim(X) = 1, which is assumed in the following of the
proof.
In the case degF (vi) = c, we have the following inequality for any λ ∈ ∆(λ0, ǫ0), due to Condition 8.5:
degF
(
v˜i | Xλ
) ≤ c+ ǫ < min{d ∈ Par(Eλ, i) ∣∣ d > d(λ, λ0, c)}.
It implies v˜i | (λ,O) is contained in the space Fd(λ,λ0,c)(bEλ|O). Hence we obtain F (λ0)c | (λ,O) ⊂ Fd(λ,λ0,c)(bEλ|O).
Due to our construction of the filtration F (λ0), we have the following equality:
rankF (λ0)c =
∑
b−1<c′≤c
m(λ0, c
′) =
∑
u∈KMS(E0),
b−1<p(λ0,u)≤c
m(0, u).
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On the other hand, we have the following equality:
rankFd(λ,λ0,c)(bEλ|O) =
∑
b−1<c′≤d(λ,λ0,c)
m(λ, c′) =
∑
u∈KMS(E0),
b−1<p(λ,u)≤d(λ,λ0,c)
m(0, u) =
∑
u∈KMS(E0),
b−1<p(λ0,u)≤c
m(0, u).
Note p(λ0, u) > b − 1 if and only if p(λ, u) > b − 1 due to our assumption b 6∈ Par(Eλ0 , i). Thus we obtain
F
(λ0)
c (bE)|(λ,O) = Fd(λ,λ0,c)(bEλ|O).
On Di(λ0, ǫ0), we obtain the following vector bundle:
iGrF
(λ0)
c
(
bE|Di(λ0,ǫ0)
)
:=
iF
(λ0)
c
(
bE|Di(λ0,ǫ0)
)
iF
(λ0)
<c
(
bE|Di(λ0,ǫ0)
) .
Corollary 8.8 We have the following on Dλi for any λ ∈ ∆(λ0, η):
iGrF
(λ0)
c
(
bE|Di(λ0,ǫ0)
)
|Dλi
≃
iFd(λ,λ0,c)
(
bEλ
)∑
b<c
iFd(λ,λ0,b)
(
bEλ
) . (215)
Proof It immediately follows from Lemma 8.56.
8.8.2 Regularity of D and Dλ
Lemma 8.57 D is the regular λ-connection, namely, if f is a section of bE, then Df is a section of bE ⊗
Ω1,0X (logD).
Proof Let us consider the case λ0 6= 0. We may assume that any λ ∈ ∆(λ0, ǫ0) is generic. In this case, the
prolongment bE|X∗(λ0,ǫ0) can be essentially regarded as a quasi canonical prolongment. Thus Df|X∗(λ0,ǫ0) gives
a section of bE ⊗Ω1,0(logD)|X ∗(λ0,ǫ0). Hence Df gives a section of bE ⊗Ω1,0(logD) over X (λ0, ǫ0)−Dλ0 . Note
that the codimension of Dλ0 in X (λ0, ǫ0) is two. Thus Df gives a section of bE ⊗ Ω1,0(logD) over X (λ0, ǫ0).
Then we can show the claim in the case λ = 0 by the same argument.
Corollary 8.9 Dλ is the regular λ-connection.
Proof Let b = (b1, . . . , bl) be an element of R
l and let f be a section of bEλ. We may assume that bi 6∈
Par(Eλ, i) for any i. We can take a holomorphic section F of bE over ∆(λ, η)×X such that F|Xλ = f . Due to
Lemma 8.57, DF is a section of bE ⊗ ΩX(logD). Since we have DF|Xλ = Dλf , we obtain the result.
8.8.3 The residue and the λ-connection on the divisors
On Di(λ0, ǫ0), we have bE|Di(λ0,ǫ0). Then we have the endomorphisms Resi(D), which preserve the parabolic
filtrations due to Lemma 8.57. We also have the induced λ-connection iD of bE|Di(λ0,ǫ0), which is defined as
follows: For any f ∈ bE|Di(λ0,ǫ0), pick F ∈ bE such that F|Di(λ0,ǫ0) = f . Then we put iD(f) := DF|Di(λ0,ǫ0).
Lemma 8.58 It is well defined.
Proof Assume F|Di(λ0,ǫ0) = 0. Then we have the description F = zi · G for some G ∈ bE . We have the
following:
D(zi ·G) = λ · dzi ·G+ zi · DG.
Thus π(D(zi ·G)|Di(λ0,ǫ0)) = 0, where π denotes the projection ΩX(logD)|Di(λ0,ǫ0) −→ ΩDi(logD ∩Di). Hence
we are done.
Let v be a frame of bE , which is compatible with the parabolic filtrations
(
iF | i = 1, . . . , l). Then we obtain
the λ-connection form A determined by Dv = v · A. We develop A as A =∑Ak dzkzk .
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Lemma 8.59 Then we have the following formula:
Resi(D)v|Di(λ0,ǫ0) = v|Di(λ0,ǫ0) · Ai|Di(λ0,ǫ0), iDv|Di(λ0,ǫ0) = v|Di(λ0,ǫ0) ·
∑
k 6=i
Ak|Di(λ0,ǫ0)
dzk
zk
Proof It immediately follows from the definitions.
Lemma 8.60 iD and Resi(D) preserve the filtration
iF (λ0).
Proof Let f be a section of iF
(λ0)
c
(
bE|Di(λ0,ǫ0)
)
. Let b′ be the element of Rl as follows:
qj(b
′) =
{
bj (j 6= i)
c (j = i).
Then by definition of the filtration F (λ0), we can take a holomorphic section F ∈ b′E such that π(F|Di(λ0,ǫ0)) = f ,
where π denotes the natural morphism b′E|Di(λ0,ǫ0) −→ bE|Di(λ0,ǫ0). By definition, iD(f) is the image of
DF|Di(λ0,ǫ0) via the morphism π
′, where π′ denotes the tensor product of π and the identity morphism of
Ω1,0Di
(
log(D ∩ Di)
)
. Thus iD preserves the filtration iF . By a similar argument, we can show that Resi(D)
preserves the filtration iF .
Corollary 8.10 Assume k degF
(λ0)
(vi) <
k degF
(λ0)
(vj). Then we have Ahi j | Dk = 0 for any h.
Lemma 8.61 The endomorphism Resi(D) is flat with respect to
iD.
Proof It immediately follows from the flatness of D.
8.8.4 The E-decomposition
For λ ∈ Cλ, we put T (λ, c, i) :=
{
u ∈ KMS(E0, i) ∣∣ p(λ, u) = c}. Since Resi(Dλ) preserves the parabolic
filtration F of bEλ|Di , due to Lemma 8.60, we have the induced action of Resi(Dλ) on iGrFc (bEλ).
Lemma 8.62 We have the generalized eigen decomposition of iGrFc with respect to Res(D
λ) as follows:
iGrFc (bEλ) =
⊕
u∈T (λ,c,i)
E
(
iGrFc (bEλ), e(λ, u)
)
.
The rank of E
(
iGrFc (bEλ), e(λ, u)
)
is m(0, u).
Proof We have only to show rankE
(
GrFc (bEλ)|P , e(λ, u)
)
= m(0, u) for any P ∈ D◦i . It follows from the result
in the case of curves (Corollary 7.16).
Let c and d be real numbers such that d < c. The residue Res(D) induces the endomorphism of iFc
/
iFd(bEλ).
Corollary 8.11 The set of the eigenvalues of Res(D) on iFc
/
iFd(bEλ) is as follows:
S =
{
e(λ, u)
∣∣∣ u ∈ ⋃
d<a≤c
T (λ, a, i)
}
.
The rank of the generalized eigenspace corresponding to β ∈ S is given as follows:∑
d<a≤c
∑
u∈T (λ,a,i)
e(λ,u)=β
m(0, u).
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Proof It immediately follows from Lemma 8.62.
Let us consider the generalized eigen decomposition of bEλ|Di with respect to Resi(Dλ). We put as follows
for any point λ ∈ Cλ and for any element b ∈ Rl:
K(λ, b, i) := {u ∈ KMS(E0, i) ∣∣ bi − 1 < p(λ, u) ≤ bi}.
Here bi denotes the i-th component of b.
Corollary 8.12 The set of the eigenvalues of the endomorphism Res(Dλ) on bEλ|Di is given as follows:
Sp(Eλ, i) = {e(λ, u) ∣∣ u ∈ K(λ, b, i)}
The rank of the generalized eigenspace corresponding to β ∈ Sp(Eλ, i) is given as follows:
m(λ, β, i) :=
∑
u∈K(λ,b,i)
e(λ,u)=β
m(0, u).
Proof This is the special case of Corollary 8.11.
Notation We put iE(bEλ, β) = E
(
bEλ|Di , β
)
, for simplicity.
Let us pick any point λ0 ∈ Cλ. Then there exist small positive numbers η2 and ǫ2 such that we have the
following decomposition into vector bundles on Di(λ0, η2), due to Corollary 8.12:
bE|Di(λ0,η2) =
⊕
β∈Sp(Eλ0 ,i)
Eǫ2
(
Res(D), β
)
.
Notation We put as follows: iE(λ0)
(
bE , β
)
= Eǫ2
(
Res(D), β
)
, for simplicity.
Lemma 8.63 Assume η2 and ǫ2 are sufficiently small. Let λ be any element of ∆(λ0, η2). Then we have the
following decomposition:
iE(λ0)
(
bE , β
)
|Dλi
=
⊕
u∈K(λ,b,i),
e(λ0,u)=β
iE
(
bEλ|Di(λ0,η2), e(λ, u)
)
.
Proof Since we have assumed bi 6∈ Par(Eλ, i), we have K(λ, b, i) = K(λ0, b, i). If ǫ2 is sufficiently small,
|e(λ, u) − β| < ǫ2 implies e(λ0, u) = β. If η2 is sufficiently small, we have e(λ, u) 6= e(λ, u′) for u, u′ ∈ K(λ, b, i)
such that u 6= u′. Thus we are done.
Lemma 8.64 The filtration iF (λ0) and the decomposition iE(λ0) are compatible.
Proof Since Resi(D
λ) preserves the parabolic filtration iF , the parabolic filtration iF and the decomposition
iE are compatible. Then Lemma 8.64 follows from Lemma 8.63 and Lemma 8.56.
Lemma 8.65 iD and Resi(D) preserve
iE(λ0).
Proof As for Resi(D), it is clear. Since Resi(D) is flat with respect to
iD, the generalized eigen decomposition
is preserved by iD.
Let pick any point λ0 ∈ Cλ. Since Resi(D) preserves the filtration iF (λ0) due to Lemma 8.60, we have the
induced action of Resi(D) on
iGrF
(λ0)
c (bE). Then there exist small positive numbers η2 and ǫ2 such that we
have the following decomposition into vector bundles on ∆(λ0, η2)×Di, due to Lemma 8.62:
iGrF
(λ0)
c (bE) =
⊕
u∈T (λ0,c,i)
Eǫ2
(
iGrF
(λ0)
c (bE), e(λ0, u)
)
.
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Lemma 8.66 Assume ǫ2 and η2 are sufficiently small. Let λ be any point of ∆
∗(λ0, η2) and P be any point
of Di. The subspace Eǫ2
(
iGrF
(λ0)
c (bE), e(λ0, u)
)
|(λ,P ) of
iGrF
(λ0)
c (bE)|(λ,P ) is the generalized eigenspace of the
induced endomorphism Res(Dλ) corresponding to the eigenvalue e(λ, u).
Proof Since we have the isomorphism (215), the set of the eigenvalue of the induced morphism Res(Dλ) on
iGrF
(λ0)
c (bE)|(λ,P ) is as follows, due to Corollary 8.11:{
e(λ, u)
∣∣ u ∈ T (λ0, c, i)}.
Let u and u′ be elements of T (λ0, c, i). If η2 is sufficiently small, |e(λ, u) − e(λ, u′)| < ǫ2 if and only if
e(λ, u) = e(λ, u′). Since we have p(λ0, u) = p(λ0, u′) = c, the condition e(λ, u) = e(λ, u′) implies u = u′.
Hence the condition |e(λ, u)− e(λ, u′)| < ǫ2 implies e(λ, u) = e(λ, u′). we obtain the result.
Notation Let iGrF
(λ0),E(λ0)
k(λ0,u)
denote the space iE(λ0)
(
iGrF
(λ0)
p(λ0,u), e(λ0, u)
)
for u ∈ KMS(E0, i).
8.8.5 Weak norm estimate
Pick a frame v of bE over X (λ0, ǫ0), which is compatible with F (λ0) and E(λ0). For each vj and for each i, we
have the unique element ui(vj) ∈ KMS(E0, i) satisfying the following:
i degF
(λ0),E(λ0)(vj | Xλ0 ) = k(λ0, ui(vj)).
Lemma 8.67 Then i degF
(λ),E(λ)(vj | Xλ) = k(λ, ui(vj)) also holds for any λ.
Proof We have the following for some sufficiently small positive number ǫ3:
max
{∣∣i degF (vj | Xλ)− i degF (vj | Xλ0 )∣∣, ∣∣i degE(vj | Xλ)− i degE(vj | Xλ0 )∣∣} < ǫ.
Since the unique element of KMS(Eλ, i) satisfying such condition is k(λ, ui(vj)), we are done.
Let us consider the C∞-frame v′ of E over ∆(λ0, η2)× (X −D), given as follows:
v′j := vj ·
l∏
i=1
|zi|p(λ,ui(vj)), v′ := (v′j).
By a standard argument, we obtain the following.
Proposition 8.7 The frame v′ is adapted up to log order.
Proof It is easy to see that H(h,v′) ≤ C · (−∑li=1 log |zi|)M for some positive constants M and C, which
follows from Lemma 8.66. By considering the dual frame v∨ ′, we obtain H(h,v′) ≥ C′ · (−∑li=1 log |zi|)−M ′ ,
as usual (See the proof of Proposition 8.5, for example). Thus we are done.
8.8.6 Some functoriality
Let consider the functoriality for tensor product. Let (E(a), ∂E(a) , h
(a), θ(a)) (a = 1, 2) be tame harmonic
bundles. We obtain the deformed holomorphic bundles E(a). Let pick λ0 ∈ C. For simplicity, we consider the
following situation:
• 0 6∈ Par(⋄E(a) λ, i) for a = 1, 2 and for i = 1, . . . , l.
• For any λ ∈ ∆(λ0, ǫ0), the sets Par(⋄E(a)λ, i) (a = 1, 2) are ηa i-small such that η1 i + η2 i < 1 for
i = 1, . . . , l.
Take v(a) be frames of ⋄E(a) over ∆(λ0, ǫ0), which are compatible with the filtration iF (λ0) and the decom-
position iE(λ0) (i = 1, . . . , l).
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Lemma 8.68 v(1) ⊗ v(2) is a frame of ⋄(E(1) ⊗ E(2)), which is compatible with the filtration F (λ0) and the
decomposition E(λ0)
Proof We obtain the frame v(a) ′ from v(a), which is adapted up to log order. Then v(1) ′ ⊗ v(2) ′ is adapted
up to log order, as in the subsubsection 8.8.5. Due to our assumption, we obtain that v(1) ⊗ v(2) gives a frame
of ⋄
(E(1) ⊗ E(2)). Then the compatibilities with the filtration F and the decomposition E are clear.
Corollary 8.13 Let η be a positive number and R be positive integer such that R · η < 1. Assume the following
for simplicity: For any λ ∈ ∆(λ0, ǫ0), the sets Par(⋄Eλ, i) are η-small.
Then we have the following canonical isomorphism:
⋄
R∧
E ≃
R∧ ⋄E , ⋄SymR E ≃ SymR(⋄E).
8.8.7 KMS-spectrum
Let I be a subset of I and c be an element of RI . Due to the compatibility of the filtrations
(
iF (λ0) | i ∈ I), we
have the following vector bundles on DI(λ0, ǫ0):
IF (λ0)c =
⋂
i∈I
iF
(λ0)
ci | DI(λ0,ǫ0),
I GrF
(λ0)
c =
IF
(λ0)
c∑
c′c
IF
(λ0)
c′
.
On the vector bundle I GrF
(λ0)
c , we have the induced endomorphisms
I GrF
(λ0)
c Resi(D) (i ∈ I). Hence we obtain
the tuple of endomorphisms:
I GrF
(λ0)
c (ResI(D)) :=
(
I GrF
(λ0)
c (Resi(D))
∣∣ i ∈ I).
We have the subset Sp(I GrF (λ0)c (ResI(D))) ⊂ CI , and we have the following decomposition:
I GrF
(λ0)
c =
⊕
γ∈Sp
(
I GrF
(λ0)
c
(ResI(D))
) IE(λ0)(I GrF (λ0)c ,γ), IE(λ0)(I GrF (λ0)c ,γ) =⋂
i∈I
iE(λ0)
(
I GrF
(λ0)
c , qi(γ)
)
.
For a pair u = (c,γ) such that c ∈∏i∈I Par(Eλ0 , i) and γ ∈∏i∈I Sp(Eλ0 , i), we put as follows:
I GrF
(λ0),E(λ0)
u (E) = IEF
(λ0)
(I GrF
(λ0)
c ResI(D),γ).
We obtain the following subset:
KMS(Eλ, I) := {u ∈ RI ×CI ∣∣ I GrF (λ0),E(λ0)u (E) 6= 0} ⊂∏
i∈I
KMS(Eλ, i).
For any element u ∈ KMS(Eλ, I), we put as follows:
m(λ,u) := dim I GrF
(λ0),E(λ0)
u (E).
The number m(λ,u) is called the multiplicity of u. We have the natural ZI -action on KMS(Eλ, I) which
preserves the multiplicities. We put as follows:
KMS(Eλ, I) = KMS(Eλ, I)/ZI , KMS(bEλ, I) := {u ∈ KMS(Eλ, I) ∣∣ bi − 1 < ci ≤ bi}.
Recall that we have the morphism k(λ) : KMS(E0, i) −→ KMS(Eλ, i). It induces the morphism k(λ) :∏
i∈I KMS(E0, i) −→
∏
i∈I KMS(Eλ, i).
182
Proposition 8.8 The morphism above induces kI(λ) : KMS(E0, I) −→ KMS(Eλ, I), and we have equality
m(0,u) = m(λ, kI(λ,u)).
Proof Let u be an element of
∏
i∈I KMS(E0, i), then we obtain k(λ0,u) ∈
∏
i∈I KMS(Eλ0 , i). Assume
k(λ0,u) ∈ KMS(Eλ0 , i). Then we have the vector bundle over DI(λ0, ǫ0):
GrF
(λ0),E(λ0)
k(λ0,u)
(E).
We use the following lemma.
Lemma 8.69 The following holds for any λ ∈ ∆(λ0, ǫ0):
GrF
(λ0),E(λ0)
k(λ0,u0)
(E)|DλI = Gr
F,E
k(λ,u)(Eλ).
Proof We have only to check the case dim(X) = 1. It follows from Lemma 8.66.
To show Proposition 8.8, let us consider the following condition for λ and u ∈ ∏i∈I KMS(E0, i):
P (λ,u): k(λ,u) ∈ KMS(Eλ, I).
Lemma 8.70 Let us pick u ∈ ∏i∈I KMS(E0, i). For any λ, there exists a positive number η(λ) such that the
following two conditions are equivalent:
• P (λ,u) holds
• P (λ′,u) holds for some λ′ ∈ ∆(λ, η(λ)).
Proof It follows from Lemma 8.69.
Let us return to the proof of Proposition 8.8. Let us take any point λ ∈ Cλ. We have the line ℓ = {t ·λ | 0 ≤
t ≤ 1} in the planeCλ. We can pick a finite subset S = {t1, . . . , th} ⊂ [0, 1] such that ℓ ⊂
⋃
ti∈S ∆
(
ti ·λ, η(ti ·λ)
)
.
Then it follows the equivalence of P (0) and P (λ). Thus the proof of Proposition 8.8 is accomplished.
8.9 The induced vector bundle
8.9.1 The induced vector bundles lGu on Dl
Let u be an element of KMS(E0, l). Let us pick λ0 ∈ Cλ. We put (b,β) := k(λ0,u) ∈ Rl × Cl. Let us pick
any sufficiently small ǫ1 > 0 such that bi + ǫ1 6∈ Par(Eλ0 , i) for any i. By considering the prolongment b+ǫ1·δE ,
we obtain the vector bundle over Dl ×∆(λ0, ǫ0):
lG(λ0)u := lGrF
(λ0),E(λ0)
k(λ0,u)
(E).
Clearly, it does not depend on a choice of ǫ1 on a neighbourhood of λ0.
Let us pick λ ∈ ∆(λ0, ǫ0). We put
(
b(λ),β(λ)
)
:= k(λ,u). Let us pick ǫ′0 as ∆∗(λ0, ǫ0) ⊃ ∆(λ, ǫ′0). We have
the following vector bundles on D◦l (λ, ǫ′0):
lG(λ)u , lG(λ0)u |∆(λ,ǫ′0).
Lemma 8.71 The vector bundles lG(λ)u and lG(λ0)u |∆(λ,ǫ′0) are naturally isomorphic.
Proof Note that we have the following decomposition:
lE(λ0)
(
b+ǫ·δE|Dl(λ0,ǫ0), β
)
|D◦ ∗
l
(λ0,ǫ0)
=
⊕
u′∈KMS(E0,l),
k(λ0,u
′)=β
lE
(
b+ǫ·δED◦ ∗
l
(λ0,ǫ0), e(λ,u
′)
)
.
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We have the following:
lG(λ0)|D◦
l
(λ,ǫ′0)
= lGrF
(λ0)
b
(
E(λ0)(b+ǫ·δED◦
l
(λ0,ǫ0), β)
)
|D◦
l
(λ,ǫ′0)
≃ E(λ)(b+ǫ·δE|D◦
l
(λ,ǫ′0)
, e(λ,u)
)
.
On the other hand, we have lG(λ)u = E(λ)
(
b+ǫ·δE|D◦
l
(λ,ǫ′0)
, e(λ,u)
)
. Thus we are done.
Thus we obtain the vector bundle lGu over Dl. When we distinguish the dependence of lGu on the harmonic
bundle (E, ∂E , θ, h), we use the notation
lGu(E, ∂E , θ, h), or simply lGu(E).
8.9.2 The induced frame
Let v = (vi) be a compatible frame of bE over X (λ0, ǫ0). For each section vi, we have the element u(vi) ∈
KMS(E0, l) such that degE(λ0),F (λ0)(vi) = k(λ0,u(vi)). For any element u ∈ KMS
(E0, l), we put as follows:
vu :=
(
z−n · vi
∣∣u(vi) + n = u).
Note that n is determined by u and b, not by vi.
Lemma 8.72 The tuple of sections vu induces the frame of
lG(λ0)u .
Proof First we remark the following: Let n be an element of Zl. We put v˜ :=
(
z−nvi
)
. Then v˜ gives the
frame of b+nE over X (λ0, ǫ0).
It is easy to see that vu induces the tuple of sections of
lG(λ0)u . By using the remark above, we can show
that vu is a frame.
8.9.3 The nilpotent map Ni,u and the pairing with the dual
We have the endomorphism Resi(D
λ) on Gu. The unique eigenvalue of Resi(Dλ) on lGu |λ is e
(
λ, qi(u)
)
. Hence
the nilpotent part Niu := Resi(Dλ)− e
(
λ, qi(u)
)
gives the holomorphic endomorphism.
Let λ0 be an element of Cλ and ǫ0 > 0. We have the naturally defined morphism bE ⊗
(
−b+(1−ǫ)δE∨
) −→ O
over ∆(λ0, ǫ0), which is the morphism of λ-connections. It is easy to see that
iE(λ0) and iF (λ0) are preserved
over Di(λ0, ǫ0). Thus we obtain the following morphism over Dl(λ0, ǫ0):
lGrF
(λ0),E(λ0)
k(λ0,u)
(E)⊗ lGrF (λ0),E(λ0)
k(λ0,−u) (E∨) −→ ODl(λ0,ǫ0).
Then we obtain the morphism S : lGu(E)⊗ lG−u(E∨) −→ ODl .
Lemma 8.73 We have the equality S
(Niu ⊗ id)+ S(id⊗Ni,−u) = 0.
Proof It follows from S
(
D⊗ id)+ S(id⊗D) = D ◦ S.
8.9.4 Functoriality for dual
Due to the results in the subsubsection 8.9.3, we obtain the naturally defined morphism lG−u(E∨) −→ lGu(E)∨.
Lemma 8.74 The naturally defined morphism lG−u(E∨) −→ lGu(E)∨ is isomorphic.
Proof Let v be a frame of bE , which is compatible with E(λ0) and F (λ0). The dual frame v∨ gives the frame
of −b+(1−ǫ)δE for some positive constant ǫ. It is also compatible with E(λ0) and F (λ0). By using Lemma 8.72,
vu and
(
v∨
)
−u induce the frames of
lGu(E) and lG−u(E∨) respectively. Thus we are done.
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8.9.5 Functoriality for tensor products
Let (Ei, ∂Ei , θi, hi) (i = 1, 2) be tame harmonic bundles overX−D. Let ui (i = 1, 2) be elements ofKMS(E0i , l).
We have the induced morphisms on X (λ0, ǫ0):
lFp(λ0,u1)(E1)⊗ lFp(λ0,u2)(E2) −→ lFp(λ0,u1+u2)(E1 ⊗ E2),
lGrFp(λ0,u1)(E1)⊗ lGrFp(λ0,u2)(E2) −→ lGrFp(λ0,u1+u2)(E1 ⊗ E2).
Since the morphism is compatible with the residues of the λ-connections, we obtain the following induced
morphisms:
Fu1,u2 :
lG(λ0)u1 ⊗ lG(λ0)u2 −→ lG(λ0)u1+u2 .
Lemma 8.75 The morphism Fu1,u2 is compatible with the nilpotent morphisms of the induced vector bundles.
Proof It is clear from our construction.
Let bi be elements of R
l.
Lemma 8.76 Let u be an element of KMS(E01 ⊗ E02 , l). We have the isomorphism:⊕
ui∈KMS(biE0,l),
u1+u2=u
lGu1(E1)⊗ lGu2(E2) ≃ lGu(E1 ⊗ E2).
Proof We can show the lemma by using Lemma 8.72.
8.9.6 Functoriality for pull backs
We put X(1) := ∆nz and X
(2) := ∆mζ . We put D
(2)
i := {ζi = 0} and D(2) :=
⋃l
i=1D
(2)
i . Let (E, ∂E , θ, h) be a
tame harmonic bundle over X(2) −D(2).
Let c =
(
cj i
∣∣ 1 ≤ j ≤ n, 1 ≤ i ≤ m) be an element of Zn·m>0 . Let us consider the morphism ψ : X1 −→ X2
given as follows:
ψ∗(ζi) :=
n∏
j=1
z
cj i
j .
We put D(1) := ψ−1D(2). We obtain the harmonic bundle ψ−1(E, ∂E , θ, h) over X(1) −D(1).
Let us pick a point λ0 ∈ Cλ and a sufficiently small positive number ǫ0 such that bE is locally free on
X (2)(λ0, ǫ0) for some b ∈ Rl. Let v = (vi) be a frame of b(2)E which is compatible with F (λ0) and E(λ0). We
have the elements u(vi) ∈ KMS(E0, l) for each vi satisfying the following:
degE
(λ0),F (λ0)(vi) = k(λ0,u(vi)).
We put as follows:
v′i := vi ·
l∏
k=1
|ζk|p(λ,uk(vi)), v′ = (v′i).
We have already seen that C∞-frame v′ on X (2)(λ0, ǫ0)−D(2)(λ0, ǫ0) is adapted up to log order.
We obtain the holomorphic frame ψ−1v and the C∞-frame ψ−1v′ of ψ−1E over X (1)(λ0, ǫ0)− D(1)(λ0, ǫ0).
Note that ψ−1v′ is adapted up to log order.
We put as follows:
c · u(vi) :=
(∑
k
c1 k · uk(vi), . . . ,
∑
k
cn k · uk(vi)
)
∈ (R ×C)n.
The elements n(vi) ∈ Zn are determined by the following conditions:
b(1) − δ < p(λ0, c · u(vi)) + ni ≤ b(1).
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We put as follows:
wi := ψ
∗vi ·
∏
z
−nj
j , w = (wi).
Then w is a tuple of sections of b(1)+η·δψ
∗E over X (1)(λ0, ǫ1). Here η denotes any small positive number, and
a small positive number ǫ1 depends η.
We put d(wi) := p
(
λ0, c · u(vi)
)
+ ni. We put as follows:
w′i := wi ·
n∏
j=1
|zj|dj(wi), w′ := (w′i).
Thus we obtain C∞-frame w′ of E over X (1)(λ0, ǫ1)−D(1)(λ0, ǫ1).
Lemma 8.77 The tuple w′ is adapted up to log order.
Proof It is easy to see that we have some C∞-functions fi such that w′i = fi · ψ−1v′i and |fi| = 1 hold. Since
ψ−1v is adapted up to log order, we obtain the lemma.
Lemma 8.78 The tuple w gives the frame of b(1)+η·δψ
∗E. It is compatible with F (λ0) and E(λ0).
Proof The first claim and the compatibility with F(λ0) follow from Lemma 2.4 and Lemma 2.5.
Let A =
∑
Ak · dζk/ζk denote the λ-connection form of D with respect to v, i.e., Dv = v ·A. Then we have
ψ∗Dψ∗v = ψ∗v · ψ∗A. We have the following:
ψ∗A =
∑
i
∑
j
dzj
zj
· cj i · ψ∗Ai.
Thus we obtain the following:
ψ∗D ·w = w ·
∑
j
(∑
k
cj k · ψ∗Ak +Nj
)
· dzj
zj
.
Here N denotes the diagonal matrix whose i-th component is −nj(vi). Then it is easy to see that w is compatible
with the decompositions iE(λ0).
We have the naturally defined morphism ψ∗lGu(E) −→ lGc·u(ψ∗E).
Lemma 8.79 The following naturally defined morphism is isomorphic:⊕
c·u=u1
ψ∗lGu(E) −→ lGu1(ψ∗(E)).
Proof It follows from Lemma 8.72 and Lemma 8.78.
Corollary 8.14 The correspondence u 7−→ c·u induces the surjective morphism KMS(E0, l) −→ KMS(ψ∗E0, n).
We have
∑
c·u=u1 m(0,u) = m(0,u1).
9 The KMS-structure on the spaces of the multi-valued flat sections
9.1 The filtration iF
9.1.1 Preliminary
We denote the space of the multi-valued flat sections by H(Eλ). Let iMλ denote the monodromy of Eλ with
respect to the loop around the divisor Dλi . We obtain the tuple of endomorphisms M = (1M, . . . , lM). Then
we obtain the generalized eigen decomposition:
H(Eλ) =
⊕
ω∈Sp(M)
E
(
H(Eλ),ω).
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We denote the restriction of M to E(H(Eλ),ω) by Mω. We obtain the tuple of endomorphisms Nω =
(1Nω, . . . ,
lNω) given as follows:
iNω :=
−1
2π
√−1 log
iMuω.
Here iMuω denotes the unipotent part of
iMω.
Let b = (b1, . . . , bl) be an element of R
l and ω = (ω1, . . . , ωl) be an element of C
l. We put as follows:
α(b,ω) :=
(
α(b1, ω1), . . . , α(bl, ωl)
)
.
Here α(b, ω) for (b, ω) ∈ R ×C is given in the page 134.
9.1.2 The increasing order and the filtration iF
Let s be an element of E(H(Eλ),ω). Let P be an element of D◦i . Then we put i ord(s) := ord(s|π−1i (P )).
Lemma 9.1 The number i ord(s) is independent of a choice of P .
Proof Let P and P ′ be two points of D◦i . Let γ be a path in D
◦
i connecting P and P
′.
Since s is holomorphic with respect to ∂Eλ , we have the equality d(s, s)h = (∂Eλs, s)h+(s, ∂Eλs) = 2Re
(
(λ¯+
λ−1) · (θs, s)). Hence we obtain the following equality:
d log |s|2h = −2Re
(
(λ¯+ λ−1) · (θs, s)h|s|2h
.
)
Let qi be the projection of X = ∆
n onto the i-th component. Let Q be any point of ∆−{O}, and then q−1i (Q)
is a hyperplane of X . Due to the estimate of θ (Lemma 8.7, for example), there exists a positive constant C
which is independent of Q, satisfying the following inequality on q−1i (Q):∣∣d log |s|2
h | q−1i (Q)
∣∣ ≤ C · (∑
j 6=i
1
|zj |
)
.
Thus we obtain the following inequality on the path γQ := q
−1
i (Q) ∩ π−1i (γ) for some constant C which is
independent of Q: ∣∣d log |s|γQ |2h∣∣ ≤ C.
Hence we obtain the following estimate, which is independent of Q:∣∣∣log∣∣s|π−1i (P )(Q)∣∣h − log∣∣s|π−1i (P ′)(Q)∣∣h∣∣∣ < C′
It implies our claim.
Let s be an element of E(H(Eλ),ω) and b be an element of Rl: We put as follows:
F (s, b) := exp
( l∑
i=1
log zi ·
(
α(bi, ωi) +
iNω
)) · s.
Then F (s, b) is a holomorphic section of Eλ over X −D. We put as follows:
ci := −i ord(s)− Re(α(bi, ωi)).
We put c := (ci).
Lemma 9.2 F (s, b) is a holomorphic section of cEλ.
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Proof Due to the result in the case of curves (Lemma 7.44), we obtain the following for any point P ∈ D◦i :
− ord(F (s, b)|π−1i (P )) ≤ ci
Then we obtain the result due to Corollary 2.6.
Corollary 9.1 F
(
s,− ord(s)) is a holomorphic section of ⋄Eλ.
We put as follows:
iFaE(H(Eλ),ω) =
{
s ∈ E(H(Eλ),ω) ∣∣ − i ord(s) ≤ a}.
Lemma 9.3 The monodromies preserves the filtration iFa.
Proof It immediately follows from the definition of the filtration iF and Lemma 9.1.
9.1.3 Functoriality of iF
For a positive integer c, we have the morphism ψc·δi : X −→ X given by (z1, . . . , zn) 7−→ (z1, . . . , zi−1, zci , zi+1, . . . , zn).
We have the natural isomorphism ψ∗c·δ : H(Eλ) ≃ H(ψ−1c·δiEλ) via the pull back.
Lemma 9.4 Under the isomorphism, we have the following:
ψ∗c·δ
(
iFaH(Eλ) = iFc·aH
(
ψ−1c·δEλ
)
Proof It can be reduced to the case of curves (Lemma 7.60).
We have the natural isomorphism H(E(1) λ ⊗ E(2)λ) ≃ H(E(1)λ)⊗H(E(2)λ). We have the following isomor-
phism:
E
(
H(E(1) λ ⊗ E(2) λ),ω) ≃ ⊕
ω1·ω2=ω
E
(
H(E(1)λ),ω1
)⊗ E(H(E(2) ,λ),ω2).
Then we have the two filtrations on E
(
H(E(1) λ ⊗ E(2) λ),ω). One is iF for E(H(E(1) λ ⊗ E(2) λ),ω). The other
is induced by iF for E(H(E(b)λ),ω) for b = 1, 2.
Lemma 9.5 They are same. Namely the following holds:
iFa
(
E
(
H(E(1)λ ⊗ E(2) λ,ω)) ≃ ⊕
ω1·ω2=ω
∑
a1+a2≤a
iFa1
(
E
(
H(E(b)λ),ω1
))⊗ iFa2(E(H(E(b)λ),ω2)).
Proof Due to the result in the case of curves, we obtain the following:
iFa
( ⊕
qi(ω)=ω
E
(
H(E(1) λ ⊗ E(2)λ),ω))
≃
⊕
ω1·ω2=ω
∑
a1+a2≤a
iF
( ⊕
qi(ω1)=ω1
E
(
H(E(1) λ),ω1
)) ⊗ iF( ⊕
qi(ω2)=ω2
E
(
H(E(2)λ),ω2
))
. (216)
Since the monodromy endomorphisms Mλj (j 6= i) preserve the filtration iF , we obtain the results.
We have the following isomorphism:
H
( R⊗
Eλ
)
≃
R⊗
H(Eλ). (217)
We have the following isomorphism:
E
(
H
( R⊗
Eλ
)
,ω
)
≃
⊕
f∈S(ω,R)
⊗
ω′∈Sp(Mλ)
f(ω′)⊗
E
(
H(Eλ),ω′). (218)
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Here we put as follows:
S(ω, R) :=
{
f : Sp(Mλ) −→ Z≥0
∣∣∣ ∑ f(ω′) = R, ∏ω′ f(ω′) = ω}.
We naturally have the filtrations on the both sides of (217) and (218).
Corollary 9.2 The filtrations of the both sides (217) and (218) are preserved by the isomorphisms.
We have the isomorphism H(E∨ λ) ≃ H(Eλ)∨. preserving the E-decomposition.
E(H(E∨ λ),ω) ≃ E(H(Eλ)∨,ω). (219)
On the left hand side of (219), we have the filtration iF . On the right hand side of (219), we have the induced
filtration iF∨ by iF , given as follows:
iF∨a H(Eλ)∨ :=
{
f ∈ H(Eλ)∨ ∣∣ f(iFbH(Eλ)) ⊂ iFa+bH(Eλ), (∀b ∈ R)}.
Lemma 9.6 The isomorphism preserves the filtrations.
Proof It can be reduced to the case of curves (Lemma 7.59) by an argument similar to the proof of Lemma
9.5.
9.1.4 The case λ is generic
Assume that λ is generic. Recall that ef (λ) : KMS(E0, i) −→ Spf (Eλ, i) is isomorphic for any i.
Lemma 9.7 The filtration iF on E(H(Eλ),ω) is trivial in the following sense:
For each i, we have the unique element ui ∈ KMS(⋄E0, i) such that ωi = ef (λ, ui). Then iGrFb E(H(Eλ),ω) 6=
0 if and only if b = pf(λ, ui).
Proof It follows from the result in the case of curves (the subsubsection 7.4.11).
Corollary 9.3 If λ is generic, then the filtrations (iF | i = 1, . . . , l) are compatible.
Proof It immediately follows Lemma 9.7 .
Let λ ∈ C∗λ be generic, and let ω = (ω1, . . . , ωl) be an element of Sp(Mλ). We have the unique element
ui ∈ K(E , λ, 0, i) such that ef (λ, ui) = ωi.
Lemma 9.8 Let β be an element of Cl whose i-th component is βi = e(λ, ui). Recall that we have the space
E(⋄Eλ|O,β), which is a generalized eigenspace of the tuple Res l(Dλ). Then we have the isomorphism:
E(⋄Eλ|O,β) ≃ E(H(Eλ),ω).
Proof Let s be base of H(Eλ), which is compatible with E. We put ω(sj) := degE(sj) and b(sj) := degF(sj).
We put vj := F (sj , b(sj)). Then we obtain the tuple v = (vi) of sections of
⋄Eλ. Due to the result in the
case of curves, v|π−1i (P ) is a frame of
⋄Eλ|π−1i (P ). Thus v is a frame of
⋄Eλ. The frames v and s induce the
isomorphism desired.
Corollary 9.4 Assume that λ is generic. For any ω ∈ Sp(Mλ), we have the unique element u ∈ KMS(E0, l)
such that ef (λ,u) = ω.
Corollary 9.5 Assume ω = ef (λ,u) and b = pf (λ,u). We have the following equalities:
dim lFb
(
E(H(Eλ),ω)
)
=

m(0,u) (b ≥ pf (λ,u))
0 (otherwise).
dim lGrFb
(
E(H(Eλ),ω)
)
=

m(0,u) (b = pf(λ,u))
0 (otherwise).
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9.1.5 The family of the space of the multi-valued flat sections
Let H = H(E) be the holomorphic vector bundle over C∗λ, obtained by H|λ = H(Eλ). We have the monodromy
endomorphisms M = (Mi | i = 1, . . . , l), where Mi denotes the monodromy with respect to Di.
Let λ0 be an element of C
∗
λ. We put S0 := Sp(Mλ0). Let ǫ0 and ǫ1 be sufficiently small numbers. Then we
obtain the following decompositions, (see (12) for the notation Eǫ1):
H|∆(λ0,ǫ0) =
⊕
ω∈S0
H(λ0)ω , H(λ0)ω := lEǫ1
(
H(Eλ),ω).
We put S(ω) := {u ∈ KMS(E0, l) ∣∣ ef (λ0,u) = ω}. We may assume that any λ ∈ ∆∗(λ0, ǫ0) is generic. Then
we have the following decomposition on ∆∗(λ0, ǫ0):
H(λ0)
ω |∆∗(λ0,ǫ0) =
⊕
u∈S(ω)
Hef (λ,u), Hef (λ,u) |λ = E(H(Eλ), ef (λ,u)).
As in the case of the curves, we consider the filtration iF (λ0). We put as follows:
iF (λ0)d H(λ0)ω |∆∗(λ0,ǫ0) =
⊕
u∈S(ω)
pf (λ,qi(u))≤d
Hef (λ,u). (220)
Since it is given as the sum of the generalized eigenspaces, the filtration iF (λ0) can be prolonged to the filtration
of H(λ0)ω , which we denote by iF (λ0).
Note the following isomorphism for any P ∈ D◦i :
H(Eλ) ≃ H(Eλ|π−1i (P )).
We have the filtration F (λ0) on the right hand side.
Lemma 9.9
• Under the isomorphism above, we have H(λ0)ω =⊕qi(ω)=ωH(λ0)ω .
• F (λ0)d Hω =
⊕
qi(ω)=ω
iF (λ0)H(λ0)ω .
• In particular, we have (iF (λ0)d H(λ0)ω )|λ0 = iF(E(H(Eλ0),ω)).
9.2 The compatibility of the filtrations iF (i = 1, . . . , l)
9.2.1 The dimension and the virtual dimension
For any λ, pick ω ∈ Sp(Mλ) and a ∈ Rl. We put as follows:
d(λ,ω,a) := dim lFaE(H(Eλ),ω), v.d(λ,ω,a) :=
∑
u∈S(ω)
pf (λ,u)≤a
m(0,u).
Lemma 9.10 Let λ0 be any element of Cλ. We have the inequality d(λ0,ω,a) ≥ v.d(λ0,ω,a).
Proof Let us pick a sufficiently small positive number ǫ. Then we have the following inequality, for any
λ ∈ ∆(λ0, ǫ0).
d(λ0,ω,a) = dim
( l⋂
i=1
iF (λ0)ai H(λ0)ω |λ0
)
≥ dim
( l⋂
i=1
iF (λ0)ai H(λ0)ω |λ
)
. (221)
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For any generic λ ∈ ∆∗(λ0, ǫ0), we have the following equality:
iF (λ0)ai H(λ0)ω |λ =
⊕
u∈S(ω)
pf (λ0,ui)≤ai
H(λ0)
ef (λ,u) | λ.
Thus we obtain the following:
l⋂
i=1
iF (λ0)ai H(λ0)ω | λ =
⊕
u∈S(ω)
pf (λ0,u)≤a
H(λ0)
ef (λ,u) |λ.
Therefore we obtain the following equality, due to Corollary 9.5.
dim
l⋂
i=1
iF (λ0)ai H(λ0)ω |λ =
∑
u∈S(ω)
pf (λ0,u)≤a
dimHef (λ,u) |λ =
∑
u∈S(ω)
pf (λ0,u)≤a
m(0,u) = v.d(λ0,ω,a). (222)
We obtain the result from (221) and (222).
9.2.2 Preliminary proposition
Let us consider the compatibility of the filtrations iF (i = 1, . . . , l). We may assume that l = n. We put
X(1) := {(z1, . . . , zn) | zn−1 = zn} ⊂ X . We put D(1)i := Di ∩ X(1) for i ≤ n − 1. We have the natural
isomorphism X(1) ≃ ∆n−1 = {(z1, . . . , zn−1) ∈ ∆n−1}. We have the natural isomorphism H(Eλ) −→ H(Eλ|X(1)).
We have the tuple of monodromies M := (M1, . . . ,Mn) and M
(1) := (M
(1)
1 , . . . ,M
(1)
n−1). Here we have the
following:
M
(1)
i =
{
Mi (i ≤ n− 2)
Mn−1 ◦Mn (i = n− 1).
For any ω ∈ Sp(M ), φ(ω) ∈ Sp(M (1)) is given as follows:
qi(φ(ω)) =
{
ωi (i ≤ n− 2)
ωn−1 · ωn (i = n− 1).
The map φ : Rn −→ Rn−1 is defined as follows:
qi(φ(a)) =
{
ai (i ≤ n− 2)
an−1 + an (i = n− 1).
We have the filtrations iF (i = 1, . . . , n) on E(H(Eλ),ω). For any a ∈ Rn, we have the subspace nFa :=⋂n
i=1
iFai of H(Eλ). We put as follows:
nF ′a =
∑
ba
nFb.
Here b  a means b ≤ a and b 6= a.
We also have the filtrations on E
(
H(Eλ|X(1)),ω(1)
)
, which we denote by iF (1) (i = 1, . . . , n − 1). Similarly,
we have n−1F (1)
a(1)
and n−1F ′ (1)
a(1)
for any a(1) ∈ Rn−1.
Lemma 9.11 We have the following implication:
nFa ∩ E(H(Eλ),ω) ⊂ n−1F (1)φ(a) ∩ E
(
H(Eλ|X(1)), φ(ω)
)
.
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Proof Let s be an element of the left hand side. Let P be any point of D◦i . Then we have the following for
any i = 1, . . . , n:
− ord(F (s, b)|π−1i (P )) ≤ ai − Re
(
α(bi, ωi)
)
.
Let C be the subset of X(1) ≃ ∆n−1 such that C = π−1n−1(P ) for a point P ∈ D(1)n−1 −
⋃
i<n−1D
(1)
n−1 ∩D(1)i .
The inclusion C ⊂ X is obtained by the diagonal embedding {P} ×∆n−1 −→ {P} ×∆n−1 ×∆n. We have the
following, due to Corollary 2.6:
− ord(F (s, b)|C) ≤ an−1 + an − Re(α(bn + bn−1, ωn · ωn−1)).
It implies − ord(s|C) ≤ an−1 + an due to Lemma 7.44. Hence we have the inequality:
n−1 degF
(1)
(s) ≤ an−1 + an.
Thus we are done.
Proposition 9.1 The following holds.
(A) d(λ,ω,a) = v.d(λ,ω,a).
(B) The following morphism is isomorphic:∑
φ(a)≤a(1)
φ(ω)=ω(1)
(
nFa ∩ E
(
H(Eλ),ω)) −→ n−1F (1)
a(1)
∩ E(H(Eλ|X(1)),ω(1)).
(C) The following morphism is injective.
nFa ∩ E
(
H(Eλ),ω)
nF ′a ∩ E
(
H(Eλ),ω) −→
n−1F (1)φ(a) ∩ E
(
H(Eλ|X(1)), φ(ω)
)
n−1F ′ (1)φ(a) ∩ E
(
H(Eλ|X(1)), φ(ω)
) .
The proposition will be proved in the subsubsections 9.2.3–9.2.4.
Before entering the proof, we simplify the problem. Considering the morphism ψ−1c (z1, . . . , zn) = (z1, . . . , zn−1, z
c
n),
we may assume the following for some ǫ > 0. (Note Lemma 9.4):
Assumption D For any a, b ∈ Parf (Eλ, n) such that a 6= b, and for any λ′ ∈ ∆(λ, ǫ),
|a− b| >
∑
c∈Parf (Eλ,n−1)
|c|.
Lemma 9.12 Under the assumption D, the following holds:
1. The morphism Parf (Eλ, n)× Parf (Eλ, n− 1) −→ R given by (a, b) 7−→ a+ b is injective. In particular,
it induces the total order ≤1 on the set Parf (Eλ, n)× Parf (Eλ, n− 1).
2. We have the natural orders on Parf (Eλ, i) (i = n, n − 1), and we obtain the lexicographic order ≤2 on
Parf (Eλ, n)× Parf (Eλ, n− 1). We have the equality ≤1=≤2.
Proof It immediately follows from our assumption above.
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9.2.3 A proof of the claims (A) and (B) of Proposition 9.1
Let a(1) be an element of Rn−1, whose i-th components are a(1)i . Then the element (a
◦
n, a
◦
n−1) ∈ Parf (Eλ, n)×
Parf (Eλ, n− 1) is determined as follows:
(a◦n, a
◦
n−1) := max
{
(bn, bn−1) ∈ Parf (Eλ, n)× Parf (Eλ, n− 1)
∣∣ bn + bn−1 ≤ a(1)n−1}.
Lemma 9.13 We have the following equality:∑
φ(a)≤a(1)
nFa =
(
n−2Fa′ ∩ n−1Fa◦n−1 ∩ nFa◦n
)
+
(
n−2Fa′ ∩ nF<a◦n
)
. (223)
Here we put a′ := (a(1)1 , . . . , a
(1)
n−2) ∈ Rn−2.
Proof It is clear that n−2Fa′ ∩ n−1Fa◦n−1 ∩ nFa◦n is contained in the left hand side of (223). Under the
assumption (D), we have nF<a◦n = n−1Fb ∩ nFa◦n−η for some real numbers b and η such that b+ a◦n− η < a(1)n−1.
Thus n−2Fa′ ∩ nF<a◦n is contained in the left hand side of (223). Thus we obtain the implication ⊃.
Next, we would like to show the implication ⊂. We have only to show that nFaE
(
H(Eλ),ω) is contained in
the right hand side when we have φ(a) ≤ a(1).
Under the assumption D, the condition φ(a) ≤ a(1) implies the following:
ai ≤ a(1)i , (i ≤ n− 2), and

an < a
◦
n,
or,
an = a
◦
n, an−1 ≤ a◦n−1.
Then the implication ⊂ immediately follows.
We will show the claims (A) and (B) in Proposition 9.1 by an induction on n. We assume that the claims
(A) and (B) for n− 1, and we will show that the claims (A) and (B) hold for n.
Let us consider the following claims:
(A, a,≤) (A) holds for any a such that an + an−1 ≤ a.
(A, a,<) (A) holds for any a such that an + an−1 < a.
(B, a,≤) (B) holds for any a(1) such that a(1)n−1 ≤ a.
(B, a,<) (B) holds for any a(1) such that a
(1)
n−1 < a.
If a is sufficiently negative, then (A, a,≤) and (B, a,≤) are true trivially.
Lemma 9.14 (A, a,<) implies (B, a,≤) and (A, a,≤).
Proof We have the following implication:(
n−2Fa′ ∩ n−1Fa◦
n−1
∩ nFa◦n
)
+
(
n−2Fa′ ∩ nF<a◦n
)
⊂ n−1F (1)
a(1)
. (224)
We also have the following:(
n−2Fa′ ∩ n−1Fa◦n−1 ∩ nFa◦n
)
∩
(
n−2Fa′ ∩ nF<a◦n
)
= n−2Fa′ ∩ n−1Fa◦n−1 ∩ nF<a◦n .
Thus we have the following equality:
dim
(
n−2Fa′ ∩ n−1Fa◦
n−1
∩ nFa◦n ∩ E
(
H(Eλ),ω)) ≤ dim(n−1F (1)
a(1)
∩ E(H(Eλ),ω))
+ dim
(
n−2Fa′ ∩ n−1Fa◦n−1 ∩ nF<a◦n ∩ E
(
H(Eλ),ω))− dim(n−2Fa′′ ∩ nF<a◦n ∩ E(H(Eλ),ω)). (225)
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By using the assumption of the induction on n, or by using (A, a,<), we obtain the following equality:
dim
(
n−2Fa′ ∩ nF<a◦n ∩ E
(
H(Eλ),ω)) = ∑
u∈S1(ω)
m(0,u),
S1(ω) =
{
u ∈ S(ω) ∣∣ pf(λ, ui) ≤ a(1)i (i ≤ n− 2), pf (λ, un) < a◦n}
(226)
By using (A, a,<), we obtain the following:
dim
(
n−2Fa′ ∩ n−1Fa◦n−1 ∩ nF<a◦n ∩ E
(
H(Eλ),ω)) = ∑
u∈S2(ω)
m(0,u),
S2(ω) =
{
u ∈ S(ω) ∣∣ pf(λ, ui) ≤ a(1)i , pf(λ, un−1) ≤ a◦n−1, pf (λ, un) < a◦n}.
(227)
Due to the assumption of the induction on n, we have the following:
dim
(
n−1F (1)
a(1)
∩ E(H(Eλ),ω(1))) = ∑
u∈S(ω(1))
pf (λ,u)≤a(1)
m(0,u) =
∑
φ(ω)=ω(1)
∑
u∈S3(ω)
m(0,u),
S3(ω) :=
{
u ∈ S(ω) ∣∣ pf (λ, ui) ≤ a(1)i (i ≤ n− 2), pf(λ, un−1) + pf (λ, un) ≤ a(1)n−1}.
(228)
We put S4(ω) := S3(ω)−
(
S1(ω)− S2(ω)
)
. It is easy to check the following:
S4 =
{
u ∈ S(ω) ∣∣ pf (λ, ui) ≤ ai (i ≤ n− 2), pf(λ, ui) ≤ a◦i (i = n− 1, n)}.
Then we obtain the following inequality by a direct calculation from (225), (226), (227) and (228):∑
φ(ω)=ω′
dim
(
n−2Fa′ ∩ n−1Fa◦n−1 ∩ nFa◦n ∩ E
(
H(Eλ),ω)) ≤ ∑
φ(ω)=ω(1)
∑
u∈S4(ω)
m(0,u)
=
∑
φ(ω)=ω(1)
v.d(a,ω). (229)
Here a is determined by qi(a) = a
(1)
i for i ≤ n− 2 and qi(a) = a◦i for i = n− 1, n. On the other hand, we have
already known the inequality (Lemma 9.10):
dim
(
n−2Fa′ ∩ n−1Fa◦
n−1
∩ nFa◦n ∩ E
(
H(Eλ),ω)) ≥ v.d(λ,a,ω). (230)
From (229) and (230), we can conclude that the equality in (230) holds, which implies (A, a,≤). We can also
conclude that the equality in (225) holds, which implies that the equality in (224) holds. Thus we obtain
(B, a,≤). Thus the proof of Lemma 9.14 is accomplished.
For any a and some ǫ > 0, the following implications are clear:
(B, a,≤) =⇒ (B, a+ ǫ, <)
(A, a,≤) =⇒ (A, a+ ǫ, <).
Hence we obtain (A, a) and (B, a) for any a. Thus the induction on n can proceed. Namely the proof of the
claims (A) and (B) of Proposition 9.1 is accomplished.
9.2.4 A proof of the claim (C) of Proposition 9.1
Now we shall prove the claim (C). The following inclusion is surjective, due to (B):∑
φ(b)φ(a)
nFb ∩ E
(
H(Eλ),ω) −→ n−1F ′ (1)φ(a) ∩ E(H(Eλ),ω).
Thus it is isomorphic.
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Lemma 9.15 Let b be an element of Rn. Assume φ(b)  φ(a). We put a′ = (a1, . . . , an−2) ∈ Rn−2. Then
we have one of the following:
• nFb ⊂ n−2Fa′ ∩ nF<an .
• nFb ⊂ n−2Fa′ ∩ n−1F<an−1 ∩ nFan .
• nFb ⊂ n−2F ′a′ ∩ n−1Fan−1 ∩ nFan .
Proof The condition implies bi ≤ ai (i ≤ n− 2) and bn−1+ bn ≤ an−1+an, and at least one of the inequalities
is not equality. Then we have at least one of the following:
• bn ≤ an.
• bn = an and bn−1 ≤ an−1.
• bn = an, bn−1 = an−1, (b1, . . . , bn−2) ≤ a′ and (b1, . . . , bn−2) 6= a′.
Then the claim follows.
Lemma 9.16 We have the following:
nFa ∩
( ∑
φ(b)φ(a)
nFb
)
=
∑
ba
nFb = nF ′a. (231)
Proof We have the following:∑
φ(b)φ(a)
nFb =
(
n−2Fa′ ∩ nF<an
)
+
(
n−2Fa′ ∩ n−1F<an−1 ∩ nFan + n−2F ′a′ ∩ n−1Fan−1 ∩ nFan
)
. (232)
Note that the second term in the right hand side of (232) is contained in nFa. Let us pick elements: x ∈
n−2Fa′ ∩ n−1F<an−1 ∩ nFan + n−2F ′a′ ∩ n−1Fan−1 ∩ nFan and y ∈ n−2Fa′ ∩ (nF<an). Assume x + y ∈ nFa.
Then we obtain y ∈ nFa ∩ n−2Fa′ ∩ nF<an . Hence we have y ∈ n−2Fa′ ∩ n−1Fan−1 ∩ nF<an . Thus the left
hand side of (231) is as follows:
n−2Fa′ ∩ n−1Fan−1 ∩ nF<an +
(
n−2Fa′ ∩ n−1F<an−1 ∩ nFan + n−2F ′a′ ∩ n−1Fan−1 ∩ nFan
)
.
It is same as the right hand side of (231). Thus we are done.
The claim (C) immediately follows Lemma 9.16. Thus the proof of Proposition 9.1 is accomplished.
9.2.5 A consequence
Let C0 be the diagonal curve: C0 := {(z, . . . , z) ∈ ∆n}. The restriction gives the natural isomorphismH(Eλ) −→
H(Eλ|C0). We have the filtration on the right hand side, which we denote by C0F .
Corollary 9.6 The following morphism is injective:
nFa ∩ E
(
H(Eλ),ω)
nF ′a ∩ E
(
H(Eλ),ω) −→ C0F|a| ∩ E
(
H(Eλ),ω)
C0F ′|a| ∩ E
(
H(Eλ),ω) .
Here |a| denotes ∑ni=1 ai for a = (a1, . . . , an).
Proof We have only to use the claims (C) in Proposition 9.1 inductively.
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9.2.6 The compatibility of the filtrations
(
iF ∣∣ i = 1, . . . , n)
Let s be an element of nFa ∩ E
(
H(Eλ),ω). Then we obtain the section F (s,a) of ⋄Eλ. For any i, we have the
element u ∈ K(E , λ, 0, l), satisfying kf (λ,u) = (a,ω). Due to the result in the case of curves (Lemma 7.44), we
have i degF F (s,a) ≤ p(λ, ui). We put ci := i degF F (s,a) and c := (c1, . . . , cn). We obtain the following map:
Φ : nGrFa E(H(Eλ),ω) −→ nGrFc (⋄Eλ|O), s 7−→ F (s,u)(O).
Lemma 9.17 The map Φ is injective.
Proof Let v be a frame of ⋄Eλ, which is compatible with (iF | i = 1, . . . , n). We describe as follows:
F (s,a) :=
∑
fj · vj .
Assume that Φ(s) = 0. We have fj(O) = 0 unless deg(vj)  c. In this case, we have − ord(s|C0) < |a|. It
implies s|C0 ∈ C0F ′|a|H(Eλ|C0). Then we obtain s = 0 in nGra E(H(Eλ),ω), due to Corollary 9.6.
We put γi := e(λ, ui) and γ := (γ1, . . . , γn).
Lemma 9.18 We have Im(Φ) ⊂ nE(nGrFc (ResnDλ),γ).
Proof We have only to check that F (s,a)|(λ,P ) is contained in iE
(
iGrFci(
⋄EλDi), γi
)
for any P ∈ D◦i . It follows
from the result in the case of curves (Corollary 7.18).
Thus we obtain the morphisms Φ(a,ω) :
nGrFa
(
nE
(
H(Eλ),ω)) −→ nE(nGrFc (⋄Eλ|O),γ). Then we obtain
the following injection:⊕
(a,ω)
Φ(a,ω) :
⊕
(a,ω)
nGrFa
nE
(
H(Eλ),ω) −→ ⊕
(c,γ)
nE
(
nGrFc (ResnD
λ),γ
)
.
Proposition 9.2 The morphisms Φ(a,ω) are isomorphic.
Proof Since Φ(a,ω) is injective, we obtain the following inequalities:
rank Eλ ≤
∑
(a,ω)
dim nGrFa E(H(Eλ),ω) ≤
∑
(c,γ)
dimE(nGrFc (ResnD
λ),γ) = rank Eλ. (233)
Then the proposition immediately follows.
Theorem 9.1 The tuple of the filtrations
(
iF ∣∣ i = 1, . . . , n) is compatible in the sense of Definition 4.2.
Proof Due to (233), we have the following equality:∑
a
rank nGrFa H(Eλ) = rankH(Eλ).
It implies the compatibility of the filtrations, due to Lemma 4.2.
Corollary 9.7
• The tuple of the filtrations (iF (λ0) ∣∣ i = 1, . . . , l) are compatible.
• We have the following decomposition on ∆∗(λ0, ǫ0):
IF (λ0)b H(λ0)ω |∆∗(λ0,ǫ0) =
⊕
u∈S(ω,b)
Hef (λ,u).
Here we put S(ω, b) :=
{
u ∈ KMS(E0, I) ∣∣ ef (λ0,u) = ω, pf (λ0,u) ≤ b}.
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9.2.7 Weak norm estimate
Let s = (si) be a frame of H|∆(λ0,ǫ0), which is compatible with E(λ0) and F (λ0). For each si, we have the
element u(si) ∈ KMS(E0, l) such that degE
(λ0),F(λ0)(si) = kf (λ0,u(si)). We put as follows:
s′ :=
(
s′i
)
, s′i := si ·
l∏
j=1
|zj |pf (λ,uj(si)). (234)
Lemma 9.19 s′ gives a C∞-frame of E|X (λ0,ǫ0)−D(λ0,ǫ0), which is adapted up to log order.
Proof It is easy to see the following inequality for some positive constants C1 and M1:
H(h, s′) ≤ C1 ·
(
−
l∑
j=1
log |zj |
)M1
.
Let s∨ be the dual frame of s. Due to the result in the case of curves, we have u(s∨i ) = −u(si).
Let s∨ ′ be the modification as in (234). We obtain the inequality H(h, s∨ ′) ≤ C2 ·
(−∑lj=1 log |zj|)M2 for
some positive constants C2 and M2. Since we have H(h, s
′) ·H(h, s∨ ′) = 1, we obtain the result.
9.3 The induced objects
9.3.1 The induced vector bundle IGu(H)
Let u be an element of KMS(E0, I). We put as follows:
IG(λ0)u H := I GrF
(λ0)
pf (λ0,u)
(H(λ0)
ef (λ0,u)
)
.
Let λ ∈ ∆∗(λ0, ǫ0) be generic. Let us pick ǫ′0 > 0 such that ∆(λ, ǫ′0) ⊂ ∆∗(λ0, ǫ0).
Lemma 9.20 We have the following isomorphism:
IG(λ0)u H|∆(λ,ǫ′0) ≃ IG(λ)u H.
Proof For ω = ef (λ0,u), we have the following decomposition on ∆
∗(λ0, ǫ0):
H(λ0)
ω |∆∗(λ0,ǫ0) =
⊕
ef (λ0,u)=ω
Hef (λ,u).
Then we obtain the natural isomorphisms:
IG(λ0)u H|∆(λ,ǫ′0) ≃ I GrF
(λ0)
ω Hef (λ0,u) |∆(λ,ǫ′0) ≃ Hef (λ,u) |∆(λ,ǫ′0) ≃ IG(λ)u H.
Thus we are done.
Due to Lemma 9.20, we obtain the vector bundle IGuH over C∗λ.
9.3.2 The induced pairing and nilpotent maps
We have the natural pairing: H(E) ⊗H(E∨) −→ OC∗
λ
. Pick a point λ0 ∈ C∗λ and a sufficiently small positive
number ǫ0 > 0. On ∆(λ0, ǫ0), we have the filtrations
iF (λ0) and the decompositions iE(λ0), which was preserved
by the pairing. Hence we obtain the following induced pairing:
S : IGuH(E)⊗ IG−uH(E∨) −→ OC∗
λ
.
The monodromies Mi induces the endomorphisms Miu on
IGuH. We denote the unipotent part by Muiu.
Then we obtain the following nilpotent maps:
Nu,i := −1
2π
√−1 logM
u
iu.
Lemma 9.21 We have the relation S
(Nu i ⊗ id)+ S(id⊗N−u i) = 0.
Proof Since the monodromy endomorphisms preserve the pairings, the claim is obtained.
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9.3.3 Functoriality for the dual
Due to the subsubsection 9.3.2, we obtain the naturally defined morphism lG−u(H(E∨)) −→ lGu(H)∨.
Lemma 9.22 The morphism lG−u(H)(E∨) −→ lGu(H(E))∨ is isomorphic.
Proof It follows from Lemma 9.19.
9.3.4 Functoriality for tensor products
The morphism H(E1)⊗H(E2) −→ H(E1 ⊗ E2) preserves the F (λ0) and E(λ0). We have the naturally defined
morphism: ⊕
ui∈KMS(E0,l),
u1+u2=u
lGu1H(E1)⊗ lGu2H(E2) −→ lGu1+u2H
(
E1 ⊗ E2
)
. (235)
Lemma 9.23 The morphism (235) is isomorphic.
Proof Under the isomorphism H(E1) ⊗ H(E2) ≃ H(E1 ⊗ E2), the induced filtration on the left hand side
and the filtration on the right hand side are same, due to the result in the case of curves. Then we obtain the
lemma.
9.3.5 Functoriality for pull backs
We use the setting in the subsubsection 8.9.6. We have the naturally defined isomorphism H(E) ≃ H(ψ∗(E)).
Lemma 9.24 We have the naturally defined isomorphism:⊕
ψ∗
c
(u)=u1
lGu
(H(E)) ≃ lGu1(H(ψ∗E)).
Here ψ∗c(u) denotes the element whose i-th component is ci · ui for u = (u1, . . . , ul).
Proof It is easy to see that the isomorphism is strictly compatible with the filtration F (λ0). It is also easy
to check that the isomorphism is compatible with the decompositions E(λ0). Thus we obtain the isomorphism
desired.
10 The filtrations and the decompositions on E and cE
10.1 The filtrations and the decompositions on Eλ and cEλ
10.1.1 The compatibility of the decompositions
Let c be an element of Rl. Let s be a base of H(Eλ), compatible with E and F . We put ai := degF (si). We
put vi := F (si,ai − c), and then v = (vi) is a tuple of sections of cEλ.
Lemma 10.1 The tuple v gives a frame of cEλ. The restriction of v to Di(λ0, ǫ0) is compatible with the
decomposition iE and the filtration iF of the vector bundle cEλ|Dλi .
Proof We have only to show that v|π−1j (P ) gives a frame of cjE
λ
|π−1j (P )
for any point P ∈ D◦j . Then it follows
from the result in the case of curves (the subsubsection 7.4.5).
By the action of monodromies, we have the following decomposition:
Eλ =
⊕
ω∈Sp(Mλ)
Eλω, Eλω |P = E
(Eλ|P , ω). (236)
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Lemma 10.2 The decomposition (236) is prolonged to the decomposition of the vector bundle cEλ. Namely,
we have the following decomposition of cEλ:
cEλ =
⊕
ω
cEλω.
Proof We have only to use the frame v above.
Then we obtain the decomposition of the restriction of cE to Di:
cEλ|Di =
⊕
ω∈Sp(Mλ)
cEλω |Di .
On the other hand, we have the decomposition of cE|Di induced by the action of the residue Resi(Dλ):
cEλ|Di =
⊕
β∈Sp(cEλ,i)
E
(
cEλ|Di , β
)
.
The relation of the two decompositions are given in the following lemma.
Lemma 10.3 We have the following equality:⊕
qi(ω)=ω
cEλω |Di =
⊕
β∈L(λ,ω)
E(cEλ|Di , β), (237)
Here we put L(λ, ω) :=
{
β ∈ Sp(cEλ, i)
∣∣ exp(−2π√−1λ−1 · β) = ω}.
Proof Since the both sides of (237) are vector subbundles of cEλ|Di , we have only to show the equality for
the fibers over the points P ∈ D◦i . Thus we have only to consider the case dim(X) = 1. Then it follows from
Corollary 7.21.
Corollary 10.1 Let I be a subset of l. Let ω◦ = (ω◦i | i ∈ I) be an element of Spf (Eλ, I). Then we have the
following: ⊕
qi(ω)=ω◦i
cEλω |DI =
⊕
β∈L(λ,ω◦)
E
(
cEλ|DI ,β
)
.
Here we put L(λ,ω◦) :=
{
β ∈ Sp(cEλ, I)
∣∣ exp(−2π√−1λ−1 · βi) = ω◦i (i ∈ I)}.
10.1.2 The compatibility of the filtrations
We have the filtration iF(Eλω) of Eλω induced by the filtration iF(E(H(Eλ),ω)) of E(H(Eλ),ω).
Proposition 10.1
• The vector subbundle iFb
(Eλω) of Eλ can be prolonged to the subbundle ciFb(Eλω) of cEλω.
• The family ciF
(Eλω) = {ciFa(Eλω) ∣∣ a ∈ R} gives the filtration of the vector bundle cEλω in the category of
vector bundles.
• The tuple of the filtrations (ciF(Eλω) ∣∣ i = 1, . . . , l) of the vector bundle cEλ is compatible.
Proof It is easy to check the claims by using the frame v given in the first part of the subsubsection 10.1.1.
Then we have the filtrations c
iF(Eλω)|Di of the vector bundle cEλ|Di . On the other hand, we have the
parabolic filtration iF of cEλ|Di . The relation of two filtrations are given in the proposition 10.2
We recall that the number α(a, ω) ∈ C for (a, ω) ∈ R×C is determined by the following conditions:
exp
(−2π√−1 · α(a, ω)) = ω, a ≤ Re(α(a, ω)) < a+ 1.
We put d(a, ω) := a− Re(α(a, ω)) ∈ R.
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Proposition 10.2 We have the following equality:⊕
qi(ω)=ω
c
iFb
(Eλω)|Di = iFd(b−ci,ω)(E(cEλ|Di , λ · α(b− ci, ω)))⊕ ⊕
β∈K(λ,ω,b)
E
(
cEλ|Di , β
)
.
Here we put K(λ, ω, b) :=
{
β ∈ Sp(Eλ, i) ∣∣ exp(−2π√−1λ−1 · β) = ω, Re(λ−1 · β) < Re(α(b − ci, ω))}.
Proof The claim can be easily reduced to the case dim(X) = 1, as in the proof of Lemma 10.3.
10.1.3 The induced vector bundle lGu(Eλ)
Let u be an element of KMS(E0, l). We put as follows:
b := pf(λ,u), ω := ef (λ,u), c := p(λ,u).
We obtain the holomorphic vector bundle lGu(Eλ) over X , given as follows:
lGu
(Eλ) := clFb(Eλω)∑
b′b c
lFb′
(Eλω) .
Lemma 10.4 We have the natural isomorphism:
lGu
(Eλ)|Dl ≃ lGu | {λ}×Dl .
Proof It follows from Lemma 10.3, Proposition 10.2 and the definitions.
We have the induced λ-connection Dλ of lGu(Eλ), which is flat and regular. Then we obtain the residues
Resi(D
λ).
Corollary 10.2 The endomorphism Resi(D
λ) has the unique eigenvalue e
(
λ, qi(u)
)
.
Let H
(
lGu(Eλ)
)
be the space of the multi-valued flat sections of lGu(Eλ). Naturally we have the following
isomorphism:
H
(
lGu(Eλ)
) ≃ lGrFb E(H(Eλ),ω) = Gu(H)|λ.
10.2 The decomposition E(λ0) and the filtration F (λ0) on E for λ0 6= 0
10.2.1 Prolongation of the decompositions and the filtrations
The decomposition H = ⊕ω∈Sp(Mλ0)H(λ0)ω and the filtration iF (λ0) (i = 1, . . . , l) on H|∆(λ0,ǫ0) induce those
on E|X (λ0,ǫ0)−D(λ0,ǫ0). Namely, we have the decomposition E =
⊕
ω∈Sp(Mλ0 ) E(λ0)ω and the filtration iF (λ0)(Eω)
over X (λ0, ǫ0)−D(λ0, ǫ0).
Let b be an element of Rl such that bi 6∈ Par(Eλ0 , i). If ǫ0 is sufficiently small, we have the locally free sheaf
bE over X (λ0, ǫ0).
Proposition 10.3
1. The vector subbundle iF (λ0)c E(λ0)ω of E is prolonged to the subbundle biF (λ0)c E(λ0)ω of bE on X (λ0, ǫ0).
2. We have bE(λ0)ω | Xλ0 = bEλ0ω . On the other hand, we have the following decomposition, for any λ ∈ ∆∗(λ0, ǫ0):
bE(λ0)ω | Xλ =
⊕
u∈S(ω)
bEλef (λ0,u).
Here we put S(ω) := {u ∈ KMS(E0, l) ∣∣ ef (λ0,u) = ω}.
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3. We have b
iF (λ0)(E(λ0)ω )|Xλ0 = biF(Eλ0ω ). On the other hand, we have the decomposition, for any λ ∈
∆∗(λ0, ǫ0):
b
iF (λ0)c E(λ0)ω |λ =
⊕
u∈S(ω,b,i)
b
iFpf (λ,qi(u))
(Eλef (λ,u)) = ⊕
u∈S(ω,b,i)
bEλef (λ,u).
Here we put S(ω, b, i) := {u ∈ KMS(E0, l) ∣∣ ef (λ0,u) = ω, pf(λ0, qi(u)) ≤ b}.
4. The tuple of the filtrations
(
b
iF (λ0) ∣∣ i = 1, . . . , l) is compatible.
Proof Once we know the claim 1, then the rests follow from the result at the specializations (Lemma 10.3,
Proposition 10.1 and Proposition 10.2). Hence we have only to check the claim 1. We may assume that b = 0.
Lemma 10.5 Let ǫi > 0 be positive numbers such that rank(E) · ǫi < 1. Assume that Par(⋄Eλ, i) are ǫi-small
for any λ ∈ ∆(λ0, ǫ0). Then the filtration iF (λ0)a Eω can be prolonged to the subbundle of ⋄E over X (λ0, ǫi).
Proof Let s be a frame ofH over ∆(λ0, ǫ0) compatible with E(λ0) and F (λ0). We put R := rank
(
iF (λ0)a
(E(λ0)ω )).
Due to the assumption of Lemma 10.5, we have
∧R(⋄E) = (⋄∧R E) over X (λ0, ǫ0).
From the frame s of H over ∆(λ0, ǫ0), we obtain the naturally induced frame s˜ = (s˜j) of
∧RH over
∆(λ0, ǫ0), which is compatible with E
(λ0) and F (λ0). There exists j0 such that s˜j0 gives a frame of the line
bundle
∧R(iF (λ0)a H(λ0)ω ).
There exists u0 ∈ KMS
(⋄E0, l) such that degF(λ0),E(λ0)(s˜j0) = kf (λ0,u0). We have the following:
u0 =
∑
u∈S(ω,a,i)
u, S(ω, a, i) := {u ∈ KMS(⋄E0, l) ∣∣ ef (λ0,u) = ω, pf(λ0, qi(u)) ≤ a}.
We put as follows: v = exp
(
log z · (λ−1 · e(λ,u0) + ν(p(λ,u0)))) · s˜j0 . Then v is a section of ⋄(∧R E) over
X (λ0, ǫ0). It is easy to see that Lemma 10.5 can be reduced to the following lemma.
Lemma 10.6 There exists η > 0 and a neighbourhood U of O in X, such that v|(λ,P ) 6= 0 for any (λ, P ) ∈
∆(λ0, η)× U .
Proof The section v|Xλ0 gives an element of the frame of ⋄Eλ0 induced by s˜, as in the subsubsection 10.1.1.
Then we obtain Lemma 10.6 and Lemma 10.5.
Let us return to the proof of Proposition 10.3. Note the following: We can pick c ∈ Zl>0 and u ∈ Rl such
that ⋄ψ−1c E ⊗ L(u) satisfies the condition of Lemma 10.5 on ∆(λ0, ǫ0). Hence ψ−1c (iF (λ0)a Eω) can be prolonged
to the µc-equivariant subbundle of
⋄ψ−1c E . Then we pick the equivariant frame, and take the descent of the
frame. (See the argument in the subsubsection 8.6.3). Then it follows that iF (λ0)E(λ0)ω can be prolonged to the
subbundle of ⋄E(λ0)ω . Thus we obtain the claim 1 of Proposition 10.3.
10.2.2 The induced bundle lGu(E)
Let u be an element of KMS(E0, l). Let λ0 be an element of C∗λ. We put (b,ω) = kf (λ0,u). Pick a sufficiently
small 0 < ǫ < 1 such that ci = p(λ0, ui) + ǫ
′ 6∈ Par(Eλ0 , i) for any i and for any 0 < ǫ′ ≤ ǫ. We put
c′ = p(λ0,u) + ǫ · δ. Pick sufficiently small ǫ0. Then we have the following vector bundle over X (λ0, ǫ0):
lG(λ0)u (E) := lGrF
(λ0)
b
(
c′E(λ0)ω
)
.
The following lemma is clear from our construction.
Lemma 10.7 It is independent of a choice of ǫ on a neighbourhood of λ0.
We may assume that any point λ ∈ ∆∗(λ0, ǫi) is generic. Pick a positive number ǫ′0 such that ∆(λ, ǫ′0) ⊂
∆∗(λ0, ǫ0). We may assume that we have the vector bundle G(λ)u (E) on X (λ, ǫ′0).
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Lemma 10.8 We have the following natural isomorphism:
G(λ0)u (E)|X (λ,ǫ′0) ≃ G(λ)u (E).
Proof We have the following decomposition:
c′E(λ0)|X (λ,ǫ′0) =
⊕
u′∈S(ω)
c′E(λ)ef (λ,u′), S(ω) :=
{
u′ ∈ KMS(E0, l) ∣∣ ef (λ0,u′) = ω}.
We have the following isomorphism:
G(λ0)u (E)|X (λ,ǫ′0) ≃ lc′GrF
(λ0)
b
(E(λ0)ω )|X (λ,ǫ′0) ≃ c′E(λ)ef (λ,u) ≃ G(λ)u (E).
Hence we are done.
Hence we obtain the vector bundle lGu(E) over C∗λ×X , and the induced regular λ-connection D on lGu(E).
Lemma 10.9 Let u be an element of KMS(E0, l).
• We have the following isomorphism:(
lGu(E)|Dl , Resi(D)
) ≃ (lGu, Ni + e(λ, ui)).
• Taking the multi-valued flat sections of lGu(E), we obtain the vector bundle lGu(H) over C∗λ.
Proof It immediately follows from our construction.
10.2.3 Pairing
From the natural pairing E ⊗ E∨ −→ OX−D, we obtain the following morphism on X (λ0, ǫ0) for λ0 ∈ C∗λ and
for any sufficiently small ǫ0 > 0:
b
(E)⊗ −b+(1−ǫ)δ(E∨) −→ OX .
Since it preserves the filtrations F (λ0) and the decompositions E(λ0), we obtain the following morphism of regular
λ-connections:
GuE ⊗ G−uE∨ −→ OX .
10.2.4 Functoriality
We have the naturally defined morphism lG−u
(E∨) −→ lGu(E)∨. We also have the morphism lGu1(E1) ⊗
lGu2(E2) −→ lGu1+u2(E1 ⊗ E2).
Lemma 10.10 The morphism lG−u
(E∨) −→ lGu(E)∨ is isomorphic. The following morphism is isomorphic:⊕
ui∈KMS(b1Ei),
u1+u2=u
lGu1(E1)⊗ lGu2(E2) −→ lGu1+u2(E1 ⊗ E2).
Proof It follows from Lemma 9.22 and Lemma 9.23.
We also have the functoriality for the pull backs. We use the setting in the subsubsection 8.9.6.
Lemma 10.11 We have the naturally defined isomorphism as follows:⊕
c·u=u1
lGu
(E) ≃ lGu1(ψ∗E).
Proof It follows from Lemma 9.24.
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10.3 The morphisms between lGu and lGuH
10.3.1 The induced morphism Φcanu
From the regular λ-connection
(
lGu(E),D
)
, we obtain the isomorphism Φcanu :
lGuH −→ lGu |C∗
λ
, which we will
explain. For any holomorphic section s of lGu(H) over an open subset U ⊂ C∗, we put as follows:
v = exp
(∑
j
log zj ·
(
λ−1 · e(λ, uj) +Nj u
)) · s.
Then it gives the holomorphic section of the vector bundle lGu
(E) over U ×X . Then the restriction v|U×{O} is
a section of lGu over U . We put Φcanu (s) := v|U×{O}, and then we obtain the isomorphism Φcanu desired.
The morphism Φcanu be also seen as follows: Let s be a section of
lGuH. We have the expression as follows:
s = exp
(
−
∑
j
log zj ·
(
λ−1 · e(λ, uj) +Nj,u
)) · v =∑
J
(log z)J · vJ .
Here J = (j1, . . . , jl) denotes multi-indices and
(
log z
)J
=
∏l
h=1
(
log zh
)jh .
Lemma 10.12 We have Φcanu (s) = v0(O).
Proof It immediately follows from our construction.
Lemma 10.13 The isomorphism Φcanu preserves the morphisms Nu i and the pairing. It is compatible with
tensor products and duals. It is also compatible with pull backs as in the subsubsection 8.9.6.
Proof It is clear from our construction.
10.3.2 The induced morphisms Φu,P,O
For any point P ∈ X , we have the isomorphisms of lGu and lGu(E)|C∗×{P}. For simplicity of notation, we
denote lGu(E)|C∗×{P} by lGu(E)|P .
Take a normalizing frame v of lGu(E), namely we take a holomorphic frame v of lGu(E) such that Dv =
v ·∑Ai dzizi holds for some constant matrices Ai. For any point P,Q ∈ X , the trivialization v gives the
isomorphism Φu,P,Q :
lGu(E)|P −→ lGu(E)|Q, by the correspondence vi |P 7−→ vi |Q. If we fix the coordinate,
the Φu,P,Q does not depend on a choice of normalizing frame. Note that we have the isomorphism:
lGu(E)|O ≃ lGu |C∗ .
Thus we obtain the isomorphism Φu,P,O of
lGu(E)|P and lGu.
Lemma 10.14 The isomorphism Φu,P,O preserves the morphisms Nu i and the pairing. It is compatible with
tensor product and dual. It is also compatible with pull backs as in the subsubsection 8.9.6.
Remark 10.1 In our previous paper [38], we used only the morphism Φu,P,O and did not use the morphism
Φcanu .
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Part III
Limiting mixed twistor theorem and some
consequence
11 The induced vector bundle
11.1 The variation of pure twistor structures
11.1.1 Conjugate
Let X be a complex manifold. We denote the conjugate of X by X†. We put X † = Cµ ×X†. Let (E, ∂E , θ, h)
be a tame harmonic bundle over X . Then we obtain the tame harmonic bundle (E, ∂E , h, θ
†) over X†, and thus
the deformed holomorphic bundle E† over X †−D† and the µ-connection D† on X †. We also have the associated
flat connections D† f .
Let σ : Cµ −→ Cλ be the morphism given by µ 7−→ −µ. It induces the anti-holomorphic map X † −→ X .
Let U be an open subset of X †. We have the isomorphism σ : U −→ σ(U). Let v be a frame of bE over
σ(U). Then we put as follows:
v† := σ∗
(
v ·H(h,v)−1
)
. (238)
Then v† is a tuple of C∞-sections of E† on U .
Lemma 11.1
1. The tuple v† is a holomorphic frame of E† on U .
2. Let A be the λ-connection one form of D with respect to the frame v. Then the µ-connection one form of
D† with respect to the frame v† is given by σ∗
(
tA
)
.
Proof It can be checked by direct calculations. (See the subsubsection 3.1.6 in our previous paper [38], for
example).
11.1.2 The comparison of the flat connections
We identify C∗µ and C
∗
λ by the relation µ = λ
−1. It induces the identification of the C∞-manifolds X † ♯ = X ♯.
We have the holomorphic family of the flat connections (E♯,Df ) on X ♯ −D♯. We also have the holomorphic
family of the flat connections (E† ♯,D† f ) on X ♯ † −D♯ †.
Lemma 11.2 Under the identification X † ♯ = X ♯ given above, we have (E† ♯,D† f ) = (E♯,Df) over X ♯.
Proof By definition of D and D†, we obtain the following:
Df = ∂E + λθ
† + λ−1 ·
(
λ∂E + θ
)
= ∂E + µθ + µ
−1
(
µ · ∂E + θ†
)
= D† f .
Thus we are done.
Let Mi denote the monodromy endomorphism of E with respect to the loop γi around the divisor Di with
the anti-clockwise direction:
γi : [0, 1] −→
(
z1, . . . , zi−1, e2π
√−1t · zi, zi+1, . . . , zn
)
. (239)
Let M †i denote the monodromy endomorphism of E† of γ−1i . The following lemma immediately follows from
Lemma 11.2.
Lemma 11.3 We have M−1i =M
†
i .
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11.1.3 The variation of pure twistor structures and the conjugate
Due to Lemma 11.2, we obtain the patched object as in the subsubsection 3.5.2. Thus we obtain the variation
of pure twistor structures. It can be simply described as follows: Let p : X × P1 −→ X denote the projection.
We put E△ := p−1(E). The differential operator D△ : C∞(X × P1, E△) −→ C∞(X × P1, E△ ⊗ ξΩ1X) is given
as follows:
D△ :=
(
∂E + θ
)⊗√−1 · f (1)0 + (∂E + θ†)⊗ f (1)∞ .
Lemma 11.4
(E△,D△) is a variation of pure twistor structures.
Proof It can be checked by a direct calculation (Lemma 3.33).
We obtain the conjugate
(
σ∗E△,D△
σ∗E△
)
(see the subsubsection 3.5.4). In this case, we have σ∗E△ = p−1(E).
Lemma 11.5 The P1-holomorphic structure d′′λ is given as follows:
d′′λσ
∗g = σ∗
( ∂g
∂λ¯
)
· (−dλ¯).
Proof By definition, we have the following:
d′′λσ
∗g = ϕ0σ∗
(
∂λg
)
= σ∗
( ∂g
∂λ¯
)
· (−dλ¯).
Thus we are done.
Lemma 11.6 Let g be a section of E. The C∞-sections Ai, Bi, Ci and Di are determined as follows:
∂Eg =
∑
Ai · dzi, θ† · g =
∑
Bi · dzi, ∂Eg =
∑
Ci · dzi, θ · g =
∑
Di · dzi.
Then we have the following formula:
D(σ∗g) =
∑
i
(
σ∗Ai · dz¯i ⊗
√−1f (1)0 − σ∗Bi · dzi ⊗
√−1f (1)0 + σ∗Ci · dzi ⊗ f (1)∞ − σ∗Di · dz¯i ⊗ f (1)∞
)
. (240)
Proof We have D(σ∗g) = ϕ0σ∗(Dg) by definition. We can check the formula (240) by using Lemma 3.37.
11.1.4 Polarization
For any sections f and σ∗(g) of E△ and σ∗E△, we have the C∞-function S(f, σ∗(g)) := h(f(λ, x), g(−λ¯, x))
Thus we obtain the pairing S : E△ ⊗ σ∗E△ −→ T(0).
Lemma 11.7 The pairing S is a morphism of P1-holomorphic bundles.
Proof We have the following equality:
∂λS(f, σ
∗g) = h
(
∂λf(λ, x), g(−λ¯, x)
)
+ h
(
f(λ, x), ∂λ
(
g(−λ¯, x))).
The first term in the right hand side can be rewritten as S
(
∂λf, σ
∗g
)
. The second term in the right hand side
can be rewritten as follows:
h
(
f(λ, x),
∂g
∂λ¯
(−λ¯, x)
)
· (−dλ¯) = S
(
f, σ∗
∂g
∂λ¯
)
(−dλ¯) = S
(
f, d′′σ∗g
)
.
Thus we are done.
Lemma 11.8 The pairing S is a morphism of variation of pure twistors.
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Proof We have the following equalities:
∂XS
(
f, σ∗g
)⊗√−1 · f (1)0 = h(∂Ef(λ, x), g(−λ¯, x))⊗√−1 · f (1)0 + h(f(λ, x), ∂Eg(−λ¯, x))⊗√−1 · f (1)0
= h
(
(∂E + θ)f(λ, x), g(−λ¯, x)
)⊗√−1 · f (1)0 + h(f(λ, x), (∂E − θ†)g(−λ¯, x))⊗√−1 · f (1)0
= S
(
(∂E + θ)f, σ
∗g
)
+
∑
i
S(f, σ∗Ai) · dz¯i ⊗
√−1f (1)0 −
∑
i
S(f, σ∗Bi) · dzi ⊗
√−1f (1)0 . (241)
Here we have used Lemma 11.6. On the other hand, we also have the following:
∂XS
(
f, σ∗g
)⊗ f (1)∞ = h(∂Ef, g(−λ¯, x))⊗ f (1)∞ + h(f, ∂Eg(−λ¯, x))⊗ f (1)∞
= h
(
(∂E + θ
†)f, g(−λ¯, x)) ⊗ f (1)∞ + h(f, (∂E − θ)g(−λ¯, x))⊗ f (1)∞
= S
(
(∂E + θ
†)f, σ∗g
)
+
∑
i
S
(
f, σ∗Ci
) · dz¯i ⊗ f (1)∞ −∑
i
S
(
f, σ∗Dj
) · dzj ⊗ f (1)∞ . (242)
Then Lemma 11.8 immediately follows.
Corollary 11.1 (Simpson) The tuple (E△,D△, h) is a variation of polarized pure twistor structures.
Lemma 11.9 We obtain the isomorphism ♣ : σ∗E△ ≃ E∨△ of the variation of pure twistors. In particular,
we obtain the isomorphisms σ∗E† ≃ E∨ and σ∗E ≃ E∨ †. We also denote them by ♣.
Proof Since the pairing S is perfect, it induces the isomorphism ♣.
11.2 The induced objects of the conjugate and the pairing
11.2.1 Compatible frame and the KMS-structure of the conjugate
We put X = ∆n, Di := {zi = 0} and D =
⋃l
i=1Di. Let us pick a point λ0 ∈ Cλ. Let us pick a sufficiently
small positive number ǫ0 such that the sheaf bE on X (λ0, ǫ0) is locally free. Let v = (vi) be a frame of bE ,
which is compatible with E(λ0) and F (λ0). For each vi, we have the element u(vi) ∈ KMS(E0, l) such that the
following holds:
k(λ0,u(vi)) = deg
E(λ0),F (λ0)(vi) ∈ KMS(Eλ0 , l).
Let uj(vi) ∈ KMS(E0, j) denote the j-th component of u(vi).
We denote the restriction v|X (λ0,ǫ0)−D(λ0,ǫ0) by v, for simplicity. Then we obtain the holomorphic frame v
†
of E† over X †(−λ0, ǫ0), which is given by (238). (Note σ(X † (−λ¯0, ǫ0)) = X (λ0, ǫ0).) We put as follows:
v′i := vi ·
∏l
j=1 |zj|p(λ,uj(vi)), v′ :=
(
v′i
)
,
v† ′i := v
†
i ·
∏l
j=1 |zj |−p(λ,uj(vi)), v† ′ =
(
v† ′i
)
.
(243)
Then v′ is a C∞-frame of E overX (λ0, ǫ0)−D(λ0, ǫ0), and v† ′ is a C∞-frame of E† overX †(−λ0, ǫ0)−D†(−λ0, ǫ0).
Lemma 11.10 The frames v′ and v† ′ are adapted up to log order.
Proof The adaptedness of v′ up to log order has already been shown in Proposition 8.7 (the subsubsection
8.8.5). Let L be the diagonal matrix such that Li i :=
∏
j |zj |p(λ,uj(vi). Then we have the relations v† ′ = v† ·L−1
and v′ = v · L. Then we obtain the following:
v† ′ = v† · L−1 = v ·H(h,v)−1 · L−1 = v′ · L−1 ·H(h,v)−1 · L−1 = v′ · (L ·H(h,v) · L)−1 = v′ ·H(h,v′)−1.
Since v′ is adapted up to log order, and since H(h,v′) and H(h,v′)−1 is bounded up to log order, v† ′ is adapted
up to log order.
Recall that we put u† := (α,−b), for any element u = (α, b) ∈ Cl ×Rl (the subsubsection 2.1.6).
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Corollary 11.2
• There exists a positive number ǫ > 0 such that v† is a frame of −b+(1−ǫ)·δE† over X †(−λ0, ǫ0).
• The frame v† is compatible with the parabolic filtration F (−λ0) and the decomposition E(−λ0).
• We have the following:
degE
(−λ0),F (−λ0)(v†i ) = k(−λ0,u(vi)†).
Proof By using Lemma 2.4, we obtain the first claim. By using Lemma 2.5, we obtain that the frame v† is
compatible with the filtration F (−λ0), and we have the following:
degF
(−λ0)
(v†i ) = −p(λ0,u(vi)) = p
(−λ0,u(vi)†).
Here we have used Lemma 2.2.
Due to the claim 2 in Lemma 11.1, we obtain that the frame v† is compatible with E(−λ0). Moreover we
have the following:
degE
(−λ0)
(vi) = e
(
λ0,u(vi)
)
= e
(−λ0,u(vi)†).
Thus we obtain the second and the third claims in Corollary 11.2.
Corollary 11.3 By the correspondence u 7−→ u†, we have the isomorphism preserving the multiplicity:
KMS(Eλ, l) −→ KMS(E†−λ¯, l).
In particular, we have the isomorphism KMS(E0, l) −→ KMS(E† 0, l).
Lemma 11.11 Via the isomorphism ♣ : σ∗E† ≃ E∨, we have ♣(v†) = v∨.
Proof It can be shown by an elementary linear algebraic argument. (See the subsubsection 3.1.6 in the previous
paper, for example.)
11.2.2 The conjugate and the dual
Let λ0 be a point of Cλ. Let b = (b1, . . . , bl) be an element of R
l such that bi 6∈ KMS(E∨ λ0 , i) for any i. We
take a sufficiently small positive number ǫ0, then we have the locally free sheaf bE∨ on X (λ0, ǫ0).
Corollary 11.4 The sheaf bE† on X †(−λ0, ǫ0) is locally free. We have the isomorphism ♣ : σ∗
(
bE†
) ≃ bE∨.
Proof It follows from Lemma 11.11.
The morphism ♣ induces the isomorphism ♣|Di(λ0,ǫ0):
♣|Di : σ∗bE†|Di(−λ¯0,ǫ0) −→ bE∨|Di(λ0,ǫ0).
Recall that we have the decomposition iE(λ0) and the filtration iF (λ0) of bE∨|Di(−λ¯0,ǫ0) given in the subsubsection
8.8.1 and the subsubsection 8.8.4. Similarly, we have the decomposition and the filtration of σ∗bE†|Di(λ0,ǫ0).
Lemma 11.12 The morphism ♣|Di preserves the filtrations and the decompositions. In particular, the mor-
phism ♣|Di induces the isomorphism KMS(bE†,−λ, i) −→ KMS(bE∨,λ, i) given by the correspondence (α, a) 7−→
(−α, a).
Proof It can be shown by using the comparison of degE,F (v†i ) and deg
E,F (v∨i ).
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Remark 11.1 When we have degE
(−λ¯0)
(v†i ) = α, we obtain deg
E(λ0)(σ∗(v†i )) = −α, due to the relation ♣(v†i ) =
v∨i . It can be directly seen, which we explain in the following. For simplicity, we assume that dim(X) = 1 and
that we have the equality D†v†i = α · v†i · dz¯/z¯. In that case, we have the following:
D△(v†i ) = α · v†i · dz¯/z¯ ⊗ f (1)∞ .
Then we obtain the following:
D△σ∗(v†i ) = ϕ0σ
∗(D△v†i ) = ϕ0σ∗(α · v†i · dz¯/z¯ ⊗ f (1)∞ ) = α · σ∗(v†i ) · dz/z ⊗ (−√−1) · f (1)0
= −α · σ∗(v†i ) · dz/z ⊗
√−1 · f (1)0 . (244)
Since we have D△(σ∗v†i ) = D(σ
∗v†i )⊗
√−1f (1)0 , we obtain D(σ∗v†i ) = −α · σ∗(vi) · dz/z.
Let us pick a point λ0 ∈ C∗λ. Then we have the filtration and the decomposition of bE∨ on X (λ0, ǫ0), given
in the subsubsection 10.2.1. Similarly, we have the filtration and the decomposition of bE† on X †(−λ0, ǫ0).
Lemma 11.13 The filtrations and the decompositions are preserved by the morphism ♣.
Proof Recall that the decompositions are induced by the monodromy endomorphisms. Since the ♣ preserves
the flat connection, the decompositions are preserved.
Recall that the restriction of the filtrations to X ∗(λ0, ǫ0) have the canonical splittings, given by the gener-
alized eigenspaces of the monodromy actions. (Here we may assume that any point λ of ∆∗(λ0, ǫ0) is generic.)
Thus the restriction of the filtrations to X ∗(λ0, ǫ0) are preserved. Then it follows that the filtrations are
preserved on whole X (λ0, ǫ0).
The isomorphism ♣ induces the isomorphism σ∗H† ≃ H∨, which we denote also by ♣. Let us pick a point
λ0 ∈ Cλ and a sufficiently small positive number ǫ0. Then we have the filtrations and the decompositions of H∨
on ∆λ(λ0, ǫ0), given in the subsubsections 9.1.1–9.1.2. Similarly, we have the filtrations and the decompositions
of H† on ∆µ(−λ0, ǫ0).
Lemma 11.14 The morphism ♣ preserves the filtrations and the decompositions.
Proof It can be shown by an argument similar to Lemma 11.13.
11.2.3 The induced objects and the pairing
Let u† be an element of KMS(E† 0, l).
• By applying the constructions in the subsubsection 8.9.1, we obtain the vector bundle lG†
u†
on D†l . We
also have the endomorphisms Resi(D
†) and the nilpotent parts N †i (i ∈ l).
• By applying the construction in the subsubsection 9.3.1, we obtain the holomorphic vector bundle lG†
u†
H†
on C∗µ. We also have the monodromy endomorphisms, and the nilpotent parts N †i .
• By applying the construction in the subsubsection 10.2.2, we obtain the holomorphic vector bundle
lG†
u†
(E†) on X † ♯. We have the holomorphic family of the flat connections D† f .
Corollary 11.5 The morphism ♣ induces the following isomorphisms:
σ∗lG†
u†
(E) ≃ lG−u(E∨), σ∗lG†u†H†(E) ≃ lG−uH(E∨), σ∗lG†u†(E†) ≃ lG−u(E∨).
In the first and the second isomorphisms, the isomorphisms reverse the signature of the nilpotent maps. In the
third isomorphism, the isomorphism preserves the family of the flat connections.
Proof It immediately follows from Lemma 11.12, Lemma 11.13 and Lemma 11.14. (See also Remark 11.1.)
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Corollary 11.6 We have the naturally defined pairings:
lGu ⊗ σ∗lG†u† −→ ODl ,
lGuH⊗ σ∗lG†u†H† −→ OC∗λ ,
lGu(E)⊗ σ∗lG†u†(E†) −→ OX ♯ .
Proof It immediately follows from Corollary 11.5.
11.3 The induced vector bundles over P1
11.3.1 The identification of the flat bundles with filtrations and the decompositions
Let Mi denote the monodromy endomorphism of E with respect to the loop γi around the divisor Di with the
anti-clockwise direction:
γi : [0, 1] −→
(
z1, . . . , zi−1, e2π
√−1t · zi, zi+1, . . . , zn
)
. (245)
Let M †i denote the monodromy endomorphism of E† of γ−1i . Recall Lemma 11.3.
Let us pick a point λ0 ∈ C∗λ and a small neighbourhood U ⊂ C∗λ of λ0. Then we have the filtration
and the decomposition of E on U × X , given in the subsubsection 10.2.1. We have the point λ−10 ∈ C∗µ
and the neighbourhood U ′ in C∗µ, which is same as U by the identification λ = µ
−1. Then we have the
filtration and the decomposition of E† on X†× σ(U) similarly. As is noted in the subsubsection 11.1.2, we have(E♯,Df) = (E† ♯,D† f) as flat bundles.
Corollary 11.7 The identification E† ♯ = E♯ on X × U preserves the filtrations and the decompositions.
Proof The decomposition is obtained from the generalized eigen decomposition of the monodromy endomor-
phisms. Thus the decompositions are preserved, due to Lemma 11.3. We put U∗ = U−{λ0}. We recall that the
restriction of the filtrations to (X −D)× U∗ have the splittings given by the generalized eigen decompositions
as in (220). We also recall the relation pf (λ, u) = pf (λ−1, u†) (Lemma 2.3). Then we obtain that the restriction
of the filtrations to (X − D) × U are preserved due to Lemma 11.3. Then it follows that the filtrations are
preserved.
By considering the spaces of the multi-valued flat sections, we obtain the vector bundle H(E, ∂E , θ†, h) on
C∗µ. We denote it by H†(E) for simplicity. Namely, H†|µ denotes the space of the multi-valued flat sections
of E†µ. We have the monodromy endomorphisms M †i of H† with respect to the loop γ−1i . We also have the
monodromy endomorphisms Mi of H with respect to the loop γi.
Lemma 11.15 Under the identification C∗µ = C
∗
λ above, we have H†(E) = H(E). We have M−1i =M †i .
Proof It follows from the coincidence of the flat connections Dµ,f = Dλ,f .
Let us pick a point λ0 ∈ Cλ and an appropriate neighbourhood U of λ0. Then we have the filtrations and
the decompositions of H on U , given in the subsubsections 9.1.1–9.1.2. Similarly, we have the filtrations and
the decompositions of H† on U .
Corollary 11.8 The identification H = H† preserves the filtrations and the decompositions.
Proof It can be shown by an argument similar to the proof of Corollary 11.7.
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11.3.2 The identification of the induced objects
We have the holomorphic bundles lGuH on C∗λ. We have the tuple of the monodromy endomorphisms M =
(M1, . . . ,Ml). Here Mi denote the monodromy along the loop γi given in (245). We also have the holomorphic
bundles lG†
u†
on C∗µ. We have the tuple of the monodromy endomorphisms M
† = (M †1 , . . . ,M
†
l ). Here M
†
i
denotes the monodromy along the loop γ−1i .
We identify C∗λ and C
∗
µ by the relation λ = µ
−1.
Lemma 11.16 We have the natural identification lGuH = lG†u†H. We also have M−1 =M †.
Proof Due to Lemma 11.15, we have the natural identificationH = H† overC∗λ, on which we haveM−1 =M †.
Due to Corollary 11.8 and Lemma 2.3, we obtain the result.
We have the holomorphic vector bundle lGu(E) on X ♯. We denote the restriction of lGu(E) to X ♯ − D♯ by
the same notation. Then we have the holomorphic family of the regular connections Df .
Similarly, we also have the C∞-bundle lG†
u†
(E†) with the holomorphic family of the flat connections D† f on
X † ♯ −D† ♯. By the relation λ = µ−1, we have X ♯ −D♯ = X † ♯ −D† ♯ = (X −D)×C∗λ.
Lemma 11.17 We have the natural identification lG†
u†
(E†) = lGu(E) and Df = D† f on X ♯ −D♯.
Proof Recall Lemma 11.2 and Corollary 11.7. Then Lemma 11.17 can be shown by an argument similar to
the proof of Lemma 11.16.
11.3.3 The vector bundle Su(E,P )
Let u ∈ KMS(E0, l). Then we obtain the holomorphic vector bundle lGu on Dl. For simplicity, we denote
the restriction of lGu to Cλ × {O} by the same notation. Namely, we have the holomorphic bundle lGu on
Cλ ≃ Cλ × {O}. Similarly, we have the holomorphic bundle lG†u† on Cµ.
Let P be a point of X −D. Then we have the isomorphism ΦP,O : lG(E)|{P}×C∗
λ
≃ lGu|C∗
λ
over C∗λ, given
in the subsubsection 10.3.2. Similarly, we have the isomorphism Φ†P,O :
lGu†(E†)|{P}×C∗µ ≃ lGu†|C∗µ over C∗µ.
From the morphisms ΦP,O and Φ
†
P,O, we obtain the isomorphism:
Φ†−1P,O ◦ ΦP,O : lGu |C∗λ −→ lG
†
u† |C∗µ .
Then we obtain the vector bundle, which we denote by Su(E,P ) or simply by S(P ).
11.3.4 The vector bundle Scanu (E)
Similarly we have the following isomorphisms, given in the subsubsection 10.3.1:
Φcan : lGuH −→ lGu |C∗
λ
, Φ† can : lG†
u†
(H†) −→ lG†
u† |C∗µ .
Since we have the canonical identification lGuH = lG†u†H†, we obtain the isomorphism Φ† can ◦ (Φcan)−1 :
lGu |C∗
λ
−→ lG†
u† |C∗µ . Thus we obtain the vector bundle, which we denote by S
can
u (E).
11.3.5 Pairing
Lemma 11.18 We have the natural isomorphisms σ∗Scanu (E) ≃ Scanu (E)∨ and σ∗Su(E,P ) ≃ Su(E,P )∨.
Proof It follows from Corollary 11.5 and our construction.
Corollary 11.9 Let u be an element of KMS(E0, l). We have the naturally induced pairings:
Scanu (E) ⊗ σ∗Scanu (E) −→ T(0),
Su(E,P )⊗ σ∗Su(E,P ) −→ T(0).
They are perfect.
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11.3.6 Nilpotent maps
We have the nilpotent part of the residues Nu i |C∗
λ
on lGu |C∗
λ
. We also have N †
u† i |C∗
λ
on lG†
u† |C∗µ .
Lemma 11.19 Due to the isomorphisms Φ† can −1 ◦ Φcan or Φ†−1 ◦ ΦP,O, we have the following:
λ−1 · Nu i |C∗
λ
= −µ−1 · N †
u† i |C∗µ .
Proof We have the relation:
exp
(
2π
√−1λ−1 · Nu i |C∗
λ
)
= exp
(
−2π√−1µ−1 · N †
u† i |C∗µ
)
.
Thus we are done.
Thus we obtain the following morphisms:
N△i : Su(E,P ) −→ Su(E,P )⊗ T(−1), N△i : Scanu (E) −→ Scanu (E)⊗ T(−1).
Here we put N△i |Cλ := Nu i⊗t
(−1)
0 and N△i |Cµ := N
†
u† i
⊗t(−1)∞ . Note that we have the relation t(−1)0 = −λ2 ·t(−1)∞ .
Thus N△ is well defined.
Lemma 11.20 The isomorphisms σ∗Scan(E) ≃ Scan−u (E∨) and σ∗Su(E,P ) ≃ S−u(E∨, P ) preserves the nilpo-
tent morphisms.
Proof It follows from Corollary 11.5 and the relation ϕ0(σ
∗(t(−1)∞ )) = −t(−1)0 .
Corollary 11.10 We have the relation S
(N△i ⊗ id)+ S(id⊗σ∗N△i ) = 0.
11.3.7 Functoriality
The functoriality of the induced vector bundle can be easily obtained from the functorialities of lGu(E),
lGu(H(E)), lGu(E), and the morphisms Φcan and ΦP,O. The lemmas in this subsubsection follows from the
results in the subsubsections 8.9.4–8.9.6, 9.3.3–9.3.5, 10.2.4 and 10.3.1–10.3.2.
We have the naturally defined morphisms:
Scan−u (E
∨) −→ Scanu (E)∨, S−u(E∨, P ) −→ Su(E,P )∨. (246)
We have the naturally defined nilpotent maps N∨i on Scanu (E)∨ and Su(E,P )∨.
Lemma 11.21 The morphisms (246) are isomorphic. They are compatible with the pairing. The signature of
the nilpotent map is reversed.
Let bi (i = 1, 2) be elements of R
l. We have the naturally defined morphism:⊕
ui∈KMS(biE0,l),
u1+u2=u
Scanu1 (E1)⊗ Scanu2 (E2) −→ Scanu1+u2(E1 ⊗ E2),
⊕
ui∈KMS(biE0,l),
u1+u2=u
Su1(E1, P )⊗ Su2(E2, P ) −→ Su1+u2(E1 ⊗ E2, P ).
(247)
Lemma 11.22 The morphisms (247) are isomorphic. They are compatible with the pairings and the nilpotent
maps.
We also have the functoriality for the pull backs. We use the setting in the subsubsection 8.9.6.
Lemma 11.23 We have the naturally defined isomorphism:⊕
c·u=u1
Scanu (E) ≃ Scanu1 (ψ∗E),
⊕
c·u=u1
Su(E,ψ(P )) ≃ Su1(ψ∗E,P ).
They are compatible with the nilpotent maps and the pairings.
211
11.4 GrWh S
can
u (E) and Gr
W
h Su(E, P )
11.4.1 The construction
Let us consider the case X = ∆ and D = {O}. In this case, we have one nilpotent map N△ on Scanu (E) and
Su(E,P ). Due to Simpson, we know that the conjugacy classes of N△|λ are independent of a choice of λ ∈ P1
(Corollary 7.16). Thus the weight filtrations are the filtration in the category of vector bundles. Thus we obtain
the associated graded bundle GrWh S
can
u (E) and Gr
W
h Su(E,P ).
We have another construction of GrWh S
can
u (E) and Gr
W
h Su(E,P ).
• We have the vector bundles GrWh Gu(E) on Cλ and GrWh G†u†(E) on Cµ.
• We have the vector bundles GrWh Gu(H) on Cλ and GrWh G†u†(H†) on Cµ.
• We have the vector bundles GrWh Gu(E) on X ♯ and GrWh G†u†(E†) on X ♯ †. We have the canonical isomor-
phisms:
GrWh Gu(E)|C∗λ×{O} ≃ GrWh Gu(E)|C∗λ , GrWh G
†
u†
(E†)|C∗µ×{O} ≃ GrWh G†u†(E)|C∗µ .
We have the family of the induced flat connections Df and D† f on GrWh Gu(E) and GrWh G†u†(E†) respectively.
Lemma 11.24 The monodromy endomorphisms of GrWh Gu(E) and GrWh G†u†(E†) with respect to the flat con-
nections are of the form: F (λ)× identity.
As in the cases of Scanu (E), we obtain the isomorphisms:
Φcan : GrWh Gu(H) −→ GrWh Gu(E)|C∗λ , Φcan † : GrWh G
†
u†
(H†) −→ GrWh G†u†(E)|C∗µ .
Thus we obtain the gluing of GrWh Gu(E) and GrWh G†u†(E) via Φcan † ◦ Φcan −1. Thus we obtain the vector
bundle, which is naturally isomorphic to GrW Scanu (E).
Similarly we obtain the gluing GrWh Gu(E) and GrWh G†u†(E) via Φ†O,P ◦Φ−1O,P . The resulted vector bundle is
naturally isomorphic to GrWh Su(E,P ).
11.4.2 The gluing matrices
For simplicity we put as follows:
GrW G(E) :=
⊕
k∈Z
⊕
u∈KMS(⋄E0)
GrWk Gu(E), GrW G†(E) :=
⊕
k∈Z
⊕
u∈KMS(⋄E0)
GrWk G†u†(E).
Let w be a frame of GrW G(E) compatible with the grading. We denote the degree of wi by u(wi) ∈
KMS(⋄E0). Let w† be a frame of GrW G†(E). We denote the degree of w†i by u(w†i ) ∈ KMS(⋄E0).
Remark 11.2 Note u(w†i ) denotes an element of KMS(⋄E0) not KMS(E† 0).
Let w be a frame of GrW G(E). We have the dual frame w† of (GrW G(E))∨. Via the isomorphism
σ∗GrW G†(E) ≃ (GrW G(E))∨, we obtain w†.
Lemma 11.25 We have u(wi) = u(w
†
i ).
By gluing (Φcan †) ◦ Φcan −1, we obtain the relation w = w† · Acan for some holomorphic function Acan :
C∗λ −→ GL(r). By gluing Φ†P,O ◦ Φ−1P,O, we obtain the relation w = w† ·AP,O. We would like to give a method
to calculate Acan and AP,O.
We can take the normalizing frame v of GrW G(E) which is a lift of w. We can also take the normalizing
frame v† of GrW G†(E†), which is a lift of w†. Since we have the identification GrW G(E) = GrW G†(E†) over
X ♯ −D♯ as C∞-bundles, we have the relation:
v†i =
∑
j
vj · Jj i, v = v† · J.
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Lemma 11.26 We have Jj i = 0 unless u(w
†
i ) = u(wj).
Proof It follows from the compatibility of the w and w† with the grading.
Lemma 11.27 In the case u(w†i ) = u(wj) = u, there exist holomorphic functions Kj i on C
∗
λ such that the
following holds:
Jj i = exp
(
−e(λ, u) · log |z|2
)
·Kj i.
Proof It follows from a direct calculation.
Corollary 11.11 There exists the GL(r)-valued holomorphic function K on C∗λ such that J(λ, z) = C(λ, z) ·
K(λ). Here C(λ, z) is given as follows:
C(λ, z) =
⊕
u∈KMS(E0),
k∈Z
exp
(
−e(λ, u) · log |z|2
)
· idGrW
k
Gu . (248)
Here C(λ, z) is regarded as the endomorphism of
⊕
GrWk Gu via the frame w.
Proof It immediately follows from 11.27.
Lemma 11.28
• Via the gluing Φcan † ◦ Φcan −1, we have the relation w† = w ·K.
• Via the gluing Φ†O,P ◦Φ−1O,P , we have the relation w† = w ·C(λ, P ) ·K(λ). Here C(λ, P ) denote the matrix
given as follows:
C(λ, P ) =
⊕
u∈KMS(E0),
k∈Z
exp
(
−e(λ, u) · log |z(P )|2
)
· idGrW
k
Gu(E) . (249)
Here C(λ, P ) is regarded as the endomorphism of
⊕
GrWk Gu via the frame w.
Proof It follows from the definitions and Lemma 11.27.
Corollary 11.12 The vector bundles GrWh S
can
u (E) and Gr
W
h Su(E,P ) are isomorphic for any u ∈ KMS(E0)
and h ∈ Z.
11.4.3 Local lifting and the gluing matrices
Let w be a frame of GrW G(E) over Cλ, and let v be a normalizing frame of the bundle GrW G(E) on X ♯ as in
the previous subsubsection 11.4.2. Let us pick a point λ0 ∈ C∗λ, and let U(λ0) be an appropriate neighbourhood
of λ0 in Cλ∗ .
Let take a non-negative number ǫ = ǫ(λ0) satisfying the following:
• In the case 0 6∈ KMS(Eλ0), we put ǫ = 0.
• In the case 0 ∈ KMS(Eλ0), ǫ is taken any positive number such that {r | 0 < r ≤ ǫ} ∩ KMS(Eλ0 ) = ∅.
For each wi, the integer ν(wi) = ν(wi, λ0) is determined by the condition −1+ǫ(λ0) < p(λ0, u(wi))+ν(wi) ≤
ǫ(λ0).
Let v˜ be a frame of ǫE on X × U(λ0) satisfying the following:
• The frame v˜ is compatible with the filtrations F (λ0), the decompositions E(λ0) and the weight filtration
W .
• We put v¯i := v˜i · zν(wi). Then the tuple v¯ = (v¯i) gives a frame of E on (X −D)× U which is compatible
with F (λ0), E(λ0) and W . Then v¯ induces the frame of GrW G(E).
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• The induced frame of v¯ is same as v.
Such v˜ is called a local lift of w around λ0.
Remark 11.3 In the case λ0 = 0, a local lift v˜ of w is a frame of ǫ(0)E on U(0)×X satisfying the following:
• v˜ is compatible with the decomposition E(0), the parabolic filtration F (0), and the weight filtration W .
• Then v˜ induces the frame of GrW G(E) on a neighbourhood of U(0). The induced frame is same as w.
Let w be a frame of GrW G† on Cµ, and let v† be a normalizing frame of the bundle GrW G†(E†) over
X† ×C∗µ as in the subsubsection 11.4.2. Let U(λ0) be as above. Note that λ0 gives the point µ0 = λ−10 ∈ C∗µ.
Let U ′ denote the neighbourhood of λ−10 corresponding to U(λ0) via the isomorphism C
∗
λ ≃ C∗µ.
We have the non-negative number ǫ′ = ǫ
(−λ−10 ). For each w†i , the integer ν(w†i ) is determined by the
condition −ǫ′ < p(λ−10 , u(w†i )†) + ν(w†i ) ≤ 1− ǫ′. We can take a frame v˜† of 1−ǫ′E† satisfying the following:
• The frame v˜† is compatible with F (µ0), E(µ0) and W .
• We put v¯†i = z¯ν(w
†
i ) · v˜†i . Then the frame v¯† is compatible with F (λ0), E(λ0) and W . Then v¯† induces the
frame of GrW G†(E).
• The induced frame of v¯† is same as v†.
Such v˜† is called a local lift of v† around µ0.
Remark 11.4 As in Remark 11.3, a local lift at µ0 = 0 is also defined, similarly.
On (X−D)×U = (X†−D†)×U ′, we have E = E† as U -holomorphic bundles. Hence we obtain the relation:
v˜†i =
∑
J˜j i · v˜j .
Here J˜j i are U -holomorphic.
Lemma 11.29 In the case J˜j i 6= 0, we have the following:
ef
(
λ−10 , u(w
†
i )
†) = ef(λ0, u(wj))−1, pf(λ−10 , u(w†i )†) ≥ pf(λ0, u(wj)), degW (w†i ) ≥ degW (wj).
Here w and w† as in the subsubsection 11.4.2.
Proof It follows from the compatibility of the v˜, v˜† and the filtrations and the decompositions.
Lemma 11.30 In the case u(w†i ) = u(w
†
j) and deg
W (w†i ) = deg
W (wj), we have the relation:
J˜j i = Jj i · zν(wi) · z¯−ν(w
†
i ).
Proof It follows from the condition that v˜ and v˜† are lifts of v and v† respectively.
12 Limiting mixed twistor theorem
12.1 Limiting mixed twistor theorem in the case of curves
12.1.1 Preliminary
We put X = ∆ and D = {O}. Let (E, ∂E , θ, h) be a tame harmonic bundle over X −D. We can take a model
bundle (E0, ∂E0 , h0, θ0). We denote the deformed holomorphic bundle of E0 by E0.
Let e and e0 be holomorphic frames of
⋄E and ⋄E0 respectively, which are compatible with F , E and W .
We take the isomorphism Φ : ⋄E0 −→ ⋄E via the condition Φ(e0) = e. It satisfies the following:
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• The morphism Φ is compatible with E, F and W at the origin O.
• We have the induced isomorphism GrF Φ : GrF (⋄E0) −→ GrF (⋄E) and the endomorphisms GrF
(
Res(θ)
)
GrF
(
Res(θ0))
)
. Under the isomorphism GrF , we have GrF
(
Res(θ)
)
= GrF
(
Res(θ0)
)
.
Recall that the morphism Φ and Φ−1 give the isomorphism of E and E0 which are bounded with respect to the
metrics h and h0, due to Simpson. (See the subsubsection 4.3.3 in the previous paper, for example.)
We use the setting of the subsubsection 11.4.3. Let w be a frame of GrW G(E) over Cλ and v be the
normalizing frame of GrW G(E) over X as in the subsubsection 11.4.3. Let λ0 be a point of Cλ. Let ǫ = ǫ(λ0)
be the non-negative number and U(λ0) be an appropriate neighbourhood of λ0 as in the subsubsection 11.4.3.
Let v(λ0) be a local lift of w on X × U(λ0). (Note that we use the notation v instead of v˜, for simplicity). In
the case λ0 = 0, we may assume v
(0)
|X×{0} = e.
On the other hand, let w0 be a frame of Gr
W G(E0) over Cλ. We may assume that we can take the canonical
frame v
(λ0)
0 of ǫ(λ0)E0 on X ×U(λ0), which induce w0 (See the subsubsection 6.2.7 for a canonical frame). It is
compatible with E(λ0), F (λ0) and W of E0, in the case λ0 6= 0. In the case λ0 = 0, it is compatible with E(0),
F (0) and W .
We put as follows:
v(λ0) ′ =
(
v
(λ0) ′
i
)
, v
(λ0)′
i := v
(λ0)
i · |z|b(vi) ·
(− log |z|)− 12k(vi),
v
(λ0) ′
0 =
(
v
(λ0) ′
0 i
)
, v
(λ0)′
0 i := v
(λ0)
0 i · |z|b(v0 i) ·
(− log |z|)− 12k(v0 i). (250)
Here we put b(vi)(λ) := deg
F (vi |λ) and k(vi) := deg
W (vi), and similar to b(v0 i) and k(v0 i).
We put r := rank(E). We have the GL(r)-valued C∞-functions B(λ0) and B(λ0)0 determined by the following
conditions:
v′ = e′ · B(λ0), v′0 = e′0 · B(λ0)0 . (251)
The functions I
(λ0)′
i j are determined as follows:
Φ(v
(λ0)′
0 i ) =
∑
I
(λ0)′
j i · v(λ0) ′j .
Then we obtain the M(r)-valued function I(λ0) ′ :=
(
I
(λ0) ′
j i
)
: U(λ0)× (X −D) −→M(r). The following lemma
is easy to see.
Lemma 12.1 In the case degE
(λ0),F (λ0)(v
(λ0)
0 i ) = deg
E(λ0),F (λ0)(v
(λ0)
j ) and k(v
(λ0)
0 i ) = k(v
(λ0)
j ), the function
I
(λ0) ′
i j is holomorphic with respect to the variable λ.
Proof If we denote Φ(v
(λ0)
0 i ) =
∑
I
(λ0)
j i · v(λ0)j , then I(λ0)j i are holomorphic with respect to λ. Then the lemma
immediately follows.
Lemma 12.2
• I(λ0) ′ and I(λ0) ′ −1 are bounded.
• We have the estimate |I(λ0) ′j i | ≤ C · (− log |z|)−1 unless degE
(λ0),F (λ0)(v
(λ0)
0 i ) = deg
E(λ0),F (λ0)(v
(λ0)
j ).
• In the case degW (v(λ0)0 i ) 6= degW (v(λ0)j ), we have the following finiteness:∫
U(λ0)
||I(λ0) ′j i ||W <∞.
Proof It can be shown by an argument similar to the proof of Proposition 7.5.
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12.1.2 The construction of the isomorphism Ψ
Let GrW G(E) and GrW G(E0) be as in the subsubsection 11.4.2. In this subsubsection, we would like to
construct the holomorphic isomorphism Ψ : GrW G(E) −→ GrW G(E0).
For any point λ0 ∈ Cλ, we take neighbourhood U(λ0) as in the subsubsection 11.4.3. Then we obtain the
covering
{
U(λ0)
∣∣λ0 ∈ Cλ} of the complex plane Cλ. Then we can take a discrete subset S of Cλ such that{
U(λ0)
∣∣λ0 ∈ S} is a covering of Cλ. We may assume that 0 ∈ S.
On each X × U(λ0) (λ0 ∈ S), we have the frames v(λ0) and v(λ0)0 of ǫE and ǫE0 respectively, as in the
subsubsection 12.1.1. We recall that we assume that v
(0)
|X 0 = e, v
(0)
0|X 0 = e0 and Φ(e0) = e. In the following, we
identify E and E0 via the isomorphism Φ as C
∞-vector bundles on X −D.
Lemma 12.3 We can take a sequence of subsets
{
UN ⊂ X −D
∣∣N = 1, 2, . . .} satisfying the following condi-
tions:
1. The volume of UN with respect to the measure
|dz| · |dz¯|
|z|2 · (− log |z|) · log(− log |z|) is infinite.
2. UN ⊃ UN+1.
3. Let P be any point of UN and λ0 be any point of
{
λ ∈ S ∣∣ |λ| < N}. Then the inequality ∣∣I(λ0) ′j i (P )∣∣ ≤ N−1
holds for any i and j such that degF
(λ0),E(λ0),W
(
v
(λ0)
0 i
) 6= degF (λ0),E(λ0),W (v(λ0)j ).
4. Let e be a frame of ⋄E as above. For any point P ∈ UN , the inequality |h(e′i, e′j)(P )| ≤ N−1 holds, in the
case degE,F,W (ei) 6= degE,F,W (ej).
5. For any point P ∈ UN , the following inequalities hold:
|z| · (− log |z|) · ∣∣(θ0 − θ)∣∣h(P ) ≤ N−1, |z| · (− log |z|) · ∣∣(θ†0 − θ†)∣∣h(P ) ≤ N−1.
Proof It follows from Lemma 12.2, the asymptotic orthogonality (the subsubsections 7.6.1, 7.6.3 and 7.6.4),
Lemma 7.38, and our choice GrF
(
Res(θ − θ0)
)
= 0.
Let us pick points PN ∈ UN such that limN→∞ PN = O.
Lemma 12.4 Note that we have the following for any λ0 ∈ S:
1. For any point λ ∈ U(λ0), we have limN→∞ I(λ0) ′j i (λ, PN ) = 0 in the case degE,F,W (v(λ0)0 i ) 6= degE,F,W (v(λ0)j ).
It follows from the claim 3 in Lemma 12.3.
2. The M(r)-valued functions I
(λ0) ′
|U(λ0)×{PN} and I
(λ0) ′ −1
|U(λ0)×{PN} are bounded. In the case deg
E(λ0),F (λ0)W (v0 i) =
degE
(λ0),F (λ0)W (vj), the function I
(λ0) ′
∞ i j |U(λ0)×{PN} is holomorphic with respect to the variable λ.
3. The sequences of hermitian matrices
{
H(h, e′)|PN
}
and
{
H(h, e′)−1|PN
}
are bounded.
Lemma 12.5 By taking a subsequence {Ni} of {N}, we may assume that
{
I
(λ0) ′
|U(λ0)×{PNi}
}
,
{
I
(λ0) ′ −1
|U(λ0)×{PNi}
}
,{
H(h, e′)|PNi
}
and
{
H(h, e′)−1|PNi
}
are convergent for any λ0 ∈ S.
Proof Since
{
H(h, e′)|PN
}
and
{
H(h, e′)−1|PN
}
are bounded sequences of hermitian matrices, we can take a
convergent subsequence, when we fix λ0. Due to the claims 1 and 2 in Lemma 12.4, we can take a convergent
subsequences of
{
I
(λ0) ′ −1
|U(λ0)×{PN}
}
when we fix λ0. Then we obtain the lemma by using the standard diagonal
argument.
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We denote the limit by I
(λ0)′∞ and H
(λ0)∞ . Then I
(λ0)′∞ is holomorphic M(r)-valued function on U(λ0) (note
the claim 2 in Lemma 12.4). Due to our construction and the claim 1 in Lemma 12.4, the M(r)-valued function
I
(λ0) ′∞ can be regarded as the direct sum:⊕
(u,k)∈K(E,λ0)×Z
I
(λ0)
u,k , I
(λ0)
u,k :=
(
I
(λ0) ′
∞ i,j
∣∣∣ degF (λ0),E(λ0),W (v(λ0)0 i ) = degF (λ0),E(λ0),W (v(λ0)j ) = (k(λ0, u), k)).
Then the frames w, w0 and the function I
(λ0) ′∞ induce the isomorphism defined on U(λ0):
Ψ(λ0) : GrW G(E0)|U(λ0) −→ GrW G(E)|U(λ0).
Note that we use the following easy lemma implicitly.
Lemma 12.6 In the case degF
(λ0),E(λ0)(v0 i) = deg
F (λ0),E(λ0)(vj), we have ν(w0 i, λ0) = ν(wj , λ0). (See the
subsubsection 11.4.3 for ν(wj , λ0)).
It is easy to check the following lemma.
Lemma 12.7
• Fix a subsequence {Pl}. Then the morphism Ψ(λ0) is independent of choices of v(λ0), v(λ0)0 , w and w0.
• In the case A := U(λ0) ∩ U(λ1) 6= ∅, we have Ψ(λ0)|A = Ψ(λ1)|A .
• In particular, we obtain the global isomorphism on Cλ:
Ψ : GrW G(E0) −→ GrW G(E).
Once we fix a subsequence {Pl}, then the morphism Ψ is independent of choices of w, w0, v(λ0), v(λ0)0
and S.
In the following, we may assume that Ψ(w0) = w. We can also take S as Cλ not a discrete subset.
On the other hand H
(λ0)∞ is a positive definite hermitian matrix, and it can be regarded as a direct sum
of the hermitian matrices H
(λ0)
u (u ∈ KMS(ǫE0)), due to the claim 3 in Lemma 12.4. We have the induced
hermitian metric hu,k on the vector space Gr
W
k Gu(E)|0 induced by Hu,k.
12.1.3 Modification of the model bundle
We put θ = f0 · dz/z and θ† = f †0 · dz¯/z¯. We pick ρ as in (111) in the page 114. Then the sequence of
the endomorphisms
{
(− log |z|) · (f0(PN ) − ρ(PN ))} and {(− log |z|) · (f †0 (PN ) − ρ†(PN ))} converges to the
morphisms, due to the condition 5 in Lemma 12.3 and Proposition 7.1:
f∞ : GrWk Gu(E)|0 −→ GrWk−2 Gu(E)|0,
f †∞ : Gr
W
k Gu(E)|0 −→ GrWk+2 Gu(E)|0.
By our construction f∞ and f †∞ are mutually adjoint with respect to the metric h∞ =
⊕
hu,k.
On the other hand, we have the metric h0u k on Gr
W
k (Gu(E0)). We also have the morphisms f0∞ and f †0∞,
which coincides f∞ and f †∞ under the isomorphism Ψ, due to the conditions 4 and 5 in Lemma 12.3.
In the following, we identify GrWk (Gu(E0)) and GrWk (Gu(E)) via the isomorphism Ψ. We also identify
(f∞, f †∞) and (f0∞, f
†
0∞).
We have the primitive decomposition GrW =
⊕
PhGr
W
k with respect to the morphisms f∞ = f0∞.
From the construction of the model bundle, the primitive decomposition is orthogonal with respect to the
hermitian metric h0∞. In particular, the morphism f †∞ = f
†
0∞ preserves the primitive decomposition.
Lemma 12.8 The primitive decomposition is orthogonal with respect to the hermitian metric h∞.
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Proof Since we have f †∞ = f
†
0∞, the morphism f
†
∞ preserves the primitive decomposition. It implies the
orthogonality of the primitive decomposition with respect to the metric h∞.
It is easy to see that the model bundle (E0, ∂E0 , h0, θ0) is isomorphic to the following:⊕
k,u
(Pk Gr
W
k , H0,u,k)⊗Mod(k)⊗ L(u).
We have the other model bundle (E1, ∂E1 , h1, θ1) given as follows:⊕
k,u
(Pk Gr
W
k , Hu,k)⊗Mod(k)⊗ L(u).
Note that we have the natural isomorphism of the deformed holomorphic bundles E0 and E1 compatible with
λ-connections, which is mutually bounded, and thus we have Gu(E1) ≃ Gu(E0), and then H1u h = Hu h. Thus
we may assume H0u h = Huh from the beginning.
12.1.4 The morphism Ψ†
Since we have the isomorphism σ∗GrW G ≃ (GrW G)∨, the isomorphismΨ induces the isomorphismGrW G†(E0) −→
GrW G†(E). It can be regarded as follows (Lemma 12.9):
Let w† be the frame of GrW G†(E), which is induced by the dual frame w∨ of (GrW G(E))∨ via the
isomorphism σ∗GrW G ≃ (GrW G)∨. Similarly we have the frame w†0 of GrW G†(E0).
On the other hand, we have the frame v(λ0) † of 1−ǫ(λ0)E† over σ(U(λ0))×X given as in (238):
v(λ0) † = σ∗
(
v(λ0) ·H(h,v(λ0))−1
)
. (252)
It is easy to see that v(λ0) † is a local lift of w† around −λ0. Similarly we obtain the local lift v(λ0) †0 of w†0
around −λ0.
From (252), we obtain the following:
v(λ0) † ′ = σ∗
(
v(λ0) ′ ·H(h,v(λ0) ′)−1
)
= σ∗
(
e′ · B(λ0) ·H(h,v(λ0) ′)−1
)
= e′ · σ∗
(
H(h, e′)
−1 · tB(λ0)−1
)
. (253)
Similarly we have the following:
v
(λ0) † ′
0 = e
′
0 · σ∗
(
H(h, e′0)
−1 · tB(λ0)−10
)
. (254)
We determine the GL(r)-valued function C(λ0) on σ(U(λ0))× (X −D) by the following condition:
Φ
(
v
(λ0) † ′
0
)
= v(λ0) † ′ · C(λ0).
Lemma 12.9 Let {Pl} be a sequence as in Lemma 12.7. The sequence
{
C(λ0)(λ, Pl)
}
converges to the identity
matrix.
Proof Recall that we have the following, due to Ψ(w0) = w:
lim
N→∞
(
B(λ0)−1 ·B(λ0)0
)
(λ, PN ) = lim
N→∞
I(λ0) ′(λ, PN ) = the identity matrix
We also have the following, due to the modification in the subsubsection 12.1.3:
lim
N→∞
H(h, e′0)
−1
|PN ·H(h, e′)|PN = the identity matrix.
We also have the boundedness of the sequences
{
H(h, e′)|PN
}
,
{
H(h0, e
′
0)|PN
}
,
{
B(λ0)−1(λ, PN )
}
and
{
B
(λ0)
0 (λ, PN )
}
.
Then the lemma immediately follows from (253) and (254).
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12.1.5 The isomorphism of induced vector bundles
In the subsubsection 12.1.2, we constructed the isomorphism Ψ : GrW G(E0) −→ GrW G(E). In the subsubsec-
tion 12.1.4, we obtained the isomorphism Ψ† : GrW G†(E0) −→ GrW G†(E). They induce the isomorphisms for
any k ∈ Z and u ∈ KMS(E0):
Ψ : GrWk Gu(E0) −→ GrWk Gu(E), Ψ† : GrWk G†u†(E0) −→ GrWk G†u†(E).
Proposition 12.1 Let k be an integer and u be an element of KMS(E0). The isomorphisms Ψ and Ψ† induce
the isomorphisms Ψ△ : GrWk Scanu (E0) −→ GrW Scanu (E) and Ψ△ : GrWk Su(E0, P ) −→ GrWk Su(E,P ).
Proof We have only to show that the morphisms are compatible with the gluings. For simplicity, we put as
follows:
GrW Scan(E) :=
⊕
k∈Z
⊕
u∈KMS(⋄E0)
GrWk S
can
u (E).
Similarly, we have GrW Scan(E0). We have only to show that Ψ and Ψ
† induce the isomorphism of GrW Scan(E0) −→
GrW Scan(E).
Let w and w0 be frames of Gr
W G(E) and GrW G(E0) respectively such that Ψ(w0) = w. We have the
induced frames w† and w†0 of Gr
W G†(E) and GrW G†(E0) respectively. We have Ψ†(w†0) = w†. We use u(wi) =
u(w0 i) = u(w
†
i ) = u(w
†
0 i) without mention. We also use deg
W (wi) = deg
W (w0 i) and deg
W (w†i ) = deg
W (w†0 i).
Remark 12.1 We also have degW (wi) = − degW (w†i ).
We have the normalizing frames v (resp. v0) of Gr
W G(E) (resp. GrW G(E0)) over X ♯, which is a lift of w
(resp. w0). We also have the normalizing frame v
† (resp. v†0) of Gr
W G†(E†) (resp. GrW G†(E†0)), which is a
lift of w† (resp. w†0).
Remark 12.2 Note that we use v as a normalizing frame of GrW G(E), not a local lift.
We have the relations v = v† · J and v0 = v†0 · J0. It is clear that Proposition 12.1 can be reduced to the
following lemma, due to Lemma 11.28.
Lemma 12.10 We have J = J0.
Proof Let λ0 be any point of Cλ. We can take local lifts v˜
(λ0) and v˜
(λ0)
0 of w and w0 on U(λ0), which induce
the normalizing frames v and v0. We take C
∞-frames v˜(λ0) ′ and v˜(λ0) ′0 as in (243). We have the functions B
(λ0)
and B
(λ0)
0 from (X−D)×U(λ0) to GL(r) determined by the conditions v˜(λ0) ′ = e′ ·B(λ0) and v˜(λ0) ′0 = e′0 ·B(λ0)0 ,
as in (251).
On the other hand, we put v˜† (λ
−1
0 ) :=
(
v˜(−λ
−1
0 )
)†
as in (252). Similarly we obtain v˜
† (λ−10 )
0 .
Lemma 12.11 The frames v˜† (λ
−1
0 ) and v˜
† (λ−10 )
0 are local lifts of w
† and w†0 respectively. They induce the
normalizing frames v† (λ
−1
0 ) and v
† (λ−10 )
0 respectively.
Proof It is easy to check the claim from the definitions.
We obtain v˜† (λ
−1
0 ) ′ and v˜† (λ
−1
0 ) ′
0 as in (243). Then we have the following relations:
v˜† (λ
−1
0 ) ′ = v˜(λ0) ′ · J˜ (λ0), v˜† (λ
−1
0 ) ′
0 = v˜
(λ0) ′
0 · J˜ (λ0)0 .
On the other hand, we have the following equalities:
v˜† (λ
−1
0 ) ′ = σ∗
(
v˜(−λ
−1
0 ) ′ ·H(h, v˜(−λ−10 ) ′)−1) = e′ ·H(h, e′)−1 · σ∗(tB(−λ−10 ))−1
= v˜(λ0) ′ · B(λ0)−1 ·H(h, e′)−1 · σ∗(tB(−λ−10 ))−1. (255)
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Hence we obtain the relation:
J˜ (λ0) = B(λ0)−1 ·H(h, e′)−1 · σ∗(tB(−λ−10 ))−1.
Similarly we have the relation:
J˜
(λ0)
0 = B
(λ0)−1
0 ·H(h0, e′0)
−1 · σ∗(tB(−λ−10 )0 )−1.
Lemma 12.12 Let {Pn} be as in the subsubsection 12.1.2. We have the following:
lim
N→∞
((
B
(λ0)
0
)−1 · B(λ0))
|U(λ0)×{PN}
= the identity matrix,
lim
N→∞
((
B
(−λ−10 )
0
)−1 · B(−λ−10 ))
|σ(U(λ))×{PN}
= the identity matrix.
Proof We have the relation: v˜(λ0) ′ = v˜(λ0) ′0 ·
(
B
(λ0)
0
)−1·B(λ0). Thus the first claim follows from our construction
of the morphism Ψ and Ψ(w0) = w. The second claim can be shown similarly.
Lemma 12.13 Let {PN} be as in the subsubsection 12.1.2. We have the following:
lim
N→∞
H(h, e′)|PN ·H(h0, e′0)−1|PN = the identity matrix.
Proof It follows from our construction (See the subsubsection 12.1.3).
Lemma 12.14 We have the following:
lim
N→∞
((
J˜
(λ0)
0
)−1 · J˜ (λ0))
|U(λ0)×{PN}
= the identity matrix
Proof It follows from Lemma 12.12, Lemma 12.13 and the boundedness of the sequences
{
H(h, e′)|PN
}
etc.
Let us return to the proof of Lemma 12.10. In the case u(w†i ) = u(wj) = u and deg
W (w†i ) = deg
W (wj) = h,
we can develop the (i, j)-component of
(
J˜ (λ0)
)−1 · J˜ (λ0) can be developed as follows, by using Lemma 11.29:((
J˜
(λ0)
0
)−1 · J˜ (λ0))
i j
=
∑
u(w†
k
)=u,
degW (w†
k
)=h
(
J˜
(λ0)
0
)−1
i,k
· J˜ (λ0)k,j .
Due to Lemma 11.29 and Lemma 11.30, we have the following, in the case u(w†i ) = u(wj) = u, and deg
W (w†i ) =
degW (wj):
J˜
(λ0)
i j = Ji j · zν(wi) · z¯ν(w
†
j ),
(
J˜
(λ0)
0
)−1
i j
=
(
J−10
)
i j
· z−ν(wi) · z¯−ν(w†j).
Then we obtain the following:
lim
N→∞
(
J−10 · J
)
|U(λ0)×{PN}
= the identity matrix.
Due to Corollary 11.11, we have the GL(r)-valued holomorphic functions K and K0 on C
∗ such that J(λ, z) =
K(λ) · C(λ, z) and J0(λ, z) = K0(λ) · C(λ, z), where C(λ, z) is given by the formula (248). Thus we obtain the
following:
the identity matrix = lim
N→∞
(
K0(λ) · C(λ, PN )
)−1 ·K(λ) · C(λ, PN ) = lim
N→∞
K0(λ)
−1 ·K(λ) = K0(λ)−1 ·K(λ).
Note K(λ), K0(λ) and C(λ, z) are commutative. Thus we obtain K(λ) = K0(λ). Then the equality J(λ, z) =
J0(λ, z) holds. Therefore we obtain Lemma 12.10, and thus Proposition 12.1.
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12.1.6 Theorem (the one dimensional case)
Proposition 12.2 The tuples (GrW Scanu (E),W,N
△, S) and (GrW Scanu (E0),W,N
△, S) are isomorphic. The
tuples (GrW Su(E0, P ),W,N
△
0 , S0) and (Gr
W Su(E,P ),W,N
△, S) are isomorphic.
Proof We have already constructed the isomorphism Ψ△ : Scanu (E) −→ Scan. Under the isomorphism, the
restrictions of the morphisms N△0 : Gr
W
k S
can
u (E0) −→ GrWk−2 Scanu (E0) ⊗ T(−1) and N△ : GrWk Scanu (E) −→
GrWk−2 S
can
u (E)⊗T(−1) to the fibers on 0 ∈ P1 are same. Since GrWk Scanu (E0) and GrWk−2 Scanu (E0)⊗T(−1) are
pure twistors of weight k, we obtain the coincidence N△0 = N
△ over P1. Similarly we obtain the coincidence
S0 = S over P
1.
Then we obtain the following immediately.
Theorem 12.1 The tuples (Scanu (E),W,N
△, S) and (Su(E,P ),W,N△, S) (P ∈ X −D) are polarized mixed
twistor of (0, 1)-type.
12.2 Limiting mixed twistor theorem in the higher dimensional case
12.2.1 Preliminary
Let Si (i = 1, . . . , l) be finite subsets ofR×C. For any element c ∈ Zl>0, we have the map ϕc :
∏l
i=1 Si −→ R×C
as follows:
ϕc(u) =
∑
ci · ui.
Let T denotes the set of the elements c ∈ Zl>0 such that ϕc are injective.
Lemma 12.15 The set T is Zariski dense in Cl. Namely, there does not exists a closed subset Z of Cl defined
as a zero set of some polynomials such that T ⊂ Z.
Proof We put as follows:
ηi := min
{|d− d′| ∣∣ d, d′ ∈ Si, d 6= d′}
ξi := max
{|d− d′| ∣∣ d, d′ ∈ Si}.
Then the set T contains any elements c = (ci) such that ci · ξi < 3−1 · ci+1 · ηi+1. Then it is easy to see that T
is Zariski dense in Cn.
We put S(c) :=
{
ϕc(u)
∣∣u ∈ ∏li=1 Si}. A complex number λ is called generic with respect to Si (i = 1, . . . , l)
and S(c) (c ∈ T ), if the maps e(λ) : Si −→ C and e(λ) : S(c) −→ C are injective.
Lemma 12.16 The set of the complex numbers, which are not generic with respect to Si (i = 1, . . . , l) and S(c)
(c ∈ T ), is discrete in C∗.
Proof It can be shown by an argument similar to the proof of Lemma 7.65.
12.2.2 Weak result
We put X = ∆n and D =
⋃n
i=1Di. Let (E, ∂E , θ, h) be a tame harmonic bundle over X − D. We put
Si := KMS(⋄E0, i) and we use Lemma 12.15. Let us take a point λ0 ∈ C∗λ which is generic with respect to Si
(i = 1, . . . , n) and S(c) (c ∈ T ).
Let us consider the morphism φc : ∆ −→ X given by z 7−→
(
zc11 , . . . , z
cn
n
)
. The image is denoted by C(c).
Via the pull back, we obtain the harmonic bundle φ−1c (E, ∂E , θ, h) over the punctured disc ∆− {O}.
Lemma 12.17
• The morphism KMS(E0, l) −→ KMS(φ∗cE0) is given by the correspondence u 7−→ c · u =
∑
ci · ui.
• The morphism is injective.
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• λ0 is generic with respect to the sets KMS(φ∗cE0) for any c ∈ T .
Proof The first claim follows from Corollary 8.14. The following map is injective, due to our choices of c and
λ0:
l∏
i=1
KMS(E0, i) −→ C, u 7−→ λ−10 · e(λ0, c · u).
Then the second and the third claims are obtained.
Let u be an element of KMS(E0, l). We have the nilpotent maps N λ0i (i = 1, . . . , n) on lGu | (λ0,O) induced
by the residues. For any element d ∈ Cn, we put N λ0 (d) := ∑ di · N λ0i . Then N λ0 (d) is the endomorphism
of lGu | (λ0,O). We also put N λ0(t) :=
∑
ti · N λ0i for variables ti. Then N λ0(t) is the endomorphism of
lGu | (λ0,O) ⊗C C(t1, . . . , tn). Recall that if the conjugacy classes of N λ0 (d) and N λ0(t) are same, then d is
called generic with respect to the tuple
(N λ01 , . . . ,N λ0l ). The following lemma is easy to see.
Lemma 12.18 Let T1 denote the subset of T , which consists of the elements c which are generic with respect
to (N λ01 , . . . ,N λ0l ). Then T1 is Zariski dense in Cl.
Lemma 12.19 We have the isomorphisms:
Scanu (E) ≃ Scanc·u
(
φ−1c E
)
, Su
(
E, φc(P )
) ≃ Sc·u(φ−1c E,P ).
The isomorphisms are compatible with the pairings. Under the isomorphisms, the nilpotent induced by the
residue on Scanc·u
(
φ−1c E
)
and Sc·u
(
φ−1c E,P
)
are given by N△(c) =∑ ci · N△i .
Proof It follows from Lemma 11.23 and the injectivity in Lemma 12.17.
Let W (c) denote the weight filtration on Scanu (E) or Su(E,P ) induced by the nilpotent map N△(c).
Corollary 12.1 Let c be an element of T . The filtered vector bundles (Scanu (E),W (c)) and (Su(E,P ),W (c))
are the mixed twistor structure.
Proof It follows from Lemma 12.19 and Theorem 12.1.
Lemma 12.20 Let c be an element T1. Then c is generic with respect to the tuple (N λ1 , . . . ,N λn ) for any
λ ∈ P1.
Proof For any elements ci ∈ T1, (i = 1, 2) the conjugacy classes of N λ0(c1) and N λ0(c2) are same. For any
c ∈ S and for any λ ∈ P1, the conjugacy classes of N λ0 (c) and N λ(c) are same. Thus the conjugacy classes of
N λ(ci) (i = 1, 2) are same. Since T1 is Zariski dense in Cl, we can conclude that c (c ∈ T1) are generic with
respect to the tuple (N λ1 , . . . ,N λl ).
Lemma 12.21 For any i, we have N△i ·Wh(c) ⊂Wh−1(c)⊗ T(−1).
Proof Due to Lemma 12.20, we may apply a lemma of Cattani-Kaplan (Proposition 1.9 in [7]. It is not difficult
to prove directly.)
Lemma 12.22 For any i, we have N△i ·Wh(c) ⊂Wh−2(c)⊗ T(−1).
Proof We put θ =
∑
fi ·dzi · z−1i , and we put ρi as in the page 156. We have the following inequality for some
positive constant C, due to Simpson’s Main estimate:∣∣(fi − ρi)|C(c)∣∣h ≤ C · |z|−1 · (− log |z|)−1. (256)
Let us consider the restriction of N△i to the fibers over 0 ∈ P1. We denote the restriction by N△i | 0. Since N△i | 0
is given by (fi − ρi)(0,O), we obtain N△i | 0 ·Wh(c)|0 ⊂ Wh−2(c)|0, due to (256) and the norm estimate in one
dimensional case. Similarly, we obtain N△i |∞ ·Wh(c)|∞ ⊂Wh−2(c)|∞.
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Due to Lemma 12.21, we have N△ ·Wh(c) ⊂ Wh−1(c) ⊗ T(−1). Let us consider the induced morphism
N△ : GrW (c)h −→ GrW (c)h−1 ⊗T(−1). We have already shown the vanishing of the induced morphism at (x = 0,∞).
Note that Gr
W (c)
h and Gr
W (c)
h−1 ⊗T(−1) are pure twistors of weight h and h+1 respectively. Thus the vanishing
at x = 0,∞ implies vanishing over P1. Thus we obtain the implication Ni ·Wh(c) ⊂Wh−2(c).
Corollary 12.2 For any element d ∈ Cn which is generic with respect to the tuple (N△1 , . . . ,N△n ), we have
W (d) =W (c), where c is taken as in Lemma 12.18.
12.2.3 Preliminary norm estimate
Let (E, ∂E , θ, h) be a tame harmonic bundle over X −D. Let λ be generic, and we take a normalizing frame v
of ⋄Eλ, which is compatible with E and F .
We have the matrices Ak ∈Mr(C) (k = 1, . . . , n) determined as follows:
Dλv = v ·
n∑
k=1
Ak · dzk
zk
.
Let fAk denote the endomorphism induced by Ak for the frame v. We denote the nilpotent part of Ak by Nk.
We impose the following assumption in this subsubsection.
Assumption 12.1 The conjugacy classes of Nk are independent of k = 1, . . . , n.
Under the assumption 12.1, we obtain the weight filtration W (0) of the vector bundle ⋄Eλ induced by Nk,
which is independent of a choice of k. We may assume that v is compatible with the filtration W (0). We put
bi(vj) :=
i degF (vj) and b(vj) =
(
bi(vj)
∣∣ i = 1, . . . , n). We put βi(vj) = i degE(vj) and β(vj) = (βi(vj) ∣∣ i =
1, . . . , n
)
. We put k(vj) := deg
W (vj).
Then we obtain the C∞-frame v′ = (v′i) of Eλ, given as follows:
v′i := vi ·
n∏
h=1
|zh|bh(vi) ·
(
−
n∑
h=1
log |zh|2
)−k(vi)/2
.
Lemma 12.23 The frame v′ is adapted over X −D.
Proof We put as follows:
Ym :=
{
(z1, . . . , zn) ∈ X −D
∣∣∣ |zh| = 1, (h ≤ m)}.
We consider the following claim:
(Pm): The restriction of the frame v
′
|Ym is adapted over Ym.
We show the claim (Pm) by a descending induction on m. Since Yn is compact, the claim (Pn) holds. We
assume that (Pm+1) holds, and we will derive (Pm).
Let us pick the elements u1, . . . ,ua ∈ KMS(E0, n) such that
{
k(λ,ui)
∣∣ i = 1, . . . , a} = KMS(⋄Eλ, n).
Then we have the generalized eigen decomposition Eλ = ⊕i Eλui of fAk (k = 1, . . . , n). Here Eλui denote the
subbundle corresponding to the eigenvalues e(λ,ui) =
(
e(λ, q1(ui)), . . . , e(λ, qn(ui))
)
. Correspondingly we have
the decomposition of the endomorphisms fAm :
fAm =
⊕
ui
(
e(λ, qm(ui)) +Nmui
)
.
We take the model bundle Mod(Nmui) corresponding to the nilpotent map Nmui . We obtain the deformed
holomorphic bundle Eλui , the λ-connection Dλui , the metric h1ui , and the canonical frame v1ui .
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Let φ be the holomorphic map X −→ ∆ given by (z1, . . . , zn) 7−→
∏n
i=1 zi. Then we obtain the harmonic
bundle φ−1Mod(Nui), the deformed holomorphic bundle φ−1Eλui , the λ-connection Dλ1ui , the metric h1ui , and
the canonical frame φ−1ui, over X −D.
On the other hand, we have the model bundle L(ui) over X − D of rank 1. We obtain the deformed
holomorphic bundle Lλ(ui), the λ-connection Dλ2ui , the metric h2ui , and the canonical frame eui .
Then we obtain the following:
Eλ0ui := Lλ(ui)⊗ φ−1Eλui , Dλ0ui := Dλ2 ⊗ φ−1Dλ1 , h0ui := h2ui ⊗ φ−1h1ui , v0ui := eu0 ⊗ φ−1v1ui .
By taking a direct sum, we obtain Eλ0 , Dλ0 , h0 and v0.
Moreover, by taking the dzm-component, we obtain the λ-connections qm(D
λ
0 ) and qm(D
λ) along the zm-
direction. Note the following relations due to our construction:
qm(D
λ)v = v ·Am · dzm
zm
, qm(D
λ
0 )v0 = v0 · Am ·
dzm
zm
. (257)
Let consider the morphism Φ : Eλ0 −→ Eλ given by the frames v0 and v. The equalities (257) implies that
Φ is flat with respect to the λ-connections along the zm-direction. Moreover, the restriction Φ|Ym+1 and the
inverse Φ−1|Ym+1 are bounded, due to our assumption of the induction. Thus we obtain the boundedness of Φ|Ym
and the inverse. Then it is easy to derive the adaptedness of v′ on Ym and the induction can proceed. See the
subsection 6.1 in [38] for more detail of the argument.
12.2.4 Preliminary constantness of the filtrations
We use the setting in the subsubsection 12.2.3. Let us pick the elements u1, . . . ,ua ∈ KMS(E0, n) such
that
{
e(λ,ui)
∣∣ i = 1, . . . , a} = KMS(⋄Eλ, n). Then we have the generalized eigen decomposition ⋄Eλ =⊕
i
⋄Eλui of fAk (k = 1, . . . , n). Here ⋄Eλui denote the subbundle corresponding to the eigenvalues e(λ,ui) =(
e(λ, q1(ui)), . . . , e(λ, qn(ui))
)
. Correspondingly we have the decomposition of Ak:
Ak =
⊕
ui
(
e
(
λ, qk(ui)
)
+Nkui
)
.
The frame v induces the frame vui of
⋄Eλui .
Let a be any element of Rn>0. Let H denote the upper half plane {ζ | Im(ζ) > 0}. We put y := − Im(ζ). Let
us consider the following morphism ψa : H −→ X−D, given by zi = exp
(√−1·ai ·ζ) for i = 1, . . . , n. We obtain
the harmonic bundle ψ−1a (E, ∂E , θ, h). We have the deformed holomorphic bundle ψ
−1
a Eλ =
⊕
ui
ψ−1a Eλui . We
have the holomorphic frame wu := ψ
−1
a (vu). We have the following relation:
Dwu = wu ·
(∑
k
√−1ak ·Aku
)
· dζ = wu ·
∑
k
ak ·
(
e
(
λ, qk(u)
)
+Nu,k
)
· √−1 · dζ. (258)
We put Nu(a) =
∑
i aiNu,i, and we take a model bundle Mod(Nu(a)) on ∆
∗
z for Nu(a). We put u(a) :=∑
k ak · qk(u), and we take a model bundle L(u(a)) on ∆∗z. We put E1,u := L(u(a)) ⊗Mod(Nu(a)), and we
denote the deformed holomorphic bundle by Eλ1,u. We have the metric h1u and the λ-connection Dλ1u on Eλ1,u.
We have the normalizing frame v1u, such that the following relation holds on ∆
∗
z:
Dλuv1u = v1u ·
(
e
(
λ,u(a)
)
+Nu(a)
) · dz
z
.
Let φ denote the holomorphic map H −→ ∆∗ given by z = exp(√−1ζ). We put Eλ0u := φ∗E1u and the pull
backs of h1u, D
λ
1u, and v1u are denoted by h0,u, D
λ
0u and v0u respectively. On the upper half plane H, we
have the following:
Dλ0uφ
∗(v0u) = φ∗(v0u) ·
(
e
(
λ,u(a)
)
+Nu(a)
) · √−1dζ. (259)
Then we have the isomorphism Φu : Eλ0u −→ ψ−1a Eλu given by the frames v0u and vu. Then Φu and Φ−1u
are compatible with λ-connections, due to (258) and (259).
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We put Eλ0 :=
⊕
ui
Eλ0u. We have the induced metric h0. We obtain the isomorphism Φ :=
⊕
u Φu
from Eλ0 to ψ−1a Eλ. Then Φ and Φ−1 are compatible with the λ-connections. We regard them as the flat
sections of Hom
(Eλ0 , ψ−1a Eλ) and Hom(ψ−1a Eλ, Eλ0 ). The metrics h0 and ψ−1a h induce the metrics h2 and h3 of
Hom
(Eλ0 , ψ−1a Eλ) and Hom(ψ−1a Eλ, Eλ0 ).
Lemma 12.24 We have the following estimate for some positive constants C1 and C2:
max
{
log |Φ|h2 , log |Φ−1|h3
}
≤ C1 + C2 · log y. (260)
Proof For each element vi ∈ vu, we put as follows:
v′i := vi ·
l∏
j=1
|zj|p(λ0,qj(u)).
Then v′ = (v′i) is C
∞-frame of Eλ over X −D, which is adapted up to log order. In particular, we have the
following inequality on H, for some positive constants Ci (i = 1, 2) and M :
C1 · y−M ≤ H(h, ψ−1a v′) ≤ C2 · yM
We also have the following equality for vi ∈ vu:
ψ−1a v
′
i = wi · exp
(
−y · p(λ0,u(a))
)
.
On the other hand, we put as follows, for v1 j ∈ v1u:
v′1 j := v1 j · |z|p(λ0,u(a)).
Then the C∞-frame v′1 = (v
′
1 j) of
⊕
u Eλ1u is adapted up to log order. We put v′0 j := φ−1v′1 j and v′0 := (v′0 j).
Then we obtain the following inequalities for some positive constants C′i (i = 1, 2) and M
′:
C′1 · y−M
′ ≤ H(h0,v′0) ≤ C′2 · yM
′
.
We also have the following equality, for v0 i ∈ v0u:
v′0 i = v0 i · exp
(
−y · p(λ0,u(a))
)
.
Since Φ and Φ−1 are given by the frames ψ−1a vu and v0u, we obtain the estimate max
{|Φ|h2 , |Φ−1|h3} ≤
C′′ · yM ′′ for some positive constants C′′ and M ′′. Thus we are done.
Lemma 12.25 The functions log |Φ|h2 and log |Φ−1|h3 are subharmonic. Namely we have the following in-
equalities:
∆ log |Φ|2h2 ≤ 0, ∆ log |Φ−1|2h3 ≤ 0. (261)
Proof It can be shown by an argument similar to the proof of Lemma 4.1 in [50].
The functions log |Φ|2h2 and log |Φ−1|2h3 can be regarded as follows: We have the holomorphic bundle Eλ1 :=⊕
ui
Eλ1ui on ∆∗. We also have the frame v1 induced by the frames v1u. We denote the projection of ∆∗×(X−D)
onto the i-th component by qi. We have the holomorphic bundles q
−1
1 Eλ1 and q−12 Eλ. The frames v1 and v
give the isomorphisms Φ′ and Φ′ −1 of q−11 Eλ1 and q−12 Eλ. The metrics h1 and h induce the metrics h′2 and
h′3 of the bundles Hom(q
∗
1Eλ1 , q∗2Eλ) and Hom(q∗2Eλ, q∗1Eλ1 ). The morphisms φ and ψa induce the morphism
F : H −→ ∆∗ × (X −D). Then we have the following equalities:
log |Φ|2h2 = F−1
(
log |Φ′|2h′2
)
, log |Φ−1|2h3 = F−1
(
log |Φ′ −1|2h′3
)
. (262)
We obtain the functions G1 := Ξ
(
log |Φ|h2
)
and G2 := Ξ
(
log |Φ−1|h3
)
on R>0 (the subsubsection 2.4.1).
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Lemma 12.26 There exists a positive constants C such that the following inequality holds on the upper half
plane H:
max
{
G1, G2
} ≤ C.
Proof It follows from (261), (262), Lemma 2.14 that the functions Gi (i = 1, 2) are convex below. Then
Lemma 12.26 follows from (260) and Lemma 2.15.
We take the metric h4u of ψ
−1
a Eλu. For any wi, wj ∈ wu, we put as follows:
h4u(wi, wj) = δi j · exp
(
2 · y · p(λ,u(a))) · yk(vi).
Here δi j denotes 1 in the case (i = j) and 0 in the case i 6= j. Recall that we put k(vi) := degW (vi). Taking
the direct sum of h4u, we have the induced metric h4 of ψ
−1
a Eλ.
Lemma 12.27 The metrics ψ−1a h and h4 are mutually bounded
Proof It immediately follows from Lemma 12.23.
We have the weight filtration W (1) on Eλ1u induced by the logarithms of the monodromy. We take the
normalizing frame v˜0u of Eλ1u, which is compatible with W (1). Let v˜0u denote the pull back of v˜1u via the
morphism φ. We take the metric h5u of Eλ0u. For any v˜0 i, v˜0 j ∈ v˜0u, we put as follows:
h5u
(
v˜0 i, v˜0 j
)
= δi j · exp
(
2 · y · p(λ,u(a))) · yk(v˜0 i).
Then we have the induced metric h5 of Eλ0 , and the metrics h5 and h0 are mutually bounded.
The metrics h4 and h5 induce the metrics h6 and h7 of Hom(Eλ0 , ψ−1a Eλ) and Hom(ψ−1a Eλ, Eλ0 ). Then h6
and h2 are mutually bounded, and h7 and h3 are mutually bounded. Hence we obtain the following inequality
on H, for some positive constants C4:
max
{
Ξ(log |Φ|2h6 , ),Ξ(log |Φ−1|2h7)
}
≤ C4.
Since the functions log |Φ|h6 and log |Φ−1|h7 are independent of the real part of ζ, we have the equalities
Ξ(log |Φ|h6) = log |Φ|h6 and Ξ(log |Φ−1|h7) = log |Φ−1|h7 . Thus we obtain the following inequalities on H, for
some positive constant C5:
max
{
|Φ|h6 , |Φ−1|h7
}
≤ C5. (263)
Lemma 12.28 Under Assumption 12.1, the weight filtration of N (a) =∑ ai · N λi are independent of a choice
of a ∈ Rn>0 for any λ ∈ P1.
Proof Let f be a holomorphic section of p(λ0,u(a))Eλ1u. It gives the section of W (1)k Eλ1u if and only if we have
the following estimate: ∣∣φ∗f ∣∣
h5u
= O
(
exp
(−y · p(λ,u(a))) · yk/2). (264)
Since h4u and h5u are mutually bounded, (264) is equivalent to the following:∣∣φ∗f ∣∣
h5u
= O
(
exp
(−y · p(λ,u(a))) · yk/2).
It is equivalent to φ∗f gives the section of W (0)k
(Eλu). Since W (1)k is the weight filtration of N (a), we obtain the
result.
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12.2.5 Constantness of the filtration at generic λ
Let (E, ∂E , θ, h) be a tame harmonic bundle. Let λ be generic, and v be a normalizing frame of
⋄Eλ, compatible
with F and E. We put bi(vj) =
i degF (vj) and b(vj) = (bi(vj) | i = 1, . . . , n). We put βi(vj) = i degE(vj) and
β(vi) = (βi(vj) | i = 1, . . . , n).
Then we obtain the matrices Ak ∈Mr(C) determined as follows:
Dλv = v ·
n∑
k=1
Ak
dζk
ζk
.
We denote the nilpotent part of Ak by Nk.
Let us pick c1, . . . , cn ∈ Zn>0. We denote the tuple (c1, . . . , cn) by C. Let φC : X −→ X be the morphism
as follows:
φ−1C (ζk) =
n∏
j=1
zchkh .
Then we have the following:
φ−1C
(∑
Ak
dζk
ζk
)
=
n∑
h=1
( n∑
k=1
ch k ·Ak
)dzh
zh
.
We put ch · b(vj) :=
∑
ch i · bi(vj). We decompose as follows:
ch · b(vj) = nh j + κh j , nh j ∈ Z, −1 < κh j ≤ 0.
We put v˜j := vj ·
∏n
h=1 z
nh j , and v˜ = (v˜j). Then v˜ is a normalizing frame of
⋄φ−1c Eλ. We have D˜v˜ =
v˜ ·∑h A˜h · dzh/zh for A˜h ∈Mr(C). The components A˜hi j is given as follows:
A˜hi j =
∑
k
ch k ·Aki j + δi j · nh j .
Hence the nilpotent part N˜h of A˜
h is given by N(ch) :=
∑
ch k ·Nk. If ch (h = 1, . . . , n) are generic with respect
to the tuple (N1, . . . ,Nn), then the conjugacy classes of N˜h are independent of h = 1, . . . , n.
Lemma 12.29 The weight filtration of N (a) are independent of a choice of a ∈ Rn>0.
Proof We can pick generic elements c1, . . . , cn ∈ Zn>0, such that a =
∑
a′hch for some a
′ = (a′h) ∈ Rn>0. We
have the following relation:
N(a) =
∑
k
akNk =
∑
k,h
ch k · a′h ·Nk =
∑
h
a′h ·N(ch).
Thus Lemma 12.29 can be reduced to Lemma 12.28.
12.2.6 Theorem (the higher dimensional case)
Let V be a pure twistor of weight n. Let S : V ⊗σ(V ) −→ T(−n) denote the (−1)n-symmetric pairing. We say
that S is a semi-polarization, if the induced hermitian pairing on H0
(
P1, V ⊗O(−n)) is positive semi-definite.
We have the induced pairing S : PhGr
W
−h Scanu ⊗ PhGrWh Scanu −→ T(0).
Lemma 12.30 For any d ∈ Rn>0, S
(
N(d)h ⊗ id) gives a semi-polarization on P GrWh . Here P GrWh denotes
the primitive part for N(d).
Proof Let qi denote the projection of P
1 × Rn>0 onto the i-th component. We have the C∞-vector bundle
q∗1 Gr
W
h on P
1 × Rn>0. Since the conjugacy classes of N(a) (a ∈ Rn>0) are independent of a choice of a, we
obtain the vector bundle Pq∗1 Gr
W
h , by taking the primitive parts for N(a). For generic a ∈ Qn, the pairing
S
(
N(d)h ⊗ id) gives the polarization, due to Theorem 12.1. Then it follows that the pairing S(N(d)h ⊗ id) is
a semi-polarization for any elements d ∈ Rn>0.
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Lemma 12.31 The conjugacy classes of N(d) are independent of a choice of d ∈ Rn>0. In particular, W (a) =
W (a′) for any a,a′ ∈ Rn>0.
Proof It follows from Lemma 12.29.
Corollary 12.3 For any element d ∈ Rn>0, S
(
N(d)h ⊗ id) gives a polarization on the primitive part P GrWh
for N(d).
Proof Due to Lemma 12.31, the pairing S
(
N(a)h⊗ id) is perfect. Then it gives the polarization due to Lemma
12.30.
Corollary 12.4 The tuple (GrW Scanu (E),W
(0),N△ (0), S(0)) is a split nilpotent orbit. Here N△ (0) denotes the
tuple (N△1 , . . . , N
△
l ).
Proof It follows from Corollary 12.3.
Theorem 12.2 The tuples (Scanu (E),W,N
△, S) and (Su(E,P ),W,N△, S) (P ∈ X −D) are polarized mixed
twistor structures of (0, l)-type. Here N△ denotes the tuple of nilpotent maps N△i (i ∈ l).
Proof It follows from Corollary 12.4 and Lemma 3.30.
12.3 Some consequences
12.3.1 Strong sequential compatibility on Scanu (E) and Su(E,P )
From a harmonic bundle (E, ∂E , θ, h) over X −D, we obtain the polarized limiting mixed twistor structure
(Scanu (E),N△i , S), (Su(E,P ),N△i , S).
Corollary 12.5 The tuple of nilpotent maps (N△1 , . . . ,N△n ) on Scanu (E) or Su(E,P ) is strongly sequentially
compatible.
Proof It follows from Theorem 12.2 and Lemma 3.75.
Remark 12.3 From the associated graded mixed twistor structure (GrW Scanu (E),W,N , S), we obtain the
patched objects, which gives the harmonic bundle. In the case where (E, ∂E , θ, h) is nilpotent and with triv-
ial parabolic structure, it is same as the limiting CVHS in our previous paper.
Remark 12.4 From the limiting mixed twistor structure (Scanu (E),Ni, S), we obtain the variation of P1-
holomorphic bundle V. We also obtain the pairing V ⊗σ(V) −→ T(0). Does it give a variation of polarized pure
twistor structures? If it is true, it gives a partial generalization of Schmid’s nilpotent orbit theorem.
The replacement of a variation of Hodge structures to the nilpotent orbit seems fundamental in the study of
Cattani-Kaplan-Schmid and Kashiwara-Kawai. In this study, we do not use such replacement.
Corollary 12.6 Let a be an element of Zl≥ 0 On
lGu | (λ,P ), the conjugacy classes of
∏
iN aii | (λ,P ) is independent
of a choice of (λ, P ) ∈ C ×Dl.
Proof When we fix a point P ∈ Dl, the independence follows from the fact that
∏
iN aii induces the morphisms
of mixed twistor structures. When we fix λ ∈ C∗, we can derive the independence by using the normalizing
frame.
Similarly we can show the following:
Lemma 12.32 Let a and b be elements of Zl≥0. Then Im
∏
i=1N aii ∩Ker
∏
i=1N bii gives the vector subbundle
of lGu on Dl.
Corollary 12.7 On lGu, the tuple of nilpotent maps N1, . . . ,Nl are strongly sequentially compatible.
Proof This is a direct corollary of Corollary 12.5.
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12.3.2 Sequential compatibility of the tuple
(Ni, iF (λ0), iE(λ0) ∣∣ i ∈ l)
Let λ0 be an element of Cλ. Let ǫ0 be a sufficiently small positive number. Then we may assume that bE over
X (λ0, ǫ0) is locally free, and that we have iF (λ0), iE(λ0) and Resi(D) on ⋄E|Di. We have already known that the
tuple
(
iF (λ0), iE(λ0)
∣∣ i = 1, . . . , l) is compatible in the sense of Definition 4.17.
Lemma 12.33 Let P be a point of D◦m = Dm −
⋃
i>m(Di ∩Dm).
• For any m1 ≤ m, the tuple (N1, . . . ,Nm1 ,m1+1F (λ0), . . . ,mF (λ0)) is sequentially compatible on the bundle
m1 GrF (λ0) m1E(λ0)(⋄E|P×∆(λ0,ǫ0),β).
• Let a be an element of Zm1≥ 0. The conjugacy classes of
∏
iN aii | (λ,P ) on m1 GrF
(λ0) mE(λ0)
(⋄E|(λ,P )) are
independent of a choice of λ ∈ Cλ.
Proof We know that mN1, . . ., mNm are sequentially compatible on mGrF
(λ0) mE(λ0)(⋄E|P×∆(λ0,ǫ0),β) and
their conjugacy classes are independent of a choice of λ (Corollary 12.6 and Corollary 12.7).
On ∆∗(λ0, ǫ0), the vector bundle m1 GrF
(λ0) mE(λ0)(⋄E|P×∆(λ0,ǫ0),β) is decomposed into the generalized
eigen bundles of the endomorphisms Resi(D) (i = m1 + 1, . . . ,m). It satisfies the following:
• The decomposition gives the splitting of the filtrations iF (i = m1 + 1, . . . ,m).
• The decomposition is compatible with Ni (i = 1, . . . ,m1).
For any λ ∈ ∆(λ0, ǫ0), let R denote the local ring of O∆(λ0,ǫ0) at λ. We put as follows:
V = m1 GrF
(λ0) mE(⋄E|P×∆(λ0,ǫ0))⊗O∆(λ0,ǫ0) R.
Then we obtain the naturally induced filtrations iF (i = m1 + 1, . . . ,m) and the nilpotent maps Ni (i =
1, . . . ,m1). Then we have only to apply Lemma 5.1 and Proposition 5.1.
On Dm(λ0, ǫ0), we have the vector bundle
mGrF
(λ0)
a E
(λ0)(⋄E|Dm ,β) and N1, . . . ,Nm.
Lemma 12.34
• Let a be an element of Zl≥ 0. The conjugacy classes of
∏
iN aii | (λ,P ) are independent of a choice of (λ, P ) ∈Dm.
• The tuple of the nilpotent maps N1, . . . ,Nm is sequentially compatible.
Proof Let P be a point of Dm. We have already seen the result on ∆(λ0, ǫ0)× {P}.
We put Ih | (λ,P ) :=
⋂m
j=1W (j)hj | (λ,P ), and then we have only to show that
{
Ih | (λ,P )
∣∣ (λ, P ) ∈ Dm} forms
a vector bundle. For that purpose, we have only to show that the ranks of Ih | (λ,P ) are independent of (λ, P ).
If we fix P , then they are independent of a choice of λ due to the previous lemma.
Let pick a generic λ. Then we have a normalizing frame for ⋄Eλ Due to the normalizing frame, we obtain
the isomorphism for any P1, P2 ∈ Dm:(⋄Eλ|P1 ,Resi(Dλ) ∣∣ i ∈ m) ≃ (⋄Eλ|P2 ,Resi(Dλ) ∣∣ i ∈ m).
Thus we are done.
We obtain the tuple
(Ni, iF (λ0), iE(λ0) ∣∣ i ∈ l) as in the subsubsection 4.5.3.
Theorem 12.3 The tuple
(Ni, iF (λ0), iE(λ0) ∣∣ i ∈ l) is sequentially compatible.
Proof It follows from Lemma 12.34.
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12.3.3 Decomposition
First we have a remark.
Remark 12.5 Let P be a point of D◦I . Let u be an element of KMS(E0, I). Let qI : X −→ DI be the
projection. By considering the restriction of (E, ∂E , θ, h) to q
−1
I (P ), we obtain the Pol-MTS (S
can
u ,W,N , S) of
type (0, |I|). Note that we can apply Proposition 3.8 to the tuple (Scanu ,W,N , S).
Let us consider the vector bundle IGu(E) and the nilpotent maps Ni (i ∈ I) on DI . Let J and K be
subsets of I such that J ∩K = ∅. We put NK :=
∏
k∈K Nk. Due to the limiting mixed twistor theorem, the
conjugacy classes of NK | (λ,P ) are independent of (λ, P ) ∈ DI . Thus we obtain the vector bundle Im(NK).
For any element i ∈ J , we put J ′ := J − {i}. We have the morphisms vari : VJ(ImNK) −→ VJ′(ImNK) and
cani : VJ′(ImNK) −→ VJ(ImNK) For any element i ∈ K, we put K ′ := K − {i}. We have the morphisms
vari : VJ(ImNK) −→ VJ(ImNK′) and cani : VJ(ImNK′) −→ VJ(ImNK) (See the subsubsection 3.9.4).
Lemma 12.35 Let P be a point of D◦i . Then we have the following decomposition:
GrW (N)(VJ (Im(NK)))|Cλ×{P} = Imcani |Cλ×{P}⊕Ker vari |Cλ×{P} .
Proof We have only to apply the limiting mixed twistor theorem and Proposition 3.8. (See Remark (12.5)).
Lemma 12.36 Let P be a point of DI .
• The numbers dim Im(cani | (λ,P )) and dimKer(vari | (λ,P )) are independent of λ.
• We have the decomposition GrW (N)(VJ(ImNK))|(P,λ) = Imcani |Cλ×{P}⊕Kervari |Cλ×{P}.
Proof We have the subset I0 ⊂ l such that P ∈ D◦K . Let u1 be any element of KMS(E0, I0). The ranks
of cani and vari on
I0Gu1 are independent of λ due to the limiting mixed twistor theorem, and we have the
decomposition of I0Gu1 . Then we have only to apply Lemma 5.8.
Proposition 12.3 We have the decomposition of the vector bundle:
GrW (N)(VJ(ImNK)) = Im(cani)⊕Ker(vari).
Proof We have only to show that Im(cani) and Ker(vari) are vector bundles. Namely we have only to show
the ranks of the morphisms cani | (λ,P ) and vari | (λ,P ) are independent of (λ, P ) ∈ Di. When we fix a point P ,
it follows from Lemma 12.36. When we pick a generic λ, we can show the numbers are independent of P by
using the normalizing frame. (See the last part of the proof of Lemma 12.34.)
12.3.4 The induced polarized pure twistor structure
Let us consider the case l = n = |I|. Due to the limiting mixed twistor theorem and Kashiwara’s lemma
(Corollary 3.16), we obtain the polarized mixed twistor structure of type (n− 1, n+ 1):(Vn(Scanu ),W,N ,Vn(S)).
Lemma 12.37 We put as follows:
Cn := Ker
(
PhGr
W (N)
h Vn(Scanu (E)) −→
⊕
|I|=n−1
PhGr
W (N)
h VI(Scanu (E))
)
.
Then Cn is pure twistor of weight h+ n− 1. The pairing Vn(S)(Nh ⊗ id) gives the polarization of Cn.
Proof It follows from Saito’s lemma (Lemma 3.93).
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13 Norm estimate
13.1 Preliminary
13.1.1 The λ-connection form for pull back
We put X = ∆nζ , and D =
⋃l
i=1Di. Let (E, ∂E , θ, h) be a tame harmonic bundle over X − D. Let λ0 be a
point and ǫ0 be a sufficiently small number. We assume that we have (
⋄E ,D) over X (λ0, ǫ0).
Let v = (vi) be a holomorphic frame of
⋄E compatible with F (λ0) and E(λ0). For each vi, we have the
element u(vi) ∈ KMS(E0, l) such that degE
(λ0),F (λ0)(vi) = k(λ0,u(vi)). We put as follows:
v′i := vi ·
l∏
j=1
|ζj |p(λ0,u(vi)), v′ = (v′i).
We pick any element c :=
(
cj i | j ∈ m, i ∈ n
) ∈ Zm·n≥0 . We put X˜ = ∆m. Then we have the morphism
φc : X˜ −→ X determined as follows:
φ∗cζi =
m∏
j=1
z
cj i
j .
Then we obtain the C∞-frame φ∗cv′ of φ∗cE over X˜− D˜, which is adapted up to log order. We have the following
equalities:
φ∗c(v
′
i) = φ
∗
c(vi) ·
l∏
j=1
( m∏
h=1
|zh|ch j
)p(λ,uj(vi)
= φ∗c(vi) ·
m∏
h=1
|zh|p
(
λ,
∑
ch j ·uj(vi)
)
= φ∗c(vi)×
m∏
h=1
|zh|p
(
λ,ch·u(vi)
)
.
Here we put ch · u(vi) =
∑
ch j · uj(vi).
For some small positive number ǫ′0 such that ǫ
′
0 < ǫ0, we may assume that ν
(
p
(
λ, ch · u(vi)
))
does not
independent of λ ∈ ∆(λ0, ǫ′0) for any vi and for any h. We put ν(vi, h) := ν
(
p
(
λ, ch · u(vi)
)) ∈ Z. (See the
subsubsection 2.1.5). We put κ(vi, h) := κ
(
p
(
λ, ch · u(vi)
))
. Then we put as follows:
ui := φ
∗
cvi ·
m∏
h=1
z
ν(vi,h)
h .
Then ui is a holomorphic section of
⋄φ∗cE . We put as follows:
u′i := ui ·
m∏
h=1
|zh|κ(vi,h), u′ := (u′i).
Then u′ is adapted up to log order over X (λ0, ǫ′0) − D(λ0, ǫ′0), by our construction. Hence u = (ui) is a
holomorphic frame of ⋄φ∗cE , which is compatible with the filtrations F (λ0), due to Lemma 2.4 and Lemma 2.5.
We also have the following:
h degF
(λ0)
(ui) = κ
(
vi, h
)
. (265)
Let A =
∑
k A
k · ζ−1k · dζk denote the λ-connection form of D with respect to the frame v, i.e., Dv = v · A
holds. We put D˜ := φ∗cD
∗. Then we have the following equalities:
D˜φ∗cvi =
∑
j
φ∗cvj ·
(∑
k
φ∗cA
k
j i · φ∗c
dζk
ζk
)
=
∑
j
φ∗cvj ·
(∑
h
dzh
zh
·
∑
k
ch k · φ∗cAkj i
)
.
Thus we obtain the following:
D˜ui = D˜
(
φ∗cvi ·
m∏
h=1
z
ν(vi,h)
h
)
= D˜
(
φ∗cvi
) · m∏
h=1
z
ν(vi,h)
h + φ
∗
cvi ·
m∏
h=1
z
ν(vi,h)
h ·
( m∑
h=1
ν(vi, h) · dzh
zh
)
=
∑
j
uj ·
( m∑
h=1
dzh
zh
n∑
k=1
ch k · φ∗Akj i
)
·
m∏
h=1
zν(vi,h)−ν(vj ,h) + ui ·
( m∑
h=1
ν(vi, h) · dzh
zh
)
. (266)
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13.1.2 Diagonal case
Let us consider the case that c is a diagonal matrix whose i-th diagonal component is ci, that is, ϕ
∗
cζi = z
ci
i .
Then we obtain the following formula from (266):
D˜ui =
∑
j
uj ·
( m∑
h=1
dzh
zh
· ch · φ∗cAhj i
)
·
m∏
p=1
zν(cp·bp(vi))−ν(cp·bp(vj)) + ui ·
m∑
h=1
ν(ch · bh(vi)) · dzh
zh
=:
∑
uj · A˜hj i
dzh
zh
. (267)
Here we put bp(vi) := p(λ0, up(vi)).
Lemma 13.1 We have the following vanishings:
1. In the case k degF
(λ0)
(vi) <
k degF
(λ0)
(vj), we have A˜
h
j i | Dk = 0, for any h.
2. If ck is sufficiently large and if the inequality
k degF
(λ0)(vi) >
k degF
(λ0)
(vj) holds, then we have A˜
h
j i | Dk =
0.
Proof In the case k degF
(λ0)
(vi) <
k degF
(λ0)
(vj), we have A
h
j i | Dk = 0. Hence A
h
j i · ζ−1k is holomorphic, and
thus φ∗cAhj i · z−ckk is holomorphic. Since we have the following inequality: −ck < ν
(
ck · bk(vi)
)− ν(ck · bk(vj)),
we obtain the first claim.
Let us show the second claim. If ck is sufficiently large and the inequality
k degF
(λ0)(vi) >
k degF
(λ0)
(vj)
holds, then we obtain the inequality ν(ck · bk(vi)) > ν(ck · bk(vj)). Since Akj i is holomorphic, we obtain the
result.
Assume that ck (k = 1, . . . , l) are sufficiently large. Then we have the following formula:
Resk(D˜)ui =
∑
uj · A˜kj i | Dk = ui · ν(ck · bk(vi))+∑
k degF
(λ0) (vi)=k degF
(λ0) (vj)
uj · ck · φ∗c,k(Akj i | Dk) ·
∏
a 6=k
zν(ca·ba(vi))−ν(ca·ba(vj))a . (268)
Here φc,k : D˜k −→ Dk denotes the restriction of φ to D˜k, given by φ∗c,kζi = zcii for i 6= k.
We obtain the λ-connection kD˜ of ⋄ψ−1c E |Dk(λ0,ǫ′0), given as follows:
kD˜ui =
∑
j
uj ·
(∑
h 6=k
A˜hj i | Dk ·
dzh
zh
)
=
∑
k deg(vi)=k deg(vj)
uj ·
(∑
h 6=k
dzh
zh
· ch · φ∗c,kAhj i | Dk
)
·
l∏
p=1
zν(cp·bp(vi))−ν(cp·bp(vj))p + ui ·
∑
h 6=k
ν(ch · bh(vi))dzh
zh
.
(269)
Let kKu denote the vector subbundle of ⋄φ∗cE |Dk , generated by uu :=
{
ui
∣∣ degF (λ0),E(λ0)(vi) = k(λ0, u)}.
Then we have the following decomposition kK for k = 1, . . . , l:
⋄φ∗cE |Dk =
⊕
u
kKu.
Lemma 13.2
• The vector subbundle kKu is preserved by the residue Resk(D˜) and the induced λ-connection kD.
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• We have the following formula:
Resk(D˜)|kKu(uu) = uu ·
(
ν
(
ck · p(λ0, u)
)
+ φ∗c,kRu ·
∏
p6=k
zν(cp·bp(vi))−ν(cp·bp(vj))p
)
.
Here Ru denotes the representation matrix of Resk(D) on the vector subbundle 〈vi | k deg(F
(λ0),E(λ0))(vi) =
k(λ0, u)〉 ⊂ ⋄E|Dk(λ0,ǫ′0) with respect to the frame vu = {vi | k deg(F
(λ0),E(λ0))(vi) = k(λ0, u)}.
• In particular, the eigenvalue of Resk(D˜)|kKu is ν(ck · p(λ0, u)) + e(λ, u).
Proof The claims immediately follow from (268) and (269).
Lemma 13.3 The decompositions kK (k = 1, . . . , l) are compatible in the sense of Definition 4.17.
Proof It immediately follows from our construction.
Lemma 13.4 We have the following decomposition on Dk(λ0, ǫ0):
kF
(λ0)
b
⋄φ∗cE |Dk(λ0,ǫ0) =
⊕
κ(ck·p(λ0,u))≤b
kKu. (270)
Namely the decompositions (kK | k = 1, . . . , l) gives the splitting of the filtrations (kF (λ0) ∣∣ k = 1, . . . l).
Lemma 13.5 When ck (k = 1, . . . , l) are sufficiently large, φ
∗E is CA in the sense of Definition 13.1 below.
Proof It immediately follows from the second claim of Lemma 13.2.
13.1.3 Convenient
Let λ0 be a point of Cλ, and ǫ0 be a sufficiently small positive number. Recall that we always have the following
decomposition on D∗i (λ0, ǫ0):
⋄E|D∗i (λ0,ǫ0) =
⊕
E
(⋄E|D∗i (λ0,ǫ0), e(λ, u))).
Definition 13.1 E is called convenient at λ0, if the following holds:
(A) The decomposition above is prolonged to the decomposition ⋄E|Dk(λ0,ǫ0) =
⊕
kKu. Moreover the tuple of
the decompositions
(
kK ∣∣ k = 1, . . . , l) is compatible.
(B) There exists a sequence of positive numbers η1 > η2 · · · > ηl > 0:
• ∑ ηi < 1/2
• Par(⋄E , i) is ηi-small.
• min{|a− b| ∣∣ a 6= b ∈ Par(⋄E0, i) ∪ {0}} > 2 ·∑j>i ηj.
E is called CA (resp. CB) if the condition (A) (resp. (B)) holds.
Note that the decompositions kK is uniquely determined if E is convenient at λ0.
Lemma 13.6 Assume that E is CA at λ0. Then the induced connection iD and the residue Resi(D) preserve
the decomposition iK.
Proof Since the restrictions of iD and Resi(D) to D∗i (λ0, ǫ0) preserve iKu | D∗i (λ0,ǫ0), they preserve iKu on
D(λ0, ǫ0).
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Lemma 13.7 Assume that E is CA at λ0. We have the following decomposition:
iF
(λ0)
b E
(λ0)
(⋄E|Di(λ0,ǫ0), β) = ⊕
e(λ0,u)=β
−1<p(λ0,u)≤b
iKu. (271)
Proof By definition, the restrictions of the both sides of (271) to D∗i (λ0, ǫ0) are same. Then Lemma 13.7
immediately follows.
Hence, if E is CA at λ0, we obtain the naturally defined isomorphism:
iKu ≃ iGrF
(λ0)
p(λ0,u)
iE(λ0)
(⋄E|Di(λ0,ǫ0), e(λ0, u)).
Thus the nilpotent parts Ni of the residues Resi(D) are well defined as elements of End
(⋄E|Di(λ0,ǫ0)) for any
i = 1, . . . , l.
Lemma 13.8 Assume that E is CA at λ0. Then the tuple
(
kKu,Ni
∣∣ k ∈ l, i ∈ l) is strongly sequentially
compatible in the sense of Definition 4.23.
Let v be a frame of ⋄E , which is compatible with the decompositions (iK | i = 1, . . . , l). Let ∑Ah · z−1h dzh
denote the λ-connection form of D with respect to the frame v:
Dv = v ·
(∑
h
Ah · dzh
zh
)
.
Lemma 13.9 Assume that E is CA at λ0. In the case k degK(vi) 6= k degK(vj), we have Ahi j | Dk = 0.
Proof It follows from Lemma 13.6.
Assume that E is CA at λ0, and kK (k = 1, . . . , l) be the decompositions as in Definition 13.1. Then we put
as follows, for any subset I ⊂ l:
IKu :=
⋂
i∈I
iKqi(u).
Then we obtain the decomposition of ⋄E|DI(λ0,ǫ0) =
⊕
IKu.
13.1.4 Functoriality for some pull back (I)
Let us return to the functoriality. Let η be a positive number such that (1 + η)l−1 · 2/3 < 1. We put
X˜ := ∆(1 + η)l−1 ×∆(2/3)×∆n−l. Let us consider the morphism φ : X˜ −→ X given as follows:
φ∗(ζi) =

∏l
j=i zj (i ≤ l)
zi (i > l).
We put D˜ := φ−1(D).
Lemma 13.10 Assume that E is convenient at λ0. Then we have the natural isomorphism ⋄
(
φ∗E) ≃ φ∗(⋄E).
Let v be a frame of ⋄E which is compatible with the decompositions (iK ∣∣ i ∈ l). In this case, ui = φ∗vi holds
(see the subsubsection 13.1.1), and the degrees h degF
(λ0)
(ui) are given as follows:
h degF
(λ0)
(ui) =
∑
k≤h
k degF
(λ0)
(vi).
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Proof If follows from the formula (265) for the degree of ui.
Let
∑
k A
k ·dζk/ζk be the λ-connection form of D with respect to the frame v, i.e., Dv = v · (
∑
k A
k ·dζk/ζk)
holds. Then we have the following:
D˜u = u ·
∑
h
(∑
k≤h
φ∗Ak
)
· dzk
zk
=: u ·
∑
h
A˜h · dzk
zk
.
Here we have the following:
A˜h =

∑h
k=1 φ
∗Ak (h ≤ l)
Ah (h > l).
In particular, we obtain the following:
A˜h|D˜i(λ0,ǫ0) =
∑
k≤h
φ∗iA
k
|Di(λ0,ǫ0).
Here φi denotes the morphism D˜i −→ Di is given as follows:
(λ, z1, . . . , zi−1, 0, zi+1, . . . , zn) 7−→
(
λ,
∏l
j=i+1 zj , . . . , zl−1 · zl, zl, . . . , zn
)
.
In particular, we have the following formula:
Resi(D˜) =
∑
k≤i
φ∗i Resk(D)|Di .
We obtain the decomposition of the vector bundle ⋄φ∗E |D˜i(λ0,ǫ0) =
⊕
φ∗iKu. We put as follows:
iK˜u =
⊕
φ∗i (u)=u
φ∗iKu.
Here we put φ∗i (u) :=
∑
j≤i qj(u): Then we obtain the decomposition:
⋄φ∗E |D˜i(λ0,ǫ0) =
⊕
iK˜u. Clearly the
tuple of the decompositions
(
iK˜ ∣∣ i = 1, . . . , l) is compatible.
Lemma 13.11 The eigenvalue of Resi(D˜) on
iK˜u is e(λ, u). In particular, φ∗E is CA.
Proof It immediately follows from our construction.
The following lemma is also seen easily from our construction.
Lemma 13.12 The nilpotent part N˜i of the residue Resi(D˜) is given by φ∗iN (i) =
∑
j≤i φ
∗
iNj.
13.1.5 Functoriality for some pull back (II)
We put X˜ = ∆n−1z . Let us consider the morphism φ : X˜ −→ X , given as follows:
φ∗(ζi) =
{
z1 (i = 1, 2)
zi−1 (i ≥ 3).
Lemma 13.13 Assume E is convenient at λ0. Then we have the natural isomorphism ⋄φ∗E ≃ φ∗⋄E.
Let v be a frame of frame of ⋄E compatible with the decompositions kK (k = 1, . . . , l). In this case, we have
ui = φ
∗vi (see the subsubsection 13.1.1), and the degrees h degF
(λ0)
(ui) are given as follows:
h degF
(λ0)
(ui) =

1 degF
(λ0)
(vi) +
2 degF
(λ0)
(vi), (h = 1),
h+1 degF
(λ0)
(vi), (h ≥ 2).
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Proof If follows from the formula (265) for the degree of ui.
Assume that E is convenient at λ0. Let
∑
kAkdζk/ζk denote the λ-connection of D with respect to the frame
v, i.e., Dv = v · (∑kAk · dζk/ζk) holds. Then we have the following formula:
D˜u = u ·
(
(φ∗A1 + φ∗A2) · dz1
z1
+
n−1∑
h=1
φ∗Ah+1 · dzh
zh
)
.
Hence we have the following formula:
Resh(D˜) =

φ∗Res1(D)|D2(λ0,ǫ0) + φ
∗Res2(D)|D2(λ0,ǫ0) (h = 1)
φ∗Resh+1(D) (h ≥ 2).
Thus the nilpotent parts are as follows:
N˜i =

φ∗(N1 +N2) (i = 1)
φ∗Ni+1 (i ≥ 2).
Hence N˜ (i) = φ∗N˜ (i + 1). Let W˜ (i) denote the weight filtration of N˜ (i), and then we have W˜ (i) = φ∗W (i + 1).
On the divisor D˜1(λ0, ǫ0), we put as follows:
1K˜u =
⊕
u1+u2=u
φ∗2K(u1,u2).
On the divisors D˜i(λ0, ǫ0) (i ≥ 2), we put iK˜u = φ∗(i+1Ku). Then the decompositions iK˜ satisfies the condition
(A) in Definition 13.1. It is also easy to check the condition (B) in Definition 13.1. Hence we have the following
lemma.
Lemma 13.14 φ∗E is convenient at λ0.
13.2 Preliminary norm estimate
13.2.1 Statement
Let (E, ∂E , θ, h) be a tame harmonic bundle over X −D. Let λ0 be a point of Cλ and ǫ0 be a small positive
number. Assume that ⋄E is convenient at λ0 and locally free over X (λ0, ǫ0). Let v be a frame of ⋄E compatible
with the tuple
(
iK,W (m) ∣∣ i ∈ l, m ∈ l).
Since v is compatible with E(λ0) and F (λ0), we have the element u(vi) for each vi. We put as follows:
bm(vi) := p
(
λ, qm(u(vi))
)
hm(vi) :=
1
2
· (degW (m)(vi)− degW (m−1)(vi)).
We put as follows:
v′i := vi ·
l∏
m=1
|ζm|bm(vi) ·
(− log |ζm|)−hm(vi).
Then we obtain the C∞-frame v′ = (v′i) of E over X (λ0, ǫ0)−D(λ0, ǫ0).
We consider the following subsets Z and ∂Z:
Z :=
{
(ζ1, . . . , ζn) ∈ X −D
∣∣ |ζj−1| ≤ |ζj | ≤ 2−1, j ∈ l},
∂Z :=
{
(ζ1, . . . , ζn) ∈ X −D
∣∣ |ζj | = 2−1, j ∈ l}. (272)
The purpose of this subsection is to show the following proposition.
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Proposition 13.1 On the region Z, the C∞-frame v′ is adapted. Moreover there exists positive constants Ci
(i = 1, 2), depending on H(h,v′)|∂Z , such that C1 ≤ H(h,v′) ≤ C2 holds on the region Z.
Let φ : X˜ −→ X be a morphism given in the subsubsection 13.1.4. We obtain the holomorphic frame
u = φ∗v of ⋄φ∗E . We also obtain the C∞-frame u′ = (u′i) = φ∗v′ over X˜ − D˜. It is easy to see the following:
u′i = ui ·
l∏
m=1
|zm|bm(ui) ·
(
−
∑
t≥m
log |zt|
)−hm(ui)
= ui ·
l∏
m=1
|zm|
∑
j≤m bj(vi) ·
(
−
∑
t≥m
log |zt|
)−hm(vi)
.
Here we have bm(ui) =
∑
j≤m bj(vi) and hm(ui) = hm(vi).
Let us consider the following subsets Z˜ and ∂Z˜:
Z˜ :=
{
(z1, . . . , zn) ∈ X˜ − D˜
∣∣ |zi| ≤ 1, (i ≤ l − 1), |zl| ≤ 2−1},
∂Z˜ :=
{
(z1, . . . , zn) ∈ X˜ − D˜
∣∣ |zi| = 1, (i ≤ l − 1), |zl| = 2−1}.
Note the φ(Z˜) = Z and φ(∂Z˜) = ∂Z.
It is easy to see that Proposition 13.1 is equivalent to Proposition 13.2.
Proposition 13.2 The C∞-frame u′ is adapted on X˜−D˜. Moreover there exist positive constant Ci (i = 1, 2),
depending only on H(h,u′)|∂Z˜ , such that C1 ≤ H(h,u′) ≤ C2 over Z˜.
We will show Proposition 13.2, or equivalently Proposition 13.1 in the following subsubsections. We use an
induction on the dimension of X . We assume that the propositions hold in the case dimX ≤ n − 1, and we
will prove the propositions hold in the case dimX = n. The hypothesis of the induction will be used in Lemma
13.19.
13.2.2 Step 1. Independence of a choice of compatible frames
Lemma 13.15 Let v be a frame of ⋄E over X (λ0, ǫ0), which is compatible with the tuple
(
kK,W (m) ∣∣ k ∈
l, m ∈ l).
Assume that the claim in Proposition 13.1 holds for v. Then the same claim holds for any other frame of
⋄E over X (λ0, ǫ0), which is compatible with the tuple
(
kK,W (m) ∣∣ k ∈ l, m ∈ l).
Proof Let v(1) be other frame of ⋄E over X (λ0, ǫ0), which is compatible with the tuple
(
kK,W (m) ∣∣ k ∈ l, m ∈
l
)
. We have the relation of the form:
v
(1)
i =
∑
Bj i · vj .
Here Bj i are holomorphic on X and Bj i |Dk = 0 unless the following holds:
k degK(v(1)i ) =
k degK(v(1)j ), deg
W (m)(v
(1)
i ) ≤ degW (m)(v(1)j ) (∀m ≤ k) (273)
We have the induced relation u
(1)
i =
∑
φ∗Bj i · uj =
∑
B˜j i · uj . Then we have B˜j i | D˜k = 0 unless (273) holds
for i and j. We also have the induced relation u
(1) ′
i =
∑
B˜′j i · u′j , and then we have the following:
B˜′j i = B˜j i ·
∏
p
|zp|bp(u
(1)
i )−bp(uj) ·
∏
p
(
−
∑
t≥p
log |zt|
)−hp(u(1)i )+hp(uj)
.
Once we obtain the boundedness of B˜′, then we obtain the boundedness of B˜′ −1 by symmetry. It implies
the equivalence of the adaptedness of u(1) ′ and u′. So we have only to prove the boundedness of B˜′.
(i) Note that we have B˜j i |D˜p = 0 in the case bp(u
(1)
i ) − bp(uj) < 0. We also have −1 < bp(u(1)i ) − bp(uj), due
to convenience of E at λ0. Thus B˜′j i |D˜p = 0.
237
(ii) We have the following equality:∏
p
(
−
∑
t≥p
log |zt|
)−hp(u(1)i )+hp(uj)
=
∏
p
( −∑t≥p log |zt|
−∑t≥p+1 log |zt|
)ap
.
Here we put as follows:
ap = −1
2
(
degW (p)(u
(1)
i )− degW (p)(uj)
)
.
In the case ap ≤ 0, it is easy to see that (−
∑
t≥p log |zt|)ap · (−
∑
t≥p+1 log |zt|)−ap is bounded. In the case
ap > 0, we have B˜j i | D˜p = 0, and we have the following inequality on Z˜, for some positive constant C:(
−∑t≥p+1 log |zt| − log |zp|
−∑t≥p+1 log |zt|
)ap
≤
(
1 +
− log |zp|
C
)ap
Here we have used −∑t≥p+1 log |zt| ≥ − log |zl| ≥ C for some positive constant C.
From (i) and (ii), the boundedness of B˜′i j follows immediately.
13.2.3 Step 2. Strongly compatible frame v
Thus we pick a frame v which is strongly compatible with
(
kK,W (m) ∣∣ k ∈ l, m ∈ l) in the sense of Corollary
4.7. Namely we take a frame compatible frame v as the following condition is satisfied:
Condition 13.1 A compatible frame v consists of sections vh,u,h,i. The following holds:
N(1)vh,u,h,i =

vh,u,h−2δ1,i (−h+ 2 ≤ q1(h) ≤ h, h− q1(h) is even)
0 (otherwise).
We have j degK(vh,u,h,i) = qj(u) and degW (m)(vh,u,h,i) = qm(h).
Then we obtain the frame u =
(
uh,u,h,i
)
of ⋄φ∗E .
Let q1 denote the projection of X˜ onto the first component ∆(1+η). We have the naturally defined projection
Ω1,0
X˜
−→ q∗1Ω1,0∆(1+η).
Let q1(D˜) denote the composite of the following:
φ∗E D˜−−−−→ φ∗E ⊗ Ω1,0
X˜
−−−−→ E ⊗ q∗1Ω1,0∆(1+η).
Lemma 13.16 In general, let v(1) be a frame of ⋄E, which is not necessarily compatible. For the frame u(1) =
φ∗v(1) of ⋄φ∗E, we have the following implication:
Dv
(1)
i =
∑
u
(1)
j · Akj i
dζk
ζk
=⇒ q1(D˜)u(1)i =
∑
u
(1)
j · A˜1j i ·
dz1
z1
=
∑
u
(1)
j · φ∗A1j i ·
dz1
z1
.
Proof It can be shown by a direct calculation.
In particular, if v is as in Condition 13.1. we have the following on D˜k(λ0, ǫ0) (2 ≤ k ≤ l). (Here we use the
notation D˜k instead of D˜k(λ0, ǫ0) for simplicity of the notation.):
q1(D˜)uh,u,h,i | D˜k =

(
e(λ, u1) · uh,u,h,i + uh,u,h−2δ1,i
)
·
(
dz1
z1
)
|D˜k
, (−h+ 2 ≤ q1(h) ≤ h, h− q1(h) even ),
e(λ, u1) · uh,u,h,i
(
dz1
z1
)
|D˜k
(q1(h) = −h)
0 (otherwise).
(274)
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On the divisor D˜1, we have the following formula:
Res(q1D˜)uh,u,h,i | D˜1 =

(
e(λ, u1) · uh,u,h,i + uh,u,h−2δ1,i
)
|D˜1
, (−h+ 2 ≤ q1(h) ≤ h, h− q1(h) even ),
e(λ, u1) · uh,u,h,i | D˜1 (q1(h) = −h)
0 (otherwise).
(275)
13.2.4 Model bundle and the comparing morphism
For h = q1(h) ≥ 0, u and i, we take the vector subspace of ⋄E|(λ,O) as follows:
Vh,u,h,i :=
h⊕
a=0
C · vh,u,h−2aδ1,i ⊂ ⋄E|(λ0,O).
Then we have the decomposition: ⋄E|(λ0,O) =
⊕
Vh,u,h,i. The decomposition is compatible with Res1(D) and
N1. Let Nh,u,h,i denote the restriction of N1 to Vh,u,h,i.
Then we pick the model bundle E(Vh,u,h,i,Nh,u,h,i)⊗L(u1) over ∆∗. We obtain the deformed holomorphic
bundle Eh,u,h,i over ∆∗ ×Cλ. The direct sum of Eh,u,h,i is denoted by E0. We have the natural metric h0 on
E0, which is a direct sum of the metrics hh,u,h,i.
On ∆(λ0, ǫ0) ×∆, we have the prolongation ⋄E0 and the canonical frame u0 = (u0h,u,h,h,i). Then we have
the following:
D0u
0
h,u,h,i :=

(
e(λ, u1) · uh,u,h,i + uh,u,h−2δ1,i
) · dz1
z1
(−h+ 2 ≤ q1(h) ≤ h, h− q1(h) even )
(
e(λ, u1) · uh,u,h,i
) · dz1
z1
, (q1(h) = −h),
0 (otherwise).
(276)
We also have the following formula:
Res(D0)u
0
h,u,h,i :=

e(λ, u1) · uh,u,h,i + uh,u,h−2δ1,i (−h+ 2 ≤ q1(h) ≤ h, h− q1(h) even )
e(λ, u1) · uh,u,h,i (q1(h) = −h),
0 (otherwise).
(277)
We have the holomorphic vector bundle φ∗q∗1
⋄E0 over ∆(λ0, ǫ0)×X˜ . We have the λ-connection D˜0 := φ∗q∗1D0.
The frames φ∗q∗1u0 and u give the isomorphism Φ : φ∗q∗1⋄E0 −→ ⋄E over X˜ (λ0, ǫ0).
Lemma 13.17 We have the following equality on the divisor
⋃l
k=2 D˜k:
Φ ◦ q1
(
D˜0
)− q1(D˜) ◦ Φ = 0
We have the following equality on the divisor D˜1:
Φ ◦ Res(q1(D˜0))− Res(q1(D˜)) ◦ Φ = 0.
Proof It immediately follows from (274), (275), (276) and (277).
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13.2.5 Step 3. The metric on φ∗q∗1E0
We have the metric φ∗q∗1hh,u,h,i on φ
∗q∗1Eh,u,h,i. We put as follows:
h˜h,u,h,i := φ
∗q∗1
(
hh,u,h,i
) · l∏
k=2
|zk|−
∑
2≤t≤k p(λ,ut) ×
l∏
k=2
(
−
∑
m≥k
log |zm|2
)qk(h)
.
The metrics h˜h,u,h,i induce the metric h˜0 on φ
∗q∗1E0.
We put as follows:
u˜0 ′h,u,h,i := u˜
0
h,u,h,i ·
l∏
k=1
|zk|
∑
1≤t≤k p(λ,ut) ×
l∏
k=1
(
−
∑
m≥k
log |zt|2
)−qk(h)
.
Lemma 13.18 Then the C∞-frame u˜0 ′ over X˜ (λ0, ǫ0)− D˜(λ0, ǫ0) is adapted with respect to the metric h˜0.
Proof We put as follows:
u0 ′h,u,h,i := u
0
h,u,h,i · |z|p(λ,u1) · (− log |z1|)−q1(h).
Then the C∞-metric u0 ′ = (u0 ′h,u,h,i) over ∆
∗ is adapted with respect to h0. Then the adaptedness of u0 ′
immediately follows.
We put as follows:
♥u˜0 ′h,u,h,i := u˜
0
h,u,h,i ×
l∏
k=2
|zk|
∑
1≤t≤k p(λ,ut) ×
l∏
k=3
(
−
∑
m≥k
log |zm|2
)−qk(h) × (−∑
m≥2
log |zm|2
)−q1(h)−q2(h)
.
We obtain the frame C∞-frame ♥u˜0 ′ of E0 over X˜ (λ0, ǫ0)− D˜(λ0, ǫ0). We put as follows:
Y :=
{
(z1, . . . , zn) ∈ Z˜
∣∣ |z1| = 1}. (278)
Corollary 13.1 The restriction ♥u˜0 ′|Y is adapted with respect to the metric h˜0|Y .
13.2.6 Step 4. The end of the proof
We put as follows:
♥u′h,u,h,i := uh,u,h,i ·
l∏
k=2
|zk|
∑
1≤t≤k p(λ,ut) ×
l∏
k=3
(
−
∑
m≥k
log |zm|2
)−qk(h) × (−∑
m≥2
log |zm|2
)−q1(h)−q2(h)
.
Lemma 13.19 On the set Y given in (278), the C∞-frame ♥u′ is adapted with respect to the metric φ∗h.
Proof We put X˜a := {(a, z2, . . . , zn) ∈ X˜} and Xa := {(ζ1, . . . , ζn) ∈ X | ζ1 = aζ2}. Due to the result in
the subsubsection 13.1.5, the restriction E|Xa is convenient at λ0, and the frame v|Xa is compatible. Hence we
obtain the result due to the assumption of the induction.
Corollary 13.2 The restriction Φ|Y is bounded over the set Y .
Proof It immediately follows from Corollary 13.1 and Lemma 13.19.
Then, by using the method explained in the subsection 6.1 of our previous paper, we obtain the boundedness
of Φ on the region Z˜. Thus the induction can proceed, and therefore we obtain Proposition 13.1 and Proposition
13.2.
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13.3 Norm estimate for holomorphic sections
We put X := ∆n, Di := {zi = 0} and D =
⋃l
i=1Di. Let (E, ∂E , θ, h) be a tame harmonic bundle over X −D.
Let us pick any point λ0 ∈ C. We pick b ∈ Rl such that qi(b) 6∈ KMS(Eλ0 , i) for i = 1, . . . , l. Let pick a
sufficiently small positive number ǫ0 such that bE is locally free over the closure of ∆(λ0, ǫ0).
Let v = (vi) be a frame of bE , which is compatible with E(λ0), F (λ0) and W (Corollary4.4). For each vi, we
have the element u(vi) ∈ KMS(E0, l) such that degE
(λ0),F (λ0)(vi) = k
(
λ0,u(vi)
)
. We put as follows, for each vi:
bj(vi) = p
(
λ, qj(u(vi))
)
, hj(vi) =
1
2
(
degW (j)(vi)− degW (j−1)(vi)
)
.
Then we put as follows:
v′i := vi ·
∏
j
(
|zj|bj(vi) · (− log |zj |)−hj(vi)
)
.
Then we obtain the C∞-frame v′ = (v′i) on X (λ0, ǫ0)−D(λ0, ǫ0).
For any positive number C, we put as follows:
Z(C) :=
{
(z1, . . . , zn) ∈ X −D
∣∣ |zi−1|C ≤ |zi|, (i ∈ l)}.
Theorem 13.1 Let C be any positive number. Then the C∞-frame v′ is adapted over the region Z(C) ×
∆(λ0, ǫ0).
Proof First we give some easy reductions.
Lemma 13.20 For the proof of Theorem 13.1 We may assume b = 0.
Proof We take the model bundle L(b) over X − D, and prolongment −bL(b) of the deformed holomorphic
bundle over X . We have the canonical frame e of −bL(b) such that |e|h =
∏l
j=1 |zj|qj(b).
We have the naturally defined isomorphism bE ⊗−bL(b) ≃ ⋄
(E ⊗ L(b)). Once we show the claim of Theorem
13.1 for ⋄
(E ⊗ L(b)), then we obtain the claim for bE , too.
Lemma 13.21 Assume that we have already shown the following claim:
(P): The C∞-frame v′ is adapted over Z(C)×∆(λ0, ǫ′0) for some positive number ǫ′0. (The number
ǫ′0 can be smaller than ǫ0).
Then Theorem 13.1 is obtained.
Proof Let λ1 be any point of the closure ∆(λ0, ǫ0) of ∆(λ0, ǫ0). Due to the assumption of Lemma 13.21,
we may assume that we have some positive number ǫ′1 such that v
′ is adapted over Z(C) × ∆(λ1, ǫ1). We
may assume that we can take a finite subset S ⊂ ∆(λ0, ǫ0) such that ∆(λ0, ǫ0) ⊂
⋃
λ1∈S∆(λ1, ǫ1). Then the
adaptedness of v′ over ∆(λ1, ǫ1) for λ1 ∈ S implies the adaptedness of v′ over ∆(λ0, ǫ0).
Let us return to the proof of Theorem 13.1. Note we may freely replace a positive number ǫ0 with a smaller
one, due to Lemma 13.21. Let η1 be a positive number such that η1 · rank E < 1/3.
Lemma 13.22 We can pick elements (ai, ci) ∈ Z>0 × {r | − 1 < r < 0} and numbers ηi (i ∈ l) as follows,
inductively:
• First we take (a1, c1) satisfying the following:
– We put S1 :=
{
a1 + κ(c1 · b)
∣∣ b ∈ Par(⋄Eλ0 , 1)}. Then S1 is η1-small, and we have 0 6∈ S1.
Then we put as follows:
η2 :=
1
3
min
{|a− b| ∣∣ a, b ∈ S1, a 6= b}.
• Suppose that we have already pick (aj , cj) (j < i) and ηj (j ≤ i). Then we take (ai, ci) as follows:
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– The inequality ci > C · ci−1 holds.
– We put Si :=
{
ai + κ(ci · b)
∣∣ b ∈ Par(⋄Eλ0 , i)}. Then the set Si is ηi-small and we have 0 6∈ Si.
Then we put as follows:
ηi+1 :=
1
3
min
{|a− b| ∣∣ a, b ∈ Si, a 6= b}.
Moreover, we may assume that ci is sufficiently large with respect to KMS(⋄Eλ0 , i) for each i, in the sense of
Definition 2.1.
Let a = (a1, . . . , al) be such an element of R
l as in Lemma 13.22. We can take a small positive number ǫ′0
such that ⋄
(
φ∗cE ⊗ L(a)
)
is locally free on ∆(λ0, ǫ
′
0) × X . Due to our choice of (c1, . . . , cl), ⋄
(
φ∗cE ⊗ L(a)
)
is
convenient. (See Lemma 13.5 and Definition 13.1).
Let e be the canonical base of the deformed holomorphic bundle L(a) of the model bundle L(a). We have
|e| = ∏lj=1 |zj|aj . We put e′ := e ·∏lj=1 |zj|−aj , and then we have |e′| = 1. On the other hand, we have the
frame u = (ui) of
⋄E over X (λ0, ǫ′0) as in the subsubsection 13.1.2:
ui := φ
∗
cvi ·
∏
j
z
ν(cj·bj(vi))
j .
Then the tensor product u⊗ e = (ui⊗ e) is a frame of the vector bundle ⋄φ∗cE ⊗ L(a), which is compatible with(
kK,W (m) ∣∣ k ∈ l, m ∈ l).
We take the C∞-frame u′ = (u′i) of φ
∗
cE over X (λ0, ǫ′0)−D(λ0, ǫ′0):
u′i := ui ·
l∏
j=1
|zj |κ(cj ·bj(vi)).
Due to Proposition 13.1, we obtain the adaptedness of the C∞-frame u′ ⊗ e′ = (u′i ⊗ e′) on the region Z, given
in (272). It is easy to see that we have the relation u′i = v
′
i ·ωi for some C∞-function ωi on Z such that |ωi| = 1.
Thus the frame φ∗cv
′ is adapted on the region Z. It implies the adaptedness of the frame v′ on the following
region:
Z(c1, . . . , cl) :=
{
(z1, . . . , zn) ∈ X −D
∣∣ |zi−1|ci−1 < |zi|ci , i ∈ l}.
Since we have C · ci < ci+1 due to our choice of c1, . . . , cl, we have the implication Z(C) ⊂ Z(c1, . . . , cl). Thus
we are done.
13.4 Norm estimate for flat sections
13.4.1 Preliminary
Let H denote the upper half plane. We use the complex coordinate (ζ1, . . . , ζn) of H
n. We also use the real
coordinate ζi = xi +
√−1yi.
Lemma 13.23 Let (ak, nk) (k = 1, . . . , l) be elements of R× Z. We have the following equality:
l∏
k=1
y
−ak+ak−1+nk
k =
l−1∏
k=1
(
yk
yk+1
)−ak+∑ i≤k ni
× y−al+
∑
i≤l ni . (279)
Proof We use an induction on l. We assume that the following equality holds:
l−1∏
k=1
y
−ak+ak−1+nk
k =
l−2∏
k=1
(
yk
yk+1
)−ak+∑ i≤k ni
× y−al−1+
∑
i≤l−1 ni . (280)
By a direct calculation, we have the following:
y
−al−1+
∑
i≤l−1 ni
l−1 × y−al+al−1+nll =
(
yl−1
yl
)−al−1+∑ i≤l−1 ni
× y−al+
∑
i≤l ni
l . (281)
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From the equalities (280) and (281), we obtain the equality (279). Thus the induction can proceed.
Let Ci (i = 1, 2, 3) be positive numbers. We put as follows:
Z˜(C1, C2, C3) :=
{
(ζ1, . . . , ζl) ∈ Hl
∣∣∣ |xi| ≤ C1, yi+1 ≤ C2 · yi, (i ∈ l), yn ≥ C3}.
Let (ak, nk) (k = 1, . . . , l) be elements of R × Z. Let us consider the following function:
Fl :=
l∏
k=1
y
−ak+ak−1
k ·
∣∣xk +√−1yk∣∣nk .
Lemma 13.24 Let Cb (b = 1, 2, 3) be any positive numbers. Assume ak ≥
∑
i≤k ni. The function Fl is bounded
on the region Z˜(C1, C2, C3).
Proof We have only to show the boundedness of
∏l
k=1 y
−ak+ak−1+nk
k over Z˜(C1, C2, C3). Then Lemma 13.24
follows from Lemma 13.23.
13.4.2 Norm estimate in the case where λ is fixed
Let us consider the norm estimate for flat sections. For simplicity, we consider the case X = ∆n and D =⋃n
i=1Di, where we put Di := {zi = 0}. Let (E, ∂E , θ, h) be a tame harmonic bundle over X −D. We have the
universal covering π : Hn −→ X −D, given by ζi 7−→ exp
(√−1ζi). Let λ be a point of C∗λ. Let us consider the
norm estimate of flat sections of π−1Eλ.
Let s = (si) be a frame of H(Eλ), which is compatible with
(
iE, jF ,W (m) ∣∣ i ∈ n, j ∈ n, m ∈ n). We have
the elements u(si) ∈ KMS(E0, n), such that degE,F(si) = kf (λ,u(si)). Let Muk denote the unipotent part of
the monodromy of Dλ,f , and we put as follows:
Nk :=
−1
2π
√−1 logM
u
k .
For any n ∈ Zl≥0, we put as follows:
Nn :=
l∏
k=1
Nnkk .
The matrix b(n) :=
(
b(n)j i
)
is determined by the relation Nns = s · b(n), i.e., Nnsi =
∑
b(n)j isj .
Lemma 13.25 Assume that b(n)j i 6= 0. Then we have the following:
• degE(si) = degE(sj).
• k degF(si) ≥ k degF(sj) for any k = 1, . . . , n.
• Let l be any integer such that 1 ≤ l ≤ n. In the case k degE,F(si) = k degEF(sj) for k ≤ l, we also have
the following, for any k ≤ l:
degW (k)(si) ≥ degW (k)(sj) + 2
∑
t≤k
nt.
Proof It immediately follows from our choice of s.
We put vi := F
(
si, p
f(λ,u(si))
)
. Then v = (vi) is a frame of
⋄Eλ which is compatible with (iE, jF,W (m) ∣∣ i ∈
n, j ∈ n, m ∈ n). We have the elements u(vi) ∈ KMS(E0, n) such that degE,F (vi) = k(λ,u(vi)).
We put αk(sj) := λ
−1 · e(λ, uk(vj)). Let n! denote the number
∏n
i=1 ni! for n = (n1, . . . , nn). Then we have
the following:
vi =
n∏
k=1
z
αk(si)
k ·
∑
j
b(n)j i
n!
·
n∏
k=1
(
log zk
)nk · sj . (282)
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Note we also have the following relation:
p(λ, uk(vj)) = p
f(λ, uk(sj)) − Re
(
αk(sj)
)
.
We put hk(vj) := 2
−1(degW (k)(vj) − degW (k−1)(vj)) and hk(sj) := 2−1(degW (k)(sj) − degW (k−1)(sj)). Note
we have hk(sj) = hk(vj).
We put as follows:
v′j := vj ·
∏l
k=1 |zk|p(λ,uk(vj)) ·
(− log |zk|)−hk(vj),
s′j := sj ·
∏l
k=1 |zk|p
f (λ,uk(sj)) · (− log |zk|)−hk(sj).
Then we obtain the frames v′ = (v′i) and s
′ = (s′i).
We put as follows:
Bj i :=
∑
n
b(n)j i
n!
∏
k
z
pf (λ,uk(si))−pf (λ,uk(sj))
k ×
(− log |zk|)−hk(si)+hk(sj) × (− log zk)nk .
Thus we obtain the matrix valued function B.
Lemma 13.26 We have the relation v′ = s′ ·B.
Proof We have the following:
v′i =
∑
j,n
b(n)j i
n!
∏
k
z
αk(si)+p(λ,uk(vi))−pf (λ,uk(sj))
k
(− log |zk|)−hk(vi)+hk(sj) × (log z)nk · s′j .
We have αk(si) + p(λ, uk(vi)) = p
f(λ, uk(si)) and hk(vi) = hk(si). Thus we obtain the result.
Lemma 13.27
• We have Bi i = 1.
• Assume Bj i 6= 0, then we have k degF(si) ≥ k degF (sj).
Namely the matrix B is triangular, and the diagonal components are 1.
Proof It immediately follows from Lemma 13.25.
Lemma 13.28 The matrix valued functions B and B−1 are bounded over Z˜(C1, C2, C3).
Proof Assume b(n)j i 6= 0. Then we have pf (λ, uk(si)) − pf (λ, uk(sj)) ≥ 0 for any k. Moreover let h be the
number such that pf (λ, uk(si))− pf(λ, uk(sj)) = 0 for any k < h and that pf (λ, uh(si))− pf (λ, uh(sj)) 6= 0.
Lemma 13.29 Let h be as above. On the region Z˜(C1, C2, C3), we have the boundedness of the following:∏
k≥h
z
pf
(
λ,uk(si)−uk(sj)
)
k ×
(− log |zk|)−hk(si)+hk(sj) × (log zk)nk .
Proof We have only to compare the order of |zh|p
f
(
λ,uh(si)−uh(sj)
)
and
∏
k≥h(− log |zk|)M . Note there exists
a positive constant we have |zh|C ≤ |zk| for any k ≥ h over Z(C1, C2, C3).
Lemma 13.30 Let h be as above. We have the boundedness of the following function over Z˜(C1, C2, C3):
h−1∏
k=1
(− log |zk|)−hk(si)+hk(sj) × (log zk)nk .
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Proof We put ak := 2
−1(degW (k)(si) − degW (k)(sj)). Then we have −hk(si) + hk(sj) = −ak + ak−1 and
−ak +
∑
i≤k ni ≤ 0 for any k ≤ h. Then we obtain the desired boundedness from Lemma 13.24.
Let us return to the proof of Lemma 13.28. The boundedness of B immediately follows from Lemma 13.29
and Lemma 13.30. Since B is triangular such that the diagonal components are 1, the boundedness of B−1
follows from the boundedness of B.
Theorem 13.2 The frame s′ is adapted on the region Z˜(C1, C2, C3).
Proof It follows from the adaptedness of v′ and the boundedness of B and B−1 on the region Z˜(C1, C2, C3).
Part IV
An application to the theory of pure twistor
D-modules
14 Nearby cycle functor for R-module
14.1 The KMS structure of R-module
We recall the nearby cycle functor for R-modules introduced by Sabbah, with some minor generalization. We
recommend the reader to read the readable paper [42]. In particular, see the chapters 0 and 1 for the basic
of R-modules, and see the chapter 3 in [42] for V -filtration and the nearby cycle functor. For most of the
definitions and the lemmas contained in this section, the reader can find the counterpart in [42]. We also use
some results in [42] without mention.
We consider the right R-modules in this subsection.
Remark 14.1 Sabbah kindly informed the author on the revision of his paper [43], in which the generalization
is discussed. We keep this section for our reference in the later discussion.
14.1.1 V -filtration
Let M be an RX×C -module. Let t be the coordinate of C.
Definition 14.1 A V -filtration at λ0 is defined to be a filtration U
(λ0) of M indexed by Z, defined on X (λ0, ǫ0)
for some ǫ0 > 0 indexed by Z satisfying the following:
U (λ0)a (M) · Vm(R) ⊂ U (λ0)a+m(M).
(See the section 3.1.a. in [42] for Vm(R).) A V -filtration U (λ0) at λ0 is called monodromic, if there exists a
monic b(s) ∈ C[λ][s] such that
• b(t∂t − k · λ) acts trivially on U (λ0)k (M)/U (λ0)k−1 (M) for any k ∈ Z.
• g.c.d.
(
b
(
s− kλ), b(s− lλ)) ∈ C[λ]− {0} if k 6= l.
Later we will consider a refinement of V -filtration, which is the filtration indexed by R. It will be also called
by V -filtration. Recall the definition of good V -filtration.
Definition 14.2 Let
(M, U (λ0)M) be a V -filtered RX -module defined over X (λ0, ǫ0). It is called good, if the
following holds:
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• For any compact subset K ⊂ X (λ0, ǫ0), there exists k0 ≥ 0 such that the following holds:
U
(λ0)
−k M = U (λ0)−k0M · tk−k0 , U
(λ0)
k M =
∑
0≤j≤k−k0
U
(λ0)
k0
M · ðjt .
• U (λ0)l M is V0R-coherent.
Let A be a finite subset of (R/Z)×C. Let π : R×C −→ (R/Z)×C be the projection. We put A˜ := π−1(A).
For any real number c ∈ R, we put as follows:
A(λ0)c :=
{
u ∈ A˜ ∣∣ c− 1 < p(λ0, u) ≤ c}.
Definition 14.3 A coherent R-module M is called specializable along X0 at λ0 for A, if the following holds:
• There exists a good V -filtration U (λ0)(M) at λ0.
• We have a map f : A −→ Z≥0, which can be regarded as the function on A˜ or A(λ0)c (c ∈ R), and we put
as follows:
bU (s) :=
∏
u∈A(λ0)0
(
s+ e(λ, u)
)f(u)
.
Then bU (t·ðt − kλ) acts trivially on U (λ0)k
/
U
(λ0)
k−1 .
In such case, we say M is specializable for (X0, A, λ0). If we would like to distinguish a V -filtration U (λ0) and
a function f as above, we say that M is specializable for (X0, A, λ0, U (λ0), f).
Note the following relation:
bU (s− kλ) =
∏
u∈A(λ0)
k
(
s+ e(λ, u)
)f(u)
.
The following lemma is clear.
Lemma 14.1 IfM is specializable for (X0, λ0, A), then the R-submodules and the R-quotient modules are also
specializable for (X0, λ0, A).
Recall the following lemma.
Lemma 14.2 Assume that M is specializable for (X0, λ0, A, U (λ0), f). Let m be a local section of M around
λ0. Then there exists a finite subset S ⊂ A˜ such that we have m · bS(tðt) ∈ m · V−1(R). Here we put as follows:
bS(s) :=
∏
u∈S
(
s+ e(λ, u)
)f(u)
.
Proof m · R is a submodule of M. Thus U (λ0) induces a good V -filtration of m · R. On the other hand, the
good V -filtration of R induces the good V -filtration of m · R. Since the two good V -filtrations are equivalent,
the result holds.
14.1.2 Refinement and the decomposition
On U
(λ0)
k
/
U
(λ0)
k−1 , we have the filtration
{
Fc
∣∣ k − 1 ≤ c ≤ k} defined as follows:
Fc := Ker
( ∏
u∈A(λ0)
k
,
p(λ0,u)≤c
(
tðt + e(λ, u)
)f(u)) ⊂ U (λ0)k /U (λ0)k−1 .
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Then we obtain the refinement of the filtration U (λ0) as follows: Let c be any real number. We take the integer
k satisfying k− 1 < c ≤ k. Let πk denote the naturally defined projection U (λ0)k −→ U (λ0)k
/
U
(λ0)
k−1 . Then we put
U
(λ0)
c := π
−1
k (Fc). In the following, we put as follows for any real number c ∈ R:
GrU
(λ0)
c (M) := U (λ0)c /U (λ0)<c .
For any real number c, we put as follows:
K(A, c, λ0) :=
{
u ∈ A˜ ∣∣ p(λ0, u) = c}, bc(s) := ∏
u∈K(A,c,λ0)
(
s+ e(λ, u)
)f(u)
.
Then bc(tðt) acts trivially on Gr
U(λ0)
c (M).
Lemma 14.3 We have the decomposition on a neighbourhood of λ0:
GrU
(λ0)
c (M) =
⊕
u∈K(A,c,λ0)
E
(−e(λ, u)). (283)
Here E
(−e(λ, u)) denotes the kernel of (tðt + e(λ, u))N for any sufficiently large integer N .
Proof Let ui (i = 1, 2) be elements of K(A, c, λ0). Note we have e(λ0, u1) 6= e(λ0, u2) if u1 6= u2. Then the
decomposition (283) immediately follows.
We put as follows:
ψU
(λ0)
t,u (M) := E(−e(λ, u)).
For λ ∈ Cλ, the function φλ : K(A, c, λ0) −→ R is defined by u 7−→ p(λ, u).
Lemma 14.4 Assume |λ− λ0| is sufficiently small. For any c, c′ ∈ R such that c 6= c′, we have the following:
φλ
(K(A, c, λ0)) ∩ φλ(K(A, c′, λ0)) = ∅.
Proof Since A is finite, the set
{
c ∈ R ∣∣K(A, c, λ0) 6= ∅} is a discrete and periodic subset of R. Then the
lemma immediately follows.
Lemma 14.5 Assume that M is specializable for (X0, A, λ0). If |λ1 − λ0| is sufficiently small, then M is
specializable for (X0, A, λ1). If there exists the V -filtration U
(λ0) at λ0 such that Gr
U(λ0) is strict, then there
exists the V -filtration U (λ1) at λ1 such that Gr
U(λ1) is strict.
Proof For any real number d ∈ R, we put as follows:
S(d) :=
{
c ∈ R ∣∣∃u ∈ K(A, c, λ0), p(λ1, u) = d}.
Since |λ1−λ0| is small, we have
∣∣S(d)∣∣ ≤ 1. First, let us consider the case S(d) = {c}. Let πc : U (λ0)c −→ GrU(λ0)c
be the projection, and we put as follows:
U
(λ1)
d := π
−1
c
( ⊕
u∈K(A,c,λ0),
p(λ1,u)≤d
ψU
(λ0)
t,u
)
.
Let us consider the case S(d) = ∅. In that case, we put d0 := max{d′ ≤ d |S(d′) 6= ∅}, and we put U (λ1)d := U (λ1)d0 .
Then it is easy to check that U (λ1) is the filtration we desired.
Remark 14.2 In the proof, the construction of U (λ1) from U (λ0) is also given.
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14.1.3 Lemmas for uniqueness
Lemma 14.6 Assume that M is specializable for (X0, A, λ0, U (λ0), f) and (X0, A′, λ0, U ′ (λ0), f ′). Assume the
strictness of GrU
′ (λ0)
(M). Then U (λ0)a ⊂ U ′ (λ0)a for any a ∈ R.
Proof In this proof, we omit to denote (λ0). We straightforwardly follow the argument given in the proof of
(2) Lemma 3.3.4. in [42].
Since U and U ′ are good, there exists l ≥ 0 such that U ′c−l ⊂ Uc ⊂ U ′c+l for any c. Pick m ∈ UcM, and we
take d as m ∈ U ′d − U ′<d. Note that d ≤ c+ l.
There exists a finite subset S ⊂ A˜ satisfying the following:
• For any element u ∈ S, the inequality p(λ0, u) ≤ c holds.
• We put BU (s) :=
∏
u∈S
(
s+ e(λ, u)
)f(u)
. Then m · BU (tðt) ∈ U<d−l ⊂ U ′<d.
On the other hand, we put as follows:
B′U (s) :=
∏
u∈K(A′,d,λ0)
(
s+ e(λ, u)
)f ′(u)
.
Then we have m ·B′U (tðt) ∈ U ′<d.
Assume c < d, and we will derive a contradiction. Since we have p(λ0, u) = d for any element u ∈ K(A′, d, λ0),
we have
{
e(λ, u)
∣∣ u ∈ S} ∩ {e(λ, u) ∣∣ u ∈ K(A′, λ0, d)} = ∅, where we regard e(λ, u) as functions of λ. Thus we
have g.c.d.(BU , BU ′) ∈ C[λ]− {0}. Hence there exists an element g(λ) ∈ C[λ]− {0} such that m · g(λ) ∈ U ′<d.
Due to the strictness of GrU
′
d (M), we obtain m ∈ U ′<d, which contradicts our choice of d. Hence c ≥ d. It
implies Uc ⊂ U ′c.
Lemma 14.7 Assume that M is specializable for (X0, A, λ0, U (λ0), f) and (X0, A′, λ0, U ′ (λ0), f ′). Assume the
strictness of GrU
(λ0)
(M) and GrU ′ (λ0)(M). Then we have U (λ0) = U ′ (λ0). If we have f(u) 6= 0 for any u ∈ A,
then A is contained in A′.
Proof By using Lemma 14.6, we obtain U (λ0) = U ′ (λ0). Moreover, we obtain the two decomposition:
GrUc M =
⊕
u∈K(A,c,λ0)
E
(−e(λ, u)) = ⊕
u∈K(A′,c,λ0)
E
(−e(λ, u)).
Thus we obtain the second claim.
The second claim in Lemma 14.7 implies that we can take the unique minimal A if we impose the strictness
to GrU
(λ0)
(M).
Lemma 14.8 Assume the following:
• M is specializable for (X0, A, λ0, U (λ0), f) and (X0, A′, λ0, U ′ (λ0), f ′).
• The map e(λ0) : A˜ ∪ A˜′ −→ C is injective.
Then we have U (λ0) = U ′ (λ0).
Moreover, if we have f(u) 6= 0 for any u ∈ A, then we have A ⊂ A′.
Proof We omit to denote (λ0). We put A
′′ = A′ ∪A. The argument is essentially same as the proof of Lemma
14.6. Let us pick a section g ∈ Uc. We have the real number d determined by the condition g ∈ U ′d−U ′<d. Then
we have the following:
g · b1
(
t · ðt
) ∈ U ′<d, b1(s) := ∏
u∈K(A′,λ0,d)
(
s+ e(λ, u)
)
. (284)
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Since there exists a positive integer l such that Uc−l ⊂ U ′<d, there exists a finite subset S ⊂
{
u ∈ A˜ ∣∣ p(λ0, u) ≤
c
}
, such that the following holds:
g · b2
(
t · ðt
) ∈ U ′<d, b2(s) := ∏
u∈S
(
s+ e(λ, u)
)
. (285)
Assume c < d, and we will derive a contradiction. We have S ∩K(A′, λ0, d) = ∅. Then we obtain the following,
due to the injectivity assumption:{−e(λ0, u) ∣∣u ∈ S} ∩ {−e(λ0, u) ∣∣u ∈ K(A′, λ0, d)} = ∅. (286)
It implies g.c.d.
(
b1(s), b2(s)
)
= 1. Then we obtain f ∈ U ′<d from (284) and (285), but it contradicts our choice
of d. Thus we obtain c ≥ d. By symmetry we obtain c = d, and thus U = U ′.
By the same argument as the proof of Lemma 14.7, we obtain the second claim.
14.1.4 A lemma for strict compatibility of the morphism and U (λ0)
Proposition 14.1 Let M and N be specializable for (X0, A, λ0, U (λ0)(M), fM) and (X0, A′, λ0, U (λ0)(N ), f ′N )
respectively. Let φ :M−→ N be a morphism of R-modules. Assume GrU(λ0)(N ) is strict.
1. φ
(
U
(λ0)
c (M)
)
is contained in U
(λ0)
c (N ).
2. Assume that GrU
(λ0)
(M) is strict, and that the induced morphism GrU(λ0)c (φ) : GrU
(λ0)
c (M) −→ GrU
(λ0)
c (N )
is strict, i.e., Cok(GrU
(λ0)
c (φ)) is strict. Then φ is strict with respect to the filtrations U
(λ0)(M) and
U (λ0)(N ), namely, we have U (λ0)c (M) ∩ Im(φ) = φ
(
U
(λ0)
c (N )
)
.
Proof Let us consider the image Im(φ). The good V -filtration U (λ0)(M) induces the good V -filtration U (1)
on Im(φ) via the surjection M−→ Im(φ). It satisfies the conditions in Definition 14.3 for (X0, A, λ0).
The good V -filtration U (λ0)(N ) induces the good V -filtration U (2) on Im(φ) via the inclusion Im(φ) ⊂ N .
It satisfies the conditions in Definition 14.3 for (X0, A
′, λ0). Moreover GrU
(2)
(Im(φ)) is strict. Hence we obtain
U
(1)
c ⊂ U (2)c , due to Lemma 14.6. It implies that the morphism φ preserves the filtration. Thus we obtain the
first claim of Proposition 14.1.
To show the second claim of Proposition 14.1, let us consider the induced morphism φ′ : U (λ0)d /U
(λ0)
<c (M) −→
U
(λ0)
d /U
(λ0)
<c (N ).
Lemma 14.9 The morphism φ′ is strict and we have the following:
Im(φ′) ∩
(
U
(λ0)
d′ /U
(λ0)
<c (N )
)
= φ′
(
U
(λ0)
d′ /U
(λ0)
<c (M)
)
. (287)
Proof We note that there exists an open dense subset Y ⊂ ∆(λ0, ǫ0) such that the restrictions of U (2) and
U (1) to Y × X are same, which is due to Lemma 14.8. Thus the equality (287) holds on Y × X0. Because
GrU
(λ0)
(M) and GrU(λ0)(N ) are strict, and because the morphisms GrU(λ0)(φ) is strict, we can derive that the
equality (287) holds on X0(λ0, ǫ0).
Corollary 14.1 Let c and d be real numbers such that c < d. Let h be an element of U
(λ0)
d (M) such that
φ(h) ∈ U (λ0)c (N ). Then there exists an element h1 ∈ U (λ0)c (M) such that φ(h− h1) ∈ U (λ0)<c (N ).
Proof It immediately follows from Lemma 14.9.
Since the V -filtrations U (i) (i = 1, 2) on Im(φ) are good, there exists a positive number l0 such that
U
(2)
c ⊂ U (1)c+l0 for any real number c. It implies the following: For any element g ∈ U
(2)
c , there exists an element
g¯ ∈ U (λ0)c+l0(M) such that g = φ(g¯).
Lemma 14.10 There exists an element g¯1 ∈ U (λ0)c (M) such that φ(g¯ − g¯1) is contained in U (λ0)c−l0−1(N ).
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Proof Due to Corollary 14.1, we have an element g¯2 ∈ U (λ0)c (M) such that φ(g¯ − g¯2) ∈ U (λ0)<c (N ). By using
Corollary 14.1 inductively, we obtain the element desired. Note that the set
{
d ∈ R ∣∣ GrU(λ0)d (M) 6= 0} ∪ {d ∈
R
∣∣ GrU(λ0)d (N ) 6= 0} is discrete in R.
Let us return to the proof of Proposition 14.1. Since φ(g¯ − g¯1) is contained in U (2)c−l0−1, we can pick an
element g¯3 ∈ U (λ0)c−1 (M) such that φ(g¯3) = φ(g¯ − g¯1). Then the element g¯3 + g¯1 is contained in U (λ0)c (M), and
it satisfies the following:
φ(g¯3 + g¯1) = φ(g¯) = g.
Thus g is contained in U
(1)
c , namely we obtain U (2) = U (1). It means the strictness of φ with respect to the
filtrations U (λ0)(M) and U (λ0)(N ). Therefore the proof of Proposition 14.1 is accomplished.
14.1.5 ψ
(λ0)
t,u and ψt,u
Definition 14.4 WhenM is specializable for (X0, A, λ0, U (λ0), f) such that GrU
(λ0)
is strict, we put as follows:
ψ
(λ0)
t,u (M) := ψU
(λ0)
t,u (M) ⊂ GrU
(λ0)
p(λ0,u) .
It is well defined due to Lemma 14.6. Clearly, it is strict.
We have the nilpotent map tðt + e(λ, u) on ψ
(λ0)
t,u (M).
Lemma 14.11 We have the decomposition:
GrU
(λ0)
c (M) =
⊕
u∈K(A,λ0,c)
ψ
(λ0)
t,u (M). (288)
Proof It is just a reformulation of (283).
Lemma 14.12 Assume that ∆(λ1, ǫ1) ⊂ ∆(λ0, ǫ0). We have the following:
ψ
(λ0)
t,u M|∆(λ1,ǫ1) = ψ(λ1)t,u M. (289)
Proof The construction of U (λ1) from U (λ0) is given in the proof of Lemma 14.5. Then (289) can be checked
easily by using the uniqueness of the V -filtration U (λ1) such that GrU
(λ1)
is strict.
Lemma 14.13 Assume the following:
• M is specializable for (X0, A(λ0), λ0, U (λ0), f (λ0)) for any λ0 ∈ Cλ.
• GrU(λ0) is strict for any λ0 ∈ Cλ.
• f (λ0)(u) 6= 0 for any u ∈ A(λ0).
Then the following holds:
1. If U (λ0) is defined over ∆(λ0, ǫ0) and U
(λ1) is defined over ∆(λ1, ǫ1). Then we have U
(λ0) = U (λ1) on
∆(λ0, ǫ0) ∩∆(λ1, ǫ1).
2. A(λ0) does not depend on λ0 ∈ Cλ.
Proof It immediately follows from Lemma 14.7.
Definition 14.5 If the assumption of Lemma 14.13 is satisfied, the R-module M is called specializable along
X0. In that case, the set A is denoted by KMS(M, X0) or KMS(M, t). The set A˜ is denoted by KMS(M, X0)
or KMS(M, t).
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Remark 14.3 Note that the strictness of GrU
(λ0)
(λ0 ∈ C) is contained in Definition 14.5.
Definition 14.6 AssumeM is specializable along X0. Then
{
ψ
(λ0)
u,t M
∣∣λ0 ∈ C} determines the globally defined
RX0-module, due to Lemma 14.12. We denote it by ψt,uM.
Let M and N be strictly specializable along X0. Let φ :M−→ N be a morphism of R-modules.
Lemma 14.14 The morphism φ preserves the V -filtrations U (λ0) at λ0 for any λ0 ∈ Cλ.
Proof It immediately follows from the first claim in Proposition 14.1.
Then we obtain the induced morphism GrU
(λ0)
(φ) : GrU
(λ0)
(M) −→ GrU(λ0)(N ).
Lemma 14.15 It induces the morphisms ψ
(λ0)
t,u (φ) : ψ
(λ0)
t,u (M) −→ ψ(λ0)t,u (N ). They can be glued, and we obtain
the morphism ψt,u(φ) : ψt,u(M) −→ ψt,u(N ).
Proof Since the decomposition (288) is obtained as a generalized eigen decomposition, the first claim is clear.
The second claim is also clear from the construction of U (λ1) from U (λ0) given in Lemma 14.5.
Let δ0 denote the element (1, 0) ∈ R×C. Then we have the naturally induced morphisms:
t : ψ
(λ0)
t,u M−→ ψ(λ0)t,u−δ0M.
ðt : ψ
(λ0)
t,u M−→ ψ(λ0)t,u+δ0M.
In particular, we put as follows:
can = ðt : ψ
(λ0)
t,−δ0M−→ ψ
(λ0)
t,0 M,
var = t : ψ
(λ0)
t,0 M−→ ψ(λ0)t,−δ0M.
If M is specializable along X0, then we have t : ψt,uM −→ ψt,u−δ0M and ðt : ψt,uM −→ ψt,u+δ0M. In
particular, we have can : ψt,−δ0M−→ ψt,0M and var : ψt,0M−→ ψt,−δ0M.
14.1.6 Strictly specializable
Definition 14.7 An R-module M is called strictly specializable along X0, if the following holds:
1. It is specializable along X0.
2. For any λ0 ∈ Cλ and for any c < 0, the morphism t : U (λ0)c M−→ U (λ0)c−1M is isomorphic.
3. For any λ0 ∈ Cλ and for any c > −1, the morphism ðt : GrU
(λ0)
c M−→ GrU
(λ0)
c+1 M is isomorphic.
Definition 14.8
• Let M and N be strictly specializable along X0. A morphism φ :M−→ N is called strictly specializable
if ψt,u(φ) : ψt,uM−→ ψt,uN is strict, i.e., the cokernel Cok
(
ψt,u(φ)
)
is strict.
• We have the category with strictly specializable R-modules along X0 and strictly specializable morphisms.
We denote it by S2(X, t). Note that X0 = {t = 0}.
• Let f be a holomorphic function on X. An R-module M is called strictly specializable along f if if ∗M is
strictly specializable.
Here if denotes the naturally defined inclusion X −→ X ×C.
Proposition 14.2 Assume M is strictly specializable along X0.
1. It we have a direct sum decomposition M =M1 ⊕M2, then Mi (i = 1, 2) are strictly specializable.
251
2. Assume thatM is supported in X0. Then we have U (λ0)<0 M = 0 for any λ0 ∈ Cλ. We also have ψt,uM = 0
if u does not contained in Z≥ 0 × {0}.
3. The following conditions are equivalent.
• var : ψt,0M−→ ψt,−δ0M is injective.
• Let M′ be a submodule of M such that the support of M′ is contained in X0. Then M =M′ or 0.
• Let M′ be a submodule of M such that the support of M′ is contained in X0. Assume that M′ ∈
S2(X, t). Then M′ =M or 0.
4. Assume can : ψt,−δ0M −→ ψt,0M is surjective. Let M′′ ∈ S2(X, t) be a quotient of M such that the
support of M′′ is contained in X0. Then M′′ = 0.
5. The following conditions are equivalent.
• ψt,0M = Imcan⊕Kervar.
• We have the decomposition M = M′ ⊕M′′, where the support of M′′ is contained in X0 and M′
has neither submodules or quotients contained in S2(X, t), whose support is contained in X0.
Proof The proof of the claims 1. 3. 4, 5. are same as those the proof of Proposition 3.3.9. in [42]. Let us see
the claim 2.
(i) Since the multiplication t· is injective on U (λ0)<0 , we obtain U (λ0)<0 = 0. In particular, ψ(λ0)t,u M = 0 if
p(λ0, u) < 0.
(ii) Assume that p(λ0, u) ≥ 0 is not integer. We can take l ∈ Z>0 such that −1 < p(λ0, u)− l < 0. Then we
obtain the surjection:
ðlt : ψ
(λ0)
t,u−lδ0M−→ ψ
(λ0)
t,u M.
Thus ψ
(λ0)
t,u M = 0 in this case.
(iii) Assume u 6∈ Z≥0×{0}, and p(λ0, u) = 0. Note that e(λ0, u) 6= 0. Then the composite of the morphisms
ψ
(λ0)
t,u M t−−−−→ ψ(λ0)t,u−δ0M
ðt−−−−→ ψ(λ0)t,u M
is isomorphic. Then we obtain ψ
(λ0)
t,u M in this case.
(iv) If u 6∈ Z≥ 0 × {0} and p(λ0, u) ≥ 0, then it can be reduced to the case (iii) by the argument in (ii).
Then we obtain V0M = ψ(λ0)t,0 M = Ker(t :M−→M). Since ðkt : ψ(λ0)t,0 −→ ψ(λ0)t,kδ0 is isomorphic, we obtain
M = i+ψ(λ0)t,0 M.
Let S2X0(X, t) denote the subcategory of S2(X, t), whose objects have the supports contained in X0.
Corollary 14.2 We have the equivalence S2X0(X, t) ≃
(
strict RX0 -modules
)
.
Definition 14.9
• M is strictly S-decomposable along X0, if it is strictly specializable along X0 and ψt,0 = Im(can)⊕Ker(var).
• M is S-decomposable at P , if for any holomorphic function f , and if +M is strictly S-decomposable at
(x, 0).
• M is strictly S-decomposable if M is strictly S-decomposable at any x ∈ X.
Lemma 14.16 Let M and M′ be R-modules, which are strictly S-decomposable along X0. Let f :M′ −→M
be a morphism. Assume the following:
• For any λ0 ∈ Cλ, there exists a number h(λ0) < 0 such that the induced morphism V (λ0)h(λ0)(M′) −→
V
(λ0)
h(λ0)
(M) is isomorphic.
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• We have ψt,0(M) = Im(can) and ψt,0(M′) = Im(can).
Then f is isomorphic around a neighbourhood of X0.
Proof We have only to show that V
(λ0)
h (M′) −→ V (λ0)h (M) is isomorphic for any h and for any λ0.
In the case h < h(λ0), the coincidence V
(λ0)
h (M′) −→ V (λ0)h (M) follows from V (λ0)h(λ0)(M′) ≃ V
(λ0)
h(λ0)
(M) and
the uniqueness of the V -filtration whose associated graded module is strict.
In the case h(λ0) ≤ h < 0, we have a large integer N such that h − N < h(λ0). We have the following
commutative diagramm:
V
(λ0)
h (M′) −−−−→ V (λ0)h (M)
tN
y tNy
V
(λ0)
h−N (M′) −−−−→ V (λ0)h−N (M).
Since the both of the vertical arrows and the lower horizontal arrow are isomorphic, the upper vertical arrow is
also isomorphic.
In particular, we know V
(λ0)
<0 (M′) ≃ V (λ0)<0 (M).
SinceM andM′ are strictly S-decomposable, and since we have ψt,0 = Im(can) for both ofM andM′, they
are generated by V
(λ0)
<0 . Thus we obtain the surjectivity of the morphism f . Since we have V
(λ0)
<0 (Ker f) = 0,
the support of Ker(f) is contained in X0. Then we obtain Ker(f) = 0 due to Proposition 14.2.
Corollary 14.3 Let M and M′ be R-modules, which are strictly S-decomposable along X0, and ψt,0(M) =
Im(can) and ψt,0(M′) = Im(can) hold. Let f : M′ −→ M be a morphism. Assume that the support of the
cokernel of f is contained in X0. Then f is isomorphic.
Proof For any λ0, there exists a sufficiently negative number h(λ0) such that V
(λ0)
h(λ0)
Cok(f) = 0. It means
V
(λ0)
h(λ0)
(M′) ≃ V (λ0)h(λ0)(M). Thus we can apply Lemma 14.16.
14.1.7 ψ˜(λ0)(M) and ψ˜(M)
Let M be an RX -module, which is strictly specializable along X0.
Definition 14.10 Let u = (a, α) be an element of KMS(M, t) such that u 6∈ Z≥ 0 × {0}. The RX0-module
ψ˜
(λ0)
t,u (M) is defined as follows: Let us pick an integer b such that p(λ0, u− b · δ0) = p(λ0, u)− b < 0. Then we
put ψ˜
(λ0)
t,u (M) := ψ(λ0)t,u−b·δ0(M).
It is well defined in the following sense: For any non-negative integer N , we have the canonical isomorphism:
tN : ψ
(λ0)
t,u−b·δ0 −→ ψ
(λ0)
t,u−(b+N)·δ0 .
Let u be an element of KMS(M, t). Let us consider the following set:
S(u) :=
{
λ ∈ C∗ ∣∣∃b ∈ Z, s.t. e(λ, u− b · δ0) = 0, p(λ0, u− b · δ0) ≥ 0}.
Lemma 14.17 The set S(u) is discrete in Cλ.
Proof The set S(u) is contained in the following set:⋃
b∈Z
{
λ
∣∣ e(λ, u− bδ0) = 0}.
Then the discreteness of S(u) ∩C∗ in C∗ can be shown by an argument similar to the proof of Lemma 7.65.
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In a neighbourhood U of λ = 0, S(u) ∩ U is contained in the following finite set:⋃
0≤b≤p(0,u)+1
{
λ
∣∣ e(λ, u − bδ0) = 0}.
Then we obtain the discreteness of S(u) in Cλ.
Lemma 14.18 Let λ0 be an element of C
∗ − S. Then we have the canonical isomorphism ψ(λ0)t,u ≃ ψ˜(λ0)t,u .
Proof Since λ0 is an element of C
∗, the eigenvalues of the endomorphism s = t ·ðt cannot be 0. It implies that
the morphisms t : ψ
(λ0)
t,u −→ ψ(λ0)t,u−δ0 are isomorphic for any u. Thus we have the isomorphism tN : ψ
(λ0)
t,u −→
ψ
(λ0)
t,u−N ·δ0 . It gives the isomorphism desired.
We have the following straightforward corollary of Lemma 14.18.
Corollary 14.4 Let u be an element of KMS(M, t). Let λ0 and λ1 be a point. Assume that ∆(λ0, ǫ0) ∩
∆(λ1, ǫ1) ⊂ C − S(u). Then we have the canonical isomorphism ψ˜(λ0)t,u (M) ≃ ψ˜(λ1)t,u (M).
Definition 14.11 The RX0-module ψ˜t,u(M) is defined by ψ˜t,u(M)|∆(λ0,ǫ0) := ψ˜(λ0)t,u (M).
It is well defined due to Corollary 14.4.
Lemma 14.19 We have the canonical inclusion ψ
(λ0)
t,u −→ ψ˜(λ0)t,u .
Proof Recall that we have assumed u 6∈ Z≥ 0 × {0}. Then the induced morphism t : ψ(λ0)t,u −→ ψ(λ0)t,u−δ0 is
injective. Thus we have the injection tN : ψ
(λ0)
t,u −→ ψ(λ0)t,u−N ·δ0 . It gives the desired inclusion.
Corollary 14.5 We have the canonical inclusion ψt,u(M) −→ ψ˜t,u(M).
14.2 Specialization of the pairing of Sabbah
We recall the specialization of sesqui-linear pairing introduced by Sabbah, with minor generalization. We
recommend the reader to read the sections 1.5–1.7 and the section 3.5–3.7 of [42]. We consider the left R-
modules in this subsection.
14.2.1 R and R-module
We put ði := −λ−1 · ∂i, and RX := OX † ♯ [ði], where X † = X† ×C∗. We use the map σ : C∗ −→ C∗ given by
σ(λ) = −λ−1.
Let U be a subset of C∗λ. Let M be a left R-module over X × U . Then the left R-module structure on
σ∗M on X† × σ(U) is given. Let f be a section of OX†×σ(U), and v be a section of σ∗(M).
f • v := σ∗(f) · v, ði • v := ði · v.
Note the following relation:
ði • (f • v) = ði • (σ∗(f) · v) = ði · (σ∗(f) · v) = σ∗(f) · ði · v + (λ∂iσ∗(f)) · v
= f • (ði • v) + σ∗(−λ−1 · ∂if) · v = f • (ði • v) + σ∗
(
ði(f)
) · v = f • (ði • v) + (ði(f)) • v. (290)
Thus we obtain the well defined left R-module structure on σ∗M. We often use the notation M instead of
σ∗M.
Notation We use the following notation: Let πU : X × U −→ X denote the projection. Then we put
MU := πU ∗M, and MU := πU ∗σ∗M.
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14.2.2 Preliminary I
Let λ0 be a point of Cλ. In this subsubsection, U denotes an open subset ∆(λ0, ǫ0) for some small positive
number ǫ0. Let us consider the case X = X0×C. Let t be the coordinate of C. LetM′ andM′′ be objects of
S2(X, t). Let CU :M′U −→M′′U −→ DbUX be a sesqui-linear pairing. We recall the construction of Sabbah to
obtain the specialization along t:
ψ
(λ0)
t,u CU : ψ
(λ0)
t,u M′U ⊗ ψ(σ(λ0))t,u M′′U −→ DbUX0 .
Let W0 be an open subset of X0. Let m be a section of M′U and µ be a section of M′′U on W = W0 ×∆t.
Let us pick a C∞ (n− 1, n− 1)-form φ on W0 whose support is compact, and a C∞-function χ on ∆t such that
χ = 1 around the origin O ∈ ∆ and that the support of χ is compact.
For any integer k ∈ Z, we put as follows:
I(k)C(m,µ¯),φ(s) :=

〈
C(m, µ¯), |t|2stk · χ(t) · φ ∧ i2πdt ∧ dt¯
〉
, (k ≥ 0),〈
C(m, µ¯), |t|2st¯|k| · χ(t) · φ ∧ i2πdt ∧ dt¯
〉
, (k < 0).
Then I(k)C(m,µ¯),φ(s) is a H(A ∩ U)-valued holomorphic function defined on the half plane
{
s ∈ C ∣∣ Re(s) >
σ0 − 2−1|k|
}
, where σ0 denotes some real number.
Lemma 14.20 In the case k ≥ 0, we have the following:
λ · (s+ k + λ−1e(λ, u)) · I(k)C(m,µ¯),φ(s) = I(k)C(m′,µ¯),φ + F. (291)
Here we put m′ := (−ðtt+ e(λ, u)) ·m, and F denotes an entire function of the variable s.
Proof Let us consider the following:〈(−ðtt+ e(λ, u)) ·C(m, µ¯), |t|2stkφ·χ(t)· i
2π
dt∧dt¯
〉
=
〈
C(m, µ¯),
(
tðt+ e(λ, u)
) · |t|2stkφ·χ(t)· i
2π
dt∧dt¯
〉
. (292)
The left hand side of (292) can be rewritten as follows:
L.H.S. =
〈
C
(
(−ðtt+ e(λ, u)) ·m, µ¯
)
, |t|2stkφ · χ(t) i
2π
dt ∧ dt¯
〉
=
〈
C(m′, µ), |t|2stk · φ · χ(t) i
2π
dt ∧ dt¯
〉
.
The right hand side of (292) can be rewritten as follows:
R.H.S. =
〈
C(m, µ¯),
(
(tðt + e(λ, u)) · |t|2stk
) · φ · χ(t) · i
2π
dt ∧ dt¯
〉
+
〈
C(m, µ¯), |t|2stk+1 · φ · λ · ∂tχ(t) · i
2π
dt ∧ dt¯
〉
. (293)
Since we have ∂tχ(t) = 0 around t = 0, the second term in (293) is entire. The first term in (293) is as
follows: (
(s+ k) · λ+ e(λ, u)) · 〈C(m, µ¯), |t|2s · tk · φ · χ(t) i
2π
dt ∧ dt¯
〉
.
Then (291) follows immediately.
Lemma 14.21 In the case k ≥ 0, we have the following equality:
−λ−1 ·
(
s+ k +
e(λ, u)
λ
)
· I(−k)C(m,µ¯),φ(s) = I(−k)C(m,µ¯′),φ + F. (294)
Here we put µ′ =
(−ðtt+ e(λ, u)) · µ, and F denotes an entire function of s.
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Proof Similarly we consider the following:〈(−ðt t¯+ σ∗(e(λ, u))) · C(m, µ¯), |t|2st¯k ·φ·χ(t)· i
2π
dt ∧ dt¯
〉
=
〈
C(m, µ¯),
(
t¯ðt + σ
∗(e(λ, u))) · |t|2s t¯k ·φ·χ(t) i
2π
dt ∧ dt¯
〉
. (295)
The left hand side of (295) is as follows:
L.H.S. =
〈
C
(
m, (−ðtt+ e(λ, u))·µ
)
, |t|2s t¯k ·φ·χ(t) i
2π
dt ∧ dt¯
〉
.
The right hand side of (295) is as follows:
R.H.S. =
〈
C(m, µ¯),
((
t¯ðt + σ
∗(e(λ, u))) · |t|2s t¯k) · φ · χ(t) · i
2π
dt ∧ dt¯
〉
− λ−1
〈
C(m, µ¯), |t|2s t¯k+1 · φ · ∂tχ(t) · i
2π
dt ∧ dt¯
〉
. (296)
The second term of (296) is entire. To see the first term of (296), note the following:(
t¯ðt + σ
∗(e(λ, u))) · |t|2s t¯k = (−λ−1 · (s+ k) + σ∗(e(λ, u))) · |t|2s t¯k
Here we have σ∗(λ¯) = −λ−1. Thus it is same as the following:
−λ−1 · |t|2s t¯k
(
s+ k + σ∗
(
e(λ, u)
λ
))
= −λ−1 · |t|2st¯k ·
(
s+ k +
e(λ, u)
λ
)
Here we have used the following equality:
σ∗
(
e(λ, u)
λ
)
= α¯ · (−λ)− a− α · (−λ−1) = −α¯ · λ− a+ α · λ−1 = e(λ, u)
λ
.
Then (294) follows immediately.
14.2.3 Preliminary II
Let m be an element of U
(λ0)
c M such that 0 6= πc(m) ∈ ψ(λ0)t,u via the projection πc : U (λ0)c M −→ GrU
(λ0)
c M.
Let bm(s) be the Bernstein polynomial of m at λ0, i.e. bm(−ðt · t)m ∈ V−1R·m. Then bm(s) is of the following
form:
bm(s) =
(
s+ e(λ, u0)
)ν(u0) · ∏
u∈S0
(
s+ e(λ, u)
)ν(u)
.
Here S0 denotes a finite subset of R×C such that p(λ0, u) < c for any u ∈ S0. Then we put as follows for any
positive integer σ:
B(σ)m (s) :=
σ∏
ν=0
bm(s+ νλ).
Lemma 14.22 There exists a finite subset S1(σ) ⊂ R×C such that the following holds:
• B(σ)m (s) =∏u∈S1(σ)(s+ e(λ, u))ν′(u).
• For any u ∈ S1(σ), we have p(λ0, u) ≤ c. If p(λ0, u) = c, then u = u0.
Moreover, there exists a positive number C such that ν′(u) ≤ C for any u ∈ ⋃σ S1(σ).
Proof It is clear from our construction.
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Lemma 14.23 We have the following equality:( ∏
u∈S1(σ)
λ · (s+ k + λ−1 · e(λ, u))ν′(u)) · I(k)C(m,µ¯),φ(s) = I(k)C(m′,µ¯),φ + an entire function. (297)
Here m′ = B(σ)m (−ðtt) · m. The first term in the right hand side is holomorphic on the half plane
{
s ∈
C
∣∣ Re(s) > σ0 − σ − 2−1|k|}.
Proof The equality (297) follows from Lemma 14.20. By the construction of B
(σ)
m , we have the following for
some P ∈ V0(RX ):
B(σ)m (−ðtt) ·m = tσP ·m.
Hence I(k)C(m′,µ¯),φ in Lemma 14.23 is holomorphic on the half plane
{
s ∈ C ∣∣ Re(s) > σ0 − σ − 2−1|k|}.
Let Z(f) denote the zero set of a holomorphic function f .
Lemma 14.24 We regard I(k)C(m,µ¯),φ(s) as a ‘function’ of (s, λ) ∈ Cs × U .
• I(k)C(m,µ¯),φ is meromorphic on Cs × U .
• There exists a discrete subset S2 of R×C such that the pole of I(k)C(m,µ¯),φ is contained in the following:⋃
u∈S2
Z
(
s+ k + λ−1e(λ, u)
)
.
The order of the poles are bounded. For any element u ∈ S2, we have p(λ0, u) ≤ c. If p(λ0, u) = c, then
u = u0.
Proof It immediately follows from Lemma 14.22 and Lemma 14.23.
14.2.4 Preliminary III
Let µ be an element of U
(σ(λ0))
d M such that 0 6= πd(µ) ∈ ψ(σ(λ0))t,u1 M via the projection U (σ(λ0))d M −→
GrU
(σ(λ0))
d M. Let bµ be a Bernstein polynomial of µ at σ(λ0). Then it is of the following form:
bµ(s) =
(
s+ e(λ, u1)
)ν(u1) · ∏
u∈S3
(
s+ e(λ, u)
)ν(u)
.
Here S3 is a subset of R ×C. For any element u ∈ S3, we have p(−σ(λ0), u) < d. Then we put as follows for
any positive integer σ:
B(σ)µ (s) :=
σ∏
ν=0
bµ(s+ νλ).
The following lemma is clear.
Lemma 14.25 There exists a finite subset S4(σ) ⊂ R×C satisfying the following:
• B(σ)µ (s) =∏u∈S4(σ)(s+ e(λ, u))ν′(u).
• For any element u ∈ S4(σ), we have p(σ(λ0), u) ≤ d. If p(σ(λ0), u) = d, then u = u1.
Moreover, there exists a positive number C such that ν′(u) ≤ C for any elements u ∈ ⋃σ S4(σ).
Lemma 14.26
∏
u∈S1
(−λ−1 · (s + k + λ−1e(λ, u))ν′(u)) · I(−k)C(m,µ¯),φ(s) is holomorphic on the half plane {s ∈
C
∣∣ Re(s) > σ0 − σ − 2−1|k|}.
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Proof It can be shown by an argument similar to the proof of Lemma 14.23.
Corollary 14.6 I(−k)C(m,µ¯),φ is meromorphic on C ×U . There exists a discrete subset S5 ⊂ R×C such that the
pole of I(−k)C(m,µ¯),φ is contained in
⋃
u∈S5 Z
(
s + k + λ−1e(λ, u)
)
. The orders of the poles are bounded. For any
u ∈ S5, we have p(σ(λ0), u) ≤ d. If p(σ(λ0), u) = d, then u = u0.
Proof Similar to Lemma 14.24.
14.2.5 The construction of the specialization ψ
(λ0)
t,u C
Let [m] be a section of ψ
(λ0)
t,u0M′ on W0 ×U , and m be a section ofM′ on W0 ×∆t×U such that πc(m) = [m].
Here we put c = p(λ0, u0) and πc denotes the projection U
(λ0)
c M′ −→ GrU(λ0)c M′, as in the subsubsection
14.2.3. Let [µ] be a section of ψ
(σ(λ0))
t,u0 M′′ on W0 × σ(U), and µ be a section of M′′ on W0 ×∆t × σ(U) such
that πd(µ) = [µ]. Here we put d = p
(
σ(λ0), u0
)
and πd denotes the projection U
(σ(λ0))
d M′′ −→ GrU
(σ(λ0))
d M′′
as in the subsubsection 14.2.4.
Then we put as follows: 〈
ψ
(λ0)
t,u0 C
(
[m], [µ¯]
)
, φ
〉
:= ResZ(s+e(λ,u0))
(I(0)C(m,µ¯),φ(s)). (298)
Here the residue at Z(s+e(λ, u0)) means the coefficient of (s+e(λ, u0))
−1 for the development
∑
ai·(s+e(λ, u0))i.
Recall that we have a discrete subset S of R × C such that the poles of I(0)C(m,µ¯),φ(s) is contained in⋃
u∈S Z(s+ λ
−1 · e(λ, u)).
Lemma 14.27 We may assume e(λ0, u) 6= e(λ0, u0) for any u ∈ S − {u0}.
Proof We have the following equality in general:
p(λ0, u) + p(σ(λ0), u) = a+ 2Re(λ0 · α¯) + a+ 2Re(−λ−10 · α¯) = 2Re
(
a+ λ0 · α¯− λ−10 · α
)
= 2Re
(
λ−10 · e(λ0, u)
)
. (299)
Assume that e(λ0, u) = e(λ0, u0). Then we obtain the equality from (299):
p(λ0, u) + p(σ(λ0), u) = p(λ0, u0) + p(σ(λ0), u0). (300)
In the case p(λ0, u) > p(λ0, u0), we can exclude u from S because of Lemma 14.24. In the case p(λ0, u) <
p(λ0, u0), we have p(σ(λ0), u) > p(σ(λ0), u0) due to the equality (300). Then we can exclude u due to Corollary
14.6.
Lemma 14.28 The right hand side of (298) gives a holomorphic function on a neighbourhood of λ0 in U .
Proof It immediately follows from Lemma 14.27.
Lemma 14.29 (298) is well defined.
Proof Letm1 denote another lift of [m]. Then the non-trivial pole of I(0)C(m−m1,µ¯),φ is contained in the following:⋃
p(λ0,u)<c
Z(s+ e(λ, u)).
Thus the residue at Z(s+ e(λ, u0)) is 0. Hence (298) is independent of a choice of the lift of [m]. Similarly, it
can be shown that (298) is independent of a choice of the lift of [µ].
Thus we obtain the specialization morphism
ψ
(λ0)
t,u C : ψ
(λ0)
t,u M′U ⊗ ψ(σ(λ0))t,u M′′U −→ DbUX0 .
We put N = −ðtt+ e(λ, u0), which induces the nilpotent map on ψ(λ0)t,u0M and ψ(σ(λ0))t,u0 M.
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Lemma 14.30 We have the following equality:
ψ
(λ0)
t,u0 C
(
N [m], [µ¯]
)
= (iλ)2 · ψ(λ0)t,u0 C
(
[m], N¯ [µ¯]
)
.
Proof By definition, we have the following:〈
ψ
(λ0)
t,u0 C(N [m], [µ¯]), φ
〉
= ResZ(s+e(λ,u0))
〈
C(Nm, µ¯), |t|2s · φ · χ i
2π
dt ∧ dt¯
〉
We have the following equality:〈
C(Nm, µ¯), |t|2s · φ · χ i
2π
dt ∧ dt¯
〉
=
〈
C(m, µ¯),
(
tðt + e(λ, u)
) · (|t|2s · φ · χ) i
2π
dt ∧ dt¯
〉
=
〈
C(m, µ¯),
(
(tðt + e(λ, u))|t|2s
) · φ · χ i
2π
dt ∧ dt¯
〉
+ an entire function. (301)
On the other hand, we have the following:〈
ψ
(λ0)
t,u0 C
(
[m], N¯ [µ¯]
)
, φ
〉
= ResZ(s+e(λ,u0))
〈
C(m, N¯µ¯), |t|2sφ·χ· i
2π
dt ∧ dt¯
〉
We have the following equalities:〈
C(m, N¯µ¯), |t|2sφ·χ i
2π
dt ∧ dt¯
〉
=
〈
C(m, (−ðtt+ e(λ, u0)) · µ), |t|2sφχ i
2π
dt ∧ dt¯
〉
=
〈
C(m, µ¯),
(−ðt t¯+ σ∗(e(λ, u0))) · |t|2sφ·χ· i
2π
dt ∧ dt¯
〉
=
〈
C(m, µ¯),
((−ðtt¯+ σ∗(e(λ, u0))) · |t|2s)·φ·χ i
2π
dt ∧ dt¯
〉
+ an entire function. (302)
We have the following relation:(
tðt + e(λ, u)
) · |t|2s = (sλ+ e(λ, u)) · |t|2s = λ · (s+ λ−1 · e(λ, u)) · |t|2s.
We also have the following:(
t¯ðt + ϕ
(
e(λ, u)
)) · |t|2s = (s · σ∗λ¯+ σ∗(e(λ, u))) · |t|2s = −λ−1 · |t|2s · (s+ σ∗(λ−1 · e(λ, u)))
= −λ−1 · |t|2s · (s+ λ−1 · e(λ, u)) (303)
Thus we obtain the relation desired.
14.2.6 The induced pairing on ψ˜
(λ0)
t,u (M)
The pairing on ψt,u(M) is not so good, if u is not contained in R × {0} ⊂ R ×C. We modify it to construct
the induced pairing:
ψ˜
(λ0)
t,u C : ψ˜
(λ0)
t,u M⊗ ψ˜(σ(λ0))t,u M−→ DbUX0 .
Lemma 14.31 Let m be a section of ψ
(λ0)
t,u (M) and µ be a section of ψ(σ(λ0))t,u (M). Then we have the equality:
ψ
(λ0)
t,u−δ0C
(
[t ·m], [t · µ]) = ψ(λ0)t,u C([m], [µ]). (304)
Proof We have the following equality:
I(0)
C(t·m,t·µ),ϕ(s) =
〈
C(t ·m, t · µ), ϕ ∧ |t|2s · χ(t) · i
2π
dt ∧ dt¯〉 = 〈C(m,µ), ϕ ∧ |t|2(s+1) · χ(t) · i
2π
dt ∧ dt¯〉
= I(0)C(m,µ¯),ϕ(s+ 1). (305)
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Then the formula (304) immediately follows.
Let m be a section of ψ˜
(λ0)
t,u (M), and µ be a section of ψ˜(σ(λ0))t,u (M). We pick a sufficiently large integer
N and m1 ∈ ψ(λ0)t,u−Nδ0(M) and µ1 ∈ ψ
(σ(λ0))
t,u−Nδ0(M) corresponding to m and µ respectively. Then the pairing
ψ˜(λ0)C(m, µ¯) is defined to be ψ(λ0)C(m1, µ1).
Corollary 14.7 It is well defined.
Proof It immediately follows from the definition of ψ˜(λ0)(M) and Lemma 14.31.
14.2.7 The induced pairings ψt,uC and ψ˜t,uC
Corollary 14.8 We obtain the induced pairings:
ψ˜t,uC : ψ˜t,u(M′)A ⊗ ψ˜t,u(M′′)A −→ DbAX0 ,
ψt,uC : ψt,u(M′)A ⊗ ψt,u(M′′)A −→ DbAX0 .
Proof It follows from Lemma 14.29 and Corollary 14.7.
Corollary 14.9 We have the following relations:
ψ˜t,u0C
(
N [m], [µ¯]
)
= (iλ)2 · ψ˜t,u0C
(
[m], N¯ [µ¯]
)
, ψt,u0C
(
N [m], [µ¯]
)
= (iλ)2 · ψt,u0C
(
[m], N¯ [µ¯]
)
.
Here we put N := −ðtt+ e(λ, u).
Proof It immediately follows from Lemma 14.30.
Corollary 14.10 We have the induced pairing:
ψ˜t,uC : PhGr
W
h ψ˜t,uM′A ⊗ PhGrW−h ψ˜t,uM′′A −→ DbAX0 .
Here W denotes the weight filtration induced by N in Corollary 14.9, and Pk Gr
W
h denote the primitive part of
the associated graded modules.
Proof It immediately follows from Corollary 14.9.
Corollary 14.11 We have the specialization of a R-triple (M′,M′′, C), where M′ and M′′ are strictly spe-
cializable.
14.2.8 Uniqueness of the pairing
Let Z be a closed irreducible subset of X . LetM′ andM′′ be strictly specializable R-modules, whose supports
are Z. We assume that the morphisms can for M′ and M′′ are surjective. Let λ0 be a point of C∗, and let U
be an open subset ∆(λ0, ǫ0) for some sufficiently small ǫ0 > 0. Let Ca :M′U ⊗M′′σ(U) −→ DbUX (a = 1, 2) be
sesqui-linear pairings.
Let Z ′ ⊂ Z be a Zariski open subset.
Lemma 14.32 Assume that λ0 is generic with respect to KMS(M′, t)∪KMS(M′′, t)∪{(0, 0)}. Assume that
we have C1 = C2 on Z
′. Then we have C1 = C2 on Z.
Proof We follow the argument of Sabbah (Proposition 3.6 in [42]). Since it is a local property, we may assume
that there exits a holomorphic function f such that f−1(0)∩Z ⊃ Z−Z ′. We have only to show the coincidence
of the pairings:
if +Ca : if +M′U ⊗ if +M′′U −→ DbUX , (a = 1, 2).
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Thus we may assume that X = X0 ×C and f = t is the coordinate of C.
Let m′ and m′′ be sections of M′U [ðt] and M′′σ(U)[ðt] respectively. We put A(m′,m′′) := C1(m′,m′′) −
C2(m
′,m′′). Since the support of A(m′,m′′) is contained in X0, we have the following development:
A(m′,m′′) =
∑
a+b≤p
ηa,b · ðat · ð
b
t · δX0 .
Here ηa,b denotes the H(U ∩A)-valued distributions on X0. We have only to show ηa,b = 0 for any a and b.
Let us consider the casem′ ∈ V (λ0)<0 (M′). We have a finite subset S ⊂ KMS(M, 0, t) such that the following
holds:
• p(λ0, u) < 0 for any element u ∈ S.
• We put B(x) :=∏u∈S(x+ e(λ, u)). Then we have B(−ðtt) ·m′ = P · tp+1 ·m′. Here P denotes an element
of V0RX×C .
Then we have the following vanishing:
B(−ðtt) · A(m′,m′′) = P · tp+1 · A(m′,m′′) = 0.
Note that we have the following:(−ðtt+ e(λ, u)) · ðat · δX0 = (aλ+ e(λ, u)) · ðat · δX0 = e(λ, u + a · δ0) · ðat · δX0 .
Note we have p(λ0, u− aδ0) < 0. Then we have aλ0+ e(λ0, u) 6= 0 due to the genericness of λ0. Thus we obtain
ηa,b = 0 in the case m
′ ∈ V (λ0)<0 (M′). Since M′ is generated by V (λ0)<0 M′ around λ0, the general case can be
reduced to the case m′ ∈ V (λ0)<0 (M′).
Proposition 14.3 Assume that we have C1 = C2 on Z
′. Then we have C1 = C2 on Z.
Proof Let φ be a test function. Since Ci(m
′,m′′)(φ) are holomorphic functions on A, we have only to show
that the coincidence on a neighbourhood of a generic λ. Thus the proposition follows from Lemma 14.32.
15 Prolongation of R-module E
We put X = ∆n and D =
⋃l
i=1Di. Let (E, ∂E , θ, h) be a tame harmonic bundle over X −D. The sheaf E with
λ-connection D can be naturally regarded as the left RX−D-module. By tensoring
∧n
ΩX−D, we obtain the
right RX−D-module. In this section, we use the right R-module structure, if we do not mention. For simplicity,
we omit to denote ‘⊗∧n ΩX−D’. The author hopes that there are no confusion.
15.1 Naive prolongment E and the filtrations
15.1.1 Definition
Let λ0 be a point of Cλ. Pick b ∈ Rl such that bi 6∈ Par(Eλ0 , i) for each i.
(C1) Let ǫ0 be a sufficiently small positive number such that we have bE on X (λ0, ǫ0).
We have the natural inclusion j : X − D −→ X , which induces j : X − D −→ X . We have the subsheaf
E(λ0) of j∗E|X (λ0,ǫ0) given as follows:
E(λ0) :=
∞⋃
a=1
( l∏
i=1
zi
)−a
· bE .
The following lemma is easy to see.
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Lemma 15.1
• E(λ0) is characterized as follows:
Γ
(
U,E(λ0)) = {f ∈ Γ(U, j∗E), ∣∣∣ |f | ≤ C1 · l∏
i=1
|zi|−C2 ,
(∃C1, C2 > 0)}, (U ⊂ X (λ0, ǫ0)).
• Let b′ and ǫ′0 be other choices. We pick 0 < ǫ′′0 < min(ǫ′0, ǫ′′0). Then we obtain two sheaves E(λ0)(b, ǫ0)
and E(λ0)(b′, ǫ′0). Then we have the following:
E(λ0)(b, ǫ0)|∆(λ0,ǫ′′0 ) = E(λ0)(b′, ǫ′0)|∆(λ0,ǫ′′0 ).
In the following, we omit to denote b and ǫ0.
Corollary 15.1 Pick λ1 ∈ ∆(λ0, ǫ0), and ǫ1 such that ∆(λ1, ǫ1) ⊂ ∆(λ0, ǫ0). Then we have the following:
E(λ0)|∆(λ1,ǫ1) = E(λ1).
Proof It follows from Lemma 15.1.
Definition 15.1 We define the sheaf E by the following condition:
E|∆(λ0,ǫ0) = E(λ0).
It is well defined, due to Corollary 15.1.
If ǫ0 is sufficiently small, we may assume that the following condition is satisfied:
(C2) We put 0 6= η := min⋃i {|a − b| ∣∣ a, b ∈ Par(Eλ0 , i), a 6= b}. We pick η1 < 3−1η. Then for any
u ∈ KMS(E0, i) and for any λ ∈ ∆(λ0, ǫ0), the inequality
∣∣p(λ, u)− p(λ0, u)∣∣ < η1 holds.
Note the following elementary lemma.
Lemma 15.2 Let ǫ0 be a positive number satisfying the condition (C2). For any element u ∈ KMS(E0, i) such
that k(λ0, u) ∈ KMS(bEλ0 , i), and for any λ ∈ ∆(λ0, ǫ0), we have the following:
p(λ0, u) < 0 =⇒ p(λ, u) < 0,
p(λ0, u) > 0 =⇒ p(λ, u) > 0.
Proof Obvious.
Let ǫ0 be a positive number satisfying the condition (C2). Then we have the parabolic structure
iF =(
iF
(λ0)
c
∣∣ bi − 1 ≤ c ≤ bi) of bE . We shall define the subsheaf c E(λ0) as follows:
1. For c = (ci) ∈ Rl such that ci ∈ Par
(
bEλ0 , i
)
, we put as follows:

c E(λ0) :=
{
f ∈ bE
∣∣ f|Di ∈ iF (λ0)ci }.
Lemma 15.3 We have c E(λ0) = c+η1δE. In particular, it is locally free on ∆(λ0, ǫ0).
Proof It is clear from our choice of ǫ0 and η1.
In particular, we obtain the parabolic filtration iF (λ0) and the decomposition iE(λ0) of c E(λ0).
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2. For c ∈∏li=1[bi − 1, bi], we put c′ = (c′i), c′i := max{x ∈ Par(bE(λ0), i) ∣∣x ≤ ci}, and we put as follows:

c E(λ0) := c′E(λ0).
3. For general c ∈ Rl we take n ∈ Zl such that c− n = c′ ∈∏li=1[bi − 1, bi], and then we put as follows:

c E(λ0) :=
( l∏
i=1
x−nii
)
· c′E(λ0).
Remark 15.1 As before, the subsheaf c E(λ0) is given independently of choices of b and ǫ0.
Lemma 15.4 We have the following:

c E(λ0)|∆(λ1,ǫ1) = d E(λ1)
Here we put d = (di) and di = max
{
p(λ1, u)
∣∣ u ∈ KMS(E0, i), p(λ0, u) ≤ ci}.
Proof It immediately follows from our construction.
Since E is a right RX−D-module (see the remark in the first part of this section), j∗E is a RX -module. The
following lemma is clear.
Lemma 15.5 E is the RX -submodule of j∗E. We have the following implication:

c E(λ0) · ði ⊂ c+δiE(λ0), c E(λ0) · zi ⊂ c−δiE(λ0).
15.1.2 The filtrations iV (λ0) of E(λ0)
We put δ :=
l︷ ︸︸ ︷
(1, . . . , 1). For b ∈ Rl, we put as follows on ∆(λ0, ǫ0):
lV
(λ0)
b
(
E(λ0)) := b+δE(λ0).
For any I ⊂ l and for any c ∈ RI , we put as follows:
IV (λ0)c
(
E(λ0)) = ⋃
qI(b)=c
lV
(λ0)
b
(
E(λ0)).
The following equality is clear: ⋂
i∈I
iV (λ0)ci
(
E(λ0)) = IV (λ0)c (E(λ0)).
Let I ⊔J = l be a decomposition. Let c and d be elements of RI and RJ respectively. On the vector bundle
I GrV
(λ0)
c
JV
(λ0)
d
(
E), we have the induced filtrations jV (λ0) (j ∈ J). The following lemma is easy to see.
Lemma 15.6 Let b′ be an element of RJ such that b′ ≤ b. We have the natural isomorphism:
J GrV
(λ0)
b′
(
I GrV
(λ0) JV
(λ0)
b
(
E(λ0))) ≃ lGrV (λ0)c+b′ (E(λ0)).
Proof It can be reduced to the compatibility of the parabolic filtrations.
Let i be an element of I. The actions of zi and ði induce the morphisms:
zi :
I GrV
(λ0)
c
JV
(λ0)
d
(
E) −→ I GrV (λ0)c−δi JV (λ0)d (E),
ði :
I GrV
(λ0)
c
JV
(λ0)
d
(
E) −→ I GrV (λ0)c+δi JV (λ0)d (E), (306)
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Lemma 15.7
• The induces morphism zi in (306) is isomorphic. It is strict with respect to the filtrations jV (λ0)j (j ∈ J).
• The induced morphism ði in (306) is strict with respect to the filtrations jV (λ0)j (j ∈ J).
Proof The first claim is clear. The second claim can be reduced to the strictness of the residue Resi(D) with
respect to the parabolic filtrations jF (λ0) (j ∈ J). The generalized eigen decompositions of the residues Resj(D)
(j ∈ J) gives the splitting of jF (λ0) (j ∈ J) on the open dense subset of generic points in ∆(λ0, ǫ0). Hence we
can show the strictness of Resi(D) with respect to the filtrations
jF (j ∈ J) by using Proposition 5.2.
15.1.3 The right action of ziði
Let I be a subset of l, and J = l − I. Let c and d be elements of RI and RJ respectively. On DI(λ0, ǫ0), we
have the sheaf I GrV
(λ0)
c
JV
(λ0)
d
(
E).
Lemma 15.8 We have the natural isomorphism I GrV
(λ0)
c
JV
(λ0)
d
(
E) ≃ I GrF (λ0)c+δI (c+d+δE|DI). In particular,
I GrV
(λ0)
c
JV
(λ0)
d
(
E) is a vector bundle over DI(λ0, ǫ0).
Proof It is clear from our construction of the filtration IV (λ0).
The right actions of ziði (i ∈ I) on E induces the endomorphisms of I GrV
(λ0)
c
JV
(λ0)
d
(
E). (See Lemma
15.5).
Lemma 15.9 The endomorphism induced by zi ·ði is same as −Resi(D)−λ, under the isomorphism in Lemma
15.8.
Proof The right action of zi · ði corresponds to the left action of −ði · zi = −zi · ði − λ. Then the claim
immediately follows.
Lemma 15.10 The eigen functions of the right action of ziði (i ∈ I) on I GrV
(λ0)
c
JV
(λ0)
d
(
E) are as follows:{−e(λ, u) ∣∣ u ∈ KMS(E0, i), p(λ0, u) = ci}.
Proof Hence the eigenvalue of the right action of ziði is described as −e(λ, u) − λ for u ∈ KMS(E0, i) such
that p(λ, u) = ci + 1. Thus it is described as −e(λ, u) for some u ∈ KMS(E0, i) such that p(λ, u) = ci.
In the following, we put as follows:
K(E , λ0, i, c) :=
{
u ∈ KMS(E0, i) ∣∣ p(λ0, u) = c},
K(E , λ0, I, c) :=
{
u ∈ KMS(E0, I) ∣∣ p(λ0,u) = c}.
15.1.4 I T˜ (b,d) and some properties
We put as follows:
Iψ(λ0)u
JV
(λ0)
d (
E) := IE(−e(λ,u)).
Then we have the decomposition:
I GrV
(λ0)
c
JV
(λ0)
d
(
E) = ⊕
u∈K(E,λ0,I,c)
IE
(−e(λ,u)) = ⊕
u∈K(E,λ0,I,c)
Iψ(λ0)u
JV
(λ0)
d (
E).
Lemma 15.11 We have the following induced morphisms for i ∈ I:
zi :
Iψ(λ0)u
JV
(λ0)
d (
E) −→ Iψ(λ0)u−δ0 iJV
(λ0)
d (
E).
ði :
Iψ(λ0)u
JV
(λ0)
d (
E) −→ Iψ(λ0)u+δ0,iJV
(λ0)
d (
E).
Here δ0,i denotes the element of
(
R ×C)I determined by qi(δ0,i) = (1, 0) and qj(δ0,i) = (0, 0) (j 6= i).
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Proof It follows from the relations (zi · ði) · zi = zi ·
(
zi · ði
)
+ λ · zi and (zi · ði) · ði = ði · (zi · ði)− λ · ði.
Let b = (bi | i ∈ I) be an element of RI . The elements a = (ai | i ∈ I) ∈ RI<0 and n = (ni | i ∈ I) ∈ ZI≥0
are taken as follows: If bi ≥ 0, the numbers ai and ni are determined by the conditions −1 ≤ ai < 0 and
ni := bi − ai. If bi < 0, we put ai := bi and ni := 0. If p(λ0,u) = b, we obtain the morphism:∏
i
ðnii :
Iψ
(λ0)
u′
JV
(λ0)
d
(
E) −→ Iψ(λ0)u JV (λ0)d (E).
Here we put u′ = u−∑i ni · δ0,i. The image of the morphism is denoted by I T˜ (λ0)(u,d). By our construction,
we have the surjection, in the case p(λ0, ui) ≥ −1:
ði :
I T˜ (λ0)(u,d) −→ I T˜ (λ0)(u + δ0,i,d).
The multiplication of zi induces the morphism
I T˜ (λ0)(u,d) −→ I GrV (λ0)b−δi JV (λ0)d
(
E).
Lemma 15.12 The image is contained in I T˜ (λ0)(u− δ0,i,d).
Proof We decompose u = u′ +
∑
niδ0,i as above. In the case ni = 0, the claim is clear. In the case ni > 0,
the claim follows from the relation ðnii zi =
(
ziði + λ · ni
)
ðni−1i .
The following lemma is clear.
Lemma 15.13 The morphism zi :
I T˜ (u,d) −→ I T˜ (u − δ0,i,d) is injective. It is isomorphic in the following
cases:
• p(λ0, ui) < 0.
• p(λ0, ui) = 0 and ui 6= (0, 0).
• p(λ0, ui) > 0 and e(λ0, ui) 6= 0.
The unique eigenvalue of the right action of ziði on
I T˜ (λ0)(u,d) is −e(λ, ui), by our construction.
Lemma 15.14 The morphism ði :
I T˜ (λ0)(u,d) −→ I T˜ (λ0)(u+ δ0,i,d) is injective unless ui = (−1, 0).
Proof Let us consider the following morphisms:
I T˜ (λ0)(u,d)
ði−−−−→ I T˜ (λ0)(u+ δ0,i,d) zi−−−−→ I T˜ (λ0)(u,d).
The composite is the right action of ðizi = ziði + λ. The eigenfunction of ðizi on
I T˜ (λ0)(u,d) is given by
e(λ, ui) + λ. In the case ui 6= (−1, 0), we have −e(λ, ui) + λ = −α+ (a+ 1)λ+ α¯λ2 6= 0. Hence the composite
ðizi is injective, and thus ði is injective.
The following lemma can be shown similarly.
Lemma 15.15 The induced morphism ði is isomorphic in the following cases:
• p(λ0, ui) > −1.
• p(λ0, ui) = −1 and ui 6= (−1, 0).
• p(λ0, ui) < −1 and −e(λ0, u) + λ 6= 0.
Lemma 15.16 The sheaf I T˜ (λ0)(u,d) is a locally free ODI(λ0,ǫ0)-module.
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Proof We may assume I = k for some k ≤ l. We put J := l − k. Due to Lemma 15.14, we may assume
that ui = (0, 0) (i ≤ m) and p(λ0, ui) < 0 (m < i ≤ k) for some m ≤ k. We put u′ := u −
∑m
i=1 δ0,i. Then
I T˜ (λ0)(u,d) is the image of the morphism:
m∏
i=1
ði :
kψ
(λ0)
u′
JV (λ0)
(
E) −→ kψ(λ0)u JV (λ0)(E). (307)
On kψ
(λ0)
u
JV (λ0)
(
E), we have the nilpotent endomorphisms Ni := Resi(D) + λ (i ∈ m). It is clear that the
image of the morphism (307) is same as the image of
∏m
i=1Ni. Then it is locally free due to the limiting mixed
twistor theorem. (See Lemma 12.34).
For b ∈ RI and d ∈ Rl−I , we put as follows:
I T˜ (λ0)(b,d) :=
⊕
u∈K(E,λ0,I,b)
I T˜ (λ0)(u,d).
Corollary 15.2 The sheaf I T˜ (λ0)(b,d) is a locally free ODI (λ0,ǫ0)-module. The surjective morphism ði :
I T˜ (λ0)(b,d) −→ I T˜ (λ0)(b+ δi,d) is isomorphic in the case bi > −1.
In the case b ∈ RI<0, we have I T˜ (λ0)(b,d) ≃ I GrV
(λ0)
b
JV
(λ0)
d
(
E).
15.1.5 A lemma
Let k and m be integers such that 1 ≤ m ≤ k ≤ l. Let c be an element of Rk such that ci = 0 (1 ≤ i ≤ m− 1),
cm = −1 and ci < 0 (m < i ≤ k). We put J := l − k, and let d be an element of RJ . For any subset K ⊂ k,
we put K ′ := l −K. We have the projection:
πK :
lV
(λ0)
c+d
(
E) −→ K GrV (λ0)qK(c) JV (λ0)qK′ (c+d)(E).
The following lemma will be used in the proof of Lemma 15.34.
Lemma 15.17 Let s be a section of the following locally free sheaf on Dl:
Ker
(
kT˜ (λ0)(c,d)
ðm−→ kT˜ (λ0)(c + δm,d)
)
. (308)
Then we can take a section g ∈ lV (λ0)c+d (E) satisfying the following:
• πk(g) = s ∈ kT˜ (λ0)(c,d) ⊂ k GrV
(λ0)
c
JV
(λ0)
d
(
E).
• For any subset K ⊂ k, we have the following:
πK(g|DK ) ∈

Ker
(
Resm(D)
) ∩ Im(∏i∈K,i≤m−1(Resi(D) + λ)), (m ∈ K),
Im
(∏
i∈K,i≤m−1(Resi(D) + λ)
)
, (m 6∈ K).
(309)
Here the right hand side of (309) denote the subbundles of K GrV
(λ0)
qK(c)
K′V
(λ0)
qK′ (c+d)
(
E).
Proof Before entering the proof, we give a few remarks.
1. The subbundle (308) of kGrV
(λ0)
c
J GrV
(λ0)
d
(
E) is same as Ker(Resm(D)) ∩ Im(∏m−1i=1 (Resi(D) + λ)).
2. By tensoring the model bundle of rank 1, we can reduce the problem to the case ci = 0 (i < m), = −1
(m ≤ i ≤ k). Hence we consider only the case in the following.
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For the proof of Lemma 15.17, we need some preparation. Let us take a frame v of lV
(λ0)
c+d
(
E), which is
compatible with F (λ0) and E(λ0). Since we have lV
(λ0)
c+d
(
E) = c+d+δlE(λ0) by definition, we have the following:
0 < j degF
(λ0)
(vi) ≤ 1, (1 ≤ j < m),
−1 < j degF (λ0)(vi) ≤ 0, (m ≤ j ≤ k).
Let us take positive integer bj (j ∈ k). Then we obtain the integers nj(vi) determined as follows:
0 < −nj(vi) + bj · j degF
(λ0)
(vi) ≤ 1, (1 ≤ j < m)
−1 < −nj(vi) + bj · j degF
(λ0)
(vi) ≤ 0, (m ≤ j ≤ k).
Note the following:
0 ≤ nj(vi) ≤ bj − 1, (1 ≤ j < m),
−bj + 1 ≤ nj(vi) ≤ 0, (m ≤ j ≤ k).
If bj is sufficiently large, we have nj(vi) 6= nj(vp) in the case j degF
(λ0)
(vi) 6= j degF
(λ0)
(vp).
Let us consider the morphism ψb : X −→ X given by the correspondence:
(z1, . . . , zn) 7−→ (zb11 , . . . , zbkk , zk+1, . . . , zn).
We put v˜i := ψ
−1
b (vi) ·
∏
j z
nj(vi)
j , and v˜ := (v˜i). Then v˜ gives the frame of
lV
(λ0)
c+d
(
ψ−1b E
)
, which is compatible
with E(λ0) and F (λ0).
Recall that we have the natural
∏k
i=1 µbi -action on X (see the subsection 2.3 for the notation). Let ωi be
the generator of µbi , and then the action is given by ωi ·
(
z1, . . . , zn
)
=
(
z1, . . . , zi−1, ωi · zi, zi+1, . . . , zn
)
. The
action is naturally lifted to the action on lV
(λ0)
c+d
(
ψ−1b E
)
.
On the divisor Di(λ0, ǫ0), we have the decomposition:
lV
(λ0)
c+d
(
ψ−1b E
)
|Di(λ0,ǫ0) =
⊕
a∈S(i)
iUa.
Here ωi acts as ω
a
i on
iUa, and we put as follows:
S(i) :=

{
a ∈ Z ∣∣ 0 ≤ a ≤ bi − 1}, (1 ≤ i < m),{
a ∈ Z ∣∣ − bi + 1 ≤ a ≤ 0}, (m ≤ i ≤ k).
The tuple of the decompositions
(
iU
∣∣ i ∈ k) is compatible.
We put as follows:
ni :=

bi − 1, (1 ≤ i < m),
0 (m ≤ i ≤ k).
We obtain the element nK :=
(
ni
∣∣ i ∈ K) ∈ ZK . We have the vector bundle KUnK := ⋂k∈K kUnk | DK . Then
the frames v and v˜ induces the isomorphism:
KUnK ≃ K GrV
(λ0)
qK(c)
K′V
(λ0)
qK′ (c+d)
(
E). (310)
On the right hand side of (310), we have the nilpotent endomorphisms Resi(D) + λ (i ∈ K, i < m). On the
left hand side, the corresponding morphism Fi is given by b
−1
i ·
(
Resi(ψ
∗
bD) + λ
)
. In the case m ∈ K, we also
have the nilpotent endomorphism Resm(D) on the right hand side of (310). The corresponding morphism Fm
is given by b−1m ·Resm(ψ∗bD).
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In particular, we have the isomorphism kUnk ≃ k GrV
(λ0)
c
JV
(λ0)
d
(
E). Let s˜ denote the section of kUnk
corresponding to s.
Then s˜ is contained in the following:
Ker
(
Fm | Dk
) ∩ Im( ∏
i≤m−1
Fi | Dk
)
.
Lemma 15.18 We can take an equivariant section g˜ ∈ lc+d
(
ψ−1b E
)
such that g˜|Dk = s˜ and that the following
holds:
g˜|DK ∈

Ker(Fm) ∩ Im
(∏
i≤m−1,i∈K Fi
)
∩ KUnK (m ∈ K)
Im
(∏
i≤m−1,i∈J Fi
)
∩ KUnK (m 6∈ K).
Here we put nK :=
(
nk
∣∣ k ∈ K).
Proof It follows from Lemma 2.8.
We put g1 := g˜ ·
∏ni
i=1 z
−ni
i , which may be assumed invariant under the action of µb. Then we have the
section g of lVc+d(
E), such that g1 = ψ−1b g. Due to the isomorphism (310), it can be checked that the section
g has the desired properties. Thus the proof of Lemma 15.17 is accomplished.
15.2 Prolongment E
15.2.1 Preliminary for the construction of E
Let b be an element of Rl. We have the vector bundle b E(λ0)|Di(λ0,ǫ0) over Di(λ0, ǫ0) (i = 1, . . . , l). We often
denote Di(λ0, ǫ0) by Di for simplicity of notation. We have the action of the residue Resi(D) on b E(λ0)|Di(λ0,ǫ0).
Note that the right action of −zm · ðm induces the endomorphism Resi(D) + λ on b Eλ0 |Di(λ0,ǫ0).
We put as follows (see the subsubsection 2.6.2 for Eη):
iE(λ0)
(

b E(λ0)|Di(λ0,ǫ0), β
)
:= Eη(Resi(D), β).
Then we have the decomposition:

b E(λ0)|Di =
⊕
β∈Sp(bEλ0 ,i)
iE(λ0)
(

b E(λ0)|Di , β
)
.
Let us consider the case b = δ = (
l︷ ︸︸ ︷
1, . . . , 1). We have the decomposition δ E(λ0)|Di = iE
(λ0)
0 ⊕ iE(λ0)1 . Here we
put as follows:
iE
(λ0)
0 =
iE(λ0)
(

δ E(λ0)|Di(λ0,ǫ0),−λ0
)
, iE
(λ0)
1 =
⊕
β 6=−λ0
iE(λ0)
(

δ E(λ0)|Di(λ0,ǫ0), β
)
.
On iE
(λ0)
1 , the morphism Resi(D) + λ is invertible. We denote the inverse by (Resi(D) + λ)
−1. We have the
filtration iF (λ0) on iE
(λ0)
j (j = 0, 1). We have the following naturally defined projections:
πi : δ E(λ0)|Di −→ iGrF
(λ0)
1
iE
(λ0)
0 , π
′
i :

δ E(λ0)|Di −→ iE(λ0)1 .
We put as follows:
K0 :=
{
f ∈ δ E(λ0)
∣∣πi(f|Di) = 0 (i ≤ l)}.
We put as follows, for any integer m ≥ 1:
Km :=
{
f ∈ K0
∣∣π′i(f|Di) = 0 (i ≤ m)}.
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Let v = (vj) be a frame of

δ E(λ0) compatible with E(λ0) and F (λ0). For each vj , we put as follows:
S0(vj) :=
{
i
∣∣ i degF (λ0),E(λ0)(vj) = (1,−λ0)},
Sm(vj) := S0(vj) ⊔
{
i
∣∣ i ≤ m, i degE(λ0)(vj) 6= −λ0}.
We put as follows:
v˜m,j := vj ·
∏
i∈Sm(vj)
zi, v˜m =
(
v˜m,j
)
.
Lemma 15.19 v˜m is a frame of Km. In particular, Km is locally free.
Proof It immediately follows from the definition of Km.
We have K0 ⊃ K1 ⊃ · · · ⊃ Kl. We also have Kl ⊂ (1−ǫ)δE(λ0).
Lemma 15.20 For any section f ∈ Km−1, there exists g ∈ Km such that f − gðm ∈ Km.
Proof We can regard f as a section of δ E . The restriction f|Dm ∈ δ E|Dm is decomposed as f|Dm = f0 + f1,
where fj ∈ mE(λ0)j (j = 0, 1) such that πm(f0) = 0 in GrF
(λ0)
1
(
mE0
)
.
For any i < m, the restriction f1 | Di∩Dm is contained in
iE
(λ0)
0 | Di∩Dm∩mE
(λ0)
1 | Di∩Dm , and we have πi(f1 | Di∩Dm) =
0 in iGrF
(λ0)
1 (
iE0)|Di∩Dm .
We put g1 :=
(
Resm(D)+λ
)−1
f1 ∈ mE1. Then for any i < m, we have g1 | Di∩Dm ∈ iE0 | Di∩Dm ∩mE1|Di∩Dm
and πi(g1 | Di∩Dm) = 0 in
iGrF
(λ0)
(iE0)|Di∩Dm .
We can pick g˜ ∈ Km−1 such that g˜|Dm = g1. We put g := −g˜ · zm ∈ Km−1(−Dm) ⊂ Km. Then we have
f − g · ðm ∈ Km−1, and we have the following:
(f − g · ðm)|Dm = f|Dm −
(
g˜ · (−zm · ðm)
)
|Dm = f0 + f1 − (Resm(D) + λ) · g1 = f0.
Hence f − ðmg ∈ Km.
Corollary 15.3 For any section f ∈ K0, there exist sections g1, . . . , gl ∈ Kl and f0 ∈ Kl such that the following
holds:
f =
l∑
m=1
gm ·
m∏
j=1
ðj + f0.
Proof We have only to use Lemma 15.20 inductively.
15.2.2 The definition of the prolongment E
Let ǫ0 > 0 be as in (C2). The subsheaf E
(λ0) of E(λ0) is obtained, which we will explain in the following. We
put as follows, for any element b ∈ Rl<0:
lV
(λ0)
b E
(λ0) := lV
(λ0)
b
E .
Then we put as follows:
lV
(λ0)
<0 E
(λ0) :=
⋃
b∈Rl<0
lV
(λ0)
b E
(λ0).
The sheaf E(λ0) is the R-submodule of E(λ0) generated by lV (λ0)<0 E(λ0).
Lemma 15.21 For λ1 ∈ ∆(λ0, ǫ0), we have the following:
E
(λ0)
|∆(λ1,ǫ1) = E
(λ1).
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Proof Due to the condition (C2) on ǫ0 and Lemma 15.2, we obtain
lV
(λ0)
<0 E
(λ0)
|∆(λ1,ǫ1) ⊂ lV
(λ1)
<0 E
(λ1). It implies
the implication E
(λ0)
|∆(λ0,ǫ0) ⊂ E(λ1).
Let us see lV
(λ1)
<0 E
(λ1) ⊂ E(λ0)|∆(λ1,ǫ1). Due to the condition (C2) on ǫ0, we have lV
(λ1)
<0 E
(λ1) ⊂ K0 |∆(λ1,ǫ1).
Hence any sections f ∈ lV (λ1)<0 E(λ1) is described as follows, due to Corollary 15.3:
f = f0 +
l∑
m=1
gm ·
l∏
j=m
ðj ,
(
f0, gm ∈ lV (λ0)<0 E(λ0)|∆(λ1,ǫ1)
)
.
Thus we obtain f ∈ E(λ0)|∆(λ1,ǫ1).
Corollary 15.4 We obtain the global RX -module E. It is strict.
15.2.3 The filtrations iV (λ0) of E
For b ∈ Rl, we put as follows:
lV
(λ0)
b E :=
∑
c<0,n∈Z≥0
c+n≤b
lV (λ0)c E · ðn.
For any subset I ⊂ l, we put as follows:
IV (λ0)a E :=
⋃
qI (b)=a
lV
(λ0)
b E.
In particular, {i}V (λ0)a E is denoted by iV
(λ0)
a E.
15.2.4 Remark
Let (E, ∂E , h, θ) be a tame harmonic bundle overX−
⋃l
i=1Di. Let (E
′, ∂E′ , h′, θ′) be the restriction (E, ∂E , h, θ)
toX−⋃ni=1Di. Then we obtain the twoR-modules E(E) and E(E′) on X . They can be regarded as the subsheaf
of i∗E ′, where i denote the inclusion X−
⋃l
i=1Di ⊂ X . It is easy to see that we have lV (λ0)<0 E(E) = nV (λ0)<0 E(E′)
for any λ0, which implies E(E) = E(E
′). Hence we may assume l = n, if we need it.
15.2.5 IT (λ0)(c,d) and the easy properties
Let us pick a decomposition I ⊔ J = l. For any elements c ∈ RI and d ∈ RJ<0, we put as follows:
IT (λ0)(c,d) :=
lV
(λ0)
c+d E∑
b∈S lV
(λ0)
b E
,
Here we put S := {b ∈ Rl | qI(b)  c, qJ(b) ≤ d}.
Lemma 15.22 Let b = (b1, . . . , bl) be an element of R
l. If we have bi + 1 ≥ 0 for some i ∈ l, then we have
lV
(λ0)
b+δi
(E) = lV
(λ0)
b (E) ·ði+ lV (λ0)b′ (E). Here we put b′ := (b1, . . . , bi−1,−ǫ, bi+1, . . . , bl) for some positive number
ǫ.
Proof The implication ⊃ is clear. We show the implication ⊂. Let f be an element of lV (λ0)c E such that
c+n ≤ b+ δi and c ∈ RI<0. In the case qi(n) ≥ 1, we have f ·ðn−δi ∈ lV (λ0)b , which implies f ·ðn is contained
in lV
(λ0)
b · ði. In the case qi(n) = 0, we have the following:
qj(c + n) ≤ qj(b), (j 6= i), qi(c) < 0.
Thus f · ðn is contained in lV (λ0)
b′
. Therefore we are done.
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Corollary 15.5 Let c be an element of RI such that qi(c) + 1 ≥ 0 for some i ∈ I. Let d ∈ RJ<0. Then the
induced morphism ði :
IT (λ0)(c,d) −→ IT (λ0)(c+ δi,d) is surjective.
Since we have the inclusion lV
(λ0)
b (E) −→ lV (λ0)b
(
E) for any b ∈ Rl, we have the naturally defined morphism
fc,d :
IT (λ0)(c,d) −→ I GrV (λ0)c JV (λ0)d
(
E).
Lemma 15.23 Im(fc,d) =
I T˜ (λ0)(c,d).
Proof In the case c < 0, the claim immediately follows from the definition of IT (λ0) and I T˜ (λ0), namely, both
of them are same as I GrV
(λ0)
c
J GrV
(λ0)
d
(
E).
We have the following commutative diagramm:
IT (λ0)(c,d)
fc,d−−−−→ I GrV (λ0)c J GrV
(λ0)
d (
E)
ði
y ðiy
IT (λ0)(c + δi,d)
fc+δi,d−−−−−→ I GrV (λ0)c+δi JV (λ0)d (E).
(311)
If qi(c) + 1 ≥ 0, the left ði in the diagramm (311) is surjective, due to Corollary 15.5. As for the right ði, we
have ði(
I T˜ (λ0)(c,d)) = I T˜ (λ0)(c+ δi,d). Then it is easy to show the following implication:
Im f(c,d) =
I T˜ (λ0)(c,d) =⇒ Im(fc+δi,d) = I T˜ (λ0)(c + δi,d).
Hence the general case can be reduced to the case c < 0.
Remark 15.2 Later we see that f(c,d) is isomorphic (Lemma 15.33).
15.3 Comparison of IT (λ0)(c,d) and I T˜ (λ0)(c,d)
15.3.1 Preliminary
For any subset I ⊂ l, let δI ∈ Rl denote the element determined by the conditions qi(δI) = 1 (i ∈ I) and
qi(δI) = 0 (i 6∈ I). In particular, we put δm := (
m︷ ︸︸ ︷
1, . . . , 1, 0, . . . , 0) and δm := (
m−1︷ ︸︸ ︷
0, . . . , 0, 1, 0, . . . , 0).
Let m be an integer such that 1 ≤ m ≤ l. Let b be an element of Rl≤0 such that bi = 0 for i ≤ m. For any
subset J ⊂ l, we denote qJ (b) by bJ .
Let I be a subset of l. We put J := l − I. We have the endomorphisms Resi(D)|DI + λ (i ∈ I) of
I GrV
(λ0)
0
JV
(λ0)
bJ
(
E). We put as follows, for I ⊂ l and m ≤ l:
IQm
(
lV
(λ0)
b
(
E)) := Im(∏
i∈I,
i≤m
(
Resi(D) + λ
)) ⊂ I GrV (λ0)0 JV (λ0)bJ (E).
We often omit to use the notation IQm instead of
IQm
(
lV
(λ0)
b
(
E)), if there are no confusion. We have the
generalized eigen decomposition for the tuple of the endomorphisms ResI(D) =
(
Resi(D)
∣∣ i ∈ I):
I GrV
(λ0)
0
JV
(λ0)
bJ
(
E) = ⊕
β∈CI
IE(λ0)
(
ResI(D),β
)
. (312)
Let Niβ denote the nilpotent part of the restriction Resi(D) to IE
(
ResI(D),β
)
. The decomposition (312)
induces the decomposition:
IQm =
⊕
β∈CI
IQm,β,
IQm,β = Im
( ∏
i∈I, i≤m
βi=−λ0
Ni,β
)
.
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Lemma 15.24 IQm
(
lV
(λ0)
b
(
E)) is a vector subbundle of I GrV (λ0)0 JV (λ0)(E).
Proof The conjugacy classes of the nilpotent maps
∏
i∈I,i≤mβi=−λ0 Ni,β | (λ,P ) is independent of (λ, P ), which
follows from a limiting mixed twistor theorem. (See Lemma 12.34). Then the lemma follows.
Let m be an integer such that 0 ≤ m ≤ l. Let b be an element of Rl≤0 such that bi = 0 for i ≤ m. For any
subset I ⊂ m, we put J := l − I. We have the projection π˜I : lV (λ0)b
(
E) −→ I GrV (λ0)0 JV (λ0)bJ (E).
Then we put as follows, for d =
∑l
i=m+1 di · δi (−1 ≤ di < 0):
Lm,d :=
{
f ∈ lV (λ0)d
(
E) ∣∣ π˜I(f) ∈ IQm, ∀I ⊂ m}.
Lemma 15.25 For m ≥ 1, we have the following equality for some positive number ǫ:
Lm,d = Lm−1,d−δm · ðm + Lm−1,d−ǫδm (313)
Proof Let us see the implication ⊃. Clearly we have Lm−1,d−ǫδm ⊂ Lm,d. Let f be a section of Lm−1,d−δm .
Since Lm−1,d−δm is contained in lV (λ0)d−δm(E), we have f · ðm ∈ lV
(λ0)
d (
E). For any subset I ⊂ m such that
m 6∈ I, we have the following:
π˜I(f) ∈ IQm−1
(
lV
(λ0)
d−δm
(
E)), π˜I((f · ðm)) ∈ IQm−1(lV (λ0)d (E)) = IQm(lV (λ0)d (E)).
We put f˜ := f · z−1m , and then we have (f ·ðm)|Dm = −
(
Resm(D)+λ
)
f˜|Dm . For a subset I ⊂ l such that m 6∈ I,
we put I ′ = I ⊔ {m}. Note we have the following:
π˜I′(f˜|DI′ ) ∈ I
′
Qm−1
(
lV
(λ0)
d
(
E)).
Thus we obtain π˜I′
(
(f · ðm)|DI′
) ∈ I′Qm(lV (λ0)d (E)). Thus we obtain the implication ⊃ in (313).
Let us show the implication ⊂ in (313). It will be accomplished after Lemma 15.32. For c = (c1, . . . , cm) ∈
Zm>0, we have the morphism φc : X −→ X given by (z1, . . . , zn) 7−→ (zc11 , . . . , zcmm , zm+1, . . . , zn). Let v be a
holomorphic frame of lV
(λ0)
d
(
E), which is compatible with F (λ0) and E(λ0).
Since we have lV
(λ0)
d
(
E) = d+δlE(λ0), we have the positivity 0 < bj(vi) := j degF (λ0)(vi) for j ∈ m. We
have the integers Nj(vi) ∈ Z≥ 0 for any j ∈ m, determined as follows:
0 < cj · bj(vi)−Nj(vi) ≤ 1.
If cj is sufficiently large, we have Nj(vi) 6= Nj(vk) in the case bj(vi) 6= bj(vk).
Lemma 15.26 If j degF
(λ0)
(vi) = 1, we have Nj(vi) = cj − 1.
Proof Note 0 < cj · 1− (cj − 1) = 1 ≤ 1.
Let us pick ǫ0 > 0 satisfying (C2) for φ
−1
c E (the subsubsection 15.1.1). We put as follows:
v˜i := φ
−1
c (vi) ·
m∏
j=1
z
Nj(vi)
j , v˜ = (v˜i).
Then v˜ is a holomorphic frame of lV
(λ0)
d
(
φ−1c E
)
, which is compatible with E(λ0) and F (λ0).
We have the µc =
∏m
i=1 µci-action on X as usual. The action is lifted to the action on
lV
(λ0)
d
(
φ−1c E
)
. For
j ∈ m, we have the weight decomposition:
lV
(λ0)
d
(
φ−1c E
)
|Dj =
cj−1⊕
a=0
jUa.
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Here the action of µcj on
jUa is of weight a. If cj is sufficiently large, we have the map ϕj : {a | jUa 6= 0} −→
Par(δl+dφ∗cE(λ0), j), and the decomposition gives the splitting of the filtration jF (λ0):
jF
(λ0)
b =
⊕
ϕj(a)≤b
jUa.
(See the subsubsection 8.6.2 for such a splitting.)
We put Ni = ci − 1 (i ∈ I), and we put N I := (Ni | i ∈ I) ∈ ZI . Then the frames v and v˜ induce the
isomorphism, for I ⊂ m:
IUNI =
⋂
i∈I
iUNi ≃ I GrV
(λ0)
0
JV
(λ0)
d
(
E). (314)
We have the endomorphisms Resi
(
D
)
+ λ on the right hand side of (314). On the other hand, we have the
endomorphism c−1i ·
(
Res(φ∗cD+ λ)
)
on the left hand side.
Lemma 15.27 Under the isomorphism (314), the endomorphism c−1i ·
(
Res(φ∗cD+λ)
)
corresponds to Resi
(
D
)
+
λ.
Proof If Dv = v ·∑iAi · dzi/zi, then we have the following:(
φ−1c D
)
v˜ = v˜ ·
(∑
i
φ−1c Ai · ci ·
dzi
zi
+
∑
Ni · λdzi
zi
)
.
Here Ni denote the diagonal matrices such that (Ni)j j = Ni(vj), and we put ci = 1 for i ≥ m+1, for simplicity.
We put v˜I := (v˜i | I degF
(λ0)
(vi) = δI). Then we have the following:
Resi(φ
−1
c D)v˜I = v˜I ·
(
ci · φ−1c Ai|iUNi + (ci − 1) · λ
)
.
Hence we obtain the following:(
Resi(φ
−1
c D) + λ
)
v˜I = v˜I · ci ·
(
φ−1c A|iUNi + λ
)
.
Thus we are done.
Let us consider a section f of Lm,d and consider the pull back φ−1c f . Recall we put Nj = cj − 1 for
j = 1, . . . ,m. We put as follows:
f˜ := φ−1c f ·
m∏
j=1
z
Nj
j .
Then we obtain the section f˜ ∈ lV (λ0)d
(
φ∗cE
)
.
Lemma 15.28
• We have f˜|Di ∈ iF (λ0)di for any i > m.
• We have f˜|Di ∈ iUNi for any i ≤ m.
Proof The first claim is clear. Note that our c is an element of Zm>0.
We have the description f =
∑
fj · vj , and then we have the following:
f˜ =
∑
φ−1c (fj) ·
m∏
i=1
z
Ni−Ni(vj)
i · v˜j . (315)
The second claim immediately follows from (315).
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We take the subbundles IQ˜m of
IUNI for I ⊂ m:
IQ˜m := Im
(∏
i∈I
(
Resi(φ
−1
c D) + λ
)) ∩ IUNI .
We also take the vector subbundles I R˜m of
IUNI for any subset I ⊂ m such that m ∈ I:
IR˜m := Im
( ∏
i∈I,i<m
(
Resi(φ
−1
c D) + λ
)) ∩ IUNI .
In the case m ∈ I, we have the equivariant inclusion IQ˜m ⊂ I R˜m and the naturally defined equivariant
surjection:
Resm(φ
−1
c D) + λ :
IR˜m −→ IQ˜m. (316)
We have f˜|DI ∈ IQ˜m for any subset I ⊂ m, for we have IQ˜m ≃ IQm under the isomorphism IUNI ≃
I GrV
(λ0)
0
JV
(λ0)
d
(
E) given in (314).
Lemma 15.29 For any subset I such that m ∈ I, we can pick the equivariant section gI ∈ IR˜m, satisfying the
following conditions:
c−1m ·
(
Resm(φ
−1
c D) + λ
) · gI = f˜|DI , gI | DI′ = gI′ , (I ⊂ I ′).
Proof In the case I = m, we have the surjection mR˜m −→ mQ˜m, thus we have only to take an appropriate
lift.
Assume that we have already picked gI′ for any subsets I ( I
′, and we will construct gI . We would like to
take a lift of f˜|DI for the morphism (316). The data (gI′ | I ′ ) I) gives an equivariant lift of f˜|∂DI , where we
put ∂DI :=
(⋃
I(I′ DI′
)
. We have only to extend it equivariantly.
Lemma 15.30 We may take an equivariant section g˜ ∈ lV (λ0)d
(
φ∗cE
)
, satisfying the following:
• g˜|DI ∈ IUNI for I ⊂ m.
• g˜|DI = gI for I ⊂ m such that m ∈ I.
• g˜ satisfies the same transformation rule as f˜ .
Proof Note the following: If m 6∈ I ⊂ m, then we have gI⊔{m} ∈ IUNI | DI⊔{m} . Then the lemma can be shown
by an argument similar to the proof of Proposition 4.1
Note that g˜ ·∏mj=1 z−Nj is equivariant and satisfying the same transformation as φ−1c f . Thus we have some
section g′ ∈ E such that φ−1c g′ = g˜ ·
∏m
j=1 z
−Nj
j . We put g = −zm · g′.
Lemma 15.31 g ∈ Lm−1,d−δm .
Proof For i > m, we have i deg(g) ≤ di, which is clear from our construction.
Since we have m deg(g′) ≤ 1, we have m deg(g) ≤ 0. For I ⊂ m− 1, we have the following, under the
isomorphism given in (314):
IQm−1
(
lV
(λ0)
d
(
E)) = IQm(lV (λ0)d (E)) ≃ IQ˜m.
Hence we have π˜I(g) = −π˜I(g′ · zm) ∈ IQm−1
(
lV (λ0)
(
E)). Thus we obtain the result.
Lemma 15.32 We have f − g · ðm ∈ Lm−1,d−ǫ·δm for some ǫ > 0.
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Proof We have the following:
(g · ðm)|Dm =
(
g′ · (−zm · ðm)
)
|Dm = (Resm(D) + λ)g
′
|Dm .
Thus we have π˜I
(
(g · ðm− f)|DI
)
= 0 for I ⊂ m such that m ∈ I, by our construction. In the case m 6∈ I, since
ðm preserves
IQm−1, it is easy to see that π˜I(f − g · ðm) ∈ Qm−1. Thus we are done.
The implication ⊂ in the claim of Lemma 15.25 immediately follows from Lemma 15.31 and Lemma 15.32.
Thus the proof of Lemma 15.25 is accomplished.
Corollary 15.6 We have the following, for some positive number ǫ:
Lm,d =
∑
I⊂m
L0,d−δI−ǫ·δm−I ·
(∏
i∈I
ði
)
.
Proof We have only to use Lemma 15.25 inductively.
15.3.2 The injectivity of fc,d
Recall that fc,d is surjective (Lemma 15.23).
Lemma 15.33 The morphism fc,d is injective. As a result it gives the isomorphism:
IT (λ0)(c,d)
∼−→ I T˜ (λ0)(c,d).
Proof First we note that fc,d for c < 0 is isomorphic by definition.
We have the following commutative diagramm due to Lemma 15.23:
IT (λ0)(c,d)
fc,d−−−−→ I T˜ (λ0)(c,d)
ði
y ðiy
IT (λ0)(c + δi,d)
fc+δi,d−−−−−→ I T˜ (λ0)(c+ δi,d).
(317)
Let us assume qi(c) + 1 > 0. Then the right ði in the diagramm (317) is isomorphic, (Corollary 15.2), and the
left ði is surjective (Corollary 15.5). Moreover, we have already known fc,d and fc+δi,d are surjective, due to
Lemma 15.23. Hence, under the assumption qi(c) + 1 > 0, if fc,d is isomorphic, then fc+δi,d and the left ði in
the diagramm (317) is isomorphic.
Thus we have only to show the injectivity of fc,d in the case cj ≤ 0 for any j. For such c, we put
m(c) := #{i | ci = 0}, and we use an induction on m(c).
If m(c) = 0, then we obtain c < 0, and thus fc,d is isomorphic. Assume that we have already known the
injectivity of fc,d for m(c) ≤ m− 1, and then we may derive the injectivity of fc,d for m(c) = m.
We may assume that I = k. We put J := l − I. Let c be an element of Rk≤0 such that ci = 0 (i ≤ m− 1),
cm = −1, and ci < 0 (m < i ≤ k). Let d be an element of RJ . Due to the hypothesis of the induction, fc,d is
isomorphic. Once we prove that fc+δm,d is isomorphic, then the induction can proceed.
Hence Lemma 15.33 is reduced to the following lemma.
Lemma 15.34 Under the isomorphism fc,d, we have the following:
Ker
(
−ðm : kT˜ (λ0)(c,d) −→ kT˜ (λ0)(c+ δm,d)
)
= Ker
(
−ðm : kT (λ0)(c,d) −→ kT (λ0)(c+ δm,d)
)
. (318)
Proof The implication ⊃ is clear from the commutative diagramm (317). Let us show the implication ⊂. Let
s be a section of the left hand side of (318). Let take a section g of lV
(λ0)
c+d (
E) as in Lemma 15.17. The section
g induces the section of IT (λ0)(c,d), which is the inverse image f−1c,d(s). Hence we have only to show that the
element g · ðm induces the trivial element of IT (λ0)(c+ δm,d).
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We put c′ := c+ δm. Then g · ðm is a section of lV (λ0)c′+d
(
E). For any subset I ⊂ m, we have the projection
π˜I :
lV
(λ0)
c′+d
(
E) −→ I GrV (λ0)0 JV (λ0)qJ (c′+d)(E), as in the subsubsection 15.3.1. By our choice of g, we have the
following, in the case I ⊂ m:
π˜I
(−(g · ðm)|DI) ∈ Im( ∏
i∈I,
i≤m−1
(Resi(D) + λ)
)
.
Moreover, we have π˜I
(−(g · ðm)|DI) = 0 in the case m ∈ I ⊂ m.
We put d′ := (cm+1, . . . , ck, dk+1, . . . , dl) ∈ Rl−m. Then we obtain g · ðm ∈ Lm−1,d′−ǫ·δm . Due to Corollary
15.6, we obtain the following:
g · ðm ∈
∑
I⊂m−1
L0,d′−δI−ǫ·δIc ·
∏
i∈I
ði.
Here we put Ic := m − I. Note L0,d′−ǫ·δIc−δI · ðI ⊂ lV (λ0)c′+d(E). Hence we obtain g · ðm ∈ lV (λ0)c+δm+d−ǫδm
(
E
)
,
which means the vanishing g · ðm = 0 in kT (λ0)(c,d). Therefore we obtain the implication ⊂ in (318). Thus we
obtain Lemma 15.34 and Lemma 15.33.
15.3.3 lψu(E) and
lψ˜u(E)
In particular, we have the isomorphism lT (λ0)(c) ≃ lT˜ (λ0)(c) for any c ∈ Rl. For any u ∈ ∏li=1K(E , λ0, i, ci),
we put as follows:
lψ(λ0)u (E) :=
lT˜ (λ0)(u) ⊂ lT˜ (λ0)(c).
We have another characterization. The action of
∏
u∈K(E,λ,i,ci)
(
zi · ði + e(λ, u)
)N
on lGrV
(λ0)
c (E) is 0 if N is
sufficiently large. Hence we obtain the following:
lψ(λ0)u (E) =
l⋂
i=1
Ker
(
ziði + e(λ, ui)
)N
.
We have the decomposition:
lGrV
(λ0)
c =
⊕
u∈∏ i K(E,λ,i,ci)
lψ(λ0)u (E).
For any u ∈ ∏iK(E , λ, i, ci), we take a sufficiently large integer N such that p(λ0, ui) − Nδ0 < 0 for any
i. We put lψ˜u(E) :=
lψu−N ·δ0,l(E). Here δ0,l denote the element (
l︷ ︸︸ ︷
δ0, . . . , δ0) ∈ (C ×R)l. It is well defined in
the sense that we have the canonical isomorphism
∏
i z
N ′−N
i :
lψ˜u−N ·δ0,l(E) :=
lψu−N ′·δ0,l(E) for two choices
N and N ′.
Recall that we have the coherent sheaves lGu(E) (u ∈ KMS(E0, l)) on Cλ (the subsubsection 8.9.1). We
have lG(λ0)u+δ0,l(E) ≃ lψ
(λ0)
u (E) by definition, when p(λ0,u) < 0. Since we have the canonical isomorphism
∏
i z
N
i :
lG(λ0)u (E) −→ lGu−N ·δ0,l(E), we obtain the isomorphism lψ˜(λ0)u (E) ≃ lG(λ0)u (E) for any u ∈
∏
iK(E , λ, i, ci).
We have the nilpotent part Ni of the residue Resi(D) on lGλiu (E). On the other hand, we have the nilpotent
part Ni of −zi · ði on lψ˜(λ0)u (E).
Lemma 15.35 The isomorphism preserves the nilpotent morphisms Ni.
Proof The Resi(D) corresponds to the left action of zi · ði = ði · zi − λ, which corresponds to the right action
of −zi · ði − λ.
In particular, we obtain the following.
Lemma 15.36
• When ∆(λ1, ǫ1) ⊂ ∆(λ0, ǫ0), we have the canonical isomorphism lψ˜(λ0)u (E)|X (λ1,ǫ1) ≃ lψ˜(λ1)u (E)|X (λ1,ǫ1).
• Hence we obtain the globally defined R-module lψ˜u(E) on Dl.
• We have the isomorphism lGu+δ0,l(E) ≃ lψ˜u(E). It preserves the nilpotent parts of Res(D) and −zi · ði.
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15.4 Relation of the filtrations of E
15.4.1 Preliminary
For b ∈ RI , we put as follows:
S(b) := {c ∈ RI ∣∣ c ≤ b},
S0(b) := {c ∈ S(b) ∣∣ c 6= b}.
Definition 15.2 Let S ⊂ RI ∩ KMS(Eλ0 , I) be a finite subset. It is called primitive, if the following holds:
• For any b, b′ ∈ S such that b 6= b′, we have b 6∈ S(b′).
For a finite subset S ⊂ RI ∩ KMS(Eλ0 , I), we put as follows:
S(S) :=
⋃
b∈S
S(b), S0(S) :=
⋃
b∈S
S0(b).
The following lemma can be checked elementarily.
Lemma 15.37 Let S ⊂ ZI and n ∈ ZI such that n 6∈ S(S). Then there does not exist the following decompo-
sition: ∏
i∈I
z−nii =
∑
b∈S
fb(z) ·
∏
i∈I
z−bii .
Here fb (b ∈ S) denote holomorphic functions on ∆I .
15.4.2 The filtrations IVS,d(E)
For d ∈ Rl−I<0 , we put as follows:
IVS,d(E) :=
∑
b∈S
lV
(λ0)
b+d (E) =
∑
b∈S(S)
lV
(λ0)
b+d (E),
IV ′S,d(E) :=
∑
b∈S0(S)
lV
(λ0)
b+d (E).
Similarly we put as follows, for any d ∈ Rl−I :
IVS,d
(
E) :=∑
b∈S
IV
(λ0)
b+d
(
E), lV ′S,d(E) := ∑
b∈S′(S)
lV
(λ0)
b+d
(
E).
Lemma 15.38 There exists a finite subset S′, such that IV ′S,d
(
E
)
= IVS′,d
(
E
)
and IV ′S,d
(
E) = IVS′,d(E).
Proof It follows from the discreteness of the set Par(Eλ0 , I).
We have the naturally defined morphism:
IVS,d
(
E
) −→ IVS,d(E).
If S consists of the unique element c, we have the following by definition:
IVc,d
(
E
)
IV ′c,d
(
E
) ≃ IT (c,d), IVc,d(E)
IV ′c,d
(
E) ≃ I GrV (λ0)c JV (λ0)d (E).
Here we put J := l − I.
Let I be a subset of l. We put J := l−I. Let d be an element ofRJ . Let v be a frame of lV (λ0)d
(
E), which is
compatible with F (λ0) and E(λ0). We put j degV
(λ0)
(vi) :=
j degF
(λ0)
(vi)−1, and d(vi) :=
(
j degV
(λ0)
(vi)
∣∣ j ∈ I).
For any element c ∈ RI , we have the element n(vi, c) ∈ ZI determined by the condition c−δ < n(vi, c)+d(vi) ≤
c. When we put v˜i := vi · z−n(vi,c), the tuple v˜ :=
(
v˜i
)
is a frame of lV
(λ0)
c+d
(
E), which is compatible with F (λ0)
and E(λ0). Here z−n(vi,c) denotes
∏
j z
−nj(vi,c)
j .
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Lemma 15.39 Let c be an element of RI and S be a subset of RI such that c 6∈ S(S). For any section
f ∈ IVc,d(E) ∩ IVS,d(E), we have f = 0 in I GrV
(λ0)
c
JV
(λ0)
d (
E).
Proof We put v˜i := vi · z−n(vi,c). Then we have the description f =
∑
f˜i · v˜i =
∑
f˜i · z−n(vi,c) · vi, for holo-
morphic functions f˜i on X (λ0, ǫ0). Assume that f 6= 0 in I GrV
(λ0)
c
JVd
(
E), and we will derive a contradiction.
Under the assumption, we have the following:( ∑
d(va)+n(va,c)=c
f˜a · v˜a
)
| DI (λ0,ǫ0)
6= 0.
Then there exists i0 such that d(vi0) + n(vi0 , c) = c and f˜i0 | DI(λ0,ǫ0) 6= 0.
On the other hand, since we have f ∈ IVS,d(E) by our assumption, we have the description f =
∑
b∈S fb
for some sections fb ∈ lVb+d
(
E). For each fb, we have the description fb =∑ fb,i ·z−n(vi,b) ·vi for holomorphic
functions fb,i on X (λ0, ǫ0).
As a result, we have the equality:
f˜i0 · z−n(vi0 ,c) =
∑
b∈S
fb,i0 · z−n(vi0 ,b). (319)
Lemma 15.40
n(vi0 , c) 6∈
⋃
c∈S
S(n(vi0 , b)).
Proof Assume that n(vi0 , c) ∈ S
(
n(vi0 , b)
)
for some b ∈ S. Then we have the following:
c − d(vi0 ) = n(vi0 , c) ≤ n(vi0 , b) ≤ b− d(vi0 ).
Thus we obtain c ≤ b, which contradicts our assumption c 6∈ S(S) of Lemma 15.39. Hence we obtain Lemma
15.40.
Thus the equality (319) and Lemma 15.37 contradicts, and the proof of Lemma 15.39 is accomplished.
For a primitive subset S ⊂ ZI≥ 0, we have the natural surjection:⊕
b∈S
I GrV
(λ0)
b
JV
(λ0)
b
(
E) −→ IVS,d(E)
IV ′S,d(E)
. (320)
Corollary 15.7 The morphism (320) is isomorphic.
Proof We have only to show the injectivity of (320). Let us consider sections fb ∈ IV (λ0)b JV (λ0)d
(
E) (b ∈ S)
such that the summation g =
∑
b∈S fb is contained in
IV ′b
(
E). For any element b1 ∈ S, we have fb1 =
g−∑b∈S−{b1} fb. Hence there exists a finite subset S′ such that b1 6∈ S(S′) and fb1 ∈ IVb1,d(E)∩ IVS′,d(E).
Due to Lemma 15.39, we obtain fb1 = 0 in
I GrV
(λ0)
b1
JV
(λ0)
d (
E). It implies the injectivity of the morphism
(320).
15.4.3 The comparison of lVS(E) and lVS
(
E)
For a primitive subset S, we have the following naturally defined commutative diagramm:⊕
b∈S
IT (λ0)(b,d)
g′−−−−−→
injective
⊕
b∈S
I GrV
(λ0)
b
JV
(λ0)
d
(
E)
sur
yf ≃yf ′
IVS,d(E)
IV ′S,d(E)
g−−−−→
IVS,d
(
E)
IV ′S,d
(
E) .
(321)
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Lemma 15.41 The morphism g in (321) is injective, and the morphism f in (321) is isomorphic. We have
Im(g) = f ′
(⊕
b∈S
ITb
)
.
Proof It immediately follows the diagramm (321). Note we have Im(g′) =
⊕
b∈S
ITb.
Let S be a primitive subset of Rl.
Proposition 15.1 We have lVS
(
E
)
= lVS
(
E) ∩ E.
Proof The implication ⊂ is clear. Thus we have only to show the implication ⊃. Let N be a large number
such that −N · δ < b for any element b ∈ S.
Let f be a section of E ∩ lVS
(
E). We have the following description:
f =
∑
b∈T
fb.
Here T denotes some primitive subset of Rl, and fb are sections of
lV
(λ0)
b
(
E
)
. If T is contained in S(S), then f
is contained in lVS(E), and thus there are nothing to show. We will give an algorithm to replace the primitive
subset T when T is not contained in S(S).
In general, we put P (b) :=
{
i ∈ l ∣∣ bi > −N} for any element b ∈ Rl. Then we put Tj := {b ∈ T ∣∣ |P (b)| =
j
}
. We divide Tj into T
⋆
j ⊔ T×j , where we put as follows:
T ⋆j :=
{
b ∈ Tj
∣∣ b ∈ S(S)}, T×j := Tj − T ⋆j .
Lemma 15.42 We have T0 = T
⋆
0 .
Proof It follows from our choice of N .
We divide T×j as follows:
T×j =
∐
I⊂l,
|I|=j
T×I , T
×
I :=
{
b ∈ T×j
∣∣P (b) = I}.
We have the naturally defined morphism πI : T
×
I −→ RI>−N . We put S×I := πI
(
T×I
)
. For any element c ∈ S×I ,
we put T×I (c) := π
−1
I (c). Then we have the decomposition:
f =
l∑
j=1
(∑
b∈T⋆j
fb +
∑
|I|=j
∑
c∈S×
I
∑
b∈T×
I
(c)
fb
)
.
Note that T ⊂ S(S) is equivalent to ⋃m T×m = ∅. Hence we put as follows, when T 6⊂ S(S):
m0(T ) := max
{
m
∣∣T×m 6= ∅}.
Let I be a subset of l such that |I| = m0(T ) and S×I 6= ∅. For any element c ∈ S×I , we put |c| :=
∑
i∈I(ci+N) > 0.
We put as follows:
q0(T ) := max
( ⋃
|I|=m0(T )
{|c| ∣∣ c ∈ S×I }).
We also put as follows:
r0(T ) :=
∣∣∣ ⋃
|I|=m0(T )
{
c ∈ S×I
∣∣ |c| = q0}∣∣∣.
Let take c ∈ S×I such that |c| = q0(T ). We have the section:
Fc :=
∑
b∈T×
I
(c)
fb ∈ IV (λ0)c JV (λ0)−N ·δJ
(
E
) ⊂ IV (λ0)c JV (λ0)−N ·δJ (E).
Here we put J := l − I.
We have the induced section [Fc] of
IT (c,−N · δJ) = I T˜ (c,−N · δJ) ⊂ I GrV
(λ0)
c
JV
(λ0)
−N ·δJ
(
E).
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Lemma 15.43 Assume [Fc] 6= 0. Then we have some primitive subset U0 ⊂ RJ≤−N and the decomposition
[Fc] =
∑
d∈U0 Gc,d, where Gc,d are sections of
IT (c,d) ⊂ I GrV (λ0)c JV (λ0)d
(
E), such that the induced section
[Gc,d] is not 0 in
I GrV
(λ0)
c
I GrV
(λ0)
d
(
E) = lGrV (λ0)c+d (E). (Note Lemma 15.6.)
Proof The filtrations jV (λ0)
(
E) (j ∈ J) induces the filtrations jV (λ0) of I GrV (λ0)c V (λ0)−N ·δ(E). Since the
induced morphisms ði (i ∈ I) are strict with respect to the filtrations jV (λ0) (j ∈ J) (see Lemma 15.7), we have
the following equalities for any d ≤ −N · δ:
JV
(λ0)
d ∩ I T˜ (c,−N · δJ ) = I T˜ (c,d).
Then the claim follows immediately.
Corollary 15.8 Assume [Fc] 6= 0 in IT (c,−N · δ). Then we have some primitive subset U0 ⊂ RJ≤−N and the
decomposition Fc =
∑
d∈U0 Fc,d, where Fc,d is a section of
IV
(λ0)
c
JV
(λ0)
d
(
E
)
such that the induced section [Fc,d]
is not 0 in lGrV
(λ0)
c+d (E).
Proof Due to Lemma 15.43, we have the decomposition Fc =
∑
d∈U0 Fc,d such that [Fc,d] 6= 0 in lGrV
(λ0)
c+d
(
E).
Then we obtain the claim due to Lemma 15.33.
Then we obtain the decomposition:
f =
∑
b∈T−T×
I
(c)
fb +
∑
d∈U0
Fc,d.
Recall we have |I| = m0(T ), which we denote by m0 for simplicity.
Lemma 15.44 For any d ∈ U0, there exists an element b ∈
⋃
m0≤m T
⋆
m, such that c+ d ≤ b.
Proof Let us consider the following two cases:
Case 1. There exists an element b ∈ T − T×I (c) such that c+ d ≤ b.
Case 2. There does not exist such element.
In the case 1, we have c ≤ qI(b). Hence we have b ∈
⋃
m0<m
Tm or b ∈ Tm0 . Due to our choice of m0, we have⋃
m0<m
Tm =
⋃
m0<m
T ⋆m. Due to our choice of m0 and c, we have the following:{
b ∈ Tm0 − T×I (c)
∣∣ qI(b) ≥ c} ⊂ T ⋆m0 .
Thus we obtain b ∈ ⋃m0≤m T ⋆m in this case.
Let us consider the case 2. Then we obtain Fc,d = 0 in
lGrV
(λ0)
c+d
(
E) due to Lemma 15.39. It contradicts
our choice of Fc,d. Hence we can conclude that the case 2 does not happen.
Corollary 15.9 In the case [Fc] is not 0 in
IT (c,d), we have some sections Hb (b ∈
⋃
T ⋆m) satisfying the
following:
• Hb ∈ IV (λ0)c JV (λ0)−N ·δJ
(
E
) ∩ lV (λ0)b (E).
• [Fc −
∑
bHb] = 0 in
IT (c,−N · δJ).
We put F˜c := Fc −
∑
bHb. For any element b ∈ T ⋆ :=
⋃
T ⋆m, we put f˜b := f + Hb. For any element
b ∈ T − (T ⋆ ∪ T×I (c)), we put f˜b := fb. Then we have the following decomposition:
f =
∑
T−T×I (c)
f˜b + F˜c.
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Since the induced section [F˜c] is 0 in
IT (c,−N ·δJ ), there is some primitive set U1 ⊂ Rl and the decomposition:
F˜c =
∑
b′∈U1 F b′ such that the following conditions hold for any element b
′ ∈ U1:
qJ(b
′) ≤ −N · δJ ,
∑
i∈I
(bi +N) < r0.
We obtain the following decomposition:
f =
∑
T−T×
I
(c)
f˜b +
∑
b′∈U1
F b′ .
Then it is easy to obtain a decomposition
∑
b∈T ′ f
′
b for a primitive subset T
′ ⊂ Rl satisfying the following in
the lexicographic order: (
m0(T
′), r0(T ′), q0(T ′)
)
<
(
m0(T ), r0(T ), q0(T )
)
.
It is easy to see that the reduction procedure above can stop in finite times. Thus the proof of Proposition 15.1
is accomplished.
Corollary 15.10 We have lVbE = E ∩ lVb
(
E).
15.4.4 The distributivity of the filtrations
(
iV (λ0)
(
E
) ∣∣ i ∈ l)
Corollary 15.11 We have IV
(λ0)
b (E) =
IV
(λ0)
b
(
E) ∩ E. In particular, we have iV (λ0)b (E) = iV (λ0)b (E) ∩ E.
Proof For any section f ∈ IV (λ0)b
(
E)∩E, there exists an element c such that qI(c) = b and f ∈ lV (λ0)c (E)∩E.
Hence f ∈ lV (λ0)c (E), and thus f ∈ IV (λ0)b (E). Thus we obtain the implication ⊃. The inverse implication ⊂
can be shown similarly.
Corollary 15.12 We have IV
(λ0)
b (E) =
⋂
i∈I
iV
(λ0)
b (E).
Proof If f ∈ ⋂i∈I iV (λ0)bi (E), then we obtain f ∈ ⋂i∈I iV (λ0)bi (E) ∩ E. It implies f ∈ IV (λ0)b (E) ∩ E. Thus
we obtain f ∈ IV (λ0)b (E). It implies the implication ⊃. The reverse implication is clear.
The following lemma can be shown similarly.
Lemma 15.45 Let I be a subset of l such that i 6∈ I. Let S be a primitive subset of ZI≥0. Then we have the
following:
iV
(λ0)
b (E) ∩
(∑
c∈S
IV (λ0)c (E)
)
=
∑
c∈S
I⊔{i}V (λ0)(c,b) (E).
Proof We have only to use Proposition 15.1.
Corollary 15.13 We have the natural isomorphism:
iGrV
(λ0)
b
I GrV
(λ0)
c (E) ≃ I⊔{i}GrV
(λ0)
(c,b) (E). (322)
Proof The left hand side of (322) is isomorphic to the following, by definition:
L.H.S. =
iV
(λ0)
b
IV
(λ0)
c (E)
iV
(λ0)
<b
IVc(E) + iV
(λ0)
b ∩
∑
c′c
IV
(λ0)
c′ (E)
≃
iV
(λ0)
b
IV
(λ0)
c (E)
iV
(λ0)
<b
IV
(λ0)
c (E) +
∑
c′c
IV
(λ0)
c′
iV
(λ0)
b (E)
.
The last term is the right hand side of (322). Thus we are done.
Corollary 15.14 The R-module E is coherent and holonomic.
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Proof Let us consider the filtrations iV˜ (λ0) of E indexed by R≥−1, given as follows:
iV˜ (λ0)a :=

iV
(λ0)
a (a ≥ −1)
0 (a < −1).
We also consider the filtrations iF of R indexed by Z≥ 0, where iFb is generated by the sections of R whose
degree with respect to ði are less than b. Clearly we have the relation:
iFb(R) · iV˜ (λ0)a ⊂ iV˜ (λ0)a+b .
We obtain the lGrF (R)-module lGrV˜ (λ0)(E). We have the following:
lGrV˜
(λ0)
(E) =
⊕
I⊔J=l
⊕
a∈RI
≥−1
I GrV
(λ0)
a
JV
(λ0)
−δJ (E).
Hence it is coherent as a lGrF (R)-module. By using a standard theory of filtered ring sheaves (see the appendices
in [5] or [29]), we can show that E is a coherent R-module. Similarly, we can show that the characteristic variety
of E is contained in (N∗XX
⋃
I N
∗
DI
X) × C, where N∗YX denotes the cotangent bundle of Y in X . Then we
obtain that E is holonomic.
Let Ri denote the subsheaves of R generated by ðj (j 6= i) as algebra. We have the natural action of Ri on
iV
(λ0)
a E.
Corollary 15.15 E is regular along zi = 0, namely,
iV
(λ0)
a (E) is coherent as an Ri-module.
Proof It can be shown similarly to Corollary 15.14.
Lemma 15.46 Let I⊔J = l be a decomposition. For any c ∈ RI and d ∈ RJ<0, theR-module I GrV
(λ0)
c
JV
(λ0)
d (E)
is strict.
Proof We have the injection I GrV
(λ0)
c
JV
(λ0)
d (E) −→ I GrV
(λ0)
c
JV
(λ0)
d
(
E). Then the claim immediately
follows.
Lemma 15.47 Let I⊔J = l be a decomposition. For any c ∈ RI and d ∈ RJ , theR-module I GrV (λ0)c JV (λ0)d (E)
is strict.
Proof In the case I = l, the claim follows from Lemma 15.46. We use a descending induction on |I|. We
assume that the claim holds for any I such that |I| = m, and then we will show the claim for I such that
|I| = m− 1. We may assume that I = m− 1.
We put M−(d) := {i ∈ J | di < 0}. We use a descending induction on |M−(d)|. In the case |M−(d)| = |J |,
m−1GrV
(λ0)
c
m−1cV (λ0)d (E) is strict due to Lemma 15.46. Assume we have proved the strictness holds in the
case |M−(d)| > m, and we will prove that the strictness holds in the case |M−(d)| = m. Let pick an element
i ∈ J such that di ≥ 0. We put J ′ := J − {i} and I ′ := I ⊔ {i}. Let π : RJ −→ RJ
′
denote the projection. By
the hypothesis of the induction on |I|, I′ GrV (λ0)(c,d) J
′
V
(λ0)
π(d) (E) is strict for any d ∈ R. By the hypothesis of the
induction on |M−(d)|, I GrV
(λ0)
(c,b)
JV
(λ0)
d−Nδi(E) is strict if N is sufficiently large. Thus we are done.
Corollary 15.16 I GrV
(λ0)
c (E) is strict.
Proof Since I GrV
(λ0)
c (E) is an inductive limit of
I GrV
(λ0)
c
JVd(E) (d ∈ Rl−I), the corollary immediately follows
from Lemma 15.47.
Corollary 15.17 I GrV
(λ0)
c E is strictly specializable along Di at λ0.
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Corollary 15.18 The R-module E is strictly S-decomposable along Di, and we have ψzi,0(E) = Im(can).
Proof We have already obtained strict specializability along λ0 (Corollary 15.17). We have the following
commutative diagramm:
ψzi,0(E) −−−−→ iGrV
(λ0)
0 (E) −−−−→ iGrV
(λ0)
0
(
E)
var
y y y
ψzi,−δ0(E) −−−−→ iGrV
(λ0)
−1 (E) −−−−→ iGrV
(λ0)
−1
(
E).
The horizontal arrows are injective, and the right vertical arrows are isomorphic. Hence we have Ker(var) = 0.
Let I be a subset of l such that i ∈ I. We put J := l − I. Let c be any element of RI such that qi(c) = 0,
and d be any element of RJ<0. Then the natural morphism
IT (c − δi,d) −→ IT (c,d) is surjective. Then we
can show that iGrV
(λ0)
−1 (E) −→ iGrV
(λ0)
0 (E) is surjective, by an argument similar to the proof of Lemma 15.47.
Thus we obtain ψzi,0(E) = Im(can).
Recall that we have nψ˜u(E) (the subsubsection 15.3.3).
Lemma 15.48 We have the isomorphism:
lψ˜u(E) ≃ 1ψ˜u1
(
2ψ˜u2
(
· · · lψ˜ul
(
E
)))
.
Proof We have only to show that there exists the canonical isomorphism as follows, in the case p(λ0,u) < 0:
lψ(λ0)u (E) ≃ 1ψ(λ0)u1
(
2ψ(λ0)u2
(
· · · lψ(λ0)ul
(
E
)))
. (323)
Both of (323) are naturally isomorphic to lGu+δ0,l(E).
15.4.5 Primitive Decomposition of sections of E and E
The following lemma can be shown elementarily.
Lemma 15.49 Let f be a holomorphic function on ∆nz×∆mw . There exists the unique primitive subset S ⊂ Zl≥ 0
such that we have a holomorphic decomposition f =
∑
p∈S z
p · ap(z, w) such that ap(0, w) 6= 0.
First let us consider the primitive sections of E .
Definition 15.3 Let I be a subset of l. A section f ∈ E is called I-primitive, if f ∈ IV (λ0)b
(
E) and f 6= 0
in I GrV
(λ0)
b
(
E).
The following lemmas are easy to see.
Lemma 15.50 Let v = (vi) be a frame of

b E, which is compatible with E(λ0) and F (λ0). For any vi, for any
element c ∈ Zl and for any subset I ⊂ l, the section vi ·
∏l
j=1 z
−cj
j · a, (a(0) 6= 0), is I-primitive.
Lemma 15.51 Assume that f is I-primitive and I degV (f) = c. For any section g ∈ IV ′c
(
E), then f + g is
I-primitive such that I degV (f + g) = c.
Lemma 15.52 Let f be a section. There exists a finite subset S ⊂ RI and a decomposition: f = ∑b∈S fb.
Here fb is I-primitive such that
I deg(fb) = b.
Let max(S) denote the set of the maximal elements of S. Then there exist the I-primitive sections gb for
b ∈ S such that I deg(gb) = b and f =
∑
b∈max(S) gb.
Definition 15.4 An I-primitive decomposition of f is a decomposition f =
∑
b∈S fb such that the following
holds:
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• The subset S ⊂ RI is primitive.
• The sections fb are I-primitive such that I deg(fb) = b.
Lemma 15.53 For any section f of E, there exists an I-primitive decomposition.
Proof We have a development f =
∑
fi · vi, and we have a primitive decomposition of fi, as in Lemma 15.49.
Then we obtain the decomposition f =
∑
b∈S′ fb such that fb is I-primitive with
I deg(fb) = b. Then we have
only to apply Lemma 15.51.
Lemma 15.54 Let f =
∑
b∈S fb be an I-primitive decomposition. Then the set S is canonically determined.
For any b ∈ S, the section [fb] of I GrVb
(
E) is canonically determined.
Proof Assume we have two primitive decomposition of f :
f =
∑
b∈S
fb =
∑
b′∈S′
f ′b′ .
Assume b ∈ S and b 6∈ S′, and we will derive a contradiction.
Let us consider A =
{
b′ ∈ S′ ∣∣ b ≤ b′}. Assume A 6= ∅. Note that b′ ∈ A is not contained in S. From the
equality above, there exists S′′ such that b 6∈ S(S′′) and fb ∈ IVS′′ . It implies [fb′ ] = 0 in I GrVb′
(
E), and thus
we have arrived at the contradiction.
If A = ∅, by a similar argument, we obtain [fb] = 0 in I GrVb
(
E), thus we have arrived at the contradiction.
Thus we obtain b ∈ S′. By symmetry, we obtain S = S′.
We have the following:
fb − f ′b =
∑
b′∈S−{b}
(fb′ − f ′b′).
Thus we obtain [fb − f ′b] = 0 in I GrVb (E).
Definition 15.5 The set S above is denoted by I Prim(f). For any element b ∈ I Prim(f), we put as follows:
IPb(f) := [fb] ∈ I GrVb
(
E).
The following lemma is easy to see.
Lemma 15.55 f ∈ IVS
(
E) if and only if I Prim(f) ⊂ S(S).
We have the natural inclusion ι : E −→ E . For any section f ∈ E, we put I Prim(f) := I Prim(ι(f)), and
we put as follows:
I Prim(f) := I Prim
(
ι(f)
) ∈ I GrVb (E) ⊂ I GrVb (E).
Lemma 15.56 f ∈ IVS(E) if and only if I Prim(f) ⊂ S(S).
Proof It follows from Corollary 15.12 and Lemma 15.55.
15.5 The characterization of E
Proposition 15.2 Let E˜ be a coherent R-module on X satisfying the following conditions:
1. The restriction E˜|X−D is isomorphic to E.
2. We have the injection E˜ −→ ι∗E, where ι denotes the open immersion X −D −→ X.
3. The R-module E˜ is holonomic. It is also regular and strictly S-decomposable along zi = 0 (i = 1, . . . , n).
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4. Let λ ∈ C∗ be generic with respect to⋃iKMS(E˜, i). Then the specialization E˜|Xλ is strictly S-decomposable
along zi = 0 (i = 1, . . . , n). We also have ψzi,0E˜|Xλ = Im(can).
5. Let iV (λ0) be the V -filtration along zi = 0 at λ such that
iGrV
(λ0)(
E˜
)
is strict. We put nV
(λ0)
<0 :=⋂n
i=1
iV
(λ0)
<0 . Then
nV
(λ0)
<0 is a coherent locally free O|X -module, and E˜ is generated by nV (λ0)<0 .
Then we have the natural isomorphism E˜ ≃ E.
Proof First we remark that E satisfies the conditions above. We have the isomorphism E˜|X−D ≃ E ≃ E|X−D,
and we can regard E˜ and E as the R-submodules of ι∗E , where ι denotes the open immersion X −D −→ X .
We will show that they are same as the R-submodules.
Let λ ∈ C∗ be generic with respect to KMS(E˜, zi) ∪ KMS(E, zi). Let πi : X −→ Di denote the naturally
defined projection. We put Xi := π
−1
i
(
Di −
⋃
j 6=iDi ∩Dj
)
and X λi := Xi×{λ}. Let us consider the restriction
E˜|Xλi and E|Xλi , which we denote by E˜
λ
i and E
λ
i respectively.
Lemma 15.57 The D-modules E˜λi and E
λ
i are regular holonomic. They are prolongation of Eλ|Xi\Di .
Proof They are regular along zi = 0. The restrictions to Xi \Di are isomorphic to Eλ|Xi\Di . Then the claims
immediately follow.
Let L be the local system corresponding for Eλ|Xi\Di . Let F˜ and F be the perverse sheaves corresponding
to E˜λi and E
λ
i . Since E
(λ)
i and E˜
λ
i are strictly S-decomposable, and since ψzi,0 = Imcan for both of them, F˜
and F are the intermediate extensions of L. Hence we have the isomorphism F˜ ≃ F , extending the canonical
isomorphism F˜|Xi\Di ≃ L ≃ F|Xi\Di . Due to Riemann-Hilbert correspondence, we obtain the isomorphism
E˜λi ≃ Eλi , extending E˜λ|Xi\Di ≃ E ≃ Eλ|Xi\Di .
Lemma 15.58 The KMS-spectrum KMS(E, zi) and KMS(E˜, zi) are same.
Proof Let λ be any generic point. The V -filtration iV (λ) of E˜ and E along zi = 0 induce the Kashiwara-
Malgrange filtrations V of E˜λi and E
λ
i along zi = 0. Let us consider the following sets:
Sp(E˜λi , zi) := {α ∈ C ∣∣ GrV (E˜λi ) 6= 0}, Sp(Eλi ) := {α ∈ C ∣∣ GrV (Eλi ) 6= 0}.
Then we have Sp(E˜λi , zi) = Sp(Eλi , zi) for any generic λ, due to the uniqueness property of the gradua-
tion of Kashiwara-Malgrange filtration. Since the set of generic λ is uncountable, we obtain the coincidence
KMS(E˜, zi) = KMS(E, zi).
Lemma 15.59 Let λ ∈ C∗ be generic. The V -filtrations of E˜λi and Eλi , induced by iV (λ), are same.
Proof Let iV denote the induced V -filtrations iV (λ) of E˜λi and E
λ
i . We put A := KMS(E, zi) = KMS(E˜, zi).
We put A(c) :=
{
u ∈ KMS(E, zi)
∣∣ p(λ, u) = c}. Note we have the following:
iGrVc (E˜
λ) =
⊕
u∈A(c)
E(ziði,−e(λ, u)), iGrVc (Eλ) =
⊕
u∈A(c)
E(ziði,−e(λ, u)).
Then the coincidence of the V -filtration follows from the uniqueness of the Kashiwara-Malgrange filtration.
Let λ ∈ C∗ be generic. Let V be the induced V -filtration of Eλi or E˜λi by iV (λ).
Lemma 15.60 Let f be a section of Vb(E˜
λ
i ). Then f naturally gives the section of Vb(E
λ
i ).
Proof It follows from Lemma 15.59.
Let us pick a point λ0 ∈ Cλ and sufficiently small positive number ǫ0. We will restrict our attention to the
restrictions of E and E˜ to X (λ0, ǫ0).
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Lemma 15.61 Let f be a section of nV
(λ0)
<0 (E˜). Then f naturally gives the section of
nV
(λ0)
<0 (E).
Proof Let λ ∈ ∆(λ0, ǫ0) be generic. Then the restriction f|Xλi gives the section of V<0(E˜λi ) = V<0(Eλi ). Due
to Corollary 2.6, f gives the section of nV
(λ0)
<0
(
E
)
.
Therefore we obtain the inclusion j : nV
(λ0)
<0 (E˜) ⊂ nV (λ0)<0 (E). Let λ ∈ ∆(λ0, ǫ0) be generic.
Lemma 15.62 The restriction of j to generic λ is isomorphic.
Proof The restriction of j to
⋃n
i=1 X λi is isomorphic due to Lemma 15.59. Since X −
⋃n
i=1 X λi is of codimension
2 in X λ and since both of nV (E˜λ) and nV (Eλ) are locally free, the restriction of j to generic λ is isomorphic.
Hence the inclusion j is isomorphic outside the closed subset whose codimension is larger than 2. Since both
of nV
(λ0)
<0 (E˜) and
nV
(λ0)
<0 (E) are locally free, we can conclude that the inclusion j is isomorphic.
Since E˜|X (λ0,ǫ0) and E|X (λ0,ǫ0) are generated by
nV
(λ0)
<0 , they are same as the submodule of ι∗E|X (λ0,ǫ0). Thus
the proof of Proposition 15.2 is accomplished.
16 The filtrations of E[ðt]
We use the right R-module structures in this section. We put X = ∆n, Di := {zi = 0} and D =
⋃n
i=1Di. Let
(E, ∂E , θ, h) be a tame harmonic bundle over X −D. Note the remark in the subsubsection 15.2.4.
16.1 The filtration U (λ0)
16.1.1 Preliminary
Let l be a positive integer such that l ≤ n. Let us pick an element m = (m1, . . . ,ml) ∈ Zl>0, and we put
g =
∏l
i=1 z
mi
i .
Remark 16.1 The meaning of l is different from that in the previous section.
We obtain E and E , and thus ig ∗E = E[ðt] and ig ∗
(
E) = E [ðt]. We regard them as a RX×C-module.
We have the following formulas (cf. [46]):
(u⊗ ðjt ) · a = u · a⊗ ðjt , (u ⊗ ðjt ) · ði = uði ⊗ ðjt − u(∂ig)⊗ ðj+1t ,
(u⊗ ðjt ) · t = u · g ⊗ ðjt + j · λ · u⊗ ðj−1t , (u ⊗ ðjt ) · ðt = u⊗ ðj+1t .
(324)
We put si := ziði and s := tðt. Then we have the following:
(u⊗ ðj) · (si +mis) = usi ⊗ ðjt +mi · λ · j · u⊗ ðjt .
Here we put mi = 0 for i > l. In the following, (u⊗ 1)sj is denoted by u⊗ sj .
Lemma 16.1 We have (u ⊗ sj) · si = (u⊗ 1)sisj = usi ⊗ sj −miu⊗ sj+1.
Proof It can be checked by a direct calculation from (324).
It is easy to check E [ðt] = E [s].
Lemma 16.2 For any section s of ig ∗E, we have the following:
(u⊗ sj) · ði = (u · z−1i ⊗ sj) · si = u · ði ⊗ sj −mi · u · z−1i ⊗ sj+1.
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16.1.2 The filtration U (λ0) and the endomorphisms
Following Saito [46], we introduce the filtration U (λ0). For any negative real number b, we put as follows:
U
(λ0)
b (ig ∗E) :=
(
lV
(λ0)
b·m E⊗ 1
) · RX .
For any real number b, we put as follows:
U
(λ0)
b (ig ∗E) :=
∑
c<0,
c+j·m≤b·m
(
lV (λ0)c E⊗ ðjt
) · RX = ∑
b′+j≤b,
b′<0
U
(λ0)
b′ (E[ðt]) · ðjt .
For simplicity, we use the following notation:
Ψ
(λ0)
b := Gr
U(λ0)
b
(
E[ðt]
)
.
It is the RX -module.
Lemma 16.3 The following immediately follows from the construction.
• U (λ0)a
(
ig ∗E
) · VmR ⊂ U (λ0)a+m(ig ∗E).
• The induced morphism t : U (λ0)b (ig ∗E) −→ U (λ0)b−1 (ig ∗E) is onto if b < 0.
• The induced morphism ðt : Ψ(λ0)b −→ Ψ(λ0)b+1 is onto if b ≥ −1.
Lemma 16.4 The following immediately follows from the definition.
• U (λ0)b is a coherent V0RX -module.
• The filtration U (λ0) is a good V -filtration.
For b = 0, we also put as follows:
U
′ (λ0)
0 (E[ðt]) :=
(
lV
(λ0)
0 E⊗ 1
) · RX , Ψ′ (λ0) := U ′ (λ0)0 (E[ðt])
U
(λ0)
<0 (E[ðt])
.
Lemma 16.5 We have U
(λ0)
0 (E[ðt]) ⊂ U ′ (λ0)0 (E[ðt]). In particular, we have the inclusion Ψ(λ0)0 ⊂ Ψ′ (λ0)0 .
Proof It immediately follows from the definition.
Lemma 16.6 The induced morphism t : Ψ′ (λ0) −→ Ψ(λ0)−1 is isomorphic.
Proof It can be checked directly from the definition.
Corollary 16.1 Ψ
(λ0)
0 is isomorphic to the image of the induced morphism ðt : Ψ
(λ0)
−1 −→ Ψ′ (λ0)0 . The induced
morphism t : Ψ
(λ0)
0 −→ Ψ(λ0)−1 is injective.
16.1.3 The endomorphisms
Let us pick a large integer N such that N ≥ rankE .
Lemma 16.7 For any section f of lV
(λ0)
b
(
E), we have the following:
f ·
l∏
i=1
∏
u∈K(E,λ0,i,bi)
(
si + e(λ, u)
)N ∈ lV (λ0)b−ǫδ(E).
Here ǫ denotes some positive number.
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For any section f = f ⊗ 1 ∈ lV (λ0)b·m (E)⊗ 1, we put as follows:
φ1,h(f ⊗ 1) := (f ⊗ 1) · sh, φ2 h(f ⊗ 1) := (f · sh)⊗ 1.
Lemma 16.8 The following claims can be checked by a direct calculation.
• We have the following equality in E [s] for any h ≤ l:
(f ⊗ 1) · s = 1
mh
(
φ2,h(f ⊗ 1)− φ1,h(f ⊗ 1)
)
. (325)
• We have the following:
φ1,h(f ⊗ 1) ∈ lVb−δh(E) · ðh,∏
u∈K(E,λ0,h,b·mh)
(
φ2,h + e(λ, u)
)N
(f ⊗ 1) ∈ lVb−ǫδh(E).
• φ1,h and φ2,h are commutative.
Lemma 16.9 We have the following:
(f ⊗ 1) ·
∏
u∈K(E,λ0,h,b·mh)
(
s+
e(λ, u)
mh
)N
∈
∑
j≥0
lVb−ǫ·δh(
E) · ðjh.
Proof We have only to apply the lemmas above to the following:∏
u∈K(E,λ0,h,b·mh)
(φ2,h + e(λ, u) + φ1,h
mh
)N
(f ⊗ 1).
Corollary 16.2 For any section f of lV
(λ0)
b·m E, we have the following:
(f ⊗ 1) ·
l∏
h=1
∏
u∈K(E,λ0,h,bmh)
(
s+
e(λ, u)
mh
)N
∈ U (λ0)<b (ig ∗E).
Proof It immediately follows from Lemma 16.9.
We put as follows:
KMS(ig ∗E0) :=
⋃l
h=1
{
u ∈ R×C ∣∣mh · u ∈ KMS(E0, h)},
K(ig ∗E, λ0, b) :=
{
u ∈ KMS(ig ∗E0)
∣∣ p(λ0, u) = b}. (326)
Corollary 16.3 If N > l · rank(E), we have the following:
(f ⊗ 1) ·
∏
u∈K(E[ðt],λ0,b)
(
s+ e(λ, u)
)N ∈ U (λ0)<b (ig ∗E).
Proof It immediately follows from Corollary 16.2.
We put as follows:
Fb(x) :=
∏
u∈K(E[ðt],λ0,b)
(
x+ e(λ, u)
)N
. (327)
Lemma 16.10 The action of Fb(s) vanishes on Ψ
(λ0)
b for any b.
Proof In the case b < 0, it immediately follows from Corollary 16.3. By using the surjectivity of the induced
morphisms ðt : Ψ
(λ0)
c−1 −→ Ψ(λ0)c (c ≥ 0) and the obvious relation ðt ◦ Fc−1 = Fc ◦ ðt for any real number c, we
can reduce the general case to the case b < 0.
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16.1.4 The filtration nV (λ0) on U
(λ0)
b
We put as follows:
nV0RX := OX [s1, . . . , sn].
For any real number b < 0 and for any element c ∈ Rl≤0 ×Rn−l, we put as follows:
nV (λ0)c U
(λ0)
b
(
E[ðt]
)
:=
(
nV
(λ0)
c+b·m
(
E
)⊗ 1) · nV0RX .
Lemma 16.11 For any negative number b and any element c ∈ Rl≤0 ×Rn−l, we have the following:
nV (λ0)c U
(λ0)
b E[ðt] =
nVc+b·m
(
E
)⊗C[s].
Both of them are generated by nV
(λ0)
c+b·m(E) over
nV0RX .
For any element c ∈ Rn, we put as follows:
nV (λ0)c
(
U
(λ0)
b (E[ðt])
)
:=
∑
(n,a)∈S
nV (λ0)a
(
U
(λ0)
b (E[ðt])
) · ðn,
Here we put S :=
{
(n,a) ∈ Zl≥ 0 × (Rl≤0 ×Rn−l)
∣∣n+ a ≤ c}. The following lemma is easy to see.
Lemma 16.12 We have nV
(λ0)
c U
(λ0)
b E[ðt] ⊂ nV (λ0)c+b·m(E)⊗C[s].
The submodule nV
(λ0)
c U
(λ0)
b E[ðt] of U
(λ0)
b E[ðt] induces the submodule of Gr
U(λ0)
b E[ðt]. It is denoted by
nVc(Ψ
(λ0)
b ).
16.2 Preliminary reductions and decompositions
16.2.1 Reductions I, II and III
We put d0 := −ǫ · δn−l = (
l︷ ︸︸ ︷
0, . . . , 0,−ǫ, . . . ,−ǫ) for some sufficiently small positive number ǫ. In the following,
let s(n) denote the set
{
i
∣∣ni 6= 0} for an element n ∈ Rl. We use the coordinate (z1, . . . , zl, x1, . . . , xn−l).
Note we use the notation in the subsubsection 15.4.1.
Reduction I.
Let f be a section of U
(λ0)
b
(
E[ðt]
)
for b < 0. We have a development:
f =
∑
h,n
fh,n ⊗ shðnz ,
(
fh,n ∈ lVb·m(E)
)
.
We take a primitive decomposition of each section fh,n of
lVb·m(E) given in the subsubsection 15.4.5. Namely,
we take a decomposition of fh,n as follows:
fh,n =
∑
b∈S(h,n)
fh,n,b ⊗ sh · ðnz .
Here S(h,n) is a finite subset of Rn such that ql
(
S(h,n)
) ⊂ S(b ·m), and fh,n,b are n-primitive sections of E
such that n degV
(λ0)
(fh,n,b) = b.
Then we obtain the following decomposition:
f =
∑
h,n
∑
b∈S(h,n)
fh,n,b ⊗ sh · ðnz . (328)
Here fh,n,b are n-primitive sections of E such that
n degV
(λ0)
(fh,n,b) = b.
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The procedure to take a development as in (328) is called Reduction I. Note the following: if fh,n ∈ nV (λ0)c ,
then S(h,n) ⊂ S(c).
Reduction II.
Let b be an element ofRn such that ql(b) ≤ b ·m. Let us consider a section of the form fb⊗shðnz for n-primitive
fb such that
n degV
(λ0)
(fb) = b. We consider the following condition.
(A2) There exists j0 ∈ s(n) such that qj0(b) ≤ b ·mj0 − 1.
If (A2) is satisfied, we have ql(b + δj0) ≤ b ·m, and thus fb · z−1j0 is contained in lVb·mE. Thus we have the
following equalities in U
(λ0)
b E[ðt]:
fb ⊗ shðnz =
(
fb · z−1j0
)⊗ shsj0 · (ðn−δj0z )
=
(
fb · z−1j0
) · sj0 ⊗ sh · ðn−δj0z −mj0 · (fb · z−1j0 )⊗ sh+1 · ðn−δj0z .
We note (fb · z−1j0 ) · sj0 and fb · z−1j0 are sections of nVb+δj0E. We also note n− δj,0  n.
Reduction III.
Let b be an element ofRn such that ql(b) ≤ b ·m. Let us consider a section of the form fb⊗shðnz for n-primitive
fb such that
n degV (fb) = b. We put K(b) :=
{
i
∣∣ i ≤ l, qi(b) = b ·mi}, and we consider the following condition:
(A3) h ≥ |K(b)|.
Assume that (A3) is satisfied. Since we have fb ·
∏
k∈K zk ∈ nV (λ0)b−δK ⊂ lV
(λ0)
<b·m, we have the following:
fb ⊗ sh−|K(b)| ·
∏
k∈K(b)
sk =
(
fb ·
∏
k∈K(b)
zi
)
⊗ sh−|K(b)| ·
∏
k∈K(b)
ðk ∈ U (λ0)<b E[ðt]. (329)
In general, we have the following equality for any u, by using the formula (325):
u⊗ sh−|K| ·
∏
k∈K
sk =
∑
K′⊂K
u ·
∏
k∈K′
sk ⊗ sh−|K′| ·
∏
k∈K−K′
(−mk). (330)
Thus we obtain the following:
Lemma 16.13 If (A3) is satisfied, we have the following decomposition modulo U
(λ0)
<b
fb ⊗ shðnz ≡ −
∑
∅6=K′⊂K(b)
(−1)|K′| ·
(
fb ·
∏
k∈K′
s˜k
)
⊗ sh−|K′| · ðnz , (moduloU (λ0)<b ). (331)
Here we put s˜i := m
−1
i · si. In the decomposition (331), the following holds:
• fb ·
∏
k∈K′ s˜k is contained in
nV
(λ0)
b E.
• We have h− |K ′| < h.
Proof It immediately follows from (329) and (330).
16.2.2 (B1)-decomposition
Definition 16.1 A section f of U
(λ0)
b E[ðt] is called (B1), if it has the following decomposition mod U
(λ0)
<b :
f ≡
∑
h,n
∑
b∈S(h,n)
fh,n,b ⊗ shðnz . (332)
(B1.1) fh,n,b is n-primitive such that
n degV (fh,n,b) = b.
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(B1.2) Neither (A2) nor (A3) hold. i.e., the following holds for each (h,n, b) such that fh,n,b 6= 0:
• For any j ∈ s(n), we have b ·mj − 1 < qj(b) ≤ b ·mj.
• h < |K(b)|.
Lemma 16.14 Any section f of U
(λ0)
b E[ðt] (b < 0) is (B1). Moreover the condition (B1.3) holds:
(B1.3) If f ∈∑c∈S nV (λ0)c U (λ0)b E[ðt], we can take S(h,n) ⊂ ⋃c∈S S(c − n) for any h and any n.
Proof By using the reduction I, we can take the development (328) satisfying (B1.1) and (B1.3). Then we
have only to show that each fh,n,b ⊗ shðnz satisfies the condition (B1).
We consider the following partial order on the set Zl≥ 0 × Z≥ 0 =
{
(n, h)
}
:
(n′, h′) ≤ (n, h)⇐⇒ n′ ≤ n and h′ ≤ h.
We put as follows:
S(n, h) := {(n′, h′) ∈ Zl≥ 0 × Z≥ 0 ∣∣ (n′, h′) ≤ (n, h)},
S ′(n, h) := {(n′, h′) ∈ S(n, h) ∣∣ (n′, h′) 6= (n, h)}.
Then we consider the following claims:
P (n, h): For any (n′, h′) ∈ S(n, h), any section fh′,n′,b′ ⊗ shðnz with (B1.1) satisfies (B1.2) and (B1.3).
Q(n, h): For any (n′, h′) ∈ S ′(n, h), any section fh′,n′,b′ ⊗ shðnz with (B1.1) satisfies (B1.2) and (B1.3).
We have only to show the claims P (n, h) hold for any (n, h) ∈ Zl≥0 × Z≥ 0.
In the case (n, h) = (0, 0), the condition (B1.2) is trivial. Thus the claim P (0, 0) holds. The claim Q(n, h)
is equivalent to
⋃
(n′,h′)∈S′(n,h) P (n
′, h′). Hence we have only to show Q(n, h) =⇒ P (n, h).
We make the following procedure to fh,n,b ⊗ shðnz :
• If (A2) for fh,n,b ⊗ shðnz holds, then we make Red II +Red I +Red III + Red I.
• If (A3) for fh,n,b ⊗ shðnz holds, then we make Red III +Red I.
• If neither (A2) nor (A3) hold, then (B1.2) for fh,n,b is already satisfied. Thus we do nothing. Note (B1.3)
also holds in this case.
By this procedure, we obtain the development of fh,n,b ⊗ shðnz modulo U (λ0)<b E[ðt]:
fh,n,b ⊗ shðnz ≡
∑
(n′,h′)∈S′(n,h),
b′∈S(n′,h′)
f ′h′,n′,b′ ⊗ sh
′
ðn
′
z . (333)
We may apply Q(n, h) to each term in the right hand side of (333). Thus the induction can proceed, and we
obtain Lemma 16.14.
Definition 16.2 A development satisfying (B1.1), (B1.2) and (B1.3) is called a (B1)-development.
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16.2.3 Reductions I’ and II’
Reduction I’
For any section f ∈ U (λ0)<b
(
E[ðt]
)
, we have a development:
f =
∑
h∈Z≥ 0
∑
n∈Zl
≥ 0
fh,n ⊗ shðnz ,
(
fh,n ∈ lV (λ0)<b·m(E)
)
.
By taking an n-primitive decomposition of each section fh,n of
lV
(λ0)
<b·mE, we obtain a decomposition of the
following form, as in Reduction I in the subsubsection 16.2.1:
f =
∑
h,n
∑
b∈S(h,n)
fh,n,b ⊗ shðnz . (334)
Here S(h,n) denote subsets of Rn, and fh,n,b are n-primitive sections of E such that
n degV
(λ0)
(fh,n,b) = b.
Reduction II’
Let us consider a section of U
(λ0)
<b E[ðt] of the form fb ⊗ sh · ðnz for n-primitive fb such that n(fb) = b. Let us
consider the following condition:
(A2′) There exists j0 ∈ s(n) such that qj0(b) < b ·mj0 − 1.
Lemma 16.15 If (A2′) is satisfied, we have the following:
fb ⊗ shðnz = (fb · z−1j0 ) · sj0 ⊗ sh · ð
n−δj0
z −mj0 · (fb · z−1j0 )⊗ sh+1 · ð
n−δj0
z .
Proof Similar to Reduction II in the subsubsection 16.2.1.
16.2.4 Reduction (B1’)
Definition 16.3 A section f of U
(λ0)
<b E[ðt] is called (B1
′), if it has a decomposition as follows:
f =
∑
h,n
∑
b∈S(h,n)
fh,n,b ⊗ shðnz . (335)
(B1’.1) fh,n,b is n-primitive and
n degV (fh,h,b) = b.
(B1’.2) (A2′) is not satisfied, i.e., For any j ∈ s(n), the inequalities b ·mj − 1 ≤ qj(b) < b ·mj hold.
Lemma 16.16 Any section f ∈ U (λ0)<b E[ðt] is (B1′).
Proof The argument is essentially same as the proof of Lemma 16.14. By using Red I ′, there exists a de-
composition (335) of f satisfying (B1′.1). We have only to show that fh,n,b ⊗ shðnz with (B1′.1) satisfies
(B1′.2).
Let us consider the following claims:
P (n): For any n′ ∈ S(n), any section of the form fh,n′,b ⊗ shðnz satisfies (B1′).
Q(n): For any n′ ∈ S ′(n), any section of the form fh,n′,b ⊗ shðnz satisfies (B1′).
We have only to show that the claims P (n) holds for any n ∈ Z≥ 0. In the case n = 0, the claim P (0) is trivial.
The claim Q(n) is equivalent to
⋃
n′∈S′(n) P (n
′). Thus we have only to show Q(n) =⇒ P (n).
We make the following procedure to a section of the form fh,n,b ⊗ shðnz :
• If (A2′) for fh,n,b ⊗ shðnz holds, then we make Red II ′ +Red I ′.
• If (A2′) does not hold, (B1′.2) for fh,n,b ⊗ shðnz is already satisfied, and thus we do nothing.
As in the proof of Lemma 16.14, we obtain a development of fh,n,b ⊗ shðnz , such that Q(n) can be applied to
each term. Thus we are done.
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16.3 Primitive decomposition
16.3.1 Preliminary
For any section f of U
(λ0)
b E[ðt], we take a (B1)-development modulo U
(λ0)
<b E[ðt]:
f ≡
∑
h,n
∑
b∈S(h,n)
fh,n,b ⊗ shðnz . (336)
We put as follows:
T (f) :=
{
n+ b ∈ Rn
∣∣∣ ∑
h
fh,n,b ⊗ sh 6= 0
}
.
Then we obtain the set of the maximal elements of T (f), which is denoted by maxT (f).
Lemma 16.17 Let c be an element of T (f). Then we have a decomposition c = n+ b such that fh,n,b 6= 0 in
(336). Such n and b is determined uniquely for c.
Proof Recall that n ∈ Zl≥ 0 and b ∈ Rn. They satisfy the following conditions:
• b+ n = c holds.
• We have qi(b) = qi(c) in the case qi(c) ≤ b ·mi, or i > l.
• We have b ·mi − 1 < qi(b) ≤ b ·mi.
It is easy to see that these conditions determine uniquely b and n.
Due to Lemma 16.17, we can use the notation ‘(n, b)’ to describe an element of T (f). For maximal element
(n, b) of T (f), we put as follows:
P(n,b)(f) :=
∑
h<|K(b)|
[fh,n,b]⊗ sh ∈
⊕
h<|K(b)|
(
nGrV
(λ0)
b E
)⊗ sh.
Proposition 16.1 The set maxT (f) is canonically determined for a section f of U (λ0)b
(
E[ðt]
)
. For each
element (n, b) ∈ maxT (f), the section P(n,b)(f) is canonically determined.
Proof Let us take other (B1)-development of f :
f ≡
∑
h,n
∑
b∈S′(h,n)
f ′h,n,b ⊗ shðnz .
We obtain the sets T ′(f) and max T ′(f). We put as follows:
F :=
∑
h,n
∑
b∈S′(h,n)
f ′h,n,b ⊗ shðnz −
∑
h,n
∑
b∈S(h,n)
fh,n,b ⊗ shðnz ∈ U (λ0)<b
(
E[ðt]
)
.
Let (n0, b0) be an element of max
(T (f) ∪ T ′(f)). We have only to show the following:∑
h
(
fh,n0,b0 − f ′h,n0,b0
)⊗ sh ≡ 0, in ∑
h<|K(b)|
nGrV
(λ0)
b (E) ⊗ sh. (337)
Here we put fh,n0,b0 = 0 (resp. f
′
h,n0,b0
= 0) if (n0, b0) 6∈ T (f), (resp. if (n0, b0) 6∈ T ′(f)). We assume that
the equation (337) does not hold, and we will derive a contradiction.
We have the natural inclusion E[ðt] ⊂ E [ðt] = E [s]. We regard F as a section of E [s]. Note the
development of a section u ∈ E [ðt], of the following form:
u⊗ shðn = uz−n ⊗ sh+|h| ·
∏
(−mi)ni +
∑
h′<h+|n|
ah′ ⊗ sh′ . (338)
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Here ah′ denote sections of
E . If u is a section of nV (λ0)b
(
E), then u · z−n and ah′ are sections of nV (λ0)b+n (E).
Then we have the following:
(fh,n,b − f ′h,n,b)⊗ shðn ∈
⊕
h≤h′≤h+|n|
nV
(λ0)
b+n
(
E)⊗ sh′ .
We put S′′(h,n) := S′(h,n) ∪ S(h,n). Then we have the following:
F ∈
∑
n,h
∑
b∈S′′(h,n)
[ ⊕
h′<|K(b)|+|n|
nV
(λ0)
b+n
(
E)⊗ sh′] =: L.
Since n0 + b0 is assumed to be maximal, we have the following naturally defined projection:
L πn0+b0−−−−−→
⊕
h′
nGrV
(λ0)
b0+n0
(
E)⊗ sh′ .
We have the following:
πn0+b0(F ) = πn0+b0
(∑
h
(fh,n0,b0 − f ′h,n0,b0)⊗ shðn0
)
.
We put as follows:
h0 := max
{
h
∣∣ [fh,n0,b0 − f ′h,n0,b0] 6= 0 in nGrV (λ0)b (E)}.
By our choice of h0, the coefficient of s
h′ in πn0+b0(F ) is as follows, due to (338):
0, (h′ > h0 + |n0|),[
z−n0 · (fh0,n0,b0 − f ′h0,n0,b0)
]
, (h′ = h0 + |n0|).
(339)
On the other hand, we have a (B1′)-development of F ∈ U (λ0)<b :
F =
∑
h,n
∑
b∈S′0(h,n)
Fh,n,b ⊗ shðnz
Here Fh,n,b is n-primitive section of E, such that
n degV
(λ0)
(Fh,n,b) = b. As before we have the following, under
the inclusion E[ðt] ⊂ E [s]:
F ∈
∑
h,n
∑
b∈S′0(h,n)
nVb+n
(
E)⊗ sh =: L′0
We put T0(F ) :=
{
n+ b ∈ Rn ∣∣ ∑h Fh,n,b ⊗ sh 6= 0}.
Lemma 16.18 For any element c ∈ T0(F ), the decomposition c = n1 + b1 is uniquely determined by the
following conditions:
• n1 ∈ Z≥ 0 and b ∈ Rn.
• qi(b) = qi(c) if qi(c) < b ·mi, or if i > l.
• b ·mi − 1 ≤ qi(b) < b ·mi.
Proof Similar to Lemma 16.17.
Let n1 + b1 ∈ T0(F ) be a maximal element. We have the naturally defined morphism:
L′0
πn1+b1−−−−−→ ⊕h′ nGrb1+n1(E)⊗ sh′ .
We have πn1+b1(F ) = πn1+b1
(∑
h Fh,n1,b1 ⊗ shðn1z
)
.
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Lemma 16.19 n0 + b0 is an element of maxT0(F ).
Proof It follows from Lemma 15.54.
Let us pick the decomposition n1 + b1 = n0 + b0, uniquely given in Lemma 16.18
Lemma 16.20 We have the following relation:
n1 = n0 + δK(b0), b1 = b0 − δK(b0).
Proof First we remark qi(b0) ≤ b ·mi for any i = 1, . . . , l. In the case qi(b0) < b ·mi, it is easy to check that
qi(b0) = qi(b1). In the case qi(b0) = b ·mi, we have qi(b1) = b ·mi − 1 and qi(n1) = 1, because of the condition
qi(b1) < b ·mi. Thus we are done.
We put h1 := max{h |Fh,n1,b1 6= 0}. The coefficient of sh
′
in πn0+b0(F ) is as follows:
[z−n1 · Fh1,n1,b1 ] 6= 0 (h′ = h1 + |n1|)
0 (h′ > h1 + |n1|).
(340)
Note the following inequality due to Lemma 16.20 and h0 < |K(b0)|:
h1 + |n1| = h1 + |n0|+ |K(b0)| ≥ |n0|+ |K(b0)| > |n0|+ h0
Then (339) and (340) contradict. Therefore the equation (337) holds, and thus the proof of Proposition 16.1 is
accomplished.
Corollary 16.4 For any section f ∈ Ψ(λ0)b = GrU
(λ0)
b
(
E[ðt]
)
, the set max T (f) is canonically determined. For
any elements (n, b) ∈ maxT (f), the sections P(n,b)(f) ∈ nGrV
(λ0)
c Ψ
(λ0)
b are canonically determined.
Notation For any element c ∈ Rn, the decomposition̟(c)+ϑ(c) = c is determined by the following conditions:
• ̟(c) ∈ Rn and ϑ(c) ∈ Rl.
• We have qi(̟(c)) = qi(c) in the case qi(c) ≤ 0, or in the case i > l.
• We have −1 < qi(̟(c)) ≤ 0 in the case qi(c) > 0 and i ≤ l.
We also use the notation M(c) :=
{
i
∣∣ i ≤ l, qi(ci) = 0} for any c ∈ Rn.
Recall that we put Ψ
(λ0)
b := Gr
U(λ0)
b
(
E[ðt]
)
. We have the naturally defined morphism (see the subsubsection
16.1.4 for the definition of nV (λ0) on U
(λ0)
b and Ψ
(λ0)
b ):
nGrV
(λ0)
̟(c)+b·m
(
E
)
[s] · ðϑ(c)z −→ nGrV
(λ0)
c
(
Ψ
(λ0)
b
)
.
It induces the following morphism:
nGrV
(λ0)
̟(c)+b·m
(
E
)
[s]∏
i∈M(̟(c))(s− s˜◦i )
· ðϑ(c)z −→ nGrV
(λ0)
c Ψ
(λ0)
b . (341)
Here the action of s˜◦i on
nGrV
(λ0)
̟(c)+b·m(E)[s] is induced by the action of s˜i on nGr
V (λ0)
̟(c)+b·m(E).
Corollary 16.5 The morphism (341) is isomorphic. In particular, nGrV
(λ0)
c Ψ
(λ0)
b is a locally free ODn-module.
Proof By using Proposition 16.1, it is easy to see that the morphism (341) is isomorphic.
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16.3.2 n-primitive decomposition
Definition 16.4 Let f be an element of Ψ
(λ0)
b for b < 0. We put as follows:
n Prim(f) :=
{
c ∈ Rn ∣∣ c+ b ·m ∈ max(T (f))}.
For any element c ∈ n Prim(f), we put as follows:
Pc(f) :=
[∑
h
fh,ϑ(c),̟(c)+b·m ⊗ sh · ðϑ(c)z
]
∈ nGrV (λ0)c Ψ(λ0)b .
It is well defined due to Corollary 16.4.
Definition 16.5 Let b be an element of Rn. A section f of Ψ
(λ0)
b is called n-primitive such that
n degV
(λ0)
(f) =
b, if the following holds:
• f ∈ nV (λ0)b Ψ(λ0)b .
• [f ] 6= 0 in nGrV (λ0)b Ψ(λ0)b .
Definition 16.6 For any section f of Ψ
(λ0)
b , an n-primitive development is defined to be a development f =∑
b∈S fb, where S denotes a finite subset of R
n and fb (b ∈ S) are n-primitive such that n degV
(λ0)
(fb) = b.
Lemma 16.21 For a section f ∈ GrUb E[ðt], we have a n-primitive development:
f =
∑
c∈n Prim(f)
fc, fc ∈ nV (λ0)c GrU
(λ0)
b E[ðt].
Here fc is primitive such that
n deg(fc) = c. We have [fc] = Pc(f) in
nGrV
(λ0)
c Ψ
(λ0)
b .
Definition 16.7 Let I be a subset of n. For any element b ∈ RI , we put as follows:
IV
(λ0)
b (Ψ
(λ0)
b ) :=
⋃
c∈Rn,
qI (c)=b
nV (λ0)c (Ψ
(λ0)
b ).
For any subset S ⊂ RI , we put IV (λ0)S =
∑
b∈S
IVb.
We use the notation iV
(λ0)
b instead of
{i}V (λ0)b .
Lemma 16.22 Let b be a negative real number. Let S be a finite subset of Rn. We have the following equiva-
lence:
f ∈ nV (λ0)S
(
Ψ
(λ0)
b
)⇐⇒ n Prim(f) ⊂ S(S).
Proof ⇐= is clear. We show =⇒. We have a development f = ∑b∈S fb such that fb ∈ nVbΨ(λ0)b . Due to
(B1.3), we obtain Prim(fb) ⊂ S(b). Thus we obtain the result.
Corollary 16.6 Let I be a subset of n. Let S be a finite subset of RI . We have the following equivalence:
f ∈
∑
b∈S
IVbΨ
(λ0)
b ⇐⇒ qI
(
n Prim(f)
) ⊂ S(S).
Proof ⇐= is clear. We show =⇒. For any element b ∈ S, we pick the element b˜ ∈ Rn appropriately satisfying
qI(b˜) = b and the following:
f ∈ nV (λ0)
S˜
Ψ
(λ0)
b , S˜ :=
{
b˜
∣∣ b ∈ S}.
Then we have n Prim(f) ⊂ S(S˜). It implies qI
(
n Prim(f)
) ⊂ S(S).
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Corollary 16.7 Let I be a subset of n, and b =
(
bi | i ∈ I
)
be an element of RI . We have the following:⋂
i∈I
iVbiΨ
(λ0)
b =
IVbΨ
(λ0)
b
Let I be a subset of n and S be a finite subset of RI . Let i be an element of n− I, and c be a real number.
We put I1 = I ⊔ {i}. We have the naturally defined subset S1 =
{
(b, c)
∣∣ b ∈ S} ⊂ RI1 . Then we have the
following:
iVcΨ
(λ0)
b ∩
(
IVSΨ
(λ0)
b
)
=
∑
j
I1VS1Ψ
(λ0)
b .
Proof It is easy to check by using Corollary 16.6.
Corollary 16.8 Let I be a subset of n, and i be an element of n − I. Let b be an element of RI and c be a
real number. We put I0 = I ⊔ {i}, and we have the naturally defined element b0 = (b, c) ∈ RI0 . Then we have
iGrVc
I GrVb Ψ
(λ0)
b ≃ I0 GrVb0 Ψ(λ0)b .
16.4 Strict S-decomposability along t = 0
16.4.1 The local freeness of the sheaf I GrV
(λ0)
c
JV
(λ0)
d Ψ
(λ0)
b (d < 0)
Let I be a subset of n, and we put J := n− I. We put I0 := I ∩ l and I1 := n− I0. We also put J0 := J ∩ l
and J1 := n− J0.
For any element c ∈ RI , we take ̟(c) ∈ RI0≤0×RI1 and ϑ(c) ∈ ZI0≥0 determined by the following conditions:
• ̟(c) + ϑ(c) = c.
• qi(̟(c)) = qi(c) in the cases qi(c) ≤ 0 or i ∈ I1.
• −1 < qi(̟(c)) ≤ 0 in the case qi(c) ≥ 0 and i ∈ I0.
We put M(̟(c)) :=
{
i ∈ I0
∣∣ qi(̟(c)) = 0}.
For any elements c ∈ RI and d ∈ RJ<0, we have the following morphisms:
nV
(λ0)
̟(c)+d+b·m
(
E
)
[s] · ðϑ(c)z −→ nV (λ0)c+d U (λ0)
(
E[ðt]
) −→ nV (λ0)c+d Ψ(λ0)b −→ I GrV (λ0)c IV (λ0)d Ψ(λ0)b .
The composite of the morphisms is denoted by Φ˜. Note the following:
• nV (λ0)̟(c)+d+bm
(
E
)
[s] · ∏i∈M(̟(c))(s − s˜◦i ) · ðnz ⊂ U (λ0)<b E[ðt] (Lemma 16.13). Here the action of s˜◦i on
nV
(λ0)
̟(c)+d+bm(E)[s] is given by the action of s˜i on
nV
(λ0)
̟(c)+d+bm(E).
• The image of IV (λ0)̟(c)+qI(bm)JV
(λ0)
d+qJ (bm)
(
E
)
[s] via Φ˜ is contained in IVc
JVdΨ
(λ0)
b .
Thus the following morphism Φ is induced:
Φ :
IT (λ0)
(
̟(c) + bmI , d+ bmJ
)
[s]∏
i∈M(̟(c))(s− s˜◦i )
· ðϑ(c)z −→ I GrV
(λ0)
c
JV
(λ0)
d Ψ
(λ0)
b . (342)
See the subsubsection 15.2.5 for IT (λ0). The action of s˜◦i on
IT (λ0)
(
̟(c) + bmI , d+ bmJ
)
[s] is induced by the
action of s˜i on
IT (λ0)
(
̟(c) + bmI , d+ bmJ
)
.
Proposition 16.2 The morphism Φ is isomorphic.
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Proof First we show the surjectivity. Let f be an element of nVc+dU
(λ0)
b (E[ðt]). Let us take an n-primitive
decomposition of f :
f ≡
∑
fh,n,b ⊗ sh · ðnz .
In the development, we have b ≤ ̟(c) + d+ b ·m and K(b) ⊂M(̟(c)). Hence we obtain the surjectivity.
Let us show the injectivity. We have the natural projection:
π : I GrV
(λ0)
̟(c)+bmI
JV
(λ0)
d+bmJ
(E)[s] · ðϑ(c)z −→
I GrV
(λ0)
̟(c)+bmI
JV
(λ0)
d+bmJ
(E)[s] · ðϑ(c)z∏
i∈M(̟(c))(s− s˜◦i )
. (343)
Note that the right hand side of (343) is same as the left hand side of (342). Let us pick a non trivial section f
of the right hand side of (343). We can pick a section f˜ of the left hand side of (343) satisfying the following:
• π(f˜ ) = f .
• We have a decomposition f˜ = ∑b∈S0 f˜b,h ⊗ sh · ðϑ(c)z . Here S0 denotes a primitive subset of RJ<0, and
f˜b,h (b ∈ S0) are n-primitive such that n degV
(λ0)
(f˜b,h) = ̟(c) + b ·m+ b.
To show the injectivity of Φ, we have only to show Φ˜(f˜) 6= 0.
We have Φ˜(f˜) ∈ I GrV (λ0)c JV (λ0)S0 Ψ
(λ0)
b . For any element b ∈ S0, we have the following morphisms:
I GrV
(λ0)
c
JV
(λ0)
S0
Ψ
(λ0)
b −→ nGrV
(λ0)
c+b Ψ
(λ0)
b ≃
nGrV
(λ0)
̟(c)+d+bm(E)[s]∏
i∈M(̟(c))(s− s˜◦i )
· ðϑ(c)z .
Here the left morphism is the naturally defined projection, and the right morphism is the isomorphism given
in Corollary 16.5. The composite is denoted by πb. Then we have the following, which can be checked directly
from the definition:
πb
(
Φ˜(f˜)
)
=
∑
h
[f˜b,h]⊗ sh · ðϑ(c)z .
Then we obtain πb
(
Φ˜(f˜)
) 6= 0. Thus we obtain the injectivity of Φ˜, and thus the proof of Proposition 16.2 is
accomplished.
Corollary 16.9 Let I and J be subsets of n such that n = I ⊔ J . Let b be a negative number, c be an element
of RI , d be an element of RJ<0. Then the sheaf
I GrV
(λ0)
c
J GrdΨ
(λ0)
b is an ODI -locally free sheaf. In particular,
it is strict.
16.4.2 Strictness of Ψ
(λ0)
b and the strict S-decomposability E[ðt] along t = 0
Lemma 16.23 Let b be a negative number. Let I and J be subsets of n such that I ⊔ J = n. Let c and d be
elements of RI and RJ respectively. Then the sheaf I GrV
(λ0)
c
JV
(λ0)
d
(
Ψ
(λ0)
b
)
is strict.
Proof For any element d ∈ RJ , we put as follows: M+(d) :=
{
i
∣∣ qi(d) ≥ 0}. Note that |M+(d)| ≤ |J |. Let
us consider the following claims:
P (m, i): The strictness holds for (J,d) such that
(|J |, |M+(d)|) ≤ (m, i).
Q(m, i): The strictness holds for (J,d) such that
(|J |, |M+(d)|)  (m, i).
We have already known that P (m, 0) holds for any m due to Corollary 16.9. We have only to show the
implication Q(m, i) =⇒ P (m, i) in the case i > 0.
Let (J,d) be the tuple such that
(|J |, |M+(d)|) = (m, i) such that i > 0. Let us pick the element j0 ∈ J
such that qj0(d) > 0. We put I1 := I ⊔ {j0} and J1 := J − {j0}. For an element c ∈ RI and a real number a,
we have the naturally defined element (c, a) ∈ RI1 . We have the naturally defined projection π : RJ −→ RJ1 .
We have the induced filtration j0V (λ0)Ψ
(λ0)
b on
I GrV
(λ0)
c
JV
(λ0)
d Ψ
(λ0)
b . Note the following:
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• We have j0 GrV (λ0)a I GrV
(λ0)
c
JV
(λ0)
π(d)
(
Ψ
(λ0)
b
) ≃ I1 GrV (λ0)(c,a) J1V (λ0)π(d) (Ψ(λ0)b ). It is strict due to the hypothesis
of the induction Q(m, i).
• Let N be the real number such that N > qj0(d). Then I GrV
(λ0)
c
JV
(λ0)
d−Nδj0
(
Ψ
(λ0)
b
)
is strict, due to the
hypothesis of the induction Q(m, i).
Then the strictness of (J,d) follows easily. Thus we obtain Lemma 16.23.
Corollary 16.10 Let b be a negative number. Let I be a subset of n, and c be an element of RI . Then the
sheaf I GrV
(λ0)
c
(
Ψ
(λ0)
b
)
is strict.
Proof We put J := n − I. Since I GrV (λ0)c
(
Ψ
(λ0)
b
)
is the inductive limit of I GrV
(λ0)
c
JV
(λ0)
d
(
Ψ
(λ0)
b
)
(d ∈ RJ).
Thus the corollary follows from Lemma 16.23.
Corollary 16.11 Let b be a negative number. The sheaf Ψ
(λ0)
b is strict.
Proof It immediately follows from Corollary 16.10.
Proposition 16.3 Let b be any real number. The sheaf Ψ
(λ0)
b is strict.
Proof In the case b < 0, we have already shown the claim in Corollary 16.11. Let us consider the case b = 0.
Then we have the injection t : Ψ
(λ0)
0 −→ Ψ(λ0)−1 (Corollary 16.1). Thus the strictness of Ψ(λ0)0 follows.
Let us consider the following claims:
P (a): The strictness of Ψ
(λ0)
b holds for any b ≤ a.
Q(a): The strictness of Ψ
(λ0)
b holds for any b < a.
We have already shown that P (0). Since the set {a |Ψ(λ0)a 6= 0} is discrete, we have only to show the implication
Q(a) =⇒ P (a) in the case a > 0, which we will show in the following.
Let us consider the following morphisms:
Ψ
(λ0)
a−1
ðt−−−−→ Ψ(λ0)a t−−−−→ Ψ(λ0)a−1. (344)
By our construction of the filtration U (λ0), the morphism ðt is surjective. Let us consider the composite, which
is the endomorphism of Ψ
(λ0)
a−1 induced by the multiplication of ðt · t = t · ðt + λ from the right. Due to Lemma
16.10, we have Fa−1(t · ðt) = Fa(ðt · t) = 0 on Ψ(λ0)a−1 . Here Fa is given in (327). Note that e(λ, u) does not
vanish identically, if we have p(λ0, u) = a > 0. Since Ψ
(λ0)
a−1 is strict due to our assumption Q(a), the composite
of the morphisms in (344) is injective. Thus the morphism ðt is isomorphic. It means the strictness of Ψ
(λ0)
a .
Namely the claim P (a) holds, and thus the proof of Proposition 16.3 is accomplished.
Recall that the the following endomorphism identically vanishes on Ψ
(λ0)
b for any b:∏
u∈K(E[ðt],λ0,b)
(
s+ e(λ, u)
)N
.
Here N denotes a sufficiently large integer. Recall that we put as follows for any element u ∈ K(E[ðt], λ0, b):
ψ
(λ0)
t,u (E[ðt]) = Ker
(
s+ e(λ, u)
)N
.
Corollary 16.12 We have the following:
1. The sheaf ψ
(λ0)
t,u (E[ðt]) is strict for any u.
2. The morphism t : ψ
(λ0)
t,u (E[ðt]) −→ ψ(λ0)t,u−δ0(E[ðt]) is injective, and it is isomorphic in the cases
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(a) p(u) < 0.
(b) p(u) = 0 and u 6= (0, 0).
3. The morphism ðt : ψ
(λ0)
t,u (E[ðt]) −→ ψ(λ0)t,u+δ0(E[ðt]) is isomorphic in the cases
(a) p(u) > −1.
(b) p(u) = −1 and u 6= (−1, 0).
If we have p(u) < −1, the morphism ðt is injective. If we have u = (−1, 0), then the morphism ðt is
surjective.
In particular, we obtain the following proposition.
Proposition 16.4 The sheaf E[ðt] is strictly S-decomposable along t = 0.
16.5 The decomposition
16.5.1 The endomorphisms of I GrV
(λ0)
c ψt,uE[ðt] and
Iψuψt,uE[ðt]
Let pick an element i ∈ n. In the following, we put mi = 0 if i > l. We see the action of si on iGrV
(λ0)
c ψt,uE[ðt],
which is induced by the multiplication from the right. Assume b := p(λ0, u) < 0 and c ≤ 0. A section of
iGrV
(λ0)
c ψt,uE[ðt] can be described as a sum of sections of the form (f ⊗ sh)ðnz such that qi(n) = 0, where
f ∈ iV (λ0)c+b·miE. We have the following formula:
(f ⊗ sh)ðnz · si = (fsi ⊗ sh)ðnz −mi · (f ⊗ sh+1)ðnz .
We put as follows:
g1 i
(
(f ⊗ sh)ðnz
)
:= fsi ⊗ shðnz ,
g2 i
(
(f ⊗ sh)ðnz
)
:= (f ⊗ shðnz )si
gs
(
(f ⊗ sh)ðnz
)
:= f ⊗ sh+1ðnz .
In the case i > l, we have g1 i = g2 i.
Lemma 16.24 We have g2 i = g1 i −mi · gs. The morphisms g2 i, g1 i and gs commute.
Proof The first claim is clear from the definition. The commutativity of g2 i and gs are easy to see. Since g1 i
can be described as a linear combination of g2 i and gs, we obtain the second claim.
Lemma 16.25 On iGrV
(λ0)
c ψt,u(E[ðt]), we have the following vanishing for any sufficiently large integer N :∏
u1∈K(E,i,λ0,c+mib)
(
g1 i + e(λ, u1)
)N
= 0,
(
gs + e(λ, u)
)N
= 0.
Proof For any section f of iV
(λ0)
c+mib
(E), we have the following:
f ·
∏
u1∈K(E,i,λ0,c+mib)
(t · ðt + e(λ, u1))N ∈ iV (λ0)<c+mib(E).
It means the first vanishing. The second vanishing follows from the definition of ψt,u(E[ðt]).
We put as follows:
Gi,c,N(x) :=
∏
u1∈K(E,i,λ0,c+mib)
(
x+ e(λ, u1 −miu)
)N
.
Here x denotes a variable.
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Lemma 16.26 For a sufficiently large N , we have Gi,c,N (g2 i) = 0 on
iGrV
(λ0)
c ψt,u(E[ðt]):
Proof We have the equality g2 i+e(λ, u1−miu) = g1 i+e(λ, u1)−mi ·
(
gs+e(λ, u)
)
. In the case c ≤ 0, we obtain
Gi,c,N (g2 i) by the equality above and Lemma 16.25. Since we have the surjection ð
M
t :
iGrV
(λ0)
c−M −→ iGrV
(λ0)
c
and the relation Gi,c,N (g2 i) ◦ ðMi = ðMi ◦Gi,c−M,N (g2 i), the general case can be reduce to the case c < 0.
Lemma 16.27 On iGrV
(λ0)
c
I GrV
(λ0)
ψt,u(E[ðt]), we have Gi,c,N(g2 i) = 0 for any sufficiently large integer N :
Proof It follows from Lemma 16.26 and the isomorphism iGrV
(λ0)
c
I GrV
(λ0)
ψt,u =
I GrV
(λ0) iGrV
(λ0)
c ψt,u.
Corollary 16.13 Let I be a subset of n. Let c = (ci | i ∈ I) be an element of RI . On I GrV
(λ0)
c ψt,u(E[ðt]), we
have Gi,ci,N (g2 i) = 0 for any sufficiently large integer N .
Lemma 16.28 For any element u1 ∈ K(E , i, λ0, c+mib), we have p(λ0, u1 −miu) = c.
Proof It can be shown by a direct calculation. Note the equality b = p(λ0, u).
Corollary 16.14 The RDI -module I GrV
(λ0)
c ψt,u(E[ðt]) is strictly specializable along zi = 0 (i ∈ n− I) at λ0.
The V -filtrations at λ0 are given by
iV (λ0).
We put K(ψt,uE, i, λ0, c) :=
{
u1 −mi · u
∣∣u1 ∈ K(E , i, λ0, c +mib)}, where we put b := p(λ0, u). For any
element c = (ci | i ∈ I), and for any element u ∈
∏
i∈I K(ψt,uE, i, λ0, ci), the submodule Iψ(λ0)u
(
ψt,u(E[ðt])
)
of
I GrV
(λ0)
c ψt,u(E[ðt]) is defined as follows, for any sufficiently large integer N :
Iψ(λ0)u
(
ψt,u(E[ðt])
)
:=
⋂
i∈I
Ker
(
g2 i + e(λ, qi(u))
)N
.
We put as follows:
KMS(ψt,uE[ðt], i) :=
{
u1 −mi · u
∣∣u1 ∈ KMS(E0, i)}.
Lemma 16.29
1. Let I be a subset of n. Let u be an element of
∏
i∈I KMS(ψt,uE[ðt], i). Then
{
Iψ
(λ0)
u ψt,uE[ðt]
∣∣λ0 ∈ Cλ}
give the RDI -module Iψuψt,uE[ðt].
2. Let i be an element of n− I. Then Iψuψt,uE[ðt] is strictly specializable along zi = 0.
3. Let i be an element of n−I, and v be an element of KMS(ψt,uE[ðt], i). We put I1 := I⊔{i}. We have the
naturally defined element (u, v) ∈∏j∈I1 KMS(ψt,uE[ðt], j). Then we have the following isomorphism:
ψzi,v
Iψuψt,uE[ðt] ≃ I1ψ(u,v)ψt,uE[ðt].
Proof It can be shown by an inductive argument.
16.5.2 The decompositions of I GrVbI
JVbJ (Ψ
(λ0)
b )
Let I ⊔ J = n be a decomposition of n. We put I0 := I ∩ l and I1 := I − I0. For any element b ∈ Rn, we put
bY := qY (b) for Y = I, J . For any element b ∈ Rn such that bJ < 0, we put ILb,b := I GrV
(λ0)
bI
JV
(λ0)
bJ
(
Ψ
(λ0)
b
)
.
We have the right action of si (i ∈ I). We put s˜i := m−1i · si for i ∈ I0. We would like to see the generalized
eigen decomposition of ILb,b := I GrV
(λ0)
bI
JV
(λ0)
bJ
(
Ψ
(λ0)
b
)
with respect to the actions of s˜i (i ∈M(̟(bI))).
We have the following isomorphism (Proposition 16.2):
ILb,b ≃
IT (λ0)
(
̟(bI) + b ·mI , bJ + b ·mJ
)
[s]∏
i∈M(̟(bI))(s− s˜◦i )
· ðϑ(bI )z .
Here the action of s˜◦i on
IT (λ0)
(
̟(bI) + bmI , bJ + bmJ
)
[s] is induced by the action of s˜i on
IT (λ0)
(
̟(bI) +
bmI , bJ + bmJ
)
. We use a similar convention in the following.
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Remark 16.2 The actions of s˜i and s˜
◦
i are different. The relation is s˜i = s˜
◦
i − s.
On IT (λ0)
(
̟(bI) + b ·mI , bJ + bmJ
)
, we have the action of the tuple of endomorphisms
s˜ :=
(
s˜i
∣∣ i ∈ I0).
We have the generalized eigen decomposition:
IT (λ0)
(
̟(bI) + bmI , bJ + bmJ
)
:=
⊕
u∈S(̟(bI ),b,m)
E
(
s˜, −e(λ,u)).
Here we put S(̟(bI), b,m) :=
{(
ui
∣∣ i ∈ I0) ∣∣mi · ui ∈ K(E , λ0, i, b ·mi + qi(̟(bI)))}.
We put Q(I, b,u,m) := E(s˜, −e(λ,u)), and then we have the following decomposition:
IT (λ0)
(
̟(bI) + bmI , bJ + bmJ
)
=
⊕
u∈S(̟(bI ),b,m)
Q(I, b,u,m).
Then we obtain the following decomposition:
ILb,b ≃
⊕
u∈S(̟(bI ),b,m)
Q(I, b,u,m)[s]∏
i∈M(̟(bI))(s− s˜◦i )
· ðϑ(bI )z . (345)
Let u = (ui | i ∈ I0) be an element of S(̟(bI), b,m). Since we have qi(̟(bI)) = 0 for any elements
i ∈M(̟(bI)), we have p(λ0, ui) = b for i ∈M(̟(bI)). Thus, if we have e(λ0, ui) = e(λ0, uj)
(
i, j ∈M(̟(bI))
)
,
then we obtain ui = uj. We also remark that we have p(λ0, ui) 6= b for any i ∈ I0 −M(̟(bI)). We obtain the
decomposition of M(̟(bI)) as follows:
M(̟(bI)) =
∐
u∈K(E[ðt],λ0,b)
M(u, u), M(u, u) :=
{
i ∈M(̟(bI))
∣∣ ui = u} = {i ∈ I0 ∣∣ui = u}. (346)
Corresponding to the decomposition (346), we have the following:∏
i∈M(̟(bI))
(s− s˜◦i ) =
∏
u∈K(E[ðt],λ0,b)
∏
i∈M(u,u)
(s− s˜◦i ).
Then we have the following isomorphism:
Q(I, b,u,m)[s]∏
i∈M(̟(bI))(s− s˜◦i )
≃
⊕
u∈K(E[ðt],λ0,b)
Q(I, b,u,m)[s]∏
i∈M(u,u)(s− s˜◦i )
.
We put as follows:
Q(I, b,u,m, u) := Q(I, b,u,m)[s]∏
i∈M(u,u)(s− s˜◦i )
Then the eigenvalue of the action s on Q(I, b,u,m, u) is −e(λ, u), and the eigenvalue of s˜◦j = m−1j · g1 j is
−e(λ, uj). Note that the eigen functions of m−1i · g1 i is −e(λ, u) for any i ∈ M(u, u). We put N := s+ e(λ, u)
and N˜i := s˜i + e(λ, u) for i ∈M(u, u). Then we have the following:
Q(I, b,u,m, u) ≃ Q(I, b,u,m)[N ]∏
i∈M(u,u)(N − N˜i)
. (347)
We obtain the decomposition, as follows:
ILb,b ≃
⊕
(u,u)
Q(I, b,u,m, u) · ðϑ(bI )z . (348)
Here (u,u) runs through the set K(E[ðt], λ0, b)× S(̟(bI), b,m). We also have the decomposition:
I GrVb1
JVb2ψ
(λ0)
u (E[ðt]) =
⊕
u∈S(̟(bI),b,m)
Q(I, b,u, u,m) · ðϑ(bI )z . (349)
Let us consider the action of s˜i (i ∈ I0) on Q(I, b,u,m, u). Recall that we have the relation s˜i = s˜◦i − s.
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Lemma 16.30
• Let i be an element of I0. The eigenvalue of s˜i on Q(I, b,u,m, u) is −e(λ, ui − u).
• The decompositions (348) and (349) are generalized eigen decompositions with respect to the endomorphism
s˜i (i ∈ I0) and s.
Proof The second claim immediately follows from the first claim. The eigenvalue of s is −e(λ, u) and the
eigenvalue of s˜◦i is −e(λ, ui). Thus we obtain the first claim.
Corollary 16.15 Let i be an element of M(̟(b)). Then s˜i is nilpotent on Q(I, b,u,m, u) if and only if i is
contained in M(u, u).
16.5.3 The decomposition of GrW (N)Q(I, b,u,m, u)
Recall we put I0 = I ∩ l and I1 = I − I0. We assume that bI ≤ 0. From our construction, Q(I, b,u,m) is a
subbundle of I GrV
(λ0)
bI+b·mI
JV
(λ0)
<bJ+bmJ
(E) over DI(λ0, ǫ0). Moreover, they are contained in the −e(λ,u)-part
E
(
s˜,−e(λ,u)), in the generalized eigen decomposition with respect to the tuple of the morphisms s˜ = (s˜i ∣∣ i ∈
M(bI)
)
. Let N˜i denote the nilpotent part of s˜i on E(s˜,−e(λ,u)).
We also have the action of si (i ∈ I1) on E
(
s˜,−e(λ,u)). We denote the nilpotent part of si by Ni. We put
R(u) := {i ∈ I1 |ui = (0, 0)} ⊂ I1. Then we have si = Ni for i ∈ R(u). We put NR(u) :=
∏
i∈R(u)Ni.
Lemma 16.31 We have Q(I, b,u,m) = ImNR(u).
Proof It can be directly checked by our construction, by using Lemma 15.33.
Let j be an element of R(u). Note Q(I, b − δj ,u − δ0,j,m) ≃ ImNR(u)−{j}. Then the naturally defined
morphism zj : Q(I, b,u,m) −→ Q(I, b− δj ,u− δ0,j ,m) is isomorphic to the natural inclusion. The naturally
defined morphism ðj : Q(I, b− δj ,u− δ0,j ,m) −→ Q(I, b,u,m) is isomorphic to the morphism N˜j . Then we
obtain the naturally induced morphisms, for any element j ∈ R(u):
zj : Q(I, b,u,m, u) −→ Q(I, b− δj ,u− δ0,j ,m, u), ðj : Q(I, b− δj ,u− δ0,j ,m, u) −→ Q(I, b,u,m, u).
Let j be an element of M(̟(bI)) ⊂ I0. Note that the multiplication ·zj from the right induces the isomor-
phism φ : Q(I, b,u,m) −→ Q(I, b− δj ,u− δ0,j,m). Then we obtain the following isomorphism:
Q(I, b− δj ,u− δ0,j ,m, u) ≃ Q(I, b,u,m)[N ]∏
i∈M ′(u,u)(N −Ni).
(350)
Here we put M ′(u, u) :=M(u, u)− {j}. Under the isomorphism (350), the morphism zj : Q(I, b,u,m, u) −→
Q(I, b− δj ,u− δ0,j,m, u) is induced by the identity of Q(I, b,u,m, u)[N ].
Lemma 16.32 The morphism ðj : Q(I, b− δj ,u− δ0,j ,m, u) −→ Q(I, b,u,m, u) is induced by the morphism
mj · (N˜j −N) on Q(I, b,u,m, u)[N ].
Proof Let
∑h
j=1 φ(fi) ·N i be a section of the right hand side of the isomorphism (350). We have the following:
( h∑
j=1
φ(fi) ·N i
)
· ðj =
( h∑
j=1
fi ·N i
)
· sj =
h∑
j=1
(fi · sj) ·N i −mj ·
h∑
j=1
fi ·N i · s
=
h∑
j=1
fi · (sj −mj · s) ·N i = mj
h∑
j=1
fi · (N˜j −N) ·N i. (351)
Thus we are done.
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Lemma 16.33 Assume that bI ≤ 0 and bJ < 0. Let i be an element of M(̟(bI)) ∪ R(u). Then we have the
following decomposition:
GrW (N)
(Q(I, b,u,m, u)) = Im(cani)⊕Ker(vari).
Proof It follows from Proposition 12.3.
Let j be an element of I1. Then we have the induced morphism:
ðj : Q(I, b− δj ,u− δ0,j ,m) −→ Q(I, b,u,m). (352)
Lemma 16.34 In the case qj(b) > 0, the morphism (352) is isomorphic. Thus the induced morphism ðj :
Q(I, b− δj ,u− δ0,j,m, u) −→ Q(I, b,u,m, u) is isomorphic.
Proof It is clear from our construction.
Lemma 16.35 Let j be an element of I0. Assume that qj(b) > 0. Then we have Q(I, b,u,m) = Q(I, b −
δj ,u− δ0,j ,m) and Q(I, b,u,m, u) = Q(I, b− δj ,u− δ0,j ,m, u).
Proof In the case qj(b) > 0, we have ̟(bI) = ̟(bI − δj). Then the lemma is clear from our construction.
Proposition 16.5 Assume bJ < 0. Let i be an element of M(̟(bI)) ∪ R(u). Then we have the following
decomposition:
GrW (N)
(Q(I, b,u,m, u)) = Im(cani)⊕Ker(vari).
Proof We have already checked such decomposition in the case bI ≤ 0. By using the isomorphisms given in
Lemma 16.34 and Lemma 16.35, the general case can be reduced to the case bI ≤ 0.
16.5.4 The special case
Let us consider the case l = n, I = n and b = 0. In the case we have ̟(bI) = 0 = ϑ(bI). We also have the
following:
S(0, b,m) =
{(
ui
∣∣ i ∈ n) ∣∣mi · ui ∈ K(E , λ0, i, b ·mi)}.
Then we have the following decomposition:
nGrV
(λ0)
0
(
ψt,u
)
=
⊕
u∈S(0,b,m)
Q(n, 0,u,m,m), Q(n, 0,u,m, u) = Q(n, 0,u,m)[N ]∏
i∈M(u,u)(N − N˜i)
.
Lemma 16.36 The endomorphism s˜i on Q(n, 0,u,m, u) is nilpotent for any i ∈ n, if and only if ui = u holds
for any i ∈ n.
Proof It follows from Corollary 16.15.
Let us consider the case u =
( n︷ ︸︸ ︷
u, . . . , u
)
. We put uˆ =
(
mi · u
∣∣ i ∈ n) + δ0,n ∈ (R × C)n. Note that
uˆ ∈ ∏ni=1KMS(E0, i).
Lemma 16.37 We have the natural isomorphism: Q(n, 0,u,m) ≃ nGuˆ(E). (See the subsubsection 8.9.1 for
nGuˆ(E)).
Proof It can be checked directly from the definitions.
Hence we obtain the isomorphism:
Q(n, 0,u,m, u) ≃ Vn
(
Scanuˆ (E)
)
|Cλ .
See the subsubsection 3.9.2 for Vn
(
Scanuˆ (E)
)
. In particular, we obtain the subbundle:
Cn |Cλ ⊂ PhGrW (N)h Q(n, 0,u,m, u).
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17 The weight filtration on ψt,uE and the induced R-triple
In this section, we use the right R-module structure.
17.1 The weight filtration on IL
17.1.1 IL and the filtrations nV (λ0)
In this subsection, ψ˜t,u(E[ðt]) is often denoted by ψ˜t,u, for simplicity. We put as follows:
Parb·mi
(Eλ0 , i) := {α− b ·mi ∣∣α ∈ Par(Eλ0 , i)},
Par−b·mi
(Eλ0 , i) := {r ∈ Parb·mi(Eλ0 , i) ∣∣ r < 0},
Par≥0b·mi
(Eλ0 , i) := {r ∈ Parb·mi(Eλ0 , i) ∣∣ r ≥ 0}.
We put as follows, for any subset I ⊂ n:
IL := IV (λ0)<0 (ψ˜t,u)
/∑
I′)I
I′V
(λ0)
<0 (ψ˜t,u).
Then IL is an ODJ (λ0,ǫ0)-sheaf, where we put J := n− I. For any element a ∈ Rn, we put as follows:
nV (λ0)a
(
IL) := Im(nV (λ0)a (ψ˜t,u) ∩ IV (λ0)<0 (ψ˜t,u) −→ IL).
Then nV
(λ0)
a
(
IL) is a coherent ODJ (λ0,ǫ0)-sheaf.
Lemma 17.1
• Let j be an element of n− I. In the case aj < 0, we have nV (λ0)a (IL) = 0.
• Let j be an element of I. In the case aj ≥ 0, we put as follows:
a′i :=

ai (i 6= j)
maxPar−b·mj (Eλ0 , j), (i = j).
Then we have nV
(λ0)
a′ (
IL) = nV (λ0)a (IL).
Proof The claims are clear from our construction of IV
(λ0)
<0 (ψ˜t,u).
Let π denote the projection IV
(λ0)
<0 (ψ˜t,u) −→ IL. For any section f of IL, we take a section F of IV (λ0)<0 (ψ˜t,u)
such that π(F ) = f .
Lemma 17.2
• The set n Prim(f) := n Prim(F ) ∩ (RI<0 ×RJ≥0) is canonically determined for f .
• For any element a ∈ n Prim(f), the section Pa(f) := Pa(F ) of nGrV
(λ0)
a (ψ˜t,u) is canonically determined
for f .
Proof Since we have F − F ′ ∈∑I′)I I′V (λ0)<0 (ψ˜t,u) for other choice of F ′, the claims are clear.
Let S be a subset of Rn. We put as follows:
nV
(λ0)
S (
IL) :=
∑
a∈S
nV (λ0)a
(
IL).
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Lemma 17.3 The projection π : IV
(λ0)
<0 (ψ˜t,u) −→ IL induces the surjection:
nV
(λ0)
S (ψ˜t,u) ∩ IV (λ0)<0 (ψ˜t,u) −→ nV (λ0)S
(
IL).
Proof It follows from nV
(λ0)
S (ψ˜t,u) ∩ IV<0(ψ˜t,u) =
∑
a∈S
nV
(λ0)
a (ψ˜t,u) ∩ IV (λ0)<0 (ψ˜t,u).
Let I ⊔ J = n be a decomposition.
Corollary 17.1 Let f be a section of IL. Then f is contained in nV (λ0)S
(
IL) if and only if n Prim(f) is
contained in S(S).
17.1.2 Local freeness
Let I ⊔ J = n be a decomposition.
Corollary 17.2 Let b be an element of RI<0 and c be an element of R
J
≥ 0. Then we have the naturally defined
isomorphism:
J GrV
(λ0)
c
IV
(λ0)
b (ψ˜t,u) ≃ J GrV
(λ0)
c
IV
(λ0)
b (
IL).
In particular, J GrV
(λ0)
c
IV
(λ0)
b (
IL) is coherent and locally free ODJ -module.
Proof We have the naturally defined morphism from the left hand side to the right hand side. By using
Lemma 17.3, we can check that the morphism is isomorphic. The local freeness follows from the result in the
subsubsection 16.5.2.
Lemma 17.4 Let S be a primitive subset of RJ≥0. The ODJ -module JV (λ0)S IV (λ0)b (IL) is locally free and
coherent.
Proof We have only to check the claims for primitive subsets S, which are contained in
∏
j∈J Par≥ 0b·mj (Eλ0 , j).
For such a primitive subset S, we put as follows:
r(S) := max
{|c| ∣∣ c ∈ S}.
Here we put |a| =∑ ai. We use an induction on the number r(S).
We have the following exact sequence for some S′ ⊂∏j∈J Par≥ 0b·mj (Eλ0 , j):
0 −→ JV (λ0)S′ IV (λ0)b
(
IL) −→ JV (λ0)S IV (λ0)b (IL) −→⊕
a∈S
I GrV
(λ0)
a
JV
(λ0)
b
(
IL) −→ 0. (353)
Then we have r(S′) < r(S). Due to the hypothesis of the induction, we may assume that JV (λ0)S′
IV
(λ0)
b
(
IL) is
locally free and coherent. The third term in the sequence (353) is locally free due to Corollary 17.2. Then we
obtain the local freeness of JV
(λ0)
S
IV
(λ0)
b
(
IL).
Corollary 17.3 The ODJ -module IV (λ0)b (IL) is locally free of infinite rank.
17.1.3 Filtrations iV (λ0) and the compatibility
Let K be a subset of n and b be an element of RK . We put as follows:
KV
(λ0)
b
(
IL) := ⋃
qK(a)=b
nV (λ0)a
(
IL).
In particular, we put iV
(λ0)
b :=
{i}V (λ0)b .
Let S be a finite subset of RK . We put as follows:
KV
(λ0)
S
(
IL) := ∑
a∈S
KV (λ0)a
(
IL).
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Lemma 17.5
• The projection π : IV (λ0)<0 −→ IL induces the surjection:
KV
(λ0)
S ∩ IV (λ0)<0 (ψ˜t,u) −→ KV (λ0)S
(
IL).
• Let f be a section of IL. Then f is contained in KV (λ0)S
(
IL) if and only if qK(n Prim(f)) is contained in
S(S).
We have the filtrations
(
jV (λ0)
∣∣ j ∈ J) on JV (λ0)s IV (λ0)b (IL) in the category of the vector bundles.
Lemma 17.6 The tuple of the filtrations
(
jV (λ0)
∣∣ j ∈ J) is compatible in the sense of Definition 4.7.
Proof From the proof of Lemma 17.4, we have the equality:∑
rank J GrV
(λ0)
a
IV
(λ0)
b
(
IL) = rank JV (λ0)S IV (λ0)b (IL).
From Lemma 17.5, we have the following:⋂
j∈J
jV (λ0)cj
IV
(λ0)
b
(
IL) = JV (λ0)c IV (λ0)b (IL).
Then we obtain the compatibility by using Lemma 4.2.
17.1.4 The actions of g1,i and the generic splitting
On JV
(λ0)
S
IV
(λ0)
b
(
IL) and J GrV (λ0)c IV (λ0)b (IL), we have the action of the tuple (g1,i ∣∣ i ∈ J), given in the
subsubsection 16.5.1.
Lemma 17.7 The following endomorphism vanishes on J GrV
(λ0)
c
IV
(λ0)
b
(
IL):∏
u1∈K(E,i,λ0,ci+mib)
(
g1,i + e(λ, u1)
)N
.
Proof It follows from Lemma 16.25 and Corollary 17.2.
Lemma 17.8 Let λ1 ∈ ∆(λ0, ǫ0) be generic, and ǫ1 be a positive number such that ∆(λ1, ǫ1) ⊂ ∆(λ0, ǫ0) and
that any λ ∈ ∆(λ1, ǫ1) is generic. Let us consider the endomorphisms of
(
g1,i
∣∣ i ∈ J) on JV (λ0)S IV (λ0)b (IL)|∆(λ1,ǫ1).
Then the generalized eigen decomposition for
(
g1,i
∣∣ i ∈ J) gives the splitting of the filtrations (iV (λ0) ∣∣ i ∈ J).
Proof It follows from Lemma 17.7.
17.1.5 The weight filtration of N = s+ e(λ, u)
We put s := t · ðt and N := s+ e(λ, u). Since the eigenfunction of s on ψt,u is −e(λ, u), the induced actions of
N are nilpotent on the vector bundles IL, JV (λ0)S IV (λ0)b
(
IL) and J GrV (λ0)c IV (λ0)b (IL).
Lemma 17.9 The conjugacy classes of N on J GrV
(λ0)
c
IV
(λ0)
b
(
IL)|(λ,P ) are independent of a choice of (λ, P ) ∈
DJ(λ0, ǫ0).
Proof Recall the descriptions in the subsubsection 16.5.2. Then the independence of λ follows from the limiting
mixed twistor theorem. When we fix a generic λ, we can show the independence of P by using the normalizing
frame. Thus we obtain the independence of (λ, P ).
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Corollary 17.4 The weight filtration W
(
N, J GrV
(λ0)
c
IV
(λ0)
b
(
IL)) is a filtration in the category of vector bun-
dles.
Lemma 17.10 Let us consider the action of N on JV
(λ0)
S
IV
(λ0)
b
(
IL).
• The conjugacy classes of N on JV (λ0)S IV (λ0)b
(
IL)|(λ,P ) are independent of a choice of (λ, P ) ∈ DJ(λ0, ǫ0).
• The filtration W (N, JV (λ0)S IV (λ0)b (IL)) is a filtration in the category of vector bundles.
• The projection JV (λ0)S IV (λ0)b
(
IL) −→ J GrV (λ0)S IV (λ0)b (IL) induces the surjective morphism:
W
(
N, JV
(λ0)
S
IV
(λ0)
b
(
IL)) −→W (N, J GrV (λ0)S IV (λ0)b (IL)).
• In the case S ⊂ S(S′), we have the following equality:
W
(
N, JV
(λ0)
S
IV
(λ0)
b
(
IL)) =W (N, JV (λ0)S′ IV (λ0)b (IL)) ∩ JV (λ0)S IV (λ0)b (IL).
Proof Let us see the first claim. The independence of λ for a fixed P can be shown by using the generic
splitting (Lemma 17.8), Lemma 5.1 and Lemma 17.9. The independence of P for a fixed generic λ can be shown
by using the normalizing frame. Thus we obtain the first claim.
The other claims can be shown similarly.
Lemma 17.11 We have the following:∑
a∈S
Wh
(
N, JV (λ0)a
IV
(λ0)
b (
IL)) =Wh(N, JV (λ0)S IV (λ0)b (IL)). (354)
Proof We have only to check the claims for primitive subsets S, which are contained in
∏
j∈J Par≥ 0b·mj (Eλ0 , j).
For such a primitive subset S, we put as follows:
r(S) := max
{|c| ∣∣ c ∈ S}.
Here we put |a| =∑ ai. We use an induction on the number r(S). The left hand side and the right hand side
of (354) are denoted by A and B respectively.
Let us consider the exact sequence:
0 −−−−→ JV (λ0)S′ IV (λ0)b
(
IL) −−−−→ JV (λ0)S IV (λ0)b (IL) πS−−−−→ ⊕a∈S J GrV (λ0)a IV (λ0)b (IL) −−−−→ 0
Here we have r(S′) < r(S).
Due to Lemma 17.10, we have the following:
πS(A) = πS(B) =
⊕
a∈S
Wh
(
N, J GrV
(λ0)
a
IV
(λ0)
b (
IL)).
We also obtain the following, due to Lemma 17.10:
KerπS ∩ B =Wh
(
N, JV
(λ0)
S′
IV
(λ0)
b
(
IL)). (355)
We have the following for KerπS ∩A:
KerπS ∩ A =
∑
a∈S
(
Wh
(
N, JV (λ0)a
IV
(λ0)
b
(
IL)) ∩ JV (λ0)S′ IV (λ0)b (IL))
=
∑
a∈S
(
Wh
(
N, IV
(λ0)
b (
IL)) ∩ JV (λ0)a IV (λ0)b (IL) ∩ JV (λ0)S′ IV (λ0)b (IL)). (356)
The following lemma can be easily shown.
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Lemma 17.12 We have the subset S(a) ⊂∏j Par≥ 0b·mj (Eλ0 , j) satisfying the following:
S(S(a)) ∩
∏
j∈J
Par≥ 0b·mj
(Eλ0 , j) = S(a) ∩ S(S′) ∩∏
j∈J
Par≥ 0b·mj
(Eλ0 , j).
We also have the following:
S
(⋃
a∈S
S(a′)
)
∩
∏
j∈J
Par≥ 0b·mj
(Eλ0 , j) = S(S′) ∩∏
j∈J
Par≥ 0b·mj
(Eλ0 , j).
Then the right hand side of (356) can be rewritten as follows:∑
a∈S
(
Wh(N,
IV
(λ0)
b (
IL)) ∩ JV (λ0)S(a)IV (λ0)b
(
IL)). (357)
Since we have r(S(a)) < r(S), (357) can be rewritten as follows:∑
a∈S
∑
c∈S(a)
Wh
(
N, JV (λ0)c
IV
(λ0)
b
(
IL)) = ∑
c∈S′
Wh
(
N, JV (λ0)c
IV
(λ0)
b
(
IL)). (358)
Since r(S′) < r(S), the right hand sides of (358) and (355) are same. Then we obtain KerπS ∩A = KerπS ∩B.
Thus we obtain A = B.
17.1.6 The decomposition
We reformulate the result in the subsubsection 16.5.3.
Let S be a primitive subset of Rn. Let i be an element of n. Let I be a subset of n such that i ∈ I. We
put J ′ := (n − I) ∪ {i}. We have the O|DJ′ -locally free sheaf iGrV
(λ0)
−1
nV
(λ0)
S
(
IL). We also have the following
direct summand:
iψ−δ0
nV
(λ0)
S
(
IL) := E(ziði,−1).
We put I ′ := I −{i}. Note we have J ′ ⊔ I ′ = n. We put S′ := {a+ δi ∣∣a ∈ S}. Then we have OD′
J
-locally free
sheaf iGr0
nV
(λ0)
S′ (
I′L). We also have the following direct summand:
iψ0
nV
(λ0)
S′
(
I′L) := E(ziði, 0).
The multiplication zi induces the morphism:
vari : PhGr
W (N)
h
iψ0
nV
(λ0)
S′
(
I′L) −→ PhGrW (N)h iψ−1nV (λ0)S (IL).
The multiplication of ði induces the morphism:
cani : PhGr
W (N)
h
iψ−1nV
(λ0)
S
(
IL) −→ PhGrW (N)h iψ0nV (λ0)S′ (I′L).
Lemma 17.13 We have the decomposition:
PhGr
W (N)
h
iψ0
nV
(λ0)
S′
(
I′L) = Im(cani)⊕Ker(vari).
Proof When we take the J
′
GrV
(λ0)
, the result follows from Lemma 16.33. Then we obtain the result by using
the generic splitting (Lemma 17.8) and Lemma 5.8.
Corollary 17.5 We have the decomposition:
PhGr
W (N)
h
iψ0(
IL) = Im(cani)⊕Ker vari .
In particular, Im(cani) and Ker(vari) are subbundles of PhGr
W (N)
h
iψ0(
IL) on DJ′ .
Corollary 17.6 Im(vari) is a subbundle of PhGr
W (N)
h
iψ−δ0(IL) on DJ′ .
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17.2 The filtration F(λ0)
17.2.1 Preliminary
Let A be an abelian category. Let C be an object of A, and let f : C −→ C be a nilpotent endomorphism of C.
Recall that we obtain the weight filtration W (f), characterized by the following conditions (see (1.6) in [13]):
• f(Wh(f)) ⊂Wh−2(f).
• The induced morphism fh : GrW (f)h −→ GrW (f)−h is isomorphic for any h ≥ 0.
The weight filtration has a functoriality.
Lemma 17.14 Let Ci (i = 1, 2) be objects of A. Let fi be nilpotent endomorphisms of Ci. Let φ : C1 −→ C2
be a morphism such that the following diagramm is commutative:
C1
φ−−−−→ C2
f1
y f2y
C1
φ−−−−→ C2.
Then the morphism φ preserves the weight filtrations, i.e., φ
(
Wh(f1)
) ⊂ φ(Wh(f2))
Proof Assume that fd+11 = f
d+1
2 = 0. Recall that we have Wd(fi) = Ci, Wd−1(fi) = Ker(f
d
i ), W−d = Im(f
d
i )
and W−d−1 = 0. Then it is easy to see that Wd and W−d are preserved by φ. Then it is easy to derive that φ
preserves Wh for any h. (See the way of the recursive construction of the weight filtration in (1.6) in [13].)
Let 0 −→ C1 a−→ C2 b−→ C3 −→ 0 be an exact sequence in the abelian category A. Let fi be nilpotent
endomorphisms of Ci. Let W (Ci) be the filtrations of Ci which are preserved by the morphisms a and b.
Moreover we assume that the induced sequence 0 −→ GrW (C1) −→ GrW (C2) −→ GrW (C3) −→ 0 is exact, i.e.,
the morphisms a and b are strict with respect to the filtrations.
Lemma 17.15 Let i be either 1 or 3. We put S := {1, 2, 3}−{i}. Assume that W (Cj) are the weight filtrations
of fj for j ∈ S. Then W (Ci) is also the weight filtration of fi for i.
Proof We have only to show that W (Ci) satisfies the axioms of the weight filtration. Since f2
(
Wh(C2)
) ⊂
Wh−2(C2), we obtain fi
(
Wh(Ci)
) ⊂ Wh−2(Ci). Due to the exact sequence 0 −→ GrW (C1) −→ GrW (C2) −→
GrW (C3) −→ 0, we obtain that the morphisms fhi : GrWh (Ci) −→ GrW−h(Ci) are isomorphic for any h.
Let 0 −→ C1 a−→ C2 b−→ C3 −→ 0 be an exact sequence in the abelian category A. Let fi be nilpotent
endomorphisms of Ci.
Corollary 17.7
• If the morphism a is strict with respect to the filtrations W (f1) and W (f2), then b is also strict with respect
to the filtrations W (f2) and W (f3).
• If the morphism b is strict with respect to the filtrations W (f2) and W (f3), then a is also strict with respect
to the filtrations W (f1) and W (f2).
17.2.2 Definition of F(λ0) and the decomposition of GrF
(λ0)
We introduce the filtration F(λ0) of ψ
(λ0)
t,u as follows:
F(λ0)m :=
∑
|I|≥l−m
IV
(λ0)
<0 (ψt,u), 0 = F
(λ0)
0 ⊂ F(λ0)1 ⊂ · · · ⊂ F(λ0)l = ψ(λ0)t,u .
We put G
(λ0)
m := ψt,u/F
(λ0)
m
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Lemma 17.16 We have GrF
(λ0)
m =
⊕
|I|=l−m
IL.
Proof We have the naturally defined surjective morphism
⊕
|I|=l−m
IL −→ GrF(λ0)m . Let
(
If
∣∣ |I| = l −m) be
an element of
⊕
|I|=l−m
IL such that ∑ If ∈ F(λ0)m−1. Then we have the following:
If ∈
( ∑
|I′|≥l−m,
I′ 6=I
I′V
(λ0)
<0 (ψt,u)
)
∩ IV (λ0)<0 (ψt,u) =
∑
|I′|≥l−m,
I′ 6=I
I∪I′V (λ0)<0 (ψt,u).
If |I ′| ≥ l−m and I ′ 6= I, then |I ∪ I ′| ≥ l−m+1 and I ∪ I ′ 6= I. Hence we obtain If = 0. Thus the lemma is
proved.
17.2.3 Compatibility of the weight filtration (I)
We put as follows:
nV
(λ0)
S
(
GrF
(λ0)
m
)
:= Im
(
nV
(λ0)
S ∩ F(λ0)m −→ GrF
(λ0)
m
)
, nV
(λ0)
S
(
G(λ0)m
)
:= Im
(
nV
(λ0)
S −→ G(λ0)m
)
.
Then we obtain the following exact sequence:
0 −−−−→ nV (λ0)S
(
GrF
(λ0)
m
) −−−−→ nV (λ0)S (G(λ0)m−1) −−−−→ nV (λ0)S (G(λ0)m ) −−−−→ 0. (359)
Lemma 17.17 We have the following:
Wh
(
N, nV
(λ0)
S (G
(λ0)
m−1)
) ∩ nV (λ0)S (GrF(λ0)m ) =Wh(N, nV (λ0)S (GrF(λ0)m )).
Proof Due to Lemma 17.16, we have only to show the following, for |I| = n−m:
Wh
(
N, nV
(λ0)
S (G
(λ0)
m−1)
) ∩ nV (λ0)S (IL) =Wh(N, nV (λ0)S (IL)). (360)
The implication ⊃ is clear from the functoriality of the weight filtration. Let us show the implication ⊂. When
we restrict the both sides of (360) to DI −
⋃
I′)I DI′ , then the equality in (360) holds. Since the right hand
side is a subbundle of nV
(λ0)
S (
IL) (Lemma 17.10), we obtain the implication ⊂.
We put as follows:
W ′h
(
N, nV
(λ0)
S (G
(λ0)
m )
)
:= Im
(
Wh
(
nV
(λ0)
S (G
(λ0)
m−1)
) −→ nV (λ0)S (G(λ0)m )).
Lemma 17.18 We have Wh(N,
nV
(λ0)
S (G
(λ0)
m )) =W ′h(N,
nV
(λ0)
S (G
(λ0)
m ))
Proof It follows from Lemma 17.17 and Corollary 17.7.
Corollary 17.8 The projection ψt,u −→ G(λ0)m induces the surjection:
Wh
(
N, nV
(λ0)
S (ψt,u)
) −→Wh(N, nV (λ0)S (G(λ0)m )).
Corollary 17.9 We have the following:
Wh
(
N, nV
(λ0)
S (ψ
(λ0)
t,u )
) ∩ F(λ0)m =Wh(N, V (λ0)S (F(λ0)m )).
Proof It follows from Lemma 17.18 and Corollary 17.7.
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17.2.4 The compatibility of the weight filtration (II)
Let S and S′ be primitive subsets such that S ⊂ S(S′). Let us consider the following diagramm:
0 −−−−→ nV (λ0)S′
(
GrF
(λ0)
m
) −−−−→ nV (λ0)S′ (G(λ0)m−1) −−−−→ nV (λ0)S′ (G(λ0)m ) −−−−→ 0x x x
0 −−−−→ nV (λ0)S
(
GrF
(λ0)
m
) −−−−→ nV (λ0)S (G(λ0)m−1) π1−−−−→ nV (λ0)S (G(λ0)m ) −−−−→ 0
(361)
The vertical arrows are injective.
Lemma 17.19 We have the following:
Wh
(
N, nV
(λ0)
S′ (G
(λ0)
m )
) ∩ V (λ0)S (G(λ0)m ) =Wh(N, nV (λ0)S (G(λ0)m )).
Proof We use a descending induction on m. The claim in the case m = n is trivial. We assume that the claim
holds for m, and we will show the claim for m− 1.
The implication ⊃ follows from the functoriality of the weight filtration. Let us show the implication ⊂. We
have only to show the following two equalities:[
Wh
(
N, nV
(λ0)
S′ (G
(λ0)
m−1)
) ∩ nV (λ0)S (G(λ0)m−1)] ∩ nV (λ0)S (GrF(λ0)m ) =Wh(N, nV (λ0)S′ (G(λ0)m )) ∩ nV (λ0)S (GrF(λ0)m ). (362)
π1
(
Wh(N,
nV
(λ0)
S′ (G
(λ0)
m−1)) ∩ nV (λ0)S (G(λ0)m−1)
)
⊂ π1
(
Wh(N,
nV
(λ0)
S′ (G
(λ0)
m ))
)
. (363)
The equality (362) can be shown as follows:[
Wh
(
N, nV
(λ0)
S′ (G
(λ0)
m−1)
) ∩ nV (λ0)S (G(λ0)m−1)] ∩ nV (λ0)S (GrF(λ0)m )
=Wh
(
N, nV
(λ0)
S′ (G
(λ0)
m−1)
) ∩ nV (λ0)S′ (GrF(λ0)m ) ∩ nV (λ0)S (GrF(λ0)m )
=Wh(N,
nV
(λ0)
S′ (Gr
F(λ0)
m )) ∩ nV (λ0)S (GrF
(λ0)
m ) =Wh(N,
nV
(λ0)
S (Gr
F(λ0)
m ))
=Wh(N,
nV
(λ0)
S′ (G
(λ0)
m )) ∩ nV (λ0)S (GrF
(λ0)
m ). (364)
The implication (363) can be shown as follows:
π1
(
Wh
(
N, nV
(λ0)
S′ (G
(λ0)
m−1)
) ∩ nV (λ0)S (G(λ0)m−1)) ⊂ π1(Wh(N, nV (λ0)S′ (G(λ0)m−1))) ∩ π1(nV (λ0)S (G(λ0)m−1))
=Wh
(
N, nV
(λ0)
S′ (G
(λ0)
m )
) ∩ nV (λ0)S (G(λ0)m ) =Wh(N, nV (λ0)S (G(λ0)m )). (365)
Thus we are done.
Corollary 17.10 We have the following:
Wh
(
N, nV
(λ0)
S′ (ψt,u)
) ∩ nV (λ0)S =Wh(N, nV (λ0)S (ψt,u)).
In particular, we have the following:
Wh(N,ψt,u) ∩ nV (λ0)S =Wh
(
N, nV
(λ0)
S (ψt,u)
)
.
Lemma 17.20 We have the following:∑
a∈S
Wh
(
N, nV (λ0)a (G
(λ0)
m )
)
=Wh
(
N, nV
(λ0)
S (G
(λ0)
m )
)
.
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Proof We use a descending induction on m. In the case m = n, the claim is trivial. We assume that the claim
for m holds, and we will prove the claim for m− 1. We use the following exact sequence:
0 −−−−→ GrF(λ0)m −−−−→ G(λ0)m−1 π2−−−−→ G(λ0)m −−−−→ 0.
We have only to show the following two claims:∑
a∈S
Wh
(
N, nV (λ0)a (G
(λ0)
m )
) ∩GrF(λ0)m =Wh(N, nV (λ0)S (G(λ0)m )) ∩GrF(λ0)m . (366)
π2
(∑
a∈S
Wh
(
N, nV (λ0)a (G
(λ0)
m )
))
= π2
(
Wh
(
N, nV
(λ0)
S (G
(λ0)
m )
))
. (367)
Let us show (366). We have the following:∑
a∈S
Wh(N, V
(λ0)
a Gr
F(λ0)
m ) ⊂
∑
a∈S
Wh
(
N, nV (λ0)a (G
(λ0)
m )
) ∩GrF(λ0)m
⊂Wh
(
N, nV
(λ0)
S (G
(λ0)
m )
) ∩GrF(λ0)m =Wh(N, nV (λ0)S (GrF(λ0)m )). (368)
Due to Lemma 17.11, we have already known
∑
a∈SWh(N, V
(λ0)
a Gr
F(λ0)
m ) =Wh
(
N, nV
(λ0)
S (Gr
F(λ0)
m )
)
, we obtain
(366).
The equality (367) can be shown as follows:
π2
(∑
a∈S
Wh(N,
nV (λ0)a (G
(λ0)
m ))
)
=
∑
a∈S
Wh(N,
nV (λ0)a (G
(λ0)
m−1)) =Wh
(
N, nV
(λ0)
S (G
(λ0)
m−1)
)
= π2
(
Wh
(
N, nV
(λ0)
S (G
(λ0)
m )
))
. (369)
Hence we are done.
Corollary 17.11 We have the following:
Wh
(
N, nV
(λ0)
S (ψt,u)
)
=
∑
a∈S
Wh
(
N, nV (λ0)a (ψt,u)
)
.
Lemma 17.21 We have the following:
Wh
(
N, IV
(λ0)
S (ψt,u)
)
=Wh(N,ψt,u) ∩ IV (λ0)S (ψt,u) =
∑
a∈S
IV (λ0)a (ψt,u) ∩Wh(N,ψt,u).
Proof It easily follows from Lemma 17.19 and Lemma 17.20.
Lemma 17.22 We have the following:
Wh(N,ψt,u) ∩
(
IV
(λ0)
S (ψt,u) +
iV (λ0)c (ψt,u)
)
= IV
(λ0)
S (ψt,u) ∩Wh(N) + iV (λ0)c ∩Wh(N).
Proof Similar to Lemma 17.21.
Lemma 17.23 Let S and S′ be primitive subsets of Rn such that S ⊂ S(S′). The following sequence is exact:
0 −−−−→ Wh
(
N, nV
(λ0)
S (ψt,u)
) −−−−→ Wh(N, nV (λ0)S′ (ψt,u)) −−−−→ Wh(N, nV (λ0)S′ /nV (λ0)S ) −−−−→ 0.
Proof We have the exact sequence:
0 −−−−→ nV (λ0)S (ψt,u) a−−−−→ nV (λ0)S′ (ψt,u) −−−−→ nV (λ0)S′
/
nV
(λ0)
S −−−−→ 0. (370)
Due to Lemma 17.21, the morphism a in (370) is strict with respect to the weight filtrations. Hence the sequence
(370) is strict with respect to the weight filtrations due to Corollary 17.7. Thus we are done.
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17.2.5 The filtrations on GrW (N)(ψt,u)
We put as follows, for any c ∈ RI :
IV (λ0)c (Gr
W (N)
h (ψt,u)) = Im
(
IV (λ0)c ∩Wh(N,ψt,u) −→ GrW (N)h (ψt,u)
)
.
We have the following isomorphism:
IV (λ0)c (Gr
W (N)
h (ψt,u)) ≃
IV
(λ0)
c ∩Wh(N,ψt,u)
IV
(λ0)
c ∩Wh−1(N,ψt,u)
≃ GrW (N)h (IV (λ0)c ).
We put IV
(λ0)
S Gr
W (N)
h (ψt,u) :=
∑
a∈S
IV
(λ0)
a Gr
W (N)
h (ψt,u).
Lemma 17.24 The projection Wh(N,ψt,u) −→ GrW (N)h (ψt,u) induces the surjection:
IV
(λ0)
S (ψt,u) −→ IV (λ0)S (GrW (N)(ψt,u)).
Proof It follows from Lemma 17.21.
Lemma 17.25 Let I be a subset of n and i be an element of n− I. We have the following:[
IV
(λ0)
S ∩ iV (λ0)c
](
GrW (N)(ψt,u)
)
=
∑
a∈S
I⊔{i}V (λ0)(a,c)
(
GrW (N)(ψt,u)
)
.
Proof The implication ⊃ is clear. We show the implication ⊂. For any section f ∈ IV (λ0)S GrW (N)(ψt,u) ∩
iV
(λ0)
c Gr
W (N)(ψt,u), we pick sections f1 ∈ IV (λ0)S (ψt,u)∩Wh(N,ψt,u) and f2 ∈ iV (λ0)c (ψt,u)∩Wh(N,ψt,u) such
that ρh(f1) = ρh(f2) = f . Here ρh denotes the projection Wh(N) −→ GrW (N)h .
Then we have the following:
f1 − f2 ∈ Wh−1(N,ψt,u) ∩
(
IV
(λ0)
S (ψt,u) +
iV (λ0)c (ψt,u)
)
=
(
Wh−1(N,ψt,u) ∩ IV (λ0)S (ψt,u)
)
+
(
Wh−1(N,ψt,u) ∩ iVc(ψt,u)
)
. (371)
Hence we obtain f1 − f2 = g1 − g2 for some sections g1 ∈ IV (λ0)S (ψt,u) ∩Wh−1(N,ψt,u) and g2 ∈ iV (λ0)c (ψt,u) ∩
Wh−1(N,ψt,u). Then we obtain the following:
f1 − g1 = f2 − g2 ∈ IV (λ0)S (ψt,u) ∩Wh(N,ψt,u) ∩ iV (λ0)c (ψt,u) ∩Wh(N,ψt,u)
= IV
(λ0)
S (ψt,u) ∩ iV (λ0)c (ψt,u) ∩Wh(N,ψt,u). (372)
Then the implication ⊂ follows easily.
Corollary 17.12 Let I be a subset of n and a be an element of RI . Let i be an element of n − I and c be a
real number. We have the isomorphism: iGrV
(λ0)
c
I GrV
(λ0)
a Gr
W (N)
h (ψt,u) ≃ I⊔{i}GrV
(λ0)
(a,c) Gr
W (N)
h (ψt,u).
Proof It follows from Lemma 17.25.
Lemma 17.26 Let S and S′ be primitive subsets of Rn such that S ⊂ S(S′). We have the following isomor-
phism:
nV
(λ0)
S′
(
Gr
W (N)
h (ψt,u)
)
nV
(λ0)
S
(
Gr
W (N)
h (ψt,u)
) ≃ GrW (N)h (nV (λ0)S′ (ψt,u)/nV (λ0)S (ψt,u)). (373)
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Proof The left hand side of (373) can be rewritten as follows:
nV
(λ0)
S′
(
Gr
W (N)
h (ψt,u)
)
nV
(λ0)
S
(
Gr
W (N)
h (ψt,u)
) ≃ nV (λ0)S′ (ψt,u) ∩Wh(N,ψt,u)
nV
(λ0)
S (ψt,u) ∩Wh(N,ψt,u) +Wh−1(N,ψt,u) ∩ nV (λ0)S′ (ψt,u)
. (374)
On the other hand, the right hand side of (373) can be rewritten as follows:
R.H.S. ≃ Cok
(
Gr
W (N)
h (
nV
(λ0)
S (ψt,u)) −→ GrW (N)h (nV (λ0)S′ (ψt,u))
)
. (375)
We have the following commutative diagramm:
0 0 0y y y
0 −−−−→ nV (λ0)S ∩Wh−1(N) −−−−→ nV (λ0)S′ ∩Wh−1(N) −−−−→ Wh−1
(
N, nV
(λ0)
S′
/
nV
(λ0)
S
) −−−−→ 0y y y
0 −−−−→ nV (λ0)S ∩Wh(N) −−−−→ nV (λ0)S′ ∩Wh(N) −−−−→ Wh
(
N, nV
(λ0)
S′
/
nV
(λ0)
S
) −−−−→ 0y y y
0 −−−−→ nV (λ0)S
(
Gr
W (N)
h
) −−−−→ nV (λ0)S′ (GrW (N)h ) −−−−→ nV (λ0)S′ (GrW (N)h )/nV (λ0)S (GrW (N)h ) −−−−→ 0y y y
0 0 0
(376)
Here we omit to denote “ψt,u”. The first and the second rows are exact due to Lemma 17.23. The third row
is exact by definition. The first and the second columns are also exact by definition. Hence we obtain the
exactness of the third columns. Therefore we obtain the isomorphism:
Cok
(
Wh−1
(
N, nV
(λ0)
S′
/
nV
(λ0)
S
) −→Wh(N, nV (λ0)S′ /nV (λ0)S )) ≃ Cok(nV (λ0)S (GrW (N)h ) −→ nV (λ0)S′ (GrW (N)h )).
(377)
The right hand side of (377) is isomorphic to the right hand side of (373) due to (375).
On the other hand, since the first and the second rows in (376) are exact, the left hand side of (377) is
isomorphic to the left hand side of (373), due to (374). Thus we are done.
Lemma 17.27 Let I ⊔ J = n be a decomposition. Let c be an element of RJ<0, and b be an element of RI .
Then I GrV
(λ0)
b
J GrV
(λ0)
c Gr
W (N)
h (ψt,u) is strict.
Proof Due to Lemma 17.26, I GrV
(λ0)
b
J GrV
(λ0)
c Gr
W (N)
h (ψt,u) is isomorphic to Gr
W (N)
h
I GrV
(λ0)
b
JV
(λ0)
c (ψt,u).
It is strict, for W (N) on I GrV
(λ0)
b
JV
(λ0)
c is a filtration in the category of vector bundles.
Lemma 17.28 Let I⊔J = n be a decomposition. Let b be an element of RI , and c be an element of RJ . Then
I GrV
(λ0)
b
JV
(λ0)
c Gr
W (N)
h (ψt,u) is strict.
Proof We put M−(c) :=
{
i
∣∣ ci < 0}. Note we have |M−(c)| ≤ n − |I|. We use a descending induction on
(|I|, |M−(c)|).
In the case (|I|, |M−(c)|) = (n, 0) or (|I|, |M−(c)|) = (m,n−m), the claim holds due to Lemma 17.27. Let
us consider the case |I| = m and |M−(c)| < n −m. We may assume that J = {1, . . . , n−m} and I = n− J .
We may assume that c1 ≥ 0.
We have the filtration 1V (λ0) on I GrV
(λ0)
b
JV
(λ0)
c Gr
W (N)
h (ψt,u). For any d, we may assume that the following
is strict:
1GrV
(λ0)(I GrV (λ0)b JV (λ0)c GrW (N)h (ψt,u)).
For d < 0, we may assume that 1V
(λ0)
d
(
I GrV
(λ0)
b
JV
(λ0)
c Gr
W (N)
h (ψt,u)
)
is strict. Then we obtain the strictness
of
(
I GrV
(λ0)
b
JV
(λ0)
c Gr
W (N)
h (ψt,u)
)
.
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Corollary 17.13 Gr
W (N)
h ψt,u and
iGrV
(λ0)
Gr
W (N)
h ψt,u are strict.
Corollary 17.14 Gr
W (N)
h ψt,u is strictly specializable along zi = 0 for any i = 1, . . . , n.
17.3 Strict S-decomposability
17.3.1 Preliminary
Let m be an integer such that 0 ≤ m ≤ n. Let c be a real number. Let h be an integer. Let S be a primitive
subset of Rn. We put as follows:
A(m, c, S, h) :=
(
F
(λ0)
<m ∩ iV (λ0)c + Fm ∩ iV (λ0)<c
)
∩ nV (λ0)S ∩Wh(N,ψt,u),
A˜(m, c, S, h) :=
(
F
(λ0)
<m ∩ iV (λ0)c + Fm ∩ iV (λ0)<c
)
∩ nV (λ0)S ∩GrW (N)h (ψt,u).
Lemma 17.29 We have the following:
A(m, c, s, h) =W
(
N,
(
F
(λ0)
<m ∩ iV (λ0)c + F(λ0)m ∩ iV (λ0)<c
) ∩ nV (λ0)S (ψt,u)). (378)
Proof The proof is essentially same as the arguments for Corollary 17.10. We only indicate an outline.
We put as follows:
Y :=
iV
(λ0)
c ∩ nV (λ0)S(
F
(λ0)
m−1 ∩ iV (λ0)c + F(λ0)m ∩ iV (λ0)<c
) ∩ V (λ0)S .
Then we have the following exact sequence:
0 −−−−→ iV (λ0)<c ∩ nV (λ0)S
(
GrF
(λ0)
m
) −−−−→ iV (λ0)c ∩ nV (λ0)S (G(λ0)m−1) −−−−→ Y −−−−→ 0.
By an argument similar to the proof of Lemma 17.17, we obtain the following:
Wh
(
N, iV
(λ0)
<c ∩ nV (λ0)S
(
GrF
(λ0)
m
))
=Wh
(
N, iV (λ0)c ∩ nV (λ0)S
(
G
(λ0)
m−1
)) ∩ (iV (λ0)<c ∩ nV (λ0)S (GrF(λ0)m )).
Then by an argument similar to the proof of Lemma 17.18, we can show that the projection iV
(λ0)
c ∩nV (λ0)S
(
G
(λ0)
m−1
) −→
Y induces the surjection:
Wh
(
N, iV (λ0)c ∩ nV (λ0)S
(
G
(λ0)
m−1
)) −→Wh(N,Y).
Then it immediately follows that the projection iV
(λ0)
c ∩ nV (λ0)S (ψt,u) −→ Y induces the surjection:
Wh
(
N, iV (λ0)c ∩ nV (λ0)S (ψt,u)
) −→Wh(N,Y). (379)
Let us consider the following exact sequence:
0 −−−−→ (F(λ0)m−1 ∩ iV (λ0)c ∩ F(λ0)m ∩ iV (λ0)<c ) ∩ nV (λ0)S (ψt,u) a−−−−→ iV (λ0)c nV (λ0)S (ψt,u) b−−−−→ Y −−−−→ 0.
(380)
The surjectivity of (379) implies that the morphism b in (380) is strict with respect to the weight filtrations. Due
to Corollary 17.7, the sequence (380) is strict with respect to the weight filtration. In particular, the morphism
a is strict with respect to the weight filtration. Thus we obtain the equality (378).
We put as follows:
B(m, c, S, h) :=
(
Fm ∩ iV (λ0)c
)
∩ nV (λ0)S ∩Wh(N,ψt,u), B˜(m, c, S, h) :
(
Fm ∩ iV (λ0)c
)
∩ nV (λ0)S ∩GrW (N)h (ψt,u),
C(m, c, S, h) :=Wh
(
N, nV
(λ0)
S
iGrV
(λ0)
c Gr
F(λ0)
m
)
, C˜(m, c, S, h) := GrF(λ0)m iGrV
(λ0)
c
nV
(λ0)
S
(
Gr
W (N)
h (ψt,u)
)
.
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Lemma 17.30 The following sequence is exact:
0 −−−−→ A(m, c, S, h) −−−−→ B(m, c, S, h) −−−−→ C(m, c, S, h) −−−−→ 0.
Proof We have the following exact sequence:
0 −→ (F(λ0)<m ∩ iV (λ0)c + F(λ0)m ∩ iV (λ0)<c ) ∩ nV (λ0)S −→ F(λ0)m ∩ iV (λ0)c ∩ nV (λ0)S
−→ nV (λ0)S iGrV
(λ0)
c Gr
F(λ0)
m −→ 0. (381)
Due to Lemma 17.29 and Corollary 17.7 the sequence (381) is strict with respect to the weight filtration. Due
to Corollary 17.10, we have the following:
B(m, c, S, h) =Wh
(
N,F(λ0)m ∩ iV (λ0)c ∩ nV (λ0)S
)
.
Thus we are done.
Then we have the following diagramm:
0 0 0y y y
0 −−−−→ A(m, c, S, h− 1) −−−−→ B(m, c, S, h− 1) −−−−→ C(m, c, S, h− 1) −−−−→ 0y y y
0 −−−−→ A(m, c, S, h) −−−−→ B(m, c, S, h) −−−−→ C(m, c, S, h) −−−−→ 0y y y
0 −−−−→ A˜(m, c, S, h) −−−−→ B˜(m, c, S, h) −−−−→ C˜(m, c, S, h) −−−−→ 0y y y
0 0 0
(382)
The first and the second rows are exact due to Lemma 17.30. The third row is exact by definition. The first
and the second columns are also exact by definition. Therefore we obtain the exactness of the third columns.
Corollary 17.15 We have the following isomorphism:
C˜(m, c, S, h) ≃ Cok
(
C(m, c, S, h− 1) −→ C(m, c, S, h)
)
. (383)
Proof It follows from the exactness of the third column in the diagramm (382).
Corollary 17.16 We have the natural isomorphism:
GrF
(λ0)
m
iGrV
(λ0)
c
nV
(λ0)
S Gr
W (N)
h (ψt,u) ≃ GrW (N)h GrF
(λ0)
m
iGrV
(λ0)
c
nV
(λ0)
S (ψt,u). (384)
Proof (384) is just a reformulation of (383).
17.3.2 The filtrations F(λ0) on iψ0PhGr
W (N)
h (ψt,u) and
iψ−δ0PhGr
W (N)
h (ψt,u)
We have the induced filtrations F(λ0) on iψ0PhGr
W (N)
h (ψt,u) and
iψ−δ0P Gr
W (N)
h (ψt,u).
Lemma 17.31 We have the following isomorphism:
GrF
(λ0)
m
iψ0PhGr
W (N)
h (ψt,u) ≃ PhGrW (N)h iψ0GrF
(λ0)
m (ψt,u) =
⊕
|I|=n−m,
i6∈I
PhGr
W (N)
h
iψ0
IL.
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We have the following isomorphism:
GrF
(λ0)
m
(
iψ−δ0PhGr
W (N)
h (ψt,u)
) ≃ PhGrW (N)h iψ−δ0 GrF(λ0)m (ψt,u) = ⊕
|I|=n−m+1,
i∈I
PhGr
W (N)
h
iψ−δ0(
IL).
Proof It follows from Corollary 17.16.
17.3.3 The morphisms cani and vari
The morphisms cani and vari induce the following:
cani : F
(λ0)
m
iψ−δ0PhGr
W (N)
h (ψt,u) −→ F(λ0)m+1iψ0PhGrW (N)h (ψt,u).
vari : F
(λ0)
m+1
iψ0PhGr
W (N)
h (ψt,u) −→ F(λ0)m iψ−δ0PhGrW (N)h (ψt,u).
Thus we obtain the induced morphisms:
cani(m) :
F
(λ0)
n−1
F
(λ0)
m−1
iψ−δ0PhGr
W (N)
h (ψt,u) −→
F
(λ0)
n
F
(λ0)
m
iψ0PhGr
W (N)
h (ψt,u).
Grm(cani) : Gr
F(λ0)
m
iψ−δ0PhGr
W (N)
h (ψt,u) −→ GrF
(λ0)
m+1
iψ0PhGr
W (N)
h (ψt,u).
vari(m) :
F
(λ0)
n
F
(λ0)
m
iψ0PhGr
W (N)
h (ψt,u) −→
F
(λ0)
n−1
F
(λ0)
m−1
iψ−δ0PhGr
W (N)
h (ψt,u).
Grm(vari) : Gr
F(λ0)
m+1
iψ0PhGr
W (N)
h (ψt,u) −→ GrF
(λ0)
m
iψ−δ0PhGr
W (N)
h (ψt,u).
In the following diagramm, we omit to denote iψ0PhGr
W (N)
h (ψt,u):
0 −→ GrF(λ0)m+1 −→ F(λ0)n /F(λ0)m −→ F(λ0)n /F(λ0)m+1 −→ 0⋃ ⋃ ⋃
0 −→ ImGrm(cani) a−→ Im(cani(m)) b−→ Im(cani(m+ 1)) −→ 0.
(385)
The upper sequence is exact by definition.
Lemma 17.32 The lower sequence is exact.
Proof The surjectivity of b and the injectivity of a are easy. Let us show Ker(b) = Im(a). We have only to
show Ker(b) ⊂ Im(a). The argument is similar to the proof of Lemma 17.17.
Recall that we have the decomposition:
Im(Grm(cani)) =
⊕
|I|=n−m−1
i6∈I
AI .
Here AI denotes a subbundle of PhGrW (N)h iψ0IL over Dn−I (Corollary 17.5). It is easy to see that the
restrictions of Im(Grm(cani)) and Im(cani(m)) to X − D[m] are same. Here we put D[m] :=
⋃
|I′|=n−mDn−I′ .
Thus we obtain Ker(b) ⊂ Im(a).
In the following diagram, we omit to denote iψ−δ0PhGr
W (N)
h (ψt,u):
0 −→ GrF(λ0)m −→ F(λ0)n−1/F(λ0)m−1 −→ F(λ0)n−1/F(λ0)m −→ 0⋃ ⋃ ⋃
0 −→ ImGrm(vari) a−→ Im(vari(m)) b−→ Im(vari(m+ 1)) −→ 0.
The upper sequence is exact by definition.
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Lemma 17.33 The lower sequence is also exact.
Proof It can be shown by an argument similar to the proof of Lemma 17.32. We use Corollary 17.6 instead of
Corollary 17.5.
In the following diagramm, we omit to denote iψ0PhGr
W (N)
h (ψt,u):
0 −→ GrF(λ0)m+1 −→ F(λ0)n /F(λ0)m −→ F(λ0)n /F(λ0)m+1 −→ 0⋃ ⋃ ⋃
0 −→ KerGrm(vari) a−→ Ker(vari(m)) b−→ Ker(vari(m+ 1)) −→ 0.
The upper sequence is exact by definition.
Lemma 17.34 The lower sequence is also exact.
Proof It immediately follows from Lemma 17.33.
Lemma 17.35 We have the following decomposition:
F
(λ0)
n
F
(λ0)
m
(
iψ0PhGr
W (N)
h (ψt,u)
)
= Im(cani(m))⊕Ker(vari(m)).
Proof Recall that we have the decomposition of GrF
(λ0)
m (
iψ0PhGr
W (N)
h (ψt,u)). (Corollary 17.5). We also have
Lemma 17.32 and Lemma 17.34. Then the lemma can be shown by an easy descending induction on m.
Corollary 17.17 We have the decomposition:
iψ0PhGr
W (N)
h (ψt,u) = Im(cani)⊕Ker(vari).
As a result, PhGr
W (N)
h (ψt,u) is strictly S-decomposable along zi = 0.
17.3.4 Some properties of the components
Proposition 17.1 We have the decomposition:
PhGr
W (N) ψt,u =
⊕
I⊂n
MI .
Here MI denotes the R-module satisfying the following:
• The support of MI is DI , we have the injection MI −→ ιI ∗(MI|D◦I ). Here we put D◦I := DI −
⋃
I′)I DI′ ,
and ιI denotes the open immersion D◦I −→ DI .
• MI are holonomic.
• MI are regular and strictly S-decomposable along zi = 0 for any i.
Proof It immediately follows from Corollary 17.17 and Proposition 14.2.
Lemma 17.36 For any subset I ⊂ n, the R-module MI satisfies the conditions 2–5 in Proposition 15.2.
Proof It is easy to check the conditions 2 and 3. (The condition 2 is replaced by the injectivity MI −→
ιI ∗
(MI | D◦
I
)
.)
Let λ ∈ C∗λ be generic. By the same argument as those in the section 15–17, we can show that GrW (N)h (ψt,u)|Xλ
is also strictly S-decomposable along zi = 0 for i = 1, . . . , n. In that case, it is easy to see the specialization
MI | Xλ gives the I-component of GrW (N)h (ψt,u)|Xλ . Hence MI | Xλ are also strictly S-decomposable along
zi = 0, i.e., the condition 4 is satisfied.
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Let us check the condition 5. We put J := n−I. Let us consider Iψ0MI , which is the R-module on DI . Let
us pick any point λ0 ∈ Cλ. We denote DI(λ0, ǫ0) by DI for simplicity. Around λ0, the sheaf Iψ0MI is a direct
summand of GrW (N) I GrV
(λ0)
0 (ψt,u). We have the induced filtrations
iV (λ0) (i ∈ J) on Iψ0MI . Note that iV (λ0)
is the V -filtration along zi = 0. Since
JV
(λ0)
<0
I GrV
(λ0)
0 Gr
W (N)
h (ψt,u) is coherent and locally free ODI -module,
and since JV
(λ0)
<0 MI is a direct summand of JV (λ0)<0 I GrV
(λ0)
0 Gr
W (N)
h (ψt,u), the ODI -module JV (λ0)<0 MI is also
coherent and locally free.
By our construction, It is easy to see that JV
(λ0)
<0
I GrV
(λ0)
0 Gr
W (N)(ψt,u) generates
I GrV
(λ0)
0 Gr
W (N)(ψt,u).
Hence we can conclude that JV
(λ0)
<0
Iψ0MI generate Iψ0MI . Thus we are done.
17.3.5 The isomorphism
Let us see the componentMn. Since the support ofMn is Cλ×{O}, and sinceMn is specially S-decomposable
along zi (i ∈ n), Mn is isomorphic to the push forward of nψ0Mn. We also have the following:
nψ0Mn ≃ Ker
(
nψ˜0
(
PhGr
W (N)
h (ψ˜t,uE[ðt])
) −→⊕
i
nψ˜−δ0,i
(
PhGr
W (N)
h (ψ˜t,uE[ðt])
))
(386)
On the other hand, nψ0
(
PhGr
W (N)
h
(
ψ˜t,u
))
is naturally isomorphic to PhGr
W (N)
h Q(n, 0,u,m, u) (see the
subsubsection 16.5.4). Here we put u = (
n︷ ︸︸ ︷
u, . . . , u). We put Cn 0 := Cn |Cλ .
Lemma 17.37 We have the natural isomorphism:
Cn 0 ≃ nψ0
(Mn).
Proof We have only to compare the right hand side of (386) and Cn 0, which can be checked directly from the
definitions.
18 The sesqui-linear pairings
In this section, we use the left R-module structure on E and E.
18.1 The sesqui-linear pairing on E
18.1.1 The pairing on E and the prolongation
We put X := ∆n, Di := {zi = 0} and D :=
⋃n
i=1Di. Let (E, ∂E , θ, h) be a tame harmonic bundle over X −D.
Let us recall the sesqui-linear pairing C0 : EA ⊗ EA −→ DbAX given by Sabbah. Let f be a section of E|X (λ0,ǫ0)
and g be a section of E|σ(X (λ0,ǫ0)). Then the pairing is defined as follows:
C0(f, g¯) := h
(
f, σ∗(g)
)
. (387)
We prolong it to the sesqui-linear pairing C for the R-module E. We have only to consider the pairings of the
sections of E|∆(λ0,ǫ0) and E|σ(∆(λ0,ǫ0)).
Let f be a section of V
(λ0)
<0
(
E|X (λ0,ǫ0)
)
and g be a section of V
(σ(λ0))
<0
(
E|σ(X (λ0,ǫ0))
)
. Then we have the
following estimate of C∞-functions on (X −D)×∆(λ0, ǫ0), for some positive constants C and ǫ:
∣∣h(f, σ∗(g))∣∣ ≤ C · n∏
i=1
|zi|−2+ǫ.
Thus the functions h
(
f, σ∗(g)
)
is an L1-function with respect to the standard metric
∑n
i=1 |dzi · dz¯i|. Hence
h
(
f, σ∗(g)
)
naturally gives a distribution. We denote it by C(f, g¯).
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For an element p = (p1, . . . , pn) ∈ Zn≥ 0, we denote
∏n
i=1 ð
pi
i by ð
p
z . Let us consider sections of the form
ðn1z · f and ðn2z · g, where f and g are sections of V (λ0)<0
(
E|X (λ0,ǫ0)
)
and V
(σ(λ0))
<0
(
E|σ(X (λ0,ǫ0))
)
respectively, and
n1 and n2 be elements of Z
n
≥ 0. (Note we use the left R-modules in this subsection.) Since C(f, g) gives a
distribution on X , we obtain the following distribution:
C
(
ðn1z ·f, ðn2z ·g
)
:= ðn1z · ð
n2
z · C(f, g¯). (388)
Since E|X (λ0,ǫ0) and E|σ(X (λ0,ǫ0)) are generated by V
(λ0)
<0
(
E|X (λ0,ǫ0)
)
and V
(σ(λ0))
<0
(
E|σ(X (λ0,ǫ0))
)
, the formula
(388) gives the pairing C of E.
18.1.2 The uniqueness
Let C : EA ⊗ EA −→ DbX be a sesqui-linear pairing.
Lemma 18.1 Assume that C vanishes on X −D. Then it vanishes on X.
Proof Similar to the proof of Proposition 14.3.
Corollary 18.1 Let C′ be a pairing of E. Assume that the restriction of C′ to X −D coincides with C0 given
by Sabbah (387). Then C′ is same as C given in the subsubsection 18.1.1.
Proof It immediately follows from Lemma 18.1.
18.2 The sesqui-linear pairing on nGu(E)
18.2.1 The definition of nGu(E)
Let u be an element of KMS(E0, n). We put as follows:
nGu(E) := nGrF
(λ0)
pf (λ0,u)
nE(λ0)(ef (λ0,u)).
It is easy to see that we have the globally defined flat bundle nGu(E) on (X −D)×C∗λ satisfying the following:
nGu(E)|∆(λ0,ǫ0)×(X−D) = nG
(λ0)
u (E)|∆(λ0,ǫ0)×(X−D).
Remark 18.1 Note that nGu is not same as nGu1 which is defined for u1 ∈ KMS(E0, n) (the subsubsection
10.2.2). Let π : KMS(E0, n) −→ KMS(E0, n) be the projection. Then we have the following relation:
nGu | (X−D)×C∗
λ
= nGπ(u). (389)
18.2.2 Some vanishing
Let si and s¯i denote the left action of −ði · zi and −ði · z¯i (i = 1, . . . , n) respectively. Let us pick sections f1 of
E|X (λ0,ǫ0) and f2 of E|σ(X (λ0,ǫ0)) satisfying
(
si + e(λ, ua)
)N · fa = 0 for some ua ∈ KMS(E0, i) (a = 1, 2) and
for some sufficiently large integer N . Note that we also have (s¯2 + σ∗e(λ, u2))N · f¯2 = 0.
We put F := C(f1, f2). We have the following:(
− ∂
∂zi
zi +
e(λ, u1)
λ
)N
F = 0. (390)
(
− ∂
∂z¯i
z¯i + σ
∗
(e(λ, u2)
λ
))N
F = 0. (391)
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From the equality (390), F is of the following form:
F = z
λ−1·e(λ,u1)−1
i ·
∑
k
ak · (log zi)k.
Here we have ∂ak/∂zi = 0.
From the formula (391), we obtain the following:(
− ∂
∂z¯i
z¯i +
e(λ, u2)
λ
)N
F = 0. (392)
Here we have used the equalities:
σ∗(λ) = −λ−1, σ∗
( e(λ, u)
λ
)
=
e(λ, u)
λ
.
The equation (392) implies that F is of the following form:
F = z¯
λ−1·e(λ,u2)−1
i ·
∑
k
bk · (log z¯i)k.
Here we have ∂bk/∂z¯i = 0.
Lemma 18.2 Assume that F is not 0. Then we have u1 = u2 + b · (1, 0) for some integer b, and F is of the
following form on X (λ0, ǫ0):
F = |zi|2λ−1e(λ,u)−2 · z¯−bi ·
(∑
k
ak ·
(
log |zi|2
)k)
.
Here ak are independent of the variables zi and z¯i, and we put u = u1.
Proof Note that F is a C∞-function onX−D. In particular, it is not multi-valued. It implies that λ−1e(λ, u1)−
λ−1e(λ, u2) is a integer. It implies u1 − u2 ∈ Z × {0}. Thus we obtain the first claim. The second claim also
follows from the uni-valuedness of F .
18.2.3 The filtration and the decomposition
Let λ0 ∈ Cλ be generic. Recall that we have the generalized eigen decomposition with respect to the monodromy
actions, for some small positive number ǫ0:
E|(X−D)×∆(λ0,ǫ0) =
⊕
u∈KMS(E0,n)
E(λ0)u .
Here E(λ0)u denotes the generalized eigen space corresponding to ef (λ,u).
Lemma 18.3 Let U denote the disc ∆(λ0, ǫ0). The restriction of the sesqui-linear pairing C0 to E(λ0)u1 U⊗E
(σ(λ0))
u2 σ(U)
is trivial unless u1 = u2.
Proof It immediately follows from Lemma 18.2.
Let λ0 be a point of Cλ, which is not necessarily generic. For a sufficiently small positive number ǫ0, we
have the filtrations iF (λ0) (i ∈ n) and the decomposition iE(λ0) (i ∈ n) of E|∆(λ0,ǫ0)×(X−D). We may assume
that any point λ ∈ ∆∗(λ0, ǫ0) is generic.
Lemma 18.4 Let U denote the disc ∆(λ0, ǫ0). Let α = (αi) and β = (βi) be elements of C
∗n. The restriction
of the sesqui-linear pairing C0 to E
(λ0)(α)⊗ E(λ0)(β) is trivial unless αi = β¯−1i for any i.
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Proof Let λ1 be any point of ∆
∗(λ0, ǫ0), and ǫ1 be a positive number such that U1 := ∆(λ1, ǫ1) ⊂ ∆∗(λ0, ǫ0).
Then we have the following decomposition:
E(λ0)(α)|U1×(X−D) =
⊕
u∈KMS(E0,n)
ef (λ0,u)=α
E(λ1)u , E(σ(λ0))(β)|σ(U1)×(X−D) =
⊕
u∈KMS(E0,n)
ef (σ(λ0),u)=β
E(σ(λ1))u .
In the case ef (λ0,u1) 6= ef (σ(λ0),u2)
−1
, we have u1 6= u2. Hence we obtain the vanishing on U1 due to Lemma
18.3. Then we obtain the vanishing on U by using the argument given in the last part of Lemma 18.1.
Let us consider the set S(α) :=
{
u ∈ KMS(E0, i) ∣∣ ef (λ0, u) = α}. We have the two maps
pf(λ0) : S(α) −→ R, pf
(
σ(λ0)
)
: S(α) −→ R.
Lemma 18.5 Let u1 and u2 be elements of S(α). Then we have p
f (λ0, u1) > p
f (λ0, u2) if and only if we have
pf
(
σ(λ0), u1
)
< pf
(
σ(λ0), u2
)
.
Proof It can be checked by a direct calculation.
Lemma 18.6 Let u be an element of S(α) above. We put x := pf (λ0, u). Let us consider the restriction of C0
to the following:
iF (λ0)x E(λ0)(α)⊗ iF (λ0)y E(λ0)(β). (393)
Here we assume α = β¯
−1
.
In the case y < pf (σ(λ0), u), then the restriction of C0 to (393) is 0.
Proof Let us take U1 = ∆(λ0, ǫ1) as in the proof of Lemma 18.4. We have the following decompositions:
iF (λ0)x E(λ0)(α)|U1×(X−D) =
⊕
pf (λ0,qi(u′))≤x
E(λ1)u′ , iF (λ0)y E(σ(λ0))|σ(U1)×(X−D) =
⊕
pf (σ(λ0),qi(u′))≤y
E(σ(λ1))u′ .
In the case pf (λ0, u1) ≤ pf(λ0, u) and pf (σ(λ0), u2) ≤ y < pf (σ(λ0), u), we have u1 6= u2 due to Lemma 18.5.
Then we obtain the vanishing as in the proof of Lemma 18.4.
Lemma 18.7 The pairing C0 : EA ⊗ EA −→ DbAX−D induces the pairing
C0 :
nGuA ⊗ nGuA −→ DbAX−D. (394)
Proof It follows from Lemma 18.4. (See the subsubsection 18.2.1 for the definition of nGu(E).)
18.2.4 In the case p(λ0,u) < δn and p(σ(λ0),u) < δn
Let u be an element of KMS(E0, n). Let λ0 be a point of C∗λ. We denote a small disc ∆(λ0, ǫ0) by U .
Let F and G be sections of nGu(E) over X × U and X × σ(U) respectively. Recall we have the relation
(389). Thus we can naturally regard F and G as sections of nGπ(u)(E) over (X −D)× U and (X −D)× σ(U)
respectively. Here π denotes the natural projection KMS(E0, n) −→ KMS(E0, n). Hence we have the pairing
C0(F,G), which gives an element of C
∞(X −D,O(U)).
On the other hand, we can take the section F˜ of E|(X−D)×U such that π1(F˜ ) = F . Here π1 denotes the
following projection:
π1 :
nF (λ0)
pf (λ0,u)
E(λ0)(ef (λ0,u)) −→ nGrF
(λ0)
pf (λ0,u)
E(λ0)(ef (λ0,u)).
We can pick F˜ such as it is the section of p(λ0,u)E|X×U . (See the subsubsection 10.2.2). In the case p(λ0,u) < δ,
F˜ naturally gives the section of V
(λ0)
p(λ0,u)−δn(E)|X×U .
Similarly we can pick a section G˜ of V
(λ0)
p(σ(λ0),u)−δn(E)|X×σ(U) for G.
Lemma 18.8 C0(F,G) naturally gives the O(A)-valued distribution Φ on X, and we have Φ = C(F˜ , G˜).
Proof It is clear from the definitions of C(F˜ , G˜).
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18.3 The induced sesqui-linear pairings
18.3.1 The induced sesqui-linear pairing on nGuˆ(E)
Let u be an element of KMS(E0, n). We put uˆ = u + δ0,n. Let f be sections of nGuˆ(E)(A). We have the
sections F of nGuˆ(E)|X×A satisfying the following:
• We have F|{O}×A = f under the isomorphism nGuˆ(E){O}×Cλ∗ ≃ nGuˆ(E)|C∗λ .
• We have the following vanishing, for any i and for any sufficiently large integer N :(
−ðizi + e(λ, ui)
)N
F = 0.
The section F is called the lift of f .
Let f and g be sections of nGuˆ(E) over A. Let F and G be the lifts of f and G respectively. We can
naturally regard F and G as the sections of nGπ(uˆ)(E) over (X −D)×A. Thus we have the pairing C0(F,G).
Lemma 18.9 The function C0(F,G) is of the following form:
C0(F,G) =
n∏
i=1
|zi|2λ−1e(λ,ui)−2 ·
( ∑
n∈Zn
≥0
an(λ) ·
∏
i
(
log |zi|2
)ni)
. (395)
Here an(λ) denote holomorphic functions on A.
Proof It immediately follows from Lemma 18.2.
Definition 18.1 We put as follows:
nΨuˆ(C0)(f, g) := a0.
Here a0 is given in the development (395). Thus we obtain the sesqui-linear pairing:
nΨuˆ(C0) :
nGuˆ(E)A ⊗ nGuˆ(E)A −→ O(A).
LetN be any integer. The multiplication of (
∏n
i=1 zi)
N induces the isomorphism nGuˆ(E) −→ nGuˆ−N ·δ0,n(E).
Lemma 18.10 Under the isomorphism nGuˆ(E) −→ nGuˆ−N ·δ0,n(E) above, we have nΨuˆ(C0) = nΨuˆ−Nδ0,n(C0).
Proof It is clear from the definition.
18.3.2 Comparison of the induced sesqui-linear pairings
Let u be an element of KMS(E0, n) such that any i-th components are not contained in Z × {0}. We put
uˆ = u + δ0,n. We have the isomorphism
nψ˜u(E) ≃ nGuˆ(E) by definition (see the subsubsection 15.3.3). Thus
we obtain the following sesqui-linear pairing:
nΨuˆ(C0) :
nψ˜u(E)A ⊗ nψ˜u(E)A −→ O(A).
On the other hand, we have the following pairing, due to Lemma 15.48:
nψ˜u(C) :
nψ˜u(E)A ⊗ nψ˜u(E)A −→ O(A).
Proposition 18.1 We have nψ˜u(C) =
nΨuˆ(C0).
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Proof We have only to compare them on a neighbourhood of any point λ0 ∈ A. Due to Lemma 18.10 and the
definition of nψ˜uC, we may assume p(λ0,u) < 0 and p(σ(λ0),u) < 0.
Let U denote a small disc ∆(λ0, ǫ0). Let f and g be sections of
nψu(E) on U and σ(U) respectively. Let F
and G be the lifts of f and g in the sense of the subsubsection 18.3.1. Due to Lemma 18.8, Lemma 18.9 and
Definition 18.1, the proposition can be reduced to the following lemma.
Lemma 18.11 We have nψ
(λ0)
u C(f, g¯) = a0. Here a0 is given in the development (395).
Proof By the definition of nψ
(λ0)
u C, we have the following:
nψ(λ0)u C(f, g¯) = Ress1+α(λ,u1)Ress2+α(λ,u2) · · ·Ressn+α(λ,un)
〈
C(F, G¯), χ ·
n∏
i=1
|zi|2si
√−1
2π
dzi ∧ dz¯i
〉
(396)
Here we put α(λ, ui) := λ
−1 · e(λ, ui), and χ denotes a C∞-function on Cn as follows:
Condition 18.1
• The support of χ is compact.
• χ is identically 1 around the origin.
• χ depends only on |zi| (i = 1, . . . , n).
Then Lemma 18.11 can be reduced to the following lemma.
Lemma 18.12 We have the following formula:
Ress+α(λ,u)
∫
χ · |z|s+2α(λ,u)−2 · (log |z|2)m ·
√−1
2π
dz ∧ dz¯ =

1 (m = 0)
0 (m 6= 0).
(397)
Here we put α(λ, u) := e(λ, u) for u ∈ R ×C, and χ denotes a C∞-function on C1 as in Condition 18.1.
Proof We put T := s+ α(λ, u), the left hand side of (397) can be rewritten as follows:
ResT=0
∫
χ · |z|2T−2 · (log |z|2)m ·
√−1
2π
dz ∧ dz¯.
Then we obtain the formula (397) from Corollary 2.4. Thus we obtain Lemma 18.12, Lemma 18.11 and thus
Proposition 18.1.
18.4 A comparison of the induced objects
18.4.1 Preliminary
Let V be a vector bundle over P1, and let S : V ⊗σ(V ) −→ T(0) is a perfect symmetric pairing. Since it is sym-
metric, it satisfies σ∗S(f, σ∗(g)) = S(g, σ∗(f)). We have the perfect strict R-triple Θ(V ∨) = (V0, σ∗(V ∨∞), CV )
(the subsubsection 3.10.1). The perfect pairing S : V0⊗σ∗(V∞) −→ O, induces the isomorphism ρ2 : σ∗(V ∨∞) −→
V0.
Lemma 18.13 For any F ∈ V0(A) and for any G ∈ σ(V ∨∞)(A), we have the following:
CV (F, G¯) = S(F, σ
∗ρ2(G)).
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Proof Let 〈·, ·〉 denote the pairing of the vector bundle and its dual. We have the following equalities:
CV (F, G¯) = 〈F, σ∗G〉 = σ∗〈σ∗F,G〉 = σ∗S
(
ρ2(G), σ
∗F
)
= S(F, σ∗ρ2(G)).
Thus we are done.
For sections F,G ∈ V0(A), we put CS(F, G¯) := S(F, σ∗G), which gives the pairing V0(A)⊗V0(A) −→ O(A).
Thus we obtain the perfect R-triple (V0, V0, CS). The isomorphism ρ2 : σ∗(V ∨∞) ≃ V0 induces the isomorphism
Θ(V ∨) ≃ (V0, V0, CS), due to Lemma 18.13.
We have the isomorphism fS : V
∨ −→ σ∗(V ∨) induced by S. It induces the isomorphism Θ(fS) : Θ(V ∨) ≃
Θ
(
σ∗
(
V ∨
)) ≃ Θ(V ∨)∗. We also have the natural morphism gS : (V0, V0, CS) −→ (V0, V0, CS)∗ = (V0, V0, CS).
The following lemma is clear from our construction.
Lemma 18.14 Under the isomorphism Θ
(
V ∨
) ≃ (V0, V0, CS), we have Θ(fS) = gS.
18.4.2 The R-triple Θ(Scan−uˆ (E))
Let u be an element of
∏
iKMS(E0, i) such that any i-th component is not contained in Z≥ 0 × {0}. For
simplicity we put uˆ := u + δ0,n. Applying the construction in the subsubsection 18.4.1 for V = S
can
uˆ (E) and
the pairing S : Scanuˆ (E) ⊗ σ∗Scanuˆ (E) −→ T(0), we obtain the isomorphism:
Θ
(
Scan−uˆ (E
∨)
) ≃ (nGuˆ(E), nGuˆ(E), CS).
Here CS can be calculated as follows: Let f and g be sections of
nG(λ0)uˆ (E) and nG(σ(λ0))uˆ (E). We take the
corresponding multi-valued holomorphic sections F0 and G0 of
nG(λ0)uˆ (E) and nG(σ(λ0))uˆ (E), namely, we have
Φcanuˆ (F0) = f and Φ
can
uˆ (G0) = g.
Lemma 18.15 We have CS(f, g¯) = h(F0, σ
∗G0). Here h denotes the hermitian metric of the given tame
harmonic bundle (E, ∂E , θ, h).
Proof It is clear from our construction. See Lemma 18.13.
18.4.3 The isomorphism
Since we have the isomorphism nψ˜
(λ0)
u (E) ≃ nGuˆ(E) (the subsubsection 15.3.3), we would like to compare the
sesqui-linear pairings and the polarizations under the isomorphism.
Lemma 18.16 We have CS(f, g¯) =
nψ˜
(λ0)
u C(f, g¯).
Proof We have the formula of the following form:
F =
n∏
i=1
z
−λ−1e(λ,ui)−1
i
(
F0 +
∑
n 6=0
Fn
n∏
i=1
(
log zi
)ni)
G =
n∏
i=1
z¯
−λ−1e(λ,ui)−1
i
(
G0 +
∑
n 6=0
Gn
n∏
i=1
(
log z¯i
)ni)
.
Here Fn and Gn denote multi-valued flat sections. Then the term a0 in the development (395) is h(F0, σ
∗G0).
Thus we are done.
Corollary 18.2 We have the isomorphism Θ
(
S−uˆ(E∨)
) ≃ nψ˜u(E,E,C), which induces the isomorphism of
the polarized mixed twistor structure.
Corollary 18.3 We have S(f, σ∗g) = nψ˜uC(f, g¯).
18.5 The specialization of the pairings
This subsection is a continuation of the subsubsection 17.3.5.
18.5.1 Preliminary
Let us calculate the induced sesqui-linear pairing ψ˜t,u
(
(
√−1N)h⊗id) on the componentMn of PhGrW (N)h ψ˜t,uE[ðt]
(see the subsubsection 17.3.5). We would like to show that the R-triple (Mn,Mn, ψ˜t,uC((√−1N)h ⊗ id)) is
a polarized pure twistor structure of weight h in the sense of Sabbah. (Note the support is {O} in this case.)
Since Mn is isomorphic to the push-forward of Cn 0 := Cn |Cλ (Lemma 17.37), we calculate the sesqui-linear
pairings of the sections of Cn 0. We would like to use Lemma 12.37 and Lemma 3.101.
Remark 18.2 In Lemma 12.37, the result is stated for our polarized mixed twistor structure. In particular,
the nilpotent maps are obtained from the residues Resi(D) there. In this section, we use the nilpotent parts of
the left action of −ðizi. Hence the signatures are reversed.
We put as follows:
Lk(z) :=
(
log |z|2)k
k!
.
Let f be a section of Cn(A) and g be a section of Cn(A). We denote the nilpotent part of −ðtt by N . We
denote the nilpotent part of −ðizi by Ni. We also denote the nilpotent part of m−1i (−ðizi) by N˜i.
We have the description f =
∑n−1
a=0 (
√−1N)afa and g =
∑n−1
b=0 (−
√−1N)bgb, where fa and gb are sections
of nGuˆ(E), where we put uˆ =
(
mi · u
∣∣ i ∈ n)+ δ0,n.
Let us consider the pairing ψ˜t,uC
(
(
√−1N)k · f, g¯). First we calculate the function on a neighbourhood of a
point λ0 ∈ A. We may assume that p(λ0, u) < 0. We put ui = mi · u.
Let us pick a point λ0 of A. We can take the holomorphic sections Fa of
nGuˆ(E) (a = 0, . . . , n − 1), such
that the following holds:
• Fa |A×{O} = fa
• For any a and i and for sufficiently large M , (−ðizi + e(λ, ui))MFa = 0 holds.
(See the subsubsection 10.2.2 for nGuˆ(E)).
Similarly we can pick the sections Gb of
nG(σ(λ0))uˆ (E) for gb (b = 0, . . . , n− 1).
Note the following equality:
ψ˜t,u
(
(
√−1N)i+kfi, (−
√−1N)j · gj
)
= (−λ2)−jψ˜t,u
(
(
√−1N)i+j+k · fi, gj
)
.
We have the following equality:〈
i+C
((
s+ e(λ, u)
)i+j+k · Fi, Gj), |t|2Tχ(t) · ϕ ∧ i
2π
dt ∧ dt¯
〉
=
〈
i+C
(
Fi, Gj
)
,
((
tðt+e(λ, u)
)i+j+k|t|2T ) ·χ(t) ·ϕ∧ i
2π
dt∧dt¯
〉
+
〈
i+C
(
Fi, Gj
)
, |t|2T ·χ1(t) ·ϕ∧ i
2π
dt∧dt¯
〉
.
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Here χ1(t) denotes a C
∞-function which vanishes identically around t = 0. The last term is entire function of
T , thus we can ignore it. We have the following (see the section 3.7 in [42]):〈
i+C
(
Fi, Gj
)
,
((
tðt + e(λ, u)
)i+j+k|t|2T ) · χ(t) · ϕ ∧ i
2π
dt ∧ dt¯
〉
= λi+j+k ·
(
T +
e(λ, u)
λ
)i+j+k
·
〈
C(Fi, Gj),
n∏
i=1
|zi|2miT · χ
( n∏
i=1
|zi|2mi
)
∧ ϕ
〉
. (399)
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We may assume that χ
(∏n
i=1 |zi|2mi
)
= 1 on a neighbourhood of the support of ϕ. Thus we may ignore
χ
(∏n
i=1 |zi|2mi
)
in the following.
Due to our choice of Fi and Gj , there exist holomorphic functions an,k(λ)
(
k ∈ Z,n ∈ Zn≥ 0
)
such that the
following holds (see Lemma 18.2):
∑
a+b=k−h
(−1)b · λk−2b · C(Fa, Gb) =
n∏
i=1
|zi|2λ−1·e(λ,ui)−2 ·
∑
n
an,k
n∏
i=1
Lni(zi).
Lemma 18.17 We have the following, for any l = (l1, . . . , ln) ∈ Zn≥ 0:
(−λ)|n|an,k =
∑
(−1)b · λk−2b
∑
a+b=k
nψ˜uC
(
fa ·
n∏
i=1
Nnii , gb
)
Proof We have the following:
∑
a+b=k
(−1)bλk−2b · C
( n∏
i=1
(−ðizi + e(λ, ui))li · Fa, Gb
)
=
n∏
i=1
|zi|2λ−1·e(λ,ui)−2 ·
∑
n≥l
an,k
n∏
i=1
Lni−li(zi)× (−λ)|l|
Then we obtain the result by using Corollary 2.4 inductively.
Let us consider the following function:
∑
a,b
(−1)b · λa+h−b · (√−1)a+b+h
(
T +
e(λ, u)
λ
)a+b+h
· C(Fa, Gb) ·
n∏
i=1
|zi|2miT
=
∑
k
(
√−1)k
(
T +
e(λ, u)
λ
)k
·
∑
a+b=k−h
(−1)b · λk−2b · C(Fa, Gb) · n∏
i=1
|zi|2miT
=
∑
k
(
√−1)k
(
T +
e(λ, u)
λ
)k
·
n∏
i=1
|zi|2mi(T+λ−1e(λ,u))−2 ·
∑
n
an,k
n∏
i=1
Lnk(zi). (400)
We put τ = T + λ−1 · e(λ, u), and then the right hand side of (400) can be rewritten as follows:
∑
k
(
√−1)k · τk ·
n∏
i=1
|zi|2miτ−2 ·
∑
n
an,k ·
n∏
i=1
Lni(zi). (401)
Then we have the following:〈
ψ˜t,u
(
(
√−1N)i+kfi, (−
√−1N)jgj
)
, ϕ
〉
= Resτ=0
〈∑
k
(
√−1)k · τk ·
n∏
i=1
|zi|2miτ−2 · Lni(zi) ·
∑
n
an,k, ϕ
〉
. (402)
We put as follows:
U :=
{
(n, k) ∈ Zn≥ 0 × Z≥ 0
∣∣∣ |n| = k − n+ 1}.
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Then the distribution in the right hand side of (402) can be regarded as the product of the delta function at
{O} and the following holomorphic function of λ (Lemma 2.19):
∑
(n,k)∈U
(
√−1)kan,k · (−1)|n| ·
n∏
i=1
m−ni−1i
=
n∏
i=1
m−1i · (
√−1)n−1 ·
∑
(n,k)∈U
λk−|n|
∑
a+b=k
(−λ−2)b · nψ˜uC
( n∏
i=1
(
√−1N˜i)ni · fa, gb
)
=
n∏
i=1
m−1i ·
∑
(n,k)∈U
(
√−1λ)n−1−2b · nψ˜uC
( n∏
i=1
(
√−1N˜i)ni · fa, gb
)
. (403)
Due to Corollary 18.3, we obtain the following:
Lemma 18.18 Let f =
∑
fi ·(
√−1N)i and g =∑ gi ·(−√−1N)j be sections of Cn(A). We have the following
formula:
ψ˜t,uC
(
(
√−1N)h · f, g) = n∏
a=1
m−1a ·
∑
−|n|−n+i+j+h=−1
(
√−1λ)n−1−2j · S
( n∏
a=1
(
√−1N˜a)nafi, σ∗gj
)
Here S denotes the pairing of nGu+δ0,n .
Corollary 18.4 The R-triple (Mn,Mn, C′) is the polarized pure twistor module of weight h.
Proof It follows from Lemma 18.18, Lemma 3.101, Lemma 12.37, and Remark 18.2.
18.5.2 Consequences
We have the pairing:
GrW (N) ψ˜t,uC
(
(
√−1N)h·, ·) : PhGrW (N)h ψ˜t,uEA ⊗ PhGrW (N)h ψ˜t,uEA −→ DbAX .
Let I be a subset of n. Let MI denote the component of GrW (N)h ψ˜t,uE, whose strict support is DI .
Let CI denote the restriction of Gr
W (N) ψ˜t,uC
(
(
√−1N)h·, ·) to MIA ⊗MIA. Then we obtain the R-triple(MI ,MI ,CI).
Since the support of MI is DI , and since MI is strictly S-decomposable along zi = 0 for any i ∈ n, we
have the R-triple (M′I ,M′I ,CI) on DI such that whose push out with respect to the inclusion DI −→ X is
(MI ,MI ,CI). It is easy to see that MI is smooth on D◦I = DI −
⋃
I′)I DI′ .
Lemma 18.19 The restriction of (MI ,MI ,CI) to D◦I is a variation of pure twistors of weight h.
Proof Let qI denote the projection of X onto DI , and the induced projection of X onto DI . Let Q be a point
of D◦I . By considering the restriction of (MI ,MI ,CI) to the hyperplane q−1I (Q), and by applying Corollary
18.4, we obtain the result.
Then we obtain the harmonic bundle (EI , ∂EI , θI , hI) on D
◦
I , such that the following holds:(E(EI), E(EI), C0)⊗O(h) ≃ (MI ,MI ,CI)|D◦I .
Then we obtain the R-triple (E(EI),E(EI),C) on DI .
Proposition 18.2 The R-triple (E(EI),E(EI),C)⊗O(h) is naturally isomorphic to (MI ,MI ,CI).
Proof Due to Lemma 17.36 and Proposition 15.2, E(EI) and MI are naturally isomorphic. Due to Corollary
18.1, we obtain the coincidence of the sesqui-linear pairings under the isomorphism. Thus we are done.
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19 A prolongment as a regular pure twistor D-module
19.1 Correspondence
19.1.1 The definitions
Let X be a complex manifold and Z be an irreducible closed subset of X .
Definition 19.1 A generically defined variation of polarized pure twistor structures of weight w on Z is defined
to be the data as follows:
• A Zariski open smooth subset U of Z.
• A smooth polarized pure twistor structure T on U . (See the section 2.2 in [42] for a smooth polarized pure
twistor structure. It is equivalent to a polarized variation of pure twistor structures, given by Simpson.)
• There exists a resolution ϕ : Z˜ −→ Z satisfying the following:
– D˜ := ϕ−1(Z − U) is a normal crossing divisor of Z˜
– The corresponding harmonic bundle to ϕ−1T is tame with respect to the divisor D˜.
If the corresponding harmonic bundle to ϕ−1T is tame and pure imaginary (see [39]), then T is called pure
imaginary.
Definition 19.2 Let (U, T ) and (U ′, T ′) be generically defined tame smooth pure twistor structures on Z. They
are called equivalent, if there exists a generically defined tame smooth pure twistor structures (U ′′, T ′′) on Z
satisfying U ′′ ⊂ U ∩ U ′, T|U ′′ ≃ T ′′ and T ′|U ′′ ≃ T ′′.
The special case w = 0 is as follows.
Definition 19.3 A generically defined tame harmonic bundle on Z is defined to be a data as follows:
• A Zariski open subset U of Z. It is smooth.
• A harmonic bundle (E, ∂E , θ, h) defined on U .
• There exists a resolution ϕ : Z˜ −→ Z satisfying the following:
– D˜ := ϕ−1(Z − U) is a normal crossing divisor of Z˜
– ϕ−1(E, ∂E , θ, h) is a tame harmonic bundle on Z˜ − D˜.
If ϕ−1(E, ∂E , θ, h) is tame and pure imaginary, then (E, ∂E , θ, h) is called pure imaginary.
Definition 19.4 Let
(
U, (E, ∂E , θ, h)
)
and
(
U ′, (E′, ∂E′ , h′, θ′)
)
be generically defined tame harmonic bundles
on Z. They are called equivalent if the following holds:
• There exists a generically defined tame harmonic bundle (U ′′, (E′′, ∂E′′ , h′′, θ′′)) on Z satisfying the fol-
lowing:
U ′′ ⊂ U ∩ U ′, (E, ∂E , θ, h)|U ′′ = (E′′, ∂E′′ , h′′, θ′′), (E′, ∂E′ , h′, θ′)|U ′′ = (E′′, ∂E′′ , h′′, θ′′).
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19.1.2 Statement
Let VPTgen(Z,w) denote the set of the equivalence classes of generically defined tame variation of polarized
pure twistor structures of weight w on Z. Let MPT(Z,w) denote the set of the equivalence classes of polarized
regular pure twistor D-module of weight w whose strict support is Z.
The following theorem is one of the main result in this paper.
Theorem 19.1 We have the bijective correspondence VPTgen(Z,w) ≃MPT(Z,w).
Now it is a rather formal consequence of our study. The map from MPT(Z,w) −→ VPTgen(Z,w) is given in
the subsection 19.2. The map from VPTgen(Z,w) −→ MPT(Z,w) is given in the subsection 19.3 and the subsec-
tion 19.4. It is clear from our construction that the composite VPTgen(Z,w) −→ MPT(Z,w) −→ VPTgen(Z,w)
is identity. It is shown in the subsection 19.4 that the composite MPT(Z,w) −→ VPTgen(Z,w) −→ MPT(Z,w)
is identity.
19.2 The tameness of the corresponding harmonic bundle
19.2.1 The statement
Let X be a complex manifold, and Z be a closed irreducible subvariety of X . Let T be a regular pure twistor
D-module of weight n whose strict support is Z. Due to the result of Sabbah, we have a smooth Zariski
open subset U of Z and a harmonic bundle (E, ∂E , θ, h) defined on U the restriction of T to the open subset
X − (Z − U) is push-forward of M(E)⊗O(n), via the inclusion U −→ X − (Z − U).
Proposition 19.1 The harmonic bundle (E, ∂E , θ, h) is tame.
The proof of Proposition 19.1 is given in the subsubsections 19.2.2–19.2.3.
19.2.2 One dimensional case
Let us consider the case dimZ = 1. Let Q be a point of Z −U . Since the property is local, we may assume the
following:
Condition 19.1
• X = ∆n and Z is irreducible.
• Let q1 denote the projection ∆n −→ ∆ onto the first component. We have q1(Q) = O. The restriction of
q1 to Z is proper and surjective. The restriction of q
−1
1 (∆
∗) ∩ Z −→ ∆∗ is a covering map.
Since the restriction q1 |Z is proper, we have the push-forward q1+
(T ), which is a regular pure twistor D-
module. Let T1 = (M1,M1, C) denote the component of q1,+
(T ) whose strict support is ∆. Then there exists
the harmonic bundle (E1, ∂E1 , θ1, h1) on ∆
∗ such that the restriction T1 |∆∗ ≃ M(E1) ⊗ O(n). Let us take a
V -filtration ofM1 along z1 = 0 at λ = 0 on ∆×∆(ǫ) for some positive number ǫ > 0. Due to the regularity, Va
is a coherent O∆×∆(ǫ)-module for a < 0. We have ðz1 · Va ⊂ Va+1. By considering the specialization at λ = 0,
we obtain that (E1, ∂E1 , θ1, h1) is tame.
Let us consider the normalization π : Z˜ −→ Z. Then we obtain the morphism F := q1 ◦ π : Z˜ −→ ∆.
Then F−1
(
E1, ∂E1 , h1, θ1
)
is tame. Since π−1
(
E, ∂E , h, θ
)
is a direct summand of F−1
(
E1, ∂E1 , h1, θ1
)
, we can
conclude that π−1
(
E, ∂E , θ, h
)
is tame on Z˜, namely, (E, ∂E , θ, h) is tame.
19.2.3 The general case
Let π : Z˜ −→ Z be a birational morphism such that Z˜ is smooth and that D˜ := π−1(Z − Z ′) is the normal
crossing divisor of Z˜. Let C be a smooth curve in Z˜, which meets the smooth part of D˜ transversally. Then
we obtain the curve π(C) in Z. Let us specialize T to π(C), which gives the pure twistor D-module T ′ whose
strict support is π(C). The restriction of T ′ to π(C)∩Z ′ corresponds to the restriction of the harmonic bundle
(E, ∂E , θ, h)|π(C)∩Z′ . The pull back of (E, ∂E , θ, h)|π(C)∩Z′ is isomorphic to the restriction π−1(E, ∂E , θ, h)C\D˜.
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Then we can obtain the tameness of π−1(E, ∂E , θ, h)C\D˜, due to the result in the one dimensional case (the
subsubsection 19.2.2). Then we obtain the tameness of π−1(E, ∂E , θ, h), due to Corollary 8.1. Thus the proof
of Proposition 19.1 is accomplished.
19.3 The existence of the prolongment as regular pure twistor D-module
19.3.1 A prolongment of a tame variation of polarized pure twistor structure with normal cross-
ing divisor
Let X be a complex manifold and D be a normal crossing divisor. Let (E, ∂E , θ, h) be a tame harmonic bundle
over X −D. Then we have the R-triple (E , E , C0) on X −D, as in the section 2.2 of [42]. Then we obtain the
R-triple (E,E,C) on X . In the case X = ∆n, Di = {zi = 0} and D =
⋃l
i=1Di, the construction of (E,E,C) is
given in the subsection 15.2 and the subsubsection 18.1.1. The local construction can be globalized.
Let T be a tame variation of polarized pure twistor structures of weight w on X − D. Let (E, ∂E , θ, h)
denote the corresponding tame harmonic bundle such that T ≃ (E , E , C0)⊗OP1(w). Then we have the natural
prolongment T := (E,E,C)⊗OP1(w).
Theorem 19.2 The R-triple T = (E,E,C)⊗OP1(w) is a regular pure twistor D-module of weight w.
Proof We have only to consider the case w = 0. We use the right R-structures. To distinguish it, we use the
notation E ⊗ ωX instead of E, where we put ωX := ∧nΩ1,0X . So we show the following: Let (E, ∂E , θ, h) be a
tame harmonic bundle over X −D. Then the R-triple M(E) := (E⊗ ωX ,E⊗ ωX ,C) is a regular pure twistor
D-module.
We use an induction on the dimension of X . We assume that the claim has already been shown in the case
dim(X) < n, and we will show the claim in the case dim(X) = n.
Since the property is local, we may assume X = ∆n and D =
⋃n
i=1Di, where Di = {zi = 0}. Let g
be a holomorphic function on X . Then we have only to show that Gr
W (N)
h ψ˜g,uM(E) satisfies the conditions
Definition 20.1 and Definition 20.2, which are Definition 4.1.2 and Definition 4.2.2 in [42].
Let π : X˜ −→ X be a birational morphism satisfying the following:
• We put g˜ := π ◦ g, and D˜ := π−1(D) ∪ g˜−1(0). Then D˜ is normal crossing.
• The restriction π|X˜−D˜ gives isomorphism X˜ − D˜ −→ X −
(
D ∪ g−1(0)).
Let (E˜, ∂E˜ , h˜, θ˜) denote the pull back of (E, ∂E , θ, h)|X−
(
D∪g−1(0)
). Then we obtain the R-triple M(E˜) =
(E˜ ⊗ ωX˜ , E˜ ⊗ ωX˜ , C˜) on X˜. Since PhGrW (N)h ψ˜g˜,uM(E˜) are isomorphic to the tensor product of the Tate
objects and the R-triples induced by a tame harmonic bundles (Proposition 18.2), they are regular pure twistor
D-modules of weight h due to the hypothesis of the induction.
We obtain the R-triple Hiπ∗M(E˜) = (M1,M1, C). Due to the argument of Sabbah-Saito we know the
following:
Lemma 19.1
1. The R-modules Mi are strictly S-decomposable along g = 0, g ·
∏n
i=1 zi = 0, and
∏n
i=1 zi = 0.
2. The R-triples PhGrW (N)h ψ˜g,uHiπ∗M(E˜) are regular pure twistor D-modules with the polarization.
Proof See the section 6.2.6 in [42].
We take the component T = (M2,M2, C) ofH0π∗M(E˜) such thatM2 does not have non-trivial submodules
whose supports are contained in g−1(0). Note that the regularity ofM2 along g = 0 follows from the regularity
of E˜ along g˜ = 0.
Lemma 19.2 To check PhGr
W (N)
h ψ˜g,uM(E) satisfies the conditions in the definitions 20.1 and 20.2, we have
only to show T ≃ M(E).
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Proof It follows from the fact that PhGr
W (N)
h ψ˜g,uT is a direct summand of PhGrW (N)hψ˜t,uH0π∗M(E˜).
Let us show that T is isomorphic to M(E). We put X1 := X −
(
D ∪ g−1(0)). Let ι denote the open
immersion X1 −→ X . Then E⊗ ωX and M2 are contained in ι∗E ⊗ ωX .
We use the following remark. We take the metric g1 of Ω
1,0
X
(
logD
)
such that z−1i · dzi (i ∈ n) are the
orthonormal frame. Let Q be any point of X˜. We take a neighbourhood of Q and a coordinate (ζ1, . . . , ζn) on
U such that U ∩ D˜ = ⋃li=1{ζi = 0}. We also take a metric g2 of Ω1,0X˜ (log D˜) on U , such that ζ−1i · dζi are the
orthonormal frame. Then the naturally defined morphism π∗Ω1,0X (logD) −→ Ω1,0X˜ (log D˜) is bounded on U . The
metric h on E and the metrics ga (a = 1, 2) induce the metrics h1 on E ⊗ ωX and h2 on π∗E ⊗ ωX˜ restricted
to U . The naturally induced morphism π∗(E ⊗ ωX) −→ π∗E ⊗ ωX˜ is bounded on U .
Let f · dz1 ∧ · · · ∧ dzn be a section of E⊗ ωX . The fact f · dz1 ∧ · · · ∧ dzn ∈ V (λ0)<0 ⊗ ωX is equivalent to the
following estimate for some positive numbers ǫ and C:
∣∣f · dz1 ∧ · · · ∧ dzn∣∣h1 ≤ C · n∏
i=1
|zi|ǫ.
Then we obtain the following estimate on U for some positive numbers C′ and ǫ′:
∣∣π∗(f) · π∗(dz1 ∧ · · · ∧ dzn)∣∣h2 ≤ C′ · n∏
i=1
|ζi|ǫ′ .
It means that the restriction π∗(f) ·π∗(dz1 ∧ · · · ∧ dzn) to U naturally induces the section of (nV (λ0)<0 E˜⊗ωX˜)|U .
Hence f · dz1 ∧ · · · ∧ dzn naturally induces the section of M2. Since E⊗ ωX is generated by nV (λ0)<0 E⊗ ωX , we
obtain the inclusion ψ : E⊗ ωX ⊂M2.
Lemma 19.3 The restriction of the inclusion to X −D is isomorphic, namely (E⊗ ωX)|X−D ≃M2 |X−D.
Proof By our construction, we have (E⊗ωX)|X1 ≃M2 |X1 . Hence the support of the cokernel of the morphism
(E⊗ ωX)|X−D −→M2 |X−D is contained in g−1(0)∩ (X −D). Since both of (E⊗ωX)|X−D andM2 |X−D are
strictly S-decomposable along g−1(0)∩ (X −D), we obtain (E⊗ωX)|X−D ≃M2 |X−D due to Corollary 14.3.
Lemma 19.4 The inclusion E⊗ ωX −→M2 is isomorphic.
Proof Both of E⊗ ωX [ðt] and M2[ðt] are strictly S-decomposable along
∏n
i=1 zi. Then we obtain the result
due to Lemma 19.3 and Corollary 14.3.
The coincidence of the sesqui-linear pairings are obtained by the uniqueness (Proposition 3.6.6. in [42] and
Corollary 18.1 in this paper). Hence T and M(E) are isomorphic. Due to Lemma 19.2, the proof of Theorem
19.2 is accomplished.
19.3.2 The existence of prolongment
Let X and Z be as in the subsection 19.1. Let (U, T ) be a generically defined variation of polarized pure twistor
structures of weight w. We take a resolution ϕ : U˜ −→ U as in Definition 19.1. Due to Theorem 19.2, we obtain
the polarized regular pure twistor D-module T′, which is a prolongment of ϕ−1T . Let us take the component T
of H0(ϕ∗T′) whose strict support is Z, which is a polarized regular pure twistor D-module. By our construction,
we have the naturally defined isomorphism T|U ≃ T , namely T gives a prolongment of T .
19.4 The uniqueness of the prolongment as regular pure twistor D-module
19.4.1 The statement of the uniqueness
Let X be a complex manifold and Z be an irreducible closed subset of X . Let T = (M′,M′′, C) be a regular
pure twistor D-module whose strict support is Z. Due to Proposition 19.1, we have a smooth Zariski open
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subset U of Z and a tame harmonic bundle (E, ∂E , θ, h) defined over U , such that the restriction of T to the
open subset X − (Z − U) is push-forward of M(E) via the inclusion U −→ X − (Z − U). We put Z − U = Y .
Let take a birational morphism ϕ : Z˜ −→ Z such that Z˜ is smooth and D˜ := ϕ−1(Y ) is a normal crossing
divisor. We have the harmonic bundle ϕ−1(E, ∂E , h, θ) = (E˜, ∂E˜ , h˜, θ˜). Then we obtain the regular pure
twistor D-module M(E˜) = (E˜, E˜, C˜). We have the push-forward H0(ϕ∗M(E˜)). Let T˜ = (M˜′,M˜′′, C˜) denote
the component of H0(ϕ∗M(E˜)) whose strict support is Z. We have the natural isomorphism TX−Y ≃ T˜X−Y ,
because both of them are push-forward ofM(E). We would like to show that the isomorphism can be prolonged
to the isomorphism of T and T˜ .
Theorem 19.3 We have the natural isomorphism T ≃ T˜ .
We will show the theorem in the following subsubsections. Before entering the proof, we give some remarks.
Since the claim is local on X , we may assume that X = ∆n. We may also assume that we have a holomorphic
function g such that Y ⊂ g−1(0).
We put ωU :=
∧dimU Ω1,0U . We denote the immersion U −→ X by ιU . Then M′, M′′, M˜′ and M˜′′ are
contained in ιU ∗E ⊗ ωU , where E ⊗ ωU is regarded as the right R-module.
Lemma 19.5 We have only to show that M′ (resp. M′′) and M˜′ (resp. M˜′′) are same as the R-submodules
of ιU ∗E ⊗ ωU .
Proof It follows from the uniqueness of the pairing (Proposition 14.3)
Lemma 19.6 Let λ ∈ Cλ be generic. We have M′|Xλ = M˜′|Xλ in
(
ιU ∗E ⊗ ωU
)
|Xλ.
Proof Both of M′|Xλ and M˜′|Xλ can be regarded as the regular holonomic D-modules. The restrictions
to X − Y is same as the push-forward of (Eλ,Dλ,f). By the Riemann-Hilbert correspondence, the regular
holonomic D-modules M′|Xλ and M˜′|Xλ correspond to the perverse sheaves F1 and F2, and the flat bundle
(Eλ,Dλ,f ) corresponds to the local system L on U . Then both of Fi (i = 1, 2) are the intermediate extensions
of L, due to the strictly S-decomposability ofM′|Xλ and M˜′|Xλ . Thus F1 and F2 are isomorphic. Therefore we
have the isomorphismM′|Xλ ≃ M˜′|Xλ, whose restriction to to X−Y can be regarded as the identity of Eλ⊗ωU .
Hence we obtain the result.
We will use the following elementary lemma.
Lemma 19.7 Let B be a connected complex manifold. Let f be a holomorphic function on B ×∆∗. Assume
the following:
• For any point b ∈ B, the restriction f|{b}×∆∗ is meromorphic at the origin {O}. In particular, we obtain
the order of the pole p(b).
Then the numbers p(b) are bounded of b ∈ B.
Proof We have the development
f|{b}×∆∗ =
∑
fn(b) · zn.
The coefficients fn(b) are calculated as follows:
fn(b) =
∫
|z|=1/2
z−n−1 · f|{b}×{|z|=1/2}dz.
Hence the dependence of fn(b) (n ∈ Z) on b ∈ B are holomorphic. Assume that the set S := {n < 0 | fn 6≡ 0}
is infinite. We have B 6= ⋃n∈S f−1n (0). For any point b ∈ B −⋃n∈S f−1n (0), the restriction of f to {b} ×∆∗ is
transcendental, which contradicts to the assumption of the lemma. Thus the set S is finite.
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19.4.2 Step 1. In the case dimZ = 1
We may assume that Z˜ = ∆ =
{
w
∣∣ |w| < 1}, and that ϕ = (ϕ1, . . . , ϕn) : ∆ −→ X = ∆n gives the
homeomorphism Z˜ −→ Z. We may also assume that ϕn(w) = wl for some integer l and that U ≃ Z˜−{0} = ∆∗.
Let λ0 be a point of Cλ. We pick a frame v = (vi) of V<0E˜ on ∆(λ0, ǫ0) ×∆. Each vi naturally gives the
section of M˜′. We denote it by ϕ∗(vi). Then we obtain the submodule of M˜′ generated by ϕ∗v. We denote
the submodule by ϕ∗v · R.
Lemma 19.8 We have ϕ∗v · R = M˜′.
Proof By definition, we have M˜′ = Rϕ∗(E˜⊗LR∆ ϕ−1RX ). Since ϕ is homeomorphic, we have Rϕ∗ = ϕ∗. Thus
M˜′ is same as the component of ϕ∗(E˜⊗R∆ ϕ−1RX). Thus it is generated by ϕ∗(v).
Lemma 19.9 Let f be a section of ιU ∗E ⊗ ωU . Then we have the unique description as follows:
f =
∑
n∈Zn−1
≥ 0
vi · fn,i ·
n−1∏
i=1
ðnii . (404)
Here fn,i denote holomorphic functions on U ≃ ∆∗.
Proof Note that ∂/∂z1, . . . , ∂/∂zn−1 gives the frame of the normal bundle of U in X − Y . Then the claim is
clear.
Corollary 19.1 The morphism zNn : ιU ∗E ⊗ ωU −→ ιU ∗E ⊗ ωU is injective for any positive integer N .
Proof It is clear from the description (404).
For a section f of ιU ∗E ⊗ωU or ιU ∗(E ⊗ωU )|Xλ , we often use the notation un(f) to denote
∑
i vi ·fn,i. Here
fn,i are given in the development (404). Then un(f) can be regarded as the holomorphic sections of E˜ ⊗ Ω∆∗
over ∆(λ, ǫ0)×∆∗ or ∆∗. We also note that the set {n |un(f) 6= 0} is finite.
Lemma 19.10 Let f be a section of M˜′, or M˜′|Xλ. The holomorphic functions fn,i on ∆∗ in the development
(404) are meromorphic at ∆(λ0, ǫ)× {O} or {O}, i.e., they are not transcendental.
In particular, un(f) are sections of
E˜ on ∆(λ0, ǫ0)×∆ or ∆.
Proof We have ϕ∗(∂/∂w) =
∑
aj · ϕ−1(∂/∂zj) for holomorphic functions aj on ∆. We have an = l · wl−1.
Then ϕ−1(∂/∂zn) can be described as the linear combination of ∂/∂w and ϕ−1(∂/∂zj) (j = 1, . . . , n− 1) with
the meromorphic coefficients. Since we have M˜′ = ϕ∗v · R, we obtain the result.
Let us consider the V -filtrations at λ0 of M′ and M˜′ along zn = 0. Let us pick a section of f of V (λ0)<0 M′.
Lemma 19.11 For any sufficiently large integer N , the section f · zNn is contained in V (λ0)<0 M˜′.
Proof Since f can be regarded as the section of ιU ∗E ⊗ωU , we have the development f =
∑
vi ·fin ·
∏n−1
i=1 ð
ni
i .
Let λ ∈ ∆(λ0, ǫ0) be generic. Then the restriction f|Xλ is contained in V (λ0)<0 M′|Xλ = V (λ0)<0 M˜′|Xλ (Lemma 19.6).
Due to Lemma 19.10, the restrictions fin | {λ}×∆∗ is meromorphic. Due to Lemma 19.7, the order of the poles
are bounded independently of a choice of generic λ ∈ ∆(λ0, ǫ0). Hence we obtain some sufficiently large integer
N such that fin · ϕ∗zNn are holomorphic on ∆(λ0, ǫ0)×∆ for any i and n, due to Hartogs’ Theorem. Then we
have
∑
un(f) · ϕ∗zNn are sections of V (λ0)<0 E˜. In particular, we have f · ϕ(zNn ) ∈ E˜⊗ ϕ−1RX . Hence we obtain
f · zNn ∈ M˜′. If we take larger N , then we may assume that f · zNn ∈ V (λ0)<0 M˜′.
Since f ·zNn is contained in V (λ0)<0 M′∩V (λ0)<0 M˜′, we have (f ·zNn ) ·R ⊂ M′∩M˜′. The V -filtrations V (λ0)(M′)
and V (λ0)(M˜′) induce the filtrations U (1) and U (2) on (f · zNn ) · R.
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Lemma 19.12 We have U (1) = U (2)
Proof Both of U (1) and U (2) are good and monodromic. Moreover GrU
(a)
(a = 1, 2) are strict. Thus we have
U (1) = U (2), due to Lemma 14.6.
Lemma 19.13 We have M′ ⊂ M˜′.
Proof If f is contained in V
(λ0)
b M′ for a negative number b < 0, we have f · zNn ∈ V (λ0)b−N (M′). Due to Lemma
19.12, we have f · zNn ∈ V (λ0)b−N (M˜′). Since zNn : V (λ0)b (M˜′) −→ V (λ0)b−N (M˜′) are surjective for b < 0, we have a
section f˜ of V
(λ0)
b (M˜′) such that f˜ · zNn = f · zNn . Due to the injectivity of the morphism zNn (Corollary 19.1),
we have f˜ = f . It means that f is contained in V
(λ0)
b (M˜′). Thus we obtain V (λ0)<0 (M′) ⊂ V (λ0)<0 (M˜′). Since M′
is generated by V
(λ0)
<0 (M′), we obtain Lemma 19.13.
Lemma 19.14 We have M′ = M˜′.
Proof Let i denote the inclusionM′ ⊂ M˜. Since i is isomorphic on X − Y , the support of the cokernel of i is
contained in Y = Z − U . Thus we have V (λ0)b (M′) = V (λ0)b (M˜′) for any sufficiently negative number b. Since
both of the filtrations V (λ0)(M′) and V (λ0)(M˜′) are strictly specializable, it is easy to derive that M′ = M˜′
(Corollary 14.3).
19.4.3 Step 2. In the case we have a good normal frame
We put r := dimX − dimZ. Then we can pick holomorphic functions f1, . . . , fr such that Z is one of the
irreducible components of
⋂r
i=1 f
−1
i (0) with the reduced structure. We put as follows:
wj :=
n∑
i=1
∂fj
∂zi
∂
∂zi
The following lemma is clear.
Lemma 19.15 There exists a Zariski open subset U ′ of U such that the restrictions of w1, . . . , wr to U ′ give
the frame of NU ′X.
In this subsubsection, we impose the following assumption:
Condition 19.2 U ′ = U .
Under the assumption, we have the following lemma.
Lemma 19.16 Let f be a section of ιU ∗(E ⊗ ωU ). We have the following unique description:
f =
∑
n∈Zr
≥ 0
un ·
r∏
j=1
w
nj
j . (405)
Here un (n ∈ Zr≥ 0) denote holomorphic sections of E ⊗ ωU on U ≃ Z˜ − D˜. The set {n |un 6= 0} is finite.
Let f be a section of M′ ⊂ ιU ∗(E ⊗ ωU ). We have the development of f as in (405). We may assume that
there is a holomorphic function g on X such that Z − U ⊂ g−1(0), by shrinking X .
Lemma 19.17 Let C˜ ⊂ Z˜ be a curve transversal with the smooth part of D˜. Then the restrictions un | C˜ give
meromorphic sections of
(
E˜ ⊗ ωZ˜
)
|C˜ .
Proof We use an induction on the dimension of Z. The case dim Z˜ = 1 has been done in the Step 1 (the
previous subsubsection). We assume that the claim in the case dimZ ≤ n− 1 holds, and we will show the claim
in the case dimZ = n.
Let us consider the image C = ϕ(C˜) ⊂ Z. We may assume that C˜ ∩ D˜ consists of one point P˜ . We put
P = ϕ(P˜ ). In the following argument, we can shrink X if we need to do so.
We take a holomorphic function F on X such that C ∩ U is contained in the smooth part of F−1(0) and
Z 6⊂ F−1(0). Let us consider the inclusion ιF : X −→ X ×C of the graph, and the V -filtration V (λ0) of ιFM′
along t = 0, where t denotes the coordinate of C.
Lemma 19.18 For any sufficiently large natural number N , the section f ·gN ⊗1 is contained in V (λ0)−1 (ιFM′).
Proof It is easy to see that the restriction fU ⊗ 1 is contained in V (λ0)−1 . Assume that f ⊗ 1 is contained in
V
(λ0)
a (ιFM′) (a > −1). Then it induces the sections of GrW GrV
(λ0)
a (ιFM′), whose support is contained in
U − Z ⊂ g−1(0). Hence we can kill it by multiplying the power g.
By using an inductive argument, we can take a sufficiently large number N such that f · gN ⊗ 1 is contained
in V
(λ0)
−1 .
Let Z1 denote the irreducible component of F
−1(0) containing C. Let T1 = (M′1,M′′1 , C1) denote the
component of ψF,−1T whose strict support is Z1.
Then f ·gN induces the section f1 ofM′1, and we have f1 |U∩Z1 = (f ·gN )|U∩Z1/dF . We have a development
f1 =
∑
u′n ·
∏
w
nj
j , Then it is easy to see that un |C can be holomorphically reconstructed from u
′
n.
Let ϕ1 denote a resolution Z˜1 −→ Z1 such that D˜1 = Z˜1 − ϕ−11 (Z1 ∩ U) is normal crossing. We have the
curve C˜1 ⊂ Z˜1 corresponding to C. We may assume that C˜1 transversal with D˜1. Due to the hypothesis of the
induction, the sections (u′n |U∩Z1/dF )|C naturally give the meromorphic sections of
(
ϕ−11 (E)⊗ωZ˜1
)
|C˜1 . Then
it is easy to derive that the sections u
n | C˜ give the meromorphic sections of
(
E˜ ⊗ ωZ˜
)
|C˜ .
Let us pick a point P of Z˜. We can take a neighbourhood U of Z˜ on which we have a coordinate (ζ1, . . . , ζn)
such that U∩D˜ ≃ ⋃li=1{ζi = 0} and ζi(P ) = 0. Such an open subset is called an admissible open set. We remark
that we can consider the filtrations lV (λ0) on each admissible open subset. Let D˜U ,i denote the component of
U ∩ D˜ corresponding to {ζi = 0}. Let πi denote the projection of U onto {ζi = 0}.
We pick a frame v = (vi) of V
(λ0)
<0 E˜ on U . Let us consider the restriction of un to U ∩ U , where un are
obtained in the development (405) for the section f ∈M′. Then we have the description un =
∑
αinvi, where
αin are holomorphic on U − (U ∩ D˜). Due to Lemma 19.17, the restrictions of αin to the curves {λ}× π−1p (Q)
are meromorphic for any point (λ,Q) ∈ ∆(λ0, ǫ0) × D˜◦p,U . Here we put D˜◦U ,p := D˜U ,p −
⋃
r 6=p(D˜U ,p ∩ D˜U ,r).
Due to Lemma 19.7, the degree i degV
(λ0)
(αj,n) are bounded, independently of (λ,Q). It implies the following
lemma.
Lemma 19.19 The restrictions of un to U ∩ U give sections of E˜ ⊗ ωZ˜ .
We may take a finite covering of Z˜ by admissible open subsets. Hence we obtain the following:
Lemma 19.20 un give sections of
E˜ ⊗ ωZ˜ .
Lemma 19.21 For any sufficiently large number N , the sections un ·gN (n ∈ Zn) are contained in E˜. Moreover
they are contained in lV
(λ0)
<0 (E˜) on each admissible open subset.
Proof It immediately follows from Lemma 19.20.
Corollary 19.2 Let f be a section of M′. There exists a positive integer such that f · gN naturally gives the
section of M˜′
Proof It immediately follows from Lemma 19.21.
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Let us show the equality M′ = M˜′. To show it, we consider the inclusion X −→ X ×C for the graph of g.
Let t denote the coordinate of C. We have only to show ig ∗M′ = ig ∗M˜′.
We denote the V -filtration along t = 0 of ig ∗M′ and ig ∗M˜′ by V (λ0).
Let f be a section of V
(λ0)
<0
(
ig ∗M′
)
. We have the development:
f =
∑
fi · ðit.
Due to Corollary 19.2, we have an integer N such that f · tN ∈ V (λ0)<0
(
ig ∗M˜′
)
. Note t = g on the graph of g.
The rests are completely same as the Step 1. Since f · tN is contained in V (λ0)<0 ig ∗M′ ∩V (λ0)<0 ig ∗M˜′, we have
(f · tN ) ·R ⊂ M′ ∩M˜′. The V -filtrations V (λ0)(M′) and V (λ0)(M˜′) induce the same V -filtration on (f · tN ) ·R
(Lemma 19.12).
Since the multiplication of g on M′ and M˜′ are injective, it can be checked easily that the multiplication
of t on ig ∗M′ and ig ∗M˜′ are injective. Then we obtain the implication M′ ⊂ M˜′ by the same argument as
the proof of Lemma 19.13, and we obtain the equalityM′ = M˜′ by the same argument as the proof of Lemma
19.14. Thus we are done when Condition 19.2 is satisfied.
19.4.4 The end of the proof of Theorem 19.3
Let us consider the general case. Let U ′ be a Zariski open subset of U as in Lemma 19.15. We put Y ′ := Z−U ′.
Let us take a birational morphism ϕ : Z˜ ′ −→ Z such that Z˜ ′ is smooth and D˜′ := ϕ′ −1(Y ′) is a normal crossing
divisor. We put (E˜′, ∂E˜′ , h˜
′, θ˜′) := ϕ′ −1((E, ∂E , θ, h)). Then we obtain the regular pure twistor D-module
M(E˜′) := (E˜′, E˜′, C˜′). Taking the the push-forward via ϕ′, and taking the component whose strict support
is X , we obtain T˜ as is explained in the subsubsection 19.4.1. Due to the result in the subsubsection 19.4.3,
we have the naturally defined isomorphism T˜ ′ ≃ T . By applying the same consideration to T˜ , we have the
isomorphism T˜ ′ ≃ T˜ . Thus we obtain the isomorphism T˜ ≃ T .
19.5 The pure imaginary case
19.5.1 The correspondence in the pure imaginary case
Let X be a complex manifold, and Z be an irreducible closed subset of X . Let VPTgen
pi(Z,w) denote the set of
the equivalence classes of generically defined tame variation of polarized pure twistor structures of weight w on
Z. Let MPTpi(Z,w) denote the set of the equivalence classes of polarized regular pure twistor module of weight
w whose strict support is Z. (See the subsubsection 19.1.1 for the definitions.) Restricting the correspondence
of Theorem 19.1 to the pure imaginary cases, we have the following theorem.
Theorem 19.4 We have the bijective correspondence VPTgen
pi(Z,w) ≃MPTpi(Z,w).
We have only to show the following:
• The image of VPTgenpi(Z,w) via the map VPTgen(Z,w) −→ MPT(Z,w) (the subsection 19.3) is contained
in MPTpi(Z,w). The sketch of the proof is given in the subsubsection 19.5.2.
• The image of MPTpi(Z,w) via the map MPT(Z,w) −→ VPTgen(Z,w) (the subsection 19.2) is contained
in VPTgen
pi(Z,w).
Both of them are the minor modifications of the previous argument. Hence we give only a sketch of the
proof.
19.5.2 The prolongation preserves the pure imaginary property
Let U be a smooth Zariski open subset of Z. Let (E, ∂E , θ, h) be a tame pure imaginary harmonic bundle on
U . We have the prolongment T = (E,E,C) as pure twistor D-module on Z of (E, ∂E , θ, h).
Proposition 19.2 The pure twistor D-module T ⊗ O(w) is pure imaginary.
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Proof We use an induction on the dimension of X . Since the property is local, we can assume that X = ∆n ={
(z1, . . . , zn)
∣∣ |zi| < 1}, Di = {zi = 0} and D = ⋃li=1Di.
Lemma 19.22 In the case g =
∏n
i=1 z
mi
i , we have the following:
• ψ˜g,uT = 0 unless u ∈ R× (
√−1R).
• The twistor D-module PhGrW (N)h ψ˜t,uT is pure imaginary.
Proof From (326), Lemma 16.10 and the strictness of Ψb (Proposition 16.3), we obtain ψt,u
(
ig ∗E
)
= 0 unless
u ∈ R×(√−1R). Then the first claim immediately follows. From Lemma 16.26 and the strictness of ψt,u(ig ∗E),
we obtain the vanishing iψvψt,u
(
ig ∗E
)
= 0 unless v ∈ R× (√−1R). It follows that iψv GrW (N) ψt,u(ig ∗E) = 0
unless v ∈ R × (√−1R). Recall that we have the decomposition PhGrW (N)h ψt,u(ig ∗E) = ⊕IMI as in
Proposition 17.1. Then we obtain ψzi,vM = 0 unless v ∈ R ×
(√−1R). It means that the tame harmonic
bundle corresponding to the pure twistor D-modules
(MI ,MI ,CI) given as in the subsubsection 18.5.2 are
pure imaginary. Due to the hypothesis of our induction for the proof of Proposition 19.2, we obtain that the
twistor D-modules
(MI ,MI ,CI) are pure imaginary. Thus we can conclude that PhGrW (N)h ψ˜t,uT are pure
imaginary.
Let us return to the proof of Proposition 19.2. Let g be a general holomorphic function on X . Let us take
the birational map π : X˜ −→ X such that (g ◦ π)−1(0) is normal crossing and that X˜ is smooth. Note that
π−1(E, ∂E , θ, h) is pure imaginary (Lemma 7.1 in [39]). Let T˜ be the pure twistor D-module corresponding to
π−1(E, ∂E , θ, h). We put g˜ := g ◦ π. From Lemma 19.22, we know that ψ˜g˜,uT˜ = 0 unless u ∈ R ×
(√−1R)
and that PhGr
W (N)
h ψ˜g˜,uT˜ is pure imaginary. Note that T is the direct summand of π+T˜ whose strict support
is X . Then we obtain ψ˜g,uT = 0 unless u ∈ R ×
(√−1R) from Theorem 3.3.15 in [43], and we obtain that
PhGr
W (N)
h ψ˜g,uT is pure imaginary from the argument in the section 6.2.b in [42]. Thus the proof of Proposition
19.2 is accomplished.
We can show that the image of VPTgen
pi(Z,w) via the map VPTgen
pi(Z,w) −→ MPT(Z,w) is contained
in MPTpi(Z,w), by using Proposition 19.2 and the argument in the subsubsection 19.3.2.
19.5.3 The generic part is also pure imaginary
Let T = (E,E,C) is a pure imaginary pure twistor D-module whose strict support is Z. We obtain the
harmonic bundle (E, ∂E , θ, h) on a Zariski dense subset U of Z, as in the subsubsection 19.2.1. Let us show
that (E, ∂E , θ, h) is pure imaginary.
First we consider the case dimZ = 1. Let Q be a point of Z − U . Since the property is local, we may
assume the condition 19.1. Let (E1, ∂E1 , θ1, h1) be as in the subsubsection 19.2.1. Due to the result of the
section 5 in [43], (E1, ∂E1 , θ1, h1) is pure imaginary. Or, we can directly check it by seeing the monodromy of(Eλ1 ,Dλ,f) for generic λ. Let π : Z˜ −→ Z be a resolution, and then π−1(E, ∂E , θ, h) is a direct summand of(
q1 ◦ π
)−1(
E1, ∂E1 , θ1, h1
)
. Since
(
q1 ◦ π
)−1(
E1, ∂E1 , θ1, h1
)
is pure imaginary, we obtain that (E, ∂E , θ, h) is
pure imaginary.
Let us consider the general case. Let π : Z˜ −→ Z be a resolution such that D˜ := π−1(Z − U) is a
normal crossing divisor of Z˜. Let C be a curve contained in Z˜, which intersects with the smooth part of D˜
transversally. Let us consider the specialization of T to π(C), which is also pure imaginary. Then we obtain that
π−1(E, ∂E , θ, h)|C\D˜ is pure imaginary from the result in the one dimensional case, which is already discussed
above. Therefore we obtain that (E, ∂E , θ, h) is pure imaginary.
Then it is easy to derive that the image of MPTpi(Z,w) via the map MPT(Z,w) −→ VPTgen(Z,w) is
contained in VPTgen
pi(Z,w). In all, the proof of Theorem 19.4 is accomplished.
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19.6 The conjectures of Kashiwara and Sabbah
Let X be a complex manifold, and Z be an irreducible closed subset of X . Let T = (M′,M′′,C) be a pure
imaginary pure twistor D-module. ΞDol(T ) is defined to be the D-module M′|λ=1. We refer the 4.1.i in [43] for
the fundamental property of the functor ΞDol. In particular, we recall the following:
Proposition 19.3 (Sabbah [43]) ΞDol(T ) is a semisimple regular holonomic D-module.
We have a Zariski open subset U of Z such that the restriction T|U is a variation of polarized pure twistor
structures. By considering the restriction to λ = 1, we obtain the flat bundle, or equivalently the local system
L. We remark that it is semisimple. Let F be the regular holonomic D-module on Z, which corresponds to the
intermediate extension of L via the Riemann-Hilbert correspondence. Since ΞDol(T ) is semisimple, we have the
isomorphism F ≃ ΞDol(T ).
Let RHDss(Z) denote the set of the equivalence classes of the semisimple regular holonomic D-modules
whose strict support is Z. As is explained above, we have the map ΞDol : MPT
pi(Z, 0) −→ RHDss(Z).
Theorem 19.5 (The conjecture of Sabbah) The map ΞDol : MPT
pi(Z, 0) −→ RHDss(Z) is surjective.
Proof Let F be the element of RHDss(Z). We have a smooth Zariski open subset U of Z such that F|U
corresponds to a flat bundle. We can take a tame pure imaginary pluri-harmonic metric h of F|U (Theorem
6.2 in [39]). Hence we obtain the tame pure imaginary harmonic bundle (E, ∂E , θ, h) on U . Let T = (E,E,C)
denote the pure imaginary pure twistor D-module corresponding to (E, ∂E , θ, h) given in Theorem 19.4. Since
the restrictions of the semisimple regular holonomic D-modules F and ΞDol(T ) to U are isomorphic to F|U ,
they are isomorphic. Thus we obtain the surjectivity desired.
Remark 19.1 We formulate the theorem as the surjectivity between the sets of the equivalence classes, ΞDol is
given as the functor which is compatible with the vanishing cycle functors and the push-forward (see [43]). As a
result, we obtain the regular holonomic version of Kashiwara’s conjecture, combining the results of Sabbah and
us.
Part V
Appendix
20 Pure twistor D-modules and polarization
20.1 Pure twistor D-modules and polarization
We recall the definitions of pure twistor D-modules and its polarization, due to Sabbah, given in Chapter 4 in
his paper [42]. The definitions are based on the work of Saito on his celebrated pure Hodge modules, as Sabbah
himself noted in [42]. We shall consider only the regular holonomic case.
20.1.1 Pure twistor D-modules
We only consider the regular case. Let X be an n-dimensional complex manifold. Let w be an integer. The
definition of pure twistor D-modules of weight w is given as follows, inductively.
Definition 20.1 (Definition 4.1.2. [42]) The category MT
(r)
≤d (X,w) is defined to be the full subcategory of
R− Triples(X), whose object (M′,M′′, C) satisfies the following:
(HSD) The R-modules M′ and M′′ are holonomic and strictly S-decomposable. The dimension of their strict
support is less than d.
(REG) Let U be any open subset of X, and f be any holomorphic function on U . Then M′|U and M′′|U are
regular along {f = 0}.
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(MT0) Let us consider the case d = 0. Let {xi} be the union of the strict supports ofM′ andM′′. Then we have(M′|{xi},M′′|{xi}, C) = i{xi}+(H′,H′′, C0), where (H′,H′′, C0) is a pure twistor structure of dimension 0
and weight w.
(MT>0) Let us consider the case d > 0. Let U be any open subset of X, and f be any holomorphic function
on U . Let u be any element of R × C − (Z≥0 × {0}), and l be any integer. Then the induced R-triple
GrWl ψ˜f,u(M′,M′′, C) :=
(
GrW−l ψ˜f,u(M′),GrWl ψ˜f,u(M′′),GrWl ψ˜f,uC
)
is the object of MU
(r)
≤d−1(U,w+ l).
Remark 20.1 Since our index set of the KMS-structure is not R×{0} but R×C, our pure twistor D-module
is wider than those given by Sabbah’s definition. However it is just a minor modification, and the results and
the proofs in the section 4.1. in [42] are valid, when we change as follows:
• “α ∈ [−1, 0[” =⇒ “u ∈ R×C − (Z≥0 × {0})”.
• “α ∈ [−1, 0]” =⇒ “u ∈ R×C”.
• “ψt,α” =⇒ “ψ˜t,u”.
• “zo ∈ C∗” =⇒ “any generic λ0”. This case appears only in Proposition 4.1.21 (1) in [42].
For example, Proposition 4.1.3 is changed as follows:
Lemma 20.1 Let (M′,M′′, C) is an object of MT (r)≤d (X,w). Then M′ and M′′ are strict.
Let U be any open subset of X, and f be any holomorphic function on U . Let u be any element of R×C.
Then ψ˜t,u(M′) and ψ˜t,u(M′′) are strict.
Since the paper [42] is very well written, and since the modification is quite minor, we do not reproduce the
propositions and the proof, here. We recommend the reader to see [42].
20.1.2 Polarization
We recall only the definition of polarization of pure twistor D-modules, which is given in the subsection 4.2 in
[42]
Definition 20.2 (Definition 4.2.2 in [42]) Let T be an object of MT (r)≤d (X,w). A polarization of T is a
sesqui-linear Hermitian duality S : T −→ T ∗(−w) of weight w satisfying the following:
(MTP0) Let us consider the case d = 0. Let {xi} be the strict support of T . We may assume that T =
i{xi}+
(H′,H′′, C0). Then we have S = i{xi}+S0 for some polarization S0 of (H′,H′′, C0).
(MTP>0) Let us consider the case d > 0. Let U be any open subset of X, and f be any holomorphic function
on U . Let u be an element of R×C−{Z≥ 0×{0}}, and l be any non-negative integer. Then P GrWl ψ˜t,uS
gives a polarization of PlGr
W
l ψ˜t,uT .
Remark 20.2 Again the propositions and the proofs in the subsection 4.2 in [42] are valid, when we change
them as in Remark 20.1.
20.2 Pure imaginary pure twistor D-modules
20.2.1 The definition
We have the inclusion of the set of the pure imaginary numbers
√−1R ⊂ C.
Definition 20.3 (Pure imaginary pure twistor D-module) The category MT sabbah≤d (X,w) is defined to be
the full subcategory of R-Triples(X), whose objects (M′,M′′, C) satisfy the following conditions, in addition to
the conditions in Definition 20.1:
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(PI) We have ψ˜t,u(M′) = ψ˜t,u(M′′) = 0 unless u ∈ R× (
√−1R).
Such objects are called pure imagianry pure twistor D-module.
A polarization of a pure imaginary pure twistor D-module is defined by Definition 20.2.
Remark 20.3 Sabbah give the definition of pure twistor D-modules in [43], which is our pure imaginary pure
twistor D-module. Since his purpose is to attack Kashiwara’s conjecture, it is natural to restrict the attention
to pure imaginary case. On the other hand, our definition may be natural from the view point of Simpson’s
Meta Theorem.
20.3 The pure twistor D-modules on a smooth curve (correspondence)
Let C be a holomorphic curve.
Generalizing the result in Chapter 5 of [42], we can show the following:
Theorem 20.1 Let w be any integer. The variation of polarized pure twistor structures of weight w which are
generically defined over C, are bijectively corresponds to the regular pure twistor D-modules of weight w whose
strict support is C.
Remark 20.4 Theorem 20.1 is a special case of Theorem 19.2 and Theorem 19.3. Although we use the
decomposition theorem in the proof Theorem 19.3, we do not need the decomposition theorem in the proof, if
the dimension of the base manifold is 1, for we do not have to consider the blow up in that case. However, we
give an explanation of the correspondence and an outline of the proof.
Outline of the proof of Theorem 20.1 We only consider the case w = 0, for we have only to consider the
tensor product with O(w) to obtain the other cases.
Let (E, ∂E , θ, h) be a tame harmonic bundle defined over a Zariski open subset C
′ ⊂ C. Then we obtain
the pure twistor D-module T (E) := (E,E,C), as proved in Theorem 19.2. It is easy to see that the restriction
T (E)|C′ gives the harmonic bundle (E, ∂E , θ, h).
On the other hand, Let T = (M,M, C, Id) be a regular pure twistor D-module on C. Then we have a
Zariski open subset C′, such that T|C′ gives a harmonic bundle (E, ∂E , θ, h). Due to the regularity, it is tame.
Then we obtain the pure twistor D-modules T (E).
Lemma 20.2 We have the naturally defined isomorphism T −→ T (E).
Proof On the Zariski open subset C′, we have the isomorphism T|C′ −→ T (E)|C′ , due to our construction of
T (E)|C′ . We shall prolong the morphism defined on C′ to the morphism defined on C. For that purpose, we
have only to discuss on a neighbourhood of a point P ∈ C − C′. So we can assume that C = ∆ and C′ = ∆∗.
Let z be the coordinate of ∆.
Let us pick a point λ0 ∈ Cλ which is generic with respect to the sets KMS(M, z) and KMS(E, z). Then
the restrictions M|{λ0}×C and E|{λ0}×C can be regarded as regular holonomic D-modules, which are strictly
S-decomposable. Let L be a local system corresponds to the flat connection V = M|{λ0}×∆∗ = E|{λ0}×∆∗ .
By Riemann-Hilbert correspondence, both of regular holonomic D-modules M|λ0 and E|λ0 correspond to the
perverse sheaf which is the intermediate extension of L. Thus we have the isomorphism M|λ0 ≃ E|λ0 . If we
regard them as the submodules of ι∗V , then we have M|λ0 = E|λ0 . The V -filtrations are also same. (See the
proof of Lemma 15.58 and Lemma 15.59.)
Let us pick a point λ0 ∈ Cλ, which is not necessarily generic. Let f be a section of V (λ0)<0 M on ∆(λ0, ǫ0)×∆.
Let us pick any point λ ∈ ∆(λ0, ǫ0), which is generic. Then the restriction f|λ gives a section of V (λ0)<0 E|λ.
The section f also gives the holomorphic section of E over ∆(λ0, ǫ0)×∆∗, which we denote by f . Since f|λ
gives a section of V
(λ0)
<0 E|λ, we have − ord(f|λ) < 1. Due to Corollary 2.6, we can conclude that f gives the
section of V
(λ0)
<0 E. Thus we obtain the morphism V
(λ0)
<0 M−→ V (λ0)<0 E on ∆(λ0, ǫ0)×∆. Since M is generated
by V
(λ0)
<0 M, we obtain the morphismM−→ E defined over ∆(λ0, ǫ0)×∆, and thus the morphism defined over
Cλ ×∆.
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Once we obtain the morphism M−→ E whose restriction to C′ is isomorphic, the morphism is isomorphic
on C, due to the strictly S-decomposability of the both sides. It is easy to see that the sesqui-linear pairings
also coincide (Corollary 18.1).
21 The decomposition theorem for pure twistor D-modules
Let X and Y be complex manifolds, and f be a projective morphism from X to Y . Let c be the first Chern class
of a relatively ample line bundle on X with respect to f . The decomposition theorem and the hard Lefschetz
theorem for pure twistor D-modules is as follows.
Theorem 21.1 (Theorem 6.1.1 in [42]) Let (T ,S) be a polarized pure twistor D-module of weight w on X.
Then
(⊕
i f
i
+T ,Lc,
⊕
i f
i
+
)
is a polarized graded Lefschetz twistor D-modules.
The decomposition theorem for polarized pure twistor D-module was shown by Sabbah in [42] (based on
Saito’s argument in [44]). Although our pure twistor D-modules (Definition 20.1 and Definition 20.2) are wider
than those given in [42], the argument of Sabbah-Saito essentially works. Roughly speaking, their argument is
divided into the following two steps.
Step 1 By using the induction on the dimensions of Supp(T ) and f(Supp(T )), the problem is reduced to the
decomposition theorem for a pure twistor D-modules on a smooth projective curve. (See the sections
6.2.b and 6.2.c in [42]. See also the section 5.3 in [44].)
Step 2 We prove the decomposition theorem for the pure twistor D-module on a smooth projective curve. (See
the sections 6.2.a in [42]. See also the sections 6, 7 and 11 in [57].)
Since we do not have to change the argument for the step 1, we only give an argument for the step 2.
Although it is just a minor modification of the argument given in [57] and [42], we give some detail.
21.1 Preliminary
21.1.1 Preliminary calculation of cohomology
Following Zucker, we put M1 := A/B, where A and B are given as follows:
A :=
{
measurable function f
∣∣∣ ∫ A0 |f(r)|2 · | log r| · r · dr <∞ for some 0 < A < 1},
B :=
{
f ∈ A
∣∣∣ f = u′ weakly ∫ A0 |u|2 · | log r|−1r−1dr for some 0 < A < 1}.
In the following, we use the Poincare` metric and the induced volume form on ∆∗.
Let V be a C∞-vector bundle of rank 1 on ∆∗ with a trivialization e. Let ∇ be the flat connection of V such
that ∇(e) = α · e · dz/z for some complex number α. Let h be a metric of V such that h(e, e) = r−2a · | log r|k
for some real number a and an integer k.
Let Lp(V )(2) be the sheaf of germs of locally L2-section of V ⊗Ωp for which ∇(φ) is L2-section of V ⊗Ωp+1.
Then we obtain the complex of sheaves L·(V )(2):
L0(V )(2) −→ L1(V )(2) −→ L2(V )(2).
Let Hi(L·(V )(2)) denote the stalk of the i-th cohomology sheaves of L·(V )(2) at O.
Lemma 21.1 In the case α ∈ C − Z, we have Hi(L·(V )(2)) = 0 for i = 0, 1, 2.
Proof The claim i = 0 can be shown by a direct calculation. The claims for i = 1, 2 are shown by Zucker in
Prop (11.3) in his paper. Note that the condition −1 < α = −a < 0 is imposed in the section 11 in his paper.
However the only assumption α 6∈ Z is used in the proof of of Proposition (11.2).
Let H(V ) denote the space of the flat sections of V .
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Lemma 21.2 In the case α = 0, we have the following:
H0(L·(V )(2)) =

H(V ) (a < 0, or a = 0, k ≤ 0)
0 (otherwise).
(406)
H1(L·(V )(2)) =

dt
t
⊗H(V ), (a < 0, or a = 0, k ≤ −2)
M1 · dr ⊗H(V ), (a = 0, k = 1)
0 (otherwise)
(407)
H2(L·(V )(2)) =

M1 · dr ∧ dt
t
⊗H(V ), (a = 0, k = −1)
0 (otherwise).
(408)
The proof of Lemma 21.2, due to Zucker, will be given in the subsubsections 21.1.2–21.1.4. Before entering
the proof, we give the formulas of the norms of the sections of V ⊗ Ωi.∫
|f · e|2 dvol =
∫
|f |2 · r−2a · | log r|k · dr · dθ
r · | log r|2 =
∫
|f |2 · r−2a−1 · | log r|k−2 · dr · dθ. (409)
∫
|f · dr · e|2 dvol =
∫
|f |2 · r2 · | log r|2 · r−2a| log r|k · dr · dθ
r · | log r|2 =
∫
|f |2 · r−2a+1 · | log r|k · dr · dθ. (410)
∫
|f · dθ · e|2 · dvol =
∫
|f |2 · | log r|2 · r−2a · | log r|k · dr · dθ
r| log r|2 =
∫
|f |2 · r−2a−1| log r|k · dr · dθ. (411)
∫
|f · dr · dθ · e|2 dvol =
∫
|f |2r−2a−1 · | log r|k+2 · dr · dθ. (412)
Here f denotes C∞-functions, and the metrics of V ⊗ Ωi are induced by the metric h of V and the Poincare`
metric.
We denote the L2-norm by || · ||(2).
21.1.2 The calculation of H0
From (409), we have
∫ |e|2 dvol < ∞ if and only if we have a < 0 or a = 0, k ≤ 0. Thus (406) immediately
follows.
21.1.3 The calculation of H1
We need a preparation. Let ω = f · dr+ g · dθ be a C∞-section of E ⊗Ω1, whose support is compact. We have
the Fourier developments:
f =
∑
fn · e
√−1nθ, g =
∑
gn · e
√−1nθ.
We take ǫn as follows:
dω =
∑
(g′n −
√−1n · fn) · e
√−1nθdr ∧ dθ =
∑
ǫn · e
√−1nθdr ∧ dθ.
We put un := (n
√−1)−1gn for n 6= 0, and we put u :=
∑
n6=0 un · e
√−1nθ. Then the n-th Fourier coefficient
(du)n of du is as follows:
(du)n := u
′
n +
√−1n · un · dθ = (n
√−1)−1g′n · dr + gn · dθ = fn · dr + gn · dθ −
√−1
n
ǫn · dr.
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Thus we obtain the following:
U := du− ω − (f0 · dr + g0 · dθ) = −
√−1
∑
n6=0
n−1 · ǫn · e
√−1nθ · dr.
Lemma 21.3 We have ||U · e||(2) ≤ ||dω · e||(2).
Proof From (410) and (412), we obtain the following:
||U · e||2(2) =
∫
|U · e|2 dvol =
∑
n6=0
n−2
∫
|ǫn|2 · r−2a+1| log r|k · dr.
||dω · e||2(2) =
∫
|dω · e|2 · dvol =
∑
n6=0
∫
|ǫn|2 · r−2a+1 · | log r|k · dr.
Thus we are done.
Let ω = f ·dr+g ·dθ be a section of L1 such that dω = 0. We have the Fourier development f =∑ fn ·e√−1nθ
and g =
∑
gn · e
√−1nθ. We can take a sequence {ω(k) | k = 1, 2, . . .} satisfying the following:
• ω(k) is C∞-section of V ⊗ Ω1, whose support is compact.
• {ω(k)} converges to ω in L2.
• {dω(k)} converges to 0 in L2.
For each ω(k), we take u(k) ∈ L0(V )(2) as above. Then {u(k)} converges to
∑
n6=0 n
−1 · gn · e
√−1nθ, and we
have the following:
||du(k) − ω(k) − (f (k)0 dr + g(k)0 dθ)||(2) ≤ ||dω(k)||(2) → 0, (k →∞).
Hence ω − (f0 · dr + g0 · dθ) is coboundary.
We also have (dω(k))0 = g
(k)
0 · dr ∧ dθ. Thus we have limk→∞ g(k)0 = g0 and limk→∞ g(k) ′0 = 0. Thus g0 is
constant. Moreover we have
∫ |g0 · dθ · e|2 dvol <∞ if and only if we have a < 0 or a = 0, k < −1. In the case
a < 0 or a = 0, k < −1, we have (log r) · e ∈ L2 and d log r · e ∈ L2. Thus g0 dtt · e and
√−1g0 · dθ · e are same
modulo d · L0.
Let us consider the equation u′0 = f0. From (410), we have
∫ |f0| · r−2a+1 · | log r|kdr <∞.
Lemma 21.4 If a < 0 or a = 0, k < 1, then f0 · dr is a coboundary.
Proof We put
∫ r
A f0 · dρ. We have the following:
|u0|2 ≤
∫ A
r
|f0|2ρ · | log ρ|1−ǫ ·
∫ A
r
ρ−1| log ρ|−1+ǫdρ = ǫ−1
∫ A
r
|f0|2 · ρ · | log ρ|1−ǫdρ · (logAǫ − log r)
≤ 2ǫ−1 ·
∫ A
r
|f0|2 · ρ · | log ρ|1−ǫdρ · | log r|. (413)
Here ǫ is a positive number. In the case a = 0, we impose the condition 0 < ǫ < 1 − k. Then we obtain the
following:
||u0 · e||2(2) =
∫ A
0
|u0|2r−2a−1| log r|k−2dr ≤ 2ǫ−1 ·
∫ A
0
∫ A
r
|f0|2 · ρ| log ρ|1−ǫdρ · | log r|ǫr−2a−1| log r|k−2dr
= 2ǫ−1 ·
∫ A
0
|f0|2 · ρ| log ρ|1−ǫdρ ·
∫ ρ
0
r−2a−1| log r|k−2+ǫdr ≤ C ·
∫ A
0
|f0|2ρ−2a+1| log ρ|k−1 · dρ
≤ C ·
∫ A
0
|f0|2ρ−2a+1| log ρ|k · dρ = C · ||f0 · dr · e||2(2). (414)
Here C is positive constant depending only on ǫ, a and k. Thus Lemma 21.4 follows.
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Lemma 21.5 If a > 0 or a = 0, k > 1, then f0 · dr is a coboundary.
Proof We put u0 :=
∫ r
0 f0 · dρ. Then we have the following:
|u0|2 ≤
∫ r
0
|f0|2 · ρ · | log ρ|1+ǫ · dρ ·
∫ r
0
ρ−1 · | log ρ|−1−ǫdρ = ǫ−1
∫ r
0
|f0|2 · ρ · | log ρ|1+ǫdρ · | log r|−ǫ.
Here ǫ denotes a positive number. In the case a = 0, we impose the condition 0 < ǫ < k − 1. We obtain the
following:
||u0 · e||2(2) =
∫ A
0
|u0|2 · r−2a−1 · | log r|k−2dr ≤ ǫ−1 ·
∫ A
0
∫ r
0
|f0|2 · | log ρ|1+ǫ · dρ · | log r|k−2−ǫ · r−2a−1dr
= ǫ−1 ·
∫ A
0
|f0|2 · ρ · | log ρ|1+ǫdρ ·
∫ A
ρ
r−2a−1| log r|k−2−ǫdr ≤ C
∫ A
0
|f0|2 · ρ−2a+1| log ρ|k−1dρ
≤ C ·
∫ A
0
|f0|2 · ρ−2a+1| log ρ|kdρ = ||f0 · dr · e||2(2). (415)
Thus we are done.
In the case a = 0, k = 1, the group M1 ⊗ dr ⊗H(V ) remains.
21.1.4 The calculation of H2
We put ω = f · dr ∧ dθ. We have the Fourier development f = ∑n fn · e√−1nθ. For n 6= 0, we put gn :=
(n
√−1)−1fn and g =
∑
n6=0 gn · e
√−1nθ. Then we have d(g · dr) = ω − f0 · dr ∧ dθ. We also have the following:
||g · dr||2(2) = 2π
∑
n6=0
∫
|gn|2 · r−2a · | log r|k · r · dr = 2π
∑
n6=0
n−2
∫
|fn|2 · r−2a+1 · | log r|kdr
≤ C
∑
n6=0
n−2
∫
|fn|2 · r−2a+1| log r|k+2dr ≤ C · ||ω||2(2). (416)
Hence ω − f0 · dr ∧ dθ is a coboundary.
Let us consider the equation d(η0) = f0 · dr ∧ dθ · e for η0 = h0 · dθ · e. In the case a < 0 or a = 0, k < −1,
we put h0 =
∫ r
A f0 · dρ. In the case a > 0 or a0, k > −1, we put h0 =
∫ r
0 f0 · dρ. Then, as before h0 is the
L2-section. Thus f0 · dr ∧ dθ is a coboundary.
In the case a = 0, k = −1, the group M1 · dr ∧ dθ remains. Note we have
√−1dr ∧ dθ = dr ∧ dt/t.
Thus the proof of Lemma 21.2 is finished.
21.2 Quasi isomorphisms of complexes of sheaves
21.2.1 The complexes L·(E) and (Eλ ⊗ Ω·,0)
(2)
Let E be a holomorphic vector bundle over ∆∗. Let Dλ be the λ-connection on E, and h be a hermitian metric
of E. Let Lp(E) denote the sheaf on ∆ of germs of locally L2-sections φ of E⊗Ωp for which Dλφ are L2-sections
of E ⊗ Ωp+1. Then we obtain the complex of sheaves L·(E) induced by Dλ.
Let us consider a tame harmonic bundle (E, ∂E , θ, h) over ∆
∗. We obtain (Eλ,Dλ, h) over ∆∗. We have the
projection:
⋄Eλ|O π−→ GrF0 (Eλ|O) =
⊕
β∈C
E
(
GrF0
(Eλ|O), β).
We have the weight filtration W on E
(
GrF0
(Eλ|O), β), induced by the nilpotent part of the residue. We put as
follows:
I :=W1E
(
GrF0
(Eλ|O), 0)⊕⊕
β 6=0
W−1E
(
GrF0
(Eλ|O), β).
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We put as follows:
Eλ(2) :=
{
f ∈ ⋄Eλ ∣∣π(f|O) ∈ I}.
We also put as follows: (Eλ ⊗ Ω1,0)
(2)
:=
{
f ∈ (⋄Eλ ⊗ Ω1,0)
(2)
∣∣ π(f) ∈ W−1GrF0 (Eλ|O)}.
The λ-connection Dλ induces the morphism Eλ(2) −→
(Eλ ⊗ Ω1,0)
(2)
. We denote the complex by
(Eλ ⊗ Ω·,0)
(2)
.
Lemma 21.6 We have the following:
Eλ(2) =
{
f ∈ Eλ ∣∣ ||f ||(2) <∞, ||Dλf ||(2) <∞},
Eλ ⊗ Ω1,0(2) =
{
f ∈ Eλ ⊗ Ω1,0 ∣∣ ||f ||(2) <∞}.
Proof It is clear from our construction and the norm estimate.
We have the naturally defined morphism Ψ :
(Eλ ⊗ Ω·,0)
(2)
−→ L·(Eλ).
Proposition 21.1 The morphism Ψ is quasi isomorphic.
The proposition 21.1 is also essentially due to Zucker [57]. We divide the proof into the two cases. The case
λ = 0 is discussed in the subsubsections 21.2.2–21.2.4. The case λ 6= 0 is discussed in the subsubsections
21.2.5–21.2.7.
21.2.2 The case λ = 0, Preliminary
Let us consider the case λ = 0. We have ⋄E over ∆, the Higgs field θ = f · dz/z and the metric h. We have the
decomposition (the subsubsection 8.2.1):
E =
⊕
α∈Sp(f|O)
Eα, f =
⊕
α∈Sp(f|O)
fα, fα ∈ End(Eα).
We may assume that there exists a sufficiently small positive number ǫ such that |α− β| < ǫ for any eigenvalue
of fα |P (P ∈ ∆∗).
Let v = (vi) be a frame of
⋄E compatible with the following:
• The decomposition E =⊕Eα.
• The parabolic filtration F of E|O.
• The weight filtration on GrF (E|O).
For each vi, we put as follows:
b(vi) := deg
F (vi), α(vi) := deg
E(vi), h(vi) :=
degW (vi)
2
.
If we put v′i := vi · (− log |zi|)−h(vi) · |z|b(vi) and v′ := (v′i). Recall that v′ is adapted over ∆∗ due to Simpson
(see the subsubsection 4.3.3 in [38]). Let us consider the metric h˜ determined as follows:
h˜(vi, vj) := δi j · |z|−2b(vi) ·
(− log |z|2)−2h(vi).
Then the metrics h˜ and h are mutually bounded. Since the complexes L·(E, h) and L·(E, h˜) coincide, we may
use the metric h˜ in the following argument.
We have the decompositions:
L·(E)(2) =
⊕
α∈C
L·(Eα)(2),
(
E ⊗ Ω·,0)
(2)
=
⊕
α∈C
(
Eα ⊗ Ω·,0
)
(2)
.
The decompositions are compatible with the morphism Ψ. The claim of Proposition 21.1 for λ = 0 immediately
follows from the following lemma.
Lemma 21.7 The morphism Ψα :
(
Eα ⊗ Ω·,0
)
(2)
−→ L·(Eα)(2) is quasi isomorphic.
Lemma 21.7 is proved in the subsubsections 21.2.3–21.2.4.
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21.2.3 The proof of Lemma 21.7 (α = 0)
In the case α = 0, the morphism θ0 : E0 −→ E0⊗Ω1,0 is bounded. Let us consider the sheaf Lp,q(E0)(2) on ∆ of
germs of locally L2-section of E0⊗Ωp,q, for which ∂φ is L2. Then we obtain the complex of sheaves Lp,·(E0)(2):
Lp,0(E0)(2) ∂−→ L(p,1)(E0)(2).
We denote the cohomology sheaves of Lp,·(E0)(2) by Hp,·.
Lemma 21.8 We have the following isomorphisms:
H0,0 ≃ E0 (2), H1,0 ≃
(
E0 ⊗ Ω1,0
)
(2)
,
H0,1 ≃M1 ⊗ dt¯⊗GrW1 GrF0
(
E0 |O
)
,
H1,1 ≃M1 ⊗ dt¯⊗ dt
t
⊗GrW−1GrF0 (E0 |O).
Proof To show Lemma 21.8, we need some preparation. We consider the lexicographic order on R × Z. Let
us consider the filtration F˜ of E0 in the category of vector bundles indexed by R× Z, given as follows:
F˜(b,k)(E0) :=
〈
vi
∣∣ degE(vi) = 0, (degF (vi), degW (vi)) ≤ (b, k)〉.
Then we obtain the vector bundle Vb,k = Gr
F˜
(b,k)(E0) on ∆
∗. The tuple v0 b,k = {vi |α(vi) = 0, b(vi) = b, 2h(vi) =
k} naturally induces the frame of Vb,k. We denote it by v˜0 b,k =
(
v˜i |α(vi) = 0, b(vi) = b, 2h(vi) = k
)
.
We have the naturally induced metric h˜b,k on Vb,k, for which we have h˜b,k
(
v¯i, v¯j
)
= δi j · |z|−2b ·
∣∣log |z|∣∣k.
For the complex
(Lp,·(Vb,h), ∂), we recall Proposition 6.4 and Proposition 11.5 in [57].
Lemma 21.9 We have the following isomorphisms:
H0(Lp,·(Vb,k)) ≃ (Vb,k ⊗ Ωp,0)(2),
H1(L0,·(Vb,k)) =

M1 ⊗ Vb,k |O · dt¯ (b0, k = 1),
0 (otherwise),
H2(L1,·(Vb,k)) =
 M1 ⊗ Vb,k |O · dt¯
dt
t (b = 0, k = −1),
0 (otherwise).
Proof The case b = 0 is shown in Proposition 6.4 in [57]. and the case −1 < b < 0 is shown in Proposition
11.5 in [57]. The general case can be reduced to the two cases above.
We have the naturally defined inclusion
(
GrF˜(b,k)(E0) ⊗ Ωi,0
)
(2)
−→ Li,·(GrF˜(b,k)(E0)), and we have the
isomorphism: (
GrF˜(b,k)(E0)⊗ Ωi,0
)
(2)
≃ H0(Li,·(GrF˜(b,k)(E0))).
We also have the isomorphism (E0 ⊗ Ωi,0)(2) ≃ H0
(Li,·(E0))(2). Then Lemma 21.8 is obtained by an easy
spectral sequence argument.
We have the morphism of the complexes: θ0 : L0,·(E0)(2) −→ L1,·(E0)(2). It is easy to see that it induces the
isomorphism H1(L0,·(E0)(2)) −→ H1(L1,·(E0)(2)). Then it follows from an easy spectral sequence argument,
that the inclusion
(
E0 ⊗ Ω· 0
)
(2)
−→ L·(E0)(2) is quasi isomorphic.
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21.2.4 The proof of Lemma 21.7 (α 6= 0)
This is the easier part in the proof of Lemma 21.7. In the case α 6= 0, the morphism θα : Eα −→ Eα ⊗ Ω1,0
is invertible. Let F : Eα ⊗ Ω1,0 −→ Eα denote the inverse. Then there exists a positive constant C such that
|F |h ≤ C · (− log |z|)−1.
The morphism F induces the morphism Eα ⊗ Ω1,1 −→ Eα ⊗ Ω0,1, which we denote also by F .
Lemma 21.10 We have H2(L·(Eα)) = 0.
Proof Let g be an L2-section of Eα ⊗Ω1,1. Then F (g) is the L2-section of Eα ⊗Ω0,1 such that θα(F (g)) = g.
It implies H2(L·(Eα)) = 0.
Lemma 21.11 We have H1(L·(Eα)(2)) = 0 and H1((Eα ⊗ Ω·,0)(2)) = 0.
Proof The vanishingH1((Eα⊗Ω·,0)(2)) = 0 can be checked directly. Let us show the vanishingH1(L·(Eα)(2)) =
0. Let g1 · dz¯ + g2 · dz be an L2-section of Eα ⊗ Ω1 such that the following holds:
(∂ + θ)(g1 · dz¯ + g2 · dz) = θ(g1) · dz¯ + ∂g2 · dz = 0.
We put g3 := F (g2 · dz), which is a L2-section of Eα. Then we have θ(g3) = g2 · dz by our construction. We
also have the following:
θα(∂g3) = −∂θα(g3) = −∂(g2) · dz = θα(g1) · dz¯.
Since θα is invertible, we obtain ∂g3 = g1. Thus we obtain the vanishing H1
(L·(Eα)(2)).
Lemma 21.12 We have the vanishings H0(L·(Eα)(2)) = 0 and H0((Eα ⊗ Ω·,0)(2)) = 0.
Proof It immediately follows from the invertibility of θα.
Therefore the proof of Lemma 21.7 is finished.
21.2.5 The case λ 6= 0, Preliminary
Let us continue to prove the case λ 6= 0 in Proposition 21.1. We consider the complex induced by the flat
connection Dλ,f instead of Dλ. Clearly, the complexes are naturally quasi isomorphic.
Let us consider the space H
(Eλ) of the multi-valued flat section of Eλ. We have the filtration FH(Eλ) by
an increasing order, and we have the generalized eigen decomposition H
(Eλ) =⊕ω∈Spf (Eλ) E(H(Eλ), ω). We
also have the weight filtration W on GrF
(
H
(Eλ)).
Let s be a frame of H
(Eλ), which is compatible with the decomposition E, the filtration F , and the filtration
W . We put as follows:
ω(si) := deg
E(si), b(si) := deg
F (si), h(si) :=
1
2
degW (si).
We put vi := F (si, 0), and v = (vi). Then we have Dv = v ·A ·dz/z for some constant matrix A ∈M(r), whose
eigenvalues α satisfy the condition 0 ≤ Re(α) < 1.
Let α(vi) denote the complex number satisfying exp
(−2π√−1 · α(si)) = ω(si) and 0 ≤ Reα(si) < 1. We
also put as follows:
b(vi) := b(si)− Reα(vi), h(vi) := h(si).
We put v′i := vi · |z|b(vi) · (− log |z|)−h(vi) and v′ := (v′i).
Lemma 21.13 The C∞-frame v′ over ∆∗ is adapted.
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Proof It is easy to reduce the claim to the norm estimate in one dimensional case.
Let us consider the metric h˜ defined as follows:
h˜(vi, vj) = δi j · |z|−2b(vi)
(− log |z|)2h(vi).
Then the metrics h˜ and h are mutually bounded. Thus we use h˜ in the following.
We have the decomposition Eλ =⊕α∈C Eλα , where Eλα is given as follows:
Eλα :=
〈
vi
∣∣α(vi) = α〉.
The morphism Ψ is compatible with the decomposition, i.e., Ψ is a direct sum of the morphisms Ψα :
(Eλα ⊗
Ω·,0
)
(2)
−→ L·(Eλα). The claim of Proposition 21.1 for λ 6= 0 immediately follows from the following lemma.
Lemma 21.14 The Ψα is quasi isomorphic.
Lemma 21.14, which is essentially due to Zucker, is proved in the subsubsections 21.2.6–21.2.7.
Before entering the proof of Lemma 21.14, we need some preparation. We have the filtration F˜ of Eλα given
as follows:
F˜bEλα =
〈
vi
∣∣α(vi) = α, b(vi) ≤ b〉.
We have the naturally induced frame vb,α :=
(
vi
∣∣α(vi) = α, b(vi) = b). We also have the weight filtration W
on GrF˜b
(Eλα):
WhGr
F˜
b
(Eλα) = 〈vi ∣∣α(vi) = α, b(vi) = b, 2h(vi) ≤ h〉.
Then we obtain the vector bundle Vb,h := Gr
W
h Gr
F˜
b
(Eλα). We have the naturally induced frame v˜b,h :=(
v˜i
∣∣α(vi) = α, b(vi) = b, 2h(vi) = h). Then we have the induced metric h˜b,h on Vb,h, for which we have
h˜b,h
(
v˜i, v˜j
)
= δi j · |z|−2b · (− log |z|)h. We also have the naturally induced connection ∇, for which we have
∇(v˜i) = v˜i · α · dz/z.
21.2.6 Proof of Lemma 21.14 (The case α = 0)
Due to Lemma 21.2, we have the following:
H0(L·(Vb,h)(2)) = { H(Vb,h), (b < 0, or b = 0, h < 0).0 (otherwise).
H1(L·(Vb,h)(2)) =

dt
t
⊗ Vb,h (b < 0, b = 0, h ≤ −2),
M1 · dr ⊗ e, (b0, h = 1)
0 (otherwise).
H2(L·(Vb,h)(2)) =

M1 · dr ∧ dt
t
⊗ e (b = 0, h = −1),
0 (otherwise).
On the other hand, the following can be checked directly:
H0(L(Vb,h ⊗ Ω·,0)(2)) =

H
(
Vb,h
)
, (b < 0, or b = 0, h ≤ 0),
0 (otherwise).
H1((Vb,h ⊗ Ω·,0)(2)) =

dt
t
⊗H(Vb,h), (b < 0, or b = 0, h ≤ −2),
0 (otherwise).
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We have the spectral sequence:
Ep,q1 = Hp+q
(
GrW−p L·
(
GrFb (Eλ0 )
)
(2)
)
=⇒ Hp+q(L·(GrFb (Eλ0 ))(2))
Ep,q1 = Hp+q
(
GrW−p
(
GrFb (Eλ0 )⊗ Ω·,0
)
(2)
)
=⇒ Hp+q((GrFb (Eλ0 )⊗ Ω·,0)(2)).
We have Ep,q1 = E
p,q
2 for both of them. In the calculation of E
p,q
3 , the M1 · dr ⊗ e in H1(L·(Vb,h)(2))
(b = 0, h = 1) and M1 · dr ∧ dt/t⊗ e in H2(L·(Vb,h)(2)) (b = 0, h = −1) are canceled.
The morphism
(
GrFb (Eλ0 ) ⊗ Ω·,0
)
(2)
−→ L·(GrFb (Eλ0 ))(2) induces the morphisms of the spectral sequences.
Then the induced morphisms are isomorphic at the E3-level. As a consequence, the morphism
(
GrFb (Eλ0 ) ⊗
Ω·,0
)
(2)
−→ L·(GrFb (Eλ0 ))(2) is quasi isomorphic.
As a result, we obtain that
(Eλ0 ⊗ Ω·,0)(2) −→ L·(Eλ0 )(2) is quasi isomorphic.
21.2.7 The proof of Lemma 21.14 (The case α 6= 0)
Due to Lemma 21.1, we have the vanishing for i = 0, 1, 2
Hi(L·(GrWh GrFb (Eλα))(2)) = 0.
The following vanishings can be checked by a direct calculation:
Hi((GrWh GrFb (Eλα))(2)).
Thus the morphism
(Eλ ⊗ Ω·,0)
(2)
−→ L·(Eλ)(2) is quasi isomorphic. Therefore we obtain Lemma 21.14, and
thus Proposition 21.1.
21.3 Globalization of isomorphisms
21.3.1 First replacement
Let C be a quasi projective curve over C, and C be the smooth completion. We take a Kahler metric of C
which is equivalent to the Poincare` metric around the points C − C. Then C is a complete Kahler manifold.
Let (E, ∂E , θ, h) be a tame harmonic bundle over C. Then we have the complex of sheaves L·(Eλ)(2) and(Eλ ⊗ Ω·,0)
(2)
over C.
Proposition 21.2 The naturally defined morphisms
(Eλ ⊗ Ω·,0)
(2)
−→ L·(Eλ)(2) are quasi isomorphic.
Proof It follows from Proposition 21.1.
21.3.2 Second replacement
It is not so clear how we consider a family version of L·(Eλ)(2) (λ ∈ C). So we replace them, as is explained
in the following. Let Dλ ∗ denote the formal adjoint of the differential operator Dλ. Recall the formula of the
Laplacians:
λ = D
λ ◦ Dλ ∗ + Dλ ∗ ◦ Dλ = (1 + |λ|2)0 = (∂ + θ) ◦ (∂ + θ)∗ + (∂ + θ)∗ ◦ (∂ + θ). (417)
Let L˜0(Eλ)(2) denote the sheaf of germs of locally L2-sections φ of Eλ for which λφ is L2. Let L˜1(Eλ)(2)
denote the sheaf of germs of locally L2-sections φ of Eλ ⊗ Ω1 for which Dλφ and Dλ ∗φ are L2. Let L˜2(Eλ)(2)
denote the sheaf of germs of locally L2-sections φ of Eλ⊗Ω2. Then we obtain the complex of sheaves L˜·(Eλ)(2).
We have the naturally defined morphism L˜·(Eλ)(2) −→ L·(Eλ)(2).
The following lemma is easy to see.
Lemma 21.15 The sheaves Li(Eλ)(2) and L˜i(Eλ)(2) are soft.
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Lemma 21.16 The morphism Γ
(
C, L˜·(Eλ)(2)
) −→ Γ(C,L·(Eλ)(2)) is quasi isomorphic.
Proof We put V :=
⊕
L2(Eλ ⊗ Ωi). Since the operator Dλ + Dλ ∗ on V is self adjoint. Thus we have the
orthogonal decomposition L2
(Eλ ⊗ Ωi) = Hi ⊕ Im(Dλ + Dλ ∗). Then we obtain the isomorphisms:
Hi
(
Γ
(L˜(Eλ)(2))) ≃ Hi(Γ(L(Eλ)(2))) ≃ Hi.
Thus we are done.
The morphism
(Eλ⊗Ω·,0)
(2)
−→ L·(Eλ)(2) is decomposed into the morphisms
(Eλ⊗Ω·,0)
(2)
−→ L˜·(Eλ)(2) −→
L·(Eλ)(2). Thus we obtain the following.
Proposition 21.3 We have the natural isomorphism of Hi
((Eλ ⊗ Ω·,0)
(2)
) ≃ Hi(Γ(L˜·(Eλ)(2))).
21.4 Family of isomorphisms
21.4.1 Family of L2-complexes
Let C be a quasi projective curve and C be the smooth completion. We take a complete Kahler metric of C
which is equivalent to Poincare´ metric around C −C. Then we have the naturally defined measure on Cλ×C.
Let (E, ∂E , θ, h) be a tame harmonic bundle over C. Let pλ : Cλ × C −→ C denote the projection. Then
we have the C∞-bundle E = p−1λ E. We have the naturally defined metric on E ⊗ ΩpC .
Let L2((λ, P ), E ⊗ΩpC) denote the space of germs of L2-sections of E ⊗ΩpC at the point (λ, P ). Let f be an
element of L2((λ, P ), E ⊗ ΩpC). Let us consider the following condition.
Condition 21.1 There exist open subsets λ ∈ U1 ⊂ Cλ and P ∈ U2 ⊂ C, and an element L2(U1 × U2)
satisfying the following:
1. The germ of F at (λ, P ) is f .
2. Due to Fubini’s theorem, F induces the measurable function ΦU1×U2F : U1 −→ L2(U2, E ⊗ ΩpC). Then the
function ΦU1×U2F is holomorphic.
Note the following easy lemma.
Lemma 21.17 Let f be an element of L2((λ, P ), E ⊗ ΩpC). Assume that there exist Ui (i = 1, 2) and F as in
Condition 21.1. Let λ ∈ U ′1 and P ∈ U ′2 be open subsets, and F ′ be an element of L2(U ′1 × U ′2) whose germ is
f . Then there exist open subsets λ ∈ U ′′1 and P ∈ U ′′2 be open subsets such that and F ′|B satisfies the conditions
1 and 2 in Condition 21.1.
Definition 21.1
• An element f ∈ L2((λ, P ), E ⊗ ΩpC) is called λ-holomorphic, if Condition 21.1 holds for f .
• Let C((λ, P ), E ⊗ ΩpC) denote the subspace of L2((λ, P ), E ⊗ ΩpC), which consists of the λ-holomorphic
germs.
Lemma 21.18 The following sequence is exact.
0 −−−−→ C((λ0, P ), E ⊗ ΩpC) λ−λ0−−−−→ C((λ0, P ), E ⊗ ΩpC) −−−−→ L2(P, Eλ ⊗ ΩpC) −−−−→ 0.
Let f be an element of C((λ0, P ), E ⊗ ΩpC). Let Ui (i = 1, 2) and F be as in Condition 21.1, and then
we obtain the holomorphic function ΦU1×U2F : U1 −→ L2
(
U2, E ⊗ ΩpC
)
. Let U ′i (i = 1, 2) and F
′ be also as
in Condition 21.1, and then we obtain the holomorphic function Φ
U ′1×U ′2
F ′ : U
′
1 −→ L2
(
U ′2, E ⊗ ΩpC
)
. Let us
take a sufficiently small open subset U ′′1 ⊂ U1 ∩ U ′1, and let us put U ′′2 = U2 ∩ U ′2. Then both of ΦU1×U2F and
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Φ
U ′1×U ′2
F ′ induce the holomorphic morphisms U
′′
1 −→ L2(U ′′2 , E⊗ΩpC), and they coincide. In this sense, the germ
f ∈ C((λ0, P ), E ⊗ ΩpC) determines the germ Φf of holomorphic function to the space L2(P,E ⊗ ΩpC) at λ0.
We put as follows:
L˜2(P,E ⊗ Ω0) := {f ∈ L2(P,E ⊗ Ω0) ∣∣f ∈ L2(P,E ⊗ Ω0)},
L˜2(P,E ⊗ Ω2) := L2(P,E ⊗ Ω2).
We also put as follows:
L˜2(P,E ⊗ Ω1) :=
{
f ∈ L2(P,E ⊗ Ω1)
∣∣∣∣ (∂ + θ)f ∈ L2(P,E ⊗ Ω2),(∂ + θ)∗f ∈ L2(P,E ⊗ Ω0)
}
.
Lemma 21.19 Let λ be any element of Cλ. We have the following:
L˜2(P,E ⊗ Ω1) :=
{
f ∈ L2(P,E ⊗ Ω1)
∣∣∣∣ Dλf ∈ L2(P,E ⊗ Ω2),(Dλ)∗f ∈ L2(P,E ⊗ Ω0)
}
.
Proof It follows from (417).
Let us consider the following condition for an element f ∈ C((λ0, P ), E ⊗ ΩpC):
(⋆) Φf is the germ of a holomorphic function to L˜2
(
P,E ⊗ Ωp) at P .
Then we put as follows:
C˜((λ0, P ), E ⊗ ΩiC) := {f ∈ C((λ0, P ), E ⊗ ΩpC) ∣∣ f satisfies (⋆)}.
Lemma 21.20 The λ-connection induces the complex:
C˜((λ, P ), E ⊗ Ω0) −→ C˜((λ, P ), E ⊗ Ω1) −→ C˜((λ, P ), E ⊗ Ω2).
Proof It follows from Lemma 21.19.
Let S(E ⊗ Ω2) denote the sheaf of germs C˜ on Cλ × C. Due to Lemma 21.20, the λ-connection D induces
the complex S(E ⊗ Ω·).
Lemma 21.21 We have the exact sequence of the complexes:
0 −−−−→ S(E ⊗ Ω·) λ−λ0−−−−→ S(E ⊗ Ω·) −−−−→ L˜(Eλ ⊗ Ω·)(2) −−−−→ 0.
Proof It follows from Lemma 21.18.
The following lemma can be checked directly.
Lemma 21.22 The sheaves S(E ⊗Ωp) (p = 0, 1, 2) are f -soft for the projection Cλ ×C −→ Cλ. (See [31] for
the definition of f -soft.)
In particular, we have Rif∗S(E ⊗ Ωp) = 0 for i 6= 0.
Hence Rf∗S(E ⊗ΩpC) is canonically quasi isomorphic to f∗S(E ⊗ΩpC). The sheaf f∗S(E ⊗Ωp) is naturally
isomorphic to the sheaf of L˜2(E ⊗ΩpC)-valued holomorphic functions over Cλ, i.e., it corresponds to the trivial
vector bundle Cλ × L˜2(E ⊗ ΩpC).
Lemma 21.23 The complex f∗S(E ⊗ ΩpC) is quasi isomorphic to
⊕
i H
i[−i].
Proof We regard
⊕
i H
i[−i] as the complex with the trivial differential. We have the naturally defined mor-
phism of
⊕
i H
i[−i] to f∗S(E ⊗ ΩpC). By using the argument in the subsubsection 2.8.1, we can show that the
morphism is quasi isomorphic.
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21.4.2 The sub-complex Q(λ0) of E⊗ Ω·,0
Let λ0 be a point of Cλ. Let P be a point of C¯ − C. We pick an appropriate coordinate around P , then we
can pick an embedding ∆ −→ C such that the image of O is P . Let us consider the restriction of (E, ∂E , θ, h)
to ∆∗.
We take a sufficiently small positive number ǫ0, then we have the filtration V
(λ0)
(
E). We have the projec-
tions:
π1 : V
(λ0)
≤−1
(
E) −→ GrV (λ0)−1 (E),
π2 : V
(λ0)
≤0
(
E)⊗ Ω1,0C −→ GrV (λ0)0 (E)⊗ Ω1,0C .
We have the generalized decomposition with respect to the action of −ðzz:
GrV
(λ0)
−1
(
E) =⊕p(λ0,u)=−1 E(GrV (λ0)−1 ,−e(λ, u)),
GrV
(λ0)
−0
(
E)⊗ Ω1,0C =⊕p(λ0,u)=0 E(GrV (λ0)0 ,−e(λ, u)).
We put as follows:
Q(λ0) 0 := π−11
(
W1E
(
GrV
(λ0)
−1
(
E),−1)), Q(λ0),1 := π−12 (W−1E(GrV (λ0)0 (E), 0)⊗ Ω1,0C ).
We consider the above procedure for any point of C¯ − C. Then we obtain the complex Q(λ0) • on C¯.
Lemma 21.24 We have the inclusion Q(λ0) • −→ E⊗ Ω•,0, which is quasi isomorphic.
Proof The following morphism is isomorphic due to the strictly specializability of E:
E
V
(λ0)
−1 (E)
−→ E⊗ Ω
1,0
V
(λ0)
0 E⊗ Ω1,0
.
The following morphism is isomorphic, which we can show by using Proposition 15.1:
GrV
(λ0)
−1 E
W1E
(
GrV
(λ0)
−1 ,−1
) −→ GrV (λ0)0 E⊗ Ω1,0
W−1E
(
GrV
(λ0)
0 , 0
)⊗ Ω1,0 .
Then we obtain the result.
Let us consider the case ∆(λ1, ǫ1) ⊂ ∆(λ0, ǫ0).
Lemma 21.25 We have the following commutative diagramm:
Q(λ0)|X (λ1,ǫ1) −−−−→
(
E⊗ Ω·,0)|X (λ1,ǫ1)y y
Q(λ1) =−−−−→ (E⊗ Ω·,0)|X (λ1,ǫ1).
Proof It can checked easily from the definition.
21.4.3 The comparison of Q(λ0) and S(E ⊗ Ω·)
We have the natural inclusion:
Q(λ0) −→ S(E ⊗ Ω·)|X (λ0,ǫ0). (418)
Hence we obtain the morphism:
Rf∗
(Q(λ0)) −→ Rf∗(S(E ⊗ Ω·)|X (λ0,ǫ0)). (419)
First let us consider the specialization of (419) at λ ∈ ∆(λ0, ǫ0).
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Lemma 21.26 The following morphism is quasi isomorphic:
Rf∗Q(λ0)|Xλ −→ Rf∗S(E ⊗ Ω·)|Xλ = Rf∗L˜2
(
E ⊗ Ω·).
Proof We have the natural inclusion:
Q(λ0)|Xλ −→
(Eλ ⊗ Ω·,0)
(2)
. (420)
It is easy to check the morphism (420) is quasi isomorphic. Then the lemma immediately follows from Propo-
sition 21.3.
We have the following commutative diagram:
0 −−−−→ Q(λ0) · λ−λ0−−−−→ Q(λ0) · −−−−→ Q(λ0)|Xλ0 −−−−→ 0y y y y y
0 −−−−→ S(E ⊗ Ω·) λ−λ0−−−−→ S(E ⊗ Ω·) −−−−→ L˜(Eλ0 ⊗ Ω·)(2) −−−−→ 0.
Let us consider the following induced commutative diagramm:
Hi(Rf∗(Q(λ0) ·) −−−−→ Hi(Rf∗(Q(λ0)|Xλ0)
ϕ
y y
Hi(f∗S(E ⊗ Ω·)) −−−−→ Hi
(L˜2(Eλ0 ⊗ Ω·)(2))
(421)
Lemma 21.27 Hi(Rf∗(Q(λ0)) and Hi(f∗S(E ⊗ Ω·)) are isomorphic.
Proof We will use a descending induction on i. We assume that the isomorphism for i + 1 is shown, and we
will show that the morphism for i is isomorphic.
Due to Lemma 21.23, the multiplication of (λ − λ0) on Hi+1
(
Rf∗S(E ⊗ Ω·)
)
is injective. Hence we obtain
that the upper vertical arrow in (421) is surjective. Due to Lemma 21.26, the right vertical arrow is isomorphic.
Then we obtain the following:
Hi(f∗S(E ⊗ Ω·)) = (λ− λ0) · Hi(f∗S(E ⊗ Ω·)) + Imϕ.
Then we obtain the surjectivity of ϕ due to Nakayama’s Lemma.
Let us show the injectivity of ϕ. Let f be a section of Hi(Q(λ0)) such that ϕ(f) = 0. Since the right vertical
arrow is isomorphic, f is of the form (λ − λ0) · g for some section g of Hi
(Q(λ0)). Since the multiplication of
(λ − λ0) on Hi
(
Rf∗S(E ⊗ Ω·)
)
is injective, we obtain ϕ(g) = 0. Thus we obtain Ker(ϕ) = (λ − λ0) · Ker(ϕ).
Then we obtain Ker(ϕ) = 0 due to Nakayama’s Lemma.
Lemma 21.28 Let us consider the case ∆(λ1, ǫ1) ⊂ ∆(λ0, ǫ0). We have the following commutative diagramm:
Hi(Rf∗Q(λ0))|∆(λ1,ǫ1) −−−−→ Hi(Rf∗S(E ⊗ Ω·))|∆(λ1,ǫ1)y y
Hi(Rf∗Q(λ1)) −−−−→ Hi(Rf∗S(E ⊗ Ω·))|∆(λ1,ǫ1).
The horizontal arrows are isomorphic.
Proof It is clear from the definition.
Lemma 21.29 We have the canonical isomorphisms:
Hi(Rf∗(E⊗ Ω·,0)) ≃ Hi(f∗S(E ⊗ Ω·)) ≃ Hi ⊗OCλ .
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Proof It follows from Lemma 21.24, Lemma 21.25, Lemma 21.26 and Lemma 21.28.
Corollary 21.1 The induced R-triple (Rif∗(E⊗ Ω·), Rif∗(E⊗Ω·), C) is pure twistor of weight i. The polar-
ization is naturally given. The hard Lefschetz theorem holds.
Proof The twistor property and the positivity can be shown by an argument similar to the proof of Theorem
2.24 in the paper of Sabbah [42]. Since we can take the harmonic repesentatives of the cohomology classes, the
hard Lefschetz theorem clearly holds.
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