Abstract-In this paper, we address the problem of steering Lagrange system to track targets with unknown trajectory in the presence of modeling uncertainties and actuation faults. Artificial neural network technique is employed to reconstruct the behavior of the targets with unknown trajectory, with which robust adaptive faulttolerant tracking control algorithms are developed. The developed control scheme is able to cope with unknown desired trajectory, attenuate modeling uncertainties and accommodate actuation faults. The proposed control scheme is shown to be able to maintain close target tracking despite actuation ineffectiveness and desired trajectory uncertainty. The benefits and feasibility of the developed control are also confirmed by simulations.
I. INTRODUCTION
T HE problem of controlling a dynamic system to track a given reference (target) is frequently encountered in many important applications. For instance, autodriving, target pursuing, autoparking, etc., all involve what is referred to as a trajectory tracking. As a matter of fact, most engineering control problems can be formulated into tracking trajectory, which has attracted a great deal of attention from the control community. The past few decades have witnessed much progress in tracking control of various dynamic systems [1] - [8] . Note that most existing tracking control methods are based on the assumption that the reference (desired) trajectory is precisely available a priori for control design [3] , [4] , [6] , [8] .
However, in practice, the targets to be tracked might not be clearly captured such that the desired trajectory is unavail- able for control design. For example, in missile interception, the trajectory of the incoming missile might be intentionally made unavailable (i.e., hidden or stealthy attacker), as conceptually illustrated in Fig. 1 . From the trajectory tracking control point of view, this literally corresponds to the scenario of tracking a reference (trajectory) that is unknown (uncertain) a priori. Furthermore, in practical system operation, unexpected actuation faults might occur [20] - [25] . Although there is a rich collection of technical results on tracking control of various systems under different conditions (e.g., [14] - [25] ), very few have explicitly addressed the more practical yet more challenging situation with unknown desired trajectory and actuation faults [26] , [27] . It is therefore of theoretical and practical importance to investigate the tracking control problem in the presence of actuation failures, whereas the desired trajectory to be tracked is unavailable for control design.
In this paper, we develop a neural adaptive fault-tolerant control scheme for a class of Lagrange systems tracking unknown desired trajectory in the presence of actuation faults and modeling uncertainties. The main contributions of this paper can be summarized as follows.
1) A neural network (NN)-based mechanism is developed to capture the main evolution feature of the unknown desired trajectory, which is embedded into tracking control design. 2) Robust adaptive control algorithms are derived to maintain close tracking along the unknown desired trajectory (with sufficient accuracy) in the presence of modeling uncertainties and actuation faults. 3) All the closed-loop system signals are ensured to be bounded and continuous everywhere.
II. PROBLEM FORMULATION
In this study, we consider the Lagrange dynamic system described by [12] - [14] , [28] - [31] :
where q = [q 1 , . . . , q n ] T ∈ R n is the state vector of the system; M (q) ∈ R n ×n denotes the generalized inertia matrix; C(q,q) ∈ R n is the vector of Coriolis and centrifugal forces; G(q) ∈ R n is the vector of gravitational force; τ f (q, t) ∈ R n models the frictional and other disturbing forces; and u a ∈ R n represents the input vector of the system.
As unanticipated actuator faults may occur inevitable in practice for a "long-term" operation, we additionally include such scenario in the model in which the actual control vector u a and the designed control vector u are no longer the same anymore. Instead, they are linked via
where ρ = diag{ρ j } ∈ R n ×n , j = 1, . . . , n, is the "healthy indicator," u r is the uncontrollable portion of actuation input, t ρ and t r denote the time instant at which the loss of actuation effectiveness fault and the additive actuation fault occurs, respectively. Both ρ(t, t ρ ) and u r (t, t r ) are assumed to be unknown, time-varying, and undetectable. In this paper, we consider the case that 0 < ρ j (·) ≤ 1, j = 1, . . . , n.
The following standard assumptions are needed for our control development.
Assumption 1: The inertia matrix M (q) is unknown but symmetric and positive definite, i.e., there exists some unknown constants m andm satisfying the following inequality 0 < m ≤ min{eig(M −1 )} ≤m, where M −1 is the inverse of M (q).
Assumption 2: The uncontrollable control signal u r (·) is unknown, possibly fast time-varying and unpredictable, but bounded that there exists some unknown constant u r (·) ≤ū r .
Remark 1: Assumption 1 naturally holds to Euler-Lagrange systems (see in [9] , [10] , [12] - [14] ). Assumption 2 imposes a bounded condition on the failure uncontrollable part, which is necessary for a feasible fault accommodation solution to be developed. The health indicator ρ j considered for each channel is unknown and time varying, which literately impacts the control input through an uncertain way, as usually the case in practice, which makes the underlying fault tolerant control problem more changing [20] - [25] . It should be mentioned that it is rather difficult to get actual bounds involved in Assumptions 1-2. Interestingly, in the control scheme to be developed, there is no need for analytical estimation of such bounds, although the fact that those bounds do exist is used for stability analysis.
We define e = q − q * andė =q −q * as the position error and speed tracking error. The control objective is to design an adaptive tracking controller for the system, such that the actual q andq closely follow the desired trajectory q * andq * , respectively.
The problem can be trivially solved by using the well-known methods on robotic systems such as [7] , [8] , [10] , [11] . However, if precise q * is not available for control design, most existing methods become invalid, calling for more dedicated approach for control design.
III. RECONSTRUCTION OF UNKNOWN DESIRED TRAJECTORY
In this paper, the approximation capabilities of NN will be exploited to reconstruct the desired trajectory q * . By the wellknown universal approximation theory [15] - [17] , we can express the continuous function q * as
where W * (t) ∈ R n ×p is unknown and time-varying ideal (optimal) weight matrix; ϕ(t) ∈ R p denotes the known basis bounded function; and ε(t) ∈ R n is the approximation error, which is bounded up to its first-order derivative such that for some unknown constant max > 0 and d > 0 satisfy as
It is well known that any continuous function can be approximated via a series of linear combination of basis functions in a function space, such as in [27] . In particular, if the desired target q * i , i = 1, 2, . . . , n is periodic with period T , then q * i can be expressed as q * , which is similar to (3) .
Note that even with the NN-based reconstruction of q * as in (3), one still cannot make use of such q * to design the control scheme because it involves the unknown weight matrix W * and reconstruction error ε. For this reason, we compute the approximated trajectory q d by
whereŴ (t) is the estimation of W * (t) with the weight estimation errorW (t) = W * (t) −Ŵ (t). To proceed, the following assumption is made. Assumption 3: The unknown and time-varying weight W * , as well as its derivative are bounded, i.e., there exist some unknown constants ω 1 and ω 2 such that W *
Remark 3: In contrast to most existing NN-based function approximation setting [1] , [5] , [17] , where the ideal weight W * has been commonly assumed to be constant, here in this paper, time-varying weight W * (t) is considered. Allowing W * (t) to vary with time is inspired by the traits of biological systems capable of adapting themselves to varying environment.
Remark 4: When W * (t) is time varying, most existing control design and stability analysis methods based upon constant ideal weights are no longer applicable as the effect ofẆ * (t) = 0 has been ignored.
Define the computable tracking error e m = q − q d andė m = q −q d , where q andq are obtained by position sensor and velocity sensor, respectively, q d is obtained through (4) 
Now, we present a strategy to updateŴ as follows:
where σ = diag{σ 1 , . . . , σ n }, and η(e m ) ≤ η m < ∞ is an arbitrary differentiable bounded function of e m .
In view of (6), it is readily obtained thaẗ
whereη(e m ) = Theorem 1: IfŴ is updated by (6),Ŵ andẆ are uniformly ultimately bounded (UUB).
Proof: Consider the following Lyapunov function candidate:
Differentiating V 1 with respect to time and using (6), one haṡ
According to trace operator property in matrix [33] , it holds that
Thus, the following inequality can be derived from (9)
Note that T r(A T A)
1 2 = A F , then we havė
where
From (12), it is concluded that V 1 enters the set
σ } as time goes by. Once V 1 is outside the set Ω 1 ,V 1 < 0. Thus, we can conclude thatW (Ŵ ) is ultimately uniformly bounded. From (6), one can conclude thatẆ is UUB, which further implies thatẆ is UUB with the Assumption 3.
IV. CONTROL DESIGN AND STABILITY ANALYSIS
To build a feasible control scheme, we introduce the following filtered error:
where α 1 is some positive constant chosen by the user. Note that such ζ is computable as q andq are obtainable from regular position and velocity sensors, and q d as well asq d can be obtained from (4) and (5) . By virtue of (1) and (2), we get from (13) thaṫ
A. Model-Based Control
Under the ideal situation that there is no modeling uncertainty nor actuation fault, the following model-based control can be developed:
The stability of this model-based control can be easily shown by using
Such control, although leads to exponential convergence of ζ, cannot be realized in practice because M (·) and Ψ(·) are unavailable. In the sequel, we explore a control solution that is not directly based on M (·) and Ψ(·) precisely.
B. Control Under Healthy Actuation
According to Assumption 1, Assumption 2 and using the facts that C(q,q)q ≤ c 1 q 2 , G(q) ≤ c 2 < ∞, and τ f (q, t) ≤ c 3 q for some constants c 1 , c 2 , c 3 , we can upper bound Ψ(·) as follows:
with
Note that a is a new yet unknown constant (called virtual parameter in [19] ) and φ(·) is a scalar function independent of system parameters,q d ,q d are computed by (5) and (16) .
To proceed, we establish the relation between e and e m as well asė andė m . First, it is straightforward to derive
= e m −W T ϕ(t) − ε(t).
Differentiating (21) with respect to time, we obtaiṅ
Therefore, we see that if e m ∈ ∞ ,W ∈ ∞ , ϕ ∈ ∞ , and ε ∈ ∞ , then e ∈ ∞ . Furthermore, from (22), we see that iḟ e m ∈ ∞ ,Ẇ ∈ ∞ ,φ ∈ ∞ , andε ∈ ∞ , then we can conclude thatė ∈ ∞ . So the key is to design the control to ensure the boundedness of e m ,ė m ,W , andẆ , which is addressed in the sequel. Under the healthy actuation condition, ρ j = 1, j = 1, . . . , n and u r = 0. An adaptive control scheme, as conceptually shown in Fig. 2 , is developed to solve the tracking control problem as follows:
where φ is defined as (20) , k 1 > 0 and γ 1 > 0 are chosen by the designer. The updating rule forâ iṡ
where γ 0 > 0 is a user-chosen design parameter. As ζ is needed in (23) and (24), which is computed by (13) .
With the help of Theorem 1, the following tracking result can be established.
Theorem 2: Consider the nonlinear dynamic system (1) subject to unknown target as described in (3). Under Assumption 1 and Assumption 3, if the adaptive control (23) with the update law (6) and (24) is applied, then the tracking error e is ensured to be bounded.
Proof: Construct the following Lyapunov function candidate:
where the parameter estimation errorã is defined asã = a − mâ and m is defined as Assumption 1, rather thanã = a −â. It is such treatment that facilitates the control design and stability analysis, as seen shortly. Differentiating V 2 with respect to time and using (14) , one haṡ
In view of (18) and under the healthy actuation ρ j = 1, j = 1, . . . , n, we havė
Substituting (23) into (28) and using Assumption 1 yieldṡ
By using Young's inequality, it holds for any γ 1 > 0 that
In view of (24) and (30), it is derived from (29) thaṫ
Note thatãâ
Using (32), we get from (31) thaṫ
where l is outside the set Ω 1 ,V 2 < 0, therefore, there exists a finite time
for ∀t > T 0 . Thus, we can conclude that ζ is ultimately uniformly bounded. Thus from the definition of ζ, we have e m andė m are UUB.
In the sequel, we prove all the internal signals in the system are continuous and bounded. From (33) , it is derived that
Therefore, V 2 ∈ ∞ , which implies that ζ ∈ ∞ andâ ∈ ∞ , hence, it holds that e m ∈ ∞ andė m ∈ ∞ , which further implies that q ∈ ∞ . Therefore, all the internal signals in the system are bounded. Now it is readily seen thaṫ
From (12) and (33), one can haṡ
where Λ 1 = min{ σ , l 2 } and Θ 1 = l 1 + l 3 . The results then are established. One can conclude that e m ∈ ∞ ,ė m ∈ ∞ ,W ∈ ∞ , andẆ ∈ ∞ ; furthermore, ϕ(t) ∈ ∞ , ε(t) ∈ ∞ , anḋ ε(t) ∈ ∞ are given in the previous section. Thus, the uniformly ultimately boundedness of e andė are ensured. The proof is completed.
C. Control Under Actuation Failure
In the presence actuation fault, the control gain matrix becomes M −1 ρ. For the system to admit a feasible control solution, the following assumption on M −1 ρ is needed.
is symmetric yet completely unknown and positive definite, and there exists some unknown constant that satisfies
Theorem 3: Consider the nonlinear dynamic system (1) subject to unknown target as described in (3) and actuation failures (2) . Under Assumptions 2-4, if the adaptive control (23) with the update law (6) and (24) is applied, then the tracking error e is ensured to be bounded.
where V 1 is described as in (8), and
Following the similar analysis process with the proof of Theorem 2, it can be established thaṫ
. From which the results in Theorem 3 are established accordingly.
Remark 5: Although the underlying tracking control problem is quite complicated when the system with unknown target, the proposed solution is structurally simple, computationally inexpensive, and functionally effective. In developing the control scheme, a number of upper bounds m, ω 1 , ω 2 , etc., are defined and used in stability analysis, but these parameters are not involved in the control algorithms, thus analytical estimation of those parameters (a nontrivial task) is not needed in setting up and implementing the proposed adaptive control strategies.
Remark 6: It should be mentioned that only UUB stable tracking is ensured with the proposed control scheme. It seems too much to ask for zero tracking error under the uncertain system dynamics and unknown desired trajectory as well as actuation faults.
V. SIMULATION
In order to validate the effectiveness of the proposed adaptive control scheme, numerical simulation and analysis is carried out on the following nonlinear systems.
Example 1: We simulate the case of missile interception, for example, in [28] - [31] . The following missile dynamic model is considered: where m = 40 kg is the mass of the missile, q = [x, y, z] T is the position of the missile system, f x , f y , and f z is the control force, f dx , f dy , and f dz denote the lumped disturbing force acting on x-, y-, and z-axis, respectively, which, considering air drag and coupling forces, can be expressed as Fig. 4 demonstrates the boundedness and convergence of the tracking errors, Fig. 6 confirms that the control inputs is continuous and bounded, and Fig. 7 is the evolution of the virtual parameterâ which is bounded. It is observed that the proposed adaptive control algorithm works fairly well despite modeling nonlinearities and unknown desired trajectory.
Example 2: We simulate the case of steering a space vehicle chasing a target with unknown and varying trajectory in the presence of actuation failures. Based on a local-vertical-localhorizontal (LVLH) rotating frame, as conceptually shown in Fig. 8 , the vehicle dynamic model can be described by [32] 
where m denotes the mass of the spacecraft, g is the gravitational constant of Earth, θ c = g/R 3 c is the angular velocity, with x-axis pointing along the direction of R c and R = (R c + x) 2 + y 2 + z 2 denotes the distance from center of the Earth to the spacecraft, q = [x, y, z] T is the position of the spacecraft in the LVLH frame, and u = [u ax , u ay , u az ]
T is the control force,
T represents the disturbing forces. In addition, the system is subject to actuation effectiveness faults and additive uncontrollable faults as described by 
where rand(3) ∈ R 3×3 , rand(3, 1) ∈ R 3 denote the random matrices vector. The design parameters are set as k 1 = 100, γ 1 = 2, α 1 = 1, γ 0 = 15, λ = 0.5.
Simulation results are shown in Figs. 9-13, where Fig. 9 is the 3-D position tracking, Fig. 10 demonstrates the boundedness and convergence of the position tracking errors, and Fig. 11 is the velocity tracking errors, Fig. 12 confirms that the control inputs is continuous and bounded, Fig. 13 is the evolution of the virtual parameter which is bounded. It is observed that the proposed adaptive control algorithm works fairly well despite modeling uncertainties, unknown desired trajectory, measurement noise, as well as actuation faults.
VI. CONCLUSION
This paper explicitly addressed the tracking control problem for nonlinear Lagrange dynamic systems in the presence of unknown trajectory and actuation failures. NN was first employed to approximate the unknown desired trajectory. With mild assumptions on the resultant lumped uncertainties, a low-cost adaptive tracking control solution was presented that ensured UUB stable tracking in the absence of precise target information. Simulation shows that the proposed method is of certain robust capability to measurement noises; theoretical authentication on noise robustness represents an interesting topic for further study.
