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Abstract
In this work, we study the implications of nonlinearity in general relativistic spherically symmetric
inviscid irrotational accretion flow in a stationary non-rotating spacetime. It has been found that the
perturbation scheme leads to a differential equation of the form of general Lie´nard’s equation. We discuss
the equilibrium conditions of this system and its implications for globally subsonic accretion flows in the
spherically symmetric stationary background. It is found that the stable solution predicted by linear
stability analysis may become unstable under inclusion of lowest order nonlinearity.
1 Introduction
The spherically symmetric stationary inviscid hydro-
dynamic accretion flow on to an accretor in a back-
ground Newtonian potential is known as the Bondi
flow [1]. The basic equations to describe such a flow is
the mass conservation equation (the continuity equa-
tion ) and the momentum conservation equation (the
Euler equation). These are partial differential equa-
tions of both time and position and are nonlinear in
nature. The first attempt to simplify these equations
is to consider a case where the flow variables remain
effectively same over the period of astrophysical ob-
servation. By flow variables, for example, we mean
the fluid bulk velocity, the sound speed, the density
of the fluid or other astrophysically important vari-
ables which are functions of the velocity and den-
sity. Such flow with effectively no time dependence
is called stationary flow. The Bondi flow is basically
such a stationary accretion flow. For stationary ac-
cretion flow, the two governing equations, upon in-
tegration, give two conserved quantities. Continuity
equation gives the mass accretion rate which is the
rate of infall of matter across the surface of a spheri-
cal shell. The momentum conservation equation gives
the Bernoulli’s constant which for flow governed by
the adiabatic equation of state is the specific energy
of the fluid.
The Bondi flow as mentioned earlier is a station-
ary solution of the partial differential equations de-
scribing hydrodynamics of the infalling matter. Thus
before using such solution for the practical purpose,
one has to make sure that such solution is stable. The
most basic task one performs to check the stability of
a particular nonlinear system is called linear stability
analysis. In linear stability analysis, one introduces
a small perturbation which is a function of time and
position, to the accretion variables. In other words,
instead of taking the accretion variables to be time-
independent, one writes the accretion variables as a
sum of a time-independent part and a time-dependent
part. The accretion variables in the governing equa-
tions are substituted by this sum of the stationary
part and the small time-dependent part and at all
stages, the terms that are higher than the linear
order in the perturbations are neglected. In other
words, all the equations are linear in the perturba-
tions. The resulting equations could be manipulated
to have a wave equation of the perturbation. One can
perturb different accretion flow variables to obtain
such wave equation of linear perturbation. The most
common linear perturbation scheme is to obtain the
wave equation of perturbation of the velocity poten-
tial field of the irrotational flow [2–6]. however, one
can also obtain such wave equation of perturbation
of the mass accretion rate [7–10] or the Bernoulli’s
constant [9–11].
It was Moncrief [2] who first showed that the
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linear perturbation of potential field of an irrota-
tional flow leads to a wave equation which mimics
the wave equation of a scalar field in curved space-
time. Thus, the propagation of the acoustic pertur-
bation is governed by an acoustic spacetime metric
which is curved. Later it was shown by Unruh [4]
that for transonic flow, the acoustic metric possesses
an acoustic horizon and there is an analogous Hawk-
ing radiation from the sonic horizon. This opened up
a new field of research which is known as ‘Analogue
gravity phenomena’ [4–6, 12–15]. However, one cru-
cial point is that the emergence of analogue gravity
phenomena depends on the scheme of the perturba-
tion analysis, i.e., it comes as an outcome of linear
stability analysis. Therefore, it is to be seen whether
such phenomena arise even in the case of nonlinear
perturbation analysis.
The linear perturbation analysis, though may be
the first step to check the stability of stationary ac-
cretion flow, it is not totally reliable. This is due to
the fact that common knowledge from nonlinear sys-
tem tells us that though a nonlinear system is stable
under linear perturbation, it may lose the stability
under influence of next order nonlinearity. Though
there have been numerical simulations to study such
effects, analytical work on this topic is still very rare.
Recently, Sen and Ray [16] studied the effects of non-
linearity for spherically symmetric Newtonian accre-
tion by introducing arbitrary order nonlinearity while
constructing the wave equation of the perturbation of
mass accretion rate. In [16], Sen and Ray study the
stability of Bondi flow which, as mentioned earlier,
is the spherically symmetric inviscid Newtonian ac-
cretion flow. In such system, the influence of gravity
is incorporated by prescribing a gravitational poten-
tial field. Such description of accretion flow is not
sufficient in the vicinity of strong gravity where the
spacetime deviates from the flat Minkowski space and
becomes curved. To describe such accretion flow one
has to use the full general relativistic approach. The
general relativistic version of Bondi flow, i.e., the gen-
eral relativistic spherically symmetric inviscid hydro-
dynamic accretion in a spherically symmetric station-
ary background spacetime was given by Michel [17]
and is often referred to as the Michel flow.
In the present work, we study the stability of the
Michel flow using a perturbation scheme similar to
that in [16]. It is noticed that the wave equation
(See equation (18)) is similar in form to that found
in the linear stability analysis. However, the metric
elements Fµν (defined in equation (19) ) contains the
full accretion variables and not only the stationary
part as in case of linear stability analysis. Also Fµν
is still symmetric as in linear stability analysis. Thus
in this perturbation scheme, Fµν and hence the wave
equation contains nonlinearity of arbitrary order. To
find an expression fully in terms of the perturbation
of mass accretion rate the nonlinearity is kept only up
to the lowest order. Thus such equation while con-
taining the lowest order nonlinearity becomes easy to
handle as well as gives us a glimpse of the implications
that nonlinearity has for such accretion flow.
In Section 2, we provide the basic equations
needed to describe the general relativistic accretion
flow and define relevant thermodynamic quantities.
In section 3, we perform the perturbation analysis
containing an arbitrary order of nonlinearity and find
the expression for the wave equation. In section 4, we
use the wave equation found in section 3 to obtain an
equation fully in terms of the perturbation of mass
accretion rate and use this wave equation to study
globally subsonic flows which leads to the equation of
the form of general Lie´nard’s equation.
We shall set G = c = M = 1, where G is the
universal gravitational constant, c is the velocity of
light and M is the mass of the accretor. Radial dis-
tance is scaled by GM/c2 and velocities are scaled by
c. We shall use negative-time-positive-space metric
convention.
2 Governing Equations
We consider spherically symmetric metric given by
ds2 = −gttdt2 + grrdr2 + gθθdθ2 + gφφdφ2 (1)
where the metric elements are given by
gtt = g
−1
rr = (1−2/r), gθθ = gφφ/ sin2 θ = r2 (2)
The fluid is assumed to be perfect and the energy
momentum tensor is given by
T µν = (p+ ε)vµvν + pgµν (3)
where p is the pressure and ε is the energy density of
the fluid which consists of the rest-mass energy den-
sity plus the thermal energy density. Pressure and the
density ρ is related by the equation of state, for adi-
abatic fluid which is given by the relation p = Kργ .
K is a constant for isentropic fluid and γ is the ra-
tio of the specific heat at constant pressure (cp) and
that at constant volume (cv). v
µ is the four-velocity
of the fluid and obeys the normalization condition
vµv
µ = −1. The accretion flow is governed by the
continuity equation
∇µ(ρvµ) = 0 (4)
and the energy momentum conservation equation
∇µT µν = 0 (5)
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The thermodynamic enthalpy is given by
h =
p+ ε
ρ
(6)
and the sound speed is defined as
c2s =
∂p
∂ε
∣∣∣∣
constant entropy
=
ρ
h
∂h
∂ρ
(7)
The irrotationality condition gives [6]
∂µ(hvν)− ∂ν(hvµ) = 0 (8)
3 Nonlinearity in perturbation
analysis
For spherically symmetric accretion, ∂θ = 0 = ∂φ,
hence the continuity equation (4) becomes
∂t(
√−gρvt) + ∂r(
√−gρvr) = 0 (9)
For stationary flow (∂t = 0), one has f0 =√−gρ0vr0 = constant. f0 is basically the stationary
mass accretion rate divided by 4π ( the geometri-
cal factor arising due to integral over θ and φ). To
perform the perturbation analysis we write each vari-
ables as the sum of two parts, one is the stationary
part (time independent) and another is the time de-
pendent part. Thus we write
vt = vt0(r) + (v
t)′(r, t)
vr = vr0(r) + (v
r)′(r, t)
ρ = ρ0(r) + ρ
′(r, t)
(10)
We now define a variable as f(r, t) =
√−gρvr which
could be written as
f(r, t) = f0 + f
′(r, t) (11)
where f ′ can be written as
f ′
f0
=
ρ′
ρ0
+
(vr)′
vr0
+
ρ′(vr)′
ρ0vr0
(12)
Using the variables as defined in equation (10) in the
continuity equation (9) and collecting the terms gives
vt∂tρ
′ + ρ∂t(v
t)′ = − 1√−g∂rf
′ (13)
differentiating the normalization condition vµv
µ =
−1 with respect to t gives ∂t(vt)′ in terms of ∂t(vr)′ as
∂t(v
t)′ = α(r)∂t(v
r)′, where α(r) = (grrv
r)/(gttv
t).
Thus equation (13) can be rewritten as
vt∂tρ
′ + αρ∂t(v
r)′ = − 1√−g∂rf
′ (14)
also differentiating equation (12) with respect to t
gives
vr∂tρ
′ + ρ∂t(v
r)′ =
1√−g∂tf
′ (15)
From equation (14) and (15) we find
∂tρ
′ = − 1√−g
[
grrv
r∂tf
′ + gttv
t∂rf
′
]
∂t(v
r)′ =
gttv
t
√−gρ
[
vt∂tf
′ + vr∂rf
′
] (16)
We set µ = t, ν = r in equation (8) and divide
by hvt. Differentiating the resulting equation with
respect to t and using ∂tv
r = ∂t(v
r)′ and ∂tρ = ∂tρ
′
gives
∂t
[
grr
gttvt
∂t(v
r)′
]
+ ∂t
[
grrv
rc2s
gttρvt
∂tρ
′
]
+ ∂r
[
grrv
r
gtt(vt)2
∂t(v
r)′
]
+ ∂r
[
c2s
ρ
∂tρ
′
]
= 0
(17)
Finally using equations in (16) in the above equation
gives
∂µ(F
µν∂νf
′) = 0 (18)
where Fµν is given by
Fµν =
grrv
r
fvt
×[
c2sg
tt + (1 − c2s)(vt)2 vrvt(1− c2s)
vrvt(1− c2s) −c2sgrr + (1− c2s)(vr)2
]
(19)
where µ, ν run from 0 to 1 with 0 and 1 standing
for t and r respectively. Fµν contains the full vari-
ables and not only the stationary part. The results
of linear perturbation is readily achieved by using the
stationary parts only in the Fµν elements [6, 7, 9, 11]
and may be given by
Fµν0 =
grrv
r
0
fvt0
×[
c2s0g
tt + (1 − c2s0)(vt0)2 vr0vt0(1− c2s0)
vr0v
t
0(1 − c2s0) −c2s0grr + (1 − c2s0)(vr0)2
]
(20)
Also similar to the non relativistic Newtonian case,
here also Fµν is symmetric in form. The Newto-
nian results [16] are obtained by taking the limit
grr = g
tt = 1/grr → 1 and cs ≪ 1, vr ≪ 1 which
gives
F tt =
vr
f
, F tr = F rt =
(vr)2
f
, F rr =
vr
f
((vr)2−c2s)
3
(21)
In the linear stability analysis, the wave equation
(18) becomes ∂µ(F
µν
0 ∂νf
′) = 0. This equation is sim-
ilar to the wave equation of a massless scalar field ψ
in curved space time give by
∂µ(
√−ggµν∂νψ) = 0 (22)
where gµν is the spacetime metric and g is the deter-
minant of gµν . Comparing these two equations, one
makes an analogy that the propagation of the acous-
tic perturbation is described by an analogue space-
time metric Gµν where
√−GGµν = Fµν , G being
the determinant of Gµν . Such emergence of an ana-
logue spacetime metric in linear perturbation fluid is
known as analogue gravity phenomena. The time-
independent metric Gµν possesses an acoustic hori-
zon similar to the event horizon of a black hole. The
acoustic horizon acts as a way one-way membrane
for the acoustic perturbation. It can be showed that
the acoustic horizon actually coincides with the tran-
sonic surface where the fluid bulk velocity and the
sound speed becomes equal. The acoustic horizon
separates the subsonic region from supersonic region.
The acoustic perturbations cannot come out from the
supersonic region to the subsonic region. This is due
to the fact that in the supersonic region the bulk ve-
locity of the fluid is greater than the speed of the
acoustic perturbation and the acoustic perturbation
is basically dragged with the fluid medium. As no
acoustic perturbation can come out of the transonic
region, it is often term as a ‘dumb hole’ in analogy to
the ‘black hole’ from which even light can not escape.
However, this analogy breaks down when we in-
clude nonlinearity in the perturbation scheme. This
is because the nonlinear terms are time-dependent
and the metric Fµν becomes time-dependent and
the above analogy no longer stands. This breaking
down of the analogy between black hole event horizon
and acoustic horizon has been studied numerically by
Mach and Malec [18].
4 Standing wave analysis for
gloabally subsonic flows
Equation (18) gives a nonlinear equation of perturba-
tion with nonlinearity of arbitrary order. The wave
equation (18) already contains a term ∂µf
′ which is
linear in f ′. Therefore the results of linear perturba-
tion analysis would be obtained if in the Fµν elements
we retain only stationary part of the accretion vari-
ables, i.e., vr = vr0 , cs = cs0 and ρ = ρ0, as mentioned
in the previous section. Similarly, the lowest order of
nonlinearity (i.e., terms that are second order in the
perturbations) will be introduced in the wave equa-
tion (18) if we keep only the terms that are linear
in perturbations in Fµν , i.e., if we neglect terms like
((vr)′)2, (ρ′)2, ((vr)′ρ′) and higher order terms. In the
following, we will perform second order stability anal-
ysis by keeping terms that are up to second order in
the perturbations. Thus, now equation (12) will be-
come
f ′
f0
=
ρ′
ρ0
+
(vr)′
vr0
(23)
We want to obtain the wave equation (18) fully in
terms of f ′ and other stationary variables. Thus we
would like to obtain expressions for (vr)′ and ρ′ in
terms of f ′. Now in standing wave analysis, it is
common to express the perturbations as multiplica-
tively separable functions of time and space, with an
exponential time part. Using such scheme in equation
(14) gives the following relation
ρ′
ρ0
+ σ1(r)
(vr)′
vr0
= σ2(r)
f ′
f0
(24)
where σ1(r) and σ2(r) depends on spatial part of the
perturbations v′, ρ′, and f ′. From equations (23) and
(24) we find
ρ′
ρ0
= σ(r)
f ′
f0
, σ(r) =
σ2(r) − σ1(r)
1− σ1(r)
(vr)′
vr0
= σ˜(r)
f ′
f0
, σ˜(r) =
1− σ2(r)
1− σ1(r)
(25)
Finally using expressions in equation (25), Fµν ele-
ments could be written as
F tt =
grrv
r
0
f0vt0
[(
c2s0g
tt + (1 − c2s0)(vt0)2
)
+ ǫξtt
f ′
f0
]
F tr =
grrv
r
0
f0vt0
[
(1− c2s0)vt0vr0 + ǫξtr
f ′
f0
]
F rt =
grrv
r
0
f0vt0
[
(1− c2s0)vr0vt0 + ǫξrt
f ′
f0
]
F rr =
grrv
r
0
f0vt0
[
(−c2s0grr + (1 − c2s0)(vr0)2)
+ǫξrr
f ′
f0
]
(26)
where ǫ has been introduced to work as a switch,
ǫ = 0 gives the result for linear stability analysis and
ǫ = 1 gives the lowest order nonlinear analysis. ξµν
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are given by
ξtt =
[(
σ˜
gtt(vt0)
2
− 1
)(
c2s0g
tt + (1− c2s0)(vt0)2
)
+c2s0
(
βσ(r)(grr/gtt)(v
r
0)
2 − 2vt0vr0ασ˜
) ]
ξtr = ξrt = vr0
[(
σ˜
gtt(vt0)
2
− 1
)
vt0(1− c2s0)
+ σ˜
(−1 + 2gtt(vt0)2
gttvt0
)
+c2s0(βσv
t
0 − σ˜(vt0 + αvr0))
]
ξrr = (vr0)
2
[{
−grr
(
σ˜
gtt(vt0)
2
− 1
)
− gtt(v
t
0)
2
grr
βσ
−2σ˜(vr0)2
}
c2s0
(vr0)
2
.+ (1 − c2s0)
(
σ˜
gtt(vt0)
2
− 1
)
+ 2σ˜
]
(27)
where β comes from the perturbation of c2s,
(c2s)
′/c2s0 = β(ρ
′/ρ0) and is given by
β =
γ(γ − 1)(γ − 1− c2s0)
γ(γ − 1− c2s0) + c2s0
(28)
The Newtonian limit can be obtained by taking the
limit grr = 1/g
rr = 1/gtt = g
tt → 1, cs0 ≪ 1, vr0 ≪
1, vt0 → 1 and σ = σ2, σ˜ = 1− σ2.
Now we use Fµν given by equation (26) to get the
wave equation (18) in terms of f ′ and the stationary
accretion variables. In order to have a simplified form
let us write Fµν as Fµν = Fµν0 + ǫF
µν
1 f
′, where Fµν0
is the the matrix Fµν with the accretion variables
having stationary values given by equation (20) and
Fµν1 comes as we want to introduce nonlinearity in
the wave equation. Fµν0 and F
µν
1 can be read from
the equation (26). In particular Fµν1 is given by
Fµν1 =
grrv
r
0
f20 v
t
0
ξµν (29)
In intermediate step, we divide the whole equa-
tion by F tt0 (1 + ǫFf
′), where F = F tt1 /F
tt
0 , to make
the coefficient of f¨ ′ equal to unity. ‘Dot’ stands for
partial derivative with respect to t. As we are in-
terested in retaining only the terms that are up to
second order in nonlinearity. Dividing by (1 + ǫFf ′)
is equivalent to multiplication by (1 − ǫFf ′). Such
manipulation gives the following equation
f¨ ′ + 2(F tr0 /F
tt
0 )∂r f˙
′ + (∂rF
tr
0 /F
tt
0 )f˙
′ + (1/F tt0 )
× ∂r (F rr0 ∂rf ′) +
ǫ
F tt0
[
−2FF tr0 f ′∂r f˙ ′ − Ff ′f˙ ′∂rF tr0
−Ff ′∂r (F rr0 ∂rf ′) + F tt1 (f˙ ′)2 + ∂r
(
F tr1 ∂t(f
′)2
)
−1
2
∂rF
tr
1 ∂t(f
′)2 +
1
2
∂r
(
F rr1 ∂r(f
′)2
)]
= 0
(30)
ǫ = 0 gives the familiar equation discussed in
linear stability analysis for general relativistic accre-
tion [7, 8, 10, 11]. Up to this point, the equations are
valid for any kind of flow, i.e., it may be subsonic or
supersonic. Below, we use it for the globally subsonic
flows.
Let us use a trial solution of the form f ′ =
R(r)Φ(t). We multiply the whole equation by RF tt0
and rearrange the terms. In standing wave, the
boundary conditions dictate that the wave amplitude
becomes zero at the two boundary points. Thus we
try to rewrite the terms as total derivatives with re-
spect to r because such terms upon integration over
the region between the boundary points would ap-
pear as surface terms which vanish at the boundary
points. This provides the following equation
R2F tt0 Φ¨ + Φ˙∂r
(
R2F tr0
)
+Φ
{
∂r
(
1
2
F rr0 ∂rR
2
)
−F rr0 (∂rR)2
}
+ ǫ
[
Φ˙2R3F tt1 +ΦΦ˙
{
∂r(R
3F tr1 )
+
F tr1
3
∂rR
3 − FR∂r(F tr0 R2)
}
+Φ2
{
F rr0 ∂rR∂r(FR
2)
−F rr1 R(∂rR)2 − ∂r
(
FF rr0
1
3
∂rR
3
)
+∂r
(
F rr1
1
3
∂rR
3
)}]
= 0
(31)
Now we integrate out the spatial part. By perform-
ing the integration over the region between the two
boundary points we also get rid off the surface terms
as mentioned earlier. This leaves us with purely time-
dependent part of the following form
Φ¨ + ǫ(AΦ + BΦ˙)Φ˙ + CΦ+ ǫDΦ2 = 0 (32)
where the constants A,B, C and D are given by
A =
(∫
R2F tt0
)−1 ∫ (
F tr1
3
∂rR
3 − FR∂r(F tr0 R2)
)
dr
B =
(∫
R2F tt0
)−1 ∫ (
R3F tt1
)
dr
C = −
(∫
R2F tt0
)−1 ∫
F rr0 (∂rR)
2dr
D =
(∫
R2F tt0
)−1 ∫ (
F rr0 ∂rR∂r(FR
2)
−F rr1 R(∂rR)2
)
dr
5
(33)
Similar to the Newtonian case [16], we have found
the equation (32) to be of the form of general Lie´-
nard’s equation [19, 20].
5 Lie´nard system: fixed points
and its stability
Let us first take a look at the ǫ = 0 case, i.e., the case
of linearity stability analysis. From equation (32) we
see that ǫ = 0 gives
Φ¨ + CΦ = 0 (34)
which has a solution of the form Φ ∝ e±iω0t, where
ω0 =
√
C. Therefore, if C > 0 then the frequency ω0 is
real and the solution is oscillatory. On the other hand
if C < 0, the frequency becomes imaginary and the
solution becomes hyperbolic and hence the stationary
solution becomes unstable. In order to find the sign
of C, it is convenient to write the four velocity com-
ponents in terms u0, where u0 is the radial velocity
of the infalling matter with respect to the stationary
observer [21, 22]. The four velocity components, i.e.,
vt and vr could be given in terms of u0 as
vt0 =
1√
gtt(1 − u20)
vr0 =
u0√
grr(1− u20)
(35)
Now using these transformations, F tt0 and F
rr
0 can be
written as
F tt0 =
√
grr
gtt
u0
f0
(
1− u20c2s0
1− u20
)
> 0
F rr0 =
√
gtt
grr
u0
f0
(
u20 − c2s0
1− u20
) (36)
F rr0 > 0 for supersonic flow and F
rr
0 < 0 for subsonic
flow, where we have used the fact that u20 < 1, c
2
s0 < 1.
Thus, one can see from the expression of C from equa-
tion (33) that for subsonic flow, C > 0. Therefore,
the linear stability analysis suggests that for subsonic
flow the stationary accretion solution is stable. This
result has been discussed before in literature in the
context of linear stability analysis of general relativis-
tic accretion flow, for example, see [7–11].
Now we turn to the ǫ 6= 0 case. In this case the
equation (32) can recast in the form of the general
Lie´nard’s equation which is give by [19, 20]
Φ¨ + ǫH(Φ, Φ˙)Φ˙ + V ′(Φ) = 0 (37)
Where ‘dash’ stands for derivative with respect to
Φ. The general Lie´nard’s equation is a generaliza-
tion of the standard Lie´nard’s equation (where H is
function of Φ only). The Lie´nard equation is in turn
a generalization of well known van der Pol oscilla-
tor. It can be interpreted as the equation of motion
of a unit mass subject to a nonlinear damping force
−ǫH(Φ, Φ˙)Φ˙ and a nonlinear restoring force −V ′(Φ).
Comparing equation (37) with equation (32) gives H
and V as
H(Φ, Φ˙) = AΦ + BΦ˙
V(Φ) = C
2
Φ2 + ǫ
D
3
Φ3
(38)
In order to study the equilibrium points of general
Lie´nard system, equation (37) is decomposed into two
coupled first order differential equations by introduc-
ing a new variable Ψ
Φ˙ = Ψ
Ψ˙ = −ǫ(AΦ+ BΨ)Ψ− (CΦ + ǫDΦ2)
(39)
The equilibrium points or the ‘fixed points’ of the
system is obtained from the condition Φ˙ = 0, Ψ˙ =
0. From equation (39) it is easily found that the
fixed points of the system is located at (Φ⋆,Ψ⋆) =
(0, 0), (−C/(ǫD), 0). It is noticed that the fixed points
lie on the Ψ = 0 line. Also, for linear order pertur-
bation one would have only one fixed point at (0, 0)
whereas it could be understood that higher order non-
linearity would result in higher number of fixed points
on the Ψ = 0 line.
Now we examine the stability of the fixed points
of the system. In order to do that, we perturb the
variables Φ and Ψ slightly from it’s value at the fixed
points. In other words, we write Φ = Φ⋆ + δΦ and
Ψ = Ψ⋆+δΨ. Substituting these expressions in equa-
tion (39) and retaining terms upto linear order in δΦ
and δΨ gives
δΦ˙ = Ψ⋆ + δΨ = δΨ
δΨ˙ = −V ′′(Φ⋆)δΦ− ǫH(Φ⋆,Ψ⋆)δΨ
(40)
where V ′′ = C + 2ǫDΦ⋆. Now we use trial solution of
the form δΦ ∼ eωt and δΨ ∼ eωt. Equation (40) can
be written as[
δΦ˙
δΨ˙
]
=
[
0 1
−V ′′ −ǫH
] [
δΦ
δΨ
]
= J
[
δΦ
δΨ
]
(41)
ω are given by the eigen velues of the Jacobian J
defined in the above equation. Therefore, the ω are
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obtained as
ω± = −ǫH(Φ
⋆,Ψ⋆)
2
±
√
ǫ2
(H(Φ⋆,Ψ⋆)
2
)2
− V ′′(Φ⋆)
=
1
2
(
τ ±
√
τ2 − 4∆
)
, τ = ω− + ω+, ∆ = ω−ω+
(42)
where τ = −ǫH(Φ⋆,Ψ⋆) = −ǫAΦ⋆ and ∆ = V ′′ =
C + ǫ2DΦ⋆. We arrive at the system of equation
(41) by linearizing the equations (39), thus equation
(41) is the so-called linearized system with Jacobian
J . The stability of the fixed point studied via such
linearized system depends on the sign of τ , ∆ and
τ2 − 4∆. To obtain the linearized system we have
neglected quadratic terms like (δΦ)2 and others. It
happens that such linearized system cannot safely tell
whether a fixed point is indeed stable or unstable un-
der inclusion of higher order terms for some kind of
fixed points. For example, if τ = 0 and ∆ > 0 then
ω± are purely imaginary and then the fixed point for
such case is called center-type [19]. For center-type
fixed points, the linearized system cannot tell safely
whether it will remain so if higher order terms are
taken into account (i.e. terms like δΦ2). If for ex-
ample, the ω± are real with opposite signs, then the
fixed point is called a saddle. Unlike cetre-type fixed
point, the linearized system predicts the stability of
saddle type fixed points correctly, i.e., it remains sad-
dle type even if higher order terms are included [23].
Below we study the stability of the two fixed points
of the system (39) and what implications it has for
the accretion flow.
5.1 Fixed point 1: (Φ⋆,Ψ⋆) = (0, 0)
For this fixed point τ = 0,∆ = C > 0 as it was shown
earlier that for subsonic flow C > 0. Therefore, ∆ > 0
and τ2 − 4∆ < 0 and hence the ω± are purely imag-
inary and the fixed is centre-type. Such fixed points
are surrounded by closed orbits in (Φ,Ψ) plane. This
is basically identical to the result as obtained in the
ǫ = 0 case, i.e., in the linear perturbation analysis
as shown at the beginning of this section. By setting
ǫ = 0, what we obtained was an equation of Har-
monic oscillator with frequency
√
C. The orbits are
closed due to the fact that around this fixed point
Φ ≪ 1,Ψ ≪ 1 and therefore the damping term, as
well as the quadratic term of Φ in equation (32), is
negligible and the resulting equation is approximately
the harmonic oscillator equation with conserved total
energy. However, as mentioned earlier, the linearized
system cannot safely predict the stability of center
type fixed points. Thus the existence of closed orbit
around the center-type fixed point is a consequence
of linearization of the system. If we numerically solve
the coupled equations (39) we can understand the ac-
tual nature of the phase space trajectories around this
fixed point. In fact, it is obvious from the presence of
damping term that the system is not conservative and
the trajectories will not be closed but rather spiral ei-
ther outward or inward. From figure 1 it is indeed no-
ticed that the trajectories around the fixed point is a
spiral one and the fixed point is actually a stable spi-
ral. However, as the trajectories approach the fixed
point at the origin, the damping terms becomes neg-
ligible and the trajectories settle into approximately
circular orbits. Let us now see what the linearized
system tells us about the stability of the second fixed
point.
−1.0 −0.5 0.0 0.5 1.0 1.5 2.0
Φ
−1.0
−0.5
0.0
0.5
1.0
Ψ
Figure 1: phase portrait in the Φ − Ψ plane. The
solid lines (in the φ > 1 region) are for initial
value (Φ,Ψ) = (1.02, 0), (1.25, 0), (1.5, 0) from left to
right. The dashed lines are for initial value (Φ,Ψ) =
(0.98,−0.15), (0.98,−0.2), (0.98,−0.3) from top to bot-
tom (in the Ψ < 0 region). The spiral in between these
lines is for initial value (Φ,Ψ) = (0.98, 0). We have used
C = 1,D = −1 and A = B = 0.05. The nature of the
orbit depends on the initial value of (Φ,Ψ). In other
words, orbits closed to the origin spirals in towards it
and hence the perturbation does not grow and the so-
lution becomes stable. On the other hand far from the
origin orbits diverges towards infinity and hence pertur-
bation grows with time. Specially orbits on the right side
of fixed point (−C/(ǫD), 0) always diverges. This is due
to the fact that for saddle type fixed point, the ω± are
real and have opposite sign and hence one of the mode
will grow exponentially.
5.2 Fixed point 2: (Φ⋆,Ψ⋆) =
(−C/(ǫD), 0)
The linear stability analysis (ǫ = 0) predicts one fixed
point at the origin of (Φ,Ψ) plane which also re-
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mains when we include nonlinearity. However, the
inclusion of nonlinearity gives rise to a second fixed
point at (Φ⋆,Ψ⋆) = (−C/(ǫD), 0). For this fixed point
τ = (AC)/D and ∆ = −C < 0. Therefore the ω± are
real with opposite signs and hence the fixed point is
a saddle-type and it will remain so even if higher or-
der terms are included in equation (41). So whatever
information we get here will still be valid for the full
nonlinear equation (39). As the ω± are real and have
opposite sign, one of the modes will grow with time
exponentially. And thus the perturbation will grow
with time. From the figure 1 it is evident that the tra-
jectories starting on the right side of the fixed point
escapes towards infinity. The actual position of the
fixed point will, of course, depend on the value and
sign of C/D. For the purpose of illustration, we have
used C = 1 and D = −1. Therefore the fixed point
location is (1, 0). So for Φ > 1, we get diverging tra-
jectories, on the other hand for Φ < 1, the trajectories
may be spiral if close enough to the origin otherwise
diverge. If we change the value and sign of C/D, the
qualitative features would remain same.
Therefore, it may be concluded that if the initial
value of the perturbation is small, i.e, the initial point
of the trajectory is close enough to the origin, then
the trajectory may spiral towards the origin and set-
tle into nearly circular orbits, making the accretion
solution stable. On the other hand, if the initial value
of the perturbation is large and the trajectory starts
far from the origin it will diverge and hence the sta-
tionary accretion solution will be unstable.
The fixed points locations are basically obtained
from V ′(Φ⋆) = 0. For the present analysis where
we include only the lowest order of nonlinearity (i.e.,
terms of the second order in perturbations) V ′(Φ⋆) is
quadratic in Φ⋆ whereas for linear perturbation anal-
ysis it is linear. As a consequence of this, linear per-
turbation gives one fixed point and next order per-
turbation gives two fixed points. If we include higher
order perturbations, the number of fixed points will
increase which would lie on the Φ axis in the (Φ−Ψ)
plane. In order to say anything about the new fix
points one have to carry out the required perturba-
tion analysis which is beyond the scope of the present
work [24].
6 Concluding remarks
We summarize the results as follows: the standard
linear stability analysis of global subsonic flows shows
that the perturbations are oscillatory in nature and
the corresponding accretion flow is stable under such
linear perturbation. However, we find that the inclu-
sion of lowest order of nonlinearity in the perturba-
tion scheme affects the results of linear stability anal-
ysis considerably. In fact, numerical solution of the
resulting equation (Lie´nard equation) suggests that
under the influence of the nonlinear term, the pre-
viously closed orbits become spirals and the corre-
sponding fixed point becomes stable spiral. Most im-
portantly, a second fixed point appears due to the in-
clusion of nonlinearity which is a saddle type. We see
that perturbations with small enough initial values
may become oscillatory with nearly time independent
amplitude but if the initial value of perpetuation is
not small enough it will diverge exponentially. Thus
the inclusion of nonlinearity can make the accretion
solution unstable unless the initial value of the per-
turbation is sufficiently small.
It is to be mentioned in this regard, that our
conclusion about the unstable orbits is based on the
study of inviscid flow. However, real fluid is viscous
in nature and viscosity often plays a role in opposing
the effect of nonlinearity. In fact, for linear stability
analysis, it is noticed that viscosity helps in decaying
the amplitude of standing waves [25]. So the insta-
bility arising due to the nonlinearity may be compen-
sated by the viscosity [26]. It should also be pointed
out the inclusion of higher order nonlinear terms does
not make the diverging trajectories decay but it may
help to saturate to a value instead of escaping to in-
finity [27, 28].
We have used the perturbation scheme exclusively
for standing wave analysis global subsonic flows. It is
to be mentioned that in order that standing wave is
formed, the accretion flow must be globally subsonic.
This is due to the fact that a supersonic region may
develop shock which makes the accretion variables
discontinuous at the shock location.
One can, in principle, extend the analysis to the
travelling waves [3,28–30]. To study travelling waves,
one may follow the scheme provided by Petterson et.
al. [3] for Newtonian accretion flow. However, for
general relativistic accretion, the resulting equations
are too complicated to predict analytically anything
about the stability even in case of linear perturbation
analysis. Using the scheme including nonlinearity is
therefore beyond scope of the present work and may
be reported elsewhere.
The obvious next step related to the present work
would be to use the scheme for axially symmetric flow
in the Schwarzschild metric and to even the more gen-
eral case of axially symmetric flow in the Kerr metric.
Such work is in progress and will be reported later.
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