This article presents simple and easy proofs of the Implicit Function Theorem and the Inverse Function Theorem, in this order, both of them on a finite-dimensional Euclidean space, that employ only the Intermediate Value Theorem and the Mean-Value Theorem. These proofs avoid compactness arguments, the contraction principle, and fixed-point theorems.
Notations and Preliminaries.
Let us indicate by R the complete field of the real numbers, and by R n , where n ≥ 1, the n-dimensional Euclidean space. If a and b are real numbers, with a < b, we set ]a, b[= {x in R : a < x < b} and [a, b] = {x in R : a ≤ x ≤ b}. We assume without proof the following two results.
• The first complete proof of the Intermediate Value Theorem was given by B. Bolzano (1817), who was also the first to enunciate the supremum property of the real numbers, see Lützen [15, In what follows we fix the ordered canonical bases {e 1 , . . . , e n } and {f 1 , . . . , f m }, of R n and R m , respectively. Given x = x 1 e 1 + · · · + x n e n in R n , where x 1 , . . . , x n are real numbers, we write x = (x 1 , . . . , x n ). If x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) are in R n , then their inner product is defined by x, y =
It is well-known the Cauchy-Schwarz inequality | x, y | ≤ |x||y|, for all x and all y, both in R n . Moreover, given a point x in R n and r > 0, the set B(x; r) = {y in R n : |y − x| < r} is the open ball centered at x with radius r. Given a linear function T : R n → R m , there are real numbers a ij , where i = 1, . . . , m and j = 1, . . . , n, such that T (e j ) = a 1j f 1 + · · · + a mj f m , for each j = 1, . . . , n. We associate to T the m × n real matrix
The jth column of the matrix (a ij ) supplies the m coordinates of T (e j ). Furthermore, given a m × n real matrix M = (a ij ) we associate with it the linear function T : R n → R m defined by T (e j ) = (a 1j , . . . , a mj ), for all j = 1, . . . , m. If v belongs to R n , for simplicity of notation we also write T v for T (v). The
Lemma 1 Let T : R n → R m be a linear function. We have |T v| ≤ T |v|, for all v in R n , and T is continuous.
Proof. Let (a ij ) be the matrix associated to
By employing the Cauchy-Schwarz inequality we
for all v and all h, both in R n , it follows that T is continuous on R n
Let Ω be an open set in R n . Given a function F : Ω → R m and p in Ω, we write F (p) = F 1 (p), . . . , F m (p) , with F i : Ω → R the ith component of F , for each i = 1, . . . , m. We say that F is differentiable at p if there is a linear function T : R n → R m and a function E : B(0; r) → R m defined on some ball B(0; r), with r > 0, centered at the origin of R n such that
The linear map T is the differential of F at p, denoted by DF (p). Supposing that t is a real variable and defining for each j = 1, . . . , n the directional derivative of F at p in the direction e j as 
We say that F is of class C 1 if F and its partial derivatives of order 1 are continuous on Ω. In such case, we also say that F is in C 1 (Ω; R n ). The following lemma is a local result and valid on an open subset Ω of R n . For practicality, we enunciate it for Ω = R n .
n be the linear function associated to a n × k real matrix M , and y be a fixed point in R n . Then, the function G(x) = F (y + T x), where x is in R k , is differentiable and
, and
Since T h → 0 as h → 0 and, by Lemma 1, |T h|/|h| ≤ T , we conclude that E(T h)/|h| goes to 0 as h goes to 0. Hence, G is differentiable at x and JG(x) = JF (y + T x)M With the hypothesis on Lemma 2, we see that if F is C 1 then G also does. Given a and b, both in R n , we put ab = {a + t(b − a) : 0 ≤ t ≤ 1}.
Lemma 3 (The Mean-Value Theorem in Several Variables
with Ω open in R n . Let a and b be points in Ω such that the segment ab is within Ω. Then, there exists c in ab satisfying
Proof. The curve γ(t) = a + t(b − a), with t in [0, 1], is inside Ω. Employing the mean-value theorem in one real variable and Lemma 2 we obtain
with Ω open within R n , and p in Ω satisfying det JF (p) = 0. Then, F restricted to some ball B(p; r), with r > 0, is injective.
Proof. (See Bliss [3] ) Since F is of class C 1 and the determinant function det : R n 2 → R is continuous and det JF (p) = det ∂Fi ∂xj (p) = 0, there is r > 0 such that det ∂Fi ∂xj (ξ ij ) does not vanish, for all ξ ij in B(p; r), where 1 ≤ i, j ≤ n. Let a and b be distinct in B(p; r). By employing the mean-value theorem in several variables to each component F i of F , we find c i in the segment ab, F 1 (a) . . .
Since det ∂Fi ∂xj (c i ) = 0 and b − a = 0, we conclude that
3 The Implicit and Inverse Function Theorems.
The first implicit function result we prove regards one equation and several variables. We denote the variable in R n+1 = R n × R by (x, y), where x = (x 1 , . . . , x n ) is in R n and y is in R. • For each x in X there is a unique y = f (x) in Y such that F x, f (x) = 0.
• We have f (a) = b. Moreover, f : X → Y is of class C 1 and
, for all x in X, where j = 1, . . . , n.
Proof. Let us split the proof into three parts.
⋄ Existence and Uniqueness. Since there exists an open set X ′′ , contained in X and containing a, such that
given any a ′ in X, we put b ′ = f (a ′ ). Then, f : X → Y is a solution of the problem F (x, h(x)) = 0, for all x in X, with the condition h(a ′ ) = b ′ . Thus, from what we have just done it follows that f is continuous at a ′ .
⋄ Differentiability. Given x in X, let e j be jth canonical vector in R n and t = 0 be small enough so that x + te j belongs to X. Putting P = x, f (x) and Q = x+te j , f (x+te j ) , we notice that F vanishes at P and Q. Thus, by employing the mean-value theorem in several variables to F restricted to the segment P Q within X×]b 1 , b 2 [, we find a point (x, y) inside P Q and satisfying
Since 
This gives the desired formula for ∂f ∂xj and implies that f is of class C 1 Next, we prove the general implicit function theorem. In general, we apply this theorem when we have a nonlinear system with m equations and n+m variables. Analogously to a linear system, we interpret n variables as independent variables and determine the remaining m variables, called dependent variables, as a function of the n independent variables. Let us introduce some helpful notation. As before, we denote by x = (x 1 , ..., x n ) a point in R n and by y = (y 1 , . . . , y m ) a point in R m .
Given Ω an open subset of R n × R m and a differentiable function F : Ω → R m , we write F = (F 1 , . . . , F m ), with F i the ith component of F and i = 1, . . . , m. We put
Analogously, we define the matrix • For each x in X, there is a unique y = f (x) in Y such that F x, f (x) = 0.
Proof. We split the proof into four parts. Differentiating F [x; ϕ(x; y ′ ); y ′ ], with respect to y 2 , . . . , y m , we find We also have F 1 x; ϕ x; ψ(x) ; ψ(x) = 0, for all x in X. Defining f (x) = ϕ(x; ψ(x)); ψ(x) , with x in X, we obtain F [x; f (x)] = 0, for all x in X, and f (a) = ϕ(a; b
where f is of class C 1 on X.
⋄ Differentiation formula. Differentiating F [x, f (x)] = 0 we find
In matricial form, we write
⋄ Uniqueness. Let g satisfy F x, g(x) = 0, for all x in X, and g(a) = b. Proof. We split the proof into two parts: existence and differentiation formula. Hence, the set Y is contained in the image of F . Since F is continuous and injective, the pre-image set X = F −1 (Y ) is open, contains p, and F maps X bijectively onto Y .
The identity F G(y) = y, for all y in Y , implies that G maps Y to X. Since F is bijective from X to Y , the function G is bijective from Y to X. ⋄ Differentiation formula. Let us write F (x) = F 1 (x), . . . , F n (x) and G(y) = G 1 (y), . . . , G n (y) . Differentiating G 1 (F (x) ), . . . , G n (F (x)) we obtain
