Abstract: A frequency-response function-based parameter-estimation method was used for finite-element (FE) model calibration of a fullscale bridge using measured dynamic test data. Dynamic tests were performed on the bridge to obtain measured frequency-response functions. Data quality was ensured by comparing measured data with the FE model and removing erroneous data. A coherence data selector was developed to remove the noise-contaminated portions of the measured frequency-response functions. An unrefined FE model was created using design information for the geometry and structural parameters. This model was improved to a refined model by using concrete cylinder property data, as-built drawing geometry, and the addition of components that participate in the dynamic response of the bridge. Simulations were performed using the model to ensure both observability and identifiability of structural parameters. The model of the bridge was then calibrated successfully using measured frequency-response functions. An increase in the negative bending region concrete-deck rigidity was found during the calibration and verified by increased reinforcement in that area. Examining the second norm of the residual between the different models and the measured data resulted in an improvement from the unrefined to the calibrated FE model. The proposed method proved to be robust in the presence of modeling and measurement errors and computationally efficient for use with full-scale structures.
Introduction
One of the tools available to bridge owners for bridge management is the practice of structural health monitoring (SHM). The field of SHM covers a vast range of different research topics from nondestructive evaluation techniques to output-only non-physics-based modeling. Further insight into the field of SHM can be found in Farrar and Worden (2007) , Mottershead and Friswell (1993) , Sohn et al. (2004) , Ettouney and Alampalli (2011) , and Karbhari and Ansari (2009) . This paper focuses on solving the inverse problem for parameter estimation of physics-based finite-element (FE) models. The ASCE Structural Engineering Institute Committee on Structural Identification of Constructed Systems recently released a report (Catbas et al. 2013 ) that covers many of the specific details of parameter estimation. This paper presents the application of a frequencyresponse function (FRF)-based FE model updating technique applied to a full-scale bridge.
These FRFs have been used in the literature with full-scale bridges. In Farrar and Jauregui (1998) , FRFs were measured during the I-40 test, where the bridge was physically damaged using torches. Although FRFs were measured, the FRFs themselves were not used, and instead, natural frequencies, mode shapes, and damping ratios were extracted. Structural testing on the Millennium Bridge in London, England, was performed by Pavic et al. (2002) to detect vertical and lateral modes for remediation of vibration issues. Again, FRFs were obtained, and natural frequencies, mode shapes, and damping ratios were extracted. Vibration testing on a footbridge was performed by Zivanovi c et al. (2007) to verify and calibrate design models, and again, FRFs were obtained, but only to extract natural frequencies and mode shapes. A full explanation of FRFs and current methods can be found in Ewins (2000) .
The predominant cases in the literature show how FRFs can be used in FE model updating for either simulated or small laboratory structures. The publications that measure FRFs on full-scale bridges only use the FRFs to extract modal information, as shown in the three publications listed earlier. No publications have been found by the authors that perform FE model updating directly on a full-scale bridge using measured FRFs.
In this paper, a FE model updating method is applied to a fullscale bridge using measured FRFs. Parameter estimation is performed using both simulations and measured data for FE model calibration. Whereas natural frequencies and mode shapes provide discrete dynamic characteristics over a given frequency range, FRFs provide continuous dynamic characteristics over that same range, resulting in more information. This unique characterization leads to FRFs being referred to as a bridge signature. Techniques are presented that show how to accurately model a structure to simulate dynamic behavior. Additional studies were performed to examine observability and identifiability to ensure the accuracy of estimated parameters during model calibration. Additional details from this research can be found in Sipple (2014) .
Powder Mill Bridge
The Powder Mill Bridge (PMB), which carries Vernon Avenue over the Ware River in Barre, Massachusetts, was commissioned in September 2009 and is shown in Fig. 1 . The bridge is 47 m long with two 11.75-m end spans and a 23.5-m midspan. The 200-mm steel-RC deck acts compositely, via shear studs, with six steel girders for the first two spans, and two more girders are added for the widened third span. The roadway has a travel width of 10 m, with a 1.8-m sidewalk on one side, and carries two lanes of traffic. Steelreinforced elastomeric bearing pads support the steel girders at each pier and abutment. The PMB was instrumented with over 200 sensors during its construction, making the PMB one of the most instrumented bridges of its size and allowing the bridge to function as a full-scale outdoor research laboratory. The sensors were installed for both long-term monitoring and to capture data from periodic load tests. Three diagnostic truck-load tests were performed in 2009, 2010, and 2011 . In addition to the truck tests, dynamic testing also was performed in 2010 and 2011. Use of measured static data from these tests is described in Sanayei et al. (2012) and Bell et al. (2013) .
Dynamic Testing
The 2010 and 2011 dynamic bridge tests on the PMB used an APS Dynamics 400 Series shaker (APS Dynamics, San Juan Capistrano, California) with a moving mass of 30.6 kg to excite the bridge. Wilcoxon 731A accelerometers and P31 signal conditioners (Wilcoxon Research, Gaithersburg, Maryland) were used to measure the response of the bridge. A Wilcoxon 799M with P31 signal conditioner was used to measure the input excitation. The typical shaker and accelerometer setup is shown in Fig. 2 . The instrumentation and testing techniques used were the outcome of a feasibility test performed on the bridge. This feasibility test allowed different excitation techniques and sensor types to be tested prior to mobilization. Results from this feasibility test showed that a handheld instrumented sledge hammer did not provide adequate excitation compared with the shaker.
The portable shaker was moved to nine separate locations on the bridge deck for both the 2010 and 2011 tests, as shown in Fig. 3 . The responses were measured at all nine locations per test, resulting in a total of 81 measured FRFs. The locations for sensor placement were determined based on the number of available sensors and arranged in a grid pattern to capture bending and torsional responses. The magnitude of the shaker excitation was approximately 45 N, corresponding to an acceleration level of 0.15g. The resulting response was measured between 1 and 6 mg.
The 2010 test used a linear sine sweep from 3 to 30 Hz as the input signal into the shaker. Each signal was repeated five times per location to obtain good-quality FRFs with high coherences. The duration and number of times the signal was repeated were determined during the feasibility test. The use of two or three signal repeats led to FRFs that were not as clean as when five or more repeats were used. Additional constraints, such as time limitations for the closure of the bridge, were also considered.
The 2011 dynamic load test used stepped sine sweeps from 2 to 40 Hz with a 0.5-Hz step increment. The change from linear sine sweep to stepped sine sweep was made to determine which signal would excite the bridge more efficiently, thus creating better FRFs. The length of each increment was the greater of 5 s or 100 cycles. Three ambient vibration readings were also taken throughout the test day. The purpose of these measurements was to determine whether the noise level changed, and analysis of the data showed that the noise level remained the same. The excitation and response signals were supplied and measured at a sampling rate of 2,000 Hz for both the 2010 and 2011 tests. The sample FRF shown for simulations and calibration in this paper is for the response at Node 7 as a result of excitation at Node 11, denoted by H 7,11 . This sample FRF is similar to the other FRF pairs that are not shown and represents a typical comparison between analytical and either measured or simulated data. 
Data Quality
The presence of measurement noise must be carefully considered because it can contaminate parameter estimates.
Coherence Data Selector A data selector was developed to remove noisy data using each sensor's measured coherence. A sample of the coherence data selector is shown in Fig. 4 . The data not used, with poor coherence, are shown in the FRF plot. Studies were performed in which the measured noise from the PMB tests was added to the simulated response, coherences and FRFs were calculated, different cutoff values were selected, and parameter estimation was performed knowing the true expected parameter values. The coherence cutoff level of 0.90, shown as a horizontal line in the Fig. 4 coherence plot, offered a fine balance between computation time and accuracy of the unknown parameters. All the data presented in this paper were filtered using the coherence selector with a cutoff value of 0.90. The major advantage of the coherence data selector is that within a given FRF, only the noisy portions of the data are removed, allowing for the remainder of the data to be used in parameter estimation.
Usability of Measured FRFs
The measured data from the 2011 dynamic test were also compared with the refined model. This comparison was done to ensure that the general shape of the FRFs was correct. This comparison verified that the shaker and sensors were not placed at incorrect locations during 
PMB FE Model
This section presents details on how the calibrated model for the PMB was created and verified. Recommendations are provided on how to get a refined FE model that, even without calibration, is a better representation of the structure than a standard FE model such as those used in the design process.
FE Model
The FE model of the PMB, shown in Fig. 6 , was created using CSiBridge 15. All the geometry was obtained from design drawings provided by the design engineer. Steel members were modeled using an elastic modulus of 200 GPa, a mass density of 7,850 kg=m 3 , and as-built cross-sectional properties. The 200-mm-thick concrete deck was modeled using an elastic modulus of 2.60 MPa and a mass density of 2,403 kg=m 3 . The element types used were general three-dimensional (3D) beam-column elements for modeling bridge girders and diaphragms, thin shell elements for the bridge deck, and link elements using six degrees of freedom for the boundary conditions. The deck shell elements were offset from the girder frame elements and constrained via nodal coupling to achieve the correct bridge geometry and subsequent behavior. Stiffness values for the linear spring elements were calculated using National Cooperative Highway Research Program (NCHRP) Report 596 (Stanton et al. 2008 ). The diaphragms and piers were included in the model to keep the model as representative of the 3D structural behavior as possible. This model is referred to as the initial unrefined model. The unrefined model is typically what is used by design engineers to calculate loads and member forces. The model (Fig. 6) shows the geometry extruded. Although not shown for purposes of clarity, nodes are located at the intersections of each frame, shell, and link element.
Because the purpose of this model is to capture dynamic response, careful consideration must be given to accurately modeling both stiffness and mass components of the structure. CSiBridge uses lumped-mass modeling; therefore, a model refinement study was performed by subdividing the mesh size until there was no longer a change in model response over the frequency range of interest. This model refinement suggests that the mesh and mass distribution is adequate.
The next step in the modeling process was to include elements that are on the bridge but not normally included in design models. These components include the mass of the stay-in-place forms, the mass of the asphalt wearing surface, the mass of the water pipe supported by the bridge, and the mass of the bridge railings. Using the concrete cylinder samples tested during construction, the stiffness and mass of the concrete curb and sidewalk were modified. The authors had the privilege of being on site during most of the bridge construction, which allowed them a unique perspective. The stiffness and mass of the concrete curb and sidewalk were included even though a cold joint was present between these elements and the deck because there would be minimal slip at the low tested load levels. The mass of the water pipe, not additional stiffness, was added because techniques were taken to isolate the water pipe from the bridge, including several layers of insulation and wood blocking between the pipe and the structure. Moment releases also were applied to both ends of the diaphragm elements because the physical connection from the diaphragms to the main girders was intended to transfer only shear.
The resulting model is referred to as the refined FE model. The difference between the unrefined and refined models, compared with the measured data, is shown in Fig. 7 . Modal damping ratios of 1-2% were used by comparing the analytical FRFs with the measured FRFs. Because modal damping ratios can be easily calculated from experimental data, they are not considered to be unknown parameters in this paper.
The comparison in Fig. 7 shows a drastic improvement in the refined model compared with the measured data. The first three modes of vibration in the refined model correlate well with the measured data. When modeling, initial assumptions can be incorrect, producing an unrefined model that exhibits much different behavior than the actual structure. These gross modeling changes would not necessarily be captured in an automated model calibration because they include the modification of the model geometry. The refined model will be used in the automated calibration.
Analytical FRFs from FE models also can be used as a guide to modelers to determine which components to include in a model based on their influence on the dynamic response of the model. An example of this is the mass of the shear studs or the connection plates that were initially added to the model; however, their addition resulted in no observable change in the analytical FRFs, so they were removed.
Boundary Condition Study
As with all FE modeling, boundary conditions play a major role in the behavior of the model. A study was conducted to determine and verify the stiffness value ranges for the linear spring elements. Simulations were performed by incrementally changing stiffness values and obtaining the resulting response, as shown in Fig. 8 . This figure shows the transverse rotational stiffness versus transverse rotation, ranging from 0.0040°at the free condition to 0.00°at the fixed condition. The transverse rotational stiffness, calculated using NCHRP Report 596 (Stanton et al. 2008 ) and used as the initial parameter value, is shown as a vertical line in Fig. 8 . A summary of this study giving the ranges for free, partially restrained, and fixed conditions for the longitudinal, vertical, and transverse rotational stiffness values is presented in Table 1 .
FRF-Based FE Model Updating
A method was developed by the authors for FRF-based FE model updating. This method uses commercially available software for both FE modeling and advanced numerical optimization techniques. The fundamental equation of this formulation will be presented in this paper for clarity, whereas the remainder of the formulation can be found in Sipple and Sanayei (2014) .
The modal superposition form of the FRF in Eq. (1) is highly efficient for use in parameter estimation because no matrix inversion is required, and only the measured frequency range needs to be considered in the formulation. The form of the FRF in Eq. (1) is accelerance, which is kept consistent throughout this paper, although any form of the FRF can be used in the formulation. The bar over the H in Eq. (1) designates the form used as a variation of the typical form of the FRF as presented in Ewins (2000) . This variation uses the magnitude of the FRF in decibel scale for a subset of modes. Thus 
where H a a,b 5 analytical form of the FRF at response node a as a result of excitation at node b; i 5 mode shape and associated natural frequency ranging from 1 to m, which is a subset of the total kinematic degrees of freedom n;f ai andf bi 5 scalar values of mode shape i at response node a and excitation node b; V i 5 natural frequency scalar value for mode i; j i 5 modal damping ratio for Fig. 7 . Measured FRF compared with unrefined and refined FE models mode i; p 5 structural parameter that is being updated; and v 5 frequency range of interest. The form of Eq. (1) allows for simultaneous estimation of stiffness, mass, and damping parameter.
The parameters p are unitless modifiers that adjust the structural parameters of the FE model. The values of p typically have a range from 0.1 to 2, with an unchanged parameter having a value of 1. These parameter bounds were chosen to keep the properties within a reasonable range while allowing the constrained optimization to freely estimate the parameters. Global search techniques are also used to explore the bounded region and give additional confidence, through repeatability of estimated parameters and engineering judgment, that the estimated parameters can be at the global minimum. Examples of the structural parameters to be modified are axial rigidity and strong-axis bending rigidity of individual elements or elements in a group. The term rigidity refers to the EA term for axial rigidity or the EI term for bending rigidity as opposed to just modifying the modulus of elasticity E or geometric properties (A 5 area and I 5 moment of inertia) separately. These parameters are used to modify any structural element type available in the FE model.
To perform the optimization, several different techniques were used, including development of a FRF-based error function, creation of a scalar objective error function, and subsequent minimization of that objective function. The FRF-based error function is simply the difference between the analytical and measured FRFs. The scalar objective function is a least-squares error function that allows the value J to be minimized through constrained optimization.
Observability and Identifiability of Structural Parameters
Prior to model calibration, a sensitivity study was performed to determine which structural parameters caused a change in the analytical FRFs and therefore could be considered to be observable. Stiffness and mass parameter updating will be the focus of this study because a change in either stiffness or mass causes a shift in the FRF along the frequency axes. Modifying the damping values will only control the sharpness of the FRF peaks at the natural frequencies. To perform this study, a parameter modifier of 0.80 was applied to each structural property modifier, and this modified FRF was compared with the initial FRF. To quantify the difference caused by a 20% reduction, the norm of the FRF-based error-function vector was used as a comparative guide to determine which parameters were observable. The observable parameters were found to be girder axial rigidity, girder strong-axis bending rigidity, deck rigidity, deck mass, and boundary stiffness in the longitudinal, vertical, and transverse rotation directions. The larger groups, such as deck rigidity and deck mass, can be subdivided because of their large observability. Parameters that were not observable were girder shear rigidity, girder torsional rigidity, and girder weak-axis bending rigidity.
Simulations must be performed to ensure that these parameters are identifiable in simultaneous parameter estimation. The two main reasons that parameters may be individually observable but not identifiable are linear dependencies and ill-conditioning. Through these simulations, it was determined that, for example, deck mass and deck rigidity are not identifiable when used at the same time. The parameters chosen in the model calibration must be both observable and identifiable for the model calibration to be viewed as a success.
Selection of Unknown Parameters
Five unknown parameter groups were selected. The three parameter groups chosen for calibration of the bridge superstructure were deck rigidity for positive bending, negative bending, and sidewalk and curb regions. The negative bending regions are the areas adjacent to ,6 3 10 6 6 3 10 6 to 1 3 10 11 .1 3 10 11 2:007 3 10 the piers that transition to positive bending regions in the remaining portion of each of the three spans. Each negative bending region covers the length of the negative bending steel reinforcement that was included in the final design of the bridge. Vertical and transverse rotational stiffness values of all bearing pads are the two remaining parameter groups. All initial parameter values used for the simulation and subsequent calibration are shown in Table 2 . The values shown for the concrete regions are an equivalent stiffness, shown here as an equivalent modulus of elasticity E. The geometric properties were kept constant and are based on the as-built bridge. Further ungrouping of these parameters was attempted, but because of issues with identifiability of parameters, it was concluded that this was the best combination of parameters to use in FE model calibration.
Simulated FE Model Calibration to Ensure Identifiability
To verify that the selected parameters for calibration are identifiable, simulations were performed with that same group of unknown parameters. The simulations were performed both with and without measurement noise. The measurement noise used in the simulations was the ambient vibration data from the 2011 bridge test, providing measurement noise that was as real as possible. The simulated true values were selected to show that the method is able to capture large changes in parameters. Fig. 9 shows a perfect match between the estimated and true parameters from simulations using automated FRF-based FE model updating. The difference between estimated parameters with noise and true parameters was less than 1%, showing the accuracy of the estimates in the presence of measurement error. Although the results are shown in two separate graphs, the parameter estimation was performed simultaneously. Fig. 9 (a) shows parameter modifier values for deck rigidity, and Fig. 9(b) shows the boundary stiffness values. The values shown in Fig. 9 are also listed for clarity in Table 3 .
The FRF in Fig. 10 shows what is also seen in Fig. 9 : the parameter estimation correctly identified all the parameters to be included in the calibration both with and without measurement noise. This successful simulation provides confidence that the calibration using measured data can estimate realistic changes in the unknown parameters when moving the analytical FRF to the measured FRF. The sample FRF, H 7,11 , is an accurate representation of the quality of improvement in all the other FRFs used in these simulations and future calibration results.
Discussion of Unknown Parameters
At this point in the discussion, it is worth clarifying, in addition to the results from the identifiability and observability study, the unknown parameters that were used in the simulations and will be used for model calibration. The deck rigidity parameter refers to an equivalent stiffness of the concrete deck. Although changing the deck rigidity has an effect on the behavior of the structure, a change in deck rigidity only partially contributes to a change in the bridge cross section because of its location off the neutral axis. Beam rigidity and beam stiffness were not used as unknown parameters because the properties of steel beams are generally known and accepted as true. Although the deck rigidity and mass cannot be identified simultaneously and may be viewed as a challenge, there is high confidence because of construction control in the final thickness of the concrete deck and subsequent mass. The parameters contributing to unknown structural behavior of the bridge align with the parameters chosen for identification and include bending rigidity of the concrete deck and stiffness of the boundary conditions.
FE Model Calibration of the PMB Using Measured FRFs
The calibration using measured FRFs was performed with the same five parameter groups as used in the simulations. The results of the Fig. 11 shows initial and estimated parameter values using all 64 FRFs and a subset of 49 FRFs. A subset of FRFs was used to ensure that the identified parameters did not depend on the number of FRFs used. Fig. 12 shows the refined-model FRF, which corresponds to the initial parameters; the calibrated-model FRF using all FRFs, which corresponds to the estimated parameters using all FRFs; the calibratedmodel FRF using a subset of FRFs, which corresponds to the estimated parameters using a subset of FRFs; and the FRF measured from the 2011 bridge test. The FRFs in Fig. 12 are for the measured response at Node 7 as a result of excitation at Node 11. The values shown in Fig. 11 are also listed for clarity in Table 4 . Examining the results in Fig. 11 , Fig. 11(a) shows the shell rigidity modifier estimates for bridge deck stiffness, whereas Fig.  11(b) shows the boundary stiffness values for the bearing pads. Although the results are displayed in two separate graphs, these five unknown parameter groups were estimated simultaneously. The most interesting result, and largest change from the initial values, was the negative bending region shell rigidity with an increase of 56%. This result was investigated by examining the design drawings, where it was observed that two times the amount of steel reinforcement was placed in the top layer of rebar in this area. The additional reinforcement was not included in the refined FE model because the deck was modeled as plain concrete. A hand calculation using full composite action between the RC deck and steel girders was performed and verified the 56% increase in negative bending region deck rigidity. For this calculation, the shell elements were modeled using an equivalent stiffness that takes into account the presence of the steel reinforcement. Further analysis of the results showed no significant change, nothing greater than 4%, in any of the other parameters. These small changes can be the result of the influence of modeling and measurement errors. Although the changes in spring stiffness appear to be large, neither parameter moved outside its initial characterization. To quantify the improvement of the different FE models, the second norm of the error function was calculated between the measured data and the different models. Moving from the unrefined to the calibrated model showed 44% improvement. This ratio will never reach the ideal value of 100% because of the presence of measurement and modeling errors.
The difference between the parameter estimates of the calibrated models using all FRFs and a subset of FRFs was no more than 4%. This small change is considered to be within the acceptable range of parameter estimates in the presence of modeling and measurement errors. A slight change in the transverse rotational stiffness values also was observed, but the estimated value was still within the range for free rotation. The similarity between the results using all and a subset of FRFs shows that the method can accurately estimate unknown parameters with a smaller group of measurements.
The FRFs in Fig. 12 show that there is improvement from the refined model to the calibrated model. In the lower frequency range, there is an excellent match between the calibrated FE model and the measured FRF for the first five modes. The shape of the FRF for the calibrated model follows the shape of the measured FRF after 15 Hz but deteriorates as the frequency gets higher. Although the match is not perfect, the authors feel that it is important to display the full measured frequency range. This reduced match could be caused by the inability of the FE model to capture the behavior in that frequency range. The behavior in this range is more affected by local effects, whereas the global behavior of the structure is observed in the lower frequency range.
Verification of Results
The FRFs not included in the subset are viewed as a control group. Response and excitation at Nodes 8 and 18 were randomly removed from the original set of 64 FRFs, resulting in the subset of 49 FRFs. The FRF from the control group is shown in Fig. 13 and is for the measured response at Node 3 as a result of excitation at Node 18. Comparing the refined, calibrated, and measured FRFs in Fig. 13 , the calibrated model matches well with measured data up to 15 Hz for five modes and following similar trends to those seen in Fig. 12.
An additional verification was done by calibrating the same model using measured FRFs from the 2010 bridge test. The estimated parameters from this calibration were no more than 5% different from the estimated parameters from the calibration using the 2011 bridge data. This difference is again considered to be within the acceptable range of parameter estimates using data from two different years and for different environmental conditions.
Summary of Results
The process of model calibration is extensive and requires careful planning. A FE model was created initially using design information to define both geometric and structural parameters of the model. This unrefined FE model then was manually adjusted to include specific elements not typically included in a design model, as-built information, and components that influence the dynamic response of the bridge. These additional elements included diaphragms, sidewalks, curbs, and additional mass elements, resulting in the refined FE model. A sensitivity analysis then was performed to find the identifiable and observable parameters for use in calibration. Simulations also were performed with the presence of measurement error to ensure that the selected parameters were estimated accurately. These parameters then were used to automatically update the FE model using the measured test data, resulting in a calibrated FE model. The estimated parameters were compared with the engineering drawings for validity using engineering calculations and judgment. Additional verifications were performed to check the results using only a subset of measured data as well as data from a previous year's test.
This research demonstrates that calibration of a full-scale bridge is feasible using the FRF-based FE model updating method. The unknown structural parameters that are individually observable also must be identifiable when combined with other observable parameters. This is accomplished by performing simulations in the presence of measurement error with the parameters to be used in the calibration.
The calibration results provide an acceptable match at lower frequencies. In the higher frequency range, the match improved but was not perfect. This mismatch at higher frequencies is expected when trying to model a full-scale structure with an idealized FE model. Local effects influence the measured FRFs much more in the higher frequency range, whereas the FE model is intended to simulate global behavior. Further subdividing of the parameter groups was done to improve the match at higher frequencies, but calibration was not possible because these smaller groups were neither observable nor identifiable when tested in simulations. The FRFs shown for both the calibration and simulations represent a typical match between FRFs.
The calibration provides adjustments that were originally overlooked by the authors when creating the refined FE model. The calibration using FRFs was performed in an efficient manner; computation time required for convergence with one set of initial parameter values was approximately 30 min on a personal computer with an average of 20 iterations.
Verification of the calibration confirmed the validity of the estimated parameters when comparing the calibrated model with the measured test data that were not used in FE model calibration. The results also were verified when performing calibration using the 2010 measured data and resulted in similar estimated parameters.
The biggest change in the analytical FRF was seen between the unrefined and the refined FE models. Use of the refined FE model led to a very good match for the first three modes of vibration, and the automated calibration allowed for a closer match.
Future work would include determining whether this calibrated model is capable of capturing live-load girder distribution factors, which is an essential tool for practicing engineers in developing accurate load ratings. Using static test data and a model calibrated by this method would provide insight into how a dynamically calibrated model can predict static behavior and therefore load distribution. These additional studies will be able to determine whether the lateral stiffness is both accurately modeled and excited using the techniques from this paper.
Conclusions
A FRF-based FE model updating method was applied to a full-scale bridge while investigating dynamic testing methods and the ability to identify parameters. An unrefined FE model was created initially based on construction documents and was updated to include elements not typically seen in a design FE model. Visual improvements were seen when comparing the refined FE model with the measured FRFs. This comparison also showed how FRFs can be used as a guide for engineers when creating FE models of existing structures. Challenges dealing with ill-conditioning and linear dependency were observed in the simulations. The simulated FRF-based FE model updating was used not only to show that the method can be used with full-scale structures but also to aid in model creation, where parameters were chosen to be identified during model calibration. The results from the simulations showed less than 1% difference between the estimated parameters and the expected true values both with and without measurement noise.
Model calibration was performed successfully, showing improvement over the refined FE model. The deck rigidity for shell elements in the negative bending region increased by 56% during model calibration. This increase corresponded to an increase in steel reinforcement that was not included in the original model. All the other parameters had a change of less than 4%. Examining the second norm of the residual between the different models and the measured data resulted in a 44% improvement from the unrefined to the calibrated FE model. Verifications also were performed using a subset of measured data as well as data from the 2010 test, and both showed less than 5% change in parameters.
Creating the refined model and performing automated calibration resulted in a model that was a better representation of the bridge than simply creating a model based on construction drawings. The calibrated FE model could be used as an objective tool for long-term bridge management that would provide bridge owners with the ability to quantitatively track the structural performance of their bridges through modeling and periodic testing. Some of the additional uses for the calibrated FE model are response-prediction applications, which could include bridge widening, permit loading, construction staging, structural repairs, and service planning.
