We present a new direct spectroscopic calibration for a fast estimation of the stellar metallicity [Fe/H]. This calibrations was computed using a large sample of 451 solar-type stars for which we have precise spectroscopic parameters derived from high quality spectra. The new [Fe/H] calibration is based on weak Fe I lines, which are expected to be less dependent on surface gravity and microturbulence, and require only a pre-determination of the effective temperature. This temperature can be obtained using a previously presented line-ratio calibration. We also present a simple code that uses the calibrations and procedures presented in these works to obtain both the effective temperature and the [Fe/H] estimate. The code, written in C, is freely available for the community and may be used as an extension of the ARES code. We test these calibrations for 582 independent FGK stars. We show that the code can be used as a precise and fast indicator of the spectroscopic temperature and metallicity for dwarf FKG stars with effective temperatures ranging from 4500 K to 6500 K and with [Fe/H] ranging from -0.8 dex to 0.4 dex.
Introduction
The derivation of stellar parameters is of extreme importance for several fields of astrophysics. Our knowledge of the fundamental parameters of stars, such as the mass and radius, depends directly on the precision that we can achieve when measuring the stellar atmosphere parameters. Parameters that we can directly derive from observations include the effective temperature, surface gravity, and metallicity.
The two major techniques that are normally used to determine these stellar parameters are photometry and spectroscopy. There are many calibrations to help us determine parameters based on the first technique. The IRFM method is one of these methods, that nowadays, is very commonly used because of its reliability in determining the effective temperature of a wide range of stellar types (Blackwell & Shallis, 1977; Blackwell et al., 1979 Blackwell et al., , 1980 Bell & Gustafsson, 1989; González Hernández & Bonifacio, 2009; Ramírez & Meléndez, 2005; Alonso et al., 1996; Casagrande et al., 2006 Casagrande et al., , 2010 . Other parameters such as the metal content can also be derived from photometric calibrations (Nordström et al., 2004; Schuster & Nissen, 1989) . These parameters can then be used to derive more fundamental parameters, such as mass and radius using calibrations similar to those described in Torres et al. (2010) .
The determination of the spectroscopic parameters is not straightforward. A careful analysis is necessary for each stellar spectrum. This can be very time-consuming if you need precise parameters and chemical abundances for several elements. One of the most difficult aspects of a spectroscopic analysis is, ⋆ Based on observations collected at La Silla Observatory, ESO, Chile, with the HARPS spectrograph at the 3.6-m telescope (072.C-0488(E)). The code is available for download at www.astro.up.pt/∼sousasag/TMCalc undoubtably, the continuum determination. It can be very difficult to derive correct position of the continuum, especially when dealing with poor quality spectra (considering data of low signalto-noise (S/N) and/or low spectral resolution). Moreover, this difficulty in determining the continuum position also depends on the spectral type of a star. This is because cooler stars tend to have more spectral lines, increasing the amount of blending and leading to the "dilution" of the true continuum. The same happens for different wavelength regions of a given stellar spectrum where the line density strongly increases as you move to shorter wavelengths. This problem can be strongly reduced using automatic tools that are consistent in determining the continuum position, eliminating the errors/offsets, caused by a subjective determination, that are present when using interactive tools.
Another problem that has an important impact on the derivation of spectroscopic stellar parameters is the selection of the lines and their respective atomic parameters. There are two typical choices made by spectroscopists. On the one hand, one can choose to use for each line the atomic parameters defined by a laboratory analysis. This method can have errors as large as 10-20 %. On the other hand, one can adopt new atomic-parameter values determined based on the observed lines in the spectra of a reference star (typically the Sun) and then assume its "well" known spectroscopic parameters. This second option allows us to perform a differential analyses using another star as a reference, and, therefore, when the Sun is used as a standard candle, it is very suitable for solar-type stars (FGK). However, the method becomes imprecise for sufficiently cool and hot stars.
This second option, which is usually referred to in the literature as a differential spectroscopic analysis, was combined previously with automatic codes such as ARES (Sousa et al., 2007) applied in our previous studies (Sousa et al., 2008 (Sousa et al., , 2010 . This allowed us to derive in a systematic and homogeneous way spectroscopic stellar parameters for more than 1000 FGK stars.
These were then used to derive abundances for a large number of elements (Neves et al., 2009; Adibekyan et al., 2011) . In all these works, the derived stellar parameters were proven to be compatible with others derived in different works using a range of independent methods.
In this work, we make use once again of the data of 451 stars presented in Sousa et al. (2008) , which consist of very-high quality spectra of both high resolution and high S/N, to perform a new direct spectroscopic calibration of the stellar metallicity [Fe/H]. The calibration is based on weak Fe I lines that depend mainly on temperature and iron abundance and are less dependent on other parameters such as the surface gravity and microturbulence. Therefore, it only requires a pre-determination of the effective temperature. For the determination of the temperature, we can use the line-ratio calibration presented in Sousa et al. (2010) and combine both calibrations to build a simple and fast code that allows a precise estimation of both the effective temperature and [Fe/H] .
In Section 2 we recall and discuss the main features of the line-ratio calibration code, presenting some tests done in previous studies to demonstrate its consistency in the particular parameter space of the calibration. In Section 3, we define the new [Fe/H] spectroscopic calibration and explain how we derive it. We also present a simple procedure to derive the final value of [Fe/H] obtained from all the individual line calibrations. In Section 4, we show some simple tests performed on both the calibration sample and an independent large sample of solar-type stars. In the final Section 5, we summarize this work.
Temperature based on a line-ratio calibration
The code presented in this work is inspired by a previously published effective-temperature calibration based on line ratios of several spectral lines of different elements (Sousa et al., 2010) . This calibration was presented as an excellent tool for determining automatically and quickly a spectroscopic effective temperature, and can be easily used to confirm a spectroscopic temperature determined using the "standard" procedures (see also Gray & Johanson, 1991; Gray, 1994; Gray & Brown, 2001; Gray, 2004; Kovtyukh et al., 2003) . This was presented as a possible extension of the ARES code, which can automatically measure the equivalent widths (EWs) of weak absorption spectral lines (Sousa et al., 2007) . Desidera et al. (2011) showed that this line-ratio calibration can return good estimates of the temperature, even for solar-type stars up to relatively high rotation rates (up to 18 Km/s). This excedes the abilities of typical EW methods owing to the increase in the number of blends with higher rotation of the stars.
In Figure 1 , we compare the temperatures derived with the line-ratio calibration of Sousa et al. (2010) with those derived using the standard spectroscopic procedure (Sousa et al., 2008 . The top plot shows this comparison for the sample of stars used to calibrate the line ratios. As expected, the consistency is very good. This plot is important to illustrating the typical dispersion that we obtain using the line-ratio calibration.
In the bottom plot of the same figure, we show the same comparison for an "independent" sample of stars (independent in the sense that these stars were not used to compute the calibration of each line ratio). It is clear that the comparison is also consistent. Both plots were presented in previous works, and they are presented here to recall that the temperature inferred from the line ratio is consistent with our standard spectroscopic method, within the ranges defined for the calibration. Therefore, we can use the line-ratio calibration in order to determine the Fig. 1 . In the top panel, we show the comparison between the effective temperatures derived from our standard spectroscopy analysis and the ones derived using the line-ratio code for the sample used to derive the calibration (labelled Cal. Sample in the plot adapted from Sousa et al. (2010) ). In the bottom plot, we show a similar plot but this time for the sample of stars presented in Sousa et al. (2011) . This corresponds to a sample that is independent of the derived calibration. In both panels, we present the mean difference and the standard deviation for the comparisons. temperature of a star, and then examine the strength of the iron absorption-lines and quickly find a calibration of [Fe/H] .
[Fe/H] calibration

Selection of lines
To obtain a calibration that help us determine [Fe/H], we need to compile a list of iron lines that are observed for solar-type stars. For this step, we started with the "stable" line-list presented in Sousa et al. (2008) , which is a list of iron lines chosen to ensure that they are appropriate for an automatic determination of EWs with ARES. The next step was to select lines that should be independent of both surface gravity and microturbulence. In other words we needed at this point, to select lines that depend mostly on temperature and [Fe/H].
We can easily ensure the independence of the calibration of the surface gravity by selecting only the iron lines that corresponds to the neutral state (Fe I). This is because the ionized iron lines (e.g. Fe II) depend strongly on the surface gravity, in contrast to the neutral iron lines (Gray, 1992) . We therefore take out all the Fe II lines from the original list.
Finally, the microturbulence parameter may have a strong impact on the strength of a spectral line, particulary for stronger lines. Weak lines are known to be reasonably independent of microturbulence.
One problem that we face in defining our linelist is that the strength of each individual line depends strongly on the effective temperature and [Fe/H]. We can therefore only eliminate a line after its line strengh has been measured and checked to be in the regime where it is independent of microturbulence. Therefore, for this work we consider our cut at 75 mÅ. This value seems to be reasonable taking into account not only the microturbulence dependence, but also considering that lower values will strongly reduce the number of lines acceptable for the calibrations.
We also wish to note that there is a known dependence of the microturbulence on the temperature (e.g. Pilachowski et al., 1996; For & Sneden, 2010) . Therefore, the microturbulence dependence seen for the stronger lines may be removed significantly by the temperature fitting in our calibrations. Together with the restrictions that we impose on the line selection we can strongly eliminate any microturbulance dependence from our calibrations.
The [Fe/H] calibration
To derive the calibration for [Fe/H], we again used the sample of stars presented before for the temperature line-ratio calibration.
This sample is composed of 451 solar-type stars that were all observed with HARPS to obtain high-resolution spectra (R ∼ 110000). These stars were part of the HARPS survey for extrasolar planets (Mayor et al., 2011) . The S/N for this sample varies from 70 to 2000, with 90% of the spectra having a S/N higher than 200. It is a very well-established sample with homogeneous spectroscopic parameters that have been compared with other independent methods.
To ensure consistency with the previous line-ratio calibration, we used the same EW measurements.
For each line, a calibration was computed following the equation:
( 1) We choose to use this equation in order to have an easy (and quickly attainable) representation of the physical dependence between the line strength, the effective temperature, and the iron abundance. To extract the iron abundance from this equation, we perform a simple invertion of [Fe/H] .
In Fig. 2 , we show the results of an iterative process for the determination of the calibration coefficients for the iron line at 6820.37 Å. In this process, we first select the lines (stars) accordingly to the discussion in Sect. 3.1, i.e. removing all points whith EWs larger than 75 mÅ (each point is the EW for a star in the sample). At this step, we also choose to remove the lines with EWs smaller than 20 mÅ. This is because for these small lines we have a larger relative error in the EW. We then fit the remaining points with the equation and perform the first outlier removal, choosing a 2 σ threshold. We repeat the process one more time to eliminate extra outliers. These outliers are mainly due to poor automatic EW measurements that are typically related to either a bad continuum determination or strongly blended lines. The final fitted coefficients are kept, together with the final number of stars used, the slope of the direct comparison between the calibrated and the spectroscopic [Fe/H], and the respective standard deviation of the fit.
This procedure was performed for all the lines in the initial iron line-list. Finally, we made a careful selection of the lines, considering the results of each individual fit. This selection was performed to ensure that each calibration satisfies the following conditions:
1. The direct comparison between the calibrated and the spectroscopic [Fe/H] has a slope within 3% of the identity line. 2. The standard deviation of the individual line calibration is less than 0.04 dex.
The values used in these two conditions were chosen to keep a significantly large number of lines in order to increase the statistical meaning of the final metallicity derivation. In this case we want to note we choose not to neglect lines that have a given minimum of the final number of stars used for the individual fit. The reason for this is that we remove lines of the fit accordingly to their strength, which means that depending on the temperature and metallicity of a star, a given line will be either stronger or weaker in specific space regions of these two parameters. Therefore, the only concern that we have in these cases is to ensure that we take into account that each individual calibration is only valid within each individual parameter space. 
[Fe/H] estimation from the line calibrations
From the calibrated lines, we can now derive a final value for the global [Fe/H] for a given star. The procedure that we propose here is the same as that presented for the temperature determination based on line ratios (Sousa et al., 2010) . We summarize this procedure in the following items:
-First we compute the [Fe/H] determination using each calibrated line from This procedure is repeated twice with a 2 σ outlier removal, eliminating in this process the EWs that were not (for any reason) performed correctly.
Errors
The easiest error estimate that we can extract from our procedure is to assume the dispersion in the values given by all the individual calibrations. If one considers that each individual calibration is independent of all the others, we can divide the dispersion by the square root of the final number of individual calibrations used.
It is wise, however, to include the error in the temperature. To do this, we choose to use a straightforward estimation of this error, which is to derive the error in [Fe/H] using the limits given by the temperature error (1-σ). The final error is obtained by evaluating the quadratic sum of the two sources of errors.
Using TMCalc to estimate temperature and [Fe/H] for solar-type stars
The calibration presented here is only useful when you have a temperature estimation. We therefore developed a free code, implemented in C language, that combines both the line ratio calibration and the [Fe/H] calibration presented here. The code is available online at the ARES web page 1 . The code comes with a simple shell script "TMCalc", which can be used as the driver to run the C code with an easy shell-command line. This makes the code ready to be included in any kind of a spectral analysis pipeline. The only requirement is to have the spectrum (e.g. coming from the pipeline) in a format ready to be used with ARES.
Testing the code
4.1. The calibration sample against the spectroscopic [Fe/H]. The result is consistent, thus can be expected since in this case the sample is the same as that used to compute the line calibrations.
In Fig. 4 , we try to identify any dependences of the value of [Fe/H] derived from the calibration on other spectroscopic parameters such as temperature, surface gravity, and spectroscopic [Fe/H] . It is possible to see from this figure the ranges of spectroscopic parameters for which this calibration is valid. It is clear that these come directly from the star properties in the sample, which is typically composed of solar-type stars with effective temperatures ranging between 4556 K and 6403 K, and with surface gravities typical of dwarf stars and a few sub-giants ([3.68, 4.62] ). All these stars have metallicities of around solar, ranging from -0.84 dex to 0.39 dex.
It is clear from Fig. 4 that there is no clear trend, except for the spectroscopic [Fe/H] itself. An offset is clearly visible for the metal-rich stars, but the maximum differences remain within 0.1 dex, which can nevertheless be significant. This offset is a result of some extra dependence that the individual line calibrations were unable to extract, or is merely an artifact of the fit, since the offset is only observed in the upper limit to [Fe/H] . Instead of applying a higher order polynomial for each individual calibration and trying to eliminate this offset, we choose to perform a simpler and more direct correction. From the figure, we can see that we can fit the points with a simple horizontal line for [ This equation is applied at the end of the procedure to correct the offset that can be seen in Figure 4 .
In Figure 5 , we show the effect of the correction for the sample used for the calibration. The dispersion in slightly smaller and the offset is close to zero as expected. However, this is still the sample of stars used to derive the calibration, hence the consistency of this result is expected. What is interesting to show at this stage is the "small" dispersion in the evaluated [Fe/H], which is typically around ∼ 0.03 dex. This value can be used as a reference to indicate the quality of the final corrected calibration.
Constrains on line strenghts
As discussed before, we choose lines of a specific range of strengths: weak lines in order to avoid any dependence on the microturbulence, but not those that are weak to avoid the intrinsic errors in the measurements of very weak lines. The reader may be concerned about these restrictions and the possible systematics that they can produce on the described calibrations. For instance, for low temperature stars, these restrictions will tend to eliminate the stronger lines in the metal-rich stars, while in hotter stars, different lines (that are weaker) will be eliminated for the metal-poor stars owing to the poorer constraints. Even without our poorer constraints, the iron lines tend to disappear from the spectrum in these cases, since they are metal-poor. Therefore, for different types of stars, we use different sets of lines, which could introduce systematic errors into the calibrations. On the left we see the lower temperature stars (T e f f < 5000 K), and on the right the hotter stars (T e f f > 5800 K). The comparisons remains consistent with a small dispersion and no visible trend for the different temperature regimes. In the bottom panels, we present the number of individual calibrations used in each star. In these plots the decrease in the number of lines used is clear for the metal-poor stars in both temperature regimes. For the cooler stars, the reduction in the number of lines is also clear for the more metallic stars. This is the effect that we described before and is a result of neglecting the stronger lines to eliminate the microturbulence dependence. Although the number of lines is smaller owing to the discussed systematics, it is clear from the comparison that the results are consistent, and the selection of the lines using the indicated constraints on the line strength seem to produce good results.
Large independent sample for direct comparison
We only showed the test on a very well-defined sample, composed of stars with data of high resolution and high S/N, which was used to define the calibration. At this point, we wish to show an independent test, in the sense that we use a different sample of stars that was not used to compute the calibration. This "independent" sample is composed of a total of 582 FGK stars for which the parameters were determined using the same homogeneous spectroscopic method. The details of these determinations can be seen in Sousa et al. (2011) . The main difference regards the spectral quality of this sample: this sample typically has a lower S/N than the calibration sample. 75% of the stars have S/N lower than 200, while 90% of the stars in the calibration sample have data of S/N higher than 200.
In Figure 7 , we compare the standard spectroscopic derivation result with the calibration presented here for this "independent" large sample of stars.
The result of this direct comparison is very good. The mean difference is close to zero, indicating that there is no clear offset in the determined [Fe/H] . However, the dispersion (∼0.04 dex) is larger than for the previous comparisons. This is expected because this sample has typically a lower S/N. In addition, this large "independent" sample has a few stars that lie outside the limits of the calibration. Amoung the 582 stars that belong to this sample, the code was able to derive values for a total of 556 stars. Amoung these stars, there are still a few that are outside the limits of the calibration. This can be clearly seen in the figure at lower metallicities where we have at least three stars with metallicities lower than -0.8 dex (plotted as grey squares in the Figure) . The error bars for these three stars are large compared to those for the rest of the stars. This is due to the far smaller number of iron lines (about ten) used in the estimation of the calibrated [Fe/H]. The number of lines and their respective errors derived from the procedure previously described can be used to reliably check whether the star is within the limits of the parameter space of the calibration.
After this has been noted, the remaining results are very consistent and reveal that this calibration, both in temperature and [Fe/H], is precise enough to be used within its limits, to efficiently derive these two atmosphere parameters, either as a first approximation or as a check of other standard spectroscopic determinations.
Spectral resolution and S/N
To evaluate how this procedure works for different spectral resolutions and different values of S/N, we computed several solar spectra, first with different levels of S/N and then with different levels of resolution. The original spectrum was obtained using the Kurucz Solar Atlas. The noise was created using a Gaussian distribution and we introduced the artificial instrumental resolution using the "rotin3" routine in SYNSPEC 2 (Hubeny et al., 1994) . We first created ten different S/N levels to be included in the original spectrum (10, 25, 50, 75, 100, 150, 200 , 300, 400, and 500). We then created ten addicional different spectra with resolutions ranging from 10000 to 100000, corresponding to FWHM of 0.550 Å and 0.055 Å at the central wavelength 5500 Å. For this spectra, we included the noise to simulate spectra with S/N ∼ 200, which more closely represent the real spectra. We generated the spectra in the region [4000 Å -7000 Å ] in order to cover our linelist.
For the spectra of different resolutions, the EW measurements were all performed with ARES using the same input parameters (smoothder=4, space=3, rejt=0.994, lineresol=0.07), except for the spectrum with the lowest resolution for which we adapted a "smoothder" parameter of 12. For the different S/N Fig. 8 . Temperature and [Fe/H] determined using our calibrations for the simulated solar spectrum with different sets of resolutions and S/N. We show two different error estimations, the thin black error bars representing only the dispersion in the individual calibrations, and the thick grey error bar where we also take into account the number of individual calibrations used. See text for details. spectra, the ARES parameter "rejt" changed accordingly to the S/N of the spectra, using the recommended values discussed in Sousa et al. (2011) . The results can be seen in Figure 8 . The two top panels shows the results for the solar spectra of different S/N, the two bottom plots for the solar spectra of different resolution. We also present two of the errors estimations given by the code. The smaller and thicker grey error-bars represent the errors obtained by considering the dispersion in the individual calibration and the number of independent lines used. The thin black error bars presented in this figure are the ones obtained using only the dispersion in the individual calibrations, ignoring the number of calibrations used. The results are consistent even for the lower resolutions, where the strong increase in the errors originating directly from dispersion in the independent calibrations can be clearly seen. This proves that the calibrations presented in this work can be safely used for lower resolution spectra. In terms of the S/N, the results are also quite consistent down to S/N ∼ 25. For this low S/N, the temperature estimation starts to deviate from the expected one, although the errors are large and greater than the offset. We note that for the [Fe/H] even for very low S/N spectra the values are very close to the expected [Fe/H]=0.
Summary
We have presented a new spectroscopic line calibration to efficiently estimate the stellar [Fe/H] . This calibration depends on both the temperature and the strength of the iron lines. We make available a free code that combined with ARES and a previous temperature line-ratio calibration allows us to estimate both the spectroscopic stellar effective-temperature and the [Fe/H]. We tested this code with a large sample of solar-type stars and confirmed that these calibrations are consistent within the parameter space defined for the calibrations. This code can easily be applied to a spectroscopic data-analysis pipeline in order to quickly obtain precise estimations of these important spectroscopic parameters.
These calibrations should not replace the more precise standard spectroscopic analyses that are typically more timeconsuming. These standard methods should definitely be used if one whishes to study stars individually. However, the tool that we present in this work can be very useful for determining precise parameters for large amounts of data. Typical examples are the data sets of spectroscopic surveys, which are very large and for which people normally search for statistical trends among the propreties of the many survey targets. Sousa, S. G. et al.: TMCalc -a 
