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Abstract
The effects of blast waves generated by energetic and non-energetic sources are of continuing interest to the ballistics research community.
Modern conflicts are increasingly characterised by asymmetric urban warfare, with improvised explosive devices (IEDs) often playing a dominant
role on the one hand and an armed forces requirement for minimal collateral effects from their weapons on the other. These problems are
characterised by disparate length- and time-scales and may also be governed by complex physics. There is thus an increasing need to be able to
rapidly assess and accurately predict the effects of energetic blast in topologically complex scenarios. To this end, this paper presents a new
QinetiQ-developed advanced computational package called EAGLE-Blast, which is capable of accurately resolving the generation, propagation
and interaction of blast waves around geometrically complex shapes such as vehicles and buildings. After a brief description of the numerical
methodology, various blast scenario simulations are described and the results compared with experimental data to demonstrate the validation of
the scheme and its ability to describe these complex scenarios accurately and efficiently. The paper concludes with a brief discussion on the use
of the code in supporting the development of algorithms for fast running engineering models.
© 2016 China Ordnance Society. Production and hosting by Elsevier B.V. All rights reserved.
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1. Introduction
QinetiQ is a defence, security and aerospace company based
in the UK with established footprints in the US and Australia.
Its customers are predominantly government organisations,
including defence departments, as well as international custom-
ers in other commercial sectors. Its research activities are there-
fore far reaching from the development of fundamental
understanding through to applied research to solve specific
customer problems. In many of these activities, Modelling and
simulation has been established as a way of reducing costs and
providing research that is value for money and capable of deliv-
ering “quick wins”. There is therefore a demand for the devel-
opment and demonstration of validated fit-for-purpose
modelling tools that extend from full numerical simulations
(hydrocodes) through to Fast Running Engineering Models
(FREMs) that employ analytic models and empirical databases.
In the area of defence R&D, one of QinetiQ’s primary goals is
the development and demonstration of a certified modelling
capability to support the munitions design and performance
assessment process.
The development of this capability for over 25 years within
QinetiQ has resulted in the development and application of an
integrated modelling-experiment capability. The numerical
simulation element of the modelling capability has centred on
the in-house developed Eulerian hydrocode GRIM and the
public domain version of the US Lagrange hydrocode DYNA.
A key element of the strategy has been the development of
physically based material algorithms, by Porter and Gould
[1,2]. This methodology has been highly successful in a wide
range of areas, for example References [3,4].
The success of this methodology has led to increasingly
demanding customer requirements that generate challenging
numerical simulations often with new physics and/or large geo-
metric solution spaces. There is the added difficulty that the
advanced material models, being developed to describe the new
materials and physics, are often incompatible with the existing
numerical schemes; e.g. polymer deformation is fundamentally
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different from that in metals. In addition, the governing physics
can operate over a number of length scales, which often have to
be accommodated within a numerical simulation. These simu-
lations are also challenging in terms of the computational
resources required for their solution.
A topical and challenging area is concerned with the predic-
tion of the effects of blast waves generated by energetic and
non-energetic sources. Modern conflicts are increasingly
characterised by asymmetric urban warfare with improvised
explosive devices (IEDs) often playing a dominant role on the
one hand and an armed forces requirement for minimal collat-
eral effects from their weapons on the other. These are areas of
active research, for example References [5,6]. In addition, a
significant amount of research has been undertaken over recent
years to describe and predict the complex blast loading due to
buried mines [7,8].
Outside of the ballistics community, the security forces and
those engaged in the manufacture and regulation of hazardous
materials, where there is a risk of explosion, have a need to
understand and be able to predict the effects of explosions. The
recent industrial explosion in Tianjin, China is one example of
this requirement.
Many of the developments in GRIM have been driven by
these requirements to provide an accurate description of blast in
a wide range of scenarios. This has included the physics and
chemistry of an energetic material that can be exploited to
enhance the blast field [9,10].
Although the numerical scheme in GRIM is second order
accurate and the advection step is third order accurate in regions
of smooth flow, the inherent numerical dissipation results in
reduced accuracy in the far field. Reduction of the mesh reso-
lution can alleviate this problem; however, a 1 mm mesh reso-
lution in a 4 m3 simulation space equates to a 64 billion cell
problem. Realistically sized problems that contain objects, e.g.
a vehicle subjected to an IED attack, rapidly become intrac-
table, especially with the need to properly resolve the vehicle to
correctly reproduce the details of the flow field around it and
reproduce any localised regions of blast enhancement. Whilst
methods that link GRIM with DYNA to describe blast effects
on and within structures, and the gross features of the response
have been very successful [11], the increasing scale of the
problems has shown the details of the response to be less well
described.
To meet these requirements, QinetiQ has developed a new
computational package that employs state of the art numerical
solvers and mesh generation/adaptation techniques. This devel-
opment was in collaboration with the Cavendish Laboratory at
the University of Cambridge and Cambridge Numerical Solu-
tions Ltd, who contributed to the theoretical (mathematical
formulation and numerical analysis) and computational (source
code generation and parallelisation) aspects of the package,
respectively. This new capability is called Euler-Adaptive Grim
LEgacy (EAGLE).
This paper is concerned with the application of a derivative
of EAGLE, called EAGLE-Blast, to the solution of a number of
simple and complex blast problems. In the rest of this paper, we
describe the basis of the EAGLE-Blast numerical methodology,
the mesh generation/adaption techniques and examples of the
validation tests and performance metrics. The paper concludes
with a demonstration of the new capability in reproducing the
blast field in a complex urban environment.
2. EAGLE
The EAGLE code has been designed and developed from
scratch allowing for efficient implementation of up-to-date
algorithms to meet the challenging requirement to simulate a
wide range of problems, each potentially requiring a different
combination of physical processes. These might include fluid-
dynamics, solid material strength, reaction chemistry, moving
boundaries or material fracture, amongst others. For this reason,
the code has been designed in a highly modular fashion, such
that individual physics modules can be “plugged-in” to the
simulation depending on the client’s application. This is shown
schematically in Fig. 1.
Traditionally, numerical methods in solving such multi-
material problems have used Lagrangian, mixed Eulerian–
Lagrangian (ALE), or smooth particle hydrodynamics (SPH)
approaches [12–14]. Recent advances in numerical methods for
Fig. 1. Structure of EAGLE. The core is a two-way coupled CFD/CMD (computational fluid dynamics and computational material dynamics) solver, which is
embedded in a hierarchical AMR (adaptive mesh refinement) algorithm. The latter is modified to work with a Cartesian cut-cell technique to discretise the boundaries
of the computational domain. Additional physics/chemistry can be added as the problem necessitates.
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coupling CFD (Computational Fluid Dynamics) and CMD
(Computational Material Dynamics) algorithms have made
such coupled simulations possible in the Eulerian frame of
reference [15–17]. At the core of the EAGLE formulation is a
model for the description of fluid dynamics (Navier–Stokes
equations), which is (two-way) coupled to an elastic–plastic
model for the description of material dynamics. The Riemann
ghost-fluid method is employed to represent the evolving mate-
rial interfaces as discontinuities on discrete space. The coupling
between the materials at these interfaces is achieved by means
of a new approximate mixed Riemann solver [17]. The mixed
Riemann solvers are able to accommodate realistic equations of
state (in Mie–Gruneisen form or from SESAME tables). Addi-
tional modules exist for additional physical and chemical pro-
cesses such as reactive flow, fracture etc.
The approach for the numerical solution of the governing
equations has been built around finite-volume solvers to ensure
conservation of the evolved quantities and ability to handle
discontinuous solutions. The detailed formulation and numeri-
cal solution of EAGLE will be presented in a future
communication.
3. EAGLE-Blast
The modularity of the EAGLE code has allowed the devel-
opment of a derivative of EAGLE called EAGLE-Blast, which
is a single material version tailored for blast simulations with
the ability to include rigid bodies within the flow field. Similar
capability is possible by setting appropriate initial and bound-
ary conditions in commercial packages (such as those offered
by ANSYS) or tailored software like ProSAir [18]. However,
access to the source code (to gain knowledge of the underlying
formulations and numerical methods as well as for continuous
maintenance and upgrade) and confidentiality issues make an
in-house code development essential. The resulting code has
been optimised for maximum efficiency and computational
speed. In this section, we summarise the EAGLE-Blast formu-
lation and its numerical solution.
3.1. Formulation and numerical solution
The EAGLE-Blast code is designed to solve the compress-
ible Euler equations in one, two, or three dimensions, which in
Cartesian coordinates are
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Here ρ is fluid density, υ is the fluid velocity, p is the
pressure and E is the total energy.
The system of equations (1) above is solved by means of an
operator splitting approach, where the hyperbolic left hand side
is integrated using finite volume, high-resolution, shock-
capturing schemes.
A number of different hyperbolic solvers have been imple-
mented in EAGLE, including second-order accurate, TVD,
upwind Godunov-type Riemann problem-based schemes
(WAF, MUSCL-Hancock) and centred (SLIC) schemes, but
Godunov-type schemes are employed in most cases. More
information about these schemes and their implementation can
be found in the textbook by Toro [19].
The approach employed for the energy release is that of a
measured release of the correct amount of energy via a source-
term, similar to the approach used by Rigas and Sklavounos
[20]. The complete energy of the explosive is assumed to be
released in a finite time tDET, which assumes a constant rate of
burning, vCJ, from the centre of the explosive outwards.
The energy release is then implemented using a source-term
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Integrating this shows that the correct amount of energy is
released into the domain in the appropriate time. Furthermore,
the form of V assumes that the energy release at time t is
proportional to the surface area of the region currently burning,
being the surface of a sphere whose radius is derived using the
burn-rate and the current simulation time.
Equation (2) is then solved using an operator splitting
approach. The hyperbolic left-hand side uses a finite-volume
TVD HRSC scheme, such as MUSCL-Hancock. The remaining
source-term is an ODE, which is solved using a fourth-order
Runge–Kutta ODE solver. When setting initial data for the blast
problem, we defined the ambient state as (ρ = 1.225 kg/m3,
υ = 0 m/s, p = 1.01325 × 105 Pa), whilst inside the explosive
the density is set to be that of TNT: ρ=1560 3kg/m .
3.2. Mesh generation
The first step for simulating a geometrically complex blast
scenario is the generation of a good quality computational mesh
around the buildings or other objects in the domain. To this end,
there are various contemporary approaches that include
unstructured cells, overlapping patches and embedded meshes
(for flows in the atmosphere, see the review volume by
Nikiforakis [21]). ProSAir [18] for example employs a cell-
merging approach to handle cells partially covered by solid
geometries, and an octree approach in an Adaptive Mesh
Refinement (AMR) methodology.
EAGLE-Blast employs a Cartesian, cut cell technique for
mesh generation that falls under the embedded mesh class of
methods. Detailed presentation of this approach is beyond the
remit of this paper, but can be found in Klein et al. [22]. There
are two main issues associated with cut-cell techniques, namely
integrating around the arbitrary-shaped computational cells
adjacent to the solid boundary and maintaining an integration
timestep of the same size as with the uncut cells in “free” air.
The approach by Klein et al. addresses these problems by using
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a flux-stabilisation formulation, which is fully conservative and
allows for time steps determined by the regular grid spacing,
rather than the arbitrarily small boundary cells. The method
operates stably in conjunction with directional operator split-
ting, so any finite volume scheme can be employed for the
calculation of the fluxes. From a High Performance Computing
(HPC) point of view, this approach has several advantages,
including efficiency of both storage and computation, trivial
partitioning for parallel processing and simple compatibility
with adaptive meshing techniques.
3.3. Mesh adaptation
The greatest challenge in the simulation of blast problems
lies in the physical scale of the solution domain, which can
extend over many metres. The use of expanding numerical
meshes is one approach but mesh cells with large aspect ratios
can prevent the propagation of waves and generate unphysical
wave structures. In GRIM, the approach adopted has been to
use a series of meshes of different resolution with each mesh
extending over a greater range of the domain of interest, as
illustrated in Fig. 2.
Just before the boundary of the mesh becomes active, the
flow field is extracted and inserted into the next mesh in a new
problem. Whilst this process works very well, it is time con-
suming and the increasing cell size of each mesh introduces
additional dispersion, which reduces the accuracy of the solu-
tion. This can lead to delayed shock time of arrival and reduced
shock pressures when compared with experiment.
In order to simulate problems that cover large geometrical
distances and are required to resolve physical and chemical
processes that are governed by differing length and/or time
scales, e.g. chemistry, fracture, in a computationally efficient
way EAGLE uses an Adaptive Mesh Refinement (AMR) frame-
work. Extra resolution is introduced where required by layering
fine grids over coarser. These grids are dynamically reposi-
tioned as the simulation progresses. This “hierarchical” AMR
allows for refinement in time as well as space, and enforces
numerical conservation of physically conserved variables.
We have implemented a variant of AMR, which is based on
the method originally proposed by Berger and Oliger [23], and
updated by Berger and Colella [24] and Bell et al. [25]. It has
since been contributed to by others such as Quirk [26] and, in
the context of this implementation, by Nikiforakis [27],
Hubbard and Nikiforakis [28], Bates et al. [29] and Schoch and
Nikiforakis [30]. This variant uses a sequence of embedded
regular grids to create the discretisation (see Fig. 3) so it is
simple to apply an adaptive time stepping strategy (i.e. we
refine in time as well as in space), which avoids unnecessarily
prohibitive restrictions on the time step used in the integration
of the equations on the coarser grids, which not only wastes
CPU time but can also degrade the accuracy.
3.4. HPC and I/O
EAGLE is fully parallelised, using Message Passing Inter-
face (MPI) and attains good weak and strong scaling across
multiple processors. The coarsest grid is partitioned across
separate processors, using the Zoltan library created by Devine
et al. [31] to create a suitably load balanced partitioning. The
refined child patches can then either be required to be on the
same processor as their parent patch, or can be load balanced
separately. In general, the former approach yields better perfor-
mance, although there are specialised test-cases where the latter
gives an improved performance. As part of the standard AMR
algorithm, data often need to be communicated from many
small patch boundaries at once. The best way to do this was to
collect the data from separate patches into a buffer local to each
processor, then perform a single communication between all
processors of the relevant data, before extracting the data from
the buffer on each receiving processor.
Rigid geometries can be imported into EAGLE-Blast by
using a constructive approach from simple boxes, cylinders,
spheres, etc. Alternatively, they can be imported from the stan-
dard STL file format, which allows designs to be directly
imported from engineering constructions.
EAGLE-Blast can produce output in a variety of formats.
The main one is based on the HDF file-format [32], and can be
read into the VisIt visualisation package [33]. It can also output
Fig. 2. Upscaling process in the GRIM hydrocode, where Δ is a measure of the
grid spacing.
Fig. 3. Left: A circular cylinder discretised by means of the Cartesian cut-cell
technique. The Klein et al. [22] solver integrates the non-rectangular cells next
to the boundary, which can be arbitrarily small, at the same timestep as the
rectangular cells away from the solid body. Right: The same domain discretised
by means of AMR, for two levels of refinement, at the same effective resolution;
the AMR algorithm sub-cycles the solution at the finer levels for a smaller
timestep compared to the larger cells, thus refining in time as well as in space.
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continuous pressure-time outputs from a number of gauges,
bitmaps, maximum pressures over time, and integrals of quan-
tities such as density and energy. All of these take account of the
hierarchical nature of AMR and make use of the data from
sub-cycled time-steps.
The documentation of the EAGLE software has been
detailed down to source code level. This internal documentation
is used to automatically generate full HTML documentation in
a 900 page manual, using Doxygen [34]. All object classes,
functions, etc. are documented in detail for developers. The
same approach is used to generate easily accessible user-level
documentation. The documentation therefore evolves with the
code, is specific to the module configuration in use and auto-
matically meets the regulation and approval processes.
EAGLE incorporates an automated test-suite infrastructure,
which allows for a series of validation tests to be performed on
the whole code. It has been designed to be very straightforward
for users to add their own customised tests, allowing simple
parametric studies to be performed. The output is provided in an
easy-to-read HTML format for a quick summary of those tests
that have passed and those that have failed, allowing ready
identification of problems.
The core code is written fully in C++03 to the MISRA
coding standard. The ability to employ object-oriented pro-
gramming methods results in well-structured code. The exter-
nal libraries used are stable and well-maintained (MPI, Boost,
and HDF) and unit-tests validate individual components of the
code to ensure that any modifications do not break the core
functionality. We chose to use C++03 as it allowed us to imple-
ment a modular code that could be easily extended to an
arbitrary number of material models, by making use of the
object-oriented, templating, and meta-programming features of
C++03.
We have compared the performance of EAGLE against
GRIM and found that it compares reasonably well for problems
run on a single core, using a grid with uniform resolution. The
ability of EAGLE to scale well across multiple cores and to use
AMR to provide reduced run-times means that it can out-
perform GRIM when these features are used.
4. Validation and Verification
With modelling increasingly being employed as part of the
product design cycle, the Verification and Validation (V&V) of
the models becomes a very important aspect of code develop-
ment with properly documented descriptions of the code and
the tests becoming formal parts of the Design Certification
process.
EAGLE-Blast has been validated against benchmarks of
increasing complexity. The simpler one-dimensional case-
studies have exact analytical solutions that allow an assessment
of whether the fundamental waves have been captured accu-
rately. In two space dimensions, the code is validated against
experimental results from van Dyke’s Album of Fluid Motion
[35], for shock diffraction case-studies at two different Mach
numbers, which reveal different flow structures. This case-study
offers an opportunity to assess the performance of AMR and the
parallelisation of the code. The following two case-studies are
full-scale and reduced-scale blast experiments with complex
(albeit geometrically-simple) boundaries, where the numerical
results are compared against pressure-gauge output. Finally,
as a demonstration that the code can accept STL-format files
and can readily discretise arbitrarily-complex geometries, a
case study of a wave (akin to blast produced by a surface
mounted anti-tank mine) interacting with a main battle tank is
presented.
4.1. One-dimensional shock-tube problems
As a first test the code has been exercised in one space
dimension using the suite of five shock-tube problems proposed
by Toro [19], which assess different aspects of the underlying
solver(s) for the hyperbolic part of the equations. Indicatively,
results typical of the performance of the algorithm are pre-
sented here for one of the test-cases, originally attributed to Sod
[36]. The initial conditions of this test are given by
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and the test is run to an output time of T = 200 μs, when all
three admissible wave solutions of the compressible unsteady
Euler equations (shock wave, contact surface and rarefaction
wave) are fully developed.
The EAGLE-Blast numerical results are compared to the
exact solution in Fig. 4. The position of all the waves has been
captured accurately and there are no spurious oscillations or
excessive numerical diffusion. The shock wave has been cap-
tured across a couple of computational cells. These results
should be compared to those of Toro [19] for the same problem
and method, demonstrating that we have implemented this
second-order scheme correctly.
4.2. Shock diffraction around a 90° corner
Real blast scenarios include the interaction of the blast wave
with objects. The experiments of shock waves diffracting
around 90 degree corners presented by van Dyke [35] have been
used as validation benchmarks by many researchers, see for
example Hillier [37] and its citations. The experiments by van
Dyke are for shock Mach numbers 1.3 and 2.4, which reveal
different flow structures as they evolve. In the low Mach
number case, a weak vortex is attached at the apex of the corner,
whilst the head of a rarefaction wave propagates backwards on
the top surface of the block. The M = 2.4 case is far more
complex, since a number of different waves appear and interact,
including an internal shock wave, contact surfaces and slip
lines. The results from EAGLE-Blast (Fig. 5) for both Mach
numbers compare favourably against the experimental results
published by van Dyke [35].
The simulations were performed using a resolution of 2000
cells in each direction. Fig. 5 also shows the same results, but
this time calculated with a base grid of resolution 250 cells in
each direction, and three levels of refinement at a factor of two
each. The AMR results are visually identical to those calculated
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at uniform grid resolution. As can be seen, the grid has been
refined only where needed, and the grids follow the shocks and
fine flow features accurately. The grid patch boundaries are
coloured red, blue, and green, in order of increasing resolution.
Table 1 shows the speed up in CPU time as a function ofAMR
and the number of processors for the Mach 2.4 simulations,
where the bracketed speed-ups are relative to the fourth single-
processor AMR run. The increase in code performance due to
AMR and the use of multi-CPUs is evident, since for this
problem there is a factor of 10 speed-up due toAMR and a factor
of 22 due to the combination of AMR and parallelisation.
4.3. Free-field blast (Validation of source-term)
The previous results offer confidence that EAGLE-Blast
can capture shock propagation and interaction reasonably well.
The second most important element of the algorithm is the
representation of the energy release from the detonation of an
explosive, which is approximated by the forcing term described
in Section 3.1. Since this is an approximation rather than a
direct numerical simulation of the ignition and detonation of
an explosive, the near-field effects such as those resulting from
secondary combustion or the asymmetric ignition of the explosive
will not be captured by this method. The remit of EAGLE-Blast
is to capture the relatively far-field effect of blast, whilst the
near field effects can be captured by the full multi-material
EAGLE code, which we will communicate in a future publication.
To assess the accuracy of the magnitude and structure of a
blast wave in clear air, a number of 1D case-studies for a TNT
explosion have been performed and the shock pressures were
compared to empirical and analytic algorithms. Formulae in
determining the maximum over-pressure at a given distance
from the centre of an explosion have been presented by Brode
[38], Sadovsky [39], and Mills [40], and are written in terms of
the scaled distance Z R
W
= 1 3 , where R is the physical distance,
Fig. 4. Numerical (points) and exact (lines) solutions for density (left) and pressure (right) for the shock-tube problem.
Fig. 5. Shock diffraction around a 90 degree corner. Left: single grid calcula-
tion, resolution: 2000 × 2000. Right: AMR calculation; base grid: 250 × 250,
three levels of refinement ×2 × 2 × 2, yielding the same effective resolution of
2000 × 2000 as for the unigrid calculation.
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scaled by the cube-root of the equivalent weight of TNT, W.
Brode used a numerical estimation to derive the following
fitted approximation to the maximum overpressure
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Mills used experimental data to derive a curve-fitted
approximation to the overpressure
P
Z Z Z
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0 108 0 114 1 772
2 3
. . .
Sadovsky also used experimental data to derive the follow-
ing approximation to the overpressure
P
Z Z Z
over = − +
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2 3
. . .
When setting initial data for the blast problem, we
define the state everywhere to be the ambient state
ρ= = = ×( )1 225 0 1 01325 105. , , .v p , except inside the explo-
sive, where the density is set to be that of TNT: ρ=1560 3kg/m .
Fig. 6 indicates good agreement of the EAGLE-Blast
numerical results compared to the three formulae for the
maximum over-pressure found at a given distance from the
explosive. Although EAGLE does underestimate the overpres-
sure for small scaled distances, we note that Brode [38] states
that a point source is a good approximation only after the
explosion has engulfed a mass of air a factor of 10 higher than
the original TNT. For a 1 kg mass, this corresponds to a spheri-
cal radius of approximately 1.25 m and therefore we should not
expect good agreement below this distance.
4.4. Field experiments
The Fire and Explosion Group at the Health and Safety
Laboratory (HSL) in the UK conducted experiments using a
small hemispherical charge of 320 g of PE4 explosive, placed
on a steel plate and ignited from the top [41]. On one side of the
charge, a series of gauges measured the free field blast pressure
as a function of distance. On the other side of the charge were
a series of three solid obstacles. Both arrangements are shown
in Fig. 7 with the pressure gauge positions numbered and
marked as “o”.
The HSL report also contains the results of CFD simulations
as both axisymmetric and fully three-dimensional. The authors
of that report found that there was reasonable agreement
between experimental data and their numerical results for the
initial pressure waves, at least until reflection from the blocks
became important.
The initial EAGLE-Blast simulations of the free field side of
the experiment were performed in the absence of the right-
hand-side obstacles using axisymmetric simulations, as part of
a convergence and verification study. The results were com-
pared to fully three-dimensional simulations as well as the
experimental results. The convergence study had a base cell size
of 10 cm and using 4 levels of adaption and investigated
Table 1
Simulation times for the Mach 2.4 shock around a corner. All simulations have the same effective resolution of 2000 × 2000, but with varying AMR and numbers
of CPU cores. The speed-up relative to the uni-grid serial simulation is shown in the final column. Figures in parentheses are parallel speed-up relative to the serial
250 × 250 AMR calculation.
Effective resolution Base grid resolution Levels of refinement and
refinement factor
Number of processors CPU time Speed-up
2000 × 2000 2000 × 2000 None 1 24565 1.00
2000 × 2000 2000 × 2000 None 2 13434 1.83
2000 × 2000 2000 × 2000 None 4 6993 3.51
2000 × 2000 2000 × 2000 None 8 4052 6.06
2000 × 2000 2000 × 2000 None 12 2841 8.65
2000 × 2000 1000 × 1000 ×2 1 5291 4.64
2000 × 2000 500 × 500 ×2 × 2 1 3087 7.96
2000 × 2000 250 × 250 ×2 × 2 × 2 1 3213 7.65 (1.00)
2000 × 2000 250 × 250 ×2 × 2 × 2 2 2148 11.44 (1.50)
2000 × 2000 250 × 250 ×2 × 2 × 2 4 1488 16.51 (2.16)
2000 × 2000 250 × 250 ×2 × 2 × 2 8 1375 17.87 (2.34)
2000 × 2000 250 × 250 ×2 × 2 × 2 12 1507 16.30 (2.13)
Fig. 6. Comparison of numerical (EAGLE-Blast) results to the three phenom-
enological approximations by Brode [38], Sadovsky [39], and Mills [40]. The
maximum over-pressure at a given distance from the centre of an explosion in
terms of the scaled distance Z R
W
= 1 3 , where R is the physical distance, scaled
by the cube-root of the equivalent weight of TNT, W.Source: Health and Safety
Laboratory, under Open Government Licence v3.0.
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effective cell sizes of 5 cm, 2.5 cm, 1.25 cm and 0.625 cm,
showing that the solution converged at a cell size of 1.25 cm,
which was subsequently used for the axisymmetric clear-air
experiments. Fig. 8 shows a perspective view of the AMR mesh
arrangement at two planes during the early stages of the blast
evolution. For this run, three levels of refinement were used,
doubling the resolution at each level. Initially, the location of
the charge is covered by a static mesh, so as to ensure adequate
resolution of the time-release. The meshes dynamically expand
to cover the multiple waves generated by the detonation of the
charge; as the flow evolves and the waves separate, so do the
mesh patches. The comparison between the EAGLE-Blast,
experiment and HSL simulation for pressure-trace gauges in the
clear is shown in Fig. 9. There is good agreement with experi-
ment, with the first peaks being resolved exactly and the second
pulse slightly delayed. The third pulse, not captured in the
simulations, is the reflected shock from the first obstacle on the
other side of the explosive charge.
The comparison between EAGLE-Blast and the experimen-
tal results for the obstructed side is presented in Fig. 9. For the
first two peaks for Gauges 6 and 7, the agreement is very good.
These correspond to the initial shock-wave and subsequent
reflections from the obstacles. However, later pressure peaks
are not as well captured. The capturing of Gauge 9 is apparently
somewhat less good than the others. However, this is largely due
to the initial oscillations in the pressure between t = 0.01 and
t = 0.015, which are attributed in the HSL report to shocks
transmitted through the ground.
4.5. Geometrically complex blast experiments
A more ambitious test of EAGLE-Blast is the simulation of
the propagation characteristics of a blast wave within a complex
urban environment of rigid irregular block structures. This
modelled experimental work performed at Cranfield University
by Brittle [42] on a 1/50th scale model using concrete blocks to
simulate a small section of a typical city centre layout. A plan
Fig. 7. Dimensions for the HSL field test experiment; charge, obstacles and gauge positions.
Fig. 8. Perspective view of the mesh arrangement shown at two planes aligned to the x,z and y,z axes.Source: Health and Safety Laboratory, under Open Government
Licence v3.0.
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view of the full scale urban environment is given in Fig. 10. The
complexity of blast wave propagation and the interaction of
multiple refracted, reflected and coalescing waves, together
with a geometry consisting of individual blocks of simple
design, make this experiment a good test case for validation
purposes.
The 15 m wide channel between buildings 1, 3, 4 and 5
represents typical dimensions for a single carriageway road
with pedestrian pavements on either side. An off-set road junc-
tion is located between buildings 2 and 3. The buildings, of
height 15 m and 20 m, are intended to represent two and three
storey buildings respectively. The building geometry and
proximity are intended to provide a variety of blast wave con-
finements and reflection angles, providing the potential for
complex blast structure interaction, blast shielding effects, as
well as blast wave coalescence and reflection effects. The
Fig. 9. HSL field test results: Experimental results are shown as a dashed line, and simulation results from the original HSL work [41] (reproduced with permission).
Simulation results from EAGLE are shown as red symbols.Source: Cranfield University.
Fig. 10. Layout and dimensions of the Cranfield urban blast experiment showing the location of the pressure transducers G1–G22 and charge detonation locations
P1–P6.
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EAGLE-Blast simulation allowed a direct comparison of static
pressure prediction and measurements.
Six charge locations were defined within the experimental
urban environment, each representing the detonation of a
2000 kg TNT truck bomb at a vertical height of 2 m above the
ground. In the experiment, a scaled charge of 16 g TNT was
used. A matrix of pressure transducers, situated at 22 possible
spatial locations, was used to measure the magnitude and rela-
tive arrival time of the blast wave through direct path propaga-
tion and secondary pressure wave reflection.
The positions of the six TNT charges (P1 to P6), and the 22
pressure transducer sites (G1 to G22), are shown in Fig. 10,
with four pressure transducers used to measure each charge
detonation. Their positions were chosen to investigate indi-
vidual blast propagation features of oblique loading, indirect
loading and blast shielding and blast wave coalescence effects.
An initial mesh resolution study identified an effective mesh
resolution of 5 mm with three levels of AMR refinement (each
level having a factor 2 refinement) for the study.
Fig. 11 shows the time sequence of blast wave propagation
using pressure iso-surfaces at times (a) T = 1.6 × 10 − 4 s, (b)
6.8 × 10 − 4 s, (c) 8.5 × 10 − 3 s and (d) 1.8 × 10 − 3 s after the
initial charge detonation at position P2. Building outlines are
shown as grey surfaces. The cut-cell AMR mesh is shown at
street level.
The presentation of the results for all six charge locations is
beyond the remit and length of this paper. Representative results
for the accuracy of EAGLE-Blast for the charge location P3 is
shown in Fig. 12 compared to the pressure measurements of
Brittle et al. for gauges G1, G5, G9 and G21. The green line is
EAGLE-Blast and the red the experimental results from Brittle.
Overall, EAGLE-Blast shows a good correlation with the
majority of pressure measurements, although as with the HSL
study, it is not immediately clear whether any discrepancies are
due to a lack of resolution, or whether other issues are involved,
potentially measurement fidelity or afterburning effects not cur-
rently simulated within EAGLE-Blast.
4.6. Blast – structure interaction
This test case is used to assess the ability of EAGLE to mesh
and compute the flow over a complex Computer-Aided Design
(CAD) model possessing a range of surface interfaces and
joints. The geometry in question is a type-80 military tank. This
represents the iconic tank design, possessing a range of
complex surface features, including a dome turret with complex
gun attachment, entry hatch, surface mounted headlights,
shielded tracks and rear fuel barrels. This test case is intended
as an important step in the autonomous pre-processing of
complex CAD designs with high mesh quality using the cut-cell
approach. The chosen geometry tests a range of known issues
with the use of cut-cells for complex three-dimensional geom-
etries. These issues include handling small cell portions,
concave surface/cut-cell interaction, mesh cell size in regions
with close-proximity parallel surfaces, and the degree of
achievable pre-processing autonomy in the initial mesh
definition.
A two-dimensional slice of the cut-cell mesh with two levels
of AMR refinement is shown in Fig. 13, top left image. The
mesh is shown along the tank centre-line; this represents half of
the computational domain used for the full tank configuration in
the current study. Note that the AMR meshing is tightly gath-
ered around the surface of the geometry. Using cut-cells with an
underlying Cartesian mesh is an attractive alternative to body-
fitted meshes, predominantly due to the potential of reducing
the level of technical user interaction in generating a mesh of
acceptable quality. The current mesh around the type-80 tank is
Fig. 11. Pressure iso-surface evolution for the Cranfield urban blast experiment. (a) T = 1.6 × 10 − 4 s, (b) 6.8 × 10 − 4 s, (c) 8.5 × 10 − 3 s, (d) 1.8 × 10 − 3 s.
Source: Cranfield University.
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generated by importing a CAD file (with .stl file format) con-
sisting of a set of Cartesian coordinates and surface normal
information. This file format is a standard output from virtually
all current CAD and graphical modelling software packages.
The surface of the tank is identified within EAGLE using a
signed distance function algorithm. Information on the cell cut,
surface normal and cell shielding characteristics are subse-
quently computed using this signed distance information.
Increases in mesh resolution are possible through user defined
AMR characteristics.
The remainder of the plots in Fig. 13 show results from a
hypothetical scenario of the detonation of a surface mounted
anti-tank mine, which has been represented as a source of TNT
on the ground immediately in front of the tank. Following the
initial detonation of the charge, the blast wave is allowed to pass
over the rigid surfaces of the tank. A solid reflective boundary
Fig. 12. Experimental (green) and numerical (red) pressure-gauge output for the Cranfield urban blast experiment.
Fig. 13. Pressure evolution and adaptive mesh arrangement for the blast interacting with a main battle tank.
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condition is defined along the lower surface, underneath the
tank. All other boundaries are defined by simple transmissive
boundaries. Fig. 13 shows iso-contours of static pressure at the
developing blast wave front at 1.5 ms (top right image), 3.5 ms
(bottom left image) and 6 ms (bottom right image). The single
green pressure iso-surface (1.5 ms, top left image), highlighting
the location of the blast wave front, illustrates the development
of the blast to a wave front located at that instance between the
gun and the turret. The tracking of the developing wave front by
the AMR algorithm is evident in the mesh refinement along the
vertical boundary.
5. Fast Running Engineering Models
The use of EAGLE-Blast to study blast waves and their
interactions with structures lies at the bottom of the hierarchical
modelling capability, discussed in the Introduction to this paper.
At the top of the hierarchy sit the FREMs. QinetiQ has devel-
oped a number of FREMs for a wide range of applications
associated with complex weapons, general munitions and force
protection engineering, principle examples being PALETTE,
FPET and SURVIVE™ for the Land and Maritime target
spaces.
In the case of blast, FREMs historically employ ray tracing
algorithms and empirical laws, e.g. Baker [43], to determine
loading levels and other algorithms to determine quasi-static
overpressure in confined spaces. These simple algorithms can
describe the initial blast wave loading very well [44], but sub-
sequent reflections and interactions present difficult challenges
that analytic algorithms are not always able to describe to the
required accuracy. However, these details do not make a sig-
nificant contribution to the lethality prediction, especially if the
munition is overmatched to the structure.
Many of these models employ semi-empirical models such
as CONWEP [45] to describe the energetic source and estimate
the pressure and impulse in the blast wave. These models
however are generally based on TNT data, and for a non-TNT
explosive or energetic source, the TNT equivalence is required.
In the case of the manufacture and storage of munitions, the
licencing authorities use a TNT standard to determine the
required construction standards of buildings and safety dis-
tances between buildings. As Locking [46] [47] has pointed out,
the use of a TNT standard is by no means straightforward since
the TNT equivalence for a given explosive is in general a
function of distance and is different for pressure and impulse.
There is therefore a need to improve the blast algorithms within
a FREM and a fully validated numerical simulation capability,
such as EAGLE-Blast can be used to provide the data to under-
pin their development and validation.
The current work with EAGLE-Blast has demonstrated the
ability to undertake quite complex blast loading simulations
with confidence. EAGLE-Blast will be used to provide loading
histories that can be directly input into the iso-damage algo-
rithms for buildings and building components such as glazing
to improve the ability of a FREM to determine lethality. By
integrating the modelling with experiment, a wider area of the
engagement munition–target interaction space can be explored
and a fully comprehensive algorithm developed for use in a
FREM. This is a current area of active research within QinetiQ
and forms a core part of QinetiQ’s modelling strategy.
6. Conclusions
This paper has described the development and application of
a new, QinetiQ developed, Eulerian methodology employing
state-of the-art numerical methods solved on an adaptive
numerical mesh, called EAGLE-Blast. It has shown that the use
of adaptive meshing techniques and state of the art solution
algorithms can provide the ability to simulate complex blast
loading scenarios over a large geometrical scale. The ability to
select an appropriate numerical solver has been shown to rep-
resent a significant improvement over the previous modelling
capability. The potential ability to include more complex physi-
cal and chemical processes into the flow field operating at the
appropriate length scales will provide a significant advanced
modelling capability.
The validation and verification of the new code has demon-
strated its ability to reproduce analytic test problems and
describe experimental results in a range of increasingly
complex scenarios accurately and efficiently within the experi-
mental error.
Finally, the paper has shown that the level of agreement with
experiment allows EAGLE-Blast to be directly used to support
the development of FREMs in the provision of blast loading
data into existing iso-damage relationships to determine muni-
tion lethality and structure vulnerability. Integrated with experi-
ments, the new modelling tool will allow the exploration of a
wider area of the munition–target engagement envelope and
hence the development of improved lethality/vulnerability
algorithms.
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