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Abstract. We model the shape and spin characteristics of an object pop-
ulation when there are not enough data to model its single members. The
data are random projection areas of the members. We construct a mapping
f(x) → C(y), x ∈ R2, y ∈ R, where f(x) is the distribution function of the
shape elongation and spin vector obliquity, and C(y) is the cumulative dis-
tribution function of an observable y describing the variation of the observed
projection areas of one member, and show that the mapping is invertible. Us-
ing the projected area of an ellipsoid as our model, we obtain analytical basis
functions for a function series of C(y) and prove uniqueness and stability prop-
erties of the inverse problem. Even though the model error is considerably
larger than the measurement noise for realistic cases of arbitrary shapes (such
as asteroids), the main characteristics of f(x) (such as the locations of peaks)
are robustly recovered from the data.
1. Introduction. The goal of this paper is to model the characteristics of a pop-
ulation when there are not enough data to model its single members. Our case
study is the distribution of the shape and spin characteristics of a large number
of rotating objects in R3 when we have random observations of the areas of their
projections in different viewing geometries. This setup corresponds to the sporadic
observations of the brightnesses of the asteroids in our solar system.
In the following, we consider some choices of observables and the corresponding
models, cumulative distribution functions (CDF), and distribution functions (DF).
With DFs, we essentially take each observation to be an identical procedure, a
repeated sample of the distribution. The targets lose their identity: observations of
the same target at various times can be taken as independent samples of the DF.
Our setup belongs to the general class of problems of the relation between some
model DF f(x), x ∈ Rn, and the corresponding distribution g(y) in some space of
observables y ∈ Rk, when the data are samples of g. In the multidimensional case,
this can be solved with likelihood methods or likelihood-free inference (e.g., [5]),
but if y ∈ R as here, the case is easier as the samples can be examined by forming
a single CDF.
We use CDFs of observables as they are well-defined non-binned directly measur-
able distribution quantities. Thus we proceed by computing the model CDF from
the model DFs and comparing it with the data CDF. Our model CDF is determined
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by calculating by integration how many model configurations can contribute to the
observed CDF at each value of the observable. The main problem is whether the
thus obtained mapping
f(x)→ C(y), f ≥ 0, x ∈ Rn, 0 ≤ C ≤ a, y ∈ R,
is invertible. Here f is the DF of some intrinsic properties x, and C is the CDF of
some observable y.
The physical realization of our case study was originally introduced by Szabo´ et
al. [6]. Their study did not contain any analytical or numerical inspection of the
generic inverse problem, especially its uniqueness and stability properties. Their
examination included over 104 pieces of actual asteroid data, and they concluded
that while the data are insufficient for obtaining the properties of individual bodies,
a statistical analysis is possible. The asteroid population was treated as a distribu-
tion function. The approach of [6] was innovative, and we aim to expand upon their
study by investigating the inverse problem mathematically, including the role of the
insufficient model and other assumptions that do not necessarily hold in practice
(such as the distribution of spins that was fixed in [6]).
We present both a theoretical analysis and numerical simulations. We gener-
ate cumulative distribution functions of large asteroid population, aiming to study
what the CDF reveals about the properties of the population. To keep our model
simple and solvable, we choose to utilize as few parameters as possible. First we
consider the shape elongation p as our only parameter, while the spin latitude β
remains uniformly distributed. Then we move on to a more advanced case where
the distributions of both p and β are to be solved. We show that it is possible to
obtain information about the β distribution, which was missing from [6].
2. Observables and forward problem. Our model shape is the triaxial ellipsoid,
since it has a particularly simple analytical expression for the area of its projection
in any given viewing direction [1]. In this paper, we use the terms brightness and
projection area interchangeably, because they are physically almost the same (up
to a scaling factor) for dark targets when the viewing and illumination directions
coincide [3]. We further simplify the model (semiaxes a, b, c) with b = c = 1.
Naturally this would be a coarse shape approximation for individual targets of
general shape, but even if our model is actually not very realistic in practice, it
should portray some coarse-scale population tendencies right when we have many
observations. Thus it suffices to have a model that represents the effects of shape
elongation and spin direction in a roughly correct manner.
2.1. Amplitudes A. First we consider the theory that would hold if our analytical
shape model were correct. Then, from Sect. 4 on, we discuss the consequences
caused by the incorrect model by numerically computing the brightnesses of general
shapes, obtaining the brightness amplitude over one rotation of the body, and its
cumulative distribution function.
Let us first assume isotropic spins and two model parameters: p := b/a describ-
ing the shape elongation (the smaller the p, the more elongated the body), and θ
for aspect angle: cos θ = v · e, where v is the spin direction (given by the polar
coordinates (β, λ) in the inertial frame) and e the line of sight (unit vectors). Due
to model symmetry, we only need to consider the interval 0 ≤ θ ≤ pi/2. With φ for
the longitudinal angle in a coordinate frame fixed to the ellipsoid, the area I of the
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ellipsoid’s projection in the direction e is [1]
I = piabc
√
sin2 θ cos2 φ
a2
+
sin2 θ sin2 φ
b2
+
cos2 θ
c2
,
so in terms of our model definitions, the brightness L scaled against the maximal
possible value pia is
(1) L =
√
p2 sin2 θ cos2 φ+ sin2 θ sin2 φ+ cos2 θ =
√
1 + (p2 − 1) sin2 θ cos2 φ.
The statistical observable can be anything that describes the variation of the
brightness as the target rotates (at a fixed θ). At first we take this to be the peak-
to-peak amplitude; here we consider the ratio A = Lmin/Lmax = L|φ=0/L|φ=pi/2
(i.e., an ”inverse amplitude”: the smaller the A, the larger the variation). Thus we
have chosen the convenient 0 < p ≤ 1 and 0 < A ≤ 1 (rather than either of these
extending to infinity). The assumption is that all objects rotate about an axis (the
ellipsoid’s c-axis), which produces the observed projections random in φ. At first,
we consider the randomness of θ to be due to a uniform distribution of rotation axis
directions on S2; later, we take the randomness to be caused by a shifting viewing
position.
The amplitude A is given by
(2) A =
√
cos2 θ + p2 sin2 θ =
√
1 + (p2 − 1) sin2 θ,
so the iso-A curves in the (p, θ)-plane are given by
cos2 θA(p) =
A2 − p2
1− p2 := gA(p).
The solutions for θA are convex ”ripples” starting from the point (p = 0, θ = pi/2)
(upper left corner) for A = 0 and continuing to the lines θ = 0 and p = 1 for A = 1
(lower right corner). Denoting the model DF of elongation by f(p), we write the
unnormalized CDF C(A) as
C(A) =
∫ pmax(A)
0
f(p)
∫ pi/2
θA(p)
sin θ dθ dp,
where the minimal shape elongation needed to produce amplitude A, obtained at
θ = pi/2, is pmax(A) = A. Thus
(3) C(A) =
∫ A
0
f(p)
∫ √gA(p)
0
dx dp =
∫ A
0
f(p)
√
gA(p) dp.
We can also include the effect of spin distribution. Assuming λ to be isotropic
and the observation directions to be in the xy-plane of the inertial frame (as they
approximately are for the majority of asteroids, when this plane is that of the
Earth’s orbit), we study the DF fβ(β) (or its joint DF f(p, β) with p), or the more
useful fβ(cosβ). The minimal aspect angle is θmin = pi/2 − β. Now, substituting
e = (cosλe, sinλe, 0) into cos θ = e1 sinβ cosλ+ e2 sinβ sinλ+ e3 cosβ, we have
cos θ = sinβ cos Λ,
where Λ := λ− λe is assumed isotropic (evenly distributed longitudes of spins and
observing directions). It is sufficient to explore the region Λ ∈ [0, pi/2] as other
quadrants are just symmetric multiples.
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The iso-θ curves
Λθ(β) = arccos
cos θ
sinβ
in the (β,Λ)-plane are now expanding “ripples” of increasing θ starting from the
point (β = pi/2,Λ = 0) for θ = 0. The CDF for θ is
Cθ(θ) =
∫ pi/2
pi/2−θ
fβ(cosβ) sinβ
∫ Λθ(β)
0
dΛ′ dβ =
∫ pi/2
pi/2−θ
fβ(cosβ) sinβΛθ(β) dβ
=
∫ sin θ
0
fβ(x) arccos
cos θ√
1− x2 dx.
(Differentiating dCθ(θ)/dθ yields sin θ when fβ = 1 as expected for isotropic spins.)
Using the complement of Cθ (i.e., Cˆθ in the decreasing direction from θ = pi/2 to
θ = 0) to write the number of states between θA(p) and θ = pi/2, our CDF C(A) is
(4) C(A) =
∫ A
0
[pi
2
∫ 1
0
f(p, x) dx−
∫ √1−gA(p)
0
f(p, x) arccos
√
gA(p)√
1− x2 dx
]
dp.
2.2. Brightness deviation η for amplitude estimation. If the amplitude can-
not be measured directly, a possible observable is the brightness variation around
some mean value, requiring fewer points. Using intensity squared, we obtain from
Eq. (1) a simple average quantity over model rotation at constant θ:
〈L2〉 = 1
2pi
∫ 2pi
0
(
1 + sin2 θ(p2 − 1) cos2 φ
)
dφ = 1 +
1
2
sin2 θ(p2 − 1).
The standard deviation over rotation is
∆L2 =
√
〈(L2 − 〈L2〉)2〉 =
√
〈[sin2 θ(p2 − 1)(cos2 φ− 1/2)]2〉
= sin2 θ(1− p2)
[
1
2pi
∫ 2pi
0
(cos4 φ− cos2 φ) dφ+ 1
4
]1/2
= sin2 θ(1− p2)/
√
8,
and normalizing this with 〈L2〉 yields
η(θ, p) := ∆L2/〈L2〉 =
√〈( L2
〈L2〉 − 1
)2〉
=
1
2
√
2
[ 1
sin2 θ(1− p2) −
1
2
]−1
.
Note that 0 ≤ η ≤ 1/√2. Thus, by Eq. (2), our brightness deviation η is directly
related to the amplitude A:
(5) η =
1√
8
( 1
1−A2 −
1
2
)−1
, A =
√
1−
( 1√
8η
+
1
2
)−1
.
This is a particular advantage of the biaxial model: we can use all observations of
A and η together to form a C(A) instead of having to compute a Cη(η) by forming
a gη(p) and continuing as for gA(p) above (resulting in similar types of integrals).
The latter would be the case for the triaxial ellipsoid, since η would depend on θ
(and c) in addition to A.
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2.3. Brightness two-point scatter q. If there are not enough points covering the
rotational phase to estimate A even by η, we can use simple two-point brightness
differences. For a group of N points for one target, we have N(N−1)/2 such values,
ordered such that the difference 0 < q ≤ 1 is q = Ldimmer/Lbrighter. We do not need
to have more than one such pair for one target, so one object does not have to cover
the rotational phases well. This is the observable used in [6].
As before, we consider the case when θ is (approximately) the same for the pair.
Now we have, for two rotation phases φ0 and φ,
1 + (p2 − 1) sin2 θ cos2 φ
1 + (p2 − 1) sin2 θ cos2 φ0
= q2,
so, with 0 < q ≤ 1, i.e., φ ≤ φ0 (due to symmetry, we only need to consider the
interval 0 ≤ φ ≤ pi/2), we define iso-q contours in the (φ, θ) plane (for given p, φ0)
by
r(q, p, φ0, φ) :=
q2 − 1
(p2 − 1)(cos2 φ− q2 cos2 φ0) ,
so, to have viable solutions for θq from sin
2 θq = r, we must have p ≤ q, φ ≤ φ0,
and
cos2 φ ≥ q
2 − 1
p2 − 1 + q
2 cos2 φ0 := s(q, p, φ0) ≥ cos2 φ0,
so φ exist for given p, q, φ0 only if s ≤ 1; i.e.,
cos2 φ0 ≤ p
2 − q2
q2(p2 − 1) := t(q, p).
Denoting
s˜(q, p, φ0) := arccos
√
s(q, p, φ0), t˜(q, p) := arccos
√
t(q, p),
our CDF is thus
Cq(q) =
∫ q
0
f(p)
∫ pi/2
t˜(q,p)
∫ s˜(q,p,φ0)
0
∫ pi/2
θ(q,p,φ0,φ)
sin θ′ dθ′ dφ dφ0 dp
=
∫ q
0
f(p)
∫ pi/2
t˜(q,p)
∫ s˜(q,p,φ0)
0
√
1− r(q, p, φ0, φ) dφ dφ0 dp.
(6)
Again, we can include the β-distribution by expanding the integral in the same way
as with Eq. (4).
3. Inverse problem. In this section, we consider the properties of the inverse
problem version of the forward model above. First we show that the problem of
recovering the p-distribution from η-data has a unique solution (for the simplified
model), and the ill-posedness is not severe. Then we discuss practical methods of
solution before moving to realistic shapes and numerical simulations in the following
sections. We also discuss the reason why η-data are sufficient for recovering f(p, β),
while the two-point q-data only suffice for f(p).
3.1. Uniqueness and stability.
Theorem 3.1. The distribution function f(p) is uniquely derivable from C(A) (i.e.,
η-scatter data), and the problem is (moderately) ill-posed.
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Proof. We can always assume that the observed C(A) can be expressed as a poly-
nomial (C is bounded and 0 ≤ A ≤ 1) to an arbitrary precision and degree by, e.g.,
linear sets of equations or orthogonal functions (since this construction is not used
in practice, it is immaterial how the expansion is obtained). Then, by the lemma of
the Appendix, the polynomial coefficients of f(p) are uniquely determined, and any
errors in the coefficients of C(A) blow up at infinite degree at a rate proportional
to the degree. The results holds for η-data as well, since A is uniquely derivable
from η.
3.2. Solution methods. In an approximation consistent with the coarseness of
the model, it is practical to assume the population to consist of a moderate number
n of bins in each of which all members have the same p (and β). Then, if we have
only p-bins and isotropic θ,
C(A) =
n∑
i=1
wi Fi(A),
where the basis functions Fi(A) are, from Eq. (3),
(7) Fi(A) =
{
0, A ≤ pi√
A2−p2i
1−p2i , A > pi.
The range of the monotonously increasing Fi is [0, 1], and Fi = 1 at A = 1 (Fig. 1).
The occupation numbers of the bins are given by wi. In matrix form,
Mw = C, where C ∈ Rk, w ∈ Rn, Mji = Fi(Aj),
where the k observed values of A are sorted in ascending order, and the vector C
contains the observed CDF: each element Cj = j/k is the value of C at Aj .
If we include the β-distribution,
C(A) =
∑
ij
wij Fij(A),
where, from Eq. (4), the monotonously increasing basis functions Fij(A), with the
range [0, pi/2], are, on a (pi, βj)-grid,
(8) Fij(A) =

0, A ≤ pi
pi
2 − arccos
√
A2−p2i
sin βj
√
1−p2i
, pi < A <
√
sin2 βj + p2i cos
2 βj
pi
2 , A ≥
√
sin2 βj + p2i cos
2 βj .
The Fij(A) are sigmoidal functions (Fig. 2), approaching the step function when
pi → 1 (step at A = 1) or βj → 0 (step at A = pi). Because of our choice of scale of
p and A, parts of the Fij tend to pack together at the low end of A, making them
less well distinguishable than those with the slope in the higher end of A, but on
the other hand, p-values less than 0.4 are not likely for real celestial bodies. The
occupation numbers wij are assigned to each bin, and occupation levels proportional
to sinβ mean a uniform density on the direction sphere.
Theorem 3.2. The bin model wij are uniquely determined by the C(A).
Proof. The pairs of end points; i.e., the values of A between which Fij changes (A−
at Fij = 0 and A+ at Fij = pi/2), are unique for each Fij . Any combination of
Fij will start to deviate from zero at the lowest A− of the set, and stop changing
at the highest A+ of the set. Thus both end points of an Fij cannot be matched
Inverse Problems and Imaging Volume X, No. X (20xx), X–XX
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Figure 1. Sample basis functions Fi on a set of bins pi, where
i = 1, . . ., 20.
by a superposition of other Fkl, so the Fij are linearly independent. Since the
model C(A) is a linear combination of the Fij , the wij are unique for the observed
C(A).
The basis function Gi(q) for a given pi in the two-point brightness scatter case
is, from Eq. (6),
(9) Gi(q) =
{
0, q ≤ pi∫ pi/2
t˜(q,pi)
∫ s˜(q,pi,φ0)
0
√
1− r(q, pi, φ0, φ) dφ dφ0, q > pi.
Although the φ-integral can be given in terms of elliptic functions, this is best
computed by evaluating the double integral numerically. The maximum value of
Gi(q) is obtained at q = 1:
Gi(1) =
∫ pi/2
0
∫ φ0
0
dφ dφ0 =
pi2
8
.
Our basis functions Gi are closed-form expressions of those computed by Monte-
Carlo sampling in [6].
In principle, we can expand Gi to Gij(q) for a (pi, βj)-grid in the same way that
Fi were expanded to Fij . However, a notable difference between the two-index basis
functions of A- or q- data is that the Gij(q) all reach their maxima at the same point
q = 1 since the two-point comparison can always contain two equal brightnesses for
any p and β. Thus the βj-curves of the Gij(q) of a given pi form a curve family with
the same abscissae for the minimum (q = pi) and maximum (q = 1); i.e., members
Inverse Problems and Imaging Volume X, No. X (20xx), X–XX
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Figure 2. Sample basis functions Fij on a set of bins (pi, βj),
where i = 1, . . ., 20 and j = 1, . . ., 19.
of the family can easily be mimicked by a superposition of other members unlike
in the case of Fij(A). Thus Gij are not usable for solving the inverse problem in
practice; i.e., β-information is not recoverable from q-data as we will note below.
If we want to use regularization to smooth the solutions for either p or β, we may
apply, e.g., the following (n− 1)× n regularization matrix in the p-only case:
(Rp)ij =
 −1/(pi+1 − pi), i = j1/(pi+1 − pi), j = i+ 1
0, elsewhere
and its generalization for the (p, β)-grid, as well as similarly Rβ with β. These
approximate the gradients at each wij in the p- and β-directions only; one can
construct more general matrices, but we found these to suffice for our problem.
The occupation numbers can be obtained as a solution to an optimization problem:
(10) wˆ = arg min
w
(‖C −Mw‖2 + δp‖Rpw‖2 + δβ‖Rβw‖2) , w ∈ Rn+.
To obtain the solution wˆ, we create an extended matrix M˜ :
M˜ =
 M√δpRp√
δβRβ
 , C˜ =
 C0(l−1)m
0l(m−1)
 ,
Inverse Problems and Imaging Volume X, No. X (20xx), X–XX
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assuming a (p, β)-grid of the size n = lm with, respectively, l and m equally spaced
p- and β-values, and we find the least-squares solution of M˜w = C˜ with the con-
straint that each element of w be larger than or equal to zero. Due to the instability
of the problem, the direct unconstrained matrix solution would lead to negative
values, but in, e.g., the Matlab environment, the positivity constraint is simple to
enforce with a function that uses quadratic programming. We found that this is
more practical than nonlinear optimization with, e.g., wi = exp(zi).
4. General shapes and model error. The ellipsoid is a very crude approxima-
tion of an asteroid, so we test our approach with simulated data created with more
general shapes. These can produce brightness variation over φ that is much more
complicated than that of the ellipsoid, even when the shapes are convex [2]. For
such shapes, the concept of elongation is no longer as well defined as for ellipsoids,
but we estimate p = b/a simply by choosing a to be the longest diameter in the
xy-plane, and b the width in the corresponding orthogonal direction.
For convex shapes, the projected area (i.e., brightness with geometric scattering)
can be computed as a sum over visible facets of a polyhedral representation:
L(φ, θ) =
∑
i:µi>0
Aiµi,
where µi = ni·ω, Ai is the area of the facet, ni is the outward unit normal vector, and
ω is the direction of the illumination source. This makes simulations very fast (for
non-convex shapes, ray tracing is required to determine which facets are visible, but
their brightness variation can be well described by convex shapes when viewing and
illumination directions are close to each other). We utilize asteroid shape models
available at DAMIT1 to create our data. We also generate additional, artificial
shapes by applying basic transformations (such as stretching and shrinking) on the
original shape models to populate p-bins at will. The DAMIT shapes reproduce
the typical brightness variations seen in actual asteroids, so with them we can
extensively simulate real data. When CDFs of actual observations are created, one
should choose data from as closely coinciding viewing and illumination directions
as possible to reduce further modelling errors.
In Eq. (5), the condition 0 ≤ η ≤ 1/√2 may be violated at some measurements
of L(φ, θ, p) when the parameter p is low (. 0.4). If η > 1/
√
2, it follows that the
amplitude A becomes purely imaginary according to Eq. (5). This error is caused by
the model, as the ellipsoidal approximation of a convex asteroid is inaccurate. We
have omitted these complex amplitudes in our study. In practice, the majority of
realistic values of p are in the range of [1/2, 1], so it is rare that complex amplitudes
are encountered.
5. Simulations. We have roughly three major sources of error in our simulations.
First, assume Gaussian noise on the brightness function, εL ∼ N(0, σ2). We can
assume the relative noise level is fairly small, |εL| . 0.03L. Second, while the ob-
servations for different values of θ are numerous (thousands of targets are observed,
but most of them only at one θ, so individual targets cannot be modelled), the
observations of φ are typically scarce in most sky surveys to which our methods
pertain. For our simulations, we have a minimum sample of 10 observations of φ
1http://astro.troja.mff.cuni.cz/projects/asteroids3D
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Figure 3. Recovered function series
∑
ij wijFij(A) plotted to-
gether with the data CDF C(A). Here the occupation numbers
wij were solved as an inverse problem for a single asteroid. This
shows that if one target of general shape is used for the CDF sim-
ulations, the basis functions Fij are not very useful.
for each asteroid if η is to be estimated. Third, our model is incorrect, as the actual
shape of an asteroid is actually not an ellipsoid.
We observed that the systematic error of the model dominates over the noise on
the brightness function. Assuming a reasonably bounded noise level, the effect of
the noise can be considered insignificant. The limited number of φ causes inaccuracy
in the brightness function, which makes the estimation of η harder, especially with
a small sample of asteroids. However, if we have a small sample population, the
model error still dominates over the low number of observations. For a sample of
& 20 asteroids and 10 observations of φ for each brightness measurement, the error
in η becomes small, and apparently the incorrect model is practically the only cause
of error.
Fig. 3 illustrates the effect of the model shape error. We have plotted the func-
tion series
∑
i, j wijFij(A) from Eq. (8) in the same plot with a simulated CDF
C(A). The occupation numbers wij have been solved from Eq. (10); obviously the
ellipsoidal basis functions do not converge fast if simulations are done with one
non-ellipsoidal shape. However, as can be seen from Fig. 4, when the CDF is con-
structed from a population of varying non-ellipsoidal shapes, the basis functions Fij
converge well.
Inverse Problems and Imaging Volume X, No. X (20xx), X–XX
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Figure 4. As Fig. 3, but here the occupation numbers wij were
solved using a population of 100 asteroids. Compared to Fig, 3,
the function series converges to the CDF more accurately due to
the large shape population. The relative error is about 0.5%. This
shows that, for large populations, the shape deviations from ellip-
soids actually cancel the systematic effects of each other, so the
basis functions Fij are very good for describing the CDF.
Let us consider a sample of S asteroids. For each asteroid, we measure their
brightness function Ll, where l = 1, . . ., S, and use them to compute their ampli-
tudes Al at various geometries from the η-estimates. In our simulations, we have
S = 100; such a population size is usually large enough to ensure the convergence
of the basis functions while maintaining fast computation times.
First, we attempt to obtain information from only the p-distribution, while the
β-distribution is assumed uniform. In our inverse problem, we choose a grid of 20
points for p, where pi ∈ [ i−120 , i20 ], and i = 1, . . ., 20. For the η estimation method
using 10 observations of φ for each asteroid, we choose δp ∝ 10−4. This amount of
regularization is usually sufficient, as any more would smooth the solution too much
and make the peaks of the p-distribution too wide. For the two-point scattering case,
we choose δp ∝ 10−3. The p-distribution of the forward model and the occupation
numbers wi solved from the inverse problem using both η and q as data have been
plotted in Fig. 5. As we can see, it is possible to obtain accurate information of
the p distribution even with a low number of φ observations. For both methods of
sections 2.2 and 2.3, the location of the peak was recovered accurately. Of the two,
the case of η-data is more accurate, as expected.
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Figure 5. The p-distribution of the forward model (left), and the
occupation numbers solved from the inverse problem for the η es-
timation method (middle) and the two-point scattering method
(right).
We now move on to obtaining the joint (p, β)-distribution. The simulations
were carried out by placing asteroids with a given spin β-distribution in orbits
in the inertial xy-plane (the plane of the Earth’s orbit), and by using uniformly
distributed positions in the orbits for observation epochs. This creates data that
contain information on β that can be extracted with the Fij-functions. We note
that our simulation automatically avoided ”inverse crime” since the synthetic data
were constructed with a model entirely different from the one used in inversion. On
the other hand, because of this, the recovered distributions can never be expected
to be very accurate.
As the β-distribution is considerably harder to obtain accurately than the p-
distribution, more regularization is needed for β. However, as we are more interested
in locating the peaks of p- and β-distributions than obtaining a perfectly smooth
solution, we choose fairly small values for our regularization parameters. In our
simulations, we choose δp ∝ 10−1 and δβ ∝ 1. These values have been chosen using
a combination of iteration and the standard L-curve method. As for our grid, we
choose 20 different values for p and 19 different values for β, where pi ∈ [ i−120 , i20 ]
and βj ∈ [ j−119 pi2 , j19 pi2 ], i = 1, . . ., 20 and j = 1, . . ., 19. Hence, we have 20 · 19
bins of (pi, βj) in total. Using a population of 100 asteroids, the function series∑
i, j wijFij(A) from Eq. (8) has been plotted in the same plot with the CDF C(A)
in Fig. 4. With a large population, the function series with the occupation numbers
solved from the inverse problem creates an excellent fit to the CDF.
In our simulations, we tested mainly the resolution level of the data rather than
tried to create physically realistic cases (which are smoother than those simulated
here). We first attempted to recover information on a simple DF f(p, β) with only
one peak. A contour plot of the forward model and the (p, β)-distribution obtained
from solving the occupation numbers from the inverse problem are shown in Fig.
6. The solution is well acceptable as the location of the peak has been recovered in
both p- and β-directions, despite some inevitable blurring.
To study the accuracy of the method in finding DF details, we consider DFs with
bimodal distributions in p and β. A contour plot of the actual joint distribution and
the obtained solution are shown in Fig. 7. As could be expected, the solution for the
parameter p is more robust out of the two parameters. It is possible to obtain the
distribution for β with moderate accuracy, and even if the actual positions of the
observed peaks have been slightly shifted, the existence of the peaks is confirmed
in the obtained solution.
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We experimented with the two-point scattering data as well, but we found that,
due to the effectively linear dependence of the basis functions, virtually no informa-
tion on the joint (p, β)-distribution could be obtained. Adding prior information of
the joint distribution did not help, either, as it resulted in too heavy regularization,
causing the solution to become almost entirely prior-based. Therefore, we conclude
that, in the case of two-point scattering, the minimal number of φ angles and the
model error cause the problem to be too unstable, preventing the possibility to
obtain β-information.
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Figure 6. A contour plot of the actual (p, β)-distribution (left),
and the solution of the inverse problem (right). The “height” of
the contour represents the occupation numbers of the parameters
p and β, presented as weights on the right.
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Figure 7. A multi-peaked contour plot of the actual (p, β)-
distribution (left), and the solution of the inverse problem (right).
6. Conclusions and discussion. We find that the simple ellipsoid model is, per-
haps somewhat surprisingly, viable for estimating the basic shape and spin char-
acteristics of object (asteroid) populations when the size of the population is suffi-
ciently large (at least of order hundreds of targets or observations at various aspect
angles θ). We have presented a theoretical study of the shape and spin parameters
and functions as well as a number of corresponding observables, and proven the
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uniqueness and stability properties of the inverse problem. The theoretical analysis
was supported by simulations that confirmed the feasibility of our approach, and
also showed that it is possible to obtain the distribution of the spin latitude param-
eter β when there are enough observations per target, although this is less accurate
than for the shape elongation p. If there are only two observations per target, in-
formation on β is essentially lost. We have also given closed-form expressions of the
basis functions of the two-point case derived in [6] by random sampling.
One can devise other observables in addition to those presented here. The main
limitation is that, in practice, the measurements should consist of measures of
brightness variation for single targets at fixed θ to remain invariant of scaling and
other modelling aspects. One possibility is the derivative of the brightness variation
(two measurements within a short time interval). However, in the inverse problem
the derivative is a nonunique mixture of shape elongation and rotation rate (and ro-
tation axis latitude), so the result is almost entirely dependent on what one chooses
for prior distributions. For example, one could fix the elongation to one value and
explain any observed derivative distribution by rotation rate distribution only.
The physical realization of the observables occurs mostly in large sky surveys and
long observation campaigns. In these, one can often model individual targets even
with of order one hundred data points as long as they cover a long time interval
[4], but for many targets one only obtains a few data points that can be analyzed
with the methods discussed here. In a study to be published elsewhere, we apply
our methods to various real datasets of sufficient size for distribution analysis, and
investigate the related practical issues by realistic simulations and tests.
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Appendix.
Lemma 0.1. If f(p) and C(A) are given as polynomials, C(A) starts at the third
degree, the polynomial coefficients of f(p) are uniquely derivable from those of C(A),
and the attenuation factor of the polynomial coefficients of f(p), when mapped to
those of C(A), is essentially inversely proportional to their degree.
Proof. Let us expand f(p) as
f(p) =
∞∑
n=1
cnp
n; p ∈ [0, 1].
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For isotropic θ,
C(A) =
∑
n
cn
∫ A
0
pn
√
A2 − p2√
1− p2 dp,
and from tables of integrals we find that this is
C(A) = A2
∑
n
cnA
n 1
n+ 1
F1(
n+ 1
2
;
1
2
,−1
2
;
n+ 1
2
+ 1;A2, 1),
where F1 is the Appell hypergeometric function. This form can be transformed into
the usual Gauss hypergeometric function 2F1 so that
C(A) = A2
∑
n
cnA
nknGn(A),
where
Gn(x) = 2F1(
n+ 1
2
,−1
2
;
n+ 4
2
;x2) =
∞∑
j
bnj x
2j ,
with
bnj =
(n+12 )j(− 12 )j
j!(n+42 )j
; (a)j =
Γ(a+ j)
Γ(a)
(so (a)0 = 1 = b
n
0 ), and
kn =
√
pi
2(n+ 1)
Γ(n+32 )
Γ(n+42 )
,
so kn 6= 0 decreases monotonously as n increases, and limn→∞ kn = 0. The decrease
is moderate, approximated by, e.g., ∼ (n+ 1)−1[log(n/2 + 3)]−3/2 for n < 100. For
the gamma function, Γ(n+ 1/2) =
√
pi(2n− 1)!!/2n and Γ(n) = (n− 1)!.
Suppose the observed C(A) is expanded (to hold for 0 ≤ A ≤ 1) as
C(A) = A2
∞∑
n=1
anA
n.
Then
a1 = c1k1 ⇒ c1 = a1/k1; c2 = a2/k2; a3 = c3k3+c1k1b11 ⇒ c3 = (a3−c1k1b11)/k3,
and so on recursively; i.e.,
cn =
1
kn
(an −
[n]−1∑
i=1
cn−2ikn−2ibn−2ii ),
where [n] is (n+ 1)/2 or n/2 for, respectively, odd or even n.
Remark 1. There is a one-to-one mapping between the polynomial coefficients
determining f(p) and C(A). If p ∈ [0, 1[, and we expand (assuming f(p) to vanish
fast enough when p→ 1)
f(p)√
1− p2 =
∞∑
n=1
dnp
n,
we have
C(A) =
∑
n
dn
∫ A
0
pn
√
A2 − p2 dp = A2
∑
n
dnA
n 2F1(− 12 , n+12 ; n+32 ; 1)
n+ 1
,
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which is simply
C(A) = A2
∑
n
dnknA
n,
so we obtain
dn =
an
kn
.
Remark 2. The uniqueness and stability results hold for the general triaxial ellip-
soid as well. Let us now have a fixed c 6= 1, b = 1, and a = 1/p. Then
A2 =
p2 sin2 θ + c−2 cos2 θ
sin2 θ + c−2 cos2 θ
,
so the iso-A curves are given by
cos2 θA3(p) := gA3(p) =
A2 − p2
h(A)− p2 ,
where
h(A) := A2(1− c−2) + c−2.
Now
C(A) =
∑
n
cn
∫ A
0
pn
√
gA3(p) dp,
and this is
C(A) =
A2√
h(A)
∑
n
cnA
n 1
n+ 1
F1(
n+ 1
2
;
1
2
,−1
2
;
n+ 1
2
+ 1;
A2
h(A)
, 1).
This can be used to define a series expansion for the observed C(A) with new
basis functions instead of polynomials, so we have the same kind of one-to-one
correspondence as above.
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