Abstract-With the development of the multimedia technology, there are more and more video resources on the Internet, which are difficult to automatically recognize, classify and index. So solve these problems, we present a novel video content understanding scheme in this paper. This scheme is based on the combination strategy of different video features. To represent these video features, we use nine standard MPEG-7 descriptors, including color, texture, region and motion descriptors. We extract and combine these descriptors together to represent the whole video character. After that, we use an SVM as the classifier to train the model. The traditional 1-1 method of the SVM is modified by a Second-Prediction Strategy to gain higher classification accuracy. Finally, the videos are classified into five genres, including cartoons, commercial, music, news, and sports. We compare our classification results with some of the results in the recent papers, and demonstrate the effectiveness of our scheme.
I. INTRODUCTION
With the development of network and multimedia technology, a tremendous amount of video data is springing up on the Internet. Because there is little structural information in the video stream data, it is difficult to analyze the video content, and how to analyze, classify and retrieve videos becomes an important issue. Among these, content-based video classification is a critical technique.
The general process of automatic video classification is as follows. First, video data is analyzed to obtain video features, for example, color and texture, then a classifier is used to classify different videos with these features. Commonly used classifiers include hidden Markov model(HMM), support vector machine(SVM), Bayesian network and others. As it is hard to obtain suitable and effective features for semantic classification, most approaches of video classification do not achieve high accuracy. Many researches have begun on the video classification area. Yi Haoran used HMM to classify videos in compressed domain [1] . Li-Qun Xu used PCA method to reduce video feature dimensions [2] . Ankush Mittal compared common classifiers and classified videos using Bayesian network and high-dimensional features [3] . W.J. Gillespie used RBF network to classify videos [4] . M.Kalaiselvi Geetha combined several video features and used HMM to do the classification [5] , and achieved acceptable results.
However, as different approaches extract different kind of video features, it is hard to scale these approaches' effect from a benchmark. What is more, the extracted features such as color histogram and texture are difficult to be comprehended directly by human beings, and those video content, which humans can easily comprehend, are difficult to extract. Due to these problems, some researchers introduced the descriptors in the MPEG-7 standard. Evaggelos Spyrou combined three MPEG-7 descriptors to classify the image content [6] , and Wensheng Zhou also used some MPEG-7 descriptors in the basketball scene classification [7] . However, they only applied some of the MPEG-7 descriptors in the classification and did not achieve a high accuracy. Based on the previous research work, we present a video classification approach which applies MPEG-7 descriptors on a large scale. In this approach, we extract the descriptors and combine them as a whole video feature. Then we use SVM as the classifier, and enable the second-prediction strategy to improve SVM's 1-1 vote method. Experiments show that the classification accuracy is improved.
The rest of this paper is organized as follows: Section II introduces the MPEG-7 descriptors and how to extract them. Section III presents the principle of SVM and its second-prediction strategy. Experiments and results of video classification are discussed in Section IV. The conclusion follows in Section V.
II. MPEG-7 DESCRIPTORS EXTRACTION
MPEG-7, formally named "Multimedia Content Description Interface", is an ISO/IEC standard developed by the MPEG committee. Its aim is to provide a set of standardized tools to describe multimedia content, thus to enable people to search and retrieve the multimedia information they are interested in. MPEG-7 standard includes many descriptors such as color, texture, shape and motion, and each descriptor defines the particular syntax and semantics of a certain fundamental visual feature. MPEG-7 also allow users to define their own descriptors. However, MPEG-7 only standardize the presentation of descriptors, and the extraction algorithm of descriptors is not part of the standard. So applications have to implement the extraction algorithm based on their own needs. In this paper, we extract seven MPEG-7 standard descriptors: dominant color descriptor (DCD), color layout descriptor (CLD), color structure descriptor (CSD), GoF/GoP color descriptor (GoP), homogenous texture descriptor (HTD), edge histogram descriptor (EHD), region shape descriptor (RSD), and define two new descriptors: chunk color descriptor (CCD), motion intensity descriptor (MID).
Since many descriptors are dealing with images, we first decode the video data to a set of image frames, then extract the descriptors in each image frame and take the median value of these descriptors as the whole video's descriptor. The alternative option is to take the average value, but we choose the median value because it has better robustness in case of some noises.
The nine descriptors will be introduced in the following, and the details of MPEG-7 standard descriptors can be found in the MPEG-7 official document [8] .
A. MPEG-7 Standard Descriptors 1) Dominant Color Descriptor
This descriptor specifies a set of dominant colors in an arbitrarily shaped region. In this region, the color information will be represented as a few dominant colors.
This descriptor is defined by
where C k represents the ith dominant color, P k is its percentage value, V k is its color variance, which is an option, and S represents its spatial coherency. We extract C k , which is the index of the dominant color. The extraction algorithm is as follows:
where 0 to n-1 represent the frame number in the video, and Since we extract the first three dominant colors, and each dominant color consists of three components of R, G and B, the dimension of DCD we extract is 9.
2) Color Layout Descriptor
This descriptor is designed to capture the spatial distribution of color in an image or an arbitrary-shaped region. It can be used for sketch-based image retrieval and content-based image filtering. It not only has a simple representation, but also has good effectiveness.
CLD is extracted in the YCbCr color space. The feature extraction process consists of two parts: grid based representative color selection and DCT transform with quantization. An input picture is divided into 64 blocks and their average colors are derived. Then the derived average colors are transformed into a series of coefficients by performing DCT. Finally a few low-frequency coefficients are selected using zigzag scanning and quantized to form a CLD.
We extract 6 Y coefficients, 3 Cb coefficients, 3 Cr coefficients, so the dimension of CLD is 12.
3) Color Structure Descriptor This descriptor specifies both color content (similar to that of a color histogram) and the structure of this content. It does this via the use of a structuring element. Unlike the color histogram, this descriptor can distinguish between two images in which a given color is present in identical amounts but where the structure of the groups of pixels having that color is different in the two images. Its main function is image matching and retrieval, where an image may consist of either arbitrarily shaped, possibly disconnected, regions or a single rectangular frame.
CSD is extracted in the HMMD color space. In order to compute the CSD, an 8×8-structuring element is used. The spatial extent of the structuring element is determined by the following simple rule:
where W, H are image width and height, respectively, E ×E is the spatial extent of the structuring element, and K is the sub-sampling factor. We extract a 256-bin color structure histogram, so the dimension of CSD is 256.
4) GoF/GoP Color Descriptor
This descriptor specifies a structure required for representing the color features of a collection of images or video frames by means of the scalable color descriptor. The collection of video frames can be a contiguous video segment or a non-contiguous collection of similar video frames.
GoP is extracted in the HSV color space. Its extraction algorithm is as follows:
Histogram is the color histogram value of the jth bin in the first frame.
In this paper, we extract a 256-bin color histogram, so the dimension of GoP is 256.
5) Homogeneous Texture Descriptor
Artificially made videos such as cartoons usually have different texture from those ordinary videos. This descriptor provides a quantitative characterization of texture for similarity based search and retrieval applications.
The computation of this descriptor is as follows. The frequency space is partitioned into 30 channels with equal divisions in the angular direction and octave division in the radial direction. Then the center frequencies of the feature channels are spaced equally in 30 degrees in angular direction, and the center frequencies of the neighboring feature channels are spaced one octave apart in the radial direction. Then the individual feature channels are modeled using the following 2-D Gabor functions, 
In this paper, we extract 62 dimensions of HTD, including average intensity, standard deviation of intensity, energy and energy deviation.
6) Edge Histogram Descriptor
This descriptor specifies the spatial distribution of different types of edges in local image regions. The distribution of edges is a good texture signature that is useful for image matching even when the underlying texture is not homogeneous.
The computation of this descriptor is as follows. A given image is first sub-divided into sub-images, and local edge histograms for each of these sub-images is computed . Edges are broadly grouped into five categories: vertical, horizontal, 45 diagonal, 135 diagonal, and isotropic. Thus, each local histogram has five bins corresponding to the above five categories. The image partitioned into 16 sub-images results in 80 bins. So the dimension of EHD is 16*5=80.
7) Region Shape Descriptor
This descriptor specifies the region-based shape of an object. The shape of an object may consist of either a single region or a set of regions, as well as some holes in the object. Since the region-based shape descriptor makes use of all pixels constituting the shape, it can describe any shape, i.e. not only a simple shape with a single connected region but also a complex shape that consists of several disjoint regions.
Region Shape Descriptor utilizes a set of ART (Angular Radial Transform) coefficients, including 12 angular basis functions and 3 radial basis functions. While there is no definition when angle and radius are both zero, the dimension of RSD is 35.
B. Chunk Color Descriptor
We define the Chunk Color Descriptor to specify the color distribution in different regions of a video frame. Different genres of videos often have different regional color distribution. For example, green grass is often in the bottom of a soccer video, and the stands are often on the top.
We extract CCD in the HSV color space. The process is as follows:
1) Divide the video frame into 4*4=16 chunks.
2) Compute a 36-bin non-uniform color histogram in each chunk. The details of color histogram is defined as follows [9] :
, it is a black area, 0
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, it is a color area, 
where l is the bin index of the color histogram, h,s,v are the three components of the HSV color, and floor rounds the elements to the nearest integers less than or equal to the original value.
3) Do the above operation in each frame of a video, then take the median value as the CCD value.
Since there are 16 chunks in a frame, and each chunk has a 36-bin color histogram, the dimension of CCD is 576.
C. Motion Intensity Descriptor
We define this descriptor to specify the intensity of motion in a video. As we know, sports and vocal concerts usually have high motion intensity, while news videos usually have low motion intensity. This descriptor can distinguish between different genres of videos using this time-dependent information.
For a video clip, which is a contiguous sequence of n frames, } ,..., , { 
where } | { 
where } , | { 
where
w and h are width and height of the video frames.
As described above, the dimension of MID we extract is 3.
D. Summary of Descriptors
The most important thing we care about is how to narrow the huge gap between the low-level features and high-level semantics of the video. However, the existing approaches do not solve this problem perfectly. So in this paper we suggest an approach which combines MPEG-7 descriptors as the video features. Each descriptor's contribution to video classification is shown Section IV. The overall classification accuracy comparison in Section IV demonstrates that we can achieve a good classification result by combining all those descriptors together. 
III. VIDEO CLASSIFICATION SCHEME USING SECOND-PREDICTION STRATEGY
A. Video Classification Scheme Figure 1 shows the video classification scheme in this paper. Videos are classified into five genres such as cartoons, commercials, music, news, and sports. First we extract nine descriptors including color, texture, shape and motion from the input video data, then combine them as the whole video feature, and put it into a classifier to train and test. Finally we get classification result.
Classifier is one of the most important part in video classification. In this paper we use SVM as the video classifier.
B. SVM and Its Second-Prediction Strategy
Support Vector Machine [10] (SVM) is a useful technique for data classification. In recent years it has been widely used in pattern recognition, data mining and other related areas. SVMs are originally designed for binary classification, and we can extend them for multi-class classification. There are three commonly used methods: 1-r (one-against-rest), 1-1 (one-against-one) and DAGSVM. Among the three methods, the 1-1 method usually has the highest accuracy.
For a case of n classes, the 1-1 method constructs n(n-1)/2 classifiers where each one is trained on data from two classes. After testing data on each classifier, it gets n(n-1)/2 results. Then it uses the following vote strategy: if a classifier says the result is class x, then the vote for class x is added by one. Finally it gets n(n-1)/2 votes, and the class with the highest votes is the final prediction result.
Though the 1-1 method is known as its high accuracy, it has some drawbacks. In case that two classes have identical votes, it is difficult to select the final result, and it will lower the accuracy. To solve this problem, we suggest a technique called second-prediction strategy. In this strategy, we add a second-prediction step based on 1-1 method if there are two classes with identical votes.
The detail steps of the Second-Prediction Strategy is as follows:
(1) Construct n(n-1)/2 classifiers for each two classes.
(2) Train the two classes of data in the corresponding classifier. (6) If yes, select the specified descriptors according to the classes and construct another SVM.
(7) Train and do a second prediction between the two classes, then take this result as the final prediction result. In the (6) step, we select different descriptors according to the two classes to train and predict. For example, we use the texture descriptor to distinguish cartoons and other classes because cartoons have very different texture. And we use the motion descriptor to distinguish news and other classes, since news videos are most stationary, which is very different with commercials and music. The reason we use only part of the descriptors is that we can not only save the computation time but also discard the noise factor, which is helpful to the whole classification accuracy. The details of the descriptors we select are listed in Table II. The single descriptor comparison experiment will demonstrate that these are the most effective descriptors to distinguish the two particular video genres.
Since there are 5 different classes, there are 10 possible cases in the second prediction between the two classes. In our implementation, we train the 10 different SVM models at first and predict between the two classes immediately when the second-prediction is needed. Thus we enhance the second-prediction's efficiency by saving its possible training time.
We will demonstrate in Section IV's experiments that, the 1-1 method with the second-prediction strategy has higher accuracy than the original one. 
IV. EXPERIMENTAL RESULTS
We download from Internet five genres of videos, including cartoons, commercials, music, news and sports. They are all MPEG-4 videos with different resolutions from 320*240 to 640*480. Most videos' frame rate is 25 fps or 30 fps, while some cartoons have a frame rate of 15 fps. The total length of videos is over 6 hours, including 1 hour 15 minutes of cartoons, 1 hour of commercials, 1 hour 15 minutes of music, 1 hour 30 minutes of news, and 1 hour 13 minutes of sports. There are totally 7658 samples in our experiment, including 1500 samples of cartoons, 1321 samples of commercials, 1500 samples of music, 1860 samples of news, and 1477 samples of sports. We randomly select half of the samples as the training data and the other half as the test data. DAGSVM, original 1-1 SVM and 1-1 SVM with the second-prediction strategy are all implemented based on libsvm [11] . We use RBF as the kernel function, and select the best parameters c and γ from cross validation. The software tools used in the experiment include ffmpeg, MPEG-7 eXperimentation Model (XM), MATLAB, and libsvm. We use ffmpeg to convert videos, and XM to extract features from videos. We also use MATLAB to implement some self-defined feature extraction algorithms. Libsvm is an open source SVM project and we use it to implement our classification algorithms.
A. Accuracy Comparison on Each Single Descriptor
We have compared the classification accuracy on each single descriptor. These accuracies reflect each descriptor's effect and contribution to the video classification. And we have also selected the specified descriptors based on them in the second-prediction strategy. We use original 1-1 SVM in this comparison.
As we can see from Table III , GoP reaches an overall accuracy of 81.8%, which is the highest in color descriptors. This indicates that using GoP is an effective way in video classification. For other color descriptors, CSD has the highest accuracy on sports, which is 91.6%, and CCD also performs well on sports. This is probably because sports videos have a relatively fixed color distribution.
For texture descriptors, HTD and EHD both have a high accuracy on cartoons, which indicates that using texture is the easiest way to distinguish cartoons. Since cartoons are made artificially, they have a smoother texture than most of other videos.
For shape descriptors, RSD has the highest accuracy on sports. This is maybe because in sports video the field and stands have regular shapes.
For motion descriptors, MID can distinguish music and news best, with accuracy of 77.7% and 82.7%. MID reflects the motion intensity of a video. Music, especially vocal concerts, often have flash lights and jumping background, so they have a larger MID. In the opposite, most news videos contain nearly static scenes, or the movements of scenes are fairly slow, so they have a smaller MID than other videos. Figure 3 shows the overall accuracy on each single descriptor. We can see that the result is not so good as we have expected. They have the lowest accuracy of 53.8%, and the highest accuracy of 81.8%. This indicates that single descriptors are not enough for video classification. We should use all these descriptors and combine them to achieve a better result.
B. Accuracy Comparison on Multi-class Classification Method
We use the Python programming language to implement three SVM multiclass classification methods mentioned in Section III and compare on them. The result is showed in Table IV and Figure 4 .
We have totally tested 3829 samples. DAGSVM has 267 incorrect predictions, original 1-1 SVM has 105 
C. Overall Classification Accuracy Comparison
We have compared our overall classification accuracy with the results in [5] and [2] . First lines in Table V represent our overall accuracy, second lines with brackets represent the accuracy in [5] , and third lines with brackets represent the accuracy in [2] . We use the second-prediction strategy in this comparison.
As we can see from Table V and Figure 5 , our overall accuracy is higher than the accuracy in [5] and [2] by combining MPEG-7 descriptors and using the second-prediction strategy. Our accuracy for cartoons, commercials, music, news, sports is 97.7%, 97.4%, 99.5%, 99.8%, 99.4%, respectively, and the accuracy over all five genres of videos reaches 98.93%. Some accuracies are missed in Table V because sports videos are not included in [5] .
As we have expected, the largest part of misclassified videos comes from cartoons and commercials. Cartoons misclassified as commercials and commercials misclassified as cartoons account for 1.33% and 1.36%, respectively. This is because some commercials, especially commercials for children's products, are made in the same way as cartoons, and it makes these cartoon-like commercials difficult to classify. Commercials misclassified as news also account for 1.06%. This is probably because some static commercials, which contain a lot of text, are similar to news videos. In addition, some cartoons are misclassified as music and some music are classified as commercials.
We can also see from Table V that commercials have the lowest accuracy among the five genres. The reason is that commercials come from all kinds of sources and do not have a regular form. In commercials there are often music and sport scenes, sometimes cartoons. All these elements are mixed together and the features of commercials are similar to other videos. It makes commercials difficult to be distinguished from others. It is a big problem in automatic video classification.
V. CONCLUSION
To deal with the increasing video resources on the Internet, an effective scheme for automatic video content understanding is presented in this paper. The videos are classified into five different genres, including cartoons, commercials, music, news, and sports. First we extract MPEG-7 descriptors from the raw video data, and combine them to represent the whole video feature. Then we put the feature into the SVM, which we use as the classifier. We add the second-prediction strategy to the traditional 1-1 SVM to improve the classification accuracy, which is demonstrated to be effective. And our final classification result is competitive to some results in the recent papers.
With the development of the Internet technology, the content security of the multimedia has been a critical problem. It is necessary to prevent some unauthorized video from spreading on the Internet. This paper provides an approach to classify the video content, which is demonstrated to be of high accuracy. However, due to the complexity of the video contents, it is a difficult task to distinguish between some genres of videos. So future work will be devoted to extract more effective features to improve the classify accuracy of those videos which are difficult to distinguish. We will also add audio and text information into our approach and extend the current approach to other areas of the multimedia content security.
The future prospect of the approach suggested in this paper is promising, and can be further improved in many aspects. Such algorithms will be real time when dealing with video streams, and of high accuracy when distinguishing the video content. Further more, the approach in this paper will be applied to the video content understanding and video searching technology.
