This study addresses the optical performance of a plasma adaptive lens for aero-optical applications by using both axisymmetric and three-dimensional numerical simulations. Plasma adaptive lenses are based on the effects of free electrons on the phase velocity of incident light, which, in theory, can be used as a phase-conjugation mechanism. A closed cylindrical chamber filled with Argon plasma is used as a model lens into which a beam of light is launched. The plasma is sustained by applying a radio-frequency electric current through a coil that envelops the chamber. Four different operating conditions, ranging from low to high powers and induction frequencies, are employed in the simulations. The numerical simulations reveal complex hydrodynamic phenomena related to buoyant and electromagnetic laminar transport, which generate, respectively, large recirculating cells and wall-normal compression stresses in the form of local stagnation-point flows. In the axisymmetric simulations, the plasma motion is coupled with near-wall axial striations in the electrondensity field, some of which propagate in the form of low-frequency traveling disturbances adjacent to vortical quadrupoles that are reminiscent of Taylor-G€ ortler flow structures in centrifugally unstable flows. Although the refractive-index fields obtained from axisymmetric simulations lead to smooth beam wavefronts, they are found to be unstable to azimuthal disturbances in three of the four three-dimensional cases considered. The azimuthal striations are optically detrimental, since they produce high-order angular aberrations that account for most of the beam wavefront error. A fourth case is computed at high input power and high induction frequency, which displays the best optical properties among all the three-dimensional simulations considered. In particular, the increase in induction frequency prevents local thermalization and leads to an axisymmetric distribution of electrons even after introduction of spatial disturbances. The results highlight the importance of accounting for spatial effects in the numerical computations when optical analyses of plasma lenses are pursued in this range of operating conditions. V C 2015 AIP Publishing LLC.
I. INTRODUCTION
In ground-imaging acquisition systems aboard highspeed airplanes, fast steering capabilities are required from the optical instrumentation to dynamically cancel the highfrequency distortions caused by the surrounding air, which is typically in rapid turbulent motion.
1-3 Solid-state lenses and mirrors have long been used for phase conjugation to cancel aberrations mechanically or piezoelectrically. 4 A novel alternative, on the other hand, is the utilization of fluid media in lenses, such as gases or plasmas, which, in addition to increasing several orders of magnitude the damage thresholds over solid-state lenses, may warrant enhanced capabilities for fast-response optical adaptation.
Gaseous and plasma lenses rely on spatial gradients of the refractive index to focus light. For instance, density variations, often enabled by temperature gradients caused by flames or wall heating, 5, 6 are employed in gas lenses to establish a refractive-index gradient through light-induced polarization of gas molecules, which can be simply quantified by the Gladstone-Dale (GD) relation. 3, 7, 8 A further step beyond gaseous lenses is the use of plasmas to focus light. In plasmas, a tunable refractive-index distribution can be achieved through concentration gradients in the population of free electrons. 7, [9] [10] [11] [12] [13] [14] [15] A brief explanation of this phenomenon is provided below.
For beam frequencies x ' much larger than the collision frequency, the refractive index in the plasma can be expressed as
where
is the plasma frequency, which fundamentally depends on the number density of electrons n À . In this formulation, e is the proton charge, e 0 is the permittivity of vacuum, and m À is the electron mass. In under-dense plasmas (x p < x ' ), the interaction of free electrons with the incident electromagnetic wave leads to an increase in the phase velocity of the beam and a corresponding decrease in the refractive index N, as indicated by Eq. (1). However, exploitation of this a) Author to whom correspondence should be addressed. Electronic mail:
jurzay@stanford.edu interaction in the context of adaptive optics is challenging. For instance, coherent light focusing can only be achieved if the electrons are smoothly distributed in the peripheral zone of the beam during a sufficiently long period of time, a requirement which may not be satisfied in the presence of hydrodynamic fluctuations. Additionally, in order to overcome the GD thermal effect of thermally induced molecularrefractivity variations, free electrons have to be produced in sufficiently large amounts to raise n À above a threshold n À GD given by
Equation (3) is obtained by comparing the second term in the Taylor-series expansion of N in Eq.
(1) with the corresponding GD refractive-index disturbance K GD q caused by the density q of the medium, where K GD ¼ 1.6 Â 10 À4 m À3 /kg is the GD coefficient for Argon. 7 The condition n À > n À GD , however, may be unapproachable in too-weakly ionized plasmas. A different operating regime occurs in the over-dense limit (x ' < x p ), in which the plasma acts as a shield by reflecting or dissipating the incident radiation. That regime, which is of relevance for the design of plasma antennas and mirrors, 16, 17 is not treated in this investigation.
In practice, x p is set by the operating conditions of the plasma, with x p /2p $ 100-300 GHz in typical industrial regimes as well as in these simulations. This, for instance, is in contrast to the much larger frequencies of light waves near the visible range, x ' /2p $ 400-790 THz, in which the plasma lens may be required to operate. However, for a given x p , focusing light of increasingly larger x ' becomes progressively more impractical, since the focal power and the variations of the refractive index decrease with increasing values of the frequency ratio x ' /x p . Therefore, for a given operating point (i.e., plasma frequency), the frequency range of the incident beam is limited in practice. In applications where focusing high-frequency light is crucial, the plasma frequency may be increased by, for instance, increasing the electric-power input. Nonetheless, in principle this design shift leads to increased thermal loading and density gradients that could result in the onset of undesired plasma instabilities.
The effects described above have been exploited in recent experiments [12] [13] [14] [15] to manipulate light through capacitively coupled plasma lenses for aero-optical applications in the mTorr-pressure range. In the present study, however, focus is made on inductive coupling at near-atmospheric pressures. In particular, the model plasma lens depicted in Fig. 1 is considered here. A cylindrical coordinate system {r, h, z} is used in the description. The lens consists of a closed dielectric cylinder of radius R ¼ 10 cm and length L ¼ 20 cm, filled with Argon (Ar) plasma at nearatmospheric pressure P $ 1-2 bars and temperature T $ 6000-9000 K, while the walls are kept at constant ambient temperature T w ¼ 300 K. The computations include the gravitational acceleration vector g, which is assumed here to be aligned with the cylinder axis for simple illustration purposes. Additionally, a simple one-step ionization-recombination kinetics is adopted in lieu of complex Ar ionization chemistry, with symbols þ and À denoting quantities for ions (Ar þ ) and electrons (e À ), respectively. A resistive power in the range _ W IN $ 10-50 kW is deposited in the plasma by means of electromagnetic coupling between the electrons and the enveloping coil, through which an AC current is passed at radio-frequencies (RFs) in the range x IN / 2p $ 10-40 MHz. In this way, a rapidly oscillating electromagnetic field is generated that energizes the plasma, with characteristic magnetic and electric amplitudes of order B IN $ 1 mT and E IN $ 100 V/m, respectively.
To study the optical performance of the lens, a beam of light in the far-infrared frequency range x ' /2p ¼ 1 THz is launched into the plasma along the positive axial direction from the bottom wall z ¼ 0, as sketched in Fig. 1(a) . In the range of operating conditions described above, the characteristic electron number density in the plasma, n À $ 10 19 -10 20 m
À3
, is typically larger (by as much as a factor of order 1000) than the minimum threshold n À GD in Eq. (3) required to overcome the GD mechanism of thermally induced molecular refractivity. As a result, gradients develop in the phase velocity of the beam that are dominated by the mechanism dictated by Eq. (1). More precise ranges of operating conditions are given in Table II. In this study, axisymmetric and three-dimensional numerical simulations are performed to explore the performance of a model plasma lens. The numerical resolution of all hydrodynamic scales is facilitated by the moderate effects of fluid inertia at such high operating temperatures, for which the plasma motion involves relatively small characteristic Reynolds numbers of order 100. It should be emphasized, however, that the computations do not aim at predicting quantitative experimental data, but rather at providing qualitative understanding of spatio-temporal hydrodynamic effects on the optical performance of the plasma lens in relevant operating conditions. In this regard, four simulation cases are analyzed that range from low to high powers and induction frequencies. The simulations reveal the existence of plasma motion coupled with static and propagating striations that result from local-thermalization effects. In particular, the electron-density fields corresponding to three of the four considered axisymmetric cases become unstable in the three-dimensional computations, with azimuthal modes of instability that strongly degrade the optical performance of the lens. However, a simulation case is computed at high power and high induction frequency that remains axisymmetric to three-dimensional disturbances and displays the best optical properties among all other three-dimensional cases considered.
The remainder of this paper is organized as follows. In Sec. II, the conservation equations of the plasma motion are described along with corresponding initial and boundary conditions. Section III is focused on an analysis of the characteristic scales and nondimensional parameters that provide the basis for the modeling choices made in Sec. II. Readers who are not interested in the formulation details may skip Secs. II and III, and move directly to Sec. IV, in which axisymmetric and three-dimensional numerical results for the plasma flow field are shown. Additionally, computational results related to effects of plasma instabilities on the optical performance of the lens are addressed in Sec. V. Conclusions are drawn in Sec. VI. Finally, an Appendix is included that describes the numerical method and computational setup employed to integrate the conservation equations, including grid-and time-convergence analyses.
II. FORMULATION
Before describing the formulation of the problem, it is worth emphasizing the fundamental relevance of the plasma skin region, which represents a thin layer of thickness dR adjacent to the chamber side walls, with d a small dimensionless parameter given by
In Eq. (4), c 0 is the speed of light in vacuum, and r 0 is the typical value of the electric conductivity in the plasma, which yield values of d of order 0.02-0.1 in these simulations.
The physical significance of the skin layer dR is that it represents the characteristic depth of penetration of the induction electromagnetic energy. Production of charged particles and refractive-index gradients occur predominantly in this zone, as sketched in Fig. 1(a) . The electric field, concentration of charged particles, plasma temperature, and refractive-index gradients rapidly decay away from the skin region. In fact, based on the results outlined in Sec. IV, it is observed that the occurrence of plasma motion is caused by an excess of electromagnetic and/or buoyant transport of momentum within the skin region in comparison with viscous diffusion. It is therefore expedient to define d as a characteristic hydrodynamic length scale of momentum, mass, and thermal transport, with the corresponding diffusion time
based on the characteristic kinematic viscosity 0 , playing a fundamental role in the description. In particular, t d is of the order of few tens of milliseconds in these simulations (e.g., t d ¼ 64, 10, 23, and 3 ms in cases #1, 2, 3, and 4 outlined below). The onset of plasma motion in the lens largely depends on the competition between t d and the corresponding time scales of momentum injection through buoyant and electromagnetic interactions. Since the aerothermomechanical processes related to macroscopic transport in the plasma, along with chemical conversion, appear to be relatively slow compared to internal plasma dynamics such as inter-particle collisions, electromagnetic induction, beam propagation, and cyclotron motion of charged particles, a separation of scales is envisioned that facilitates the simulation procedure. In particular, an analysis of characteristic scales, which is summarized in Table III and described in detail in Sec. III, is exploited in decoupling fast from slow plasma processes in the problem formulation, as described below.
A. Conservation equations
The plasma conservation equations are formulated in the framework of a low Mach-number approximation, in that the plasma thermodynamic pressure P is considered to be uniform in space but is allowed to vary in time. However, the hydrodynamic pressure, p, which appears in the momentum equation and is much smaller than P, is allowed to vary in both space and time. A single-velocity, two-temperature formulation is employed that models the plasma as a partially ionized and weakly magnetized fluid. The charged particles are assumed to be in quasi-electroneutral equilibrium, in that the uncompensated charge is small compared with the charge of either sign, and a single number density for the charged particles, n À , is used in the notation. These approximations are justified in Sec. III on the basis of appropriate scales evaluated at relevant operating conditions. In the combined limit described above, the mass, momentum, and thermal-energy conservation equations for the plasma become
where q, v, and T are, respectively, the density, velocity vector, and temperature of the plasma. Similarly, s ¼ l½ðrv þ rv T Þ À 2ðr Á vÞI=3 represents the viscous stress tensor, where I is the identity tensor, l is the dynamic viscosity, and r is the nabla operator in cylindrical coordinates. Additionally, j is the thermal conductivity, and c p and c v are the constant-pressure and constant-volume specific heats of the plasma, with c ¼ c p /c v being the corresponding adiabatic coefficient. The symbols J IN , E IN , and B IN denote, respectively, the electric current density, electric field, and magnetic field induced by the enveloping coil, while the brackets hÁi t represent time averaging over a single induction cycle, as defined below in Eq. (41). Equations (6)- (8) are supplemented with the equation of state
where R g ¼ (c À 1)c p /c is the gas constant. The electron gas is described by the species and thermal-energy conservation equations
where n À , V À , and T À are, respectively, the number density, diffusion-velocity vector, and temperature of the electrons. In this formulation, j À is the thermal conductivity of the electron gas, M ¼ m À =m is the ratio of electron mass to Ar atomic mass, n ¼ q/m is the number density of the plasma, and j B is the Boltzmann constant. Additionally, V À is the collision frequency of electrons against neutrals, which is computed using the expression 18 
V
À ¼ 1:51 Á 10 10 q½0:514 þ 5:
with V À and T À being expressed in Hz and eV units, respectively.
In Eq. (10), reference is made to the temperaturedependent ionization k i and recombination k r rate constants
which are calculated by using a simple ionizationrecombination kinetics given by the reversible step
with the corresponding reaction parameters A i , T a , A r , and b being provided in Table I . Wall recombination has been neglected in writing k r in Eq. (13), which is a good approximation at the pressure levels considered here.
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B. Transport coefficients
In Eq. (10), the diffusion velocity V À is calculated from the ambipolar approximation for an electroneutral mixture, namely
with diffusion being limited by the positive ions. 20 In this formulation, Z þ ¼ e=ðmV þ Þ is the mobility of the ions Ar þ , with V þ being the frequency of collisions of ions against neutrals. Specifically, V þ is given by the expression
where r þ t ¼ 50Å 2 is the velocity-averaged Ar-Ar þ collision cross-section, 18 and
1=2 is the mean thermal velocity of the plasma.
The dynamic viscosity l and thermal conductivity j of the plasma are calculated from the temperature power law (9) .
The thermal conductivity of the electrons, j À , is calculated as
while the constant-volume specific heat is approximated as 3j B /(2 m À ), both results being consistent with classic considerations of the monoatomic gas-kinetic theory. 21 It should be emphasized that more involved and rigorous formulations, which are beyond the scope of this study, are available for calculating plasma transport coefficients that may be required if quantitative predictions or increased computational fidelity are pursued (see, for instance, Ref. 22 ). 
C. Electromagnetic induction
The electromagnetic coupling between the plasma and the enveloping coil produces a rapidly oscillating electromagnetic field. The corresponding electric current J IN and magnetic field B IN are involved in the momentum and energy source terms in the conservation equations (7), (8) , and (11) . These coupling terms are obtained as follows.
To illustrate the analysis, it is convenient first to express the induction electric field in complex form as
Àjx IN t ge h , where j is the imaginary unit, e h is a unit vector in the h direction, and x IN is the induction angular frequency. Here, only the azimuthal component of the induction electric field is considered because of symmetry reasons, although this component depends on the three spatial coordinates plus time.
A propagation equation for the phasor of the electric field E IN can be derived by using the following approximations. First, the incident current density is assumed to be proportional to the electric field in accordance with the simplified Ohm's law
where r is a scalar electrical conductivity given by
In writing Eq. (20), the Hall conductivity has been neglected since the plasma is dominated by collisions in the range of operating conditions considered here. In this limit, combination of the Faraday and Ampère laws leads to the Helmholtz equation 23 ,24
with
being the azimuthal component of the vector Laplacian in cylindrical coordinates. In deriving Eq. (21), an assumption is made that the electrical conductivity (20) varies in hydrodynamic time scales of order t d , which are much larger than the typical induction period t IN ¼ 2p/x IN . The implied separation of scales is discussed in Sec. III. The phasor of the incident magnetic field, B IN , can be calculated from the spatial distribution of E IN using the complex representation of the Faraday's law
where rÂ denotes the curl operator in cylindrical coordinates. Inspection of Eq. (23) suggests that B IN has a small radial component in addition to the predominant axial direction, the former arising as a result of spatial variations of the electric field in the axial direction by, for instance, the development of striations in the plasma.
Upon computing the solution of Eq. (21) and using expressions (19) , (20) , and (23), the electromagnetic coupling terms in the momentum and energy conservation equations (7), (8) , and (11) can be calculated as
which represent, respectively, the induction-cycle averages of the Lorentz force per unit volume and the Ohmic dissipation. In this formulation, the superindex * refers to complexconjugate quantities.
D. Propagation of the incident beam of light
The optical performance of the lens is tested by launching a monochromatic collimated beam of light into the plasma. The wavefront distortion of the beam is studied by using an uncoupled ray-tracing formulation along with Zernike modal analyses.
The incident beam of light is represented in phasor form as
Àjx ' t ge ' and propagates from the cylinder bottom wall, z ¼ 0, in the þz direction, as depicted in Fig.  1 (a) . In this formulation, E ' generally depends on the three spatial dimensions plus a slow time coordinate representative of the time scale of hydrodynamic motion, while e ' denotes an arbitrary unit vector contained in the r-h plane. Additionally, x ' is the beam angular frequency, whose value is much larger than the collision frequency V À . In particular, a compromise value x ' /2p ¼ 1.0 THz in the far-infrared region of the electromagnetic spectrum is employed in this study that justifies the approximations made below while warranting optical operability of the lens.
Similar to Eq. (21), a Helmholtz equation can be derived here to describe the propagation of the electric field E ' , namely
where N is the plasma refractive index defined in Eq. (1). In addition, the symbol r 2 ' represents in-plane derivatives of the r-and h-components of the vector Laplacian normal to the direction of beam propagation.
In general, the refractive index N is a time-varying, three-dimensional function of space that is strongly dependent on the electron number density n À . However, the variations in N are related to long-wave macroscopic transport dynamics (with wavelengths of order d), which evolve in much larger time scales (of order t d ) than the beam period t ' ¼ 2p/x ' , as described in Sec. III. Therefore, the spatial distribution of the refractive index can be considered as being spatially frozen in time while solving Eq. (26) along the beam path.
The calculation of a solution to Eq. (26) is facilitated in the WKB limit, 26 Nx ' /c 0 ) 1/R, in which the aperture radius R is much larger than the local wavelength c 0 /(Nx ' ) of the beam. In this limit, the beam phasor can be written as 
as an integrated refraction effect, from which the optical path difference (OPD)
and the exit beam wavefront
can be computed, where the operator hÁi z is defined below in Eq. (40) and indicates planar averaging over the plane z ¼ constant. Equations (27)- (29) are commonly used in aero-optics to describe wavefront distortions produced by refractive-index fluctuations induced by turbulence. 1, 3, 25 In this study, the same methodology has been adopted to describe the propagation of the wavefront in the inhomogeneous refractive-index field generated by the plasma.
The exit wavefront (29) is the result of cumulative distortion effects caused by refractive-index fluctuations. In order to quantify the corresponding optical aberrations, an expansion of (29) 
where n and m are, respectively, the radial order and angular frequency of the mode, and a n,m is the corresponding coefficient. In particular, the coefficient a 2,0 of the first parabolic
where R a is an effective aperture radius obtained by conveniently truncating the wavefront near the walls to discard divergent rays, as explained in Sec. V.
E. Initial and boundary conditions
Equations (6)- (8), (10), (11), and (21), along with equations (9), (12), (13) (15)- (20), and (23)- (25) , are integrated subject to the following initial and boundary conditions. At the cylinder walls, r ¼ R, z ¼ 0, and z ¼ L, the electron density vanishes while the plasma velocity and temperature satisfy, respectively, non-slip and isothermal boundary conditions
The Helmholtz equation (21) is integrated subject to the Neumann condition
on the top and bottom walls z ¼ L and z ¼ 0, which correspond to the approximation that the incident magnetic field is assumed to be purely axial there. In addition, the boundary condition
is employed on the side walls at r ¼ R. In condition (34) , c 1 is a real constant which is obtained from the energy constraint
in that the resistive power deposited in the plasma balances the electric power carried by the electromagnetic field in the cylinder volume. The axisymmetric simulations are initialized by imposing high temperatures for plasma and electrons in a zerovelocity atmospheric-pressure flow field, while seeding electrons in sufficiently large amounts to trigger the ionization runaway. On the other hand, the three-dimensional simulations are initialized by using axisymmetric solutions obtained after long integration times.
Two fundamental parameters are varied in the computations that can be tuned in practical applications. Specifically, the input power _ W IN and the induction frequency x IN are varied to cover a relevant range of operating conditions, with the four different cases #1-4 shown in Table II being   TABLE II . Combinations of input power _ W IN and induction frequency x IN used in each simulation case, along with resulting final pressure P, and maximum values of plasma axial velocity v z , plasma temperature T, electron temperature T À , and electron number density n À in the three-dimensional computations. considered in the simulations. It is worth mentioning that the thermodynamic pressure P listed in Table II corresponds to the final value obtained in the statistically steady operation of the plasma lens, which in the high-power cases departs from the initial atmospheric pressure due to the excess heating. As explained in Sec. III, the cases shown in Table II translate into different combinations of the characteristic dimensionless parameters of the problem, which lead to distinct operating regimes.
F. Spatio-temporal statistical operators
In order to monitor the overall dynamics in the plasma lens during the computations, it is expedient to define the volume-averaging operator
as well as the corresponding root-mean-square (rms) fluctuation
for any fluid variable u. On the other hand, instantaneous spatial statistics can be calculated using
which correspond to planar averages of u over the planes r ¼ const., h ¼ const., and z ¼ const., respectively. The instantaneous Lorentz force and heating rate in Eqs. (24) and (25), which couple the transport equations (7), (8) , and (11) to the electromagnetic field, appear in the form of averages over a single electromagnetic-induction cycle. The corresponding time-averaging operator, hÁi t , is defined as
where integration is performed on a fast-time coordinate over an induction cycle of period t IN ¼ 2p/x IN . An implicit separation between fast and slow time scales is involved in the use of Eq. (41) to compute the instantaneous Lorentz force and heating rate, as described in Sec. III.
III. CHARACTERISTIC SCALES AND RELEVANT DIMENSIONLESS PARAMETERS
This section is focused on the assessment of the characteristic scales and the corresponding nondimensional parameters based on the range of operating conditions introduced in Table II . In the description, a separation of scales between fast dynamics (electromagnetic induction, charged-particle collisions, beam propagation, and cyclotron motion) and slow processes (aerothermochemical transport) is employed. The results, which are summarized in the form of a time scale separation in Table III plus a summary of dimensionless parameters in Table IV , support the approximations made in the problem formulation described in Sec. II and assist in understanding the computational results shown in Secs. IV and V.
A. Fast plasma dynamics
Electromagnetic-induction scales
The estimation of characteristic scales begins by considering the magnitude of the electromagnetic field induced by the coil. The value of the induced electric field, E IN , can be estimated by the requirement that the deposited electric energy equals the Ohmic dissipation in the plasma skin region, namely, 
Cyclotron motion and collision scales
In presence of the magnetic field B IN , the charged particles in the plasma gyrate with characteristic cyclotron periods t
À is the cyclotron frequency of the electrons. Here, M is a small dimensionless parameter defined as the ratio of e À and Ar atomic masses
Specifically, M appears in the collision transfer term in the electron energy equation (11), its small value being related to the high specific heat of the electrons in comparison with that of the neutral gas. The cyclotron periods t respectively, by t
The corresponding ratios are given by the Hall parameters of the charged particles,
, which are small compared to unity for the conditions analyzed here. These indicate that magnetization effects on the transport of charged particles and on the plasma conductivity are negligible. Despite the smallness of the Hall parameters, the cumulative effects of the magnetic field are still important in the plasma motion, in that the cycle-averaged Lorentz force caused by the incident electromagnetic field (24) generates a mean electron drift that acts as potential mechanism for momentum transfer to the plasma in longer time scales.
The electric field E IN induces a force that leads to fast oscillatory translational motion of the electrons. Since t IN =t À c ) 1 (i.e., see Table III ), this motion becomes rapidly dominated by collisions after short distances of the order of the electron mean free path k À , which here is much smaller than the cylinder radius k À /R $ 10
À6
. In this limit, the plasma conductivity attains isotropic, collision-limited values of order r 0 ¼ n The quasi-electroneutrality of the plasma assumed in writing the conservation equations in Sec. II is justified on the basis that the collisional charge-relaxation time,
is much smaller than the time scales associated with the bulk motion, with t p ¼ 2p/x p being the plasma oscillation time (i.e., see Table III) . A breakdown of this approximation occurs in a thin Debye layer of thickness
2 Þ 1=2 $ 10 À5 R adjacent to the wall, which is not resolved in the present simulations, and within which net electric charge develops.
Beam-propagation scales
As the incident beam of light propagates through the plasma, as depicted in Fig. 1(a) , the index of refraction varies in amounts of order 1 À N $ K( 1, with K a dimensionless parameter that is directly proportional to the focal power of the lens and is given by
where t ' ¼ 2p/x ' is the period of the incident wave. In practical applications, as discussed in Sec. I, K is to be set to characteristic values smaller than unity, with decreasing focal power as K decreases. In the operating conditions explored in this study, the beam wavelength c 0 /(Nx ' ) is in the submillimeter range, which leads to values K $ 0.01-0.1. The optical aperture radius R is to be compared to the beam wavelength by the parameter
with n $ 10 À4 ( 1 in these simulations, which justifies the WKB approximation made in Sec. II for describing the beam propagation. constant. In equilibrium, the characteristic ionization degree / in the plasma becomes
with / $ 10 À5 -10 À4 . As a result of the weak ionization, the transfer of energy through collisions between charged 
Thermal-energy-transfer scales
Because of the high collision rates and the lightness of the electrons, the dynamics of the plasma are characterized in Eqs. (6)- (8), (10) , and (11) by using a singlevelocity, two-temperature description. The validity of the single-velocity description for these conditions can be understood by noticing that the momentum relaxation time of electrons, t À c , is very short compared to the time scales of the plasma macroscopic motion (i.e., see Table III) . Therefore, the bulk velocity of the electron gas soon relaxes to the value of that of the surrounding plasma plus a diffusion drift due to electromigration. On the other hand, the temperatures of the plasma and electrons are considered separately in the description, this being motivated by the small electron-to-neutral mass ratio (42). In particular, the electric power released in the plasma _ W IN is mainly received by the electrons, which are incapable of promptly transferring their thermal energy to the neutrals until much longer thermal-relaxation times of order t
In this formulation, the symbol T denotes a thermalization parameter given by
with T $ 1 in this study. Specifically, T quantifies the slip between the characteristic electron temperature,
2 LMn À 0 j B Þ, and the plasma temperature, T 0 $ T w (1 þ a). In these expressions, T À 0 is estimated from a balance of the rate of energy loss by elastic collisions with the gain of thermal energy due to Ohmic heating in the electron-energy equation (11) , while T 0 is set by the excess of input energy in relation to the heat conduction through the wall. Additionally, a is a thermal-expansion coefficient defined as
which quantifies the variable-density effects in the plasma, with a $ 10-20 in these simulations. Similar single-velocity, two-temperature descriptions have been often used in the past within the context of inductively coupled plasmas (see, for instance, Refs. 20, 22 and 24). The hydrodynamic fluctuations in the lens produce variations in T À in time scales of order t d . However, these variations are small since the dimensionless thermal inertia of the electrons
is a large quantity of order C À $ 10 3 -10 4 , and therefore the temperature slip between the electron gas and the plasma T tends to persist because of the rapidity with which equilibrium is reached between the collision and energy-deposition terms on the right hand side of the electron-energy balance equation (11) . Near the wall, however, the electron gas develops temperature gradients that lead to heat conduction and energy loses. To quantify this effect in comparison with hydrodynamic transport, evaluation of the electron thermal diffusivity, D 
is a small quantity in the simulations, with Pr À $ 10
À4
. As a result, the time scale of electron heat diffusion, t À T
$ ðdRÞ
2 =D À T;0 is short and comparable to the thermal relaxation time t À t in the skin region, which suggests a potential role of the heat-conduction term in Eq. (11) in controlling the temperature slip near the wall.
Charged-particle diffusion scales
The diffusion of charged particles is driven by their concentration gradients. In the ambipolar approximation, 20 the charged particles diffuse cohesively with a collision-dominated electromigration velocity of order V À 0 $ D a;0 =ðdRÞ, where
À is the typical value of the mobility of the ions, which limits the diffusion process of charged particles for being much smaller than the corresponding mobility of the electrons by a factor of order M 1=2 ( 1. In the considered range of operating conditions, the ambipolar diffusion coefficient is a spatially dependent quantity whose characteristic value in the skin region is comparable to the plasma thermal diffusivity as indicated by the order-unity values found for the ambipolar Lewis number Le a ¼ 0 =ðD a;0 PrÞ:
As the electrons diffuse away from the skin region, a replenishment occurs via ionization of neutral atoms. The competition of these two processes is represented by the Damk€ ohler number
with Da $ 1-100 in these simulations.
Momentum-transfer scales
Bulk motion of the plasma is induced by the motion of the charged particles and the transfer of thermal energy to the neutrals. Two important nondimensional parameters arise from these interactions, namely, the Rayleigh and Hartmann numbers, identified here by the symbols Ra and Ha, which correspond, respectively, to the relative intensity of the gravitational and electromagnetic forces in the plasma momentum equation (7). In particular, the power input from the coil leads to thermal expansion, with relative density variations of order a. In presence of gravity, the corresponding thermal-expansion effect leads to external forces of order qag per unit volume in the plasma, which are to be compared to the viscous force through the Rayleigh number
with t g ¼ 0 /(gadR) being the time scale of momentum injection by buoyancy. In particular, large-scale recirculating motions develop when Ra տ 1, as depicted in Fig. 2(a) . On the other hand, the Hartmann number squared
corresponds to the ratio of the electromagnetic to viscous forces, with t m ¼ 2pLx IN q 0 0 dR 2 = _ W IN being the corresponding time scale of momentum injection. For sufficiently large Hartmann numbers, Ha 2 տ 1, the Lorentz force (24), which is mainly directed radially outwards with a secondary component in the axial direction, becomes responsible for driving centrifugal flows in the plasma that are characterized by the presence of vortical quadrupoles, as sketched in Fig. 2(b) . Rayleigh-and Hartmann-number effects on the flow field are analyzed in Sec. IV.
Estimated values of the characteristic electron temperature T À 0 , electron number density n À 0 , and plasma temperature T 0 can be obtained by solving the system given by Eqs. (4) and (45)-(47). In doing so, _ W IN ; x IN , T w , P 0 , R, and L are considered as input parameters along with the aforementioned functional forms of the chemical rates, electrical conductivity, viscosity, thermal conductivity, and collision frequency. Based on the resulting values of T À 0 ; n À 0 , and T 0 , numerical estimates of the characteristic time scales described above are given in Table III , which motivate the formulation approach described in Sec. II.
It is worth stressing here that the dimensionless parameters (4) and (42)- (53), whose estimates are given in Table  IV , comprise the complete set of parameters that emerge when expressing the conservation equations (6)- (8), (10), (11) , (21) , and (26) 
IV. PLASMA MOTION AND INSTABILITIES
In this section, the flow fields caused by the destabilization of the plasma are analyzed by using axisymmetric and three-dimensional numerical simulations. The computations integrate numerically Eqs. (6)- (8), (10), (11), and (21), along with expressions (9), (12), (13), (15)- (18), (20) , and (23)- (25), subject to the boundary conditions (32)- (35) . Analyses of optical effects on the incident beam are deferred to Sec. V. The simulations are based on the computational setup outlined in the Appendix. The four different cases #1-4 listed in Table II are addressed below.
Before describing the sets of solutions obtained, it is worth outlining the effects caused by increasing either _ W IN or x IN , which can be readily understood by examining the non-dimensional parameters in Table IV . For instance, in the range of operating conditions studied, increasing the input power _ W IN leads to an increase in plasma temperature and electron density, which, in turn, decreases the temperature slip T while increasing the thermal-expansion coefficient and Damk€ ohler number. However, this shift leads to a smaller plasma-skin depth due to the enhancement of electric conductivity in the presence of larger amounts of electrons, which causes a strong decrease in the Rayleigh number while keeping the Hartmann number mostly constant. As a result, a reduction in the hydrodynamic effects induced by buoyancy is observed in the skin layer. In regard to optics, an increase in _ W IN leads to larger values of the frequency ratio K, which amount to larger variations in the refractive index and shorter focal lengths. On the other hand, increasing x IN leads to an enhancement of wall heat losses due to the decrease in plasma skin depth. As a result, a decrease is observed in both plasma and electron temperatures, as well as in the Rayleigh and Hartmann numbers. Increasing x IN produces higher optical performance as shown below in Sec. V, although it does not cause a noticeable effect on the estimated optical parameters. The plasma is increasingly thermalized as _ W IN increases, as indicated by the corresponding decrease in the parameter T , while non-thermalization is favored by increasing x IN because of the augmented heat losses.
The outline of the computational results begins by considering axisymmetric simulations, in which all variations in the h-direction are neglected. Next, the three-dimensional calculations are presented.
A. Axisymmetric simulations
The axisymmetric computations reveal the presence of complex hydrodynamic effects and non-uniformities in the density field of electrons, which render the flow field quite different from the steady uniform motionless plasma that would have been otherwise preferred for optimizing the optical performance of the lens. While cases #1, 3, and 4 promptly reached a statistically steady state characterized by plateaus in the time evolution of all volume averages and by collapses of all planar statistics, the axisymmetric simulations of case #2 indicated an oscillatory behavior of the volume-averaged electron number density, as shown in the Appendix, Fig. 13(a) . The resulting flow structures are shown for all cases in Fig. 3 in the form of instantaneous cross-sectional contours of plasma temperature T, electron temperature T À , electron number density n À , and flow streamlines. In all cases, T, T À , and n À decrease far from the wall, in a central region where large recirculating cells are observed that are driven by gravity. On the other hand, the high temperatures in the skin region enable there a concomitant production of electrons.
The high powers utilized in cases #2 and 4 favor the production of increasingly larger amounts of electrons in the skin region, as evidenced by the comparison of radial planaraverages hn À i r made in Fig. 4(a) for the different conditions. However, the electrons are often sparsely distributed in the direction of the beam propagation (i.e., transversal to the induction electric field) in the undulatory manner shown in Figs. 3(a)-3(c) . These periodic inhomogeneities in the electron-density field, which here are referred to as striations for their similarities with those found in DC and RF discharges, [29] [30] [31] [32] are traceable as oscillations in the axial planar-averages hn À i z in Fig. 4(b) . Of particular interest is to observe the changes in the instantaneous flow patterns and electron-density fields when the relative importance of the electromagnetic force is increased by increasing the power input from case #1 to case #2 (i.e., see Table IV ). Specifically, while buoyancy dominates in case #1 as evidenced by the upward plumes of hot plasma, in case #2 the radial component of the Lorentz force prevails over the gravitational effects in the skin region. This effect is observed in Fig. 3(b) in the form of strong radial ejections very close to the wall that occur preferentially through striations as a result of the locally enhanced electrical conductivity. As shown in the planaraveraged diagram of the electron-density characteristics in Fig. 5(a) , the striations in case #2 move downward parallel to the wall with a propagation speed of order 0.22 m/s, which approximately amounts to 25% the axial flow velocity of the plasma in that region. The corresponding first-harmonic frequency of the striations is 6.6 Hz, which is similar to that of the oscillations shown by the volume statistics in the Appendix, Fig. 13(a) .
Although a detailed stability analysis that explains the genesis and propagation of the striations in the plasma lens, including finite-transport rates and confinement effects, is beyond the scope of this paper, it is worth highlighting their resemblance with other physical phenomena found in hydrodynamic and gas-discharge instabilities. In particular, each striation is associated with a stagnation-point flow towards the wall and a corresponding vorticity quadrupole as shown in Figs. 5(b)-5(d) , which resemble the Taylor-G€ ortler structures typically found in centrifugally unstable flows when the radial pressure gradient exceeds a threshold. 28 As the striations move downward, they are annihilated at the bottom insulating wall, as shown in Fig. 5(c) . Conversely, the striation in the upper corner does not propagate, but splits and generates new striations by drawing opposite-sign vorticity from the stagnation-point boundary layer (e.g., see rightupper corner in Fig. 5(d) ). This process can be visualized in movie M1 included in the caption to Fig. 5 .
The dynamics of the striations observed in case #2 follow very closely those explained by the basic mechanism of thermal instabilities in gas discharges. 9, 33 In particular, in conjunction with the local increase of electron density, each striation causes an upsurge in the plasma temperature that tends to locally thermalize the discharge as a result of the collisional equilibration of energy, as shown in the temperature contours in Figs. 3(a)-3(c) . The resulting decrease in plasma density leads to local suppression of e À -Ar collisions that further increases the electron temperature, thereby causing an ionization overshoot. The classic description, 9, 33 however, does not consider wall heat losses and is uncoupled from the prominent advection effects observed in Figs. 3(a)-3(c) . Specifically, advection effects are comparable in magnitude to the diffusive transport of electrons in the skin layer, and also compete against chemical ionization at similar rates in the low-Damk€ ohler cases #1 and #3.
In case #4, which corresponds to the high-power highfrequency end of the range of conditions analyzed here, the electrons are concentrated in a thin annular layer that is mostly uniform in the axial direction except for single striations near the upper and lower recirculation corners that result from geometrical confinement. Albeit the small Rayleigh numbers involved, buoyancy-driven flows prevail in the skin region due to the hot temperatures in the form of uprising plumes, as observed in Fig. 3(d) . Striations are suppressed because of the small value of the skin depth d that results from simultaneously increasing the input power and induction frequency, which leads to increased heat losses in the plasma, smaller thermal-expansion coefficients, and prevents thermalization. In the absence of striations, there is negligible net radial flow in the skin region, except near corners where the flow is deflected.
B. Three-dimensional simulations
The three-dimensional simulations indicate that the axisymmetric results computed in cases #1-3 are unstable, in that azimuthal gradients develop in the electron-density fields. The resulting three-dimensional flow structures are shown in Fig. 6 in the form of instantaneous isosurfaces of axial velocity v z , electron number density n À , and axial vorticity x z . In all cases, a core of downwashing cold gas is observed, with concentric uprising hot plumes that occur preferentially in hot regions where electrons are produced, as seen in cases #1, 2, and 4. In addition, plasma striations are found in cases #1-3. However, although the planar-averaged statistics of n À in the radial and axial directions mostly resemble their axisymmetric counterparts, an exception is found in hn À i z for case #2, which here does not oscillate in the axial direction, as observed by comparing Figs. 4(b) and 7(c). In fact, the striations found in the axisymmetric simulations of case #2 are transformed here into long, nonpropagating axial streaks, as shown in Fig. 6(b) . It is worth mentioning that the instantaneous dynamics shown in Figs. 6 and 7 persisted during times much longer than t d as a result of the slower time-dependence of n À observed in the threedimensional cases.
A crucial characteristic shared by cases #1-3 is the development of azimuthal striations (i.e., longitudinal to the induction electric field) from initially axisymmetric fields, an effect that plays a fundamental role in the optical degradation of the plasma lens, as described below in Sec. V. These striations are observed via density isosurfaces in Figs. 6(a)-6(c), in azimuthal planar averages in Fig. 7(b) , and in the planar-averaged diagram of characteristics in Figs. 8(a)-8(c) . In particular, the azimuthal striations are stationary as implied by the horizontal characteristics observed in Figs. 8(a)-8(c) . Additionally, the number of striations increases with increasing power and induction frequency, with cases #1, 2, and 3 displaying 7, 22, and 14 striations, respectively.
The resulting shapes of the three-dimensional striations range from ellipsoids in case #1, to long streaks in 2, and oblate spheroids in 3. Each striation is associated with local thermalization, a decay in the induction electric field, radial ejections of plasma, and a local stagnation-point flow structure, as sketched in Fig. 2 Axisymmetry is remarkably preserved in the threedimensional computation of case #4, which yields a thin annular layer of electrons where temperature raises causing upward moving motion of plasma under vanishingly small values of azimuthal velocity and axial vorticity, as shown in Fig. 6(d) . Furthermore, Fig. 8(d) shows that no striations are developed despite the injection of 5% amplitude Gaussian noise everywhere in the computational domain at t ¼ 263t d , after which the flow returned to a purely axisymmetric state characterized by flat planar-averaged profiles in the h-direction, as shown by the dotted line in Fig. 7(b) . The persistence of axisymmetry in case #4 is enabled by the small value of d (e.g., see Table IV ), which increases heat losses and prevents complete thermalization of the plasma in the ionization regions, thereby suppressing thermal instabilities as already discussed above in the context of axisymmetric computations.
V. ANALYSIS OF OPTICAL ABERRATIONS
In order to study the optical performance of the lens, a beam of light in the far-infrared frequency range, x ' / 2p ¼ 1 THz, is launched into the plasma, as described in Sec. II D. A significant optical degradation of the beam occurs upon interacting with the azimuthal non-uniformities and distorted radial concavity of the electron-density fields in Figs. 6-8 . This effect, which can be explained by the fundamental relation between N and n À in Eqs. (1) and (2), is The planar-averaged profiles of the refractive index N in the radial direction are curves with vanishing departures from unity at the lens wall and near the axis. They have a single minimum within the skin region at r ¼ R a where the electron density is maximum, as observed in Figs. 4(a) and 7 (a) . While the concave region 0 < r < R a of the wavefront is characterized by a positive gradient of the phase velocity that can potentially be used for light focusing, the divergent region r > R a is discarded in the optical analysis that follows. Instantaneous values of the effective optical aperture R a are listed in Table V and range from 81% to 97% of the lens radius R, with increasingly larger values of R a being associated with small skin depths.
In this study, the optical aberrations of the beam are quantified by Zernike-polynomial expansions of the truncated wavefronts (30) up to a radial order n ¼ 32 that results in 560 different modes. The description includes angular frequencies in the range m ¼ 631, which is sufficiently wide to resolve the azimuthal striations encountered in the computations. Based on the coefficient of the first parabolic mode, Fig. 10 shows the temporal evolution of the focal ratio as calculated from Eq. (31) . The 560 modes were reordered in descending value of their relative absolute amplitudes, with the resulting 10 first modes being reported in Fig. 11 for axisymmetric and three-dimensional simulations of the four different cases in Table II. As shown in Table V and Fig. 11 , all computed lenses show a relatively poor focusing performance that grows worse in the three-dimensional simulations, which are characterized by large focusing errors (up to 90% in case #2). In particular, while the axisymmetric version of the baseline case #1 displays a prominent parabolic mode that accounts for 68% of the wavefront, the remaining 32% comprises high-order spherical aberrations that disperse the rays and prevent effective focusing. Similarly, the emergence of 7 azimuthal striations in case #1 (e.g., see Fig. 8(a) ) is manifested in the optical-aberration analysis by a dominant 7-fold angular aberration, as shown in Fig. 11(a) . In general, consideration of the azimuthal direction in the computations leads to a substantial increase in the focusing error, with 7-fold, 24-fold, and 14-fold angular aberrations emerging as a result of the plasma striations in cases #1, 2, and 3, respectively.
The time dynamics shown in Fig. 10 reveals focal-ratio variations of order 10%, 5%, and 2% in cases #1, 2, and 3, respectively. Specifically, the sinusoidal oscillations of f/2R a in the axisymmetric version of case #2 (i.e., see Fig. 10(b) ) are associated with the propagation of axial striations in Fig. 5(a) . These oscillations, however, vanished in the threedimensional simulations.
Although an increase in input power is a relevant design shift for enabling manipulation of high-frequency beams of light, as described in the Introduction, the numerical computations indicate important consequences on the optical performance of the lens. In particular, the increase in input power from case #1 to case #2 leads to increasingly large values of n À , which translates into a prominent central concavity in the planaraveraged refractive-index distributions, as shown in Figs. 4(a) and 7(a) and in the wavefront contours in Figs. 9(a) and 9(b). As a result, a reduction in the focal length by a factor 10 is achieved. This increase in focal power, however, occurs at the expense of increasing the focusing error and-in the three-dimensional simulations-deteriorating the angular convergence of the rays due to the detrimental effect of the azimuthal striations.
As described in Sec. IV, the simultaneous increase of input power and induction frequency in case #4 results in a density field of electrons that remains axisymmetric and is stable to three-dimensional perturbations. Consequently, the corresponding wavefront of the incident beam, which is shown in Fig. 9(d) , also exhibits axial symmetry. In particular, case #4 displays the best optical properties among all cases computed with relatively short focal ratios and zero angular aberrations. In case #4, high-order aberrations consist of spherical modes, as shown in Fig. 11(d) . The relative importance of these high-order modes can be modified by varying the effective aperture radius R a , whose value represents an additional degree of freedom in practical designs.
VI. CONCLUSIONS
In this study, the optical performance of an inductively coupled Argon-plasma lens was addressed by using axisymmetric and three-dimensional numerical simulations. A cylindrical closed chamber at near-atmospheric pressures, enveloped in a radio-frequency induction coil, was used as a model lens. A detailed study of characteristic scales was carried out that simplified the problem formulation in the limit of single-velocity, two-temperature, partially ionized, weakly magnetized, quasineutral ambipolar plasma in conjunction with a single-step chemical description of ionization and recombination. Four different operating conditions #1-4, ranging from low to high powers and induction frequencies (see Table II ), were employed in the simulations, which translated into different combinations of relevant dimensionless parameters (see Table IV ). The numerical simulations indicated the presence of complex hydrodynamic phenomena in the plasma lens (see Figs. 3 and 6) . While large recirculating cells were observed in the buoyancy-dominated central region of the lens, radial ejections occurred in the skin region that were coupled with axial and azimuthal striations within which the electron density peaked and the refractive index plunged. A sketch of such flow structure is given in Fig. 12 . In particular, striations were associated with dominant electromagnetic forces in the skin region, which induced vorticity in the form of local stagnation-point flows. The striations corresponded to zones where plasma tended to become thermalized due to an intensified collisional equilibration of energy. In the axisymmetric simulations of the high-power low-frequency case, the striations propagated axially at speeds comparable to the local velocity of the plasma (see Fig. 5 ). However, for the most part, the axisymmetric results proved to be unstable to three-dimensional perturbations, in that azimuthal gradients developed that made the striations to attain the shape of ellipsoids, streaks, and oblate spheroids whose azimuthal wavelength decreased with increasing input power (see Figs. 6 and 8) .
A high-power high-frequency configuration (see case #4 in Tables II and IV) was computed that preserved axisymmetry under three-dimensional forced spatial disturbances. In this case, the high frequencies led to shorter skin depths, with electrons being concentrated in a thin annular layer near the cold wall where the heat losses prevented plasma thermalization (see Figs. 3(d) and 6(d) ).
The optical performance of the lens was studied by launching a beam of light in the far-infrared region of the electromagnetic spectrum. Although increasing input power led to larger focal powers, the resulting azimuthal structures (such as the one depicted in Fig. 12 ) caused a significant optical degradation of the lens by producing high-order angular aberrations that represented most of the beam wavefront error (see Figs. 9 and 11 ). By way of contrast, the highpower high-frequency stable case displayed the best optical properties among all the three-dimensional simulations considered (see Table V) .
It is worth emphasizing that even though plasma striations have been found in several experimental, theoretical, and numerical works in connection with DC and RF gas discharges, 9, [30] [31] [32] [33] [34] [35] it is unclear how sensitive is their existence to the operating conditions, to molecular transport and strainrate effects, and to boundary and initial conditions. These unknowns could motivate future studies, in that different regimes of optical outperformance not reported here may arise in connection with suppression of plasma striations. scheme. A fractional-step, hybrid time-integration scheme is used that stabilizes the numerics in the presence of increasingly small grid sizes near the centerline.
The numerical scheme proceeds as follows. The symbols k and k þ 1 are used to denote consecutive time steps. First, the plasma density q (kþ1) is obtained by advancing explicitly in time the continuity equation (6) using the AdamsBashforth method. The plasma temperature T (kþ1) is then computed from the equation of state (9) by approximating the thermodynamic pressure with its previous value P (k) . Next, the plasma velocity v (kþ1) is calculated with a fractional-step procedure. 35 In the first fraction of step, the momentum equation (7) is advanced in time with all terms evaluated explicitly using Adams-Bashforth except those pertaining to azimuthal viscous transport, which are calculated following a Crank-Nicolson discretization. As a result, a tridiagonal system of equations for the intermediate velocity value v (?,kþ1) is obtained, the upper and lower diagonals corresponding to the second-order spatial stencil in the azimuthal direction. In the second fraction of step, the plasma velocity at time k þ 1 is obtained by considering the perturbation of the hydrodynamic pressure in solving the remainder of the momentum equation, namely 
The hydrodynamic pressure perturbation at step k, p 0ðkÞ , is calculated by taking the divergence of Eq. (A1), which yields the Poisson equation time, as observed in Figs. 13(b)-13(d) . Generally, departures from stationary statistics, as those observed in Fig. 13(a) during the first integration period, were associated with unsteady plasma striations in the axisymmetric simulations, as described in Sec. IV.
To assess numerical-resolution effects on azimuthal instabilities, two levels of grid resolution in the h-direction were considered, namely, the nominal level G 1 ¼ f64 Â 96 Â 64g and a h-refined level G 2 ¼ f64 Â 192 Â 64g, with the sequence of grid points corresponding to r, h, and z directions, respectively. The computational grid was stretched near the cylinder walls by using a hyperbolic-tangent function to capture the rapid variations in the plasma skin region.
For instance, the resulting near-wall cell size Dr Â RDh Â Dz for case #2 at resolution level G 1 was smaller than the characteristic plasma skin depth dR by factors of order dR/ DR $ 5, d/Dh $ 0.7, and dR/Dz $ 2.3. In quantifying these factors, however, approximate values of d from Table IV were employed, which resulted in underestimations of gridresolution quality since the effective plasma skin depth observed in the numerical simulations was always a multiple of d larger than unity.
In determining whether the variations in the h-direction were appropriately resolved during the three-dimensional computations, a grid-independence study was performed, whose results for case #2 are shown in Fig. 13 . Specifically, at t/t d ¼ 238, the three-dimensional solution obtained by using the mesh G 1 was interpolated onto the refined grid G 2 . Subsequently, time integration of the conservation equations was performed until reaching t/t d ¼ 258. The resulting volumetric statistics during this period did not differ much when computed on grids G 1 or G 2 , as shown by the solid and dashed lines in Fig. 13(a) . Similarly, increasing azimuthal resolution from G 1 to G 2 led to similar planar averages, as observed in Figs. 13(b)-13(d) where the solid and dashed lines corresponding to t/t d ¼ 258 ( symbols) offered congruent results. Numerical resolution of the azimuthal striations with the grid G 1 was warranted by 4.4 computational points available per striation in case #2, which represented the most numerically stringent configuration. These observations suggested that the resolution level G 1 was sufficient for the purposes of this investigation. Comparable results were obtained for other simulation cases.
