Poincare-Plebanski formulation of GR and dual simplicity constraints by Belov, Vadim
Poincaré-Plebański formulation of GR
and dual simplicity constraints
Vadim Belov ∗
II. Institute for Theoretical Physics, University of Hamburg,
Luruper Chaussee 149,
22761 Hamburg, Germany
November 15, 2018
Abstract
We revise the classical continuum formulation behind the Spin Foam approach to the quantization of gravity.
Based on the recent applications of the current EPRL-FK model beyond triangulations, we identify the tension
with the implementation of the ‘volume’ part of simplicity constraints, required for the passage from the topological
BF theory to gravity. The crucial role, played by 4d normals in the linear version of constraints, necessitates
the extension of the configuration space, and we argue to switch from normal 3-forms directly to tetrads. The
requirement of vanishing torsion leads to consider first an unconstrained extended Poincaré BF theory, which we
characterize fully both at the Lagrangian and Hamiltonian levels, paying special attention to its gauge symmetries.
The simplicity constraints are introduced naturally, in the spirit of Plebański formulation, and we give their tetradic
version, dual to that of using 3-forms. This brings us much closer to the geometric content of General Relativity.
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1 Introduction and motivation
Loop Quantum Gravity (LQG) and Spin Foams (SF) are the two ambitious non-perturbative approaches to the
quantization of gravity. They are usually thought of to be complementary to each other, although not entirely equivalent.
The precise correspondence between them is still an open issue. The distinction shows up already at the level of
the classical starting points of the two theories, operating with the two dissimilar sets of variables. The first one
performs the canonical quantization of the tetradic Holst action [1] (in the time gauge). Whilst the second one is
the implementation of the discrete path-integral for gravity [2], based on its Plebański reformulation as a constrained
BF theory. The latter naturally generalizes the notion of the state-sum/partition function of Topological Quantum
Field Theory (TQFT) [3,4]. It can be used as a way to define the dynamics of LQG, by constructing (the family of)
transition amplitudes (for the kinematical states of canonically quantized theory).
In Spin Foams, the discretized variables of BF theory live on (abstract) 2-complexes, typically thought of as being
dual to triangulations. The relation to General Relativity (GR), in the form of some discrete geometry data, is
established through imposition of the simplicity constraints. The current EPRL [5,6] and FK [7,8] models are based on
the so-called linear formulation, involving the time-normal vector field. In result, the boundary states are spanned
by the ‘projected spin-networks’, where these normals, discretized at the nodes, appear as arguments on par with
connection variables 1. The EPRL quantization map thus defines the parameters of the covariant lift of the usual LQG
spin-network states [11], and one may regard each SF as contribution to the sum over histories of canonically quantized
geometries [12]. The present work reconsiders the classical formulation of linear simplicity constraints [13], and, in
particular, the role of the degrees of freedom (d.o.f.) behind the 4d normals, based on the recent findings in the SF
asymptotics.
In the absence of experiment guidance, the major consistency check for the model is the peakedness on the classical
geometries, namely on the solutions of the Einstein equations, in a suitable semi-classical regime (~ → 0). Using
Barrett’s reconstruction theorem and (extended) stationary phase methods (when the typical scale – the physical
area in Planck units – is large), the EPRL-FK amplitude correctly reproduces the 4-simplex geometry and Regge
gravity, for certain fixed, non-degenerate boundary data [14, 15]. On the other hand, the KKL extension [16,17] of the
simplicial EPRL amplitude to the graphs of arbitrary valence, has not been thoroughly studied until very recently [18],
although the partial results were available in the symmetry reduced setting [19]. These results include appearance of
certain ‘non-geometric’ configurations, demonstrating shape-mismatch, as well as non-zero physical norm of states
with torsion. They are SF analogues of LQG’s ‘twisted’ geometries [20] (discontinuous over flat faces), or torsionful
‘spinning’ (continuous over arbitrarily curved faces) piecewise-flat geometries [21,22] 2; whilst Regge configurations
appear only as a constrained subset [23].
In Sec. 3.1, we scrutinize the example of hypercuboid and trace back the ‘non-geometricity’ to the way how the
simplicity constraints are imposed in the classical theory. In particular, the possibility to neglect the 4-volume constraint
in the simplex does not hold for more complicated polytopes, so that Barrett’s reconstruction is not applicable. We
then proceed with the application to the same system of the fully linear treatment due to Gielen and Oriti [13], with
independent normals. The workings of their ‘linear volume’ constraint prompt to switch from the normals (3-forms)
directly to edge lengths (tetrads) as new independent variables, using the Hodge duality. In the rest of the paper we
study the implications of that change on the classical continuum theory.
First, one may want to incorporate the 4d closure condition on normals (e.g. in the 4-simplex [13]), or – as we show
to be closely related – the vanishing torsion (i.e. 2d closure for tetrads). In addition to already noted possible link
between ‘non-gemetricity’ and torsion, it has also been argued on the basis of more involved examples, such as n-point
correlation functions and extended triangulations with the bulk curvature. In the latter example, the actual details of
taking (semi-)classical limit require to invoke the flipped regime of small Barbero-Immirzi parameter γ → 0, in addition
to the usual scaling of spins j →∞. Supposedly, the large γ−1 in front of the Holst term in the exponent weight of
a path integral leads to the dominant contributions from the stationary phase/critical configurations, satisfying the
respective equations of motion (e.o.m.) – namely, the simplicial version of the Cartan structure equation: the rotations
are trivial (up to pi) in the plane of the hinge. Thus the Immirzi parameter effectively takes control over the strength
of another “geometricity constraints ... needed in order to reduce the SF dynamical variables to the configurations
compatible with the metric geometry of the triangulation” (see [24] and references therein).
However, neither 4d closure, nor zero-torsion is the part of the theory in the same sense as the bivector closure.
Namely, there is no corresponding dynamical law (like the Gauss constraint) from which such condition would follow
as (discretized) equations of motion. Therefore we propose in the Sec. 4 the modification of the BF action by the
1The role of these normals has been highlighted by S. Alexandrov on the grounds of Lorentz covariance, see [9] and references therein;
they have also been studied in the context of (extended) Group Field Theory formalism with non-commuting variables [10]
2The non-zero torsion generically presents in LQG phase space by the Lemma 2 in [21], since the Ashtekar-Barbero connection mixes up
extrinsic curvature A = Γ[e] + γK (its contribution is governed by the Immirzi parameter), residing over the edges of the cellular complex.
2
zero-torsion, imposed via Lagrange multipliers. This also seems natural from the point of view of the contact with
GR, rather then the Einstein-Cartan (EC) theory. We perform a comprehensive study of this model system prior to
imposition of simplicity constraints. This turns out to be topological, with the gauge group being the non-homogeneous
Poincaré (affine) extension of the usual homogeneous Lorentz group 3. The gauge symmetries are defined generically
as leaving the action invariant off-shell (up to divergence), and we explicitly derive them from the form of equations
of motion in the covariant framework, using the converse of the Noether’s 2nd theorem. The Dirac’s constrained
Hamiltonian analysis is performed, having the aim to demonstrate via explicit construction of the gauge generator,
which maps solutions of e.o.m. onto solutions, that the full 4d symmetry persists on the canonical level as well, although
the manifest covariance may be explicitly broken.
At last, the manifest presence of the tetrad frame field e in the formalism among configuration variables – instead
of the normal 3-forms – makes the introduction of simplicity constraints especially natural 4. We furthermore propose
to look for the linear formulation of [13] in the new guise and introduce its dual version in Sec. 5. The equivalence with
the usual simplicity of bivectors is proven. The advantage is in the clear-cut geometric interpretation of the ‘volume’
part of simplicity constraints in terms of an actual 3-volume, in analogy to the 4-volume of the quadratic case. Besides,
the separation between Plebański and 1st order formulations gets blurred to some extent, as their variables are brought
together. This resonates nicely with our very first comment on the dissimilarity of the two classical foundations of SF
and LQG, respectively.
The structure is as follows. The first half of the paper consists of the brief recap on quadratic Plebański formulation
(including the role of 4-volume) in Sec. 2, and our revision of the constraints in the EPRL-FK-type models in Sec. 3.
Special attention is paid to the role of normals. The familiar reader may skip the exposition and start reading with
Sec. 3.1, where the case study of the volume constraints in the EPRL-KKL hypercuboid set-up is performed. This
should justify our shift from normals to tetrads in the classical study of the second part of the paper. The Sec. 4
presents the self-contained primer on the Poincaré-BF theory and, as such, can be read independently. The Sec. 5
contains reformulation of linear simplicity in terms of new variables. Finally, we comment on the relations between the
various action principles, draw some conclusions in Sec. 6 and discuss on possible outlook for quantization.
2 The recap on constraints: classics
The setting. The classical backdrop behind the Spin Foam quantization program is the observation due to Ple-
bański [29,30] that the Einstein-Cartan action can be recast as a constrained BF theory:
S[B,ω, λ] =
∫
M
BAB ∧ FAB [ω] + λαCα[B]. (2.1)
Here A,B = 0, 1, 2, 3 – (internal, or anholonomic) indices in the defining vector representation of the homogeneous
Lorentz group H = SO(3, 1); B is the Lie algebra h = so(3, 1)-valued 2-form (or h = so(4) for Euclidean signature
spacetimeM), transforming in the (co)adjoint representation; ω is the spin-connection with the curvature F . The 1st∫
BF term, taken on its own, defines a topological field theory without local degrees of freedom; it admits a well-defined
exact state sum quantization, discretized over 2-complexes (à la Spin Foam). The 2nd term represents constraints
Cα[B] = 0 on B-field, enforced by the Lagrange multipliers λα (α – multi-index); they effectively reduce the number of
independent B-components, so that the bivector is given by the (dual) simple product B = ?e ∧ e of (some) tetrad
frame field e. Hence, on the constraint surface, the theory acquires the form due to Einstein-Cartan:
SEC[e, ω] =
∫
M
1
2
ABCD e
A ∧ eB ∧ FCD[ω]. (2.2)
In its turn, it is widely accepted as a 1st order formulation of a theory of gravity, since given the equations of motion
for ω in vacuum are satisfied, this renders the theory (on-shell) to the 2nd order tetradic Einstein-Hilbert action:
SEC
∣∣
δω
= SEC[e, ω[e]] ≡ SEH[e].
The strategy in the majority of Spin Foam approaches is to first quantize and then constrain, according to the
following route:
1. discretize the classical theory on a piecewise-flat partition of the spacetimeM (most commonly, simplicial);
3Such a model was first considered in [25], as pointed out by the referee. It is closely related (equivalent via integration by parts, i.e. up
to boundary terms) to the corresponding topological Higher Gauge Theory, or 2-group Categorical Generalization [26].
4This stratedy was also advocated within the constrained BFCG approach [27], from which our differs in 2 respects: 1) no categorical
generalization is implied or required, cf. [28], 2) exploration of the new form of linear simplicity constraints.
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2. quantize the topological BF part of the discretized theory;
3. impose (a version of) simplicity constraints Cα[B] ≈ 0 directly at the quantum level.
The non-trivial part in constructing SF models for gravity comes from the third step.
The most widely known and well studied is the Plebański’s quadratic set of constraints, existing in 2 versions:
(a) BAB ∧BCD = V ABCD V˜ 6=0⇐⇒ (b) ABCDBABab BCDcd = V˜ abcd . (2.3)
They are equivalent, provided the quantity V (resp. V˜ ) – which is defined by (2.3) through contraction with  – is
non-vanishing [31]. In that case, there are two non-degenerate sectors of solutions:
I± : BAB = ±eA ∧ eB , II± : BAB = ±1
2
ABCDe
C ∧ eD, (2.4)
and V = ± 14!ABCDeA ∧ eB ∧ eC ∧ eD = V˜ d4x acquires an interpretation of spacetime 4-volume. The sectors II±
reproduce (2.2) up to the discrete sign ambiguity, while I±-sectors give the topological Holst term. The treatment of
degenerate case V˜ = 0, and relations between sectors can be found in [32].
The discretizations of classically equivalent forms of constraints (2.3) lead to two, a priori different, SF models.
The (a)-case gives the version of the Reisenberger state-sum model [33] (corresponding to a self-dual formulation),
whereas the case (b) is the most prevailing and leads to the Barrett-Crane (BC) [34, 35] and the new models. The
discrete connection is captured by the finite holonomies
he[ω] =
−→exp
(∫
e
ωABJAB
)
, (2.5)
path-ordered along the dual edges e. According to the second choice, one associates to the B-field the bivectors 5
2∧
R3,1 3 BABf =
∫
Sf
BAB , (2.6)
by integrating over the co-dimension 2 cells Sf of the piecewise-flat complex, which we label bijectively with the faces
f of the dual 2-skeleton. Together, they constitute the discretized set of (kinematical) variables of BF theory and
Plebański formulation of gravity. In the latter case, the simplicity constraints should be also discretized.
Suppose, our 2-complex is dual to a triangulation. Then, depending on the relative position of triangles in a
4-simplex, the constraints fall into 3 types:
(i) ABCDB
AB
f B
CD
f = 0 for each triangle/face f – diagonal (or ‘face’) simplicity;
(ii) ABCDB
AB
f B
CD
f ′ = 0 if two faces share an edge f ∩ f ′ = e – cross-simplicity (or ‘tetrahedral’ constraint);
(iii) ABCDB
AB
f B
CD
f ′ =: V˜v(f, f
′) for any pair of faces f, f ′ meeting at the vertex v and spanning 4-simplex volume –
the so-called volume (or ‘4-simplex’) constraint.
Each of these constraints have different status and are treated accordingly. In particular, they are implemented,
respectively, at the level of faces/tetrahedra/4-simplices.
The closure condition. In addition, there is usually imposed also the 3d closure∑
f⊃e
BABf = 0 ∀ e. (2.7)
This is the consequence of the BF e.o.m. ∇(ω)[c BABab] = 0 in the discrete setting: integrate over the 3d volume of the flat
tetrahedron τe, putting connection to zero via the gauge transform, and use the Stokes’ theorem. It reflects the gauge
invariance of the BF theory and gravity. In the canonical picture, this corresponds to the Gauss law constraint (after
the symplectic reduction by the cellular flatness constraint [21], restraining local curvature on hinges), and generates the
local gauge rotations. Accordingly, in the quantum theory it is usually implemented via group integration, projecting
on an invariant subspace.
5Mention that, when the local flatness is not assumed, the integrand should be acted upon by holonomies, referring it to the single
source frame, in order to ensure the correct transformation properties of the Lie algebra element under the gauge rotations (cf. [21]).
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The geometric meaning. The holonomies give the parallel transport of tensors and spinors, taking into account
the relative rotation of reference frames between the path endpoints. Regarding the bivector (2.6), when it comes
from the metric structure (i.e. the co-tetrad e-field, appropriately discretized), then its norm gives the area of the
corresponding triangle and the tensor structure encodes the directions of surface, in locally inertial frame of reference.
Strictly speaking, such B should not be considered as a variable corresponding to elementary excitations, but rather
has a composite nature. The simplicity constraints formulate the necessary and sufficient conditions for the system of
bivectors to correspond to the faces of the discrete cell-complex (metric; in our case, of the single 4-simplex).
The 1st condition implies that the bivector is simple, i.e. given by the wedge product of two vectors:
(i) ⇒ BABf1 = E[A2 EB]3 or ? BABf1 = E[A2 EB]3
If two triangles share a common edge, then the sum of the corresponding two bivectors is also simple:
(ii) ⇒ BABf2 = E[A3 EB]1 or ? BABf2 = E[A3 EB]1 , and cyclically ∀f ⊂ τe.
The condition (2.7) states that the geometry of the tetrahedron τe, built on vectors E1, E2, E3 (or its dual), has a
closed boundary. This condition allows a generalization to arbitrary valence and is sufficient to uniquely specify the
geometry of a flat polyhedron [36].
An arbitrary set of ten bivectors, satisfying the above three conditions (supplemented with the orientation reversion
BAB = −BBA + some non-degeneracy requirements) forms the so-called bivector geometry. The utility of the concept
is that it allows to reconstruct the unique flat 4-simplex (up to the orientation, translations and inversions), as is shown
in [34]. This is the geometrical underpinning behind the construction of the BC model. The role of (iii) is to ensure
that the geometries of the tetrahedra fit together to form consistently a 4d geometry, in particular, that the volume
of a 4-simplex is invariably defined. The volume constraint (iii) is not the part of conditions, defining the bivector
geometry, because it is implied by the constraints on the tetrahedral level and the closure. The derivation goes as
follows [5, 8]. Label the five tetrahedra with e = 1, ..., 5; the triangle 412 is shared by two respective tetrahedra. Using
the closure (2.7), say for tetrahedron 1, and contracting it with all the other bivectors, one can freely swap between
triangles, for instance:
B(412) ·B(445) + B(413) ·B(445) = −B(414) ·B(445)− B(415) ·B(445) = 0, (2.8)
so that the r.h.s. eliminates on the surface of the simplicity constraints (ii) ⇒ hence (iii) follows.
In the canonical picture parlance, (iii) is interpreted as a “secondary” constraint, which ensures the dynamical
conservation of the simplicity constraints (ii) across the 4-simplex. (This is, however, not the statement of the
Hamiltonian analysis of the underlying action [37] in the Bergmann’s terminology.) Replacement of (iii) by (2.7) is
particularly beneficial for the quantum theory, since the linear in B and local in each tetrahedron closure constraint is
much more easier to deal with. By introducing auxiliary normals to tetrahedra, one could incorporate (i) and (ii) into
the single ‘linear cross-simplicity’ constraint, retaining the same geometric picture, which led to the new EPRL-FK
models [5–8]. We now discuss briefly some details of this construction, as they appear in the literature.
3 On the quantization in new models
There are various ways to arrive at SF partition function (associated with the 2-complex Υ)
ZΥ =
∑
jf ,ιe
∏
f
Af
∏
e
Ae
∏
v
Av (3.1)
from the classical input laid out above. Roughly they could be captured in two types:
• Relying on the factorization of the representation (3.1), it is sufficient to quantize the geometry of a 4-simplex and
then to glue such several contributions together. In particular, this route was pursued in the original derivation
of the Barrett-Crane (BC) model [34].
This may be very illuminating in determining the (kinematical) state space of the model. The vertex amplitude
determines the graph’s local dynamics and in the canonical picture it would correspond to an expectation value
of the Hamiltonian operator on the boundary spin-network state.
The drawback of the geometric approach is that it is difficult to find the right face and edge amplitudes, and
ensure the gluing is consistent.
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• A more well-founded complementary approach is based on the discretized path integral, viewed as a sum over
(quantum) spacetime histories. The starting point is the BF path-integral measure:
ZBF =
∫
[dB] [dω] ei
∫
tr (B∧F [ω]) =
∫
[dω] δ(F [ω]), (3.2)
which is well-defined in our discrete setting as
ZBF =
∫
hF×HE
∏
f
dBf
∏
e
dhe exp
{
i
∑
f
tr
(
Bf
−→∏
e⊂f
he
)}
.
=
∫
HE
∏
e
dhe
∏
f
δ
(−→∏
e⊂f
he
)
. (3.3)
(F and E denote the total number of faces and edges, respectively, of the 2-complex. The dot over equality sign
forewarns that the second delta on the r.h.s. may appear, in general, depending on the actual group H chosen.)
Passing from the group elements he to the representation category via the Plancherel theorem, one can recast
(3.3) into the (3.1) state-sum form.
Considering the boundary and states on the induced graph Γ = ∂Υ, one immediately infers, quite generally, that
both approaches lead to the kinematical Hilbert spaces spanned by H-spin networks for BF theory. The vertex
amplitude is then obtained via evaluation of the boundary state on a flat connection. This picture is exact for gravity
in 3d, where it is topological (and, thus, discretization independent). However, passing to 4d, the theory should be
properly constrained, and this is where the various ambiguities arise.
Quantizing the bivectors. The graph Γ (cylindrical) state functional depends on connection by virtue of discrete
holonomies of H. The bivectors act on H as the right/left invariant vector fields, so that using Minkowski spacetime
metric η we can identify them with the elements of the the dual Lie algebra, carrying the natural Poisson structure:
θ :
2∧
R3,1 → so(3, 1)∗
E1 ∧ E2 7→ θ(E1 ∧ E2)(B) := η(B . E1, E2), B ∈ so(3, 1).
(3.4)
For the following discussion, let us stick to convention, that the bivector B refers, in general, to the symplectic
structure – namely, to the kinetic term, involving derivatives dω of the connection. It is the overall pre-factor in front
of the curvature, and is promoted to tensor operator in certain representation (e.g. using techniques from geometric
quantization). We also reserve the label Σ = e ∧ e for the face bivector, for which the simplicity constraints are to be
formulated, providing any Σ, satisfying them, with such an interpretation, conversely. This distinction is sensible in the
light of the notorious fact that the correspondence between the two quantities is not unique, due to peculiar feature of
the Hodge dual ? :
∧2R4 → ∧2R4 in 4d, qualified as the Immirzi ambiguity in the quantization map:
Bf = ?Σf +
1
γ
Σf 7→ Bˆf γ
2 6=±1⇐⇒ Σf 7→
(
1
γ
∓ γ
)−1 (
Bˆf − γ ? Bˆf
)
. (3.5)
In other words, there are two independent invariant bilinear forms on so(3, 1), resulting in the Holst action, which is
classically equivalent to the vacuum EC theory (on-shell), but may differ quantum mechanically.
The crucial step then is the implementation of a quantum version of the simplicity constraints at the level of
state-sum for BF theory (with Σ quantized as in (3.5)) 6:
Ĉα[Σ] ≈ 0 (3.6)
Depending on the first/second-class nature of the set (3.6), they should either annihilate the state functionals (à la
Dirac), or to be imposed weakly on matrix elements (à la Gupta-Bleuler). This usually leads to restrictions on spin
labels jf and/or intertwiners ιe of the boundary Hilbert space states.
6Since (2.3) is invariant w.r.t. ? but not Pγ = 1 + 1γ ?, it is somewhat perplexing that for finite γ both solution sectors (for Σ) lead to the
Holst action for gravity with different effective parameters. This is not really the issue here, since the linear simplicity isolates the sectors in
a more efficient way, irregardless of the value of γ
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Linear cross-simplicity. As has been noted, the major ingredient in the new models is the linearization (partial) of
the simplicity constraints. It follows directly from the geometric meaning of conditions (i),(ii), which basically state that
four triangles, belonging to the same tetrahedron τe and described by the area bivectors ΣABf , lie in one hyperplane.
In the original construction [5–8], one associates a normal discrete 4d vector VAe , e = 1, ..., 5, to each of the five
tetrahedra in the boundary of a 4-simplex (assume they are all timelike Ve ∈ H3+ ∼= SL(2,C)/SU(2)). The quadratic
cross-simplicity (ii) is then replaced (rather ad hoc) by the orthogonality requirement on bivectors:
(ii’) ∀f ⊃ e : ΣABf VBe = 0 ⇔ IB(Ve) . Σf = 0. (3.7)
The projector on the r.h.s. separates the “boost” components of Σ, which are co-aligned with V:
IB(V)AB,CD := ±2V [BηA][CVD], IR(V)AB,CD := ηA[CηD]B ∓ 2V [BηA][CVD], (3.8)
from the “rotational” part, generating the conjugate HV = h(V) . SU(2) subgroup, which leaves V invariant. The
gain in this new form of constraints is that it excludes the undesired I±-solutions in (2.4), leaving just the mix of the
gravitational II±-sectors, as well as degenerate one [38] (which we do not consider here). It thus imposes stronger
conditions than quadratic (i) and (ii), which then automatically follow.
We are making two remarks, calling the attention to normals Ve, the prime interest of the present work. The first
observation is that the symbolic notation of (3.6) is to be replaced with
̂Cα[Σ,V] ≈ 0, (3.9)
in order to reflect the introduction of a new geometric objects, in addition to bivectors. The second comment concerns
the relation between the two quantities on the constraint surface, namely:
ΣABf = E
[A
1 E
B]
2 =
3!
hef
?
(Nf⊃e ∧ Ve )AB or, conversely VAe = 13hef (?ΣABf )NBf⊃e . (3.10)
Here the edge vectors E1,2 ⊥ N ,V of triangular face Sf are orthogonal to the (spacelike, N 2 = +1) surface normal
N , lying within tetrahedron τe: N · V = 0. In order for |V|2 ≡ VAVA to be the 3d volume (squared) of τe, the
proportionality coefficient is ought to be the height hef = (E3 · N ) from the base Sf to the apex. It appears from
the above relations as if neither of Σ,V could be considered more “fundamental”, since one can be expressed through
the other and vice versa. The resolution of conundrum ultimately lies, not surprisingly, in the composite nature of
quantities, both comprised of tetrad d.o.f. This standpoint will pave the way for our extension of field space in Sec. 4,
and reformulation of (3.9) in Sec. 5.
The EPRL map. Up to this point, the Barbero-Immirzi parameter γ did not partake in the formulation of constraints
and should be irrelevant for their geometric content. It, however, plays somewhat mysterious role in quantization and
essential for comparison with canonical LQG theory. Let us briefly recap on the basic features of the quantum vertex
amplitude which arise from the weak imposition of (the part of) constraints (3.7) on the group H irreps that live on
faces f of the 2-complex Υ, without delving too much into details though:
• The linear cross-simplicity (3.7) is imposed weakly in the gauge-fixed setting, i.e. for the standard normals – either
VA0 = δA0 for spacelike (or VA3 = δA3 for tetrahedra of mixed signature), characterizing the canonical embedding of
H0 = SU(2) (or H3 = SU(1, 1)) into H. All the various techniques (such as vanishing matrix elements ∼ master
constraint ∼ restriction of coherent state basis to those with the simple expectation values in the semi-classical
limit) lead to the relation between 4d and 3d Casimirs:
C
(2)
H (χf )
2CV(jf⊃e)
' γ. (3.11)
This defines the embedding map for ‘spins’ j into decomposition of SL(2,C) irreps χf w.r.t. little group.
One nice feature of (3.11) is that its exact implementation [39] projects the spin-connection ω in the holonomies (2.5)
to the (covariant lift of) Ashtekar-Barbero connection of LQG:
pi(j)
(
ωABa J (χ)AB
)
pi(j) = (γ)AIaL
(j)
I ,
(γ)AI =
1
2
0IJKω
JK − γω0I , (3.12)
here pi(j) projects on the j-irrep of the SU(2) subgroup, and LI = 12
0IJKJJK is the canonical generator of
rotations in the corresponding representation.
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• The part of the linear simplicity (3.7) is first-class and imposed strongly. Taking into account (3.11), it is
equivalent to the (quadratic) diagonal simplicity (i), if the Barbero-Immirzi parameter is included. It relates the
SL(2,C) Casimirs: (
1± γ2)C(2)H (χf )− 2γC(1)H (χf ) ' 0, (3.13)
and puts restrictions on allowed ‘simple’ irreps χf .
• The closure condition (2.7) translates into the requirement of the H-invariance of the amplitude and is ordinarily
implemented through the group integration. It obviously encompasses the invariance w.r.t. the little group H0 of
the embedded j-states within the tensor product of simple representations, stacked at the tetrahedron τe bounded
by the faces Sf . Thereby the EPRL embedding map is established:
Φγ : InvSU(2)
⊗
f⊃e
jf −→ InvSL(2,C)
⊗
f⊃e
χf , (3.14)
where we denoted the representation spaces with their corresponding labellings, for brevity. Hence the states
in the boundary space are labelled by SU(2) intertwiners glued into spin-networks. The last portion of the
integration over the homogeneous space H/H0 can be vied as summing over all possible gauge choices for the
normals V ∈ H . V0, and thus restoring the full Lorentz invariance at the vertex in the gauge-fixed model.
One clearly sees the subsidiary role of V’s: in the construction of the model they are treated as “unphysical” gauge
choice, which one can specify freely, and later “erase” this information. In effect, V allows one to reduce the problem
of constraint imposition to the level of little group H0, instead of operating directly on the covariant level of the full
Lorentz group H. However, let us pinpoint some delicate issues, regarding these normals:
• For instance, we know that the relative of the time-normal field explicitly appears as non-trivial lapse/shift
components in the Lorentz-covariant canonical quantization of the 1st order action (2.2) with the Holst term. It
is also an established fact that the boundary states are spanned by the projected spin networks [11]:
ΨΓ=∂Υ
({
hl
}
,
{Vn}) = 〈⊗
l∈∂f
(
pi
(jt(l))
V D
χl
H (hl) pi
(js(l))
V
)
,
⊗
n∈∂e
ι
(n)
V
〉
, (3.15)
where these normals play a prominent role and are discretized naturally over the nodes. The state functionals are
invariant w.r.t. the covariant Lorentz group action on both sets of variables:
Ψ
({
hl
}
,
{Vn}) = Ψ({U−1t(l)hlUs(l)},{Un . Vn}), ∀Un ∈ H. (3.16)
• Historically, one of the incentives, which led to FK model [7], was to solve the so-called “ultra-locality” problem
with the BC amplitude – namely, the apparent shortage in intertwiner d.o.f., which signified about the limited
nature of correlations between neighbouring 4-simplices’ geometries. On a more technical level, the resolution of
identity, associated with the invariant vector space Xe := InvH
[⊗
f⊃e χf
]
at each edge of initial BF spin foam,
rewritten in terms of coherent intertwiners (for a moment, H = Spin(4) ∼= SU(2)⊗ SU(2)):
1Xe =
⊗
±
∫ ∏
f⊃e
d2n±ef dj±f
∫
dh±ve
∫
dh±v′e h
±
ve
∣∣j±f ,n±ef〉〈j±f ,n±ef ∣∣ (h±v′e)† , (3.17)
is replaced by a projector, where summation is only over those states in the ‘simple’ representations j+ = j−,
which solve the quantum cross-simplicity (3.7) (as expectation values). Specifically, the existence of a common
uˇe ∈ SU(2) group element is inferred, representing 4d normal Ve, which establishes the relation n− = −uˇe . n+.
The gluing of two 4-simplices – via identifying first the geometries, corresponding to their common tetrahedron τe,
and only then performing an integration – takes into account the missing correlations between neighbouring
vertices, sharing an edge. Whereas the unique Barrett-Crane intertwiner is obtained if one integrates separately
at each vertex over (then decoupled) geometries. Arguably, the latter identification concerned only an internal 3d
geometry of τe, encoded in the spins and 3d normals {j,n}, corresponding to the (canonically embedded) little
group H0 = SU(2).
The key point of the present work to treat normal V as truly independent geometric variable, characterizing the
placement of 3d faces in 4d, creates some tension with the implementation of gauge invariance in the EPRL-FK
vertex amplitude, if the above logic is extended by analogy to V. Indeed, the dependence on the subsidiary
variable uˇe is “eaten” by the follow-up H-group integration, performed independently at each vertex. The situation
is quite similar to the BC intertwiner, so there still may be some d.o.f. left uncorrelated (even though if gauge).
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• A similar type of arguments have been put forward on the basis of the Lorentz-covariant canonical quantization
endeavour [40]. It has been argued that allowing an additional variable V remain unintegrated, the covariant
transformation properties (3.16) necessitate a relaxation of the closure condition [41]. The closure of the discrete
bivectors is a too restrictive Gauss law, because the gauge transformations should act on the vector variables as
well. In the preliminary Hamiltonian analysis of [13], the very same reason led authors to artificially enlarge
the phase space by the fictitious momenta, corresponding to V. In the Sec. 4 we will see how our modification
responds to both these objectives in quite a natural manner.
3.1 The fate of the ‘volume’ constraint
As discussed in Sec. 2, the discretization of (quadratic) volume constraint employs several tetrahedra of the 4-simplex,
hence it is usually thought of as consistency condition on time evolution (“secondary” constraint). Indeed, (2.8) shows
that if the cross-simplicity together with the 3d closure holds true for all tetrahedra, it does not matter which of the
face bivectors are used to calculate the volume of the 4-simplex. Thus, it is not imposed explicitly in the quantum
theory, once the former two are implemented. The same proof using the cable-wire diagrammatic representation of the
4-simplex amplitude shows that this indeed holds in the quantum theory as well [2], at least semi-classically.
We notice that the argument heavily relies on the combinatorics of the 4-simplex and does not necessarily extend to
the generic case of arbitrary 2-complex. Explicitly, this appears already in the simple case of (hyper)cuboidal graph [19].
There the plain ansatz, using the semi-classical substitute for the exact vertex amplitude, has been studied for the flat
(no curvature) rectangular lattice. The expression for the amplitude is a straightforward KKL generalization of the
Euclidean EPRLγ<1 model, in the FK representation using coherent states:
A±v =
∫ ∏
e
dhve e
S±[hve] ∼
√√√√ (2pi)21
det
(
−∂2S(~hc))eS(~hc), j →∞, (3.18a)
S±[hve] =
1± γ
2
∑
(ee′)
2j(ee′) ln〈−nee′ |h−1ve hve′ |ne′e〉. (3.18b)
Here the summation goes over the (ordered) pairs (ee′) = (f ∩ ∂Tv) – the (directed) links of a 6-valent combinatorial
hypercuboidal boundary graph, and the data {j,n} in this symmetry reduced setting was chosen to represent (semi-
classically) R3-cuboids:
|ι〉 =
∫
duˇ uˇ .
3⊗
i=1
|ji,ni〉|j′i,n′i〉, j′i n′i = −ji ni, (3.19)
glued along their faces. ∂2S denotes the Hessian matrix, evaluated at the critical point ∂S
(
~hc
)
= <S(~hc) = 0.
It turns out that the 4-volume of a flat hypercuboid cannot be unambiguously ascribed to a vertex, using the
prescription akin to (iii) for 4-simplex, where its consistency is guaranteed by (2.8). If the rectangular lattice is
geometric (i.e. we are on the solution to simplicity constraints), it is characterized entirely in terms of its four
edge lengths Ei, i = t, x, y, z, and the unique geometric 4-volume can be computed irregardless of the faces chosen
V˜v := EtExEyEz = ΣtxΣyz = ΣxyΣzt = ΣxzΣyt, where each area is simply given by the product of the cooresponding
edge lengths, e.g. Σxy = ExEy, etc. Instead, we get six arbitrary areas/spins j(ij) which do not necessarily satisfy
the above conditions. Indeed, if we try to proceed like in (2.8), starting with the expression jxyjzt (depicted by a
‘grasping’ on Fig. 3.1) and applying the 3d closure for the spatial cuboid τt, we end up with a tautological result:
the contributions from parallel faces (bounding τt and the two adjacent anti-podal cuboids τi, τ−i) enter with equal
areas/spins but opposite signs Σij ·Σkt = −Σji ·Σkt, i, j, k = x, y, z, thus contracting each other in the sum 7, so we
arrive at the dull equality jxyjzt = jyxjzt.
The essential ingredient of the EPRL construction, namely, that one could effectively replace the ‘volume’ part of
the simplicity by the 3d closure, is not valid for a higher valence. We encounter the problem that the model is not
constrained enough to complete the reduction from BF to gravitational theory. The measure of deviation is captured
by the ‘non-geometricity’ parameter, in this case:
ς =
jxyjzt − jxzjytjxzjyt − jxtjyz
jxyjzt − jxtjyz
 . (3.20)
7Stronger, Σxz · Σzt = Σyz · Σzt = 0 by the cross-simplicity.
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Figure 3.1: Diagrammatic representation of the hypercuboidal amplitude. The notation is as in [2]: lines (‘wires’)
depict the SL(2,C) representation matrices, and boxes (‘cables’) – invariant projectors (group integrations). Note:
apart from the graph’s purely combinatorial properties, the relevance of the crossings for the 4-volume is highlighted
in [42].
The numerical studies of [19] show that the non-geometric configurations with ς 6= 0 do generically contribute to the
path-integral, although their impact might be exponentially suppressed. The dumping is controlled by the width of the
Gaussian – the effective “mass” term m2ς (α) ≈ 2α − 1 > 0 for α & 0.5, which depends crucially on the parameter α
in the choice of the face amplitude A(α)f =
(
(2j+f + 1)(2j
−
f + 1)
)α. Reassuringly, in the same range of α indications
were given for the tentative continuum limit in the form of a phase transition, with the restoration of the (remnant)
diff-invariance. This led authors to suggest that the allowed freedom in the face amplitude might be restricted on
physical grounds, for one should definitely obtain geometric states in the classical limit.
Fully linear treatment. Naturally, the 2 missing constraints to impose in this elucidating example are ς = 0,
however, it is unevident how to proceed in the most general case. The simplicial ‘4-volume constraint’ makes little
sense here, unless appended with some additional requirements (as we tentatively propose in [42], based on the certain
type of graph invariants). Being the part of Plebański’s quadratic formulation, it is also inorganic to the model built
on linear constraints. An alternative fully linear formulation was put forward in [13], providing both the continuum
version of the cross-simplicity (3.7), as well as the linearized counterpart for the ‘volume’ constraints of the form (3.9).
It introduces the basis of 3-forms ϑA, whose discretization naturally associates 4d normal vectors
VAe =
∫
τe
ϑA (3.21)
to tetrahedra τe. Although, strictly speaking, neither Plebański, nor Gielen-Oriti’s linear version were ever formulated
beyond triangulations, let us extrapolate the latter to our cuboidal setting, like we did with 4-volume.
Analogously to 4-simplex, every vertex is the source of four edge vectors, each of which is shared by exactly three
cuboids, intersecting along three faces, respectively. Their directions can be identified with that of the eight cuboidal
normals Vˆi (e.g. aligned with xˆi and xˆ′i = −xˆi of standard cartesian grid). However, their norms are considered as free
parameters (like surface areas j). The bivector data 8 is restricted to satisfy
(Bij +Bi′j) · Vˆj = 0, (3.22)
8We exclude the Immirzi parameter from consideration and put B = ?Σ. From here on all the following discussion is purely classical.
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Figure 3.2: Elements of linear volume constraint: edge Ez (purple) is shared by the two faces of the spatial cuboid in
the middle, bounding it from the cuboids, orthogonal to x (blue) and y (yellow) directions, respectively. Colour scheme
corresponds to Σ · V pairing.
that is opposite faces of 3d cuboid are required to be parallel and of equal area. Indeed, this is precisely the boundary
data for coherent intertwiners (3.19), if 3d normals are defined as (jNˆ )i = Bij · Vˆj . Pick up some vertex, and fix the
edge Vˆl, ejecting from it. For every such pair, via straightforward transfer from [13], one writes down the two linearised
volume (vector) constraints:
Vi · Σil = Vj · Σjl = Vk · Σkl ∀ i, j, k 6= l. (3.23)
We have one equality per each 3d cuboid in the cycle, sharing the given edge as a hinge, at which the two consecutive
2d faces intersect. In other words, the volume constraint is discretized at the edge-cuboid pairing (see figure 3.2).
Because of orthogonality, all the terms are proportional to Vˆl. Let us regroup it at each vertex via formation of sums
over edges, orthogonal to one particular direction Vˆk:∑
{i,j}6=k
Vi · (?Bjk) = 0 ∀ k. (3.24)
(Writing ?Bzt = Σxy, etc., is just the convenient relabelling of face by its two orthogonal directions, corresponding to
cuboids adjacent along Sf .) Each individual term in the sum is proportional to Vˆl 6=k, and by linear independence in 3d
subspace ⊥ Vˆk we can rewrite pre-factors in the form of proportion:
|Vi|
|Vj | =
|Bik|
|Bjk| ∀ i, j 6= k, (3.25)
the third equality being the consequence of the other two. Taking another such identity for l 6= k and the same i, j we
arrive at |Bik||Bjl| = |Bil||Bjk| – the familiar geometricity conditions.
Our proof, however, showed something more than that. The volumes |Vi| of three cuboids in the cycle around
selected edge Vˆk relate as areas of their bases |Bik|. The proportionality coefficient |Ek| = |Vi|/|Bik| is independent of
i and we infer the existence of heights/edge lengths, invariantly defined in terms of (independent) |Vi|, |Bik| from any
of three cuboids, sharing this edge. The shapes of faces are obviously matching. We essentially exploited self-reciprocal
nature of orthogonal lattice, allowing an identification of edges with Vi up to constants. Had we allowed fluctuations in
directions Vˆi, the two notions would separate, and multiple angles between the lattice and its dual would intervene the
formulas.
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Closure of 4d normals. If we agree to call “non-local” or “dynamical” either the quantities or relations, where
objects from several elements of 3d boundary are involved, then the constraint (3.24) is necessarily non-local. Indeed,
it collects volumes of three cuboids at their intersection edge, multiplied by the areas that they cut at the beginning of
the edge. Gielen and Oriti demonstrated in the case of the 4-simplex that these non-trivial equations may be replaced
by another non-local condition of 4d closure of normals:∑
e⊃v
VAe = 0 ∀ v, (3.26)
together with the usual cross-simplicity (3.7) and 3d closure of bivectors (2.7) at each tetrahedron τe (i.e. “local”, or
“kinematical” constraints).
This result reminds of the Minkowski’s theorem, extended to 4d. Recall that the latter asserts the existence of the
unique (up to congruence) flat convex polytope, if the set of its face normals {Ve} is given, satisfying (3.26) (cf. [36]
for the 3d case). The non-trivial part is to demonstrate that it is compatible with characterization via simplicity
constraints. We did not find the way to prove the analogous statement for hypercuboid. The complication, arising
in this case, we relate to the presence of well-separated boundary elements (e.g. “past” and “future” cuboids in the
foliation picture). Whereas in 4-simplex, every tetrahedron shares at least one common point with any other.
Returning to constrained-BF framework of Spin Foam models, our inspection highlights the following fact. In order
to complete the reduction from the topological theory to gravity, using the linear formulation (3.9) with independent
normals, some additional requirements have to be met. This may be either ‘linear volume’ constraint, or its equivalent.
The obvious rewriting of the norms |Vl|, using (3.25), as
|Ei||Bil| = |Ej ||Bjl| = |Ek||Bkl| ∀ i, j, k 6= l, (3.27)
leads to useful (re)interpretation of constraints (3.23). Namely, they indirectly characterize edge lengths through
compatibility both with B’s and V’s, such that the unique (metric) volume, equal to |Vl|, can be ascribed to each
cuboid. After this identification the normals have to satisfy closure (3.26).
We find it convenient to switch to a simpler variables, leading to a more manageable set of relations. Instead
of volumes V, we therefore propose to use directly the edge vectors E, as suggested by (3.27). Unlike the original
Gielen-Oriti’s (3.23), the new version can be stated locally at the level of 3d polyhedra. We study the continuum
formulation behind it in Sec. 5, proving the equivalence with the usual simplicity constraints B = ?e ∧ e.
As another option, one could prefer to impose the closure on 4d normals V, at least in the case of 4-simplex.
Ordinarily, the 3d closure (2.7) of bivectors can be thought of as the result of integration of the continuous Gauss law
∇(ω)[c ΣABab] = 0 over a 3-ball triangulation (using the Stokes’ theorem and the flatness of connection). There is, however,
the problem with such field-theoretic interpretation of (3.26), because the corresponding dynamical law ∇(ω)[a ϑAbcd] = 0
for independent 3-forms is absent in the continuum theory. This flaw is fixed in the Sec. 4. In accord with our choice of
variables, we first establish the link with the condition of vanishing torsion for tetrads e, and then implement it via
Lagrange multipliers, prior to any imposition of simplicity constraints.
4 The extended BF action with the frame field
The 3d closure condition (2.7) represents the discrete Gauss law of the BF theory. We are looking for a way to
accommodate the discrete 4d closure (3.26) in a similar fashion within a continuum theory through the equations
of motion. We restrict ourselves here with the modification of the unconstrained topological theory, postponing the
discussion of the simplicity constraints to the next section.
Recall that the 3-forms appearing in (3.21) are eventually related to tetrads:
ϑA =
1
3!
ϑAbcd dx
b ∧ dxc ∧ dxd
=
1
3!
ABCD e
B
b e
C
c e
D
d dx
b ∧ dxc ∧ dxd = 1
3!
ABCD e
B ∧ eC ∧ eD. (4.1)
By the Hodge duality (see A), we may prefer an alternative parametrization and use directly the tetrad field eAa ,
without any loss of generality – the number of components is the same as ϑAbcd. In order to identify the appropriate
kinetic term, suppose that a piecewise-flat cell complex
⋃
v Tv 'M, approximating the target spacetime manifold, is
given. Express the l.h.s. of (3.26) through Stokes’ theorem:∑
e⊃v
VAe =
∫
∂Tv
ϑA =
∫
Tv
dϑA, where ∂Tv =
⋃
e⊃v
τe (4.2)
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– the boundary of the 4-simplex Tv dual to the vertex v (more generally, any 4-polyhedron). One possibility is to
introduce it with the Lagrange multipliers (and covariant derivative for the arbitrary smooth manifold):∫
bA DϑA =
∫
1
2
bA ABCD eB ∧ eC ∧DeD ≡ −
∫
βA ∧ TA,
where βA :=
1
2
ABCD bBeC ∧ eD ≡
1
2
βAbc dx
b ∧ dxc, βAcd = ABCD bB eCc eDd (4.3)
– the 2-form taking values in R3,1, whilst bA are scalar functions (0-forms). The vanishing of torsion TA := DeA in
the first line is sufficient for DϑA = 0 (4d closure), and we thus further choose to take generic βA as an independent
Lagrange multipliers (conjugate to eA), imposing the stronger condition DeA = 0 9. There is still a possibility left for
exploration if we had chosen independent bA and weaker equation DϑA = 0 10.
Before studying gravity per se, let us examine first the simplifying theory, which one gets by modifying correspondingly
the pure BF action. Thereby, we suggest to consider the following unconstrained theory:
S0[B, β, ω, e] =
∫
BAB ∧ FAB + βA ∧ TA. (4.4)
The main assumption made about the frame field is that it is non-degenerate, and the matrix eAa is invertible. In
the form of the action we may recognize the special case of the theory [43, 44], designed to obey the Cartan’s (also
Bianchi’s) structure equations (which are the kinematical basis for Riemannian geometry). One could anticipate and
announce (4.4) as the Poincaré BF theory – this assertion is made precise, as we develop in this section the structure
of the theory in full detail.
4.1 Gauge symmetries: the Lagrangian approach
The theories in physics are defined by their symmetries, which are usually presupposed. To find them out from
the given action principle we follow the route, converse to the renowned Noether’s 2nd theorem. Namely, the gauge
symmetries (by which we understand the dependence of the dynamics on an arbitrary functions) manifest themselves
through the differential identities among equations of motion. Calculate the Euler-Lagrange derivatives (putting the
results into convenient language of forms):
δS0
δBAB
:=
1
2!
abcd
δS0
δBABab
dxc ∧ dxd = FAB , (4.5a)
δS0
δβA
:=
1
2!
abcd
δS0
δβAab
dxc ∧ dxd = TA, (4.5b)
δS0
δωAB
:=
1
3!
abcd
δS0
δωaAB
dxb ∧ dxc ∧ dxd = DBAB − e[A ∧ βB], (4.5c)
δS0
δeA
:=
1
3!
abcd
δS0
δeaA
dxb ∧ dxc ∧ dxd = DβA. (4.5d)
Setting variations to zero (with some fixed boundary conditions), we obtain the field equations, to which every
physical motion must satisfy:
δS0
δB
,
δS0
δβ
,
δS0
δω
,
δS0
δe
= 0. (4.6)
The torsion now manifestly vanishes (as well as the curvature), and one recognizes in the third line (4.5c) the generalized
covariant conservation of B, i.e. the lifted 3d closure of bivectors in the discrete (as promised earlier).
9It can be noted that an n-form with vanishing exterior derivative and appropriate internal indices can be given a geometric interpretation
as describing n-simplices closing up to form an (n+ 1)-simplex. DeA = 0 may be seen as another instance where the edges of the 2d triangle
add up to zero.
10In this regard, it would be interesting to compare the two constraints and to identify the sets of compatible geometric configurations in
each case (especially in the light of allowed ‘conformal shape-mismatch’ in the recent work [18]).
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It is now straightforward to derive the corresponding differential relations between functional derivatives (4.5):
I(1)AB := D
δS0
δBAB
= 0, (4.7a)
I(2)A := D
δS0
δβA
− eB ∧ δS0
δBAB
= 0, (4.7b)
I(3)AB := D
δS0
δωAB
− 2B C[A ∧
δS0
δBB]C
− β[A ∧
δS0
δβB]
− e[A ∧
δS0
δeB]
= 0, (4.7c)
I(4)A := D
δS0
δeA
− βB ∧ δS0
δBAB
= 0, (4.7d)
which are vanishing identically (off-shell), without using the equations of motion (only their form). To obtain the above
relations we used the 2nd and 1st Bianchi’s identities, i.e. the commutation of covariant derivatives:
DFAB = 0, DDeA = FAB ∧ eB , DDβA = FAB ∧ βB , DDBAB = FAC ∧BCB + FBC ∧BAC .
From the complete set of independent differential identities (4.7) we now form a generic linear combination, which is
identically equal to zero, and integrate by parts:∫
ΞAB ∧ I(1)AB + ξA ∧ I(2)A + UABI(3)AB + uAI(4)A
=
∫ (
DΞAB − ξA ∧ eB + UACBCB + UBCBAC − uAβB
) ∧ δS0
δBAB
+
(
DξA + UABβB
) ∧ δS0
δβA
−DUAB ∧ δS0
δωAB
− (DuA −UABeB) ∧ δS0δeA ,
for some arbitrary coefficient functions (UAB , uC) and 1-forms (ΞAB , ξC). The transformations that leave the action
invariant, up to divergence, are readily seen:
δωAB = −dUAB + fABCD,EF ωCDUEF , (4.8a)
δeA = −duA + fACD,B
(
ωCDuB −UCDeB) , (4.8b)
δBAB = −fABCD,EFUCDBEF − u [AβB] +DΞAB − ξ[A ∧ eB], (4.8c)
δβA = −fACD,BUCDβB +DξA, (4.8d)
where fABCD,EF : = ηE[Cδ
[A
D]δ
B]
F − ηF [Cδ[AD]δB]E , fACD,B := ηB[CδAD]. (4.8e)
We may combine the connection ω ∈ so(3, 1) and the gauge potential of translations e into a single (Cartan)
connection [45] of the Poincaré gauge group 11:
so(3, 1)n p3,1 3 $ := ω + e = ωABJAB + eCPC , (4.9)
whose generators JAB ,PC satisfy the algebra (of which (4.8e) are structure constants):
[JAB ,JCD] = i
(
ηC[AJB]D − ηD[AJB]C
)
,
[JAB ,PC ] = i ηC[APB],
[PA,PB ] = 0.
(4.10)
A local gauge transformation, taking values in G = SO(3, 1)n P3,1, can be split into
g(x) = u(x)U(x), u = e−iuP , U = e−iUJ , (4.11)
s.t. u(x) changes the zero section, i.e. changes the local identification of points of tangency at each spacetime event.
The transformation law for the connection is then
$ → $′ = g−1($ + d)g = U−1u−1(ω + e)uU + U−1u−1(du)U + U−1dU, (4.12)
11This is quite appealing from another point of view that the usual non-degeneracy condition on det eAa 6= 0, which is unclear how to
achieve in practise, is also the requirement for the g-connection to be a Cartan connection.
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whose infinitesimal form is (4.8a), (4.8b). The combined curvature transforms in the adjoint representation:
F [$] → F ′ = g−1F g = U−1u−1(F + T )uU, (4.13a)
or, infinitesimally:
δFAB = fABCD,EFF
CDUEF , δTA = fACD,B
(
FCDuB −UCDTB) . (4.13b)
However, the analogous quantity, comprised of the conjugate variables
so(3, 1)n p3,1 3 B := B + β = BABJAB + βCPC , (4.14)
demonstrates slightly different behaviour (4.8c),(4.8d), compensating for (4.13) in order to make the action invariant.
The inhomogeneity is transferred from β to B part. For instance, if β is of the form (4.3), the corresponding addition
would be −δu ? BAB = 12 (u · b)e[A ∧ eB] + b [AeB] ∧ (u · e). We are tempted to interpret the latter as being responsible
for mixing up the simple bivectors – the symmetry which is usually broken in order to obtain General Relativity. In
addition to the usual (internal) gauge transformations, the action (4.4) is also invariant w.r.t. the shifts
δ$ = 0, δB =
(
DΞAB − eA ∧ ξB)JAB +DξCPC ≡ D$(Ξ + ξ), (4.15)
which extends the usual ‘topological’ BF symmetry. In fact, it is always possible to gauge away any local d.o.f.; however,
ifM is topologically non-trivial, $ and B can have non-trivial solutions globally (hence the name).
Despite the non-conventional form of (4.8c), we still have obtained the right connection (4.9) and the algebra (4.10).
So that allows us to conclude that we have constructed a topological theory of the BF type for the Poincaré gauge
group. We may guess that the departure of B transformation properties from the adjoint (4.13) is a forced decision, due
to the degenerate nature of the Killing form: for the semidirect product algebra with the abelean ideal of translations
it reduces to Tr
[
ad(U,u) ◦ ad(V,v)
]
= 2 Tr
[
adU ◦ adV
] ∝ ηA[CηD]B = − 14fGHAB,EF fEFCD,GH . Thus, the temptation to read
the expression in (4.4) as the Cartan-Killing pairing, similar to the
∫ 〈B ∧ F 〉 with semisimple group, faces obstacles.
The contraction for β − T is performed with the E-bundle metric, e.g. obtained from the J − P vector couplings. We
find this to be an interesting arena for the imposition of simplicity constraints.
On the diffeomorphisms. Note that the topological shifts (4.15), parametrized by Lie-algebra valued 1-forms, leave
the spacetime indices intact, as another manifestation of the topological character of the theory. On the contrary, the
diffeomorphisms ofM are generated by the (horizontal) vector fields ζ ∈ Γ(TM), its infinitesimal action on tensors
being given by the Lie derivative. Hence, the question of relation between the two symmetries is a subtle one. To
clarify the issue one would have to give a definite answer to the following questions: Whether the diffeomorphism
transformations constitute an independent symmetry? Since the action functional is constructed in a coordinate-free
manner, one expects it to be invariant under diffeomorphisms. However, among the derived Noether identities we do
not immediately find the respective one with the right tensorial structure, which one could contract with the parameter
vector field.
One typically finds in the literature [37], the following reply to our query. Of course, we are free to form various
linear combinations of (4.7), allowing for the field-dependent coefficients. In such a manner, the following identity can
be constructed from the basic ones:∫ (
BABy ζ
) ∧ I(1)AB + (βAy ζ) ∧ I(2)A + (ωABy ζ) I(3)AB + (eAy ζ) I(4)A = 0, (4.16)
where we contract with the vector field ζ = ζa∂a using the interior product (A.5). This leads to the transformations
which are seemingly related to diffeomorphisms:
LζωAB = −δωAB +
(
ζy δS0
δBAB
)
,
LζeA = −δeA +
(
ζy δS0
δβA
)
,
LζBAB = −δBAB +
(
ζy δS0
δωAB
)
,
LζβA = −δβA +
(
ζy δS0
δeA
)
,
(4.17)
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with gauge parameters as in (4.16); however, the equivalence between the two being valid only on-shell.
This is peculiar, since it tights the transformation properties to the fact, whether the equations of motion are
satisfied. We stress, in this regard, that the diffeos of the conventional 2nd order metric GR are the elementary gauge
symmetries in the above sense, both at the Lagrangian and Hamiltonian levels [46]; the corresponding differential
identities being that of the 2nd Bianchi’s (contracted). One finds the resolution of conundrum just described somewhat
unsatisfactory and will return to this in a separate publication.
4.2 Hamiltonian analysis of the Poincaré BF theory
Having characterized the system completely at the covariant Lagrangian level, we now pass to studying it using
the canonical approach. Ordinarily the Hamiltonian methods imply the manifest breaking of covariance by explicitly
separating spatial from temporal field-components, and considering equal-time Poisson brackets. We would like to
stress that the chosen preferred status of time coordinate in Hamiltonian analysis is not associated a priori with an
explicit separation of spacetime itself into “space and time” (not at this stage at least), as suggested e.g. by the ADM
change of coordinates and their geometrical interpretation. We therefore are being cautious with usage of such notions
which are usually referred to as 3+1-decomposition, or slicing/splitting/foliation/etc. In particular, all 4d symmetries
persist at the canonical level in the form of gauge generators, mapping solutions into solutions, as we show for this
particular example.
Following the Dirac’s general treatment of singular Lagrangian systems [47], one starts by defining the conjugate
momenta (for all configuration variables):
ΠaAB :=
δL0
δω˙ABa
≡ (Π0AB ,ΠiAB) ≈ (0, 12ijkBjkAB
)
, (4.18a)
piaA :=
δL0
δe˙Aa
≡ (pi0A, piiA) ≈ (0, 12ijkβjkA
)
, (4.18b)
ΦabAB :=
δL0
δB˙ABab
≡
(
Φ0iAB ,Φ
jk
AB
)
≈ 0, (4.18c)
φabA :=
δL0
δβ˙Aab
≡
(
φ0iA , φ
jk
A
)
≈ 0, (4.18d)
where dot denotes the time derivative of the field variables q˙ = ∂0q, and ijk = 0ijk, i, j, k = 1, 2, 3. We have the
totality of primary constraints for the generalized coordinates q and momenta p, in the sense that none of the velocities
q˙ enter the above relations and cannot be inverted – the system defined by L0 is, thus, maximally singular. The
conjugate pairs (ω,Π), (e, pi), (B,Φ), (β, φ) satisfy the canonical commutation relations (c.c.r.):{
ωABa (x),Π
b
CD(y)
}
= δ
[A
C δ
B]
D δ
b
aδ(x,y),
{
eAa (x), pi
b
B(y)
}
= δABδ
b
aδ(x,y), (4.19a){
BABab (x),Φ
cd
CD(y)
}
= δ
[A
C δ
B]
D δ
c
[aδ
d
b]δ(x,y),
{
βAab(x), φ
cd
B (y)
}
= δABδ
c
[aδ
d
b]δ(x,y). (4.19b)
One then constructs the Hamiltonian, schematically H(q, p) = p q˙ − L(q, q˙, p) = φ q˙ +Hc(q, p), following Dirac [47],
sometimes also called ‘total’ in order to distinguish it from the ‘canonical’ part Hc, which does not contain primary
constraints φ. It is straightforward to verify that Hc is indeed explicitly independent of the velocities q˙, which enter as
undetermined functions in front of φ. By this rigorous procedure one gets for the Hamiltonian density:
H = ΠaABω˙
AB
a + pi
a
Ae˙
A
a + Φ
ab
ABB˙
AB
ab + φ
ab
A β˙
A
ab −L
=
(
ΠiAB −
1
2
ijkBjkAB
)
ω˙ABi +
(
piiA −
1
2
ijkβjkA
)
e˙Ai + Φ
ij
ABB˙
AB
ij + φ
ij
A β˙
A
ij
+ Π0ABω˙
AB
0 + pi
0
Ae˙
A
0 + 2Φ
0i
ABB˙
AB
0i + 2φ
0i
A β˙
A
0i +Hc, (4.20)
the canonical part simply consists of spatial components of Lagrangian Hc = −L
∣∣
$˙=B˙=0. It contains no momenta
whatsoever at this stage, due to primary constraints, and we retain full covariance w.r.t. Lorentz indices. The form of
Hc will be specified shortly, after reduction is made (compare with the detailed expressions unfold in the Hamiltonian
analysis of closely related BFCG theory [48]).
Next we calculate the development of the primary constraints φ˙ = {φ,H} ≡ χ in order to find out the additional
consistency requirements for them to preserve in time – the secondary constraints χ ≈ 0. It may happen that some
combinations of constraints form a second-class (sub)system, failing to commute. This is precisely our situation, since{
ΦijAB ,Π
kCD − 1
2
klmBCDlm
}
=
1
2
ijkδ
[C
A δ
D]
B ,
{
φijA , pi
kB − 1
2
klmβBlm
}
=
1
2
ijkδBA .
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Note that the second-class nature of the initial Lagrangian L0 is not the specialty of our Poincaré modification but is
common to any BF theory in various spacetime dimensions. This apparent fact of the full-fledged Dirac’s generalized
Hamiltonian analysis is often overlooked in the canonical description of BF and related theories [2, 37,43,49] (with rare
notable exceptions, e.g. [48, 50]).
The presence of second-class constraints signals about the degrees of freedom which are physically non-relevant, in
our case these are spatial B and β components. Their velocities are the Lagrange multipliers to be determined by
requiring the time preservation of the corresponding second-class set – this allows us to express them in terms of other
variables (Lagrangian equations of motion):{
H,ΠiAB −
1
2
ijkBjkAB
}
=
1
2
ijk
(
B˙jkAB + ω
C
0A BjkCB + ω
C
0B BjkAC − e0[AβB]jk
− 2
(
∂jB0kAB + ω
C
jA B0kCB + ω
C
jB B0kAC − ej[AβB]0k
))
= 0,{
H,piiA −
1
2
ijkβjkA
}
=
1
2
ijk
(
β˙jkA + ω
B
0A βjkB − 2
(
∂j β0kA + ω
B
jA β0kB
))
= 0,{
ΦijAB , H
}
=
1
2
ijk
(
ω˙kAB + ω
C
0A ωkCB − ∂kω0AB − ω CkA ω0CB
)
= 0,{
φijA , H
}
=
1
2
ijk
(
e˙kA + ω
B
0A ekB − ∂ke0A − ω BkA e0B
)
= 0.
(4.21)
One can reduce the system by solving the second-class constraints as strong equations. The formal procedure
includes passing to the Dirac brackets in order not to sum over variables, which have been thrown away (cf. [50]). In
our case the constraints are of special type, such that we can make a shortcut and simply solve for the spatial B and β
components (together with their identically vanishing momenta), since these just serve the purpose of identifying (the
spatial part of) the $-connection’s conjugate momenta. The rest of the canonical commutation relations are unaltered,
as can be easily verified, and one is left in (4.20) with the last line H ′, where prime now signals that B, β have been
solved for Π, pi. The rest of the primary constraints are first-class and all commute among themselves. They give rise
to the secondary{
Π0AB , H
}
≡ χ0AB = Di ΠiAB − ei[ApiiB] ≈ 0, (4.22a){
pi0A, H
}
≡ χ0A = Di piiA ≈ 0, (4.22b){
Φ0iAB , H
}
≡ χ0iAB =
1
2
ijk
(
∂jωkAB + ω
C
jA ωkCB
)
≈ 0, (4.22c){
φ0iA , H
}
≡ χ0iA =
1
2
ijk
(Dj ekA) ≈ 0. (4.22d)
The derivative Di is taken w.r.t. the spatial connection ωABi 12. The canonical part of the Hamiltonian takes form
−H ′c = ωAB0 χ0AB + eA0 χ0A + 2BAB0i χ0iAB + 2βA0iχ0iA − ∂i
(
ωAB0 Π
i
AB + e
A
0 pi
i
A
)
. (4.23)
The bulk contribution to H ′ vanishes as the sum of (the primary as well as secondary) constraints. We did not
specify any form of the boundary conditions and kept the surface term explicit. A good cross check is the consistency
between the Hamiltonian f˙ = {f,H ′} and the Lagrangian (4.21) equations of motion, once the solution to second-
class constraints is taken into account. We warn the reader not to discard the primary constraints from the outset.
Although the present case of reduction is very simple, in general, it may affect the symplectic structure of the original
action. Moreover, the primary constraints are essential for the equivalence between the Lagrangian and Hamiltonian
formulations. By keeping only the (reduced) canonical part H ′c we cannot even address the gauge transformations on
the full phase-space – only the spatial ones.
The completion of Dirac’s procedure consists in proving that χ˙ ≈ 0 are conserved. This follows from the closure of
the algebra: {
χ0AB , χ
0
CD
}
= χ0C[AηB]D − χ0D[AηB]C ,{
χ0AB , χ
0
C
}
= χ0[AηB]C ,{
χ0AB , χ
0i
CD
}
= χ0iC[AηB]D − χ0iD[AηB]C ,{
χ0AB , χ
0i
C
}
= χ0i[AηB]C ,{
χ0A, χ
0i
B
}
= −χ0iAB ,
(4.24)
12The constraint χ0AB is again the modified Gauss law, whose appearance was anticipated in [13]. Here we encounter no need to artificially
enlarge the phase space, which follows naturally from the covariant action, together with the nice transformation properties.
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the rest of the commutators being trivially zero.
It is worth at this point to perform the physical degrees of freedom count, in order to make sure that the
theory is indeed topological. Starting from the initial phase space of dimensionality (which we denote by putting
variables in brackets)
[
ωABa
]
+
[
ΠaAB
]
+
[
eAa
]
+
[
piaA
]
+
[
BABab
]
+
[
ΦabAB
]
+
[
βAab
]
+
[
φabA
]
= 200, we eliminate some
variables through the strong second-class equalities
[
BABij
]
+
[
ΦijAB
]
+
[
βAij
]
+
[
φijA
]
= 60. Finally, we perform
the symplectic reduction as follows: put the system on the surface of first-class constraints, then gauge away
the redundant modes by factoring out the action of the first-class constraints. In effect, we subtract twice the
amount of all the first-class constraints, taking in account that some of them are reducible (namely, the sec-
ondary constraints with the vector index are not independent, but related through the spatial Bianchi’s identities):
2 · ([Π0AB]+ [pi0A]+ [Φ0iAB]+ [φ0iA ]+ [χ0AB]+ [χ0A]+ [χ0iAB]+ [χ0iA ]− [Di χ0iAB]− [Di χ0iA + eBi χ0iBA]) = 140. We con-
clude that the theory is devoid of local degrees of freedom, the only relevant ones being that of global nature, those
coming from non-trivial topologies. This makes it a potential candidate for spinfoam quantization.
The gauge generator. If one expects the Hamiltonian picture to represent the original theory, then it has to be
shown that it correctly reproduces results of the manifestly covariant approach, in particular, the gauge symmetries, in
the form of canonical transformations. The Dirac’s old conjecture that all first-class constraints do generate such a
transformations was formalized later by Castellani [51] and others into a precise algorithm. This procedure defines the
gauge generator (for arbitrary functions of time ε(t))
G(t) =
N∑
n=0
∑
α
ε(n)α Gα(N−n), ε(n)α =
dn
dtn
εα, (4.25)
through the chains of first-class constraints, unambiguously constructed once the set of primary ones (first-class) {α} is
given. The multi-index α is linked to the tensorial structure of transformations, while (N − n) gives the generation
number (primary/secondary/tertiary/etc.). As a by-product, knowing the derivative order of gauge transformations,
one can predict the overall number N of generations of constraints, and vice versa.
The chains Gα(N−n) in (4.25) are constructed iteratively as follows:
Gα(0) = primary,
Gα(1) +
{Gα(0), H} = primary,
...
Gα(N) +
{Gα(N−1), H} = primary,{Gα(N), H} = primary.
(4.26)
In the present situation the primary ones are
G0(0)AB = Π0AB , G0(0)A = pi0A, G0i(0)AB = Φ0iAB , G0i(0)A = φ0iA , (4.27)
and the procedure terminates already at the secondary n = 0, 1:
Gα(1)(x) = −χα(x) +
∫
d3yAαβ(x,y)φβ(y), (4.28)
where coefficient kernels Aαβ are fixed by the last requirement in (4.26) to close onto the primary constraint surface (we
have the identical zero due to commutation {φ, φ} = {φ, χ} = 0). Straightforward calculation gives the total (smeared)
generator
G(U, u,Ξ, ξ) = −J (U)−P(u) +F (Ξ) +T (ξ) (4.29)
as a combination of elementary ones:
J (U) =
∫
U˙ABΠ0AB −UAB
(
2ω C0A Π
0
CB − e0Api0B + 4B C0iA Φ0iCB − 2β0iAφ0iB + χ0AB
)
,
P(u) =
∫
u˙Api0A − uA
(
ω B0A pi
0
B + 2β
B
0iΦ
0i
BA + χ
0
A
)
,
F (Ξ) =
∫
Ξ˙ABi Φ
0i
AB − ΞABi
(
2ω C0A Φ
0i
CB + χ
0i
AB
)
,
T (ξ) =
∫
ξ˙Ai φ
0i
A − ξAi
(
ω B0A φ
0i
B + e
B
0 Φ
0i
BA + χ
0i
A
)
.
(4.30)
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This generalizes the result for the canonical gauge generator of SO(3, 1) BF theory, reported in [50]. The construction
provides the correct transformation properties via
δf = {f,G}, (4.31)
mapping solutions into solutions (gauge symmetry). Unlike the secondary constraints (4.22), it acts on the full
phase-space of the theory:
δωAB0 = −
(
U˙AB + ω A0 CUCB + ω B0 CUAC
)
,
δωABi = −
(
∂iUAB + ω Ai CUCB + ω Bi CUAC
)
,
δeA0 = −
(
u˙A + ω A0 BuB
)
+ UABeB0 ,
δeAi = −
(
∂i uA + ω Ai BuB
)
+ UABeBi ,
δβA0i = UABβB0i +
(
ξ˙A + ω A0 Bξ
B
i
)
,
δBAB0i = UACBCB0i + UBCBAC0i +
(
Ξ˙ABi + ω
A
0 CΞ
CB
i + ω
B
0 CΞ
AC
i
)
− e[A0 ξB]i ,
δΠ0AB = U CA Π0CB + U CB Π0AC − u[ApiiB] − Ξ CiA Φ0iCB − Ξ CiB Φ0iAC + ξi[Aφ0iB],
δΠiAB = U CA ΠiCB + U CB ΠiAC − u[ApiiB] + ijk
(
∂jΞkAB + ω
C
jA ΞkCB + ω
C
jB ΞkAC + ej[AξB]k
)
,
δpi0A = U BA pi0B + ξBi Φ0iBA,
δpiiA = U BA piiB + ijk
(
∂j ξkA + ω
B
jA ξkB
)
,
δφ0iA = U BA φ0iB + uBΦ0iBA,
δΦ0iAB = U CA Φ0iCB + U CB Φ0iAC .
The correct covariant expressions (4.8) for all the Lagrangian field components (spatial as well as temporal, using also
the second-class relations δBABij = ijkδΠ
kAB , δβAij = ijkδpi
kA), are reproduced within the Hamiltonian framework,
thus exhibiting the equivalence between the two pictures.
Using the Jacobi identity, the commutator between the two consecutive transformations is given:
(δ1δ2 − δ2δ1)f = {{G1,G2}, f}. (4.32)
Its elementary constituents realize the generalized matrix commutators:
{J (U1),J (U2)} = −J ([U1,U2]), [U1,U2]AB = UA1 CUCB2 −UB1 CUCA2 ,
{J (U),P(u)} = −P(U . u), (U . u)A = UABuB ,
{J (U),F (Ξ)} = −F ([U,Ξ]), [U,Ξ]ABi = UACΞCBi −UBCΞCAi ,
{J (U),T (ξ)} = −T (U . ξ), (U . ξ)Ai = UABξBi ,
{P(u),T (ξ)} = +F ([u, ξ]), [u, ξ]ABi = u [AξB]i .
We use a chance to comment here on the relation between the dynamics and gauge in reparametrization invariant
systems (cf. “the problem of time”). The Hamiltonian – generator of time evolution – in such model is a combination
of first-class constraints, which are also known to generate the gauge transformations (i.e. “unphysical” changes in
the description of the system). Working on the full phase space allows to disentangle these notions: the specific
combinations of first-class constraints are different for two objects H and G; the key role is played by the primary set.
One usually defines the notion of Dirac observables w.r.t. individual constraints {χ, f} = 0 (often disregarding the
primary φ ≈ 0, working on the smaller phase space). In the quantum theory, one represents the canonical variables via
operators on the appropriate Hilbert space H of states of the system, the Poisson (Dirac) brackets being replaced by a
commutator [ , ] = i{ , }. For instance, in our example:
J (U) 7→ U · Jˆ , P(u) 7→ u · Pˆ (4.33)
are the elements of the (local) Poincaré algebra (4.10). The Dirac prescription then consists in imposing on states
χˆα|Ψ〉 = 0 individually for each α, which are then consistent for the first-class system.
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With the distinction just pointed out between H and G on the full phase space, the function of canonical variables
may satisfy two a priori distinct conditions: {H , F} = 0 and/or {G, F} = 0. The first can be thought of as
characterizing “evolving constants of motion”, i.e. uniquely associated with the state – solution of the e.o.m. The
state itself, however, is not uniquely defined by the Cauchy data and depends on the arbitrary functions, entering the
Hamiltonian (in our reduced case, the velocities of (e, ω, β,B)’s temporal components, associated with the first-class
primary constraints on momenta, are not defined by the evolution equations). Thus, the functionals of the first
type may depend on the gauge choice for particular Hamiltonian, whereas the second condition then characterizes
“gauge-invariant” functionals.
Requiring the time preservation of vanishing of currents Gα on every hypersurface, by construction we have then
0 = ∂tGα = {H ,Gα}, and the state has to satisfy Hamiltonian e.o.m. So that symmetry generators provide an example
of the first type functionals (observables). The commutation relations (4.32) express the fact that the canonical
(pre-)symplectic structure is degenerate on the constraint surface. One then passes to the quotient w.r.t. the gauge
directions, by considering the gauge equivalent classes of solutions as “physical” states. The construction of the
appropriate observable algebra is of primary importance for the quantization, especially in gravitational theories, so
the Dirac’s “rule of thumb” for all first-class constraints should be applied with certain care.
5 Poincaré-Plebański (re)formulation of GR
Now, when we have the frames e at our disposal among the legitimate dynamical variables, it is straightforward to
implement the simplicity of the bivectors, in order to reproduce gravity sub-sector. Multiple choices of how to do this
are conceivable. First of all, one can simply replace B → ?e ∧ e directly in the action integral:
S[e, ω, β] =
∫
M
1
2
ABCD e
A ∧ eB ∧ FCD + βA ∧ TA. (5.1)
Secondly, one could try to achieve the same effect via the Lagrange multipliers approach, imposing the simplicity in its
most direct sense:
S[B, $,Λ] = S0[B, $] +
∫
ΛAB ∧
(
BAB −
1
2
ABCD e
C ∧ eD
)
, (5.2)
with the free independent multiplier 2-forms Λ.
It turns out that the simplicity constraints can also be put into form, linear in both B and e, which is more in the
vein of current Spin Foam models. In order to stay self-contained and explicit, let us formulate the following
Lemma (linear simplicity). Provided that the tetrad field is non-degenerate, and hence the map e is invertible, the
bivector field B is simple if and only if either of the two equivalent sets of constraints is satisfied:{
∗BabAB eBc = 0 ∀ c /∈ {a, b},
∗BabAB eBb = ∗BacAB eBc = ∗BadAB eBd ∀ a /∈ {b, c, d},
⇔
{
BABab e
B
c = 0 ∀ c ∈ {a, b},
BABa(b e
B
c) = 0 ∀ c /∈ {a, b}.
(5.3)
Proof. First, it is straightforward to verify that the two systems imply each other by noting that for some fixed a 6= b:
∗BabAB eBb′ =
∑
cd
1
2
abcdBABcd e
B
b′ = 
abcdBABcd e
B
b′ (no sum over [cd] 6= [ab]).
Assuming the conditions on the one side, the other one follows from here. Notice also that in our notation the dual
becomes ∗BabAB = (Σ−1)abAB on the constrained surface, where Σ = e ∧ e.
To show the necessity of these conditions for simplicity of bivectors, it is enough to cast B = ?e ∧ e into form 13
BABab e
B
c = ABCD e
B
a e
C
b e
D
c = (det e) e
d
A dabc, (5.4a)
or, equivalently:
∗BabAB eBc = (det e) (eaAδbc − ebAδac ). (5.4b)
Observing that the l.h.s. is already linear leads us to the (dual) analogue of ‘cross-simplicity’ constraint in the first
line of (5.3), when the r.h.s. in (5.4) is zero. In turn, the non trivial expression on the right in (5.4) restricts the l.h.s.
13Having in mind the possible interpretation in terms of discrete geometry, (5.4a) can be suggestively referred to as “pyramid”, or “3-volume”
form of simplicity constraints – due to the nature of the object appearing on the right, and since the whole formula can be read as the
expression for the volume of a pyramid with the base Σ and a height e.
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in (5.4a) to be totally antisymmetric in [abc], whereas it is independent of b = c 6= a in (5.4b), leading to the second
line of (5.3), respectively (no sum over spacetime indexes).
In order to demonstrate that the conditions (5.3) are also sufficient, one follows the same reasoning as in [13].
Namely, the generic bivector field can be expanded over the basis, spanned by the skew-symmetric products of e:
∗BabAB = Gabcd ec[AedB], Gabcd = G[ab][cd],
which after substitution into the first line of (5.3) leads to
∗BabAB = Gab ea[AebB] (no sum over ab).
The individual normalization coefficients have to satisfy symmetry Gab = Gba, Gaa = 0, but apart from that can be
arbitrary. It is only after substitution of this ansatz into the second line of (5.3) that we get the restriction
Gab = Gac = Gad ∀ a /∈ {b, c, d},
leading to the equality among all G’s. Thus, the B is simple up to an overall factor, which can be eaten by appropriate
normalization.
The continuous formulation that we are advocating for is somewhat different from that of Gielen-Oriti’s linear
proposal [13], which uses 3-forms ϑ = ?e ∧ e ∧ e, and bivectors Σ = e ∧ e as independent variables, but rather
represents its dual version. Before introducing the action principle, and in order to make closer contact between the
two formulations, we first recall the corresponding constraint term in [13] and notice that this can be rewritten as∫
d4x Ξ˜
[ab][cde]
A Σ
AB
ab ϑBcde =
∫
d4x Ξ
[ab]
Ac Σ
AB
ab ϑ˜
c
B . (5.5)
One can choose to work either with 3-forms (4.1) or, equivalently, their dual densitiezed vectors:
ϑ˜aA =
1
3!
abcdϑAbcd = (det e
B
b ) e
a
A. (5.6)
Correspondingly, the Lagrange multipliers Ξ[ab]Ac should be exact tensors, s.t. Ξ˜
[ab][cde]
A =
1
3!
cdef
Ξ
[ab]
Af – tensor densities.
The somewhat convoluted index symmetries that Ξ˜ has to satisfy can be restated as the traceless condition on Ξ[ab]Ab = 0,
which upon variation then leads to the appearance of non-trivial Kronecker deltas on the right:
δΞ ⇒ ϑ˜cAΣABab = δcavBb − δcbvBa for some vBb . (5.7)
The antisymmetry in [AB] and the tensorial nature of Σ leave us no choice other than vAa ∝ ϑ˜Aa = e eAa , and we get the
simplicity up to an overall normalization, which is irrelevant. Applying the Hodge dual ∗, one restates this in terms of
3-forms, resulting from variation w.r.t. Ξ˜, correspondingly:
ΣABab ϑBcde = v
A
a bcde − vAb acde, (5.8)
which are essentially the original Gielen-Oriti’s constraints.
Comparing (5.7) with (5.4b), and juxtaposing them against the constraint term (5.5), then suggests the respective
least action principle in terms of dual variables B ↔ Σ and e↔ ϑ, correspondingly:
SPP[B, $,Θ] := S0[B, $] +
∫ (
ΘAy eB
) ∧BAB , (5.9)
which we coined, referring to its gauge group, the Poincaré-Plebański formulation (although such a name might be as
well attributed either to the “Λ-version”, or essentially to any formulation of this flavour). The 4× 4× 6 = 96 Lagrange
multipliers constitute the tangent TM-valued 2-forms, that is
ΘA =
1
2
ΘAcab dx
a ∧ dxb ⊗ ∂c (5.10)
are the sections of the fiber bundle
∧2
T ∗M⊗TM. In the constraint term of the action (5.9) they contract with
tetrad 1-forms using the pairing dxay ∂b = δab in the tangent vector index: ΘAy eB = 12ΘAcab eBc dxa ∧ dxb. The Θ’s are
21
restricted to be traceless ΘAb[ab] = 0, that is possess the components of the form Θ
Ac
ab +
2
3δ
c
[aΘ
Ad
b]d; we can formulate this
in the coordinate independent way as the full contraction with the canonical tangent-valued form onM being zero:
θM := dxa ⊗ ∂a, θMyΘA = 0. (5.11a)
Lets count the number of independent Θ components, in order to verify that we have enough of them to eliminate
36 BCDcd in favour of 16 e
A
a . Apart from the 4 × 4 traceless conditions (5.11a), from the contraction with B in the
action (5.9) follow 10× 6 antisymmetrization equations
Θ(Ay eB) = 0, (5.11b)
which Θ and e have to satisfy. Subtracting from this 16 d.o.f. corresponding to e’s (they just serve the purpose to
isomorphically map indices e(x) : TxM→ R3,1), we are left with 60− 16 = 44 additional requirements on Θ. Thereby
we get the total number of 96− 16− 44 = 36 independent Θ’s – exactly the right amount to enforce simplicity.
It should be more or less evident after our exposition that the symmetries of the Lagrange multipliers lead to the
variation, constrained by the system (5.3), depending whether we choose to vary w.r.t. Θ or its dualized version Θ˜.
The lemma then implies that this is the same as performing variation on the simplicity constraint surface. The manifest
presence of the Hodge-star ? in constraint (5.2) becomes shrouded, instead one has the restriction on the multipliers Θ.
The free variation of δΛ equates the constraint pre-factor to zero exactly, whilst for δΘ obeying additional conditions –
we get the non-vanishing expression on the r.h.s. In an analogous situation within the standard Plebański quadratic
approach, the corresponding quantity on the right is usually interpreted in geometric terms as a definition of the
4-volume (on the solution of constraints), whilst a non-trivial symmetrization conditions are put on the l.h.s. It is these
latter conditions that actually constitute the substance of the respective ‘volume’ part of simplicity constraints. They
require that the definition of the 4-volume be consistent, i.e. does not depend on the multiple choices that could be
made for its parametrization on the l.h.s. Note that in (5.4) we get the very same picture, now with the quantity on
the r.h.s. being precisely the non-trivial 3-volume (cf (3.27)). At the same time this last bit now is “localized” at the
level of each tetrahedron, irregardless of the whole 4-simplex, which was the case for quadratic version (iii). Lastly, the
analogue of the ‘cross-simplicity’, when the r.h.s. is zero, now expresses that the corresponding (discrete) e is collinear
with the face Sf , being orthogonal to its dual bivector Bf = ?Σf .
These 3 a priori distinct choices for constraint imposition, tabulated above, all seem to represent the same physical
content. In either of the Λ or Θ versions, inserting further the solution for B back into action, one reduces the initial
topological theory (4.4) to that of (5.1), that is the Einstein-Cartan action (2.2) supplemented with an extra term
for (zero) torsion. At first sight, this might seem an excess, since the variations δω of the EC-term alone incidentally
give the vanishing of De = 0 on-shell. However, the two theories are not identical: β plays the role of the Lagrange
multiplier imposing the torsionless constraint T = 0, which by the rule of procedure is required when we pass from the
2nd to 1st order formulation, in order to preserve the original dynamical content of the theory. Thus, we expect the
equivalence should hold with the Einstein-Hilbert variational principle, and not with the “Palatini variation” method.
The relations between different action principles can be schematically depicted in a diagram:
1st order: SPP[B, $,Θ] SEC[e, ω] +
∫
β ∧ T
2nd order: SGO[B, e, ω[e],Θ] SEC[e, ω[e]] ≡ SEH[e]
δΘ
δβ δβ
δΘ
In the bottom left corner appears a variant of the “hybrid” action of the form dual to that of Gielen-Oriti [13], but with
the unique e-compatible torsion-free spin connection. This is to be contrasted with their 1st order formulation, where
ω is independent and the gauge status of non-dynamical ϑ ∼ e is less clear, which enters a separate sequence:
SPP[B, $,Θ] +
∫
µ ∧ β SGO[B, e, ω,Θ] SEC[e, ω].δµ δΘ
We stress that the reduction of the Einstein-Cartan theory to that of GR is achieved only on-shell in vacuum,
by solving the dynamical e.o.m. for ω. In contrast, one puts additional restrictions on the allowed variations of the
generalized coordinates by the use of (non-dynamical) Lagrange multipliers Θ, β, which then acquire the physical
meaning of “reaction forces”, corresponding to variations that violate the constraints. The discussions of the relation
between two approaches have been recurrent in the literature in the past, in particular, regarding the higher order
Lagrangians and matter couplings (e.g., see [52] and references therein). It is a firmly established fact that the
constrained variations should lead to the same result as for the case where constraints have been already solved from
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the outset. On the other hand, by allowing arbitrary variations w.r.t. d.o.f. which were previously restrained to lie on
the constrained surface 14 the presumed “equivalence” with the original (2nd order) set-up is skewed. One plainly does
not possess the same d.o.f. in two approaches to variation. This might be of relevance for the precise form of dynamical
symmetries, by the Noether’s theorem, since the variations would in general contain terms off the constraint surface.
6 Conclusions and outlook
In the first part of this work we reviewed the classical Plebański formulation of gravity, which underlies current
Spin Foam models of EPRL and FK. We considered both the quadratic version and the fully linear formulation with
3-forms (4d normals), paying a special attention to the implementation of the ‘volume’ part of simplicity constraints.
Our revision of its quadratic version in the symmetry reduced setting of cuboids revealed that one cannot replace it
with the 3d closure condition, in general, contrary to triangulations. As result, there is no unique geometric 4-volume.
The linear case puts non-trivial conditions on normals and bivectors, which ensure the existence of edges/matching of
shapes/uniquely defined 3-volumes, in quite an intricate way. This prompts us to pass to the tetrad variables, instead
of normals.
In the second part of this work we considered the modification of the classical action principle by putting torsion
to zero. To explore the consequences we studied in Sec. 4 the corresponding change in the BF theory and its larger
gauge group – the Poincaré (affine) extension of the (homogeneous) Lorentz group – developing our analysis in detail
both at the Lagrangian and Hamiltonian levels. Our Dirac’s generalized constraint analysis, in fact, shortcuts the
derivation in [48], corroborating also the equivalence with covariant framework by an actual construction of canonical
gauge generator. The extended action presents a perfect ground for the imposition of simplicity constraints, as we have
frames explicitly at our disposal. In Sec. 5 we present an alternative look at the linear simplicity constraints, dual to
that of [13], and comment on the relations between various formulations.
One point to be noticed is that in our reformulation it becomes apparent that the tetrad field by and large presents
in the EPRL model right away. It sneaks in disguise of a 4-vector normal to the tetrahedra, required for linear
reformulation of constraints. Recalling the original Plébanski’s quadratic constraints, this was based on the appearance
of tetrad in the action only in a specific combination, which could be collectively denoted B = ?e ∧ e, and has to
satisfy some algebraic relations. The same situation is encountered in LQG with the conjugate momenta and reality
conditions [54]. However, let us stress that the role of soldering form as an independent entity is much more than that:
it encodes all the metric properties and is directly related to diffeomorphisms, playing the part of the gauge potential
of local translations. These roles of tetrad are hardly appreciated in a formulation, where it is basically excluded from
consideration as a configuration variable, and diminished to just the momenta. In essence, upon a closer look the theory
is indistinguishable from the classical Einstein-Cartan, or Einstein-Hilbert gravity (leaving aside the Barbero-Immirzi
parameter), and one has to face the task of directly handling tetrads at the discrete and quantum levels. 15
Despite the classical nature of our results, it is clear from the context in which we put the present work, that we
expect the view developed here to be of relevance for Quantum Gravity, both at the level of path integral (SF) and for
covariant canonical loop-quantization. In particular, the Plebański approach applied to the BF-Poincaré theory displays
minimal distinction from the correspondingly constrained 1st order formulation, thus reinforcing one’s expectations for
a better contact between the two quantization programs. As an outlook, let us observe several issues that one may face
on this route.
• The choice of an appropriate discretization for a frame field and constraints. The guidance may be provided by a
twofold nature of the frame field:
– On the one hand side, the vector V = R3,1-valued 1-form e, being a gauge potential of translations, combines
naturally with the homogeneous Lorentz part ω ∈ h into a single Cartan connection 1-form $ = ω + e,
taking values in larger algebra g. Treating both parts on the same footing – at least in the topological
BF case – thus suggests a corresponding discretization in terms of generalized G-holonomies: besides the
parallel transport along paths inM (given by the Ehresmann H-connection), a Cartan connection gives
also a notion of ‘development on the model G/H-Klein geometry’ (the “rolling”, or translation of the point
of tangency; see [45] and references therein) 16.
– On the other side, in the constrained case of gravity e provides the basis for the geometric ‘simple’ n-forms
(and for the ω’s conjugate momenta 2-forms, in this way). In the end, one could expect similarity of
the discretization with the variant of Regge calculus that comes from the gauge theoretic approach to
14Often referred to as “Palatini variation” – though somewhat erroneously (see discussion in [53]).
15The similar views were recently advocated in [55], within the context of canonical 3d LQG.
16We assume, an incorporation of this notion might pave the way for a better control over diffeos in the discrete and quantum gravity.
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gravity [56, 57]. The discrete e-field is likely to appear in the ‘integrated’ form (i.e. conjugated by the
H-holonomies) in order to ensure gauge invariance. The dual form (5.4a) of simplicity constraints associates
naturally a 3-volume normal vector to every boundary polyhedron, so the generalization to a higher valence
case seems to be within the reach (e.g. using some variant of Minkowski’s theorem).
• It is sensible to first gain some experience with the SF/loop quantization of the respective topological BF theory.
The H-holonomy encodes the information about connection up to transformations, leaving source and target
intact. Note that one gets an element of G ⊃ H for the lift of a curve w.r.t. Cartan connection g ∼= h ⊕ V ,
where the latter isomorphism should hold as adH -representations, for reductive Cartan geometries. The space of
connections is now significantly larger, so that H-transformations cannot reduce the gauge d.o.f. sufficiently.
Allowing for more gauge transformations could deal with this issue, and indeed – the full adG symmetry (4.12)
suggests to use the basis of G-invariant spin networks in the topological BF case. Note that $ is essentially
Ehresmann connection in the G-bundle, corresponding to vertical automorphisms. However, the reduction
to gravity attaches the affine frames to the manifold, while soldering the R3,1 part to the tangent directions,
corresponding to (horizontal) diffeomorphisms. The connection here is Cartan’s absolute parallelism (onH-bundle).
This distinction seems to be crucial, and the usual procedure should be specialized correspondingly.
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Appendices
A Conventions and notation
We use the Latin letters from the beginning of the alphabet to denote the covariant field components: lowercase
a, b, c, ... = 0, 1, 2, 3 for the world tensors w.r.t. the holonomic coordinate basis, and capital A,B,C, ... = 0, 1, 2, 3 for
the (internal) Lorentz coordinates w.r.t. the orthonormal locally inertial frames. For the 3 + 1 space/time split, the
letters from the middle of the alphabet are used i, j, k, ... = 1, 2, 3 for the spatial field components.
Anti-symmetrization of indices is performed with the respective order |Sn| = n! of the symmetry group in the
denominator, s.t the projection property holds, and denoted by the square brackets:
t[a1...an] :=
1
n!
∑
pi∈Sn
sign(pi) tapi(1)...api(n) . (A.1)
The internal R3,1 comes with the Minkowski metric ηAB = diad(−1, 1, 1, 1) and the totally anti-symmetric Levi-Civita
symbol ABCD = 4! δ[A0 δ
B
1 δ
C
2 δ
D]
3 . (Note that, although we prefer “mostly plus” convention for the metric signature, we
maintain the full Lorentz covariance and actually never use this explicitly.) The metric η allows to freely raise and
lower internal indices, identifying R3,1 with its dual, e.g. ABCD = ηAA′ηBB′ηCC′ηDD′A
′B′C′D′ = −4! δ 0[Aδ 1B δ 2C δ 3D]. It
defines the (internal) Hodge-star duality operator (in arbitrary dimension N):
? :
N−n∧
RN−1,1 →
n∧
RN−1,1 ∀n,
QA1...AN−n 7→ ? QA1...An :=
1
n!
A1...AnBn+1...BNQ
Bn+1...BN .
(A.2)
Analogously, the spacetime totally-skew symbol abcd is defined to have 0123 = 0123 = 1 for both upper and lower
indices. To it corresponds the respective Hodge-star ∗ on spacetime exterior algebra. The contraction properties are
a1...ancn+1...cN b1...bncn+1...cN = n!(N − n)! δ
[a1
b1
· · · δan]bn , (A.3)
and similarly for the internal , just with the minus sign, in particular ABCDABCD = −4!. Working with  allows to
coveniently express the determinants, e.g. the elementary 4d volume spanned by the coordinate basis (co)vectors
dxa ∧ dxb ∧ dxc ∧ dxd = d4x abcd. (A.4)
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Intuitively,  (in conjunction with the frame e) generalizes the flat Euclidean vector cross-product to arbitrary spacetimes
and their subspaces. Thus, we get the dual vectors (4.1), representing locally the 3d volume normal to the elementary
parallelepiped (converted to the orthogonal cuboid in the locally inertial frame e) of the hypersurface. Similarly, the
simple bivectors (2.4) from the II-sector represent locally the 2d area normals to the surface’s elementary parallelograms.
We use the y -symbol for contractions of tensors’ components, employing the duality of elementary coordinate
co/vectors dxay ∂b = δab . For example, the internal product of a vector with coordinate basis n-forms:
∂b y (dxa1 ∧ ... ∧ dxan) = n! δ[a1b dxa2 ∧ ... ∧ dxan]. (A.5)
It is ordinarily clear from the context which of the components of tensors are being contracted.
B On the teleparallel “gauge”
As a side remark, let us touch upon how one can alternatively arrive, starting from the same unconstrained
action (4.4), to the so called ‘teleparallel equivalent of GR’. In place of simplicity for B, one may choose to constrain β
in the original Poincaré BF action (4.4). One can split up the generic metric-preserving connection into e-compatible
(torsionless, Levi-Civita) part and contortion tensor K, respectively:
ωAB := ω[e]AB +KAB , TA = KAB ∧ eB . (B.6)
If we require β to be of the form:
βA =
1
2
ABCDe
B ∧KCD, (B.7)
we obtain the theory of distant parallelism with non-trivial torsion, written in components as follows:
S‖ =
∫
d4x e
(
λabABF
AB
ab −
1
4
T cab T
ab
c +
1
2
T cab T
ab
c + T
a
ac T
bc
b
)
, e λabAB :=
1
2
∗BabAB . (B.8)
The relation to General Relativity is established via following identity:
e
(
eaAe
b
BF
AB
ab −
1
4
T cab T
ab
c +
1
2
T cab T
ab
c + T
a
ac T
bc
b
)
= eR− ∂a
(
e eaAe
b
BK
AB
b
)
, (B.9)
where R is the Ricci scalar curvature (built from Levi-Civita connection). That is for the vanishing curvature F (of the
so called Weitzenböck connection), the part quadratic in torsion differs from the Einstein’s theory by a total divergence.
The identity (B.9) also demonstrates explicitly the difference between EC and EH Lagrangians.
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