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Abstract
The CIX detector is a direct converting hybrid pixel detector designed for medical X-ray
imaging applications. Its defining feature is the simultaneous operation of a photon counter
as well as an integrator in every pixel cell. This novel approach offers a dynamic range of
more than five orders of magnitude, as well as the ability to directly obtain the average
photon energy from the measured data. Several CIX 0.2 ASICs have been successfully
connected to CdTe, CdZnTe and Si sensors. These detector modules were tested with
respect to the imaging performance of the simultaneously counting and integrating concept
under X-ray irradiation. Apart from a characterization of the intrinsic benefits of the
CIX concept, the sensor performance was also investigated. Here, the two parallel signal
processing concepts offer valuable insights into material related effects like polarization and
temporal response. The impact of interpixel coupling effects like charge-sharing, Compton
scattering and X-ray fluorescence was evaluated through simulations and measurements.

Contents
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2. X-ray imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Fundamental principles of medical X-ray imaging . . . . . . . . . . . . . . . . 7
2.1.1 Photoelectric effect and X-ray fluorescence . . . . . . . . . . . . . . . . 8
2.1.2 Compton scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Medical X-ray imaging techniques . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 Projection radiography . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.2 Computed tomography . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 X-ray detector concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Signal formation in direct converting pixel detectors . . . . . . . . . . . . . . . 16
2.5 Direct converting sensor materials . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5.1 Silicon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5.2 CdTe and CdZnTe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.6 Additional considerations for hybrid pixel detectors . . . . . . . . . . . . . . . 26
3. CIX 0.2 detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.1 Concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 CIX 0.2 ASIC specifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3 CIX 0.2 pixel cell concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3.1 Photon counter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3.2 Integrator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3.3 Feedback . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3.4 Static leakage current compensation . . . . . . . . . . . . . . . . . . . 38
3.3.5 Dynamic leakage current compensation . . . . . . . . . . . . . . . . . 39
3.3.6 Issues with the leakage current compensation . . . . . . . . . . . . . . 40
3.4 CIX 0.2 modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4.1 Sensor overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4.2 Module assembly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4.3 Module overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.5 Chip periphery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4. ASIC performance - Electrical tests on bumped CIX 0.2 modules . . . . . . . 49
4.1 Measurement conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 Calibration of the charge injection circuits . . . . . . . . . . . . . . . . . . . . 49
4.2.1 Current chopper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2.2 Bipolar switched capacitance chopper . . . . . . . . . . . . . . . . . . 51
4.2.3 Other charge injection circuits . . . . . . . . . . . . . . . . . . . . . . 54
4.3 Dynamic range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3.1 Counter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3.2 Integrator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.4 Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4.1 Counter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4.2 Integrator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5. CIX X-ray test setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.1 X-ray tube . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.2 X-Y stage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.3 Mechanical chopper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6. Sensor material characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.1 Leakage current . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.1.1 Bias dependence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.1.2 Temperature dependence . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.1.3 Photon flux dependence . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.2 Temporal response . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.2.1 Long-term response . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.2.2 Short-term response . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.2.3 Concluding remarks on the temporal response . . . . . . . . . . . . . . 85
6.3 Module homogeneity and lateral polarization . . . . . . . . . . . . . . . . . . . 85
6.3.1 Potential chip-based inhomogeneities . . . . . . . . . . . . . . . . . . . 85
6.3.2 Sensor-based inhomogeneities . . . . . . . . . . . . . . . . . . . . . . . 87
6.4 Spectroscopic performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.4.1 241Am spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.4.2 Charge collection efficiency . . . . . . . . . . . . . . . . . . . . . . . . 93
6.4.3 Tube spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
7. CIX module performance under X-ray irradiation . . . . . . . . . . . . . . . . . 97
7.1 Dynamic range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.1.1 Counter dynamic range . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.1.2 Integrator dynamic range . . . . . . . . . . . . . . . . . . . . . . . . . 106
7.2 Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.2.1 Counter noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.2.2 Integrator noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.2.3 Noise correlations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.3 Average photon energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
8. X-ray images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
8.1 Raw data and flatfield corrections . . . . . . . . . . . . . . . . . . . . . . . . . 117
8.2 Beam hardening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
8.3 Oversampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
8.4 Average photon energy and contrast enhancement . . . . . . . . . . . . . . . . 121
9. Conclusion and outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
9.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
9.2 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
Appendix 131
A. Differential current logic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
3B. CIX 0.2 readout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
C. Threshold scans and tuning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
4
1. Introduction
In high energy physics pixellated semiconductor detectors have evolved into a standard
tool for the reconstruction of particle tracks. Owing to the small physical dimensions of
the detector’s pixel1 cells, these detectors offer very high position resolutions. However, as
standard high energy physics particle detectors are equipped with Si sensors, they suffer
from a low X-ray absorption probability. Thus, alternative sensor materials are required
in order to transfer the pixel detector concept into X-ray detection. In order to overcome
this limitation, highly X-ray absorbing sensor materials like CdTe and CdZnTe are under
research since the mid 1970’s. Still, only recent years have seen a large increase in the
availability as well as the material quality of these sensors, such that CdTe or CdZnTe
based detectors can be realized.
Against this background, a new detector concept for medical X-ray imaging has been de-
veloped in a joint research effort by the University of Bonn, the University of Heidelberg
and the Philips Research Laboratories Aachen. The main feature of this detector is that
it combines two, currently alternatively used, signal processing concepts in every pixel
cell. So far medical X-ray detectors have either integrated the photon flux or counted
individual photons. The Counting and Integrating X-ray detector CIX applies both con-
cepts simultaneously and is thereby able to draw upon the strengths of both concepts,
while at the same time balancing their individual weaknesses. For example, CIX offers
a larger dynamic range than conventional counting or integrating only detectors and it
furthermore profits from the fact that it takes both measurements on one X-ray beam.
These two simultaneous measurements allow a determination of the average photon energy
of the recorded spectrum and therefore give a direct handle of the changes in the X-ray
spectrum introduced by the imaged object.
After the electrical performance of the second generation CIX ASIC had been character-
ized in a different work [1], the aims of this work were the assembly of a full CIX X-ray
detector and the assessment of the potential benefits of the simultaneously counting and
integrating concept in combination with different Cd-based sensor materials. For this, a
number of CIX ASICs were outfitted with semiconductor sensors. These modules were
qualified with respect to the influence of the sensor on the electrical performance of the
system, the quality of the semiconductor sensors and finally the imaging performance of
the detector under X-ray irradiation.
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This work is structured as follows:
Chapter 2 - X-ray imaging
In this chapter the fundamental physical processes of X-ray matter interactions are
described. Existing medical imaging techniques as well as currently available X-
ray detector systems are presented. Furthermore, a special focus is placed on the
description of direct converting hybrid pixel detectors including the underlying prin-
ciples of the signal generation. At the end of this section some commonly used direct
converting X-ray sensor materials are introduced.
Chapter 3 - CIX detector concept
The third chapter contains a detailed description of the CIX 0.2 detector system.
After a motivation of the detector concept an overview over the ASIC is given. In
the course of this discussion each basic building block of the CIX 0.2 pixel cell is
addressed individually. This is followed by a description of the sensor side of the
hybrid detector including the sensor design and the detector assembly. A final section
covers the peripheral systems necessary for the operation of the ASIC.
Chapter 4 - ASIC performance
The electrical performance of the CIX 0.2 ASIC has been evaluated in detail in [1].
Nevertheless, with the addition of a direct converting sensor, key features of the
electrical performance like dynamic range, linearity and noise are reevaluated on
fully assembled detector modules.
Chapter 5 - CIX X-ray test setup
This chapter describes the measurement equipment, which was used to characterize
the CIX 0.2 detector.
Chapter 6 - Sensor material characterization
The material characterization is one of the main aspects of this work as the detector
performance depends crucially on that of the sensor material. This section therefore
addresses the temporal response and the homogeneity of the different sensor types.
The observed effects are qualified in terms of different models. Furthermore, the
spectroscopic performance of the sensors is evaluated with the spectra of a radioactive
source and an X-ray tube. A full simulation of the detector response including
several sensor effects like X-ray fluorescence, Compton scattering and charge sharing
concludes the discussion of the material quality.
Chapter 7 - CIX module performance under X-ray irradiation
While chapter 4 described the electrical performance of the assembled detector mod-
ules, this section evaluates the modules under X-ray irradiation. Topics like the
dynamic range and the detector’s noise are revisited. Finally, the average photon
energy reconstruction is demonstrated.
Chapter 8 - X-ray images
At the end of this work, chapter 8 presents different X-ray images, which were taken
with the CIX 0.2 system. These images illustrate the effects of two data correction
methods on the raw detector data and they also investigate the potential benefits of
the average photon energy measurement in terms of a contrast enhancement.
Some parts of this work were previously published in [2–5].
2. X-ray imaging
2.1 Fundamental principles of medical X-ray imaging
Since their discovery in December 1895 X-rays have turned into a major analytic tool
for science and medicine. But even considering advancements like the invention of the
computed tomography, the general principle of X-ray imaging remains unchanged since
the days of Wilhelm Conrad Ro¨ntgen. It is based on the attenuation of an X-ray beam of
intensity I0 by the imaged object and the subsequent detection of the transmitted intensity
I. This intensity reduction as a function of the absorption coefficient µ of the absorber is
described by the Lambert-Beer law:
I = I0 · e−
∫
µ(~x)d~x (2.1)
The underlying principles of photon-matter interactions are grouped into three basic pro-
cesses: photoelectric or photo effect, Compton scattering and pair production. However,
as photons above 250 keV are usually referred to as gamma rays, pair production with
its minimum photon energy requirement of 1022 keV is excluded for X-rays. Hence, the
total absorption coefficient for X-rays µTot is given by a sum of the photoelectric and the
Compton components:
µTot = µP + µC (2.2)
Fig. 2.1 shows the absorption coefficients for Si and CdTe as a function of the X-ray energy.
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Fig. 2.1: Total mass absorption coefficients µ˜Tot for photons in Si and CdTe (solid lines)
as a function of the photon energy [6]. According to its definition (µ˜ = µρ ), the mass
absorption coefficient allows a comparison of different materials independent of their density
ρ. The dashed lines show the photoelectric µ˜P and the dotted lines show the Compton µ˜C
components. The characteristic lines of the atomic energy levels can be identified as bumps
in the photoelectric absorption coefficient.
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2.1.1 Photoelectric effect and X-ray fluorescence
At the lowest energies photons interact primarily through the photoelectric effect. In
this interaction the absorbed photon transfers all its energy to the atomic shell. As a
consequence, the atom is ionized and it emits a so called photoelectron, which carries away
the energy difference Ee = Eγ −EIon between the photon energy Eγ and the energy EIon
necessary for the electron to leave its shell. The EIon minimum energy constraint means
that, if the photon energy surpasses the binding energy of an individual electron state
in the atomic shell, the cross section for the photoelectric effect exhibits a characteristic
increase. The three, highest energetic steps are labeled K, L, M edge according to the
atomic energy levels of the electrons.
The calculation of the photoelectric cross section σ and with it the photoelectric absorption
coefficient µP is highly non-trivial. Therefore these two parameters are, for practical
purposes, best obtained from empirical databases like [6].
Still, at energies larger than the K-edge of an atom and below the electron mass a non-
relativistic approximation can achieve a good description of the photoelectric effect [7,8]:
µP = ρ
NA
A
σP (2.3)
σNRP =
√
32α4−3.5Z5
8pir2e
3
f(ξ) (2.4)
f(ξ) = 2piZα
√
1
2
exp(−4ξarccotξ)
1− exp(−2piξ) (2.5)
ξ =
√
K
− K ;  =
Eγ
mec2
; K =
EK
mec2
(2.6)
This formula is based on the Born approximation including the correction factor f(ξ),
which reflects the angular momentum transfer between photon and photoelectron. The
remaining constants in (2.4) are the electron mass me, the classical electron radius re, the
energy of the K-edge EK and the fine structure constant α. Equation 2.4 furthermore
shows that the photoelectric cross section σNRP is dominated by the absorber’s atomic
number Z and the energy of the incident photon Eγ .
At high photon energies the cross section is described by the following equation [7]:
σHRP =
3
2
α4
Z5

8pir2e
3
(2.7)
It is evident that in this highly relativistic case the cross section drops only with 1/E.
However, note that in this energy regime the photon matter interactions are dominated
by Compton scattering and pair production.
Following the interaction with the photon, the photoelectron subsequently deposits its
kinetic energy inside the detector through inelastic collisions with electrons of neighboring
atoms. In a semiconductor this can be described in terms of the band model, which means
that in these collisions electrons are shifted from the valence band into the conduction
band. However, as a considerable amount of the energy is transferred into crystal lattice
vibrations (phonons) and finally into heat, the average electron-hole pair production energy
is higher than the band gap energy.
As mentioned above, part of the photon’s energy was used to ionize the atom which
absorbed the photon. This means that a vacancy is created in the atomic shell and this
vacancy is filled immediately with a free electron from the conduction band or a bound
electron from the atom itself. During this relaxation process the excess energy can be
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Cd Te
Transition Energy [keV] Rel. intensity Energy [keV] Rel. intensity
l
2 5/2
L 2.77 0.11 3.34 0.13
Lh 2.96 0.05 3.61 0.06
Lα2 3.13 0.29 3.76 0.36
Lα1 3.13 2.60 3.77 3.20
l jn
M
0 1/2
1 3/2
1 1/2
2 3/2 Lβ1 3.32 1.51 4.03 1.96
Lβ4 3.37 0.04 4.07 0.07
Lβ3 3.40 0.06 4.12 0.11
Lβ6 3.43 0.02 4.17 0.02
0 1/2
1 3/2
1 1/2
Lβ2 3.53 0.38 4.30 0.58
Lγ1 3.72 0.16 4.57 0.25
Lγ3 3.95 0.01 4.83 0.03
Lγ2 3.95 0.01 4.83 0.02L
K 0 1/2
Kα3 22.69 0.00 26.88 0.00
Kα2 22.98 24.50 27.20 25.30
Kα1 23.17 46.00 27.47 47.10
Kβ3 26.06 3.98 30.94 4.25
Kβ1 26.10 7.68 31.00 8.19
Kβ5 26.30 0.06 31.24 0.08
Kβ2 26.64 1.98 31.70 2.37
Kβ4 26 70 0 46 31 77 0 36
Kα2 Kα1 Kβ2 Kβ1
. . . .
Fig. 2.2: Diagram of the inner atomic shell energy levels (left). Table of the most common
X-ray fluorescence lines in Cd and Te in the energy range between 2 keV and 32 keV
(right) [10]. The transitions are labeled in the format Vw with V detailing the final level
and w the orbital number difference.
emitted via fluorescence photons, whose energy is determined by the atomic levels of the
absorber material. Apart from X-ray fluorescence, atomic relaxation can also happen via
the emission of an Auger electron. However, at atomic numbers above 60 the fluorescence
yield is larger than 90 %, i.e. only 10 % of the relaxations happen through the Auger
process [9]. Fig. 2.2 shows a schematic view of the innermost energy levels in the atomic
shell in addition to a list of the highest energy X-ray transitions in Cd and Te.
2.1.2 Compton scattering
Compton scattering describes the inelastic scattering of an electron with a quasi-free
atomic electron (see Fig. 2.3). In contrast to elastic or coherent scattering in which the
photon only changes its direction, Compton scattering also changes the photon energy.
The resulting photon energy E
′
γ after the collision is determined by the scattering angle
Θ of the outgoing photon with respect to the direction of the incident photon and can be
Θ
e
e
Fig. 2.3: Schematic view of Compton scattering. The incident photon is scattered inelasti-
cally off a loosely bound atomic electron. The energy transfer between photon and electron
depends on the scattering angle Θ.
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described by the following formula:
E
′
γ =
Eγ
1 + Eγ
mec2
(1− cosΘ)
(2.8)
A quantum mechanical calculation of the scattering process yields the cross-section σC
for a photon to be scattered into the solid angle dΩ. This equation is known as the
Klein-Nishina formula [11].
dσC
dΩ
= r2e
(
1
1 + Eγ
mec2
(1− cosΘ)
)2(
1 + cos2Θ
2
)
·
1 + Eγmec2 2(1− cosΘ)2
(1 + cos2Θ)(1 + Eγ
mec2
(1− cosΘ))
 (2.9)
The absorption of photons through the Compton effect, i.e. the removal of these photons
from the incident beam, is then given by an integration of (2.9) over all angles.
µC = ρ
NA
A
Z
∫
dσC
dΩ
dΩ (2.10)
Note that (2.9) only describes the interaction with a single electron, such that (2.10) has to
be multiplied by the atomic number Z, if the scattering off whole atoms is to be described.
2.2 Medical X-ray imaging techniques
At its beginning X-ray detection was solely based on photographic films. With the inven-
tion of new detector concepts, modern computers and the accompanying image enhance-
ment capabilities new imaging techniques were developed. In general the existing imaging
techniques can be divided into two categories.
2.2.1 Projection radiography
A classical X-ray image, as shown in Fig. 2.4(a), represents a two-dimensional intensity
map of a three-dimensional object. The two-dimensional projection implies that the ab-
sorption coefficient µ is integrated along one axis. This is one of the essential problems of
projection radiography. It means that, for example, a successful tumor identification can
only happen if the contrast between the anomaly and the total integrated background of
the patient’s body is high. However, as illustrated in Tab. 2.1 the absorption coefficients
of human tissue are rather similar. Considering the example of a chest image, the table
shows that the absorption coefficients of breast tissue, lung tissue and muscle at 60 keV
photon energy vary only by less than one percent. One solution for the low contrast
problem is the administration of a contrast agent with a high atomic number like iodine
(Z = 53), which accumulates in certain regions and thus enhances the image contrast.
This technology is called angiography and is mainly used for the imaging of perfused body
sections like blood vessels and the heart.
A photograph of a modern projection imager can be found in Fig. 2.4(b). Here, tube
and detector are mounted along one axis, which can be moved horizontally and vertically
when imaging different sections of a patient’s body. In order to improve the image quality
such systems are often equipped with a beam collimator close to the X-ray tube and an
anti-scatter grid above the detector. The anti-scatter grid consists of a metal collimator,
which eliminates X-rays that enter the detector at an angle, i.e. X-rays that were scattered
by the object itself and therefore degrade the image contrast.
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(a)
T
B
D
(b)
Fig. 2.4: (a): Projection radiography image of a human chest (taken with Philips Digital
Diagnost) [12].
(b): Photograph of a 2D projection radiography imager (Philips Digital Diagnost). The
picture shows the X-ray tube (T), the patient bed (B) and the detector (D) [12].
Material Mean atomic Mass absorption Density Absorption
number coeff. [cm2/g] [g/cm3] coeff. [cm−1]
Air, dry 8 0.1875 0.0012 0.0002
Aluminum 13 0.2778 2.699 0.7498
Brain 8 0.2058 1.040 0.2140
Breast tissue 7 0.2006 1.020 0.2046
Bone 10 0.3148 1.920 0.6044
Fat 7 0.1974 0.950 0.1875
Lung tissue 7 0.2053 1.050 0.2156
Muscle 8 0.2048 1.050 0.2150
Plastic 6 0.1924 1.190 0.2290
Water 8 0.2059 1.000 0.2059
Tab. 2.1: Absorption properties of various substances commonly found in medical imaging
at a photon energy of 60 keV. The table also contains substances like aluminum and plastic
as their absorption properties are similar to human tissue. Hence, these materials allow a
convenient testing of imaging systems under laboratory conditions.
2.2.2 Computed tomography
A more general way of dealing with the limitations of classical radiography is a full three-
dimensional reconstruction of the object with a computed tomography (CT) scanner.
Such an imaging system acquires many views of the object under different angles and
then computes a three-dimensional representation built from three-dimensional volume
elements, called voxels. The voxelized map of the absorption coefficients makes for a
greatly improved image quality as even low-contrast regions can be distinguished from the
background. An example of this can be found in Fig. 2.5(a), which shows a CT image of
the human heart.
In a modern CT scanner (see Fig. 2.5(b)) detector and X-ray source are mounted on
opposite sides of a quickly rotating (typ. 3 Hz) gantry. In order to increase the imaged
section of the patient the tube emits a cone-shaped X-ray beam, which hits several identical
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Fig. 2.5: (a): CT image of a human heart including the coronary artery (taken with Philips
Brilliance CT 40-channel) [14]. (b): Photograph of an open CT gantry. The picture shows
the X-ray tube (T), the detector banana (D) and the fan-shaped X-ray beam (X). The
direction of rotation is also indicated (R) [15].
detector rows (currently up to 256 slices [13]) placed next to each other. Furthermore, the
patient is moved slowly through the center of the gantry resulting in a helical motion of
the detector-tube assembly. Like this it is possible to acquire large volume scans of the
patient at a time-scale of seconds, keeping motion artifacts, e.g. respiratory motion, to a
minimum.
However, this increased resolution comes at the cost of a significantly increased dose.
A typical chest CT scan exposes the patient to approximately 8 mSv compared to the
0.02 mSv of conventional two-dimensional chest projection image [16]. In comparison,
the accumulated average yearly dose including natural as well as anthropogenic sources
is about 2.14 mSv. These dose considerations have a major impact on the quality of
medical X-ray examinations because they directly affect the achievable image contrast.
It can be shown that the X-ray dose necessary to obtain a given contrast and signal to
noise ratio for a quadratic object placed in front of a homogeneous background is inversely
proportional to the squared area of that object [16]. Therefore the design goal of any X-ray
imaging system is always to find a balance between the lowest possible patient dose and
the minimum image contrast necessary to identify anomalies in the human body.
The specifications of different medical X-ray imaging modalities in Tab. 2.2 reflect these
dose and image contrast considerations in terms of the average photon flux and the typical
energies of the X-rays. The table illustrates that mammography systems for example need
only to count 5 · 107 photons/(mm2s) at relatively low energies below 40 keV. In contrast
to the static image acquisition of the mammography system, a CT imager has to acquire
its single scans in rapid succession due to the quickly revolving gantry. This results in
photon fluxes which are typically 20 times higher. Furthermore, in order to penetrate the
thicker and denser objects a CT scanner is operating at higher X-ray energies compared
to a mammography imager.
Regardless of the rate considerations, the demand for high resolution projection images
in mammography requires typical pixel sizes smaller than 100 µm, whereas the three
dimensional reconstruction algorithm allows modern CT scanners to operate with 1 mm
pixels.
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Mammography General X-ray Computed
radiography Tomography
Count rate
5 · 107 106 to 5 · 108 typ. 109
(photons/(mm2·s))
Equiv. current
0.2 0.03 - 20 2000
per pixel (nA)
Pixel size
typ. 85 typ. 150 typ. 1000
(µm)
Detector area
0.072 0.12 0.14 (128 slices)
(m2)
Highest energy
28 - 40 70 - 120 80 - 140
(kVp)
Tab. 2.2: Typical requirements of different X-ray imaging applications [4]. Tube energies
given in kVp refer to the acceleration voltage of the X-ray tube. This value sets the upper
boundary for the photon energies in the generated X-ray spectrum. Typical tube settings:
Mammography: 28 kVp, 144 mA, 65 cm; Radiography: 70 - 120 kVp, 2 - 300 mA, 1.5 m;
Tomography: 140 kVp, 400 mA, 1.04 m, including filters.
2.3 X-ray detector concepts
Medical X-ray detectors have diversified into a number of different concepts. The selection
of a particular type of detector for a special application like mammography, dental imaging
or computed tomography is influenced by essential features like photon detection efficiency,
image noise and real time capability. Nevertheless other aspects like the price of the imager
and the ease of use have to be considered as well.
Photographic film
The earliest detector concept, which is still widely used, is the X-ray sensitive photographic
film. These relatively cheap and easy to handle detectors are based on the darkening of
a X-ray sensitive emulsion, which is applied to a base carrier. X-ray images are obtained
through chemical processing of the films, which also prevents real time imaging with these
detectors. Although the quantum detection efficiency of photographic film is only on
the order of a few percent, very high spatial resolutions (µm) can be achieved by using
fine grained emulsions. For reduced patient exposure it is possible to increase the X-ray
sensitivity of the film by placing a thin scintillator foil on top of it. This however reduces
the spatial resolution of the detectors. Apart from the lacking real time capability, the
major drawback of photographic films is their non-linear response characteristic, i.e. the
detectors are prone to suffer from under- and over-exposure. Typical dynamic ranges are
on the order 40 dB [17].
Image intensifiers
Image intensifiers are real-time imaging devices in which incident X-rays are converted first
into visible light with the help of a scintillating material. A commonly used substance
is CsI, which can be grown in columnar structures that effectively guide the generated
optical photons onto a photocathode. This second conversion layer is placed directly on
top of the scintillator and converts the incoming photons into electrons. The following
amplification stage accelerates the electrons onto a small anode target, which converts the
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electrons back into optical light. Finally, a CCD1 camera records the resulting image.
Essential benefits of this imaging concept are real-time capability and dose reduction due
to the amplification stage, which greatly increases the optical light yield by up to a factor
of 104 [16].
Indirect conversion flat panel imagers
Indirect conversion flat panel imagers evolved from image intensifiers. The initial X-ray
detection is again based on the conversion of X-rays into optical light through a scintillator
material. However, instead of the bulky electron optics of the amplification stage indirect
conversion flat panel imagers use semiconductor detectors. In these detectors segmented
photodiodes register the light intensity and thereby allow a position sensitive measurement
of the incident X-rays (see Fig. 2.6). The name indirect conversion detectors is a reference
to the intermediary step, which is necessary to transform X-rays into electrical signals.
Modern flat panel imagers use compact, anorganic scintillator materials like gadolinium
oxysulphide (GOS) and bismuth germanate (BGO) in order to achieve an optimum be-
tween light yield and signal decay times. An overview of common scintillator materials
and their properties can be found in Tab. 2.3. Note that the response time of a scintillator
is in general influenced by two effects. The first time constant is the decay time of the
excited electron states, which are activated in the photon-matter interaction. This deter-
mines how fast the signals are generated after an X-ray photon has interacted with the
sensor. The second effect, that has to be considered, is the signal generation due to the
delayed release of charge carriers from defect states. As this second effect usually happens
on much longer time scales compared to the regular deexcitation, scintillator detectors are
known to show a phosphorescent behavior. This effect is also called afterglow.
Compared to image intensifiers, flat panel devices offer a reduced thickness, higher X-ray
sensitivity and an increased dynamic range.3.4. Flat Panel Detectors 15
Fig. 3.7: Schematic illustration of an indirect flat panel detector [17].
conductor, commonly amorphous selenium (a-Se), which converts incoming
X-ray photons directly to electron-hole pairs. In each pixel, the sensing
instrument is a simple charge storage capacitor and collection electrode,
which replace the photodiode of the indirect approach. The backside of the
selenium layer is coated with a continuous electrode, which is used to apply
the bias voltage (typically several kilovolts) necessary for the collection of the
produced electron-hole pairs. Readout of the pixel array is performed in an
identical way in both detector types. An image of a commercially available
direct FPD is shown in Fig. 3.8.
Fig. 3.8: Flat-panel active-matrix direct-conversion X-ray imager using an
amorphous selenium conversion layer with an imaging area of 36 x 43 cm
(courtesy of Hologic Inc.) [13].
Fig. 2.6: Schematic view of an indirect flat panel detector [18]. Impinging X-rays are
converted into visible light (e.g. 550 nm in CsI). The columnar structure of the CsI crystals
then acts as a light guide towards the active pixel matrix. During readout individual pixels
are connected to the readout chain by means of thin-film-transistors (TFT) located in the
picture elements. In this example the high ohmic switches are controlled by the line drivers,
which are connected to bond pads in the lower left corner of the figure.
1”Charge coupled device”
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CsI:Tl GOS BGO
Peak emission [nm] 550 510 480
Photons/keV 52 42 8.5
Decay time [µs] 1 3 0.3
After glow % after 100 ms 0.3 <0.01 <0.01
Tab. 2.3: Properties of different scintillators [19,20].
Direct conversion flat panel imagers
Unlike scintillator-based flat panel imagers, direct converting flat panel imagers use a
sensor material, which directly converts absorbed X-rays into electrical signals. One such
direct converting sensor material is amorphous selenium (a-Se). In X-ray detectors a-Se
is typically evaporated onto a segmented arrays of TFTs2, which reads out the sensor
signals [21,22]. This way it is possible to cover a larger active area compared to crystalline
sensor materials. Amorphous Se generates about 20 electron-hole pairs per 1 keV photon
and therefore offers signal-to-noise ratios comparable to those of scintillator based flat
panel imagers [23].
An alternative imager concept, which is currently under research in medical X-ray imaging,
is the hybrid pixel detector. A hybrid pixel detector consists of a direct converting sensor
and a separate readout chip (see Fig. 2.7). Both the sensor surface and the readout
electronics are segmented into so-called pixel cells, which are connected by small solder
balls, i.e. the bump bonds. The sandwich-like structure of sensor and chip gives the
concept its name. Initially hybrid pixel detectors were mainly outfitted with Si sensors
Fig. 2.7: Schematic edge-on view of a hybrid pixel detector. Impinging X-rays are con-
verted into moving electric charges inside the sensor material. Solder bumps with typical
dimensions between only a few micrometers and several dozen micrometers connect one
pixel electrode on the sensor side with one readout cell on the ASIC. Unlike flat panel
imagers, which are based on the transmission of light in the sensor, hybrid pixel detec-
tors require a potential difference across the sensor material to guide the generated electric
charges toward the pixel electrodes.
2”Thin-film-transistor”
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and were used in high energy physics experiments to register the passage of high energetic
particles. The low X-ray absorption of the Si sensors makes the detection of X-rays
difficult. However, due to the increased availability of highly absorbing sensor materials
like CdTe, CdZnTe and GaAs X-ray imaging with hybrid pixel detectors becomes a viable
concept. Compared to indirect converting flat panel detectors, hybrid pixel detectors
have the big advantage that instead of producing a few photons per keV of absorbed
energy, direct converting semiconductor sensors produce several hundred electron-hole
pairs per keV, e.g. 280 per 1 keV in Si. This translates into a superior signal-to-noise
ratio. Furthermore, the columnar structure of the scintillation detectors limits the effective
pixel size in these detectors, whereas hybrid pixel detectors can reach pixel sizes on the
order of 50 µm2 [24] allowing higher spatial resolutions. An additional advantage of hybrid
pixel detectors is their capability of counting single X-ray photons. More information on
the photon counting concept will be given in section 3.1.
Recently a number of direct-converting detector demonstrator systems for X-ray imaging
have been introduced [25–27].
2.4 Signal formation in direct converting pixel detectors
In general, the signal formation in a direct converting pixel detector can be described by
a two step process. First the photons create electron-hole pairs inside the sensor material
via the photon-matter interactions described in section 2.1. The second stage of the signal
formation is based on the movement of the charge carriers in the electric field of the sensor.
If no further steps are taken, the electron-hole pairs that were created by the incident pho-
ton recombine and the signal charge is lost. This mutual recombination can be avoided by
supplying the direct converting sensor with an external bias voltage. The electric field sep-
arates the electrons and holes immediately after their generation and guides them towards
the readout electrodes. For the typically 10,000 electron-hole pairs created by the absorp-
tion of an X-ray photon the charge carrier movement and thereby the signal formation
starts instantaneously. Note that in the case of heavy charged particles like α-particles,
the shielding effect of the dense charge cloud (typically 106 electron-hole pairs) can delay
the charge carrier movement for several nanoseconds [2].
An important feature of the signal generation is that it starts immediately once the gener-
ated charge carriers begin to move. According to Gauss’s law, the introduction of charge
carriers into the detector volume changes the electric field inside the sensor. The change
of the electric field in turn induces mirror charges at the detector electrodes, whose magni-
tude changes as the charge carriers travel through the sensor volume. This time-dependent
change of the mirror charges at the detector electrodes then constitutes the sensor current
signal, which is processed by the readout chip.
Ramo’s theorem
The mathematical treatment of the signal formation is given by the Ramo-Shockley the-
orem [28]. It describes the current signal i(t) at a detector electrode based on the motion
of the electron charge qe and the hole charge qh in the detector’s electric field.
i(t) = qe ~ve ~Ew + qh ~vh ~Ew (2.11)
The weighting field ~Ew is a mathematical tool that represents the coupling of the charge
carrier movement to a given electrode. It should not be confused with the electric field ~E
which determines the velocity via the charge carrier mobilities µe and µh [29].
~v = µe/h ~E (2.12)
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In most cases the upper limit of the charge collection time for a detector of thickness D
at a bias V can be estimated by the following formula.
te/h =
D2
µe/h · V
(2.13)
The formula neglects sensor effects like the build-up of space charge, which can cause
large deviations of the electric field from the externally applied one. Still, typical charge
collection times in thin Si detectors (300 µm at 100 V) are on the order of 3 ns for electrons
and 9 ns for holes. Thicker CdZnTe sensors typically have transit times on the order of
several dozen nanoseconds.
Parallel plate detector
Fig. 2.8(a) shows the signal generation for a parallel plate detector under the assumptions
of a constant electric field and an electron mobility, which is three times higher than
the respective value for holes. In this particular detector geometry the weighting field is
constant as indicated by the evenly spaced equipotential lines in Fig. 2.8(a). If a photon
creates a number of electron hole pairs right in the middle of this detector, the resulting
mirror charge Q(t) at the cathode has a quickly rising electron and a slowly rising hole
component (see Fig 2.8(a) middle). The current flowing through the anode is shown in
the bottom left plot in Fig 2.8(a) and it consists of a short-lived but strong electron
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Fig. 2.8: Weighting potential (top), induced mirror charge Q(t) (middle) and generated
signal current i(t) (bottom) in a parallel plate detector (a) and a pixel detector (b). Both (a)
and (b) assume a constant electric field inside the sensor. The three images in (a) illustrate
the different duration and magnitude of the electron and hole components of the sensor
signal, if the charge carriers are created in the middle between the detector electrodes. (b)
shows the small pixel effect using the example of two different electron trajectories through
the detector. In this case hole signals are neglected.
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component and a smaller, longer lasting hole component. The difference in the electron
and hole components of the signal can be explained by Ramo’s theorem (2.11). The high
mobility of the electrons causes them to quickly travel through the detector inducing a
rapidly changing charge at the anode. As the holes progress more slowly, the hole signal
lasts longer but at the same time has a smaller amplitude. Overall, the charge collection
is complete once the carriers arrive at the respective electrodes. Note that this example
treats only the signals at the anode. Still, it is evident that a negative charge, which moves
away from the cathode, is equal to a positive charge moving closer to said electrode. Hence,
the signal can be observed at both sides of the detector with the sole difference of inverted
polarities. However, this is only true if no charge is lost inside the sensor and if the charges
are created right in the middle of the sensor. In case the electron-hole pairs are not created
in the middle of the sensor volume, the electron and hole components contribute to the
constant total collected charge according to their distance of travel.
Pixel detector
In contrast to this simple example, a special situation arises for pixel detectors in which
the pixel dimensions are small compared to the sensor thickness. Fig. 2.8(b) illustrates
the so-called small-pixel effect in one dimension. The weighting potential is given by the
following formula [29]:
Φw =
1
pi
arctan
(
sin(piy)sinh(pi a2 )
cosh(pix)− cos(piy)cosh(pi a2 )
)
(2.14)
The x coordinate gives the position in the anode plane and the y coordinate parameterizes
the distance from the anode. The thickness of the sensor is set to one and the width of
the anode pixel electrodes is given by the constant a. In this example the starting point
of the charge carrier movement is chosen close to the cathode, so that only the electrons
have a significant contribution to the signals. Holes reach their collecting electrode almost
instantly and thus induce only a negligible signal on the anode. Fig. 2.8(b) shows the
induced signals for two different paths through the detector. One electron (A) is generated
directly above the central read-out pixel and the second (B) starts its translation above
the neighboring electrode. At the starting point of both movements the weighting field
of the central electrode is weak. Therefore the induced charge and the current signals
increase only slowly as the carriers move towards the anode. At the end of the charge
carrier movement, when electron A approaches the central pixel, the steep increase in the
weighting potential causes a strong coupling of the movement to this particular electrode.
The figure also illustrates that the weighting potential of the central pixel extends into the
space above the neighboring pixels. This means that a charge carrier movement towards
a neighboring electrode (electron B) also induces a current signal on the central electrode.
As shown, the signal from electron B does not differ from that of electron A during the
initial phase of the charge carrier movement. Nevertheless, once electron B approaches its
collecting pixel the sign of the current signal is inverted and the induced charge on the
central electrode returns to zero.
In summary this means that due to the small pixel effect the largest part of the signal
is generated when the charge carriers are close to the pixel electrodes, e.g. at a 250 µm
electrode on a 3 mm thick sensor 90 % of the charge is collected in only 40 % of the
charge carrier’s transit time. Furthermore, only charges that are collected at the read-out
electrode yield a net charge signal.
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2.5 Direct converting sensor materials
The selection of the direct converting sensor material plays an important role on the
detector performance. Therefore this section will introduce three different sensor materials,
which were used in this work. A special focus will be placed on the discussion of material
related effects.
2.5.1 Silicon
Silicon is a widely used and well understood elementary semiconductor material. This
and the lack of unwanted material effects make it a very good reference for the testing of
hybrid pixel detector concepts.
Concerning its physical properties, Si is a tetravalent metalloid with an atomic number of
14, i.e. it is situated in the carbon group of the periodic table of elements. In its crystalline
form Si is arranged in a face-centered cubic lattice with the base
[
(0, 0, 0), (1/4,1 /4,1 /4)
]
.
This structure is also called a diamond lattice. The relevant material properties of Si are
given in Tab. 2.4. At room temperature the free charge carrier density in high purity
Si is approximately 1010 cm3. Compared to the other sensor materials in Tab. 2.4 this
constitutes a relatively low resistance, which is also the reason why Si sensors have to be
doped. In the doping process elements with three (p-dopant e.g. In) and five (n-dopant
e.g. As) valence electrons are implanted into the Si crystal, resulting in additional acceptor
(p-dopant) and donator (n-dopant) energy levels in the band gap. The combination of
such p- and n-doped zones then establishes a p-n junction whose schematic representation
is shown in Fig. 2.9. The major feature of this junction is the depletion zone, which
is created by the diffusion of majority carriers from one zone into the oppositely doped
region. In this context, the term majority carriers refers to electrons in the n-doped zone
and holes in the p-doped zone. The diffusion of the charge carriers causes the build-up
of a positive space charge inside the n-type Si and a negative space charge in the p-type
section. This introduces an electric field, which counteracts the diffusion process and thus
causes a thermal equilibrium across the junction. Fig. 2.9(b) gives a schematic view of the
space charge distribution with NA (p-type) and ND (n-type) describing the acceptor and
Element Si CdTe CZT
Atomic number Z 14 48,52 48,30,52
Average Z 14 50 49.1
Density [g/cm3] 2.33 5.85 5.78
Band gap [eV] 1.12 1.50 1.57
e− - h+ creation energy [eV] 3.61 4.43 4.64
Typ. resistance [Ωcm] 2.3 · 105 109 >1010
Radiation length X0 [cm] 9.36 1.52 1.52
Dielectric constant [As/Vm] 11.7 11 10.9
Mobility e− [cm2/Vs] 1400 1000 1000-1300
Mobility h+ [cm2/Vs] 480 100 50-80
Average lifetime e− [s] 10−3 3 · 10−6 3 · 10−6
Average lifetime h+ [s] 2 · 10−3 2 · 10−6 10−6
µτ e− [cm2/V] 1.4 3.3 · 10−3 (3− 5) · 10−3
µτ h+ [cm2/V] 1 2 · 10−4 5 · 10−5
Tab. 2.4: Material constants of Si, CdTe and CdZnTe.
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Fig. 2.9: The p-n junction. a) Schematic view. b) Space charge distribution with acceptor
density NA, donator density ND, depletion widths xp and xn. c) Electric field profile. d)
Electrostatic potential.
donator densities and xp and xn detailing the lateral dimensions of the depletion zone. The
resulting electric field profile and electrostatic potential at the p-n junction are shown in
Figs. 2.9(c) and 2.9(d), respectively. Within the depletion zone the number of free charge
carriers is reduced by several orders of magnitude compared to intrinsic Si. Thus electron
hole pairs created in a photon-matter interaction can be effectively separated before they
recombine.
2.5.2 CdTe and CdZnTe
Cadmium-Telluride (CdTe) and Cadmium-Zinc-Telluride (CdZnTe or CZT) are compound
II-VI semiconductor materials with a high atomic number and a relatively high density.
The crystals are arranged as a combination of two face-centered cubic lattices shifted by
a Miller index of (1/4, 1/4, 1/4) which constitutes a so-called zincblende structure. Com-
pared to Si the band gap energy is larger and therefore the intrinsic resistivity of CdTe
and CdZnTe is higher. This makes the doping of p-n structures unnecessary. Nevertheless,
the more complex crystal growth of the compound material reduces the crystal quality as
lattice defects are a major issue in CdTe and CdZnTe. Two very common crystal defects
are the Cd vacancy (VCd) and the Te substitution defect (TeCd). Considering the band
gap model, VCd acts as an acceptor state due to the missing electrons from the Cd-atom.
Likewise, the excess electrons of a TeCd mark this substitution defect as a donor. Hence,
both defect states introduce additional energy levels between valence and conduction band
Te 
Vcd 
h+ 
Ec 
Ev 
e- 
h+ 
+0,14 eV
+0,4 eV
+0,76 eV
Fig. 2.10: Schematic representation of a Cd vacancy defect VCd surrounded by Te atoms.
The defect introduces an acceptor state close to the valence band, which can be filled by
electrons. In this process the simultaneously generated holes in the valence band increase
the hole conductivity of the sample.
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Fig. 2.11: Energy band diagram of CdTe in [eV] including some common trap levels. VCd
stands for a Cd vacancy and TeCd stands for a Te interstitial defect. The figure is taken
from [36].
and thereby reduce the resistivity of the crystal.
Fig. 2.10 illustrates this for a VCd. In this case electrons from the valence band can
be transferred into the acceptor state. This leaves a hole in the valance band and thus
the hole conductivity of the sample is increased. In order to balance the defect induced
low resistivity of the CdTe samples, they are typically doped with Cl atoms whose un-
bound valence electrons compensate the acceptor states introduced by the VCd defects. A
schematic representation of the energy levels of some atomic defect levels in CdTe is given
in Fig. 2.11.
A different situation arises for CdZnTe. These ternary compound crystals are usually
grown at Zn-Te ratios of 10 % Zn and 90 % Te, which increases the band gap of the
material and thereby reduces the conductivity by roughly a factor of 10. An additional
compensation like in the CdTe samples is therefore not necessary. Nevertheless, it has
been shown [30] that the Zn concentration has a significant impact on the conductivity
of the material. The authors of this paper argue that a high Zn concentration reduces
the TeCd (donator) concentration and thus increases the importance of the VCd defects
(acceptors). Hence, the Zn concentration effectively determines wether a sample exhibits
a weakly n-doped (< 7 % Zn) or a p-doped behavior (> 7 % Zn).
In addition to the lattice defects the charge carrier transport and the charge collection
efficiency is also affected by macroscopic effects like grain boundaries [31], prismatic punch
dislocations [32] and Te-inclusions [33].
Standard manufacturing processes for CdTe and CdZnTe are the traveling-heater method
(THM) [34] in addition to the high pressure and the vertical Bridgman methods (HPB
and VBM) [35].
Metal contacts
Metal-semiconductor interfaces play a crucial role in the resistive behavior of the sensor
material. Depending on the work function eΦm of the metal and the electron affinity eχ
of the semiconductor an ohmic or a diode-like (Schottky-contact) current voltage charac-
teristic is observed. In CdTe the electron affinity is 3.35 eV and for a common electrode
material like Au or Pt the work functions are 5.1 eV or 5.8 eV, respectively. If these
materials are brought into contact, charge carriers move from the metal into the semicon-
ductor and introduce a space charge close to the electrode. This space charge causes a
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Fig. 2.12: Formation of ohmic (a) and Schottky (b) contacts in Cl-compensated CdTe. The
leftmost plots show a band diagram representation of the valence band EV , the conduction
band EC and the Fermi level EF in the materials. The band bending, which happens
if semiconductor and metal are brought into contact, is shown in the two plots in the
middle. The two rightmost plots show the equivalent circuit diagram of the resulting metal
semiconductor contacts.
bending of the energy levels in the band gap model as detailed in Fig. 2.12. For a weakly
p-doped, Cl-compensated CdTe detector this means that the majority carriers (holes) do
not experience a potential barrier at the metal-semiconductor interface. Thus, an ohmic
contact is established. This can be changed if the Pt or Au contact is replaced with In.
Due to the very low work function of In (4.1 eV), a potential barrier is created, which acts
as a rectifying junction. When applying a reverse bias this reduces the leakage current
through the detector and increases the resistivity of the device by roughly a factor of 10
to a total of approximately 1010 Ωcm [37]. A positive potential at the In contact with
respect to the CdTe bulk material enhances the height of the potential barrier.
Charge carrier trapping
The introduction of defect levels in the band gap of a semiconductor has direct conse-
quences for the signal generation in these detectors as charge carriers can be trapped in
the defect levels. Depending on the position of the levels in the band gap, shallow and
deep traps are distinguished.
Shallow traps lie close to the valence or conduction band and although their trapping prob-
ability is high due to the low potential difference, their detrapping probability is equally
high for the same reasons. This means that charge carriers stay only for a short time
(some ns) in these traps, which reduces the overall carrier mobility due to the constant
trapping and detrapping.
Deep traps have a larger impact on the signals coming from the sensor as the charges
stay considerably longer (some 100 ns up to µs) in these traps. This way the charges are
generally lost for the current pulse in which they were originally created and the charge
collection efficiency of the sensor is reduced. Assuming a simple case of a detector with
a constant electric field and neglecting the additional charge loss due to electron-hole re-
combination, these trapping losses can be parameterized in terms of the total number of
free charge carriers N(t) [38].
N(t)
N0
=
1
τT + τD
·
[
τT + τD · exp
(
−(τT + τD) · t
τT · τD
)]
(2.15)
Note that N0 is the total number of electrons or holes that are created in the photon
sensor interaction. τT is the trapping time and τD the detrapping time.
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An additional effect of the deep traps is that the continuous detrapping causes a current
to flow through the detector, which is only weakly related to the momentary absorption of
X-rays. This can be observed after the X-ray irradiation of the detector is stopped because
then the detrapping current manifests itself in an exponentially decaying afterglow signal.
The term afterglow is adapted from the phosphorescence of scintillators at the end of an
irradiation period.
Charge carrier mobility
Fig. 2.13 shows the average electron and hole mobilities in different Si, CdTe and CdZnTe
samples as a function of the electric field. The values were obtained with the transient
current technique (TCT). This method is based on the analysis of individual current pulses
generated in a direct converting semiconductor sensor under irradiation with a pulsed laser
beam or a radioactive α-particle source [2,3]. The measurements shown in Fig. 2.13 were
obtained using α-particles from a 241Am source with an energy of 3.9 MeV. The short
penetration depth of 10-20 µm of these particles guarantees that the charge carrier cloud
is generated close to the irradiated electrode. Therefore, as described in section 2.4, the
resulting current signals are always based on the movement of only one type of charge
carriers, i.e. electrons or holes. For the further analysis these current pulses are amplified
by a 2 GHz amplifier (Miteq AM-1607-2000) and recorded with a fast digital oscilloscope
(Tektronix TDS5140B).
The following equation is used to calculate the charge carrier mobilities in Si [39].
µSi =
D2
2 · tDrift · VFD · ln
[
V + VFD
V − VFD ·
(
1− x0
D
2VFD
V + VFD
)]
(2.16)
VFD parameterizes the full depletion voltage of the Si p-n diodes (here 96 V), i.e. the
voltage necessary to extend the depletion zone throughout the bulk material (see also
Fig. 2.9). V is the externally applied bias, D the detector thickness, tDrift the transit
time of the charge carriers obtained from the TCT current pulses and x0 the known
starting point of the charge carrier movement. Equation (2.16) can be derived by solving
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Fig. 2.13: Measured electron (e-) and hole (h+) mobilities as a function of the electric
field for 1 mm thick Si, 0.5 mm thick CdTe and 2 mm thick CdZnTe crystals [2].
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the following differential equation under the condition x(0) = x0.
vDrift =
dx
dt
= µSi · ESi(x) = µ ·
[
V + VFD
D
− 2 · VFD · x
D2
]
(2.17)
In case of CdTe and CdZnTe the mobilities are calculated neglecting any possible space
charge inside the material, i.e. a constant electric field is assumed.
µCdTe/CdZnTe =
D2
tDrift · V (2.18)
The field dependent electron mobility, which is observed in the Si samples, is an effect of
lattice scattering. In case of CdTe and CdZnTe this only occurs at field strengths beyond
the experimental parameters (>12 kV/cm) [40].
Internal electric field
Apart from the direct impact on the charge carrier movement through the local fixation
of charge carriers, trapping also influences the signal generation via the build-up of space
charges. Without internal space charges the electric field inside a CdZnTe or CdTe detector
should be constant and its magnitude should be given by the externally applied bias.
However, measurements on 500 µm thick CdTe and 2 mm thick CdZnTe sensors yield
electric field profiles similar to that of a Si p-n diode, where the field is governed by space
charges (see Fig. 2.14).
Like the charge carrier mobilities, these electric field profiles were obtained from TCT
measurements of the current signals induced by the absorption of α-particles in the sensor
crystals. The prerequisite for this reconstruction of the electric field along the charge
carrier trajectory is a time-dependent description of the charge carrier’s position [41].
This relation can be established based on the integrated charge Q(t) of the TCT current
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Fig. 2.14: Electric field distribution as a function of the distance from the cathode. The
measurements were performed on 1 mm thick Si (400 V), 0.5 mm thick CdTe (200 V) and
2 mm thick CdZnTe (700 V) crystals using the transient current technique [2]. The dashed
lines indicate linear fits to the experimental data of the CdTe and CdZnTe crystals. In case
of the Si sensor, the dashed line is a result of a simulation of the internal electric field.
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signals i(t), where Q0 is the total generated charge, which is known from the energy of
the impinging α-particles.
Q(t′) =
∫ t′
0
i(t)dt =
Q0
D
· (x(t′)− x(0)) (2.19)
⇒ x(t′) = Q(t
′) ·D
Q0
− x(0) (2.20)
In combination with (2.11), these equations yield a position-dependent description of the
electric field in a single channel detector.
E(x(t)) =
i(x(t)) ·D
Q0 · µ (2.21)
The electric field in the Si p-n diode shows the expected linear decrease, which furthermore
agrees nicely with a theoretical calculation of the field profile at room temperature and
96 V depletion voltage [39].
Based on this validation of the experimental method the electric field profiles in CdTe and
CdZnTe were analyzed. As shown in Fig. 2.14, CdZnTe has a field profile, which can be,
over a large section of the detector, approximated by a linear decrease in field strength
from cathode to anode. This infers that these detectors contain a homogeneous, positive
space charge, which is most likely caused by trapped holes.
A similar situation is found for the 500 µm thick CdTe sensors. However, here the lim-
itations of the TCT method become obvious as the the electric field profile close to the
cathode shows an artificial breakdown. This artifact is a result of a delay in the charge
carrier movement right after their generation. The dense electron-hole cloud partially
shields the sensor’s electric field [2] thus influencing the charge carrier velocities and as
a consequence also the reconstruction of the field profile. This measurement induced ori-
gin of the breakdown is supported by a recent study [42], in which electric field profiles
obtained with the TCT method were compared to measurements based on the Pockel’s
effect. While the TCT measurements yield field breakdowns similar to the ones shown
in Fig. 2.14, the transmission of polarized laser light through the crystals reveals no such
effects.
In summary, the electric field in CdTe as well as CdZnTe deviates from the idealized model
of a solid state ionization chamber with a constant electric field. To be precise, both ma-
terials show a significant internal space charge and an accompanying non-constant electric
field.
Polarization
In general polarization describes the decrease of a sensor’s detection efficiency due to the
accumulation of space charges inside the detector volume. A detailed model of this effect
can be found in [43] from which Fig. 2.15 was taken. The figure shows that the trapped
hole charge as a function of the position inside the detector follows the intensity profile
of the impinging X-ray beam. In that case the large space charge close to the cathode
causes a sharp drop in the electric field and thereby introduces a zero field pinch point.
This weak field region greatly hinders the charge carrier movement and leads to electron-
hole recombination, i.e. an additional charge loss or a reduced charge collection efficiency.
Previous measurements [2,44] have shown that these polarization effects are prominent in
CdTe sensors with Schottky contacts.
In addition to this, recent measurements have also shown lateral polarization in CdZnTe
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sensors [45]. Lateral polarization is based on the inhomogeneous distribution of macro-
scopic defects in the sensor plane. These defects cause an inhomogeneous distribution
of space charges above the electrodes of a pixel detector. The lateral component of the
electric field resulting from these charges can steer charge carriers horizontally from one
pixel to another, thus changing the effective size of the individual detector pixels.
a) b)
Fig. 2.15: Schematic view of the space charge distribution inside a CdZnTe sensor under
X-ray irradiation (a) and the resulting electric field profile E(Z) including the field pinch-off
point (b) [43]. V is the applied sensor bias and L gives the sensor’s thickness.
2.6 Additional considerations for hybrid pixel detectors
Besides the already mentioned small pixel effect, charge loss, space charge build-up and
polarization, the operation of a hybrid pixel detector is influenced by other sensor related
effects.
Position resolution and spectral resolution
In position sensitive devices X-ray fluorescence can seriously decrease the detector perfor-
mance because, depending on the sensor material, the fluorescence photons have absorp-
tion lengths on the order of 100 µm. As the photons are emitted isotropically, they can
leave the pixel cell of the original photon interaction and lead to additional hits in the
neighboring pixels, reducing the position resolution of the device. Furthermore, the spec-
tral performance is negatively influenced, because the fluorescence photons carry energy
away from the original pixel. A similar situation is found for elastic and inelastic photon
scattering. Both effects again decrease the position and the energy resolution of a detector
by distributing the initial photon energy over several pixels.
Fig. 2.16 illustrates this effect using the example of an idealized spectrum produced by a
monoenergetic 90 keV X-ray source in one pixel of a CdZnTe detector. Apart from the
full energy photo peak at 90 keV, the X-ray fluorescence lines at 23 keV, 27 keV, 63 keV
and 67 keV are visible. The entries at 63 keV and 67 keV come from a partial energy
deposition, i.e. when the fluorescence photons escape from the pixel. The low energy
lines at 23 keV and 27 keV are the result of fluorescence photons entering the pixel from
its neighbors. Fig. 2.16 also contains the Compton edge and the Compton background.
In general the angle-dependent energy transfer between electron and photon leads to a
continuous energy distribution ranging from zero up to the maximum transfer at a scat-
tering angle of 180◦. For 90 keV photons the maximum energy transfer to the electron is
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Fig. 2.16: Simplified spectrum of a monoenergetic 90 keV X-ray source including photo
effect, Compton effect and X-ray fluorescence as measured with a single pixel of a pixel
detector. The spectrum contains events where the photon escapes the pixel as well as
events in which a photon is scattered into the observed pixel.
approximately 23 keV. Therefore the continuous Compton background below the 23 keV
Compton edge results from scattered photons leaving the pixel and similarly the continu-
ous section between 67 keV and 90keV is caused by photons being scattered into the pixel
under investigation.
Beam hardening and dual energy imaging
Apart from their impact on the spatial as well as the spectral performance, the previ-
ously mentioned photon-matter interactions have further consequences for X-ray imaging.
As can be seen from Fig. 2.1, the total cross section for X-ray absorption drops sharply
with increasing X-ray energy. A direct result of this is the so-called beam hardening,
which describes the gradual increase of the average photon energy in an X-ray spectrum
as the photons travel through an absorber. This means that due to the high absorption
coefficient, low energy photons have a higher absorption probability, leaving only higher
energetic photons in the spectrum. Fig. 2.17 demonstrates this effect on a typical tube X-
ray spectrum. It is evident that although both metal absorbers reduce the overall number
of photons, they predominantly suppress the low energy section of the spectrum. A further
consequence of beam hardening is that the total absorption coefficient of the object gets
depth dependent. To illustrate this, one can consider a small object with constant density
placed first on the surface of a thick absorber and secondly inside the same absorber. It is
evident that the test object inside the absorber will not reduce the beam intensity as much
as it does on the surface of the absorber due to the higher average energy of the X-ray
spectrum inside the thick absorber. In CT scans, this beam hardening leads to unwanted
image artifacts.
One method to compensate for beam hardening is the dual energy imaging approach pro-
posed by Alvarez and Macovsiky [46]. This method is based on the fact that X-ray matter
interactions happen through two different processes whose cross sections are influenced
by different absorber properties. Specifically, the photoelectric effect is mainly sensitive
to the electron density, i.e. the atomic number of the absorber while the Compton cross
section is influenced by the mass density.
Hence, if a detector system can provide two spectrally distinct measurements of the same
object, a reconstruction of the individual absorption coefficients µP and µC and as a con-
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Fig. 2.17: Simulation of the beam hardening effect caused by two different metal absorbers.
Due to the predominant absorption of low energy photons in the absorbers, the average
energy of the transmitted spectrum is increased compared to the original tube spectrum.
At 200 µm the higher absorption coefficient of Cu introduces a stronger beam hardening
than that of the 1 mm Al absorber.
sequence tissue identification becomes possible. In this context ”spectrally distinct” refers
to two images of the same object along the same X-ray path, which are however based on
different parts of the X-ray spectrum.
Several approaches for Photo-Compton reconstruction are currently under investigation.
Among these are the irradiation of the object with two different X-ray spectra (tube en-
ergy switching) [47] and the imaging with a sandwiched detector where the first layer
primarily detects low energy X-rays and the second layer the higher energetic ones (dual
detector systems) [48]. Multi-threshold or simultaneously counting and integrating sys-
tems (see chapter 3), which perform two different measurements with one sensor in one
image frame, are also suited for this task.
Recently an additional contrast agent identification has been proposed [49]. In this case a
third spectrally distinct measurement is used to detect the characteristic K-edge of an ap-
plied marker, increasing the image contrast in perfused body regions, e.g. tumor centers.
Here, multi-threshold systems could be of great advantage. In contrast to a tube energy
switching approach, they acquire all three images in only one irradiation period. Thus,
they potentially offer a reduced patient dose. When compared to a sandwiched detec-
tor, the multi-threshold systems could also profit from a reduced unit price because they
require only one detector layer instead of several. Nevertheless, when choosing between
a multi-threshold or a multi-layer approach, the complexity of the ASIC and the power
consumption have to be considered as well.
3. CIX 0.2 detector
3.1 Concept
The simultaneously counting and integrating X-ray detector CIX was designed as a merger
of two distinct signal processing concepts that are commonly used in X-ray imaging. The
first concept is the photon counting or pulse mode approach. In this case detectors register
individual photons by means of one or several thresholds. Depending on the number of
thresholds per pixel, these devices permit tissue identification or contrast agent imaging
without a variation of the X-ray beam energy. Regardless of this advantage, current ASIC1
generations only allow single pulse counting up to rates of approximately 50 Mcps/mm2 [4]
because of pulse pile-up. Therefore current counting systems are not suited for high flux
applications like computed tomography where the photon rates can exceed 1 Gcps/mm2.
In high flux conditions integrating systems are used. These detectors register the total
amount of charge that is deposited inside the sensor instead of identifying individual pho-
tons. Hence, integrators can cope with very large photon fluxes but are on the other hand
limited by electronic noise at low fluxes.
The CIX concept combines the individual advantages of the counting and integrating con-
cepts in every single pixel cell. By using the photon counter in the low flux regime and by
relying on the integrator data under high flux conditions, CIX offers an increased dynamic
range compared to counting only or integrating only systems. The second advantage of a
simultaneously counting and integrating detector is the ability to reconstruct the average
energy E of the registered photons. This value is obtained by dividing the signal current
I, measured with the integrator, by the number of photons N registered in the counter:
E =
I · Ee/h
N · t−1Frame · e
(3.1)
In this equation Ee/h denotes the electron-hole pair generation energy of the sensor ma-
terial, tFrame the measurement duration and e represents the elementary charge. Medical
imaging could profit from this information in terms of an improved image quality as the
average photon energy gives a direct measure of the beam hardening, which, if uncor-
rected, leads to unwanted image artifacts. Apart from the large dynamic range and the
measurement of the average photon energy, the CIX detector can also be used for dual
energy imaging, i.e. the reconstruction of the photoelectric and the Compton components
of the total absorption coefficient (see section 2.6). As has been demonstrated in [50], the
noise correlations between the counter and the integrator measurements reduce the image
noise compared to dual energy imaging devices that lack this correlation, e.g. tube energy
switching or dual layer systems.
3.2 CIX 0.2 ASIC specifications
At the moment of writing, the CIX chip is available in its second major revision. The
design of CIX 0.2 introduced a number of changes compared to the predecessor generation
1”Application specific integrated circuit”
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CIX 0.1. For more details on these changes as well as information on several other ASICs
related to the design of CIX 0.2 see [1]. The most important feature with respect to this
work is the addition of a sensor connection in every pixel cell. Hence, CIX 0.2 is the first
simultaneously counting and integrating X-ray imager.
The following list gives an overview of the key specifications of CIX 0.2.
• Chip dimensions 5.7 x 4.1 mm2
• Fabricated in AMS 0.35 µm technology
• 8 x 8 pixel matrix
• 500 x 250 µm2 pixel area
• 138 wire bond pads (80 mandatory to connect, 58 optional)
• 64 bump bond pads for sensor connections
• 16 bump bond pads for guard ring connections
• 3.2 mW typical per pixel power consumption
• Three 16-bit counters per pixel
• Two 16-bit integrator latches per pixel
• Four 16-bit readout latches per pixel
• I2C bus2 interface for ASIC slow control
• Low swing differential current steering logic (DCL - see appendix A)
• Dead time free readout with double buffered readout (see appendix B)
Fig. 3.1 shows two photographs of a bare CIX 0.2 chip highlighting some of the ASIC’s
building blocks. As shown, the chip features wire bond pads along three edges. Out of
these 138 connections only 80 pads in the lowermost two rows (g) are absolutely necessary
for the operation of the chip. This geometry allows either a three side butting of several
chips or leaves some room for sensors that partially exceed the ASIC dimensions. The
control interface of CIX 0.2, which steers the chip register and 28 internal DACs3 and bias
cells, is implemented via an I2C interface situated at the top edge of the chip (b). Another
feature marked in Fig. 3.1 is the address sequencer (c), which is used in the chip readout.
It grants all eight pixels of one row parallel access to the bus receiver elements (e) by
means of the row select logic (d). The bus receiver elements can forward their contents to
the chip’s periphery via differential outputs that are controlled by LVDS4 drivers.
The highlighted area in the center of Fig. 3.1 outlines a single CIX 0.2 pixel cell. A close-
up of this layout is displayed in Fig. 3.2. The preamplifier and feedback circuits (a) of the
pixel are located at a maximum distance away from the digital elements (e). This layout
was chosen in order to minimize cross-talk in the sensitive analog part (a) of the pixel
cell. By arranging the pixels in flipped pairs along the columns of the chip, this maximum
separation is maintained in all pixels. A side effect of this geometry is the off-center
placement of the bump bond pad (g), yielding a minimum distance of 150 µm between
2Inter-integrated circuit
3Digital to analog converter
4Low voltage differential signaling
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Fig. 3.1: Photographs of the CIX 0.2 ASIC. The enlarged view on the right shows some
vital components: (a) single CIX pixel cell, (b) chip register and I2C interface, (c) address
sequencer, (d) row select elements, (e) bus receivers and LVDS output drivers, (f) bias
cells and DACs, (g) wire bond pads necessary for the chip operation, (h) power and signal
routing matrix, (i) guard ring bond pad connections [1].
two pads of a pixel pair. Furthermore, note that a significant part of the pixel area has to
be dedicated to the storage of the measurement data. This can be seen by the relatively
large size of the counter, latch and bus driver block (e), which amounts to roughly 40 % of
the pixel area. It owes its size to the fact that each pixel contains three counters and six
latches. The pixels also contain several alternative implementations of core elements such
as the charge injection circuits and parts of the feedback and the integrator. These were
introduced in order to evaluate different implementations for a simultaneously counting
and integrating chip. All this then results in an overall pixel area of 500 x 250 µm2.
Fig. 3.2: Layout of a pixel cell. (a) preamplifier, feedback and charge injection circuits, (b)
pixel register and tune DAC, (c) integrator and charge pumps, (d) pump logic and control
logic, (e) counters, latches, multiplexers and bus drivers, (f) photo diodes, (g) sensor bump
bond pad [1].
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3.3 CIX 0.2 pixel cell concept
This section gives a condensed introduction into the key components of the CIX 0.2 ASIC.
Additional information can be found in [1] from which most of the figures in this section
were taken.
A general overview of the basic building blocks of a CIX 0.2 pixel cell can be seen in
Fig. 3.3. In detail, these blocks are the photon counter, the integrator, the feedback circuit
and various signal sources that are used for the characterization of the chip. Independent
of which signal source is chosen, the current pulses enter the photon counter first. From
there they are replicated by a complex feedback mechanism and subsequently fed to the
integrator.
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Fig. 3.3: Basic building blocks of a CIX 0.2 pixel cell.
3.3.1 Photon counter
Fig. 3.4 displays a schematic view of the photon counter. The initial stage of this circuit
is a so-called charge sensitive amplifier (CSA), consisting of a preamplifier with a feed-
back capacitor CFb. As shown in the inlay in Fig. 3.4 the CSA’s output voltage rises in
proportion to the charge that is accumulated on CFb. A constant current feedback IFb re-
moves the charge from the capacitor and thereby causes an approximatively linear return
to baseline in the preamplifier. The CSA is followed by a comparator or discriminator
stage, i.e. a circuit which compares the input voltage (here labeled OUT ) to a reference
potential VCountTh. If OUT is larger than VCountTh, the comparator switches to a logical
high state. In CIX 0.2 the comparator is implemented as a two-stage element. The first
stage handles the actual threshold comparison and the second stage increases the switch-
ing speed of the discriminator. As VCountTh controls the threshold above which a signal is
registered by the counter, a fine granularity of the threshold levels is required. Therefore
the VCountTh potential is generated off chip by an external 14-bit DAC with a step width
of 0.3 mV. Furthermore, it is necessary to balance process variations in the preamplifiers
and the discriminators of the individual pixels. In order to achieve this, every pixel is
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Fig. 3.4: Schematic view of the CIX 0.2 photon counter consisting of a charge-sensitive
amplifier (preamplifier with the feedback capacitor CFb), a two-stage comparator, a counter
and a simplified illustration of the feedback circuit. The design value of CFb is 10 fF. The
inlay on the right shows an idealized system response (OUT) to a constant current signal
(IN).
equipped with a 6-bit TuneDAC, which allows to slightly modify the VCountTh potential
and thus balance the dispersion between the pixels. A global 6-bit TrimDAC controls the
size of the stepping of the TuneDACs. The final component of the photon counter is a
fast 16-bit counter.
The design of the counter follows that of a paralyzable counter [51]. This means that
once a signal has passed the discriminator threshold, the counter is unable to process any
further inputs until the preamplifier output drops again below the VCountTh threshold.
Fig. 3.5 illustrates the pile-up behavior of such a paralyzable counter. If one or several
input events occur before the preamplifier has returned to the baseline, the individual
pulses are stacked on top of each other, prolonging the time over threshold (ToT). The
paralyzability of the system lies in the fact, that at too high input rates the preamplifier
output never falls below the discriminator threshold and the whole counting mechanism
breaks down. Fig. 3.5 also shows the response of a nonparalyzable system. In this case a
pulse, which falls into the dead time of a previous event, is simply ignored and the dead
time is not extended. This causes a reduction in the observed count rate but not a total
breakdown of the counting system.
The count rate NMeas of a paralyzable counter, if exposed to monoenergetic, poisson-
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Fig. 3.5: (a): Response of a paralyzable and a nonparalyzable photon counter to a series
of monoenergetic input pulses. The discriminator threshold is indicated by the dashed line.
(b): Measured rate NMeas as a function of the true incoming rate NTrue for an ideal counter,
a nonparalyzable and a paralyzable one. τ indicates the dead time of the system [51].
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distributed pulses of rate NTrue, is given by [51]:
NMeas = NTrue · e−NTrue·τDead (3.2)
In reality the so called dead time τDead is even a bit longer than the ToT as the discrimi-
nator needs some time after a signal has fallen below the threshold before it can register a
new threshold crossing. One way to counter the pile-up effect is to increase the feedback
current, i.e. to discharge CFb quicker and have a faster return to baseline. Although this
allows higher count rates, it also introduces the problem of ballistic deficit. Ballistic deficit
refers to the discharge of the feedback capacitor while the preamplifier is still integrating
the incoming current pulse. Due to the continuous nature of the feedback in CIX 0.2 this
happens all the time and for a large IFb this charge loss can become significant, resulting
in a decreased pulse height of the output signal. Typical values for the ballistic deficit of
CIX 0.2 range between 10 % at 10 nA feedback current up to 29 % at 91 nA [1].
3.3.2 Integrator
The CIX 0.2 integrator is implemented as a current to frequency converter. Fig. 3.6
illustrates that similar to the counter, the incoming charge is again stored on a capacitor
(CInt) of a charge sensitive amplifier. Yet, in contrast to the continuous feedback of
the counter, the integrator is equipped with a clocked feedback. This circuit subtracts a
configurable amount of charge QPump from CInt on the next positive edge of the CKInt
clock once the amplifier output passes the predefined VIntTh threshold. The input current
is measured by counting the number of charge pump events NPump and recording the time
t between the first and the last pump event.
I =
NPump ·QPump
t
(3.3)
Fig. 3.7 shows the general principle of the current measurement using the example of a
100 µs frame duration. The term ”frame” refers to the time during which the integrator
counters are activated, i.e. in which the number of charge pump events are recorded. For
illustrative purposes two assumptions are made in the upper plot. The first one is that
the output voltage of the integrator at the beginning of the frame interval is close to the
pump threshold. Note that this assumption can be made as the pump mechanism is not
synchronized to the measurement frame. Moreover, the charge pumps are also operated
outside a frame because otherwise a small input current would be sufficient to drive the
integrator into saturation. Hence, this initial assumption represents just one particular
VIntTh
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VIntRef
CInt
Amplifier
Input
QPump
charge pump
# pump packets
time interval
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IIntBiasI
Fig. 3.6: Schematic view of the CIX 0.2 integrator. CInt has a size of 50 fF. The clocked
feedback subtracts a charge packet of size QPump from the feedback capacitor CInt once
the VIntTh threshold is passed. A counting logic registers the number of pump events and
the time interval in which they took place.
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Fig. 3.7: Illustration of the integrator current measurement. The potential change at the
integrator output caused by the charge pump is given by QPump/CInt. In both plots a
frame time of 100 µs is assumed, however both currents produce only two pump events
in the measurement frame. The correct measurement of the currents is obtained from the
different TimeFirst and TimeLast time stamps of the pump events.
phase relation between the charge accumulated on the integrator’s capacitor and the start
of a measurement frame. The second assumption is that the input current in the upper
plot happens to be so small that only two charge pump events fall into the 100 µs frame.
With these assumptions the current measurement can be described as follows. Once the
frame is started, a 16-bit time counter begins to record the CKInt pulses. At the first
charge pump event the respective time counter value is stored into the TimeFirst latch. A
second latch, the TimeLast latch, updates its time stamp every time a subsequent pump
event is triggered and thus keeps track of the clock cycle at which the last pump event
occurred. The difference between these two time markers then allows the measurement
of the time in which the charge pump events took place. Compared to a simpler current
measurement concept based on a constant frame duration, this rather complex concept
offers the advantage of a much higher measurement precision. To illustrate this point
Fig. 3.7 shows a second graph with a three times larger current than the one in the
plot above. Here, it is assumed that the last pump even happened shortly before the
beginning of the frame and that again only two pump events fall into the measurement
interval. Regardless of the identical number of pump events, the system now registers a
larger current as the separation between the pump events is smaller in the second sample.
Counting only the number of pump events and dividing these by the frame time would
have yielded an identical current in both examples.
The use of the two time stamps necessitates that at least two pump events happen during
a measurement frame. This sets a lower limit to the minimum input current of:
IMin =
2 ·QPump
tFrame
(3.4)
36 3. CIX 0.2 detector
Equally the largest current is registered if the charge pump is triggered every CKInt clock
cycle, i.e. the pump is working at its maximum rate Nmax:
IMax = QPump ·NMax · tFrame
= QPump · tFrame · fCKInt · tFrame
(3.5)
In general the precision of one such integrator measurement is given by:
1
tFrame · fCKInt (3.6)
This means that a change in the time difference between TimeFirst and TimeLast by only
one clock cycle already translates into a different current result. So in theory, neglecting
the electronic noise and assuming the integrator is set to a clock rate of 10 MHz and a
1 ms frame duration, a change in the input current of only 1/1000 can be detected. A
further consequence of this is that the system has an approximately constant measurement
precision over its dynamic range. Approximately refers to the fact that the precision is
slightly reduced at the lowest input currents (close to IMin) as in that case the charge
on CInt at the beginning of a frame introduces some measurement uncertainty. For a
more detailed treatment of the system’s measurement precision refer to [1]. The basically
constant measurement precision has to be compared to a current measurement based on
an ADC5. Such devices usually determine the input signal by step-wise approximating the
input with a reference signal. The minimum step-width of the ADC then determines the
minimum input current as well as the precision. This results in a relative measurement
precision, which depends on the size of the input signal.
In the case that CIX 0.2 has to measure currents smaller than IMin, the chip is equipped
with an internal IntBiasI bias current source. By using this IntBiasI current, it is possible
to effectively shift the dynamic range of the integrator to lower input currents. At the
same time, the upper limit of the dynamic range is also slightly lowered because the sum
of signal and bias current still has to stay below the IMax condition.
So, by selecting a particular fCKInt integrator clock frequency, tFrame frame duration and
QPump charge pump size, the integrator’s precision and its dynamic range with the IMin
and IMax limits can be tuned according to the application.
Integrator charge pumps
Fig. 3.8 shows a schematic of one of the three charge pump types available on the ASIC.
This capacitive charge pump works by switching the potentials across the capacitor CPump
CPump VPumpHi
VPumpLoVPumpMean
Reset
Pump
Int.
Fig. 3.8: Schematic of the CIX 0.2 capacitive charge pump. During the reset/recharging
of the pump the switches at the nodes VPumpMean and VPumpLow are closed while the
other two remain open. When the state of the switches is inverted a charge packet of
CPump · (VPumpHi − VPumpLo) is injected. CPump has a size of 25 fF.
5”Analog to digital converter”
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and thus injects a configurable amount of charge into the Int node. The size of the
charge packet is determined by the potential difference between VPumpHi and VPumpLo.
The VPumpMean connection guarantees that the action of the switches themselves does not
inject additional charges. Apart from the capacitive charge pump, the system also features
a switched constant current source. This circuit discharges CInt by enabling the IPump
current source for half a CKInt clock cycle. The size of the individual QPump packets is
controlled by the current source’s DAC setting. More details on the charge pumps can be
found in [1].
3.3.3 Feedback
The feedback circuit of CIX 0.2 is the heart of the simultaneously counting and integrat-
ing concept. Its task is to discharge the counter preamplifier and at the same time to
reproduce the input current for the integrator. These at first glimpse conflicting require-
ments are met by using a number of differential pairs as illustrated in Fig. 3.9. Due to the
high significance of the feedback for the simultaneous counting and integrating concept,
the following paragraph will give a detailed description of the operation of the feedback
circuit.
Assume that the sensor produces an electron signal, i.e. it draws current from the pream-
plifier input node. This current signal is integrated on the feedback capacitor CFb and
produces an increase of the voltage of the inverting preamplifier. Since the preamplifier
output is connected to the left p-MOS of the first differential pair, this transistor will close
and hence allow less current from IFb to flow into the left branch of the pair. However, as
the current sources situated at the bottom of the two branches both drain 50 % of the IFb
current, the imbalance in the p-MOS switches will also cause the current source in the left
branch to draw current from node 1. Similarly, the right branch will be supplied with too
large a current and hence it will deliver a net current to the input node of the preamplifier.
This current cancels the electron signal of the sensor and thus steers the preamplifier into
a dynamic equilibrium. In other words, a constant current like a leakage current, which
flows into the input of the preamplifier, causes a constant offset at the preamplifier output
Out. This deviation from the VCountRef reference potential shifts current from one branch
of the first differential pair to the other such that the original constant current is canceled
and the integrated charge on CFb reaches a constant value. At the same time this imbal-
ance also causes a net current flow into or out of node 1 thereby achieving the replication
of the input current. It is worth mentioning, that the baseline shift, i.e. the offset at
the preamplifier output, that has to be maintained in order to cancel a constant current
Out
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Fig. 3.9: Schematic view of the CIX 0.2 feedback. The sensor connection to the preamplifier
is indicated by the arrow on the right side. A complex switching network allows different
leakage current compensation mechanism to be applied.
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flowing into the input node, influences the operation of the discriminator. To be more
specific, the preamplifier output potential is compared to the constant VCountTh threshold
voltage. Hence, if the baseline of the preamplifier is shifted permanently by an offset,
the relative position of the discriminator threshold and thereby the counting statistics is
altered.
In general, a constant current coming from a direct converting sensor is caused by the
leakage current flowing through the material at high bias. This current is not related to
the X-ray signals and should therefore be subtracted from the integrator measurement.
For this CIX 0.2 is equipped with several leakage compensation circuits. The static and
continuous leakage current compensation mechanisms will be described below.
3.3.4 Static leakage current compensation
As the name static leakage current compensation indicates, this feedback mode is geared
towards the subtraction of a constant leakage current component. It requires the use of
the second differential pair shown in Fig. 3.9. The first phase of the static leakage current
compensation is the sampling phase. In this mode (see Fig. 3.10) the integrator is discon-
nected from the feedback through opening switches C and D in Fig. 3.9. Simultaneously,
the potential at node 1 is stored on the capacitor Ca. As node 1 is now connected to the
second differential pair, the potential at node 1 can control the right branch of this pair.
So, similar to the operation of the preamplifier feedback (first pair), this imbalance at the
second pair causes a net current flow into or out of the input node of the preamplifier,
thereby canceling the leakage current. The major difference between the two differential
pairs is that the second one is able to deliver roughly twice the current of the first one and
that it also reacts more slowly due to the large time constant introduced by Ca. Once the
sampling is complete and the leakage current is compensated by the second differential
pair, switch A is opened and switch C is closed such that current can flow into the inte-
grator (see Fig. 3.11). This second phase of the static leakage compensation is referred to
as the frame phase because the system is able to measure the current with the integrator.
Fig. 3.12 illustrates the static leakage current compensation using the example of a con-
stant leakage current on which a photon absorption event is superimposed. In the sampling
phase the second differential pair is set to cancel the leakage current, i.e. the current de-
livered by the feedback pair drops to zero. Following this, if a signal current enters the
system during the frame phase (see static LC phase in Fig. 3.12), the finite slew rate of the
first pair allows it to mirror this current signal. The second differential pair is disconnected
from node 1 and hence still delivers its constant compensation current.
The first differential pair is able to provide a current of approximately 45 nA and the
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Fig. 3.10: Feedback configuration in the sampling phase of the static leakage compensation
mode. Switch A connects node 1 to the input of the second differential pair and charges
the sampling capacitor Ca.
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Fig. 3.11: Feedback configuration under measurement (frame) conditions of the static
leakage current compensation. The second differential pair delivers a constant current,
according to the potential stored on Ca into the preamplifier input node. Like this it
can cancel a constant leakage current. The integrator is connected to node 1 of the first
differential pair.
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Fig. 3.12: Diagram of the currents delivered by the sensor, the differential pairs and the
integrator in CIX 0.2 under static and dynamic leakage current compensation. The state
of the switches in Fig. 3.9 is given at the bottom of the figure, with black letters indicating
closed switches and gray letters showing the open ones.
second pair can deliver up to 91 nA. In case the input signal is larger than these currents
the input node is equipped with a bypass transistor (see Fig. 3.9), which opens when the
sensor currents exceed these limits. This allows even very large signal currents to reach
the integrator.
3.3.5 Dynamic leakage current compensation
The dynamic leakage current compensation mechanism has been designed in order to
achieve higher count rates than the static leakage current compensation. Its key concept is
to lower the preamplifier baseline according to the effective DC-component of an incoming
pulse train. This increases the relative discriminator threshold and should in principle
allow higher count rates.
Dynamic leakage current compensation requires the switches A and D in Fig. 3.9 to be
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closed and switches B, C and E to be open. In this way the first differential pair is only
connected to capacitive loads and hence can only carry AC signals (see. Fig. 3.12). It
therefore controls the current flowing out of the second pair by opening or closing the
p-MOS transistor in the right branch of the second differential pair. Hence, the second
differential pair is responsible for the compensation of leakage and signal current. However,
since Ca is very large, this effectively induces a low pass filtering of the input signals. As a
result, the baseline at the preamplifier output is shifted at high rates because these signals
carry a higher effective DC component. A third differential pair, located in the integrator
and not shown in Fig. 3.9, takes care of the unwanted leakage current component. The
low pass filtering of the input currents is not considered to be an issue for the integrator
as the integration times are larger than the time constant of the filtering.
3.3.6 Issues with the leakage current compensation
During the test phase of CIX 0.2 several issues were identified that finally led to a selection
of the optimal leakage current compensation mode. Based on the promised feature, the
dynamic leakage current compensation would be the first choice as a compensation mode.
Nevertheless, a more detailed inspection reveals that the compromise of a higher rate
capability through a rate-dependent baseline shift is not necessarily advantageous. In a
detector which aims at determining the average photon energy the number of photons
should be recorded as precisely as possible. Pulse pile-up already imposes a limit to the
counting performance but if the count rate further has to be corrected for a per pixel
baseline shift and the subsequent change in the counting statistics, the initial benefit of
a high rate capability is lost. This and the fact that the noise of the dynamic leakage
current compensation is approximately twice as large as that of the static leakage current
compensation [1] mark the dynamic compensation method as the less favorable one.
Feedback detuning
The static leakage current compensation is also not performing flawlessly. Due to a small
design error (see Fig. 3.13) switch A, which is tasked with the connection of the sampling
capacitor Ca to the first feedback pair, is not as tight as desired. Instead of retaining its
charge for several minutes, the capacitor loses its charge in a few seconds (see Fig. 3.14).
This has the effect that the second feedback pair is detuned and then delivers an addi-
tional time-dependent current component instead of canceling the leakage current. The
vdda
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Fig. 3.13: Implementation of the sampling switch A including the missing connection
(blue). Due to this design flaw the switch allows a significant current to flow even in
its closed state and thus prevents the use of the static leakage compensation in X-ray
measurement conditions.
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Fig. 3.14: Detuning of the compensation current in static leakage current compensation
as measured with the CIX 0.2 integrator. The black line indicates the average and the gray
ribbon shows the standard deviation for the 64 pixels. The discharge of CA closes the p-MOS
transistor in the right branch of the second differential pair. As a consequence the second
pair draws current from the input node, which is equivalent to an electron signal coming
from the sensor. The inverting output of the integrator then yields a positive current.
error basically prevents the use of the static leakage current compensation in combination
with an X-ray tube as the sampling has to take place when the X-ray tube is switched
off. However, even if the tube is switched on immediately after the sampling phase, the
powering up process of the tube (a few seconds) is long enough for the discharge of Ca
to have a significant impact on the measurement. The feedback deviates for example by
approximately 300 pA from the original current after only 5 s of operation. Previous
measurements based on on-chip injection circuits [1] were not influenced as strongly as
the measurements presented in this work due to the ns or µs time scales on which the
injection circuits can be activated and deactivated.
Feedback mismatch currents
A second type of offset current is introduced by the differential pairs. Process variations on
the chip can cause imbalances in the current drains at the bottom of the differential pairs
in Fig. 3.9, i.e. the two branches do not draw exactly the same current. In this case the
imbalance is forwarded to the preamplifier input node in the form of a constant mismatch
current. Fig. 3.15 shows an example of these mismatch currents in the first differential
pair as a function of the applied feedback current. It is found that the feedback produces
on average a negative current of approximately 2 nA at maximum feedback settings. Since
the integrator can in principle only measure positive currents, this means that any input
current of the integrator has to be larger than 2 nA. Therefore, in order to measure small
input currents an additional positive bias current has to be applied. Apart from the
negative average input current, Fig. 3.15 illustrates that the spread between individual
pixels is very large (roughly 5 nA). Hence, the globally applied IntBiasI current has to
be much larger than 2 nA in order to cancel the negative mismatch currents in all pixels.
Unfortunately this limits the dynamic range of the detector in some pixels as pixels with
a positive mismatch current will be supplied with an offset current of several nA.
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Fig. 3.15: Average mismatch currents of the first differential feedback pair as a function
of the feedback current measured with the CIX 0.2 integrator. The black line indicates the
module-wide average and the gray ribbon shows the standard deviation of the 64 pixels.
The leakage current compensation is deactivated in this measurement.
Workaround and baseline shift
The only solution for these problems is to disable the leakage current compensation for the
X-ray measurements. This means that the second differential pair has to be disconnected
and its current source ILeakComp has to be deactivated (see Fig. 3.16). In this way the whole
feedback and input signal replication is handled by the first differential pair. Constant
offset currents, like the sensor leakage current and the feedback mismatch current, are
forwarded to the integrator and have to be corrected offline by sampling the current
prior to a measurement and storing the pixel values on the PC. Still, the offset currents
cause a baseline shift at the preamplifier output and as a consequence they alter the
relative threshold of the pixels (see section 3.3.3). A so-called threshold tuning algorithm,
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Fig. 3.16: Feedback configuration under X-ray imaging conditions. The fast discharge of
the sampling capacitor CA on CIX 0.2 prevents the use of a more complex leakage current
compensation mechanism when a stability over several seconds, e.g. typical turn-on time
of an X-ray tube, is required.
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described in appendix C, takes the individual baseline shifts into account and sets the
discriminator thresholds of the pixels accordingly. Baseline changes that occur after the
threshold tuning are a potential source for errors in the counting channel of the detector.
Considering all of the aforementioned effects, the chip can be operated successfully in
the simultaneous counting and integrating mode but it relies crucially on stable bias and
temperature conditions. This is guaranteed by the installation of a small fan next to the
detector and heat-up times of larger than one hour. The leaking switches have to be
considered as an unwanted feature that would need to be fixed in a future version of the
chip.
3.4 CIX 0.2 modules
In the course of this work the CIX 0.2 ASIC has been connected to different Si, CdTe
and CdZnTe pixel sensors. This section gives an overview of the sensor types, the module
assembly and the obtained CIX 0.2 modules.
3.4.1 Sensor overview
Tab. 3.1 summarizes the sensor’s physical dimensions, their metallization and their origin.
As indicated, the layout of all sensors is designed to match the CIX 0.2 pixel geometry.
All three types include one or several guard rings in order to shield the pixel matrix
from unwanted surface currents along the conductive edges of the crystals. The contact
metallization, i.e. the first metal layer to be in contact with the actual sensor surface, is
made of Pt in the case of the CdTe and CdZnTe sensors. Hence, according to section 2.5.2,
the contacts of the Cd(Zn)Te sensors are ohmic.
The Si sensors can be considered a novelty in the field of Si particle detectors as they are
made of a high resistivity, p-doped bulk material with highly doped n-implants (labeled n+
in p). Traditionally Si detectors are fabricated from high resistivity n-type bulk material
because until recently it was difficult to obtain p-doped bulk material with a high resistivity
suited for the fabrication of Si pixel detectors. The bulk resistivity of the Si sensors, used
in this work, is above 10 kΩ/cm. The major advantage of such n+ in p sensors is that
they are inherently radiation hard as they are immune to type inversion, i.e. the change
of p-doped material to n-doped Si due to radiation damages. Fig. 3.17 shows the layout
of the CIX 0.2 pixel sensors.
CdTe CdZnTe Si
Pixel number 8 x 8
Pixel size (mm2) 500 x 250
Pixel metal (mm2) 435 x 185
Sensor size (mm2) 5.37 x 2.77 5.3 x 2.9
Guard rings 1 1 top / 11 back
Contact metal Pt Al
Thickness (mm) 1.0 3.0 0.3
Surface coating No Yes No
Manufacturer Acrorad, JP eVProducts, US CIS, DE
Date of purchase 2006 2005 2008
Tab. 3.1: Technical specifications of the three CIX 0.2 sensor types.
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Fig. 3.17: CIX 0.2 sensor layouts. a) Pixel metallization of the CdTe and CdZnTe sensors.
b) Pixel-side layout of the Si sensors. The red circles are the openings in the passivation for
the gold stud bumps. c): Backside layout of the Si sensors with multi-guard ring structure.
Red squares indicate the passivation openings for the HV contacts.
3.4.2 Module assembly
Working with CdTe and CdZnTe sensors places several constraints on the applicable chip-
sensor interconnect technologies. First, both materials are temperature sensitive to the
extent that the exposure to temperatures above 150◦C for longer periods of time (>
several minutes) can already significantly decrease the material quality [52]. Therefore
conventional solder-based bump bonding techniques with process temperatures in excess
of 250◦C are ruled out. Secondly, the ASICs and the sensors were shipped in the form of
single dies. This constraint makes the use of low temperature Indium bump bonding very
difficult as In bump bonding is a wafer-scale process.
A suited interconnect method is the so-called gold stud bumping technique. Fig. 3.18
shows the general steps that are involved in this procedure. It starts with the deposit
of small gold studs onto the ASIC surface. Typically these studs have diameters on the
order of several dozen micrometers with a small section of the original gold wire (typ. 10-
20 µm wide) protruding from the top. In some cases the top of the bumps is smoothed by
compressing the bump with a flat object (called coining). The placement of the individual
bumps can be performed on either single die or whole wafers but in the case of wafer scale
fabrication throughput becomes an issue. After the bumps are in place, the sensor is
positioned above the ASIC and pressed down with a certain force (flip-chip), depending
on the number of bumps. The forces, which are typically utilized, range on the order of
0.2 N/bump. The tip of the gold studs then forms a permanent bond with the surface of
the sensor metallization, which is further facilitated by heating the whole module up to
well below the melting point of gold but still high enough to slightly soften the material.
However, CdTe and CdZnTe complicate matters significantly not only due to their thermal
constraints, but also because of their mechanical tolerances. If too high forces are applied
to the metallization of the sensors, the electrodes can break or loose contact with the
sensor surface. This is the reason why the bumps have to be deposited on the chips
and why the additional application of ultrasonic vibrations to improve the adhesion of
the bumps is prohibited. These low force and low temperature requirements make it
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Fig. 3.18: Illustration of the gold stud bump interconnect technology. a) Au stud deposi-
tion. b) Optional deposition of an adhesive underfill and flip chip assembly of sensor and
ASIC. c) Aligned ASIC and sensor before curing. d) Finished module after curing at low
temperature. In case of the CIX 0.2 modules the non-conductive adhesive shrinks and pulls
chip and sensor together, improving the contact quality.
almost impossible to achieve a reliable 100 % interconnect yield with the Au studs alone.
Therefore an additional underfill in the form of a strong adhesive, which is applied to the
chips surface, becomes necessary. The bonding technique used by IZM6 relies on a non-
conductive adhesive that shrinks during curing and thus presses chip and sensor together.
This also causes the glue to be pushed away from the contact area between gold bump
and sensor metal, establishing a solid electrical connection. The curing of the glue was
performed over a long time at low temperature settings, with the maximum value of 150◦C
only being applied for 2 min. Fig. 3.19 shows a photograph of one of these modules.
Fig. 3.19: Photograph of a CIX 0.2 module with a 1 mm thick CdTe sensor. The double
bond row can be seen at the bottom of the picture. The backside high voltage contact is
established with a small gold wire and a carbon based colloid glue.
6Fraunhofer Institute for Assembly and Packaging Technologies for Microsystems
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Alternatively a so-called z-axis adhesive could be used. In this case the glue contains
small Ag flakes or small quartz balls (several µm diameter) encased with Ag that form a
conductive bond along the axis of force, i.e. between sensor and chip.
A further critical point with respect to the module assembly is the sensor metallization,
which should ideally be at least 300 nm thick in order to form a good connection and to
resist the mechanical stress during the bonding. Additionally the large height of some of
the sensors used in this work (up to 3 mm) makes the flip-chip deposition difficult as it is
hard to avoid a tilting of the sensor during the positioning. This can result in unconnected
bumps on one side of the chip and totally flattened and therefore shortened bumps on the
other side. Hence, only high-precision machines that deposit the sensors vertically are
suited for this task. Finally, some manufacturers encase the diced surfaces of their sensors
with a hard resin to reduce surface leakage currents and to prevent potential health risks
posed by the Cd. Although this prevents Cd-contamination, the resin can melt during the
bonding and pose a certain risk to the module when it sticks to the assembly machine.
3.4.3 Module overview
During the course of this work a total of 22 CIX 0.2 modules were assembled. The
individual ID-codes, the bump yield and any pecularities of the working modules are
given in Tab. 3.2. While the fabrication of the Cd-based modules proved to be rather
uncomplicated, the assembly of a working Si module was very difficult. It was found that
the Au studs could not establish a reliable mechanical contact on the sensor metallization.
Several attempts at chemically and mechanically cleaning the sensor surface yielded no
satisfactory result. Different bond parameters and even different bond facilities could not
solve this problem. In the end, the measurements had to be performed on a single module
with a rather poor bump yield of only 5 %.
Sensor ID Bump yield [%] Remarks
CdZnTe
CZT01 100 instable
CZT02 75 2 rows defect
CZT03 100 ok
CZT04 100 best
CdTe
CdTe01 100 tilted sensor
CdTe02 100 tilted sensor
CdTe10 100 no fast r/o
CdTe11 100 ok
CdTe12 100 ok
Si Si03 5 ok
Tab. 3.2: List of the individual IDs and bump yields of the CIX 0.2 modules.
3.5 Chip periphery
The readout system used for the operation of the CIX 0.2 ASIC is a custom design de-
veloped by the University of Bonn. It consists of three separate PCBs, namely the USB7
board, the FPGA8 board and the supply board, all of which can be seen in Fig. 3.20.
The first two PCBs are general purpose devices and are used in several projects of the
7Universal serial bus
8Field programmable gate array
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Fig. 3.20: Photograph of the CIX 0.2 readout system. The right-hand side of the picture
shows the USB interface board placed on top of the FPGA board. The gray ribbon cable
connects the supply board to the FPGA board. A CIX 0.2 sensor can be attached to the
supply board by placing its adapter board on spring-mounted connectors and screwing it
tight.
laboratory. They provide a sophisticated test bench for an attached ASIC via an USB
interface and a C++ software running on a standard PC. The programming of the Spar-
tan III FPGA was done in Verilog HDL9. The last component, i.e. the supply board, is
custom designed for each type of ASIC and therefore features a number of CIX 0.2 specific
components (see left part of Fig. 3.20). As indicated, it includes a number of bias and
current source cells, a special socket for the connection of the CIX 0.2 chips, as well as
a 32-channel, 14-bit DAC and a dual channel, 16-bit ADC (both located at the backside
of the PCB). Furthermore, it is equipped with a number of test pins and external pad
connectors for the characterization of the CIX 0.2 ASIC. The chips are fixed to the supply
board by means of a three layer adapter PCB (shown in Fig. 3.21). The dense integration
of the bond pads of CIX 0.2 with its double pad row at the bottom of the chip is accom-
modated by two layers of bond pads on the PCB side.
All communications between the readout PC and the chip are handled via the USB inter-
face, which in turn controls three separate bus systems on the PCBs. Fast control signals
are generated in the FPGA and routed directly to their respective pins at the ASIC. Slow
control signals are sent by two different busses. The SPI10 carries control signals for the
external reference voltages and current sources on the supply board. The ASIC’s I2C
interface finally handles the chip register states and the setting of the on-chip DACs. The
following list gives an overview of the important features of the readout system:
• Four separate PCBs: USB interface board, FPGA board, supply board and adapter
board.
• USB 2.0 protocol
• Xilinx Spartan-III FPGA
• Two 128 kB readout RAMs on FPGA board
• 32-channel, 14-bit DAC on supply board
9Hardware description language
10Serial peripheral interface
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• Dual channel, 16-bit ADC on supply board
• On-board temperature measurement
• Four chip supply voltages
• 8 configurable source monitoring or voltage supply units
HV filtering
CIX 0.2
Filtering
capacitors
Fig. 3.21: Photo of the CIX 0.2 adapter board equipped with a CIX 0.2 module (middle of
the picture). The high voltage is filtered on the board with a 10 nF high voltage capacitor.
The remaining passive components on the board are filtering capacitors.
4. ASIC performance - Electrical tests on bumped
CIX 0.2 modules
4.1 Measurement conditions
The first step in characterizing the CIX 0.2 sensor modules is to evaluate the impact that
the addition of the sensor has on the chip’s performance. Therefore the following sections
will present measurements that were all performed on bumped CIX 0.2 modules, using
on-chip signal generation circuits. This means that the biased sensors acted as a real input
load to the ASIC, providing a detector capacitance and a leakage current.
All measurements were performed inside the X-ray cabinet in total darkness and under
stable temperature conditions. The variations of the chip’s ambient temperature were
recorded with a PT100 thermo sensor placed at the backside of the supply board right
underneath the chip. All measurements were preceded by a heat-up period of one hour
such that the variations of the cabin temperature were below 0.5 K.
4.2 Calibration of the charge injection circuits
One of the design goals of CIX 0.2 was to implement several key components redundantly
in order to find the optimal design solutions for specific elements of the chip. This concept
was also applied to the charge injection circuits. Fig. 4.1 shows the five different injection
blocks that can all be connected to the injection node of a pixel cell. In detail these ele-
ments are a constant current source (leakage simulation), four clocked injection elements
(net charge switched capacitor, current chopper and two bipolar switched capacitors) and
two small photo diodes. Normally, under the regular simultaneous counting and integrat-
ing condition the integrator is connected to the preamplifier output via the differential
feedback. However, if some part of the pixel cell is to be tested individually, the injection
network can provide the necessary multiplexing of the signals. For example it is possible
to directly test the integrator and bypass the counter feedback by opening switch EnIn-
jAmp and at the same time closing switch EnInjInt. If the dynamic range of the on-chip
signal sources is not sufficient, an additional external pad connector makes it possible to
inject signals from external sources. Furthermore, the external pad can also be used to
connect the output of the signal sources to off-chip measuring equipment, thus allowing
a characterization of the injection circuits independent of the counter or the integrator.
As shown in Fig. 4.1, all injection circuits, apart from the sensor connection itself, can be
disconnected from the preamplifier input node.
The following sections will introduce the various injection circuits and point out their
relevance for the testing and calibration of the CIX 0.2 sensor modules.
4.2.1 Current chopper
The current choppers in the CIX 0.2 pixels are implemented as current sources that can
be connected to the pixel’s injection node with the help of the StrCurr switches. The
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Fig. 4.1: Schematic view of the CIX 0.2 pixel cell charge injection elements. Each pixel
includes one circuit that generates a constant current (leakage simulation), four clocked
injection elements (net charge switched capacitor, current chopper and two bipolar switched
capacitors) and two small photo diodes. The sensor pad is directly connected to the photon
counter input of the pixel cell. Furthermore, the injection node of one pixel cell can be
connected to a separate pad of the ASIC. This pad can be probed with a connector on the
supply board.
time during which the switch is closed and the value of the current source determine the
injected charge. This simple design makes it possible to achieve very high repetition rates
(several MHz) because the maximum injection frequency is essentially only limited by the
switching speed of StrCurr. As a consequence, this injection circuit was used to measure
the chip’s maximum count rate.
Fig. 4.2(a) shows the size of the injected charge packets as a function of the ICurrInj
DAC setting. The values given in the graph represent the average of all 64 ICurrInj
DACs measured directly with the integrator at a pulser rate of 1 MHz and a duty cycle
of 1.5%, i.e. the StrCurr switches were closed for 15 ns. These measurements show that
the minimum and maximum pulse sizes, which can be generated at these charge pump
settings are approximately 1.1 fC and 15.0 fC. The minimum and maximum pulse sizes
correspond to ICurrInj currents of 66 nA and 1 µA, respectively. Measurements with
varying injection times show that a stable operation of the current chopper requires the
StrCurr switch to be closed for at least 15 ns. For times below this value the switch does
not fully open and the injected charge fluctuates.
A second feature of the current chopper is the rate dependence of the pulse size at high
pulser frequencies. This is demonstrated in Fig. 4.2(b) using the example of a ICurrInj
DAC setting of 7 (1.85 fC at 1 MHz) and a 15 ns injection duration. The pulse size
gradually decreases as the chopper rate is increased and above 15 MHz a sharp drop
in the injected charge can be observed. Below 15 MHz the decrease in the pulse size
compared to a frequency of 1 MHz stays below 10%. A possible explanation for this
frequency-dependence is a shift of the integrator input node at higher input currents, i.e.
pulser rates. In that case, the difference between this integrator input potential and the
VCountRef potential at the current chopper could lead to a rate-dependent charge injection.
From this it can be concluded that the current chopper has an overall minimum pulse size of
approximately 1.1 fC. In addition, the current chopper should only be used to characterize
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the maximum count rate of the system up to a repetition rate of 15 MHz. Above this
limit the impact of the charge losses on the preamplifier output pulses and thereby on the
maximum rate is not negligible.
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Fig. 4.2: Calibration of the ICurrInj current chopper. The pulse size was measured directly
with the integrator by injecting 5000 15 ns pulses.
(a): Average pulse size as a function of the DAC setting at a repetition rate of 1 MHz. The
error bars indicate the standard deviation of all 64 pixels.
(b): Pulse size as a function of the pulser frequency at a DAC setting of 7.
4.2.2 Bipolar switched capacitance chopper
The bipolar switched capacitance charge pump can be found in the lower right part of
Fig. 4.1. Each pixel features two of these choppers as one of their purposes is the mea-
surement of the chip’s double pulse resolution.
The schematic representation shows that the two capacitive choppers in each pixel oper-
ate by switching the potential on one side of a capacitor CInj between VDDA and VCal.
Like this, these choppers generate a bipolar current signal with an integral charge of zero.
However, as the current in the VDDA branch is limited by a resistor, the injected bipolar
pulses have an asymmetric shape. The long recharge time limits the maximum frequency
of this pulser to approximately 10 kHz but it also allows the counter to register the fast
component QInj of the pulses alone.
QInj = CInj · (V DDA− VCal) (4.1)
During the characterization of the CIX 0.2 sensor modules the bipolar switched capaci-
tance charge pump was used primarily for the tuning of the counter thresholds. This tuning
procedure is necessary to balance pixel-to-pixel variations in the discriminator thresholds,
which are introduced by process variations on the chip. In general the tuning algorithm
is based on a threshold scan in which the number of hits that are produced by a fixed
number of charge packets of constant size QInj as a function of the discriminator thresh-
old QThr is registered. A detailed description of a threshold scan and the tuning method
can be found in appendix C. Still, it is evident that for this tuning to be successful the
precise knowledge of the injected charge QInj is required. Ideally Eqn. 4.1 should define
the correct amount of charge, however the switching of Str1 and Str2 can introduce an
additional, unknown amount of charge.
The easiest way to calibrate the injection circuit is to compare its pulse size to the known
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Fig. 4.3: Integral spectrum of capacitive chopper pulses under simultaneous irradiation by
59.45 keV X-ray photons from an 241Am source. The spectrum was recorded by sweeping
the discriminator threshold voltage VCountTh at 900 V bias and at a VCal voltage of 2300 mV.
charge of a radioactive isotope. In this work the 59.45 keV X-ray line of an 241Am (Ameri-
cium) source served as the charge reference and the capacitive chopper was operated
simultaneously to the irradiation. Fig. 4.3 shows the resulting integral spectrum of the
capacitive chopper and the 241Am X-ray source. The term integral spectrum refers to the
fact that for this type of measurement the discriminator threshold is scanned and at each
threshold setting the number of hits is recorded. As indicated in Fig. 4.3, the count rate
is dominated by the preamplifier noise at low threshold voltages but as the threshold in-
creases, the capacitive chopper pulses become visible as a plateau. The end of this plateau
is marked by a s-shaped threshold curve just like the one described in appendix C. At
even higher threshold settings the photon signals can be found.
A derivative of this integral spectrum yields the real energy dependent spectrum as reg-
istered by the CIX 0.2 system (see Fig. 4.4). In this plot the chopper peak can be easily
identified. Nevertheless, without a reference point it would be impossible to determine
the absolute charge of these chopper pulses. This is where the 241Am X-ray signals come
into play because the 59.45 keV Am-peak and the 0 keV noise peak set the energy scale
of the VCountTh threshold. As will be shown in section 6.4.2, the CdZnTe sensor achieves
a charge collection efficiency of 97 % at 900 V bias, i.e. approximately 57.7 keV of the
initial 59.45 keV are collected by the detector. The resulting energy calibration is then
given by:
E[keV ] = −495keV + 0.496keV
mV
· VCountTh[mV ] (4.2)
Considering the error on the Gaussian fits to the peaks and the charge collection efficiency,
an overall error on the energy scale of 5 % has to be assumed. At this point it is necessary
to convert the energy deposition of the photons EDep into an equivalent deposited charge
QDep. This is readily archived with the help of the average electron-hole pair production
energy Ee/h of the sensor material, e.g. 4.64 eV in CdZnTe (see bottom scale in Fig. 4.4).
QDep[fC] =
0.1602aC
Ee/h[eV ]
· EDep[keV ] (4.3)
Hence, by measuring the VCountTh positions of the chopper peak as a function of the VCal
voltage, the injected pulse size QInj can be interpolated in terms of charge or deposited
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Fig. 4.4: Spectrum of the capacitive chopper and an 241Am X-ray source. The spectrum
was obtained by differentiating the integral spectrum shown in Fig. 4.3. The noise peak and
the 59.45 keV photon peak determine the energy scale of the VCountTh sweep. The pulse
size is given for a CdZnTe sensor based on an Ee/h of 4.64 keV.
energy (see Fig. 4.5).
QInj [fC] = 8.045fC − 3.22 · 10−3 fC
mV
· VCal[mV ] (4.4)
The resulting calibration infers that even if the potential difference between V DDA and
VCal is zero, the capacitive chopper still injects a charge signal of approximately 9 keV
when switching.
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Fig. 4.5: Average switched capacitance chopper pulse size as a function of the VCal voltage.
The pulse size was obtained by measuring the position of the chopper pulses in a spectrum
as a function of the VCal voltage. The right axis shows the pulse size in terms of the energy
deposited inside a CdZnTe sensor.
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4.2.3 Other charge injection circuits
For reasons of completeness the following gives a short overview of the remaining charge
injection circuits.
• Leakage simulation
As the name indicates, this constant leakage current source has been used to simulate
the constant leakage current of a semiconductor sensor.
• Photo diodes
Next to each bump bond pad the ASIC features two small photo diodes with areas
of approximately 200 µm2. The purpose of these diodes is enable tests of the bare
chips without a sensor. With the addition of the sensors these diodes are covered
and inaccessible.
• Net charge switched chopper
The net charge delivering switched chopper circuit is designed to generate unipolar
pulses. Compared to the bipolar switched capacitance chopper it consists of a more
complex network (see Fig. 4.1), which guarantees that no additional charge is injected
when switching. This chopper was not used in this work.
4.3 Dynamic range
The large dynamic range is one of the main advantages of the CIX concept. After the
sensors had been connected to the ASICs, this feature was characterized again with the
help of the on-chip charge injection circuits. Most of the pulse sizes in this section will be
given in keV rather than fC as this facilitates the comparison with the X-ray measurements.
4.3.1 Counter
This section discusses the counter performance as measured with equidistant chopper
pulses. The main questions which will be addressed are: How do the different leakage
current compensation modes compare in terms of the maximum count rate? How does
the workaround for the leaky sampling switches, detailed in section 3.3.6, influence the
system’s performance? What is the system’s maximum count rate at typical settings and
which conclusions can be drawn concerning the preamplifier pulse shape?
To start, Fig. 4.6 shows the behavior of the measured count rate as a function of the
frequency of the equidistant current chopper pulses. According to the terminology com-
monly used in medical imaging, a count rate in Hz stands for artificially generated test
signals, whereas a rate in counts per second (cps) indicates photon events. Fig. 4.6 il-
lustrates that the number of registered test signals increases linearly with an increasing
pulser rate. At an injection rate of approximately 8 MHz the count rate breaks down
quickly and drops to zero. This can be understood in terms of pile-up because at a rate of
8 MHz the preamplifier does not discharge completely before the next pulse arrives. As a
consequence, the next pulse is superimposed on the remainder of the previous one and the
systems output voltage quickly adds up until it reaches the maximum preamplifier output
voltage, i.e. the amplifier saturates. At this point the preamplifier output never drops
below the discriminator threshold and no further counts are registered. This behavior is
also referred to as pile-up. The thick line in the plot indicates the module-wide average
and from it a maximum count rate of roughly 8 MHz at these specific current chopper
and feedback settings can be derived.
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Fig. 4.6: Measured count rate as a function of the current chopper frequency in a 3 mm
thick CdZnTe module at 900 V bias. The current chopper injects equidistant charge packets
of 2 fC (15 ns on duration). The chip is operated in static leakage current compensation at
maximum feedback current settings (IFb = 63) and a threshold of 0.34 fC.
Impact of the leakage compensation mode on the maximum rate
Section 3.3.3 described the different leakage current compensation mechanisms that are
implemented on CIX 0.2. Their impact on the system’s count rate performance was as-
sessed by exposing them to a series of equidistant test pulses. The data shown in Fig. 4.7
were obtained with a single pixel in a CdTe module into which current chopper pulses
with 15 ns duration and 2 fC charge were injected.
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Fig. 4.7: Count rate versus current chopper frequency under different leakage current
compensation modes measured with a 1 mm CdTe sensor module. The equidistant charge
packets have a size of 2 fC and the discriminator threshold is set to approximately 1.3 fC.
The first differential pair is set to IFb = 63 in order to achieve the highest maximum rate
performance. ILeakComp settings: 10 (static), 58 (dynamic and controlled redirection).
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Starting with the static leakage compensation it is found that the system behaves exactly
as expected for a paralyzable counter. The only difference between the static and a de-
activated leakage current compensation lies in the achievable maximum count rate, which
is slightly higher in the case of the static leakage compensation. This nicely illustrates
the advantage of an active leakage compensation as the sensor’s leakage current at 400 V
bias causes a constant offset at the preamplifier output. The offset effectively lowers the
discriminator threshold, which in turn entails a larger time over threshold for the pream-
plifier signals and thereby a lower maximum count rate.
The lowest maximum count rates are observed with the dynamic leakage compensation.
In this case the negative baseline shift (see section 3.3.5) actually overcompensates the
signal rate and therefore at higher rates the effective threshold is set too high to register
the incoming pulses.
This comparison of the different leakage current compensation modes leads to the conclu-
sion that the static leakage current compensation offers the best performance as it achieves
the highest count rates. Still, the difference between static and deactivated leakage com-
pensation is small, such that the workaround for the leaky sampling switches mentioned
in section 3.3.6 only slightly reduces the system’s performance.
Maximum count rate with equidistant pulses
With the impact of the leakage current compensation qualified, the maximum count rate
of the system was evaluated as a function of the pulse size and the discriminator threshold.
These measurements were performed with a biased sensor and with deactivated leakage
current compensation circuits in order to mirror the detector settings under X-ray irradi-
ation. The feedback was again set to its maximum DAC value of 63 (91 nA) in order to
guarantee the highest rate capability. The minimum pulse sizes and threshold settings in
these measurements are given by the minimum pulse sizes of the current chopper and the
capacitive chopper, respectively.
Fig. 4.8 shows the maximum count rate NMax as a function of the equivalent pulse size
EInj of the injected charge packets in keV. Under the assumption that a counter has a lin-
ear relation between the time over threshold and the incoming signal charge or deposited
energy, the maximum count rate should decrease linearly for an increasing pulse size. Both
curves in Fig. 4.8 are in perfect agreement with this expectation. Linear fits to the data
yield the following results:
10 keV threshold :
NMax = (9.84± 0.04)MHz − (0.034± 7 · 10−4)MHz
keV
· EInj
(4.5)
24 keV threshold :
NMax = (12.2± 0.18)MHz − (0.049± 0.003)MHz
keV
· EInj
(4.6)
Alternatively, a higher threshold should result in a lower time over threshold and a higher
maximum rate. As shown in Fig. 4.9 the measurements also confirm this second relation.
In this case linear fits of the maximum rate as a function of the VCountTh threshold level
give the following equations:
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Fig. 4.8: Average maximum count rate as a function of the current chopper pulse size in
keV in a 3 mm CdZnTe sensor at two different VCountTh threshold settings. The error
bars represent the module-wide standard deviation of the maximum rates. Both curves
show the expected linear dependence of the maximum rate on the pulse size.
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Fig. 4.9: Average maximum count rate as a function of the applied discriminator threshold
in keV in a 3 mm CdZnTe sensor at two different current chopper pulse sizes. The error
bars represent the module-wide standard deviation of the maximum rates.
43 keV pulse size :
NMax = (7.09± 0.09)MHz − (0.129± 0.005)MHz
keV
· VCountTh
(4.7)
58 keV pulse size :
NMax = (6.66± 0.03)MHz + (0.111± 0.001)MHz
keV
· VCountTh
(4.8)
These findings infer that the pulse shape of the CIX 0.2 preamplifier output closely follows
the theoretical prediction of the triangular shaped signals presented in Fig. 3.5.
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Concerning the maximum rate, previous measurements without a sensor connection [1]
found a maximum of approximately 12 MHz at maximum feedback settings, a charge
packet size of 2 fC (58 keV in CdZnTe) and a 1.3 fC (39 keV in CdZnTe) threshold. The
good agreement between this value and the (11.1±0.5) MHz obtained from Fig. 4.9 shows
that the addition of the sensor does not influence the maximum count rate negatively.
Discriminator dead time
The evaluation of the maximum count rate in the previous section allows a further char-
acterization of the photon counter. Namely, it is possible to derive the discriminator’s
dead time. The argument from which this is deduced relies on a geometric reconstruc-
tion of the minimum separation between individual preamplifier output pulses at different
threshold levels. This in turn requires a schematic representation of the pulses as shown
in Fig. 4.10. Note that this particular pulse shape is determined by the operation of the
CIX 0.2 feedback, which acts like a switch. To be more specific, if the potential change at
the output of the preamplifier is large, the p-MOS in the first differential pair fully opens
and the feedback delivers/draws it’s maximum current into/from the preamplifier input
node. This causes the constant falling slope of the pulses shown in Fig. 4.10. However,
for very small potential differences, the p-MOS remains in its linear region and delivers
a current proportional to the potential change. Hence, if the discharge of the feedback
capacitor nears its end, i.e. the potential difference between the preamplifier output and
VCountBaseline in Fig. 3.9 gets small, the discharge current is also reduced and the return
to baseline is prolonged. This is indicated by the tailing section of the pulses in Fig. 4.10.
Direct measurements of the preamplifier output pulses with a fast oscilloscope [1] as well
as the results of the previous section support this model of the pulse shape.
Starting from these prerequisites, the solid lines in the figure show that the minimum dis-
tance between two successive pulses is given by the system’s maximum count rate at the
highest threshold setting. In this case, the preamplifier just manages to clear the charge
of the previous pulse before the next one arrives. If the second pulse were to occur any
sooner, the system would run into pile-up. The data point at 50 keV threshold setting
in Fig. 4.9 yields that in CIX 0.2 two successive 58 keV pulses have to have a minimum
separation between the threshold crossings of 82 ns (12.2 MHz). Assuming a rising edge
of 15 ns for the individual pulses, this geometrical reconstruction also illustrates that at
50 keV threshold the preamplifier only stays about 10 ns above threshold. The remaining
72 ns are used for the discharge of the first pulse and the rising slope of the next one.
E [keV]
t [ns]
10
50
12.2MHz  82ns
10ns 72ns
55ns 73ns
7.8MHz  128ns
Fig. 4.10: Idealized view of the preamplifier output pulses. Measurements of the maxi-
mum count rate indicate that at high threshold settings, the minimum distance between
to positive threshold crossings is 82 ns. At a low threshold this period extends to 128 ns
although the preamplifier pulse shape is independent of the threshold setting. This means,
that at standard settings the discriminator has a dead time of approximately 70 ns between
successive pulses.
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Considering a very low threshold of 10 keV, a maximum rate of 7.8 MHz is obtained (see
data in Fig. 4.9). This means that although the shape of the preamplifier pulses remained
unchanged, the lowering of the threshold forces the minimum separation up to 128 ns. In
other words, pile-up always occurs if the second pulse arrives at most 82 ns after the first,
but at 10 keV threshold the system registers a second pulse only if it comes another 73 ns
after the first one has fallen below the threshold.
Both the measurements at high and at low threshold showed that the system stays approx-
imately 70 ns below threshold before the discriminator can register the next pulse. These
70 ns are the dead time of the discriminator. Note that this duration depends on the
feedback current and the discriminator DAC values, but as it was measured at standard
settings (IFb = 91 nA, Comp1 = 13, Comp2 = 10), it is a measure of the discriminator
performance under imaging conditions.
4.3.2 Integrator
The main advantage of the integrator is that its signal processing concept can cope with
large input currents. This ability can be tested by connecting the integrator to an on-chip
constant current source. A linear fit to the integrator data subsequently allows to qualify
the linearity of the integrator’s response. This method gives a first impression of the inte-
grator linearity but it is strongly influenced by the linearity of the on-chip current source.
A better measure of the linearity, based on X-rays, will be given in section 7.1.2
Fig. 4.11 shows the dynamic range of the integrator as measured with the on-chip ILeakSim
constant current source. The measurement was performed on a 3 mm thick CdZnTe mod-
ule at a bias of 900 V. The results presented in Fig. 4.11 are offset corrected, which means
that detector leakage current has been subtracted off-line from the ILeakSim signal current
(see also section 3.3.6). In order to directly connect the integrator to the leakage current
simulation and at the same time having it connected to the sensor bump pad, the EnIn-
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Fig. 4.11: Measured average integrator current as a function of the ILeakSim leakage
current simulation source in a 3 mm thick CdZnTe sensor module at 900 V bias. The
error bars indicate the module-wide standard deviation. The relative residuals (right axis)
are dominated by the non-linearities of the ILeakSim current source. The integrator was
operated at a clock rate of 10 MHz and a packet size of 20 fC, yielding a theoretical maximum
input current of 200 nA.
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jInt and EnInjAmp switches were closed and the preamplifier was disabled. The integrator
charge pump was set to 20 fC. At an integrator clock rate of 10 MHz this yields a maximum
measurable current of 200 nA, i.e. one 20 fC pump event every 100 ns. The measured data
show this 200 nA limit, inferring that the per pixel leakage current of the CdZnTe sensors
is small compared to 200 nA. The linearity of the integrator (largest relative residual 8 %)
illustrates the fact that the sensor connection does not degrade the detector’s performance.
The sawtooth shape of the residuals is an artifact of the ILeakSim DAC, which consists
of six different current sources whose strengths are scaled in a binary fashion. This then
causes the characteristic steps when switching from one binary configuration of the current
sources to another.
4.4 Noise
This section deals with the influence of the sensor connection on the counter and the
integrator. Like with the dynamic range, the two signal processing concepts were evaluated
individually, i.e. the integrator was connected directly to the signal source bypassing the
differential feedback. Detailed information on the noise contribution of the differential
feedback can be found in [1].
4.4.1 Counter
Fig. 4.12 shows the counter noise in a CdTe module in terms of the average equivalent
noise charge (ENC). The ENC is defined as the number of electrons at the preamplifier
input, which are necessary to produce an output signal of the same amplitude as the
preamplifier noise. In CIX 0.2 this value can be obtained from a threshold scan while
injecting for example 2 fC charge packets at a rate of 10 kHz with the capacitive chopper.
As the threshold curve is smeared out by the preamplifier noise, it is therefore possible
to determine the ENC by measuring the width of the threshold s-curve given in (C.2). It
is found that the preamplifier noise increases linearly with the IFb feedback current such
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Fig. 4.12: Equivalent noise charge (ENC) as a function of the feedback current IFb. The
error bars represent the standard deviation of all 64 pixels.
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Bare ASIC CdTe module CdZnTe module
117 320 ± 30 260 ± 30
Tab. 4.1: Equivalent noise charge in bare and bumped CIX 0.2 modules.
that at the maximum feedback settings the system has an ENC of approximately 320 e−.
ENC = (160± 7.8)e− + (1.7± 0.14) e
−
nA
· IFb (4.9)
Since the CdZnTe sensors are thrice as thick as the CdTe ones, they possess a smaller
pixel to backplane capacitance, which explains the difference between CdTe and CdZnTe.
Tab. 4.1 gives an overview of the typical noise values of the CIX 0.2 system at maximum
feedback settings (IFb = 91 nA). The ENC of the bare, i.e. unbumped ASIC was reported
previously in [1]. Hence, the table indicates that the sensor connection increases the
system’s noise only by approximately 200 e−.
CIX 0.2 does not feature additional capacitors that can be connected to the preamplifier
input in order to calibrate the dependence of the noise on the capacitive load. Nevertheless,
the noise performance of the counter under a varying capacitive load could be characterized
with the help of some badly flipped CIX 0.2 modules. In these modules the flip-chip deposit
of the sensor on top of the ASIC did not result in a parallel alignment but caused a slight
tilt and therefore different distances between sensor and chip along one axis. By using
a microscope with a high resolution and thereby a small depth of view, it is possible to
measure the separation between chip and sensor around the module edges (see inlay in
Fig. 4.13). The strong correlation between a small separation and a large preamplifier
noise can be seen in the main plot of Fig. 4.13. It furthermore shows an estimate of
the chip-sensor capacitance CEstim based on the simple assumption of a parallel plate
1 2 3 4 5
05
1 01 5
2 02 5
3 03 5
4 0
0 . 5 1 . 0
1 . 5 2 . 02 . 5
0 . 0 0 . 5 1 . 0 1 . 5 2 . 0 2 . 5 3 . 0 3 . 5 4 . 0 4 . 5 5 . 02 5 0
3 0 0
3 5 0
4 0 0
4 5 0
5 0 0 



		
	

X  a x i s  p o s i t i o n  [ m m ]
Pix
el n
ois
e [e
-]

0
2 0 0
4 0 0
6 0 0
8 0 0
1 0 0 0
Pix
el c
apa
cita
nce
 [fF
]



	








Fig. 4.13: ENC and estimated pixel capacitance as a function of the position along the long
(5.7 mm) axis of a CdTe module (CdTe01). During flip-chip the sensor was not deposited
parallel to the ASIC surface resulting in different distances between chip and sensor. The
insert shows a 3d representation of the chip-sensor distance as a function of the x-y position.
The pixel capacitance was estimated by assuming a parallel plate capacitor between chip
and sensor.
62 4. ASIC performance - Electrical tests on bumped CIX 0.2 modules
geometry with distance d and a dielectric constant Adhesive of the adhesive of 3.5.
CEstim = 0 · Adhesive · APixel
d
(4.10)
Typical distances between sensor and chip after the module assembly are on the order of
20 µm. The ENC value of 300 e− at the x-axis position of 2.5 mm (21 µm separation)
agrees nicely with the result obtained at identical settings on a well flipped module (see
Fig. 4.12).
4.4.2 Integrator
The integrator noise was assessed by determining the standard deviation of 100 identi-
cal integrator measurements of a given input current. As this measurement was geared
towards a characterization of the integrator noise over its full dynamic range, the signal
currents were generated by overwriting the DAC controlled voltage of an on-chip current
source with an external voltage source. Otherwise, the coarse 6-bit on-chip DAC stepping
would have resulted in only a few data points in the low current regime. Furthermore, the
integrator charge pump was set to the minimum value of 2.6 fC such that this study also
evaluates the highest achievable precision of the integrator (see (3.6)).
Fig. 4.14 shows the result of this analysis in the form of a logarithmic plot of the noise am-
plitude versus the input current for four different frame durations. Section 3.3.2 detailed
that the frame time directly influences the minimum input current IMin. The minimum
input currents for the different frame durations used in this measurement can be found
in Tab. 4.2. In order to achieve a better comparability, these minimum input currents
were subtracted from the data in Fig. 4.14. It is found that at low frame durations the
system’s noise increases up to a local maximum, which is situated at approximately twice
the minimum input current. This is followed by a section of constant noise up to a few
nA, after which the integrator noise rises monotonously. From the lack of a noise plateau
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Fig. 4.14: Average integrator noise as a function of the input current in an unbiased 1 mm
CdTe module. The input current was generated by a constant current source. In all curves
the minimum input current IMin is subtracted. The integrator pump packet size was set
to 2.6 fC. The solid lines indicate the Poisson limit in case of an X-ray irradiation with
Poisson-distributed 20 keV photons.
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50 µs 100 µs 200 µs 3 ms
104 pA 52 pA 27 pA 1.7 pA
Tab. 4.2: Minimum integrator input currents at 2.6 fC pump size.
in the 3 ms measurements at low input currents it can be inferred that the noise at low
input currents is dominated by the integrator and not the signal source.
Note that in terms of noise a longer frame duration is equivalent to a longer averaging
period. This can be illustrated by considering a constant input current and an additional
Gaussian distributed noise current superimposed on this signal. In that case, the fluc-
tuations in the total current cause the TimeLast time stamp to vary between successive
measurements of the same input current. As this jitter is the result of all fluctuations of
the pump times during one frame, a longer frame period essentially averages these fluctu-
ations and thereby reduces the noise. Hence, the 3 ms curve shows the lowest noise.
One important feature of this noise measurement is that it is based on constant cur-
rents. Yet, when irradiating with X-rays the signal current will be the result of individual
Poisson-distributed photon absorption events. This discrete nature of the input signals
causes the fluctuation σ(n) in the number of photons per frame n to be:
σ(n) =
√
n (4.11)
Therefore all figures in this section also include the expected integrator noise based on
the photon number fluctuations (see solid lines in the graphs). These values were derived
from a simulation of the average photon energy of the Hamamatsu microfocus X-ray tube.
Based on this average energy the number of photons per frame necessary to produce a
given input current was calculated. Subsequently, the σ(n) of these numbers was converted
into a fluctuation of the input signal. It is found that the integrator noise exceeds the
photon limit only at the smallest input currents in the case of very small frame durations.
In other words, the integrator noise is essentially limited by the photon statistics alone,
i.e. the system is Poisson-limited.
In addition to the measurement above, the integrator performance was also tested with an
additional bias current. According to the description given in section 3.3.2, the purpose
of the bias current is to meet the minimum input current condition of the system. By
using a bias current it is therefore possible to measure currents that would normally lie
outside the lower limit of the dynamic range. Note that these measurements furthermore
illustrate the noise performance of the integrator under typical X-ray imaging conditions.
This is because the operation of CIX 0.2 requires bias currents in order to balance the
mismatch of the differential feedback (see section 3.3.6).
Fig. 4.15(a) shows one such measurement in which the bias current is already subtracted
from the data. The signal current and integrator settings were identical to the ones
in Fig 4.14, with the only difference being the 800 pA bias current (IntBiasI = 1).
Compared to the measurements in Fig. 4.14 the data with bias current show a constant
noise below 1 nA signal current. This and the fact that the noise in the 3 ms measurement
is generally higher with bias current than without, indicates that here the integrator
current is dominated by the noise of the bias current source. Above 1 nA an increase in
noise, similar to the previous measurement, is found.
Fig. 4.15(b) shows the achievable signal-to-noise ratios when measuring with a bias current
of 800 pA. At large frame durations the system registers signal-to-noise ratios ranging from
1 at 1 pA up to almost 10k at 100 nA. Even at very short (50 µs) frames SNRs in excess
of 100 can be found.
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Fig. 4.15: Average integrator noise (a) and SNR (b) as a function of the input current
with an additional IntBiasI current. The figure shows results from an unbiased 1 mm thick
CdTe module. The bias current of 800 pA is used to guarantee a certain number of pump
events per frame, thus allowing the measurement of very small input currents. Solid lines
indicate the Poisson limit.
An example of the typical noise amplitudes and signal-to-noise ratios (SNR) with and
without bias current at 1 nA input current is given in Tab. 4.3. The table also contains
the simulated quantum noise for an average photon energy of 30 keV.
At the end of this section Fig. 4.16 gives an overview of the different factors, which
influence the noise measurement. The figure shows the SNR as a function of the input
current using the example of a 3 mm thick CdZnTe module. It is found that the best noise
performance is achieved with unbumped, bare chips. The addition of an unbiased sensor
generally increases the noise by a factor of 2 to 10. At high input currents the difference
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Fig. 4.16: Signal-to-noise ratio (SNR) for different input currents measured on a bare
module (a-c) as well as one with an unbiased 1 mm thick CdTe sensor (d,e). The plot
shows data taken in march 2007 (a) [1] as well as measurements taken at different CKInt
integrator clock settings (10 MHz (b) and 20 MHz (c)). The lowest SNRs were measured
in the bumped CdTe modules at fast clock settings and with an additional bias current (e).
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No IntBiasI IntBiasI Quantum noise
Frame [µs] Noise [pA] SNR Noise [pA] SNR Noise [pA] SNR
50 27 37 25 40 149 7
100 13 77 12 83 103 10
200 6.5 154 6 167 74 14
3000 0.6 1667 0.9 1111 18 56
Tab. 4.3: Integrator noise and signal-to-noise ratio at 1 nA input current, 2.6 fC integrator
charge pump size and 10 MHz CKInt without and with 800 pA IntBiasI current. The last
two columns contain the simulated quantum noise for an X-ray spectrum with an average
photon energy of 30 keV.
in noise between the bare chip and the one with a sensor attached is reduced. Finally,
the influence of the integrator clock frequency on the SNR can also be identified in the
measurements. The data show a significant reduction of the SNR when going from the
regular CKInt clock setting of 10 MHz up to a frequency of 20 MHz.
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5. CIX X-ray test setup
5.1 X-ray tube
The majority of the experiments in this work was performed using X-rays. This section
therefore gives a brief overview of the X-ray test setup and its main components.
The left part of Fig. 5.1 shows a photograph of said X-ray test setup. All experiments
were performed inside the hermetically sealed phoenix X-ray bench|mate 90 cabinet. The
X-rays are generated by an Hamamatsu microfocus X-ray tube, which is installed at the
bottom of the cabinet. Hence, the device under test has to be suspended upside down
above the tube. Great care was taken to position the center of the detector exactly above
the focus point of the X-ray tube in order to avoid shading or even an inhomogeneous
irradiation of the device under test. Under measurement conditions a heat-up period of 1
hour was mandatory for the interior of the cabinet to reach a thermal equilibrium. This
precaution reduces the temperature variations during one measurement to values smaller
than 0.5 ◦C. The tube parameters are summarized below.
• Maximum acceleration voltage: 90 kVp
• Maximum tube power: 10 W, e.g. 110 µA at 90 kVp
X-ray tube
CIX 0.2
x-y stage
Keithley 2410 source meter
HP E3631A power supply
TTI C-995 chopper controller
Fig. 5.1: Left: Photograph of the Bonn University X-ray setup.
Right: The inside of the X-ray cabinet with a CIX 0.2 module suspended above the x-y
stage and the microfocus tube at the bottom of the cabinet.
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• Anode material: Tungsten
• Focal spot size: < 7 µm
• Beam cone: 40 ◦
• Beam filtration: 150 µm Be exit window plus 300 µm Al casing plus 1 mm low
energy Al filter
5.2 X-Y stage
As CIX 0.2 has only a very small active area of approximately 4 x 2 mm2, a commercially
available x-y stage was installed inside the X-ray cabinet in order to scan larger objects.
The Feinmess KDT-180DC table offers a total travel range of 6 cm in both x and y
direction at a precision of 5 µm. Its motion is controlled by the CIX 0.2 control software
via the serial RS-232 interface. Due to the limited space inside the X-ray cabin, it allows
the scanning of objects up to 2 x 2 cm2 without the need for user interaction. The x-y
stage can be seen in Fig. 5.1.
5.3 Mechanical chopper
A further component, which was installed inside the X-ray cabinet, is the mechanical
chopper. This quickly rotating beam chopper is used to modulate the beam of the X-ray
tube. Like the x-y stage the TTI C-995-OH chopper is a commercially available system.
It consists of a small motor and a thick metal blade with evenly spaced openings. However
as the system is normally intended for the modulation of a laser beam, the original 500 µm
steel blade is much too thin to provide a significant modulation of hard X-rays. Therefore
a special 2 mm thick brass disc with a total of 15 openings was commissioned and the
original steel blade was replaced. It achieves an absorption of approximately 98 % of the
X-rays that are produced by the tube at maximum voltage settings. Typical chopper
frequencies range from a few Hz up to several kHz. Nevertheless, the greatly increased
weight of the X-ray chopper disc has to be taken into account when changing the chopper
frequency. When equipped with the brass disc the chopper motor takes about 30 s (instead
of < 1 s) to reach a constant rotation frequency.
One feature of the chopper system that was extensively used in this study, is the ability
to synchronize the chopper motion to an external trigger signal. This allows the chopper
motion to be synchronized to the readout of the CIX 0.2 chip. For example, if the chopper
motion is synchronized to the beginning of a measurement frame, this measurement will
always coincide with the same position of the chopper or in other words the same beam
intensity. The addition of a tuneable delay between the onset of a frame interval and the
clock signal for the chopper then even allows to shift the frame period with respect to the
bright-dark pattern produced by the chopper.
Fig. 5.2 illustrates this principle. It is assumed that CIX 0.2 operates in static leakage
compensation, i.e. a sampling interval measures the dark current of the detector and the
feedback subtracts this value from a following measurement. These so-called sampling
and frame phases are separated by a delay phase. Hence, it is possible to sample the dark
current of the sensor with a closed chopper (b), wait for the chopper to open in the delay
phase and then take a measurement with the chopper fully opened (c). This workaround
allows the use of the static leakage compensation under X-ray irradiation even with the
leaky sampling switches (see section 3.3.6) because the switching of the tube beam happens
on a millisecond scale.
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I
t
Total current
Signal current
Ileak
a b c
Fig. 5.2: Left: Photograph of the mechanical X-ray chopper.
Right: Illustration of the synchronization between chopper motion and static leakage current
compensation. The sketches at the bottom of the figure show the position of the chopper
blade for three different moments in time. The position of the CIX 0.2 detector is indicated
by the rectangle at the top of the chopper blade. In position (a) the beam passes through the
chopper and the detector registers a large current. As the chopper rotates, it subsequently
closes (b) and opens (c) again. If the leakage current is sampled during the dark phase, i.e.
when the chopper is closed, the measured current can be corrected for the sensor leakage
current Ileak.
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6. Sensor material characterization
6.1 Leakage current
The performance of a detector module depends strongly on the quality of the sensor. One
measure of this quality is the sensor leakage current, which will be analyzed in this section.
All measurements were performed inside the X-ray cabinet in total darkness and all current
values presented herein were obtained in the simultaneous counting and integrating mode,
i.e. the integrator was connected to the preamplifier output via the differential feedback.
6.1.1 Bias dependence
The first parameter, which was established, is the applicable bias range of the sensor
samples. This was tested in voltage-dependent measurements of the sensor leakage current.
Figs. 6.1(a) and 6.1(b) display the average global and pixel leakage currents of a 3 mm
thick CdZnTe and a 1 mm thick CdTe sensor. The global currents were measured directly
with the high voltage supply (Keithley 2410 source monitoring unit) and the pixel currents
were sampled with the integrator. The measurements show that the sensors are capable
of sustaining bias voltages of up to 900 V for CdZnTe and 400 V for CdTe. The typical
global detector leakage currents, average per pixel currents and the module-wide standard
deviations of these pixel currents at the highest bias settings can be found in Tab. 6.1. This
overview illustrates that the pixel currents in CdTe and CdZnTe correspond to roughly
1/140 of the total detector currents. Since the obtained ratios lie slightly below the value
defined by the pixel area APix and the total detector area ADet, this result points towards
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Fig. 6.1: Average global (left axis) and per pixel (right axis) leakage currents in (a) a 3 mm
thick CdZnTe (CZT04) and (b) a 1 mm thick CdTe (CdTe11) sensor as a function of the
applied voltage. In case of the pixel currents, the shaded area indicates the module-wide
standard deviation. Each pixel in CdZnTe and CdTe registers approximately 1/140 of the
global detector current.
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Sensor Per pixel average [nA] Per pixel std. dev. [pA] Global [nA]
CdZnTe 0.34 0.125 48
CdTe 5.1 1.1 720
Tab. 6.1: Average per pixel and global detector leakage currents in a 3 mm CdZnTe
(CZT04 at 900 V) and a 1 mm CdTe (CdTe11 at 400 V) sensor.
an additional surface current along the edges of the samples.
IPix
IDet
=
1
140
<
1
119
=
APix
ADet
(6.1)
Despite the good agreement in the pixel to global current ratios the leakage currents of
CdZnTe and CdTe yield very different absolute values. By comparing the leakage currents
at identical electric field strengths (e.g. 300 V/mm), it is found that the resistance of the
CdZnTe crystals is approximately 10 times higher than that of the CdTe sensors. This
is in excellent agreement with standard material parameters found in the literature (see
Tab. 2.4).
Fig. 6.2 shows an identical measurement for a CIX 0.2 module equipped with a 300 µm
thick Si sensor. From it an average pixel leakage current of 1 nA and a global detector
current of 100 nA at a bias setting of 80 V is obtained. This very low breakthrough voltage
of only 80 V is not expected as, according to the manufacturer, the sensors should be able
to sustain more than 100 V. The most likely explanation for this is that the sensors suffer
from a breakdown in the bias-grid. This implantation on the pixel side is normally used
to bias the sensor when testing it with a probe needle on a probe station. In case of a
defect it can become conductive and lead to the observed current increase at relatively
low voltages. Although this significantly reduces the quality of these sensors, it does not
completely prevent their use. Based on the wafer properties, the sensors have a depletion
voltage on the order of 80 V and therefore they can still be operated close to full depletion.
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Fig. 6.2: Average global (left axis) and per pixel (right axis) leakage currents in a 300 µm
thick Si sensor (Si03). On average the per pixel current amounts to roughly 1/100 of the
global detector current. The global as well as the pixel current both show the breakdown
behavior of the Si p-n diode at approximately 80 V.
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6.1.2 Temperature dependence
All materials that were analyzed in this work show a negative temperature coefficient. As
the X-ray setup does not have an active temperature control, the power dissipation of the
readout ASIC leads to an increase in the sensor leakage current. It is therefore manda-
tory to assess the magnitude of the leakage current changes under typical measurement
conditions.
Fig. 6.3 shows the temperature change during one hour using the example of a CdTe mod-
ule. The chip was read out continuously, which causes a maximum power consumption of
the ASIC. After approximately one hour an equilibrium value of roughly 44 ◦C is reached.
Different ambient temperatures (22 ◦C - 25 ◦C) result in a variation of the plateau value of
approximately 3 ◦C. Note that apart from this particular measurement all measurements
presented in this work started from thermal equilibrium in order to keep the variations in
the leakage current as small as possible.
The influence of the ambient temperature on the leakage current in CdTe and CdZnTe is
illustrated in Fig. 6.4(a) and 6.4(b). The values were obtained by sampling the current
during the heat-up phase and plotting them versus the temperature. A linear fit to the
data yields an average current increase of 31 pA/K in CdZnTe and 363 pA/K in CdTe at
temperatures around 40 ◦C.
ILeak[CdZnTe] =− (977± 22) pA+ (31.1± 0.5) pA
K
· T (6.2)
ILeak[CdTe] =− (10.9± 0.2) nA+ (363± 5.5) pA
K
· T (6.3)
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Fig. 6.3: Integrator current (A) in pixel 1-2 of a CdTe module (CdTe11) during a heat-up
phase of one hour. At the beginning of the measurement the current was set to zero by
an offline subtraction of mismatch and leakage currents. The light blue line (B) shows
the temperature of the chip as a function of the time. The plateau value of the thermal
equilibrium can vary by approximately 3 ◦C depending on the room temperature [22 ◦C -
25 ◦C].
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Fig. 6.4: Leakage current in (a) 3 mm thick CdZnTe (CZT04) and (b) 1 mm thick CdTe
(CdTe11) sensors versus the ambient temperature of the sensor module. Solid lines indicate
linear fits to the data (see (6.2) and (6.3)).
6.1.3 Photon flux dependence
The previous section already illustrated that a constant sensor temperature minimizes
variations in the leakage current. Nevertheless, measurements of the leakage current under
X-ray irradiation indicate that even under stable thermal conditions, the leakage current is
not necessarily constant. In fact, as presented in Fig. 6.5, the leakage current is influenced
by the applied photon flux. The data were taken by measuring the global detector current
with the Keithley 2410 source monitoring unit 5 s after the tube had been switched on.
Following this, the tube was switched off for 10 min before the next measurement was
performed. In that way all data points in Fig. 6.5 had identical starting conditions in
terms of the sensor leakage current.
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Fig. 6.5: Global detector current under a linear increase of the tube current for 1 mm thick
CdTe (CdTe11 - dots) and 3 mm thick CdZnTe (CZT04 - squares) sensors. The detector
area is approximately 15 mm2. The measurements were performed at 90 kVp and 12.5 cm
focal spot to detector distance.
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Concerning the photon flux dependence the CdZnTe data show the expected behavior, i.e.
a linear increase in the tube current leads to a proportional rise in the measured current.
In contrast to this, CdTe exhibits a steep increase in the measured current at low fluxes.
At approximately 20 µA tube current, the steep increase flattens such that after 5 s of
irradiation the CdTe signals are on average 5-10 times larger than those generated in the
CdZnTe sensors. This current difference cannot be explained by the 0.21 eV difference in
the electron-hole pair creation energy Ee/h between CdTe and CdZnTe.
Therefore this behavior, which is observed in all CdTe samples, is a strong indication that
the crystals feature an additional, flux-dependent current component. This current cannot
be generated directly by the impinging photons, which leads to the conclusion that it has
to enter through the detector’s electrodes. Hence, if the sensor is considered a black box,
this effect can be described as a photon flux dependent change in the sensor’s resistivity.
In order to further quantify this effect, the expected CdTe signal currents ICdTeExp were
calculated based on the CdZnTe results ICdZnTeMeas .
ICdTeExp = I
CdZnTe
Meas (1 + 0.05) (6.4)
The additional 5 % represent the difference in Ee/h of the materials. Subtracting the ex-
pected from the measured CdTe signal currents yields the additional current component
(see Fig. 6.6). A comparison of these currents to the leakage current without irradiation
(see Fig. 6.1(b) at 400 V) allows an assessment of the radiation-induced change in the sen-
sor’s resistivity. This means that for example at a tube current of 20 µA at 12.5 cm focal
spot to detector distance the sample’s resistance is decreased by a factor of 0.57. Fig. 6.6
also shows the ratio of the additional current to the theoretically expected signal current.
It is found that starting from an additional current component which is a factor 18 larger
than the X-ray signal, the current ratio settles at a factor of 4 at higher fluxes.
When generalizing these results, it is however important to note that this analysis de-
scribes the photon induced changes of the current in a CdTe sample at a specific detector
bias. The absolute value of the detector current always depends on this bias setting and
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Fig. 6.6: Photon-induced change in the CdTe detector (CdTe11) current in µA after 5 s of
irradiation at 90 kVp (left axis). The right axis shows the ratio of the additionally injected
current component to the expected signal current of a CdTe sensor. The tube currents are
scaled to 12.5 cm focal spot to detector distance.
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the irradiation time after which the measurement is taken.
For the simultaneously counting and integrating CIX 0.2 detector such a behavior nev-
ertheless has severe consequences as the sensors are DC-coupled to the readout. If the
current changes disproportionally under irradiation, the DC-coupled preamplifier reacts
with a baseline shift at the output. This offset causes a lowering of the effective threshold,
which can result in a paralyzation of the photon counter at significantly lower fluxes than
normal.
6.2 Temporal response
An additional feature, which marks a good sensor material, is a good long-term stability
of the response under constant irradiation as well as a rapid response to varying signal
intensities.
Fig. 6.7 illustrates these temporal requirements on three X-ray images, which were taken
simultaneously with a CdTe module. All three images show a small brass cogwheel placed
next to a 8-pin IC measured at 90 kVp tube voltage, 70 µA tube current and a focal spot
to detector distance of 16.5 cm. Due to the small physical dimensions of the pixel matrix
(2 mm x 4 mm) the objects had to be moved in front of the detector with the help of the
x-y stage. During the scans the stage went through an s-shaped path starting at the top
right of the images. The full scan of the two objects consists of 9 x 6 individual raster
positions and it took approximately four minutes.
Fig. 6.7(a) shows the result of the photon counting channel at a high threshold of 24 keV
and Fig. 6.7(b) contains the integrator data. It can be observed that both the photon
counter and the integrator images brighten from the top-right to the lower-left corner.
This effect is caused by a gradual decrease in the signals (inverted scale) measured with
the 1 mm thick CdTe detector as the scan progresses over the objects. It could either
be caused by a variation in the sensor signals or it could also be introduced by the ASIC
itself. However, as long-term measurements of on-chip generated, constant input signals
revealed no drift in the measured signals, the ASIC can be ruled out as a potential source
of the observed effect. This leaves the sensor material as the only possible origin of the
a) Counter b) Integrator c) Short term deviations
Fig. 6.7: X-ray images of a cogwheel and an integrated circuit taken with a 1 mm thick
CdTe sensor (CdTe11) at 90 kVp, 70 µA and 16.5 cm focal spot to detector distance. The
images show (a) the photon rate at 24 keV threshold, (b) the integrator current and (c)
the integrator current standard deviation of 10 consecutive measurements. All three images
were taken simultaneously. The scale is inverted such that dark sections indicate large
signals. Due to the small dimensions of the sensor (2 x 4 mm2) individual images are tiled
together with the help of an x-y stage. This also explains the repetitive pattern in the
images. Long-term variations in the detector signals can be seen as a gradual brightening
of the photon counter and integrator images from top right to bottom left. The short-term
effects are best seen in the deformation of the central region of the cogwheel in Fig. 6.7(c).
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amplitude changes.
Furthermore, a distinctive rectangular pattern is visible in the integrator image. This
is the result of the stitching of subsequent measurements because during irradiation the
decrease in signal amplitude varies from pixel to pixel. Tiling the individual measurements
to form the large 9 x 6 view then creates the repetitive pattern. Hence, the first two images
illustrate the need for a good long-term stability of the sensor signals.
The effect of a slow response to a varying input signal is demonstrated in the third image
(see Fig. 6.7(c)). This image shows the fluctuations in the current signals on a short
(1 ms) timescale using the dead time free readout of CIX. At each x-y stage position
10 individual snap-shots of that particular image section were taken and the standard
deviation of these 10 measurements was calculated. Although the long-term decrease in
current amplitude is lost in this measurement, distortions at the edges of the cogwheel are
visible. This is because during the imaging procedure the middle section of the cogwheel
was scanned going from left to right. Like this the remainders of high current signals from
outside the object are superimposed over the low signal section of the cogwheel. Similarly,
when moving out of the brass absorber the current signals only slowly return to the high
amplitudes.
6.2.1 Long-term response
The afore mentioned long-term change in the detector response of CdTe and CdZnTe was
studied in detail for different bias and flux conditions. In these measurements the sensors
were irradiated with a constant beam intensity for five minutes. Following this irradiation
period, the sensor signals were recorded for another five minutes without irradiation. The
irradiation interval of five minutes was chosen as it reflects the typical scan durations
when imaging a larger object with CIX 0.2. In order to evaluate the ASIC’s performance
under such measurement conditions, identical measurements were performed on a 300 µm
thick Si sensor. In this context they will serve as a reference since Si is not limited by
comparable temporal instabilities. The focus of this analysis is placed on the integrator
because of its inherent sensitivity to slow changes in the signal amplitude. In contrast to
this, the CIX counter is only influenced indirectly via a preamplifier baseline shift.
Integrator long-term response - Pulse shapes and mathematical description
Fig. 6.8 shows the time dependence of the average pixel current for a Si, a CdZnTe and
a CdTe sensor at a tube current of 30 µA at 6.5 cm focal spot to detector distance and
at high bias settings. As expected, the Si sensors exhibit no significant temporal changes
during or after an irradiation period. This is not true for the CdTe and CdZnTe detectors
where a significant time-dependence of the signals is observed. Note that the curves in
Fig. 6.8 are representative examples, which were confirmed on other samples of the three
sensor materials.
Starting with the CdZnTe detectors, the current under X-ray irradiation IOn can be de-
scribed by a combination of an exponential function with a time constant τOn, specifying
the initial amplitude increase, and a linear function, which parameterizes the subsequent
rise. The observed linear runaway of the detector currents under irradiation has recently
been confirmed in a separate study on CdZnTe samples with high µhτh products at high
bias [53]. At the end of the 5 min irradiation period, the current IOff quickly drops down
to a few percent of the current under irradiation and then slowly returns back to the base-
line following an exponential tangent with the time constant τ longOff . Even on a timescale
of one hour no current undershoot after tube shut-off is observed. The mathematical de-
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Fig. 6.8: Average integrator currents for (a) Si (Si03), (b) CdZnTe (CZT04) and (c) CdTe
(CdTe11) sensors at high flux X-ray irradiation. A 5 min irradiation period at constant
tube settings was followed by a 5 min recovery phase without X-ray irradiation. The dashed
lines are fit curves to the experimental data. Detector bias: Si = 50 V, CdZnTe = 900V,
CdTe = 400 V. The measurements were performed at 90 kVp and 30 µA at 6.5 cm focal
spot to detector distance.
scription of the signal shape is given by the following two equations in which A - D are
parameters depending on the photon flux and the sensor bias.
ICdZnTeOn = A−B · exp
(
− t
τOn
)
+ C · t (6.5)
ICdZnTeOff = D · exp
(
− t
τ longOff
)
(6.6)
The long-term behavior of the CdTe modules is shown in the right part of Fig. 6.8. Here,
the CIX measurements exhibit a slow exponential decrease in the signal amplitude with a
time constant τOn. Once the tube is switched off, the signal current quickly decreases and
even reverses its sign before slowly returning to the baseline value. A good approximation
of this undershoot is given by two exponential functions, one describing the fast component
(τ shortOff ) and a second one for the long-term contribution (τ
long
Off ). In the following two
equations the parameters E - F again depend on the photon flux and the sensor bias.
ICdTeOn = A+B · exp
(
− t
τOn
)
− C · t (6.7)
ICdTeOff = −E +D · exp
(
− t
τ shortOff
)
+ F · exp
(
− t
τ longOff
)
(6.8)
The aforementioned equations were used to fit the signal shapes given in Fig. 6.8. This
allows an assessment of the observed long-term changes with respect to their characteristic
time constants and their relative impact on the signal amplitudes. The time constants
τOn and τOff are obtained directly from the fits while the relative amplitude changes ROn
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and ROff are defined as follows.
ROn describes the relative amplitude change under irradiation caused by the exponential
terms in ( 6.5) and (6.7). The linear part of the two equations has been neglected as this
would introduce an additional time-dependence. Hence, ROn is defined as:
ROn =
IexpOn (t→∞)
IRefOn (5 s)
=
A
IRefOn (5 s)
(6.9)
The reference amplitude IRefOn (5 s), to which the exponential component of this fit is
compared, was chosen such that it lies outside the parts of the signals, which are dominated
by the switching of the X-ray tube. This accounts for the one or two seconds necessary
for the X-ray tube to reach the desired acceleration voltage and tube current.
Regarding the amplitude change after the tube has been switched off, the different pulse
shapes in CdZnTe and CdTe require different definitions of ROff . In CdZnTe it is given
by:
RCdZnTeOff =
IOff (5 s)
IRefOn (299 s)
(6.10)
Like this the residual signal 5 s after tube shut-off is referenced to the signal amplitude
immediately before the tube is switched off.
Due to the negative undershoot the respective quantity in CdTe is defined as:
RCdTeOff =
IMinOff
IRefOn (299 s)
(6.11)
Thus, RCdTeOff gives a measure of the maximum negative signal amplitude after tube shut-
off with respect to the signal under irradiation.
Tab. 6.2 summarizes the time constants and relative amplitude changes in CdZnTe and
CdTe. The values given in this table represent the averaged fit data of 64 pixels (one
module) in CdZnTe and 128 pixels (two modules) in CdTe. Note that although these
results allow a direct comparison of the different sensor types that were used in this work,
a generalization to any kind of CdTe and CdZnTe sensor is difficult as differences between
sensor batches and manufacturers are to be expected. Moreover, the values stated in the
table depend on the bias settings (here CdTe: 400 V and CdZnTe: 900 V), the photon
spectrum (here 90 kVp) and the photon flux (here 30 µA at 6.5 cm focal spot to detector
distance).
Nevertheless, considering all the aforementioned constraints, Tab. 6.2 gives some valuable
information on the performance of the sensor materials used in this work. It is found that
in both sensor materials the long-term changes during irradiation occur on time scales
similar to those after irradiation. Furthermore, the data indicate that CdTe suffers from
longer lasting as well as more pronounced amplitude changes compared to CdZnTe.
τOn[s] τOfflong[s] τOffshort[s] ROn(%) ROff (%)
CdZnTe 20 33 x 13 5
CdTe 65 78 3 39 -9
Tab. 6.2: Average exponential time constants τ and relative amplitude changes R in
CdZnTe and CdTe during a 5 min irradiation period at 90 kVp, 30 µA and 6.5 cm focal
spot to detector distance. The sensor bias was 900 V (CdZnTe) and 400 V (CdTe). The
presented values are the average of 64 pixels (one module) in CdZnTe and 128 pixels (two
modules) in CdTe. More information on the parameters τ and R is given in the text.
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Integrator long-term response - Explanatory approach
One possible explanation for the observed long-term behavior of the integrator currents
could be a slow heating of the detector. However, this hypothesis is considered unlikely as
the temperature-dependent measurements of the pixel leakage current yielded a current
increase of 31 pA/K in CdZnTe (see section 6.1.2). This means that the linear increase
in Fig. 6.8 alone would constitute a temperature change of 10 K. Since the temperature
variations under measurement conditions were only 0.5 K and the energy deposited by the
X-ray beam inside the detector is 1 µW, thermal changes are not the correct explanation.
An alternative explanation is given by a model based on the charge carrier injection
through the metal contacts [54]. In detail, the authors argue that the accumulation of
space-charges inside the sensor can influence the current entering through the sensor’s
electrodes. The general presence of a positive space charge inside CdZnTe sensors has
been confirmed by recent works on the polarization effect and the electrical field profile
(see section 2.5.2). Hence, by applying the contact model to CdZnTe, the pulse shapes
can be understood in terms of an electron current, which enters through the cathode and
which is modulated by the magnitude of the positive space charge in the sensor.
Fig. 6.9 illustrates the model in terms of the signal current, the space charge distribu-
tion and the electric field profile before, during and after an irradiation interval. Prior
to the irradiation (t1) the detector features a certain space charge and a current flowing
through the contacts (see also Fig. 6.9.d). If irradiated (t2 and Fig. 6.9.e), the trapped
charge carriers increase the space charge inside the detector. The larger internal charge
corresponds to a higher electric field at the cathode, which in turn causes a larger electron
injection through the non-blocking contacts. After the tube is shut off (t3 and Fig. 6.9.f)
the gradual detrapping of the accumulated charge decreases the electric field strength at
the contact. Hence, the current slowly returns return back to the baseline.
A first confirmation of this hypothesis can be found in a bias-dependent measurement of
the integrator signals (see Fig. 6.10(a)). The analysis reveals that both the exponential
increase as well as the subsequent linear rise scale with the applied bias. Similarly, the
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Fig. 6.9: Possible explanation of the long-term behavior of the current signals in CdZnTe.
(a): Typical pulse shape of the CdZnTe signals. (b): Space charge density ρ at three
different times t1 - t3. (c): Electric field profile E at t1 - t3. The three figures (d-f) at
the bottom show a graphical representation of the sensor at the three moments in time.
The color saturation of the arrows and the ellipsoids symbolizes the injected current and
the space charge density, respectively. Under irradiation, the space charge increases and
thereby increases the current, which flows into the detector. After the irradiation period,
detrapping causes the space charge to slowly return to the pre-irradiation value.
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Fig. 6.10: (a): Average long-term integrator current response of a 3 mm thick CdZnTe
detector (CZT04) at different bias settings. The temperature variations during the mea-
surement were smaller than 0.5 K. Tube settings: 90 kVp and 30 µA at 6.5 cm focal spot
to detector distance.
(b): Electric field profiles in a 2 mm thick single channel eV Products CdZnTe sensor
measured with the TCT method [2].
absolute value of the residual current amplitude after tube shut-off also increases with
the bias voltage. According to the aforementioned injection model, this can be explained
under the assumption that a higher bias facilitates the charge carrier injection through
the cathode via a larger space charge in the detector. The general bias-dependence of the
space charge in CdZnTe is supported by TCT measurements on single channel detectors
from the same manufacturer (see Fig. 6.10(b)) [2,41]. These measurements illustrate that
the slope of the electric field profile increases with increasing bias, which can only be
caused by a larger space charge inside the detector. It can therefore be concluded that
the long time response of CdZnTe at different bias settings agrees with a space charge
controlled injection model.
Another finding, which points towards a contact effect, is that the observed long-term
changes are also influenced by the applied photon flux. The left part of Fig. 6.11(a) shows
four consecutive 5 min irradiation periods, each of which is characterized by a signal shape
similar to the ones shown in the previous figures. It can be seen that the relative amplitude
increase gets larger with a rising photon flux. According to the injection model this is to
be expected because a larger photon flux results in a larger number of trapped charges
inside the detector. The larger space charge in turn causes a stronger manipulation of the
current, which flows through the electrodes. This effect is quantified in Fig. 6.11(b) where
the signal current after 30 s of irradiation is compared to the current 5 s after the tube
had been switched on. The data show that the signal amplitude increases by more than
15 % within the first 30 s of irradiation. Hence, in terms of the long-term stability of the
integrator signals a low bias setting as well as a low photon flux is favored.
Apart from further supporting the contact model, Fig. 6.11(a) yields a second result. It
shows that the signals above 50 µA deviate significantly from the signal shape parame-
terized by (6.5) and (6.6). This implies that the mathematical description of the signal
shapes is only valid up to about 50 µA at 6.5 cm focal spot to detector distance.
The aforementioned injection mechanism can also be applied in order to explain the be-
havior of the CdTe samples. Like with CdZnTe, previous measurements on CdTe crystals
from the same manufacturer revealed the presence of positive space-charges inside the
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Fig. 6.11: (a): Average long-term integrator current response of a 3 mm thick CdZnTe
detector (CZT04) at different tube fluxes.
(b): Relative amplitude gain after 30 s of irradiation. The value is given with respect to
the current after 5 s of irradiation.
The module-wide standard deviation is indicated by the shaded areas. The temperature
variations during the measurement were smaller than 0.5 K. Tube settings: 90 kVp and
30 µA at 6.5 cm focal spot to detector distance.
sensor volume [2] (see also section 2.5.2). However, the different pulse shapes compared
to CdZnTe can only be explained by a blocking space charge (see Fig. 6.12). This means
that the accumulated positive charge has to act on a hole current, which flows through
the anode. In that case, the current is reduced under irradiation because the larger space
charge hinders the hole injection (t2 and Fig. 6.12.e). Immediately after the X-ray irra-
diation period (t3 and Fig. 6.12.f) the residual trapped charge still prevents holes from
entering the detector, thus keeping the dark current below the pre-irradiation value. As
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Fig. 6.12: Possible explanation of the long-term behavior of the current signals in CdTe.
(a): Typical pulse shape of the CdTe signals. (b): Space charge density ρ at three different
times t1 - t3. (c): Electric field profile E at t1 - t3. The three figures (d-f) at the bottom
show a graphical representation of the sensor at the three moments in time. The color
saturation of the arrows and the ellipsoids symbolizes the injected current and the space
charge density, respectively. Under irradiation, the space charge increases and prevents
holes from entering the detector. After the irradiation period, the remaining space charge
still suppresses the injection current. This causes the negative undershoot with respect to
the pre-irradiation conditions.
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the trapped charge is eventually released during the relaxation period, the current slowly
returns to the original value.
This too is supported by bias dependent measurements of the long time behavior of CdTe
samples under irradiation. The measurements indicate that the relative magnitude of the
amplitude change in CdZnTe also increases at higher bias settings. Similar to CdZnTe,
this is in accordance with the injection hypothesis, in which the higher electric field and
the accompanying larger space charge aggravate the impact of the injection current on the
signal shapes. A general estimate of the change in the space charge density introduced by
different bias settings can be found in [41]. These TCT measurements on a CdTe sample
showed that the charge density scales proportionally to the applied bias.
It should also be noted that although the measurements in Fig. 6.8 were performed at iden-
tical photon fluxes, the CdTe currents at the onset of the irradiation period are roughly
seven times larger than the currents in CdZnTe. This is consistent with the current am-
plification by the CdTe sensors described in section 6.1.3.
Hence, summarizing the above, it is found that the measurements all support a space
charge modulated current injection as the origin of the observed long-term effects.
Photon counter long-term response
Fig. 6.13 shows the temporal responses of the photon counting channels in a Si, a CdZnTe
and a CdTe module. The previous measurements already illustrated that the signal cur-
rents exhibit large changes under X-ray irradiation at high flux. At a tube current of
30 µA and a focal spot to detector distance of 6.5 cm the resulting baseline shift at the
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Fig. 6.13: Average photon count rates for (a) Si (Si03), (b) CdZnTe (CZT04) and (c) CdTe
(CdTe11) sensors under X-ray irradiation. The Si and CdZnTe sensors were tested with a
90 kVp spectrum at a tube current of 30 µA and at 6.5 cm focal spot to detector distance.
The counter threshold was set to 10 keV. As the temporal changes in the signals of the
CdTe sensors are much more pronounced, they were tested at 10 µA at 16.5 cm distance
(1.6µA at 6.5 cm). The dashed lines are fit curves to the experimental data. Detector bias:
Si = 50 V, CdZnTe = 900V, CdTe = 400 V. The most likely explanation for the artifacts
in Fig. 6.13(a) is cross-talk from the shortened pixels into the working ones.
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preamplifier output is large enough to cause a complete paralyzation of the photon counter.
Hence, the photon counting channel in the CdTe modules had to be tested at a reduced
tube current of 10 µA and a larger focal spot to detector distance of 16.5 cm.
Concerning the shape of the photon counter responses, the general trends observed with
the integrating channel during irradiation are reproduced in the counting measurements.
The reason for this is that the variation in the input current causes a baseline shift at the
preamplifier output. The change of the relative discriminator threshold then leads to the
observed changes in the count rates.
The main difference between the counter and integrator measurements is the absence of
residual signals after tube shut-off. The lack of these signals can be easily understood
by considering the origin of these afterglow signals. Essentially, they are based on the
detrapping of individual charge carriers from deep traps within the band gap of the sensor
material. The resulting slowly varying detrapping current does not pass the discriminator
threshold and thus a complete shut-off of the X-ray tube does not reveal an afterglow
signal in the counter. In case of an AC-coupled photon counting detector, the impact of
long-term variations would be even further reduced by the high-pass filtering of the input
signal.
6.2.2 Short-term response
This section discusses the short-term behavior of the detector signals (compare with
Fig. 6.7(c)). In the following measurements the quickly rotating beam chopper was used
to provide a rapidly changing intensity profile similar to a high contrast object. Individual
data points were taken continuously at intervals of 500 µs with the help of the chip’s dead
time free readout.
Fig. 6.14(a) shows the photon counter response of Si, CdTe and CdZnTe modules. All
curves have, to a good approximation, a rectangular shape without any short-term varia-
tions. The slopes at the beginning and at the end of the irradiation period are governed
by the motion of the chopper disc and give no indication of an initial spike as found in [55].
The counts in the dark phase of the chopper cycle originate from X-rays, which are scat-
tered from the mechanical support structures inside the X-ray cabinet.
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Fig. 6.14: Average photon count rates (a) and integrator currents (b) in 1 mm thick CdTe
(CdTe11), 3 mm thick CdZnTe (CZT04) and 300 µm thick Si (Si03) samples as a function
of the time. The quickly varying beam intensity is generated by a beam chopper operating
at 80 Hz. Tube settings: 90 kVp and 50 µA at 6.5 cm focal spot to detector distance.
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The integrator signals in Si again show the expected flat response, i.e. a stable current
under irradiation and zero current when the X-ray beam is cut off (see Fig. 6.14(b)). The
general shape of the CdZnTe signals also comes close to this ideal response with only a
small residual current being visible outside the irradiation phase. As the brass disc ab-
sorbs 98 % of the X-ray photons, the observed current is likely an afterglow signal. This
behavior is even more pronounced in the CdTe samples. Here, the current amplitude
changes strongly under irradiation (approximately 30 % over 6 ms). Outside the irradia-
tion interval, the CdTe signals show a significant residual current. It can thus be argued
that the intensity variations happen too quickly for the detector to reach an equilibrium.
The amount of trapped space charge oscillates and the signal current settles around an
intermediate level.
The increasing current amplitude of the CdTe signals found in Fig. 6.14(b) can also be
observed in the first part of the long-term measurements in Fig. 6.8. Here, the current
increases initially and only after a few seconds the slope changes sign and the signal am-
plitudes start to fall.
6.2.3 Concluding remarks on the temporal response
Both the long-term and the short-term measurements showed that CdTe as well as CdZnTe
exhibit temporal variations in the output signals due to the build-up of space charge. The
lack of similar effects therefore makes Si a good choice for an X-ray sensor material if
a high photon absorption is not mandatory. Yet, for applications that require a high
stopping power of the sensor material, the investigated CdZnTe sensors offer the best
balance between X-ray detection efficiency and temporal stability of the detector signals.
A potential solution to the temporal behavior might lie in a mathematical correction of the
amplitude changes. This approach is in principle feasible in case of a static irradiation of
the detector. However, when scanning a larger object for several minutes with CIX 0.2, the
photon flux changes constantly due to the imaged object. A correction of the intrinsically
flux-dependent long-term changes is therefore very challenging. So, the only resort is to
keep the sensor bias low in order to minimize the fluctuations.
A different situation arises in a CT-like environment in which the scans take just a few
seconds and not minutes. The quickly rotating gantry can produce rapidly changing beam
intensities, which makes these conditions comparable to the short-term measurements in
section 6.2.2. Within the measurement precision achieved in this work an offline correction
of the temporal changes in CdZnTe does not seem to be mandatory due to the small
temporal variations in the signal amplitudes.
6.3 Module homogeneity and lateral polarization
In light of the better performance of the CdZnTe sensors compared to the CdTe crystals,
the CdZnTe modules were further analyzed with respect to the homogeneity of the pixel
response. As an example, Figs. 6.15(a) to 6.15(d) show the typical spread of the counter
and the integrator signals in a CdZnTe module under homogeneous irradiation at 90 kVp,
20 µA and 4.5 cm focal spot to detector distance. The following analysis will address the
magnitude and the origin of these large inhomogeneities.
6.3.1 Potential chip-based inhomogeneities
The detailed calibrations and tests presented in chapter 4 can be used to answer the ques-
tion if the observed inhomogeneities in the system response are originating in the CIX 0.2
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Fig. 6.15: Photon count rate in Mcps (a, c) and integrator currents in nA (b, d) in a
CdZnTe (CZT03) module under homogeneous irradiation at 90 kVp, 20 µA and 4.5 cm
focal spot to detector distance. The threshold was set to 24 keV. The relative standard
deviation with respect to the mean is approximately 40 % in both channels.
chip. Considering the photon counting channel, only two chip-based effects are possible
causes for the variations. The first candidate is a variation in the feedback current sources.
The resulting differences in the pulse height (ballistic deficit) and the pulse duration at the
preamplifier outputs would translate into different count rates at identical photon fluxes.
Alternatively, different mismatch currents in the feedback circuits could also influence the
homogeneity of the module through different baseline shifts in the pixels.
However, Fig. 6.16(a) shows that the inhomogeneities are not caused by variations in
the feedback as they do not correlate with the count rate at a given photon flux. Simi-
larly, no correlation between the mismatch current and the photon rate is observed (see
Fig. 6.16(b)).
Regarding the integrator, possible explanations for the large spread between individual
pixels are differences in the integrator pump sizes or alternatively differences introduced
by the replication of the input current in the feedback circuit. The first potential cause
can be excluded as the pump logic of every pixel is calibrated individually at the onset of
every measurement. With regard to the second hypothesis, the feedback inhomogeneity
was evaluated with the ILeakSim constant current source. In all 64 pixels the ILeakSim
DAC was swept through its dynamic range and the relative spread of the pixel current
at each DAC setting with respect to the module-wide average was calculated. Fig. 4.11
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Fig. 6.16: Correlation plots of potential chip-based origins of the inhomogeneities in the
photon counting channel. (a): Influence of the counter performance as determined with
electrical tests of the maximum count rate. (b): Impact of the feedback mismatch currents
on the homogeneity. The X-ray measurements were performed at 90 kVp, 50 µA and
6.5 cm focal spot to detector distance. Both plots show no correlations and therefore any
chip-based disturbances can be discarded.
showed a similar measurement in which the ILeakSim current was measured directly with
the integrator bypassing the differential feedback. It yielded a relative standard deviation
of only a few percent. If the ILeakSim current is routed through the preamplifier feedback
a relative spread between the integrator currents of 6 % is obtained. This accounts only
for a fraction of the relative standard deviation of 49 % observed in Fig. 6.15(b). Thus the
measurements imply that the ASIC is not responsible for the observed inhomogeneities.
6.3.2 Sensor-based inhomogeneities
With the ASIC ruled out, the sensor is the only remaining source of the large inhomo-
geneities. In the following paragraphs it will be shown that apart from the temporal
component, the tested samples also exhibit a form of spatial polarization.
Homogeneous irradiation
The spatial effect becomes evident when comparing the measured photon rate and inte-
grator current for different tube settings. Fig. 6.17(a) shows the photon rate in all 64
pixels of a CdZnTe module as a function of the applied tube current. It can be seen that
although the beam of the micro-focus X-ray tube is homogeneous over the detector area,
the relative standard deviation of the count rates with respect to the mean rate is approx-
imately 40 % (up to tube currents of approximately 30 µA). Analogously, Fig. 6.17(b)
shows the different integrator currents as a function of the applied tube current.
At this point, the simultaneous counting and integrating concept offers a unique way of
analyzing the origin of the inhomogeneities by plotting the measured rate in the pixels
versus the corresponding integrator current. Fig. 6.18 illustrates that, if the correlation of
integrator current and count rate is used to correct the photon rates, the relative standard
deviation between the pixels is reduced to an average value of only 6 %. Hence, regardless
of the very large differences in the count rates and the integrator currents under homoge-
neous irradiation, the pixels all measure very similar count rates at any given integrator
current. This is a clear indication that different pixels collect different amounts of charge,
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Fig. 6.17: Photon count rate (a) and integrator (b) inhomogeneity in a 3 mm thick CdZnTe
module (CZT04) under homogeneous X-ray irradiation. The X-ray tube settings were
90 kVp and 4.5 cm focal spot to detector distance.
although the same amount of charge is deposited inside the pixel area. Note that the
remaining spread in Fig. 6.18 can be attributed to variations in the counter electronics,
specifically in the feedback current sources of the first differential pair.
The previous observations lead to the question as to where the inhomogeneities originate
from. In principle, two potential effects have to be considered. Either the effective area of
the pixels changes under irradiation, i.e. the area of one pixel increases at the cost of the
effective area of a neighboring pixel. Alternatively, the pixel areas could be reduced by
dead zones where no or only a significantly reduced charge collection takes place. In con-
trast to the effective area hypothesis, this second effect would always result in a reduction
of the sensitive pixel area.
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Fig. 6.18: Calibration of the photon count rate with the simultaneously measured inte-
grator current (data taken from Figs. 6.17(a) and 6.17(b)). The individual rescaling of the
photon count rate for all 64 pixels in the 3 mm thick CdZnTe sample (CZT04) strongly
reduces the spread compared to Fig. 6.17(a). This illustrates the existence of a strong
correlation between e.g. a small integrator current and an equally small photon count rate.
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Simulation
The origin of the aforementioned inhomogeneities was identified with a full simulation of
the sensor signals as a function of the tube current. This Monte Carlo simulation of the
detector response was performed by [56] and it includes the following effects:
• Small pixel effect based on the precise sensor geometry
• Charge charing due to diffusion of the charge carrier cloud
• X-ray fluorescence from Cd and Te atoms
• Compton scattering
• Charge trapping with a mean free electron path of 0.09 m.
Further information on the underlying model and the accompanying equations can be
found in [4, 57].
By comparing the measured integrator current to the simulation data (see Fig. 6.17(b)),
it is found that about half the pixels show currents above the simulation result. Hence,
charge loss due to dead areas within the pixels can be ruled out because this would only
yield signal currents smaller than the simulation results. Thus, even though count rate
and integrator current under homogeneous irradiation vary greatly between individual
pixels, the charges are not lost, but seem to be drifting from one pixel to another. This
result indicates that the pixels develop non-equal effective areas under irradiation. It is
furthermore in accordance with the analysis presented in [45] and following their argument,
the likely explanation of this phenomenon is an inhomogeneous build-up of space charge
inside the detector. Fig. 6.19 sketches the basic mechanism responsible for the formation
of effective pixel areas. It is based on the assumption that the inhomogeneous distribution
of trapping centers inside the sensor material translates into inhomogeneously distributed
space charges. As shown, these charges introduce a lateral electric field component and
thereby influence the charge carrier movement.
X-rays
Fig. 6.19: Sketch of the electric field lines inside a CdZnTe pixel sensor induced by the
inhomogeneous distribution of space-charges. As shown the increased space charge density
above the central pixel causes a horizontal field component, which steers charges towards
the central electrode. Thus the effective size of this pixel is larger than the dimensions given
by the pixel electrode.
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Pinhole measurements
Apart from the comparison with the simulation, the effective pixel size hypothesis is also
supported by measurements on single pixels. These measurements used a 200 µm wide
pinhole drilled into a 1 mm thick lead absorber to focus the X-ray beam onto one single
pixel at a time. The pinhole was placed as close as possible to the detector module in
order to minimize the geometric broadening of the irradiated area due to the cone-shape
of the applied X-ray beam. Effectively, the irradiated area had a diameter of 250 µm,
which amounts to 41 % of the pixel area.
The curves in Fig. 6.20(a) illustrate that the use of a pinhole again reduces the interpixel
dispersion, i.e. when irradiated individually the pixels all register very similar count
rates. Fig. 6.20(b) proves that the same is true for the integrator. This shows that the
inhomogeneities are only present when the whole detector is irradiated. When using the
200 µm pinhole the space-charges are only created underneath the irradiated pixel. As
the dimensions of the aperture are smaller than the pixel size, the effective pixel area is
limited to the exposed area, which practically eliminates the variations between the pixels.
However, if dead areas within the pixels were the origin of the inhomogeneities, their effect
should also be visible in the single pixel measurements. This is because in that case a part
of the pixel would simply loose its ability to collect charges regardless of the surrounding
pixels. Hence, the pinhole measurements are also in agreement with the hypothesis that
unequally distributed space charges are the origin of the observed inhomogeneities.
Fig. 6.21 shows what happens if the photon count rates under single pixel irradiation
are normalized with the integrator current. The result is very similar to the result of
the normalization of the counter values under homogenous irradiation (see Fig. 6.18).
This proves that in general small count rates are highly correlated with small integrator
currents. Note that the maximum count rate of the module decreases with the use of a
pinhole compared to the homogeneous irradiation (see also Fig. 6.20(a)). This effect can
be attributed to the change in the registered X-ray spectrum. In a pixel detector interpixel
coupling effects like X-ray fluorescence and charge sharing introduce many low energy hits
in the measured spectrum. As a consequence, the average energy of the detected photons
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Fig. 6.20: Comparison of photon count rate (a) and integrator current (b) inhomogeneity
under homogeneous (gray) and one pixel only irradiation (black). The single pixel irra-
diation was performed on a subset of 11 CIX pixels of the 3 mm thick CdZnTe sample
(CZT04). These pixels were selected individually with a 200 µm wide pinhole. The tube
currents of the pinhole measurements are corrected for the reduction in the irradiated area
(41 %).
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under homogeneous irradiation is reduced compared to the average energy of the photons
in the impinging spectrum. In the CSA the measured signals therefore have on average a
reduced pulse height. This then means that at fixed feedback and threshold settings, the
time over threshold of the preamplifier signals is decreased and the system can achieve
higher count rates. For single pixel irradiation the average pulse size is larger due to
the lack of low energy entries introduced by coupling events from the neighboring pixels.
Thus, the system runs into pile-up at a lower count rate.
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Fig. 6.21: Comparison of photon count rates plotted as a function of the integrator current
under homogeneous (gray) and one pixel only irradiation (black) in a 3 mm thick CdZnTe
detector (CZT04). The reduced count rate at any given integrator current in case of the
single pixel irradiation is a result of the different absorption spectra.
6.4 Spectroscopic performance
The final material related aspect addressed in this work is the spectroscopic performance
of the CIX detector. This analysis is of great importance for any measurement of the
maximum count rate as well as the average photon energy reconstruction because it reflects
the sensor’s influence on the recorded X-ray spectrum.
6.4.1 241Am spectra
With its two major X-ray lines at 13.9 keV and at 59.45 keV, a radioactive 241Am source is a
convenient tool to assess the potential spectral degradation caused by the sensor. Fig. 6.22
shows an 241Am spectrum measured with a CdTe module at 250 V bias. The data were
obtained by routing the preamplifier output pulses of a single pixel to an external pad and
by using a multi-channel analyzer (Tektronix TDS5140B oscilloscope with advanced trigger
logic) to record the amplitudes of the individual X-ray signals. The relation between input
charge and output voltage at the external pad buffer was calibrated with the help of the
capacitive choppers. In order to suppress noise hits in the spectrum the lower threshold
of the multi-channel analyzer was set to 10 keV.
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Fig. 6.22: Measured (A) and simulated (B; full detector response) X-ray spectra of an
241Am source. The spectrum was recorded with the analog output of a single pixel in a
CdTe module (CdTe11) at 250 V. Both curves illustrate the importance of sensor effects
like Compton scattering and X-ray fluorescence on the spectral performance.
Measurement
The resulting spectrum nicely shows the 59.45 keV peak of the 241Am source. The 13.9 keV
line lies too close to the threshold of the multi-channel analyzed and is therefore suppressed.
Apart from this, the spectrum contains a significant number of low energy hits in the range
of 10 keV to 60 keV. These entries are introduced by the Compton effect and by X-ray
fluorescence, which were both elaborated in section 2.6.
At roughly 60 keV photon energy, the Compton edge is situated at 12 keV. However,
the relatively high threshold setting almost completely blocks the Compton background.
Nevertheless, evidence of the Compton component can be found in the tailing section of
the 60 keV peak. This tail extends to approximately 48 keV, which is the minimum energy
of Compton scattered photons from neighboring pixels.
The bump in the spectrum between 23 keV and 37 keV is a caused by X-ray fluorescence
from the Cd and Te atoms. The bumps lower half consists of 23 keV and 27 keV fluores-
cence photons, which enter from a neighboring pixel. Accordingly, the second half up to
37 keV is caused by fluorescence photons, which escape from the pixel under test. In that
case the pixel only registers part of the 59.45 keV, i.e. 33 keV or 37 keV. So, the origin
of the additional entries in the otherwise basically monoenergetic 241Am spectrum can be
fully understood in terms of Compton scattering and X-ray fluorescence.
Simulation
With the potential effects qualified, the simulation mentioned in section 6.3.2 was used
to determine the detector response to the 60 keV photon line of the 241Am source. In
the simulation the electronic noise was set to 2.2 keV and the detector temperature was
assumed to be 40◦C.
Fig. 6.22 shows that the simulated spectrum mirrors the measured data, proving the
accuracy of the simulation and the correct interpretation of the spectrum. At energies
below 10 keV the simulated spectrum is dominated by charge sharing events between
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individual pixels. These hits are not present in the measured spectrum as it is cut-off by
the 10 keV threshold of the multi-channel analyzer.
6.4.2 Charge collection efficiency
The well known energy of the 241Am photo-peak furthermore allows to determine the
charge collection efficiency (CCE) of the detector modules. This quantity is obtained by
measuring the position of the photo-peak for various bias settings. In order to calculate the
CCE simultaneously for all 64 pixels the spectra were measured by the method detailed in
section 4.2.2, i.e. by sweeping the discriminator threshold and differentiating the resulting
integral spectra. The problem of this analysis is that at lower bias settings the magnitude
of the charge loss due to charge carrier trapping is unknown. Therefore the measured
peak positions (in mV) were plotted as a function of the bias voltage. The peak position
in case of 100 % charge collection (V 100Peak) was extrapolated using the following formula:
V 100Peak = VPeak(VBias) + const1 · exp
(−VBias
const2
)
(6.12)
Setting this V 100Peak in relation to the measured peak position VPeak at a given bias finally
yields the CCEs, which are shown in Fig. 6.23. It is found that at maximum bias the
CCEs are at 99 % for CdTe and 97 % for CdZnTe. The CdZnTe sample number 3 yields
a slightly lower CCE of 95 % at maximum bias.
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Fig. 6.23: Average charge collection efficiencies for a 1 mm thick CdTe (CdTe11) and two
3 mm thick CdZnTe (CZT03, CZT04) samples as a function of the detector bias.
6.4.3 Tube spectra
Under regular imaging conditions the photons are generated by an X-ray tube and not by a
quasi-monoenergetic source. Thus, it is expected that the individual spectral components
are blurred due to the described non-idealities and that the shape of the whole spectrum
is altered. Fig. 6.24 shows the absorbed X-ray spectrum measured with a 3 mm thick
CdZnTe detector under homogeneous irradiation from a X-ray tube operated at 90 kV.
The impinging X-rays were filtered by 1 mm of aluminum in order to eliminate the lowest
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energy photons (<10 keV). The measurement is again based on a differentiation of an
integral spectrum. In addition to the measurement data, Fig. 6.24 includes a simulation
of the tube spectrum (see dashed line) based on the parameters of the Hamamatsu X-ray
tube [58]. Note that the simulation displays the characteristic lines of the tube’s W anode.
It furthermore illustrates the influence of the 1 mm Al filter as the simulated spectrum
does not contain any photons below 12 keV. If this spectrum is compared to the mea-
sured spectrum, the low energy section of the absorbed spectrum immediately stands out.
These low energy hits can again be explained by interpixel coupling effects like Compton
scattering and X-ray fluorescence. This explanation is supported by the good agreement
between the full simulation of the detector response and the measurement data. The high
accuracy of the simulation is also reflected in the fact that it does not only reproduce the
shape of the spectrum qualitatively but it also achieves a very good quantitative represen-
tation. Only below 20 keV does the simulation deviate from the measurement. The origin
of this discrepancy is not fully understood but the likely cause is an underestimation of
the low energy charge sharing component. In addition, cross-talk in the photon counters
of individual pixels could also potentially increase the count rate in the low energy regime.
Nevertheless, these results further underline the large importance of interpixel coupling
effects when irradiating a detector homogeneously. For CIX 0.2 the low energy shift of the
absorbed spectra implies that the average photon energy is reduced. As a consequence
the contrast in the average photon energy image is decreased accordingly.
The large impact of the aforementioned interpixel coupling effects can also be illustrated
if only a single pixel is irradiated. The dash-dotted line in Fig. 6.24 shows one such mea-
surement in which the X-ray beam was directed onto a single pixel with the help of a
200 µm pinhole. In order to understand this spectrum two factors have to be considered.
First, the pinhole prevents low energy photons scattered from neighboring pixels from
entering the pixel under test. Secondly, the pinhole also greatly reduces the probability
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Fig. 6.24: Measured (solid black) and simulated (solid gray) X-ray absorption spectra for
CdZnTe (CZT04) and Si (Si03) detectors. The impinging tube emission spectrum (90 kVp)
is given by the dashed line. The dash-dotted line was measured by only irradiating a single
pixel with the help of a 200 µm wide pinhole (reduced irradiated area is accounted for).
The tube current was set to 100 µA and the focal spot to detector distances were 18.5 cm
and 4.5 cm during the CdZnTe and Si measurements, respectively.
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that a fluorescence or Compton scattered photon leaves the pixel. This is because the
circular aperture was centered on the pixel such that most photons have to travel a sig-
nificant distance before leaving the irradiated pixel. So, in most cases the stray photons
are reabsorbed in the initial pixel and the spectrum still largely resembles the incident
tube spectrum (the typical absorption length of 30 keV photons in CdZnTe is 90 µm). In
Fig. 6.24 even the smeared-out remainders of the characteristic X-ray lines are visible.
Apart from the CdZnTe data, Fig. 6.24 also contains the results of simulations and mea-
surements performed with a 300 µm thick Si sensor. Si does not suffer from X-ray fluo-
rescence at energies above 5 keV and the thinner sensors also reduce the impact of charge
sharing. The absorbed spectrum confirms this fact by not featuring an increased low en-
ergy section to the left of the absolute maximum at approximately 20 keV. The very good
agreement between simulation and measurement for Si furthermore discounts low energy
scatter radiation from the surrounding material as a potential origin of the increased low
energy count rate in CdZnTe. The mechanical support structures inside the X-ray cabinet
were not changed between the Si and CdZnTe measurements and thus potential scatter
radiation should also have influenced the Si data.
Finally, Fig. 6.25 shows a comparison of two tube spectra, which were recorded with a
CdZnTe and a CdTe sensor. It is found that the spectra are largely identical. Particularly,
they both show a very large number of low energy (<10 keV) charge sharing events. This
indicates that at similar electrical field strengths (900 V / 3 mm and 400 V / 1 mm)
charge sharing is not significantly different for the two sensor geometries.
Tab. 6.3 gives a summary of the measured and simulated average photon energies, which
can be used for a quantitative analysis of the interpixel coupling effects. In this calcula-
tion photon entries below 10 keV were neglected as all detectors show a significant noise
contribution below this value. Both the CdTe and the CdZnTe sensors register an average
photon energy of approximately 28 keV under homogeneous irradiation. If compared to
the average energy of the impinging X-ray spectrum (39.6 keV), this constitutes a reduc-
tion of 30 % with respect to the original value. The simulation of the detector response
yields 30.9 keV average photon energy, which lies above the measurement result because
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Fig. 6.25: X-ray absorption tube spectra measured with the CZT04 (A) and the CdTe11
(B) module. The CdTe measurement was performed at 20 µA and 28.5 cm focal spot to
detector distance.
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of the underestimated low energy contribution. In case of the pinhole measurement the
resulting 38.2 keV come very close to the 39.6 keV of the incident spectrum. This again
underlines that the shift in the spectrum is caused by the photons from neighboring pixels.
Si also shows a very good agreement between simulation and measurement. Nevertheless,
in this case it is expected that the measured average photon energy deviates significantly
from the average energy of the impinging tube spectrum because the absorption spectrum
of Si suffers from the low X-ray absorption probability.
CdZnTe (hom) [keV] CdZnTe (pin) [keV] Si [keV]
Sim 30.9 39.7 21.4
Meas 28.6 38.2 22.3
Tab. 6.3: Measured and simulated average photon energies in CZT04 and Si03. The
abbreviations ’hom’ and ’pin’ refer to homogeneous and pinhole irradiation, respectively.
7. CIX module performance under X-ray irradiation
7.1 Dynamic range
This section assesses the performance of the CIX 0.2 counting and integrating channels
considering all the information, which has been gained on the ASIC’s electrical perfor-
mance as well as the sensor effects. The measurements were performed under imaging
conditions, i.e. the sensors were biased, the cabinet temperature was in thermal equi-
librium, the DAC settings were optimized for the highest count rate, the integrator was
connected to the sensor via the differential feedback and all signals were generated by the
Hamamatsu microfocus X-ray tube at 90 kVp. The ASIC was operated at the standard
settings used throughout this work:
• Frame duration: 3 ms
• Counter threshold: 10 keV
• IFb feedback current: 91 nA
• Leakage current compensation mode: None
• Integrator charge pump size: 20 fC
• CKInt Integrator clock frequency: 10 MHz
Fig. 7.1 shows the dynamic range of the CIX 0.2 system at the aforementioned settings as
obtained with the best performing detector module (CZT04 at 900 V). The X-ray inten-
sity was varied by changing the tube current as well as the focal spot to detector distance
between 4.5 cm and 18.5 cm. This way it is possible to cover almost five orders of magni-
tude in photon flux. In order to allow an easy comparison between the measurements at
different distances, all tube currents are scaled to a distance of 1 m. The extrema of the
photon counter’s and integrator’s dynamic range are given in Tab. 7.1.
For the photon counter, it is found that the number of detected photons ranges from
330 cps, i.e. a single photon per 3 ms frame, up to its maximum at (3.3 ± 0.1) Mcps.
Hence, at standard settings the counter covers four orders of magnitude in photon flux.
Concerning the integrator, the standard settings yield a minimum integrator current of
19 pA and a maximum current of 45 nA. This amounts to more than three orders of
magnitude in dynamic range. Still, this upper limit is significantly lower than the 200 nA,
which were measured in the electric tests of the ASIC in section 4.3.2. The crucial differ-
ence between these two measurements of the integrator’s dynamic range is that the X-ray
measurement was performed in the simultaneous counting and integrating mode whereas
the electrical tests used a direct injection into the integrator. The simultaneous counting
and integrating has consequences for the dynamic range as the design error, mentioned in
section 3.3.6, prevents the use of a leakage compensation mode. Therefore all currents for
the integrator have to be generated by the first differential pair. This circuit can at most
deliver half of the IFb current into one branch of the differential pair. At an IFb current
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Fig. 7.1: Dynamic range of the CIX 0.2 detector under X-ray irradiation. The measurement
was performed with a 3 mm thick CdZnTe sensor (CZT04) at 900 V bias, an X-ray endpoint
energy of 90 keV and at varying tube currents and focal spot to detector distances. The
chip was operated at standard settings, i.e. at 3 ms frame duration, 10 keV threshold,
20 fC integrator charge pump size and an integrator clock frequency of 10 MHz. The 60dB
overlap region in tube currents between counter and integrator is indicated by the arrows
in the figure. Note that the minimum focal spot to detector distance and the maximum
tube current set an upper boundary for the largest integrator signals that can be achieved
with the X-ray test setup.
of 91 nA this sets an upper limit to the integrator current of 45 nA, which nicely agrees
with the observation. This maximum is reached at a normalized tube current of 82 mA at
1 m. Extrapolating this value to an integrator current of 200 nA then yields that, given a
large enough feedback current, the integrator can in principle work up to a tube current
of 360 mA. Photon fluxes of this intensity can not be generated by the X-ray tube in the
experimental setup used in this work.
Summarizing the above, the combined dynamic range of the CIX 0.2 ASIC under X-ray
irradiation and at standard chip settings covers approximately five orders of magnitude in
photon flux or tube current. At the same time the overlap between counter and integrator
spans three orders of magnitude.
Counter Integrator
[Mcps] [Mcps/mm2] [nA/pixel] [nA/mm2]
Min 300 ·10−6 2.4 ·10−3 0.019 0.152
Tube [mA at 1 m] 0.001 0.036
Max 3.3 26.4 45 360
Tube [mA at 1 m] 19 82.6
Tab. 7.1: Table of the CIX 0.2 dynamic range measured with the best performing CdZnTe
module (CZT04). Module settings are identical to the ones given in Fig. 7.1. Tube settings
refer to the normalized tube currents at which the minimum and maximum values were
measured.
7.1. Dynamic range 99
7.1.1 Counter dynamic range
Fig. 7.1 showed the characteristic dynamic range of the CIX 0.2 system. In order to
generalize this result, it has to be analyzed with respect to the theoretically expected
maximum count rate, the impact of the detector bias on the maximum rate and potential
limitations of the counter design.
Maximum count rate
The previous section stated that at 10 keV threshold and maximum feedback settings
(IFb = 91 nA), the system’s maximum count rate lies at 3.3 Mcps. This value was measured
at a tube voltage of 90 keV, which, according to section 6.4.3, corresponds to an average
measured photon energy of approximately 29 keV. A direct crosscheck of this result with
the internal charge injection circuits of CIX 0.2 is not possible because the average pulse
size of 29 keV lies below the minimum input charge of 1.1 fC (32 keV) that the test circuits
can deliver (see section 4.2.1). Nevertheless, the expected maximum count rate at 29 keV
pulse size can be extrapolated from the maximum count rate measurements presented in
section 4.3.1. Fig. 4.8 showed the maximum count rate for different pulse sizes at two
different threshold settings. Extrapolating the curve at 10 keV threshold setting to a
pulse size of 29 keV gives a maximum pulser rate of (8.8 ± 0.2) MHz. However, as the
time interval between individual photons in the X-ray beam is not constant but rather
Poisson-distributed, the value of 8.8 MHz is too large. Section 3.3.1 stated that the count
rate behavior of a paralyzable counter, if exposed to monoenergetic Poisson-distributed
pulses, is given by (3.2). Replacing the incident photon spectrum by a Poisson-distributed
series of monoenergetic photons at exactly the spectrum’s average energy yields:
NMaxMeas = (8.8 ± 0.2) MHz · e−1 = (3.24 ± 0.08) Mcps (7.1)
As the X-ray measurements yielded a maximum rate of (3.3 ± 0.13) Mcps, this shows that
the electrical test and the X-ray measurements are in excellent agreement.
Bias-dependence
Besides the discriminator setting and the spectral distribution of the input pulses, the
maximum count rate in a direct converting semiconductor sensor is also influenced by the
applied bias. Hence, the maximum count rate of different CIX 0.2 modules equipped with
CdTe and CdZnTe sensors was evaluated at various bias settings. Note that the very low
X-ray absorption probability of Si does not allow a similar measurement for the Si module
as the ASIC’s maximum count rate can not be reached with the available X-ray tube.
Therefore Fig. 7.2 only contains the results for the Cd-based sensor materials.
The measurements show that at low bias values the maximum count rate increases with
the bias voltage in all sensor samples. This is a direct consequence of the higher electric
field inside the sensor, which reduces the transit time of the generated charge carriers and
therefore the pulse width and the comparator dead time. In the case of the 1 mm thick
CdTe sample, the maximum count rates are comparable to those of CZT04. However, un-
like CdZnTe the optimum bias value is not equal to the highest safely achievable voltage
across the detector. Instead, a bias of 300 V offers the highest count rate capability. The
reason for this is the photon flux-dependent current, which manifests itself in the CdTe
samples and causes a baseline shift at the preamplifier output (see sections 6.1.3).
In addition, Fig. 7.2 also illustrates that the performance among the CdZnTe samples
varies greatly. The previous section showed that the maximum count rate of the CZT04
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Fig. 7.2: Average maximum count rate per detector module for 1 mm CdTe (CdTe11)
and 3 mm CdZnTe samples (CZT03, CZT04) as a function of the detector bias. The error
bars indicate the module-wide spread. The measurements were performed at standard chip
settings with a 90 kVp tube spectrum.
sample agrees very well with the value obtained in electrical tests of the chip performance.
In contrast to this, the second CdZnTe sample shown in Fig. 7.2 has much lower maximum
count rates.
Here, the simultaneous counting and integrating concept can again offer some valuable
insights into the origin of the observed effects. Figs. 7.3(a) - 7.5(b) show different views
of the simultaneously measured counter and integrator data. Considering first the inte-
grator current as a function of the tube current (see Figs. 7.3(a) and 7.3(b)), it can be
observed that the expected linear increase of the integrator data is only reproduced by
CZT04 (right graph). In CZT03 (left graph) the curves all exhibit a kink in the slope, i.e.
above a certain tube current the slope of the measured currents changes abruptly. The
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Fig. 7.3: Integrator current versus tube current in two CdZnTe modules at standard chip
settings. (a): CZT03; (b): CZT04. The tube voltage was in both cases 90 kV and the focal
spot to detector distances were 6.5 cm and 4.5 cm for CZT03 and CZT04, respectively.
Note that sample CZT03 reacts much stronger to changes in the detector bias.
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point at which this happens depends on the bias voltage.
Furthermore, the measurement on CZT04 shows that at 110 µA tube current the inte-
grator current rises by approximately 10 % if the bias is doubled. This current increase
agrees nicely with the 12 % increase in the charge collection efficiency (CCE) between
400 V and 800 V reported in section 6.4.2. This section also showed that the CCEs of
the two CdZnTe samples are virtually identical at the low photon fluxes generated by
the 241Am source. At large photon fluxes (110 µA tube current) the measured current in
CZT03 more than doubles between 400 V and 800 V bias. Hence, a first conclusion of
this analysis is that, depending on the sensor sample, the photon flux can influence the
sensor’s CCE.
Moving on to the counter results in Figs. 7.4(a) and 7.4(b), it is found that the behavior
of the two samples is again very different. While the maximum count rate in CZT04 is
always registered at roughly the same tube current, the maximum rates in CZT03 occur
at very different tube currents depending on the applied bias. In general, a larger bias
has two opposing effects on the maximum count rate. On the one hand it increases the
CCE thereby reducing the maximum count rate but on the other hand it also shortens the
pulse duration and thus allows higher count rates. The constant tube current at which
the count rate maxima in Fig. 7.4(b) occur then implies that the two opposing effects
compensate each other in CZT04. Moreover, the different behavior of CZT03 indicates
that the charge carrier transit in the samples is likely to be different.
This difference becomes even more evident if the counter results are plotted as a function
of the integrator current (compare Figs. 7.5(a) and 7.5(b)). The resulting maximum count
rates and the integrator currents at those maximum rates are also summarized in Tab. 7.2.
Consider for example that the integrator current at which CZT03 reaches its maximum
count rate at 400 V bias is 5.8 nA , while the same value for CZT04 lies at 10.7 nA.
Doubling the bias to 800 V results in an integrator current at maximum count rate of
12.5 nA in CZT03. This amounts to a 215 % increase. Simultaneously the current at the
maximum count rate increases by only 14 % in CZT04.
The different behavior of the two samples is consistent with a model, which assumes a
flux-dependent polarization of the detectors. It has been reported [43] that CdZnTe shows
a critical flux behavior, meaning that above a certain flux limit the accumulated trapped
charges inside the crystal cancel the externally applied electric field and the maximum
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Fig. 7.4: Photon count rate versus tube current in two CdZnTe modules at standard chip
settings. (a): CZT03; (b): CZT04. The data were acquired simultaneously with the ones
in Figs. 7.3(a) and 7.3(b).
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Fig. 7.5: Photon count rate versus integrator in two CdZnTe modules. (a): CZT03; (b):
CZT04.
count rate is reduced, i.e. the sample polarizes. The absolute value of this critical photon
flux is mainly determined by the hole mobility of the sample because CdZnTe with lower
µτ -products accumulates larger space-charges and therefore polarizes at lower fluxes. This
critical flux behavior can be seen in both the counter and the integrator data obtained with
CZT03. Apart from variations between individual samples according to their µτ -products,
the critical photon flux also depends on the applied bias. This is expected because the
electric field inside the sensor, which has to be compensated by polarization, is directly
influenced by the bias. While one sample (CZT04) shows an increase in integrator current,
which can readily be explained by an increased CCE, the other sample (CZT03) heavily
reacts to changes in the applied bias. This is a strong indication for a photon-induced
breakdown of the internal electric field in CZT03. At the same time it is not possible to
assess the critical photon flux behavior of the CZT04 sample because any potential flux
limit lies outside the photon flux that can be generated by the X-ray tube.
These observations on the maximum count rate lead to the conclusion that high rate
counting applications need as high a bias as possible in order to balance potential polar-
ization effects in the sensors. This demand for a high bias is in direct conflict with the
observations on the long-term stability of the sensor signals, which called for a reduced
bias (see section 6.2.1).
CZT03 CZT04
Bias Cntr. [Mcps] Int. [nA] Cntr. [Mcps] Int. [nA]
400 V 0.8 5.8 1.8 10.7
500 V 1.5 9.3 2.3 11.0
600 V 2.0 11.2 2.6 11.4
700 V 2.2 12.0 2.8 11.8
800 V 2.5 12.5 3.0 12.2
Tab. 7.2: Maximum count rate as a function of the bias for two CdZnTe modules (CZT03,
CZT04). The integrator currents refer to the values which are measured at the maximum
photon count rate. In contrast to CZT04, CZT03 shows a strong bias-dependence of the
integrator current at maximum count rate. The measurements were performed with a
90 kVp tube spectrum.
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Stability
The particular design of the CIX 0.2 feedback circuit has some implications for the counter
performance. One of these is that a large leakage current can decrease the maximum count
rate since the current necessary to compensate the leakage component is not available for
the discharge of the feedback capacitor CFb. Thus, the return to baseline at high leakage
currents is prolonged.
This effect is illustrated in Fig. 7.6(a). The figure shows 1.6 fC pulses (ICurrInj = 5
at 15 ns; 46 keV CdZnTe equivalent), which were measured by connecting the peampli-
fier output of a pixel to the analog output buffer of the ASIC. In this measurement an
additional leakage current was simulated with the on-chip ILeakSim current source. All
four pulses in Fig. 7.6(a) are offset corrected, with the exact offset voltages given in the
legend. As expected, the preamplifier reacts to an increased constant current with a larger
offset. Furthermore, it is evident that high additional currents (>15 nA) increase the pulse
duration. This is illustrated in Tab. 7.3, which contains the pulse durations for a 10 keV
threshold setting. Note that these time over thresholds are larger than the typical pulse
durations stated in section 4.3.1. This is because of the low pass filtering of the preampli-
fier by the analog buffer.
The increase in the pulse duration is also visible in the maximum count rate shown in
Fig. 7.6(b). Here, the average count rate of a CdZnTe module is shown as a function
of the tube current. The data indicate that a higher constant input current reduces the
maximum count rate as described above.
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Fig. 7.6: Changes in the photon counter performance due to constant currents. (a):
Preamplifier output pulses measured with the analog output of the ASIC. Large ILeakSim
constant currents increase the pulse duration at the preamplifier output. (b): Average
photon count rate as a function of the tube current for different additional ILeakSim
currents. Higher currents reduce the maximum count rate. The measurement was performed
with a CdZnTe (CZT03) module at standard settings under irradiation at 90 kVp and at
6.5 cm focal spot to detector distance.
ILeakSim current 0 nA 15 nA 21 nA
Time over threshold 104 ns 115 ns 144 ns
Tab. 7.3: Time over thresholds (Tot) for 1.6 fC pulses (46 keV CdZnTe equivalent) at
a 10 keV threshold with different additional ILeakSim constant currents. The Tot was
measured directly at the preamplifier output with an analog output buffer. Note that the
buffer’s bandwidth imposes a low pass filtering on the signal.
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However, with leakage currents on the order of 340 pA per pixel in CdZnTe, the impact
of the leakage current on the maximum count rate is negligible. In case of CdTe, this
effect gains importance because the average leakage currents are ten times larger than in
CdZnTe.
Nevertheless, the count rate performance of the CdTe modules is dominated by a different
effect. Fig. 7.7 shows this effect using the example of the count rate measured with a CdTe
module under irradiation with the X-ray tube set to 90 kVp at a focal spot to detector
distance of 6.5 cm. Some pixels feature the typical response of a paralyzable counter but
a significant number of pixels deviates from this well understood behavior. In these pixels
the count rate suddenly increases drastically and then exhibits a sharp breakdown. This
is a direct result of a large shift of the preamplifier baseline. It has already been men-
tioned that this increase in the preamplifier output potential acts as an effective threshold
lowering. In CdTe it can get so large that the discriminator is triggered frequently by the
preamplifier noise, which causes the step-like increase in the count rate of some pixels.
If the baseline shift gets too large and the preamplifier baseline is constantly above the
discriminator threshold, the counter is paralyzed and the count rate drops to zero.
Starting from these observations, the baseline shift in CdTe and CdZnTe is quantified
by measuring integral X-ray tube spectra under various levels of irradiation. Figs. 7.8(a)
and 7.8(b) show the results for a CdTe (CdTe11) and a CdZnTe (CZT03) module. The
preamplifier baseline can be identified easily by the single peak in the measurement with-
out X-rays, i.e. at 0 µA tube current. As the tube current is increased, the count rates
above this noise peak rise and the tube spectrum becomes visible. Ideally, the position of
the noise peak should remain unchanged. However, this is not the case for the CdTe de-
tector, where the system shows a significant baseline shift that moves the whole spectrum
to higher energies (see Fig. 7.8(a)). Identical measurements on a CdZnTe module do not
reveal an equally strong baseline shift. In fact, any potential baseline shift is so small that
the high occupancy of the pixels obscures it. Furthermore, at low tube currents, where
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Fig. 7.7: Photon count rate as a function of the tube current in a CdTe (CdTe11) module
at standard chip settings. In some pixels the high photon flux causes such a large baseline
shift that the discriminator is triggered by noise events. This is the reason for the sharp
spikes in the count rates. The measurement was performed at 90 kVp and at 6.5 cm focal
spot to detector distance.
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Fig. 7.8: CIX 0.2 preamplifier baseline shift under X-ray irradiation measured with (a)
a CdTe (CdTe11) and (b) a CdZnTe (CZT03) module at standard settings. The figures
display integral X-ray tube spectra. The noise peak on the left side of the CdTe spectra
is shifted to higher V CountTh values (energies) at higher X-ray fluxes. CdZnTe does not
show a similar shift. The measurements were performed at 90 kVp and at 6.5 cm focal spot
to detector distance.
the noise peak in CdZnTe can still be identified, its position remains virtually unchanged
compared to the 0 µA measurement. This is a second confirmation that the baseline shift
in CdZnTe can indeed be neglected. These aforementioned results are supported by cross-
checks on two other CdTe and CdZnTe samples.
With the effects of the baseline shift characterized, the final aspect which remains is the
origin of this shift in CdTe. Fig. 7.9 displays the baseline shift simultaneously to the global
detector current under irradiation. As the baseline shift follows the change in the global
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Fig. 7.9: Quantitative analysis of the baseline shift and the sensor current in CdTe
(CdTe11) at standard settings. The baseline shift mirrors the behavior of the global de-
tector current under irradiation. Hence, the photon flux dependent additional current in
the samples is the likely origin of the baseline shift. The measurement was performed at
90 kVp and at 6.5 cm focal spot to detector distance.
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detector current, it can be inferred that the baseline shift is dominated by the photon-flux
dependent additional DC-current component in the CdTe sensors (see section 6.1.3). The
large difference between CdTe and CdZnTe is therefore the consequence of the very dif-
ferent leakage current behavior.
In summary, the CdZnTe sensors offer a significantly better counting performance than
the CdTe ones with respect to the maximum rate (low leakage current) and noise induced
breakdowns of the count rate (no baseline shift observed).
7.1.2 Integrator dynamic range
This section concludes the discussion of the dynamic range in terms of the integrator
linearity. For this assessment, the integrator current was measured as a function of the X-
ray tube current during 3 ms frame intervals (see Fig. 7.10). The linearity was quantified
by fitting the integrator data and calculating the relative residuals of the fit with respect to
the measurement data. The residuals in Fig. 7.10 show that the deviation of the measured
integrator current from the fitted linear relation is 0 % on average with a relative standard
deviation of 1.3 %. The maximum deviation of approximately 2.5 % is observed at the
smallest input current (36 pA).
This result has to be compared to the relative residuals, which were measured in the
ILeakSim constant current measurements in Fig. 4.3.2. In that case the currents were not
routed through the feedback but directly to the integrator. Even without the additional
influence of the feedback, the system yielded relative residuals of approximately 8 % at
4 nA.
Hence, the linearity measurement in Fig. 4.3.2 was limited by that of the ILeakSim
current source. So, assuming that the X-ray tube generates a photon flux, which scales
linearly with the tube current, Fig. 7.10 implies that the integrator achieves a very good
linearity under measurement conditions.
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Fig. 7.10: Integrator linearity under X-ray irradiation measured with a CdZnTe module
(CZT04) at standard settings. The measured data were fitted with a linear function and
the relative residuals calculated (right axis). On average the measured relative residuals are
zero and the relative standard deviation of these residuals is 1.3 %. The measurement was
performed at 90 kVp and at varying focal spot to detector distances.
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7.2 Noise
A second advantage of the CIX 0.2 system, apart from the large dynamic range, is the high
correlation between the photon counter noise and the integrator noise. In order to assess
this quality, the noise of both channels will be evaluated individually before discussing the
performance of the joint signal processing concept.
7.2.1 Counter noise
Fig. 7.11(a) shows the measured and simulated photon count rate fluctuations under ho-
mogeneous X-ray irradiation with a 90 kVp spectrum. The measurement data for the
CdZnTe and Si modules (solid lines) were obtained by step-wise increasing the photon
flux and sampling the photon rate 100 times at each flux. Calculating the standard devia-
tion of these 100 individual measurements per pixel and averaging over all 64 pixels yields
the photon number fluctuations.
The first observation is that the results for the Si (Si03) and the CdZnTe (CZT04) mod-
ules agree very well. This is to be expected as the photon noise is displayed as a function
of the photon rate. Therefore the different absorption spectra (see section 6.4.3) have no
influence on this plot.
Apart from the measurement data, Fig. 7.11(a) also includes a simulation of the quantum
noise (
√
n). In detail, the simulation is based on the assumption that the impinging X-ray
spectrum can be replaced by a number of monoenergetic (30 keV), Poisson-distributed
pulses, which deposit exactly the same amount of charge inside the detector in a 3 ms
frame as the original spectrum. The 30 keV photon energy was chosen, because it reflects
the average photon energy in the absorption spectrum measured with a CdZnTe detector.
Comparing simulation and measurement, it can be seen that the measured photon number
fluctuations below 1 Mcps input rate are very close to the expected values. The difference
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Fig. 7.11: (a): Simulated and measured photon rate fluctuations as a function of the
measured photon rates in a CdZnTe (CZT04) and a Si (Si03) module at standard settings.
The noise measurement is based on 100 consecutive samples of the photon rate at a given
tube setting and a subsequent calculation of the standard deviation of these 100 individual
data points. (b): Difference in cps between simulated and measured noise in the CdZnTe
module. The tube was operated at 90 kVp. The simulation data were obtained by assuming
a monoenergetic 30 keV, Poisson-distributed spectrum. The photon rate was set such that
this simplified, monoenergetic spectrum deposits the same amount of charge as the original
tube spectrum.
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Fig. 7.12: Simulated photon fluctuations at three different measured count rates for an
ideal counter (solid lines) and a paralyzable counter (dashed lines). Note the decreased
standard deviations as well as the asymmetry of the distributions in case of the paralyzable
counter. These two features are an effect of the shallow measured versus true count rate
relation at high rates (see section 3.3.1).
between simulation and measurement (see right axis of Fig. 7.11(a)) increases slightly from
400 cps at 10 kcps input rate up to 1 kcps deviation at a rate of 600 kcps.
Beyond this input rate the measured fluctuations are significantly smaller than the simu-
lated ones and the difference increases rapidly. This can be understood by considering the
counter behavior at high rates. Assume for example, that the system is exposed to a train
of Poisson-distributed 30 keV pulses at a rate NTrue. This means that nTrue photons are
hitting the detector during the frame duration tFrame.
nTrue = Ntrue · tFrame (7.2)
The expected statistical fluctuation of the photons per frame can be obtained from:
σ(nTrue) =
√
nTrue (7.3)
The solid lines in Fig 7.12 show the resulting statistical fluctuations of the photon rate for
a 3 ms frame at four different rates NTrue. Returning to a real, paralyzable counter the
measured rate NMeas at a given input rate NTrue is described by (compare (3.2)):
NMeas = NTrue · exp
(
−NTrue
NMax
)
(7.4)
It can be concluded that, due to the paralyzable operation of the counter, the detected
photon flux does not follow the Poisson statistics any more and therefore the statistical
variance is reduced (see dashed lines in Fig. 7.12). Furthermore, this also means that the
counter is going to react differently to an increase in the number of photons per frame
than to a decrease. In other words, the distribution becomes asymmetric. At the end
of this section Tab. 7.4 summarizes the observed measured and simulated signal-to-noise
ratios at a few measured photon rates.
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SNR 10 kcps 100 kcps 500 kcps 1 Mcps 3 Mcps
Sim. 5 17 39 55 95
Meas. 5 17 41 61 166
Tab. 7.4: Signal-to-noise ratios (SNR) at different measured photon rates nMeas for the
aforementioned simulation and measurement data (3 ms frames). The data represent the
average of all 64 pixels of the CIX 0.2 ASIC. The SNRs of the measurement increase
with respect to the simulation as the limited maximum count rate affects the photon rate
fluctuations.
7.2.2 Integrator noise
The integrator noise measurement follows the same principle as the determination of the
count rate fluctuations. This means that the chip-wide average of the standard deviation of
100 successive frames is taken as a measure for the signal variations at a given integrator
current. The resulting data are displayed in Fig. 7.13. They show that the Si (Si03)
module has a slightly higher noise than the CdZnTe (CZT04) detector. This is contrary
to expectation because the noise is displayed as a function of the integrator input signal.
At a given integrator current the signal in a Si module consists of more photons due to
the lower average energy of the absorption spectrum and therefore the total statistical
fluctuations should be smaller. However, as the Si module suffers from a low bump yield
this deviation is likely the result of a worse electrical performance of this particular module.
In addition, Fig. 7.13 illustrates that above 1 nA the simulated quantum noise (see previous
section) and the measured fluctuations in CdZnTe are in good agreement. Below 1 nA a
significant deviation due to a constant noise floor of approximately 10 pA can be identified.
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Fig. 7.13: Simulated and measured integrator current fluctuations as a function of the
measured integrator currents in a CdZnTe (CZT04) and a Si (Si03) module at standard
settings. The noise measurement is based on 100 consecutive samples of the photon rate
at any given tube setting and a subsequent averaging of the standard deviations of these
100 individual data points over all pixels. The tube was operated at 90 kVp and varying
focal-spot to detector distances. The simulation data were obtained by assuming a monoen-
ergetic 30 keV, Poisson-distributed spectrum. The rate was set such that this simplified
spectrum deposits the same amount of charge as the original tube spectrum.
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This floor has two major noise contributions, namely:
• Integrator noise at 3 ms frame duration with IntBiasI: 0.7 pA
• Feedback noise without leakage current compensation: 5 pA
A quadratic addition of these noise terms (approx. 5 pA) is in reasonable agreement with
the measured value of the noise floor (7.3 pA). Above approximately 100 pA input signal,
the quantum fluctuations gain significance as indicated by the increase in the measured
integrator noise.
In order to compare these results with the electrical performance of the ASIC presented
in section 4.4.2, Fig. 7.13 contains a copy of the integrator noise measurement at identical
settings, i.e. 3 ms frame duration with an additional IntBiasI bias current. It can
be seen that the shape of the curve in the electrical tests matches the one of the X-
ray measurement with the difference that the noise is approximately a factor 10 smaller.
Note that the electrical tests were performed without using the feedback, whose current
noise (5 pA) accounts for almost 70 % of the noise at small input signals under irradiation
(7.3 pA). The observed increase in the system’s noise due to the feedback is also supported
by measurements on unbumped ASICs. It was reported that routing the integrator input
signals through the feedback increases the integrator noise by a factor of 3 - 5 [1].
Hence it can be concluded that the integrator behaves as expected. An overview of the
integrator’s signal-to-noise performance is given in Tab. 7.5.
SNR 10 pA 100 pA 1 nA 10 nA 30 nA
Sim. 6 17 54 171 300
Meas. 1 10 51 163 244
Tab. 7.5: Simulated and measured signal-to-noise ratios (SNR) at different measured in-
tegrator currents. The data represent the average of all 64 pixels of the CIX 0.2 ASIC.
7.2.3 Noise correlations
Section 2.6 introduced the principle of dual energy imaging, which can be used in order to
reconstruct the photoelectric and the Compton component of the photon-matter interac-
tion. This approach requires two spectroscopically distinct measurements for the material
basis decomposition. Depending on the detector concept, these two measurements are
either obtained subsequently or simultaneously. Considering these different approaches, it
is evident that in the simultaneous data acquisition, statistical fluctuations in the photon
beam lead to correlated fluctuations in both data sets. In contrast to this, subsequent
measurements show no correlation. As detailed in [50], the positive correlations in the
simultaneous data acquisition are beneficial for X-ray imaging since they can be used to
reduce the image noise.
It was therefore analyzed wether the CIX 0.2 counter and integrator data are indeed corre-
lated and how strong these correlations are. For this, a series of 1000 simultaneous counter
and integrator measurements under X-ray irradiation at various discriminator threshold
settings have been performed. The X-ray tube was operated at an acceleration voltage of
90 kV, a current of 50 µA and a focal spot to detector distance of 12.5 cm. Long-term
variation in the detector signals were kept to a minimum by starting the measurement
only after the detector had already been irradiated for 100 s.
Fig. 7.14 shows the resulting correlation plot of the counter and integrator noise. In both
cases, the average count rate or the average integrator current have been subtracted such
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Fig. 7.14: Correlation plot of the photon counter and integrator fluctuations under X-
ray irradiation measured with a CdZnTe module (CZT04) at standard chip settings. The
average photon rate and integrator current were subtracted from the data in the figure.
The measurement was performed at 90 kVp, 50 µA and at 12.5cm focal spot to detector
distances. The discriminator threshold was set to 10 keV.
that the data in the figure illustrate the variations between successive measurements.
A numerical measure for the correlation between the photon rate N and the integrator
current I can be obtained from the correlation coefficient κ.
κ =
cov(N, I)
σ(N) · σ(I) (7.5)
The term cov refers to the covariance of N and I and σ represents the standard deviation
of the same variables. Based on this definition, Tab. 7.6 summarizes the correlation
coefficients measured at five different counter threshold settings. The table shows that the
coefficient drops from 0.79 at 10 keV threshold to 0.44 at 50 keV threshold. This implies
that the integrator and counter measurements are highly correlated at low thresholds. The
reduction of the correlation coefficient at higher thresholds is explained by the fact that a
higher threshold automatically reduces the chance that a fluctuation, which is registered
by the integrator, is also seen by the counter.
Discriminator threshold [keV] κ σ(κ)
10 0.79 0.04
20 0.77 0.06
30 0.68 0.05
40 0.55 0.06
50 0.44 0.06
Tab. 7.6: Average and standard deviation σ of the correlation coefficient κ of the counter
and integrator data of all 64 CIX 0.2 pixels. The data were obtained at 90 kVp, 50 µA and
at 12.5cm focal spot to detector distances for different threshold settings.
112 7. CIX module performance under X-ray irradiation
7.3 Average photon energy
The third key feature of CIX 0.2 is its ability to measure the average energy of the
absorbed spectrum. In order to evaluate this characteristic, the average photon energy
reconstruction was tested on a homogeneous wedge-shaped aluminum absorber. Like this
it is possible to exactly simulate the transmission spectrum behind the absorber as well as
the resulting absorption spectrum in the detector. The simulation used for this purpose
is the same as in section 6.4.
Fig. 7.15 shows the average photon energy behind the absorber as a function of the Al
thickness for a Si (a) and a CdZnTe (b) module. The two plots contain simulation data
as well as measurement results.
Starting with the simulations, the topmost curves in Fig. 7.15 show the simulated average
photon energy of the transmission spectrum behind the Al absorber. In this context the
term average energy is defined as the average energy of those photons with energies above
10 keV. The 10 keV lower limit reflects the fact that the impinging X-ray spectrum does
not contain any photons below this value due to the filters installed in the X-ray setup (see
simulated tube spectrum in Fig. 6.24). The definition furthermore gives a measure of the
average energy, independent of the large number of low energy hits introduced by charge
sharing and electronic noise. In a perfectly absorbing sensor, these average photon energies
should be reproduced by the measurement. However, it has been mentioned before that
Si suffers from a low X-ray absorption coefficient at higher X-ray energies. The low X-ray
absorption of the Si sensors is reflected by the triangular data markers in Fig. 7.15(a)
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Fig. 7.15: Average simulated (filled symbols) and measured (open symbols) photon energy
reconstruction measured on an Al-absorber of varying thickness. (a): 300 µm Si sensor
(Si03). (b): 3 mm CdZnTe sensor (CZT04). The modules were irradiated at a focal
spot to detector distance of 12.5 cm, a tube endpoint energy of 90 keV and tube currents
of 100 µA and 50 µA for Si and CdZnTe, respectively. In the simulation, photons with
energies below 10 keV have been ignored in order to be independent of charge sharing and
detector effects like electronic noise. The measured average energies were calculated from
the deposited charge (integrator) and the number of detected photons (counter) obtained
at standard chip settings. For Si and CdZnTe two different constant scaling factors are used
to reduce the integrator current and thereby correct for the low energy hits registered by
the integrator. The error bars show the error of the module-wide average.
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corresponding to the ”no interpixel coupling” data in Tab. 7.7. If interpixel coupling is
included into the simulation, the average photon energies are further reduced, e.g. instead
of an average energy of 47.8 keV the Si simulation only yields 25 keV behind 3 mm of Al.
A very similar situation arises for the CdZnTe detectors where the average photon energy
is reduced from 47.8 keV to 34 keV. However, due to the fact that these sensors absorb the
impinging X-ray spectrum almost completely, the shift of the average photon energy is not
as large as in Si. The impact of X-ray fluorescence on the average photon energy can also
be identified in Fig. 7.15(b). Owing to the relatively high energetic K-edges of Cd and Te,
this effect reduces the average photon energy in the discussed example by another 3 keV.
This amounts to approximately 7 % of the average energy of the impinging transmission
spectrum. X-ray fluorescence therefore introduces a significant change in the absorption
spectrum of a CdTe or CdZnTe sensor.
These simulations have to be compared with the average photon energy as measured with
CIX 0.2. Section 3.1 stated that a simultaneously counting and integrating detector can
measure the average photon energy according to the following formula:
E =
IInt · Ee/h
NPhotons · t−1Frame · e
(7.6)
It is important to note that with this formula, the measured average photon energy is
generally overestimated compared to the aforementioned simulation. The reason for this
is that the low energy charge sharing events are registered by the integrator but at the
same time they are ignored by the photon counter due to the applied 10 keV threshold.
Hence, both the Si and the CdZnTe measurement data have been corrected by constant
scaling factors which reduce the measured currents. These two scaling factors were de-
termined empirically by averaging the measured integrator currents at different absorber
thicknesses and dividing the result by the respective average of the simulation results. The
problem with this normalization is that the scaling factors are influenced by the imaged
object. It is evident that the number of low energy entries below 10 keV depends on the
impinging spectrum. Thus, a quantitatively correct reconstruction of the average energy
of the absorber spectrum requires the precise knowledge of the material composition of
the absorber. Alternatively, it would be necessary to calibrate the detector results with
various absorber materials and to use a look-up table to link the measured data to the
correct average photon energies.
Fig. 7.15 shows that by using constant scaling factors for Si and for CdZnTe, it is pos-
Si
Simulation type E (0 mm) [keV] E (3 mm) [keV]
Transmission only 40.0 47.8
No interpixel coupling 27.9 37.6
Full 21.4 25.0
CdZnTe
Simulation type E (0 mm) [keV] E (3 mm) [keV]
Transmission only 40.0 47.8
No X-ray fluorescence 33.6 37.6
Full 30.9 34.0
Tab. 7.7: Simulated average photon energies in a CIX 0.2 Si and a CdZnTe sensor with
and without an additional absorber 3 mm thick Al absorber. The different simulations are
described in the text.
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sible to reproduce the simulation results. The important point of this measurement is
that the relative changes in the average photon energy introduced by the absorber are in
good agreement with the simulation. This implies that when imaging an unknown object,
CIX 0.2 is not able to determine the absolute value of the average photon energy but it
still reproduces relative changes correctly.
The relatively large errors in the Si data in Fig. 7.15 compared to CdZnTe are caused by
the low bump yield of the Si module as all data points are average values over the CIX
pixel matrix.
The aforementioned results prove that despite the influence of the detector geometry and
the fluorescence properties of the sensors, the average photon energy reconstruction with
CIX 0.2 can be successfully performed. Equipped with a CdZnTe module, CIX 0.2 can
achieve a relative average photon energy resolution of approximately 0.3 keV at standard
chip settings.
The final aspect which remains to be addressed is the dynamic range in which the average
photon energy reconstruction is possible and which precision this measurement achieves.
Fig. 7.16 shows the result of the average photon energy reconstruction of an unattenu-
ated X-ray tube spectrum with a CdZnTe module (CZT04) in the overlap region between
counter and integrator. The average photon energy and its error were calculated based on
the data of Figs. 7.1, 7.11(a) and 7.13, i.e. the measured count rates, integrator currents
and their respective noise at various photon fluxes. In contrast to the previous measure-
ment no averaging over the whole module was performed and thus Fig. 7.16 illustrates
the precision of a single average photon energy measurement with CIX 0.2. It is found
that the standard deviation between successive measurements at identical photon fluxes
drops below 1 keV if the photon flux at the sensor surface exceeds 350 kcps. At higher
photon fluxes the measurement precision improves to approximately 0.4 keV. Neverthe-
less, if the photon fluxes come close to the maximum count rate of the system, count rate
    




Ave
rag
e p
hot
on 
ene
rgy
 [eV
]
E f f e c t i v e  T u b e  c u r r e n t  [ A  @ 1 m ]
 M o d u l e - w i d e  a v e r a g e S t a n d a r d  d e v i a t i o n
   S i m u l a t e d  p h o t o n  f l u x  a t  d e t e c t o r  s u r f a c e  [ c p s ]
Fig. 7.16: Precision of the average photon energy reconstruction at standard chip settings
as a function of the photon flux at the detector surface. The measurement was performed
with a 3 mm thick CdZnTe sensor (CZT04) at 900 V bias, an X-ray endpoint energy
of 90 keV and at varying tube currents and focal spot to detector distances. Relative
measurement precisions better than 3 % are obtained between approximately 350 kcps and
1.7 Mcps.
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inefficiencies cause a decrease in the measurement precision. Furthermore the count rate
losses of the paralyzable counter introduce a systematic error in the average photon energy
reconstruction. Significant changes (> 10 %) in the average photon energy measurement
are observed at photon fluxes above 2.4 Mcps.
It can therefore be concluded, that at standard chip settings the optimal photon fluxes for
the average photon energy reconstruction (relative precision better than 3 %) are between
approximately 350 kcps and 1.7 Mcps.
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8. X-ray images
8.1 Raw data and flatfield corrections
When taking an X-ray image with CIX 0.2, the system delivers its information in the
form of raw data. Figs. 8.1(a) and 8.1(c) show such counter and integrator raw data,
which were acquired simultaneously. The full view of the imaged CIX 0.2 adapter board
was reconstructed from 26 x 16 individual snapshots. According to the standard imaging
conditions established in the previous chapter, the X-ray tube was operated at 90 kVp
with an additional 1 mm Al filter to block the lowest energy photons in the spectrum. The
Photon counter [counts per frame]
a) Raw data b) Flatfield corrected
c) Raw data d) Pedestal corrected e) Flatfield corrected
Integrator current [pA]
Photograph
CIX 0.2 sensor
dimensions
Fig. 8.1: Photon counter (a, b) and integrator (c - e) views of a CIX 0.2 adapter board
measured under irradiation with a 90 kVp tube spectrum at 100 µA and approximately
10 cm focal spot to detector distance. The different images illustrate the effects of different
image enhancement concepts. Figs. 8.1(a) and 8.1(c) show raw detector data. Only after
the subtraction of constant pedestal currents from the integrator data does this channel
yield comparable results to the photon counter raw data (see Fig. 8.1(d)). The best images
are obtained if a flatfield correction is applied (Figs. 8.1(b) and 8.1(e)). In this example
the flatfield corrections were taken under unattenuated irradiation (air calibration). The
CdZnTe module (CZT03) was operated at standard chip settings. A reduced bias of 600 V
was applied in order to reduce the impact of the bias-dependent long-term variations.
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images were taken with a CdZnTe module (CZT03) at a focal spot to detector distance of
approximately 10 cm and a counter threshold of 24 keV. Furthermore, in order to reduce
long-term fluctuations in the detector signals, the scan was started only after the tube had
been operated continuously for 100 s at 100 µA. In this way the initial rapid amplitude
changes observed in section 6.2 had already occurred before the 26 x 16 scan was started.
It is evident that although the PCB can already be identified in the photon counter, the
integrator data do not readily reveal the object. This is because the relatively small signal
currents are obscured by the large mismatch currents in the integrator (see section 3.3.6).
Hence, the first improvement of the image quality is obtained from an offline subtraction
of these pedestal currents (feedback mismatch and leakage current). Fig. 8.1(d) shows the
integrator X-ray image after the offset correction. Here, the PCB can clearly be identified,
but this image still shows unwanted inhomogeneities.
An effective way of eliminating these inhomogeneities is the application of a flatfield cor-
rection or fixed pattern correction. A flatfield correction is an offline method to increase
the detector homogeneity. It is performed by measuring the detector response under ho-
mogeneous irradiation. Based on this, a correction factor for each pixel is calculated and
stored offline. When scanning an object, the resulting pixel values are multiplied by this
correction factor, thereby increasing the homogeneity of the detector response. The major
limitation of this method lies in the fact that the correction factors depend on the photon
flux and the impinging spectrum. So, when aiming for an optimal result, the flatfield
correction has to be performed at irradiation conditions, which are similar to the object
that is to be imaged.
Figs. 8.1(b) and 8.1(e) show the effect of a flatfield correction taken at high intensity, i.e.
without any absorber between tube and detector. This type of flatfield correction is also
called an air calibration because the detector’s response to the full unattenuated X-ray
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Fig. 8.2: Histograms of the photon counter and the integrator data of 64 pixels under ho-
mogeneous, unattenuated irradiation. (a): Photon counter raw data; (b): Photon counter
flatfield corrected; (c): Integrator raw data; (d): Integrator pedestal corrected; (e): Inte-
grator flatfield corrected.
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beam is sampled and subsequently used to correct the measurement data during the scan.
The flatfield corrected photon counter and integrator views illustrate that basically all
artifacts are eliminated by this method. In the image the coupling capacitors and even
the gold contact pads on the backside of the PCB can easily be identified. The Silab logo
on the front is also reproduced in good quality.
The effect of the flatfield correction is quantified by calculating the standard deviation of
all 64 of the chip’s pixels (see areas marked by the rectangles in Fig. 8.1). Fig. 8.2 shows
the resulting distributions and Tab. 8.1 summarizes the averages and the standard devi-
ations. It is found that the flatfield correction reduces the spread between the individual
pixel results from approximately 30 % down to roughly 2 %. This proves that despite
the inhomogeneities introduced by the sensor (see section 6.3) as well as the ASIC (see
section 3.3.6), the corrections lead to a significant improvement of the image quality.
Counter Raw data Pedestal corr. Flatfield corr.
Average 716 kcps - 716 kcps
Std. dev. 189 kcps - 11 kcps
Relative. std. dev. 27 % - 1.5 %
Integrator Raw data Pedestal corr. Flatfield corr.
Avgerage 7.77 nA 547 pA 547 pA
Std. dev. 2.11 nA 187 pA 15 pA
Relative std. dev. 27 % 34 % 2.7 %
Tab. 8.1: Average measurement results and their chip-wide standard deviations in the
photon counter and integrator of a CdZnTe module (CZT03) under irradiation. The values
were taken inside the rectangular sections of Fig. 8.1. Apart from the raw data, the table
also contains the pedestal corrected as well as the flatfield corrected data. For the photon
counter no pedestal correction is necessary.
8.2 Beam hardening
Beam hardening in an object is an issue for X-ray imaging because it leads to a systematic
underestimation of the absorption coefficient. With its simultaneous counting and inte-
grating approach the CIX 0.2 system can in principle directly measure the beam hardening
and indicate the respective regions in an image. Fig. 8.3 illustrates this effect using the
example of a copper paper clip. The images were taken with a CdTe module (CdTe10)
at 90 kVp tube voltage, 50 µA current and a focal spot to detector distance of approxi-
mately 10 cm. Fig. 8.3(a) displays the average photon energies, which were measured on
the paper clip. The average energy scale is not normalized and therefore only describes
relative changes in the average photon energy. Nevertheless, a significant change in the
average photon energy can be observed in the lower left corner, where two of the paper
clip’s arms overlap.
Furthermore, Fig. 8.3(b) and 8.3(c) contain the flatfield corrected photon counter and
integrator images, which were used to calculate the average photon energy. The flatfield
correction was performed again on the unattenuated beam such that the homogeneity
outside the paper clip is very good. Inside the object, the validity of the flatfield correc-
tion factors is reduced because the metal clip causes significant changes in the spectrum
and in the signal amplitude. This limitation of the flatfield correction is best seen in the
integrator where dark, low current regions can be identified in the metal phantom. The
likely reason as to why these artifacts are especially pronounced in the integrator is the
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    [counts per frame]
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Fig. 8.3: Illustration of beam hardening inside a metal object. The average photon energy
image (a) shows the beam hardening in the region where the two arms of the paper clip
overlap. Note that the detector data are not calibrated and therefore the average energy is
given in arbitrary units (a.u.). The object was imaged with a CdTe module (CdTe10) under
irradiation with a 90 kVp tube spectrum at 50 µA and approximately 10 cm focal spot to
detector distance. A low bias of 200 V was used in order to reduce the bias-dependent
long-term variations. At the same time the reduced bias also guaranteed the best counting
performance as it keept the baseline shift caused by the CdTe sensor small. The two other
plots show the flatfield corrected photon counter (b) and integrator (c) images, from which
the average photon energies were computed.
non-linearity in the signal current, which was discussed in section 6.1.3. As the flatfield
correction assumes a linear relation between the photon flux and the resulting signal, it
actually underestimates the signal amplitudes at low photon fluxes. Therefore the flatfield
corrected signal currents are systematically too low. The effect is more pronounced in
some pixels, which results in the regularly appearing dark pixels. In general, this can
be remedied by performing the flatfield correction on a homogeneous object with similar
absorption properties as the imaged object. However, if both the beam hardening and
the amplitude changes, introduced by different regions of a compound object, are very
different, a decrease of the image quality cannot be avoided.
8.3 Oversampling
In this section the response of an ideal detector system is emulated and tested. This
analysis is based on an 8 x 8 oversampling of the actual X-ray image, which means that
the object is scanned 64 times. Each time the start position of the scan is shifted by one
pixel and thereby every point in the object is seen by every pixel of the detector. Thus, all
remaining inhomogeneities due to different pixel responses are averaged out. A shortcom-
ing of this method is of course that it increases the radiation dose and the scan duration
by the number of pixels. While this method cannot be applied in medical imaging, it still
offers valuable insights into how future detectors with better sensors could perform.
Fig. 8.4 shows one such oversampled object. The object in question is a human molar
featuring a large metal filling in the upper section. Compared to the regular, not oversam-
pled views, the oversampled pictures show a vastly increased image quality. In both the
counter and the integrator images the root of the tooth can be identified (see Figs. 8.4(a)
and 8.4(b)). Still, the upper part of the tooth in these two images does not reveal any
structure because it is encapsulated in a metal filling. A better view can be found in
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d) Single scan e) Single scan
Photon counter [kcps] Integrator [pA] Average photon energy [keV]
a) 64x oversampled b) 64x oversampled c) 64x oversampled
Fig. 8.4: 64x oversampled (a - c) and single scan (d, e) photon counter and integrator X-ray
images of a human tooth with a metal filling. Note that the scale is inverted compared to
the previous X-ray images. All images are flatfield corrected (air calibration). The images
were taken with a CdZnTe module (CZT03) at 90 kVp, 90 µA, a focal spot to detector
distance of approximately 10 cm and a reduced bias of 600 V. The average photon energy
image (c) is not normalized and therefore only given in arbitrary units (a.u.).
Fig. 8.4(c), which shows the average photon energies (in a.u.). Here, some impression of
the shape and thickness of the filling can be obtained. If future sensor crystals can indeed
achieve better homogeneities due to less or at least more homogeneously distributed de-
fects, direct converting semiconductor sensors might offer very good imaging capabilities.
8.4 Average photon energy and contrast enhancement
The previous sections showed that with its simultaneously counting and integrating con-
cept, CIX 0.2 is sensitive to relative changes in the average photon energy. At the end
of this chapter, a critical assessment of the benefits of the average photon energy mea-
surements in terms of a potential contrast enhancement concludes the treatment of the
detector’s imaging performance.
On a first glimpse it seems intuitive that the average photon energy channel does not fea-
ture a better contrast than the counter or the integrator images from which the average
energy is derived. To test this intuitive approach, a low contrast phantom consisting of
a 1 mm thick Al sheet and a 10 cm long PMMA1 wedge with a minimum thickness of
1 mm on one side and a maximum thickness of 20 mm on the other side was fabricated.
1Poly(methyl methacrylate)
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By placing a different section of the PMMA wedge next to the Al sheet, the contrast in
the phantom can be adjusted. Note that because of the similar absorption properties of
Al and PMMA to human tissue, this selection of the absorber materials simulates a thin
bone (Al) placed next to a thicker muscle (PMMA).
First of all the number of photons per second, the integrator current and the absorbed
spectrum behind 1 mm Al and 1 mm to 10 mm PMMA were simulated. The impinging
X-ray spectrum in the simulation was chosen such that it corresponds to the spectrum of
the Hamamatsu X-ray tube at 90 kVp, including the additional low energy filter consist-
ing of 1 mm of Al. From these simulation data, the image contrast C can be calculated
according to the following definition:
C =
APMMA −AAl
APMMA +AAl
(8.1)
The variables APMMA and AAl represent the signal amplitudes behind the PMMA wedge
and the Al sheet. Fig. 8.5 shows the resulting simulated contrasts. It is evident that
the contrast in both counter and integrator has a minimum around (5.5 - 6.0) mm. This
is because at approximately 5.8 mm PMMA thickness the integrator measures the same
currents behind the PMMA and Al absorbers. At roughly 6 mm PMMA thickness the
contrast in the counter vanishes as both absorbers show the same number of photons per
second.
Apart from these two graphs, the figure also contains two simulations of the contrast based
on the average photon energy. In the simulation labeled ”Avg. energy - Int >10 keV -
Cnt >10 keV ” the absorption spectrum above 10 keV was used to calculate the average
photon energies. This corresponds to the measurements presented in section 7.3, i.e. a
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Fig. 8.5: Simulated image contrast in a low contrast PMMA-Al phantom. The phantom
consists of a 1 mm thick Al sheet placed next to a wedge-shaped PMMA absorber with
thicknesses between 1 mm and 10 mm. The average photon energy contrast was calculated
using two different approaches. Once it was derived from the simulated photon spectra with
a 10 keV lower threshold to exclude low energy charge sharing hits. The second curve was
calculated according to (7.6). At a PMMA thickness of approximately 6 mm the average
photon energy measurement should offer a better contrast than the counter or the integrator
measurements.
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measurement suppressing the large number of low energy photons seen by the integrator.
Secondly, Fig. 8.5 also includes a simulation of the average photon energy contrast based
solely on the simulated integrator and counter data (Avg. energy - Int >0 keV - Cnt
>10 keV ). This mirrors the direct CIX 0.2 average energy measurement. Both curves
show a section in which the average photon energy contrast is better than the contrast
in the counter or the integrator alone. Hence, in very special circumstances, the average
photon energy measurement can in principle give information beyond that of the two in-
dividual CIX 0.2 channels.
This simulation was tested on the PMMA-Al phantom (see Fig. 8.6). Figs. 8.7(a) and
8.7(b) show flatfield corrected images of the low contrast phantom taken simultaneously
with the counter and the integrator of a CdZnTe module (CZT04) at 600 V bias and a
tube voltage of 90 kV. The frame duration was 6 ms. The Al sheet can be identified in
the upper part of the image next to a small section without any absorber (”air”). In the
Fig. 8.6: Photograph of the PMMA-Al low contrast phantom.
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Fig. 8.7: Photon counter (a) and integrator (b) views of a low contrast PMMA-Al phantom
taken with a CdZnTe module (CZT04) at 600 V bias and a tube voltage of 90 kV. The
tube current was set to 50 µA and the focal spot to detector distance was 16.5 cm. The
rectangular marker indicates the region in which the image contrast vanishes. This position
corresponds to a thickness of the PMMA wedge of approximately 6 mm.
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Fig. 8.8: Measured average photon counter (a) and integrator (b) image contrast of a
1 mm Al sheet placed next to a wedge-shaped PMMA absorber. The measurements were
performed with a CdZnTe module (CZT04) at 600 V bias, a tube voltage of 90 kV, 50 µA
and a focal spot to detector distance of 16.5 cm. The data points show the average of
100 consecutive measurements. Accordingly the error bars indicate the error on the average.
figures, an x-position of approximately 7 mm corresponds to a thickness of the PMMA
wedge of roughly 6 mm. At exactly this position, the image contrast between PMMA and
Al vanishes (see rectangular markers in Figs. 8.7(a) and 8.7(b)).
Figs. 8.8(a) and 8.8(b) show the measured contrast in the rectangular sections of Figs. 8.7(a)
and 8.7(b), respectively. Note that these values represent the average over 100 subsequent
measurements, i.e. at each position the count rate and integrator current were measured
100 times. The error bars show the error of the average value instead of the standard
deviation of the 100 successive measurements. The averaging is necessary as a contrast of
0.005 implies for example a difference in the recorded photon number of only 1 % between
PMMA and Al. So for the quantum fluctuations to be smaller than 1 % at least 1.7 Mcps
(10,000 photons in 6ms) must be registered by the pixels. At this count rate count inef-
ficiencies in the counter start to have an impact on the measurement precision and thus
the measurements were performed at only approximately one fifth of the required photon
flux. Despite the relatively large error bars, the measurements are in agreement with the
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Fig. 8.9: Measured average photon energy image contrast of a 1 mm Al sheet placed next
to a wedge-shaped PMMA absorber. The settings are identical to Figs. 8.8(a) and 8.8(b).
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simulation, i.e. that the counter and integrator contrast vanishes at PMMA thicknesses of
around 5.5 mm to 6 mm. Furthermore, the average photon energy contrast (see Fig. 8.9)
is indeed slightly higher than the counter and integrator results but it is generally on the
same order of magnitude. These findings prove the validity of the assumptions made in the
previous simulation. Furthermore the data also indicate that the average photon energy
measurement can in some special circumstances provide an improved image contrast.
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9. Conclusion and outlook
9.1 Conclusion
Within this work the first direct converting simultaneously counting and integrating hy-
brid pixel X-ray detector for high rate X-ray imaging applications has been successfully
assembled and characterized. A previous work [1] had already given a very detailed char-
acterization of the ASIC’s electrical performance, such that the focus of this work was
placed on the description of the module performance under X-ray irradiation. For this a
total of 22 CIX 0.2 detector modules were assembled. Out of these 22 modules four were
characterized in detail with respect to four different aspects.
Electrical performance
After the successful connection of sensor and ASIC the influence of this sensor connection
on the ASIC’s electric performance was studied using on-chip test circuits. The following
major results were obtained with the best performing module:
• Maximum count rate: Typical maximum count rates at the fastest feedback set-
tings, at 0.3 fC discriminator threshold and at 1.4 fC input pulses are approximately
8.5 MHz.
• Integrator dynamic range: At standard integrator settings, i.e. 10 MHz integra-
tor clock and 20 fC charge pump size the integrator achieves a linearity of better
than 5 % in the range between 10 nA and its maximum input current of 200 nA.
• Counter ENC: The counters equivalent noise charge is approximately 300 e− at
maximum feedback settings. This value is roughly 200 e− higher than the value
measured on unbumped ASICs.
• Integrator noise: Depending on the duration of a measurement frame, the inte-
grator current noise ranges from 25 pA (50 µs) to 1 pA (3 ms).
• Discriminator dead time: A simple estimation of the discriminator dead time at
maximum feedback settings yields a value of approximately 70 ns.
Sensor performance
The CIX 0.2 ASIC was connected to different CdTe and CdZnTe sensors. Therefore a
detailed analysis of the sensors properties and their suitability for high flux X-ray imaging
was performed. At the same time Si n+ in p sensors with their well understood behavior
were used as reference devices to qualify the observed effects. Note that the description of
the material properties of CdTe and CdZnTe is only a momentary assessment of the quality
of the sensors, which were on the market around 2006. Nevertheless, recent publications
still show basically identical behaviors of the samples such that it can be concluded that
the material quality has not improved significantly until the end of 2008.
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• Sensor leakage currents: With approximately 350 pA per pixel at 900 V the leak-
age current in the CdZnTe sensors is roughly a factor 10 smaller than the current
in CdTe at identical electric field strengths. The factor 10 is also found in the tem-
perature dependence of the observed leakage currents. Measurements of the photon
flux dependent increase in the detector current revealed a non-linear behavior of the
CdTe samples. In detail, these sensors show much higher currents than expected.
Considering the sensors as a black box, this additional photon flux dependent current
can be treated as a photon induced change in the sensor’s resistivity.
• Temporal response: An analysis of the temporal stability of the detector signals
revealed that both CdTe and CdZnTe suffer from variations on a time scale of min-
utes. These changes are present during and after irradiation and can not be explained
by a thermal heating of the sensors. A simple contact model has been applied in or-
der to explain the observed changes based on the accumulation of space-charges and
the subsequent modification of the current injection through the electrodes. Keep-
ing computed tomography in mind as a potential application of the CIX detector,
the short-term response of the detectors was also evaluated. Tests with a quickly
rotating (80 Hz) mechanical beam chopper yield amplitude variations in the CdTe
detector current under irradiation on the order of 30 %. Within the measurement
precision similar variations could not be observed on the CdZnTe samples, making
these the better choice as sensor material.
• Spatial homogeneity: Measurements of the CdZnTe module’s response to a ho-
mogeneous X-ray irradiation revealed standard deviations of the pixel count rates
and integrator currents of approximately 40 % with respect to the chip-wide aver-
age. It could be established that these variations originate in an inhomogeneous
distribution of local defects. These defects change the local electric field through
the accumulation of trapped charge and thereby introduce a spatial variation in the
effective pixel sizes. In this regard the simultaneous counting and integrating con-
cept produced valuable insights through the normalization of the photon count rate
as a function of the integrator current instead of the applied photon flux, i.e. tube
current.
• Spectroscopic performance: The spectroscopic performance of the system was
assessed using a radioactive 241Am source and a 90 kVp tube spectrum. In paral-
lel the sensor response including charge sharing, trapping, X-ray fluorescence and
Compton scattering was simulated by [56]. The comparison of measurement and
simulation shows the large importance of said interpixel coupling effects for the
spectroscopic performance. In detail this means that the average photon energy of
the absorbed spectrum is strongly shifted to lower energies. Still, a very good agree-
ment between simulation and measurement in terms of the qualitative as well as the
quantitative description is obtained.
Module performance
Apart from this sensor-focussed work, the detector system was evaluated with respect to
its three main advantages.
• Dynamic range: In CIX 0.2 the combined counting and integrating approach offers
a dynamic range of five orders of magnitude. This is achieved by relying on the
counter data at very low photon rates and focussing on the integrator measurement
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at photon fluxes beyond the counter’s maximum limit. At the fastest feedback
settings the counter achieves a maximum count rate of 3.3 Mcps, corresponding to
a true input rate of 8.8 Mcps. Using 3 ms frames, an integrator clock frequency
of 10 MHz, 20 fC charge pump size and routing the signal current through the
differential feedback, the integrator can measure currents between 20 pA and 45 nA.
The linearity of this measurement is better than 1.3 % in terms of the relative
residuals.
• Noise correlations: The noise of both the counting and the integrating channel
was measured using a 90 kVp X-ray tube spectrum. It is found that the system
is quantum noise limited over almost the full dynamic range. The achieved signal-
to-noise ratios range from 1 to roughly 200 over the system’s dynamic range. In
addition to the extension of the dynamic range, the simultaneous measurement of
photon rate and current offers the benefit of noise correlations in the two channels.
At low (10 keV) threshold settings a correlation coefficient of 0.79 signals a very
high correlation between the data. This can be used to increase the image quality
in the dual energy imaging method compared to imaging systems which acquire the
necessary two views separately [50].
• Average energy resolution: The average energy resolution was tested on a ho-
mogeneous wedge-shaped Al absorber. The study yields that the system’s average
energy resolution at standard chip settings is approximately 0.3 keV. Nevertheless,
the data also shows that the significant charge-sharing contribution in the absorp-
tion spectrum necessitates a normalization of the energy measurement as these low
energy hits are mostly below the counter’s threshold.
Imaging performance
Finally, a number of X-ray images have been taken. These illustrate the imaging quality
that can be achieved with a simultaneously counting and integrating Cd-based X-ray
detector at the time of writing. The CIX concept gives a direct handle on the beam
hardening, which happens inside an absorber. In principle the average photon energy
measurement could even in some cases offer an improved image contrast. However, it
has to be determined if this small contrast enhancement has a large impact on medical
imaging. Apart from these measurements of the intrinsic properties of the CIX concept,
the response of a CdZnTe detector with an ideal, homogeneous response was emulated.
This oversampling approach shows the potential image quality that could in principle be
obtained with a completely homogeneous sensor sample.
9.2 Outlook
Future steps regarding the simultaneous counting and integrating detector could involve
the design of a larger ASIC with a significantly increased number of pixels. This would
allow to better evaluate the imaging performance of the system free of the temporal
artifacts that are introduced when scanning larger objects. Apart from a correction of the
sampling mechanism, which would then permit a real on-chip leakage current subtraction,
this future chip should also feature a multi-threshold counter. This would open up new
possibilities in terms of contrast agent imaging.
One of the major results of this work is that the available CdTe and CdZnTe sensors
introduce many artifacts, which all have to be considered in an imaging application. In
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principle a mathematical correction of the sensor’s temporal behavior might be possible,
but the mathematical and simulation effort might prove to be too large.
Appendix

A. Differential current logic
The digital part of CIX 0.2 is implemented in a low noise current based logic family called
differential current steering logic (DCL). This logic concept has been introduced in [59].
In contrast to the widely used CMOS1 logic it is a differential concept, i.e. instead of
using single line signal transmission DCL uses the difference between two lines to carry
the signals.
Inherently, this concept produces less cross-talk in mixed analog-digital circuits as inter-
ferences cancel out due to the differential nature of the switching. Furthermore, DCL is
more robust in terms of common-mode noise as these disturbances do not influence the
difference between the two lines but introduce only a common offset. It also has a con-
stant power consumption and does not introduce voltage spikes on the supply lines. This
is a problem for CMOS circuits because when these circuits switch between states, both
transistors are conducting for a short moment and this current can cause instabilities in
the power supplies.
However, the constant power consumption also has its disadvantage as the current flows
even when the elements are not switching from one state to another. Furthermore, the
design is more complex and therefore demands more space on the chip. Finally, the im-
balance between two branches of one such differential pair, caused by the mismatch of the
transistors or load circuits can introduce imbalances in the output signals.
1”Complimentary metal-oxide semiconductor”
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B. CIX 0.2 readout
The readout scheme of CIX 0.2 was designed to allow a continuous readout of the chip
even while taking data. In order to achieve this, the chip features a double bank of bus
receivers at the end of the 8 pixel rows as well as four readout latches in each pixel cell
(see Fig. B.1). When being read out, the values of the photon counter, the pump counter
and the time first and time last latches are saved in four 16-bit readout latches at the
end of each measurement frame. Depending on the number of latches the user wants to
read, some of these latches subsequently get access to the readout bus and for every latch
type, the bus receivers take the 8 16-bit words of one row and add a header for the later
identification (row address and latch type). The addressing of the individual pixel rows is
done via an address sequencer, which activates the bus drivers in the 8 pixel rows. Once
the data are stored in the bus receiver, the receiver bank is switched from parallel storage
mode to output mode and the data are clocked out serially through 8 LVDS outputs of
the chip. At the same time the first memory bank switches from storage to output mode,
the second, identical bank switches from output to the storage state and receives the data
of the next group of latches. In this way the system can achieve frame rates, which are
basically only limited by the frame duration itself, i.e. if operating at a very short frame
duration of 50 µs the system can achieve rates of 20 kHz. A detailed scheme of the memory
elements and the control signals necessary to operate the dead time free readout is given
in [1].
row select
row select
row select
row select
address 
sequencer
bus receiver elements
LVDS serial outputs
pixel matrix
address bus data bus
Fig. B.1: CIX 0.2 readout scheme. When enabled by the row select, the pixel latches of
one row send their contents to one bank of the bus receivers. At the same time, the second
bank of the receiver elements is read out serially via the LVDS outputs of the ASIC.
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C. Threshold scans and tuning
A threshold scan is a basic tool for calibrating the discriminator threshold of a counting
detector in terms of the injected charge QInj . It is performed by counting the number
of hits that are produced by a fixed number of charge packets of constant size QInj as
a function of the discriminator threshold QThr. Ideally the response r to this threshold
sweep should be the step-function Θ (see also the dashed line in Fig. C.1).
r(QInj) = Θ (QInj −QThr) (C.1)
The figure shows, that the counter should register every injected pulse (100 % hit prob-
ability) up to the point where the amplitude of the preamplifier signals falls below the
VCountTh margin. Higher threshold settings should always yield a count rate of zero. The
VCountTh value at which the hit probability drops from 100 % to 0 % is called the threshold
and it is directly proportional to the injected charge because a larger QInj results in a
larger signal at the preamplifier output. Like this it is possible to precisely determine at
which VCountTh value a certain pixel has to be operated in order to have its threshold at a
charge QInj . However, as the preamplifier output is modulated by the systems’s electronic
noise, the response of a real counter deviates from the ideal step-like behavior. Therefore
a real threshold curve has an s-shaped form (see solid line in Fig. C.1) and it can be
described by a convolution of the ideal step-function and the Gaussian distribution of the
electronic noise with the standard deviation σNoise (shaded area in the plot).
r(QInj) =Θ (QInj −QThr) ? 1√2piσNoise
e−Q
2/σ2Noise
=
1√
2pi
∫ QInj−QThr
σNoise
0
e−
x2
2 dx+
1
2
(C.2)
In the case of this so-called Gaussian error function the threshold value is defined as that
VCountTh or QThr setting at which the hit probability is exactly 50 %.
A further complication of a real counting device is that, because of process variations on
the chip as well as slight mismatches in the differential feedbacks, the effective threshold
values vary from pixel to pixel. In other words, the pixel thresholds do not coincide
with the globally set threshold but show individual deviations. Accordingly, if several
untuned counters are exposed to a continuous pulse spectrum, the different thresholds
yield different count rates in the pixels since the minimum size for a pulse to be registered
varies from pixel to pixel. Therefore it is mandatory to reduce the threshold variations by
a method called threshold tuning. The threshold tuning procedure entails first determining
the individual thresholds of all pixels at a certain pulse size QInj and then moving the
obtained thresholds closer to the common mean value. For this, CIX 0.2 features a 6-bit
Tune DAC in every pixel, which can change the globally applied VCountTh discriminator
voltage. The step-size of the 6-bit Tune DAC is determined by a global Trim DAC. Hence,
by performing a threshold tuning, the minimum integral charge of a current pulse to be
registered with a probability of 50 % is set to QInj in all pixels. It has been demonstrated
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Fig. C.1: Schematic view of a threshold curve. The graph shows the number of registered
hits for 100 injections at a fixed pulse size QInj as a function of the discriminator threshold.
An ideal detector would show a step-like behavior (dashed blue line). However, due to the
presence of electronic noise at the preamplifier output, this step function is smeared out,
yielding an s-shaped threshold curve (solid line). The distribution of the noise is indicated
by the shaded area in the middle of the plot. The threshold lies at the 50 % mark of the
error function.
that the threshold tuning can reduce the threshold dispersion in a CIX 0.2 module from
1153 e− to 36 e−, which is roughly a factor of 32 [1].
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