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A FIBRATION THEOREM FOR COLLAPSING SEQUENCES OF
ALEXANDROV SPACES
TADASHI FUJIOKA
Abstract. Let a sequence Mj of Alexandrov spaces collapse to a space X
with only weak singularities. T. Yamaguchi constructed a map fj : Mj → X
for large j called an almost Lipschitz submersion. We prove that if Mj has a
uniform positive lower bound for the volumes of spaces of directions, which is
sufficiently larger than the weakness of singularities of X, then fj is a locally
trivial fibration. Moreover, we show some properties on the intrinsic metric
and the volume of the fibers of fj .
1. Introduction
Let Mj be a sequence of n-dimensional Alexandrov spaces with curvature ≥ κ
and diameter ≤ D. It is well-known that Mj has a convergent subsequence in the
Gromov-Hausdorff distance and that the limit space X is also an Alexandrov space
of dimension ≤ n and with curvature ≥ κ. The main problem of the convergence
theory of Alexandrov spaces with curvature bounded below is to determine the
relation between the topology and geometry of X and that of Mj with large j.
According to Perelman’s stability theorem, if dimX = n, then Mj is homeo-
morphic to X ([P1], [K]). The case dimX < n is called a collapse. In this case,
Yamaguchi [Y1] proved that if both Mj and X are Riemannian manifolds, then
there exists a locally trivial fibration fj :Mj → X , which is an almost Riemannian
submersion. This result can be generalized to the case when both Mj and X have
only weak singularities ([BGP, 9.13]). Furthermore, Yamaguchi [Y2] also proved
that if X has only weak singularities, then there exists a map fj : Mj → X called
an almost Lipschitz submersion, which is a generalization of an almost Riemannian
submersion.
To state Yamaguchi’s almost Lipschitz submersion theorem, we introduce some
notation. For a small positive number δ, we denote by κ(δ) a positive function
depending only on n and κ such that κ(δ) → 0 as δ → 0. For a positive number
a, we denote by c(a) a positive constant depending only on n, κ and a, which is
usually much smaller than a.
Theorem 1.1 ([Y2, 0.2]). Let k < n and let X be a k-dimensional Alexandrov
space with curvature ≥ κ such that every point has a (k, δ)-strainer with length > ℓ.
Let M be an n-dimensional Alexandrov space with curvature ≥ κ which is µ-close
to X in the Gromov-Hausdorff distance. Suppose that µ < c(ℓδ2) ≪ ℓδ2. Then,
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there exists a κ(δ)-almost Lipschitz submersion f :M → X in the following sense:∣∣∣∣ |f(x)f(y)||xy| − sin infz ∠yxz
∣∣∣∣ < κ(δ)
for any x, y ∈M , where the infimum is taken over all z ∈ f−1(f(x)).
Yamaguchi conjectured the map f above is actually a locally trivial fibration.
Rong and Xu [RX] showed that it is true if each fiber of f is a topological manifold
(without boundary) of codimension k. Xu [X] also proved that f is a Hurewicz
fibration. We prove this conjecture in the following case:
Theorem 1.2. Under the conditions of Theorem 1.1, let ε be a lower bound for
the volume of the space of directions at any point in M . Suppose in addition that
δ < c(ε)≪ ε. Then, the map f is a locally trivial fibration.
In the case of collapse of codimension one, the additional assumption above is
always satisfied:
Corollary 1.3. Under the conditions of Theorem 1.1, if k = n − 1, then f is a
locally trivial fibration whose fiber is homeomorphic to a circle or a closed interval.
Let {(ai, bi)}
k
i=1 be a (k, δ)-strainer at p ∈ X , where k = dimX . Then, the
distance map ϕ = (|a1 · |, . . . , |ak · |) : X → R
k gives a local chart near p. Let
ϕˆ : M → Rk and pˆ ∈ M be natural lifts of ϕ and p, respectively. Then, ϕ−1 ◦ ϕˆ
gives a local map between neighborhoods of pˆ and p. The global map f in Theorem
1.1 is constructed by gluing such local maps. We prove that f satisfies
(1.1)
∣∣(ϕ ◦ f(x)− ϕ ◦ f(y))− (ϕˆ(x)− ϕˆ(y))∣∣ < κ(δ)|xy|
for any x, y near pˆ. Roughly speaking, the differential of ϕ ◦ f is close to that of ϕˆ.
This inequality allows f to inherit the properties of ϕ−1 ◦ ϕˆ.
In [P1], Perelman established the theory of noncritical maps and proved that a
proper noncritical map is a locally trivial fibration (here, the definition of noncriti-
cality includes an assumption on the volume of spaces of directions). In particular,
the above ϕˆ is a locally trivial fibration near pˆ under the additional assumption
of Theorem 1.2. We slightly modify the definition of noncritical maps in terms of
the inequality (1.1) and show that ϕ ◦ f is also a locally trivial fibration. Note
that from this point of view, proving Yamaguchi’s conjecture in the general case is
reduced to proving Perelman’s fibration theorem for noncritical maps without the
assumption on the volume of spaces of directions.
Next, we discuss the fibers of the map f in Theorem 1.1 (not Theorem 1.2).
Fibers of almost regular maps such as ϕˆ were studied in [BGP, §11–12]. The in-
equality (1.1) enables us to apply the arguments there to ϕ◦f . It is also known that
the fundamental group of the homotopy fiber of f contains a nilpotent subgroup
whose index is uniformly bounded above ([KPT], [X], cf. [Y2]). Here, we show
some metric properties of the fibers of f . Note that the diameters of the fibers of
f are very small (less than a constant multiple of the Gromov-Hausdorff distance
µ between M and X). Let volm denote the m-dimensional Hausdorff measure.
Theorem 1.4. Let f : M → X be the map in Theorem 1.1. Let Fp denote the
fiber f−1(p) over p ∈ X.
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(1) The induced intrinsic metric of Fp is almost isometric to the original one,
that is,
|xy|Fp < (1 + κ(δ))|xy|
for any x, y ∈ Fp, where | , |Fp denotes the induced intrinsic metric of Fp.
(2) The Hausdorff dimension of Fp is n− k. Moreover, we have
0 < voln−k Fp < C(diamFp)
n−k,
where C is a positive constant depending only on n and κ.
(3) Fix p ∈ X. Then, for any q ∈ X sufficiently close to p, we have∣∣∣∣voln−k Fqvoln−k Fp − 1
∣∣∣∣ < κ(δ).
The same property as (1) was known for fibers of almost regular maps such as ϕˆ
above ([BGP, 11.11]). Thus, it also holds for fibers of maps such as ϕ ◦ f satisfying
the inequality (1.1). The left inequality in (2) was conjectured in [MY, 4.2]. The
author does not know whether the volume of Fp is continuous in p in (3).
Remark 1.5. Strictly speaking, we should not assert that our results (Theorem
1.2, Corollary 1.3 and Theorem 1.4) hold for the almost Lipschitz submersion con-
structed by Yamaguchi in [Y2]. In fact, we construct the map f in Theorem 1.1
again in a different way from [Y2] and show the inequality (1.1) for this new map
but not for the one in [Y2]. However, their constructions are essentially the same
and the inequality (1.1) actually holds for the map in [Y2]. See Theorem 4.1 and
Remark 4.3.
Organization. The organization of this paper is as follows: In §2, we introduce some
notation and conventions which will be used throughout this paper. In §3, we recall
some basic facts on Alexandrov spaces, especially strainers. In §4, we construct the
map f in Theorem 1.1 and show the inequality (1.1). In §5, we modify Perelman’s
fibration theorem for noncritical maps in terms of the inequality (1.1) and prove
Theorem 1.2 and Corollary 1.3. In §6, we define the notion of almost regular maps
in terms of the inequality (1.1) and study fibers of them (note that our definition
of almost regular maps is different from that of [BGP]). In §6.1, we prove Theorem
1.4(1). In §6.2, we prove the left inequality of Theorem 1.4(2), and in §6.3, we prove
the right inequality of Theorem 1.4(2). In §6.4, we prove Theorem 1.4(3).
Acknowledgment. The author would like to thank Prof. Takao Yamaguchi for his
advice and encouragement.
2. Notation and conventions
The dimension of Alexandrov spaces is usually denoted by n. The lower curvature
bound κ of Alexandrov spaces is fixed and omitted unless otherwise stated. A
positive integer k is usually no greater than n and is often less than n. We always
assume that a lower bound ℓ of the lengths of strainers is no greater than 1 especially
when κ < 0 (indeed, all our arguments using strainers are local).
We denote by c and C various small and large positive constants, respectively.
Unless otherwise stated, such constants depend only on n and κ. If they depend
on additional parameters, it will be indicated explicitly, like c(ε).
We always assume that a positive number δ is smaller than some constant c0
depending only on n and κ. We denote by κ(δ) various positive functions such that
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κ(δ) → 0 as δ → 0. Unless otherwise stated, κ depends only on n and κ. In this
case, we often assume that κ(δ) is also smaller than c0.
In §5 and §6.3, we use another positive number ε. In these sections, κ may
depend additionally on ε. Furthermore, we assume that δ is smaller than some
constant c0(ε) depending only on n, κ and ε, which is much smaller than any other
c(ε) appearing in these sections. We often assume that κ(δ) is also smaller than
c0(ε).
3. Preliminaries
We first recall some basic facts on Alexandrov spaces. See [BGP] or [BBI] for
more details.
LetM be an n-dimensional Alexandrov space with curvature ≥ κ. For a geodesic
triangle △pqr in M with vertices p, q and r, we denote by △˜pqr a geodesic triangle
in the simply-connected complete surface of constant curvature κ with the same
sidelengths. Then, by the definition of an Alexandrov space, the natural correspon-
dence from △pqr to △˜pqr is nonexpanding. Let ∠qpr denote an angle between
shortest paths pq and pr, and ∠˜qpr the corresponding angle of △˜pqr. Then, the
Alexandrov convexity implies that ∠qpr ≥ ∠˜qpr.
For p ∈M , we denote by Σp the space of directions at p. Then, Σp is an (n− 1)-
dimensional compact Alexandrov space with curvature ≥ 1. For a point q ∈M , we
denote by q′p ∈ Σp one of the directions of shortest paths from p to q. Furthermore,
for a closed subset A ⊂ M , we denote by A′p ⊂ Σp the set of all directions of
shortest paths form p to A.
The class of all Alexandrov spaces with dimension ≤ n, curvature ≥ κ and diam-
eter ≤ D is compact with respect to the Gromov-Hausdorff distance. Furthermore,
the class of all pointed Alexandrov spaces with dimension ≤ n and curvature ≥ κ
is compact with respect to the pointed Gromov-Hausdorff topology.
3.1. Strainers. Let M be an n-dimensional Alexandrov space.
Definition 3.1. A point p in M is said to be (k, δ)-strained if there exists k pairs
{(ai, bi)}
k
i=1 of points in M such that
∠˜aipbi > π − δ,
∠˜aipai′ , ∠˜aipbi′ , ∠˜bipbi′ > π/2− δ
for all 1 ≤ i 6= i′ ≤ k. The collection {(ai, bi)}
k
i=1 is called a (k, δ)-strainer at p.
The number mini{|aip|, |bip|} is called the length of the strainer {(ai, bi)}
k
i=1.
We now describe the basic properties of strainers and strained points.
Lemma 3.2. Let (a, b) be a (1, δ)-strainer at p ∈ M with length > ℓ. Then, we
have ∣∣∣∠˜axy − ∠axy∣∣∣ < κ(δ)
for any x, y ∈ B(p, ℓδ).
See [BGP, 5.6] or [BBI, 10.8.13] for the proof.
Let Sk(Σ) be the k-fold spherical suspension over a space Σ of curvature ≥ 1.
Note that it is isometric to the spherical join of Σ and the unit sphere Sk−1 of
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dimension k − 1. Thus, Sk(Σ) contains an isometric copy of Sk−1 (we identify
them). Let {(ξi, ηi)}
k
i=1 be a collection of pairs of points in S
k−1 such that
|ξiηi| = π, |ξiξi′ | = |ξiηi′ | = |ηiηi′ | = π/2
for all 1 ≤ i 6= i′ ≤ k. We call such a collection an orthogonal k-frame of Sk(Σ).
Conversely, if a space of curvature ≥ 1 has such a collection, then it is isometric to
a k-fold spherical suspension (see [BBI, 10.4.3]).
The space of directions of a strained point is close to a suspension in the following
sense:
Lemma 3.3. Let p be a (k, δ)-strained point ofM with a (k, δ)-strainer {(ai, bi)}
k
i=1.
Then, there exists a κ(δ)-approximation Σp → S
k(Σ), where Σ is a space of curva-
ture ≥ 1 and dimension ≤ n−k−1 (possibly empty), which sends {((ai)
′
p, (bi)
′
p)}
k
i=1
to an orthogonal k-frame of Sk(Σ). In particular, if k = n, then Σp is κ(δ)-close
to Sn−1 in the Gromov-Hausdorff distance.
The proof is easy by contradiction (see [F, 3.2] for instance).
Remark 3.4. Furthermore, if k < n, then Σ is not empty. Indeed, Sk−1 cannot
be a limit of a collapsing sequence of Alexandrov spaces of curvature ≥ 1. This
follows, for instance, from the fact that such a limit space has a proper extremal
subset ([P3, 3.2]). In particular, if k = n− 1, then Σp is κ(δ)-close to S
n−1 or the
closed unit hemisphere Sn−1+ .
Let 0 < ε < 1. Let X and Y be metric spaces. A map f : X → Y is called an
ε-almost isometry if it is surjective and ||f(x)f(y)|/|xy| − 1| < ε for any x, y ∈ X .
Let U be an open subset of X . A map f : U → Y is called an ε-open map if for
any x ∈ U and v ∈ Y such that B¯(x, ε−1|f(x)v|) ⊂ U , there exists y ∈ U such that
f(y) = v and ε|xy| ≤ |f(x)v|.
For a (k, δ)-strainer {(ai, bi)}
k
i=1 in M , we call f = (|a1 · |, . . . , |ak · |) :M → R
k
the distance coordinate associated with this strainer. The above two lemmas imply
the following:
Proposition 3.5. Let f : M → Rk be the distance coordinate associated with a
(k, δ)-strainer at p with length > ℓ. Then,
(1) if k = n, then f is a κ(δ)-almost isometry from B(p, ℓδ) to an open subset
of Rn;
(2) if k < n, then f is a (1 + κ(δ))-Lipschitz and (1 − κ(δ))-open map on
B(p, ℓδ).
For the proof of (1), see [BGP, 9.4] or [BBI, 10.9.16]. For the proof of (2), see
[F, 3.3] for instance.
4. Construction of a global map
In this section, we construct the global map f in Theorem 1.1 and prove the
inequality (1.1).
Theorem 4.1 (cf. [Y2, 0.2]). Let X be a k-dimensional Alexandrov space such
that every point has a (k, δ)-strainer with length > ℓ. Let M be an n-dimensional
Alexandrov space and g : M → X a µ-approximation. Suppose µ < c(ℓδ2) ≪ ℓδ2.
Then, there exists a map f : M → X which is Cµ-close to g satisfying the following
property:
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Let {(ai, bi)}
k
i=1 be a (k, δ)-strainer at p ∈ X such that |aip| = ℓδ for all i. Let
ϕ : X → Rk be its distance coordinate and ϕˆ : M → Rk a lift of ϕ. Then, we have
(4.1)
∣∣(ϕ ◦ f(x)− ϕ ◦ f(y))− (ϕˆ(x)− ϕˆ(y))∣∣ < κ(δ)|xy|
for any x, y ∈ B(pˆ, ℓδ2), where pˆ ∈M denotes a lift of p.
Remark 4.2. The inequality (4.1) easily implies that f is a κ(δ)-almost isometry
when k = n (cf. [BGP, 9.8], [S, 3.1], [WSS]); and that f is a κ(δ)-open map and is
a κ(δ)-almost Lipschitz submersion when k < n. See Propositions 6.5 and 6.6.
Remark 4.3. The inequality (4.1) actually holds for the almost Lipschitz submer-
sion constructed in [Y2] (use [Y2, 4.6, 4.13]). This construction is based on the
existence of an embedding of X to the Hilbert space L2(X) of all L2-functions on
X and a “tubular neighborhood” of the image of X . Here, we give a more direct
proof. The following construction of f is a generalization of that of the almost
isometry in [S, 3.1] when k = n. However, the both constructions are based on a
similar argument of gluing local distance coordinates.
Proof of Theorem 4.1. We denote by aˆ ∈ M a lift of a ∈ X with respect to g. Set
r := ℓδ2. Let {pj}j=1,2,... be a maximal r/2-discrete net of X (possibly infinite).
Take a (k, δ)-strainer {(αji , β
j
i )}
k
i=1 with length > ℓ for each pj and let a
j
i , b
j
i be
points on shortest paths pjα
j
i , pjβ
j
i at distance ℓδ from pj, respectively. Set
ϕj := (|a
j
1 · |, . . . , |a
j
k · |), Uj := B(pj , r), λUj := B(pj , λr),
ϕˆj := (|aˆ
j
1 · |, . . . , |aˆ
j
k · |), Uˆj := B(pˆj , r), λUˆj := B(pˆj , λr)
for λ > 0. Note that {Uˆj}j is a covering of M and that {(aˆ
j
i , bˆ
j
i )}
k
i=1 is a (k,κ(δ))-
strainer for pˆj since µ≪ r. Hence, by Proposition 3.5, ϕj is a κ(δ)-almost isometry
from 10Uj to and open subset of R
k and ϕˆj is a (1 + κ(δ))-Lipschitz map on 3Uˆj.
Since µ≪ r, we can define ϕ−1j ◦ ϕˆj on 3Uˆj. Note that |ϕ
−1
j ◦ ϕˆj , g| < Cµ. We take
an average of them to obtain a global map. Define fj :
⋃j
j′=1 Uˆj′ → X inductively
as follows:
f1 := ϕ
−1
1 ◦ ϕˆ1 : Uˆ1 → X
and for j ≥ 2,
fj :=


fj−1 on
⋃j−1
j′=1 Uˆj′ \ 2Uˆj
ϕ−1j ◦ ((1 − χj)ϕj ◦ fj−1 + χjϕˆj) on
⋃j−1
j′=1 Uˆj′ ∩ (Uˆj \ 2Uˆj)
ϕ−1j ◦ ϕˆj on Uˆj
Here, χj := χ(|pˆj · |/r), where χ : [0,∞) → [0, 1] is a smooth function such that
χ ≡ 1 on [0, 1] and χ ≡ 0 on [2,∞]. Note that χj is L/r-Lipschitz for some constant
L.
Then, it easily follows that |fj , g| < Cµ by the induction on j (in particular,
the above definition of fj works). Note that the number of the induction steps at
each point in the domain of fj is uniformly bounded above. Indeed, since {pj}j is
r/2-discrete and µ ≪ r, the multiplicity of the covering {2Uˆj}j is bounded above
by some constant depending only on k. We define f(x) := fNx(x) for x ∈M , where
Nx := max{j | x ∈ 2Uˆj}.
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Now, we show the inequality (4.1). Let p, pˆ, ϕ, ϕˆ be as in the assumption. Set
λUˆ := B(pˆ, λr) similarly to the above. We prove by the induction on j that
(4.2)
∣∣(ϕ ◦ fj(x) − ϕ ◦ fj(y))− (ϕˆ(x)− ϕˆ(y))∣∣ < κ(δ)|xy|
for x, y ∈ 3Uˆ ∩Dom(fj). Note that we may assume |xy| < r since |fj , g| < Cµ and
µ≪ r.
First, we prove the inequality (4.2) for the special case ϕ = ϕj and p = pj . Let
us consider the case x, y ∈ (2Uˆj \ Uˆj) ∩Dom(fj) (the other case is similar). Then,
we have
(ϕj ◦ fj(x)− ϕj ◦ fj(y))− (ϕˆj(x) − ϕˆj(y))
= (1− χj(x))(ϕj ◦ fj−1(x) − ϕˆj(x)) − (1− χj(y))(ϕj ◦ fj−1(y)− ϕˆj(y))
= (1− χj(x))((ϕj ◦ fj−1(x) − ϕj ◦ fj−1(y))− (ϕˆj(x)− ϕˆj(y)))
− (χj(x) − χj(y))(ϕj ◦ fj−1(y)− ϕˆj(y)).
The norm of the first term of the last formula is less than κ(δ)|xy| by the induction
hypothesis. The same is true for the second term since χj is L/r-Lipschitz and
|ϕj ◦ fj−1, ϕˆj | < Cµ, where µ≪ r.
Next, we consider the general case. Lemma 3.2 implies that the inequality (4.2)
is equivalent to
(4.3)
∣∣∣∣cos∠aifj(x)fj(y) · |fj(x)fj(y)||xy| − cos∠aˆixy
∣∣∣∣ < κ(δ)
for all 1 ≤ i ≤ k. By the induction hypothesis, we may assume that x, y ∈ 3Uˆ ∩
Dom(fj) ∩ 3Uˆj since |xy| < r. Fix 1 ≤ i ≤ k. First, by the strainer {(a
j
i′ , b
j
i′)}
k
i′=1
at fj(x) and Lemma 3.3, Σfj(x) is κ(δ)-close to S
k−1 in the Gromov-Hausdorff
distance. Thus, we have∣∣∣∣∣cos∠aifj(x)fj(y)−
k∑
i′=1
cos∠aifj(x)a
j
i′ · cos∠a
j
i′fj(x)fj(y)
∣∣∣∣∣ < κ(δ).
Next, since |fj , g| < Cµ and µ ≪ r, we have |∠˜aifj(x)a
j
i′ − ∠˜aˆixaˆ
j
i′ | < κ(δ) for
all 1 ≤ i′ ≤ k. Furthermore, since aji′ , b
j
i′ are on the shortest paths pjα
j
i′ , pjβ
j
i′ at
distance ℓδ from pj , where {(α
j
i′ , β
j
i′)}
k
i′=1 is a (k, δ)-strainer with length > ℓ at pj,
by using Lemma 3.2 twice, we have∣∣∣∠aifj(x)aji′ − ∠aˆixaˆji′ ∣∣∣ < κ(δ)
for all 1 ≤ i′ ≤ k. Finally, by the strainer {(aˆji′ , bˆ
j
i′)}
k
i′=1 at x and Lemma 3.3
again, Σx is κ(δ)-close to a k-fold spherical suspension S
k(Σ). Furthermore, this
approximation sends (aˆi)
′
x into the κ(δ)-neighborhood of S
k−1 in Sk(Σ) since the
previous inequality implies that
∑k
i′=1 cos
2
∠aˆixaˆ
j
i′ ≈
∑k
i′=1 cos
2
∠aifj(x)a
j
i′ ≈ 1
(roughly speaking, (aˆi)
′
x is a “horizontal direction”). Therefore, we have∣∣∣∣∣cos∠aˆixy −
k∑
i′=1
cos∠aˆixaˆ
j
i′ · cos∠aˆ
j
i′xy
∣∣∣∣∣ < κ(δ).
Combining the above three inequalities with the inequality (4.3) for the special
case ϕ = ϕj and p = pj , we obtain the general one. 
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5. Modification of Perelman’s fibration theorem
In this section, we prove Theorem 1.2 and Corollary 1.3. We generalize the
notion of noncritical maps introduced by Perelman in terms of the inequality (4.1)
and prove the fibration theorem for such a wider class of maps. Note that κ in this
section may depend on ε. Furthermore, we assume that δ is much smaller than ε
and every c(ε) in this section and that so does κ(δ) (see §2).
Definition 5.1 (cf. [P1, 3.1]). Let U be an open subset of an Alexandrov spaceM .
A map f = (f1, . . . , fk) : U → R
k is said to be (ε, δ)-noncritical (in the generalized
sense) at p ∈ U if it satisfies the following conditions:
(1) each fi satisfies the following inductive condition: there exists a function
gi : U → R such that
(5.1)
∣∣(fi(x)− fi(y))− (gi(x) − gi(y))∣∣ < δ|xy|
for any x, y ∈ U , and
gi = inf
γ
giγ , giγ = ϕiγ(|Aiγ · |) +
i−1∑
l=1
ϕliγ(fl(·)) + ciγ ,
where ciγ ∈ R, Aiγ are compact subsets of M , ϕiγ and ϕ
l
iγ have right
and left derivatives, ϕliγ are ε
−1-Lipschitz functions, and ϕiγ are increasing
functions such that ϕiγ(0) = 0 and ε|x−y| ≤ |ϕiγ(x)−ϕiγ(y)| ≤ ε
−1|x−y|.
(2) The sets of indices Γi(p) := {γ | gi(p) = giγ(p)} satisfy #Γi(p) < ∞.
Furthermore, there exists ρ = ρ(p) > 0 such that for all i
gi(x) < giγ(x)− ρ
for x ∈ B(p, ρ) and γ /∈ Γi(p).
(3) ∠˜AiαpAjβ > π/2− δ for all i 6= j, α ∈ Γi(p), β ∈ Γj(p).
(4) There exists W = W (p) ∈ M such that ∠˜AiγpW > π/2 + ε for all i and
γ ∈ Γi(p).
We have added the inequality (5.1) to the original definition. In particular, each
fi is not necessarily defined by distance functions unlike gi, and thus, it does not
always have directional derivatives. However, the inequality (5.1) guarantee that
their difference quotients are almost equal. In the case fi ≡ gi, this definition
coincide with the original one.
Then, all propositions in [P1, 3.2–3.6] about noncritical maps also hold for the
generalized ones in Definition 5.1. Indeed, the same proofs work well by using the
inequality (5.1). To demonstrate this, we prove the following basic statement:
Proposition 5.2 ([P1, 3.2]). Let U be an open subset of an n-dimensional Alexan-
drov space M and f : U → Rk an (ε, δ)-noncritical map in the generalized sense
for δ ≪ ε. Then, k ≤ n and f is c(ε)-open. Furthermore, if k = n, then f is a
local bi-Lipschitz homeomorphism.
Proof. The inequality k ≤ n immediately follows from [P1, 2.2] and Definition
5.1(3),(4). Let us prove the c(ε)-openness of f . Similarly to the original proof, it
suffices to show that for any p ∈ U and 1 ≤ i ≤ k, there exists q±i ∈ U near p such
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that
(5.2)
|fj(q
±
i )− fj(p)| < κ(δ)|pq
±
i | for j < i,
c(ε)|pq+i | < fj(q
+
i )− fj(p) < c(ε)
−1|pq+i | and
− c(ε)−1|pq−i | < fj(q
−
i )− fj(p) < −c(ε)|pq
−
i | for j = i,
|fj(q
±
i )− fj(p)| < c(ε)
−1|pq±i | for j > i
(apply [P1, 2.1.1] to the norm ‖v‖ =
∑k
j=1 cj(ε)|vj | on R
k, where cj(ε)≪ cj−1(ε)).
By [P1, 2.3.a, 2.4], we can take ξ±i ∈ Σp such that
±(|A′i(p)ξ
±
i | − π/2) > c(ε) and |A
′
j(p)ξ
±
i | = π/2 for j 6= i,
where A′i(p) =
⋃
γ∈Γi(p)
(Aiγ)
′
p. Let q
±
i ∈ U near p be such that (q
±
i )
′
p is close to
ξ±i . We show the inequalities (5.2) by the induction on j. Fix j and suppose that
(5.2) holds for j′ < j. Then, by the definition of gj , the inequality (5.2) for j with
fj replaced by gj holds. Together with the inequality (5.1), this implies the desired
one.
Next, we consider the case k = n. We show that f is injective near p ∈ U .
Take W = W (p) ∈ M in Definition 5.1 and 0 < r < δmini,γ∈Γi(p){|Aiγp|, |Wp|}.
Suppose that there exist distinct points x, y ∈ B(p, r) ∩ U such that f(x) = f(y).
We may assume that |Wx| ≤ |Wy|. In particular, we have ∠˜Wxy > π/2−κ(δ). We
show that ∠˜Aiγxy > π/2−κ(δ) for all γ ∈ Γi(x). Then, this contradicts [P1, 2.2] for
Σx. We may assume that |Aiγx| > |Aiγy|; otherwise, we have ∠˜Aiγxy > π/2−κ(δ).
Then, for any γ ∈ Γi(x), we have
gi(x)− gi(y) ≥ giγ(x) − giγ(y)
= ϕiγ(|Aiγx|)− ϕiγ(|Aiγy|)
≥ ε(|Aiγx| − |Aiγy|),
since f(x) = f(y) and ϕiγ is an increasing function with co-Lipschitz constant ε.
On the other hand, we have |gi(x)−gi(y)| < δ|xy| by the inequality (5.1). Together
with the above inequality, this implies ∠˜Aiγxy > π/2− κ(δ). 
Remark 5.3. The same argument as in the second part of the above proof shows
the following property: Let f : U → Rk be (ε, δ)-noncritical at p ∈ U and 0 < r <
δmini,γ∈Γi(p){|Aiγp|, |Wp|}. Then, for any x, y ∈ B(p, r) ∩ U with |f(x)f(y)| <
δ|xy|, we have ∠˜Aiγxy > π/2− κ(δ) for any γ ∈ Γi(x).
Similarly to the above, we can prove the other propositions in [P1, 3.3–3.6].
Indeed, using Proposition 5.2 and Remark 5.3, we can repeat the same proof (in
particular, the definition of the new function h in [P1, 3.5] is exactly the same).
Therefore, the properties of noncritical maps listed in [P1, 1.3] are true for general-
ized ones (note that the “noncriticality” in [P1, §1] includes an assumption on the
volume of spaces of directions, see [P1, 3.7] for the definition). Since the proof of
the fibration theorem in [P1, 1.4–1.5] is based only on those properties, we obtain
the following:
Theorem 5.4 ([P1, 1.4.1]). Let U be an open subset of an n-dimensional Alexan-
drov space M such that voln−1Σp > ε for any p ∈ U . If a map f : U → R
k is
proper and (ε, δ)-noncritical in the generalized sense for δ ≪ ε, then it is a locally
trivial fibration.
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Theorem 1.2 immediately follows from Theorem 4.1 and Theorem 5.4. Indeed,
the map ϕ ◦ f in Theorem 4.1 is (c,κ(δ))-noncritical in the generalized sense on
B(pˆ, ℓδ2) (we can take W in Definition 5.1 by Proposition 3.5). The properness is
trivial since f is Cµ-close to the µ-approximation g, where µ ≪ ℓδ2. Moreover,
Corollary 1.3 follows since if k = n − 1, then voln−1Σp > c for any p ∈ M by
Lemma 3.3 and Remark 3.4. It easily follows from the proof of Theorem 5.4 that
the fiber is homeomorphic to a circle or a closed interval.
Problem 5.5. Is it possible to prove the fibration theorem for noncritical maps
without the assumption on the volume of spaces of directions? If possible, then
probably we can conclude that the map f in Theorem 4.1 is a locally trivial fibration.
Remark 5.6. A similar modification does not work for Perelman’s another proof
of the fibration theorem in [P2]. Recall that the definition of the regularity in [P2,
3.4] does not allow the existence of the error δ unlike that in [P1, 3.1]. This is
mainly because in [P2, 1.3], even if g is ε-regular at p, the new map (g, gk+1) is not
c(ε)-regular on Kρ \ g
−1
k+1(0) (compare this with [P1, 3.5]).
6. Properties of the fibers
In this section, we study the properties of the fibers of the map f in Theorem
4.1. We first remark that the diameters of the fibers of f are very small:
Remark 6.1. Let f : M → X be the map in Theorem 4.1 and p ∈ X . Then, the
fiber f−1(p) is contained in the Cµ-neighborhood of a lift pˆ ∈ M of p since f is
Cµ-close to the µ-approximation g. Note that µ < c(ℓδ2)≪ ℓδ2.
In view of the inequality (4.1), we mainly deal with the following class of maps
in this section:
Definition 6.2. Let M be an Alexandrov space and p ∈M . Let {(ai, bi)}
k
i=1 be a
(k, δ)-strainer at p with length > ℓ and g : M → Rk its distance coordinate. Let a
map f : B(p, ℓ)→ Rk satisfy
(6.1)
∣∣(f(x)− f(y))− (g(x)− g(y))∣∣ < δ|xy|
for any x, y ∈ B(p, ℓ). We call such f a δ-almost regular map associated with the
strainer {(ai, bi)}
k
i=1.
While the domain of f above may seem to be too large, it is useful for simplicity
and is sufficient for our applications.
Remark 6.3. The above definition of an almost regular map is different from that
in [BGP, 11.7].
Remark 6.4. Let f :M → X be the map in Theorem 4.1 and let p, pˆ, ϕ, ϕˆ be as
in Theorem 4.1. Then, by the inequality (4.1), ϕ ◦ f is a κ(δ)-almost regular map
on B(pˆ, ℓδ2) associated with a (k,κ(δ))-strainer at pˆ with length > ℓδ2.
The following proposition is a generalization of Proposition 3.5:
Proposition 6.5. Let M be an n-dimensional Alexandrov space and p ∈ M . Let
f : B(p, ℓ) → Rk be a δ-almost regular map associated with a (k, δ)-strainer at p
with length > ℓ. Then,
(1) if k = n, then f is a κ(δ)-almost isometry from B(p, ℓδ) to an open subset
of Rn;
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(2) if k < n, then f is a (1 + κ(δ))-Lipschitz and (1 − κ(δ))-open map on
B(p, ℓδ).
The proof is easy by the inequality (6.1) (the openness of f follows from [F, 3.1]
since the distance coordinate g satisfies the assumption of [F, 3.1] on B(p, ℓδ) and
so does f).
In particular, by Remark 6.4, the map f in Theorem 4.1 is a κ(δ)-almost isometry
toX when k = n, and moreover, it is a (1+κ(δ))-Lipschitz and (1−κ(δ))-open map
when k < n (note that f is Cµ-close to the µ-approximation g, where µ≪ ℓδ2).
6.1. Intrinsic metric of the fibers. In this section, we prove Theorem 1.4(1).
We first show that an almost regular map is an almost Lipschitz submersion near
the strained point. Recall that for a subset A in an Alexandrov spaceM and p ∈ A,
the space of directions of A at p is defined as the subset of Σp consisting of all limit
points limi→∞(pi)
′
p, where pi ∈ A converges to p.
Proposition 6.6 (cf. [Y2]). Let M be an n-dimensional Alexandrov space, p ∈M
and k < n. Let f : B(p, ℓ) → Rk be a δ-almost regular map associated with a
(k, δ)-strainer {(ai, bi)}
k
i=1 at p with length > ℓ. Then, f is a κ(δ)-almost Lipschitz
submersion on B(p, ℓδ) in the following sense:∣∣∣∣ |f(x)f(y)||xy| − sin∠(y′x, Vx)
∣∣∣∣ < κ(δ),
for any x, y ∈ B(p, ℓδ), where Vx denotes the space of directions of f
−1(f(x)) at x
and is not empty.
In particular, by Remark 6.4, the map f in Theorem 4.1 is locally (indeed,
globally) a κ(δ)-almost Lipschitz submersion when k < n.
Remark 6.7. The above definition of an almost Lipschitz submersion is slightly
stronger than that in [Y2].
Proof of Proposition 6.6. Let x, y ∈ B(p, ℓδ). Then, by Lemma 3.2 and the in-
equality (6.1), we have∣∣∣∣∣ |f(x)f(y)|
2
|xy|2
−
k∑
i=1
cos2∠aixy
∣∣∣∣∣ < κ(δ).
By Lemma 3.3, there exists a κ(δ)-approximation from Σx to a k-fold spherical
suspension Sk(Σ), where Σ is a space of curvature ≥ 1 and is not empty (see
Remark 3.4). Let Σ˜ ⊂ Σx be a corresponding subset to Σ ⊂ S
k(Σ) under this
approximation. Then, we have∣∣∣∣∣
k∑
i=1
cos2∠aixy − sin
2
∠(y′x, Σ˜)
∣∣∣∣∣ < κ(δ).
Thus, it suffices to show that the Hausdorff distance between Σ˜ and Vx is less
than κ(δ). The above inequalities immediately implies that Vx is contained in the
κ(δ)-neighborhood of Σ˜. On the other hand, let ξ ∈ Σ˜. Take a point z near x
such that z′x is sufficiently close to ξ. Then, the above inequalities implies that
|f(x)f(z)| < κ(δ)|xz|. By the (1 − κ(δ))-openness of f , we find w ∈ f−1(f(x))
such that (1−κ(δ))|wz| ≤ |f(x)f(z)|. In particular, we have |wz| < κ(δ)|xz|. Since
z can be chosen arbitrary close to x, we obtain ∠zxw < κ(δ). This completes the
proof. 
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Now, we prove Theorem 1.4(1). By Remarks 6.1 and 6.4, it suffices to show the
following:
Corollary 6.8 (cf. [BGP, 11.11]). Let M be an n-dimensional Alexandrov space,
p ∈ M and k < n. Let f : B(p, ℓ)→ Rk be a δ-almost regular map associated with
a (k, δ)-strainer at p with length > ℓ. Then, for any x, y ∈ f−1(f(p)) ∩ B(p, ℓδ),
there exists a curve in f−1(f(p)) connecting x and y of length < (1 + κ(δ))|xy|.
Proof. By Proposition 6.6, for any x, y ∈ f−1(f(p)) ∩ B(p, ℓδ), there exists z ∈
f−1(f(p)) arbitrary close to x such that ∠yxz < κ(δ). In particular, the first
variation formula implies that |yz| < |yx| − (1−κ(δ))|xz|. Thus, the desired curve
is obtained as a limit of broken lines by a standard argument. 
6.2. Lower bound for the volume of the fibers. In this section, we prove the
left inequality of Theorem 1.4 (2). By Remark 6.4, it suffices to show the following:
Proposition 6.9. Let M be an n-dimensional Alexandrov space, p ∈M and k < n.
Let f : B(p, ℓ) → Rk be a δ-almost regular map associated with a (k, δ)-strainer
{(ai, bi)}
k
i=1 at p with length > ℓ. Suppose voln(B(p,D)) > v. Then, we have
voln−k f
−1(f(p)) > c(D, v, ℓ).
Remark 6.10. Since f is (1 − κ(δ))-open on B(p, ℓδ), we have voln−k f
−1(u) >
c(D, v, ℓ) for any u ∈ B(f(p), ℓδ/2)
From now, we fix sufficiently small δ depending only on n and κ (we determine
it later). We first give a lower bound for the diameter of the fiber:
Lemma 6.11. Under the assumption of Proposition 6.9, there exists a point q ∈
f−1(f(p)) such that ρ < |pq| < ℓδ, where ρ = c(D, v, ℓ).
Proof. We argue by contradiction. Take n-dimensional Alexandrov spaces (Mj, pj)
with volnB(pj , D) > v and δ-almost regular maps fj : B(pj , ℓ) → R
k associated
with (k, δ)-strainers {(aji , b
j
i )}
k
i=1 at pj with lengths > ℓ. For simplicity, we assume
that |pja
j
i |, |pjb
j
i | are uniformly bounded above. Since volnB(pj , D) > v, we may
assume that (Mj , pj) converges to an Alexandrov space (M,p) of dimension n.
Furthermore, since lengths > ℓ, we may assume that {(aji , b
j
i )}
k
i=1 converges to
a (k, 2δ)-strainer {(ai, bi)}
k
i=1 at p. Then, by Lemma 3.3, Σp is κ(δ)-close to a
k-fold spherical suspension Sk(Σ), where Σ is a space of curvature ≥ 1. Notice
that Σ is not empty since k < n = dimM (see Remark 3.4). Therefore, we can
take a point q ∈ M near p such that |g(p)g(q)| < κ(δ)|pq|, where g denotes the
distance coordinate associated with the strainer {(ai, bi)}
k
i=1. Let qj ∈Mj converge
to q. Then, |gj(pj)gj(qj)| < κ(δ)|pjqj | for large j, where gj denotes the distance
coordinate associated with the strainer {(aji , b
j
i )}
k
i=1. Thus, by the inequality (6.1),
we have |fj(pj)fj(qj)| < κ(δ)|pjqj |. Hence, by the (1 − κ(δ))-openness, we can
take a point qˆj ∈ f
−1
j (fj(pj)) such that |qˆjqj | < κ(δ)|pjqj |. In particular, we have
|pj qˆj | > |pq|/2 for large j. This is a contradiction (fix small δ such that the last
κ(δ) is less than 1/2). 
Proof of Proposition 6.9. Take a point q in Lemma 6.11 and let r be the midpoint
of a shortest path connecting p and q. Put ak+1 := p and bk+1 := q. Then, by the
inequality (6.1) and Lemma 3.2, we see that {(ai, bi)}
k+1
i=1 is a (k+1,κ(δ))-strainer
at r with length > ρ/2. Furthermore, we have |f(p)f(r)| < κ(δ)|pr|. Thus, by the
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(1 − κ(δ))-openness, we can take a point s ∈ f−1(f(p)) such that |ps| < κ(δ)|pr|.
Then, s is also (k+1,κ(δ))-strained by the strainer {(ai, bi)}
k+1
i=1 with length > ρ/3.
Hence, (f, |ak+1 ·|) is a κ(δ)-almost regular map around s. Repeating this argument
(n − k)-times, we get pˆ ∈ f−1(f(p)) and h = (|ai+1 · |, . . . , |an · |) such that (f, h)
is a κ(δ)-almost regular map associated with a (n,κ(δ))-strainer at pˆ with length
> ℓˆ, where ℓˆ = c(D, v, ℓ). Thus, by Proposition 6.5(2), (f, h) is a κ(δ)-almost
isometry from B(pˆ, ℓˆδ) to an open subset of Rn. Therefore, the restriction of h to
f−1(f(p)) gives a κ(δ)-almost isometry from a neighborhood of pˆ in f−1(f(p)) to
an (ℓˆδ/2)-ball in Rn−k. This completes the proof (fix small δ such that the last
κ(δ) is less than 1/2). 
Remark 6.12. Let f : B(p, ℓ)→ Rk be a δ-almost regular map associated with a
(k, δ)-strainer at p with length > ℓ. Set F := f−1(f(p)) ∩ B(p, ℓδ). Suppose that
x ∈ F has an (n− k, δ)-strainer {(ak+i, bk+i)}
n−k
i=1 such that ak+i, bk+i ∈ F . Then,
a similar argument as above shows that the restriction of the distance coordinate
of this strainer to F gives a κ(δ)-almost isometry from a neighborhood of x in F to
an open subset in Rn−k. We can prove that the complement of the set of all such
points x in F has Hausdorff dimension at most n− k − 1. The proof is similar to
that of [BGP, 10,6]. See also Lemma 6.25.
6.3. Upper bound for the volume of the fibers. In this section, we prove the
right inequality of Theorem 1.4(2). The proof is based on the theory of noncritical
maps by Perelman [P1] and the rescaling technique for collapsing sequences by
Yamaguchi [Y3]. We always assume that δ is much smaller than ε and c(ε) and
that so does κ(δ) (see §2). We consider the following regularity of maps in this
section:
Definition 6.13. Let f : M → Rk be a map on an Alexandrov space M . For
positive numbers ε, δ and ρ, we say that f is (ε, δ, ρ)-noncritical at p ∈M if there
exists a map g = (|a1 · |, . . . , |ak · |) :M → R
k, where ai ∈M , such that
(1) |(f(x) − f(y))− (g(x) − g(y))| < δ|xy| for any x, y ∈ B(p, ρ).
(2) |aip| > ρ and ∠˜aipai′ > π/2− δ for all i 6= i
′;
(3) there exists w ∈M such that |wp| > ρ and ∠˜aipw > π/2 + ε for all i.
Remark 6.14. This definition is a special case of Definition 5.1. In particular,
if f is (ε, δ, ρ)-noncritical at p, then k ≤ n and it is c(ε)-open on B(p, ρδ) (see
Proposition 5.2).
Remark 6.15. Let f : B(p, ℓ) → Rk be a δ-almost regular map associated with
a (k, δ)-strainer {(ai, bi)}
k
i=1 at p with length > ℓ. Then, it is (c, δ, cℓ)-noncritical
at p. Indeed, we can take w ∈ M such that |wp| > cℓ and ∠˜aipw > π/2 + c by
Proposition 3.5 for δ = c.
For a (compact) metric space X , we denote by βν(X) the maximal possible
number of ν-discrete points in X . Furthermore, for simplicity, we introduce a
notation
vm(X) := sup
0<ν<1
νmβν(X)
for m ≥ 0. Clearly, volm ≤ C(m) · vm, where volm is the m-dimensional Hausdorff
measure and C(m) is a constant depending only on m.
We prove the following proposition in this section:
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Proposition 6.16. Let M be an n-dimensional Alexandrov space and k ≤ n. For
a map f : M → Rk and p ∈ M , set F = f−1(f(p)). Let F (ε, δ, ρ) be the set of
all (ε, δ, ρ)-noncritical points of f in F . Then, for any sufficiently small δ > 0
(depending only on n, κ, D, ε and ρ), we have
vn−k(F (ε, δ, ρ) ∩B(p,D)) < C(D, ε, ρ).
In particular,
voln−k(F (ε, δ, ρ) ∩B(p,D)) < C(D, ε, ρ).
The above proposition immediately implies the right inequality of Theorem
1.4(2). Let f : M → X be the map in Theorem 4.1 and let p, pˆ, ϕ, ϕˆ be as
in Theorem 4.1. Then, by the inequality (4.1), ϕ ◦ f is (c,κ(δ), ℓδ2/2)-noncritical
on B(pˆ, ℓδ2/2). On the other hand, the diameter of the fiber f−1(p) is less than
Cµ, where µ≪ ℓδ2. Thus, rescaling M by the reciprocal of the diameter of f−1(p)
and applying Proposition 6.16, we obtain the desired estimate.
Proof of Proposition 6.16. We prove it the reverse induction on k. First, let us
consider the case k = n. The following argument is the same as the second part of
the proof of Proposition 5.2. Let x ∈ F (ε, δ, ρ) and take ai, w ∈ M in Definition
6.13. Suppose that there exists y ∈ B(x, ρδ) such that f(x) = f(y) and x 6= y. If
|wx| ≥ |wy|, then by the definition of (ε, δ, ρ)-noncriticality, we have
∠˜aiyai′ > π/2− κ(δ), ∠˜aiyw > π/2 + c(ε),
∠˜aiyx > π/2− κ(δ), ∠˜wyx > π/2− κ(δ).
for all 1 ≤ i 6= i′ ≤ n. This contradicts [P1, 2.2] for Σy. We also get a contradiction
when |wx| ≤ |wy|. Therefore, the set F (ε, δ, ρ) is ρδ-discrete. In particular, the
cardinality of F (ε, δ, ρ) ∩ B(p,D) is bounded above by some constant C(D, ε, ρ)
(note that we can take δ = c(ε) so that [P1, 2.2] holds in the above argument).
Next, let us consider the case k < n. We argue by contradiction. Thus, it is
sufficient to prove the following:
Proposition 6.17. Let n-dimensional Alexandrov spaces (Mj , pj) converge to an
l-dimensional Alexandrov space (X, p) in the pointed Gromov-Hausdorff topology.
Let fj : Mj → R
k and Fj = f
−1
j (fj(pj)). Then, for any positive numbers D, ε, ρ
and δj → 0, we have
lim inf
j→∞
vn−k(Fj(ε, δj, ρ) ∩B(pj , D)) <∞,
where Fj(ε, δj , ρ) denotes the set of all (ε, δj , ρ)-noncritical points of fj in Fj.
We prove it by the reverse induction on l. Note that k ≤ l ≤ n (the left inequality
follows from [P1, 2.2], in particular, l ≥ 1). By the compactness of the limit set of
Fj(ε, δj , ρ) ∩B(pj , D), the problem is reduced to the following local statement:
Lemma 6.18. Let xj ∈ F (ε, δj , ρ)∩B(pj, D) converge to x ∈ B¯(p,D). Then, there
exists d > 0 (independent of j) such that
lim inf
j→∞
vn−k(Fj(ε, δj, ρ) ∩B(xj , d)) <∞.
Since it is sufficient to prove Proposition 6.17 for smaller ε, we may assume
voll−1Σx ≥ ε. Take gj = (|a
j
1 · |, . . . , |a
j
k · |) : Mj → R
k and wj ∈ Mj in Definition
6.13 by the (ε, δj , ρ)-noncriticality of fj at xj . Passing to a subsequence, we may
assume that wj converges to w ∈ X . Let 0 < ω < δ, where δ ≪ ε is different
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from δj . Since voll−1Σx ≥ ε, we can take an ω-discrete set {ξα}
N
α=1 in the ε/100-
neighborhood of w′x ∈ Σx such that N ≥ L/ω
l−1, where L = c(ε). Take wα ∈ M
near x in the direction ξα and let w
j
α ∈Mj be a lift of wα. Then, we have
∠˜wαxwα′ > ω, lim inf
j→∞
∠˜ajixjw
j
α > π/2 + ε/2
for all 1 ≤ α 6= α′ ≤ N and 1 ≤ i ≤ k (note that |ajixj | may go to infinity in the
second inequality). Let 0 < r < δminα{ρ, |xwα|} be sufficiently small. Then, for
any y ∈ B(x, 2r) and yj ∈ B(xj , 2r), we have
∠˜wαywα′ > ω, lim inf
j→∞
∠˜ajiyjw
j
α > π/2 + ε/3
for all 1 ≤ α 6= α′ ≤ N and 1 ≤ i ≤ k.
The maps fj are uniformly Lipschitz on B(xj , ρ) by Definition 6.13(1). Hence,
we may assume that the normalized map fj(·) − fj(xj) on B(xj , ρ) converges to
f : B(x, ρ)→ Rk. Note that gj(·)− gj(xj) also converges to f by Definition 6.13(1)
since δj → 0. Set F
+ := {y ∈ B(x, ρ) | f i(y) ≥ f i(x) = 0, 1 ≤ i ≤ k}, where f i
denotes the i-th component of f . Define σ := 1
N
∑N
α=1 |wα · |.
Claim 6.19 (cf. [P1, 3.4.1]). One of the following holds:
(1) There exists ax ∈ X and ρx > 0 such that (fj , |a
j
x · |) is (c(ε),κ(δ), ρx)-
noncritical at xj for sufficiently large j, where a
j
x ∈Mj is a lift of ax.
(2) The restriction of σ to F+∩B¯(x, r) has a strict maximum value at x. More
precisely, we have
σ(x) ≥ σ(y) + c(ε)|xy|
for any y ∈ F+ ∩ B¯(x, r).
Proof. The proof is the same as that of [P1, 3.4.1]. Take a = c(ε) ≪ L. Suppose
that (2) does not hold. Let y ∈ F+ ∩ B¯(x, r) be such that σ(x) < σ(y) + a|xy|.
Then, we have 1
N
∑N
α=1 cos∠wαxy < 2a. On the other hand, N ≥ L/ω
l−1 and the
number of α such that |∠wαxy − π/2| ≤ a is less than Ca/ω
l−1 (see [P1, 2.5.2]).
Hence, there exists α such that ∠wαxy > π/2 + a. Take a point wx on a shortest
path xwα so close to x that ∠˜wxxy > π/2 + a. Take a lift w
j
x of wx on a shortest
path xjw
j
α. Set ax := y and let a
j
x ∈Mj be a lift of ax. Then, we have
∠˜ajixja
j
x > π/2− κ(δ), ∠˜a
j
xxjw
j
x > π/2 + a
for all 1 ≤ i ≤ k and sufficiently large j (the first inequality follows from ax ∈ F
+).
Other conditions of noncriticality of (fj , |a
j
x · |) at xj are obviously satisfied. 
We first prove Lemma 6.18 in the case of Claim 6.19(1). Recall that Proposition
6.16 for k + 1 holds by the induction hypothesis. Let 0 < d < ρxδ. Then, (fj , |a
j
x ·
|) is (c(ε),κ(δ), ρx/2)-noncritical on B(xj , 2d). In particular, it is c(ε)-open on
B(xj , 2d). Given a ν-discrete set in Fj ∩ B(xj , d), split it into 2d/δν classes so
that the difference of the distances from ajx to any two points in the same class is
no more than δν. Then, for each class, we can take a corresponding ν/2-discrete
set in a fiber of (fj , |a
j
x · |) on B(xj , 2d) by the c(ε)-openness. On the other hand,
Proposition 6.16 for k+ 1 implies that the number of ν/2-discrete points in a fiber
of (fj , |a
j
x · |) on B(xj , 2d) is less than C(ε)ν
−(n−k−1) (we have to apply Proposition
6.16 to the rescaled space ρ−1x Mj so that the choice of δ depends only on ε because
ρx depends on δ). Thus, Lemma 6.18 follows.
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From now on, we consider the case of Claim 6.19(2).
Subclaim 6.20 (cf. [P1, 3.4.2]). In the case of Claim 6.19(2), for any y ∈ F+ ∩
B(x, r) \ {x}, there exists α such that ∠˜wαyx > π/2 + c(ε).
Proof. Take a = c(ε) ≪ L. It suffices to show that ∠wαxy ≤ π/2 − a for some
α. Suppose that ∠wαxy > π/2 − a for all α. Then, the number of α such that
∠wαxy ≤ π/2 + a is less than Ca/ω
l−1. Since N ≥ L/ωl−1 and a ≪ L, we have
σ′(y′x) =
1
N
∑N
α=1− cos∠wαxy > a.
Recall that f is the limit of gj(·) − gj(xj). Since g
i
j , the i-th component of gj,
are uniformly λ-concave near xj , where λ > 0 depends only on κ and ρ, so does f
i
near x. Hence, for any point z (close to x) on a shortest path xy, we have
f i(z) ≥ f i(x) −
λ
2
|xz||yz| ≥ f i(x) −
λr
2
|xz|
since y ∈ F+. Furthermore, f is c(ε)-open near x as a limit of c(ε)-maps. Therefore,
we can take a point zˆ ∈ F+ ∩ B(x, r) such that c(ε)|zˆz| ≤ (λr/2)|xz|. Since x is
the maximum point of σ on F+ ∩ B¯(x, r), we have
σ(x) ≥ σ(zˆ) ≥ σ(z)− |zˆz| ≥ σ(z)− c(ε)−1
λr
2
|xz|.
Since z is arbitrary on xy, we obtain σ′(y′x) ≤ c(ε)
−1λr/2. This contradicts σ′(y′x) >
a because r ≪ c(ε). 
Let σj :=
1
N
∑N
α=1 |w
j
α ·| and F
+
j := {yj ∈ B(xj , ρ) | f
i
j(yj) ≥ f
i
j(xj), 1 ≤ i ≤ k},
where f ij denotes the i-th component of fj . Let xˆj be a maximum point of σj on
F+j ∩ B¯(xj , r). Then, Claim 6.19(2) implies that xˆj converges to x.
Subclaim 6.21 (cf. [P2, 3.9]). Indeed, xˆj ∈ Fj for large j.
Proof. Fix large j and suppose the contrary. Then, f i0j (xˆj) > f
i0
j (xj) for some i0.
Let A′i (resp. W
′) be the set of all directions of shortest paths from xˆj to a
j
i (resp.
{wjα}α). Then, by [P1, 2.3.a], there exists ξ ∈ Σxˆj such that
∠(ξ, A′i0 ) < π/2− c(ε), ∠(ξ, A
′
i) = π/2, ∠(ξ,W
′) > π/2 + c(ε)
for all i 6= i0 and α. Take y ∈Mj near xˆj in the direction ξ so that
f i0j (y) > f
i0
j (xj), |g
i
j(y)− g
i
j(xˆj)| < δ|yxˆj |, σj(y) > σj(xˆj) + c(ε)|yxˆj |
for all i 6= i0. In particular, the middle inequality above and the inequality of
Definition 6.13(1) imply that
f ij(y) ≥ f
i
j(xˆj)− (δ + δj)|yxˆj | ≥ f
i
j(xj)− 2δ|yxˆj |
for all i 6= i0. Therefore, by the c(ε)-openness of fj , we can take a point yˆ ∈
F+j ∩B(xj , r) such that c(ε)|yˆy| ≤ 2δ|yxˆj | (note that since xˆj is close to xj , so does
y and yˆ). Then, we have
σj(yˆ) ≥ σj(y)− |yˆy| ≥ σj(xˆj) + (c(ε)− 2δc(ε)
−1)|yxˆj |
This contradicts the choice of xˆj because δ ≪ c(ε). 
The above observation is important, but actually is not used below. Now, we
prove the following rescaling theorem (compare this with Subclaim 6.20):
Claim 6.22 (cf. [Y3, 3.2]). Under the situation above, one of the following holds:
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(1) There exists a subsequence of {j} such that for any yj ∈ F
+
j ∩B(xˆj , r)\{xˆj},
there is α such that ∠˜wjαyjxˆj > π/2 + c(ε).
(2) There exists a sequence dj → 0 of positive numbers such that
(i) for any yj ∈ F
+
j ∩B(xˆj , r)\B¯(xˆj , dj), there is α such that ∠˜w
j
αyjxˆj >
π/2 + c(ε);
(ii) for any limit (Xˆ, xˆ) of the rescaled spaces ( 1
dj
Mj, xˆj), we have dim Xˆ ≥
l + 1.
In particular, if l = n, then (1) holds. Note that when (1) (resp. (2)) holds,
(fj , |xˆj · |) is (c(ε),κ(δ), s/2)-noncritical on Fj ∩ ∂B(xˆj , s) for any s ∈ (0, r) (resp.
s ∈ (dj , r)).
Proof. Let a1 = c(ε) be the constant in Subclaim 6.20. Take a = c(ε) such that
a ≪ L and a ≤ a1. Suppose that (1) does not holds. Then, for any large j, there
exists yj ∈ F
+
j ∩B(xˆj , r) \ {xˆj} such that ∠˜w
j
αyj xˆj ≤ π/2 + a for all α. Let yˆj be
a farthest point from xˆj among such yj and set dj := |xˆj yˆj|. Then, (2)(i) trivially
holds. Moreover, Subclaim 6.20 implies that dj → 0 since a ≤ a1.
Now, we prove (2)(ii). Let ( 1
dj
Mj , xˆj) converge to (Xˆ, xˆ) of nonnegative curva-
ture. Passing to a subsequence, we may assume that yˆj converges to yˆ ∈ Xˆ. We
may further assume that shortest paths xˆj yˆj and xˆjw
j
α converge to a shortest path
xˆyˆ and a ray γα starting from xˆ, respectively. Let vj , v
j
α ∈ Σxˆj and v, vα ∈ Σxˆ
denote the directions of them, respectively. Then, by the monotonicity of angles,
we have
∠(vα, vα′) ≥ lim
j→∞
∠˜wjαxˆjw
j
α′ ≥ ω,
∠(v, vα) ≥ lim
j→∞
∠˜yˆjxˆjw
j
α = π − lim
j→∞
∠˜xˆj yˆjw
j
α ≥ π/2− a
for all 1 ≤ α 6= α′ ≤ N . Suppose that dim Xˆ = l. Then, the above inequalities and
the same argument in as the first paragraph of the proof of Subclaim 6.20 implies
that
(6.2)
1
N
N∑
α=1
− cos∠(v, vα) > a.
On the other hand, by a similar argument to the second paragraph of the proof
of Subclaim 6.20, we show that
(6.3) σ′j(vj) ≤ c(ε)
−1
(
λdj
2
+ 2δj
)
,
where λ > 0 is a constant depending only on κ and ρ such that all gij are λ-concave
near xj . Fix large j and let z be an arbitrary point on a shortest path xˆj yˆj . Then,
by the λ-concavity of gij, we have
|yˆjz|
dj
(gij(z)− g
i
j(xˆj)) +
|xˆjz|
dj
(gij(z)− g
i
j(yˆj)) ≥ −
λ
2
|xˆjz||yˆjz|.
Moreover, since xˆj , yˆj ∈ F
+
j , by the inequality of Definition 6.13(1), we have
f ij(z)− f
i
j(xj) ≥
{
f ij(z)− f
i
j(xˆj) ≥ (g
i
j(z)− g
i
j(xˆj))− δj |xˆjz|,
f ij(z)− f
i
j(yˆj) ≥ (g
i
j(z)− g
i
j(yˆj))− δj |yˆjz|.
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Combining the three inequalities above, we obtain
f ij(z)− f
i
j(xj) ≥ −
λ
2
|xˆjz||yˆjz| − 2δj
|xˆjz||yˆjz|
dj
≥ −
(
λdj
2
+ 2δj
)
|xˆjz|.
Furthermore, since fj is c(ε)-open near xj , we can take a point zˆ ∈ F
+
j ∩ B(xj , r)
such that c(ε)|zˆz| ≤ (λdj/2 + 2δj)|xˆjz|. Since xˆj is the maximum point of σj on
F+j ∩ B¯(xj , r), we have
σj(xˆj) ≥ σ(zˆ) ≥ σ(z)− |zˆz| ≥ σ(z)− c(ε)
−1
(
λdj
2
+ 2δj
)
|xˆjz|.
Since z is arbitrary on xˆj yˆj , we obtain the desired inequality (6.3).
Therefore, applying the first variation formula to the left-hand side of the in-
equality (6.3) and passing to the limit, we obtain
1
N
N∑
α=1
− cos∠(v, vα) ≤ 0
by the lower semicontinuity of angles. This contradicts the inequality (6.2). 
Now, we give the proof of Lemma 6.18 in the case of Claim 6.19(2). Recall that
Proposition 6.16 for k + 1 and Proposition 6.17 for k and l′ ≥ l + 1 hold by the
induction hypothesis. From Claim 6.22, we consider the two cases.
First, let us consider the case of Claim 6.22(1). In this case, Lemma 6.18 follows
from Proposition 6.17 for k + 1 similarly to the case of Claim 6.19(1). Consider a
ν-discrete set in Fj ∩B(xˆj , r)\B(xˆj , ν/2). Note that (fj , |xˆj · |) is (c(ε),κ(δ), ν/3)-
noncritical (and hence c(ε)-open) on the κ(δ)ν-neighborhood of Fj ∩ B(xˆj , r) \
B(xˆj , ν/2). Split the ν-discrete set into r/δν classes so that the difference of the
distances from xˆj to any two points in the same class is no more than δν. Then,
for each class, we can take a corresponding ν/2-discrete set of Fj ∩ ∂B(xˆj , s) for
some s ∈ (ν/2, r) by the c(ε)-openness. On the other hand, Proposition 6.16
for k + 1 implies that the number of ν/2-discrete set in Fj ∩ ∂B(xˆj , s) is less than
C(ε)ν−(n−k−1) (apply Proposition 6.16 to the rescaled space s−1M). Thus, Lemma
6.18 follows. In particular, Proposition 6.17 for l = n holds (the base case of the
reverse induction on l).
Next, let us consider the case of Claim 6.22(2). Then, the same argument as in
the previous case shows that vn−k(Fj ∩B(xˆj , r) \ B¯(xˆj , dj)) is uniformly bounded
above. On the other hand, Proposition 6.17 for l′ ≥ l + 1 applied to 1
dj
Mj implies
that vn−k(Fj(ε, δj , dj) ∩ B¯(xˆj , dj)) is uniformly bounded above for some subse-
quence. This completes the proof. 
6.4. Almost continuity of the volume of the fibers. In this section, we prove
Theorem 1.4(3). The proof is similar to that of the continuity of the volume of
Alexandrov spaces under the Gromov-Hausdorff convergence ([BGP, 10.8], [S, 3.5],
[Y2, 0.6]). By Remarks 6.1 and 6.4, it suffices to prove the following:
Proposition 6.23. Let M be an n-dimensional Alexandrov space, p ∈M and k <
n. Let f : B(p, ℓ)→ Rk be a δ-almost regular map associated with a (k, δ)-strainer
{(ai, bi)}
k
i=1 at p with length > ℓ. For simplicity, assume that f
−1(B¯(f(p), r)) is
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contained in B(p, ℓδ) for some 0 < r ≪ ℓδ. Set Fv = f
−1(v) for v ∈ B(f(p), r).
Then, for any sufficiently close u, v ∈ B(f(p), r), we have∣∣∣∣voln−k Fuvoln−k Fv − 1
∣∣∣∣ < κ(δ).
Let Fv be as above. Let m be a positive integer and θ, ρ positive numbers.
We denote by Fv(m, θ, ρ) the set of all points in Fv having an (m, θ)-strainer
{(ak+i, bk+i)}
m
i=1 with length > ρ such that ak+i, bk+i ∈ Fv. The above propo-
sition immediately follows from the following two lemmas:
Lemma 6.24. For any small ρ > 0, if u, v ∈ B(f(p), r) are sufficiently close, then
there exists a κ(δ)-almost isometry from Fv(n− k, δ, ρ) to an open subset of Fu.
Since the proof is similar to that of Theorem 4.1 of the noncollapsing case, we
only outline it. Let ρ≪ |f−1(B¯(f(p), r)), ∂B(p, ℓδ)| and |uv| ≪ ρδ. For x ∈ Fv(n−
k, δ, ρ), take an (n− k, δ)-strainer {(ak+i, bk+i)}
n−k
i=1 at x with length > ρ such that
ak+i, bk+i ∈ Fv. Then, the inequality (6.1) implies that {(ai, bi)}
n
i=1 is an (n,κ(δ))-
strainer at x with length > ρ. Hence, by Proposition 6.5(1), there exists a κ(δ)-
almost isometry from B(x, ρδ) to an open subset of Rn whose first k components
coincide with f . Therefore, a parallel translation along the f -coordinate gives a
κ(δ)-almost isometry from B(x, ρδ/2) ∩ Fv to an open subset of Fu provided that
|uv| ≪ ρδ. Gluing such local maps in a similar way to the proof of Theorem 4.1,
we obtain a global almost isometry.
Lemma 6.25 (cf. [BGP, 10.9]). Let 1 ≤ m ≤ n − k and θ, ρ > 0. Then, for any
0 < ν < ρ, we have
νn−kβν(Fv \ Fv(m, θ, ρ)) < κθ(ρ),
where κθ(ρ) is a positive function depending only on n, κ and θ such that κθ(ρ)→ 0
as ρ→ 0. In particular,
voln−k(Fv \ Fv(n− k, δ, ρ)) < κδ(ρ).
Proof. The proof is carried out by the induction on m similarly to that of [BGP,
10.9]. Let ρ1 ≫ ρ and θ1 = c(θ)≪ θ. Take a maximal (ρ1θ1)-discrete net {xα}
N
α=1
of Fv(m − 1, θ1, ρ1). Then, we have N < C(ρ1θ1)
−(n−k) by Proposition 6.16. Let
{(ak+i, bk+i)}
m−1
i=1 be an (m − 1, θ1)-strainer at xα with length > ρ1 such that
ak+i, bk+i ∈ Fv. Divide B(xα, ρ1θ1) ∩ Fv into (2ρ1/ρ)
m−1 classes {Dαβ}β so that
if x, y belong to the same class, then we have ||ak+ix| − |ak+iy|| ≤ ρθ1 for all
1 ≤ i ≤ m− 1. By the argument in [BGP, 10.5], if there exist sufficiently many ρ-
discrete points (depending on θ) in Dαβ , then we can choose three of them forming
a (1, θ)-strainer (and a strained point) with length > ρ. Therefore, the number
of ρ-discrete points in Dαβ \ Fv(m, θ, ρ) is less than C(θ). Hence, we can cover
Fv(m − 1, θ1, ρ1) \ Fv(m, θ, ρ) by at most C(θ)ρ
−(n−k)
1 (ρ1/ρ)
m−1 balls of radius ρ.
By Proposition 6.16 again, the number of ν-discrete points in each ρ-ball is less
than C(ρ/ν)n−k for any 0 < ν < ρ. Thus, we have
νn−kβν(Fv(m− 1, θ1, ρ1) \ Fv(m, θ, ρ)) < C(θ)
(
ρ
ρ1
)n−k−m+1
for any 0 < ν < ρ. Together with the induction hypothesis and a suitable choice of
ρ1, this yields the desired estimate. 
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By Proposition 6.9 and Remark 6.10, we may assume voln−k Fv > c(p) for any
v ∈ B(f(p), r). Let ρ > 0 be so small that κδ(ρ) ≪ c(p). Then, from the above
two lemmas, for sufficiently close u, v ∈ B(f(p), r), we have
(1 + κ(δ)) voln−k Fu ≥ voln−k Fv(n− k, δ, ρ)
≥ voln−k Fv − κδ(ρ) ≥ (1− κ(δ)) voln−k Fv.
This completes the proof of Proposition 6.23.
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