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by Joa˜o Bimbo
Robot grasping and manipulation require very accurate and timely knowledge of
the manipulated object’s shape and pose to succesfully perform a desired task.
One of the main reasons current systems fail to carry out complex tasks in a
real, unstructured environment is their inability to accurately determine where
in the object the fingers are touching. Most systems use vision to detect the
pose of an object, but the performance of this sensing modality deteriorates as
soon as the robot grasps the object. When the robot hand contacts an object,
it partially occludes it, which makes it difficult for vision systems to track the
object’s location. This thesis presents algorithms to use the robot’s available
tactile sensing to correct the visually determined pose of a grasped object. This
method is extended to globally estimate the pose of the object even when no initial
estimate is given.
Two different tactile sensing strategies have been employed: single-point and dis-
tributed, and measurement models for these two strategies are presented. Different
optimisation algorithms are developed and tested to minimise the output of these
measurement models and find one or more poses that satisfy current tactile mea-
surements. Results show that the method is able to successfully estimate the pose
of a grasped object with high accuracy, even for objects with a high degree of
geometric complexity. Other applications of the method are proposed, such as
determining grasp stability or identifying the grasped object, as well as future
research directions.
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1.1 Scope and Motivation
Robot grasping, and particularly the fine manipulation of an object by a robot,
require very accurate sensing of the object’s pose and acting forces. In fact, even
for a human, tactile sensing is fundamental for performing tasks that require a
great deal of accuracy. This was shown by Rothwell [1], who studied a man
with neurological damage who, despite not having any motor problem and able
to perform most tasks using only vision to control his movements, failed when
asked to perform fine manipulation tasks such as fastening a button or using a
pen to write. Similarly, a robot equipped with a camera can perform simple
grasps but it must possess a very accurate sense of touch, that not only senses the
contact location but also the direction of the force, in order to carry out precise
manipulation tasks.
Among the essential information needed by a robot to be able to manipulate an
object is knowledge of the object’s pose (position and orientation), with respect to
the robot hand or gripper. Typically, stereo cameras and RGB-D sensors are em-
ployed to provide this information. However, the pose estimate provided by vision
might be inaccurate due to hardware limitations or bad calibration. Moreover, in
a robot grasping and manipulation setting, as the robot reaches and grasps the
15
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object, its body – arm, hand and fingers – will cover the object. In this situation,
the target object is said to be occluded – it cannot be entirely seen by the vision
system – which introduces added difficulties for the tracking of its pose.
In summary, robot manipulation, i.e. the physical interaction between a robot
and an object, requires accurate tracking of the object pose but at the same time
creates occlusions which can severely compromise the accuracy and robustness of
any vision based pose estimation approach. Figure 1.1 illustrates this problem.
Figure 1.1(a), shows, on the left, a grasping situation before the robot reaches to
grasp the target object (a red thermal bottle). The object is sitting on the top of
a table, clearly visible by the RGB-D camera from which this image was obtained.
The vision system is able to accurately identify the object pose, which is shown
as the yellow overlay on the right image.
When the robot reaches and grasps the object and the robot fingers envelop the
object, the vision system can only partially see the object and it does not easily
distinguish points belonging to the robot body from those belonging to the object.
This situation is shown in Figure 1.1(b) where the object is inside the robot hand
but vision wrongly estimates it to be intersecting the robot fingers.
This thesis deals with this problem, prevalent in robot grasping and manipulation
applications, by using the robot’s kinematics and sense of touch to improve the
accuracy of the object’s pose estimation. To this end, the two most common tactile
sensing modalities are considered: intrinsic tactile sensing, which is detailed in
Section 2.2.1, and distributed tactile arrays.
Besides the combination of vision and tactile sensing, where tactile sensing is used
to rectify a coarse pose obtained from vision, this thesis also presents how the
same methodology can be employed to estimate a grasped object’s pose when no
vision input is available. This is useful, not only because it provides redundancy
in case of a camera malfunction, but also for situations where vision systems
are unusable or very unreliable. Circumstances where this limitation is present
include hazardous environments such as disaster scenarios where there may be fire
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(a) Object pose estimation obtained from vision when the object is clearly visible on top of the
table
(b) Effect of the occlusions created by the robot hand in pose estimation accuracy
Figure 1.1: Camera’s point of view, visualisation of the robot’s posture and
vision-acquired object pose overlaid in yellow.
and smoke, underwater and complete darkness. This method can also be applied
to the manipulation of transparent objects, which are very difficult to track by
vision or RGB-D systems.
1.2 Problem Presentation
The object of this thesis is the development of methods that use a robot’s sense
of touch to improve its knowledge about the in-hand position and orientation of a
grasped object.
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This estimation of the object pose is done using the following methodology: given
an object geometry, the current contact information and possibly a coarse pose
estimate (commonly provided by vision), find a new estimate for the pose that
matches that contact sensing data. Figure 1.2 schematically outlines the approach
followed in this thesis. In this figure, f1...3 represent a robot’s three fingers touching
the object. This contact generates sensory inputs which are encoded into what is
referred to as the contact information. The blue object represents the initial pose,
usually obtained from a computer vision system. This pose can be displaced from
its real pose, as previously shown in Figure 1.1. In other situations, where there is
no prior pose estimate available, the initial pose can be chosen to be anywhere in
the proximity of the robot hand. Starting from this initial estimate, a new pose is
calculated which places the object in a position that is coherent with the current
contact information. In other words, the objective is to find the transformation













Figure 1.2: Thesis objective scheme – f1...3 shows the robot finger positions,
the blue object is the initial estimate and the red object is the resulting pose,
matching the contact information
This problem is formulated as an optimisation problem requiring the following in-
puts: 1) the object’s geometry, either known a priori and loaded from a database
or acquired online before the grasp is initiated, 2) the current robot hand posture,
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obtained from forward kinematics, 3) the contact information from at least two
fingers touching the object.
An objective (or cost) function is devised according to the current tactile sensing
inputs and the expected contact information if the object was at a candidate
solution. This candidate solution is a pose parametrised by a translation vector ~t





x = [qw, qx, qy, qz, tx, ty, tz]
T
(1.1)
Thus, the object of this study is to firstly devise cost functions such that their
minimisation leads to a correct estimation of the object’s location, and secondly
to design and implement optimisation methods that allow that minimum to be
found.
In order to reduce computation time, the problem can be postulated as finding a
transformation not on the object pointcloud that matches current contact informa-
tion, but instead find a transformation on the contacts that matches the object’s
geometry. This allows that, at every function evaluation, the transformation is cal-
culated only for m contacts, instead of transforming the object pointcloud, which
is typically made of tens of thousands of points. This transformation, obtained
through solving the optimisation problem, is then inverted and applied on the
object.
It is important to point out that this estimation is not done continuously, but
instead relies on a single measurement. This choice was made due to the high-
dimensionality of the problem as well as the inherent difficulties in predicting the
movement of an object under multiple external disturbances caused by the robot
fingers. Thus, the methods presented in this thesis rely heavily on the usage and
interpretation of rich contact information. Exploiting the capabilities of different













Figure 1.3: Thesis objective scheme – f1...3 shows the robot finger positions,
the blue object is the initial estimate and the red object is the resulting pose,
matching the contact information
tactile sensing technologies allows local shape features to be captured. Optimi-
sation algorithms are then used to find poses of the object such that the local
features of each contact match the obtained contact information. This method-
ology differs from most of the existing implementations in literature, which often
use limited contact information (e.g. contact location alone) and rely on explo-
ration to estimate the object’s pose. Active exploration of a grasped object entails
however a number of challenges. First, the aforementioned difficulty of predicting
the movement of a grasped object when exploring it. Also, robot hands may not
possess the needed dexterity to touch different parts of the object while keeping a
stable grasp.
While continuous estimation of the object pose is possible under this approach,
simply using the previous resultant pose as the initial pose estimate instead of
using the input from vision, this work aims not to be a definitive solution to the
real-time time tracking of a manipulated object. Instead, it can be seen as a
building block to achieve that purpose, which can be combined, for example in a
Bayesian Filter, with an object motion model which performs the prediction step,
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essential in this type of recursive estimation [2].
Besides estimating the pose of the object, the methods presented in this thesis
can also be used to identify an unknown object through the sense of touch, from a
set of possible objects whose geometries are known a priori. Another application
of the proposed approach is related to grasp quality metrics such as those based
in the convex hull of the grasp wrench space, which require the knowledge of the
object’s centre of mass location. Therefore, assessing grasp quality also becomes
possible after the accurate estimation of the object pose.
1.3 Research Contributions
The scientific contribution of this thesis to the body of knowledge in robotics and
particularly in the field of sensing for robot grasping and manipulation can be
summarised by the following achievements:
 Development of a method for object pose estimation in grasping and ma-
nipulation settings that rectifies an initial approximate pose using tactile
sensing using local optimisation;
– The description of this work is presented in chapter 3 and was pre-
sented initially at the 2012 IEEE Conference on Multisensor Fusion
and Integration for Intelligent Systems (MFI)[3], and was further ex-
tended and presented at the 2013 IEEE/RSJ International Conference
on Intelligent Robots and Systems (IROS) [4];
 Design of a global optimisation method that can estimate the pose of a
grasped object with or without an approximate estimate;
– The details of this work were published in Autonomous Robots, 39(1),
25–41, 2015 [5] and are presented in chapter 4
 Formulation of a descriptor for distributed tactile array data that can be
used to match to local object geometry;
Chapter 1. Introduction 22
– This work is presented in chapter 5 and its results for object pose esti-
mation were published in IEEE Robotics and Automation Letters, 1(1),
570–577, 2016 [6]
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1.5 Thesis Structure
Having outlined the purpose of this thesis, the next chapter provides a literature
review on grasping, tactile sensing and object pose estimation in the context of
robot grasping. It also provides an overview of the mathematical background
required to understand the concepts presented in this thesis.
Chapters 3, 4 and 5 contain the main body of this thesis and detail the research
contributions detailed in Section 1.3. Each of these chapters begins with a short
introductory summary of its contents and ends with some concluding remarks on
the results obtained. The last chapter discusses the thesis’ findings and limitations,
and also proposes future research directions.
1 The contents of these articles is presented in chapter 3
2 The contents of these articles is presented in chapter 4




This chapter presents some introductory concepts and reviews the literature rele-
vant for the understanding of this thesis. It contains a general overview of the field
of robot grasping and manipulation and an outline of different tactile sensing ap-
proaches used in the field. A literature review on methods to estimate an object’s
pose from different sensing sources is also provided along with an introduction to
pertinent mathematical concepts.
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2.1 Robot Grasping and Manipulation
Man’s dominion over Nature can be partially attributed to his ability to grasp
and manipulate objects. It was through the crafting and handling of artifacts that
human beings began shaping the world around them, and it should come as no
surprise that a large part of the human motor cortex is dedicated to manipula-
tion [7]. The importance of manipulation in the human brain also serves as an
indication of the complexity that is associated with this task.
Providing a robot with a similar capability to grasp and manipulate objects in
complex, unstructured environments, i.e. where there is significant uncertainty,
has proven to be one of the biggest challenges in present-day robotics. To date,
the ability to skillfully wield objects of different shapes, sizes and other physical
properties at a human-like level of dexterity is yet to be attained by robots.
One of the first notable examples of a design of a robotic hand was the 1962 pa-
per by Tomovic and Boni [8], who proposed a design and control scheme for an
artificial limb that could be used both as a prosthetic or an autonomous hand.
The work by Hanafusa and Asada [9] presents one of the earliest designs for an
autonomous robot hand with compliant fingers with focus also on grasp planning
and stability. Salisbury and Craig [10] introduced a tendon-driven sensorised robot
hand, together with a control scheme and introduced the concept of a Grasp Ma-
trix. An extended taxonomy of human grasps and their transferability to robots
was presented by Cutkosky [11, 12] who, along with Mason [13] undertook pio-
neering work on grasping, particularly from the robot hand design and mechanical
analysis point of view.
A formal definition of the necessary conditions for the stability of a grasp was
presented by Fearing [14] that take into account the forces applied ~F and contact
locations ~r of every ith finger touching the object, as well as the friction coefficient
µ. Fn and Ft denote the normal and tangential force respectively. These conditions
are:





i ~ri × ~Fi = 0
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2. No slippage – all forces within the friction cone: µFn > |Ft|
3. Any arbitrary applied force can be resisted by increasing the grasping force.
This last criterion conveys, if extended to wrenches, what is commonly referred to
as force-closure [15]. This concept laid the foundation for the computation of the
finger positions in a grasp, i.e. grasp synthesis. Nguyen developed a method to
compute force-closure grasps using the space spanned by the contact wrenches [16].
This approach was also followed Ferrari and Canny, who proposed a criterion for
grasp quality based on the construction of the convex hull generated by the set
of all possible wrenches [17]. Both the total volume and the radius of the largest
hypersphere centered at the origin that can be contained inside this convex hull can
be used to give an indication of grasp quality. Figure 2.1 outlines these concepts,
where in Figure 2.1(a) three fingers are sufficient to maintain a force-closure grasp
on the object O. Figure 2.1(b) shows the quality criterion according to Ferrari
and Canny in 3-D, where the sphere is tangent to one of the planes generated
by the convex hull. In a real scenario, a six dimensional hypersphere is used to









(b) Grasp quality criterion
Figure 2.1: Grasp stability diagrams.
Given the large size of the Grasp Wrench Space (GWS ) – the space of possible
wrenches that can be applied on an object –, this requirement becomes very strict
and computationally expensive. More recently, more relaxed criteria have been
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put forward, such as the Object Wrench Space (OWS ) [18] and the Task Wrench
Space (TWS ) [19]. Instead of testing that the current finger positions can oppose
any arbitrary force, these concepts limit the possible space, respectively, to the set
of wrenches that are possible to be applied on the grasped object, or that arise from
performing the desired task. Other strategies relying on a similar methodology and
concepts, but without specifically computing the convex hull have been proposed in
[20] and [21], resulting in a decrease in the computation time required to synthesise
force-closure grasps.
While analytical techniques were predominant in earlier research efforts, recent
advances in artificial intelligence and machine learning have lead to the devel-
opment of alternative approaches to robot grasping and manipulation. Robots
can learn how to grasp objects through human demonstration [22, 23], or with
human aid [24]. These approaches rely on humans performing grasps, with the
finger movements being learned by the robot and the knowledge transferred to the
robot as motor skills. Due to the high dimensionality of the task, and to cope
with the number of degrees-of-freedom (DOF) in the human – and possibly the
robot – hand, a technique that encodes grasp synergies was proposed by Santello
et al. [25]. Grasp synergies, also known as postural synergies and eigengrasps,
are the directions of highest variance in the joint space obtained from applying
Principal Component Analysis (PCA) [26] on the joint angles of the hand in a
number of trial grasps. It is shown that two principal components account for
80% of the variance in grasps performed in 57 objects of different shapes and
sizes. This dimensionality reduction allows the control of hand movement along
the directions of these principal components, greatly decreasing the computational
effort required to learn and reproduce grasps [27] and also allows their easier gen-
eralization [28, 29].
Besides kinaesthetic learning, reinforcement learning can also be used using data
that is obtained from other sensing sources. A robot can learn to stably grasp
an object by repeatedly grasping a number of objects and finding the sensory
inputs which correspond to stable grasps [30]. Vision is another source of sensory
inputs that can be used to choose grasping points which are likely to lead to
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stable grasps [31], even when the object shape is not accurately known [32] or not
known at all, finding only regions in the object surface where to place the robot
fingers [33, 34].
Machine learning strategies have shown remarkable results in the field of robotics,
endowing robots with the capability of performing complex behaviours, which are
inherent in robot grasping and manipulation tasks. However, these approaches
suffer from a number of drawbacks, chiefly the lack of transparency they provide
to the user, as the inner workings of a learned strategy may not be meaningful
to a human observer. The problem of overfitting and the difficulty to transfer
these tasks to different settings, such as working with different hardware becomes
difficult and usually requires re-training on the new robot platform. In the par-
ticular case of robot grasping, machine learning may not be able to cope with
subtle changes in the task. For example, it would be difficult for a machine learn-
ing strategy to accommodate for changes if two similar object possess slightly
different physical properties, such as friction or weight, that would require com-
pletely different grasps. An approach that combines analytical computations with
machine learning elements is likely to be the key for the success of future robot
grasping and manipulation systems.
2.2 Tactile Sensing
Research in tactile sensing has developed hand-in-hand with research in grasping
and manipulation. From the beginning, it was clear to researchers in the field
that, similarly to humans, who struggle to perform complicated manipulation tasks
when their sense of touch is impaired [1, 35, 36], a robot would also require an
acute sense of touch in order to manipulate objects [8, 10]. This sensing modality is
what allows humans (and robots) to detect, measure and characterise the physical
interactions with themselves and the environment. We humans rely on the sense
of touch for three types of activities: manipulation, exploration and response [37].
While the entirety of our bodies’ surface is covered with mechanoreceptors (nerve
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endings responding to mechanical stimuli), the glabrous skin in our hands and
particularly our fingertips possess a much larger density of afferents [38]. Four
type of afferents are present in our glabrous skin which are tasked with sensing
different events [39]:
 FA-I (fast adapting type I) Meissner’s corpuscles are sensitive to high fre-
quencies (∼ 5− 50 Hz)
 SA-I (slow adapting type I) Merkel’s discs are sensitive to low frequencies
(< 5 Hz) and static forces
 FA-II (fast adapting type II) Pacinian corpuscles sense transients and higher
frequency vibrations (∼ 40− 400 Hz)
 SA-II (slow adapting type II) Ruffini endings detect static forces and skin
stretch
During manipulation tasks, these different afferents “fire” at different times and
with different intensities, allowing us to experience the weight of the object, feel
its texture, detect its slippage, sense its shape, etc.
Currently, no single tactile sensing technology exists that can provide the same
richness of information we have available at our fingertips, with all these different
properties and events being perceived simultaneously [40]. However, when dealing
with only one single tactile perception task at a time, it is not uncommon for robots
to match or even outperform humans. An example of this can be seen in any com-
mercial force-torque sensor, which is likely to have a much higher sensitivity and
resolution than our fingertips when quantifying interaction forces. Distinguishing
between similar materials such as brass, aluminium and steel may be challenging
for a human, but robots have no problem identifying these materials through their
friction properties [41] or texture [42]. Incipient slip can be detected very rapidly
by robots [43, 44] and slippage can be prevented altogether by predicting the force
ratio at which break-away will occur [45].
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Different taxonomies exist for classifying tactile sensors. The classification can be
based on the technology used [46] – optical, conductive elastomer or silicon strain
gauges –, sensor dimensionality [47] – zero, one or two dimensions –, sensing
principle [48] – array sensors and force-torque sensors –, or the location of the
sensor [49] – intrinsic and extrinsic tactile sensing. The two last classification
arrangements – by sensing principle or by the location of the sensors – can be
thought of being somewhat coincident and allow a parallel to be drawn between
robot and human tactile sensing [49]. In this metaphor, intrinsic tactile sensing,
which is obtained from force-torque sensors mounted within the body of the robot,
corresponds to the kinaesthetic sensing of humans, while extrinsic tactile sensing
is given by tactile arrays distributed over the robot surface and is analogous to
human cutaneous sensing [50]. This classification seems the most appropriate for
this overview of tactile sensing as it also determines the two different approaches
for pose estimation presented in the next chapters.
2.2.1 Intrinsic Tactile Sensing
Intrinsic sensors are located within the mechanical structure of a robot [51], such
as force-torque or joint angle sensors. Bicchi et al. introduced a sensing scheme to
obtain tactile information from an intrinsic six axes force-torque sensor mounted at
the robot fingertips, under a rigid parametrisable convex surface [52]. By assuming
that the contact is approximately rigid, that there is only one contact surface
acting on the fingertip and that the force is always compressive, one can obtain
the following tactile information from this scheme [53]:
 contact centroid on the fingertip (a point always within the contact area) pc
 magnitude of the normal component of the contact force ~Fn
 magnitude and direction of the friction force ~Ft
 torque generated around the contact normal direction ~τ











Figure 2.2: Intrinsic Tactile Sensing scheme – acting force in green, measured
quantities in red, computed parameters in blue
Figure 2.2 shows a diagram of this tactile sensing approach. Given a contact
force ~F in green, the force-torque sensor mounted under the surface S registers
the forces fx, fy, fz and the moments mx, my, mz. A force balance allows the
computation of the line in space where the force is acting, and the contact point
can be calculated when the surface equation is added.
For a better understanding, consider the situation in Figure 2.3, where a force is
being exerted in the xy plane and thus only two forces fx, fy and one moment mz
are present. Measuring these three quantities and applying the force balance in
Equation (2.1), the dashed line on the figure can be obtained. The intersection
between this line and the surface equation identifies the contact location uniquely,
since the surface is convex and only compressive forces are allowed.








Figure 2.3: Intrinsic Tactile Sensing diagram – a force is exerted in the xoy
plane
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In the general case, another unknown q is added, which is the torque around
the surface normal, generated by friction forces. Thus, finding the contact point
pc = [x, y, z] is done simply by solving the system of equations in Equation (2.2),
which describes the force balance for a single contact and the surface equation:

pc × ~F + ~τ = ~M
S(x, y, z) = 0
(2.2)
Separating these equations for each dimension and putting them in the relaxed
form yields (2.3), which is the system of equations that needs to be solved to find
the contact location pc = [x, y, z] and k which is proportionally related to ~τ .
~H(x, y, z) =

k∇Sx − fyz + fzy −mx
k∇Sy − fzx+ fxz −my
k∇Sz − fxy + fyx−mz
S(x, y, z) = 0

= 0 (2.3)
After finding the contact location pc, it becomes trivial to find the normal and
tangential components ~Fn and ~Ft. The normal vector nˆ, coinciding with the surface
normal at point pc, is obtained simply by the gradient of the surface equation S




The normal component of the contact force is obtained by projecting the total
force onto the normal direction vector nˆ, while the tangential force is simply the
rejection of this vector, as shown in Equation (2.5) and Equation (2.6)
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~Fn =
~F · nˆ
nˆ · nˆ · nˆ (2.5)
~Ft = ~F − ~Fn (2.6)
Figure 2.4 shows an implementation of the Intrisic Tactile sensing scheme, where
Figure 2.4(a) shows the hardware implementation with hemispherical fingertips.
Figure 2.4(b) shows a visualization tool depicting that hemispherical fingertip,
with the total force vector as a red cone. The lines coming out of the tip of the
cone are the normal and tangential components of the force, and the arrow on top
of the cone is the magnitude of the local torque. This sensor was evaluated by Liu
et al. [54], where the Levenberg-Marquardt algorithm [55, 56] was used to solve
the system of equations in Equation (2.3), and presented an accuracy of 266 µm,
running at frequencies over 800 Hz.
(a) Barrett Hand with Force-Torque sensors
mounted on the fingertips
(b) Intrinsic Tactile sensing visualisa-
tion
Figure 2.4: Overview of the Intrinsic Tactile sensor
This Intrinsic Tactile sensing strategy provides very accurate results in terms of
contact location, as well as information on the normal and tangential force, which
is crucial for manipulation tasks. It has successfully been used for surface identi-
fication [41], slippage detection and prevention [45, 57], surface following [58], etc.
However, it is limited to a single contact point or surface, as the intrinsic sensor
can only measure the net force acting on the sensing area and it also assumes
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that the contacts are rigid. This latter limitation implies that the contact cannot
generate a very large friction force, which is essential for manipulation. To address
this restriction, Liu et al. devised and validated a method that can deal with small
deformations on the fingertip [59], achieving an accuracy on the contact location
of 320 µm on a fingertip covered with a thin rubber layer which provides friction
and compliance.
In summary, implementing an intrinsic tactile sensing scheme on the fingertips of
a robot hand presents significant advantages for robot grasping. The rich infor-
mation provided by this method has been demonstrated to enable or facilitate the
following abilities:
 directly measure the magnitude and direction of external forces, enabling
safe interaction with the environment
 obtain an accurate measurement of normal force which can be used for force
control
 explore an object surface through the simultaneous control of normal and
tangential forces [58]
 accurate contact location estimation – 266µm [60]
 slippage detection and prediction [57]
 surface material classification through its friction parameters [61]
 increase grasp robustness [53]
 assess grasp quality (force and form closure), from the contact locations and
normals.
2.2.2 Tactile sensing arrays
Tactile sensors usually refer to sensors distributed over a robot’s surface that de-
tect and measure local contact information. This class of sensors are also termed
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Figure 2.5: Intrinsic force-torque sensor with soft rubber layer
as extrinsic tactile sensors and are deployed to convey cutaneous information,
mimicking the role of the skin in humans and other animals [49]. Tactile sensors
can be used to measure a number of different physical quantities, mainly pressure,
skin deformation and skin acceleration, or a combination of these [37]. These dif-
ferent modalities also mirror the previously mentioned afferents present in human
glabrous skin (FA-I, SA-I, FA-II and SA-II).
The main requirements put forward in the literature for distributed tactile sensing
technologies intended for robot grasping applications are [49, 62]:
 Spatial resolution around 1 mm;
 High force sensitivity and range of 1 to 1000 gram-force;
 Low hysteresis
 Frequency response up to 400 Hz.
Dynamic tactile sensing is typically carried out by embedding piezoelectric [44] or
accelerometers [43] into a soft fingertip, detecting the vibrations associated with
transient events such as contact, lift or incipient slip, which is characterised by
stick-and-slip phenomena [63]. This approach of embedding accelerometers [64]
or force-torque sensors [65] in a soft medium was also successfully employed to
identify surface materials. Given the object of this thesis, the dynamic response
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of tactile sensors is not as important as the measurement of distributed forces,
pressures and skin deformation on a robot fingertip.
Different technologies have been studied in terms of sensing principle and manu-
facturing technology, with the main contributions to the design of tactile sensors
coming from the fields of medical robotics and robot manipulation. The most
widespread type of tactile sensor is the distributed pressure array [37]. These
sensors are commonly distributed in a deformable matrix of elements and mea-
sure the pressure exerted in the normal direction in each element – also known as
taxels. Common sensing principles of this class of sensors include piezoresistive,
capacitive, optical and MEMS barometers. Covering a large part of a robot finger
surface, these sensors can detect contact location and, after appropriate modelling
and calibration, also estimate normal force and surface shape.
Distributed pressure array devices can already be considered a mature technol-
ogy, with capacitive touch sensors existing in current touch screens and touch-
pads and FSR (Force Sensing Resistors) being used in devices like joysticks.
For researchers, also “off-the-shelf” commercial solutions are available, such as
PPS [66], Tekscan [67], Weiss sensors [68] and Takktile [69]. Other prominent
examples of distributed tactile sensors exist, such as the ROBOSKIN modular
sensor patches [70], the DEXMART robotic hand force/tactile sensor [71], the op-
tical based TACTIP [72] and the biomimetic BioTac [73]. Other tactile sensors
able to measure normal and tangential force were presented by D’Amore [74] and
Yousef [75]. Extensive literature reviews have been carried out over the years, with
the ones from Nicholls [47], Dahiya [49], Yousef [76] and Kappassov [62] standing
out as very complete and thorough.
Representing and interpreting the data from distributed tactile sensors in an effec-
tive way is also an open challenge in tactile sensing. A common way of handling
data from a tactile array is to treat the data as a “tactile picture”, and apply
methods which are inspired by those commonly used in computer vision. In these
methods, each tactile element is considered a pixel, different features are extracted
from the tactile image [77] and descriptors such as SIFT are used to encode the
Chapter 2. Background 38
data [78]. A framework which maps sensing elements on the robots in a 2D so-
matosensory map has been proposed by Cannata [79], inspired by the human
brain. Machine learning approaches to represent tactile data [80] also exist, with
dimensionality reduction techniques such as PCA being applied, which treat every
tactile element as a dimension [81–84] or take the spatial location of the elements
into account [85].
Besides grasp control, which is present in nearly every study, tactile sensing has
seen other uses in the field of robot grasping and manipulation. Tactile data has
been used to detect events in a pick-and-place scenario, automatically triggering
transitions between the different phases of this task (grasp, lift, replace, unload,
etc.) [86]. The inverse dynamics of a humanoid robot were learned using a dis-
tributed tactile array that covered the robot’s arm. As the robot arm collided with
the environment, tactile and force/torque data was used as an input to learn the
robot’s joint torques, outperforming an analytical approach [87]. Tactile sensors
have also been used to analyse surface shapes and textures [88] and for object
recognition and pose estimation [89, 90]. A data-driven method was presented by
Bekiroglu [30] that was able to predict grasp stability based on tactile data and
without any analytical consideration such as the ones presented in Section 2.1.
2.3 Sensor Fusion
It is impossible or unfeasible for a robot to know the complete state of its sur-
roundings when it is operating within an unstructured environment. By equipping
a robot with sensors that provide different types of information, which may be in-
dependent, complementary or even overlapping, an intelligent system can increase
its knowledge of the world around it [91]. Multiple sensing sources can grant a
synergistic effect, with the data from one sensor serving as cues for the operation
of other sensors, and also contribute to a more robust system, through the redun-
dancy in the information which allows the fusing of data to reduce sensor error
and noise, or persistance in case of malfunction [92].
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In the field of robot grasping, the fusion of multiple sensing sources has been the
object of extensive research. Besides tactile and force sensing, vision also plays
an important role in grasping and manipulation, particularly during the pre-grasp
phase, when the grasp is planned and the robot hand approaches the object [93].
This is similar to the approach taken by humans, who also use vision to plan the
positioning of the fingers on an object, while relying mainly on their sense of touch
during the grasp [94].
Peter K. Allen from Columbia University was one of the early researchers that
combined vision, force and tactile sensing in the context of robot grasping [95, 96].
A robot hand was equipped with a tactile sensor suite and a real-time vision
tracking module was added to the system, besides the native joint sensor and strain
gauges which measure the load on the finger’s outer link. In different experiments
vision was used to detect contact location, measure joint angles, find the position
of the fingers relative to the object, and drive a manipulation task through visual
servoing of the fingers, using force and tactile sensing to ensure a tight grasp [97].
One of the first instances of autonomous grasping was presented by Kragic, Miller
and Allen, who combined a real-time object tracking system with the GraspIt! [98]
grasp planner. In this work, the object pose is first detected from vision, using the
previously known object geometry [99]. The object and the robot hand models are
used by the grasp planner to compute a stable grasp, according to the GWS criteria
(see Section 2.1). After the grasp is finished, vision is again used to monitor the
execution of the task and to servo the robot arm to reach a desired object pose.
In a work that reinforced the understanding of the importance of integrating these
three sensing modalities (force, vision and tactile), Prats et al. [100] compared the
effectiveness of different combinations of these sensors. Using a mobile manipula-
tion platform consisting of a mobile robot, a 7 degree of freedom redundant arm,
a robot hand with force/torque and tactile sensing, and an external camera, the
robot was tasked with opening a sliding door. The task was carried out and a com-
parison was made between using force alone, using vision and force and combining
vision, force and tactile sensing. When combining all three sensing modalities,
tactile sensing was used to ensure that the door handle was aligned with the robot
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hand, with this combination outperforming the other two cases, with the robot
succeeding in opening the door in all experiments.
Vision and tactile sensing are also used in the work by Bekiroglu et al., with vision
being used to estimate the pose of the object and tactile data for assessment of
grasp stability in a data-driven fashion [101].
An approach to determine the location of contacts in space and the interaction
forces between a robot and an object, which combined different sensing modalities,
was proposed by Felip et al. [102]. This framework discretised the 3D space into
voxels, and contact hypotheses from different sensing sources – force-torque, tac-
tile, visual, depth – were added to this hypotheses space. Each sensing modality
has a measurement model, which attributes a value of likelihood for the readings.
When hypotheses from multiple sources coincided at the same voxel, these were
fused together using the combination of their likelihoods.
2.4 Object Pose Estimation
2.4.1 Vision-based Object Pose Estimation
One of the key factors in the success of a grasping task is the accurate estimation
of an object’s pose. When a robot operates in an unstructured environment, the
position and orientation of the target objects in the environment are not known a
priori and require their robust estimation [103]. Even small errors when estimating
the location of the target object can lead to the wrong placement of the fingers
on the object, create false assumptions on grasp stability and even compromise
the success of a grasping task. This requirement is even more imperative during
manipulation tasks that, by definition, aim to modify an object’s position and
orientation [104].
The most common means to obtain an object’s pose in robot systems designed for
robot grasping is through the use of computer vision – single, multiple (stereo) or
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RGB-D cameras. The work by Kragic et al., previously discussed in Section 2.3,
details one of the first occurences of using vision to estimate an object’s pose in
the context of robot grasping [105]. The same author further developed a method
that used stereo and foveal cameras, which could focus the gaze of the robot on
the desired object. The proposed system could segment, identify the object and
estimate its pose [106].
Stereo vision is also featured on the head of the ARMAR humanoid robot, devel-
oped in the Karlsruhe Institute of Technology. This vision system relied on the
combination of model and appearance-based methods [107]. Model based meth-
ods use the object’s 3D geometric model while methods based on appearance use
visual features such as color and texture [108].
It is also possible to estimate the object pose using the object’s 3D model and a
single camera image, by finding the 2D-3D point correspondences through min-
imisation [109]. In a work by Detry et al., vision was used to estimate the pose
of the object to be grasped, together with cues which might indicate affordance
locations [110]. These affordances are geometrical patterns present in object parts
that when gripped lead to stable grasps. Examples of affordances include the grip
of a frying pan, the stem of a glass or the handle of a mug.
With the generalised availability of RGB-D cameras, providing synchronised color
and depth information in real-time, computer vision approaches for robot grasping
systems have seen remarkable developments. These systems use a structured light
pattern projection, come at a low price and are extremely suited for robot grasping,
which is typically done indoors, with the camera at a distance between 1 and 2
meters of the target object.
Burrus [111] proposed a method to recognise and estimate the pose of objects
using this type of camera, furthermore reconstructing the object’s geometry from
the visible points. It is pointed out in this early work, as far as structured light
RGB-D cameras have been used, that both object recognition and pose estimation
greatly improve when using depth sensing.
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Other object pose estimation and tracking methods have been developed in recent
years, which take advantage of these new cameras [112–114], along with libraries
such as the Point Cloud Library (PCL), that incorporate trackers as well as com-
mon tools to operate these depth images [115]. A very detailed survey of object
tracking using traditional cameras was done by Yilmaz et al., providing also an
introduction to the topic [116].
2.4.2 Tactile-based Pose Estimation
As previously discussed in Section 1.1, vision alone may not ensure the required
accuracy for pose estimation when the object is placed inside the robot hand.
Figure 1.1 exemplified how a vision-based object tracker may provide an accurate
estimate of the object pose when the item is sitting on top of a table, and a large
part of it is seen by the camera. The occlusions generated by the robot body hide
a significant part of the object, impairing the performance of the vision system.
Besides, vision may not be suited for estimating the pose of objects that are trans-
parent, or too small to be detected by vision. Some environments may also hinder,
or even prevent the usage of vision systems, such as underwater [117] or hazardous
scenarios with fire, smoke and debris [118]. The importance of redundancies and
synergies created by the combination of different sensing sources, highlighted in
Section 2.3, supply further demonstration of the advantages of using tactile sensing
to estimate the object’s position and orientation [119].
The possibility of recognising and estimating the pose of an object using tactile
sensing, with or without the support of a vision system, was present from the early
days of research in manipulation. Gaston and Lozano-Pe´rez [120] introduced the
concept of an “interpretation tree”, where an object’s identity, possible poses and
relations between the object surfaces and contacts were laid out. The problem of
recognising and locating the object was solved through taking measurements that
pruned this intepretation tree and matched the contact points obtained with the
edges of the tree. This search-tree approach was followed by Siegel et al. [121] to
www.pointclouds.org
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find the pose of an object whose geometric model is known a priori, using only
joint position and joint torque sensors. Contact locations were assigned to different
object vertices where the distance between the contacts were consistent with the
distance between vertices.
A robot system, consisting of a robot arm, a gripper with array sensors, and a
camera, was used to recognise an object sitting on a surface, by creating a tree
of possible objects based on feature vectors [122]. These feature vectors were
generated using the image moments from the camera and the tactile array data,
which was also treated as an image. The tree was traversed using the features
in the camera image first, and then the tactile images. If the object was not yet
discriminable, it would be moved into another position and the process restarted.
Tactile exploration was introduced around the same time, with a theoretical frame-
work to recognise and localise objects using tactile sensing that used the same in-
terpretation tree approach. This strategy used 2D planar objects and sequentially
found paths for probing the object that necessarily discriminate between the pos-
sible objects and poses using the geometric intersection of these possibilites [123].
A method that fused vision and tactile sensing was presented by Honda et al.,
which used a multi-fingered hand and a stereo camera to determine an object’s
pose [124]. An initial pose of a cylindrical object was obtained from vision, by
projecting a light pattern onto the surface of the object to generate visual features.
The contact locations between the fingers and the object were obtained from tactile
sensing and forward kinematics and the object’s pose was determined through the
minimisation of the distance between the contact locations and the object surface.
An approach that matched finger contact locations to object facets using the DLR
hand was presented by Haidacher and Hirzinger [125], where a description for
each object was generated oﬄine, that contained the relations between its facets.
During contact, the tactile measurements from the robot fingers were used to
search the database for consistent matches to the relationships between facets.
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More recently, methods to locate a grasped object using tactile sensing have posed
the question as a state estimation problem solved through Bayesian Filtering.
This approach aims to continuously estimate the object state (its pose) through
recursively updating the probability distribution over possible states, given a set
of measurements. Bayesian Filtering requires the system to satisfy the Markov
property, i.e. the current state xt depends only on the previous state xt−1 and
action ut or, in other words, there is no memory of past actions u and measurements
z. It also requires an update (or motion) model ( p(xt|xt−1, ut), i.e. the probability
of transitioning to a state given the previous state and action) and a measurement
(or observation) model ( p(zt|xt), i.e. the probability of measuring zt given that
the world is in state xt). The posterior belief (bel(xt)) is recursively updated by
first integrating the product of the previous belief and the motion model, and
multiplying it by the measurement model. This Bayesian Filter method is shown
in Equation (2.7) and (2.8), where η is a normalisation factor [2].
bel(xt) =
∫
p(xt|xt−1, ut) bel(xt−1) dx (2.7)
bel(xt) = η p(zt|xt) bel(xt) (2.8)
Bayesian filtering, and in particular particle filters, where the posterior is repre-
sented by a set of samples drawn from the distribution instead of a parametric
form (e.g. a Gaussian distribution), has been extensively and successfully used in
estimation problems such as localising a mobile robot [126]. However, estimating
the 6-DOF pose of an object (3 dimensions for position and 3 for orientation)
with a particle filter becomes unfeasible due to the “curse of dimensionality” that
exponentially increases the required number of particles used for estimation. As
an example, if a 3-DOF problem such as mobile localisation (2 dimensional posi-
tion and one orientation angle) takes 1 second to achieve a desired accuracy, the
corresponding 6-DOF problem would take 1.5 years [127]. This presents a major
difficulty for applying the standard particle filter to this problem, to which many
alternatives have been suggested to simplify the computation.
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Sensing data from a stereo camera, a force-torque sensor mounted at the wrist
of a robot hand with joint encoders was fused in the measurement vector of an
Extended Kalman Filter (EKF), that estimated the discrete contact modes [128].
These contact modes were the space of all possible combinations between fingers
in contact and the surfaces of the object, which restricts the usage of this strategy
to objects of simple geometry.
Corcoran and Platt [129] developed an approach based on Bayesian filtering which
incorporates a measurement model of “negative” contacts, i.e. the likelihood of not
touching the object in a region outside of the object surface. This was implemented
along with a closed form approximation of the “positive” contacts measurement
model, which assumed the likelihood of contacts to follow a Gaussian distribution.
The work by Petrovskaya and Khatib [127, 130] presents a very interesting ap-
proach to using Bayesian state estimation to the problem of object localisation.
In this work, a probe mounted on a robot arm served as a single robot finger which
explored the object and collected measurements of contact locations and normals.
The proposed method, termed Scaling Series (SS), combines a special particle filter
with an annealing technique that “heats up” the measurement model, making the
distribution broader (noisier) and easier to sample from, requiring less particles.
The main feature of this work is that in this particle filter-like approach, parti-
cles do not represent single hypotheses but rather a region in the search space.
These particles increase granularity (shrink) with the progress of the algorithm,
increasing the accuracy of the estimation, while also pruning regions with low
probability. The combination of these features leads to the acquisition of accurate
pose estimates while also allowing a trade-off between the desired accuracy and
run time.
Starting from a pose estimate obtained by vision, a particle filter was implemented
that used a collision detector and tactile sensing as measurement models and the
grasp matrix as the update model [131]. As the robot contacts the object, the
weight of each particle representing a pose is determined by whether the object’s
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geometry does not penetrate any of the robot links’ and the distance between the
contacts and the object surface.
The discriminatory nature of tactile sensors, i.e. they either detect contact or
the absence of it, results in a very “spiky” measurement model, which can lead
to poor performance of particle filters for object pose estimation based on tactile
sensing. This problem was tackled by Koval et al. [132] through combining both
observations (contact and no-contact) into a measurement model and the intro-
duction of a manifold particle filter. This particle filter takes advantage of the
fact that, during contact between a robot and an object, all the possible object
poses lie on the lower dimensional contact manifold. This manifold is built from
the robot and object geometries and represents the boundary between the space of
poses which penetrate the robot geometry and the poses which do not activate any
tactile sensor. Assuming that the object is lying on a surface, the robot sweeps
the surface to find the object and estimates its 3 DOF pose.
Exploring the object to increase the available information about the object pose
and/or identity can also be included within a Bayesian Filtering approach. A strat-
egy for exploring an object’s edges using tactile information and, with this data,
identify the object from a large number of possibilities stored in a database and es-
timate its pose was done for underwater applications [90]. This approach, termed
BRICPPF (Batch RANSAC, ICP, Particle Filter), combined a batch RANSAC
(RANdom SAmple Consensus) to match detected object features with the objects
in the database, a particle filter that continuously estimated the the 7 DOF (object
identity and 6 DOF pose), and Iterative Closest Point (ICP) matching to locally
minimise the distance between the spatial tactile data and the object point cloud.
Object exploration was also implemented within a strategy that sequentially planned
and executed arm trajectories, deviating from the shortest trajectory in order to
gain information on the object pose that placed the robot hand in a stable grasping
posture. While executing this reaching motion, if an observation occurs that was
not expected if the object was at its most likely pose, the belief state is updated,
the robot hand is pulled back and a new trajectory is planned [133]. Framing the
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problem as a POMDP (Partially Observable Markov Decision Process), Hsiao et
al. [134] defined the state as the 3 DOF object pose and used a Bayesian Filter for
estimation. Actions were defined as WRT (World Relative Trajectories), which
represent robot poses in the object frame and can be used to grasp the object,
explore it or re-orient it. Actions are selected according to their look-ahead cost
of executing given the current belief state.
A framework for grasping was presented by Laaksonen [135] which aims to achieve
a high probability for a stable grasp by marginalising over the possible object
poses. In this work, two probability distributions are required: the probability
of a stable grasp S, given a grasp G and an object pose O: P (S|G,O) and the
measurement model P (O|G, T ), where T is the tactile data. These distributions
were obtained through the collection of grasping data and using Gaussian Process
Regression (GPR). The robot continually attempts to grasp the object at the point
of maximum probability of a stable grasp and updates its knowledge on the object
pose until the probability of a stable grasp is above a threshold value, wherein the
grasp is executed and the object is lifted.
Vazquez et al. [136] compared the performance of in-hand object pose estimation
using different sensor types, contact sensors, torque sensors, distributed arrays and
force sensors, and applied different techniques, such as particle filters and ICP.
Table 2.1 summarises the assumptions and results (when present) of the most
relevant articles described in this section. The accuracy and speed of each method
is detailed along with its most important features. Namely, the ability to: a) fully
estimate the object pose in six dimensions; b) deal with objects composed of
thousands of polygons; c) compute the pose without any prior estimate; d) can
estimate the pose from a single measurement or requires exploration of the object
through a series of touches e) enable the identification of the object f) take into
account the object movement caused by the contacts.
None of the reviewed articles completely fulfills the stated abilities and, most
importantly, approaches which can deal with complex objects require the imple-
mentation of some exploration strategy. This limitation raises issues due to the
Chapter 2. Background 48
fact that, in real grasping settings, the extent to which the robot can explore
the object is limited by the dexterity of the robot and the possibility of drop-
ping the object. Furthermore, the object displacement caused by these multiple
simultaneous contacts becomes difficult to predict.
The accuracy and computation time for each study where it is stated is also
compared, with results in the range of a few millimetres and durations in the
range of seconds. An exception to this are the results by Honda et al. [124], which
were taken in a very controlled environment, where a vision system provided a
















Aggarwal[90] 4 4 4 6 4 4 <5/– –
Chalon[131] 4 6 6 6 6 4 ≈10/10 –
Corcoran[129] 6 6 6 6 6 6 ≈3/8 3
Hebert[128] 4 6 6 4 6 4 6/2 –
Honda[124] 4 6 6 4 6 4 0.5/2 0.033
Petrovskaya[127] 4 6 4 6 6 4 5/3 30
Koval[132] 6 6 4 6 6 4 <20/– 1
Laaksonen[135] 6 6 6 6 6 6 – –
Zito[133] 4 4 6 6 6 6 – 200
Pezzementi[137] 4 4 4 6 4 6 4/≈30 –
aRun times are merely indicative, as the experiments were run in different hardware
Table 2.1: Comparison of existing tactile pose estimation methods in the
literature
2.5 Conclusions
In this chapter, the topics of robot grasping, tactile sensing and object pose esti-
mation were introduced and a review of the relevant literature was provided.
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The knowledge of the location of the object within the robot hand is essential for
the manipulation of objects, as it allows the computation of grasp stability and
quality, as well as the planning of finger placements and forces to manoeuvre the
object. Tactile sensing plays a very important role in manipulation tasks, not only
for the control of finger forces but because it can also aid the perception of the
hand-object system state. Given the different nature of the information provided
by different tactile sensors, the strategies to process and interpret this information
need to be adapted to the existing hardware.
Using tactile sensing to estimate the position and orientation of an object is still
very much an open problem in the field of robot grasping and manipulation. Most
robot systems currently available employ vision alone for the determination of
the object pose, but this approach presents some drawbacks during manipulation
tasks, where the robot body occludes the target object and the visible parts of
the object are not sufficient to accurately estimate its location. Different tech-
niques to estimate the object pose using tactile sensing have been proposed, with
different advantages and also with some disadvantages. Early analytical methods
cannot deal with objects with arbitrary geometric complexity, and their compu-
tational cost becomes impractical for objects composed of thousands of planes, as
may be the case in household objects. Recently, most strategies aim to continu-
ously estimate the object pose relying on Bayesian Filters such as Particle Filters.
This approach has been proven to be very reliable in localisation problems, par-
ticularly in the context of mobile robotics, and has naturally been extended to
the field of in-hand object pose estimation with promising results. However, and
unlike in the field of mobile robots, this approach has not yet provided a defini-
tive solution to this problem and, while theoretically sound, it has not shown the
level of robustness that is suited for real world robot situations. The hindrances
presented by using Bayesian Filtering depend greatly on the form in which the
problem is stated, which researchers have tried to tackle using different formula-
tions. As with analytical methods, object complexity can present difficulties to
this approach, and render the problem untractable, and research has focussed on
simple geometries. Another issue arises with the multi-dimensional nature of this
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problem, which requires a great deal of computational power. Thus, some solu-
tions present assumptions to reduce the pose to only three dimensions. Particle
starvations and the fact that contact sensing is extremely discriminative (i.e. if a
candidate pose places the object one millimetre away from the contact sensor there
is no contact and thus the measurement model should report no contact) are also
added difficulties for the use of Particle Filters when compared to mobile robots,
which use range sensors and can always report a distance measurement. Bayesian
Filters also require and are highly dependent of the existence of a transition (or
motion) model. These models predict the evolution of a particular state given the
current state and the action performed in a probabilistic manner. While these
models can be computed for systems with wheels, or a single kinematic body, the
nature of robot manipulation with multiple fingers, inaccurate friction models and
objects of unknown properties makes it particularly complicated to predict the
relative motion of the object with respect to the robot. As such, Bayesian Filters
use simplified motion models which do not accurately predict the motion of the
object or assume the object is immobile altogether, which is unrealistic for the use
in real world scenarios.
A simpler solution, that attempts to estimate the pose of objects using tactile
sensing in combination with vision and on its own, that can deal with objects of
arbitrary complexity and use only a “frame” of tactile data (instead of continuous
estimation) and thus do not rely on motion models, is the objective of this thesis.
It aims to find object pose(s) that are coherent with current tactile information by
stating the problem as the minimisation of this incoherence and using optimisation
techniques that can rectify a coarse object pose estimate provided by a vision
system or without any prior information.
Different strategies that attempt to solve the problem in these different scenarios,
where vision may or may not be available, and in the presence of different contact
sensing modalities are explored in the next chapters, after a brief overview of
required mathematical concepts.
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2.6 Mathematical Background
2.6.1 Rigid Body Motions
2.6.1.1 Coordinate Frames and Matrix Representation
In 3D Euclidean space, proper rigid motions are transformations f : R3 → R3
which preserve distance between points and handedness. The set of all such trans-
formations forms the special Euclidean group SE(3), which can be represented in
matrix form by the 4×4 homogenous coordinate transform matrices containing the
rotation and translation parts of the transformation, as shown in Equation (2.9).
These matrices represent the pose of a coordinate system with respect to another,








0 0 0 1

(2.9)
In this representation, a 1 is appended to the coordinates of a point and a zero to
the coordinates of a vector, to obtain vectors in R4. R is an orthogonal matrix
of determinant 1 and contains the unit vector coordinates of the target Cartesian
frame as its columns. An important aspect of any orthogonal matrix is the fact
that its inverse equals its transpose, which represents the inverse rotation.
For a thorough description of rigid body motions, the books by Craig [139] and
Murray [140] provide very complete analyses on the topic. In this chapter, it
suffices to state the properties of transformations and present the different repre-
sentations for rotations. Figure 2.6 shows a system with two coordinate frames
















Figure 2.6: Rigid Transformation
with the same object represented in each. The same point p is shown for the two
poses to highlight the following identities:
Let ABT be the transformation from frame A to frame B, represented by a homoge-
nous transform matrix and Ap the coordinates of point p in frame A:









0 0 0 1
 (2.10)
 The coordinates of point p′ in frame B coincide with the coordinates of Ap.
Bp′ ≡A p (2.11)
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 The coordinates of point p′ in frame A are obtained through transformation
A




 The coordinates of point p in frame B are obtained through the transforma-













Rotation matrices contain 9 elements to represent the 3 DOF orientation of a
coordinate frame with respect to another. Different formalisms exist to represent
rotations in a more compact manner, with the most popular being Euler angles,
axis-angle and quaternions.
2.6.1.2 Euler Angles
Euler angles describe rotations through three parameters (φ, θ, ψ), sometimes re-
ferred to as roll-pitch-yaw, representing the rotation angle around each axis. In
order to operate rotations using this convention, these parameters are used to con-
struct three rotation matrices which are then used to perform the transformation.
This construction is done as follows:
Rx(φ) = Roll(φ) =

1 0 0
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Ry(θ) = Pitch(θ) =

cos θ 0 − sin θ
0 1 0
sin θ 0 cos θ

(2.16)
Rz(ψ) = Yaw(ψ) =






While each rotation matrix is uniquely defined by its axis and angle, this notation
carries a number of ambiguities. Since matrix multiplication is not a commutative
operation, the order of rotations needs to be defined, as different rotation orders
will result in different poses. Also, Euler angles can describe rotations with either
extrinsic (fixed) or intrinsic (rotating) axes. This means that after one of the rota-
tions has been applied, the following axis of rotation can be either from the initial
or from this intermediate frame. When using intrisic frames, the matrices should
be multiplied in the rotation order to obtain the total transformation matrix. The
equivalent rotation using extrinsic frames requires the order of rotations to be
reversed. In other words, if using extrinsic frames and with the order of rotation
z−y−x, or yaw-pitch-roll, the same rotation can be achieved with intrinsic frames
if the order is reversed to x − y − z. In both cases, the resulting rotation matrix
is the one in Equation (2.18).
R = Rx(φ)Ry(θ)Rz(ψ) (2.18)
Figure 2.7(a) shows how transforming object A with angles (φ, θ, ψ) = (90◦, 90◦, 0◦)
can result in two different poses, if the rotation around x is performed first (case
B), or last (case C). Figure 2.7(b) shows a sequence of rotations z − y − x with
intrinsic axes, where each rotation is performed using the rotated axes, i.e. the
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second rotation is around y1, whereas if using extrinsic axis it would be around y0.
A problem arising when using this representation is known as the “gimbal-lock”,
which arises when the pitch θ = ± pi/2. In this situation, the roll axis becomes
parallel to the yaw axis, losing one degree of freedom and breaking the unique








(a) Difference of rotation axes
order
(b) Difference of fixed vs. rotating axes
Figure 2.7: Ambiguities in Euler Angle representation
2.6.1.3 Quaternions
Quaternions are a generalisation of complex numbers in 4 dimensions, which can
be used to represent rotations. A quaternion is composed of a scalar, or real
part qw ∈ R and an imaginary, or vector part ~q = [qx, qy, qz]. Rotations can be
represented by a quaternion of norm 1, where the quaternion qI = [1, 0, 0, 0] is the
identity rotation (a zero angle rotation).
Since every rotation or sequence or rotations can be represented as a single rotation
of angle θ around an axis ~u, quaternions can be interpreted as a rotation axis
represented by its imaginary part and a rotation angle related to the real part, as
shown in Figure 2.8. More precisely, ~u = ~q/
√
1− q2w and θ = 2 · cos−1(qw). The
correspondence between the quaternion representation and its equivalent rotation
matrix is shown in Equation (2.19).





Figure 2.8: Interpretation of quaternions as axis-angle
T =

1− 2 · (q2y + ·q2z) 2 · (qx · qy − qz · qw) 2 · (qx · qz + qy · qw)
2 · (qx · qy + qz · qw) 1− 2 · (q2x + ·q2z) 2 · (qy · qz − qx · qw)
2 · (qx · qz − qy · qw) 2 · (qy · qz + qx · qw) 1− 2 · (q2x + q2y)

(2.19)
Quaternions possess an algebra where the product is defined as the operation in
(2.23). The operation of rotation defined by a quaternion and the inverse rotation
are defined in (2.21) and (2.22), where q∗ denotes the conjugate operation, shown
in (2.20). It can be seen that it not only requires fewer calculations when compared
to rotating using a transformation matrix but also the computations involved to
perform a rotation with quaternions are much easier for a computer to deal with,
as there are no trigonometrical operations such as sine or cosine, improving the
overall computational speed of a calculation.
The computational costs of using quaternions vs. homogenous matrices have been
compared by Salamin [141] and Funda et al. [142], highlighting the advantages of
quaternions for representing rotations, particularly when re-normalisation is often
required. They also point out the more intuitive nature of quaternions to represent
rotations according to the definition shown in Figure 2.8.
q∗ = [qw,−qx,−qy,−qz]T (2.20)









p · q =

pwqw − pxqx − pyqy − pzqz
pwqx + pxqw + pyqz − pzqy
pw ∗ qy − pxqz + pyqw + pzqx
pw ∗ qz + pxqy − pyqx + pzqx

(2.23)
While both Euler angles and quaternions present advantages and disadvantages,
the quaternion representation was chosen in this thesis because, although it adds
an extra variable (a quaternion consists of four parameters, while some other rep-
resentations can be defined with only three), it presents advantages in terms of
computational efficiency and suitability for optimisation methods. Ude proposed
a method to improve iterative least squares optimisation when using unit quater-
nions [143]. This approach consists of mapping R4 quaternions into an S3 sphere
manifold and force the iteration steps to be taken along that manifold. A technical
report by Wheeler [144] also discusses the application of quaternions in gradient-
based searches, in particular for the problem of pose estimation, arriving also to
the conclusion that it is more advantageous than other rotation representations.
The possibility of reducing the rotation parameters to three by taking advantage
of the fact that the quaternion must have a unit norm exists, and its application
to nonlinear least squares problems has been investigated [145]. This parametri-
sation requires the initial computation of an R3 vector basis and provides the
formulae to map these 3-vectors into unit quaternions.
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2.6.2 Optimisation
2.6.2.1 Introduction
Optimisation is the branch of mathematics that deals with finding the best solution
to a given problem. These problems are commonly stated in terms of finding the
minimum (or maximum) of a function, or the arguments that minimise/maximise
a given function, possibly subjected to a number of constraints. This function
is typically called the “objective” function, or “cost” in case of a minimisation.
Figure 2.9 shows an example of a function with two variables f : R2 → R stated
in Equation (2.24).
















Figure 2.9: Function f(x, y) and minimum point
The search for the (x, y) values at the minimum c, shown in Figure 2.9, is an
optimisation problem, which can be stated as Equation (2.25), and has a solution
at c = (−0.2707,−0.1264).
c = arg min
(x,y)∈[−2,2]
f(x, y) (2.25)
The subject of optimisation comprises a large part of the applied mathematics
field, with usages in nearly every aspect of science and engineering. Depending on
the nature of the problem different techniques can be employed, with sub-fields
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including Linear, Stochastic, Quadratic, Integer, etc. Different optimisation ap-
proaches are presented in this section which are relevant to the following chapters.
These approaches can be either local or global, deterministic or stochastic.
2.6.2.2 Gradient-Based
Gradient-based optimisation methods are iterative algorithms which, starting from
an initial point in the search space, take steps in the direction of the negative of
the gradient evaluated at the current point, until a local minimum is found. This
approach is highly dependent on the starting point, as it will converge to the first
local minimum it encounters.
Figure 2.10 shows an example of gradient descent on a scalar function. The func-
tion and its derivative are evaluated at x1 and the next estimate x2 is calculated
according to the update rule in Equation (2.26). where λ is a learning rate that
controls the size of each step. Care should be taken in choosing λ so that it is not
too high, as it may “skip” over the minimum value, or too low as it will converge
too slowly to the minimum. Green lines represent the slope of the line tangential
to the function at point xn.
xn+1 = xn − λ∇f(xn) (2.26)
When dealing with objective/cost functions which are vector functions of several
variables (G : Ra 7→ Rb, a > 1, b > 1), the equivalent to the gradient of a scalar
function in this type of functions is the Jacobian Matrix. The Jacobian matrix
contains the derivatives of each element of G(x) with respect to each variable. In
other words, the Jacobian is the matrix where the rows are the gradients of each
element of the vector function.
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However, in some cases, the objective function is not differentiable and an approx-
imate Jacobian needs to be calculated at every step. This can be done using the
forward difference derivative [146], where the j-th column is calculated following
(2.28), where h is a small number and eˆj is the unit vector in the direction of the
j-th dimension.
J˜G(x) = (∇hG)(x)j = G(x + heˆj)−G(x)
h
(2.28)
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Gradient Descent
The simplest example of gradient-based optimisation is Gradient Descent, which
uses the update rule given in (2.29). At each iteration, the approximate Jacobian
Matrix is calculated using the formula in (2.28) and a step is taken in the direction
and proportion of the negative of the gradient JG(x
(i))TG(x(i)).
x(i+1) = x(i) − λ(JG(x(i))TG(x(i))) (2.29)
Two conditions are evaluated to determine the convergence of the algorithm:
1. a solution is found: max(G(x(i))) < εg
2. a maximum number of iterations is reached: i > maxi
The step size λ can be defined experimentally and will make the convergence faster
or more accurate.
Levenberg-Marquardt
This method was developed in 1944 by Kenneth Levenberg and improved by Don-
ald Marquardt in 1963 [55] and combines the advantages of the Gradient Descent
and the Gauss-Newton methods, interpolating between the behaviour of these two
methods. If, at the current iteration, the parameters are far from an optimal
value, this method acts in a similar way to Gradient Descent. As it approaches a
solution, its behaviour becomes closer to the Gauss-Newton method. The update
rule for the Levenberg-Marquardt method, is shown in (2.30).
x(i+1) = x(i) − (JTJ + λ · diag[JTJ])+ (JTG(x(i))) (2.30)
This update rule is slightly modified from the standard Levenberg-Marquardt
method that is used to solve least-square problems. Firstly, the Jacobian is approx-
imated using forward differences due to the inability to differentiate the objective
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function. Also, the approximate Hessian matrix calculated as JTJ can become
singular and, as such, not invertible. The alternative is to use the Moore-Penrose
[147, 148] pseudo-inverse A+, calculated using Singular Value Decomposition as
shown in (2.31). Σ+ is a diagonal matrix obtained by replacing each of the non-zero
elements in the diagonal by its multiplicative inverse, leaving the zeros unchanged
and U∗ is the conjugate transpose of U
A = UΣV∗ =⇒ A+ = VΣ+U∗ (2.31)
The learning parameter λ is set dynamically at each iteration following the rule:
if the error decreases from the previous iteration, λ is reduced by a factor of ten,
otherwise, if the error increases, the step is rejected and λ increased by the same
factor. The stopping criteria to determine the convergence of the algorithm are
the same as for Gradient Descent detailed in Section 2.6.2.2, with the additional
criterion where the optimisation is stopped if the learning rate λ exceeds a large
number: 10100.
2.6.2.3 Stochastic
While the gradient-based methods previously presented are local (they converge
to local minima), and deterministic (using the same parameters will always result
in the same outcome), another class of methods exist which stochastically tries
to find the minimum (or maximum) of a given function. Stochastic methods use
random variables and heuristics to determine a function’s global minimum, which
is often difficult due to the existence of multiple local minima.
A simple method to increase the chances of finding the global minimum consists
of using one of the previously mentioned gradient-based methods with multiple,
random initial points. Although this approach is not guaranteed to find the global
minimum, it can greatly increase the odds of finding it, depending on the number
of searches and the distribution of initial points within the search space, presenting
the added possibility of being done in parallel.
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A class of algorithms known as Monte Carlo methods can be used to approximate
a distribution, find the global minimum of a function or to extract underlying
properties of a mathematical function. Monte Carlo methods rely on randomly
drawing samples from a distribution, which can be combined with heuristics to
determine the search direction in order to move towards the solution. This class
of algorithms was first developed by Metropolis and Ulam [149] in the 1940’s,
and applied in mathematical physics problems, but have seen applications rang-
ing from the simulation of stochastic processes, approximating the expected value
of a probabilistic event and optimisation, where the objective is to estimate a
set of parameters that minimise a devised objective function. This latter appli-
cation has seen extensive application within the field of robotics, with notable
examples of the usage of this class of algorithms in localisation problems in mo-
bile robotics [2, 126, 150] and reinforcement learning, where optimal policies were
found using Monte Carlo methods [151, 152]. A simple example that illustrates
well this class of algorithms is its usage for the calculation of the constant pi. A
circle is inscribed within a square of known size and points lying inside the square
are picked randomly. Counting the number of points that lie inside and outside
the circle gives a ratio r that can be used to calculate pi with very high accuracy.
Figure 2.11(a) displays an example of one thousand 2-D points p sampled from a
uniform distribution such that p = (x, y), x, y ∈ [−1, 1]. Points within the circle
of radius 1 are colored in red and are chosen such that
√
x2 + y2 < 1. The ratio
between the points in red, which satisfy this radius condition, and the total points
approximates the ratio between the area of the square As = 1 and the area of the
circle Ac = pi · r2. In the case plotted in Figure 2.11(a), the result of calculating
pi is 0.786 = p˜i · 0.52 ⇔ p˜i = 3.144. Performing this operation ten thousand times
results in the histogram shown in Figure 2.11(b), with the average approximating
the value of pi.
The forerunning work of the application of Monte Carlo methods was presented
by Metropolis et al. [153], where the equations of state describing the position
of a set of particles that minimised the total energy of the system, according to
thermodynamical laws. In this work, which was later generalized by Hastings [154],
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Figure 2.11: Estimating the value of pi through Monte Carlo simulation
an initial arrangement is chosen and the total energy is calculated. A new, random
state is selected according to a proposal distribution and if the energy in this new
state is lower this step is accepted and the process is repeated. If this new state
has a higher energy, the transition to this new state is done with a probability
related with the difference in energy the two states.
One notable adaptation of this formulation for the problem of finding a global
minimum or maximum is Simulated Annealing (SA) [155]. This method makes an
analogy to the process of increasing and decreasing the temperature of a metal,
where this heating corresponds to an increased possibility of accepting steps to
states that are worse than the current state. As the temperature becomes lower,
the algorithm starts progressively rejecting more transitions to “worse” states.
Within Monte Carlo methods, a subclass of algorithms take inspiration from Dar-
win’s theory of natural selection and are referred to as Evolutionary or Genetic
algorithms [156]. This approach starts by randomly generating a set of candidate
solutions and uses the concept of the “survival of the fittest”, where fitness re-
lates with the value of the function in that candidate and whether the problem
is a maximisation or minimisation. Candidates with higher fitness will reproduce
and generate a new set of candidate solutions – the offspring. These new solu-
tions will inherit the features of the candidates which originated them, sometimes
termed chromosomes, with modifications generated by different genetic operations
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which are also based in biological processes. Typically, these modifications can be
crossovers, where the offspring will inherit chromosomes from multiple parents,
and have a set of parameters which is a combination of the chromosomes of its
parents. Another operation is termed mutations and correspond to slight modi-
fications of the parameters which occur randomly, with a given probability. The
candidates with lower fitness will have a high probability of perishing without
generating any offspring. As the algorithm progresses, candidates with high fit-
ness will survive and reproduce, and generate new candidates with higher fitness,
increasing the probability of converging to the function’s global maximum.
2.6.2.4 Other Methods
Another class of methods exist which are deterministic and are able to find the
global maximum without the need of calculating derivatives. One such method
is DIRECT [157], which divides the search space into rectangles, and performs
both local and global searches simultaneously and requires virtually no tuning of
parameters.
Besides the methods approached in this section, other algorithms exist, such as
particle swarm, which also belong to the class of Monte Carlo methods, interior
point, Nelder-Mead, or Branch-and-Bound methods. Since these methods are not
important for the understanding of this thesis, they are left out of this chapter.
2.6.3 k-d Trees
2.6.3.1 Definition
k -d trees are data structures designed to partition the space, organising k -dimensional
points to enable quick range and nearest neighbour searches. This technique was
introduced by Bentley et al. in the 1970’s [158] and it consists of creating a binary
tree, where each tree node represents a point. Every non-leaf node in the tree
represents also a plane which splits the space in two parts. As one traverses the
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tree, each layer relates to one of the dimensions of the points, cycling between
them. Queries using this data structure can be efficiently performed through the
immediate pruning of large areas of the tree.
2.6.3.2 Construction
A k -d tree is built recursively, sequentially calculating the median of a group of
points. Figure 2.12(a) shows the method to construct a two-dimensional tree, and
the resulting tree is shown in Figure 2.12(b).
The root node is selected as the median point according to an arbitrary chosen
dimension. Commonly, when the k -d tree represents points in space, the first
dimension is x. After choosing this root node, a line/plane/hyperplane along the
chosen dimension passing through the node separates all the child points in two
sides. Points with the chosen dimension larger than the root node sit on the right
side of the root with the others sitting on the left side of the root. In the example
of Figure 2.12, the median point along the x dimension (point (3, 4)) is chosen
as the root node, splitting the space along that dimension with the red line. The
median of the points to the left of the red line along the y dimension is chosen
(point (2, 3)) and added as a left child of the root. This sub-space is again divided
along this median (blue line). The same is done to the points on the right of the
red line, and this process is repeated recursively until all the points are included
in the tree.
2.6.3.3 Searches
k -d trees are particularly suited for range and nearest neighbour searches. Range
searches are queries that search for the points within a rectangular region, i.e. find
the set of points Pr = {(x, y)|x1 < x < x2, y1 < y < y2}. Given a desired range,
one can obtain all the points in a k -d tree that lie within that region using the
following heuristics:








(a) Space partition method (b) Binary Tree
Figure 2.12: k -d tree data structure principle
1. Start at root node;
2. If the desired range rectangle lies on the left/below of the splitting line/-
plane/hyperplane search only left child;
3. idem if range lies on the right/above side;
4. If the divider intersects the range rectangle search both children nodes.
Nearest neighbour queries can be used to either find the nearest point to query
point p or find the n points closest to p. To find the nearest point to a query point,
a similar algorithm to range searches is followed:
1. Start at root node, record current smallest distance;
2. If it is possible that a closer point is located within a region, keep this region
as searchable.
3. Direct the search towards the query point, i.e. if query point is to the
left/below of divider, proceed to the left child.
4. As the current closest point is updated, more regions can be pruned.
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For the situation in Figure 2.12, for an example query point pn(0.5, 3.1), the search
begins at point (3, 4) and the smallest distance d = 2.6571 is saved. Since there
are points on both sides of this divider that can be nearer to point pn, both regions
are kept, but the search continues on the left direction. Point (2, 3) is at a distance
of 1.5033, becoming the new nearest point, with both sides of this divider possibly
containing nearer points. Next, given that 3.1 > 3, the point to the right (1, 6)
is searched, with the distance being larger than the current minimum. However,
points below the blue line passing through (2, 3) can still be closer to pn, so it
is evaluated. The new minimum distance is then 1.2083, with no other region
possibly containing nearer points. Thus, point (1, 2) is the nearest neighbour of
point pn.
2.6.3.4 Computational Remarks
Creating a k -d tree is a O(n log(n)) operation, with insertion, deletion being on
average a O(log(n)), with the worst case being O(n). For a balanced tree, range
searches are typically O(R+ log(n)), with the worst case at O(R+
√
n), where R
is the number of points inside the range. Nearest neighbour searches are usually
performed in O(log n), with the worst case being O(n) [159]. Multiple implemen-
tations exist for the construction of k -d trees and the fast computation of nearest
neighbours. In some situations, it is acceptable to obtain a neighbour that is not
guaranteed to be the absolute closest point to the query. In these cases, Approxi-
mate Nearest Neighbor such as FLANN [115, 160] can be used, greatly improving
the computation time and memory requirements of the search. Nearest neighbour
searches using this k -d tree implementation are reported to achieve a speed-up of
1000-fold compared to a linear search in a database of 100 thousand elements [161].
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2.6.4 Principal Component Analysis
2.6.4.1 Definition
Principal Component Analysis (PCA) is a statistical technique that operates in a
set of multidimensional data, finding the directions of highest variance which are
orthogonal between them. PCA takes a set of n-dimensional data that might be
correlated and finds up to n principal components, each one being an n-dimension
vector. This technique was first introduced by Karl Pearson in 1901 [162] and has
seen extensive application in many fields of science and data analysis.
An important feature of PCA is that the relative magnitudes among the principal
components translate into the percentage of variance that is “explained” by each
principal component. Thus, when dealing with some multidimensional problems,
selecting only a small subset of the larger principal components can enable the
problem to become much more tractable while still accounting for the majority of
variance in the original data [26]
Figure 2.13 shows an example of the three principal components in a 3 dimensional
distribution, represented by the red, green and blue arrow. Most of the variance
(72%) is present in the direction of the red arrow and a further 21% is explained
by the second largest principal component, shown in green.
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Figure 2.13: Principal Components of a Distribution. 1st,
2nd and 3rd components in red, green and blue respectively
Besides dimensionality reduction, PCA can be a powerful tool for representing
data in a compact and useful way, which is also easily computed.
2.6.4.2 Computing the Principal Components
The principal components can be obtained through the computation of the eigen-
vectors and eigenvalues of the covariance matrix of a set of data. Given a set p of
m data points, each point being n-dimensional, the covariance matrix is obtained
by first subtracting the mean from the original data as in Equation (2.32), and
then through the operation in Equation (2.33).
M =
[







Since covariance matrices are, by definition, symmetric (i.e. Ci,j = Cj,i) it is pos-
sible to decompose the matrix using the method described in the LAPACK users’
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guide [163] for Symmetric Eigenproblems, shown in Equation (2.34). The sym-
metric nature of the covariance matrix results in its eigenvectors being orthogonal
to each others, as is required in Principal Component Analysis.
CM = EΛE
T (2.34)
The columns of matrix E are the unit norm eigenvectors of the covariance matrix
CM, presented in (2.35)
E =
[
~e1 , ~e2 , ~e3
]
(2.35)
The eigenvalues of CM are the elements of the diagonal matrix Λ. To obtain the
Principal Components, the eigenvectors are sorted and scaled according to their
respective eigenvalue. The relative values of each eigenvalue translates into the
percentage of variance that is “explained” by the direction of its eigenvector.
Chapter 3
Pose Correction using Local
Optimisation
Chapter Summary
This chapter frames the problem presented in chapter 1: estimating an object’s
pose (position and orientation) using tactile sensing, as a local optimisation prob-
lem. It presents and compares two gradient-based optimisation methods to correct
a coarse pose estimate obtained from vision. The importance of rich contact in-
formation to increase the accuracy of the results is also investigated.
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3.1 Introduction
The goal of this chapter can summarised as finding an object pose that is co-
herent with the current tactile data. This is achieved through the minimisation
of a defined cost function, given the current contact data obtained from an in-
trinsic tactile sensing scheme. This sensing approach, previously presented in
Section 2.2.1, is leveraged to obtain rich contact information, including contact
normal. The addition of this normal information is investigated and the results
compared with a minimisation that takes into account only the contact locations.
Starting from a coarse pose obtained from vision, the objective is to find a trans-
formation that improves the pose estimate given current tactile data, as shown in
Figure 3.1. This pose consists of a rotation quaternion and a translation vector,









Figure 3.1: Problem overview – Finding a transformation x that displaces the





x = [qw, qx, qy, qz, tx, ty, tz]
T
(3.1)
The problem of finding a set of parameters x that mininimises a given objective
function (also known as cost function), is typically referred to as an optimisation
problem. As presented in Section 2.6.2, a prominent class of such optimisation
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techniques are gradient-based methods. In this chapter, this class of optimisa-
tion algorithms was used to find the parameters that satisfy the current tactile
measurements.
Given that an object’s geometrical model usually contains thousands of points,
applying a transformation on the object would require all these points to be trans-
formed into a new pose. In order to facilitate the computation and reduce the
time to evaluate the cost function, the transformation defined by x is a transfor-
mation on the contacts to match the initial pose. When the result is obtained,
this transformation is inverted and applied to the object.
To evaluate the performance of the methods, simulation experiments were carried
out in MATLAB [164] to accurately test the methods against a ground truth
and draw comparisons between the different approaches. In this chapter, two
optimisation algorithms were implemented, tested and compared. Besides, a study
was carried out on the advantages of adding surface normal information to the cost
function.
The two gradient-based methods presented in Section 2.6.2 were implemented:
Gradient Descent (also known as Steepest Descent), and Levenberg-Marquardt.
These two algorithms were tested and their performance was compared in terms
of accuracy and speed of convergence. The initial point that is provided to the
algorithm is an initial coarse estimate of the parameters that, in this particular




The first step of the method consists of describing the object and all the contact
locations into a common reference frame. Next, regions in the object surface are
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selected as possible contact locations on the object. Each region consists of the
surface points within a neighbourhood of each contact at the object’s current pose.
This step aims at reducing the computation time of the algorithm by assuming
that the contact locations on the object at its real pose are within a distance εd
of the fingertip. In other words, it is assumed that the initial estimate from vision
will provide an approximate initial pose and, as such, it is not useful to test poses
where a finger is touching the farthermost parts of the object when at its initial
pose estimate.
Thus, this initial procedure creates regions in the object where each finger is
predicted to lie, so that the algorithm only iterates over these regions instead of
going through the whole object. This distance is dynamically set so that each finger
iterates over a minimum number of points in the object pointcloudO. For example,




2 . . . s
(1)
n
with distances to the finger contact location f (1) within the neighbourhood εd.
S(k) = {s(k)i ∈ O : ‖s(k)i − f (k)‖ ≤ εd} , k ∈ {1 . . .m} (3.2)
Figure 3.2: Regions created in the object point cloud to minimise the compu-
tational effort
This step is described by equation (3.2) and shown in Fig. 3.2. In this case, there
are four fingers touching the object (m = 4) and the neighbourhood εd is set to
15 mm.
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Figure 3.2 shows a simulated cubic object point cloud O plotted in black with
four fingers contacting the object surface. Each contact location is plotted as a
cross, and the selected neighbourhood regions S(m) in their respective colour. It
can be seen, that in this pose, the contacts do not sit on the object surface. This
is particularly noticeable on the blue contact, where there is a significant distance
between the contact and the object surface.
3.2.2 Distance-based optimisation
3.2.2.1 Objective Function
The simplest approach is to find a pose which minimises the distance between the
object surface and the contact locations. As such, the problem is formulated as
an optimisation problem where the objective is to find a set of parameters x that
define a transformation that minimises an objective function G(x).
As explained in Section 3.1, the parameters x describe a transformation on the
contact locations. The objective function G(x) to be minimised is then the set
of squared distances from each contact location to the nearest point s
(m)
i in its
respective region S(m), as described in equation (3.3). The operation qf (2)q∗ is





(‖(qf (1)q∗ + ~t )− s(1)i ‖2)
min
i




(‖(qf (m)q∗ + ~t )− s(m)i ‖2)
(3.3)
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3.2.2.2 Simulation Results
In order to effectively compare the two optimisation algorithms, artificial data was
used, so that the object models were “ideal” and the “ground truth” on the real
contact locations was accurately known. Four points selected from the object’s
surface were displaced using an arbitrary rotation and translation, which was used
as the initial estimate for the pose correction. The resultant transformation should
then be the inverse transformation from this arbitrary displacement.
Two objects, one cubic and one cylindrical, were tested and the results are shown
in Figures 3.3 to 3.6, where the ground truth contact locations are plotted as a
filled circle (), the displaced locations which serve as the initial estimate for the
algorithm (mimicking what a vision system might output) are represented by a
cross (Ö) and the final position of the optimisation is represented by a ring ().
Gradient Descent
The results from applying gradient descent are pictured in Figure 3.3. It can be
seen that the algorithm converges to a pose that approximately matches the object
surface, although the final contact locations are not the initial ones. This is even
clearer if the object is revolute, such as a cylinder, where there may be infinite
solutions that minimise the distance to the object, as can be seen in Figure 3.3(b).
The progress of the algorithm for the cube-shaped object is shown in 3.4, for the
first 500 iterations, showing the convergence of the algorithm. The final distance
from contact locations to the object surface in this case was around 46% of the
initial distance.
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(a) Gradient Descent – Cubic object (b) Gradient Descent – Cylindrical object
Figure 3.3: Results of Gradient Descent using simulated data – Object point
cloud in black. Original () , displaced (Ö) and corrected () finger tip locations.
Figure 3.4: Progress of the algorithm in a cubic object using Gradient Descent.
Each color represents the distance between object at the estimated pose for a
finger contact.
Levenberg-Marquardt
The same input was used to evaluate the Levenberg-Marquardt algorithm, with
the results being plotted in 3.5. The accuracy of the results using this method is
superior to those produced by Gradient Descent.
The progress of the algorithm is shown in 3.6, where it can be seen that the algo-
rithm successfully converged to a solution. The error was reduced by more than
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(a) Levenberg-Marquardt – Cubic object (b) Levenberg-Marquardt – Cylindrical
object
Figure 3.5: Results of Levenberg-Marquardt using simulated data – Object
point cloud in black. Original () , displaced (Ö) and corrected () finger tip
locations.
90%, requiring also less iterations than the previously described Gradient Descent.
These results demonstrate what was intuitively expected: that the Levenberg-
Marquardt outperformed Gradient Descent in both accuracy and speed.
Figure 3.6: Progress of the algorithm for a cylidrical shaped object using
Levenberg-Marquardt. Each color represents the distance between object at
the estimated pose for a finger contact.
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3.2.3 Addition of Normal Force Information
3.2.3.1 Contact Normal
The results presented in the previous section show that the estimation of the
pose of a grasped object can be improved by minimising the distance between
the contact locations, obtained through forward kinematics and contact sensing.
However, when attempting to determine the correct pose of an object, other con-
tact information can be useful. Understanding which facet of the object is being
touched by the robot finger is of the utmost importance when grasping an ob-
ject, as it has fundamental implications on grasp stability, as previously shown in
Section 2.1. Simply miminimising distance between the contact location and the
object’s surface can give an incorrect result if, for example, the contact is close
to a vertex of an edge of the object. An incorrect estimation in this case may
lead to wrong assumptions on the stability of the grasp and result in the failure
of a grasping or manipulation task. When minimising distance only, this aspect is
overlooked and there is the possibility that the resulting pose estimate, however
accurate in terms of distance, can yield an inadequate pose. In Figure 3.5(a),
the contact plotted in cyan is an example of that situation, where the resulting
contact location is near the correct point but not lying in the same facet of the
cube. Assessing grasp stability under these two situations (real and estimated),
would render very different results.
This problem can be overcome by making use of the rich contact information
provided by intrinsic tactile sensing, which by estimating the contact locations, is
able to also determine the normal and tangential components of the interaction
force. Having this normal force direction information and taking advantage of the
fact that, if the contact is assumed to be approximately rigid, the normal force
direction coincides with the normal direction of both the object surface and the
fingertip, one can estimate the pose of the object by trying to match the contact
locations with the object surface and also the surface normal with the normal force
direction.
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Figure 3.7 shows a diagram where an object is touching the sensor’s hull, gener-
ating force and moment. Through the intrinsic tactile sensing scheme presented
in Section 2.2.1, the contact location pc and the normal force are calculated. The
direction of the normal force nˆ is also the perpendicular direction to the sensor
hull’s surface and to the object surface at that contact point. This direction is





Figure 3.7: Rigid contact
The object’s geometrical model is described by a polygonal mesh, consisting of
a list of vertices and triangles. The computation of the surface normal of each
triangle of the object’s polygonal mesh is done through the cross product of the











Thus, we can reformulate the problem to try to find a pose that satisfies both
these measurements – contact location and normal direction – to obtain not only
a more accurate estimate of the object’s pose but also an estimate that is more
meaningful in terms of assessing grasp stability.
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3.2.3.2 Objective function
The objective function can then be reformulated to make use of the normal in-
formation. This desired function should converge to solutions that parametrise a
transform such that not only the distance from the contact locations to the object
surface, but also the angle between the measured normal force direction on the
finger tip sensor and the direction perpendicular to the object’s surface at that
point are minimised.
This objective function (3.5) was defined for each contact as the sum of a compo-
nent related with the distance between finger contact locations and the object’s
surface plus a component related with the angle between the sensed normal direc-
tion and the object’s surface normal direction at that contact point.
G(x) =

min(‖(qf (1)q∗ + ~t)− s(1)i ‖2 + wn|(1− 〈quˆ(1)q∗, nˆi〉)|
min(‖(qf (2)q∗ + ~t)− s(2)i ‖2 + wn|(1− 〈quˆ(2)q∗, nˆi〉)|
...
min(‖(qf (m)q∗ + ~t)− s(m)i ‖2 + wn|(1− 〈quˆ(m)q∗, nˆi〉)|
(3.5)
The first component is, as before, the minimum squared distance ‖ · ‖2 between
the contact locations f transformed by the rotation and translation parameters
q and ~t and an object point s
(k)
i , belonging to the set S
(k), where k ∈ {1 . . .m}.
The component related with the angle is calculated using the inner product 〈·, ·〉
of the contact normal force unit vector uˆ rotated by q and the surface normal
at point s
(m)
i , denoted nˆi. The symbol |a| denotes the absolute value. This angle
component is bounded between 0 and 2, and approaches zero as the angle becomes
smaller.
These two components are mediated by a weighting factor wn, which is related to
the prior information of the object model. wn is tuned according the requirements
of the real system and how accurate we know the object model to be. By giving
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a large value to wn, the algorithm will try to adjust the orientation of the object
to fit the normals more than it will try to minimise the distance.
3.2.3.3 Simulation Results
The same approach was taken to test the performance of the algorithm using
the new objective function that takes into account distance and normal force
information. Figure 3.9 shows the results of the optimisation. It can be seen in
Figure 3.9(a) that the algorithm converges to a pose where the estimated contacts
accurately sit on the true contact locations and that the contact plotted in cyan sits
at the correct facet of the cube, even if the initial pose was closer to an incorrect
facet. The cylindrical object in Figure 3.9(b) shows a higher distance between
contacts which is caused by the revolute nature of the object. In this situation,
infinite solutions are equally correct and the method converged to one of these
solutions.
(a) Levenberg-Marquardt with normal in-
formation – Cubic object
(b) Levenberg-Marquardt with normal in-
formation – Cylindrical object
Figure 3.9: Results of Levenberg-Marquardt with normal force information
– Object point cloud in black. Original () , displaced (Ö) and corrected ()
finger tip locations.
The progress of the algorithm for the cylindrical object situation is shown in Figure
3.10. It should be noted that the objective function has changed from the previous
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experiments and the cost plotted in the vertical axis is not comparable to the costs
shown in Section 3.2.2.2.
Figure 3.10: Progress of the algorithm for a cylidrical shaped object using
Levenberg-Marquardt. Each color represents the distance between object at
the estimated pose for a finger contact
These results show significant improvement when compared to the sole minimi-
sation of distance. The final output of the algorithm should be a transformation
applied on the object that matches the contact locations given by the kinematics
of the robot and the tactile sensors. Thus, the resulting transformation that was
obtained by transforming the contacts to match the object needs to be inverted
and applied to the object. Figure 3.11, shows the final result of the algorithm.
The grey point cloud shows the initial pose of the object, the green point cloud
represents the ground truth and the yellow point cloud shows the transformed pose
using the inverse of the resulting parameters from the optimisation. The resulting
pose of the object coincides almost perfectly with the ground truth.
3.3 Results
3.3.1 Analysis of Simulation Results
The previous section shows that Levenberg-Marquardt outperforms Gradient De-
scent and that the addition of contact normal information greatly improves the
accuracy of the result. In order to validade this statement, the algorithms were
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(a) Box-shaped object (b) Cylinder-shaped object
Figure 3.11: Simulation results – green represents the ground truth, gray the
initial misplaced pose and yellow the resulting object pose.
run 100 times with different weights wn attributed to the normals information.
wn = 0 corresponds to the situation where only distance is minimised.
Different criteria were used to compare results, since there will typically exist mul-
tiple poses which correctly describe the pose of the object. This is mostly due to
the symmetric nature of the objects. To extensively characterise the performance
of the algorithms, the chosen criteria belong to two classes: the convergence of the
algorithm (poses that match contact information) and correctness with respect to
the ground truth.
Table 3.1 summarises the obtained results for each iterative method for similar
accuracies.
 MDTS stands for mean distance to surface and is the average distance
between the contact locations and the object’s surface.
 MATN stands for mean angle to normal and it is the angle between the
measured contact normal and the surface normal at the resultant contact
location.
 RME is the real mean distance error – the average distance from the result-
ing contact locations to the selected initial points.
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 MAE is the mean angle error, which is the average angle between the surface
normal at the ground truth contact locations and the resultant angle at the
measured locations.
While the first two criteria characterise the convergence of the optimisation algo-
rithm, the latter two concern the difference between the found solution and the
ground truth. In a real situation, we do not know which point on the object the
robot is touching, so the algorithm tries to find a transform where each finger is
matching a point in the region chosen in equation (3.2). In this case of simu-
lated data, the points were selected a priori, so this ground truth is know. This
difference is fundamental for the understanding of this problem, as large values
of RME and MAE do not necessarily mean that the result is wrong. This is
particularly clear in the case of the cylindrical object, where the algorithm might
minimise the distance better but the result may be further away from the “real”
solution – the initial chosen points. This has to do with the fact that a cylinder is
a revolute object and will likely have infinite solutions that minimise the objective
function similarly. This is an inherent feature of this problem and, although it
can not be solved, it should not compromise the ability of a robot to find better
grasping points. From Table 3.1 we can also see that, when compared to the Gra-
dient Descent (GD), the Levenberg-Marquardt (LM) method is able to achieve
better results in fewer iterations and shorter time. It can also be seen from the
same table that the inclusion of the information on the normals reduces the real
error significantly, without significantly increasing the computation time. Since
the cost function is changed when adding the information on the surface normals,
the desired accuracy was changed accordingly for those experiments.
In order to evaluate the merits of this approach, one can also compare the initial
versus the final error. This way, it is possible to evaluate whether the proposed
method consistently improved the estimate of the object pose. Figures 3.12 to 3.19
compare initial and final error for both algorithms for the box-shaped object using
all four evaluation criteria. Blue dots show an improvement on the initial estimate
and the red crosses depict trials where the final pose estimate has larger error than
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Table 3.1: Comparison of optimisation methods
Method wn Shape Its. MDTS MATN RME MAE Speed(s)
Initial –
Cube – 0.696 16.715° 1.534 9.015° –




Cube 198.3 0.166 10.177° 0.589 4.802° 6.791
Cylinder 200 0.148 6.181° 0.574 7.070° 7.506
20
Cube 139.5 0.200 3.706° 0.399 2.832° 4.553
Cylinder 156.2 0.110 3.228° 0.426 4.995° 4.877
Initial –
Cube – 0.672 16.820° 1.465 8.867° –




Cube 145.9 0.103 11.519° 0.765 6.847° 5.00
Cylinder 97.0 0.072 7.984° 0.633 7.481° 4.336
20
Cube 94.2 0.113 4.619° 0.572 4.638° 3.54
Cylinder 18.4 0.083 2.670° 0.397 4.925° 0.813
the initial pose. It can be seen that in the vast majority of the cases (> 95%), the
method improves the initial pose estimate regardless of the criterion chosen, when
the initial error is below 15◦ and 1.4 centimetres.
Both algorithms successfully minimise the distance to the object and consistently
improve an initial pose estimate. As expected, Levenberg-Marquardt performs
faster and achieves a better minimisation than Gradient Descent. Another aspect
that becomes clear from Figures 3.12 to 3.19 is that the quality of the result is
highly dependent on the initial estimate. This is expected when using gradient
based optimisation, where the solution is usually the first local minimum found
starting from the initial estimate.
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Initial Distance Error [d.u.]
























Figure 3.12: Initial vs Final
MDTS using Gradient Descent
Initial Angle Error [degrees]



















Figure 3.13: Initial vs Final
MATN using Gradient Descent
Initial Distance Ground Truth Error [d.u.]































Figure 3.14: Initial vs Final
RME using Gradient Descent
Initial Angle Ground Truth Error [degrees]






























Figure 3.15: Initial vs Final
MAE using Gradient Descent
Initial Distance Error [d.u.]
























Figure 3.16: Initial vs Final
MDTS using Levenberg-Marquardt
Initial Angle Error [degrees]


















Figure 3.17: Initial vs Final
MATN using Levenberg-Marquardt
Initial Distance Ground Truth Error [d.u.]































Figure 3.18: Initial vs Final
RME using Levenberg-Marquardt
Initial Angle Ground Truth Error [degrees]































Figure 3.19: Initial vs Final
MAE using Levenberg-Marquardt
Figures 3.12 to 3.19: Results for box-shaped object.
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3.3.2 Results on a Real System
3.3.2.1 System Overview
Figure 3.20: Overview of the experimental setup of the multi-modal sensing
system
The proposed method was implemented in a real system using C++, under the
ROS platform [165]. The system is shown in Figure 3.20 and comprised:
 A 4 Degree of Freedom (DoF) Shadow robot arm.
 A 24-DoF Shadow hand with ATI Nano17 6-axis force/torque sensors in-
strumented on the fingertips.
 A Microsoft Kinect camera mounted on the left side of the robotic arm and
oriented to get a top view of the objects lying on a table.
The tactile sensing strategy used the approach described in Section 2.2.1, providing
contact location, normal and tangential components of the contact force and the
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torque around the contact normal. The details of the tactile sensing strategy were
presented by Liu et al. [59]. The chosen common reference frame was not an
external fixed frame but the palm frame. This allowed that the object pose could
be tracked during a stable grasp, as the object will stay stationary with respect
to the palm, even if the robot arm is moving the object around the environment.
The object point cloud can be obtained either from a database, containing accurate
mesh representations of the geometry of a number of known objects or online, using
the object reconstruction method presented by Burrus and Rodriguez-Jimenez
[111, 166]. This visual tracking tool provided the initial estimate of the object’s
location. A model of the robot was used to obtain the contact locations, through
forward kinematics. This information was fed into the pose estimation algorithm,
summarised in Algorithm 3.1, which used the Levenberg-Marquardt minimisation
algorithm, and the results are presented in this section.
Algorithm 3.1 Pose correction
Input: Object point cloud and number of fingers touching the object ≥ 2.
for all fingers in hand do
if finger is in contact then




for all f (m) do
for all points pi in object do
j ← 0
while j < 50 do . If there are at least 50 points in neighbourhood εd









Minimise G(x) in Equation (3.5) using the update rule in Equation (2.30).
if minimisation is successful then
Invert transformation defined by xi
Apply transformation to object
end if
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Given the difficulty to benchmark the results against an accurate ground truth,
the results were evaluated qualitatively or using indirect methods. Two methods
to benchmark the results were used, both proving to be unable to successfully
obtain accurate ground truth values. Fiducial markers did not provide the degree
of accuracy required to correctly evaluate the algorithm. The usage of magnetic
trackers was also explored, but their accuracy dropped significantly when in close
distance to magnetic materials, particularly because of the presence of magnets in
the Hall-effect sensors used in the joint encoders of the Shadow hand.
3.3.2.2 Using Distance Information
Figure 3.21 shows the result of a minimisation that used distance only. The grey
object shows the initial pose estimate of the object, as obtained from the vision
system. The geometry of the object was obtained online, and as such, is not a
perfect model of the real object. It can be seen that this pose is displaced from
the fingertips which were touching the object, with a mean distance between the
contact locations and the object surface of 4.9 cm. The algorithm was run and
converged to a pose that matched the tactile sensing data, with a mean distance
between contact locations and object surface of 5 mm. Regarding computational
performance, the algorithm took 350 ms to converge to this solution.
Figure 3.21: Results using real data. Initial estimate in grey, solution in pink
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3.3.2.3 Using Distance and Normal Information
Figure 3.22 shows the results of pose correction using both distance and normals
information for different objects and grasps. The robot model shows the robot at
its current posture and the point clouds show the object at the location estimated
by vision and after the pose correction using tactile information. The green point
clouds show the object at the location estimated by vision. This point cloud is
clearly away from the contact locations and is the result of the vision not being able
to segment the object from the robot body. Pink point clouds show the object at
the pose estimated by the method detailed in Section 3.2.3, using the Levenberg-
Marquardt optimization algorithm. Qualitatively, it is clear that the accuracy
of the estimate of the object’s pose is greatly increased by using this method,
and that the object sits correctly within the robot hand, coherently matching the
tactile information.
Due to the mentioned difficulty in having accurate and continuous ground truth,
validation was done manually using millimetre paper. The procedure consisted of
attaching a transparency to the object base, with squares marked on it, as shown
in 3.23. The object’s base centre coincided with the point p0, at the intersection
of the four squares drawn on the transparency. By moving the object close to the
millimeter paper and measuring the locations of square corner points p1 and p2,
the actual location and orientation of the object with respect to the robot base
can be determined, using Equation (3.6).
p0 = p2 +
0 −1
1 0
 (p1 − p2) (3.6)
Chapter 3. Pose Correction using Local Optimisation 93
(a) Large diameter grasp on a soda can
(b) Tripod grasp on a cuboidal tea box
Figure 3.22: Visualisation of a grasped object scene. The green point cloud
represents the object in the pose detected by the vision system and the pink
point cloud represents the object after its pose has been corrected using our
approach
(a) Soda can glued to marked transparency (b) Box-shaped object (Tea box) being
grasped
Figure 3.23: Ground truth measurement method
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The object was grasped and moved between four locations, with the vision tracker
continuously estimating the pose of the object and the proposed pose correction
method correcting that estimate. Figures 3.24(a) and 3.24(b) show the x and y
position of the centre of the object’s base according to the different estimates.
Blue and green denote the x and y dimensions respectively, with the ring shapes
plotting the estimates from vision and the lines plotting the corrected object’s
base position after the pose estimation. Ground truth at the recorded locations
are plotted as dots in red and cyan for x and y. The fact that the corrected
estimate is continuous arises from the fact that the object pose is expressed in the
palm coordinate frame and the assumption that the grasp is stable and, as such,
there is no relative movement between the object and the hand.
The mean distance error was taken at the points that the ground truth was known,
and was reduced from 8.58 cm and 8.02 cm to 2.66 cm and 2.0 cm for the can and
the tea box respectively. This accuracy criterion corresponds to RME used in
Section 3.3.1. The running time of the algorithm was, on average, 0.171 seconds,
with an average 91.2 iterations.
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(a) Results for the cylindrical can
(b) Results for the cuboid box.
Figure 3.24: Experimental results: blue and green represent the components
x and y. Rings plot the pose obtained by vision and lines the pose estimated
by the proposed method. Red and cyan dots are recorded ground truth
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3.4 Discussion
During a manipulation task, the tracking of the grasped object cannot rely solely
on 3D vision. Occlusions created by the robot hand and fingers preclude the
accurate estimation of the object’s pose.
This chapter presented a method that, given an approximate estimate of the ob-
ject’s position and orientation, use contact sensing to correct this estimate through
a gradient-based optimisation. These methods start from the coarse pose obtained
by 3D vision and aim to find a pose that minimises a cost function that depends on
the matching between contact information and the object geometric information.
This chapter demonstrated that using the intrinsic tactile sensing scheme, one
can use normal force information to increase the accuracy of the pose estimate.
Besides, the Levenberg-Marquardt algorithm was shown to perform better than a
simple gradient descent in terms of accuracy and speed.
However, these local optimisation methods present an important drawback, since
they are heavily dependent on the starting point – in this case the initial estimate
provided by vision. If the initial estimate is too far off the object’s real pose or
if the object’s geometry presents a high degree of complexity, the algorithm will
converge to a local minimum, failing to find the object’s most likely pose, which
would be the cost function’s global minimum. Figures 3.25 and 3.26 show an
evaluation of initial vs. final error, starting from a large range of initial errors. It
can be seen that both Gradient Descent and Levenberg-Marquardt fail to converge
to an accurate estimate when the initial error is large.
In order to overcome this problem, a global search method is presented in the next
chapter.
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Figure 3.25: Initial vs. Final error with large initial error when using Gradient
Descent
Initial Distance Error [d.u.]
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Figure 3.26: Initial vs. Final error with large initial error when using
Levenberg-Marquardt
Chapter 4
Pose Estimation using Global
Optimisation
Chapter Summary
This chapter presents a global optimisation algorithm to estimate the pose of a
grasped object. It aims at correcting a coarse estimate given from vision or esti-
mating the pose without any prior estimate. This algorithm is a stochastic Monte
Carlo optimisation method, and the details of its implementation are outlined,
along with results in simulation and in a real system.
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4.1 Introduction
As discussed in Section 3.4, local optimisation approaches fail to converge to the
correct or a satisfiable result if the initial estimate is too far off the real pose of
the object. This is due to the existence of local minima, where gradient-based
optimization methods tend to get trapped in. Besides, local methods are also un-
suitable for objects with complex geometries. If an object is composed of hundreds
or thousands of planes, vertices and edges, it becomes increasingly difficult to find
the object pose based on a limited number of contact points. Furthermore, there
are situations where vision information may be very unreliable or not available
at all. These include environments with reduced visibility, such as underwater,
disaster scenarios with smoke and debris, or complete darkness (in case of using
cameras) or fire (in case of infra-red sensors) [118]. These hazardous settings de-
mand that a system is able to stably grasp and manipulate objects without any
visual cues.
In this section, a method to estimate the object’s pose using a purpose-made global
optimisation algorithm is presented. This method presents several advantages
when compared to gradient-based optimisation, namely:
1. it avoids local optima
2. it is able to obtain the object’s pose without an initial estimate
3. it is capable of estimating the pose of objects with a high degree of complexity
This method may be used under two different scopes:
 Together with a vision-based object tracking system, correcting an initial
estimate obtained from this sensing modality. This is achieved by setting a
reduced search space, allowing a very fast rectification of the object pose,
even for very complex shaped objects.
 Without any initial knowledge of the object’s pose, searching the whole space
of positions and orientations around the robot hand, finding putative poses
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and ranking these poses according to how well they fit the tactile sensory
information.
The proposed algorithm belongs to the class of Monte Carlo stochastic optimi-
sation methods, previously presented in Section 2.6.2.3. In particular, it is an
evolutionary algorithm, also inspired by Simulated Annealing methods, where
the system “temperature” is related to the size of the jumps allowed inside the
search space. It also bears resemblances to the method proposed by Kormushev
et al. [151, 152], which was used in the context of reinforcement learning. This
chapter presents an overview of the method, along with the details of its imple-
mentation. Simulation results are presented and analysed along with results on a
real robot and possible applications of the method.
4.2 Methods
4.2.1 Algorithm Setup and Cost Function
The objective function to be minimised is similar to Equation (3.5) introduced in
Section 3.2.3.2. It takes into account both the distance between contact locations
f (m) and object surface S and the angle between the surface nˆ and the contact
normals uˆ(m). While in gradient search methods it is valid to use a set of equations
(one for each contact), the re-sampling step of the global optimisation algorithm
requires the objective function to output a single positive scalar value. This is
obtained through the addition of the individual costs for each contact. Since the
distance component is always a positive value and the inner product of two unit
vectors is always in the range of [−1, 1], the objective function in Equation (4.1)






(‖(qf (m)q∗ + ~t)− s(i)‖+ wn(1− 〈quˆ(m)q∗, nˆ(i)〉) (4.1)
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The first step of the algorithm consists of pre-processing the object in order to
allow faster computation of the cost function. This is essential for the method’s
performance, as the cost function in (4.1) is evaluated thousands of times. This
pre-processing stage consists of initially taking the polygon mesh of the object
and compute the unit normal vector for each triangle according to Figure 3.8 and
Equation (3.4). Then, the object pointcloud is used to construct a k -d tree, as
previously detailed in Section 2.6.3 using the PCL kdtree FLANN implementa-
tion [115, 160].
4.2.2 Search Algorithm
In order to find the set of parameters x that minimises the objective function in
Equation (4.1), a global optimisation algorithm was implemented. The method
proposed in this chapter can be classified as belonging to the class of Evolutionary
Algorithms, where the search for the set of parameters that minimise the objective
function is done through the sequential evaluation of this function with random
parameters. The resulting cost of each evaluation translates into the fitness of
these parameters. Each set of random parameters can be understood as a “guess”
that is being made, with lower values of the cost function corresponding to poses
that better explain the current sensing data. A guess and its associated cost are
paired and are henceforth in this thesis referred to as a particle. By re-sampling
these “guesses” according to their fitness and applying small modifications to the
parameters, the method converges to locations in the search space where the fitness
is higher, hence more likely to be the solution of the optimisation problem. Using
the terminology presented in 2.6.2.3, these particles are the candidate solutions,
with the parameters being the chromosomes. Due to the nature of the problem,
only mutations are allowed to occur, and these are termed noise.
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4.2.3 Generation of the Initial Population
Before the re-sampling scheme begins, an initial population needs to be created.
This initial population is created according to the desired application, as intro-
duced in Section 4.1. These can be either a pose rectification from an initial
estimate provided by a vision tracking system, or a pose estimation without any
prior knowledge of the object’s pose.
One of the main differences between these two usages of the global pose estimation
method lies in this initial phase. For the pose correction method, the initial popu-
lation is generated to lie within a limited search space around the initial estimate,
while for the global pose estimation without an initial “guess”, the population
must cover the whole space of positions and orientations around the robot palm.
Since this generation of new particles is heavily based on the generation of pseudo-
random numbers, functions to generate two types of random numbers were imple-
mented:
 Uniform pseudo-random numbers were generated using the C++ rand()
function, which generates a random integer from a uniform distribution.
Dividing this integer by the maximum random integer constant RAND MAX,
one obtains a uniform floating point random number in the range of [0, 1].
 Normally distributed pseudo-random numbers were generated using the Box-
Muller transform [167].
The Box-Muller transform generates a pair of normally distributed random num-
bers from a pair of uniform random floating point numbers in the range of [−1, 1].
This transform is explained in Equations (4.2) and (4.3), where two random num-
bers {z0, z1} are generated such that their squared sum is smaller than 1. These
two numbers are then used for the generation of the pair {r1, r2}:
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
z0 = 2 · u1 − 1
z1 = 2 · u2 − 1
, s = z20 + z
2





r1 = z0 · r
r2 = z1 · r
(4.3)
Different combinations of population generation were tested with both uniform
and normally distributed (or Gaussian) random numbers, with the best results for
each intended application being obtained using the following configurations:
Pose Correction
The initial population for correcting the pose requires only the creation of seven
normally distributed random numbers ( r{1,...7} ) through the Box-Muller trans-
form, shown in Equations (4.2) and (4.3). Setting the search spaces for rotation
ssr and translation sst, the values of the parameters are calculated according to
Equations (4.4) and (4.5), where the quaternion is normalised after being set. This
guarantees that the population of initial transformation parameters generated are
normally distributed around the initial estimate.
qw = 1− r1 · ssr
q{x,y,z} = r{2,3,4} · ssr
q = q/‖q‖
(4.4)
t{x,y,z} = r{5,6,7} · sst (4.5)
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Global Pose Estimation
For global pose estimation, the initial population needs to be carefully constructed
to make sure the whole search space is evenly covered. The first 30% of this initial
population is generated so that there are quaternions containing rotations of 90◦
and 180◦. This is done by setting at most two elements of the quaternion as
ones and the others as zero. After normalisation, these quaternions will represent
“straight” orientations (“upside down”, “right side up”, etc.). This is done in order
to have members of the initial population in these orientations which typically
everyday objects tend to be in.
The next 70% of the initial population is generated to make sure the search space
is evenly covered. The rotation quaternions are created through the method pre-
sented by Marsaglia [168], guaranteeing that the orientation search space is uni-
formly covered. This method, used to uniformly choose points from the surface of
an hypersphere, requires the generation of four uniform pseudo-random numbers
in the range of [−1, 1]. Equations (4.6) to (4.8) show the computation of each
random quaternion.

x1 = 2 · u1 − 1
y1 = 2 · u2 − 1






x2 = 2 · u3 − 1
x2 = 2 · u4 − 1











q = [x1, y1, R · x2, R · y2] (4.8)
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The position vector is obtained through the generation of three uniform pseudo-
random numbers in the range [−sst, sst].
4.2.4 Re-sampling scheme
Monte Carlo optimisation and evolutionary methods depend heavily on the design
of good heuristic to re-sample the candidates. This procedure consists of, given a
population of sets of parameters and their associated cost with respect to a given
cost function, replicate the individuals according to their fitness/cost. Given that
the objective is to minimise a cost function, the function in Equation (4.9) was
devised, which translates the cost G(x), computed by the objective function in
Equation (4.1) into its weight W (x). This weight W relates inversely to the cost








The parameter pp sets the relative importance between estimates and can be ad-
justed according to the desired application. The relationship between the cost
G(x) and weight W (x) and how it is affected by different values of pp is plotted
in Figure 4.1. Increasing pp increases the weight of the best particles relative to
others with higher cost, augmenting the probability that only the best particles
are re-sampled. This means that the search is more “aggressive” and is able to
converge quicker to a solution, trading off the possibility of finding multiple solu-
tions. This is suitable for pose rectification, as we know in advance that the real
pose of the object should be in the vicinity of the initial estimate.
A lower value of pp allows for slower convergence and a broader search, avoiding
convergence to a local minimum. This is desirable in the global search, where
there is no initial guess of the object’s pose and is essential to thoroughly explore
the whole search space.
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Figure 4.1: Cost to Weight Function
The re-sampling scheme was implemented with careful consideration of computa-
tional performance. The implementation followed a roulette wheel scheme, where
the size of each particle in the roulette wheel is equal to its weight. Each time a
particle is generated, its weight is saved into an array and added to an accumu-
lulated sum σW . To generate a new particle, a uniform pseudo-random number
rn ∈ [0, σW ] is created. The particle to be replicated xd will be the one where, in
the n-length array of calculated weights,
∑n
k=dW (xk) > rn. This approach differs
from the typically used formula
∑d
k=0W (xk) > rn. This means that the linear
search for the particle to be replicated starts adding the weights from the end of
the array, taking advantage of the fact that, with the procession of the algorithm,
particles with higher weights (lower cost), will be located mainly at the end of the
array. The number of additions required by starting from the end of the array is
then much smaller than if the addition started from the beginning.
Figure 4.2 shows a diagram of what the weights array might look like, with the
weight of each element being represented by its width in the bar. The next particle
to be sampled sits somewhere in the middle of the array, at the location pointed
by the blue arrow, meaning that rn ≈ σW/2. Starting from the end of the array
will require far fewer additions to reach that location than if one would start from
the beginning of the array. This design choice allows a much faster resampling
while maintaing the conditions for fitness proportionate selection.
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Figure 4.2: Re-sampling scheme
Differently from typical implementations of this type, for example in genetic algo-
rithms, every particle is maintained througout the duration of the search, instead
of replacing older particles with new ones. This choice was made due to both prac-
tical and computational reasons. Replacement of particles could lead to particle
deprivation [2] and the loss of diversity in the population. This means that the al-
gorithm might converge too quickly to one of the solutions, and reach a situation
where all the particles are very similar to each other. Keeping all the previous
particles maintains a diverse population and retains the probability, however low,
that worse particles can be resampled and converge to other solutions.
Computationally, this design does not require the weights array and its accumu-
lated sum to be entirely recalculated at each iteration. Only one addition is per-
formed and one insertion in the array. There is, however a computational trade-off
in this choice, as the memory requirements increase, since the system must store
the whole set of previous particles and their weights. Given the memory capacity
available in modern computers, this requirement does not present a major setback,
as the memory requirements to store this information is commonly in the range
of a few megabytes.
The columns in Figure 4.3 show the time required to generate each thousand par-
ticles. In this type of algorithms, the time to resample would normally increase
linearly as the number of particles that the algorithm samples from grows. By
using this resampling strategy, on the contrary, the time to generate new particles
slightly decreases with the progress of the algorithm. The reason for this nearly
constant duration is that, with the progress of the algorithm, better and better
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particles start being located at the end of the array, enabling their quick resam-
pling. The choice of pp also affects the performance of this step, as a higher value
and a more “aggressive” search means that the algorithm will run faster, as the
best particles quickly stack up at the end of the population array.
The example in Figure 4.3 was taken with a high value of pp, with the resampling
and modification of the particles (described in the next section) from a large
population is done even faster than the generation of an initial population.




















Figure 4.3: Computation time to generate each thousand particles
4.2.5 Noise addition
Another essential step of the algorithm is the slight modification of each resam-
pled particle. This change is referred to in the literature as noise, perturbation,
variation or, in the context of genetic algorithms, mutations. These changes in
the particles are what allows the searched to be carried out locally, in the vicinity
of the resampled particles.
This noise addition was done by producing two Gaussian pseudo-random values
with standard deviations that decrease throughout the progress of the algorithm.
These random values were created using the Box-Muller transform, already in-
troduced in Equations (4.2) and (4.3), which conveniently creates two normally
distributed random numbers with zero expected value and unit variance. Multi-
plying this random number by a scalar σ0, results in a pseudo-random number with
standard deviation of σ0, while keeping the mean at zero. This property arises
from the linearity of the expected value, as shown in Equations (4.10) and (4.11)
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. This is in turn multiplied by the size of the desired search space to ensure that
the search does not tend to go outside of the limits defined by the search space.
E[a ·X] = a · E[X] , σX =
√
E[(X − E[X])2] (4.10)
σaX =
√
E[(a ·X − E[a ·X])2] =⇒ σaX = a ·
√
E[(X − E[X])2]
∴ σaX = a · σX
(4.11)
One of these random values is added to the orientation quaternion and the other
to the translation vector. As mentioned, the variance of this added noise decreases
with the progress of the algorithm, starting from an initial value of σ0 and tending
to zero as it approaches the end of the runtime. So the noise added to the jth parti-
cle is shown in Equation (4.12) and an example is plotted in Figure 4.4 This makes
the search more coarse in the beginning of the runtime, increasing granularity as
the iterations approach their maximum number np. The search then becomes finer
with the progress of the algorithm, with the rate at which the standard deviation







Figure 4.4: Noise added to particles over algorithm iterations
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4.2.6 Minimisation of the objective function
Two stopping criteria were implemented: a maximum number of iterations np
was reached or the discovery of an accurate estimate. Since the output of the
cost function G(x) does not provide enough information on its own about the
quality of the estimate – it depends on wn and the number of contacts k – a
“confidence” indicator was put in place. It was calculated at every 1000 iterations
for the current best estimate and, if the confidence was above a desired value,
the algorithm stopped and a solution was assumed to be found. This confidence
indicator can be thought of as the inverse of the average error over the k contacts,







k · (1 + wn)
))
(4.13)
The evolution of particle cost is plotted in Figure 4.5, with the cost for each
particle in the vertical axis (in log scale) plotted in blue, the average cost of the
last 200 particles is plotted in red and the minimum cost found in green. It can be
seen that the search converges to particles with lower cost, stopping after 15000
iterations. After the search is finished, the estimate with lower cost is saved, along
with the last 1% of the generated particles.
Figure 4.5: Progress of the global optimisation algorithm – cost over iterations
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4.2.7 Post processing of results
When estimating the pose of an object without having an initial estimate, multiple
solutions can be found simultaneously. This is due to symmetries in the object
or from having few fingers touching the object. Therefore, a number of possible
poses are kept for evaluation. This group of solutions is created by taking the
poses obtained in the last 1% of the generated particles and comparing them to
each other. This is done simply by finding the Euclidean distance between the
orientation quaternions ‖q1 − q2‖ and between the position vectors ‖~t1 − ~t2‖. If
a solution is deemed sufficiently different from every existing accepted solution it
is added as to the group. Then, a simple but fast collision detection method was
implemented, which evaluated each of the solutions in the group. This step was
made as simple as possible, for computational reasons, and required only that the
object point cloud in that pose do not have any of its points within a vicinity
of a number of points inside the robot (palm, knuckles, etc.). If a pose violates







Figure 4.6: Collision checker for valid poses. Blue/green: object point cloud
in valid pose, red: invalid pose
Finally, a Levenberg-Marquardt optimisation was performed on the best solution
to further improve this estimate, similarly to what is described in Section 3.2. This
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step ensures that the output of the algorithm is a minimum in that region.
4.3 Results
4.3.1 Simulation Results
This section presents the results obtained in a simulated environment. The sim-
ulator used is the Gazebo multi-robot simulator [169, 170], which allows us to
obtain of contact information similar to that which is available when using the
intrinsic contact sensing scheme – contact location and normal force direction.
The decision to carry out the experiments in a simulated environment was made
because it allows accurate quantitative validation of the results, given the direct
availability of ground truth values.
The simulated robot was made to securely grasp two objects and two types of
experiments were carried out:
 The first experiment took the object’s ground truth location and modified
that pose with a small rotation and translation from that pose. This step
simulated what is obtained in situations of reduced visibility of the object, as
is the case during a robot grasp, where the robot hand occludes the object,
deteriorating the performance of vision-based object tracking systems. In
this experiment a very complex shaped object was used.
 The second experiment used a simpler shaped object and no approximate
estimate of the object pose was provided to the algorithm.
On both experiments the data from the simulated tactile sensors was modified
with increasing Gaussian noise on both the contact location and the normals and
different number of fingers were made to grasp the object. This allowed a thor-
ough evaluation of the method, outlining its strenghts and limitations, despite the
amount of added noise being far greater than what is typically present in a real
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system, where both the joint encoders for the forward kinematics and the force-
torque sensors used for tactile sensing present a high degree of accuracy. Each
trial represents a one-shot estimate, and does not rely on previous estimates of
the object pose. This choice was done to evaluate the performance of the method
on its own, although in real applications the system could use the pose obtained
in the previous run as an initial estimate.
4.3.1.1 Pose correction
As mentioned earlier, the first scenario starts from a coarse estimate of the object’s
pose, obtained by applying a small transformation to the ground truth location.
In this scenario, a reduced the search space is set – an angle smaller than 45◦ and
a maximum translation of 5 cm. Also, the search was tuned to a more aggressive
convergence, setting the design parameter pp in Equation (4.9) to a high value.
An object of very complex geometry was used which, in principle, would pose
difficulties to the accuracy of the algorithm, as it creates a number of local minima
even within a small search space. The chosen object was a small 3D printed statue
of the poet Sapphoa , containing thousands of vertices.
One result of a pose correction experiment is shown in Figure 4.7, where the object
in its ground truth location is shown in orange, the initial estimate is in red and
the result of the pose correction is shown in purple. It can be seen that, despite
the high complexity of the object, the method correctly and accurately identifies
the object pose, with the estimate overlapping the ground truth almost perfectly.
The results of running the pose correction algorithm is shown in Figure 4.8, with
the upper row containing an histogram of the errors in the initial estimates pro-
vided to the algorithm for translation and rotation and the bottom row with the
histograms of the final translation and rotation error after applying the pose cor-
rection method.
a The bust of the poet Sappho was kindly provided by Artec3D – www.artec3d.com
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Figure 4.7: Pose correction. Initial estimate in red,
ground truth in orange and resulting estimated pose in
blue
Five fingers were touching the object and the sensor data was adulterated by
adding random Gaussian noise to the contact location and normal, with means of
0.9 mm and 5◦ respectively, which is higher but within the same order of magnitude
as the errors present in a real system using intrinsic tactile sensing.
The initial estimates have an average distance to the ground truth of 33.2 mm
and an initial rotation angular error of 16◦, which is comparable to the accuracies
typically encountered in vision tracking systems using RGBD cameras when the
object is being occluded. After applying the pose correction method the location
and orientation errors were reduced to an average of 4.05 mm and 5.0◦, with
standard deviations of 2.8 mm and 2.19◦. The average run time to obtain a
solution was 0.64 seconds on a Intel® Core i7, allowing that the object is tracked
at 1.5 Hz.













































Figure 4.8: Histograms for initial and final errors on rotation and
translation for pose correction
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Further evaluation of the algorithm’s performance was made by increasing the
level of sensor noise and by grasping the object with three, four and five fingers.
An arbitrary threshold of 1 cm for position and 15◦ for orientation was set, in order
to consider a result successful if its error falls inside both these thresholds. The
position error is calculated as the distance between the origins of the object’s frame
of reference, which in the case of the statue lies at its base and the orientation
error is the total angle between orientations, calculated according to the formula
θ = 2cos−1(qw), which takes into account the angular error around every axis.
Figure 4.9 shows an histogram with the mean errors in position and orientation
dependent on the number of fingers touching the object and the level of noise
injected in the sensor data. Figure 4.10 shows the success rate when using the

































































Performance under different sensor noise levels 
 (Success = error < 15deg. & 1cm))
 
 




Figure 4.10: Rate of success for pose correction for different number of contacts
and noise level. A trial is considered successful if the error is under 1 cm and 15◦.
2978 tests were carried out, with the results showing that the success of the al-
gorithm is dependent on the number of fingers touching the object and obtains a
Chapter 4. Pose Estimation using Global Optimisation 116
correct estimate of the object’s pose over 80% of the time as long as the sensor
noise is below 1.8 mm and 10◦ and four fingers are touching the object.
4.3.1.2 Global pose estimation
If an initial estimate is not available, the pose of a grasped object can still be esti-
mated, relying only on the tactile sensing and proprioceptive data. This method
can be useful in situations where tracking an object using vision is unfeasible.
Such cases arise in environments with reduced visibility, such as disaster scenar-
ios, where smoke, debris or fire render the information of cameras, RGBD and
laser range finders unusable [118, 171]. An everyday example of another situation
where the estimation of an object’s pose using vision is unreliable is when dealing
with transparent objects. In this experiment, a wine glass was used which would
prove difficult to accurately track by a vision system.
The formulation of the problem is alike the problem of pose correction from an
initial estimate, with the object being placed arbitrarily in the region of the robot
palm. Since there is no approximate knowledge of the object’s pose, the search
space is augmented to fill all the possible orientations and positions around the
robot palm. The design parameter pp, in Equation (4.9) was also tuned to a lower
value, to ensure the search is not too “aggressive” and does not converge too
quickly to a solution which may not be the global minimum, but instead searches
the whole space thoroughly.
Figure 4.11 shows the result of one experiment, where the arbitrary initial location
of the object is shown in red, the ground truth is shown in green and the result of
pose estimation is shown in orange. In this trial the estimate of the object pose
accurately overlaps the real location of the object even if the initial location was
placed deliberately far away from the robot hand, further validating the ability of
the algorithm to converge to a satisfactory solution. It should be noted that in
this grasp posture the small finger touches the glass stem, which was done in order
to avoid that “upside down” poses yield similar costs and thus induce erroneous
results.
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Figure 4.11: Global pose estimation. Initial estimate in red, ground
truth in green and result pose in orange, force normals are displayed
as red arrows
The method was evaluated, as before, injecting noise in the sensing data and
touching the object with three, four and five fingers. In this case the accuracy of
the results depends very heavily on the number of fingers touching the object. This
is expected, as given the symmetries existing on the object a variety of poses that
coherently match the tactile sensing data are present if there is a small number of
contacts.
When five fingers are touching the object, the mean absolute error was 7.1 mm
for position and 3.72◦ for orientation. In this case, the angle error discarded the
error around the vertical axis, given that the object is revolute around this axis.
The average duration of the algorithm was 63 seconds.
The previously defined criteria to evaluate a trial as succesful was applied and
yielded a success rate over 75% when using at least four fingers and a sensor noise
below 0.9 mm and 5◦, which is commensurate with the error on the real system.
The number of tests carried out was 1329.































































Performance under different sensor noise levels 
 (Success = error < 15deg. & 1cm))
 
 




Figure 4.13: Rate of success for global pose estimation different number of
contacts and noise level. A trial is considered successful if the error is under 1
cm and 15◦.
4.3.2 Results Using a Real System
4.3.2.1 Experimental Setup
The experimental setup consisted of a Mitsubishi RV6-SL industrial robot ma-
nipulator equipped with a Shadow Dextrous Hand [172] and a Microsoft Kinect
RGBD camera [173]. Force-torque sensors were mounted on three of the robot
hand fingertips with the scheme detailed in Section 2.2.1. Vision tracking was
done through the implementation of the Particle Filter point cloud tracker avail-
able with the PCL (Point Cloud Library) [115], which uses the depth information
from the Kinect sensor.
In this section, quantitative results are not provided due to the difficulty of ac-
quiring an accurate ground-truth benchmark. Since the available electromagnetic
tracking systems’ performance deteriorated significantly when in the vicinity of
the robot, due to the metal parts and magnets on the Hall effect sensors. Fiducial
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markers were also tested but did not provide the desired accuracy. Neverthe-
less, the pictures presented in this section should provide sufficient information
to qualitatively evaluate the performance of the method and validate the results
previously achieved in the simulated environment.
4.3.2.2 Pose correction from vision
The first set of experiments validate the method for the pose correction setting.
Figure 4.14 provides an example where the object is accurately tracked when it
is sitting on top of a table, where it is accurately tracked by the vision system.
On the left side of the picture, before the object is grasped, the yellow object
model almost perfectly overlays the red thermal bottle point cloud obtained by
the Kinect sensor. As soon as the the object is being grasped by the robot hand,
seen on the right side, the accuracy of this estimate decreases significantly. The
result of pose correction is shown in purple, where it can be seen corresponds to
the real pose of the object shown by the partial point cloud of the red object.
Figure 4.14: Pose correction result – Vision based tracking results in
yellow before and after occlusions are created by the grasp. The pose
corrected using the proposed method is displayed in purple
Figure 4.15 shows other examples of the pose correction results, displaying also
the sensed force as green arrows and the sensed contact normal as red arrows.
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Figure 4.15: Pose correction results with different objects
4.3.2.3 Global Pose Estimation – Hand Over and Place
In an experiment that aims to illustrate a possible application of the pose esti-
mation method, a robot receives a small object handed over by a human, placing
it in a predefined location. In this experiment, it is not possible to obtain any
initial estimate of the object pose, since before it is being grasped it is held by
the human collaborator and is not visible by the vision system. Besides, the small
size of the object poses another problem for the vision system, as the resolution
of the RGBD camera is not enough to allow the detection of the object. Figure
4.16 shows, on the left, the robot hand grasping the blue pencil and, on the right,
the sensed point cloud obtained by the 3-D camera overlaid with the robot model.
It can be seen that the object is not clearly visible by the camera, with very few
points belonging to the pencil being detected by the depth sensor, rendering it
impossible to be tracked by the vision system.
Figure 4.16: Robot grasping a pencil, object model overlaid with point cloud
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Given this shortcoming of the vision system, the estimation of the object pose
must rely solely on the tactile and proprioceptive data. The objective of the task
was to place the pencil inside a narrow hole (1.5 cm radius) in a box, requiring
the estimate to be very accurate, with errors over 1.5 cm or 15◦ jeopardising the
successful completion of the task.
Figure 4.17 shows the result of the pose estimation method, with the interaction
forces shown in green, contact normals shown in red and the object model at the
estimated pose in pink. The experiment is shown in Figure 4.18, where a pencil
is handed to the robot by a human collaborator, the pose is estimated and the
object successfully inserted through a narrow hole in a box.
Figure 4.17: Result of estimation of a pencil’s pose
Figure 4.18: Hand over and place experiment
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4.4 Discussion
Performing a global search to minimise the cost function parametrised by the ob-
ject geometry and current tactile information proved to significantly outperform
gradient based methods. Besides surmounting most of local methods’ shortcom-
ings, it enables the estimation of an object’s pose even without any vision based
tracking system.
Figure 4.19 shows the optimisation landscape for a pose estimation problem. This
figure shows, in the same scale, the cost of each parameter in x as a colored dot,
with the lowest cost for that parameter shown in a solid line. The particle with
minimum cost found ( G(x) = 0.3 ) for this problem was:
x =
[
−0.58 0.4 0.027 −0.72 −0.065 0.028 −0.132
]
(4.14)
Figure 4.19: Particle Landscape
The “ruggedness” of this landscape is very noticeable, which indicates that it is
a difficult problem to find its global minimum [174]. Despite this, the proposed
method showed a high rate of convergence to a satisfiable solution. Figure 4.20
Chapter 4. Pose Estimation using Global Optimisation 123
shows the results for pose correction, when comparing initial and final error for
both rotation and translation. In this picture, points to the right side of the
green line represent improvements on the estimate error. It can be seen that the
algorithm successfully improved the object pose estimate, with only four instances
where the angle error was higher than the initial error. It should be pointed out
that these cases arise due to small initial angle errors and that the translation
error was improved in all trials.




























Figure 4.20: Initial vs. Final Error for global search
Chapter 5
Pose Estimation from tactile
arrays
Chapter Summary
This chapter presents a strategy to represent data from a distributed pressure
array sensor in a compact but meaningful way, which enables the detection of
a matching geometric shape. Using this descriptor, which is based on Principal
Component Analysis (PCA), a grasped object’s position and orientation can be
estimated by finding object poses where the geometry of local patches of the object
surface is consistent with the information provided by the tactile sensors.
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5.1 Introduction
Pressure array sensors are a pervasive technology in robotics, being the most widely
used sensor type in modern robot hands [37]. These sensors provide infomation on
the distribution of forces on its surface, enabling the estimation of contact force
magnitude and location. Force direction and contact normal, however, cannot be
measured by present commercial sensors. Furthermore, the data obtained by these
distributed sensors is not easily interpretable by a machine, and the sensor capa-
bilities go often unexplored. This chapter contains a descriptor to encode tactile
data from distributed tactile arrays, which can be used to match the geometric
shape of the surface in contact with the sensor. The descriptor relies on Principal
Component Analysis (PCA) to find the directions of highest variance in the tactile
data.
The presented technique is based on previous work by Liu et al. [85], who used
a similar descriptor to classify the local contact shape (e.g. flat, edge, vertex,
sphere, etc.). This approach is further extended in this chapter to enable the
quantification of the coherence between tactile and an hypothesised local shape.
Through optimisation it is possible to find object poses that present a high degree
of matching in all the sensing areas of a robot hand.
An introduction to PCA was given in Section 2.6.4 and its application to tactile
data is detailed in Section 5.2.1 along with the rationale of this data descriptor.
Section 5.2.5 demonstrates the application of this method to the problem of pose
estimation and Sections 5.3 and 5.4 present the results and conclusions of this
approach.
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5.2 Methods
5.2.1 PCA on Tactile Data
The application of Principal Component Analysis follows a similar approach to
the one presented by Liu et al. [85]. The input data is an m× 3 matrix containing
the spatial position of each active tactile element on the sensor plane as the first
two dimensions and the measured pressure, scaled by a factor α, as the third
dimension, as shown in Equation (5.1). (x¯, y¯, p¯) are the mean values and the




(x1 − x¯) , (y1 − y¯) , α(p1 − p¯)








The covariance matrix CM of the above input tactile data can be decomposed into
the eigenvector and eigenvalue matrices as shown in Equations (5.2) and (5.3).
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Figure 5.1 shows an interpolated reading of a tactile array, overlaid with the calcu-
lated principal components as red green and blue lines. It can be seen that there
is a larger variance in the direction of the red line, and also significant variance in
the direction of the green line.
Figure 5.1: Principal Components of a tactile sensor frame
Describing the tactile information using these principal components and out-
putting only three vectors provides a compact description of the entire tactile
frame. This descriptor has been already employed succesfully to identify the
shape of a touched surface by looking at the resultant eigenvalues [85]. In this
chapter, the direction of the eigenvectors is also taken into account to assess the
match between tactile data and the local geometry of a contact. The variances
of a matching geometric shape will have a magnitude similar to the eigenvalues
in the directions given by their respective eigenvectors. From this measurement
model, the pose of a grasped object can be found such that there is a high degree
of match in every tactile sensor.
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5.2.2 Selection of Scaling Parameter
While the x and y dimensions are the same for both tactile and geometrical data,
the pressure values need to be scaled to correspond with the spatial dimension
corresponding to the sensor’s normal axis. In order to accomplish that, a study
using Finite Element Analysis (FEA) was carried out in Abaqus [175] to find the
relationship between pressure data and the local geometry of an object .
Different shapes were pressed against a simulated tactile sensor, with angles of
0◦, 2◦, 5◦, and 7◦ to the sensing plane, as shown in Figure 5.2. The sensing area
was modelled as an hyperelastic, isotropic material, with density ρ = 990 Kg/m3,
using the Arruda-Boyce model [176] with parameters µ = 10000 and λm = 1.1.
(a) Cylinder (b) Thin flat surface
(c) Edge (d) Large flat surface
Figure 5.2: Finite Element Analysis
The Finite Element Analysis tests were done by Shan Luo
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The objective of this study is to find a parameter α that scales the pressure values
so that one of the principal components is aligned with the slope of the object
geometry. Figure 5.3 shows the effect of the scaling parameter when a cylinder is
pressed against the sensing area. In each picture, the principal components are
shown as blue, red and yellow arrows.
(a) α = 2 · 10−2 (b) α = 1 · 10−2
(c) α = 1 · 10−3 (d) α = 1 · 10−4
Figure 5.3: Effect of pressure scaling value α in the tactile profile
From the pictures above, it can be seen that the value of α that better approx-
imates the slope of the object is the one in Figure 5.3(c), where α = 1 · 10−3.
Figure 5.4 shows a cross-section of the pressure profile (as dots) for the flat sur-
face at 5◦ (Figure 5.3(d)). The arrows indicate the direction of the main principal
component in this 2-D case for different values of α. A good scaling value will
have this principal component parallel to the object cross-section shown in black.
The selected value of α was α = −9.677 ·10−4, which, in this case yielded an angle
error of 0.14◦.
Chapter 5. Pose Estimation from tactile arrays 130
Figure 5.4: Cross-section of the pressure profile and largest principal compo-
nent for different values of α
Table 5.1 summarises the error for the different tested shapes and contact angles.
It can be seen that the error is kept always under 1◦.
Table 5.1: PCA angle error for α = 9.66 · 10−4
Shape 0◦ 2◦ 5◦ 7◦
(a) Cylinder 0 0.9 0.14 0.42
(b) L-shape 0.19 0.50 0.81 0.68
(c) Flat (wide) 0 0.4 0.07 0.5
(d) Flat (thin) 0 0.07 0 0.62
This relationship does not show any significant dependence on the contact force.
Figure 5.5 shows the pressure profile for the shape in Figure 5.2(d) pressed at the
same angle, with different indentation depths. As the object is pressed harder, the
number of active tactile elements increases, but the slope of its principal component
is approximately constant.
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Figure 5.5: Pressure profile and main principal component for different in-
dentation depths
This relationship between pressure and indentation depth is dependent of the
tactile sensors used, the material properties of the soft layer above the sensor and
the shape of the local contact. However, in practice, an approximate value is
sufficient to obtain good results, since the variances in other directions are much
larger than along this normal direction.
5.2.3 Computing the Eigenbasis
As previously discussed in Section 2.6.4, the symmetry of the covariance matrix
leads to its eigenvectors being pair-wise orthogonal. As such, these vectors define
a basis that can be interpreted as a Cartesian coordinate system. This coordinate
system defined by the unit norm eigenvectors is commonly known as the eigenbasis.
Given that E is an orthogonal matrix (i.e. its columns are orthogonal and have
unit norm), then ETE = I, thus E−1 = ET . If we define M′ as the set of points
M described in its eigenbasis, matrix E can be used as the rotation matrix that
performs this transformation.
M′ = ET ·M (5.4)
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The covariance matrix of these points when transformed into its eigenbasis M′













Equation (5.5) demonstrate that the covariance matrix of a set of data points
transformed into its eigenbasis is the diagonal matrix containing the eigenvalues
in its main diagonal. This is in agreement with the fact that PCA is an orthogonal
transformation that converts a set of correlated data into a new space where the
components are uncorrelated.
5.2.4 Matching tactile to 3D point cloud covariance
The central idea of this descriptor is that when the sensor is in contact with a
geometric shape, the variances in the distribution of pressures in the tactile array
should resemble the variances on the geometry of the touched shape. In other
words, the eigenbasis of the tactile data covariance matrix should form a “good”
coordinate system for the points in the geometry of the local patch of the object
surface that is in contact with the sensor. Figure 5.6 shows a robot finger equipped
with a pressure sensor array. The interpolated tactile data is overlaid in the figure,
with its principal components shown in red, green and blue arrows. The pressure
data is scaled down by the parameter α in Equation (5.1). The local object
geometry is shown as the green point cloud and is the lateral strip of a cylindrical
object. Intuitively, it can be seen that the directions of highest variance in this
local patch should follow the same directions as in the tactile data.
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Figure 5.6: Finger model, interpolated tactile data, principal components axes
and object pointcloud patch
In order to test the coherence between tactile and geometric data the principal
components of the tactile data are calculated and the eigenbasis is constructed
according to the method described in Section 5.2.3. Then, the patch of the object’s
point cloud that sits within the sensing region of the tactile sensor is cropped and
transformed using that eigenbasis, as detailed in Equation (5.4). The covariance
matrix of this set of points is calculated and, following (5.5), it should match
matrix Λ, presenting variances in the main diagonal similar to the eigenvalues of
the tactile data covariance. Also, the covariance values in the off-diagonal should
be small. In summary, if E is the orthogonal matrix with the eigenvectors of CM,
then the covariance of the points in the local geometry s ∈ S, transformed into









TS) ≈ Λ (5.7)
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This similarity can be exploited to gauge the coherence between a frame of tactile
data and a patch of an object’s surface geometry, represented by a 3D point cloud,
by using the following approach:
Subtracting the eigenvalues from the covariance matrix of the surface pointcloud
in the eigenbasis CS′ . The resulting matrix can be interpreted as follows:
 Positive elements in the main diagonal – variances in the surface point cloud
which are not explained by the tactile data
 Negative elements in the main diagonal – variances in the tactile data not
present in the object point cloud
 Off-diagonal elements – covariances not explained by the principal compo-
nents.
The Frobenius norm of this matrix (the square root of the sum of the squared
matrix elements) can be used to obtain a cost function that takes into consideration
all three sources of inconsistency. The equation that assesses the quality of the
match between tactile and geometric data is then Equation (5.8)




A numerical example of the application of this method is presented in Figure 5.7.
The active elements of a tactile array are plotted in red, its principal components
in blue, red and yellow and the point cloud of a patch of a cylinder in green.
The eigenvalues of the covariance matrix of the tactile data were calculated to be
λ1 = 34.56 · 10−6, λ2 = 7.86 · 10−6, λ3 = 0.76 · 10−6. The object point cloud was
transformed into the tactile eigenbasis and the covariance matrix found on the
object point cloud in the contact area is shown in Equation (5.9)
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Figure 5.7: Evaluation of the matching. Active tactile elements in red, prin-








This result shows a good correspondence between tactile and geometric data with
low values in the covariance matrix off-diagonal elements and variances similar to
the tactile data eigenvalues in the main diagonal. The cost, calculated through
Equation (5.8), is calculated in Equation (5.10) and shows a good degree of match-








· 10−6 = 0.87846 · 10−6 (5.10)
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5.2.5 Object Pose Estimation From Descriptor
A straightforward application of the detailed descriptor is the estimation of a
grasped object’s pose. The fact that the cost function presented in Equation (5.8)
outputs a positive scalar conveniently enables its direct usage in an optimisation
routine. The goal is then to find a set of parameters x, as defined in Equation (1.1),
which define an object pose (position and orientation), where the patches of the
object point cloud in the vicinity of each contact minimise the cost q. A description
of the method is presented below and summarised in Algorithm 5.2.
First, Principal Component Analysis is performed on the tactile array data, ob-
taining the eigenvalues and eigenvectors of its covariance matrix. A k -d tree
is constructed from the object point cloud, allowing faster nearest neighbour
searches [160]. A candidate pose is tested for its distance dl from the sensor con-
tact centroid to the object surface and rejected if the distance is above a threshold
of  = 30mm. If there are surface points in the vicinity of contact, these points
are transformed into the local sensor coordinate frame and cropped according to
the sensor shape and inside a small height. The coordinate frame of this patch
of points is then changed into the eigenbasis, centered on the contact centroid
c = [x¯, y¯, αp¯], using the transpose of matrix EH , shown in Equation (5.11). The
cost is obtained by applying the cost function in Equation (5.8) and the algorithm
is summarised in Algorithm 5.2. A distance element is added to the cost from the
mean value of S′, given the fact that the origin of the coordinate frame EH is at
the contact centroid. After transforming the points into this eigenbasis, a good
match will also result s¯′ ≈ (0, 0, 0), so the norm of the mean value is added to
the cost to ensure a small distance between the tactile and geometric centroids.
To improve the optimisation procedure, three design parameters h1, h2 and h3 are
added to the algorithm. h1 penalises poses that do not contain any points in the
vicinity of the sensor, h2 penalises poses where the object penetrates the finger
geometry and h3 is a multiplier to add importance to the weight in Equation (5.8).
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EH =
~e1 ~e2 ~e3 c
0 0 0 1
 (5.11)
Algorithm 5.2 Pose estimation using covariance matching
Input: Pose {x}, object pointcloud {O}, PCA {EH , λ}
Output: {h1, h2, h3, }
1: Transform contacts using rotation, translation x
2: for all k contacts do
3: Find distance dl between O and c
4: if dl ≤  then
5: Get local patch of points l ⊂ O
6: Transform points l into tactile sensor frame
7: Collect points s within the sensing area (s ⊂ l)
8: if #s ≥ 3 then
9: for all si ∈ S do
10: r ← 0
11: Transform points s into eigenbasis EH
12: if siz < 0 then
13: r = r + (−sz · h2)
14: end if
15: end for
16: Compute covariance matrix CS′ of s
′
17: Gk = ‖(CS′ − Λ)‖F · h3 + s¯′ + r
18: else
19: Gk = h1 · dl + ‖Λ‖F · h3
20: end if
21: else






As in the previous chapter, the pose of the object was estimated considering two
different circumstances:
 One setting assumes the knowledge of the grasped object pose is approx-
imately known, having obtained a coarse estimate from a vision tracking
system.
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 The other situation assumes that no initial estimate of the pose of the object
is known.
Different optimisation methods were tested under these two conditions. In the
first situation, the search was performed with a reduced search space, with an ori-
entation angle below 20°and translation below 1 cm. The second setting searched
all possible orientations and a position vector below 20 cm from the robot base.
Given the possibility of multiple local minima, only global optimisation methods
were used. Different global optimisation methods were tested, namely Simulated
Annealing [177], DIRECT [157, 178], and the method previously developed by the
authors [5], detailed in chapter 4. Table 5.2 compares the performance of these dif-
ferent optimisation methods, when using the same input data, for both conditions
– with and without an initial estimate.








Average Cost 0.1343 0.1058 0.1308
Average Duration 16.4901 10.7876 38.6335
distance
based
Average Cost 1.2877 1.1102 1.1513
Average Duration 20.7059 9.2987 30.7758
In this comparison, the DIRECT method shows better accuracy as well as im-
proved computational performance and, as such, it was selected for validation of
the pose estimation method presented in this chapter.
5.3 Results
5.3.1 System overview
This method was implemented in a real system, using a Barrett Hand BH-
280 [179], which contains pressure sensor arrays with 24 tactile elements on each
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of the fingers and on the palm. The software interface with the robot as well
as the algorithms were implemented in ROS [165], using the Eigen linear algebra
library [180] for calculations involving matrices.
The tactile sensors were covered with an Ecoflex® 00-10 soft silicone [181] to allow
a better distribution of the forces over the tactile elements. A comparison of the
distribution of contact pressures with and without using a soft silicone layer is
shown in Figure 5.8. For very similar grasps, it can be seen that, when using the
soft silicon layers, more tactile elements are active (the yellow and orange values
in the upper left corner), obtaining a much more detailed pressure distribution.
Figure 5.8: Comparison of tactile data with and without silicon layer
5.3.2 Pose Estimation Results
The object pose was estimated by having the robot hand grasp an object and
perform the minimisation using DIRECT, which was the method which yielded
the best results, as seen in Table 5.2. The cost function used for pose estimation
is shown in Algorithm 5.2, and is the sum of the costs for each tactile element.
This cost function took into account both the the covariance matching shown in
(5.8) and the distance between the contact and the object point cloud centroids.
The evaluation of the method was made against a benchmark method where the
cost function only took distance into account. This is an approach that resembles
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the commonly employed Iterative Closest Point (ICP), while overcoming ICP’s
main drawback of getting trapped in local minima through the use of a global
optimisation method. The algorithm for distance minimisation resembles what is
typically used in this context [3, 90, 102, 124, 127, 133, 136]. This cost function
outputs the average squared distance between each tactile element and the nearest
point in the object surface and is detailed in Algorithm 5.3.
Algorithm 5.3 Pose estimation using distance
Input: Pose {x}, object pointcloud {S}, contacts {C(k)}
1: Transform contacts using rotation, translation x
2: for all k contacts do
3: for all i elements do
4: Find squared distance di between S and C
(k)
i









An initial qualitative evaluation was done using two different objects. In the first
experiment the robot was made to hold a box with clearly distinguishable features
– edges, vertices, rounded surfaces. The fingers were placed so that the tactile
sensors touched these different features. This grasp is shown in Figure 5.9(a),
with the features highlighted and labeled in red.
The result after applying this method is shown in Figure 5.9(b), with the picture
overlaid with the robot 3D model and the resulting pose using both the ICP-type
method and the covariance matching cost function approach. The result of the
method matches the tea box seen in the background, better than the benchmark. It
should also be pointed out that a correct estimate is obtained despite the significant
error seen in the right finger first joint angle. This error is mitigated by the fact
that the method can identify that the finger is touching a planar surface, increasing
the cost for estimates that do not match this geometry.
The red point cloud, which shows the point cloud of the object at the pose ob-
tained by using the covariance matching method matches the real location of the
Chapter 5. Pose Estimation from tactile arrays 141
(a) (b)
Figure 5.9: Pose estimation overlaid on a picture of the grasp. Blue pointcloud
shows the result when minimising distance from the surface to the contacts. Red
pointcloud shows the result when using the proposed method
object much closer than when minimising only distance. In this example, one ex-
planation for the mismatch obtained the ICP approach may be the small error in
the kinematics is present, and can be seen in the proximal angle of the right side
finger. While this small mistake in the kinematics compromises the performance
of the ICP-type approach, the covariance based matching method still yields an
acceptable result. This is due to the local shape information that is contained in
the covariance approach, allowing for this error, as it tries to match that finger
with a planar surface that satisfies the covariances measured in the tactile sensor
frame.
To further highlight the advantages of using this approach, a scenario was con-
structed that was predictably difficult to be tackled with the typical approaches
that use distance information only. A cylindrical thermal bottle was grasped with
the fingers being placed in a posture that was problematic to obtain the object
pose from. The contacts were positioned at opposite sides of the cylinder, with
the finger contacts being placed close together, with the palm contact at the other
side of the cylinder. The results are shown in Figure 5.10.
When using information on distance only, it is difficult to disambiguate between
poses around the vertical axis. This is because the distances between contact
Chapter 5. Pose Estimation from tactile arrays 142
Figure 5.10: Result with horizontal thermal bottle. Blue pointcloud shows
the result when minimising only the distance from contacts to surface. Red
pointcloud shows the result when using the proposed method
centroid and object surface are very similar for very different poses around this
axis. Using the covariance matching approach, however, allows to discriminate
between these poses, as the largest principal component on the two fingers grasping
the side of the bottle are aligned with the cylinder’s main axis, resulting in a pose
that aligns the bottle axis with those largest principal components.
Also, the method using principal components has an advantage over algorithms like
ICP in that it penalises points in the object model not present in the measurement,
i.e. surface points lying the sensing area where sensing elements are not active.
Figure 5.11 shows the evaluation of the cost function for diferent poses, with angles
around the vertical axis in the range of [−57◦, 57◦]. The cost was evaluated using
both cost functions in Algorithms 5.2 and 5.3, with the colours of the point cloud
in the upper right figure corresponding to the points in the plots below. While
the distance only cost function found the minimum around 20◦, the proposed
covariance based cost function successfully predicted the minimum to be around
0◦.
Quantitative evaluation was done using four different objects and six grasps. Ob-
taining an accurate ground-truth proved problematic, as electromagnetic trackers
are not reliable when metal and magnets are present in the surroundings. As
such, fiducial markers were used, and the pose was finely adjusted manually, since
the accuracy provided by the fiducial markers was insufficient for the evaluation
Chapter 5. Pose Estimation from tactile arrays 143
Figure 5.11: Evaluation of proposed the cost function versus a benchmark
based on distance alone. Clockwise from the top: grasping scenario, different
poses evaluated, proposed cost function, distance based cost function. Note:
the colors in the lower plots match the pose hypotheses on the upper right
of the method. The ground truth was displaced by a random rotation between
0◦ and 20◦ around each axis and a translation between 0 and 10 mm along each
direction [x, y, z]. This enabled to start the pose estimation from an approximate
pose, emulating the situation where vision provides a coarse pose estimate to be
corrected using tactile sensing. To evaluate the covariance-based matching against
the distance-only optimisation benchmark, three criteria were used:
 The mean angle and displacement between the minimisation results and
ground truth.
 The angle and displacement error at the lowest cost found in all trials
 The Spearman’s ρ correlation coefficient between cost and error.
The mean angle provides a good indicator for the success of the pose estimation
method. However, it is very dependent of the optimisation method used, as the
optimisation may converge to a local minima, which does not correspond to the
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ground-truth. The Spearman’s ρ criterion, on the other hand, allows the assess-
ment of the descriptor independently of the optimisation method. By finding the
correlation between cost and error, the suitability of the descriptor becomes more
evident, as a good descriptor will have stronger correlation between lower costs
and higher accuracy in the results.
Spearman’s ρ is a measure for the dependence between two variables [182]. It
outputs a number between −1 and 1, quantifying the monotonicity between two
variables X and Y . In other words, if lower errors correspond to lower costs, the
Spearman’s ρ will be close to 1. The calculation of the Spearman’s ρ is done by
ranking the n values of X and Y into rank numbers xi, yi and then applying the
formula in Equation (5.12).
ρ = 1− 6
∑
(xi − yi)2
n(n2 − 1) (5.12)
Figure 5.12 shows the resultant cost vs. the error for each of the 100 trials in
one grasp. A linear fit is added for easier visualisation. In this experiment, the
proposed descriptor shown in Fig. 5.12(b), displays a stronger correlation with
the angular error than the distance-based cost function in Fig. 5.12(a). This
stronger correlation demonstrates the advantages of using the proposed descriptor
in optimisation methods or as the measurement model, for example in recursive
Bayesian filtering methods.
Cost



























Figure 5.12: Result of cost function vs. angle error
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The results of the experiments for the different objects and grasps are shown in
Table 5.3, where the descriptor with best results is highlighted in bold.
Table 5.3: Comparison of cost functions – mean error, error at minimum cost
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Similarly to the approach presented in chapter 4, the global pose of the object
can be estimated, even when an initial estimate is not available. This is done by
increasing the search space to all possible orientations and positions around the
robot hand and increasing the maximum number of iterations. Given the size
of the search space, it can take up to a minute to reach the global minimum.
Also, due to object symmetry, multiple global minima can be present and the
optimisation may converge to one that is not the global minimum. Figure 5.13
shows this global search for the grasp f) in Table 5.3, with the arbitrarily selected
initial estimate shown in red and the result of pose estimation in green. These two
results are local minima found by the optimisation algorithm. These two poses,
when evaluated using the cost function that depends only on distance, yield very
similar costs (0.0177 and 0.0170). When using the covariance-based cost function
presented in this chapter, it is possible to disambiguate between them, as the
correct pose results in a much lower cost (0.254 and 0.103 respectively).
(a) (b)
Figure 5.13: Result of a global search using the proposed descriptor (grasp (f)
in Table 5.3 )– red pointcloud: initial pose; green pointcloud: resultant pose.
The computational performance was very similar for both algorithms, with the
average duration for pose correction being 9.06 seconds for the covariance-based
algorithm and 9.68 seconds for the distance minimisation. The duration for the
worst case timed during the experiments was similar for both algorithms, with the
proposed cost function being between 1.4 times slower to 4 times faster, with an
average duration of each evaluation of 500µs. The discrepancies in the duration
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of the proposed algorithm are due to the resolution of the object point cloud,
since the calculations take longer when using point clouds with higher number
of points, whereas the benchmark algorithm performs a fixed number of distance
queries. However, it should be noted that the algorithm in Algorithm 5.2 can
potentially run much faster, as it relies on matrix operations. Besides, the kd-
tree implementation used in these experiments does not allow for range queries.
Using this type of query would speed-up significantly the selection of points within
the sensing region (i.e. steps 5 to 7 in Algorithm 5.2), which is one of the main
bottlenecks in the performance of the algorithm.
5.4 Conclusions
This chapter presented a new descriptor to interpret data from a distributed tactile
array, which was applied to the problem of estimating the pose of a grasped object.
The approach is based on Principal Component Analysis, a method that obtains a
set of vectors in the direction of highest variance in the data, orthogonal between
them. While this approach has been extensively used in many branches of science,
and robotics in particular, the common usage of PCA is with the aim of reducing
the dimensionality of multivariate data, with many notable examples of using PCA
to process tactile data [77, 89, 183, 184]. This method, on the other hand, follows
the approach by Liu et al. [85], preserving all the dimensions and is instead used
to match tactile and geometric data.
The results of pose estimation are presented both qualitatively and quantitatively,
showing higher accuracy than current standard techniques for this purpose, which
merely rely on the distance between finger contacts and object surface. One
paradigmatic example for this approach is the Iterative Closest Point [185, 186],
which was used for benchmark. When comparing both approaches, ICP presents
faster convergence but has a number of disadvantages, such as the fact that it
converges to a local minimum. Another problem when using ICP, is that, for ex-
ample, a sharp edge can be confused for a plane that contains that edge, as the
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distance between active sensor elements and one point on the point cloud can be
very small.
Figure 5.14 shows an example where a ICP was performed to fit a line to plane
and a plane to another plane. This situation tries to emulate the active elements
in a tactile sensor (blue markers), and a patch of the geometric shape of an object.
Since PCA merely tries to minimise the distance between the points, a line will fit
just as well as a plane to another plane. In the line to plane fitting the resulting cost
of the algorithm was found to be lower (0.0408) than the error of fitting a plane to
another plane (0.0747). The proposed method, on the other hand, penalises both
cases where points in the measurement are not present in the object model and also
where surface points inside the sensing area are not present in the measurement.
This observation underlines some of the problems of using approaches similar to
ICP and highlights the advantages of using the covariance based method to match













































(b) Fitting two planes using ICP




This chapter presents the final remarks to this thesis. It reviews and comments
the main findings of this work, comparing it to other results in the literature. It
also contains a critique of the proposed method and the limitations of the work.
Suggestions and preliminary results for possible applications of the methods are
proposed, along with possible future research directions.
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6.1 Main Contributions
The main outcome of this thesis is the development of methods to estimate the pose
of a grasped object. These methods are based on a single instance of tactile data
and rely on optimisation to find a suitable pose. Two types of contact sensing data
were used: intrinsic tactile sensing and distributed tactile arrays. The different
information that is obtained from each of these sensing methods required the
development of cost functions that exploited that information.
For intrinsic tactile sensing, the contact locations and normals were used, taking
advantage of the fact that, for rigid contacts, the normal component of the contact
force coincides with the normal of the object surface. For distributed tactile arrays,
a descriptor that encoded the variances on the tactile data was created. Assuming
that the local geometry of the object at the contact location will follow similar
variances, a measure of this coherence allowed to find object poses which, for each
contact, matched the tactile information to the local geometry of the object at
that pose.
The proposed methods can be applied in two scenarios. If a coarse pose is available
from vision, the pose can be quickly rectified to match tactile data. Also, when no
initial pose is available, the global pose can be estimated by searching the whole
space of rotations and translations around the robot hand.
Table 6.1 compares the literature results with the results from each results chap-
ter in this thesis. While the accuracy and speed of the results are comparable to
the existing literature, a noticeable feature of the proposed approach is its ability
to estimate the 6-DOF pose of objects of arbitrary geometrical complexity, while
requiring no exploration of the object. Preliminary results on the proposed meth-
ods’ ability to identify the grasped object and assess grasp quality are presented
in Section 6.2. A discussion and critical analysis on the methods’ limitations is
presented in Section 6.3, with a number of possible improvements to the method
being suggested in Section 6.4.
















Aggarwal[90] 4 4 4 6 4 4 <5/– –
Chalon[131] 4 6 6 6 6 4 ≈10/10 –
Corcoran[129] 6 6 6 6 6 6 ≈3/8 3
Hebert[128] 4 6 6 4 6 4 6/2 –
Honda[124] 4 6 6 4 6 4 0.5/2 0.033
Petrovskaya[127] 4 6 4 6 6 4 5/3 30
Koval[132] 6 6 4 6 6 4 <20/– 1
Laaksonen[135] 6 6 6 6 6 6 – –
Zito[133] 4 4 6 6 6 6 – 200
Pezzementi[137] 4 4 4 6 4 6 4/≈30 –
Chapter 3 4 4 6 4 6 6 20/ – 0.17
Chapter 4 (local) 4 4 6 4 6 6 4/5 0.64
Chapter 4 (global) 4 4 4 4 4b 6 7/3 63
Chapter 5 (local) 4 4 6 4 6 6 7.6/10.4 9.7
Chapter 5 (global) 4 4 4 4 4b 6 – / – 60
aRun times are merely indicative, as the experiments were run in different hardware
bPreliminary results
Table 6.1: Comparison of existing tactile pose estimation methods
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6.2 Applications
6.2.1 Object Identification
One possible application for the global pose estimation algorithms is to identify the
grasped object from within a number of possible objects in a database. This can
be achieved through running multiple instances of the pose estimation algorithm
in parallel. The final costs for each object can be ranked, with the lowest cost
corresponding to the most likely object. Figure 6.1 shows preliminary results
obtained from running the algorithm, using the grasp in Figure 6.1(b). The best
poses for each possible objects are shown in Figure 6.1(a), and the likelihood is
calculated according to the inverse of the cost: li =
1/Gi∑
k 1/Gk
. It can be seen that
the object is correctly identified (object 2), with the glass (object 4) resulting also
in a low cost, due to its similar shape and size.
These results, while still preliminary, show a possible application of the method,
but would profit greatly from the implementation of an exploratory strategy to
disambiguate between objects with similar geometry.
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(a)
(b) (c)
Figure 6.1: Object identification using the proposed method
6.2.2 Grasp Stability
Understanding the pose of a grasped object is also of critical importance to assess
the stability of a grasp. In order to apply the grasp stability criteria presented in
Section 2.1, the location of the object’s centre of mass must be accurately known.
Figure 6.2 shows a Shadow robot hand grasping a light bulb. Contact forces
are shown as green arrows and the normal directions are shown as red arrows.
The convex hull, according to the Grasp Wrench Space, previously presented in
Section 2.1, is shown in Figure 2.1(b), where green represents the forces and red
represent the torques that this grasp can resist.
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Figure 6.2: Grasp quality according to the Grasp Wrench Space metric.
This knowledge of the object pose can also allow the improvement of a grasp, by
choosing points in the object where the placement of a finger would improve grasp
quality. Figure 6.3 shows a robot hand grasping a glass. Points in the object are
shown in a scale from red to blue, where quality would improve or decrease if a
finger was moved to that position.
(a) (b)
Figure 6.3: Grasp quality improvement. Blue – Improve quality Red – Reduce
quality
6.3 Discussion and Critique
While the proposed methods can quickly and accurately estimate the pose of a
grasped object when an initial estimate is available, globally estimating the pose
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of the object without any prior estimate suffers from a number of issues.
Firstly, the computation time of the global pose estimate is excessively high. Sec-
ondly, ambiguities in the object pose can arise due, for example, to symmetries in
the object. Also, as the geometric complexity of the object increases, more object
poses are likely to satisfy current sensing data, in particular when few fingers are
touching the object. Figure 6.4 present one such case, where two poses (blue and
green) result in similar costs (blue and green). The true pose is shown in pink.
Figure 6.4: Example of a situation that might cause the algorithm
to fail. Parts of the object surface coincide almost perfectly in two
different poses. Ground truth is shown in pink.
Without an exploratory strategy, it is impossible to discriminate between these
two poses. However, finger exploration requires the manipulation of the object,
which will necessarily change the object pose. Pose changes due to small finger
movements can be accommodated using this strategy, by running the minimisation
continuously, using the previous estimation as the new initial estimate, or using
prediction models such as the grasp matrix. Realistic dynamic manipulation situa-
tions, however, require an accurate and computationally fast update model, which
can predict the state transitions from each possible pose.
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Furthermore, while exploring an object to estimate its pose, it is essential to take
into consideration the effects of a possible finger action in the stability of a grasp.
This duality between exploration of the object and its stability is key to solving the
problem of object pose estimation and the larger problem of object manipulation.
As mentioned in the Introduction of this thesis, this work does not presume to
be a definitive solution to the problem of object pose estimation, but can be
part of a larger system which comprises sensing, prediction, and decision-making.
Figure 6.5 presents a possible system architecture that can estimate the pose of the
object and take manipulative actions while keeping track of the object pose. This
architecture can rely on Bayesian inference to sequentially estimate the pose of the
object, given the available sensing data and a prediction on the object movement
given a finger movement action.
The yellow rectangle highlights the parts of this system that are the object of this
thesis. The output of the algorithms presented in this thesis can be a pool of


















Figure 6.5: Proposed system for pose estimation.
An exploration strategy that can balance between the acquisition of information
and the maintaining of grasp stability is still an open problem. While there is
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significant work in planning trajectories that can maximise the information acqui-
sition [133, 187, 188], considerations regarding grasp stability have not yet been
included in these strategies. Also, creating an update model, i.e. a model that,
given a starting object pose and an action, can predict the movement of the ob-
ject is also of the utmost importance for robot manipulation and the estimation of
the pose. Analytic models, such as the grasp matrix, simulation-based [189, 190],
quasi-static analysis [191] or machine learning based methods [192] have been
developed, but are yet to become commonplace within the robot grasping and
manipulation community.
In summary, a system that is able to accurately track the pose of a grasped object
while it is being manipulated is yet to be accomplished. A possible architecture
for such a system would require the different modules shown in Figure 6.5 to be
integrated together and carry out the estimation using a Bayesian framework.
6.4 Future Work
The previous section proposed an overview of a system architecture that can es-
timate the pose of a grasped object through Bayesian recursive estimation. Also,
the applications presented in Section 6.2 present some possible applications that
can be further developed into more mature algorithms. This section suggests prac-
tical improvements to the methods developed in this thesis, focussing mostly on
the performance of the algorithms.
First, a parametrisation of quaternions that could reduce the search space to
6 dimensions, taking advantage of the fact that the quaternion must have unit
norm should be further investigated. While the strategies presented by Ude [143]
and Schmidt [145] were tested, the computational advantages were not evident.
However, finding an efficient implementation of this type of parametrisation can
bring about great improvements in the computational cost of the algorithm. The
number of dimensions can also be further reduced by exploiting the symmetries of
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the object. For example, if the object is a sphere, the search space can be reduced
to the 3 translational dimensions.
Parallelisation of the search algorithm in Section 4.2 can also greatly decrease the
computational time to search for solutions. To implement this solution a great
deal of care must be given to avoid race conditions and also ensure the correct
re-sampling of particles. A possible solution for this would be to re-sample and
evaluate in batches instead of sequentially, adding the weights and the particles
for the whole batch simultaneously.
For the descriptor presented in chapter 5, a k -d tree implementation that allowed
range searches would greatly reduce the computational time to evaluate the cost
function. Finally, this representation of tactile data could be used in other con-
texts, such as tactile exploration and grasp stability analysis.
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