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The problem of cross-modality person re-identification has been receiving increasing attention recently, due to its practical
significance. Motivated by the fact that human usually attend to the difference when they compare two similar objects, we propose
a dual-path cross-modality feature learning framework which preserves intrinsic spatial strictures and attends to the difference of
input cross-modality image pairs. Our framework is composed by two main components: a Dual-path Spatial-structure-preserving
Common Space Network (DSCSN) and a Contrastive Correlation Network (CCN). The former embeds cross-modality images into a
common 3D tensor space without losing spatial structures, while the latter extracts contrastive features by dynamically comparing
input image pairs. Note that the representations generated for the input RGB and Infrared images are mutually dependant to
each other. We conduct extensive experiments on two public available RGB-IR ReID datasets, SYSU-MM01 and RegDB, and our
proposed method outperforms state-of-the-art algorithms by a large margin with both full and simplified evaluation modes.
Index Terms—Cross-modality, Re-identification, Common Space, Contrastive Correlation.
I. INTRODUCTION
PERSON Re-IDentification (ReID) in RGB cameras hasbeen attracting wide attentions in recent years as it is
of significance in video surveillance [1], [2], [3], [4], [5],
[6], [7]. However, these algorithms are all developed with
an assumption of good lighting conditions. Nowadays, many
surveillance cameras support automatic switching between
RGB and infrared working modes according to the sur-
rounding illumination [8]. Such real-world scenarios urge the
research requirement of RGB-Infrared cross modality person
ReID (RGB-IR ReID), where given an RGB (infrared) image
of a query person, it aims to match the infrared (RGB) images
of the same person in other disjoint cameras [8], [9], [10], [11],
[12].
The RGB-IR ReID task suffers from the difficulties of both
cross modality discrepancy resulting from the imaging sensors
and intra-modality appearance discrepancy due to illumination,
background, pose and viewpoint variations, just as in the
traditional ReID task. As stated in [10], the cross modality
discrepancy is often more challenging than the intra-modality
appearance discrepancy. To alleviate the cross modality dis-
crepancy, a popular pipeline which includes feature extraction
phase and feature embedding phase is introduced. For feature
extraction phase, a multi-branch architecture is adopted to
extract modality specific feature vectors firstly, and for feature
embedding phase, a mapping function is then adopted to
project the modality specific features into a common feature
space [12], [13]. Generally speaking, the model branches
used to extract modality specific features are not required to
have same architectures or share parameters necessarily, as
optimal feature extraction model highly depends on the input
data modalities. Note that in the feature extraction phase, the
modality specific feature is usually processed into a 1D-shaped
* indicates co-first authors. †Corresponding author: Peng Wang
(peng.wang@nwpu.edu.cn).
vector and the mapping function is typically devised as one or
several fully-connected layers to project the modality specific
feature vectors, leading to a common feature space which loses
the spatial structure information as it is spanned by 1D-shaped
feature vectors.
As we all know, when human compares two objects, es-
pecially two very similar objects such as two persons, they
usually attend to the difference of the objects to distinguish
whether they belong to the same instance. However, a common
feature space spanned by 1D-shaped feature vectors does
not contain the spatial structures anymore. In this paper,
motivated by the fact stated above, we propose a dual path
cross modality feature learning framework which consists
of a Dual-path Spatial-structure-preserving Common Space
Network (DSCSN) and a Contrastive Correlation Network
(CCN). For the DSCSN, the modality specific feature space
and the common feature space are devised to be 3D-shaped
tensor spaces which can still preserve the spatial structures
as supported by convolution feature maps. Furthermore, bene-
fitting from the spatial-structure-preserving common feature
space, the CCN is incorporated to make the final feature
representations attend to the difference of the input RGB-
IR person image pairs. Specifically, the kernels of CCN are
generated by a parameter-free kernel generator module. Firstly,
personalized kernels of each input person are sampled from
the common feature representations. Then the difference of
the personalized kernels is exploited to serve as the con-
trastive correlation kernels, which are expected to attend to
the difference between the input person pairs. As can be
seen from Figure 1, the proposed method can be viewed as
a pipeline that the input RGB (Infrared) image can obtain
dynamic feature representations that depend on which Infrared
(RGB) image it is compared with [14]. During inference, the
similarities between two input images can be calculated based
on a full mode or a simplified mode. Extensive experiments
are conducted on two public available RGB-IR ReID dataset,
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Fig. 1. The pipeline of our proposed framework for RGB-IR person ReID. It mainly contains two components: a Dual-path Spatial-structure-preserving
Common Space Network (DSCSN) and a Contrastive Correlation Network (CCN).
SYSU-MM01 [8] and RegDB [15] and our proposed method
achieves state-of-the-art performances for both the full and
simplified evaluation modes.
To summarize, the main contributions of this paper include:
• We design a Dual-path Spatial-structure-preserving Com-
mon Space Network (DSCSN) to embed cross-modality
images into a common feature space. In order to preserve
the intrinsic spatial structure, the common feature space
(as well as intermediate modality specific feature space)
are represented by 3D tensors rather than conventionally
adopted 1D vectors. Experiments show that DSCSN is
superior to traditional dual-path architectures for RGB-
IR ReID.
• To capture the semantic difference between input RGB-IR
image pairs, we design a Contrastive Correlation Network
(CCN), which dynamically builds constrastive kernels
in a parameter-free fashion and then apply them over
the entire image feature map by cross-correlation. The
resulting contrastive features present high responses on
regions with clear semantic differences.
• Extensive experiments on the popular SYSU-MM01 and
RegDB datasets demonstrate that our proposed approach
outperforms existing algorithms by a large margin.
II. RELATED WORK
In this section, we review the literature related to our work
from the following two aspects.
Cross Modality ReID. For cross modality person ReID, some
endeavors are devoted on text-to-image person retrieval [16],
[17], [18], whose approaches can not be directly transferred
to RGB-IR ReID problem due to the obvious difference
between the two tasks. More related to our work, some
pioneer researches have explored the problem of RGB-IR
ReID. [8] provided the first RGB-IR cross modality ReID
dataset named SYSU-MM01 for the community and proposed
a deep zero-padding framework for automatically evolving
domain-specific structure for RGB-IR matching. [9] proposed
a hierarchical learning framework to jointly optimize the
modality-specific and modality-shared metrics. [12] further
introduced a dual-path network trained with a bidirectional
dual-constrained top-ranking loss to handle both the cross
modality and intra-modality variations. [11] proposed to
learn discriminative modality-invariant feature representations
in an adversarial way. [10] presented a dual-level discrepancy
reduction learning scheme which incorporated a generative
model to transform the input into a unified space firstly, then
extracted discriminative features from the unified space. In our
method, we also adopt a dual-path CNN similar as in [9], [12],
[11], while in our architecture the modality specific feature
space and the common feature space are devised to be 3D
tensor spaces which can still preserve the spatial structures.
Benefitting from this, a Contrastive Correlation Network can
be introduced to make the final features attend to the difference
of the input RGB-IR person image pairs.
Dynamic Convolution Kernels. Our proposed Contrastive
Correlation Network is related to adaptive convolution opera-
tions with dynamic kernels. HyperNetworks [19] incorporated
a hypernetwork to generate weights for a main network
and the hypernetwork usually takes information about the
structure of the weights as inputs. [20] proposed to take
advantage of side information such as camera angle and height
to generate the convolution kernels adaptive to the context.
[21] proposed the dynamic filter network for the task of
video and stereo prediction, where the filters are dynamically
generated conditioned on the input frame. [22] formulated
the visual tracking task as a one-shot detection problem
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and proposed the Siamese-RPN tracker where the template
branch predicts the “correlation” weights for region proposal
subnetwork on detection branch. Most neural models with
dynamic convolution kernels take one input to generate the
weights, while [14] proposed to generate contrastive kernels
based on a pair of inputs to characterize the specific feature
of one input compared with another. Our work also takes
a pair of inputs to generate contrastive correlation filters,
while the main differences between our work and [14] lie in
three folds: 1) Our proposed Contrastive Correlation Network
utilizes a parameter-free sampling scheme to replace the kernel
generator module in [14] which makes our method easily
converge; 2) During inference phase, we propose both full
and simplified evaluation modes to calculate the similarities
between two input images; 3) [14] aims to verify the input face
image pairs in single modality, while our method is conducted
on cross modality person matching.
III. PROPOSED METHOD
In this section, we elaborate the framework of the proposed
feature learning method for RGB-IR person Re-Identification.
The framework learns more discriminative feature represen-
tations by projecting two modalities into a spatial-structure-
preserving common space and attending to the differences
between the paired feature maps.
As shown in Figure 1, it comprises two main components:
a Dual-path Spatial-structure-preserving Common Space Net-
work (DSCSN) and a Contrastive Correlation Network (CCN).
Specifically, the Dual-path Spatial-structure-preserving Com-
mon Space Network utilizes a partially shared structure to
learn the RGB-IR spatial-structure-preserving common fea-
tures by simultaneously modeling the modality specific and
modality shared information. The Contrastive Correlation Net-
work is to mimic the mechanism of learning by attending to
the difference of two similar objects.
A. Dual-path Spatial-structure-preserving Common Space
Network
A Dual-path Spatial-structure-preserving Common Space
Network is designed to extract common features with the
shape of 3D convolution feature maps for the input RGB and
IR images. It consists of two branches: RGB-branch and IR-
branch and both the branches are designed to have similar
network structures. Note that it mainly contains two steps:
modality specific feature extraction and common feature em-
bedding. Feature extraction step focuses on capturing modality
specific information for different image modalities, and the
feature embedding step aims to learn common features of RGB
and IR image modalities.
As shown in Figure 1, RGB images and IR images are
fed into the Dual-path Spatial-structure-preserving Common
Space Network. The low-level layers without sharing param-
eters are designed as the feature extraction part to extract the
modality-specific features. After that, convolution architectures
with shared parameters on top of feature extraction part are
treated as a common feature embedding function to project
the modality-specific inputs into a common space spanned by
3D convolution feature maps. To clarify, CR(·) and CI(·) are
denoted as transformation functions from the input images
to common space features for RGB images and IR images
respectively. Given an RGB image R and an IR image I, the
extracted 3D common features FR and FI are represented by
FR = CR(R) ∈ RhF×wF×cF
FI = CI(I) ∈ RhF×wF×cF
(1)
where hF , wF and cF are the height, width, and number of
channels respectively.
It is worth mentioning that different from dual-path network
proposed in [12], which introduces a shared fully connected
layer as feature embedding function acting on 1D feature vec-
tors, our feature embedding adopts convolutional architectures
and acts on 3D feature tensors. The proposed network can
preserve some spatial structure information for the common
space. From Figure 1 it can be seen that although RGB and
IR images undergo different imaging process, they still have
some similar spatial visual patterns. Experimental results in
Section IV show that our feature tensor embedding method
achieves better performance than [12] for RGB-IR ReID.
Furthermore, benefitting from the spatial-structure-
preserving common space, the Contrastive Correlation
Network is further incorporated to make the feature learning
model attend to the difference of the input pairs, which will
be elaborated in the next subsection.
B. Contrastive Correlation Network
After obtaining the common feature tensors extracted by the
Dual-path Spatial-structure-preserving Common Space Net-
work, the Contrastive Correlation Network is introduced to
force the model to attend to the difference between the paired
person images. The Contrastive Correlation Network consists
of two modules: kernel generator module and contrastive
correlation module.
The kernel generator module produces personalized ker-
nels for a person image, aiming at emphasizing the distinct
features of a person relative to the mean person. Then the
contrastive kernels are calculated as the difference between
two personalized kernels. The contrastive correlation module
extracts dynamic contrastive feature of a person image based
on which image it is compared with, by performing correlation
with the contrastive kernels. Note that the conventional CNN-
based methods [12], [11], [10] use the same feature of a person
image no matter which image it is compared with, once the
training of the model is finished.
Kernel generator. The kernel generator aims at producing
kernels specific to I or R, which is referred to as personalized
kernels.
Taking R as an example, each kernel tries to illustrate the
characteristic of a local part of person image R. A kernel
located at (i, j) can be obtained by sampling FR,
KijR = Cropping(FR, i, j, hT , wT ), (2)
where KijR is a local patch cropped from FR with the height
of hT , and width of wT , and (i, j) are the coordinates of FR
indicating where the kernel is cropped. Cropping(·) denotes
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Algorithm 1: Kernel Sampling Algorithm
Input : FR, hK , wK , stride h, stride v;
Output: KR;
KR = {};
for i = 0; i+ hK <= hF ; i = i+ stride v do
for j = 0; j + wK <= wF ; j = j + stride h do
KijR = Cropping(FR, i, j, hK , wK);
KR+ = {KijR };
end
end
the cropping operation. KR denotes a set of kernels sampled
from FR,
KR = Sampling(FR, hT , wT , stride h, stride v), (3)
The kernel sampling algorithm Sampling(·) is detailed in
Algorithm 1, where stride v and stride h denote the vertical
and horizontal strides. The personalized kernels sampled from
the 3D common feature tensors are expected to capture the
intrinsic features of a person, regardless of illuminations,
poses, view angles, modalities etc.
To achieve the difference of personalized kernels of two
person images, the contrastive kernels are defined as:
KRI = |KR −KI | (4)
Kernels used in conventional correlation are generated by
separate input images, while the contrastive kernels of the
RGB (IR) image are dynamically generated depending on the
paired IR (RGB) image, expecting to attend to their difference
between the input paired persons.
Contrastive correlation. The contrastive features of R con-
trasted with I (F IR) and I contrasted with R (F
R
I ) are computed
by taking the correlation between FR and FI with contrastive
kernels KRI as:
F IR = KRI
⊗
FR
FRI = KRI
⊗
FI
(5)
where
⊗
denotes the correlation operation. After obtaining
the contrastive features of R and I, a fully connected (FC)
layer followed by sigmoid activation function is deployed to
calculate the difference score DIR and D
R
I between R and I
as:
DIR = σ(WD · F IR)
DRI = σ(WD · FRI )
(6)
where σ(·) is the sigmoid function with σ(x) = 11+e−x , and
WD denotes the weights of the FC layer. The overall difference
score DRI between R and I is defined as the average of the
two difference scores,
DRI = (D
I
R +D
R
I )/2 (7)
C. Overall Loss Function
Two types of losses are enforced on the proposed model,
namely Pairwise BCE loss and ID loss.
Pairwise BCE loss. Note that the difference score DRI of the
same person is expected to be 0, while for the different persons
it is expected to be 1. To minimize the difference score of same
person pairs and maximize the difference score of different
person pairs, a Pairwise Binary Cross Entropy (PBCE) loss is
adopted as:
LPBCE = − 1
M
∑
I,R
[lRI log(DRI)− (1− lRI) log(1−DRI)]
(8)
where lRI is the label for the input RGB-IR person pair, with
lRI = 0 representing that I and R are the same person, and
lIR = 1 denoting that I and R are different persons, and M
representing the number of person pairs.
ID loss. Meanwhile, after performing a global average pooling
layer on FR and FI , global features GI and GR are obtained
for I and R respectively. For each person, its own character-
istics indicates that the features of same persons should have
high similarity even if with various pose, illumination, view
angle changes and etc. So we enforce the identification (ID)
loss on top of the global features as in the following equations:
pR = softmax(WID ·GR) (9)
pI = softmax(WID ·GI) (10)
LID = − 1
2N
[∑
R
C∑
c=1
ycR log p
c
R +
∑
I
C∑
c=1
ycI log p
c
I
]
(11)
where WID is the weights of the last fully connected layer of
ID loss. pR and pI are the predicted label probability distri-
butions of R and I. C is the number of person identities. yR
and yI are one-hot coding ID labels for R and I respectively,
and N is the number of samples for each modality.
The overall loss function of our proposed method is:
LT = LPBCE + λLID (12)
where λ is a trade-off parameter to balance the losses.
D. Inference Phase
For inference phase, we can take two evaluation modes
which are named as full mode and simplified mode respec-
tively. For the full mode, DRI is used to present the similarity
of two images. The smaller DRI is, the more similar two
images are. For the simplified mode, the cosine similarities
are calculated between the query and gallery images by using
the global features GR and GI . For P query images and G
gallery images, the simplified mode need to evaluate the Dual-
path Spatial-structure-preserving Common Space Network for
P +G times, while the full mode need to evaluate additional
P ×G Contrastive Correlation Networks. Experimental results
in Section IV show that the full mode can get better perfor-
mance while the simplified mode is quite efficient and suitable
for large scale real applications.
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IV. EXPERIMENTS
In this section, we report the experimental results to verify
the efficacy of the proposed method, including comparison
with baseline and state-of-the-art methods, discussion and
visualization of our method.
A. Datasets and Evaluation Protocols
We mainly evaluate our proposed method on two publicly
available RGB-IR person re-identification datasets: SYSU-
MM01 [8] and RegDB [15].
SYSU-MM01. It is a large-scale dataset including both in-
door and outdoor environments, which is collected by six
cameras (four RGB and two near-infrared). And the indoor
environments are captured by one IR and two RGB cameras,
while the outdoor environments are captured by the other
three cameras. It contains 491 person identities with 287, 628
RGB images and 15, 792 IR images in total, and each person
is captured by at least two different spectrum cameras. We
adopt the most challenging single-shot all-search test mode
recommended by [8] and the same evaluation protocol as
in [8], [9], [12], [11], [10] is used for fair comparison. The
training set includes 395 persons, with 22, 258 RGB images
and 11, 909 IR images. The testing set contains 96 persons,
with 3, 803 IR images for query and 301 selected RGB images
selected as the gallery set.
RegDB. It is a relatively small-scale dataset containing 412
persons, which is collected by two aligned cameras (one RGB
and one far-infrared). Each person in this dataset has 10 RGB
and 10 IR images respectively, with 4, 120 RGB images and
4, 120 IR images in total. Following the evaluation protocol
adopted in [9], [12], [10] for fair comparison, the dataset is
randomly split into two halves, one for training and the other
for testing. For testing, the RGB images are used as the query
set while the IR images as the gallery set.
Evaluation metrics. We adopt the standard cumulated match-
ing characteristics (CMC) curve and mean average precision
(mAP) which are widely used in the evaluation of conventional
ReID problems, to indicate the RGB-IR ReID performance.
Note that different from conventional ReID, the query set
and the gallery set for RGB-IR ReID task are in different
modalities.
B. Implementation Details
Then, we give the implementation details of our experiments
from the following three aspects.
Input preprocessing. We resize the resolution of all the im-
ages to 256×128. To augment the training data, each training
image is padded with 10 zero-valued pixels, so that the size of
the images is transformed into 276×148. 256×128 images are
randomly cropped and horizontally mirrored from the padded
holistic images and then fed into the network.
Batch Sampling. N random person identities are firstly se-
lected at each iteration. Then, one RGB image and one IR
image of the selected identity are randomly sampled from two
different modalities to construct the mini-batch. Thus, totally
2 × N images are fed into the network for training at each
TABLE I
COMPARISON WITH BASELINE METHODS ON SYSU-MM01 AND REGDB
DATASETS. “-S,-F” DENOTES THE SIMPLIFIED AND FULL EVALUATION
MODE RESPECTIVELY. “W/O ID” DENOTES OUR METHOD WITHOUT ID
LOSS.
- SYSU-MM01 RegDB
Methods cmc-1 mAP cmc-1 mAP
VL 23.2 27.1 24.0 27.3
RKL 27.2 29.4 32.1 33.4
KVL 26.3 29.3 34.6 35.7
IDL 28.4 31.8 27.2 31.2
Ours(w/o ID)-S 33.4 35.9 50.5 51.1
Ours(w/o ID)-F 34.0 36.3 59.0 57.5
Ours-S 33.4 37.2 53.1 53.5
Ours-F 35.1 37.4 60.8 60.0
33.3 32.9 31.8 30.4 
15.8 
76.3 75.8 76.4 75.2 
57.3 
89.0 88.5 90.1 88.3 
73.3 
35.9 35.5 35.2 32.7 
19.1 
0.0
10.0
20.0
30.0
40.0
50.0
60.0
70.0
80.0
90.0
100.0
12 8 6 4 2
A
cc
u
ra
cy
 (
%
)
Number of Kernels
cmc-1 cmc-10 cmc-20 mAP
Fig. 2. Influence of the number of kernels on SYSU-MM01 dataset.
iteration. In this manner, within each mini-batch, we can select
N positive pairs and r×N negative pairs, where r is the ratio
between negative pairs and positive pairs. The total pairs in
each batch is M = N + r×N . We set N = 32 and r = 3 in
our experiments.
Training. For the backbone architecture of the dual path
network, ResNet-50 [23] pre-trained on ImageNet is adopted
as backbone. Specifically, the parameters are not shared for
the input stem, stage 1 and stage 2 of ResNet-50 during the
modality-specific feature extraction step in Figure 1, while
they share parameters for the stage 3 and stage 4 which
are treated as the feature embedding blocks. The maximum
number of training epochs is set to 60 for both datasets. The
stochastic gradient descent (SGD) optimizer is utilized for
optimization. The initial learning rate is set to be 0.1 and then
decreased by 1/10 for the last 30 epochs. We set the trade-off
parameter λ = 0.1 throughout the experiments.
C. Comparison with Baseline Methods
We compare our approach with four baseline methods on
both SYSU-MM01 and RegDB datasets in Table I. Note that
the same neural architecture is adopted for fair comparison.
Verification loss (VL) [29] takes a pair of feature vectors ex-
tracted for person images and determine whether they belong
to the same person or not. Ranking loss (RKL) denotes the
method proposed in [12]. It is a kind of metric learning method
which includes inter-modality and intra-modality top-ranking
constraints. Note that VL and RKL are enforced on top of the
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TABLE II
COMPARISON WITH STATE-OF-THE-ART METHODS ON SYSU-MM01 AND REGDB DATASETS. (%)
- SYSU-MM01 RegDB
Methods cmc-1 cmc-10 cmc-20 mAP cmc-1 cmc-10 cmc-20 mAP
HOG [24] 2.8 18.3 31.9 4.2 13.5 33.2 43.7 10.3
MLBP [25] 2.1 16.2 28.3 3.9 2.0 7.3 10.9 6.8
LOMO [26] 1.8 14.1 26.6 3.5 0.9 2.5 4.1 2.3
GSM [27] 5.3 33.7 53.0 8.0 17.3 34.5 45.3 15.1
One-stream Network [8] 12.0 49.7 66.7 13.7 13.1 33.0 42.5 14.0
Two-stream Network [8] 11.7 48.0 65.5 12.9 12.4 30.4 41.0 13.4
Zero-padding [8] 14.8 54.1 71.3 16.0 17.8 34.2 44.4 18.9
TONE [9] 12.5 50.7 68.6 14.4 16.9 34.0 44.1 14.9
HCML [9] 14.3 53.2 69.2 16.2 24.4 47.5 56.8 20.8
BDTR [12] 17.0 55.4 72.0 19.7 33.5 58.4 67.5 31.8
cmGAN [11] 27.0 67.5 80.6 27.8 - - - -
eBDTR [28] 27.8 67.3 81.3 28.4 31.8 56.1 66.8 33.2
D2RL [10] 28.9 70.6 82.4 29.2 43.4 66.1 76.3 44.1
Ours(w/o ID)-S 33.3 76.3 89.0 35.9 50.5 68.3 78.1 51.1
Ours(w/o ID)-F 34.0 76.7 87.5 36.3 59.0 75.2 83.5 57.5
Ours-S 33.4 78.6 89.4 37.2 53.1 72.3 80.2 53.5
Ours-F 35.1 77.6 88.9 37.4 60.8 78.6 85.9 60.0
I
1R 2R 3R 4R 5R 6R
Positive pairs Negative pairs Low
High
R
IF
I
RF
R
IF
I
RF
7R 8R 9R
Fig. 3. Visualization of contrastive feature maps extracted by our proposed method (Ours) on the test set of SYSU-MM01 dataset.
global feature GR and GI . We also extend the verification loss
to the contrastive kernels KRI , denoted as kernel verification
loss (KVL). In addition, ID loss (IDL) without Contrastive
Correlation Network is also adopted as the baseline method.
“Ours(w/o ID)-S” in Table I denotes the proposed method
without ID loss for using the simplified evaluation mode,
while “-F” represents using full mode. As can be seen from
Table I that 1) The proposed Contrastive Correlation Network
is much effective as all our methods greatly outperforms the
baseline methods by large margins. 2) The proposed method
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Fig. 4. Samples of retrieval results on the test set of SYSU-MM01 dataset of our proposed method (Ours-S).
TABLE III
EFFECT OF FEATURE EMBEDDING ON SYSU-MM01 DATASET.
- Ours(w/o ID) ID loss
Shared layers cmc-1 mAP cmc-1 mAP
None 25.9 29.3 20.6 24.8
Stage 4 29.3 33.6 27.9 31.1
Stage 3-4 33.3 35.9 28.4 31.8
Stage 2-4 32.1 34.8 27.6 30.8
Stage 1-4 32.9 35.6 27.1 30.0
All 32.7 34.7 26.3 30.1
Dual-path [12] - - 25.1 27.4
TABLE IV
COMPARISON OF KERNEL GENERATOR MODULE WITH OUR KERNEL
SAMPLING SCHEME.
- - SYSU-MM01 RegDB
Methods Parameters cmc-1 mAP cmc-1 mAP
KG-S 49M 28.9 32.0 28.2 31.5
Ours-S 25M 33.4 37.2 53.1 53.5
Gains −24M +4.5 +5.2 +24.9 +22.0
KG-F 49M 31.9 33.9 34.1 37.4
Ours-F 25M 35.1 37.4 60.8 60.0
Gains −24M +3.2 +3.5 +26.7 +22.6
can achieve better performance when ID loss is combined with
the pairwise BCE loss in Eqn. (12). 3) Compared with the
simplified evaluation mode, the full mode during the inference
phase can get better ReID performance for both cmc-1 and
mAP.
D. Comparison with State-of-the-art Methods
We compare our methods with most of the RGB-IR person
ReID methods which have reported their results on the SYSU-
MM01 and RegDB datasets in Table II. Current state-of-the-art
methods include cmGAN [11] which proposed to learn modal-
ity invariant features via an adversarial way, eBDTR [28]
which presented a bidirectional center-constrained top-ranking
loss to learn discriminative features, and D2RL [10] which
incorporated a generative model to transform the input into
a unified space firstly, then extracted discriminative features
from the unified space. We can see from Table II that our
method significantly outperforms D2RL by 17.4% cmc-1 and
15.9% mAP on RegDB dataset, and by 6.2% cmc-1 and 8.2%
mAP on SYSU-MM01 dataset.
E. Discussion
Effect of feature embedding function. For RGB-IR person
ReID, previous feature embedding methods [12], [9] use a
fully connected layer to project the modality-specific feature
vectors into the common feature space. Compared with them,
we design the feature embedding function as convolution
architectures. Table III shows how the feature embedding
function affects the RGB-IR ReID performance. Note that
ResNet-50 is taken as the mapping model which transforms
the input into the common feature space, specifically the
parameter sharing parts are viewed as the feature embedding
function. It can be clearly seen from Table III that when stage
3 and stage 4 of ResNet-50 are designed as feature embedding
function, it achieves best results no matter what the successive
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loss function or method (the ID loss or Ours(w/o ID)-S) is
used. Meanwhile, compared with dual-path network [12], our
proposed feature embedding function boosts the performance
by 3.3% cmc-1 and 4.4% mAP while ID loss is enforced.
Kernel sampling scheme v.s. Kernel generator in [14].
We compare our kernel sampling scheme with kernel generator
in Table IV. KG represents the method which is same as our
method, except its kernel generation mechanism changes from
kernel sampling scheme to kernel generator. From Table IV,
we can find our proposed kernel sampling scheme can get
converged more easily and achieve better accuracy than kernel
generator in our task. Compared with the original kernel
generator, our kernel generating method boosts the mAP by
3.5% and cmc-1 by 3.2% on SYSU-MM01 dataset, and boosts
the mAP by 22.6% and cmc-1 by 26.7% on RegDB dataset. It
is probably because the original kernel generator in [14] bring
24M (about 100%) more parameters than our method and it
is easy to over fit on cross-modality person reID datasets.
Influence of kernel numbers. The size of kernel is set to
3×3 in our experiments, and the number of kernels generated
by Algorithm 1 can vary by setting different stride v and
stride h. Here, we investigate how the number of kernels
affect the final performance. The size of the extracted 3D
feature tensor FR and FI are 8 × 4 × 2048, with hF = 8,
wF = 4. stride h is fixed to 1, while stride v varies in the
range of 1 to 5, to change the number of kernels from 12, 8,
6, 4 to 2. The results in Figure 2 show that typically more
kernels can obtain better performance.
Full mode v.s. Simplified mode. We compare two types
of evaluation modes during inference phase. As we can see
from Table II, the performance of using full mode is better
than using simplified mode. On SYSU-MM01 dataset, the full
mode outperforms the simplified mode by 1.7% cmc-1 and
0.2% mAP, while on RegDB dataset, using full mode gets an
additional 7.7% cmc-1 and 6.5% mAP improvement. It might
because RegDB is a relatively small dataset, and the global
features probably can not generalize as well as in a relatively
large SYSU-MM01 dataset.
On the other hand, the full mode needs to take more
computing resources and is more time-consuming. Our experi-
ments are based on single NVIDIA RTX-2080Ti GPU. Taking
RegDB dateset as an example, it contains 2060 query images
and 2060 gallery images for testing. First, the Dual-path
Spatial-structure-preserving Common Space Network takes
about 24.8s to extract all query and gallery image features.
Then, for simplified mode, the cosine similarity calculations
of all query images and gallery images take only about 0.5s,
while for full mode, the Contrastive Correlation Network takes
about 5280s to calculate the difference scores of all query and
gallery images (2060× 2060 evaluations of CCN). So the full
mode is less efficient especially when searching in a large
gallery set.
F. Visualization
To qualitatively analyze the proposed method, we visualize
some contrastive feature maps on the test set of SYSU-MM01
as shown in Figure 3. Specifically, an IR query image I is
compared to 3 positive and 6 negative RGB person images.
As can be seen, the high response of feature maps mainly lies
on the difference of person pairs, especially on different body,
and the more different they are, the higher response feature
maps exhibit.
In addition, we also show some ranking results in Figure 4.
We select some IR images as queries to search from the gallery
RGB images of the test set of SYSU-MM01. The images in the
first column are query images. The retrieval results are sorted
from left to right according to the similarity scores based on
the simplified mode. The last row shows one failure case,
where the person in query image carries a bag, while in gallery
images the same person does not carry a bag anymore and the
top-2 matches in the ranking list are indeed very similar to
the query person.
V. CONCLUSION
In this paper, we propose an RGB-IR cross modality person
re-identification framework which consists of a Dual-path
Spatial-structure-preserving Common Space Network which
projects the input images into a 3D tensor common space, and
a Contrastive Correlation Network which makes the feature
attend to the difference of the paired inputs. The framework
can be end-to-end trained with joint pairwise BCE loss and ID
loss. Extensive experiments on two public available benchmark
datasets show that our proposed method can outperform state-
of-the-art methods by large margins for both full and simplified
evaluation modes.
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