Up to now, the general style of load forecasting emphasized aggregate load forecasting. Such load forecasting results not only cannot identify where the power load takes place but also is not helpful for power facilities construction location planning. On the other hand, the power industry has been moving toward a deregulated environment recently. The results of regional load prediction could be used by power retailers to find their potential business opportunities. For transmission and distribution operators, accurate regional load forecasting can help them in long term power system planning and construction. Thus, regional load forecasting is getting more and more important for electricity providers in a deregulated power market. In this paper, empirical data are collected to formulate an artificial neural network model to predict the regional peak load of Taiwan. Based on the forecast results, some suggestions for Taiwan power market providers are presented.
Introduction
Electric power is one of the major input factors in economic development. To support economic growth and meet power requirements continually in the future, load forecasting has become a very important task for electric utilities. Moreover, an accurate load forecast can be helpful in developing a power supply strategy, financing planning, market research and electricity Energy Conversion and Management 44 (2003) 1941-1949 www.elsevier.com/locate/enconman management. However, up to now, the general style of load forecasting emphasized aggregate load forecasting. Such load forecasting results not only cannot identify where the power load takes place but also is not helpful for power facilities construction location planning. Besides, on the one hand, people want to enjoy the convenience of electricity in their daily life, but on the other hand, no one wants to have any power facilities constructed in their backyard. Regional load forecasting can determine the electricity power shortage area directly. On the basis of equity, power facilities may be constructed in the power shortage region.
The electrical power market in Taiwan is moving toward liberalization and privatization due to the influence of the global economic trend. Under such an environment, all consumers will have a choice of power providers, and electric power market providers need to consider many regional differences in their marketing policy, such as different types of customers being located in different regions of the system and the cost of delivery for electricity depending on location. Marketing involves finding customers whose needs best match the profile of the companyÕs particular product and services. Retailers perform comprehensive studies in order to plan their business strategies, and system owners must be able to plan efficient operation of their system [1] . Under such development trend of the Taiwan power market, the accuracy of regional load forecasting is very important to power market providers.
Regional load forecasting involves predicting the amount of electricity that should be generated to supply specific kinds of consumers over a specific period and location. It is explicitly intended for applications in generation capacity installation, long term capital investment, electricity price setting and transmission capacity expansion in different regions. However, such regional load forecasting is still lacking in Taiwan.
In this paper, empirical data are collected to formulate an artificial neural network (ANN) model to predict the regional peak load of Taiwan. Based on the forecast results, some suggestions for Taiwan power market providers are presented.
Forecast method
Because of the importance of load forecasting to a power market, many methods have been developed for load forecasting. They can be divided into three broad categories: regression based methods, time series models and artificial intelligence based methods.
Regression based methods
The regression model is used to describe the stochastic behavior of the load pattern on a power system. This model assumes that the power load at a particular period can be estimated by a linear combination of some independent variables. Generally, the longer the data set, the better is the result in terms of accuracy. A larger computational time for parameter identification is required.
Time series methods
Time series methods treat the load pattern as a time series signal with known seasonal, weekly and daily periodicities [2] [3] [4] . These periodicities give a rough prediction of the load at the given season, day of the week and time of the day. The difference between the prediction and the actual load can be considered as a stochastic process (random signal). The techniques used for the analysis of this random signal are the Kalman filtering method and the Box and Jenkins method.
Artificial intelligence based methods
In recent years, much research has been conducted on the application of artificial intelligence techniques to load forecasting problems [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . However, the models that have received the most extensive attention are undoubtedly the ANNs, cited among the most powerful computational tools ever developed. Fig. 1 presents an outline of a simple biological neural and an ANNs basic element. ANN models operate like a ''black box'', requiring no detailed information about the system. Instead, they learn the relationship between the input parameters and the controlled and uncontrolled variables by studying previous data. ANN models can handle large and complex systems with many interrelated parameters. They simply seem to ignore excess data that are of minimal significance and concentrate instead on the more important inputs [16] .
Several types of neural architectures are available, among which the multi-layer back propagation (BP) neural network is the most widely used. As Fig. 2 reveals, a BP network typically employs three or more layers for the architecture: an input layer, an output layer, and at least one hidden layer. The computational procedure of this network is described below:
where Y j is the output of node j, f ðÁÞ the transfer function, w ij the connection weight between node j and node i in the lower layer and X i the input signal from the node i in the lower layer. The BP algorithm is a gradient descent algorithm. It tries to improve the performance of the neural network by reducing the total error by changing the weights along its gradient. The BP algorithm minimizes the square errors, which can be calculated by: where E is the square errors, p the index of pattern, O the actual (target) output and Y the network output. The BP algorithm is based on a steepest descent technique with a momentum weight/bias function, which calculates the weight change for a given neuron. It is expressed as follows [24] : let Dw 
where gðnÞ is the learning rate parameter. By using the chain rule of differentiation, the weight of the network with the BP learning rule is updated using the following formulae: ðnÞ is the output signal of neuron i at the layer below and m is the momentum factor.
The constant terms of g and m are specified at the start of the training cycle and determine the speed and stability of the network. In brief, the procedure to set up a BP network is:
1. Select input and define output variables. 2. Determine layer(s) and the number of neurons in hidden layers. No hard rule is available for determining them, which may depend on trial and error. 3. Learning (or training) from historical data. Learning is the process by which a neural network modifies its weights in response to external inputs in order to minimize the global error. The equation that specifies this change is called the learning rule. 4. Testing. When a neural network is well trained after learning, the neural networks are processed via a test set containing historical data that the network has never seen. If the testing results are in an acceptable range, the network can be considered as fully trained. The next step can then be performed. 5. Recalling. Recalling refers to how the network processes a driving force from its input layer and creates a response at the output layer. Recalling does not do any learning and expects no desired outputs.
Next, we will use the empirical data to formulate the ANN model for Taiwan regional peak load forecasting. 
Empirical results
In this study, we use historical annual data from 1981 to 2000 for our study. For training purposes, we select the data from 1981 to 1996 to construct the ANN model for each region. Testing (or ex post facto forecasting) is made by the data from 1997 to 2000. The predicted results of the ANN model are also compared to those of the regression base model with the same data to examine the ANN modelÕs reliability and accuracy.
Firstly, according to the administrative divisions, we divide the whole of Taiwan into four regions. The scopes of these four regions in this study are shown in Table 1 and Fig. 3 . Then, we can further set up a peak load forecasting ANN model for each region. After the testing process, our regional peak load forecasting ANN modelÕs architecture in this study is as follows. The input pattern consists of three input neurons (i.e. regional GDP, regional population and regional highest temperature). The hidden layer consists of two hidden neurons. The output pattern consists of only one output neuron (regional peak load).
The forecasting results obtain by the ANN model and the regression model are show in Table 2 , Figs. 4 and 5. Table 2 compares the actual regional peak load with the regression based model results and our ANN model results for annual regional peak load forecasting of Taiwan. As is indicated, the testing results (from 1997 to 2000) of our ANN models correspond to the actual regional peak load more accurately than the regression models in all regions, particularly for the central region and the southern region. The mean absolute percentage error (MAPE) also reveals that our ANN models perform better than the regression models. These results from 1981 to 2000 are also plotted in Fig. 4 . Because the ANN model can more effectively capture the non-linearity characteristics of the data, Fig. 4 demonstrates that in the more non-linear situations, such as the peak load in the central region and the southern region of Taiwan, the ANN model shows a higher level of performance than the regression model. Fig. 5 also shows the error percentage distribution of the regression model and the ANN model during the same period. It also indicates that the ANN model seems to yield more accurate forecast results than the regression model in all regions.
Finally, according to the forecasting results by the ANN model of this study, the peak load of the northern region in 2010 will reach 19,120 MW, which is the highest among the four regions. The peak load growth of the southern region is the fastest, with the peak load in 2010 being about 1.56 times the level of 2000. This forecast result shows that the power market providers facing the power facilities construction location problem should consider the northern and southern regions of Taiwan first in future power planning.
Conclusions
Up to now, most load forecasting emphasized aggregate load forecasting. Unfortunately, such load forecasting results not only cannot identify where the power load takes place but also are not helpful for power facilities construction location planning. Besides, the electrical power market in Taiwan is moving toward liberalization and privatization, all consumers will have a choice of power providers and electric power market providers need to consider many regional differences in their marketing policy. In this point of view, the accuracy of regional load forecasting is very important in the Taiwan power market. In this study, we predict the annual regional peak load of Taiwan by using an ANN model. The ANN model proposed herein yields more accurate regional peak load forecasts than the regression based model under the same exogenous variables used.
Finally, regional load forecasting involves predicting the amount of electricity that should be generated to supply specific kinds of consumers over a specific period and location. It is explicitly intended for applications in generation capacity installation, long term capital investment, electricity price setting and transmission capacity expansion in different regions. Regional load forecasting will play a very important role in future power market planning. 
