The following alternating algorithm (Lee & Seung 2001) converges to a local maximum of L(W, H):
Ccan be viewed as an instance of the MM algorithm (see text) and iterative proportional scaling for log-linear models. 
Archetypal Analysis
• This method, due to Cutler & Breiman (1994) , approximates data points by prototypes that are themselves linear combinations of data points. In this sense it has a similar flavor to K-means clustering.
• However, rather than approximating each data point by a single nearby prototype, archetypal analysis approximates each data point by a convex combination of a collection of prototypes. The use of a convex combination forces the prototypes to lie on the convex hull of the data cloud. In this sense, the prototypes are "pure,", or "archetypal."
where W is N × r and H is r × p.
• We assume that w ik ≥ 0 and r k=1 w ik = 1 ∀i. Hence the N data points (rows of X) in p-dimensional space are represented by convex combinations of the r archetypes (rows of H).
• We also assume that
where B is r × N with b ki ≥ 0 and
• Thus the archetypes themselves are convex combinations of the data points.
• Using both (2) and (3) we minimize
over the weights W and B.
• This function is minimized in an alternating fashion, with each separate minimization involving a convex optimization. The overall problem is not convex however, and so the algorithm converges to a local minimum of the criterion. In order to best reconstruct the data from convex combinations of the prototypes, it pays to locate the prototypes on the convex hull of the data. This is seen in the top panels of the Figure and is the case in general, as proven by Cutler & Breiman (1994) . K-means clustering, shown in the bottom panels, chooses prototypes in the middle of the data cloud. • We can think of K-means clustering as a special case of the archetypal model, in which each row of W has a single one and and the rest of the entries are zero.
• Notice also that the archetypal model (2) has the same general form as the non-negative matrix factorization model (??). However, the two models are applied in different settings, and have somewhat different goals. Non-negative matrix factorization aims to approximate the columns of the data matrix X, and the main output of interest are the columns of W representing the primary non-negative components in the data.
