This paper takes a novel look at the construction of objective prior distributions. In particular we use calculus of variation methods to minimise integrals of Langrangians. It is the Langrangian which therefore is the basic construct for the objective prior. This will be based on combinations of functions representing information for density functions. Another key idea is that we think about information contained in a density function (the prior) rather than thinking about the information a density holds for a parameter.
Introduction
The construction of objective priors has always been an active area of Bayesian research. From the work of Jeffreys (1961) to the more recent , the idea of being able to obtain prior distributions which do not depend on subjective information has intrigued researchers. The aim of this article is to present a novel approach to define objective prior distributions for continuous parameter spaces. Furthermore, we show that the prior is proper, rendering it appealing to being employed in scenarios where current (improper) objective priors fail, such as mixture models.
The starting point of any statistical analysis is a parameter of interest, say θ ∈ Θ, indexing a family of probability densities f (x|θ). The Bayesian framework now requires the specification of a prior on Θ.
The two most common approaches to objective priors are (i) Jeffreys prior, which relies on the information about the parameter contained in the Fisher information, and (ii) the reference prior which aims to maximize the expected difference in information between the prior and the posterior. Both of these require and use aspects of f (x|θ).
On the other hand, we argue that it is possible to express an objective prior about θ ∈ Θ on the basis of the knowledge of Θ only. For example, let Θ = R + ; if p(θ) is recognised as a suitable objective prior for the θ in f (x|θ) = θe −xθ , then why not also for the θ in
An objective prior we therefore argue belongs to a Θ rather than a θ within f (x|θ). This idea also avoids the thorny issue of what f (x|θ) is; the true model, a misspecified model, a subjective choice, and hence concerns about what an objective prior using such an f (x|θ) means as well. So our aim is to provide objective density functions on parameter spaces. In higher dimensions, where the parameter space is (θ 1 , . . . , θ k ), we assume prior independence among the components and construct the prior as
where each p j (θ j ) is a prior derived with our proposed approach.
While the specification of the sampling distribution is necessary to the inferential process (in updating the initial uncertainty), its choice should not affect the way the prior uncertainty about the true value of θ is represented.
The mathematical construct we use to obtain an objective prior are proper scoring rules. These are loss functions, S(θ, p) ∈ R, measuring the quality of a quoted distribution p, for an uncertain quantity θ (Parry et al., 2012) . In our context, the uncertain quantity is the parameter and the quoted distribution is the prior p(θ); where θ ∈ Θ.
In a minimally informative situation we should be able to obtain the prior p(θ) without any input. We propose to achieve this by assuming that the loss associated with any θ, via the scoring rule S(θ, p), is equal to a constant; i.e. it does not depend on θ. The value of this constant is not important and it is set to 1. That is, we solve S(θ, p) = 1 among p ∈ P, where P represents the set of all the densities. Given the special nature of a scoring rule, our contention is that if for prior p the score S(θ, p) depends on θ, some parts of the space Θ are given preference, hence the constant assignment. In addition, we assume that the density p satisfies two properties. The first is based on the idea that if we have no information about the true value of θ, we should not expect to have different losses associated with different values of the quantity. The second aims to remove undesirable characteristics in a prior distribution.
Besides the above mentioned properties of being global (i.e. independent from the sampling distribution) and of being proper, the proposed prior has a nice interpretation in terms of information, which will be discussed in the paper.
The research activity in developing objective priors has been prolific since the work of Jeffreys. The idea is that in a scenario where prior elicitation is not feasible, or not desirable, a prior distribution can be formed through structural or formal rules (Kass and Wasserman, 1996) . Although a thorough review of objective Bayesian methods is beyond the scope of this paper, we deem it appropriate to briefly list the most common results. The first approach is due to Laplace (1820) with the principle of insufficient reason. For a finite parameter space, the objective prior is uniform which, however, is affected by the partitioning paradox. Its continuous version, where we would have a flat prior, is not suitable for parameters, besides the location, as it is not invariant under reparametrisation. To overcome the last problem, Jeffreys (1946 Jeffreys ( , 1961 proposed a prior distribution for continuous parameter spaces which is invariant for one-to-one transformations of the parameter space. For example, if we consider the sampling distribution f (x|θ), the corresponding Jeffreys' prior is given by
where I(θ) is the Fisher information. Although in scenarios where there is only one parameter of interest, Jeffreys prior yields sensible posterior distributions. However, in cases where the parameter space has a dimension of two or more, the prior is known to yield posteriors with poor performance (sometimes giving paradoxical results, such as the marginalisation paradox). Although other more general invariance priors have been proposed, such as in Dawid (1983) , Hartigan (1964) and Jaynes (1968) , the reference prior of Bernardo represents an alternative to Jeffreys prior which yields optimal posteriors in multimensional cases; at least, in some specific cases. Here the idea is to derive a prior distribution which carries as little information as possible. The prior is identified as the one which maximises the (expected) missing information between the prior and the posterior. The most up-to-date results on reference priors can be found in Berger et al. (2009) and, for an extension to discrete parameter spaces, in . A limitation of reference priors is its sensitivity to the order of importance of parameters; this issue and possible solutions have been discussed in Berger et al. (2015) .
Other objective priors prosed include that of Box and Tiao (1973) based on data-translated likelihoods, and maximum entropy priors, see for example in Jaynes (1957 Jaynes ( , 1968 . The first type aims to use uniform priors in models where the likelihood can be translated producing posteriors which, for different samples, have the same shape and differ in location only. As discussed in Kass (1990) , these priors turn out to be very restrictive in the range of applications.
Another important class of objective priors are the probability matching priors, first proposed in Welch and Peers (1963) . The aim is to obtain a prior distribution under which the posterior probabilities of certain regions coincide with their coverage probabilities, either exactly or approximately. For example, if we consider the model f (x|θ), and t(p, α) is the α-quantile of the posterior, and
then p(θ) is a probability matching prior. Recent development of the method can be found in Sweeting et al. (2006) and Sweeting (2008) .
A different method, based on information theoretical concepts, has been proposed by Zellner and Min (1993) , giving the so called maximal data information prior. Although the method gave rise to some interesting results, such as the derivation of the right-Haar measure for location-scale problems, applications are still limited.
A final consideration is reserved to discrete parameter spaces, which systematic discussion can be seen to be generated by the paper of Rissanen (1983) . The lack of general methods, due to the challenges that discreteness imposes, has been filled by first, and Villa and Walker (2015) later.
The paper is organised as follows. In Section 2 we introduce the foundations of the proposed prior on the basis of scoring rules and their properties. An interesting aspect of the global prior based on scoring rules is its interpretation in terms of the information content carried by the prior itself. This aspect is explored in Section 3. In Section 4 we present the objectve priors concentrating on Θ = (0, 1), (0, ∞) and (−∞, +∞). The implementation of the prior for some specific applications is presented in Section 5. Finally, Section 6 is dedicated to some final remarks.
Priors from scoring rules
Let us consider a quantity of interest, θ, which can take values in the space Θ. The fundamental argument behind objective prior distributions is that they should represent a state of actual or alleged prior ignorance about the true value of θ. Several criteria have been proposed to select such a prior, all of which assume that a probabilistic model generating the data (given θ) has been chosen. What we propose is to avoid this choice and derive a prior depending on Θ only. The idea is to measure the quality of the prior p with a proper score function, say S(θ, p), and assume it to be constant, as discussed in the Introduction. Definition 1. A density p with respect to the Lebesque measure on Θ, is objective (in accordance with commonly accepted meaning of the expression) if
where S is a proper scoring rule.
Our choice of scoring rule is
That this is a proper scoring rule is derived from the fact that it is a sum of two proper scoring rules. We combine them so that it is based on log p and the first two derivatives of log p. Previously priors have been sought based solely on log p; for example the reference prior, and the math becomes unnatural as a consequence.
On the other hand, including higher derivatives yields well defined solutions to optimization procedures. That we set this score to 1 for all θ is done without loss of generality, as we shall see later on. That we understand this to be an objective procedure is evident from the fact that no part of Θ is being given preference; the loss at θ for our choice of p(θ) is the same for all θ. For on the other hand, if S(θ, p) did depend on θ then we argue that this could only be driven by information; i.e. parts of Θ space are preferential to others. In fact, (1) can be seen as the sum of the two scoring rules, that is the log score
and the Hyvärinen scoring rule (Hyvärinen, 2005 )
An interpretation of exactly how the scoring rules work for us as far as the objective prior is concerned can be found in Section 4. It is to be noted that we have summed the two scores directly without introducing any weighting. If we weighted the two scores we would be attempting to calibrate the two scores, namely S L (θ, p) and wS H (θ, p). We motivate the choice w = 1 in Section 3 when we look at an alternative derivation of the objective prior. For now we simply note that there seems no motive to put a different coefficient for the log p and ∂ 2 log p/∂θ 2 terms.
Hence, we see that the objective prior p(θ) is obtained by solving the following differential equation:
To derive the solution, we have the following result.
Theorem 1. The solution to (4) is given by p(θ) ∝ e −u(θ) with u solving
for some suitable constant c.
Proof. Solving the differential eqution (4) is equivalent to solving the following differential equation;
where we have u(θ) = − log p(θ). Strictly we have u − 1 2 (u ) 2 = u − 1 but if u solves this then u + 1 solves (5). The 1 here is the same one which appears in the S(θ, p) = 1 and hence confirming the "without loss of generality" in the choice of 1 as a constant. By now letting v = u we have
which has the solution
for a suitable c. For u (θ) to exist we require c ≥ 2(1 + u) e −u for all u which occurs when c ≥ 2, since (1 + u)e −u is upper bounded by 1.
The missing pieces are c and say u(0). We will see how to complete these when we look at illustrations in Section 4. We also note here that we do not need the normalizing constant for p, as is the case for all prior distributions, and neither do we need to find an explicit solution for u, and p, beyond (6). The reason for this is that we can find an accurate solution via numerical methods; i.e. if we have u(θ) at a particular θ value, then we can evaluate
for small ε, and the u and u are available explicitly. Here R denotes the remainder term. From here we can evaluate p(θ).
Variational problems and solutions
Here we provide an alternative derivation of (4) using information theory, specifically entropy information and Fisher information. The entropy information (negative the entropy) of a density function p is given by
which is related to the Shannon's entropy and is equal to negative the expected selfinformation loss. In addition to I E (p), we consider a measure of the information in the density p known as Fisher information,
See for example Bobkov et al (2014) . Our broad aim is to choose the p which minimizes the information in p. However, neither I E (p) nor I F (p) on their own provide a global minimum when using variational methods. On the other hand, this is possible when using I E (p)+wI F (p) for some weighting w. Of all the possible weightings, we choose the w so the two pieces of information are calibrated. Our calibration, i.e. setting w, involves insisting that I E (p) = w I F (p) when p is standard normal. This results in the choice w = 1 2 . In fact, the inequality I E (p) ≤ 1 2 I F (p), with equality when p is standard normal, is known as the log-Sobolev inequality.
Hence, our aim is to find the p which minimizes I E (p) + 1 2 I F (p). To minimise the overall measure of information, using calculus of variations, we define the Lagrangian L(θ, p, p ) and seek such an L for which we can demonstrate a global minimum for the class of priors P. Recalling variational methods (Rustagi, 1976) , if we wish to minimise b a L(θ, p, p ) dθ, a necessary condition for a local extremum of the integral of the Lagrangian L(θ, p, p ) is that
Minimising b a L(θ, p, p ) dθ reduces to the classical calculus of variation problem where we want to extremize the integral of the function
The solution to the extremal problem, if it exists, is obtained from the EulerLagrange equations, given by (8). According to page 44 of Rustagi (1976) , if L(p, p ) is strictly convex on (0, ∞) × (−∞, +∞), and p satisfies the Euler equation, then p is a global minimum of
Theorem 2. A global minimum satisfying the Euler-Lagrange equations is given by the p solving the differential equation
for some suitable c.
Proof. Easy calculations give
where κ = p /p. This is easily seen to be a positive definite matrix; the eigenvalues are given by 1 p
which are positive. Equation (8), after some elementary algebra and differentiation, leads to the following differential equation,
This differential equation has the solution derived in the previous section. It is interesting that the Euler-Lagrange equations are solved by precisely the p solving equation (4).
Illustrations
To illustrate the proposed method we consider three common parameter spaces.
In particular, we consider the space for a parameter representing a probability, that is Θ = (0, 1), the space Θ = (0, ∞), usually representing the support of scale parameters and, finally, the support for (location) parameters Θ = (−∞, +∞). As we show, the first case has a trivial solution, while the last one is obtained by symmetrising the solution for Θ = (0, ∞). Hence, it is this latter Θ which is discussed in detail. For the (0, ∞) case, we will settle the free parameters, i.e. u(0) and c by demanding that p has certain shapes. For (0, ∞), we ask that log p is concave and that p is convex. For objectiveness we ask that they are minimally so, so that for at least a single θ 1 and θ 2 we have p (θ 1 ) = 0 and (log p(θ 2 )) = 0.
Case Θ = (0, 1). In this case, the global objective prior on Θ can be found without recourse to variational methods, as the information I(p) is minimised when p(θ) = 1, i.e. the uniform distribution, since both I F (p) and I E (p) are non-negative and are both 0 when we take p to be flat.
Case Θ = (0, ∞). For a prior defined on the space (0, ∞) we require specific shape properties in order to yield a proper prior. By setting the two free parameters c and u(0) in (6), we obtain a prior distribution p which is (minimally) convex and with log p (minimally) concave. Both of these are quite standard properties of elementary densities; such as p(θ) = e −θ .
For the prior to be convex we require p ≥ 0. Now p = −u p implying p = p (u ) 2 − u . Therefore, p is convex when (u ) 2 ≥ u . From (5) and (6) we have (u ) 2 = ce u − 2(1 + u) and u = 1 2 c e u − 1 and hence we are interested in the c for which c ≥ 2(1 + 2u)e −u .
Given that the function 2(1+2u)e −u is maximum at u = with c ≥ 2 (1 + u)e −u for relevant u, we have, putting c to be minimal so that p is minimally convex,
Since u(0) ≤ 1 2 and u ≥ u(0), we deduce that p (θ) = 0 when u(θ) = 1 2 . For log p to be concave, we note that (log p) = −u and u = 1 2 ce u − 1. Since u is increasing and c is already set, for log p to be minimally concave we require u(0) = log(2/c). Since c > 2, we will have u(0) ≤ 1 2 and so we take c = 4e
− 1 2 and u(0) = 1 2 − log 2. Another important property of the prior p is that it should penalise large values of θ; i.e. p → 0 as θ → ∞. As such, we require that u is bounded away from 0, which is proved in the following Lemma, i.e. u → ∞ as θ → ∞. That is, for θ increasing, the (normalised) prior p converges to 0. Lemma 1. It is that ce u − 2(1 + u) ≥ 2 log 2 − 1 ≈ 0.39.
Proof. The proof is done by considering the two cases u(0) ≤ 
since u ≥ u(0). The right-hand-side can be written as u(0) 2e u−u(0) − 1 , and the term inside the curly brackets is bounded below by 1. Since u(0) > 1 2 > 2 log 2 − 1, this completes the proof.
The result of Lemma 1 has also the implication that p is a proper density function. To show this, we require Gronwall's inequality (Gronwall, 1919) . This inequality states that, if f and g are real valued functions on Θ = (0, ∞), g is differentiable on int(Θ), and
and hence p is proper.
Proof. Since p = −u p and we have u ≥ = √ 2 log 2 − 1, it is that p ≤ − p. From Gronwall's lemma, with f (t) = − and g = p, we have that
and hence the proof is complete.
To have a graphical image for the global prior, in Figure 1 we plot the prior using the approximation available via a numerical solution to the differential equation for p. Note that this is the unnormalised p. 
Case Θ = (−∞, +∞).
A solution here is a symmetric version from 3.2.
However, if we ask that p is smooth at the origin, i.e. p (0) = 0, then we need u (0) = 0 and hence c = 2(1 + u(0)) e −u(0) . For a mode at 0 we need u (0) > 0 from which we need u(0) > 0. With this requirement we see that (1 + u(0))e −u(0) is bounded between 0 and 1 and hence, since we need c ≥ 2, we must take u(0) = 0. With this u ≡ 0 and c = 2 and so p is flat, and hence improper.
Applications
Although we do not have an explicit form for p(θ), we can use (6) to calculate it easily. In particular, if we know p(θ) then we calculate p(θ + δθ) for small δθ, hence setting up the posterior estimation process via Metropolis-Hastings sampling.
To be specific, suppose we are currently at θ and the proposal value is θ . The acceptance probability is
where l(θ) is the likelihood function, and q(θ |θ) is the proposal density. The evaluation of p(θ )/p(θ) in equation (11) 
Equation (12) allows us to evaluate u(θ ) − u(θ) numerically, via
2 ce u(θ) − 1, and
and so on. Depending on how far θ is from θ we can either use the direct approximation just given or otherwise get from θ to θ using smaller step sizes.
Before showing the results of a thorough simulation study in Section 5.2, we consider the following two applications based on a single i.i.d. sample:
1. X 1 , . . . , X n ∼ Poisson(λ), where we assume our prior on the unknown parameter λ > 0, that is a sample space (0, ∞).
2. X 1 , . . . , X n ∼ N(µ, 1), where we assume our prior on the unknown parameter µ ∈ R, that is a sample space (−∞, ∞).
In the first illustration we sample n = 100 observations from a Poisson distribution with mean value λ = 2.5. The Metropolis-Hastings has been run with c and u(0) set as in discussed in Section 4, and the results for 100,000 iterations are shown in Figure 2 (posterior sample) and in Figure 3 from a normal density with mean µ = 5 and (known) variance equal to one. Here, for a total of 100,000 iterations, we had the results in Figure 4 (posterior sample) and Figure 5 (posterior histogram). In this case too the results are satisfactory, and the sensitivity analysis has again shown no noticeable impact from the initial choices. 
Mixture models
In this section we discuss the application of the proposed method to a scenario where objective priors have been notoriously challenging. If we consider mixture models, it is well known that the use of objective priors (Grazian and Robert, 2015) has to be done carefully, as this type of model is subject to issues related to non-identifiability, unbounded likelihoods, etc. The fact is that improper priors may not be appropriate as we might not observe outcomes from every component of the mixture (Titterington et al., 1985) . For example, Grazian and Robert (2015) show that Jeffreys prior is suitable for mixtures of normal densities only in some certain circumstances; that is when the unknown parameters are the weights. If the unknown parameters are the means or the variances, then using Jeffreys prior leads to improper posteriors. In particular, if the unknown parameters are the means only, we need at most two components to have proper posteriors; while, if the unknown parameters are the variance or the mean and the variances, then Jeffreys priors are not suitable for inference. The authors also generalise the result to any type of mixture.
Given that the objective prior we propose is proper, it allows to make inference on the parameters of a mixture density as the yielded posteriors will be proper. As an illustration, we consider the same examples discussed in Grazian and Robert (2015) , that is a mixture of three normal densities, assuming the weights and the variances known. In particular, we sample n = 100 observations from the following parameters are harder to be distinguished and that we are using noninformative priors. 
Simulation study
For objective priors, it is common practice to analyse some frequentist properties of the yielded posteriors. Furthermore, when available, the performance is compared to the one of other objective priors. We consider two frequentist indexes: the coverage of the 95% credible interval of the posterior distribution and the square root of the mean squared error (MSE) from the posterior mean. Note that, for scale parameters the MSE is computed relatively to the parameter value; that is M SE(θ)/θ. This is necessary to have a more realistic quantification of the estimation accuracy, as one would expect the uncertainty to increase as the value of the parameter increases. The study compares the performances of the proposed prior with the ones of the appropriate Jeffreys' prior, which can be consider as commonly accepted benchmark of reference. The first study considers the Poisson as sampling distribution. We repeat the procedure introduced in Section 5 on 500 samples generated from a Poisson with θ = 1, 2, . . . , 10. The sample sizes considered are n = 30 and n = 100. Recalling that, if x ∼ Poisson(θ), then the Jeffreys' prior is π J (θ) ∝ θ −1/2 , Figure 10 shows the coverage of the 95% credible interval and the square root of the MSE relative to θ. It is clear that there is no appreciable difference in the frequentist performances of the proposed global prior with respect to the Jeffreys' prior. The coverage is in line with the behaviour one would expect from a minimally informative prior, and the MSE is larger for n = 30 than for n = 100 due to the lesser information contained in the data. A similar conclusion can be drawn for the second simulation study, where a normal with known variance is considered. In this case, with observations from N (µ, σ 2 ) (where σ 2 is assumed to be known), where µ = {−5, −4, . . . , 0, . . . , 4, 5}, Jeffreys' prior is π J (µ) ∝ 1. The reported results have been obtained for σ 2 = 1 as there is no impact of the variance on the prior performances. By inspecting Figure 11 , we do not notice any sensible difference, in terms of frequentist performance, between the two priors.
Discussion
In this paper we have introduced a new class of objective priors derived by considering scoring rules. The scoring rules have been chosen so to have a prior p which is differentiable as many times as it is desirable; in particular, twice differentiable. Doing so, we have been able to represent both the global and the local behaviour of the prior by setting up the scoring rule as the sum of two pieces of loss: one related to p and one to its sensitivity to variations in θ. A remarkable aspect is that we have been able to show that the same result can be achieved via the rigour of calculus of variations, by finding objective priors which provide global extremum to integrals of the type
For if we can establish suitable choices of L(θ, p, p ) which can be motivated and satisfy conditions for the existence of global extremum, then new classes of objective prior can be sought. The case we have considered, which we acknowledge is a first step, is to use a combination of two well known measures of information in a prior density function; i.e.
L(θ, p, p ) = 1 2 p (θ) 2 p(θ) + p(θ) log p(θ)
with p ∈ P = {p : p convex & log p concave}. The global objective priors here defined have two desirable properties. The first is that they are somewhat detached from the choice of the sampling distribution and be dependent on the sample space only. in other words, the information required to derive the prior is limited to the range of values that the quantity of interest can take. The undoubted advantage is that a layer of objectivity has been removed, as current methods consider objectivity to start after the sampling distribution has been chosen (Bernardo, 1997) . The second property is that the prior is proper. Besides the advantage of not having to check properness of the posterior, operation necessary any time an improper is used, it allows to exploit the prior in scenarios where improper objective priors have been challenging. For example, as illustrated in Section 5.1, the global prior is used to estimate the means of a mixture of normal densities with three components. Another potential application, not discussed in this paper, is in model selection. In particular, the global objective prior may be used to represent minimal information on the parameters that are not common to two models. In fact, the Bayes factor used to compare two models is sensible to the proportionality constant of improper priors. While for common parameters the constant will cancel out, this is not the case if the parameter is either at the numerator or at the denominator of the ratio. Hence, the necessity of having a proper prior assigned to this kind of parameters.
The simulation study, aimed to compare the frequentist performances of the proposed prior with the ones of the Jeffreys' prior, has shown no appreciable differences. This, of course, is an expected and reassuring result supporting the objectivity of the global prior.
