System deterioration detection and root cause analysis is crucial for today's industrial society. However, the design and operation of mechanic system is getting more and more complex, which makes it hard at identifying deterioration with noisy data. Our research focuses on solving such problem on time-evolving sensor graphs in a streaming setting. Given a sequence of graphs, the ability to identify 1) any gradual and stable structured change and 2) the root cause components is of importance for early warning and system diagnosis. Existing methods either raise too many false alerts on instant changes or are too sensitive to noise. To address these problems, we propose Robust Failure Detection and Diagnosis (RoFaD). RoFaD can capture failure propagation given a time series of graph. By optimizing a matrix-based Taylor expansion, RoFaD can identify system deterioration in the presence of noise and immediate changes, and diagnose the root cause components. Experiments on both synthetic and real world datasets demonstrate that RoFaD is more effective than the popular baselines.
INTRODUCTION
one kind of failures that starts from few components (root cause components) and propagates to the other components of the system, with a gradual and stable pattern that usually lasts for a certain period of time.
However, with variable running environment and complex operation, signal patterns and component relationship change over time, which makes system deterioration difficult to detect in the presence of mode switch effect and data noise. Specifically, mode switch [6] is a phase shifter that used to switch the machine running phase instantaneously to adapt to environment or other running condition change. They can be triggered manually or automatically with certain conditions. There are usually two types of mode switch: global mode switch that affects the whole system, and local mode switch that only affects single or few components. One common consequence of mode switch is that there would be instant changes on the affected components in the time series signal. Such changes are considered as normal system behavior and of no interest in detecting system deterioration. But they are hard to quantify and differentiate from deterioration in the presence of data noise and the complex running conditions.
In this research, we focus on detecting system deterioration and the root causes given streams of time series graphs. In industrial dynamic system, time-evolving graphs are often observed or measured, with nodes denoting components and edges signifying temporal relationship between components, and thus considered as time series graph. Given a sequence of such time series graphs, identifying 1) any system deterioration (stable and gradual changes within a certain period of time) and 2) the root cause nodes (components where the problem started from) is crucial for early warning and system failure diagnosis.
Given varying component relationships, the existence of noise and the frequent occurrence of mode switch, it is nontrivial to detect deterioration in a streaming setting. Many methods rely on modeling global distributions and then monitoring any deviation from prediction [1, 18] . They typically require to access all past data, and also fail to consider local context drifts. Some are built upon local statistics or invariant networks [4, 11, 12, 20] . But they are sensitive to noise. Among all the relevant research, only a small number of work provide metric ranking of root cause components [4, 20] . But they are not able to distinguish gradual deterioration from instant changes and therefore generate lots of false alerts.
Different from the existing works, we propose Robust Failure Detection and Diagnosis (RoFaD). It has the following contributions:
(1) It can detect system deterioration in a streaming setting.
(2) By optimizing a matrix based Taylor expansion, RoFaD suppresses the influence of noise and instantaneous change.
(3) It can also discover the root cause components of the detected deterioration. (4) Extensive experiments demonstrate that RoFaD consistently outperforms the popular baselines. Our paper is organized as follows: Section 2 introduces the problem background and our objective with further details. In Section 3 we define the problem mathematically and propose our objective function. Section 4 describes the problem solution and Section 5 discusses our methods with further insights. We show the experimental study in Section 6, and draw a conclusion in Section 7.
PRELIMINARIES
We consider the problem on streams of time-evolving graphs. A graph stream with length n is noted as A [1:n] = [A 1 , , ..., A n ], where A j ∈ R m×m denotes a weighted and complete graph at timestamp j and m is the number of system components. Each edge is measured by sliding covariance (or correlation) between the two related components within a moving window. At every time t we collect a sub-stream with predefined length h:
With such sub-stream, our objective is to provide two metrics of the current system status:
(1) A scalar score c from deterioration metric.
(2) A root cause vector r ∈ R m×1 from failure contribution metric with each entry corresponding to one component. We have the following observations about system deterioration: Observation 1: A system deterioration oftentimes starts from one or few components, which we call the root cause of the deterioration. Observation 2: The failure propagation during a system deterioration has stable and gradual pattern within a certain period of time, until the system is repaired or reaches a steady-state. 
Please note:
(1) To detect P in any stream with failure propagation, it requires the propagation graph to be complete throughout the time of the stream. There is case that sometimes components may become disconnected (covariance diminishes) after the failure happened for certain time. However, as long as there is more that one stream where the propagation lasts from the beginning to the end, our model is capable to detect the failure.
(2) In practice, the sliding covariance (or correlation) are measured on a higher sampling rate, and the graph streams are collected from a relatively lower rate. Therefore even short stream contains detectable propagation.
Notations
For a matrix Z ∈ R m×n , Z −1 denotes its (pseudo)inverse, while Z (i, j) denotes the element in the i-th row and j-th column, and Z (i, :
) and Z (:, j) denote its i-th row and j-th column respectively. When Z is a square matrix, Z j with j > 0 denotes as the matrix product of j copies of Z . We use entry-wise norms denoted by ∥Z ∥ p , where p = 2 gives Frobenius norm ∥Z ∥ F = i j Z (i, j) 2 = tr(ZZ ⊤ ), and p = (2, 1) gives ℓ 2,1 norm ∥Z
.., w m ]) ∈ R m×m denotes a diagonal matrix with w 1 , ..., w m as its diagonal entries, while diag(Z ) for a given square matrix Z is a square matrix that has the same diagonal entries as Z but off-diagonal entries are all zeros. I m is an identity matrix of dimension m × m.
PROBLEM DEFINITION
We start from converting the observations in the previous section into the following assumptions. Assumption 1: Given a series of graphs A [t −h+1:t ] where a system deterioration is happening during the corresponding time period, there exists a symmetric matrix P ∈ R m×m :
P is defined as failure propagation matrix. Assumption 2: Since P is symmetric, we can approximate it using the following rank-k decomposition:
where U ∈ R m×k is the eigen-vectors and S ∈ R k ×k the eigen-value matrix of P. And the root cause vector r ∈ R m×1 can be measured by:
where r j indicates the failure degree of the j-th component. Furthermore, we can measure the deterioration score for the graph series
The intuition of Equation (3) is that the first k-rank of P corresponds to the root causes of the propagation. And the first part (max part) of Equation (4) originates from Observation 1, and ∥S ∥ F represents the scales of P. Therefore Equation (4) can represent the deterioration degree of A [t −h+1:t ] .
Our Objective Function
In real world, there is always noise that prevents us from obtaining the real measurement of A j . Assume that in the presence of noise, Session: Applied -Graph Applications CIKM '19, November 3-7, 2019, Beijing, China the observation at timestamp j isÃ j :
where Q j ∈ R m×m is i.i.d. noise at time j and ∥Q j ∥ ≤ ζ with ζ a certain noise threshold. Given the way we measureÃ j is symmetric and A j is symmetric as well, Q j is also symmetric. Due to the unknown noise, there is no straightforward way to obtain P fromÃ [t −h+1:t ] (sinceÃ −1 j−1Ã j is not consistent across time). An alternative way is to optimize the following equation:
With the existence of noise, one intuition is that obtaining P from A t would be more reliable than from earlier graphs (e.g.Ã t −h+1 ).
We can verify this intuition by combing Equation (1) and (5):
and then we have:
We can see that the error bound increases significantly as j increases.
To suppress the cumulative error by time, instead of using Equation (6), we design the following formula:
where f (j) is a strictly decreasing function as j increases. Here we notice that Equation (8) has matrix power term P j , which has strong relationship with matrix exponential function. Therefore we set f (j) = ( 1 j! ) 2 , and rewrite Equation (8) as:
Section 5 will further discuss the rationality of setting f (j) = ( 1 j! ) 2 . Now according to the power series theorem, there is:
therefore we can bring in the matrix exponential of P into Equation (9):
Here we use truncated Taylor equation with length h. In Section 5 we will further analyze the approximation error and its relationship to the stream window size h. For now, assume that we chose h to have error bound ϵ so that:
Now we can focus on minimizing the following equation:
Instead of solving P, we solve U and S directly to obtain r and c (refer to Equation (3) and (4)). Since P is symmetric, it has a Jordan canonical form:
Let
2 , we design our objective function as:
Equation 15 is the objective function of our algorithm. The ℓ 2,1 and ℓ 1 norms are to enforce sparsity on root cause measurement. It is easy to verify that the loss function M is bi-convex, therefore a global optimal solution exists.
Explanations
Before we describe the solution of our objective function, it is worth to mention that:
(1) Our assumption stems from real industrial observations. In some applications, P from the same failure can be with certain changes within a time period, and such changes could be from either noise perturbation or the reality of the true pattern. However, as long as the root causes are the same and the propagation speed does not change dramatically (otherwise it is no longer deterioration problem), we can confidently assume that the first k-rank of P don't change (in other word, the changes are only relevant to the less important eigen-components). Therefore in Assumption 2 we focus on the low-rank of P only, not simply for efficiency but also for robustness. (2) Certain condition has to be satisfied: the sampling rate of the streaming data cannot be too low to capture any stable and gradual trend. And if data is unevenly sampled, imputation would be necessary as a preprocessing step. (3) We can understand P as a diffusion matrix similar as random walk, where P is a failure propagation matrix. Random walk and Brownian motion is common on many natural phenomena from quantum mechanics to web surfers' behavior models. The major difference is that we do not normalize P, which is to maintain the norm/scale of P to reveal the deterioration score. On the other hand, the unnormalized P has connection with Poissonian edge-centric walk which implies that the transition rate of a node is equal to its out-degree [13] .
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PROBLEM SOLUTION
We adopt an iterative optimization to solve Equation 15 . Given s, optimize U. Given s, the optimal U can be computed by minimizing the following objective function:
The update rule for U at each iteration is given by the following theorem.
Theorem 4.1. When fixing s, U can be obtained by
where R =Âdiaд(s), T = diaд(s) 2 , and D U is a diagonal matrix with the i-th diagonal element as D U (i, i) =
Proof. The cost function in Equation (16) can be written as:
This is quadratic (thus convex) in U , so taking the partial derivative of M:
and setting it to be 0 and solving it row by row yields the update rule for U as Equation (17). □ Given U, optimize s. Given U , the optimal s can be computed by minimizing the following objective function:
Below is the update rule for s in each iteration. 
Proof. Since diaд(s) is diagonal matrix, we can solve Equation (19) column by column and rewrite it as:
which can be further rewritten as
Therefore, given different condition of sign of s i , we can come up with the solution in Equation (20) . □ Now we summarize RoFaD in Algorithm 1. For every input stream, the algorithm outputs one deterioration score c that describes the deterioration degree and one root cause indication vector r ∈ R m×1 . We use the following setting by default: h = 4, k = 1, α = 1 and β = 1. However, we will also show the parameter sensitivity in experiment section.
The most time-consuming part of RoFaD is the matrix inverse in step 1, which is O(m 2.376 ). In some real world cases with large graph, we probably have to involve additional techniques like graph segmentation. But to the best of our knowledge, our assumption and approach are sound in many industrial systems like gas turbines, wind turbines and aviation engines.
Input: A substream of time series graph
and m is number of components(sensors)), the number of low rank k, the scales of regularization terms α and β. Output: A deterioration score c and one root cause indication vector r
. Initialize U =Û and s = diaд((Ŝ) 1/2 ); while Not convergent do 4). Update U using Equation (17) ; 5). Update s using Equation (20) ; end while ; 6). Calculate r using Equation (3) ; 7). Calculate c using Equation (4) ; Algorithm 1: RoFaD RoFaD can capture deterioration to certain degree even if the topology is very complex, as long as the temporal graphs include all the relevant components. In Experiment Section 6.4 we show that even in the presence of excessive noise, our RoFaD still works to a certain degree since P heavily weights on the low rank causes which lead to system deterioration.
DISCUSSION 5.1 Suppression Effect of f (j)
Here we discuss the suppression effect of function f (j) (refer to Equation 8 and 9). We denote ∥P ∥ 2 F as p, and д(p, j) = p j f (j) where j ∈ [1, h]. Now we have:
We can see that when p is fixed, д(p, j) is a bitonic function, which means that it is monotonic increasing when j 2 < p, and monotonic decreasing when j 2 > p (shown in Figure 2 ). Therefore, the cumulative error is controllable with reasonably large j. The value of j is bounded by h (discussed in the next subsection). 
Stream Window Size (h) and Error
Here we discuss how to set the input stream size h in Algorithm 1.
In Equation (12) 
From [10] we know that ∥E ∥ ∞ is bounded by:
Therefore we have:
This requires a choice of h no smaller than √ m∥P ∥ ∞ log(1/ϵ). In practice, we set h = 4, but will analyze with different setting of h in Section 6.5.
Connections to Other Related Approaches
System Deterioration Detection is close to anomaly detection as the fault behavior is different from normal behavior. Methods such as [9] detects timestamped graph that different from previous/following graphs. Most of the change detection methods [3, 18] aim to mark a timestamped graph where the entire behavior of the graphs changes and the difference is maintained until the next change point. However, system deterioration detection is to find those gradual and stable changes that start from certain nodes of the graph, and then stably propagate to the rest. Therefore these methods will generate lots of false alarms that caused by noise perturbation or normal operational changes, which shown in experiment section.
Root Cause Ranking: Root cause ranking is also of interest in industrial application. Existing methods like [4, 5, 15, 20] are either based on invariant graph which is not realistic in dynamic running conditions and system operations, or only consider two consecutive graphs while ignoring a long/gradual trend in multiple graphs. Comparatively, our proposed RoFaD takes a series of graphs into consideration, and models gradual and stable change within such stream. It is more robust against noise perturbation and any instant change caused by normal system operation. We will show this in experiment section.
Decomposition-based Methods: Different from the other decomposition based methods that score the sample as the reconstruction error [8, 16] , our method decomposes the propagation matrix that was derived from a truncated Taylor equation, and the obtained low-rank vector/matrix plays as a root cause indicator.
Time Series Statistics is one type of failure detection methods for time series data. They exploit the temporal dependencies between variables, and compares the predicted state to the actual observation by different techniques like Granger Causality [17] , Kalman Filter [19] and Vector Autoregressive (VAR) models [14] . etc. However, they have two major drawbacks: 1) the problem of highdimensionality occurs when the ambient dimension of the model parameter space exceeds the available sample size; 2) although they can provide the contributing edges related to potential failure, they cannot directly locate the root cause components/nodes which is one of our key objectives.
EXPERIMENT
In this section, we demonstrate the superior capability of our RoFaD algorithm 1 on system deterioration detection and diagnosis by a thorough comparison with a number of strong baselines on both synthetic and real world datasets. 
Experiment Setup Datasets
We evaluate on both simulation and real world datasets. We generated one synthetic dataset 1 as follows: Firstly, we generated two sets of 20 nodes with different Gaussian distribution. Then we built similarity matrix on these 40 nodes using Gaussian kernel and repeated this matrix 56 times to construct a tensor of 40 × 40 × 56 time series graphs. To simulate the deterioration and the related root cause, we constructed a propagation matrix, P as follows: 1) we created an identity matrix I 40 ∈ R 40×40 , and 2) assigned the whole row that corresponds to a failure node with a failure value from 0.5 to 1.5. For instance, for the 25 t h node, we assign the 25 t h row of its identity matrix as 0.7. To generate four deterioration events to the stream, we generated four different propagation matrix P. Additionally, for each deterioration event we selected a timestamp from 1 to 50 and a deterioration propagation period. For instance, we selected a timestamp at 5 with a deterioration propagation period 3 time-steps. We used the propagation matrix P and performed Equation 1 to the graphs with selected timestamp and propagation period (e.g. A 6 = A 5 P, A 7 = A 5 P 2 and A 8 = A 5 P 3 ). The timestamp of these four deterioration occurrence are used as the ground truth of deterioration detection, and the four nodes are used as the ground truth of root cause detection. In the end, we add 20% random noise to the whole graph stream. For real world evaluation, we include three industrial datasets collected from a gas turbine system. This turbine system has a robust emission management and dynamics control over varying ambient conditions and fuel compositions. Consequently, its time series graph signal are with many change points caused by mode switch and noise perturbation from varying condition and the runtime system adaptation. The system has 12 key components with high frequency of sampling rate. A system deterioration often starts from one or few of these components and propagates to the whole system, causing slow burning rate and even extinguished flame. In this experiment, we will test our RoFaD's performance on such 1 code and data are available at https://goo.gl/DL1oqA problem. Table 1 lists three datasets (Turbine Dataset A/B/C), and each contains 1 event that last for 46 timestamps with a few mode switches.
Evaluation Metrics and Baseline Methods
Since our method provides two outputs that describe the system deterioration degree and root cause measurement, we evaluate them separately.
For system deterioration score, we use ROC to compare performance of true/false positive with different thresholds. We include four popular baselines that also use dynamic time series graph as input.
• PCA [8] : it localizes anomalies by identifying a sparse low dimensional space using PCA that captures the abnormal events in networked data streams. • DeltaCon [9] : it is based on a graph similarity scoring function, and anomalies are those sufficiently different from their immediate neighbors. • NetSpot [15] : it looks for Significant Anomalous Regions and locates the anomaly inside. • ParCube [16] : a tensor decomposition method that assigns anomaly with large reconstruction error.
We compare root cause score using heatmap with x-axis showing timestamp index and y-axis showing component index. High (low) value in heatmap means high (low) possibility of a component being root cause. The ground truth of timestamps and components are rounded by red in the heatmap to evaluate results by each method. Three up-to-date methods are included which also use dynamic time series graph as input.
• Ranking Causal Anomalies (RCA) [4] : a diffusion method using backward tracing from the current graph and vanishing relationship. • mRank [5] : a method using ratio of broken edges within the egonet of the given node to calculate its anomaly score. • Loopy Belief Propagation (LBP) [20] : a method calculating prior probability of abnormal state for each node using ratio of broken edges.
At every timestamp, the previous graph is used as invariant graph and is compared with the current graph to monitor any change. For each baseline, default or suggested parameter setting in their papers was used in the experiment.
System Deterioration Detection Study
We evaluate the deterioration detection performance with ROC curve in Figure 3 . Apparently, our RoFaD is superior to all the baselines. Especially, RoFaD has higher detection rate when the specified false alarm rate is low. NetSpot is the second best method because it also tries to detect anomalous propagation that persists in time [15] . PCA and ParCube have similar performance since both of them are based on low rank decomposition on data streams. DeltaCon shows the less stable performance, which can be explained by its scoring strategy that only measures similarity between two consecutive graphs. It could suffer from high level of noise perturbation or mode switch. 
Root Cause Diagnosis Study
In Figure 4 , we evaluate the root cause detection qualitatively against ground truth (rounded by red boxes). In general, RoFaD shows the best accuracy: it successfully and persistently assigns high score to the failure-associated components. Besides, RoFaD clearly shows the deterioration propagation trend. The other methods either assign high score to those wrong components or the detected root causes do not persist in time. The reason behind is that, these methods only consider the difference between the current graph and previous graph (that is assumed to be invariant and represent normal behavior). And the dynamic graphs are usually with a lot of noise and changes from non-failure events. On the contrary, our method tries to model a longer and gradual change with h timestamped graphs, while suppressing the negative effect from noise and sudden change. Therefore it provides more stable and accurate deterioration detection and root cause diagnosis result.
(a) (b) Figure 5 : Robustness analysis against mode-switch and noise.
Robustness against Mode-switch and Noise
Here, we show the robustness against artificially injected mode switch and noise. In Figure 5 (a), we injected several artificial mode switches to Synthetic Data, and monitor the AUC score changes from different algorithms. The mode switches are randomly injected to Synthetic Dataset without overlapping with any ground truth failure. On the other hand, in Figure 5 (b), we perturbed data with a random noise. Specifically, 10% noise level means we randomly sample uniformly from −1.1x to 1.1x of the original value x, so that it adds a significant fluctuation to the original one. We injected the noise level ranges from 10% to 80% to each timestamp graph. Apparently, our proposed RoFaD shows superb robustness against either injected mode switch or noise level. Among the other baselines, DeltaCon suffers the most due to its short-sightedness on just two consecutive graphs. System deterioration propagates stably under noise data. But mode switch is instant, which can be viewed as another form of noise. As we have discussed in Section 3.2, since we are modeling a long term trend, the first k-rank of P which represent root causes maintain stable value during deterioration process, while the noise and mode switch associate to the less important eigen-components. Therefore with low rank form and matrix Taylor expansion, we successfully discover the propagation pattern under noise. Figure 6 : Parameter sensitivity analysis.
Parameter Sensitivity
From sensitivity study result ( Figure 6 ), we observe that RoFaD performs stably in a wide range of parameter values. Figure 6 illustrates the AUC (Area under the ROC Curve) of deterioration score by respectively fixing two of the four parameters (α, β, k, h) and grid search on the rest two. Comparatively, too large α, β or k will lead to suboptimal solution and therefore result in worse performance. On the other hand, tunning h does not affect the performance much as long as we use small number of rank k (e.g. k = 1).
CONCLUSION
We present a streaming algorithm for system deterioration detection and diagnosis on industrial dynamic system. Different from the existing methods, our RoFaD is designed to detect gradual and stable change within a certain period of time, therefore it is robust against any normal instantaneous operation and noise perturbation. Furthermore, RoFaD provides two types of system status metrics: system deterioration score and root cause score. Theoretical and experimental analysis verify the effectiveness of RoFaD.
