We prove that multilinear (tensor) analogues of many efficiently computable problems in numerical linear algebra are NP-hard. Our list includes: determining the feasibility of a system of bilinear equations, deciding whether a 3-tensor possesses a given eigenvalue, singular value, or spectral norm; approximating an eigenvalue, eigenvector, singular vector, or the spectral norm; and determining the rank or best rank-1 approximation of a 3-tensor. Furthermore, we show that restricting these problems to symmetric tensors does not alleviate their NP-hardness. We also explain how deciding nonnegative definiteness of a symmetric 4-tensor is NP-hard and how computing the combinatorial hyperdeterminant is NP-, #P-, and VNP-hard.
INTRODUCTION
Frequently a problem in science or engineering can be reduced to solving a linear (matrix) system of equations and inequalities. Other times, solutions involve the extraction of certain quantities from matrices such as eigenvectors or singular values. In computer vision, for instance, segmentations of a digital picture along object boundaries can be found by computing the top eigenvectors of a certain matrix produced from the image [Shi and Malik 2000] . Another common problem formulation is to find low-rank matrix approximations that explain a given two-dimensional array of data, accomplished, as is now standard, by zeroing the smallest singular values in a singular value decomposition of the array [Golub and Kahan 1965; Golub and Reinsch 1970] . In and n be positive integers. For the purposes of this article, a 3-tensor A over F is an l × m × n array of elements of F:
These objects are natural multilinear generalizations of matrices in the following way. For any positive integer d, let e 1 , . . . , e d denote the standard basis 1 in the F-vector space F d . A bilinear function f : F m × F n → F can be encoded by a matrix A = [a ij ] m,n i,j=1 ∈ F m×n , in which the entry a ij records the value of f (e i , e j ) ∈ F. By linearity in each coordinate, specifying A determines the values of f on all of F m × F n ; in fact, we have f (u, v) = u Av for any vectors u ∈ F m and v ∈ F n . Thus, matrices both encode 2-dimensional arrays of numbers and specify all bilinear functions. Notice also that if m = n and A = A is symmetric, then
Thus, symmetric matrices are bilinear maps invariant under coordinate exchange.
These notions generalize: a 3-tensor is a trilinear function f : F l × F m × F n → F which has a coordinate representation given by a hypermatrix 2 A as in (1). The subscripts and superscripts in (1) will be dropped whenever the range of i, j, k is obvious or unimportant. Also, a 3-tensor a ijk n,n,n i,j,k=1 ∈ F n×n×n is symmetric if a ijk = a ikj = a jik = a jki = a kij = a kji .
( 2 )
These are coordinate representations of trilinear maps f : F n × F n × F n → F with f (u, v, w) = f (u, w, v) = f (v, u, w) = f (v, w, u) = f (w, u, v) = f (w, v, u).
We focus here on 3-tensors mainly for expositional purposes. One exception is the problem of deciding positive definiteness of a tensor, a notion nontrivial only in even orders. When F = C, one may argue that a generalization of the notion of Hermitian or self-adjoint matrices would be more appropriate than that of symmetric matrices. For 3-tensors, such "self-adjointness" depends on a choice of a trilinear form, which might be natural in certain applications [Wei and Goldbart 2003] . Our complexity results for symmetric tensors apply as long as the chosen notion reduces to (2) for A ∈ R n×n×n .
Tensor Eigenvalue
We now explain in detail the tensor eigenvalue problem since it is the simplest multilinear generalization. We shall also use the problem to illustrate many of the concepts that arise when studying other, more difficult, tensor problems. The basic notions for eigenvalues of tensors were introduced independently in Lim [2005] and Qi [2005] , with more developments appearing in Ni et al. [2007] and Qi [2007] . Additional theory from the perspective of toric algebraic geometry and intersection theory was provided recently in Cartwright and Sturmfels [2013] .
We describe the ideas more formally in Section 5, but for now it suffices to say that the usual eigenvalues and eigenvectors of a matrix A ∈ R n×n are the stationary values and points of its Rayleigh quotient, and this view generalizes to higher order tensors. This gives, for example, an eigenvector of a tensor A = a ijk n,n,n i,j,k=1 ∈ F n×n×n as a nonzero vector x = [x 1 , . . . , x n ] ∈ F n satisfying:
a ijk x i x j = λx k , k = 1, . . . , n,
for some λ ∈ F, which is an eigenvalue of A. We call the pairing (λ, x) an eigenpair of A. Notice that if (λ, x) is an eigenpair, then so is (tλ, tx) for any t = 0. Thus, we also say that two eigenpairs are equivalent if they are equal up to a nonzero scalar factor. As in the matrix case, generic or "random" tensors over F = C have a finite number of eigenpairs (up to this scaling equivalence), although their count is exponential in n. Still, it is possible for a tensor to have an infinite number of nonequivalent eigenvalues, but in that case they comprise a cofinite set of complex numbers. Another important fact is that over the reals (F = R), every 3-tensor has a real eigenpair. These results and more can be found in Cartwright and Sturmfels [2013] .
The following problem is natural for applications.
Problem 1.1. Given A ∈ F n×n×n , find (λ, x) ∈ F × F n with x = 0 satisfying (3).
We first discuss the computability of this problem. When the entries of the tensor A are real numbers, there is an effective procedure that will output a finite presentation of all real eigenpairs. A good reference for such methods in real algebraic geometry is Bochnak et al. [1998] , and an overview of recent intersections between mathematical logic and algebraic geometry, more generally, can be found in Haskell et al. [2000] . Over C, this problem can be tackled directly by computing a Gröbner basis with Buchberger's algorithm [Buchberger 1970 ] since an eigenpair is a solution to a system of polynomial equations over an algebraically closed field (e.g., Cartwright and Sturmfels [2013, Example 3.5] ). Another approach is to work with Macaulay matrices of multivariate resultants [Ni et al. 2007] . References for such techniques suitable for numerical analysts are Cox et al. [2005 Cox et al. [ , 2007 .
Even though solutions to tensor problems are computable, all known methods quickly become impractical as the tensors become larger (i.e., as n grows). In principle, this occurs because simply listing the non-equivalent output to Problem 1.1 is already prohibitive. It is natural, therefore, to ask for faster methods checking whether a given λ is an eigenvalue or approximating a single eigenpair. We first analyze the following easier decision problem.
Problem 1.2 (Tensor λ-Eigenvalue).
Let F = R or C, and fix λ ∈ Q. Decide if λ is an eigenvalue (with corresponding eigenvector in F n ) of a tensor A ∈ Q n×n×n . Before explaining our results on Problem 1.2 and other tensor questions, we define the model of computational complexity that we shall utilize to study them.
Computability and Complexity
We hope this article will be useful to casual users of computational complexity-such as numerical analysts and optimization theorists-who nevertheless desire to understand the tractability of their problems in light of modern complexity theory. This section and the next provide a high-level overview for such an audience. In addition, we also carve out a perspective for real computation within the Turing machine framework that we feel is easier to work with than those proposed in Blum et al. [1989 Blum et al. [ , 1998 ], Hochbaum and Shanthikumar [1990] , and Vavasis [1991] . For readers who have no particular interest in tensor problems, the remainder of our article may then be viewed as a series of instructive examples showing how one may deduce the tractability of a numerical computing problem using the rich collection of NP-complete combinatorial problems.
Computational complexity is usually specified on the following three levels.
I. Model of Computation.
What are inputs and outputs? What is a computation? For us, inputs will be rational numbers and outputs will be rational vectors or YES/NO responses, and computations are performed on a Turing machine. Alternatives for inputs include Turing computable numbers [Turing 1936; Weihrauch 2000] and real or complex numbers [Blum et al. 1989 [Blum et al. , 1998 ]. Alternatives for computation include the Pushdown Automaton [Sipser 2012 ], the Blum-Shub-Smale Machine [Blum et al. 1989 [Blum et al. , 1998 ], and the Quantum Turing Machine [Deutsch 1985 ]. II. Model of Complexity. What is the cost of a computation? In this article, we use time complexity measured in units of bit operations; that is, the number of READ, WRITE, MOVE, and other tape-level instructions on bits. This is the same for the ε-accuracy complexity model 3 [Hochbaum and Shanthikumar 1990] . In the Blum-Cucker-Shub-Smale (BCSS) model, it is time complexity measured in units of arithmetic and branching operations involving inputs of real or complex numbers. In quantum computing, it is time complexity measured in units of unitary operations on qubits.
There are yet other models of complexity that measure other types of computational costs. For example, complexity in the Valiant model is based on arithmetic circuit size. III. Model of Reducibility. Which problems do we consider equivalent in hardness?
For us, it is the Cook-Karp-Levin (CKL) sense of reducibility [Cook 1971; Karp 1972; Levin 1973] and its corresponding problem classes: P, NP, NP-complete, NP-hard, etc. Reducibility in the BCSS model is essentially based on CKL. There is also reducibility in the Valiant sense, which applies to the aforementioned Valiant model and gives rise to the complexity classes VP and VNP [Bürgisser 2000; Valiant 1979a ].
Computability is a question to be answered in Level I, whereas difficulty is to be answered in Levels II and III. In Level II, we have restricted ourselves to time complexity since this is the most basic measure and it already reveals that tensor problems are hard. In Level III, there is strictly speaking a subtle difference between the definition of reducibility by Cook [1971] and that by Karp and Levin [Karp 1972; Levin 1973] . We define precisely our notion of reducibility in Section 1.4. Before describing our model more fully, we recall the well-known Blum-CuckerShub-Smale framework for studying complexity of real and complex computations [Blum et al. 1989 [Blum et al. , 1998 ]. In this model, an input is a list of n real or complex numbers, without regard to how they are represented. In this case, algorithmic computation (essentially) corresponds to arithmetic and branching on equality using a finite number of states, and a measure of computational complexity is the number of these basic operations 4 needed to solve a problem as a function of n. The central message of our article is that many problems in linear algebra that are efficiently solvable on a Turing machine become NP-hard in multilinear algebra. Under the BCSS model, however, this distinction is not yet possible. For example, while it is well-known that the feasibility of a linear program is in P under the traditional CKL notion of complexity [Khachiyan 1979 ], the same problem studied within BCSS is among the most daunting open problems in Mathematics (it is the 9th "Smale Problem" [Smale 2000] ). The BCSS model has nonetheless produced significant contributions to computational mathematics, especially to the theory of polynomial equation solving (e.g., see Beltrán and Pardo [2009] and the references therein).
We now explain our model of computation. All computations are assumed to be performed on a Turing machine [Turing 1936 ] with the standard notion of time complexity involving operations on bits. Inputs will be rational numbers 5 and specified by finite strings of bits. Outputs will consist of rational numbers or YES/NO responses. A decision problem is said to be computable (or decidable) if there is a Turing machine that will output the correct answer (YES/NO) for all allowable inputs in finitely many steps. It is said to be uncomputable (or undecidable) otherwise; that is, no Turing machine could always determine the correct answer in finitely many steps. Note that the 4 To illustrate the difference between BCSS/CKL, consider the problem of deciding whether two integers r, s multiply to give an integer t. For BCSS, the time complexity is constant since one can compute u = rs − t and check "u = 0?" in constant time. Under CKL, however, the problem has best-known time complexity of N log(N)2 O(log * N) , where N is the number of bits to specify r, s, and t Fürer 2007] . 5 The only exception is when we prove NP-hardness of symmetric tensor eigenvalue (Section 9), where we allow input eigenvalues λ to be in the field F = {a + b √ d : a, b ∈ Q} for any fixed positive integer d. Note that such inputs may also be specified with a finite number of bits. definition of a problem includes a specification of allowed inputs. We refer the reader to Sipser [2012] for a proper treatment and to Poonen [2012] for an extensive list of undecidable problems arising from many areas of modern mathematics.
We remark that although quantities such as eigenvalues, spectral norms, etc., of a tensor will in general not be rational, our reductions have been carefully constructed such that they are rational (or at least finite bit-length) in the cases we study.
The next section describes our notion of reducibility for tensor decision problems such as Problem 1.2 encountered in this article.
NP-Hardness
The following is the notion of NP-hardness that we shall use throughout this article. As described previously, inputs will be rational numbers, and input size is measured in the number of bits required to specify the input. Briefly, we say that a problem D 1 is polynomially reducible to a problem D 2 if the following holds: any input to D 1 can be transformed in polynomially many steps (in the input size) into a set of polynomially larger inputs to D 2 problems such that the corresponding answers can be used to correctly deduce (again, in a polynomial number of steps) the answer to the original D 1 question. Informally, D 1 polynomially reduces to D 2 if there is a way to solve D 1 by a deterministic polynomial-time algorithm when that algorithm is allowed to compute answers to instances of problem D 2 in unit time. Note that the relation is not symmetric-D 1 polynomially reduces to D 2 does not imply that D 2 also reduces to D 1 .
By the Cook-Levin Theorem, if one can polynomially reduce any particular NPcomplete problem to a problem D, then all NP-complete problems are so reducible to D. We call a decision problem NP-hard if one can polynomially reduce any NP-complete decision problem (such as whether a graph is 3-colorable) to it [Knuth 1974a [Knuth , 1974b . Thus, an NP-hard problem is at least as hard as any NP-complete problem and quite possibly harder. 6 Although tensor eigenvalue is computable for F = R, it is nonetheless NP-hard, as our next theorem explains. For two sample reductions, see Example 1.4. THEOREM 1.3. Graph 3-colorability is polynomially reducible to tensor 0-eigenvalue over R.
Thus, deciding tensor eigenvalue over R is NP-hard.
A basic open question is whether deciding tensor eigenvalue is also NP-complete. In other words, if a nontrivial solution to (3) exists for a fixed λ, is there a polynomial-time verifiable certificate of this fact? A natural candidate for the certificate is the eigenvector itself, whose coordinates would be represented as certain zeroes of univariate polynomials with rational coefficients. The relationship between the size of these coefficients and the size of the input, however, is subtle and beyond our scope. In the case of linear equations, polynomial bounds on the number of digits necessary to represent a solution can already be found in Edmonds [1967] (see Vavasis [1991, Theorem 2 .1]); and for the sharpest results to date on certificates for homogeneous linear systems, see Freitas et al. [2012] . In contrast, rudimentary bounds for the type of tensor problems considered in this article are, as far as we know, completely out of reach. such that adjacent vertices receive different colors. We say that G is 3-colorable if it has a proper 3-coloring. See Figure 1 for an example of a 3-colorable graph on four vertices. Determining whether G is 3-colorable is a well-known NP-complete decision problem.
As we shall see in Section 2, proper 3-colorings of the left-hand side graph in Figure 1 can be encoded as the nonzero real solutions to the following square set of n = 35 quadratic polynomials in 35 real unknowns
The coefficient matrices for the 35 quadratric forms appearing in (4) define a tensor A ∈ R 35×35×35 as in (3). In particular, deciding 0-eigenvalue over F = R for this A is equivalent to solving an instance of an NP-hard problem. Using symbolic algebra or numerical algebraic geometry software 7 (see the Appendix for a list), one can solve these equations to find six real solutions (without loss of generality, we may take u = 1 and all w j = 0), which correspond to the proper 3-colorings of the graph G as follows. Fix one such solution and define x k = a k + ib k ∈ C for k = 1, . . . , 4 (we set i = √ −1). By construction, these x k are one of the three cube roots of unity {1, α, α 2 }, where
2 (see also Figure 2 ). To determine a 3-coloring from this solution, one "colors" each vertex i by the root of unity that equals x i . It can be checked that no two adjacent vertices share the same color in a coloring; thus, they are proper 3-colorings. For example, one solution is:
Polynomials for the right-hand side graph in Figure 1 are the same as (4) except for two additional ones encoding a new restriction for colorings, the extra edge {2, 4}:
One can verify with the same software that these extra equations force the system to have no nonzero real solutions, and thus no proper 3-colorings.
Finally, note that if we could count real (nonequivalent) eigenvectors with eigenvalue λ = 0, we would solve the enumeration problem for proper 3-colorings of graphs (in particular, this proves Corollary 1.16).
Approximation Schemes
Although the tensor eigenvalue decision problem is NP-hard and the eigenvector enumeration problem #P-hard, it might be possible to approximate some eigenpair (λ, x) efficiently, which is important for some applications (e.g., Schultz and Seidel [2008] ). For those unfamiliar with these ideas, an approximation scheme for a tensor problem (such as finding a tensor eigenvector) is an algorithm producing a (rational) approximate solution to within ε of some solution. An approximation scheme is said to run in polynomial time (PTAS) if its running-time is polynomial in the input size for any fixed ε > 0, and fully polynomial time (FPTAS) if its running-time is polynomial in both the input size and 1/ε. There are other notions of approximation [Hochbaum 1997; Vazirani 2003 ], but we limit our discussion to these.
Fix λ, which we assume is an eigenvalue of a tensor A. Formally, we say it is NP-hard to approximate an eigenvector in an eigenpair (λ, x) to within ε > 0 if (unless P = NP), there is no polynomial-time algorithm that always produces a nonzerô x = [x 1 , . . . ,x n ] ∈ F n that approximates some solution 0 = x ∈ F n to system (3) by satisfying for all i and j:
This measure of approximation is natural in our context because of the scale equivalence of eigenpairs, and it is closely related to standard relative error x−x ∞ / x ∞ in numerical analysis. We shall prove the following inapproximability result in Section 5. Our next result involves the singular value problem. We postpone definitions until Section 6, but state the main result here. THEOREM 1.7. Let F = R or C, and fix σ ∈ Q. Deciding whether σ is a singular value over F of a tensor is NP-hard.
There is also a notion of hyperdeterminant, which we discuss in more depth in Section 3 (see also Section 4). Like the determinant, this is a homogeneous polynomial (with integer coefficients) in the entries of a tensor that vanishes if and only if the tensor has a zero singular value. The following problem is important for multilinear equation solving (e.g., Example 3.2). Problem 1.8. Decide if the hyperdeterminant of a tensor is zero.
We were unable to determine the hardness of Problem 1.8, but conjecture that it is difficult. CONJECTURE 1.9. It is NP-hard to decide the vanishing of the hyperdeterminant. We are, however, able to evaluate the complexity of computing the spectral norm (see Definition 6.6), which is a special singular value of a tensor. THEOREM 1.10. Fix any nonzero σ ∈ Q. Deciding whether σ is the spectral norm of a tensor is NP-hard.
Determining the spectral norm of a tensor is an optimization (maximization) problem. Thus, while it is NP-hard to decide tensor spectral norm, there might be efficient ways to approximate it. A famous example of approximating solutions to problems whose decision formulations are NP-hard is the classical result of Goemans and Williamson [1995] which gives a polynomial-time algorithm to determine a cut size of a graph that is at least .878 times that of a maximum cut. In fact, it has been shown, assuming the Unique Games Conjecture, that Goemans-Williamson's approximation factor is best possible [Khot et al. 2007 ]. We refer the reader to De Klerk and Pasechnik [2002] , Alon and Naor [2006] , Bachoc and Vallentin [2008] , Bachoc et al. [2009] , Briët et al. [2010a Briët et al. [ , 2010b , and He et al. [2010] for some recent work in the field of approximation algorithms.
Formally, we say that it is NP-hard to approximate the spectral norm of a tensor to within ε > 0 if (unless P = NP) there is no polynomial-time algorithm giving a guaranteed lower bound for the spectral norm that is at least a (1 − ε)-factor of its true value. Note that ε here might be a function of the input size. A proof of the following can be found in Section 6.
THEOREM 1.11. It is NP-hard to approximate the spectral norm of a tensor A to within
where N is the input size of A.
COROLLARY 1.12. No FPTAS to approximate spectral norm exists unless P = NP.
PROOF. Suppose there is a FPTAS for the tensor spectral norm problem and take ε = 1/(4N 2 ) as the approximation error desired for a tensor of input size N. Then, in time polynomial in 1/ε = 4N 2 (and thus in N), it would be possible to approximate the spectral norm of a tensor with input size N to within 1
for all large N. From Theorem 1.11, this is only possible if P = NP.
Tensor Rank
The outer product A = x ⊗ y ⊗ z of vectors x ∈ F l , y ∈ F m , and z ∈ F n is the ten-
given by a ijk = x i y j z k . A nonzero tensor that can be expressed as an outer product of vectors is called rank-1. More generally, the rank of a tensor A = a ijk ∈ F l×m×n , denoted rank (A) , is the minimum r for which A is a sum of r rank-1 tensors [Hitchcock 1927a [Hitchcock , 1927b 
For a symmetric tensor S ∈ F n×n×n , we shall require that the vectors in the outer product be the same:
The number in (7) is called the symmetric rank of S. It is still not known whether a symmetric tensor's symmetric rank is always its rank (this is the Comon Conjecture [Landsberg 2012 ]; see also Reznick [2013] and Comon et al. [2008] ), although the best symmetric rank-1 approximation and the best rank-1 approximation coincide (see Section 10). Note that these definitions of rank agree with matrix rank when applied to a 2-tensor. Our next result says that approximating a tensor with a single rank-1 element is already hard. A consequence is that data analytic models under the headings of PARAFAC, CANDECOMP, and TUCKER-originating from psychometrics but having newfound popularity in other areas of data analysis-are all NP-hard to fit in the simplest case. THEOREM 1.13. Rank-1 tensor approximation over R is NP-hard.
As will become clear, tensor rank as defined in (6) implicitly depends on the choice of field. Suppose that F ⊆ E is a subfield of a field E. If A ∈ F l×m×n is as in (6), but we allow λ i ∈ E, x i ∈ E l , y i ∈ E m , and z i ∈ E n , then the number computed in (6) is called the rank of A over E. We will write rank E (A) (a notation that we will use whenever the choice of field is important) for the rank of A over E. In general, it is possible that
We discuss this in detail in Section 8, where we give a new result about the rank of tensors over changing fields (in contrast, the rank of a matrix does not change when the ground field is enlarged). The proof uses symbolic and computational algebra in a fundamental way. THEOREM 1.14. There is a rational tensor
Håstad has famously shown that tensor rank over Q is NP-hard [Håstad 1990 ]. Since tensor rank over Q differs in general from tensor rank over R, it might be possible that tensor rank is not NP-hard over R and C. In Section 8, we explain how the argument in Håstad [1990] also proves the NP-hardness of tensor rank over any extension of Q. THEOREM 1.15. [HÅSTAD 1990 ]. Tensor rank is NP-hard over R and C.
Symmetric Tensors
One may wonder if NP-hard problems for general nonsymmetric tensors might perhaps become tractable for symmetric ones. We show that restricting these problems to the class of symmetric tensors does not remove NP-hardness. As with their nonsymmetric counterparts, eigenvalue, singular value, spectral norm, and best rank-1 approximation problems for symmetric tensors all remain NP-hard. In particular, the NP-hardness of symmetric spectral norm in Theorem 10.2 answers an open problem in Brubaker and Vempala [2009] .
#P-Hardness and VNP-Hardness
As is evident from the title of our article and the list in Table I , we have used NPhardness as our primary measure of computational intractability. Valiant's notions of #P-completeness [Valiant 1979b ] and VNP-completeness [Valiant 1979a ] are nonetheless relevant to tensor problems. The following result about tensor eigenvalue is directly implied by our work (see the discussion near the end of Example 1.4).
COROLLARY 1.16. It is #P-hard to count tensor eigenvectors over R.
Because of space constraints, we will not elaborate on these notions except to say that #P-completeness applies to enumeration problems associated with NP-complete decision problems while VNP-completeness applies to polynomial evaluation problems. For example, deciding whether a graph is 3-colorable is an NP-complete decision problem, but counting the number of proper 3-colorings is a #P-complete enumeration problem.
The VNP complexity classes involve questions about the minimum number of arithmetic operations required to evaluate multivariate polynomials. An illuminating example [Landsberg 2012, Example 13.3.1.2] is given by
which at first glance requires n(n + 1) multiplications and n additions to evaluate. However, from the binomial expansion, we have p n (x, y) = (x + y) n , and so the operation count can be reduced to n − 1 multiplications and 1 addition. In fact, this last count is not minimal, and a more careful study of such questions involves arithmetic circuit complexity. We refer the reader to Bürgisser [2000] for a detailed exposition. As in Section 1.4, one may also analogously define notions of #P-hardness and VNP-hardness: A problem is said to be #P-hard (respectively, VNP-hard) if every #P-complete enumeration problem (respectively, VNP-complete polynomial evaluation problem) may be polynomially reduced to it. Evidently, a #P-hard (respectively, VNP-hard) problem is at least as hard and quite possibly harder than a #P-complete (respectively, VNP-complete) problem.
Intractable Matrix Problems
Not all matrix problems are tractable. For example, matrix (p, q)-norms when 1 ≤ q ≤ p ≤ ∞ [Steinberg 2005 ], nonnegative rank of nonnegative matrices [Arora et al. 2012; Vavasis 2009 ], sparsest null vector [Coleman and Pothen 1986] , and rank minimization with linear constraints [Natarajan 1995 ] are all known to be NP-hard; the matrix pnorm when p = 1, 2, ∞ is NP-hard to approximate [Hendrickx and Olshevsky 2010] ; and evaluating the permanent of a {0, 1}-valued matrix is a well-known #P-complete problem [Valiant 1979b ]. Our intention is to highlight the sharp distinction between the computational intractability of certain tensor problems and the tractability of their matrix specializations. As such, we do not investigate tensor problems that are known to be hard for matrices.
Quantum Computers
Another question sometimes posed to the authors is whether quantum computers might help with these problems. This is believed unlikely because of the seminal works [Bernstein and Vazirani 1997; Fortnow and Rogers 1999] (see also the survey [Fortnow 2009]) . These authors have demonstrated that the complexity class of bounded error quantum polynomial time (BQP) is not expected to overlap with the complexity class of NP-hard problems. Since BQP encompasses the decision problems solvable by a quantum computer in polynomial time, the NP-hardness results in this article show that quantum computers are unlikely to be effective for tensor problems.
Finite Fields
We have restricted our discussion in this article to extension fields of Q as these are most relevant for the numerical computation arising in science and engineering. Corresponding results over finite fields are nonetheless also of interest in computer science; for instance, quadratic feasibility arises in cryptography [Courtois et al. 2002] and tensor rank arises in boolean satisfiability problems [Håstad 1990 ].
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QUADRATIC FEASIBILITY IS NP-HARD
Since it will be a basic tool for us in proving results about tensors (e.g., Theorem 1.3 for tensor eigenvalue), we examine the complexity of solving quadratic equations.
be a vector of unknowns, and set
has a solution x ∈ F n . Another quadratic problem that is more natural in our setting is the following.
Remark 2.3. It is elementary that the (polynomial) complexity of Problem 2.1 is the same as that of Problem 2.2 when F = Q or R. To see this, homogenize each equation G i = 0 in Problem 2.1 by introducing z as a new unknown:
This new set of equations is easily seen to have a nonzero solution if and only if the original system has any solution at all. The main trick used here is that R is a formally real field: that is, we always have x 2 i = 0 ⇒ x i = 0 for all i. Problem 2.2 for F = R was studied in Barvinok [1993] . There, it is shown that for fixed n, one can decide the real feasibility of m n such quadratic equations
in n unknowns in a number of arithmetic operations that is polynomial in m. In contrast, we shall show that quadratic feasibility is NP-hard over R and C.
To give the reader a sense of the generality of nonlinear equation solving, we first explain, in very simplified form, the connection of quadratic systems to the Halting Problem established in the seminal works [Davis et al. 1961; Matijasevič 1970] . Collectively, these papers resolve (in the negative) Hilbert's 10th Problem [Hilbert 1902 ]: Is there a finite procedure to decide the solvability of general polynomial equations over the integers (the so-called Diophantine Problem over Z). For an exposition of the ideas involved, see Davis et al. [1976] , Jones and Matijasevič [1984] , or the introductory book [Matijasevič 1993 ].
The following fact in theoretical computer science is a basic consequence of these papers. Fix a universal Turing machine. There is a listing of all Turing machines T x (x = 1, 2, . . . .) and a finite set S = S(x) of integral quadratic equations in the parameter x and other unknowns with the following property: For each particular positive integer x = 1, 2, . . . , the system S(x) has a solution in positive integers if and only if Turing machine T x halts with no input. In particular, polynomial equation solving over the positive integers is undecidable.
THEOREM 2.4 (DAVIS-PUTNAM-ROBINSON, MATIJASEVIC). Problem 2.1 is undecidable over Z.
PROOF. Consider this system S of polynomials. For each of the unknowns y in S, we add an equation in four new variables a, b, c, d encoding (by Lagrange's Four-Square Theorem) that y should be a positive integer:
Let S denote this new system. Polynomials S (x) have a common zero in integers if and only if S(x) has a solution in positive integers. Thus, if we could decide the solvability of quadratic equations over the integers, we would solve the Halting problem.
Remark 2.5. Using Jones [1982, pp. 552] , one can construct an explicit set of quadratics whose solvability over Z encodes whether a given Turing machine halts.
We note that the decidability of Problem 2.1 over Q is unknown, as is the decidability of the general Diophantine problem over Q. See Poonen [2003] for progress on this difficult problem.
While a system of quadratic equations exhibited in Problem 2.1 determined by coefficients A ∈ Z m×n×n is undecidable, we may decide whether a system of linear equations Ax = b with A ∈ Z m×n , b ∈ Z m has an integral solution x by computing the Smith normal form of the coefficient matrix A (e.g., see Yap [2000] ). We view this as another instance in which the transition from matrices A to tensors A has a drastic effect on computability. Another example of a matrix problem that becomes undecidable when one states its analogue for 3-tensors is given in Section 12.
We next study quadratic feasibility when F = R and C and show that it is NP-hard. Variations of this basic result appear in Bayer [1982] , Lovász [1994] , and Grenet et al. [2010] . THEOREM 2.6. Let F = R or C. Graph 3-colorability is polynomially reducible to quadratic feasibility over F. Thus, Problem 2.2 over F is NP-hard.
The idea of turning colorability problems into questions about polynomials appears to originate with Bayer's thesis although it has arisen in several other places, including Lovász [1994 ], De Loera [1995 , and De Loera et al. [2008] . For a recent application of polynomial algebra to deciding unique 3-colorability, see Hillar and Windfeldt [2008] .
To prove Theorem 2.6, we shall reduce graph 3-colorability to quadratic feasibility over C. The result for F = R then follows from the following fact.
LEMMA 2.7. Let F = R and A i , G i be as in Problem 2.2. Consider a new system H j (x) = x B j x of 2m equations in 2n unknowns given by:
The equations {H j (x) = 0} 2m j=1 have a nonzero real solution x ∈ R 2n if and only if the equations
The following trivial observation gives flexibility in specifying quadratic feasibility problems over R. This is useful since the system defining an eigenpair is a square system.
x of r ≥ m + 1 equations in s ≥ n unknowns given by s × s matrices:
The following set of polynomials C G allows us to relate feasibility of a polynomial system to 3-colorability of a graph G. An instance of this encoding (after applying Lemmas 2.7 and 2.8 appropriately) can be found in Example 1.4. Definition 2.9. The color encoding of a graph G = (V, E) with v vertices is the set of 4v quadratic polynomials in 2v + 1 unknowns x 1 , . . . , x v , y 1 , . . . , y v , z:
LEMMA 2.10. C G has a nonzero complex solution if and only if G is 3-colorable.
PROOF. Suppose that G is 3-colorable and let [ x 1 , . . . , x v ] ∈ C n be a proper 3-coloring of G, encoded using cube roots of unity as in Example 1.4. Set z = 1 and y i = 1/x i for i = 1, . . . , v; we claim that these numbers are a common zero of C G . It is clear that the first 3v polynomials in (8) evaluate to zero. Next consider any expression of the form p i = j:{i,j}∈E x 2 i + x i x j + x 2 j . Since we have a 3-coloring, x i = x j for {i, j} ∈ E; thus,
In particular, each p i evaluates to zero as desired. Conversely, suppose that the polynomials C G have a common nontrivial solution,
If z = 0, then all of the x i and y i must be zero as well. Thus z = 0, and since the equations are homogenous, we may assume that our solution has z = 1. It follows that
We are left with verifying that it is proper. If {i, j} ∈ E and x i = x j , then x 2 i + x i x j + x 2 j = 3x 2 i ; otherwise, if {i, j} ∈ E and x i = x j , then x 2 i + x i x j + x 2 j = 0. Thus, 3r i x 2 i = p i (= 0), where r i is the number of vertices j adjacent to i that have x i = x j . It follows that r i = 0 so that x i = x j for all {i, j} ∈ E, and therefore G has a proper 3-coloring.
We close with a proof that quadratic feasibility over C (and therefore, R) is NP-hard. PROOF OF THEOREM 2.6. Given a graph G, construct the color encoding polynomials C G . From Lemma 2.10, the homogeneous quadratics C G have a nonzero complex solution if and only if G is 3-colorable. Thus, solving Problem 2.2 over C in polynomial time would allow us to do the same for graph 3-colorability.
BILINEAR SYSTEM IS NP-HARD
We next consider some natural bilinear extensions to the quadratic feasibility problems encountered earlier, generalizing Example 3.2. The main result is Theorem 3.7, which shows that the following feasibility problem over R or C is NP-hard. In Section 6, we use this to show that certain singular value problems are also NP-hard.
Problem 3.1 (Tensor Bilinear Feasibility). Let F = R or C. Let A = a ijk ∈ Q l×m×n , and set A i ( j, k) = a ijk , B j (i, k) = a ijk , and C k (i, j) = a ijk to be all the slices of A. Decide if the following set of equations:
has a solution u ∈ F l , v ∈ F m , w ∈ F n , with all u, v, w nonzero.
Multilinear systems of equations have been studied since the early 19th century. For instance, the following result was known more than 150 years ago [Cayley 1845] . Given a matrix A ∈ C n×n , the pair of linear equations x A = 0, Ay = 0 has a nontrivial solution (x, y both nonzero) if and only if det(A) = 0. Cayley proved a multilinear version that parallels the matrix case. The following system of bilinear equations:
has a nontrivial solution (x, y, z ∈ C 2 all nonzero) if and only if Det 2,2,2 (A) = 0.
A remarkable result established in Gelfand et al. [1992 Gelfand et al. [ , 1994 is that hyperdeterminants generalize to tensors of arbitrary orders, provided that certain dimension restrictions (10) are satisfied. We do not formally define the hyperdeterminant 8 here; however, it suffices to know that Det l,m,n is a homogeneous polynomial with integer coefficients in the variables x ijk where i = 1, . . . , l, j = 1, . . . , m, and k = 1, . . . , n. Such a polynomial defines a function Det l,m,n : C l×m×n → C by evaluation at A = a ijk ∈ C l×m×n , that is, setting x ijk = a ijk . The following generalizes Example 3.2. 
In particular, hyperdeterminants exist when l = m = n. Given any A = a ijk ∈ C l×m×n with (10) satisfied, the system m,n j,k=1
has a nontrivial complex solution if and only if Det l,m,n (A) = 0.
Remark 3.4. Condition (10) is the 3-tensor equivalent of "m ≤ n and n ≤ m" for the existence of determinants of matrices.
We shall also examine the following closely related problem. Such systems of bilinear equations have appeared in other contexts [Cohen and Tomasi 1997] .
Decide if the following set of equations:
has a solution u, v, w ∈ F n , with all u, v, w nonzero.
One difference between Problem 3.5 and Problem 3.1 is that coefficient matrices A i , B j , C k in (12) are allowed to be arbitrary rather than slices of a tensor A as in (9). Furthermore, we always assume l = m = n in Problem 3.5 whereas Problem 3.1 has no such requirement.
If one could show that Problem 3.5 is NP-hard for A i , B j , C k arising from A ∈ C n×n×n or that Problem 3.1 is NP-hard on the subset of problems where A ∈ C l×m×n has l, m, n satisfying (10), then deciding whether the bilinear system (11) has a nonzero solution would be NP-hard. It would follow that deciding whether the hyperdeterminant is zero is also NP-hard. Unfortunately, our proofs do not achieve either of these. The hardness of the hyperdeterminant is therefore still open (Conjecture 1.9).
Before proving Theorem 3.7, we first verify that, as in the case of quadratic feasibility, it is enough to show NP-hardness of the problem over C.
There is a tensor B ∈ R 2l×2m×2n such that tensor bilinear feasibility over R for B is the same as tensor bilinear feasibility over C for A.
PROOF. Let
given by setting its slices B i (j, k) = b ijk as follows:
It is straightforward to check that nonzero real solutions to (9) for the tensor B correspond in a one-to-one manner with nonzero complex solutions to (9) for A.
We now come to the proof of the main theorem of this section. For the argument, we shall need the following elementary fact of linear algebra (easily proved by induction on the number of equations): a system of m homogeneous linear equations in n unknowns with m < n has at least one nonzero solution.
THEOREM 3.7. Let F = R or C. Graph 3-colorability is polynomially reducible to Problem 3.1 (tensor bilinear feasibility). Thus, Problem 3.1 is NP-hard.
PROOF OF THEOREM 3.7. Given a graph G = (V, E) with v = |V|, we shall form a tensor A = A G ∈ Z l×m×n with l = v(2v + 5) and m = n = (2v + 1) having the property that system (9) has a nonzero complex solution if and only if G has a proper 3-coloring.
Consider the following vectors of unknowns:
The 2 × 2 minors of the matrix formed by placing v and w side-by-side are v(2v + 1) quadratics, v A i w, i = 1, . . . , v(2v + 1), for matrices A i ∈ Z (2v+1)×(2v+1) with entries in {−1, 0, 1}. By construction, these polynomials have a common nontrivial zero v, w if and only if there is c ∈ C such that v = cw. = A i ( j, k) . We verify that A has the claimed property. Suppose that there are three nonzero complex vectors u, v, w which satisfy tensor bilinear feasibility. Then, from construction, v = cw for some c = 0, and also v encodes a proper 3-coloring of the graph G by Lemma 2.10. Conversely, suppose that G is 3-colorable with a coloring represented using a vector [ x 1 , . . . , x v ] ∈ C v of cube roots of unity. Then, the vectors
v , 1] satisfy the first set of equations in (9). The other sets of equations define a homogeneous linear system for the vector u consisting of 4v + 2 equations in l = v(2v + 5) > 4v + 2 unknowns. In particular, there is always a nonzero u solving them, proving that tensor bilinear feasibility is true for A.
Note that the l, m, n in this construction do not satisfy (10); thus, NP-hardness of the hyperdeterminant does not follow from Theorem 3.7. We now prove the following. THEOREM 3.8. Problem 3.5, triple bilinear feasibility, is NP-hard over R.
PROOF. Since the encoding in Theorem 2.6 has more equations than unknowns, we may use Lemma 2.8 to further transform this system into an equivalent one that is square (see Example 1.4). Thus, if we could solve square quadratic feasibility (m = n in Problem 2.2) over R in polynomial time, then we could do the same for graph 3-colorability. Using this observation, it is enough to prove that a given square, quadratic feasibility problem can be polynomially reduced to Problem 3.5. Therefore, suppose that A i are given n × n matrices for which we would like to determine if x A i x = 0 (i = 1, . . . , n) has a solution 0 = x ∈ R n . Let E ij denote the matrix with a 1 in the (i, j) entry and 0's elsewhere. Consider a system S as in (12) in which
Consider also changing system S by replacing B 1 and C 1 with matrices consisting of all zeroes, and call this system S .
We shall construct a decision tree based on answers to feasibility questions involving systems having form S or S . This will give us an algorithm to determine whether the original quadratic problem is feasible. We make two claims about solutions to S, S . as desired. On the other hand, suppose that both S and S have no solution. We claim that x A i x = 0 (i = 1, . . . , n) has no solution x = 0 either. Indeed, if it did, then setting u = v = w = x, we would get a solution to S , a contradiction.
We are now prepared to give our method for solving quadratic feasibility using at most n + 2 queries to the restricted version (B i = C i for all i) of Problem 3.5.
First check if S has a solution. If it does not, then ask if S has a solution. If it does not, then output "NO". This answer is correct by Claim 2. If S has no solution but S does, then there is a solution with v = cu and w = du, both c and d nonzero. But then x A i x = 0 for x = u and each i. Thus, we output "YES".
If instead, S has a solution, then the solution necessarily has (u 1 , v 1 , w 1 ) = (0, 0, 0). Consider now the n − 1-dimensional system T in which A i becomes the lower-right (n − 1) × (n − 1) block of A i , and C i and D i are again of the same form as the previous ones. This is a smaller system with one less unknown. We now repeat the previous examination inductively with start system T replacing S.
If we make it to the final stage of this process without outputting an answer, then the original system S has a solution with
It follows that the (n, n) entry of each A i (i = 1 . . . , n) is zero, and thus there is a nonzero solution x to the the original quadratic feasibility problem; so we output "YES".
We have therefore verified the algorithm terminates with the correct answer and it does so in polynomial time using an oracle that can solve Problem 3.5.
Although in this proof, we have l = m = n and thus (10) is satisfied, our choice of the coefficient matrices A k , B k , C k do not arise from slices of a single tensor A. So again, NP-hardness of deciding the vanishing of the hyperdeterminant does not follow.
COMBINATORIAL HYPERDETERMINANT IS NP-, #P-, AND VNP-HARD
There is another notion of hyperdetermnant, which we shall call the combinatorial hyperdeterminant 9 and denote by the all lowercase det n . This quantity (only nonzero for even values of d) is defined for tensors A = [a i 1 i 2 ···i d ] ∈ C n×n×···×n by the formula:
For d = 2, this definition reduces to the usual expression for the determinant of an n × n matrix. For such hyperdeterminants, we have the following hardness results from Barvinok [1995, Corollary 5.5 .2] and Gurvits [2005] .
Barvinok proved Theorem 4.1 by showing that any directed graph G may be encoded as a 4-tensor A G with integer entries in such a way that the number of Hamiltonian paths between two vertices is det n (A G ). The #P-hardness follows immediately since enumerating Hamiltonian paths is a well-known #P-complete problem [Valiant 1979b ].
Theorem 4.2 is proved by showing that one may express the permament in terms of the combinatorial hyperdeterminant; the required #P-hardness then follows from the #P-completeness of the permanent [Valiant 1979a ]. Even though VNP-hardness was not discussed in Gurvits [2005] , one may deduce the following result from the same argument and the VNP-completeness of Valiant [1979b] . COROLLARY 4.3. The homogeneous polynomial det n is VNP-hard to compute.
TENSOR EIGENVALUE IS NP-HARD
The eigenvalues and eigenvectors of a symmetric matrix A ∈ R n×n are the stationary values and points of its Rayleigh quotient x Ax/x x. Equivalently, one may consider the problem of maximizing the quadratic form x Ax constrained to the unit 2 -sphere:
which has the associated Lagrangian, L(x, λ) = x Ax − λ( x 2 2 − 1). The first-order condition, also known as the Karush-Kuhn-Tucker (KKT) condition, at a stationary point (λ, x) yields the familiar eigenvalue equation Ax = λx, which is then used to define eigenvalue/eigenvector pairs for any (not necessarily symmetric) square matrices.
This discussion extends to give a notion of eigenvalues and eigenvectors for 3-tensors. They are suitably constrained stationary values and points of the cubic form:
associated with a tensor A ∈ R n×n×n . However, one now has several natural generalizations of the constraint. One may retain (13). Alternatively, one may choose
or a unit sum-of-cubes,
Each choice has an advantage: condition (15) defines a compact set while condition (16) defines an algebraic set, and both result in scale-invariant eigenvectors. Condition (13) defines a set that is both compact and algebraic, but produces eigenvectors that are not scale-invariant. These were proposed independently in Lim [2005] and Qi [2005] . By considering the stationarity conditions of the Lagrangian, L(x, λ) = A(x, x, x) − λc(x), for c(x) defined by the conditions in (13), (15), or (16), we obtain the following.
Definition 5.1. Fix F = R or C. The number λ ∈ F is called an 2 -eigenvalue of the tensor A ∈ F n×n×n and 0 = x ∈ F n its corresponding 2 -eigenvector if (3) holds. Similarly, λ ∈ F is an 3 -eigenvalue and 0 = x ∈ F n its 3 -eigenvector if
Using the tools we have developed, we prove that real tensor eigenvalue is NP-hard.
PROOF OF THEOREM 1.3. The case λ = 0 of tensor λ-eigenvalue becomes square quadratic feasibility (m = n in Problem 2.2) as discussed in the proof of Theorem 3.8. Thus, deciding if λ = 0 is an eigenvalue of a tensor is NP-hard over R by Theorem 1.3. A similar situation holds when we use (17) to define 3 -eigenpairs.
We will see in Section 9 that the eigenvalue problem for symmetric 3-tensors is also NP-hard. We close this section with a proof that it is even NP-hard to approximate an eigenvector of a tensor. (5). By the discussion in Section 2, given a graph G, we can form a square set of polynomial equations (see Example 1.4), having eigenvectors of a rational tensor A G as solutions, encoding proper 3-colorings of G. Since such vectors represent cube roots of unity separated by a distance of at least 3 2 in each real or imaginary part (see Figure 2) , finding an approximate real eigenvector to within ε = 3 4 of an actual one in polynomial time would allow one to also decide graph 3-colorability in polynomial time.
TENSOR SINGULAR VALUE AND SPECTRAL NORM ARE NP-HARD
It is easy to verify that the singular values and singular vectors of a matrix A ∈ R m×n are the stationary values and stationary points of the quotient x Ay/ x 2 y 2 . Indeed, the associated Lagrangian is
and the first-order condition yields, at a stationary point (x, y), the familiar singular value equations:
where u = x/ x 2 and v = y/ y 2 . This derivation has been extended to define singular values and singular vectors for higher-order tensors [Lim 2005 ]. For A ∈ R l×m×n , we have the trilinear form 10 :
and consideration of its stationary values on a product of unit p -spheres leads to the Lagrangian,
The only ambiguity is choice of p. As for eigenvalues, natural choices are p = 2 or 3.
Definition 6.1. Fix F = R or C. Let σ ∈ F, and suppose that u ∈ F l , v ∈ F m , and w ∈ F n are all nonzero. The number σ ∈ F is called an 2 -singular value and the nonzero u, v, w are called 2 -singular vectors of A if (20) and (21) agree and reduce to tensor bilinear feasibility (Problem 3.1). In particular, if condition (10) holds, then Det l,m,n (A) = 0 iff 0 is an 2 -singular value of A iff 0 is an 3 -singular value of A [Lim 2005 ].
The following is immediate from Theorem 3.7, which was proved by a reduction from 3-colorability. THEOREM 6.2. Let F = R or C. Deciding whether σ = 0 is an ( 2 or 3 ) singular value over F of a tensor is NP-hard.
The tools we developed in Section 3 also directly apply to give an analogue of Theorem 1.5 for approximating singular vectors corresponding to singular value σ = 0. Note that verifying whether 0 = σ ∈ Q is a singular value of A is the same as checking whether 1 is a singular value of A/σ . In this section, we reduce computing the max-clique number of a graph to a singular value problem for σ = 1, extending some ideas of Nesterov [2003] and He et al. [2010] . In particular, we shall prove the following.
THEOREM 6.5. Fix 0 = σ ∈ Q. Deciding whether σ is an 2 -singular value over R of a tensor is NP-hard.
We next define the closely related concept of spectral norm of a tensor. Definition 6.6. The spectral norm of a tensor A is
The spectral norm is either the maximum or minimum value of A(x, y, z) constrained to the set {(x, y, z) : x 2 = y 2 = z 2 = 1}, and thus is an 2 -singular value of A. At the end of this section, we will show that the corresponding spectral norm questions are NP-hard (Theorems 1.10 and 1.11).
We now explain our setup for the proof of Theorem 6.5. Let G = (V, E) be a simple graph on vertices V = {1, . . . , v} with e edges E, and let ω(G) be the clique number of G (that is, the number of vertices in a largest clique). Given a graph G and l ∈ N, deciding whether ω(G) ≥ l is one of the first decision problems known to be NP-complete [Karp 1972 ]. An important result linking an optimization problem to ω(G) is the following classical theorem [Motzkin and Straus 1965] . It can be used to give an elegant proof of Turán's Graph Theorem, which bounds the number of edges in a graph in terms of its clique number (e.g., see Aigner [1995] ).
THEOREM 6.7 (MOTZKIN-STRAUS). Let v
= {(x 1 , . . . , x v ) ∈ R v ≥0 : v i=1 x i = 1} and let G = (V, E)
be a graph on v vertices with clique number ω(G). Then,
Let A G be the adjacency matrix of the graph G and set ω = ω(G). For each positive integer l, define Q l = A G + 1 l J, in which J is the all-ones matrix. Also, let
where the second equality follows from Theorem 6.7. We have M ω = 1 and also
Here, the v × v matrix E ij has a 1 in the (i, j)-th spot and zeroes elsewhere. For each positive integer l, consider the following optimization problem (having rational input):
We next state a beautiful result of Banach [Banach 1938; Pappas et al. 2007 ] that will be very useful for us here as well as in Section 10. The result essentially says that the spectral norm of a symmetric tensor may be expressed symmetrically. THEOREM 6.9 (BANACH). Let S ∈ R n×n×n be a symmetric 3-tensor. Then 
While we have restricted ourselves to orders 3 and 4 for simplicity, Banach's result holds for arbitrary order. Furthermore, C may replace R without affecting its validity. The following interesting fact, which is embedded in the proof of He et al. [2010, Proposition 2] , may be easily deduced from Theorem 6.9. Let A 1 , . . . , A m ∈ R n×n be symmetric. Then,
PROPOSITION 6.10 (HE-LI-ZHANG).
PROOF. Define
Clearly, we must have
Note that we may write f (u, v, w, x) = S(u, v, w, x) for some symmetric 4-tensor S ∈ R n×n×n×n . Since the first and last terms in this inequality are equal by (24) in Banach's theorem, we obtain (25).
LEMMA 6.11. The maximization problem
PROOF. Fixing a = [a 1 , . . . , a s ] ∈ R s , the Cauchy-Schwarz inequality implies that a sum s i=1 a i w i with w 2 = 1 achieves a maximum value of a 2 (with w i = a i / a 2 if a 2 = 0). Thus,
l , where the last equality follows from Lemma 6.8 and Proposition 6.10.
We can now prove Theorem 6.5, and Theorems 1.10 and 1.11 from the introduction. PROOF OF THEOREM 6.5. We cast (26) in the form of a tensor singular value problem. Set A l to be the three dimensional tensor with a ijk equal to the coefficient of the term u i v j w k in the multilinear form (26). Then T l is just the maximum 2 -singular value of A l . We now show that if we could decide whether σ = 1 is an 2 -singular value of A l , then we would solve the max-clique problem.
Given a graph G, construct the tensor A l for each integer l ∈ {1, . . . , v}. The largest value of l for which 1 is a singular value of A l is ω = ω(G). To see this, notice that if l is larger than ω, the maximum singular value of A l is smaller than 1 by Lemma 6.11. Therefore, σ = 1 can not be a singular value of A l in these cases. However, σ = 1 is a singular value of the tensor A ω .
PROOF OF THEOREM 1.10. In this reduction, used to prove Theorem 6.5, it suffices to decide which tensor A l has spectral norm equal to 1. PROOF OF THEOREM 1.11. Suppose that we could approximate spectral norm to within a factor of 1 − ε = (1 + 1/N(N − 1)) −1/2 , where N is tensor input size. Consider the tensors A l as in the proof of Theorems 6.5 and 1.10, which have input size N that is at least the number of vertices v of the graph G. For each l, we are guaranteed an approximation for the spectral norm of A l of at least
It is easy to verify that (27) implies that any spectral norm approximation of A l is greater than 1 whenever l ≤ ω − 1. In particular, as A ω has spectral norm exactly 1, we can determine ω by finding the largest l = 1, . . . , v for which a spectral norm approximation of A l is 1 or less.
BEST RANK-1 TENSOR APPROXIMATION IS NP-HARD
We shall need to define the Frobenius norm and inner product for this and later sec-
, where A(x, y, z) is as in (19). As we explain next, the best rank-r approximation problem for a tensor is welldefined only when r = 1. The general problem can be expressed as solving:
Unfortunately, a solution to this optimization problem does not necessarily exist; in fact, the set {A ∈ R l×m×n : rank R (A) ≤ r} is not closed, in general, when r > 1. The following simple example is based on an exercise in Knuth [1998] .
and for n ∈ N, let
One can show that rank R (A) = 3 if and only if the pair x i , y i are linearly independent, i = 1, 2, 3. Since rank F (A n ) ≤ 2 and
the rank-3 tensor A has no best rank-2 approximation.
The phenomenon of a tensor failing to have a best rank-r approximation is widespread, occurring over a range of dimensions, orders, and ranks, regardless of the norm (or Brègman divergence) used. These counterexamples occur with positive probability and sometimes with certainty (in R 2×2×2 , no tensor of rank-3 has a best rank-2 approximation). We refer the reader to De Silva and Lim [2008] for further details.
On the other hand, the set of rank-1 tensors (together with zero) is closed. In fact, it is the Segre variety in classical algebraic geometry [Landsberg 2012] . Consider the problem of finding the best rank-1 approximation to a tensor A:
By introducing an additional parameter σ ≥ 0, we may rewrite the rank-1 term in the form x ⊗ y ⊗ z = σ u ⊗ v ⊗ w where u 2 = v 2 = w 2 = 1. Then,
This expression is minimized when
is a solution to the optimization problem (28), then σ may be computed as
We conclude that determining the best rank-1 approximation is also NP-hard, which is Theorem 1.13 from the introduction. We will see in Section 10 that restricting to symmetric 3-tensors does not make the best rank-1 approximation problem easier.
TENSOR RANK IS NP-HARD
It was shown in Håstad [1990] that any 3SAT Boolean formula 11 can be encoded as a 3-tensor A over a finite field or Q and that the satisfiability of the formula is equivalent to checking whether rank(A) ≤ r for some r that depends on the number of variables and clauses (the tensor rank being taken over the respective field). In particular, tensor rank is NP-hard over Q and NP-complete over finite fields. Since the majority of recent applications of tensor methods are over R and C, a natural question is whether tensor rank is also NP-hard over these fields. In other words, is it NP-hard to decide whether rank R (A) ≤ r or if rank C (A) ≤ r for a given tensor A with rational entries and a given r ∈ N?
One difficulty with the notion of tensor rank is that it depends on the base field. For instance, there are real tensors with rank over C strictly less than their rank over R [De Silva and Lim 2008] . We will show here that the same can happen for tensors with rational entries. In particular, Håstad's result for tensor rank over Q does not directly apply to R and C. Nevertheless, Håstad's proof shows, as we explain in Theorem 8.2, that tensor rank remains NP-hard over both R and C.
PROOF OF THEOREM 1.14. We explicitly construct a rational tensor A with rank R (A) < rank Q (A) . Let x = [1, 0] and y = [0, 1] . First observe that
where z = x+ √ 2y and z = x− √ 2y. Let A be this tensor; thus, rank R (A) ≤ 2. We claim that rank Q (A) > 2. Suppose not and that there exist
Identity (29) gives eight equations found in (30). Thus, by Lemma 8.1, rank Q (A) > 2.
LEMMA 8.1. The system of 8 equations in 12 unknowns: PROOF. One may verify in exact symbolic arithmetic (see the Appendix) that the following two equations are polynomial consequences of (30) PROOF. Håstad [1990] contains a recipe for encoding any given 3SAT Boolean formula in n variables and m clauses as a tensor A ∈ Q (n+2m+2)×3n×(3n+m) with the property that the 3SAT formula is satisfiable if and only if rank F (A) ≤ 4n + 2m. The recipe defines (n + 2m + 2) × 3n matrices for i = 1, . . . , n, j = 1, . . . , m:
and (2, 2i), 0 elsewhere; -S i : 1 in (1, 2n + i), 0 elsewhere; -M i : 1 in (1, 2i − 1), (2 + i, 2i), and (2 + i, 2n + i), 0 elsewhere; -C j : depends on jth clause (more involved) and has entries 0, ±1; and the 3-tensor
Observe that the matrices V i , S i , M i , C j are defined with −1, 0, 1 and that the argument in Håstad [1990] uses only the field axioms. In particular, it holds for any F ⊇ Q.
SYMMETRIC TENSOR EIGENVALUE IS NP-HARD
It is natural to ask if the eigenvalue problem remains NP-hard if the general tensor in (3) or (17) is replaced by a symmetric one.
Problem 9.1 (Symmetric eigenvalue). Given a symmetric tensor S ∈ Q n×n×n and
is an eigenvalue with (3) or (17) for some 0 = x ∈ R n .
As will become clear later, inputs λ in this problem may take values in Q(
This is not a problem since such numbers can be represented by rationals (a, b, d) and arithmetic in Q( √ d) is rational arithmetic. Let G = (V, E) be a simple graph with vertices V = {1, . . . , v} and edges E. A subset of vertices S ⊆ V is said to be stable (or independent) if {i, j} / ∈ E for all i, j ∈ S, and the stability number α(G) is defined to be the size of a largest stable set. This quantity is closely related to the clique number that we encountered in Section 6; namely, α(G) = ω(G), where G is the dual graph of G. Nesterov has used the Motzkin-Straus Theorem to prove an analogue for the stability number [De Klerk 2008; Nesterov 2003] . 12 
THEOREM 9.2 (NESTEROV). Let G = (V, E) on v vertices have stability number α(G). Let n
We will deduce the NP-hardness of symmetric tensor eigenvalue from the observation that every homogeneous cubic polynomial corresponds to a symmetric 3-tensor whose maximum eigenvalue is the maximum on the right-hand side of (31).
For any 1
Also, whenever two or more indices are equal, we put s ijk = 0. This defines a symmetric tensor S = s ijk ∈ R n×n×n with the property that
is necessarily a stationary value of S(z, z, z) constrained to z 2 = 1, it is an 2 -eigenvalue of S. Moreover, Nesterov's Theorem implies
.
Given a graph G and l ∈ N, deciding whether α(G) = l is equivalent to deciding whether ω(G) = l. Hence, the former is an NP-complete problem given that the latter is an NPcomplete problem [Karp 1972 ], and we are led to the following: THEOREM 9.3. Symmetric tensor eigenvalue over R is NP-hard.
PROOF. For l = v, . . . , 1, we check whether λ l = 2 (taken in decreasing order of magnitude so that the first eigenvalue identified would be the maximum) would reveal its value. Hence, Problem 9.1 is NP-hard.
Remark 9.4. Here we have implicitly used the assumption that inputs to the symmetric tensor eigenvalue decision problem are allowed to be quadratic irrationalities of the form 2
It is also known that α(G) is NP-hard to approximate 13 [Håstad 1999; Zuckerman 2006 ] (see also the survey [De Klerk 2008] ). THEOREM 9.5 (HÅSTAD, ZUCKERMAN) . It is impossible to approximate α(G) in polynomial time to within a factor of v 1−ε for any ε > 0, unless P = NP.
Theorem 9.5 implies the following inapproximability result for symmetric tensors. COROLLARY 9.6. Unless P = NP, there is no FPTAS for approximating the largest 2 -eigenvalue of a real symmetric tensor.
SYMMETRIC SINGULAR VALUE, SPECTRAL NORM, AND RANK-1 APPROXIMATION ARE NP-HARD
We will deduce from Theorem 9.3 and Corollary 9.6 a series of hardness results for symmetric tensors parallel to earlier ones for the nonsymmetric case.
We first state Theorem 6.9 in an alternative form; namely, that the best rank-1 approximation of a symmetric tensor and its best symmetric-rank-1 approximation may be chosen to be the same. Again, while we restrict ourselves to symmetric 3-tensors, this result holds for symmetric tensors of arbitrary order. THEOREM 10.1 (BANACH). Let S ∈ R n×n×n be a symmetric 3-tensor. Then,
Furthermore, the optimal σ and λ may be chosen to be equal.
PROOF. This result follows from carrying over our discussion relating spectral norm, largest singular value, and best rank-1 approximation (for nonsymmetric tensors) in Section 7 to the case of symmetric tensors. This gives
where λ is the optimal solution for the right-hand side of (32) and the last equality holds by Theorem 6.9. PROOF. Let S ∈ Q n×n×n be a symmetric 3-tensor. By Theorem 10.1, the optimal σ in the best rank-1 approximation of S (left-hand side of (32)) equals the optimal λ in the best symmetric rank-1 approximation of S (right-hand side of (32)). Since the optimal σ is also the largest 2 -singular value of S and the optimal λ is the largest 2 -eigenvalue of S, these also coincide. Note that the optimal σ is also equal to the spectral norm S 2,2,2 . The NP-hardness and nonexistence of FPTAS of problems (i)-(iii) now follow from Theorem 9.3 and Corollary 9.6. Theorem 10.2 answers a question in Brubaker and Vempala [2009] about the computational complexity of spectral norm for symmetric tensors.
TENSOR NONNEGATIVE DEFINITENESS IS NP-HARD
There are two senses in which a symmetric 4-tensor S ∈ R n×n×n×n can be nonnegative definite. We shall reserve the term nonnegative definite to describe S for which S(x, x, x, x) is a nonnegative polynomial; that is,
On the other hand, we say that S is Gramian if it can be decomposed as a positive combination of rank-1 terms:
or equivalently, if S(x, x, x, x) can be written as a sum of fourth powers of linear forms:
The correspondence between (34) and (35) is to set w i = λ 1/4 i v i . Note that for a symmetric matrix S ∈ R n×n , the condition x Sx ≥ 0 for all x ∈ R n and the condition S = B B for some matrix B (i.e., S is a Gram matrix) are equivalent characterizations of the positive semidefiniteness of S. For tensors of even order d > 2, condition (34) is strictly stronger than (33), but both are valid generalizations of the notion of nonnegative definiteness. In fact, the cone of nonnegative definite tensors as defined by (33) and the cone of Gramian tensors as defined by (34) are dual [Reznick 1992] .
We consider tensors of order 4 because any symmetric 3-tensor S ∈ R n×n×n is indefinite since S(x, x, x) can take both positive and negative values (as S(−x, −x, −x) = −S(x, x, x)). Order-3 symmetric tensors are also trivially Gramian since
, and thus λ may always be chosen to be positive.
We deduce the NP-hardness of both notions of nonnegative definiteness from Murty and Kabadi [1987] and Dickinson and Gijben [2012] . Let A ∈ R n×n be symmetric. The matrix A is said to be copositive if A(y, y) = y Ay ≥ 0 for all y ≥ 0, and A is said to be completely positive if A = BB for some B ∈ R n×r with B ≥ 0 (i.e., all entries nonnegative). The set of copositive matrices in R n×n is easily seen to be a cone and it is dual to the set of completely positive matrices, which is also a cone. Duality here means that tr(A 1 A 2 ) ≥ 0 for any copositive A 1 and completely positive A 2 .
THEOREM 11.1 (MURTY-KABADI, DICKINSON-GIJBEN) . Deciding copositivity and complete positivity are both NP-hard. ip ] ∈ R n×r has nonnegative entries; that is, A is completely positive. Hence, we have deduced the following.
THEOREM 11.2. Deciding whether a symmetric 4-tensor is nonnegative definite is NP-hard. Deciding whether a symmetric 4-tensor is Grammian is also NP-hard.
The first statement in Theorem 11.2 has appeared before in various contexts, most notably as the problem of deciding the nonnegativity of a quartic; see, for example, Ahmadi et al. [2013] . It follows from the second statement and (35) that deciding whether a quartic polynomial is a sum of fourth powers of linear forms is NP-hard.
The reader may wonder about a third common characterization of nonnegative definiteness: A symmetric matrix is nonnegative definite if and only if all its eigenvalues are nonnegative. It turns out that for tensors this does not yield a different characterization of nonnegative definiteness. The exact same equivalence is true for symmetric tensors with our definition of eigenvalues in Section 5 [Qi 2005, Theorem 5]: THEOREM 11.3 (QI) . The following are equivalent for a symmetric S ∈ R n×n×n×n :
This result is deduced from the fact that 2 -and 4 -eigenvalues are Lagrange multipliers. With this observation, the following is an immediate corollary of Theorem 11.2. COROLLARY 11.4. Determining the signature, that is, the signs of the real eigenvalues, of symmetric 4-tensors is NP-hard.
BIVARIATE MATRIX FUNCTIONS ARE UNDECIDABLE
While we have focused almost exclusively on complexity in this article, we would like to add a word more about computability in this antepenultimate section. We remark that resolutions to these conjectures are likely to have implications for applications. For instance, in quantum computing, the magnitude of the hyperdeterminant in (13.1) is the concurrence, a measure of the amount of entanglement in a quantum system [Hill and Wootters 1997] , and the hyperdeterminant in question would be one satisfying (13.1). The decision problem in (13.1) is also key to deciding whether a system of multilinear equations has a nontrivial solution, as we have seen from Section 3.
The optimization problem (38) in (13.1) defines a notion of condition number for 3-tensors. Note that for a nonsingular matrix A ∈ C n×n , the corresponding problem for (13.1) has solution given by its inverse X = A −1 [Higham 2002, Theorem 6.5 In this case, the optimum value normalized by the spectral norm of the input gives the reciprocal of the condition number:
Thus, for a nonzero A ∈ C l×m×n , we expect the spectral norm A 2,2,2 divided by the optimum value of (13.1) to yield an analogue of condition number for the tensor. Conjecture 13.1 then says that the condition number of a tensor is NP-hard to compute. One reason for our belief in the intractability of problems involving the hyperdeterminant is that checking whether the general multivariate resultant vanishes for a system of n polynomials in n variables is known to be NP-hard over any field [Grenet et al. 2010] . Theorem 3.7 strengthens this result by saying that these polynomials may be chosen to be bilinear forms. Conjecture 13.1(i) further specializes by stating that these forms (11) can be associated with a 3-tensor satisfying GKZ condition (10).
Another motivation for our conjectures is that the hyperdeterminant is a complex object; for instance, the 2 × 2 × 2 × 2-hyperdeterminant has 2.9 million monomials [Huggins et al. 2008] . Of course, this does not force the intractability of the problems above. For instance, the determinant and permanent of an n × n matrix have n! terms, but one is efficiently computable while the other is #P-complete [Valiant 1979b] .
In Section 8, we explained that tensor rank is NP-hard over any extension field F of Q, but we did not investigate the corresponding questions for the symmetric rank of a symmetric tensor (Definition 7). We conjecture the following. CONJECTURE 13.2. Let F be an extension field of Q. Let S ∈ Q n×n×n be a symmetric 3-tensor and r ∈ N. Deciding if srank F (S) ≤ r is NP-hard.
While tensor rank is NP-hard over Q, we suspect that it is also undecidable. CONJECTURE 13.3. Tensor and symmetric tensor rank over Q are undecidable.
We have shown that deciding the existence of an exact solution to a system of bilinear equations (12) is NP-hard. There are two closely related problems: (i) when the equalities in (12) are replaced by inequalities and (ii) when we seek an approximate least-squares solution to (12). These lead to multilinear variants of linear programming and linear least squares. We state them formally here. CONJECTURE 13.4 (BILINEAR PROGRAMMING FEASIBILITY). Let A k , B k , C k ∈ Q n×n and α k , β k , γ k ∈ Q for each k = 1, . . . , n. It is NP-hard to decide if inequalities: ⎧ ⎨ ⎩ y A i z ≤ α k , i = 1, . . . , n; x B j z ≤ β k , j = 1, . . . , n; x C k y ≤ γ k , k = 1, . . . , n;
define a nonempty subset of R n .
CONJECTURE 13.5 (BILINEAR LEAST SQUARES). Given 3n coefficient matrices A k , B k , C k ∈ Q n×n and α k , β k , γ k ∈ Q, k = 1, . . . , n, the bilinear least squares problem:
is NP-hard to approximate.
Unlike the situation of (12), where x = y = z = 0 is considered a trivial solution, we can no longer disregard an all-zero solution in (39) or (40). Consequently, the problem of deciding whether a homogeneous system of bilinear Equations (12) has a nonzero solution is not a special case of (39) or (40).
It is also natural to consider the skew-symmetric or alternating tensor equivalents of the problems addressed in this work. We leave these as further open problems for our readers.
CONCLUSION
Although this article argues that most tensor problems are NP-hard, we should not be discouraged in our search for solutions to them. For instance, while computations with Gröbner bases are doubly exponential in the worst case [Yap 2000, pp . 400], they nonetheless proved useful for Theorem 1.14. It is also important to note that NP-hardness is an asymptotic property; for example, it applies to scenarios where tensor size n goes to infinity. Nonetheless, in many applications, n is usually fixed and often small; for example, n = 2 : |0 , |1 (qubits, [Miyake and Wadati 2002] ), n = 3 : x, y, z (spatial coordinates, [Schultz and Seidel 2008] ), n = 4 : A, C, G, T (DNA nucleobases, [Allman and Rhodes 2008] ), etc. For example, while Theorem 11.2 gives an NP-hardness result for general n, the case n = 3 has a tractable convex formulation [Lim and Schultz 2013] .
Bernd Sturmfels once made the remark to us that "All interesting problems are NPhard." In light of this, we would like to view our article as evidence that most tensor problems are interesting.
APPENDIX
We give here the complete details for the proof of Lemma 8.1, which was key to proving Theorem 1.14. We used the symbolic computing software 14 SINGULAR, and in particular the function lift to find the polynomials H 1 , . . . , H 8 and G 1 , . 
Thus, if a rational point makes F 1 , . . . , F 8 all zero, then both g and h must also vanish on it. We remark that expressions such as (41) are far from unique.
