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Abstrat. We express quantum omputations (with measurements) us-
ing the arrow alulus extended with monadi onstrutions. This frame-
work expresses quantum programming using well-understood and famil-
iar lassial patterns for programming in the presene of omputational
eets. In addition, the ve laws of the arrow alulus provide a onve-
nient framework for equational reasoning about quantum omputations
that inlude measurements.
1 Introdution
Quantum omputation [1℄ an be understood as a transformation of information
enoded in the state of a quantum physial system. Its basi idea is to enode data
using quantum bits (qubits). Dierently from the lassial bit, a qubit an be
in a superposition of basi states leading to quantum parallelism. This form of
parallelism is due to the non-loal wave harater of quantum information and is
qualitatively dierent from the lassial notion of parallelism. This harateristi
of quantum omputation an greatly inrease the proessing speed of algorithms.
However, quantum data types are omputationally very powerful not only due
to superposition. There are other odd properties like measurement, in whih the
observed part of the quantum state and every other part that is entangled with
it immediately lose their wave harater.
These interesting properties have led to the development of very eient
quantum algorithms, like Shor's quantum algorithm for fatorizing integers [2℄,
and Grover's quantum searh on databases [3℄. Another important theme is the
development of quantum ryptographi tehniques [4℄.
Sine these disoveries, muh researh has been done on quantum omputa-
tion. Summarizing the eld of researh we an lassify it aording three main
areas: i) physial implementations of quantum omputers, ii) development of
new quantum algorithms; and iii) design of quantum programming languages.
This work is about the design of a quantum programming language, and
onsequently about a high-level, strutured and well-dened way to develop new
quantum algorithms and to reason about
We have been working on semanti models for quantum programming. In
previous work [5℄ we established that general quantum omputations (inluding
measurements) are an instane of the ategory-theoreti onept of arrows [6℄, a
generalization ofmonads [7℄ and idioms [8℄. Translating this insight to a pratial
programming paradigm has been diult however. On one hand, diretly using
arrows is highly non-intuitive, requiring programming in the so-alled point-
free style where intermediate omputations are manipulated without giving
them names. Furthermore reasoning about arrow programs uses nine, somewhat
idiosynrati laws.
In reent work, Lindley et. al. [9℄ present the arrow alulus, whih is a
more friendly version of the original presentation of arrows. The arrow alulus
augment the simply typed lambda alulus with four onstruts satisfying ve
laws. Two of these onstruts resemble funtion abstration and appliation, and
satisfy familiar beta and eta laws. The remaining two onstruts resemble the
unit and bind of a monad, and satisfy left unit, right unit, and assoiativity laws.
Basially, using the arrow alulus we an understand arrows through lassi
well-known patterns.
In this work we propose to express quantum omputations using the arrow
alulus axtended with monadi onstrutions. We show that quantum program-
ming an be expressed using well-understood and familiar lassial patterns for
programming in the presene of omputational eets. Interestingly, the ve laws
of the arrow alulus provide a onvenient framework for equational reasoning
about quantum omputations (inluding measurements).
This work is organized as follows. The next two setions review the bak-
ground material on modeling quantum omputation using lassial arrows. Se-
tion 4 presents the arrow alulus. We show the quantum arrow alulus in Se-
tion 5. We express some traditional examples of quantum omputations using
the quantum alulus. Additionally, we illustrate how we an use the alu-
lus to reason about quantum programs. Setion 6 onludes with a disussion of
some related works. Finally, Appendix A presents the onstruts of simply-typed
lambda alulus, Appendix B gives an extension of the simply-typed lambda
alulus with monadi onstrutions, and Appendix C reviews general quantum
omputations.
2 Classi Arrows
The simply-typed lambda alulus is an appropriate model of pure funtional
programming (see Appendix A). The standard way to model programming in
the presene of eets is to use monads [10℄ (see Appendix B). Arrows, like
monads, are used to elegantly program notions of omputations in a pure fun-
tional setting. But unlike the situation with monads, whih wrap the results of
omputations, arrows wrap the omputations themselves.
From a programming point of view, lassi arrows extend the simply-typed
lambda alulus with one type and three onstants satisfying nine laws (see
Figure 1). The type A❀ B denotes a omputation that aepts a value of type
A and returns a value of type B, possibly performing some side eets. The
three onstants are: arr , whih promotes a funtion to a pure arrow with no side
eets; >>>, whih omposes two arrows; and first , whih extends an arrow to
at on the rst omponent of a pair leaving the seond omponent unhanged.
To understand the nine equations, we use some auxiliary funtions. The fun-
tion second , is like first , but ats on the seond omponent of a pair, and f&&&g,
applies arrow f and g to the same argument and then pairs the results.
Fig. 1. Classi Arrows
Types
arr :: (A→ B) → (A❀ B)
(>>>) :: (A❀ B) → (B ❀ C) → (A❀ C)
first :: (A❀ B) → (A× C ❀ B × C)
Denitions
second : (A❀ B) → (C × A❀ C ×B)
second = λf.arr swap >>> first f >>> arr swap
(&&&) : (C ❀ A)→ (C ❀ B) → (C ❀ A×B)
(&&&) = λf.λg.arr sup >>> first f >>> second g
Equations
(❀1) arr id >>> f = f
(❀2) f >>> arr id = f
(❀3) (f >>> g) >>> h = f >>> (g >>> h)
(❀4) arr(g.f) = arr f >>> arr g
(❀5) first(arr f) = arr(f × id)
(❀6) first(f >>> g) = first f >>> first g
(❀7) first f >>> arr(id× g) = arr(id× g) >>> first f
(❀8) first f >>> arr fst = arr fst >>> f
(❀9) first(first f) >>> arr = arr assoc >>> first f
3 Quantum Arrows
Quantum omputation is generally expressed in the framework of a Hilbert spae
(see Appendix C for a short review of that model). As expressive and as on-
venient is this framework for mathematial reasoning, it is not easily amenable
to familiar programming tehniques and abstrations. In reent work [5℄ how-
ever, we established that this general model of quantum omputations (inluding
measurements) an be strutured using the ategory-theoreti onept of arrows.
Figure 2 explains the main ideas whih we elaborate on in the remainder of this
setion.
In the gure, we have added type denitions (i.e, type synonyms) for onve-
niene. Type Vec A means that a vetor is a funtion mapping elements from
a vetor spae orthonormal basis to omplex numbers (i.e., to their probabil-
ity amplitudes). Type Lin represents a linear operator (e.g, a unitary matrix)
mapping a vetor of type A to a vetor of type B. Note that if we unurry the
arguments A and B, it turns exatly into a square matrix (i.e, Vec (A,B)).
Type Dens A stands for density matries and it is straight to build from Vec.
Type Super A B means a superoperator mapping a density matrix of type A
to a density matrix of type B. This type an be understood by interpreting it in
the same style as Lin.
Fig. 2. Quantum Arrows
Type Denitions
type Vec A = A→ C
type Lin A B = A→ Vec B
type Dens A = Vec (A,A)
type Super A B = (A,A) → Dens B
Syntax
Types A,B,C ::= ... Vec A | Lin A | Dens A | Super A B
Terms L,M,N ::= ... | return | >>= | arr | >>> | first
Monadi Denitions
return : A→ Vec A
return a b = if a == b then 1.0 else 0.0
(>>=) : Vec A→ (A→ Vec B) → Vec B
va >>= f = λb.
P
a (va a)(f a b)
Auxiliary Denitions
fun2lin : (A→ B) → Lin A B
fun2lin f = λ a.return (f a)
(〈∗〉) : Vec A→ Vec B → Vec (A,B)
v1〈∗〉v2 = λ (a, b).v1 a ∗ v2 b
Arrow Types and Denitions
arr : (A→ B) → Super A B
arr f = fun2lin (λ (b1, b2) → (f b1, f b2))
(>>>) :: (Super A B) → (Super B C) → (SuperA C)
f >>> g = λ b.(f b >>= g)
first :: (Super A B) → (Super (A× C) (B × C))
first f ((b1, d1), (b2, d2)) = permute ((f(b1, b2))〈∗〉 return (d1, d2))
where permute v ((b1, b2), (d1, d2)) = v ((b1, d1), (b2, d2))
We have dened in our previous work [5℄ the arrow operations for quantum
omputations into two levels. First we have proved that pure quantum states (i.e,
vetor states) are an instane of the onept of monads [7℄. The denitions of
the monadi funtions are shown in Figure 2. The funtion return speies how
to onstrut vetors and >>= denes the behavior of an appliation of matrix to
a vetor. Moreover we have used the auxiliary funtions fun2lin , whih onverts
a lassial (reversible) funtion to a linear operator, and 〈∗〉 whih is the usual
tensor produt in vetor spaes.
The funtion arr onstruts a quantum superoperator from a pure funtion
by applying the funtion to both vetor and its dual. The omposition of arrows
just omposes two superoperators using the monadi bind. The funtion first
applies the superoperator f to the rst omponent (and its dual) and leaves the
seond omponent unhanged.
We have proved in our previous work that this superoperator instane of
arrows satisfy the required nine equations [5℄.
4 The Arrow Calulus
In this setion we present the arrow alulus [9℄ and show the translation of the
alulus to lassi arrows (desribed in Setion 2) and vie versa. The translation
is important beause it essentially orresponds to the denotational semanti
funtion for the quantum version of the arrow alulus. The material of this
setion losely follows the original presentation in [9℄.
4.1 The Calulus
The arrow alulus as shown in Figure 3 extends the ore lambda alulus with
four onstruts satisfying ve laws. Type A ❀ B denotes a omputation that
Fig. 3. Arrow Calulus
Syntax
Types A,B,C ::= . . . | A❀ B
Terms L,M,N ::= . . . | λ•x.Q
Commands P,Q,R ::= L • P | [M ] | let x = P in Q
Types
Γ ;x : A ⊢ Q!B
Γ ⊢ λ•x.Q : A❀ B
Γ ⊢ L : A❀ B Γ ;∆ ⊢M : A
Γ ;∆ ⊢ L •M !B
Γ,∆ ⊢M : A
Γ ;∆ ⊢ [M ]!A
Γ ;∆ ⊢ P !A Γ ;∆,x : A ⊢ Q!B
Γ ;∆ ⊢ let x = P in Q!B
Laws
(β❀) (λ•x.Q) •M = Q[x := M ]
(η❀) λ•x.(L • [x]) = L
(left) let x = [M ] in Q = Q[x := M ]
(right) let x = P in [x] = P
(asso) let y = (let x = P in Q) in R = let x = P in (let y = Q in R)
aepts a value of type A and returns a value of type B, possibly performing
some side eets.
There are two syntati ategories. Terms are ranged over by L,M,N , and
ommands are ranged over by P,Q,R. In addition to the terms of the ore
lambda alulus, there is one new term form: arrow abstration λ•x.Q. There
are three ommand forms: arrow appliation L • M , arrow unit [M ] (whih
resembles unit in a monad), and arrow bind let x = P in Q (whih resembles
bind in a monad).
In addition to the term typing judgment Γ ⊢M : A there is also a ommand
typing judgment Γ ;∆ ⊢ P !A. An important feature of the arrow alulus is that
the ommand type judgment has two environments, Γ and ∆, where variables
in Γ ome from ordinary lambda abstrations λx.N , while variables in ∆ ome
from arrow abstration λ•x.Q.
Arrow abstration onverts a ommand into a term. Arrow abstration losely
resembles funtion abstration, save that the body Q is a ommand (rather than
a term) and the bound variable x goes into the seond environment (separated
from the rst by a semiolon).
Conversely, arrow appliation, L •M !B embeds a term into a ommand. Ar-
row appliation losely resembles funtion appliation. The arrow to be applied
is denoted by a term, not a ommand; this is beause there is no way to apply
an arrow that is itself yielded. This is why there are two dierent environments,
Γ and ∆: variables in Γ may denote arrows that are applied to arguments, but
variables in ∆ may not.
Arrow unit, [M ]!A, promotes a term to a ommand. Note that in the hy-
pothesis there is a term judgment with one environment (i.e, there is a omma
between Γ and ∆), while in the onlusion there is a ommand judgment with
two environments (i.e, there is a semiolon between Γ and ∆).
Lastly, using let, the value returned by a ommand may be bound.
Arrow abstration and appliation satisfy beta and eta laws, (β❀) and (η❀),
while arrow unit and bind satisfy left unit, right unit, and assoiativity laws,
(left), (right), and (asso). The beta law equates the appliation of an abstration
to a bind; substitution is not part of beta, but instead appears in the left unit
law. The (asso) law has the usual side ondition, that x is not free in R.
4.2 Translation
The translation from the arrow alulus to lassi arrows, shown below, gives a
denotational semantis for the arrow alulus.
[λ•x.Q] = [Q]x
[L •M ]∆ = arr(λ∆.[M ]) >>> [L]
[[M ]]∆ = arr(λ∆.[M ])
[let x = P in Q]∆ = (arr id &&& [P ]∆) >>> [Q]∆,x
An arrow alulus term judgment Γ ⊢M : A maps into a lassi arrow judgment
Γ ⊢ [M ] : A, while an arrow alulus ommand judgment Γ ;∆ ⊢ P !Amaps into a
lassi arrow judgment Γ ⊢ [P ]∆ : ∆❀ A. Hene, the denotation of a ommand
is an arrow, with arguments orresponding to the environment ∆ and result of
type A.
We omitted the translation of the onstruts of ore lambda alulus as they
are straightforward homomorphisms. The translation of the arrow abstration
λ•x.Q just undoes the abstration and all the interpretation of Q using x.
Appliation L • P translates to >>>, [M ] translates to arr and let x = P in Q
translates to pairing &&&(to extend the environment with P ) and omposition
>>>(to then apply Q).
The inverse translation, from lassi arrows to the arrow alulus is dened
as:
[arr]−1 = λf.λ•x.[f x]
[(>>>)]−1 = λf.λg.λ•x.g • (f • x)
[first]−1 = λf.λ•z.let x = f • fst z in [(x, snd z)]
Again we omitted the translation of the onstruts of ore lambda alulus as
they are straightforward homomorphisms. Eah of the three onstants from las-
si arrows translates to an appropriate term in the arrow alulus.
5 The Arrow Calulus as a Quantum Programming
Language
In this setion we disuss how the arrow alulus an be used as a quantum
programming language.
We start by showing quantum programs using the standard quantum iruit
notation. The lines arry quantum bits. The values ow from left to right in steps
orresponding to the alignment of the boxes whih represent quantum gates.
Gates onneted via bullets to another wire are alled ontrolled operations, that
is, the wire with the bullet onditionally ontrols the appliation of the gate. The
iruit in Figure 4 represents a quantum program for the Tooli gate. Using the
Fig. 4. Ciruit for the Tooli gate
VH HVVT
 Not Not
lassi arrows approah for quantum programming presented in Setion 3 and
using the type of booleans, Bool, as the orthonormal basis for the qubit, this
program would be odded as follows:
toffoli :: Super (Bool,Bool,Bool) (Bool,Bool,Bool)
toffoli = arr (λ(a0, b0, c0) → (c0, (a0, b0))) >>>
(first H >>> arr (λ(c1, (a0, b0)) → ((b0, c1), a0))) >>>
(first cV >>> arr (λ((b1, c2), a0) → ((a0, b1), c2))) >>>
(first cNot >>> arr (λ((a1, b2), c2) → ((b2, c2), a1))) >>> ...
As already noted by Paterson [11℄ this notation is umbersome for programming.
This is a point-free notation, rather dierent from the usual way of writing
funtional programs, with λ and let. Paterson introdued syntati sugar for
arrows, whih we have used in our previous work [5℄. However, the notation
simply abbreviates terms built from the three onstants, and there is no laim
about reasoning with arrows. Using the quantum arrow alulus presented in
Figure 5, this program would be like:
toffoli :: Super (Bool,Bool,Bool) (Bool,Bool,Bool)
toffoli = λ•.(x, y, z).let z′ = H • z in
let (y′, z′′) = cV • (y, z′) in
let (x′, y′′) = cNot • (x, y′)in . . .
This style is more onvenient and elegant as it is very similar to the usual
familiar lassial funtional programming and is amenable to formal reasoning in
a onvenient way. Consider, for instane, the program whih applies the quantum
not gate twie. That is obviously equivalent to identity. To do suh a simple proof
using the lassi arrows we need to learn how to use the nine arrow laws and
also to reover the denitions of the funtions arr , >>> and first for quantum
omputations presented in Figure 2.
The ation of the quantum not gate, QNot, is to swap the amplitude proba-
bilities of the qubit. For instane, QNot applied to |0〉 returns |1〉, and vie versa.
But QNot applied to α|0〉+ β|1〉 returns α|1〉+ β|0〉.
Given the lassial denition of not as follows:
not = λx.if x == True then False else True : Bool → Bool
Using the arrow alulus, the QNot would be written as:
QNot = λ•y.[not y] : Super Bool Bool.
Then, the program whih applies the QNot twie, would be:
Γ ⊢ λ•x.let w = (λ•z.[not z]) • x in (λ•y.[not y]) • w
Again the syntax, with arrow abstration and appliation, resembles lambda
alulus. Now we an use the intuitive arrow alulus laws (from Figure 3) to
prove the obvious equivalene of this program with identity. The proof follows
the same style of the proofs in lassial funtional programming.
λ•x.let w = (λ•z.[not z]) • x in (λ•y.[not y]) • w =(β
❀)
λ•x.let w = [not x] in (λ•y.[not y]) • w =(left)
λ•x.(λ•y.[not y]) • (not x) =(β
❀)
λ•x.[not(not x)] =def.not
λ•x.[x]
It is interesting to note that we have two ways for dening superoperators.
The rst way is going diretly from lassial funtions to superoperators as we
did above for not, using the default denition of arr . The other way is going
from the monadi pure quantum funtions to superoperators. As monads are a
speial ase of arrows [6℄ there is always a translation from monadi funtions
to arrows. Hene, any Lin A B is a speial ase of Super A B.
Hene, we onstrut the quantum arrow alulus in Figure 5 in three levels.
First we inherit all the onstrutions from simply-typed lambda alulus with
the type of booleans and with lassial let and if (see Appendix A). Then we
Fig. 5. Quantum Arrow Calulus
Syntax
Types A,B,C ::= . . . | Bool | Dens A | Vec A | Super A B
Terms L,M,N ::= [T ] | let x = M in N | λ•x.Q | + | −
Commands P,Q,R ::= L • P | [M ] | let x = P in Q | meas | trL
Monad Types
Γ ⊢M : A
Γ ⊢ [M ] : Vec A
Γ ⊢M : Vec A Γ, x : A ⊢ N : Vec B
Γ ⊢ let x = M in N : Vec B
Γ ⊢M,N : Vec A
Γ ⊢M+N : Vec A
Γ ⊢M,N : Vec A
Γ ⊢M−N : Vec A
Arrow Types
Γ ;x : A ⊢ Q! Dens B
Γ ⊢ λ•x.Q : Super A B
Γ ⊢ L : Super A B Γ ;∆ ⊢M : A
Γ ;∆ ⊢ L •M ! Dens B
Γ,∆ ⊢M : A
Γ ;∆ ⊢ [M ]! Dens A
Γ ;∆ ⊢ P ! Dens A Γ ;∆,x : A ⊢ Q! Dens B
Γ ;∆ ⊢ let x = P in Q! Dens B
Γ ;x : A ⊢ meas ! Dens (A,A) Γ ;x : (A,B) ⊢ trL ! Dens B
add the monadi unit, [ ], to build pure vetors (over booleans), let to sequene
omputations with vetors, and plus and minus to add and subtrat vetors (the
monadi alulus [7℄ with its laws is presented in Appendix B). Finally, we add
the onstrutions of the arrow alulus. The appeal of using the arrows approah
is beause we an express measurement operations (i.e, extrat lassial infor-
mation from the quantum system) inside the formalism. Therefore, we have two
omputations for measurements on mixed states, meas and trL. The omputa-
tion meas returns a lassial value and a post-measurement state of the quantum
system. The omputation trL traes out or projets part of the quantum state
(the denotation of these operations is provided in Appendix D).
To exemplify the use of the monadi onstrutions, onsider, for example,
the hadamard quantum gate, whih is the soure of superpositions. For instane,
hadamard applied to |0〉 returns |0〉 + |1〉, and applied to |1〉 returns |0〉 − |1〉.
But, hadamard applied to |0〉+ |1〉 returns |0〉, as it is a reversible gate. To dene
this program in the quantum arrow alulus, we just need to dene its work for
the basi values, |0〉 and |1〉, as follows:
hadamard = λx.if x == True then [False]− [True]
else [False] + [True] : Lin Bool Bool
Then, the superoperator would be:
Had = λ•y.[hadamard y] : Super Bool Bool
Another interesting lass of operations are the so-alled quantum ontrolled
operations. For instane, the ontrolled not, Cnot, reeives two qubits and applies
a not operation on the seond qubit depending on the value of the rst qubit.
Again, we just need to dene it for the basi quantum values:
cnot = λ(x, y).if x then [(x, not y)]
else [(x, y)] : Lin (Bool,Bool) (Bool,Bool)
Again, the superoperator of type Super (Bool,Bool) (Bool,Bool) would be
Cnot = λ•(x, y).[cnot (x, y)].
The motivation of using superoperators is that we an express measurement
operations inside of the formalism. One lassial example of quantum algorithm
whih requires a measurement operation is the quantum teleportation [4℄. It
allows the transmission of a qubit to a partner with whom is shared an entangled
pair. Below we dene the two partners of a teleportation algorithm.
Alice : Super (Bool,Bool) (Bool,Bool)
Alice = λ•(x, y). let (x′, y′) = Cnot • (x, y) in
let q = (Had • x′, y′) in
let (q′, v) = meas • q in trL • (q, v)
Bob : Super (Bool,Bool,Bool) Bool
Bob = λ•(x, y, z). let (z′, x′) = Cnot • (z, x) in
let (y′, x′′) = (Cz • (y, x′)) in trL • ((y′, z′), x′′)
6 Conlusion
We have presented a lambda alulus for general quantum programming that
builds on well-understood and familiar programming patterns and reasoning
tehniques. Besides supporting an elegant funtional programming style for quan-
tum omputations, the quantum arrow alulus allows reasoning about general
or mixed quantum omputations. This is the rst work proposing reasoning
about mixed quantum omputations. The equations of the arrow alulus plus
the equations of the monadi alulus provide indeed a powerful mehanism to
make proofs about quantum programs. In [12℄ we have proposed very similar
reasoning tehniques, however for pure quantum programs. Also, in [13℄ the au-
thor presents a quantum lambda alulus based on linear logi, but just for pure
quantum omputations.
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A Simply-Typed Lambda Calulus
The simply-typed lambda alulus with the type of booleans, and with let and
if is shown in Figure 6. Let A,B,C range over types, L,M,N range over terms,
and Γ,∆ range over environments. A type judgment Γ ⊢ M : A indiates that
in environment Γ term M has type A. As presented in the arrow alulus [9℄,
we are using a Curry formulation, eliding types from terms.
Fig. 6. Simply-typed Lambda Calulus
Syntax
Types A,B,C ::= Bool | A×B | A→ B
Terms L,M,N ::= x | True | False | (M,N) | fst L | snd L | λx.N | L M
let x = M in N | if L then M else N
Environments Γ,∆ ::= x1 : A1, . . . , xn : An
Types
∅ ⊢ False : Bool ∅ ⊢ True : Bool
(x : A) ∈ Γ
Γ ⊢ x : A
Γ ⊢M : A Γ ⊢ N : B
Γ ⊢ (M,N) : A×B
Γ ⊢ L : A×B
Γ ⊢ fst L : A
Γ ⊢ L : A×B
Γ ⊢ snd L : B
Γ, x : A ⊢ N : B
Γ ⊢ λx.N : A→ B
Γ ⊢ L : A→ B Γ ⊢M : A
Γ ⊢ L M : B
Γ ⊢M : A Γ, x : A ⊢ N : B
Γ ⊢ let x = M in N : B
Γ ⊢ L : Bool Γ ⊢M,N : B
Γ ⊢ if L then M else N : B
Laws
(βx1 ) fst (M,N) = M
(βx2 ) snd (M,N) = N
(ηx) (fst L, sndL) = L
(β→) (λx.N)M = N [x := M ]
(η→) λx.(L x) = L
(let) let x = M in N = N [x := M ]
(βif1 ) if True then M else N = M
(βif2 ) if False then M else N = N
B Monadi Calulus
The simply-typed lambda alulus presented in Appendix A is the foundation of
purely funtional programming languages. In this setion we show the monadi
alulus [7℄, whih also models monadi eets. A monad is represented using
a type onstrutor for omputations m and two funtions: return :: a → m a
and >>=:: m a → (a → m b) → m b. The operation >>= (pronouned bind)
speies how to sequene omputations and return speies how to lift values
to omputations. From a programming perspetive, a monad is a onstrut to
struture omputations, in a funtional environment, in terms of values and
sequene of omputations using those values.
The monadi alulus extends the simply-typed lambda alulus with the
onstruts in Figure 7. Unit and bind satisfy left unit, right unit, and assoia-
tivity laws, (left), (right), and (asso).
Fig. 7. Monadi Calulus
Syntax
Types A,B,C ::= ... | M A
Terms L,M,N ::= ... | [M ] | let x = M in N | mzero | + | −
Monadi Types
Γ ⊢M : A
Γ ⊢ [M ] : M A
Γ ⊢M : M A Γ, x : A ⊢ N : M B
Γ ⊢ let x = M in N : M B
MonadPlus Types
Γ ⊢ mzero : M A
Γ ⊢M,N : M A
Γ ⊢M +N : M A
Laws
(left) let x = [L] in N = N [x := L]
(right) let x = L in [x] = L
(asso) let y = (let x = L in N) in T = let x = L in (let y = N in T )
MonadPlus Laws
mzero + a = a
a+mzero = a
a+ (b+ c) = (a+ b) + c
let x = mzero in T = mzero
let x = (M +N) in T = (let x = M in T ) + (let x = N in T )
Beyond the three monad laws disussed above, some monads obey the -
MonadPlus laws. The MonadPlus interfae provides two primitives, mzero and
+ (alled mplus), for expressing hoies. The ommand + introdues a hoie
juntion, and mzero denotes failure.
The preise set of laws that a MonadPlus implementation should satisfy is
not agreed upon [14℄, but in [15℄ is presented a reasonable agreement on the
laws. We use in Figure 7 the laws introdued by [15℄.
The intuition behind these laws is that MonadPlus is a disjuntion of goals
and >>= is a onjuntion of goals. The onjuntion evaluates the goals from left-
to-right and is not symmetri.
C General Quantum Computations
Quantum omputation, as its lassial ounterpart, an be seen as proessing
of information using quantum systems. Its basi idea is to enode data using
quantum bits (qubits). In quantum theory, onsidering a losed quantum system,
the qubit is a unit vetor living in a omplex inner produt vetor spae know as
Hilbert spae [1℄. We all suh a vetor a ket (from Dira's notation) and denote
it by |v〉 ( where v stands for elements of an orthonormal basis), a olumn vetor.
Dierently from the lassial bit, the qubit an be in a superposition of the two
basi states written as α|0〉+ β|1〉, or
(
α
β
)
with |α|2 + |β|2 = 1. Intuitively, one an think that a qubit an exist as a
0, a 1, or simultaneously as both 0 and 1, with numerial oeient (i.e., the
probability amplitudes α and β) whih determines the probability of eah state.
The quantum superposition phenomena is responsible for the so alled quantum
parallelism.
Operations ating on those isolated or pure quantum states are linear op-
erations, more speially unitary matries S. A matrix A is alled unitary if
S∗S = I, where S∗ is the adjoint of S, and I is the identity. Essentially, those uni-
tary transformations at on the quantum states by hanging their probability
amplitudes, without loss of information (i.e., they are reversible). The appli-
ation of a unitary transformation to a state vetor is given by usual matrix
multipliation.
Unfortunately in this model of quantum omputing, it is diult or impos-
sible to deal formally with another lass of quantum eets, inluding measure-
ments, deoherene, or noise.
Measurements are ritial to some quantum algorithms, as they are the only
way to extrat lassial information from quantum states.
A measurement operation projets a quantum state like α|0〉 + β|1〉 onto
the basis |0〉,|1〉. The outome of the measurement is not deterministi and it
is given by the probability amplitude, i.e., the probability that the state after
the measurement is |0〉 is |α|2 and the probability that the state is |1〉 is |β|2. If
the value of the qubit is initially unknown, than there is no way to determine α
and β with that single measurement, as the measurement may disturb the state.
But, after the measurement, the qubit is in a known state; either |0〉 or |1〉.
In fat, the situation is even more ompliated: measuring part of a quantum
state ollapses not only the measured part but any other part of the global state
with whih it is entangled. In an entangled state, two or more qubits have to
be desribed with referene to eah other, even though the individuals may be
spatially separated
4
.
There are several ways to deal with measurements in quantum omputing,
as summarized in our previous work [5℄. To deal formally and elegantly with
measurements, the state of the omputation is represented using a density matrix
and the operations are represented using superoperators [16℄. Using these notions,
the projetions neessary to express measurements beome expressible within the
model.
Intuitively, density matries an be understood as a statistial perspetive of
the state vetor. In the density matrix formalism, a quantum state that used to
be modeled by a vetor |v〉 is now modeled by its outer produt |v〉〈v|, where
〈v| is the row vetor representing the adjoint (or dual) of |v〉. For instane, the
state of a quantum bit |v〉 = 1√
2
|0〉+ 1√
2
|1〉 is represented by the density matrix:
4
For more detailed explanation about entangled, see [1℄.
(
1
2 −
1
2
− 12
1
2
)
Note that the main diagonal shows the lassial probability distribution of basi
quantum states, that is, these state has
1
2 of probability to be |0〉 and
1
2 of
probability to be |1〉.
However, the appeal of density matries is that they an represent states
other than the pure ones above. In partiular if we perform a measurement on
the state represented above, we should get |0〉 with probability 1/2 or |1〉 with
probability 1/2. This information, whih annot be expressed using vetors, an
be represented by the following density matrix:(
1/2 0
0 0
)
+
(
0 0
0 1/2
)
=
(
1/2 0
0 1/2
)
Suh a density matrix represents a mixed state whih orresponds to the
sum (and then normalization) of the density matries for the two results of the
observation.
The two kinds of quantum operations, namely unitary transformation and
measurement, an both be expressed with respet to density matries [17℄. Those
operations now mapping density matries to density matries are alled super-
operators. A unitary transformation S maps a pure quantum state |u〉 to S|u〉.
Thus, it maps a pure density matrix |u〉〈u| to S|u〉〈u|S∗. Moreover, a unitary
transformation extends linearly to mixed states, and thus, it takes any mixed
density matrix A to SAS∗.
As one an observe in the resulting matrix above, to exeute a measurement
orresponds to setting a ertain region of the input density matrix to zero.
D Denition of Measurement Operations
In this setion we present the denotations of the programs for measurements, trl
and meas, added to the quantum arrow alulus.
trL :: Super (A,B) B
trL((a1, b1), (a2, b2)) = if a1 == a2 then return(b1, b2) else mzero
meas :: Super A (A,A)
meas(a1, a2) = if a1 == a2 then return((a1, a1), (a1, a1)) else mzero
We onsider projetive measurements whih are desribed by a set of projetions
onto mutually orthogonal subspaes. This kind of measurement returns a lassi-
al value and a post-measurement state of the quantum system. The operation
meas is dened in suh a way that it an enompass both results. Using the
fat that a lassial value m an be represented by the density matrix |m〉〈m|
the superoperator meas returns the output of the measurement attahed to the
post-measurement state.
