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Abstract
We develop a theoretical analysis for special neural network architectures,
termed operator recurrent neural networks, for approximating highly nonlinear
functions whose inputs are linear operators. Such functions commonly arise
in solution algorithms for inverse problems for the wave equation. Traditional
neural networks treat input data as vectors, and thus they do not effectively
capture the multiplicative structure associated with the linear operators that
correspond to the measurement data in such inverse problems. We therefore
introduce a new parametric family that resembles a standard neural network
architecture, but where the input data acts multiplicatively on vectors. Moti-
vated by compact operators appearing in boundary control and the analysis of
inverse boundary value problems for the wave equation, we promote structure
and sparsity in selected weight matrices in the network. After describing this
architecture, we study its representation properties as well as its approximation
properties. We furthermore show that an explicit regularization can be intro-
duced that can be derived from the mathematical analysis of the mentioned
inverse problems, and which leads to some guarantees on the generalization
properties. We observe that the sparsity of the weight matrices improves the
generalization estimates. Lastly, we discuss how operator recurrent networks
can be viewed as a deep learning analogue to deterministic algorithms such as
boundary control for reconstructing the unknown wavespeed in the acoustic
wave equation from boundary measurements.
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1 Introduction
In standard deep learning, the input data are represented by vectors, and each layer
of a deep neural network applies an affine transformation (a matrix-vector product
plus a shift) composed with nonlinear activation functions. However, for functions
for which the input data are linear operators, vectorizing the input destroys the un-
derlying operator structure. Functions whose inputs are linear operators, which we
term nonlinear operator functions, are present in a broad class of nonlinear inverse
problems for partial differential equations (PDE). That is, the possible reconstruc-
tions associated with such problems involve nonlinear, nonlocal functions between
spaces of data operators and function spaces of “images”. Optimality of reconstruc-
tion algorithms remains a fundamentally unanswered question as it would require
exploiting structure of the data, adaptive probing or acquisition, and structure of the
components making up reconstruction procedures. Machine learning opens the way
to study this question not only from the viewpoint of acceleration and regularization
but also mitigating the effects of finite data.
1.1 Nonlinear operator functions and inverse problems
We focus our attention on nonlinear operator functions, meaning nonlinear functions
whose input consists of linear operators, and whose structure consists of a holomor-
phic function of an operator composed with a very regular function. This type of
function structure is found in a variety of existing solution procedures for nonlinear
inverse problems arising from hyperbolic PDEs. The model problem is reconstruction
of, or “imaging” the unknown speed c = c(x) of waves inside a body from boundary
measurements. In this problem, the body is probed by multiple boundary sources,
h0, generating waves; the waves that come back are measured at the boundary. The
boundary measurements corresponding to an operator h 7→ Λc(h), and the inverse
problem of determining c from Λc is highly nonlinear. This inverse problem has been
extensively studied, e.g. in [3, 10, 11, 36, 37, 43, 51, 61, 65, 68, 71] and the stability
of the solution with data containing errors is considered in [2, 3, 12]. The inverse
problems for wave equation with given boundary measurements Λc corresponds to
the case when we observe the complete wave patterns on the boundary. This inverse
problem is closely related to the inverse travel time problem where only the first
arrival times of the waves are observed, see [19, 44, 62, 66, 67, 71]
We emphasize that even though the underlying physical system, for example, the
wave equation, is a linear equation, the inverse problem of finding the coefficient
function of this equation is a non-linear problem. In general, we consider Λc as data
given to us and denote it by Λc = Λ.
Established uniqueness proofs, based on boundary control [14, 39, 23] and scat-
tering control [20, 21], for the above mentioned inverse problems lead to solution
procedures that are iterative in the data operator, Λ. These procedures can be
viewed as applying an operator-valued series expansion in terms of Λ followed by
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some elementary operations such as taking inner products and divisions. Typically,
one starts with a boundary source h0, measures the wave Λ(h0) at the boundary and
computes a new source h1 using both h0 and Λ(h0). The process is iterated to thus
produce a sequence of sources that converge to an optimal source, called a control,
which can effectively determine information about the interior. However, the con-
vergence is typically very slow while the intrinsic stability of the inverse problem is
poor. Therefore, a natural question is whether the procedures can be replaced by
learned procedures that are adapted to the data, taking advantage of working on
a low-dimensional manifold of linear operators. The iterative nature of the proce-
dures suggests the introduction of recurrent neural networks (RNNs). Mathematical
properties of the inverse problems can be used to reduce the number of weights to
be learned. Notably, a crucial feature of boundary control is that each iteration in-
volves linear operators that smooth source signals by a finite order, meaning that
such operators are compact operators. The compactness is used in a crucial way in
the solution of the inverse problem. Moreover, when the data operator and operators
appearing in the boundary or scattering control based procedures are discretized and
approximated by finite n×n matrices, one obtains good approximations using sparse
and low-rank matrices.
The main goal of this paper is to develop a mathematical framework for supervised
learning to solve nonlinear inverse problems, whose underlying structure is that of
nonlinear operator functions. Based on the structure of known, constructive unique-
ness proofs, we introduce general operator recurrent neural networks that take data
in as a linear operator. Probing the data operator, representative of data acquisition,
is learned as well. We further introduce an explicit regularization scheme for training
such networks based on compactness, sparsity and rank properties of certain oper-
ators embedded in the network. The result is a principled network architecture for
which crucial analytic features can be controlled tightly. This stands in contrast to
more traditional applications of deep neural networks, such as computer vision and
speech recognition, in which little mathematical information about the behavior of
the underlying “function” is known. To highlight the potential of deep learning in the
context of inverse problems, we prove that our type of network, the weights of which
are obtained via training with simulated data, solves the inverse problems at least
as well as the classical, partial-differential-equation based reconstruction procedures.
We analyze the approximation and detailed expressivity properties of our operator
recurrent neural networks, and provide generalization estimates and rates with in-
creasing training sets to the best possible network. The universal approximation
theorems only guarantee a small approximation error for a suciently large network,
but do not consider the optimization (training) and generalization errors, which are
equally important [35]. From the viewpoint of analysis of inverse problems, gener-
alization is a new type of question that can be considered in parallel to uniqueness,
range characterization, and stability questions. Moreover, the deep learning frame-
work provides a probabilistic alternative to deterministic analyses revisiting stability
and regularization. For a particular inverse problem, namely, the inverse boundary
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value problem for the wave equation on a half line, we show that the reconstruction
derived from boundary control can be written in the form of our operator recurrent
neural network with appropriately chosen weights.
1.2 Related work
There has been a substantial amount of progress concerning applying machine learn-
ing techniques to linear or linearized inverse problems, particularly in the domain
of natural image processing. However, nonlinear hyperbolic inverse problems are
an entirely different class of problems, see e.g. [20, 36, 41, 42, 71] and references
therein. A closely related recent work is [27], in which a neural network is trained
as an additive term to regularize each iteration of a truncated Neumann series as a
way to solve a linear reconstruction task. Our paper also uses truncated Neumann
series as an approximation to the holomorphic operator function, but the introduced
deep learning architecture is directly adapted from the Neumann series structure
rather than regularizing it. There have been other prior works in the area of non-
linear inverse problems. In [34], a deep neural network is constructed mimicking the
structure of the filtered back projection algorithm for computerized tomography. In
[47], neural networks are used for learning a nonlinear regularization term, also in
the context of tomography. Deep neural networks have further been employed for
inverse scattering problems, such as in [48, 38, 74] and other related inverse prob-
lems in [4, 5, 6, 18, 34, 53]. In [1, 24], deep neural networks are used to replace the
iterations within optimization algorithms, such as primal-dual methods, for solving
inverse problems. Our work has some similarities to this approach, since we take
an existing iterative algorithm and use it as the basis for developing a deep learning
strategy.
A crucial feature of our approach is that properties derived from the mathemat-
ical analysis provide insight as to how to efficiently and sparsely parametrize the
neural network that learns the inverse map. Such sparsity bounds are important
because fully general neural network models are heavily overparametrized, making
them both difficult to analyze as well as computationally resource intensive. Reduc-
ing the parameter space as a way to improve learning also has connections to nascent
information-theoretic formulations of deep learning, such as through the information
bottleneck method [69]. There is a wide array of existing literature on studying
sparsity in neural networks. One popular technique to achieve sparsity is to take
a pre-trained dense network and prune parameters with low importance; an early
example of this technique is [46], with later examples studying pruning including
[25, 30, 52]. However, it is desirable to achieve sparsity without needing to first train
a dense network. Indeed, in our work, sparsity is directly enforced on the network
architecture before training. Studies of sparsity promotion either before or during
network training include [13, 17, 55, 57]. As will be seen later, part of our derived
sparsity estimates comes from the compactness of certain linear operators, leading to
good low-rank approximations. The use of low-rank weight matrices in deep learning
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has become popular for a variety of applications; see for example [33, 45, 50, 75].
However, these works all exploit low-rank structure that is empirically found rather
than mathematically derived.
2 Principled architecture
2.1 Operator recurrent architecture
We define a specialized neural network architecture, the operator recurrent network,
that we propose as a suitable architecture for learning certain classes of nonlinear
functions whose inputs are linear operators.
2.1.1 Standard deep neural network
To draw a comparison with the operator recurrent architecture we will introduce
shortly, we first define the standard neural network. This is a function fθ : Rd0 → RdL
with depth L and set of weights θ defined by
fθ(x) = hL, (1)
h` = A
`,0
θ h`−1 + φ`
[
b`θ + A
`,1
θ h`−1
]
, (2)
h0 = x. (3)
The index ` = 0, . . . , L indicates the layer of the neural network. Each vector h` ∈ Rd`
is the output of layer `, where d` is the width of that layer. For each layer `, the
functions φ` : Rd` → Rd` are the activation functions, which apply a scalar function
to each component, that is, for x = (xj)
d`
j=1 ∈ Rd` , φ`(x) = (φ`(xj))d`j=1 ∈ Rd` .
The matrices A`,0θ ∈ Rd`×d`−1 , which typically have an identity matrix as a sub-
block, encode skip connections by passing outputs from layer `− 1 to layer ` without
being operated on by any activation functions. The Rd`-vectors b`θ are the bias vectors
and the d` × d`−1 matrices A`,1θ are the weight matrices. Each of b`θ, A`,0θ , A`,1θ are
dependent (in a context-specific way) on parameters θ to be learned. For example, in
the case of convolutional neural networks, A`,1θ is a block-sparse matrix whose blocks
are Toeplitz matrices, and the parameters θ determine the values of the diagonals
and off-diagonals of these blocks, and which correspond to the vector components of
discrete convolutional kernels.
2.1.2 Operator recurrent network
While standard neural networks have enjoyed widespread success in many appli-
cations, they are not efficient at approximating functions that are mathematically
known to have a multiplicative and highly nonlinear structure. This is because a
standard neural network with rectifier activations is a form of a multivariate linear
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spline. For example, approximating even a univariate polynomial to high accuracy
requires a fairly deep neural network [76]. In nonlinear inverse problems, the situation
is even more problematic, since their structure includes operator polynomials where
the polynomial is of high degree and the operator is discretized as a large matrix.
This situation motivates our new construction.
An operator recurrent network has an internal structure reflecting the linear op-
erator nature of the input by performing matrix-matrix multiplications, rather than
vectorizing the input and then performing matrix-vector multiplications. To this end,
we consider following neural networks.
Definition 2.1. A basic operator recurrent network with depth L, width n, and set
of weights (or parameters) θ is defined as a function fθ : Rn×n → Rn given by
fθ(Λ) = hL, (4)
h` = b
`,0
θ + A
`,0
θ h`−1 +B
`,0
θ Λh`−1 + φ`
[
b`,1θ + A
`,1
θ h`−1 +B
`,1
θ Λh`−1
]
, (5)
where h0 ∈ Rn is an initial vector or set of vectors not explicitly given by the data,
the quantities b`,0θ , b
`,1
θ ∈ Rn and A`,0θ , A`,1θ , B`,0θ , B`,1θ ∈ Rn×n are dependent on the
parameters θ, and the φ` are the activation functions.
We also consider the extensions of (5), that we call the general operator recurrent
network, where the expression for h` includes terms that contain h`−k, that is,
fθ(Λ) = hL, (6)
h` = b
`,0
θ +
K∑
k=1
(A`,k,0θ h`−k +B
`,k,0
θ Λh`−k) + φ`
[
b`,1θ +
K∑
k=1
(A`,k,1θ h`−k +B
`,k,1
θ Λh`−k)
]
,
for ` ≥ 1, where h0 ∈ Rn is some initial set of vectors not explicitly given by the data,
h−k = 0 for −k < 0, and the quantities b`,0θ , b`,1θ ∈ Rn and A`,k,0θ , A`,k,1θ , B`,k,0θ , B`,k,1θ ∈
Rn×n are dependent on the parameters θ, and the φ` are the activation functions.
Hereafter, we denote by fθ an operator recurrent neural network with parameters
θ.
2.1.3 Activation function
In general, the activation functions φ` may differ at each layer `. We choose the form
of φ` : Rd → Rd to be a rectifier (or ReLU). That is, φ` is given by
(φ`(x))j = φη(xj) = max(xj, ηxj), j = 1, . . . , d, (7)
where 0 ≤ η ≤ 1 is either a hyperparameter that is chosen in advance (the “leaky”
ReLU) or could be a parameter that is learned during optimization (the “parametric”
ReLU). In either case, this choice of activation function is a piecewise-linear function
on each vector component.
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The choice of the rectifier as the activation function has both pragmatic and
mathematical reasons. Indeed, in the case of standard deep neural networks with
η = 0, there is significant empirical evidence indicating that the use of the rectifier
activation function promotes sparsity and accelerates training [28, 54]. Rectifier net-
works are also closely connected with piecewise-linear splines, which are known to
interpolate data points while minimizing the second-order total variation [73, 72]. In
Section 2.6, we will show that in our case such activations induce piecewise (operator)
polynomial behavior.
We note that a network of the form (4)–(5) with activation functions being recti-
fiers with leaky parameter η > 0 can have its activation functions replaced, without
loss of generality, by standard rectifier activation functions (η = 0). Let φη be the
activation function in (7). Then we can write
φη = ηId + (1− η)φ0, (8)
where Id is the identity map and the activation function φ0 is the standard rectifed
linear unit (relu). Then, starting with (5), we have
h` = b
`,0
θ + A
`,0
θ h`−1 +B
`,0
θ Λh`−1 + φη
[
b`,1θ + A
`,1
θ h`−1 +B
`,1
θ Λh`−1
]
= (b`,0θ + ηb
`,1
θ ) + (A
`,0
θ + ηA
`,1
θ )h`−1 + (B
`,0
θ + ηB
`,1
θ )Λh`−1
+ (1− η)φ0
[
b`,1θ + A
`,1
θ h`−1 +B
`,1
θ Λh`−1
]
, (9)
and thus an operator recurrent network with η > 0 can be replaced by another one
with η = 0 by relabeling some of the biases and weights.
2.1.4 Recurrence
By inspecting (4)–(5), we observe that the input data Λ is inserted multiplicatively
into the network at every layer, so that each computed intermediate output h` de-
pends both on Λ and previous intermediate outputs h`−1, h`−2, . . . in an identical
fashion for each `. In Section 4 we present the relationship between this network and
boundary control. In the finite-dimensional setting, such expansions can be viewed
as matrix polynomials, and each layer can be thought of as performing another stage
of an iteration in which the degree of the polynomial is raised through multiplication
by the matrix variable. Thus the neural network learns nonlinear perturbations of
this process at each iteration. A similar technique in the linear setting (where a
vector, rather than a matrix, forms the input data) is learned ISTA [29], in which
each iteration of the iterative shrinkage algorithm [22] is replaced with a nonlinear
perturbation via a neural network.
Just as in the case of ISTA, there may be a reason to expect that every iteration
not only has the same structure, but is in fact identical. For example, this holds
true for nonlinear operator functions given by a truncated Neumann series. Thus,
operator recurrent networks can also be interpreted as the unrolling of an iterative
7
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Figure 1: An operator recurrent network architecture concatenated with a small
feedforward network mimics the structure of the inverse problem. The data operator
Λ is inserted multiplicatively into the network at several locations. Initial vector h0
is fed into this network, but it is not part of the data. Dashed lines indicate possible
skip connections. The block patterns within each weight matrix indicate how each
such matrix has a low-rank representation.
nonlinear process, where the recurrence refers to the fact that the output of each
layer is fed back into another layer that may in fact have the same weights.
2.1.5 Excitation vectors
The matrix h0 consists of “excitation vectors” that represent the initial vectors that
the operator Λ acts on. It is crucial to note that h0 has an interpretable role. Even
though the input operator Λ is the data from which the desired function output
is computed, that output can only be accessed through matrix-vector (or matrix-
matrix) multiplications between Λ and intermediate sets of computed vectors h`. As
such, h0 represents an initial state from which all subsequent states (h` for ` ≥ 1)
are computed. Owing to a relationship with boundary control, this initial state can
be further interpreted as a source vector used to probe the data matrix in order to
determine the unknown wave speed (see Section 4).
In the original definition of the operator recurrent network it was stated that h0
does not depend explicitly on Λ. We allow for the possibility that h0 can be learned
from the data as a form of adaptive data acquisition. This does not require any
modification to the architecture. From (5), we consider h0 not as part of the initial
layer, but instead as the output of an initial layer whose value is entirely determined
by a bias vector b0,0θ set to be equal to h0, with all other terms set to zero. This enables
the network to potentially learn initial vectors that can more effectively probe the
potential values of Λ.
2.2 Relationship between general and basic operator recur-
rent networks
In the general operator recurrent network (6)-(7), the dependency of h` on previous
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outputs h`−m for m > 1 is an explicit way to encode skip connections, which feature
prominently in applications of standard neural networks [63, 31]. In standard neural
networks, however, similar generalizations are fully included in the basic definition
since they can be implemented by increasing the width of the network. However, in
operator recurrent networks, the width is fixed and so this generalization must be
explicitly included. In the following discussions, however, the basic definition (4)–(5)
is sufficient as discussed in the example below.
Remark 1. A general operator recurrent network can be written as a basic operator
recurrent network by extending the width of the network. To this end, consider a
general operator recurrent network (6)-(7). Let h˜` = (h`, . . . , h`−K−1)T ∈ RnK where
h−i = 0 for i > 0. Also, let
A˜`,iθ =

A`−1,1,iθ A
`−1,2,i
θ . . . A
`−1,K−1,i
θ A
`−1,K,i
θ
I 0 . . . 0 0
0 I . . . 0 0
...
...
...
...
0 0 . . . I 0
 (10)
and
B˜`,iθ =

B`−1,1,iθ B
`−1,2,i
θ . . . B
`−1,K−1,i
θ B
`−1,K,i
θ
I 0 . . . 0 0
0 I . . . 0 0
...
...
...
...
0 0 . . . I 0
 , (11)
for i = 1, 2 and b˜`,iθ = (b
`−1,i
θ , . . . , b
`−K,i
θ )
T ∈ RnK, for i = 1, 2. Also, let Λ˜ =
diag(Λ, . . . ,Λ) ∈ RnK×nK. Then the general operator recurrent network fθ given in
(6)-(7) can be written as a basic operator recurrent network f˜θ : RnK×nK → RnK
given by
f˜θ(Λ˜) = h˜L, (12)
h˜` = b˜
`,0
θ + A˜
`,0
θ h˜`−1 + B˜
`,0
θ Λ˜h˜`−1 + φ`
[
b˜`,1θ + A˜
`,1
θ h˜`−1 + B˜
`,1
θ Λ˜h˜`−1
]
, (13)
and setting fθ(Λ) = Πn(f˜θ(Λ˜)).
Above, Πn : RnK → Rn is the operator Πn(x1, x2, . . . , xnK) = (x1, x2, . . . , xn).
Also, we observe that ‖Λ˜‖RnK→RnK = ‖Λ‖Rn→Rn.
We can contrast this construction with the standard neural network definitions
(1)–(3). In the standard neural network, a vector x is the input, and the intermediate
outputs h` at each layer ` are produced by repeatedly applying matrix-vector products
as well as activation functions in some order. In contrast, in the operator recurrent
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network, the input is a matrix Λ, and it is multiplied on both the left and right by
matrices. At the first layer, this is still equivalent to a standard neural network, since
the action of a matrix on another matrix is linear. However, at all subsequent layers,
this is no longer equivalent, since the matrix Λ is re-introduced at each layer and is
multiplied with the previous output h`−1.
Remark 2. A standard additive neural network (1)-(3) with input x = λ ∈ Rn can
be written as a general operator recurrent network (6)-(7). When λ = (λi)
n
i=1 ∈ Rn
and Λ ∈ Rn×n is a diagonal matrix with Λii = λi and Λij = 0 for i 6= j, we see that
when 1 = (1, 1, . . . , 1)T we have Λ1 = λ. Then, the neural network (1)-(3) with input
λ and widths d` = n for ` = 1, 2, . . . , n, that is,
fθ(λ) = hL, (14)
h` = A
`,0
θ h`−1 + φ`
[
b`θ + A
`,1
θ h`−1
]
, (15)
h0 = λ (16)
can be written as neural network (6)-(7) by choosing the initial data as h0 = 1, input
Λ = diag(λ1, . . . , λn), K = 1 and by choosing for ` = 1 the weight matrices to be
B1,1,0θ = A
`,0
θ and B
1,1,1
θ = A
`,1
θ and A
1,1,i
θ = 0, i = 0, 1, and by choosing for 2 ≤ ` ≤ L
the weight matrices to be A`,1,0θ = A
`,0
θ and A
`,1,1
θ = A
`,1
θ and B
`,1,i
θ = 0, i = 0, 1.
2.3 Sparse representation of trained matrices
Next, we specify how the biases and weights depend on the parameters θ. In a typical
fully-connected layer for a standard neural network, θ determines the entries of the
biases and weights, so that if θ is written as a collection of column vectors,
θ =
{
θ`p∈ Rd`+1 : ` = 1, . . . , L, p = 0, . . . , d`
}
, (17)
then
b`θ = θ
`
0, A
`,1
θ =
[
θ`1 θ
`
2 . . . θ
`
d`
]
. (18)
We consider the parametrization of general operator recurrent networks in terms
of θ. The matrices Ak,i,`θ , B
k,i.`
θ in (5) could depend on θ similarly to (18). However,
in our analysis, it is beneficial to provide an alternative quadratic dependence: For
each `, k, and i = 0, 1 there are 4n column vectors θ`,k,i1 , . . . , θ
`,k,i
4n ∈ Rn within the
parameter set θ such that for i = 0, 1,
A`,k,iθ = A
`,k,i,(0) + A
`,k,i,(1)
θ , A
`,k,i,(1)
θ =
n∑
p=1
θ`,k,i2p−1(θ
`,k,i
2p )
T , (19)
and similarly for B`,k,iθ ,
B`,k,iθ = B
`,k,i,(0) +B
`,k,i,(1)
θ , B
`,k,i,(1)
θ =
2n∑
p=n+1
θ`,k,i2p−1(θ
`,k,i
2p )
T . (20)
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Each A`,k,i,(0) and B`,k,i,(0) is a fixed operator that does not depend on parameter θ.
These operators are typically the zero operator or the identity operator, but they
can be also other operators that are chosen depending on the specific application.
Examples of such operators suitable for solving the inverse problem for the wave
equation are considered later in Section 4, in particular the discussion below (202).
Remark 3. Following Remark 2, choosing K = 1 and choosing for 2 ≤ ` ≤ L the
weight matrices to be A
`,1,i,(0)
θ = I and B
`,1,i
θ = 0, i = 0, 1, we obtain a residual
network [31].
We assume that matrices A`,k,i,(0) and B`,k,i,(0) satisfy
‖A`,k,i,(0)‖Rn→Rn ≤ c0, ‖B`,k,i,(0)‖Rn→Rn ≤ c0 (21)
for some c0 > 0. Below, to simplify our estimates, we assume that in (21)
c0 = 1. (22)
Moreover, we parametrize the bias vectors by b`,iθ = θ
`,1,i
0 ∈ Rn, i = 0, 1. With these
notations fθ is determined by parameters θ that are given as an ordered sequence
θ = [θ`,k,ip ∈ Rn : ` = 1, 2, . . . , L, p = 1, 2, . . . , 4n, k = 1, 2, . . . , K, i = 0, 1]
∪ [θ`,k,i0 ∈ Rn : ` = 1, 2, . . . , L, k = 1, i = 0, 1]. (23)
We denote the index set in the above sequence by
P = P1 ∪ P2, (24)
P1 = {(`, k, i, p) : ` = 1, 2, . . . , L, p = 1, 2, . . . , 4n, k = 1, 2, . . . , K, i = 0, 1},
P2 = {(`, k, i, p) : ` = 1, 2, . . . , L, k = 1, i = 0, 1, p = 0}.
We note that the indices in P1 are related to the varying parts of the weight matrices,
A
`,k,i,(1)
θ and B
`,k,i,(1)
θ of the general operator recurrent network, and the indices in P2
are related to bias vectors. Below we use the fact that P1 has #P1 ≤ 4nKL elements,
and P2 has #P2 ≤ 2L elements. We note that #P2 is significantly smaller than #P1
and that #P2 is independent of n.
From a linear algebra viewpoint, the decomposition (19) expresses the matrix
A
`,k,i,(1)
θ as a sum of rank 1 matrices, similar to a singular value decomposition.
This structure is valuable for our analysis, since it means that we essentially learn a
factorization of these matrices rather than the explicit matrix elements.
Remark 4. In the above, the parameters in each layer are allowed to be different and
independent. However, it is natural to consider the case that a subset of parameters
is shared across layers. We will analyze the impact of shared weights in various
estimates below.
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2.4 Truncated network
For our later generalization results, it is important to guarantee that the output of
any given network is bounded. Indeed, our goal is to construct an operator recurrent
network fθ : B¯
n×n
L → Rn, where B¯n×nL = B¯n×nL (1) = {Λ ∈ Rn×n : ‖Λ‖Rn→Rn ≤ 1}
is the closed unit ball in the set of matrices, that approximates a bounded function
f : B¯n×nL → Rn. As we a priori know that the function we approximate is bounded
by ‖f‖∞ = ‖f‖L∞(B¯n×nL ;Rn), we can add to the network fθ two additional layers that
cut off any coordinates values that are too large. That is, we add two layers that
implement the function G : Rn → Rn where for x = (xj)nj=1 ∈ Rn
G(x) = −b+ φ0(b+ y), y = b− φ0(b− x), (25)
where b = (m,m, . . . ,m)T ∈ Rn, m = ‖f‖∞,
and φ0 is the standard rectifier function “ReLU”. We note that then G(x) =
(Gj(xj))
n
j=1 where Gj(xj) = max(−m,min(xj,m)).
Definition 2.2. We say that fθ : B¯
n×n
L → Rn is a truncated general operator recurrent
network of depth L+ 2 and width n if
fθ = G ◦ f˜θ (26)
where G is of the form (25) and f˜θ is a general operator recurrent network with depth
L and width n.
Below, we use that for a truncated general operator recurrent network fθ we have
‖fθ‖L∞(B¯n×nL ;Rn) ≤ n
1/2‖f‖L∞(B¯n×nL ;Rn). (27)
and as the map G has Lipschitz constant 1, the Lipschitz constant of θ 7→ G(f˜θ(Λ))
is bounded by the Lipschitz constant of θ 7→ f˜θ(Λ).
Note that in (27) the factor n1/2 appears due to the fact that we use the Euclidean
norm ‖ · ‖2 in Rn. If the norm of x = (xj)nj=1 ∈ Rn is replaced by the norm ‖x‖∞ =
maxj |xj|, we can replace (27) by
sup
Λ∈B¯n×nL
‖fθ(Λ)‖∞ ≤ sup
Λ∈B¯n×nL
‖f(Λ)‖∞. (28)
2.5 Approximation properties
Here, we establish the approximation power of operator recurrent networks, within
a certain space of general nonlinear operator functions. We begin by studying the
approximation of functions where we first map the linear operator Λ : Rn → Rn
to another linear operator q(Λ) : Rn → Rn. This map q is holomorphic (often
12
polynomial) in Λ. We then apply the operator q(Λ) to a vector x ∈ B¯n(1), where
B¯n(R) = {x ∈ Rn : ‖x‖ ≤ R} is the closed ball of radius R > 0. We lastly
substitute this vector into another smooth, nonlinear function g : Rn → Rm. This
sequence of operations forms the basic building block of the solution algorithms for
inverse problems that we aim to approximate using operator recurrent networks.
Below, we identify the operators Λ : Rn → Rn with matrices Rn×n, and denote
the linear operator norm by ‖Λ‖L = ‖Λ‖Rn→Rn . We recall that B¯n×nL (1) = {Λ ∈
Rn×n : ‖Λ‖Rn→Rn ≤ 1} is the closed unit ball in the set of matrices.
Theorem 2.1. Let ε ∈ (0, 1), r ∈ (0, 1), x ∈ B¯n(1), and let q be a holomorphic
function whose domain contains a complex disk which radius is larger than 1 + r
centered at the origin, and let g be in Ck(B¯n(0, 2);Rm) for k ≥ 1. Suppose that the
values of both q and g are bounded by 1. Then there is a constant C = C(k, n, r) such
that the following holds. Let
L0 = C
(
log
(
4‖g‖C1(B¯n(2))
rε
)
+ log
(
4k+1‖g‖Ck(B¯n(2))
ε
)
+ 1
)
(29)
and
W0 = Cmn
(
ε
4k+1‖g‖Ck(B¯n(2))
)−n/k(
log
(
4k+1‖g‖Ck(B¯n(2))
ε
)
+ 1
)
. (30)
Consider a nonlinear operator function f : Rn×n → Rm defined by
f : Λ 7→ g(q(Λ)x) =: f(Λ), (31)
for every bounded operator Λ : Rn → Rn satisfying ‖Λ‖Rn→Rn ≤ 1, and where q(Λ)
is defined using the holomorphic functional calculus [64] and ‖x‖ ≤ 1. Then there
exists a general operator recurrent network, fθ which depth L and width W do not
exceed L0 and W0, that is L ≤ L0 and W ≤ W0, such that for any Λ ∈ B¯n×nL (1) we
have
‖f − fθ‖C(B¯n×nL (1),Rm) ≤ ε. (32)
Proof. First, we approximate q(Λ) locally by a polynomial P (Λ). As q is holomorphic
on some disc BC(0, 1 + r1), where r1 > r > 0 and bounded by 1, its derivatives at
zero satisfy
q(k)(0) =
k!
2pii
∫
|z|=1+r
q(z)
zk+1
dz (33)
and hence its Taylor coefficients at zero satisfy
ak =
1
k!
q(k)(0), |ak| ≤ 1
(1 + r)k+1
. (34)
Thus we have the Taylor polynomial
P (z) =
∑`
k=0
akz
k, (35)
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which satisfies for |z| ≤ 1
|q(z)− P (z)| ≤
∞∑
k=`+1
1
(1 + r)k+1
≤ (1 + r)
−`−1
r
. (36)
Hence, if q(Λ) is defined using the holomorphic functional calculus, then it can be
approximated by the matrix polynomial P (Λ), with
‖q(Λ)− P (Λ)‖Cn→Cn ≤ (1 + r)
−`
r
= ε0. (37)
Given ε0 < r, we choose ` to be
` = 1 + b log((rε0)
−1)
log(1 + r)
c, (38)
where bsc is the integer part of the real number s. From the discussion in the previous
section, it is thus possible to exactly represent the map
Λ 7→ P (Λ)x (39)
using an operator recurrent network of depth ` and whose weight matrices are n×n.
Next, we consider the network approximation of g. First, we note that in the exact
nonlinear function f , the function g takes in a vector q(Λ)x whose norm is bounded
by 1, since |q(z)| ≤ 1 on the complex disk of radius 1 + r, and ‖x‖ ≤ 1. Thus we are
in the setting of approximating a nonlinear function g :Rn → Rn uniformly by neural
networks on a bounded domain. By Remark 2, the standard additive neural network
(1)-(3) can be written as a general operator recurrent network (6)-(7), and thus to
consider the approximation of g we can use the results for additive neural networks.
Such approximation problems have been studied in a wide variety of settings. Here,
we use the results of Yarotsky [76] applied to the function
g1(y) =
g(4y)
4k‖g‖Ck(B¯n(2))
. (40)
This normalization is such that ‖g1‖Ck(B¯n(1/2)) ≤ 1, where the domain of g1 is a
ball in Rn of radius 1/2. With this normalization, then by Theorem 1 of [76], there
exists a constant C = C(k, n) such that a standard additive neural network G exists,
satisfying
‖g −G‖L∞(B¯n(2)) ≤ ε1, (41)
and the depth L′ and width W ′ of G satisfy
L′ ≤ C
(
log
(
4k‖g‖Ck(B¯n(2))
ε1
)
+ 1
)
, (42)
W ′ ≤ Cmn
(
ε1
4k‖g‖Ck(B¯n(2))
)−n/k
log
(
4k‖g‖Ck(B¯n(2))
ε1
+ 1
)
. (43)
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Concatenating the previous two networks, we can construct an operator recurrent
network fθ(Λ) = G(P (Λ)x). We then prove our main estimate:
‖g(q(Λ)x)−G(P (Λ)x)‖Rn ≤ ‖g(q(Λ)x)− g(P (Λ)x)‖+ ‖g(P (Λ)x)−G(P (Λ)x)‖
≤ ‖g‖C1‖(q(Λ)− P (Λ))x‖+ ‖g −G‖C0(B¯n(1+r))
≤ ‖g‖C1ε0 + ε1. (44)
We choose ε/2 = ‖g‖C1ε0 = ε1. Then we set
` =
log(2‖g‖C1(B¯n(2))/(rε))
log(1 + r)
, (45)
and redefine C to include dependencies on r, to find the full depth bound for the
network
L ≤ C
(
log
(
4‖g‖C1((B¯n(2)))
rε
)
+ log
(
4k+1‖g‖Ck(B¯n(2))
ε
)
+ 1
)
, (46)
while the width W satisfies
W ≤ Cmn
(
ε
4k+1‖g‖Ck(B¯n(2))
)−n/k(
log
(
4k+1‖g‖Ck(B¯n(2))
ε
)
+ 1
)
. (47)
Because neural networks are naturally compositional, then it is straightforward
to extend Theorem 2.1 to the case where the function f being approximated is given
by a composition of functions of the form (31).
Theorem 2.2. Let J ∈ Z+ and ε ∈ (0, 1). Suppose there is a sequence of holomorphic
functions qj and smooth functions gj for j = 1, . . . , J , where the qj and gj satisfy the
same assumptions as functions q and g in Theorem 2.1 with m = n. Furthermore,
suppose that x ∈ Rn with norm at most 1. Consider a nonlinear function f defined
by
Λ 7→ gJ(qJ(Λ)gJ−1(qJ−1(Λ) . . . g2(q2(Λ)g1(q1(Λ)x))) . . . ) =: f(Λ). (48)
Then there is a constant C ′ = C ′(k, n, r, J) such that the following holds. there exists
an operator recurrent network fθ with depth JL and width W , with W and L given
by (30) and (29), respectively, such that
‖f − fθ‖C(B¯n×nL (1),Rn) ≤ C
′ε. (49)
Given a function of the form given in Theorem 2.1, we consider additional assump-
tions on the behavior of the function that are drawn from results in the mathematical
analysis of hyperbolic inverse boundary value problems. We introduce a function R
that measures the norms of the network parameters θ, and provide an upper bound
on the value of this function in an approximation of such maps f by operator recur-
rent networks. This additional control over the norms of the weight parameters will
later be used to bound the derivatives of fθ, ultimately leading to a generalization
bound.
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2.6 Expressivity
We consider the structure of operator recurrent networks with rectifier activations as
a space of piecewise-polynomial operator functions. Each application of the rectifier
activation function partitions the output space into regions whose boundary is a
multivariate polynomial hypersurface. This structure mirrors that of deep rectifier
networks, which are linear splines that can be written as a composition of max-affine
spline operators [8], and where each application of the rectifier activation partitions
the output space into regions bounded by hyperplanes. To make this description
precise, we introduce and motivate several definitions.
Definition 2.3. An operator polynomial of degree d on Rn×n is a function P :
Rn×n → Rn×n such that, with matrix-valued coefficients Aij ∈ Rn×n, P (Λ) is defined
for every Λ ∈ Rn×n by
P (Λ) =
(
A00 + A10ΛA11 + A20ΛA21ΛA22 + . . .+ Ad0Λ . . .ΛAdd
)
(50)
= A00 +
d∑
j=1
Aj0
j∏
k=1
(ΛAjk). (51)
The definition of an operator polynomial generalizes the usual definition of a
polynomial R → R, and is equivalent when n = 1. We will prove in Theorem 2.3
that locally, all operator recurrent networks behave like operator polynomials. This
is analogous to the result that locally, all deep rectifier networks behave like linear
functions.
We next introduce the concept of a polynomial region. To motivate this definition,
let us recall that in an operator recurrent network we have activation function terms
of the form
φ`(b
`,1
θ +B
`
θΛh`), (52)
where φ` is a leaky rectifier activation. Then the first vector component of this
expression is equal to{
(b`,1θ +B
`
θΛh`)1, (b
`,1
θ +B
`
θΛh`)1 > 0
η(b`,1θ +B
`
θΛh`)1, (b
`,1
θ +B
`
θΛh`)1 ≤ 0.
(53)
Therefore, the activation function partitions the first vector component of the output
into two regions, depending on the sign of (b`,1θ +B
`
θΛh`)1. If we assume that h` is a
continuous function of Λ, then the resulting output above will also be continuous in
Λ, and therefore the boundary between these two regions is given by
(b`,1θ +B
`
θΛh`)1 = 0 (54)
under the assumption that the two regions are nonempty and the quantity in (54) does
not vanish identically in an open set. This is expected behavior for all neural networks
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using rectifier activations. In the case of operator recurrent networks, however, this
partition is highly nonlinear due to the presence of a multiplication term. Assume
that h` = Q(Λ)v where Q(Λ) is an operator polynomial and v ∈ Rn is a vector. Then
one can observe that b`,1θ +B
`
θΛh` can also be written as a polynomial P (Λ)v, with P
having degree one higher than Q. Thus the boundaries separating the regions of the
output of an activation function in an operator recurrent network are subsets of zero
sets of multivariate polynomials (such sets are also called algebraic varieties). These
observations motivate the following definition and theorem.
Definition 2.4. A polynomial region is an open subset U ⊂ Rn×n such that for any
boundary point x0 ∈ ∂U , there exists an open set V containing x0, a finite index set
J , operator polynomials Pj and vectors vj ∈ Rn for j ∈ J , such that
V ∩ U = {Λ ∈ V : (Pj(Λ)vj)1 > 0 for all j ∈ J}. (55)
Remark 5. Since we can always compose with a permutation matrix, the coordinate
index 1 can be replaced by another index without loss of generality, for example,
(Pj(Λ)vj)k > 0 for any k.
The set {Λ ∈ Rn×n : (P (Λ)v)1 = 0}, if nonempty, is a submanifold of codimen-
sion 1 in Rn×n, since the map Λ 7→ (P (Λ)v)1 can be viewed as a real multivari-
ate polynomial Rn2 → R. Thus we can consider a polynomial region as being a
high-dimensional generalization of a domain in Euclidean space bounded between a
collection of polynomial surfaces. As mentioned above, in operator recurrent net-
works activation functions partition the output space nonlinearly according to zero
sets of polynomials. The partitions are precisely described by the polynomial re-
gions defined above. The analogous behavior in standard deep rectifier networks are
simplices, which are formed from activation functions partitioning the output space
along hyperplanes.
We now state our theorem that builds on the definitions above.
Theorem 2.3. Let fθ be an operator recurrent network on Rn×n with layerwise out-
puts h`, ` = 0, . . . , L. Then, for each `, there exists a countable collection of polyno-
mial regions {U `i } in Rn×n satisfying:
1. This collection partitions Rn×n; that is, U `i ∩ U `j = ∅ for every i 6= j, and⋃
U `i = Rn×n.
2. Every open ball B ⊂ Rn×n only nontrivially intersects U `i for finitely many i.
3. The restriction of h` to each U
`
i is an operator polynomial of degree at most `,
applied to h0.
Proof. We consider a slightly simplified version of an operator recurrent network, in
which
fθ(Λ) = hL, (56)
h`+1(Λ) = b
`,0
θ + φ`(b
`,1
θ +B
`
θΛh`), (57)
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where Λ ∈ Rn×n is the input, h0 ∈ Rn is given, and φ` is a leaky rectifier activation
function with η > 0. The network given in (57) is derived by taking (5) and setting
several of the weight matrices to zero. This is done to highlight the fact that the
nonlinearity is derived by the matrix-vector multiplication term B`θΛh`. It is easy to
see that if the claim holds for this simplified version then it also holds for the more
general version.
We proceed by induction. The claim holds for ` = 0, since the output of the
neural network is h0, which is independent of Λ. Suppose the claim is true at output
layer `. Then there exists some collection of polynomial regions {U `m} that partitions
Rn×n (that is, disjoint sets such that the union of their closures is Rn×n), such that
for any given region U `m and for every Λ ∈ U `m we can write h`(Λ) as an operator
polynomial P`,m(Λ), that is,
h`(Λ) = P`,m(Λ) :=A00h0 +
∑`
i=1
Ai0
[
i∏
j=1
(ΛAij)
]
h0, (58)
where Aij are the matrix-valued polynomial coefficients of h`(Λ) in the region U
`
m.
Now we apply the iteration (57) to produce the next layer. Now define
D`1,j = {Λ : (b`,1θ +B`θΛP`,m(Λ))j > 0}, (59)
D`2,j = int
(
(D`1,j)
c
)
, (60)
meaning that D`2,j is the interior of the complement of D
`
1,j in Rn×n. Next we use
the fact that a polynomial P : Rn2 → R, or more generally, a real-analytic function,
can not vanish in an open set unless it is identically zero, see [64]. Thus, if iD`1,j is
nonempty but also not all of Rn×n, then
D`2,j = {Λ : (−b`,1θ −B`θΛP`,m(Λ))j > 0}. (61)
Note that D`1,j, D
`
2,j are polynomial regions.
Now we construct the new collection of polynomial regions {U `+1m }, checking that
they are indeed polynomial regions. We define this collection of subsets as the col-
lection of all such nonempty sets U `+1m that can be written as
U `+1m = U
`
m′ ∩
n⋂
j=1
D`kj ,j, (62)
for some index m′, and some kj ∈ {1, 2}.
Now, computing the j-th vector component of the next layer gives for Λ ∈ U `m′
(h`+1(Λ))j =
{
(b`,0θ )j + (b
`,1
θ +B
`
θΛP`,m(Λ))j, Λ ∈ D`1,j∩U `m′
(b`,0θ )j + η(b
`,1
θ +B
`
θΛP`,m(Λ))j, Λ ∈ D`2,j∩U `m′ .
(63)
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We check that this new set {U `+1m } partitions the space. We observe that D`1,j ∩
D`2,j = ∅, and furthermore that D`1,j ∪ D`2,j = Rn×n. Since {D`1,j, D`2,j} partitions
Rn×n, each element U `+1m is constructed by picking one element from each of n + 1
different partitions of Rn×n and taking their intersection. Then it is clear that any
two such sets have empty intersection, and⋃
m
U `+1m ⊆
⋃(
U `m′ ∩
⋂
j
D`kj ,j
)
= Rn×n ∩
⋂
j,kj
D`kj ,j = R
n×n. (64)
Furthermore, since the D`k,j are finite, and any open ball only finitely intersects {U `m}
by induction hypothesis, then the same must hold of {U `+1m }.
Next we show that each set U `+1m is a polynomial region. For any given m let
x ∈ ∂U `+1m . Since U `+1m can be expressed by (62), then there are indices m′, kj such
that
x ∈ ∂U `m′ ∪
⋃
j
∂D`kj ,j. (65)
Since U `m′ and D
`
kj ,j
are polynomial regions, then there exists a finite collection of
open sets containing x satisfying the polynomial region definition (55) for each of the
sets U `m′ and D
`
kj ,j
. Therefore, taking the intersection of these open sets yields a new
open set satisfying the conditions for (55) for the set U `+1m .
Lastly, we check that h`+1 is an operator polynomial applied to h0 when restricted
to each such set. Suppose h`+1 is restricted to one such polynomial region U
`+1
m . Using
the index notation m′ and kj from the decomposition (62), define a vector b ∈ Rn by
b = (bj)
n
j=1 and
bj = (b
`,0
θ )j + γj(b
`,1
θ )j, (66)
where
γj =
{
1 kj = 1,
η kj = 2.
(67)
Similarly, define a matrix B ∈ Rn×n by B = (Bij) and
Bij = γj(B
`
θ)ij. (68)
Then, restricted to Λ ∈ U `+1m , we can write
h`+1(Λ) = b+BΛP`,m(Λ). (69)
Combining the above with the induction hypothesis, it is clear then that h`+1(Λ)
can be expressed as an operator polynomial applied to h0 when restricted to each
U `+1m .
The polynomial regions that emerge from an operator recurrent network are highly
nonlinear and thus have a much more complicated behavior compared to the linear
regions in standard rectifier networks. However, by building on such results for
rectifier networks in [56], we can construct a particular operator recurrent network
of depth L and width n that possesses at least 2(L+1)n/2 distinct polynomial regions.
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3 Regularization and generalization
We employ the convex function R as an explicit regularizer in the loss function for
training the network, and we show that this regularizer controls the regularity of
the resulting local minimizer. This regularizer also provides a form of norm control,
which in conjunction with a concentration inequality allows us to produce a gener-
alization bound based on bounding the difference between the expected loss and the
empirical loss. Theoretical bounds for generalization and other regularity properties
by controlling the norms of parameters have been studied extensively in the literature
for neural networks in many different contexts [59, 9, 58, 49]. We perform a similar
analysis, but still distinct from the above works, since operator recurrent networks
are different from standard deep neural networks in an essential way.
3.1 Convex regularizing function
We now introduce a convex function R given by
R(θ) = 1
2
∑
(`,k,i,p)∈P1
‖θ`p,k,i‖Rn , (70)
where P1 ⊂ P is the index set (24) corresponding the weight matrices, and θ is a set
of parameters for a neural network fθ. We will use this function as part of an explicit
regularization. Below, we also denote
R(θ`,k) = 1
2
∑
{i,p: (`,k,i,p)∈P1}
‖θ`p,k,i‖Rn , R(θ`) =
1
2
∑
{k,i,p: (`,k,i,p)∈P1}
‖θ`p,k,i‖Rn . (71)
Let us consider the value of R(θ) for a neural network fθ when for p = 1/2, the
matrices A`,k,i,(1): Rn → Rn and B`,k,i,(1): Rn → Rn satisfy
A
`,k,i,(1)
θ , B
`,k,i,(1)
θ ∈ Sp (72)
where Sp is the Schatten p class of matrices. The Schatten seminorm p, denoted by
‖ · ‖Sp , is the `p-seminorm of the vector of singular values of a matrix. We note that
for 0 < p < 1 the `p-seminorms ‖ · ‖p are not norms but satisfy ‖x+y‖pp ≤ ‖x‖pp+‖y‖pp.
the context of inverse problems, we explain later in Section 4 how this assumption
arises.
Then, if A`,k,i,(1) is an n× n matrix with singular values σ`,k,ip and corresponding
singular vectors u`,k,ip , v
`,k,i
p then we can choose parameters
θ`,k,i2p−1 = (σ
`,k,i
p )
1/2u`,k,ip , θ
`,k,i
2p = (σ
`,k,i
p )
1/2v`,k,ip , (73)
so that
A
`,k,i,(1)
θ =
n∑
p=1
θ`,k,i2p−1(θ
`,k,i
2p )
T =
n∑
p=1
σ`,k,ip u
`,k,i
p (v
`,k,i
p )
T , (74)
20
We note that in the singular values σ`,k,ip are bounded by the norm of A
`,k,i,(1) and
that the singular vectors u`,k,ip and v
`,k,i
p are orthonormal vectors. Moreover, we have
2∑
i=1
K∑
k=1
n∑
p=1
(‖θ`,k,i2p−1‖Rn +‖θ`,k,i2p ‖Rn) =
2∑
i=1
K∑
k=1
n∑
p=1
2(σ`,k,ip )
1/2 = 2
2∑
i=1
K∑
k=1
‖A`,k,i,(1)θ ‖1/2S1/2 .
(75)
Thus the function R measures the sum of the S1/2 seminorms of the matrices of the
network.
Moreover, when ‖θ`,k,iq ‖Rn ≤ 1 for all q, we have
‖A`,k,i,(1)θ ‖Rn→Rn + ‖B`,k,i,(1)θ ‖Rn→Rn ≤
2n∑
p=1
‖θ`,k,i2p−1‖Rn · ‖θ`,k,i2p ‖Rn (76)
≤ 1
2
2n∑
p=1
(‖θ`,k,i2p−1‖Rn + ‖θ`,k,i2p ‖Rn) ≤ R(θ`,i,k)
3.2 Derivative estimates
We show how controlling the norms in the parameter set θ provides an upper bound
on directional derivatives in a local neighborhood for the neural network fθ, given
by (4)–(5), as a function of θ. This estimate is crucial to controlling the behavior
of the neural network during training. The key intuition here is that estimates of
the derivative, which also give upper bounds on the local Lipschitz constant, provide
some knowledge concerning the behavior of the function in a neighborhood of a local
minimum (of the optimized loss function).
We denote by Θ0 the set of all parameters θ that the weight matrices of the
network fθ depend on. Recall from (19) that the weight matrices A
`,k
θ and B
`,k
θ
depend quadratically on the column vectors contained within any parameter set θ.
We let
Θ0 = {(θ`,k,ip )(`,k,i,p)∈P ∈ (Rn)P : ‖θ`,k,ip ‖Rn ≤ 1}.
In Lemma 3.1 below we consider a basic operator recurrent network. By Remark
1, this lemma generalizes easily to general operator recurrent networks.
Lemma 3.1. Let fθ: Rn×n → Rn be a basic operator recurrent network with leaky
rectifier activations (i.e., an operator recurrent network with parameter K = 1), h0
satisfying ‖h0‖ ≤ 1, and all non-trained components of weight matrices, A`,k,i,(0) and
B`,k,i,(0), satisfy ‖A`,k,i,(0)‖ ≤ 1 and ‖B`,k,i,(0)‖ ≤ 1, and all parameters θ`,k,iq satisfy
‖θ`,k,iq ‖Rn ≤ 1. Let ‖Λ‖ ≤ 1. Then for (`, k, i, p) ∈ P1, see (24), the local Lipschitz
constant (or the derivative, if it exists) of fθ(Λ) with respect to θ
`,k,i
p is bounded by
K`,k,ip with
K`,k,ip ≤ 4L+1‖θ`,k,i(p)′ ‖ exp(R(θ)), (77)
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where (p)′ = p+ 1, if p is odd and (p)′ = p− 1, if p is even. For (`, k, i, p) ∈ P2, see
(24), the derivative of fθ(Λ) with respect to θ
`,k,i
p is bounded by K
`,k,i
p with
K`,k,ip ≤ 4L+1 exp(R(θ)). (78)
Proof. We consider (`, k, i, p) ∈ P1; that is, we consider derivatives with respect to
parameters that determine the weight matrices. Below, we consider a neural network
(6)-(7) with K = 1 and for notational simplicity, we omit the index k (that has value
k = 1), that is, we denote e.g. A`,k,iθ = A
`,i
θ etc.
To compute K`,ip we differentiate using the chain rule. We consider the interme-
diate outputs by h`. At every point θ, where h` and fθ(Λ) are differentiable with
respect to θ, we have for `′ > `∥∥∥∥ ∂h`′∂θ`,ip
∥∥∥∥ ≤ ∥∥∥∥∂h`′−1∂θ`,ip
∥∥∥∥(‖A`′,0θ ‖+ ‖B`′,0θ ‖+ ‖A`′,1θ ‖+ ‖B`′,1θ ‖) . (79)
Since hL, the output at layer L, is the same as fθ(Λ), then iterating the above starting
from `′ = L down to `, we obtain∥∥∥∥∂fθ(Λ)∂θ`,ip
∥∥∥∥ ≤ ∥∥∥∥ ∂h`∂θ`,ip
∥∥∥∥ L∏
`′=`+1
(
‖A`′,0θ ‖+ ‖B`
′,0
θ ‖+ ‖A`
′,1
θ ‖+ ‖B`
′,1
θ ‖
)
. (80)
We recall that the largest singular value σ1(A) of a matrix A ∈ Rn×n satisfies
‖A‖Rn→Rn ≤ σ1(A) ≤ ‖A‖S1/2 . Using (76), we find that
‖A`,i,(1)θ ‖Rn→Rn + ‖B`,i,(1)θ ‖Rn→Rn ≤ R(θ`,i). (81)
With this inequality, we relate the matrix norms ‖A`′,iθ ‖, ‖B`
′,i
θ ‖ to the regularization
terms R(θ`′,k). By our assumptions
‖A`′,iθ ‖+ ‖B`
′,i
θ ‖ ≤ ‖A`
′,i,(0)‖+ ‖A`′,i,(1)θ ‖+ ‖B`
′,i,(0)‖+ ‖B`′,i,(1)θ ‖
≤ 1 + ‖A`′,i,(1)θ ‖+ 1 + ‖B`
′,i,(1)
θ ‖ ≤ 2 +R(θ`
′,i), (82)
cf. (21). We find that∥∥∥∥∂fθ(Λ)∂θ`,ip
∥∥∥∥≤ ∥∥∥∥ ∂h`∂θ`,ip
∥∥∥∥ L∏
`′=`+1
(2 +R(θ`′))
≤ 2L−`
∥∥∥∥ ∂h`∂θ`,ip
∥∥∥∥ exp( L∑
`′=`+1
R(θ`′)
)
, (83)
where we used the simple inequality 2 + x ≤ 2ex for x ≥ 0. Viewing θ`,ip as a column
vector, ∥∥∥∥ ∂h`∂θ`,ip
∥∥∥∥ ≤ ‖h`−1‖‖θ`,i(p)′‖, (84)
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where where (p)′ = p + 1, if p is odd and (p)′ = p − 1, if p is even and the weight
matrices are written in terms of the parameters as a sum of rank-1 matrices as given
in (19). This means that every column vector θ`,ip is “paired” with an adjacent column
vector, thus justifying (84). For h` we find in a similar fashion that
‖h`‖ ≤ ‖b`,0θ ‖+ ‖b`,1θ ‖+ (‖A`,0θ ‖+ ‖B`,0θ ‖+ ‖A`,1θ ‖+ ‖B`,1θ ‖)‖h`−1‖ (85)
≤ ‖b`,0θ ‖+ ‖b`,1θ ‖+
(
4 + ‖A`,0,(1)θ ‖+ ‖B`,0,(1)θ ‖+ ‖A`,1,(1)θ ‖+ ‖B`,1,(1)θ ‖
)‖h`−1‖.
Here, when b`,iθ = θ
`,i and A
`,i,(1)
θ =
∑n
p=1 θ
`,i
2p−1(θ
`,i
2p)
T , B
`,i,(1)
θ =
∑2n
p=n+1 θ
`,i
2p−1(θ
`,i
2p)
T
and ‖A`,i,(0)θ ‖ ≤ 1 and ‖B`,i,(0)θ ‖ ≤ 1, we see as in (81) and (82) that
‖b`,0θ ‖+ ‖b`,1θ ‖+(4 + ‖A`,0,(1)θ ‖+ ‖B`,0,(1)θ ‖+ ‖A`,1,(1)θ ‖+ ‖B`,1,(1)θ ‖) (86)
≤ 4 + ‖θ`,0‖+ ‖θ`,1‖+(‖A`,0,(1)θ ‖+ ‖B`,0,(1)θ ‖+ ‖A`,1,(1)θ ‖+ ‖B`,1,(1)θ ‖)
≤ 4 +R(θ`).
As the initial vector h0 is in the closed unit ball, using the above and that x ≤ ex
and 4 + x ≤ 4ex, it follows that
‖h`‖ ≤ 4` exp
(∑`
`′=1
R(θ`′)
)
. (87)
Using (83) and (87), we therefore find that if K`,ip is the local Lipschitz constant of
fθ(Λ) in a neighborhood of θ (when considering only θ
`,i
p as a variable), then
K`,ip ≤ 4L−`
∥∥∥∥ ∂h`∂θ`,ip
∥∥∥∥ exp( L∑
`′=`+1
R(θ`′)
)
≤ 4L−`‖h`−1‖‖θ`,i(p)′‖ exp
( L∑
`′=`+1
R(θ`′)
)
≤ 4L−`4`‖θ`,i(p)′‖ exp
(∑
`′ 6=`
R(θ`′)
)
≤ 4L‖θ`,i(p)′‖ exp(R(θ)). (88)
This yields the claim for p ∈ P1.
To compute derivatives with respect to bias parameters, in which case (`, k, i, p) ∈
P2, the result follows similarly by replacing (84) by∥∥∥∥∂h`∂θ`p
∥∥∥∥ ≤ 1. (89)
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3.3 Training set and prior distribution
The learning problem is finding an approximation a continuous nonlinear operator
function f by an operator recurrent network fθ given training data. In the inverse
problems and various imaging applications, the task is to reconstruct the unknown
structure, such as the wave speed function c = c(x), when we are given indirect
information, such as an operator Λc modelling the boundary measurements. The
non-linear map f : Λc → c corresponds to the reconstruction operation. To train an
operator recurrent network fθ so that it approximates the map f , we assume that we
have wave-speed functions cj(x) sampled from some probability distribution ν, and
simulate computationally the corresponding measurements Λcj . Such computational
simulation is done with an appropriate numerical PDE method, for example the finite
element method. When the measurement map Λc (without any measurement errors)
determines in theory the function c(x) uniquely, we can formulate the training in an
equivalent way as follows. Assume that µ = f ∗ν, that is, µ is the pullback of the
probability measure ν by the map f , defined by f ∗ν(A) = ν(f(A)) for measurable
sets A. We take sampling data Λj = Λcj , j = 1, 2, . . . , s independently sample from
distribution µ, so that cj = f(Λj). Then we train the neural network with the pairs
(Λj, f(Λj)), j = 1, 2, . . . , s. As it is often difficult to compute the inverse map f , but
it is much easier to compute the forward map f−1 that maps the wave speed c(x) to
simulated measurements Λc, we generate the training data as follows:
Let ν be a probability measure representing the prior distribution of unknown
outputs of the map f . Then, given c1, . . . , cs i.i.d. random variables with distribution
ν, we have the training set S given by s elements of the graph of f :
S = {(f−1(c1), c1), . . . , (f−1(cs), cs)}. (90)
In traditional statistical learning, the source of randomness is typically in the inputs.
However, the formulation in terms of the inverse is equivalent if we let Λ1, . . . ,Λs
be i.i.d operator-valued random variables with distribution µ = f ∗ν. Then, as Λ1 =
f−1(c1), . . . ,Λs = f−1(cs), the training set can be written as
S = {(Λ1, f(Λ1)), . . . , (Λs, f(Λs))}, (91)
which is the familiar form of training data for learning f .
3.4 Regularized loss function
Here, we assume that the network fθ is a truncated network that satisfies (27). To
guarantee a generalization error bound, we need to avoid the problem of overfitting,
in which fθ accurately approximates f : Rn×n → Rn on the training set S, but poorly
approximates f away from S. To this end, we introduce a regularizing penalty term.
Definition 3.1. The regularized loss function L with regularization parameter α ∈
(0, 1) is given by
L(θ,Λ) = ‖fθ(Λ)− f(Λ)‖2Rn + αR(θ) (92)
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Here, the parameters θ are in Θ0 ⊂ (Rn)P , where P is the index set (24). For
a training set S = ((Λi, f(Λi))
s
i=1, consisting of s data points, the empirical loss
function is given by
L(θ, S) = 1
s
s∑
i=1
‖fθ(Λi)− f(Λi)‖2Rn + αR(θ). (93)
We will show that by introducing the above regularized loss function, we can obtain
an approximation to the entire function by minimizing the empirical loss function.
We remark that many other regularizers have been studied. For example, regularizers
that measure the Lipschitz norm of the neural network with respect to their inputs
have been shown to give good approximations [60].
Hence, we consider the minimization problem of finding parameters θ, given a
training set S, such that L(θ, S) is minimized.
Definition 3.2. We say that the function f : Rn×n → Rn can be approximated with
accuracy ε0 by a neural network fθ0 , where θ0 has the sparsity bound R0, if there is
θ0 ∈ (Rn)P with
R(θ0) = R0, (94)
such that the neural network fθ0 corresponding to the parameter θ0 satisfies
sup
Λ∈Bn×nL (1)
‖f(Λ)− fθ0(Λ)‖Rn ≤ ε0. (95)
For inverse problems, we consider also the case when the function f corresponds
to a solution algorithm whose regularized version can be approximated with a neural
network satisfying estimate (95) with some ε0 whose magnitude can be analytically
bounded (see Section 4.5). Moreover, if f satisfies the assumptions of Theorem 2.1,
then by Theorem 2.2 and inequality (49), we have that (95) holds with ε0 = C
′ε and
a parameter θ0 that satisfies (94) for some value R0. In these cases we know that
there exists θ such that
L(θ, S) = ε20 + αR0. (96)
Note that below it is not necessary to assume that (94)-(95), and thus (96), hold.
Furthermore, if we instead picked θ = 0, then R(θ) = 0 and the mean-squared-
error term equals ‖f‖∞. Thus, without loss of generality, we can search only among
parameters θ such that
L(θ, S) ≤ L0 :=
{
min(‖f‖2∞, ε20 + αR0), if (94)-(95) holds,
‖f‖2∞, if (94)-(95) does not hold.
(97)
Note that the optimal parameter L0 depends on the regularization parameter α; to
emphasize this we will sometimes denote it by L0(α).
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Enforcing the constraint L(θ, S) ≤ L0 automatically enforces the constraint
R(θ) ≤ R0, (98)
where
R0 := 1
α
L0 =
{
min(α−1‖f‖2∞, α−1ε20 +R0), if (94)-(95) holds,
α−1‖f‖2∞, if (94)-(95) does not hold.
(99)
This yields the minimization problem with inequality constraint,
Find θ minimizing L(θ, S) subject to R(θ) ≤ R0. (100)
We note that when (98) holds (see also (27)), we have for all Λ ∈ B¯n×nL (1),
L(θ,Λ) ≤ (1 + n1/2)2‖f‖2∞ + αR0 ≤ B0, (101)
where
B0 := 5n‖f‖2∞. (102)
If (94)-(95) holds, and α ≥ ε20/R0, and (27) holds then
R0 ≤ 2R0, L(θ,Λ) ≤ B0. (103)
For the remainder of this paper, we study (local) minimizers to (100) and show
how the resulting neural networks, fθ, enjoy good approximation properties with
respect to the true function f . We directly analyze minimizers without studying
how to compute them. Typically, the minimization is carried out using variants of
stochastic gradient descent. Note that while the architecture of operator recurrent
networks differs from that of standard neural networks, gradient descent can still be
performed in a straightforward way with the computation of the gradients via chain
rule. The key difference is that these gradients will contain multiplicative terms with
Λ.
Remark 6. Minimizers to (100) necessarily exist because the loss function is con-
tinuous in θ and the constraint R(θ) ≤ R0 restricts the allowable set to a compact
one.
Selecting the parameter α
We later show that a large value of α leads to greater control over the so-called
generalization gap. However, a large value of α also leads to large errors, ‖fθ(Λ) −
f(Λ)‖2, which govern the accuracy of the trained network at approximating the true
function f . This is due to the fact that with a large α, the loss function will be best
minimized by reducing the regularization term R(.) rather than reducing the error.
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Cross validation is an established technique for selecting the best predictive model
among a set of candidates; see [15]. It can be employed to choose the smallest
value of α that has good generalization properties as follows: given a training set S
and particular α, we partition S into equally sized subsets S1, S2, . . . , SK . For each
i = 1, . . . , K, we train a network on S \ Si and then evaluate the prediction error on
Si. The arithmetic mean of these errors over all i is computed to produce a cross-
validated error. Then, given a finite set of candidate parameter values α1, α2, . . ., the
smallest is chosen such that the corresponding cross-validated error is below some
tolerance. These techniques have been used, for example, to regularize solutions to
linear systems [26].
3.5 Sparsity bounds
Let θ(S) be a minimizer that we obtain for (100). We show that θ(S) enjoys some
sparsity bounds which are controlled through the regularizing term R(θ(S)). We let
N (θ) := #{(`, p, i, k) ∈ P1 ∪ P2 : vector θ`,i,kp is non-zero}, (104)
N1(θ) := #{(`, p, i, k) ∈ P1 : vector θ`,i,kp is non-zero}, (105)
where #A denotes the cardinality of the set A.
Theorem 3.2. Let θ satisfy (98). Then
N1(θ(S)) ≤ 4
L+1R3/20
α1/2
exp(2R0) ≤ 4
L+1L3/20
α2
exp
(
2L0
α
)
. (106)
Proof. We will use estimates of the directional derivatives to derive sparsity estimates
on the parameters. At the minimizer θ(S), every directional derivative of L(θ, S) is
non-negative. Then we compute the derivative of L(θ, S) with respect to θ ∈ (Rn)P
in direction v and obtain
∂vL(θ, S) = 2
s
s∑
j=1
∂vfθ(Λj) · (fθ(Λj)− f(Λj)) + α∂vR(θ). (107)
At θ = θ(S), we must have ∂vL(θ(S), S) ≥ 0 for every direction v, and, hence,
−∂v R(θ)|θ(S) ≤
2
sα
s∑
j=1
∂vfθ(Λj)|θ(S) · (fθ(S)(Λj)− f(Λj)) (108)
≤ 2
sα
s∑
j=1
∥∥∥∂vfθ(Λj)|θ(S)∥∥∥Rn ∥∥fθ(S)(Λj)− f(Λj)∥∥Rn
≤ 2L
1/2
0
α
(
1
s
s∑
j=1
∥∥∥∂vfθ(Λj)|θ(S)∥∥∥2Rn
)1/2
(109)
≤ 2R
1/2
0
α1/2
(
1
s
s∑
j=1
∥∥∥∂vfθ(Λj)|θ(S)∥∥∥2Rn
)1/2
, (110)
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where we used Ho¨lder’s inequality.
Next, we derive a relationship between ∂v R(θ)|θ(S) and the sparsity of θ(S). For
a given (`, k, i, p) ∈ P , for which the corresponding column vector of θ(S), denoted
by θ(S)`,k,ip , is nonzero, we consider the directional derivative with v = v
`,k,i
p signifying
the unit vector pointing in the direction of −θ`,k,ip . Then
w`,k,ip := ∂v`,k,ip R(θ)|θ(S) = −1. (111)
Therefore
N1(θ(S)) ≤ −
∑
(`,k,i,p)∈P1
w`,k,ip
≤ 2R
1/2
0
α1/2
∑
i,p: (`,k,i,p)∈P1
(
1
s
s∑
j=1
∥∥∂v`,k,ip fθ(Λj)∣∣θ(S)∥∥Rn)1/2
≤ 2R
1/2
0
α1/2
∑
i,p: (`,k,i,p)∈P1
K`,k,ip , (112)
where the K`,k,ip are the derivative estimates obtained in Lemma 3.1. Thus, we have
N1(θ(S)) ≤ 4
L+1R1/20
α1/2
exp(R0)
( ∑
(`,k,i,p)∈P1
‖θ(S)`,k,i(p)′ ‖Rn
)
≤ 4
L+1R3/20
α1/2
exp(2R0). (113)
Using Theorem 3.2 in finding the best parameters θ(S) given training set S, we
may solve (100) with a new constraint: Let
N1 =
⌊
4L+1R3/20
α1/2
exp(2R0)
⌋
=
⌊
4L+1L3/20
α2
exp
(
2
L0
α
)⌋
. (114)
We have the restriction that parameters θ satisfy
N1(θ) ≤ N1, so that N (θ) ≤ N0, N0 = 2L+N0. (115)
Effectively, the size of the set of feasible parameters is further reduced by imposing
(115). We denote by Θ ⊂ Θ0 the set
Θ = {θ ∈ Θ0 : N1(θ) ≤ N1, R(θ) ≤ R0} (116)
Thus we define θ(S) to be a solution of a problem analogous to (100), where a
minimizer is sought in Θ, that is,
θ(S) = argmin
θ∈Θ
L(θ, S). (117)
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We now estimate the size of Θ. We recall that in our original construction of op-
erator recurrent networks we proposed that there could be layers with shared param-
eters. Therefore, we let L1 ≤ L represent the number of independently parametrized
layers in the network; in some cases, this quantity may be much smaller than L. Then
Θ ⊂ (Rn)P is given by a finite union of M0 compact subsets of linear subspaces,
Θ =
M0⋃
i=1
Vi, (118)
where
M0 =
(
#P1
N1
)
≤ (#P1)N1 ≤ (4nKL) 4L+1R
3/2
0 α
−1/2 exp(2R0), (119)
and V1, V2, . . . , VM0 are compact subsets of linear subspaces of the full parameter
space, such that each Vi, i = 1, 2, . . . ,M0, has dimension N0n. Indeed, each Vi
consists of those θ = (θ`,k,ip )`,k,i,p for which all such components are zero except those
corresponding to N1 choices of indices (`, k, i, p) ∈ P1, along with the condition that
R(θ) ≤ R0.
We will extensively use the fact that the set Θ ⊂ (Rn)P of the form (118) has
Hausdorff dimension nN0 that is significantly smaller than n · (#P ). This means that
the assumption that θ is a nN0-sparse vector implies that θ is in a lower dimensional
subset of the parameter space RnP .
In particular, the above means that when regularization parameter α is sufficiently
large, we optimize the parameter θ over a set consisting of sparse vectors. Thus,
when α grows, the Hausdorff dimension of the parameter set Θ (for the optimization
problem (117)) becomes smaller and hence (117) becomes easier. This property is
crucial, and we will see below that generalization estimates become stronger when α
grows.
Note that we have assumed that the parameters θ`,i,kp with index (`, i, k, p) ∈ P1,
that correspond to the weight matrices, are sparse. However, the parameters θ`,i,kp
with index (`, i, k, p) ∈ P2 that correspond to the bias terms, are not assumed to be
sparse.
We cover the finite union Θ with a finite set of balls of radius ρ with respect to
the R-norm. This allows us to further estimate the parameter set Θ with a discrete,
finite set.
Lemma 3.3. Let Θ be the disjoint union of compact sets given in (118). Then, for
every ρ > 0, there exists a finite set Θρ satisfying
#(Θρ) ≤ 8N0nM0(R0/ρ)N0n, (120)
such that for every θ ∈ Θ, there exists θˆ ∈ Θρ such that for any Λ ∈ Bn×nL (1),
‖fθ(Λ)− fθˆ(Λ)‖ ≤ 4L+1ρ(R0 + 2L) exp(2R0). (121)
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Proof. We write I = {1, 2, . . . , N0}. For each component Vi, i = 1, 2, . . . ,M0, in Θ
there is an isometry Ti : Vi → V , where
V = {(xi)N0 ∈ RnN0 : ‖x‖`1(I;Rn) ≤ R0}, ‖x‖`1(I;Rn) =
N0∑
i=1
‖xi‖Rn ≤ R0 (122)
where each xi is an element of Rn. Let m = nN0. We call the sets Bm1,2(x0, r) =
{x ∈ Rm : ‖x − x0‖`1(I;Rn) ≤ r} the V -balls of radius r. Then, V ⊂ Bm1,2(0,R0).
Let ρ ≤ R0 and yi, i = 1, 2, . . . , i0 be a maximal set of points in V such that
‖yi− yi′‖`1(I;Rn) ≥ ρ for i 6= i′. Then the balls Bm1,2(yi, ρ/4) are disjoint and contained
in Bm1,2(0, 2R0). When v1 is the Euclidean volume of the V -ball Bm1,2(0, 1) in Rm, the
sum of volumes of the balls Bm1,2(yi, ρ/4) is i0v1(ρ/4)
m and this sum is bounded by
v1(2R0)m. Thus i0 ≤ (8R0/ρ)m and V ⊂ Bm1,2(0,R0) can be covered by i0 V -balls
of radius ρ. Thus the set Θ can be covered by 8N0nM0(R0/ρ)N0n V -balls of radius ρ
which center are in Θ. We let Θρ be the collection of centers of all such V -balls of
radius ρ. Then,
#(Θρ) ≤ 8N0nM0(R0/ρ)N0n.
Now, we consider any θ = (θ`,k,ip )(`,k,i,p)∈P ∈ Θ, where θ`,k,ip = (θ`,k,ip,j )nj=1 ∈ Rn. We
see that there exist i ∈ {1, 2, . . .M0}, such that θ ∈ Vi, and there is θˆ ∈ Θρ ∩ Vi such
that ‖θ − θˆ‖Vi < ρ. Let θ(q), q = 0, . . . , N0 be such that θ(0) = θ, θ(m) = θˆ, and when
Tiθ = η = (ηj)
m
j=1, and Tiθˆ = ηˆ = (ηˆj)
m
j=1, and Tiθ
(q) = η(q) = (η
(q)
j )
m
j=1, we have
η
(q)
j = ηj if j ≤ m− q, (123)
η
(q)
j = ηˆj if j > m− q.
Let (`q, kq, iq, pq) ∈ P be such that Ti maps the unit vector in Vi corresponding to
the coordinate with the index (`q, kq, iq, pq) to the unit vector in Vi corresponding
to the coordinate with the index q. We note that then ‖θ(q+1) − θ(q)‖`1(I;Rn) =
‖(θ(q+1))`q ,kq ,iqpq − (θ(q))`q ,kq ,iqpq ‖Rn and
N0−1∑
q=0
‖θ(q+1) − θ(q)‖`1(I;Rn) ≤ ρ.
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We let Λ ∈ Bn×nL (1) and Jq = {sθ(q) + (1− s)θ(q+1) ∈ Vi : 0 ≤ s ≤ 1}. Then
‖fθ(Λ)− fθ˜(Λ)‖Rn ≤
N0−1∑
q=0
‖fθ(q+1)(Λ)− fθ(q)(Λ)‖Rn
≤
N0−1∑
q=0
sup
θ′∈Jq
∥∥∥ ∂fθ(Λ)
∂θ
`q ,kq ,iq
pq
∣∣∣∣
θ=θ′
∥∥∥
Rn→Rn
· ‖(θ(q+1))`q ,kq ,iqpq − (θ(q))`q ,kq ,iqpq ‖Rn
≤
(
sup
θ′∈Θ
∑
(`,k,i,p)∈P1∪P2
∥∥∥∂fθ(Λ)
∂θ`,k,ip
∣∣∣∣
θ=θ′
∥∥∥
Rn→Rn
)
·
N0−1∑
q=0
‖θ(q+1) − θ(q)‖`1(I;Rn)
≤ sup
θ∈Θ
( ∑
(`,k,i,p)∈P1
4L+1‖θ`,k,i(p)′ ‖ exp(R(θ)) +
∑
(`,k,i,p)∈P2
4L+1 exp(R(θ))
)
ρ
≤ 4L+1ρ(R0 + 2L) exp(2R0). (124)
This proves the claim.
Remark 7. If L0 is the total number of layers and L1 the number of independent
layers, then in the above estimates L is replaced by L1 in Lipschitz estimates and in
(121), and by L0 in the definition of N0 and in (120).
3.6 Generalization
In this subsection, we study the probability that a neural network optimized under
our regularized empirical loss function can approximate the map f . We recall that
some probability measure µ induces a probability measure on the training data S.
Given a network with parameters θ, the expected loss is defined by
L(θ, µ) := EΛ∼µ [L(θ,Λ)] . (125)
Given a training set S, we therefore study the error gap
G(S) := |L(θ(S), S)− L(θ(S), µ)|. (126)
Given that the parameters θ(S) have been computed, G(S) measures the difference
between the expected loss L(θ(S), µ) and the empirical loss L(θ(S), S). The expected
loss is the quantity that we ultimately wish to minimize, while the empirical loss is
the only quantity that we are able to compute during training. If a model overfits
the data, the empirical loss is very small while the expected loss remains large. Thus
an upper bound on G(S) provides some control over the degree of overfitting that is
possible.
Considered as a random variable in S, we estimate the probability that G(S) is
small using the following well-known inequality
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Lemma 3.4 (Hoeffding’s inequality [32]). Let Z1, . . . , ZN be N i.i.d. copies of the
random variable Z whose range is [0,M], M > 0. Then, for 0 < δ < min(E[Z],M−
E[Z]), we have
P
[∣∣∣ 1
N
( N∑
i=1
Zi
)
− E[Z]
∣∣∣ ≤ δ] ≥ 1− 2 exp(−2Nδ2M−2). (127)
To apply Hoeffding’s inequality, one requires independent random variables. How-
ever, the optimal parameters θ(S) depend on every element of the training set S.
Thus we use Lemma 3.3 to apply Hoeffding’s inequality on each element of Θρ, and
then use the fact that θ(S) is sufficiently close to at least one element of Θρ. We then
choose an appropriate ρ. This leads to the main generalization result.
Theorem 3.5. Let fθ be a truncated basic operator recurrent network, that is, K = 1.
Consider a training set S consisting of s independent samples from distribution µ,
and let θ(S) be a minimizer for (117). Then,
(i) For any α and every sufficiently small δ > 0,
PS∼µs [G(S) ≤ 2δ] ≥ 1− C1
(
1
δ
)C2
exp
(
− 2
(5n)2‖f‖4∞
sδ2
)
, (128)
where
C1 = exp
(
8L+4n3/2(1 + ‖f‖∞) exp(5L0α−1)
)
, (129)
C2 = 8
L+1n exp(4L0α−1) (130)
and L0 ≤ ‖f‖2∞, cf. (97).
(ii) Let the function f be approximated with accuracy ε0 by some neural network
fθ0, where θ0 ∈ Θ has sparsity bound R0 ≥ 1; that is, conditions (94)-(95) hold with
R0 and ε0. Then, for all α ≥ ε20/R0, (128) holds, where
C1 ≤ 2 exp(8L+3n3/2(R0 + L+ ‖f‖∞) exp(6R0)α−1/2)), (131)
C2 ≤ 8L+1n exp(6R0)α−1/2. (132)
We observe that in claim (i), making the regularization parameter α larger (that
is, forcing the weight matrices to be sparser) makes the probability in (128) larger,
but then the error how well the neural network approximates the function f becomes
larger.
Proof. Fix θ ∈ Θ. Then, for each Λi ∈ S, we define the random variable
Zi = L(θ,Λi). (133)
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The set of Zi, i = 1, . . . , s, consists of i.i.d. copies of the random variable
Z := L(θ,Λ), (134)
where Λ is distributed according to the probability distribution µ. The empirical loss
is given by
L(θ, S) = 1
s
s∑
i=1
Zi (135)
and, by definition, the expected loss is
L(θ, µ) = EΛ∼µ[Z]. (136)
Since we assumed that fθ is a truncated network, we have the bound Z ≤ B0;
therefore, by Hoeffding’s inequality with M = B0, we have that
P [|L(θ, S)− L(θ, µ)| ≤ δ] ≥ 1− 2 exp(−2sδ2α−2B−20 ). (137)
In particular, (137) holds for every element of Θρ. Since
#(Θρ) ≤ 8N0nM0(R0/ρ)N0n, (138)
it follows that
P [∀θ ∈ Θρ : |L(θ, S)− L(θ, µ)| ≤ δ] ≥ 1− 2 · 8N0nM0(R0/ρ)N0n exp(−2sδ2α−2B−20 ).
(139)
Furthermore, for every θ ∈ Θ there exists θˆ ∈ Θρ such that for any Λ ∈ Bn×nL (1),
‖fθ(Λ)− fθˆ(Λ)‖ ≤ 4L+1ρ(R0 + 2L) exp(2R0). (140)
Using this estimate and (27), we find that for any Λ ∈ Bn×nL (1) we have
|‖fθ(Λ)− f(Λ)‖2 − ‖fθˆ(Λ)− f(Λ)‖2|
≤ |(‖fθ(Λ)− f(Λ)‖+ ‖fθˆ(Λ)− f(Λ)‖) · (‖fθ(Λ)− f(Λ)‖ − ‖fθˆ(Λ)− f(Λ)‖)|
≤ 2(1 + n1/2)‖f‖∞ 4L+1ρ(R0 + 2L) exp(2R0)
≤ 4n1/2(1 + ‖f‖∞) 4L+1ρ(R0 + 2L) exp(2R0). (141)
We introduce Q = 4n1/2(1 + ‖f‖∞). We then select ρ,
ρ =
δ
2Q · 4L+1(R0 + 2L) exp(2R0) . (142)
Then, for any S, there exists θˆ ∈ Θρ such that
G(S) ≤ |L(θˆ, S)− L(θˆ, µ)|+Q · 4L+1ρ(R0 + 2L) exp(2R0). (143)
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It therefore follows that
P
[G(S) ≤ δ +Q · 4L+1ρ(R0 + 2L) exp(2R0)]
≥ 1− 2 · 8N0nM0(R0/ρ)N0n exp(−2sδ2α−2B−20 ), (144)
We substitute our expressions for R0, N0 and M0 to obtain the estimate
P [G(S) ≤ 2δ] ≥ 1− C0 exp(−2sδ2α−2B−20 ), (145)
where
C0 = 2 · 8N0nM0(R0/ρ)nN0
≤ 2M0
(
4L+5Q exp(3(R0 + 2L))
δ
)nN0
.
As K = 1 and
M0 ≤ (4nL)N0 ,
we have
C0 ≤ 2M0
(
4L+5Q exp(3(R0 + 2L))
δ
)nN0
≤ 2
(
4nL
4(L+5)nQn exp(3n(R0 + 2L))
δn
)N0
.
Using that
N0 ≤ 8L(1 +R3/20 α−1/2) exp(2R0),
we obtain the estimate
C0 ≤ 2
(
4nL
4(L+5)nQn exp(3n(R0 + 2L))
δn
)N0
≤ 2
(
4nL
4(L+5)nQn exp(3n(R0 + 2L))
δn
)8L(1+R3/20 α−1/2) exp(2R0)
. (146)
For claim (i), we can use the facts that R0 = α−1L0 and L0 ≤ ‖f‖2∞, so that
C0 ≤ 2
(
4nL
4(L+5)nQn exp(3n(L0α−1 + 2L))
δn
)8L(1+L3/20 α−2) exp(2L0α−1)
≤ 2
(
δ−n exp(2 + nL+ 2(L+ 5)n+Qn+ 3n(L0α−1 + 2L))
)8L(1+L3/20 α−2) exp(2L0α−1)
≤ C1
(
1
δ
)C2
,
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where, using that L0 ≥ 1, Q ≥ 1, and α ≤ 1,
C1 = 2 exp
(
(2 + nL+ 2(L+ 5)n+Qn+ 3n(L0α−1 + 2L))8L(1 + L3/20 α−2) exp(2L0α−1)
)
≤ 2 exp
(
8L+1n(L3/20 α−2 + 3L+Q)(1 + L3/20 α−2) exp(2L0α−1)
)
≤ 2 exp
(
8L+1n3LQ(L3/20 α−2 + 2)(1 + L3/20 α−2) exp(2L0α−1)
)
≤ exp
(
8L+3nQ(
1
2
L20α−2 + 1)(1 +
1
2
L20α−2) exp(2L0α−1)
)
≤ exp
(
8L+3nQ exp(5L0α−1)
)
,
C2 = 8
Ln(1 + L3/20 α−2) exp(2L0α−1)
≤ 8L+1n(1 + 1
2
L20α−2) exp(2L0α−1)
≤ 8L+1n exp(4L0α−1).
As B0 = 5n‖f‖2∞, this proves the claim (i).
Finally, we consider claim (ii). If (94)-(95) holds, and α ≥ ε20/R0 so that
R0≤ 2R0, (147)
we find, using (146), that
C0 ≤ 2
(
4nL(4L+5)nQn exp(3n(R0 + 2L))δ−n
)8L(1+R3/20 α−1/2) exp(2R0)
≤ 2 ·
(
e6nR0+12nL+10n+Qnδ−n
)8L(1+(2R0)3/2α−1/2) exp(4R0)
≤ 2e(6nR0+12nL+10n+Qn)8L(1+(2R0)3/2α−1/2) exp((4R0))δ−n8L(1+(2R0)3/2α−1/2) exp(4R0).
As we have assumed that R0 ≥ 1 and α ≤ 1,
C0 ≤ 2e8L+2n(2R0+2L+Q) exp(6R0)α−1/2)δ−n8L+1 exp(6R0)α−1/2 .
Moreover, then we have B0 = 5n‖f‖2∞ in (128). This completes the proof of claim
(ii).
Estimate (128) quantifies the effect on the generalization error from varying the
values of the regularization parameter α and the sample size s. Note that the prob-
ability estimate (128) approaches 1 exponentially fast with respect to increasing s.
On the other hand, in practice it can prohibitively expensive to increase the sample
size significantly. Similarly, increasing the regularization parameter α also reduces
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the generalization error, as it decreases the variance in the loss function. However,
increasing α to improve the generalization competes with the goal of accurately ap-
proximating the true function. Furthermore, when (94)-(95) hold then the lower
bound α ≥ ε20/R0 indicates when there is sufficient regularization. Additionally, a
suitable value for the error lower bound δ can also be tuned to apply the bound
meaningfully. If s, α, δ are not chosen judiciously, the resulting probability bound
may be potentially meaningless, yielding a probability value close to, or potentially
less than, zero.
3.7 Trained network versus optimal network
The generalization error expresses how efficient the training is. Here, we discuss how
close the trained network is to an optimal network. We denote the optimal weights by
θ∗ and present a “generalization gap” type estimate for the error between networks
with weights θ∗ and weights θ(S).
Let θ∗ be a solution of
θ∗ = argmin
θ∈Θ
L(θ, µ) = argmin
θ∈Θ
EΛ∼µ(‖fθ(Λ)− f(Λ)‖2 + αR(θ)), (148)
L∗ = L(θ∗, µ). (149)
This means that Λ 7→ fθ∗(Λ) is the neural network having the optimal expected
performance for Λ sampled from distribution µ. Note that the optimal parameter
θ∗ depends on the regularization parameter α, and to emphasize this we sometimes
denote it by θ∗(α). Clearly,
EΛ∼µ(‖fθ∗(α)(Λ)− f(Λ)‖2) ≤ L0(α), (150)
cf. (97). We observe that when (94)-(95) holds and L0(α) = min(‖f‖2∞, ε20 + αR0),
then, when α grows, also the bound L0(α) for the expected error in (150) may grow.
A trivial, but important observation is that when fθ0 is any neural network, for
example, a neural network which corresponds to an implementation of the approxi-
mation of the analytic solution algorithm, we have
EΛ∼µ [L(θ∗,Λ)] ≤ EΛ∼µ [L(θ0,Λ)] . (151)
This means that the optimal neural network fθ∗ (or a network trained with a suffi-
ciently large data set as elucidated below) has a better expected performance than
the deterministic approximation fθ0 of the analytic solution algorithm.
Next, we estimate the expected performance gap between the optimal neural
network and the neural network fθ(S) optimized with the training data S, defined by,
Gopt(S) := |EΛ∼µ(L(θ(S),Λ)− L(θ∗,Λ))|. (152)
Given that the parameters θ(S) have been generated using the training set S, Gopt(S)
measures the difference between the expected loss L(θ(S), µ) and the loss of the
optimal neural network, L(θ∗, µ).
Using similar methods to those used to prove Theorem 3.5 we obtain the following
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Theorem 3.6. Let fθ be truncated basic operator recurrent networks, that is, K = 1.
Consider training sets S consisting of s independent samples from distribution µ and,
let θ(S) be a minimizer for (100) and θ∗ be be a minimizer for (148). Then
(i) For any α > 0 and every sufficiently small δ > 0, we have
PS∼µn [Gopt(S) ≤ 6δ] ≥ 1− 2C1
(
1
δ
)C2
exp
(
− 2
(5n)2‖f‖4∞
sδ2
)
, (153)
where C1 and C2 are given as in (130).
(ii) Let the function f be approximated with accuracy ε0 by some neural network
fθ0 where θ0 ∈ Θ has sparsity bound R0 ≥ 1, that is, conditions (94)-(95) hold with
R0 and ε0. Then, for all α ≥ ε20/R0, inequality (153) holds with the constants C1 and
C2 given by (131).
Moreover, then
PS∼µn
[
EΛ∼µ(‖fθ(S)(Λ)− f(Λ)‖2) ≤ 6δ + ε20 + αR0
]
≥ 1− 2C1
(
1
δ
)C2
exp
(
− 2
(5n)2‖f‖4∞
sδ2
)
. (154)
In particular, when α = ε20/R0, then
PS∼µn
[
EΛ∼µ(‖fθ(S)(Λ)− f(Λ)‖2) ≤ 6δ + 2ε20
]
(155)
≥ 1− 2e8L+3n3/2(R0+2L+‖f‖∞) exp(7R0)ε−10
(
1
δ
)8L+1n exp(7R0) ε−10
exp
(
− 2
(5n)2‖f‖4∞
sδ2
)
.
Roughly speaking, Theorem 3.6 (i) means that the trained neural network per-
forms almost as well as the optimal neural network with large probability. Theorem
3.6 (ii) estimates the probability that training yields a neural network which output
is close to that of the target function. We note that the training of the neural network
does not require that we know θ0, and thus Theorem 3.6 (ii) estimates the probability
that the trained neural network fθ(S) approximates the function f when some θ0 is
just known to exist.
Proof. Let ρ be given by (142). As in Theorem 3.2 above and (115), we find that θ∗
satisfies the sparsity estimate
N1(θ∗) ≤ N1. (156)
We will compare the optimal parameter θ∗ with an optimal parameter θ∗ρ in the finite
set Θρ, that is, θ
∗
ρ is a solution of
θ∗ρ = argmin
θρ∈Θρ
L(θρ, µ), (157)
L∗ρ = L(θ∗ρ, µ). (158)
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As in (124), if θˆ ∈ Θρ satisfies ‖θˆ − θ‖`1(I;Rn) ≤ ρ, then for any Λ ∈ Bn×nL (1),
‖fθˆ(Λ)− fθ(Λ)‖Rn ≤ 4L+1ρ(R0 + 2L) exp(2R0) (159)
and
|‖fθˆ(Λ)− f(Λ)‖2 − ‖fθ(Λ)− f(Λ)‖2| ≤ Q 4L+1ρ(R0 + 2L) exp(2R0) ≤ δ, (160)
where ρ is given by (142) and Q = 6n(1+‖f‖∞) as before, cf. (140)-(141). As ρ ≤ δ,
we have ‖θˆ − θ‖`1(I;Rn) ≤ δ; then L∗ρ ≤ L∗ + 2δ. Clearly, L∗ ≤ L∗ρ. Thus,
L∗ ≤ L∗ρ ≤ L∗ + 2δ, (161)
or, equivalently,
L(θ∗, µ) ≤ L(θ∗ρ, µ) ≤ L(θ∗, µ) + 2δ, . (162)
Let training data S be sampled from µs, and let θρ(S) be an optimal empirical
parameter for S in Θρ, that is,
θρ(S) = argmin
θρ∈Θρ
L(θρ, S), (163)
Lρ(S) = L(θρ(S), S). (164)
We denote, as in the above, an optimal empirical parameter for sample S in the entire
parameter set by
θ(S) = argmin
θρ∈Θ
L(θ, S),
L(S) = L(θ(S), S).
As in (161), we have
L(S) ≤ Lρ(S) ≤ L(S) + 2δ, (165)
or, equivalently,
L(θ(S), S) ≤ L(θρ(S), S) ≤ L(θ(S), S) + 2δ. (166)
We recall that by (139),
P [∀θ ∈ Θρ : |L(θ, S)− L(θ, µ)| ≤ δ] ≥ 1− 2 · 8LM0(R0/ρ)N0n exp(−2sδ2α−2B−20 ).
(167)
By applying (167) when θ has the value θρ(S) ∈ Θρ, we trivially obtain
PS∼µs [|L(θρ(S), S)− L(θρ(S), µ)| ≤ δ] ≥ 1− 2 · 8LM0(R0/ρ)N0n exp(−2sδ2α−2B−20 )
(168)
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and, by applying (167) when θ has the value θ∗ρ ∈ Θρ, we trivially obtain
PS∼µs
[|L(θ∗ρ, S)− L(θ∗ρ, µ)| ≤ δ] ≥ 1−2 · 8LM0(R0/ρ)N0n exp(−2sδ2α−2B−20 ). (169)
As θ∗ρ and θρ(S) are defined to be some solutions of minimization problems (157) and
(163), respectively, we have for all S,
L(θρ(S), S) ≤ L(θ∗ρ, S), L(θ∗ρ, µ) ≤ L(θρ(S), µ). (170)
By combining (168), (169), and (170), we obtain
PS∼µs
[|L(θρ(S), µ)− L(θ∗ρ, µ)| ≤ 2δ] ≥ 1− 2 · 2 · 8LM0(R0/ρ)N0n exp(−2sδ2α−2B−20 ).
(171)
Combining this estimate with (162) and (166), we conclude that
PS∼µs [|L(θ(S), µ)− L(θ∗, µ)| ≤ 2δ + 2 · 2δ]
≥ 1− 2 · 2 · 8LM0(R0/ρ)N0n exp(−2sδ2α−2B−20 ). (172)
This yields claim (i).
In claim (ii), the fact that inequality (153) holds with constants C1 and C2 given
by (131) follows by estimating C1 and C2 as in the proof of Theorem 3.5. Finally,
using inequalities (94), (95), (151), and (154), it follows that
EΛ∼µ‖fθ(S)(Λ)− f(Λ)‖2 ≤ L(θ(S), µ)
≤ (L(θ(S), µ)− L(θ∗, µ)) + (ε20 + αR0).
This inequality together with claim (i) yields claim (ii).
4 Inverse problems and operator recurrent neural
networks
Here, we establish a direct relationship between operator recurrent neural networks
and reconstruction pertaining to an inverse boundary value problems for the wave
equation.
4.1 Boundary control
We summarize the boundary control method used to solve an inverse problem for the
wave equation. For the sake of simplicity, we present the one-dimensional case. We
consider the wave equation with an unknown wave speed c = c(x),
(∂2t − c(x)2∂2x)u(x, t) = 0, x ∈ R+, t ∈ R+ (173)
∂xu(x, t)|x=0 = h(t),
u(x, t)|t=0 = 0, ∂tu(x, t)|t=0 = 0, x ∈ R+,
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where we assume that c is a smooth positive function satisfying c(0) = 1. We denote
the solutions of the wave equation with Neumann boundary value h = h(t) by u =
uh(x, t). Function h can be viewed as a boundary source. We assume that c is
unknown, but that we are given the Neumann-to-Dirichlet map, MND =McND,
MNDh = uh(x, t)
∣∣∣∣
x=0
, t ∈ (0, 2T ). (174)
This map is also called a response operator that maps the source to the boundary
value of the produced wave. The Neumann-to-Dirichlet map is a smoothing operator
of order one, that is, it is a bounded linear operatorMND : L2([0, 2T ])→ H1([0, 2T ]),
where Hs([0, 2T ]) are Sobolev spaces. An alternative to approximateMND by a ma-
trix would be to choose suitable bases in the Hilbert spaces L2([0, 2T ]) and H1([0, 2T ])
and represent MND with respect to the relevant basis vectors. An alternative that
avoids using two different bases, is to consider the bounded operator Λ = Λc,
Λc = ∂tMcND : L2([0, 2T ])→ L2([0, 2T ]), (175)
and approximate this operator in a basis of the Hilbert space L2([0, 2T ]). In this
paper, we use this option and consider operator (175) as the given data.
The travel time of the waves from the boundary point 0 to the point x is given
by
τ(x) =
∫ x
0
dx′
c(x′)
. (176)
We consider the set M = [0,∞) as a manifold with boundary endowed with the
distance function dM(x, y) = |τ(x)− τ(y)| that we call the travel time distance. We
denote by M(s) = {x ∈ R+ : τ(x) ≤ s} the set of points which travel time to the
boundary is at most s. The set M(s) is called the domain of influence. The function
τ is strictly increasing and we denote its inverse by
χ = τ−1 : [0,∞)→ [0,∞),
that is, τ(χ(s)) = s. The function χ(s) is called the travel time coordinate, because
for every time s it gives a point x whose travel time to the boundary is s. Next, we
explain how the data operator Λ measured on the boundary can be used to compute
the wave speed function in the travel time coordinate, that is, c(χ(s)), and after that,
how this reconstruction process can be approximated by an algorithm that has the
same form as the neural network in (4)-(5).
We define
Sf(t) =
∫ t
0
f(t′) dt′. (177)
We observe that ∂tMcND =McND∂t, and, hence, we have McND = SΛ = ΛS.
We denote
〈uf (T ), uh(T )〉L2(M) =
∫
M
uf (x, T )uh(x, T )c(x)−2 dx (178)
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and ‖uf (T )‖L2(M) = 〈uf (T ), uf (T )〉1/2L2(M). By the Blagovestchenskii identity, see for
example [14, 39], we have
〈uf (T ), uh(T )〉L2(M) =
∫
[0,2T ]
(Kf)(t)h(t) dt, (179)
while
〈uf (T ), 1〉L2(M) =
∫
[0,2T ]
f(t)ΦT (t) dt, (180)
where
K = JSΛ−RΛSRJ, (181)
Rf(t) = f(2T − t) “time reversal operator”, (182)
Jf(t) = 1
2
1
[0,2T ]
(t)
∫ 2T−t
t
f(s) ds “time filter”, (183)
ΦT (t) = (T − t)1[0,T ](t). (184)
Here, J : L2([0, 2T ])→ L2([0, 2T ]) and R : L2([0, 2T ])→ L2([0, 2T ]).
In the boundary control method the first task is to approximately solve the fol-
lowing blind control problem: Can we find a boundary source f such that
uf (x, T ) ≈ 1
M(s)
(x) ? (185)
Here, 1A is the indicator function of the set A, that is 1A(x) = 1 for x ∈ A, zero
otherwise. The problem is called a blind control problem because we do not know
the wave speed c(x) that determines how the waves propagate in the medium, and
we aim to control the value of the wave at the time t = T . This control problem
can be solved via regularized minimization problems. In [40] the problem was solved
using Tikhonov regularization, while in this paper we consider sparse regularization
techniques that are closely related to neural networks.
4.2 Variational formulation and sparse regularization
In sparse regularization, we represent the function f(t) ∈ L2([0, 2T ]) in terms of
orthogonal functions ψj(t) ∈ L2([0, 2T ]), j = 1, 2, . . . , n, where n ∈ N+ ∪ {∞}, such
that ∥∥∥∥∥
n∑
j=1
fjψj
∥∥∥∥∥
L2([0,2T ])
≤ C0
n∑
j=1
|fj|. (186)
Here, the case n < ∞ corresponds to numerical approximations with a finite set of
basis functions, and the case n = ∞ corresponds to the ideal continuous model; we
consider these two cases simultaneously. When n =∞, we assume that the functions
ψj(t), j = 1, 2, . . . span a dense set in L
2([0, 2T ]).
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For f = (fj)
n
j=1, we denote
f(t) = (Bf)(t) =
n∑
j=1
fjψj(t). (187)
For n =∞, we denote `1n = `1 and ‖f‖1 =
∑∞
j=1 |fj|. For n <∞, we denote `1n = Rn
and ‖f‖1 =
∑n
j=1 |fj|.
We seek solutions for which f = (fj)
n
j=1 ∈ `1n is a sparse vector. Such sparse vectors
correspond to sources that are generated by a small number of basis functions ψj. We
let Ps : L
2([0, 2T ])→ L2([0, 2T ]) denote the mulitiplication by the indicator function
of the interval [0, s], that is, (Psf)(t) = 1[0,s](t) f(t).
To obtain approximate solutions of control problem (185), we consider an
`1n−regularized version of the minimization problem,
min
f∈`1n
‖uPsBf ( · , T )− 1‖2L2(M) + α‖f‖1, (188)
where α > 0 is a regularization parameter. This minimization problem is equivalent
to finding f that solves
min
f∈`1n
〈KPsBf , PsBf〉L2([0,2T ]) − 2〈PsBf ,ΦT 〉L2([0,2T ]) + α‖f‖1, (189)
where K = JSΛ − RΛSRJ as before. We denote the solution of this minimization
problem by fα,s.
Minimization problem (189) can be solved using the Iterated Soft Thresholding
Algorithm (ISTA) [22]. The standard ISTA algorithm is the iteration
f (m+1)s = σα(f
(m)
s −B∗Ps(JSΛ−RΛSRJ)PsBf (m)s +B∗PsΦT ), m = 1, 2, . . . , (190)
where f
(m)
s ∈ `1n, f (0)s = 0 and σα is the soft thresholding operator, given by
σα(x) = max(0, x− α)−max(0,−x− α) = ReLU(x− α)− ReLU(−x− α) (191)
for x ∈ R; for a vector x = (xj)nj=1 it is defined componentwise.
By [22],
fα,s = lim
m→∞
f (m)s , (192)
where the limit is taken in `1n, and the convergence in this limit is exponential. We
denote fα,s = Bfα,s. When n =∞, we have by Appendix A that
lim
α→0
ufα,s(., T ) = 1
M(s)
(.) (193)
in L2(M).
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4.3 Reconstruction
When the minimizers fα,s are found for all s ∈ [0, T ] with small α > 0, we continue
the reconstruction of the wave speed by computing the volumes of the domains of
influence,
V (s) = ‖1M(s)‖2L2(M) = lim
α→0
〈ufα,s(T ), 1〉L2(M) = lim
α→0
〈fα,s,ΦT 〉L2([0,2T ]), (194)
where s ∈ [0, T ]. We note that M(s) = [0, χ(s)]. In particular, V (s) determines the
wave speed in the travel time coordinate,
v(s) =
1
∂sV (s)
, (195)
That is,
v(s) = c(χ(s)), χ(s) =
∫ s
0
v(t) dt. (196)
When v(s) is obtained, we can find the wave speed c(x) also in the Euclidean coor-
dinates using the formula,
c(x) = v(χ−1(x)). (197)
However, in our reconstruction, we consider the function v(s) as the final result.
4.4 Identification with operator recurrent networks
The ISTA algorithm iteration (192) produces f
(n0)
s after n0 steps. We observe that
this iteration can be expressed by defining
g(3m+1)s = f
(m)
s , g
(3m+2)
s = PsBf
(m)
s , g
(3m+3)
s = RJPsBf
(m)
s (198)
and viewing it as the neural network Λ 7→ f(α,s)(Λ), where f(α,s)(Λ) = g(3`0+1)s , in
which, for m = 0, 1, . . . , `0
g(3m+3+1)s = σα(I g
(3m+1)
s −B∗PsJSΛg(3m+3)s +B∗PsRΛg(3m+2)s +B∗PsΦT ), (199)
g(3m+3)s = PsBg
(3m+1)
s , (200)
g(3m+2)s = SRJPsBg
(3m+1)
s (201)
and g
(1)
s = 0. This is motivated by the notion of unrolling. As the low-pass filter
operator J and the integrator S are compact operators in L2(0, 2T ), and moreover,
the operators SRJPs and PsJS appearing above are in a Schatten class Sp with
index p > 1/2, we approximate the above algorithm as a neural network with weight
matrices of the form (19), and
A`,k = A`,k,(0) + A
`,k,(1)
θ , B
`,k = B`,k,(0) +B
`,k,(1)
θ , (202)
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where the A`,k,(0) and B`,k,(0), considered as fixed operators in a suitable basis are
zero operators, identity operators, projectors Ps or PsR, and A
`,k,(1)
θ and B
`,k,(1)
θ are
operators SRJPsB and B
∗PsJS appearing in (199)-(201), which are Schatten class
operators, in Sp with index p > 1/2. When n <∞, the generalized Ho¨lder inequality
implies for a matrix A ∈ Rn×n and p > 1/2 that
‖A‖S1/2(Rn×n) ≤ n1/r‖A‖Sp(Rn×n), (203)
where r = p/(2p− 1). Furthermore, B∗PsΦT in (199)-(201) are the bias vectors.
We have included the fixed operators A`,k,(0) and B`,k,(0) in the network architec-
ture, because then for any given value of s ∈ [0, T ] the computation of f (`0)s in the
discretized boundary control method can be written as an operator recurrent net-
work fθs(Λ) of the form (5). Here, parameters θs of the operator recurrent network,
fθs(Λ), depend on s. Also, by (203), when n <∞, it follows that the neural network
(199)-(201) of depth 3`0 + 1 has the sparsity bound
R(θs) ≤ `0(‖B∗SRJPsB‖S1/2(Rn×n) + ‖B∗PsJSB‖S1/2(Rn×n)) (204)
≤ Cr`0n1/r,
where r <∞ is arbitrary and Cr depends on r.
In the discretized boundary control method we need to compute the functions
f
(`0)
s that approximate functions fα,sj , for parameter values s = sj, j = 1, 2, . . . , K,
given by
sj = jT/K ∈ [0, T ]. (205)
Then, f
(`0)
sj = fθsj (Λ). We also denote s0 = 0 and fθs0 (Λ) = 0.
We may add one linear layer G1 into the neural network that computes the deriva-
tive in (195) using finite differences,
Dα(sj) :=
1
vα(sj)
=
Vα(sj)− Vα(sj−1)
sj − sj−1 (206)
=
1
sj − sj−1 (〈fα,sj ,ΦT 〉L2([0,2T ]) − 〈fα,sj−1 ,ΦT 〉L2([0,2T ])),
where j = 1, 2, . . . , K and
Vα(sj) = 〈fα,sj ,ΦT 〉L2([0,2T ]), (207)
cf. (194). We denote G1(fα,s1 , fα,s2 , . . . , fα,sK ) = (Dα(s1), . . . , Dα(sK)).
Approximating the componentwise function s → s−1 via a standard neural net-
work G2 : RK → RK , of the form (1)-(3), we obtain a neural network F~θ, ~θ =
(θs1 , . . . , θsK ) of the form
F~θ(Λ) = G2(G1(fθs1 (Λ), fθs2 (Λ), . . . , fθsK (Λ))), (208)
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which output approximates the values v(sj) = c(χ(sj)), j = 1, 2, . . . , K. By using
[76], steps (207) and (206) (see also Theorem 2.1), and the function s → s−1 can
be approximated by a neural network G2 of the form (4)-(5). Finally, by (204), the
neural network F~θ in (208) can be written as an operator recurrent network that has
the sparsity bound
R(~θ) ≤ C ′rK`0n1/r, (209)
where r <∞ is arbitrary and C ′r depends on r.
The low-pass filter operator J is in a Schatten class
Here, we show that the low-pass filter operator J used above is in a Schatten class with
p>1. We consider the extension of low pass filter operator J : L2(0, 2T )→ L2(0, 2T ).
It can be written as
J = A−1/2 ◦ (A1/2 ◦ J), (210)
where A = − d2
dx2
+ 1 where d
2
dx2
is Laplace operator defined as an unbounded self-
adjoint operator in L2([0, 2T ]) with Neumann boundary condition, D(A) = {f ∈
H2([0, 2T ]) : df
dx
(0) = 0, df
dx
(2T ) = 0}, where Hs([0, 2T ]) are Sobolev spaces,
D(A1/2) = H1([0, 2T ]) and A1/2 ◦ J∗ : L2([0, 2T ]) → L2([0, 2T ]) is a bounded
operator. As the eigenvalues of A are of the form λj = cT j
2 + 1, the eigenval-
ues of A−1/2 : L2([0, 2T ]) → L2([0, 2T ]) are (cT j2 + 1)−1/2, and, hence, A−1/2 :
L2([0, 2T ]) → L2([0, 2T ]) is in the Schatten class Sp(L2(0, 2T )) with p > 1. As the
Schatten classes are operator ideals, this implies that
J ∈ Sp(L2(0, 2T )), with p > 1. (211)
In the same way, we observe that S ∈ Sp(L2(0, 2T )) with p > 1 and hence the
operators SJ and SRJ appearing in (190) satisfy SJ , SRJ ∈ Sp(L2(0, 2T )) with
p > 1/2. Thus, when we approximate these operators by matrices representing
operators in a space spanned by finitely many basis functions ψj, it is natural to
assume that the S1/2-norms of these matrices are bounded with some relatively small
constants.
Furthermore, we note that the “bias functions” ΦT are in the Sobolev spaceH
1([0, 2T ]),
that is, a compact subset of L2([0, 2T ]) and therefore ΦT can be approximated by a
vector which coordinates are a sparse sequence.
In summary, the boundary control method can be approximated by an operator
recurrent network of the form (4)-(5), where the weight operators A and B are either
Schatten class operators (which we can train with sparsity regularization to obtain
a better algorithm), or simple operators, such as the time-reversal operator R or the
projector Ps that we may consider as fixed in the neural network and that we do
not train. The time reversal operator is extensively used in imaging applications; see
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for example [7, 16]. Also, the bias vectors can be approximated by sparse vectors.
Furthermore, we observe that if we consider sparse regularization leading to activation
functions that are linear combinations of ReLU functions, we do not specify in the
neural network formulation what the basis function ψj are. Thus the training of the
neural network also leads to finding a basis that is optimal for sparse regularization.
4.5 Discretization error versus depth and width of the net-
work
Here, we estimate the error in the point of departure of the network design in the
main body of this paper. By stability and error analyses of the boundary control
method, we can estimate how well the discretized boundary control method works
and what are the error estimates for all wave speeds c in the set
V3 = {c ∈ C3(M) : C0 ≤ c(x) ≤ C1, ‖c‖C3(M) ≤M, supp(c− 1) ⊂ I0}, (212)
where I0 ⊂ R+ is a compact interval. We use C as a generic constant which depends
on parameters of the space V3 and which value may be different in each appearance.
We consider the discretization of analytical algorithms that reconstruct c(x), with
error Cδ in the L∞(M)-norm, from the map Λ, or from the mapMND. To this end,
we denote ε = δm, where m = 270. In [39], it was shown for the discretized boundary
control method that we can compute the wave speed with error Cδ = Cγ, with
Ho¨lder exponent γ = 1/m, when we discretize the time interval [0, T ] with a grid of
N0() = C
−4/7 points and measurement operatorMND is given with an error  in the
operator norm in L2(0, 2T ). In this paper we omit the analysis of the measurement
errors in the Neumann-to-Dirichlet map, and consider only the discretization error,
that is, the error caused by approximating the infinite dimensional operators by
finite dimensional matrices. The discrete BC-method in [39] requires solving K ≤
C−1/18 = Cδ−270/18 minimization problems of the form (188), that is, for each value of
sj in (205). Moreover, as by [22] the iteration in the ISTA algorithm has exponential
convergence to the solution of the minimization problem, we conclude that the linear
system can be solved with accuracy C using an iteration of C log(−1) steps that
each require a composition of linear operators and the operator MND.
From the discretization error estimates we may deduce estimates for the depth
and width of the operator recurrent neural network based on a scenario without
training: The upper bound for the depth is L and the upper bound for the width n
is
L ≤ C log(δ−1), n ≤ C−4/7−1/18 ≤ C−9/14 ≤ Cδ−175. (213)
Moreover, as K ≤ C−1/18, we see that this neural network can be written as F~θ given
in (208) that has the sparsity bound
R(~θ) ≤ C ′KLn1/r ≤ C ′δ−270/18 · log(δ−1) · δ−175/r ≤ C ′′δ−16 (214)
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where r <∞ is arbitrary and C,C ′ and C ′′ depend on r. In particular, this implies,
in terms of Definition 3.2, that the map Λc → c, solving the inverse problem for the
wave equation, can be approximated with accuracy ε0 = Cδ by a neural network
Λ→ F~θ(Λ) where ~θ has the sparsity bound R0 ≤ C ′′δ−16. Note that here we do not
require that the absolute values of the components of the vector ~θ are bounded by
one. However, this happens if T or the parameters of the set V3 are sufficiently small.
The above worst case estimate gives also an upper bound how well an optimally
trained neural network performs. However, if one is interested in reconstructing a
wave speed c in a subset X ⊂ V3 and uses training data sampled from the set X,
then the trained network is by our analysis close to an optimal neural network that
will most likely perform better than the neural network with a priori determined
parameters approximating the boundary control method for three reasons: First,
the optimal neural network is optimized to the subset X, not the larger class V3.
Second, the neural network is based on theoretical estimates that prove worst case
errors in all substeps. Third, the algorithm with a priori determined parameters does
not estimate the average error in the reconstruction, but absolute error and thus the
optimal neural network that optimizes the expected error may perform better.
A Appendix: Time reversal algorithm with sparse
regularization
In this appendix we consider how the results in [14, 39] can be generealized in the
case when one regularizes the `1 term of the source term.
Let B : `1 → L2(0, T ) be an operator such that there is C0 > 0 such that
‖Bf‖L2(0,T ) ≤ C0‖f‖`1 . For example, when s > 1/2, the Besov space Bs11(S1) on the
unit circle S1 is subset of L2(S1) (that is isomorphic to L2([0, T ])). Moreover, there
is an isomorphism B : `1 → Bs11(S1) of the form (187), where ψj are wavelets [70].
Theorem A.1. Assume that B(`1) ⊂ L2(0, T ) is a dense subset. Let r ∈ [0, T ] and
α > 0. Let us define
Sr = {f ∈ L2(0, T ) : supp(f) ⊂ [T − r, T ]}. (215)
Then the regularized minimization problem
min
f∈`1
(〈Bf,KBf〉L2(0,T ) − 2〈Bf,ΦT 〉L2(0,T ) + α ‖f‖`1) (216)
has a minimizer fα,r. Moreover u
Bfα,r(T ) converges to the indicator function of the
domain of influence,
lim
α→0
∥∥uBfα,r(T )− 1M(r)∥∥L2(M ;dV ) = 0. (217)
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Proof of Theorem A.1. Let α > 0 and let f ∈ `1. We define the energy function
E(f) := 〈PsBf,KPsBf〉L2(0,T ) − 2〈PsBf,ΦT 〉L2(0,T ) + α ‖f‖`1 . (218)
The finite speed of wave propagation implies supp (uPsBf (T )) ⊂M(r). Moreover, by
the Blagovestchenskii formula we have
E(f) =
∥∥uPsBf (T )− 1M(r)∥∥2L2(M ;dV ) − ∥∥1M(r)∥∥2L2(M ;dV ) + α ‖f‖`1 . (219)
Let (fj)
∞
j=1 ⊂ `1 be such that
lim
j→∞
E(fj) = inf
f∈`1
E(f) =: E∗
Then
α ‖fj‖`1 ≤ E(fj) +
∥∥1M(r)∥∥2L2(M ;dV ) ≤ E∗ + vol(M) = E∗∗,
and we see that (fj)
∞
j=1 is bounded in `
1 and satisfies ‖fj‖`1 ≤ α−1E∗∗.
The space `1 is the dual of the space c0 of sequences converging to zero. Thus by
Banach-Alaoglu theorem, Hilbert space, there is a subsequence of (fj)
∞
j=1 that weak
∗
converges in `1. Let us denote the limit by f∞ ∈ `1 and the subsequence still by
(fj)
∞
j=1.
When y = (yi)
∞
i=1 ∈ `1, we denote pk(y) = (yi)ki=1 ∈ Rk. Now, we see that as
(fj)
∞
j=1 weak
∗ converges to f∞ in `1, we have for all vectors gk = (δjk)∞j=1 ∈ c0 that
(fj, gk)`1,c0 → (f∞, gk)`1,c0 as j → ∞. Hence we see that pk(fj) converge to pk(f∞)
and for all k and
k∑
i=1
|(f∞)i| ≤ lim
j→∞
k∑
i=1
|(fj)i| ≤ ‖fj‖`1 ≤ α−1E∗∗.
Taking limit k →∞ we see that ‖f∞‖`1 ≤ α−1E∗∗.
The map UT : L
2(0, T ) → H1(M), mapping UT : h 7→ uh(T ), is bounded. The
embedding I : H1(M) ↪→ L2(M) is compact and thus UT is a compact operator
UT : L
2(0, T )→ L2(M).
As PsBfj is a bounded sequence in L
2(0, T ), we see that by replacing the sequence
(fj)
∞
j=1 by its suitable subsequence, we can assume that u
PsBfj(T ) → uPsBf∞(T ) in
L2(M) as j →∞.
The above yields that
E(f∞) = lim
j→∞
∥∥uPsBfj(T )− 1M(r)∥∥2L2(M ;dV ) − ∥∥1M(r)∥∥2L2(M ;dV ) + α ‖f∞‖`1
≤ lim
j→∞
∥∥uPsBfj(T )− 1M(r)∥∥2L2(M ;dV ) − ∥∥1M(r)∥∥2L2(M ;dV ) + α lim infj→∞ ‖fj‖`1
= lim inf
j→∞
E(fj) = inf
f∈Sr
E(f),
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and thus f∞ ∈ `1 is a minimizer for (218).
As B(`1) ⊂ L2(0, T ) is a dense subset, we see by using Tataru’s approximate
controllability theorem that
{uPrBf (T ) ∈ L2(M(r)); f ∈ `1}
is dense in L2(M(r)). Let δ > 0. For  = δ
2
2
, let us choose f ∈ `1, such that∥∥uPrBf(T )− 1M(r)∥∥2L2(M ;dV ) ≤ . (220)
Using (219) we have∥∥uPrBfα,r(T )− 1M(r)∥∥2L2(M ;dV ) ≤ E(fα,r) + ∥∥1M(r)∥∥2L2(M ;dV ) .
Because E(fα,r) ≤ E(f) we have∥∥uPrBfα,r(T )− 1M(r)∥∥2L2(M ;dV ) ≤ ∥∥uPrBf(T )− 1M(r)∥∥2L2(M ;dV ) + α ‖f‖`1 .
≤ + α ‖f‖`1 .
When 0 < α < αδ =
δ2
2‖f‖`1
, we see that∥∥uPrBfα,r(T )− 1M(r)∥∥L2(M ;dV ) ≤ (+ α ‖f‖`1) 12 = δ.
Thus
lim
α→0
∥∥uPrBfα,r(T )− 1M(r)∥∥L2(M ;dV ) = 0.
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