Given standard di usion-based option pricing assumptions and a set of traded European option quotes and their pay-o s at maturity, w e identify a unique and stable set of di usion coe cients or volatilities. E ectively, we invert a set of option prices into a state-and time-dependent volatility function. Our problem di ers from the standard direct problem in which v olatilities and maturity p a y-o s are known and the associated option values are calculated. Speci cally, our approach, which is based on a small parameter expansion of the option value function, is a nite di erence-based procedure. This approach builds on previous work which has followed Tikhonov's treatment o f i n tegral equations of the Fredholm or convolution type. An implementation of our approach with CBOE S&P 500 option data is also discussed.
In this paper, we address the general problem of inverting option prices into a stateand time-dependent volatility function. Speci cally, we build on the foundation of research by Rubinstein 24] , Shimko 25 ], Derman and Kani 11] and DuPire 13] . Like Rubinstein, we use an optimization-based method with a nite set of option prices like Shimko, Derman-Kani and Dupire we work with the continuous-time speci cation. Taken together, these works leave o p e n t wo important questions regarding their volatility surface estimates: uniqueness and stability. 1 These two c haracteristics are important in estimating time-and state-dependent o ption volatility, and the volatility surface estimation problem belongs to the mathematical class of \ill-posed" problems. The ill-posedness problem is seen in nance in the context of multicollinearity and regression, estimation of nonnormal interest rate process parameters, extraction of a term structure from a set of bondprices and asset pricing factor identi cation. Ill-posedness implies that small changes in data inputs can generate large changes in parameter estimates and estimates of parameter signi cance. In the option valuation and hedging context, the e ect of ill-posedness on derivative estimates that are used as hedging parameters is especially problematic.
Our solution to this problem, built on Tikhonov's regularization approach, suggests alternative iterative discrete linear system-based estimation procedures. Among this second set of works, Avellaneda et. al. is closest in spirit to our work in that they also estimate true local volatility surface. Furthermore, their regularizer is analogous to the one that we u s e i n estimation. The other works either explicitly or implicitly estimate volatility curves for particular maturities and then interpolate local volatilities from these estimates. As these works are, e ectively, curve tting implementations, the regularizers used are de ned by second derivatives (the Laplacian) alone. For surface estimation, such regularizers are not su cient to control poles (spikes) in the parameter estimate surface. For some related discussion, also see Silverman 26] . 2 Work following Whaba 30] is also related. We minimize a least squares goodness of t criterion that is smoothed by Sobolev norms that are related to the parameter vector. Our treatment of a complicated nonlinear model, which i n volves solution of a parabolic partial di erential equation subject to boundary conditions, contributes to the statistics literature. Fisher, Nychka and Zervos 14], and Adams and Van Deventer 1] smooth a deterministic term structure. A it-Sahalia 2] has developed a kernel-based estimator for spot interest rate-contingent v olatilities. Ait-Sahalia and Lo 3] adapt this approach t o t h e v olatility surface estimation problem under particular stationarity assumptions. a linearization, we propose a nite di erence-based speci cation. The value and derivative estimates generated by this procedure are unique, stable and converge to their continuous-time limits.
This paper contains seven sections and an appendix. In the rst section, we outline de nitions, assumptions and other preliminaries. The second section introduces our formulation of option implied volatility surface estimation as an inverse problem for parabolic partial di erential equations. In the third section, we recast our inverse problem by the method of small parameter. This method allows replacement of the original nonlinear volatility identi cation problem with a sequence of linear problems. The fourth section describes our iterative optimization-based procedure. The fth section treats our particular implementation, which is a nite di erence-based numerical procedure. The sixth section illustrates an application of our procedure for CBOE S&P 500 options. The seventh section outlines extensions to this work. Finally, the appendix describes the construction of a particular function that is used to expedite estimation.
De nitions, Assumptions and Other Preliminaries
In our procedure, we use the following de nitions:
S
Underlying or spot price t Calendar time (in years) T Option maturity d a t e (in years) Time to option maturity ( i n y ears), (T-t) C(t S) Call option value at the underlying price (S) and at a time (t) P(t S) Put option value at the underlying price (S) and at a time (t) K Option exercise or strike price r Continuously compounded domestic interest rate y Continuously compounded yield on the underlying (t S) Instantaneous drift of the proportional value change of the underlying 2 (t S) Instantaneous standard deviation of the spot price at price (S) and time (t) X(t) Standard Wiener process
We rst assume that the spot price follows a di usion process:
Next, we de ne the forward price relative t o a n option exercise price:
F K = e (r;y) S K Substituting this scaled forward price into equation (1), the associated forward price di usion process is the following:
Analogous to the relative forward price, we create a no-arbitrage portfolio for an exercise price-standardized call option: = F K + C K (t F K ) where C K (t F K ) = e r C(t S) K
The no-arbitrage condition requires that d = 0 a t a n y t i m e t . ByÎto's Lemma, we have
With the forward position, , equal to ;@C K @F K , the portfolio becomes riskless, implying that 1) and (3) C K (t 0) = 0 Without loss of generality, we set time t to zero so that = T, de ning T as the maximum option maturity. All option maturities are scaled to a new time variable, v, by the maximum option maturity, v = T = T v 2 0 1].
We then change the t time variable in equation (4) to the scaled time to maturity variable: 1) and (4) C K (v 0) = 0
In equation (5), the time argument o f t h e volatility function has beenchanged from t to v without noting the function change. Therefore, when the nal volatility estimates are recovered, these estimates must be transformed back from scaled time to maturity ( v) to calendar time (t). This abuse and subsequent abuses of the underlying value function de nition are tolerated to ease the notation burden. Additionally, w e emphasize that the volatility, (t S), enters equation (5) with a spot price argument, not an F K argument, with S = e (y;r) T vK F K . Analogous to the call case, put option valuation equations are derived. With put value P K , equation (5) becomes
with P K (0 F K ) = M a x ( 0 1 ; F K ) and (5) P K (v 0) = 1 Note that the underlying (F K ), call (C K ) and put (P K ) values are unitless and the exercise price index is arbitrary. Essentially, our valuation problem requires solving two fundamental parabolic partial di erential equations { equations (5) and (6) { in a variable (F K ) which is de ned on the range 0 1). Since (6) U (0 Z ) = M a x ( 0 e z ; 1) With W(v Z) = P K (v F K ), we substitute in the associated put equation (6):
i with (7) W (0 Z ) = M a x ( 0 e z ; 1) Equations (7) and (8) provide a parsimonious representation of the direct option valuation problem. Given a time and spot price dependent volatility function, we numerically integrate the equations to solve for the associated European call and put option values. Recovering the associated exercise price dependent option quotes requires two steps.
First, we map the U (v Z) a n d W (v Z) option prices into respective forward priceexercise price option prices C K (t F K ), and P K (t F K ). Second, we calculate the actual quotes, C (t S) and P (t S), in the spot price-time space. Given any exercise price, this mapping is one-to-one, with S (0) mapping to F K (T ) and Z (T ), S (T ) mapping to F K (0) and Z (0), and the corresponding elements of the spot and exercise price-adjusted forward price sets mapping accordingly.
In concluding this section, we again note our toleration of multiple abuses of the underlying value function de nition. These abuses are tolerated to ease the notation burden. Nevertheless, these multiple de nitions must be remembered when we subsequently return to the original notation.
2 The Implied Volatility Surface Inverse Problem Equations (7) and (8) de ne no arbitrage pricing relations for the European calls and puts in our sample, respectively. We h a ve data on current prices and rates (time 0 quotes) as well as maturity date option exercise values ( nal or boundary conditions). However, we do not know the subsequent time-and state-contingent di usion coe cients, which are determined by the time-and state-varying volatilities. To nd these quantities, we solve an inverse problem.
Our identi cation of the spot price process volatility parameters involves two steps. First, we solve for a single volatility function in the Z space, de ning the associated parameter set elements as (v Z). Second, we map these volatilities into the spot price-time space, (t S). As is clear from the discussion of the direct option valuation problem in section one, this mapping is one-to-one as long as a reference strike price K is chosen. This choice allows direct calculation of the volatility surface as a function of two variables. This surface consistently values all current time options and hedge parameters across all strike prices and maturities.
3 Determining (t S) by the Method of Small Parameter
We assume that a volatility function has the following form:
Now, consider a family of volatility functions,
In this \"-parametric" function family, the epsilon has neither nancial nor \physical" meaning. It is only a temporary parameter that builds a homotopy for decomposition purposes. This technique is widely used in classic applied mathematics. As will become clear, our solution does not depend on epsilon in any w ay. From this equation, we see that " = 0 corresponds to the Black-Scholes-Merton constant v olatility case, while " = 1 is the solution to our volatility surface estimation problem. Under this 6 volatility de nition, we create an \"-analogue" to equation (7):
We expand the option value function, U " (v Z), into a formal power series with respect to ":
We n e x t substitute equations (9) and (11) 
. 2 for k = 1 : : : n : : :
Equating equivalent powers of " terms, and incorporating the associated initial or boundary conditions yields the following system of equations:
with U 1 (0 Z ) = 0(13.1)
. . . 4 For a systematic treatment of these types of di erential equations (and more general ones) as well as a priori estimates for them, see Kreiss and Lorenz 20] .
and so on.
In this equation system (13), all equations except equation (13.0)] di er only in the forcing or non-homogeneous term. At each step of the iterations over these equations (starting from n=1), the forcing term is obtained from the previous equation calculation. To complete this procedure, we implyã k from equation (13:k) f o r k = 1 : : : n : : :
A full discussion of the convergence issue regarding the series P 1 n=0 U n (v Z) i s b e y ond the scope of this work. Nevertheless, a remark on this issue is in order. The smallness ofã 0 s in a proper sense guarantees the convergence of the series P 1 n=0 U n (v Z) and its derivatives.
An Iterative Optimization-based Estimation Procedure
Generally, w e de ne i = 1 n as the traded strike prices, K i , and de ne j = 1 m as the available option maturities, T 1 T 2 : : : T m;1 T m T m = T . For ease of notation, we assume that the numberof traded options, n, is the same for each maturity. Thus, we can denote v j = T j . T, Z i j = ln e (r;y) T v j S K i and U i j = e r T v j C i j (0 S) K i . Z i j is the natural logarithm of the time zero and T j maturity forward price weighted by strike price, K i . C i j (0 S ) is the time-zero call option price with strike price K i and maturity T j a n d U i j is the K i strike price-weighted and T j maturity-future value of this call.
To solve equation system (13.1),we must provide an input,ã 0 . Our estimate of this parameter is the minimizer of the following (least squares) function: 
where
For theã 1 volatility perturbation function, we de ne the associated minimand as
In this equation, 1 is called a regularizing parameter, and ( ) is a nonnegative functional (called a stabilizing functional, roughness penalty or smoother) that satis es certain conditions. Among possible stabilizing functionals, we are primarily interested in two cases
Theses stabilizing functionals are squares of the H p ; norm, where p is an appropriately chosen nonnegative integer. Though other functionals may be used, the ones de ned in equation (17) guarantee good numerical properties. Assuming that we know the regularizing parameter, 1 , we solve forã 1 as the minimizer of optimand (16) . Therefore, the only remaining issue, theoretically, is to determine 1 . We determine the regularizing parameter by the discrepancy method of Tikhonov and Arsenin 28].
9 Thus, we de ne a discrepancy function as follows:
The parameter is a bound on the least-squares error of the traded option quotes and is nonnegative. More precisely, de ne U i j as the actual call option value at time zero and spot price, S(0). Following our de nition of the quoted trade option prices, U i j , the actual U i j are also scaled by strike price, K i and maturity date, v j .
We do not expect the quoted trade prices and the actual option values to coincide for several reasons: 6 Nonsynchronous option and spot quotes, bid-ask costs and other factors introduce valuation errors, U i j ; U i j . We identify as a boundon the size of the least squares error:
With the parameter given, our solution for the unique volatility function,ã 1 , is the minimizer of optimand (16) . We choose the regularizing parameter of discrepancy function equation (18) such that 1 ( 1 ) = 0 (20) Note that the regularizing parameter, 1 , is the root of the discrepancy function, equation (18) . The general theory of Tikhonov and Arsenin 28] guarantees that a unique solution to our problem exists. For the (ã 1 ) ( F 1 )] regularizer, the choice of 1 by the discrepancy method delivers theã 1 (v Z) F 1 (v Z)] with the minimum H p ; norm among the set of all possibleã 1 (v Z) F 1 (v Z)], which give the same least-squares error. Theã 1 (v Z) F 1 (v Z)] associated with this minimum norm is unique. 6 The option market \e ciency" literature provides relevant benchmarks. E.g. Galai 15 ] and Klemkosky and Resnick 19] for CBOE equity options and Bodurtha and Courtadon 7] for PHLX American currency option prices, among many.
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In our nite di erence-based numerical implementation, we w ork with the H 2 ;norm.
In our application, we w ork with the computationally tractable H 0 ; norm. These loworder norms are su cient for our purpose, a rigorous implementation requires stabilizing functionals, H p ; norms, of the fourth order or higher.
A Finite Di erence-Based Numerical Implementation
To use our algorithmic approach, we solve two separate minimization problems. 7 We rst calculate the Black-Scholes-Merton model implied volatility for a xed numberof option quotes. We nd the minimizer by a Newton-Raphson search for the zeros of the optimand derivative with respect toã 0 . Although this initial estimate can be regularized, we have found that the regularized procedure converges quickly to the usual estimate.
Based on a closed-form expression for our U 1 (v j Z i j ) terms and their partial derivatives, we can use a numerical integration procedure to discretize them. We obtain a system of linear equations by equating the appropriateã 1 (v q Z r ) or F 1 (v q Z r )-associated partial derivatives to zero. (Note that q and r are discretization indices.)
For computational convenience, we introduce a n a l change of variables: = Z ;ã 0 v (21) This change corresponds to the introduction of a "moving frame of coordinates" in classical mechanics. Additionally, w e denote a k (v ) = a k (v Z) f o r k = 1 : : : n : : : , and
System of equations (13:0), (13:1), : : : , (13:n), and so on is equivalent to the following system:
with H 0 (0 ) = M a x 0 e ; 1 = U 0 (0 Z ) = M a x 0 e Z ; 1
We discretize our problem with time steps v and state spacing . N+1 and N+1 = L. 1 2 ::: n are internal grid points that belong to (;L L). To discretize equation (22:1), we use an explicit nite di erence scheme with a rstorder forward di erence formula for @H 1 @v , and a second-order central di erence formula for @ 2 H 1 @ 2 . These discrete approximations, which are accurate to the rst and second order, respectively, result in a trinomial method.
For a stable trinomial system, we require the risk-neutral probability of an up or down step P 0 , to satisfy the following inequality:
Our discretization of equation (22: (23) as the equality. In this case, the probability o f n o movement is zero, and the trinomial method reduces to the binomial method.
The updated j+1st time step value is calculated from P 0 , a n d @ 2 H 0 @ 2 (i j) = @ 2 H 0 @ 2 (v j i ), as well as the previous (j t h ) step H 1 (i j) = H 1 (v j i ), and a 1 (i j) = a 1 (v j i ). At all steps, the @ 2 H 0 @ 2 (i j), terms are identi ed from the calculation of H 0 (i j). With boundary conditions H 1 = 0 at = L, the equation (24) With a complete set of option quotes, we can easily solve system (27) . Unfortunately, the option quote set is not complete in the coordinate space of vector H 1 . Therefore, becausevector H 1 is under-determined, the associated system is also under-determined. To resolve the under-determination of system (27), we use two steps: projection and regularization.
For the projection step, we recall that m is the numberof quoted option maturities and n is the number of quoted option strike prices for each maturity. We then let P : R M x N ! R mxn bethe standard projection of the Euclidean space R M x N onto its (mxn) dimensional subspace.
Denoting H 1 p = P H 1 , we de ne A p to be the (mxn)x(M x N ) rectangular matrix that is obtained by eliminating the rows of matrix A that correspond to the nonquoted options. Rearranging equation (27) , we now have
Because the equation (28) system has more variables than equations, the system possesses an in nite number of solutions (or no solution at all.) To i d e n tify a reasonable solution, we next implement a Tikhonov regularization.
To de ne the regularizer, or roughness penalty, w e i n troduce a general column vector on which a set of forward-di erence operators act: D (G) = 1 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 Returning to our optimand (16), we de ne our regularizer as a function of the difference operators and the general column vector, G.
or, As implied by Kreiss' discrete energy estimates, these types of regularizers guarantee the convergence of our procedure. 8 To simplify notation, we introduce a regularizing matrix:
Restating the regularizer (36), we have
To solve for a unique a 1 = a 1 (1 0) ::: a 1 (N 0) a 1 (1 1) ::: a 1 (N M; 1) ] , we de ne the discrete analogue to optimand (16) . This discrete optimand is the sum of the squared pricing errors, which are squared deviations from equation (28) 
In equations (37:0) and (37:1), we de ned two potential regularizers. We now treat the G = F 1 case in detail.
Optimand (41) We digress to the equation (27) Noting that matrix U is orthogonal and that the inverse of matrix C exists (and is much simpler than C) and requires much less storage, matrix multiplication and inversion transform equation system (42):
Equation (42) indicates the motivation for our transformations. The matrix product that multiplies the transformed regularizing parameter,~ 1 = 1 v , is una ected by the set of options that trade on a particular day. Given P 0 , M and N, the matrix product is xed.
Form the Choelsky decomposition of the original norm-related matrix B. The upper block-triangular matrix of the decomposition is matrix S. De ne L = ( C 0 ) ;1 U S 0 , and 1 = C U F 1 :
To fully solve equation (46), we may apply the generalized singular value decomposition (GSVD) of U 0 p and L 0 . 
Given an~ 1 , the solution of this diagonal system is trivial. To choose 1 , w e must solve for the root of the discrepancy function, equation (16) . Calculating the discrepancy function requires calculation of H 1 . Since the solution to equation (47) is a transformation of H 1 , 1 , we recover as follows: H 1 = U 0 X 1 . The solution to our problem is the root of 1 ( 1 ):
Since the equation is linear in F 1 , these parameter estimates may be concentrated out of the search for the discrepancy function root. Therefore, the only parameter that enters the discrepancy function (nonlinearly) is 1 . The search for 1 may follow usual bisection, secant, or other similar methods. To recover the volatility surface, we scale The table reports trade time, price and volume. Additionally, t h e average and maximum bid-ask spreads that prevailed for each option in our sample during the observation period are tabulated. Because multiple transactions of a single contract occurred within the bid-ask spread during the trading interval, these data together highlight the importance of an approximate option pricing scheme such as ours.
Over the observed trading interval, the average S&P 500 price was 743.13. Trade prices both began and ended the training interval near the minimum price of 742.28. The maximum price was 744.27.
The discount rates were 5.438% for the December maturity and 5.5625% for the March maturity. The associated stock index dividend yields were imputed from CME S&P 500 futures prices. These dividend yields were 1.722% for the Decembermaturity and 1.802% for the March maturity. The January and February maturity discount r a t e s and SPX dividend yields were interpolated from the Decemberand March values.
Across the 68 option trades, the Black-Scholes model average sum of squared errors was 2.11. To improve on the Black-Scholes model prices, we have implemented the H 0 norm regularizer-based version of our model. A lattice-based explicit nite di erence scheme is implemented with 18 variable time steps for each the four segments of the option maturity set. Figure 1 illustrates our estimation results. In Panel A, we depict the local volatility surface estimates with a 150 regularizer ( ) weight. This set of estimates has a 64% pricing error relative to the Black-Scholes model pricing error (1.35 relative to 2.11.) The minimum local volatility estimate ( = 10:25%) is associated with the at-themoney strike price and the time step just prior to the Decemberoption maturity. The maximum local volatility estimate is associated with out of the money put strike prices 13 All market prices were kindly supplied by H u l l T rading. 25 ( = 16:75%:) Across the local volatility estimates, a clear SPX price-related local volatility pattern is manifest: a v olatility trough at the money and a peak for out of the money puts. Figure 1 -Panel B depicts the estimated volatility surface as the regularization constraint is relaxed to a 33.4 ( ). In this case, the t is improved signi cantly relative to Black-Scholes (with a 39% relative pricing error). However, the estimated surface is neither su ciently smooth nor provides a fully satisfactory t. 14 To further address the model tting issue, the Figure 2 -Panels (A, B and C) plot individual option pricing errors across three maturity classes. In depicting these plots, we to emphasize that the implied volatility \prices" that are graphed vary across both time and state. Such implied volatility heterogeneity across option strikes violates the assumptions underlying the standard Black-Scholes-Merton model. However, these misspeci ed implied volatility prices have been adopted as an alternative depiction relative option values. Nevertheless, the misspeci ed estimates provide a useful rescaling of actual option prices.
In Figure we observe underpricing of low strike price options. Therefore, our example implemenation has not fully eliminated this well-known S&P 500 option pricing bias (underpricing out-of-money puts). To go further in eliminating this option strike price-related valuation bias, a state-dependent v olatility surface prior should be used instead of the at Black-Scholes volatility surface prior which we impose. Largely, this generalization follows respeci cation of the constant sigma0 2 14 In practice, the usual target for average sum of squared model errors is between the average or maximum sum of squared bid-ask spreads. As reported at the bottom of Table I (8), and rede nition of the associated equation (25) A matrix.
We h a ve also noted that the estimated volatility surface in Figure 1 -Panel B is not su ciently smooth. The roughness of our estimated volatility surface will be corrected by implementation of the H 2 norm based regularizer that has been fully speci ed in our model development. Unfortunately, this higher order norm-based method requires solution of a large scale GSVD that is beyond our current computing power. Since the H 0 norm based speci cation calculates in seconds, the associated estimates provide a useful set of real-time process control parameters. Furthermore, we strongly conjecture that increased scienti c computing power and improved methods will soon make the H 2 norm and even higher-order norm based implementations readily tractable. We note also that implementation of such higher order surface restrictions are straight-forward extensions of our approach, and that such speci cations will yield well-behaved derivative hedge parameter estimates (e.g. local volatility-based deltas and gammas.) 7 
Conclusion
The matrix transformations that we have introduced for the A p valuation operator matrix results in a sparse system. Therefore, our volatility surface estimates may becomputed in a reasonable amount of time. Additionally, xing the time and state step sizes and identifying a suitable starting value set implies that the majority of day to day volatility surface estimation calculations may bedoneonce.
In our application, we have used a forward rst-order in time and central secondorder in state explicit nite-di erence scheme. This speci cation is embodied in our de nition of the equation (25) A matrix. This scheme is both most basic and reduces to the binomial and trinomial methods that are most often used in valuingnancial derivatives. Nevertheless, higher-order one-step and multi-step explicit, implicit or predictor-corrector semi-discretization methods will be more e cient computationally. Such methods result in the equation (25) tridiagonal A matrix becoming denser band-matrices. Otherwise, the analysis is the same.
In our estimation example, we h a ve illustrated the tractability of the simplest version of our model with S&P 500 option trade data. The resulting set of estimates indicate the need to implement our full model which imposes regularization constraints up to and including the H 2 norm. 15 The linearization-based estimation procedure detailed in this paper readily generalizes for multiple state variable cases. In these cases, a multivariate normal kernel replaces the univariate normal kernel of equation (15) . Additionally, the forcing term in equation (15) and the stabilizing function of equation (17:1) becomemore complex. Nonetheless, even with multiple state variables, the required analysis of these functions and computational e ort are quite tractable. Furthermore, our framework can be extended to incorporate American and exotic option quotes. Finally, an optimizationbased framework, such as ours, leads naturally to time series analysis of the volatility surfaces. We now recall the well-known cut-o or bu er function, ( ). 16 To construct this function, we rst de ne the following in nitely di erentiable function:
Next, we construct a special in nitely di erentiable function, g ( ), s u c h t h a t g ( ) = 0 f o r 0 a n d g ( ) = 1 f o r 1:
As g 0 ( ) 0, we have 0 g ( ) 1. n ; 1 (1) n = lim (1) n ! 0 " 1 ; (1) n vL !# lim (1) n ! 0 e (1) n ; 1 -6) and lim (2) n ! 0 1 ; (2) n vL M a x 0 e (2) n ; 1 (2) n = lim (2) n ! 0 
