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ABSTRACT
The dispersion of small amplitude, impulsively excited wave trains propagating along
a magnetic flux tube is investigated. The initial disturbance is a localized transverse
displacement of the tube that excites a fast kink wave packet. The spatial and temporal
evolution of the perturbed variables (density, plasma displacement, velocity, . . . ) is
given by an analytical expression containing an integral that is computed numerically.
We find that the dispersion of fast kink wave trains is more important for shorter initial
disturbances (i.e. more concentrated in the longitudinal direction) and for larger density
ratios (i.e. for larger contrasts of the tube density with respect to the environment
density). This type of excitation generates a wave train whose signature at a fixed
position along a coronal loop is a short event (duration ≃ 20 s) in which the velocity
and density oscillate very rapidly with typical periods of the order of a few seconds.
The oscillatory period is not constant but gradually declines during the course of this
event. Peak values of the velocity are of the order of 10 km s−1 and are accompanied
by maximum density variations of the order of 10–15% the unperturbed loop density.
Subject headings: Sun: corona – Sun: magnetic fields – Sun: oscillations
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1. INTRODUCTION
In the last two decades abundant evidence about waves and oscillations in the solar atmo-
sphere has been gathered. Events of various nature (standing and propagating waves) and in
various environments (chromosphere, prominences, active regions, coronal holes) have been de-
tected. Here we present some examples, while emphasizing that the following list is not exhaustive.
In the chromosphere, propagating and standing transverse waves have been detected in spicules
(Zaqarashvili et al. 2007; Okamoto & De Pontieu 2011), in mottles (Kuridze et al. 2012), and in
active region fibrils (Pietarila et al. 2011). Regarding solar prominences, Lin et al. (2007) used
high-resolution Hα filtergrams and observed traveling transverse waves in thin filament threads.
Okamoto et al. (2007) found transverse oscillations of flowing active region filament threads ob-
served with Hinode SOT. Oscillatory events of different nature have been observed in coronal
loops: transverse oscillations of active region loops triggered by a disturbance that propagates from
the central flare site (Aschwanden et al. 1999; Nakariakov et al. 1999); high-frequency, compress-
ible waves traveling along an active region coronal loop (Williams et al. 2001, 2002); Doppler shift
oscillations caused by waves propagating in the upper part of coronal loops (Tian et al. 2012); ubiq-
uitous waves in the solar corona propagating upwards along magnetic field lines (Tomczyk et al.
2007; Tomczyk & McIntosh 2009); etc. Reviews about waves and oscillations in spicules, promi-
nences, and coronal structures can be found in Zaqarashvili & Erde´lyi (2009), Arregui et al. (2012),
Nakariakov & Verwichte (2005), and De Moortel & Nakariakov (2012).
Many of these events are examples of magnetic flux tubes being perturbed by an external
agent. The transverse loop oscillations described by Aschwanden et al. (1999) and Nakariakov et al.
(1999) are a remarkable case because time series of EUV images allow to see the lateral swaying
of a coronal loop. This particular phenomenon has been interpreted as a standing fast kink mode
oscillation. Fast kink (i.e. transverse) waves propagating along magnetic flux tubes are more
frequent in the literature than their standing oscillation counterparts. They have been observed
not only in coronal loops (e.g. Tian et al. 2012), but also in spicules (Zaqarashvili et al. 2007),
in mottles (Kuridze et al. 2012), in active region fibrils (Pietarila et al. 2011), and in filament
threads (Lin et al. 2007; Okamoto et al. 2007). What is common to all these phenomena is that an
external excitation causes the transverse displacement of a magnetic tube and that this perturbation
propagates along the tube, where it is usually detected as a time variation of the Doppler velocity
or the magnetic tube position. These propagating waves can be excited, e.g., by a periodic driver
acting at a fixed position of the magnetic tube. This has been the mechanism invoked by Verth et al.
(2010) and Terradas et al. (2010) to explain the waves propagating along the coronal magnetic field
observed by Tomczyk et al. (2007) and Tomczyk & McIntosh (2009). A fast kink wave propagating
along a uniform, cylindrical magnetic tube produces a periodic transverse motion of the tube such
as that in Figure 1(a).
Propagating transverse waves can also be generated by an impulsive, concentrated transverse
displacement of the magnetic tube (see Figure 1(b)). Such a perturbation of the magnetic tube is
a superposition of fast kink eigenmodes, each with its own amplitude. In the absence of dispersion,
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(a) (b)
Fig. 1.— Uniform cylindrical magnetic flux tube subject to (a) a fast kink mode (i.e. transverse,
periodic along the tube) perturbation and (b) a localized transverse perturbation. (A color version
of this figure is available in the online journal.)
the initial wave form would keep its original shape during its propagation, that is, the bulge of
Figure 1(b) would simply propagate unaltered along the cylinder. Fast kink eigenmodes of a
magnetic tube are dispersive, however, and so as time evolves the initial hump transforms into an
oscillatory train containing several maxima and minima. In other words, away from the excitation
point the magnetic tube can suffer not one, but several lateral oscillations about its equilibrium
position as the wave train passes by. Hence, transverse oscillations of magnetic tubes do not
necessarily require the presence of a continuous driver.
The purpose of this work is to study the dispersion of linear fast kink wave trains propagating
along uniform, cylindrical magnetic flux tubes. These wave trains are excited by an impulsive,
localized initial disturbance (Figure 1(b)). To solve this initial value problem we use a technique
based on the method of Fourier integrals (cf. Whitham 1974, Section 11.2), that consists of ex-
pressing the initial perturbation as a sum of eigenmodes. This means that the properties of the
magnetic tube eigenmodes need to be well known in advance, and for this reason their main features
are summarized in Sections 3 and 4. Next the method of Fourier integrals is applied to the cylin-
drical magnetic tube, and an analytical expression describing the spatial and temporal variation of
perturbed variables is obtained (Section 5). This formula is expressed in terms of an integral that
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contains contributions from all eigenmodes, with amplitudes that depend exclusively on the initial
conditions. Accurate approximations to this integral are computed numerically. The propagation
of a concentrated transverse disturbance is considered in Section 6, paying special attention to the
dispersion of the wave train during its propagation. An application to coronal loop transverse oscil-
lations is carried out in Section 7 and a discussion of the results and our conclusions are presented
in Section 8.
2. GOVERNING EQUATIONS
In our analysis we use the linear ideal magnetohydrodynamic (MHD) equations in the cold
plasma approximation,
ρ = −∇ · (ρ0ξ), (1)
ρ0
∂2ξ
∂t2
=
1
µ0
(∇× b)×B, (2)
b = ∇× (ξ ×B). (3)
Here ρ0 and B are the equilibrium density and magnetic field, ρ and b are the density and magnetic
field perturbations, ξ is the plasma displacement, and µ0 is the magnetic permeability of free space.
In what follows we use cylindrical coordinates (r, ϕ, z). In these coordinates ξ = (ξr, ξϕ, 0) and
b = (br, bϕ, bz). We assume that the equilibrium magnetic field is uniform and directed along the
z-axis. The equilibrium consists of a magnetic tube of radius a and plasma density ρi in a magnetic
environment with density ρe, both quantities being constants. The corresponding Alfve´n speeds
are determined by
v2Ai =
B2
µ0ρi
, v2Ae =
B2
µ0ρe
. (4)
Here we consider an overdense magnetic tube, that is, ρi > ρe and vAi < vAe.
To restrict our analysis to kink waves we assume that perturbations of all quantities are
proportional to eiϕ. Then the system of Equations (1)–(3) reduces to
∂2ξr
∂t2
− v2A
∂2ξr
∂z2
= − 1
ρ0
∂P
∂r
, (5)
∂2ξϕ
∂t2
− v2A
∂2ξϕ
∂z2
= − iP
rρ0
, (6)
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br = B
∂ξr
∂r
, bϕ = B
∂ξϕ
∂r
, (7)
P = −ρ0v
2
A
r
[
∂(rξr)
∂r
+ iξϕ
]
, ρ =
P
v2A
, (8)
where P = Bbz/µ0 is the magnetic pressure and vA stands for the Alfve´n speed at any position.
These equations have to be supplemented with the conditions that ξr and P are continuous at the
tube boundary (r = a).
The system of Equations (5)–(8) is fourth order in time. Hence, to set up an initial value
problem we need to impose four initial conditions,
ξr(t = 0, r, z) = fr(r, z), ξϕ(t = 0, r, z) = fϕ(r, z),
∂ξr
∂t
(t = 0, r, z) = gr(r, z),
∂ξϕ
∂t
(t = 0, r, z) = gϕ(r, z).
(9)
3. NORMAL (OR PROPER) MODES
3.1. Dispersion Equation and Eigenfrequencies
We next take perturbations of all variables in the form
ξr(t, r, z) = ξˆr(r) exp[i(−ωt+ kz)], (10)
and similarly for ξϕ, br, bϕ, P , and ρ. The ϕ-dependence of perturbed variables is omitted in what
follows. After substituting these expressions in Equations (5)–(8) and in the boundary conditions,
which are the conditions of continuity of ξr and P at r = a, we obtain an eigenvalue problem.
The eigenvalues are the zeros of the dispersion equation, that defines ω for a given longitudinal
wavenumber, k. This equation has been derived by many authors (e.g. Edwin & Roberts 1983)
and can be expressed as
D(ω) ≡ J
′
1(kia)
kiJ1(kia)
+
K ′1(κea)
κeK1(κea)
= 0. (11)
where J1 is the Bessel function of the first kind and first order, K1 is the modified Bessel function of
the second kind (McDonald function), and a prime indicates a derivative. The radial wavenumbers,
ki and κe, are given by
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k2i =
ω2 − k2v2Ai
v2Ai
, κ2e = −
ω2 − k2v2Ae
v2Ae
, (12)
where we take ki > 0 when k
2
i > 0, and κe > 0 when κ
2
e > 0.
A detailed description of the procedure that leads to Equation (11) can be found in Ruderman & Roberts
(2006), who also discuss the general properties of the dispersion equation. A short summary now
follows. We consider proper eigenmodes that decay exponentially with the distance from the tube.
The eigenfrequencies of these eigenmodes are the zeros of the function D(ω). If ω is an eigenfre-
quency of linear ideal MHD equations describing perturbations about a static equilibrium, then ω2
is real (e.g. Goedbloed & Poedts 2004; Priest 1984), and, consequently, ω is either real or purely
imaginary. Purely imaginary frequencies correspond to unstable solutions and since a magnetic
tube with straight field lines is stable, all eigenfrequencies must be real. The condition that the
eigenmodes must decay exponentially with the distance from the tube implies that κ2e > 0, so
ω2 < k2v2Ae (see Ruderman & Roberts 2006, for more details). Since D(ω) depends on ω
2 only, it
follows that if ω is an eigenfrequency then −ω is also an eigenvalue. The two eigenfrequencies with
opposite signs correspond to two waves propagating in opposite directions. Given that the sign of
ω is irrelevant we have only considered ω ≥ 0 in this work.
The sign of k can also be ignored because the longitudinal wavenumber only appears as k2
in the dispersion equation. In this section we restrict ourselves to solutions with k ≥ 0, although
both positive and negative k are required to obtain the solution of the initial value problem (cf.
Section 5). For any fixed k there is a finite number of eigenvalues (see Figure 2(a)). For k < kc1 (cf.
Equation (14) below) there is only one eigenvalue corresponding to the eigenmode fundamental in
the radial direction. This eigenmode does not have nodes in the radial direction. When k → 0, its
frequency tends to ckk (see Figure 2(b)), where the kink speed ck is defined by
c2k =
2
1 + ρe/ρi
v2Ai. (13)
Here we follow Ruderman & Roberts (2006) and refer to this mode as the global kink mode to dis-
tinguish it from other fast kink modes. According to Goossens et al. (2009), in the long wavelength
approximation the global kink mode has an Alfve´nic character.
When kc1 < k < kc2, there are two eigenmodes, one fundamental and one first overtone in
the radial direction. The first overtone has exactly one node in the radial direction, and this node
is inside the tube. When kc2 < k < kc3, there are three eigenmodes, one fundamental, one first
overtone, and one second overtone in the radial direction. The second overtone has exactly two
nodes in the radial direction, and these nodes are inside the tube. And so on, with the number of
eigenmodes tending to infinity when k → ∞. When k = kcn, the frequency of the nth overtone is
defined by the condition κe = 0, which gives for its frequency ω = kvAe. Then it is straightforward
to obtain the expression for kcn,
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kcn =
j1nvAi
a
√
v2Ae − v2Ai
, (14)
where j1n is the nth zero (in increasing order) of J1(x).
When solving the dispersion equation it is convenient to use the dimensionless variables ka
and ωτAi, with τAi = a/vAi the internal Alfve´n travel time. Then, one only needs to fix the density
ratio ρi/ρe (or the Alfve´n speed ratio vAe/vAi) to compute ωτAi for a given ka from Equation (11).
Some features of the global kink mode and its first radial overtones are displayed in the dispersion
diagram of Figure 2(a), computed for the density ratio ρi/ρe = 4. Such as described above, for
0 ≤ ka < kc1a there is only the global kink mode, that exists for all wavenumbers. In the range
kc1a ≤ ka < kc2a the global kink mode and its first radial overtone are the only eigenmodes, etc.
3.2. Phase Speed and Group Velocity
The phase speed and group velocity of a particular eigenmode are defined as
cph =
ω
k
, cg =
∂ω
∂k
. (15)
The phase speed gives the propagation velocity of the eigenmode with wavenumber k along the
magnetic tube. The group velocity is relevant when one considers the propagation of a wave packet,
as we do in this work. If the medium is dispersive, i.e. if cg 6= cph, then the initial shape of the wave
packet will become distorted in time as it propagates. The dependence of cg on k then determines
the shape of the packet.
We first turn our attention to the global kink mode. In the long wavelength approximation
the dispersion relation for the global kink mode propagating in the positive z-direction is ω = ckk,
so that cph = cg = ck in this limit. It is also straightforward to derive the approximate dispersion
relation valid for small wavelengths (ka≫ 1) from Equation (11),
ω ≈ vAi
(
k +
j′1
2ka2
)
, (16)
where j′1 is the smallest root of J
′
1(x). This relation is derived for the fundamental mode in the
radial direction. From the approximate dispersion relation (16) we obtain approximate expressions
for the phase speed and group velocity valid for ka≫ 1,
cph
vAi
≈ 1 + j
′
1
2k2a2
,
cg
vAi
≈ 1− j
′
1
2k2a2
. (17)
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(a) (b)
(c)
Fig. 2.— (a) Frequency, (b) phase speed, and (c) group velocity vs. the longitudinal wavenumber
for the global (i.e. fundamental) fast kink mode (solid line) and its first two overtones in the radial
direction (dashed and dash-dotted lines). The inclined and horizontal dotted lines in (a) and (b),
respectively, correspond to the frequency ω = kvAe, whereas the vertical dotted lines give the cut-off
wavenumbers kc1 and kc2 of the first and second overtones, respectively. This figure corresponds to
ρi/ρe = 4, i.e. to the Alfve´n speed ratio vAe/vAi = 2. To obtain the dimensionless quantities, the
magnetic cylinder radius (a), Alfve´n speed (vAi), and transit time (τAi = a/vAi) are used.
It follows from these expressions that both cph and cg tend to vAi as ka → ∞. We thus see that
the phase speed (group speed) is a monotonically decreasing (monotonically increasing) function
of ka for ka≫ 1.
After numerically solving the dispersion equation one can compute the phase speed and the
group velocity. The results of these calculations are presented in Figures 2(b) and (c) for the
density ratio ρi/ρe = 4. It follows from these results and the asymptotic analysis for ka ≫ 1 that
the global kink mode phase speed, cph, is a monotonically decreasing function of k. On the other
hand, the dependence of the group velocity, cg, on k is non-monotonic. When k varies from 0
to ∞, cg first monotonically decreases, takes its minimum value, which is smaller than vAi, at an
intermediate value of ka = kma, and then starts to grow monotonically tending to vAi as ka→∞.
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It is important to mention that this minimum of cg is rather shallow.
Regarding the kink mode radial overtones, we have already mentioned that the nth overtone
only exists for k ≥ kcn. For this particular wavenumber, the phase and group velocities are equal to
vAe and vAi, respectively (Figures 2(b), (c)). In addition, cph presents a monotonically decreasing
behavior whereas cg shows a non-monotonic dependence with k, with a minimum at an intermediate
wavenumber.
We next apply the information about the group velocity to explore the behavior of a localized
wave packet. Such a feature, initially concentrated in space, is the sum of eigenmodes distributed
over a wavenumber range. We can consider a wave packet with a wide range of wavenumbers as a
composition of many wave subpackets with wavenumbers confined to small intervals, so the group
velocity is approximately constant for any subpacket. Then the subpackets with higher cg travel
at the wave train front, while those with smaller cg remain at its back. According to Figure 2(c),
a concentrated perturbation made of a sum of global kink modes will disperse as it travels along
a magnetic tube, with long (short) wavelengths occupying its leading (trailing) edge. Therefore,
the various wavelengths that make an initial perturbation also arrive at different times at a given
point along the tube. If this point is a distance z0 from the source, then long wavelengths (i.e.
low frequencies) are the first to arrive, after t = z0/ck. Then progressively shorter waves with
ka < kma as well as waves with ka > kma arrive. The wavelengths with k ≈ km will be the last
reaching the detection point at a time slightly larger than z0/vAi. Regarding the nth overtone
(dashed and dash-dotted lines of Figure 2(c)), the maximum propagation speed is attained either
for wavenumbers close to kcn or for very large wavenumbers, with intermediate values of k having
smaller propagation speeds. This information determines the dispersion properties of a wave packet
made exclusively of a kink mode overtone.
We next explore the influence of the equilibrium density ratio, ρi/ρe, on the fast kink modes
group velocity. The density ratio has very little influence on the shape of the global kink mode group
velocity (solid line of Figure 3) and this implies that the description of a wave packet dispersion given
above does not change when ρi/ρe is varied. Nevertheless, ck becomes smaller when the density
ratio is reduced and so the range of variation of cg is also reduced. This in turn implies that a wave
train dispersion becomes less important for smaller values of ρi/ρe. As for the radial overtones,
Equation (14) shows that a decrease (increase) of the density ratio leads to larger (smaller) values
of the cut-off frequencies, such as can be appreciated in Figure 3. This directly affects the longer
wavelengths that can have a wave train made of a single overtone. The maximum and minimum
values of cg for a given kink overtone are also influenced by the density ratio, but the overall
dependence of the group velocity on k remains qualitatively the same.
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(a) (b)
Fig. 3.— Group velocity vs. the longitudinal wavenumber for the global (i.e. fundamental) fast
kink mode (solid line) and its first overtones in the radial direction (dashed, dash-dotted, dash–
triple-dot, long-dashed lines). The vertical dotted lines give the cut-off wavenumber, kcn, of the
nth overtone. The density ratio is (a) ρi/ρe = 2.25 and (b) ρi/ρe = 9. To obtain the dimensionless
quantities, the magnetic cylinder radius (a), Alfve´n speed (vAi), and transit time (τAi = a/vAi) are
used.
3.3. Radial Dependence of Perturbed Variables
The spatial and temporal behavior of eigenmodes is described by Equation (10) for ξˆr(r) and
similar ones for all other perturbed variables. The radial and azimuthal plasma displacements can
be written in the form
ξˆr(r) =


k−1i K1(κea)J
′
1(kir), r < a,
−κ−1e J1(kia)K ′1(κer), r > a,
(18)
ξˆϕ(r) =
i
r


k−2i K1(κea)J1(kir), r < a,
−κ−2e J1(kia)K1(κer), r > a.
(19)
Expressions for bˆr(r), bˆϕ(r), Pˆ (r), and ρˆ(r) can be obtained using Equations (7) and (8). Note that
Equations (18) and (19) are independent of the sign of ω, so they are the same for the eigenmode
propagating in the positive z-direction and the eigenmode propagating in the negative z-direction.
It follows from Equations (18) and (11) that the plasma displacement in the radial direction
is continuous at r = a and, with the aid of Equations (8), (18), and (19), it is straightforward to
show that the magnetic pressure perturbation, P , is also continuous at the tube boundary.
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4. IMPROPER MODES
The eigenmodes corresponding to the zeros of D(ω) are called proper . The corresponding
eigenfrequencies constitute the point spectrum of the eigenvalue problem. The distinctive property
of the proper eigenmodes is that they are square integrable with respect to r on the interval (0,∞).
In addition to the point spectrum there is a continuous spectrum that consists of the union of
two intervals, (−∞,−|k|vAe] and [|k|vAe,∞). Eigenfunctions corresponding to frequencies from the
continuous spectrum are called improper because they are not square integrable with respect to r
(e.g. Andries & Goossens 2007).
We explained above that there is a finite number of proper eigenmodes for a given longitudinal
wavenumber, k, and that their frequencies lie in the range 0 < |ω| < |k|vAe. On the other hand,
for a fixed k improper modes can have any frequency |ω| > |k|vAe.
4.1. Radial Dependence of Perturbed Variables
Now we obtain expressions similar to Equations (18) and (19) for improper eigenmodes. Taking
ξr, ξϕ, and P in Equations (5), (6), and (8) in the form given by Equation (10), and eliminating
ξˆr(r) and ξˆϕ(r) from the obtained expressions, we obtain the following equation for Pˆ (r),
d2Pˆ
dr2
+
1
r
dPˆ
dr
+
(
k2r −
1
r2
)
Pˆ = 0, (20)
where kr = ki for r < a, and kr = ke for r > a. Here the external radial wavenumber, ke, is given
by
k2e =
ω2 − k2v2Ae
v2Ae
, (21)
where we take ke ≥ 0.
In addition we obtain expressions for ξˆr and ξˆϕ in terms of Pˆ ,
ξˆr =
1
ρ0v2Ak
2
r
dPˆ
dr
, ξˆϕ =
iPˆ
rρ0v2Ak
2
r
. (22)
The solution to Equation (20) inside the tube regular at r = 0 is Pˆ (r) = ρiv
2
Aia
2k2eJ1(kir) (up
to a multiplicative constant). The reason for introducing the multiplier k2e will be explained later.
The factor a2 is needed for Pˆ to have the right units. The general solution to Equation (20) outside
the tube is Pˆ (r) = ρev
2
Aea
2k2e [CJJ1(ker)+CY Y1(ker)], where Y1 is the Bessel function of the second
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kind and first order, and CJ and CY are constants to be determined. Using the conditions that Pˆ
and ξˆr are continuous at r = a, and the identity (Abramowitz & Stegun 1964)
J1(z)Y
′
1(z)− J ′1(z)Y1(z) =
2
piz
, (23)
we obtain the expressions for CJ and CY ,
CJ =
piake
2ki
[
kiJ1(kia)Y
′
1(kea)− keJ ′1(kia)Y1(kea)
]
,
CY =
piake
2ki
[
keJ
′
1(kia)J1(kea)− kiJ1(kia)J ′1(kea)
]
.
(24)
Using Equation (22) and the expression for Pˆ (r) inside and outside the tube we obtain the expres-
sions for ξˆr(r) and ξˆϕ(r) for an improper eigenmode,
ξˆr(r) =


a2k2ek
−1
i J
′
1(kir), r < a,
a2ke[CJJ
′
1(ker) + CY Y
′
1(ker)], r > a,
(25)
ξˆϕ(r) =
i
r


a2k2ek
−2
i J1(kir), r < a,
a2 [ CJJ1(ker) + CY Y1(ker) ] , r > a.
(26)
Note that we have ke → 0 as ω → |k|vAe. Using the asymptotic expressions valid for small
argument (Abramowitz & Stegun 1964)
J1(z) ∼ z
2
, Y1(z) ∼ − 2
piz
, (27)
we obtain that both ξˆr(r) and ξˆϕ(r) tend to finite limits as ke → 0. If we had not introduced
the multiplier k2e in the expression for Pˆ (r) inside the tube, these perturbed variables would have
singularities at ke = 0.
It is straightforward to check that both the plasma displacement in the radial direction and
the magnetic pressure perturbation are continuous at r = a for an improper eigenmode.
5. SOLUTION BY FOURIER INTEGRALS
Now we assume that the magnetic flux tube suffers a localized, small amplitude disturbance at
a given time (t = 0). We only consider plane polarized kink waves that cause a lateral displacement
of the tube such as that of Figure 1(b). We do not require the perturbation to be periodic along
the tube, as is the case when a normal mode is excited.
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5.1. Initial Conditions
We introduce Cartesian coordinates (x, y, z) with the z-axis along the tube axis and the x-axis
in the direction of the wave polarization. We impose the initial conditions
ξx(t = 0, r, z) = ξ0ψ(r) exp(−z2/∆2), ξy(t = 0, r, z) = 0, (28)
where
ψ(r) =
{
1, r ≤ a,
exp(−(r − a)2/l2), r ≥ a.
(29)
Thus at the initial time the z = 0 cross-section of the tube is displaced a distance ξ0 from its equi-
librium position. Tube cross-sections with increasing |z| suffer smaller initial displacements. This
is accounted for by the Gaussian factor. Hence, these initial conditions correspond to a transverse
hump of the tube localized about z = 0. The shape of the magnetic cylinder of Figure 1(b) has
been obtained with these initial conditions and ξ0 = 0.5a, ∆ = 0.5a. The length of the initial hump
is of the order of 4∆.
We next derive expressions for ξr and ξϕ at t = 0. Without loss of generality we can assume
that the angle ϕ is counted from the x-axis. In Section 2 we assumed that the perturbed variables
have an azimuthal dependence proportional to eiϕ. Then, the real expressions for the r- and ϕ-
components of the displacement are ℜ (ξreiϕ) and ℜ (ξϕeiϕ), where ℜ indicates the real part of a
quantity. Now, we have the relations
ξx = cosϕℜ
(
ξre
iϕ
)− sinϕℜ (ξϕeiϕ) ,
ξy = sinϕℜ
(
ξre
iϕ
)
+ cosϕℜ (ξϕeiϕ) . (30)
Taking into account that ξx is independent of ϕ and ξy = 0, we immediately obtain from these
relations that
ξr = ξx, ξϕ = iξx. (31)
It follows from Equations (9), (28), and (31) that
fr(r, z) = ξ0ψ(r) exp(−z2/∆2), fϕ(r, z) = iξ0ψ(r) exp(−z2/∆2) = ifr(r, z). (32)
As mentioned in Section 2, the initial conditions must be completed by supplying the time
derivative of ξr and ξϕ at t = 0, that is, the functions gr and gϕ in Equation (9). We assume that
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the magnetic tube is initially at rest, and so the time derivative of ξx and ξy are initially zero.
Therefore, the same applies to ξr and ξϕ, which means that
gr(r, z) = gϕ(r, z) = 0. (33)
5.2. Solution to Initial Value Problem
Our aim now is to solve Equations (5)–(9). Since the initial conditions (9) are imposed on ξr
and ξϕ and their time derivatives, the temporal dependence of the perturbed variables is obtained
using the radial and azimuthal displacements only. For this reason it is convenient to use the
variable ξ(t, r, z) = (ξr, ξϕ) in what follows. The complete derivation of the solution for ξ(t, r, z) is
presented in Appendix A and only the main expressions are shown here. The method is based on
introducing the Fourier transform of ξ(t, r, z) with respect to z,
ξ˜(t, r, k) =
∫ ∞
−∞
ξ(t, r, z)e−ikz dz. (34)
Note that ξ˜ is also a vector and so it must be interpreted as ξ˜ = (ξ˜r, ξ˜ϕ), with ξ˜r(t, r, k) and
ξ˜ϕ(t, r, k) the Fourier transforms of ξr(t, r, z) and ξϕ(t, r, z) with respect to z.
Now, for a fixed k the displacement vector ξ˜(t, r, k) can be expressed as a linear combination of
the eigenfunctions for this value of k. According to Sections 3 and 4, these eigenfunctions are those
of proper eigenmodes (with discrete ω; |ω| < |k|vAe) and of improper modes (with a continuous
range of frequencies; |ω| > |k|vAe). Thus,
ξ˜(t, r, k) =
[
A+0 (k)e
−iω0(k)t +A−0 (k)e
iω0(k)t
]
ξˆ0(r, k)
+
N∑
j=1
[
A+j (k)e
−iωj (k)t +A−j (k)e
iωj (k)t
]
ξˆj(r, k)
+
∫ ∞
|k|vAe
[
A+ω (k)e
−iωt +A−ω (k)e
iωt
]
ξˆω(r, k) dω. (35)
In this expression, the global fast kink mode, whose frequency is denoted by ω0(k), contributes
with the terms with amplitudes A±0 (k) and its vector displacement ξˆ0(r, k) has components ξˆr(r, k)
and ξˆϕ(r, k) given by Equations (18) and (19). In Equation (35) N denotes the number of radial
overtones for the longitudinal wavenumber k. The jth overtone has frequency ωj(k) and amplitude
A±j (k). Its vector displacement, ξˆj(r, k), also has components given by Equations (18) and (19).
One must bear in mind that for |k| < kc1 no overtones exist and so the terms with amplitude
A±j (k) must be omitted. Finally, the integral in Equation (35) comes from improper modes with
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amplitudes A±ω (k); their vector displacement is denoted by ξˆω(r, k) and corresponds to ξˆr(r, k) and
ξˆϕ(r, k) in Equations (25) and (26). In what follows we do not show the dependence of eigenmode
frequencies on k explicitly and write ωj instead of ωj(k).
The coefficients A±0 (k), A
±
j (k), and A
±
ω (k) can be obtained from the initial conditions. Their
expressions are
A±j (k) =
Nj(k)
2ωj(k)Dj(k) , (j = 0, 1, . . . , N), (36)
with
Nj(k) = ρiK1(κea)
k2i
∫ a
0
[
(ωj f˜r ± ig˜r)kirJ ′1(kir)
− (iωj f˜ϕ ∓ g˜ϕ)J1(kir)
]
dr
− ρeJ1(kia)
κ2e
∫ ∞
a
[
(ωj f˜r ± ig˜r)κerK ′1(κer)
− (iωj f˜ϕ ∓ g˜ϕ)K1(κer)
]
dr, (37)
Dj(k) = ρiK
2
1 (κea)
k4i
∫ a
0
[
(rki)
2J ′1
2
(kir) + J
2
1 (kir)
] dr
r
+
ρeJ
2
1 (kia)
κ4e
∫ ∞
a
[
(rκe)
2K ′1
2
(κer) +K
2
1 (κer)
] dr
r
. (38)
Here f˜r(r, k), f˜ϕ(r, k), g˜r(r, k), g˜ϕ(r, k) are the Fourier transforms with respect to z of the initial
conditions. It follows from Equation (36) that any initial perturbation with gr(r, z) = gϕ(r, z) = 0
has A−j (k) = A
+
j (k), which implies that the initial disturbance generates two identical wave trains
that propagate in opposite directions along the magnetic tube. This is the case with our particular
choice of Equations (32) and (33), for which
f˜r(r, k) = ξ0
√
pi∆ψ(r) exp(−∆2k2/4), f˜ϕ(r, k) = if˜r(r, k),
g˜r(r, k) = g˜ϕ(r, k) = 0. (39)
Hence, ωj f˜r ± ig˜r = −(iωj f˜ϕ ∓ g˜ϕ) = ωj f˜r.
The amplitudes of improper modes are
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A±ω (k) =
Nω(k)
2ωq(ω)
, (40)
where
Nω(k) = ρia
2k2e
k2i
∫ a
0
[
(ωf˜r ± ig˜r)kirJ ′1(kir)− (iωf˜ϕ ∓ g˜ϕ)J1(kir)
]
dr
+
ρea
2k2e
k2e
∫ ∞
a
{
(ωf˜r ± ig˜r)ker
[
CJJ
′
1(ker) + CY Y
′
1(ker)
]
− (iωf˜ϕ ∓ g˜ϕ) [CJJ1(ker) + CY Y1(ker)]
}
dr, (41)
and
q(ω) =
ρev
2
Aek
2
e
ω
(
C2J + C
2
Y
)
. (42)
Again, an initial perturbation such that gr(r, z) = gϕ(r, z) = 0 has A
−
ω (k) = A
+
ω (k) and so the
contribution of improper modes is also made of two identical wave trains propagating in opposite
directions.
The last expression we need to introduce is the inverse Fourier transform of ξ˜(t, r, k),
ξ(t, r, z) =
1
2pi
∫ ∞
−∞
ξ˜(t, r, k)eikz dk. (43)
Taking into account that ξ˜(t, r,−k) = ξ˜(t, r, k), we can reduce this expression to
ξ(t, r, z) =
1
pi
∫ ∞
0
ξ˜(t, r, k)eikz dk. (44)
This formula gives the solution to our initial value problem. Note that one can separate the
contributions to ξ(t, r, z) coming from proper and improper modes only by including their respective
terms when computing ξ˜(t, r, k) from Equation (35). That is, to evaluate the contribution of proper
modes the integral in Equation (35) is eliminated, whereas this integral is the only term retained
in this expression to determine the contribution of improper modes.
Having computed the amplitudes A±j (k) and A
±
ω (k) one can also compute all other perturbed
variables, and not just the radial and azimuthal displacement. For example, to determine vr(t, r, z)
one needs to write an expression analogous to Equation (35) in which the eigenfunctions ξˆj(r, k)
and ξˆω(r, k) are replaced by those of the radial velocity components.
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5.3. Asymptotic Behavior for Large t
We now study the contribution of improper modes in Equation (35), i.e. the term with the
integral. Using integration by parts yields
∫ ∞
|k|vAe
[
A+ω (k)e
−iωt +A−ω (k)e
iωt
]
ξˆω(r, k) dω
=
i
t
[
A−|k|vAe(k)e
i|k|vAet −A+|k|vAe(k)e
−i|k|vAet
]
ξˆ|k|vAe(r, k)
+
i
t
∫ ∞
|k|vAe
{
eiωt
∂
∂ω
[
A−ω (k)ξˆω(r, k)
]
− e−iωt ∂
∂ω
[
A+ω (k)ξˆω(r, k)
]}
dω. (45)
This result shows that the third term in Equation (35) decays as 1/t with time. This is similar to
the asymptotic behavior in time of the Alfve´n continuum modes studied in Tataronis (1975) and
also in Goedbloed & Poedts (2004); see Chapter 10. Hence, the asymptotic expression for ξ˜(t, r, k)
for large time is given by the first two terms on the right-hand side of Equation (35). For |k| < kc1
there is no sum on the right-hand side of Equation (35), and the large time asymptotic behavior of
ξ˜(t, r, k) is described by the first term. The large time asymptotic behavior of ξ(t, r, z) is described
by the inverse Fourier transform of the asymptotic expression for ξ˜(t, r, k). If f˜(r, z) = g˜(r, z) = 0
for |k| > kc1, then the asymptotic behavior of ξ(t, r, z) is described by the inverse Fourier transform
of the first term on the right-hand side of Equation (35). In other words, the temporal evolution
of the magnetic tube is described by the global kink mode.
5.4. Numerical Procedure
Here we describe the steps to obtain a solution to the initial value problem from a numerical
solution to Equation (44). Normal and improper modes are treated separately.
For normal modes we consider a grid of wavenumbers and solve the dispersion relation on
this grid. Then, we have a discrete approximation to ωj(k). For a fixed k in the grid, numerical
approximations to the integrals in Equations (37) and (38) are computed. In these expressions one
must substitute ki and κe from Equation (12) and the Fourier transforms of the initial conditions
from Equation (39). By repeating these numerical integrations for all k in the grid, we end up with
numerical approximations to Nj(k) and Dj(k), so that the amplitudes A±j (k) can be obtained with
the help of Equation (36).
Concerning improper modes, we consider a two-dimensional grid of wavenumbers and frequen-
cies and since these modes only exist for |ω| ≥ |k|vAe we ignore the frequencies that do not satisfy
this condition. Now, numerical approximations to A±ω (k) can be computed in our two-dimensional
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grid following an analogous procedure to that of proper modes. Here we need to make use of
Equation (21) for ke and Equation (24) for CJ and CY .
We are ready to use Equation (44). At this point we select the time (t) and position (r, z) where
the displacement vector will be computed. A wavenumber is selected and ξ˜(t, r, k) is calculated
using Equation (35). A numerical approximation to the integral in this formula can be computed
using the approximations to A±ω (k) on the two-dimensional (k, ω) grid. Using Equation (35) for all
the wavenumbers in the grid results in a discrete approximation to ξ˜(t, r, k), that can be used to
obtain ξ(t, r, z) numerically from Equation (44).
6. NUMERICAL RESULTS
In this section we present the results of numerical calculations by examining the evolution of
the wave train in time. In the calculations presented in this work we always consider a point on the
magnetic tube boundary, that is, we set r = a. In addition, in Sections 6.1 and 6.2 the amplitude
of the initial disturbance is taken as ξ0 = 1 in arbitrary units.
6.1. Accuracy of the Numerical Solution and Contribution of Proper and Improper
Modes
The procedure outlined in Section 5.4 requires the evaluation of many approximations to inte-
grals over finite and semi-infinite intervals and so the numerical errors might become so important
that the solution is unreliable. The accuracy of the numerical solution is first judged by computing
the radial displacement of the tube boundary at t = 0 with Equation (44) and comparing it with
the imposed initial condition (fr of Equation (32)). The results are presented in Figure 4 for two
lengths of the initial tube displacement and the density ratio ρi/ρe = 4; other values of this param-
eter yield a similar outcome. Figures 4(a) and (b) show an extremely good agreement between the
initial displacement of the tube (solid line) and the solution computed with Equation (44) for t = 0
(circles). To have a better idea about the error of the numerical approximation to ξr, the difference
between these exact and numerical initial conditions is presented in Figures 4(c) and (d). This
error is everywhere smaller than 0.3%, which proves that the Fourier-based method and its nu-
merical implementation work satisfactorily. Note that this consistency of our calculations reveals
that the contributions of both proper and improper modes (solid and dotted lines, respectively,
in Figures 4(a) and (b)) have been calculated adequately or else their sum would not accurately
reproduce the initial solution. In Figure 4 we have restricted ourselves to positive z because the
numerical solutions computed with Equation (44) are symmetric with respect to z = 0, as expected.
This is not only true for t = 0, but also for t 6= 0, as can be seen in Figure 6.
Regarding the importance of proper and improper modes, Figures 4(a) and (b) show that the
first ones contribute much more than the second ones to the tube displacement at t = 0 and for this
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(a) (b)
(c) (d)
Fig. 4.— Top: initial condition for ξr along the magnetic tube (solid line) and numerically obtained
solution for t = 0 (circles). The contributions of proper and improper modes are shown as dashed
and dotted lines, respectively. Bottom: difference between the initial condition for ξr and the
numerically obtained solution for t = 0. In all panels the density ratio is ρi/ρe = 4, while ∆ = a
(left) and ∆ = 4a (right), where a denotes the magnetic tube radius. It is worth recalling that the
length of the initial disturbance is of the order of 4∆.
reason proper modes are expected to determine the main features of the wave train propagation.
Moreover, we have already proven that improper modes contribution tends to zero as t tends to
infinity (Section 5.3). Then, we next concentrate on the contribution of the various proper modes
(i.e. the global kink mode and its radial overtones) to the tube transverse displacement. We restrict
ourselves to the wave packet propagating in the positive z-direction, that comes from the terms
with amplitude A+j (k) (with j = 0 for the global kink mode and j = 1, 2, . . . for its overtones) in
Equation (35). Each of these terms is multiplied by the factor ξˆj(r, k). Hence, the contribution of
each proper mode to the radial displacement for a fixed k is given by the product A+j (k)ξˆr(a, k),
where the second factor is computed with Equation (18). Note that the radial eigenfunction,
ξˆr, is calculated at r = a because we are only interested in the radial displacement of the tube
boundary. Figure 5(a) presents the product A+j (k)ξˆr(a, k) for the density ratio ρi/ρe = 4 and
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(a) (b)
(c)
Fig. 5.— Proper mode contribution to the radial displacement as a function of the longitudinal
wavenumber for (a) the density ratio ρi/ρe = 4 and ∆ = a; (b) ρi/ρe = 4 and ∆ = 4a; and (c)
ρi/ρe = 9 and ∆ = a. Solid, dashed, and dash-dotted lines correspond to the global kink mode and
its first two overtones. The third and fourth overtones in panel (c) cannot be discerned with this
vertical scale. Vertical dotted lines denote the cut-off wavenumbers of the overtones.
∆ = a; these parameter values are those of Figure 4(a). The global kink mode contribution is
much larger than that of its overtones and is concentrated in a restricted range of wavenumbers,
namely ka . 4. The first overtone, that only exists for wavenumbers larger than its cut-off, has a
much smaller contribution that also decreases with increasing k. And, finally, the second overtone
has an even smaller contribution and so its importance in the wave train propagating along the
magnetic tube must be very weak. Next we consider the same density ratio, ρi/ρe = 4, and a longer
initial perturbation with ∆ = 4a (Figure 5(b)); these parameter values are those of Figure 4(b).
Now only the global kink mode has a significant amplitude, the first overtone having a maximum
value maxk A
+
1 (k)ξˆr(a, k) = 1.1 × 10−9. The global kink mode amplitude is now concentrated in
a narrower range of k because a longer initial disturbance (fr) has a more concentrated Fourier
transform (f˜r); cf. Equations (32) and (39). Finally, increasing the density ratio while keeping the
shape of the initial perturbation unchanged has very little effect in the global mode contribution:
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compare the solid lines of Figures 5(a) and (c). Nevertheless, an increase of ρi/ρe lowers the cut-off
wavenumbers of the radial overtones and so the first overtone is present for smaller k, although its
amplitude is roughly the same: compare the dashed lines of Figures 5(a) and (c). On the other
hand, decreasing the density ratio with respect to the value of Figure 5(a) has the opposite effect
and the first overtone becomes even less important. Hence, we conclude that the shape of the wave
packet is mainly defined by the global kink mode.
6.2. Evolution of the Wave Train Shape
In Figure 6 we consider the initial solution of Figure 4(a) and show how the initial disturbance
splits into two symmetric wave packets travelling at the same speed in opposite directions along the
magnetic tube (Figure 6(a)). After a very short time (Figure 6(b)) both packets become distorted
because of dispersion and display a strong oscillation behind them. This effect becomes more
pronounced as time passes (Figure 6(c)) and more oscillations at the front and back of the wave
packet develop. Note that Figure 6 corresponds to particular values of the density ratio and length
of the initial perturbation. The results are similar for other values of ρi/ρe, but changing ∆ has
strong influence on the evolution of the wave train shape, as we will show later.
Figure 7 illustrates the effect of wave dispersion on the wave train at later time (t = 100τAi). A
comparison of Figure 7(a) with Figure 6(c) shows that the wave train has become very structured
because of wave dispersion and that a considerable length of the magnetic tube has become affected
by the initial disturbance: while the initial wave pulse has length ≃ 4∆ = 4a, at t = 100τAi the
magnetic tube section in the range 100a . z . 125a displays transverse displacements, and so
the wave train is about 6 times longer. Obviously, as the wave train disperses, its amplitude
decreases and the amplitude of the radial motion in Figure 7(a) is much smaller than that of the
initial perturbation. Figure 7(a) displays several distinct features: first, the maximum wave packet
amplitude is attained at its central part, where long wavelengths are dominant. Second, the trailing
part of the packet is made of a smaller amplitude subpacket with shorter wavelengths. And third,
the leading part of the wave train displays small amplitude, small wavelength oscillations. The
origin of these features is clear if the contributions of different modes are separated. Figure 7(b)
shows the part of the signal that comes from proper modes. This signal is almost identical to that
of panel (a), except for the leading oscillations, that therefore come from improper modes. We
go one step further and plot separately the contributions of the global kink mode (Figure 7(c))
and its first overtone (Figure 7(d)). Now it is evident that the main part of the wave train is
caused by the first of these two modes and that the trailing subpacket arises because of the first
overtone. Let us first concentrate on the first of these two subpackets. Its properties can be
fully comprehended with the help of Figures 2(c) and 5(a). The solid line of Figure 2(c) tells us
that the global kink mode has a group speed that monotonically decreases from ck ≃ 1.26vAi for
k = 0 to vAi as k → ∞, with a very shallow minimum at an intermediate wavenumber. Hence,
in Figure 7(c) (see the two rightmost vertical lines) the leading part of the subpacket travels at
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(a) (b)
(c)
Fig. 6.— Radial displacement of the magnetic tube boundary as a function of z for several times
(shown at the top of each frame). This figure shows the early evolution of the initial pulse of
Figure 4. The density ratio is ρi/ρe = 4 and ∆ = a, while the length of the initial disturbance is of
the order of 4∆.
a velocity ≃ 1.26vAi and contains long wavelengths, whereas its trailing part travels at a speed
≃ vAi and is composed of shorter wavelengths. While Figure 2(c) explains the propagation speed of
different wavenumbers, the solid line of Figure 5(a) explains their amplitude: wavenumbers around
ka = 0.5, travelling at the middle of the wave train, attain the maximum amplitude, while those
with smaller and higher k have smaller contribution and so the transverse displacement becomes
smaller as one moves from the wave train center to its sides. We now turn our attention to the first
overtone subpacket (Figure 7(d)), that displays its own distinctive features: its amplitude is some
10 times smaller than that of the global mode subpacket, it does not contain long wavelengths, and
its main contribution travels at a speed around 0.75vAi. All these properties are well explained
by Figures 2(c) and 5(a). First, the first overtone has a wavenumber cut-off and it only exists for
wavenumbers k ≥ kc1 ≃ 2.2/a, so that its contribution to the radial displacement cannot contain
long wavelengths. Second, the different amplitude of the subpackets in Figures 7(c) and (d) is
a consequence of the amplitude of these two modes, that from Figure 5(a) differ by an order of
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magnitude more or less. And third, Figure 2(c) indicates that the first overtone has a maximum
group velocity ≃ 0.98vAi and a minimum group velocity ≃ 0.78vAi for k ≃ 3.2/a, and these two
speeds very precisely limit the propagation speed of the first overtone subpacket (see the two
leftmost vertical lines in Figure 7(d)).
(a) (b)
(c) (d)
Fig. 7.— (a) Radial displacement of the magnetic tube boundary as a function of z for t = 100τAi.
(b) Contribution to the signal in panel (a) coming from all proper modes. (c) and (d) Contributions
coming from the global kink mode and its first overtone, respectively. The vertical lines correspond
to positions along the magnetic tube z = 0.78vAit, z = vAit, and z = 1.26vAit (see text). The
density ratio is ρi/ρe = 4 and ∆ = a.
We now show that the length of the initial pulse strongly determines its dispersion. Figures 6
and 7 have been obtained with ∆ = a. Increasing this parameter leads to a longer initial disturbance
for which the Fourier transform of the initial conditions (functions f˜ and g˜ in Equation (39))
becomes more concentrated around small wavenumbers. This implies that, for the particular density
ratio ρi/ρe = 4 used so far, an increase in ∆ can lead to the first overtone not being excited by the
initial perturbation. This has been shown to be the case for ∆ = 4a (see Figure 5(b)). Figure 8(a)
presents the wave train for t = 100τAi and for an initial perturbation with ∆ = 4a. Thus, except
for the value of ∆, all parameters are those of Figure 7. The wave packet for ∆ = 4a shows no
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(a) (b)
Fig. 8.— Same as Figure 7(a) for an initial perturbation of different lengths: (a) ∆ = 4a, (b)
∆ = 0.5a.
signs of the trailing oscillations (caused by the slower propagation of the first overtone) and the
leading oscillations (ascribed to improper modes) that were present in Figure 7(a). In fact, by
plotting separately these two contributions we have verified that they are negligible, so that the
wave train at t = 100τAi only contains discernible contributions from the global kink mode. There
are some similarities between the global kink mode contribution for ∆ = a and the wave train for
∆ = 4a (Figures 7(c) and 8(a)), namely the presence of long wavelengths at the front of the wave
train and shorter wavelengths at its back, and the propagation of the wave train front at a speed
ck. But there are some important differences too. The wave train in Figure 8(a) lacks the short
wavelengths of Figure 7(c), the reason being that short wavelengths have not been excited because
their amplitude is negligible (see Figure 5(b)). And since these missing wavelengths are the ones
that propagate at a smaller velocity, the wave packet is shorter compared to that of Figure 7(c)
and undergoes less dispersion, which in turn implies that it contains less extrema and has a larger
amplitude, by a factor ≃ 3. On the other hand, a shorter initial displacement with ∆ = 0.5a
imparts energy to the global kink mode and its first two overtones, whose signature is present in
the wave train of Figure 8(b). The global kink mode and its first overtone are responsible for the
oscillations between the two rightmost and the two leftmost vertical lines, such as previously found
in Figure 7. Note, however, that the relative amplitude of the first overtone to that of the global
kink mode increases when ∆/a is decreased. In addition, the second overtone is not excited for
∆ = a, but in Figure 8(b) it causes the transverse magnetic tube displacement that can be seen for
70 . z/a . 80.
Finally, the relevance of the density ratio on the dispersive spreading of the initial perturbation
is analysed. Figure 9(a) shows the magnetic tube radial displacement for ρi/ρe = 9 and for the
range of positions of Figure 7(a), so that a comparison of the two figures can be done. The main
part of the wave train, i.e. that in the range 90 ≤ z/a ≤ 140, corresponds to the global kink mode,
that propagates with group speeds between ≃ vAi and cg ≃ 1.34vAi (see two rightmost dotted lines
of Figure 9(a)). Since the kink speed increases with the density ratio, the contribution of the global
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(a) (b)
Fig. 9.— Same as Figure 7(a) for different density ratios: (a) ρi/ρe = 9; here vertical lines
correspond to positions along the magnetic tube z = 0.66vAit, z = 0.8vAit, z = vAit, and z =
1.34vAit. (b) ρi/ρe = 2.25; here vertical lines correspond to positions along the magnetic tube
z = vAit and z = 1.18vAit.
kink mode affects a slightly wider range of z in Figure 9(a) than in Figure 7(a). Regarding the
kink mode overtones, for ρi/ρe = 9 the first one has 0.66vAi ≤ cg ≤ 0.80vAi and so its contribution
lies roughly between the two leftmost vertical lines in Figure 9(a); higher overtones have even
smaller amplitude and so their contribution is negligible. Thus, depending on the value of ρi/ρe
the global kink mode and its first overtones can contribute to the wave train with packets separated
by some space (as in Figure 9(a)) or with packets that have almost no space between them (as in
Figure 7(a)). While in Figure 9(a) the density ratio is larger than the one used in Figure 7, in
Figure 9(b) it is smaller. Now the wave train is almost free from short waves and is more spatially
concentrated. The first issue is caused by the dependence of the wavenumber cut-offs with the
density ratio: for ρi/ρe = 2.25 we have kc1a ≃ 3.5 and this implies that the first overtone receives
little energy from the initial lateral displacement. Thus, the wave train of Figure 9(b) is dominated
by the global kink mode, whose range of propagation speeds decreases for smaller values of the
density ratio and for this reason the wave packet length is smaller than that of Figures 7(a) and
9(a).
7. APPLICATION TO CORONAL LOOP OSCILLATIONS
Assuming that a coronal loop suffers a sudden lateral displacement analogous to that of Fig-
ure 1(b), a wave train will then propagate along the tube and will be dispersed as it travels. To
apply our results to coronal loops, we consider a loop radius a = 250 km and a loop Alfve´n ve-
locity vAi = 500 km s
−1. Then, the internal travel time is τAi = 0.5 s. Regarding the initial
disturbance, it has a Gaussian shape along the loop (Equation (32)) and we impose an amplitude
ξ0 = a/10 = 25 km and a length given by ∆ = a (recall that the initial transverse displacement has
– 26 –
a length ≃ 4∆ along the loop). The initial disturbance is, therefore, twice longer than that depicted
in Figure 1(b). With these parameter values, Figure 7 gives the shape of the loop boundary after
t = 50 s have elapsed from the initial transverse displacement and covers the range of distances
15 Mm ≤ z ≤ 40 Mm along the tube from the position of the initial disturbance. For the adopted
value of ξ0, the vertical scale in this figure transforms into maximum transverse displacements of
the order of 3.5 km. This is a very small figure, so one may wonder whether the events studied in
this work can be detected with present day instruments.
7.1. Perturbed Velocity
(a) (b)
(c) (d)
Fig. 10.— Radial velocity of the loop boundary as a function of time at a distance (a) 25 Mm and
(c) 50 Mm from the position of the initial disturbance. (b) and (d) Wavelet diagrams of the signals
in panels (a) and (c), respectively. The density ratio is ρi/ρe = 4, the tube radius and Alfve´n speed
are 250 km and 500 km s−1, and the initial disturbance has a length of the order of 1 Mm (∆ = a in
Equation (28)). In this figure only the contribution of proper modes has been taken into account.
To address this question, we consider the radial velocity, vr, on the loop surface at a fixed
position along the loop. Temporal variations of this quantity can in principle be observed as Doppler
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shift variations if the line-of-sight is contained in the polarization plane of the oscillations or makes
a small angle with it. The radial velocity for the density ratio ρi/ρe = 4 is presented in Figure 10(a),
where the detection point is located 25 Mm along the loop from the initial perturbation site. The
temporal variation of vr is easy to understand from Figure 7: the contribution of the global kink
mode arrives first to the detection point (at t ≃ 40 s) and this is followed by the contribution from
the first overtone (starting after t = 50 s). The global kink mode subpacket contains a range of
wavenumbers, with long wavelengths travelling faster than shorter ones, and so the former arrive
before the later. We note that each of these two subpackets only lasts about 10 s, so we conclude
that the whole event has very short duration. The wavelet diagram of vr is shown in Figure 10(b).
Most of the power in this plot originates from the global kink mode and has periods between 1 and
4 s, with long periods being the first to arrive at the detection point, as described before. The first
overtone also leaves its contribution in the wavelet diagram, in the form of a small power hump
around t = 60 s with period smaller than 1 s. Having a detection point at a larger distance (50 Mm)
from the wave packet source implies that the wave train has more time to disperse because of the
different group speeds of its constituent wavelengths (see Figure 10(c)). Therefore, the wave train
takes longer to transit at the detection point and the large power blob in the wavelet diagram is
more inclined (Figure 10(d)). Nevertheless, the wave train contains the same wavenumbers (and
so the same periods) and this means that the power level at a fixed period does not change when
moving the detection point along the loop.
In the numerical results of Figure 10 only the global kink mode has significant power. From
the results of Figures 8(b) and 9(a) we know that the global kink mode becomes more dispersive if
shorter initial disturbances or larger density ratios are considered. It is worth mentioning again that
the signature of higher wave dispersion is a more inclined power blob in the wavelet diagram of the
line-of-sight velocity. Moreover, kink mode overtones can be excited by shorter initial disturbances
and, to a lesser extent, by larger density ratios. In particular, for the values ∆ = 0.5a and
ρi/ρe = 4 the first overtone leaves a clear signature in the wavelet spectrum (similar to that present
in Figure 10(b) at t ≃ 60 s) with power half that of the global kink mode.
At this point, we test the consistency of these results. Figure 5(a) points out that, when the
global kink mode is excited, then a train of waves with 0 ≤ k . 4a will be generated. Using the
shortest wavelength in this range and the approximation ω ≈ kvAi (cf. Figure 2(a)), we get the
period P ≃ 1 s; longer wavelengths result in larger periods. All this is in good agreement with
Figures 10(b) and (d). A second property that can be tested is the amplitude of the vr oscillations.
Such as described above, the maximum radial displacement at t = 50 s is close to 3.5 km. Let us
assume that this maximum displacement corresponds to the wavenumber with maximum amplitude,
namely ka ≃ 0.4; see Figure 5(a). We further assume that the maximum oscillatory displacement
and speed follow the relation of a harmonic oscillator, i.e. max(vr) = ωmax(ξr). Using the
approximation ω = kvAi, we obtain max(vr) ≃ 0.056vAi = 28 km s−1. This is consistent with the
velocity amplitudes of Figures 10(a) and (c).
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7.2. Perturbed Density
The global kink mode is responsible for the most important part of the propagating wave train.
For very long wavelengths, this mode is characterized by transverse motions of the magnetic tube
with very small density variations. For the shorter wavelengths that are excited by a localized
disturbance, however, the global kink mode produces periodic variations of the loop radius and
so the transverse motions are accompanied by appreciable density changes. Here we consider, as
an example, the density associated to the radial velocity variations of Figure 10(a). The ratio of
perturbed to unperturbed density is plotted in Figure 11(a) together with the radial velocity itself,
rescaled to fit in the same vertical scale. The density changes are quite appreciable and reach
10–15% the equilibrium loop density. In addition, both subpackets of Figure 10(a) are present in
Figure 11(a) and from the variations they cause we conclude that the global kink mode produces
more important density changes at the loop boundary than its first overtone. In fact, although the
later oscillations can be discerned in the signal of Figure 11(a), their power is so small that they are
not visible in the wavelet diagram of Figure 11(b), where the power of global kink mode oscillations
is dominant. One can also see that the velocity and density oscillations are slightly out of phase,
with the changes of vr preceding those of ρ by about 1 s. On the other hand, the two signals have
the same distribution of power versus time (compare the wavelet diagrams of Figures 10(b) and
11(b)).
(a) (b)
Fig. 11.— (a) The solid line shows the ratio of the perturbed density to the loop density at the loop
boundary as a function of time at a distance 25 Mm from the position of the initial perturbation.
The dashed line is the radial velocity of Figure 10(a) rescaled by an appropriate amount. (b)
Wavelet diagram of the solid line in panel (a). All parameter values are those of Figure 10.
8. DISCUSSION
We have analyzed the propagation of impulsively excited, linear fast kink wave packets in
cylindrical magnetic tubes. The method we use is based in decomposing the initial perturbation
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in a sum of eigenmodes. We have imposed a concentrated transverse disturbance of the magnetic
tube and have found that most of its energy is imparted to the global kink mode. The concentrated
transverse impulse is the sum of many different global fast kink modes with their own amplitude
and that travel at their own group velocity in the packet. For this reason, the wave train dispersion
is determined by two key ingredients: on one hand, the dependence of the group velocity on
the longitudinal wavenumber, that is represented in Figures 2(c) and 3. On the other hand, the
amplitude of the global kink mode as a function of the longitudinal wavenumber (Figure 5). We
have found that large internal to external density ratios and especially shorter initial perturbations
enhance wave dispersion.
The signature of a wave train at a fixed point in a coronal loop has been investigated using the
radial velocity and the density perturbation as measurable quantities. We have shown that both
variables display very fast oscillations with periods varying between 1 and 4 s and with detectable
amplitudes. These values have been obtained for a loop radius a = 250 km and an internal Alfve´n
speed vAi = 500 km s
−1, although these are just illustrative values. If the loop radius is doubled
or its internal Alfve´n speed is halved, then the obtained periods and time scales are doubled. That
is, both the horizontal and vertical scales in Figures 10(b), (d) and 11(b) are doubled. In view of
the diversity of both a and vAi in coronal loops, we conclude that the dispersion of a transverse
coronal loop perturbation can be detected as periodic variations of the velocity and density with
periods ranging from a fraction of a second to tens of seconds.
Murawski et al. (1998) performed a numerical simulation of impulsively generated, small-
amplitude waves in a slab coronal loop model. Regarding transverse oscillations, these authors
concluded that they could be detected as changes in the loop position through difference images
of time series taken with a cadence of seconds or better. Moreover, Selwa et al. (2004) solved the
same problem for a cylindrical loop geometry and obtained that time scales of the fast kink wave
are of the order of a dozen of seconds, in agreement with the results presented here. Selwa et al.
(2004) did not describe the dispersive properties of localized transverse loop disturbances and, for
a perturbation centered in the loop axis, did not obtain large density variations. This contradicts
our conclusions (see Figure 11), probably because the initial disturbance of Selwa et al. (2004) has
a very small amplitude, of the order of 0.1 km. Impulsively generated transverse waves in coronal
loops modeled as straight or curved slabs (Selwa et al. 2006, 2007; Rial et al. 2013) or as curved
cylinders (Selwa et al. 2011a,b) have also been investigated, although the main aim of these studies
is the analysis of transverse oscillations in line-tied loops, rather than the propagation of localized
disturbances.
A localized axisymmetric compression (rather than the localized transverse excitation investi-
gated here) is the sum of fast sausage eigenmodes, which in a uniform cylinder are highly dispersive.
Studies of propagating fast sausage wave trains have been performed for example by (Roberts et al.
1984). These authors showed that an impulsive axisymmetric excitation of a magnetic cylinder gen-
erates a clear time signature when the wave packet arrives at a point along the tube away from
the initial disturbance. This time signature consists of a periodic phase, followed by a quasi-
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periodic phase, and a decaying phase (see also Murawski & Roberts 1993a,b; Nakariakov et al.
2004; Nakariakov & Melnikov 2009). This complex temporal behavior is produced by the disper-
sive character of the fast sausage mode, that results in different frequencies arriving at different
times at the detection position. In the study of Nakariakov et al. (2004), the detected density per-
turbation contains a continuous variation of the period and its wavelet diagram shows large power
distributed between 3 and 10 s, with a total duration of the oscillatory event of about 20 s. In fact,
the wavelet spectra of Figure 10(d) and Figures 3 to 5 of Nakariakov et al. (2004) are remarkably
similar in spite of the different nature of the propagating disturbances. Fast sausage wave trains
propagating along coronal loops have been invoked by Nakariakov et al. (2004, 2005) as the cause
of the compressible waves analyzed by Williams et al. (2001, 2002) and Katsiyannis et al. (2003).
These waves have also been put forward as the cause of the “wavelet tadpoles” found in solar deci-
metric radio bursts (Me´sza´rosova´ et al. 2009, 2011; Karlicky´ et al. 2013). But in view of the similar
density perturbations produced by a transverse excitation and an axisymmetric compression, these
conclusions may need additional work to be confirmed or refuted.
Our method for solving Equations (1)–(3) in a magnetic cylinder has no underlying assump-
tions, except that the magnetic tube and the environment are uniform and that the internal to
external density ratio is larger than one. It has several advantages over the direct numerical so-
lution of Equations (1)–(3): the numerical integration of this set of partial differential equations
requires using a two-dimensional mesh of points in the r- and z-directions. Moreover, to obtain the
solution at a given time, t, the temporal evolution of the five perturbed variables ξr, ξϕ, br, bϕ, and
P must be computed from t = 0 to t. To make things worse, to produce the results of Figure 7,
for example, one needs to consider, at least, the large range of distances 0 ≤ z ≤ 160a, with a the
magnetic tube radius. The method we use is a numerical one and so it also suffers from numerical
inaccuracy. It is nevertheless optimised to study wave propagation along a uniform magnetic tube.
Imposing the initial conditions allows to obtain the amplitudes of the eigenmodes (A±j (k) from
Equation (36) and A±ω (k) from Equation (40)). Once these amplitudes are known, any perturbed
variable can be computed at any position and time with Equation (44). A similar approach was
used by Terradas et al. (2007), based on the work of Ruderman & Roberts (2006), to estimate the
energy deposited in the normal modes given an external perturbation located in the solar corona.
The method can be extended to study the propagation of, for example, an axisymmetric
compression of the magnetic tube. Such a disturbance can be expressed as the sum of fast sausage
eigenmodes. This study will be almost a complete repetition of the analysis in this paper. The
only difference is that, in the case of fast sausage waves, there is a cut-off wavenumber even for
the mode fundamental in the radial direction. This implies that we can expect more substantial
contribution from improper eigenmodes.
In this paper we have considered a magnetic tube with a sharp boundary. If, instead, we
consider a tube with the density continuously varying from its value inside the tube to a lower
value outside, then there will be wave damping due to resonant absorption. Even in this case the
initial value problem can be solved using the same method as the one used in this paper. The
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only difference is that, in the case of a tube inhomogeneous in the radial direction, it is usually
not possible to calculate the proper and improper eigenfunctions analytically, so they have to be
calculated numerically.
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A. General Expressions for Traveling Disturbances
Here the method for obtaining solutions to Equations (5)–(9) is presented in detail. Since the
initial conditions (9) are given in terms of the radial and azimuthal components and their time
derivative, solutions for ξr(t, r, z) and ξϕ(t, r, z) are sought. The obtained expressions are written
in a more compact form if the displacement vector ξ(t, r, z) = (ξr, ξϕ) is used. We introduce the
Fourier transform of this vector with respect to z defined by
ξ˜(t, r, k) =
∫ ∞
−∞
ξ(t, r, z)e−ikz dz, (A1)
with inverse transform,
ξ(t, r, z) =
1
2pi
∫ ∞
−∞
ξ˜(t, r, k)eikz dk. (A2)
Substituting the expression for P in terms of ξ given by Equations (8) in Equations (5) and (6),
we obtain a system of two equations for the two components of ξ, which can be also considered as
one vector equation for vector ξ. We apply the Fourier transform to this equation and obtain an
equation for ξ˜. The solution to this system has to be subject to two boundary conditions at r = a:
one is the continuity of ξr, and the second one is obtained using the continuity of P .
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We define the Hilbert space of two-dimensional vector-functions on the interval [0,∞) by the
scalar product
〈η, ζ〉 =
∫ ∞
0
ρ0(r)(η · ζ∗)r dr. (A3)
where the asterisk indicates complex conjugate. Recall that ρ0(r) is a piecewise-constant function
equal to ρi for 0 < r < a and ρe for r > a. The norm ‖η‖ of a vector-function η is defined by
‖η‖2 = 〈η,η〉. Now we take ξ˜ proportional to e−iωt in the equation for ξ˜. As a result, we obtain
an eigenvalue problem for an ordinary linear differential operator defined on the Hilbert space (e.g.
Goedbloed & Poedts 2004). As we have already mentioned, the spectrum of this operator is the
union of the point spectrum and the continuous spectrum. The point spectrum consists of the
eigenfrequencies defined by the dispersion Equation (11). The corresponding eigenfunctions (cf.
Equations (18) and (19)) are square integrable with respect to r, i.e. their norms are finite and
they belong to the Hilbert space. When |k| < kc1, the point spectrum consists of two points, ω0
and −ω0, where ω0 is the eigenfrequency of the global fast kink mode. For larger |k| it also contains
points ±ωj, (j = 1, 2, . . . , N), where ωj is the eigenfrequency of the jth overtone with respect to
the radial variable, and N is the number of such overtones. In what follows we use the agreement
that ωj/k > 0, so ωj corresponds to the wave propagating in the positive z-direction, and −ωj to
the wave propagating in the negative z-direction. The eigenfunction is the same for ωj and −ωj.
We denote this vector eigenfunction as ξˆj(r, k). Its components are obtained by substituting ωj for
ω in Equations (18) and (19).
As it has been already stated in Section 4, the continuous spectrum is the union of two intervals,
(−∞, |k|vAe] and [|k|vAe,∞). The improper eigenfunction ξˆω(r, k) corresponding to point ω from
the continuous spectrum has an oscillatory behavior for large r with amplitude approximately
proportional to r−1/2 (cf. Equations (25) and (26)). As a result, it is not square-integrable with
respect to r, i.e. ‖ξˆω‖ = ∞ and it does not belong to the Hilbert space. Note that ξˆ−ω(r, k) =
ξˆω(r, k). Its components are given by Equations (25) and (26).
The function ξ˜ can be expanded with respect to the proper and improper eigenfunctions as
ξ˜(t, r, k) =
[
A+0 (k)e
−iω0(k)t +A−0 (k)e
iω0(k)t
]
ξˆ0(r, k)
+
N∑
j=1
[
A+j (k)e
−iωj (k)t +A−j (k)e
iωj (k)t
]
ξˆj(r, k)
+
∫ ∞
|k|vAe
[
A+ω (k)e
−iωt +A−ω (k)e
iωt
]
ξˆω(r, k) dω. (A4)
To determine the functions A±j (k) (j = 0, 1, . . . , N) and A
±
ω (k) we use the initial conditions. Taking
t = 0 in Equation (A4) we obtain
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f˜(r, k) =
[
A+0 (k) +A
−
0 (k)
]
ξˆ0(r, k)
+
N∑
j=1
[
A+j (k) +A
−
j (k)
]
ξˆj(r, k)
+
∫ ∞
|k|vAe
[
A+ω (k) +A
−
ω (k)
]
ξˆω(r, k) dω, (A5)
where f˜(r, k) is the Fourier transform of the vector function f(r, k) = (fr, fϕ). Differentiating
Equation (A4) with respect to t and, once again, taking t = 0 yields
g˜(r, k) = −iω0(k)
[
A+0 (k)−A−0 (k)
]
ξˆ0(r, k)
− i
N∑
j=1
ωj(k)
[
A+j (k)−A−j (k)
]
ξˆj(r, k)
− i
∫ ∞
|k|vAe
ω
[
A+ω (k)−A−ω (k)
]
ξˆω(r, k) dω, (A6)
where g˜(r, k) is the Fourier transform of the vector function g(r, k) = (gr, gϕ). The eigenfunctions
satisfy the orthogonality conditions
〈ξˆj , ξˆl〉 = 0 (j 6= l),
〈ξˆj , ξˆω〉 = 0,
〈ξˆω, ξˆω′〉 = q(ω)δ(ω − ω′),
(A7)
where ω > 0 and ω′ > 0. The function q(ω) is calculated in Appendix B. It reads
q(ω) =
ρev
2
Aek
2
e
ω
(
C2J + C
2
Y
)
. (A8)
Taking the scalar product of Equations (A5) and (A6) with ξj we obtain
[
A+j (k) +A
−
j (k)
]
‖ξˆj‖2 = 〈f˜ , ξˆj〉,
ωj(k)
[
A+j (k)−A−j (k)
]
‖ξˆj‖2 = i〈g˜, ξˆj〉,
(A9)
where j = 0, 1, . . . , N . It follows from these equations that
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A±j (k) =
〈ωjf˜ ± ig˜, ξˆj〉
2ωj‖ξˆj‖2
. (A10)
With the aid of Equations (18) and (19) we obtain
〈ωj f˜ ± ig˜, ξˆj〉 =
ρiK1(κea)
k2i
∫ a
0
[
(ωj f˜r ± ig˜r)kirJ ′1(kir)
− (iωj f˜ϕ ∓ g˜ϕ)J1(kir)
]
dr
− ρeJ1(kia)
κ2e
∫ ∞
a
[
(ωj f˜r ± ig˜r)κerK ′1(κer)
− (iωj f˜ϕ ∓ g˜ϕ)K1(κer)
]
dr, (A11)
‖ξˆj‖2 =
ρiK
2
1 (κea)
k4i
∫ a
0
[
(rki)
2J ′1
2
(kir) + J
2
1 (kir)
] dr
r
+
ρeJ
2
1 (kia)
κ4e
∫ ∞
a
[
(rκe)
2K ′1
2
(κer) +K
2
1 (κer)
] dr
r
. (A12)
Equations (A10), (A11), and (A12) correspond to Equations (36), (37), and (38).
Now we obtain the expressions for A+ω (k) and A
−
ω (k). We substitute ω
′ for ω in Equation (A4)
and then take the scalar product of this equation with ξˆω(r, k). As a result we obtain
〈f˜ , ξˆω〉 =
∫ ∞
|k|vAe
[
A+ω′(k) +A
−
ω′(k)
]
q(ω)δ(ω − ω′) dω
= q(ω)
[
A+ω (k) +A
−
ω (k)
]
. (A13)
In a similar way we obtain
〈g˜, ξˆω〉 = −iωq(ω)
[
A+ω (k)−A−ω (k)
]
. (A14)
It follows from Equations (A13) and (A14) that
A±ω (k) =
〈ωf˜ ± ig˜, ξˆω〉
2ωq(ω)
. (A15)
With the aid of Equations (25) and (26) we obtain
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〈ωf˜ ± ig˜, ξˆω〉 =
ρia
2k2e
k2i
∫ a
0
[
(ωf˜r ± ig˜r)kirJ ′1(kir)− (iωf˜ϕ ∓ g˜ϕ)J1(kir)
]
dr
+
ρea
2k2e
k2e
∫ ∞
a
{
(ωf˜r ± ig˜r)ker
[
CJJ
′
1(ker) + CY Y
′
1(ker)
]
− (iωf˜ϕ ∓ g˜ϕ) [CJJ1(ker) + CY Y1(ker)]
}
dr, (A16)
Equations (A15) and (A16) correspond to Equations (40) and (41).
B. Calculation of q(ω)
In this appendix we calculate the function q(ω) that appears in Equation (A7). Using Equa-
tions (25) and (26) we write the expression for the scalar product of two improper eigenfunctions
as
〈ξˆω, ξˆω′〉 = ρi
∫ a
0
[
J ′1(kir)J
′
1(k
′
ir)
kik′i
+
J1(kir)J1(k
′
ir)
r2k2i k
′
i
2
]
r dr
+ ρe
∫ ∞
a
[
F ′1(ker)F
′
1(k
′
er)
kek′e
+
F1(ker)F1(k
′
er)
r2k2ek
′
e
2
]
r dr, (B1)
where k′i and k
′
e are given by Equations (12) and (21) with ω
′ substituted for ω, and we have
introduced the notation
F1(x) = CJJ1(x) + CY Y1(x). (B2)
In what follows the prime is used to indicate that a quantity that depends on ω is calculated with
ω substituted by ω′. Although the prime is also used to indicate the derivative, this double use of
the same symbol cannot cause any confusion.
Functions J1(z) and Y1(z) can be written as (Abramowitz & Stegun 1964)
J1(z) =
√
2
piz
cos
(
z − 34pi
)
[1 + j1(z)] ,
Y1(z) =
√
2
piz
sin
(
z − 34pi
)
[1 + y1(z)] ,
(B3)
where j1(z) and y1(z) decay as z
−1 when z → ∞. Similar expressions are valid for the Bessel
functions of order zero, J0(z) and Y0(z), although with
1
4pi substituted for
3
4pi. Then, using the
relations (Abramowitz & Stegun 1964)
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J ′1(z) = J0(z)−
1
z
J1(z), Y
′
1(z) = Y0(z)−
1
z
Y1(z), (B4)
we obtain expressions similar to those given by Equation (B3) for the derivatives of Bessel functions,
J ′1(z) =
√
2
piz
cos
(
z − 14pi
)
[1 + j2(z)] ,
Y ′1(z) =
√
2
piz
sin
(
z − 14pi
)
[1 + y2(z)] ,
(B5)
where once again j2(z) and y2(z) decay as z
−1 when z →∞.
With the aid of Equations (B3) and (B5), after some algebra, we rewrite Equation (B1) as
〈ξˆω, ξˆω′〉 = Γ(ω, ω′) + Υ(ω, ω′), (B6)
where
Γ(ω, ω′) = ρik
4
e
∫ a
0
[
J ′1(kir)J
′
1(k
′
ir)
kik′i
+
J1(kir)J1(k
′
ir)
r2k2i k
′
i
2
]
r dr
+
ρek
5/2
e
pi(k′e)
3/2
∫ ∞
a
{
U−c (r) cos
[
r(ke − k′e)
]
− U+c (r) cos
[
r(ke − k′e)
]− U−s (r) sin [r(ke − k′e)]
+ U+s (r) sin
[
r(ke − k′e)
]}
dr, (B7)
Υ(ω, ω′) =
ρek
5/2
e
pi(k′e)
3/2
∫ ∞
a
{
(CJC
′
J + CYC
′
Y ) cos
[
r(ke − k′e)
]
− (CJC ′Y + CYC ′J) cos
[
r(ke + k
′
e)
]
− (CJC ′Y − CYC ′J) sin
[
r(ke − k′e)
]
+ (CJC
′
J − CYC ′Y ) sin
[
r(ke + k
′
e)
]}
dr, (B8)
and the functions U±c (r) and U
±
s (r) are given by
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U−c (r) = CJC
′
J [j2(ker) + j2(k
′
er) + j2(ker)j2(k
′
er)]
+ CY C
′
Y [y2(ker) + y2(k
′
er) + y2(ker)y2(k
′
er)]
+
CJC
′
J
r2kek′e
[1 + j1(ker) + j1(k
′
er) + j1(ker)j1(k
′
er)]
+
CY C
′
Y
r2kek′e
[1 + y1(ker) + y1(k
′
er) + y1(ker)y1(k
′
er)], (B9)
U+c (r) = CJC
′
Y [j2(ker) + y2(k
′
er) + j2(ker)y2(k
′
er)]
+ CY C
′
J [y2(ker) + j2(k
′
er) + y2(ker)j2(k
′
er)]
− CJC
′
Y
r2kek′e
[1 + j1(ker) + y1(k
′
er) + j1(ker)y1(k
′
er)]
− CY C
′
J
r2kek′e
[1 + y1(ker) + j1(k
′
er) + y1(ker)j1(k
′
er)], (B10)
U−s (r) = CJC
′
Y [j2(ker) + y2(k
′
er) + j2(ker)y2(k
′
er)]
− CY C ′J [y2(ker) + j2(k′er) + y2(ker)j2(k′er)]
+
CJC
′
Y
r2kek′e
[1 + j1(ker) + y1(k
′
er) + j1(ker)y1(k
′
er)]
− CY C
′
J
r2kek′e
[1 + y1(ker) + j1(k
′
er) + y1(ker)j1(k
′
er)], (B11)
U+s (r) = CJC
′
J [j2(ker) + j2(k
′
er) + j2(ker)j2(k
′
er)]
− CY C ′Y [y2(ker) + y2(k′er) + y2(ker)y2(k′er)]
− CJC
′
J
r2kek′e
[1 + j1(ker) + j1(k
′
er) + j1(ker)j1(k
′
er)]
+
CY C
′
Y
r2kek′e
[1 + y1(ker) + y1(k
′
er) + y1(ker)y1(k
′
er)]. (B12)
The fact that the functions j1(r), y1(r), j2(r), and y2(r) decay as r
−1 as r → ∞ implies that the
functions U±c (r) and U
±
s (r) have the same property. Then the integrand in the second integral
on the right-hand side of Equation (B7) is an oscillatory function for large r with the oscillation
amplitude tending to zero as r−1, so the integral is convergent. Then it follows that Γ(ω, ω′) is a
regular continuous function. In contrast, the integrand in the integral on the right-hand side of
Equation (B8) oscillates, but the oscillation amplitude does not tend to zero as r → ∞. Hence,
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this integral does not exist in the classical sense and has to be treated as a generalized function.
In what follows we consider Υ(ω, ω′) as a generalized function of ω′.
Using the variable substitution r = a+ x we transform Equation (B8)
Υ(ω, ω′) =
ρek
5/2
e
pi(k′e)
3/2
∫ ∞
0
{
W−c cos
[
x(ke − k′e)
]
− W+c cos
[
x(ke + k
′
e)
]−W−s sin [x(ke − k′e)]
+ W+s sin
[
x(ke + k
′
e)
]}
dx, (B13)
where
W−c = (CJC
′
J +CY C
′
Y ) cos [a(ke − k′e)]
− (CJC ′Y −CY C ′J) sin [a(ke − k′e)] ,
W+c = (CJC
′
Y + CY C
′
J) cos [a(ke + k
′
e)]
− (CJC ′J − CYC ′Y ) sin [a(ke + k′e)] ,
W−s = (CJC
′
Y − CY C ′J) cos [a(ke − k′e)]
+ (CJC
′
J + CYC
′
Y ) sin [a(ke − k′e)] ,
W+s = (CJC
′
J −CY C ′Y ) cos [a(ke + k′e)]
+ (CJC
′
Y +CY C
′
J) sin [a(ke + k
′
e)] .
(B14)
Now we evaluate the generalized functions
∫∞
0 cos(ux) dx and
∫∞
0 sin(ux) dx. For this we apply
these functions to a trial function φ(u), which is an infinitely differentiable function tending to zero
as |u| → ∞ faster than any negative power of |x|. We have
∫ ∞
−∞
φ(u) du
∫ ∞
0
cos(ux) dx
=
1
2
∫ ∞
−∞
φ(u) du
∫ ∞
−∞
cos(ux) dx
=
1
4
∫ ∞
−∞
dx
∫ ∞
−∞
φ(u)
(
eiux + e−iux
)
du
=
1
4
∫ ∞
−∞
[
φ˜(−x) + φ˜(x)]dx = piφ(0),
where, as before, the tilde denotes the Fourier transform. It follows from this result that (e.g.
Richtmyer 1978)
∫ ∞
0
cos(ux) dx = piδ(u), (B15)
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where δ(u) is the Dirac delta-function. To evaluate the second generalized function we write
∫ ∞
−∞
φ(u) du
∫ ∞
0
sin(ux) dx =
∫ ∞
0
dx
∫ ∞
−∞
φ(u) sin(ux) du
= lim
α→+0
∫ ∞
0
e−αxdx
∫ ∞
−∞
φ(u) sin(ux) du
= lim
α→+0
∫ ∞
−∞
φ(u) du
∫ ∞
0
e−αx sin(ux) dx
= lim
α→+0
ℑ
(∫ ∞
−∞
φ(u) du
∫ ∞
0
e−αx sin(ux) dx
)
= lim
α→+0
ℑ
(∫ ∞
−∞
φ(u)
α− iudu
)
= lim
α→+0
∫ ∞
−∞
uφ(u)
α2 + u2
du = P
∫ ∞
−∞
φ(u)
u
du,
where ℑ indicates the imaginary part of a quantity, and P denotes the principal Cauchy part of an
integral. This result implies that
∫ ∞
0
sin(ux) dx = P 1
u
. (B16)
Since ke is a monotonic function of ω, we can consider Υ(ω, ω
′) as a generalized function of k′e.
Then it follows from Equations (B13), (B15), and (B16) that
Υ(ω, ω′) = Υ1(ω, ω
′) + Υ2(ω, ω
′), (B17)
where
Υ1(ω, ω
′) =
ρek
5/2
e
(k′e)
3/2
[
W−c δ(ke − k′e)−W+c δ(ke + k′e)
]
, (B18)
Υ2(ω, ω
′) =
ρek
5/2
e
pi(k′e)
3/2
(
W+s P
1
ke + k′e
−W−s P
1
ke − k′e
)
. (B19)
First of all, we note that ke > 0 and k
′
e > 0 when ω > |k|vAe and ω′ > |k|vAe. Hence, the second
term in the square brackets on the right-hand side of Equation (B18) is zero in the whole domain
of variation of ω and ω′ and can be dropped. Also the first term in the brackets on the right-
hand side of Equation (B19) is a regular continuous function. Now we notice that W−s = 0 when
ω′ = ω, so the second term in the brackets also has no singularity when ω′ = ω, so the simbol P
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in Equation (B19) can be dropped. Hence, Υ2(ω, ω
′) is a regular continuous function. Using the
identity
ke − k′e =
(ω + ω′)(ω − ω′)
v2Ae(ke + k
′
e)
, (B20)
and the formulae (e.g. Richtmyer 1978)
f(x)δ(x) = f(0)δ(x), δ(φ(x)) =
1
|φ′(0)|δ(x), (B21)
where f(x) and φ(x) are infinitely differentiable functions and, in addition, φ(x) is monotonic, we
rewrite Equation (B18) as
Υ1(ω, ω
′) =
ρev
2
Aek
2
e
ω
W−c δ(ω − ω′), (B22)
where W−c is calculated at ω
′ = ω. Now, using Equations (B1), (B6), (B17), and (B22), we obtain
〈ξˆω, ξˆω′〉 = Q(ω, ω′) +
ρev
2
Aek
2
e
ω
W−c δ(ω − ω′), (B23)
where Q(ω, ω′) is a regular continuous function of ω′. In accordance with Equation (A7) the
support of the generalized function 〈ξˆω, ξˆω′〉 considered as a function of ω′ consists of exactly one
point ω′ = ω. The support of any regular continuous function that is not identically equal to zero
contains at least one interval. Hence, we conclude that Q(ω, ω′) ≡ 0. The function q(ω) is equal to
the coefficient at δ(ω − ω′) in Equation (B1). Then, using Equations (B14) we arrive at
q(ω) =
ρev
2
Aek
2
e
ω
(
C2J + C
2
Y
)
. (B24)
This is Equation (42).
REFERENCES
Abramowitz, M., & Stegun, I. A. 1964, Handbook of Mathematical Functions with Formulas,
Graphs, and Mathematical Tables, tenth printing edn. (New York: Dover)
Andries, J., & Goossens, M. 2007, Physics of Plasmas, 14, 052101
Arregui, I., Oliver, R., & Ballester, J. L. 2012, Living Reviews in Solar Physics, 9, 2
Aschwanden, M. J., Fletcher, L., Schrijver, C. J., & Alexander, D. 1999, ApJ, 520, 880
– 41 –
De Moortel, I., & Nakariakov, V. M. 2012, Royal Society of London Philosophical Transactions
Series A, 370, 3193
Edwin, P. M., & Roberts, B. 1983, Sol. Phys., 88, 179
Goedbloed, J. P., & Poedts, S. 2004, Principles of magnetohydrodynamics: with applications to
laboratory and astrophysical plasmas (Cambridge University Press)
Goedbloed, J. P. H., & Poedts, S. 2004, Principles of Magnetohydrodynamics
Goossens, M., Terradas, J., Andries, J., Arregui, I., & Ballester, J. L. 2009, A&A, 503, 213
Karlicky´, M., Me´sza´rosova´, H., & Jel´ınek, P. 2013, A&A, 550, A1
Katsiyannis, A. C., Williams, D. R., McAteer, R. T. J., Gallagher, P. T., Keenan, F. P., & Murtagh,
F. 2003, A&A, 406, 709
Kuridze, D., Morton, R. J., Erde´lyi, R., Dorrian, G. D., Mathioudakis, M., Jess, D. B., & Keenan,
F. P. 2012, ApJ, 750, 51
Lin, Y., Engvold, O., Rouppe van der Voort, L. H. M., & van Noort, M. 2007, Sol. Phys., 246, 65
Me´sza´rosova´, H., Karlicky´, M., & Ryba´k, J. 2011, Sol. Phys., 273, 393
Me´sza´rosova´, H., Karlicky´, M., Ryba´k, J., & Jiˇricˇka, K. 2009, ApJ, 697, L108
Murawski, K., Aschwanden, M. J., & Smith, J. M. 1998, Sol. Phys., 179, 313
Murawski, K., & Roberts, B. 1993a, Sol. Phys., 144, 101
—. 1993b, Sol. Phys., 145, 65
Nakariakov, V. M., Arber, T. D., Ault, C. E., Katsiyannis, A. C., Williams, D. R., & Keenan, F. P.
2004, MNRAS, 349, 705
Nakariakov, V. M., & Melnikov, V. F. 2009, Space Sci. Rev., 149, 119
Nakariakov, V. M., Ofman, L., Deluca, E. E., Roberts, B., & Davila, J. M. 1999, Science, 285, 862
Nakariakov, V. M., Pascoe, D. J., & Arber, T. D. 2005, Space Sci. Rev., 121, 115
Nakariakov, V. M., & Verwichte, E. 2005, Living Reviews in Solar Physics, 2, 3
Okamoto, T. J., & De Pontieu, B. 2011, ApJ, 736, L24
Okamoto, T. J., et al. 2007, Science, 318, 1577
Pietarila, A., Aznar Cuadrado, R., Hirzberger, J., & Solanki, S. K. 2011, ApJ, 739, 92
Priest, E. R. 1984, Solar magnetohydrodynamics (Dordrecht: Reidel)
– 42 –
Rial, S., Arregui, I., Terradas, J., Oliver, R., & Ballester, J. L. 2013, ApJ, 763, 16
Richtmyer, R. 1978, Principles of advanced mathematical physics, Texts and monographs in physics
No. 1 (Springer Verlag)
Roberts, B., Edwin, P. M., & Benz, A. O. 1984, ApJ, 279, 857
Ruderman, M. S., & Roberts, B. 2006, Journal of Plasma Physics, 72, 285
Selwa, M., Murawski, K., & Kowal, G. 2004, A&A, 422, 1067
Selwa, M., Murawski, K., Solanki, S. K., & Wang, T. J. 2007, A&A, 462, 1127
Selwa, M., Ofman, L., & Solanki, S. K. 2011a, ApJ, 726, 42
Selwa, M., Solanki, S. K., Murawski, K., Wang, T. J., & Shumlak, U. 2006, A&A, 454, 653
Selwa, M., Solanki, S. K., & Ofman, L. 2011b, ApJ, 728, 87
Tataronis, J. A. 1975, Journal of Plasma Physics, 13, 87
Terradas, J., Andries, J., & Goossens, M. 2007, A&A, 469, 1135
Terradas, J., Goossens, M., & Verth, G. 2010, A&A, 524, A23
Tian, H., McIntosh, S. W., Wang, T., Ofman, L., De Pontieu, B., Innes, D. E., & Peter, H. 2012,
ApJ, 759, 144
Tomczyk, S., & McIntosh, S. W. 2009, ApJ, 697, 1384
Tomczyk, S., McIntosh, S. W., Keil, S. L., Judge, P. G., Schad, T., Seeley, D. H., & Edmondson,
J. 2007, Science, 317, 1192
Verth, G., Terradas, J., & Goossens, M. 2010, ApJ, 718, L102
Whitham, G. B. 1974, Linear and nonlinear waves (John Wiley & Sons)
Williams, D. R., Mathioudakis, M., Gallagher, P. T., Phillips, K. J. H., McAteer, R. T. J., Keenan,
F. P., Rudawy, P., & Katsiyannis, A. C. 2002, MNRAS, 336, 747
Williams, D. R., et al. 2001, MNRAS, 326, 428
Zaqarashvili, T. V., & Erde´lyi, R. 2009, Space Sci. Rev., 149, 355
Zaqarashvili, T. V., Khutsishvili, E., Kukhianidze, V., & Ramishvili, G. 2007, A&A, 474, 627
This preprint was prepared with the AAS LATEX macros v5.2.
