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1.0 Introduction and research strategy. 
1.1 The importance of energy demand modelling 
It is pure coincidence that I write this review 
thirty years after the first energy crisis, when the 
Middle East reclaimed their natural resource, and 
increased the price of oil overnight. This first oil 
crisis, in 1973, stimulated a whole body of 
econometric analysis, particularly on demand 
elasticities e.g. Common(198l). 
In the real world, energy demand modelling and 
forecasting in all sectors is considered important 
for several reasons: to enable a system to meet 
future demand; and to maintain a loss of load 
expectation within a small percentage per year. In 
an academic world, a good analytical study should 
take account of the following issues: 
a) weather and the residential demand 
relationship; 
b) the nature of the demand, whether 
residential, commercial or industrial; 
c) socio-economic data; 
d) demand growth pattern; 
e) forecasting procedures; 
f) previous academic research. 
In modelling energy demand this distinction 
seems arbitrary as good forecasting requires a good 
model and a substantial part of the model depends 
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on past data of electricity demand as well as data 
such as gdp{annual in this thesis). 
The role of electricity demand forecasting has 
developed with the changing structure of the 
electricity supply industry in England and Wales. 
The forecasts have always been a crucial input to 
operational planning where the generation output is 
scheduled to meet customer demand. The industry has 
changed with the advent of NETA', with daily 
forecasts now passed to electricity traders. The 
supply companies now purchase electricity like any 
other traded commodity with spot prices, option 
trading and futures trading all now part of every 
day parlance. 
1.2 Electricity Supply Industry 
Developments (ESI) 
The UK ESI was privatized in 1990 with a 
disaggregated market structure. In terms of 
electricity generation, there are now: 
a) many competitive companies; 
b) free entry, subject to various technical 
constraints. 
Transmission and distribution is still a 
regulated monopoly, with the National Grid 
Company (NGC) owning the means of distribution and 
transmission of electricity throughout the United 
Kingdom. 
, New Electricity Trading Arrangements 
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Retail supply for electricity to residential 
customers was opened to competition between 1996 and 
1999{see http://www.ofgem.gov.uk/ for more 
details) .Competition in supply has been rapid and 
there is now competitive entry with access charges 
for use of the distribution wires. Since residential 
competition in supply, over 19 million customers 
have changed supplier, seeing savings of up to £100 
on their electricity bills. Average energy prices 
have fallen by 13 per cent in real terms since 
competition began. (see http://www.ofgem.gov.uk/ for 
more details). 
One of ' Of gem's roles 2 is to see that there are 
no barriers to effective competition. It continually 
monitors both the gas and electricity markets to 
ensure that companies do not act anti-competitively. 
Ofgem seeks to ensure that competitive pressure is 
brought to bear on prices. For example, in March 
2001 it introduced New Electricity Trading Arrange-
ments (NETA) to replace the Electricity Pool, which 
had allowed generators to keep wholesale electricity 
prices artificially high due to a uniform bidding 
mechanism. The NETA arrangement is a fully competi-
tive market in which supply and demand determine 
prices. The introduction of NETA increased the 
2 Office of gas and electricity management 
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importance of electricity demand modelling and load 
analysis at the company level. 
Under NETA, most of the UK's electricity is 
traded through bilateral markets and there is also a 
futures market, and a spot market, traded via a 
power exchange. 
As a result of work before NETA became live, I 
was asked by my sponsor to research: 
a) how electricity demand has been modelled in 
the past; 
b) what new econometric techniques are now 
available to enhance study; 
c) are there any econometric relationships 
between the two largest UK markets, industrial and 
residential?; 
d) is there an econometric relationship between 
local industrial electricity demand and economic 
activity?; 
e) I was asked to analyse residential demand 
and its principal determinants i.e. the weather, 
price and income. 
This would bring Norweb, my sponsor at the 
time, up to date with regard to the technical 
knowledge required for detailed analysis of 
electricity demand and to keep up to date with 
current research. 
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The supply business has the task of forecasting 
electricity demand. This area of the industry has 
been the province of separate businesses with regard 
to regional electricity compannies(recs). Norweb was 
one of the original recs with a customer base in the 
north west of England. 
1.3 Research topic. research questions and 
strategy. 
Electricity demand analysis has been an 
important academic subject for many years, and in 
recent years has seen the application of new methods 
of time series econometrics. The twin developments 
of the ESI and econometrics makes this an 
interesting subject for study and research. 
The particular research question investigated 
is the application of unit root testing and 
cointegration to load data that is used by the recs 
for forecasting purposes. 
The thesis adopts a three stage research 
strategy in analyzing the issue, summarized as table 
1 . 
Table 1 Three stage research strategy 
Technique 
l)Unit root testing 
2) Cointegration 
3) Vector Autogression 
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Application 
ARlMA(p,d,q) 
Engle and Granger, Johansen 
Causality testing 
The purpose is to begin by examining 
stationarity for the main data series that are of 
interest e.g. load data, income and price data. 
Cointegration error correction models are then 
analysed, followed by the testing for Granger 
causality. All the analysis has the added interest 
of educating the ESI about the current econometric 
techniques for time series data. 
There at least three innovations in the thesis: 
a) it has the longest study of regional data 
series; 
b) the application of recent developments in 
the electricity modelling literature to the data; 
c) testing for error correction models in 
United Kingdom electricity demand. 
My thesis aims to make the industry more aware 
of the time series techniques and the time series 
properties of data; the stationarity issue and 
modelling techniques. I hope to show to the industry 
that by using either national or local data, by 
plotting the series, understanding autocorrelation 
functions as well as autoregressive and moving 
average concepts, one may understand the dynamic 
properties of all types of demand, residential, 
industrial or just total demand for electricity. 
Academics are all too aware of these concepts but 
laymen do not know of their existence. Models of 
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demand are still formulated without thought to any 
underlying econometric or statistical problems 
arising with dynamic series. 
1.4 The structure of the thesis 
The thesis has the following structure, firstly, 
following the introductory chapter, which has 
briefly set out the research topic and research 
question, the thesis proceeds as follows. Chapter 
two presents a brief survey of methodology used to 
give a brief overview of the main analytical 
techniques that are used in the literature and to 
set out the procedures that I shall use in my own 
applications. 
Secondly, chapter three is a review of the 
academic literature on electricity demand analysis 
using modern time series econornetrics, and this 
chapter follows on directly from the methodological 
summary in chapter two. The literature that is 
reviewed in chapter 3 focuses chiefly on the post 
1987 academic work, in which time series analysis is 
the primary analytical technique. A variety of 
models is reviewed covering: 
a) the first paper to use the cointegration 
technique in electricity modelling, Hunt and 
Manning's(1989)paper on UK energy demand; 
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b) the use of the cointegration technique in 
UK models, Hunt and Witt(1995); 
c) Bentzen and Engsted's (1993) paper on the 
relationship between industrial energy demand and 
economic activity; 
d) the experience of Norway, Vaage(1993); 
e) Clements and Madlener's 1999 paper on the 
survey of literature and all the techniques used; 
f) a whole economy approach, the SECC UK Energy 
Demand Forecast(1993); 
g) the impact of VAT on electricity demand, 
Fouquet(1995); 
h) Fouquet's 1996 paper on the growth of the 
cointegration technique in applied econometric 
studies of energy demand; 
i) industrial demand in the UK(Hunt and Lynk, 
1997) . 
Chapter 4 introduces the data series that are 
important to the study. The electricity load data 
are annual figures for industrial and residential 
consumption at both the national level and the 
regional level. The data cover a time span from 
1955-1997. Three types of additional data 
explanatory factor are used in the subsequent parts 
of the analysis: 
a) weather data; 
b) economic activity; 
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c) electricity price. 
The properties and characteristics of the data 
are explored in chapter 4. Chapter 5 is the first of 
the empirical chapters in the thesis. It applies 
time series analysis to annual data from 1955-1997 
on national UK electricity demand for industrial and 
residential sectors of the market. Chapter 6 is the 
second empirical chapter and it applies time series 
analysis to the new and unique NORWEB regional data 
series collected in the course of preparing for 
thesis. The focus of attention is annual industrial 
electricity demand in the NORWEB region for the 
period 1955-1997. Chapter 7 is the final empirical 
chapter and it applies time series analysis to the 
residential sector in the NORWEB region for the 
period 1955-1997. This chapter pays particular 
attention to the role of price variables in the 
analysis. 
Chapter 8 draws together the conclusions from 
the application of the time series models to UK 
electricity demand. In this chapter I raise a number 
of topics for further research and discuss their 
importance in the light of the findings of the three 
empirical chapters and the developments in the 
literature. 
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2.0 T~e Series Ana1ysis of E1ectricity Demand 
Mode1s: Methodo1ogy 
2.1 Introduction to methodology review 
Chapter 2 is an overview and summary of the 
methodology used. This summary has two purposes: 
a) to give a brief overview of the main 
analytical techniques which are used in the 
literature; 
b) to set out the procedures that I shall use 
in my own applications. 
I aim to minimise the technicalities and to 
concentrate on an overview. The set of models, 
techniques and data analyses to be covered in this 
review can be summarized as follows: 
a) the nature of electricity demand models in 
the academic literature and the preoccupation with 
elasticities rather than time series properties; 
b) data types and sample coverage such as time 
series data, residential and industrial sectors, 
economic growth and price variables, log form, log 
linearity, differencing and lags; 
c) unit root testing using the augmented Dickey 
Fuller unit root test; 
d) cointegration testing using error correction 
models and Johansen tests; 
e) vector autoregression and causality tests. 
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2.2 Electricity demand models pre 1987 
The classic article by Lester Taylor(1975) 
reviews the traditional AMEREG3 approach and its use 
alongside consumer demand theory. Demand is a 
function of price, income,price of fuel 
substitute(eg gas), quantity of durable goods. 
These early studies concentrated on the short run 
and long run demand for electricity e.g. Fisher and 
Kaysen's study(1962) used the quantity of durable 
goods, prices and income. Cargill and Meyer(1981) 
continued to use traditional utility maximizing 
behaviour subject to a budget constraint for 
residential demand and show: 
" The results obtained ... show demand to be inelastic and 
thus substantial price changes may be required to bring about 
market changes in per capita use of electricity" (Cargill and 
Meyer,1981,p244) . 
The traditional pre-1987 econometric study may 
be summarized in the following way. The underlying 
assumption was that if the price of an inelastic 
commodity rises, then the share of that commodity in 
the consumers' budget increases. With use of Slutsky 
equations the above authors e.g.Common(1981)et al 
find themselves in agreement with Taylor(1975) that 
short run electricity demand is a demand for 
consumers' white or household goods. 
3 American economic regression 
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Betancourt's paper(198l) is a good example of 
the old way of doing things and his use of 
OLS,R-squared, F-tests, durbin-watson statistic, 
Cochrane-Orcutt method to deal with first order 
autocorrelation etc, along with his use of consumer 
demand theory, is a good paper to read. It sums up 
the AMEREG in three ways: 
a) it uses traditional demand theory rather 
than set-theoretic demand theory; 
b) develops functional forms from his demand 
functions; 
c) develops an econometric model using 
traditional tests e.g r- squared, durbin-watson 
statistic etc. 
The main faults of this traditional approach 
are twofold. Firstly, the failure to be robust in 
their approach and methodology. Secondly, the 
important failure to account for spurious 
regression. 
The types of analysis reached an academic 
climax in the 1984 Journal of Econometrics which 
considered the state of the art up to that point 
concerning the "time of use" (TOU) debate. This 
type of study further strengthened the combination 
of mathematics, economic theory and statistics to: 
" ... promote studies that aim at a unification of the 
theoretical-quantitative and the empirical-quantitative 
approach to economic problems". (Frisch, 1933,pl) 
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2.3 Data issues in modelling 
The sectors investigated in the thesis are the 
principal sectors within the industry: 
a} the residential or domestic sector; 
b) the industrial sector. 
These two sectors are completely independent 
markets, however I was asked to investigate any 
relationship between them, and some discussion on 
these two markets is undertaken in chapter 5. 
I use annual data variables in the thesis and 
this follows on from the literature review whereby 
the variables used are annual income, weather, 
price, expenditure, growth and demand variables. 
The log form is used in the thesis as the main 
functional form along with the double log functional 
form. The standard linear form has the following 
coefficient interpretation: change in Y from a 1 
unit change in X. This gives the classic elasticity 
interpretations of the ratio of percent changes. 
When the change to logs occurs, the natural log of Y 
(dependent variab1e}is regressed onto the natural 
logs of X, the independent variables. This 
represents percent changes rather than a ratio of 
percent changes. These functional forms derive from 
the exponential function where e is the natural log 
base equal to 2.71828'. There are various properties 
of logs: 
, Equally applies to base 10 
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a) the derivative of the log is the percentage 
change; 
b) to obtain log of a product, add the logs 
together. 
The following table is a summary of the various 
log and linear forms used in the thesis: 
Name Functional Forms Marginal form Elasticity 
Linear Y=PI +P2X P2 P2 X /Y 
Log linear Y=PI +P2 InX P21X P21Y 
Double log InY=PI +P2InX P2 Y1X P2 
SO, in summary. The log is closely related to 
the concept of elasticity and represents the change 
in one variable with respect to the change in one or 
more other variables. 
Another method I use is the concept of 
differencing data. Differencing is a simple 
transformation of data for expressing comparisons of 
a time series variable. It is carried out by 
subtracting the current value of a variable from its 
past value. It is useful for examining the absolute 
magnitude and direction of a change in a variable ~. 
Differencing also removes trends from a series: 
llY, = Y, - Y'_I 2.3.1 
In this instance, the variable is said to be 
integrated of order 1, 1(1). Shown below: 
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Time 
1 
2 
3 
4 
5 
Linear 
18 
20 
22 
24 
26 
First difference 
2 
2 
2 
2 
This simple example shows trend elimination as 
well as first differencing. Percentage changes are 
also first differences. Moving average models are an 
example of this type of functional form and are a 
function of present and past forecast errors and 
they represent a weighted average of the most recent 
forecast errors. 
2.4 Unit root testing. 
Testing for stationarity in data may be given 
a more rigorous analysis than just observing data 
plots, although these methods are invaluable. The 
unit root test is used for this purpose. An example 
of a unit root series is the random walk, where the 
next observation is just the previous one and some 
random element or error. Over the past decade, unit 
root tests in autoregressive time series models have 
received considerable attention: 
a) Dickey(1976); 
b) Dickey and Fuller(1979,1981); 
c) Evans and Savin(1981); 
d) Sargan and Bhargava(1983); 
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e) Phillips (1987) ; 
f) Phillips and Perron(1988), 
g) Perron (1988). 
The Dickey Fuller and augmented Dickey Fuller 
unit root tests are used to see if a series contains 
a unit root, these have been the tests used most 
often in the literature survey. These suffer from 
the assumption that the residuals are independently 
and identically distributed. Most economic time 
series exhibit heteroskedasticity and non-normality 
in the raw data. 
I conduct Dickey-Fuller unit root tests in 
subsequent chapters to establish the order of 
integration whether I{O) or I{l), using model 
selection criteria, to help choose a model :the AIC 
and BIC model selection criteria. Are there any 
differences between the AIC and BIC model selection 
criteria?: 
" ... BIC is strongly consistent in that it 
determines the model asymptotically , whereas for AIC an 
overparameterized model will emerge no matter how long 
the available realization" (Mills, 1999,p35). 
Mills further argues: 
"ThUS, although theoretically the BIC has advantages over 
the AIC ,it would seem that the latter selects the model that 
is preferable on more general grounds." (Mills, 1999, p36) 
After these tests, a test for cointegration is 
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applied5 ,and, in order to gain an initial 
understanding of the cointegrating relationship, the 
CRDW statistic is used. The outcome of this is 
further emphasised by working through the Johansen 
cointegration testing procedure: 
~Cointegration provides for a reduction in the number of 
independent stochastic trends existing in a vector of time 
series, so leading to the idea of common trends" (Mills and 
Harvey, 2002). 
As a consequence of the Johansen cointegration 
testing procedure,for example, in chapter 5, two 
series are modelled using an unrestricted vector 
autoregressive (VAR(l)) framework and then: 
a) impulse response functions are generated to 
establish the effect of a one standard deviation in 
the variables; 
b) tests for Granger Causation are carried out 
on differenced data,to establish the direction of 
causation, if any; 
c) some in sample forecasts are generated 
followed by out of sample forecasts. 
I follow the Box-Jenkins methodology 
a) model identification e.g. using the 
autocorrelation and partial autocorrelation 
coefficients to identify a relevant model, one which 
describes the data; 
b) model estimation; 
5 A rationale for the cointegration analysis is 
given before the tests are carried out. 
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c) model checking e.g. checking the residuals 
to see if they mimic white noise residuals. 
The aim is to find the best ARIMA model and 
then use the simplest model if more than one is 
available 
What do we expect to see from an initial plot 
of a data series over time: 
a) the series is trended over time; 
b) it is considerably different from a white 
noise process because of the trend; 
c) if we look at percentage changes, or the 
first differences i.e.if an observation, X, from the 
series is : 
X, =XI-J +a, 2.4.1 
then the first difference is: 
X,-X'_I = a, 2.4.2. 
a, is an error term. 
This is the current observation minus the 
previous observation which is equal to the error, 
the error behaves like white noise and is therefore 
unpredictable,it shows no time trend. By repeated 
substitutions of the variance the variance of x 
approaches infinity as the time horizon approaches 
infinity. This situation is known as the unit root 
problem. If we ignore the unit root problem and 
estimate a model such as 2.4.3: 
X, - PX,-I = a, 2.4.3 
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where the t-statistic is of the form: 
2.4.4 
The general model this refers to is, an AR(1) : 
2.4 . 5 
In 2.4.5,the denominator is the ordinary least 
squares standard error for ~~ 
It can be shown that the distribution of the 
OLS estimator of p is not centred on 1 and the 
corresponding t statistic does not have the 
Student's t distribution{see Dickey and Fuller 
1979,1981). Therefore, the usual t test for p=l does 
not apply. The Dickey Fuller tests use new critical 
values to test for stationarity of data and I use 
these now standard tests in the three empirical 
modelling chapters, 5,6 and 7. 
2.5 Cointegration and error correction models 
What can we do with stationary series that have 
been made stationary by differencing them where we 
think there is an underlying equilibrium 
relationship? Cointegration modelling and error 
correction modelling is used in these instances. 
Engle and Granger(1987) first developed such 
models in their classic article. The Engle Granger 
paper(1987) introduced the two step procedure for 
testing the hypothesis of cointegration, the first 
step being the residual test. The second step is to 
see if the residuals contain a unit root by means of 
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an augmented Dickey-Fuller unit root test. If the 
residuals do contain a unit root, they are 1(1) and 
the hypothesis of cointegration is rejected. 
The hypotheses to be tested are 
Ho: Z - 1(1) is a unit root process and no 
cointegration exists between the variables in 
question. 
HI : Z, - /(0) is a stationary process and 
cointegration is assumed to exist between the 
variables in question'. This is the Engle and Granger 
two step procedure. Note, if we are dealing with 
residuals we do not include a constant or a trend in 
the ADF test. 
The principles behind these models are: 
a) there exists a long run equilibrium 
relationship between economic variables; 
b) in the short run, however, there may be 
disequilbrium; 
c) with the error correction mechanism, a 
proportion of the disequilibrium in one period is 
corrected in the next period i.e the change in price 
in one period may depend on excess demand in the 
previous period; 
d) the error correction process is thus a means 
to reconcile short run and long run behaviour; 
e) the error correction equations I use relates 
the change in one variable to the change in another 
, See page 23 
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variable plus the gap between the two variables in 
the previous period; 
f) the error correction captures short run 
adjustment but is guided by long run history and the 
error correction discussed is very closely related 
to the concept of cointegration developed by Engle 
and Granger in 1987; 
g) if we take two random walks that have 
variances varying over time i.e. they are not 
stationary. In general, we would expect a linear 
combination of them to be random walks. The two, 
however, may have the property that a linear 
combination of them is stationary. Thus if such a 
property hold we say the series are cointegrated and 
they will not drift too far apart over the long run; 
h) I use the cointegrating durbin watson 
test (CRDW) to test for cointegration and if the CRDW 
statistic is close to zero then two series are not 
cointegrated. I also use the Engle and Granger two 
step test which tests the residuals for a unit root. 
Soren Johansen's(1988) approach for 
cointegration, is to estimate the vector error 
correction model by maximum likelihood, under 
various assumptions about the trend or intercept 
parameters and the number, r, of cointegrating 
vectors, and then conduct likelihood ratio tests. 
Assuming that the errors Ut are independently 
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distributed, and given the cointegrating 
restrictions on the trend or intercept parameters, 
the maximum likelihood Lmax(r) is a function of the 
cointegration rank r. Johansen proposes two types of 
tests for r: 
The 1ambda-max test. 
This test is based on the log-likelihood ratio 
In[Lmax(r)/Lmax(r+l)], and is conducted sequentially 
for r = O,l, .. ,k-l. The name comes from the fact 
that the test statistic involved is a maximum gener-
alized eigenvalue. This test tests the null hypothe-
sis that the cointegration rank is equal to r 
against the alternative that the cointegration rank 
is equal to r+l. 
The trace test. 
This test is based on the log-likelihood ratio 
In[Lmax(r)/Lmax(k)], and is conducted sequentially 
for r = k-l, ... ,1,0. The name comes from the fact 
that the test statistic involved is the trace (= the 
sum of the diagonal elements) of a diagonal matrix 
of generalized eigenvalues. This test tests the null 
hypothesis that the cointegration rank is equal to r 
against the alternative that the cointegration rank 
is k. The latter implies that Xt is trend 
stationary. 
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i) notable contributions in this area include 
Davidson,Hendry, Srba and Yeo(1978), Engle and 
Granger (1987) and Johansen(1988,1991). 
If a relationship is suggested by 
cointegration, even though none exists, this is the 
problem of spurious regression(See Granger and 
Newbo1d,1974;Yule,1927). Granger and Newbold(1974) 
list three main consequences of spurious regression: 
a) estimates of parameters are inefficient; 
b) forecasts based on these estimates are sub 
optimal; 
c) a useful rule adopted by Granger and Newbold 
is if R2> durbin-watson statistic between two 
nonstationary series, then the regression will be 
spurious. 
By differencing two series 
X, -l(dx ) 
y, -l(dy ) 
A combination of them, Z, -l(dz), is cointegrated 
if Z, =xl-ay. We already know three important points 
concerning, for example, the two series in chapter 
5 : 
a) they are nonstationary; 
b) they are both 1(1) i.e. Indl-I(I),R,-l(I). 
c) they are both modelled 
individually, industrial consumption as an 
ARIMA(O,l,l) structure and residential consumption 
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as an ARIMA(l,l,O) structure. Here In~= industrial 
consumption and R,= residential consumption. 
Although not generally true,it may on occasions 
be the case that we have two integrated variables, 
1, and R" where a linear combination of them is not 
I (1) but I (0) : 
Z, = R, - Al, -/(0). 2.5.1 
When this occurs, h and R, are cointegrated and 
may be represented by one vector. If variables drift 
apart from equilibrium, economic forces will restore 
equilibrium. The two UK series, in chapter 5, are 
individually nonstationary and I am looking for 
evidence of cointegration: do the two consumption 
sectors have a long run equilibrium relationship? 
The variables are in equilibrium when: 
R,-a-A.I, =0 
And: 
Z, = R, - a - A.I, 
Here: 
E(z,) = 0 
2.5.2 
2.5.3 
i.e. on average, the equilibrium error is zero. 
In the case of cointegration, the equilibrium 
error is stationary with zero mean and A is the 
cointegrating parameter and is also unique. The 
existence of cointegration depends on the properties 
of the residuals: 
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a} if z,-1(1), then any relationship between, for 
example in chapter 5, residential and industrial 
consumption is spurious; 
b) if z, - 1(0) then the two variables are 
cointegrated. 
The cointegrating durbin-watson statistic is a 
rough and ready guide method and consists of 
computing the durbin-watson statistic from the 
estimated deviations from the long run path: 
2.5.4 
where : (1:,-1:1-1)2 , represents the absolute error 
differences. 2.5.5 
The smaller the CROW statistic the greater is 
the chance that the series are co integrated should 
be rejected i.e. if the error term has a unit root, 
then industrial and residential demand are not 
cointegrated, but spuriously related. 
The critical values for testing for 
cointegration are taken from Banerjee et 
al (1997, p209) . 
In summary,nonstationary series do not tend 
towards a mean value and are continually pushed 
around by past events. We have seen, however, in 
section 2.5 that the difference between a linear 
combination of two such unit root series maybe a 
stationary series: 
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z, =x,- ay, where z, is /(0) and x"y, are 
cointegrated. Any past events, while having long 
term effects on each series, will only have short 
term effects on the long run equilibrium 
relationship between, for example, residential 
energy demand and income. Cointegrated series 
possess a mechanism that corrects the error. Hence, 
if energy demand and income are co integrated 
series, they will have a long run equilibrium toward 
which they tend towards after a shock or a change in 
conditions-the error correction mechanism ensures 
this. 
CANEM (cointegration analysis for energy 
models) provides a statistical method for testing 
the long run relationship between energy time 
series, both sectoral energy demand e.g. industrial 
and residential demand, and its determinants. If the 
series are ~1) then sectoral energy demands may be 
modelled with their determinants 
El = fJxl + a, 2.5.5 
EI = residential demand, for example. 
x,= vector of determinants e.g. income, 
temperature etc. 
a,= error term tested for stationarity. 
The stationarity of the error term indicates 
that a long run relationship has a short memory of 
past events, and, therefore, tends to return to an 
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equilibrium. We implicitly assume a long run 
equilibrium exists between sectoral demand and the 
determinants of demand, and, equations can be 
specified to include differenced and lagged terms. 
I will concentrate on the time series properties of 
energy demand. 
a) CRDW,the cointegrating regression 
Ourbin-Watson statistic; 
Ho: w, - /(1). i. e the error term is integrated of 
order 1, in other words, the error term has a unit 
root. If CROW>O but below the lower critical value, 
then Hois accepted.'In other words, the null 
hypothesis is that the error term is integrated of 
order 1. 
If CRDW is between the upper and lower 
critical values the test is inconclusive. 
b) OF test. 
We cannot reject the null hypothesis if the OF 
statistic is greater than the critical value. 
Conversely, we can reject the null hypothesis if the 
OF statistic is less than the critical value. 
Similarly for the AOF tests. 
"If we cannot reject Ho: w, - /(1) we may conduct similar 
tests on the first differences of w,. Rejection of the null 
hypothesis Ho : l1w, - /(1) implies w, - /(1). If successful, this 
, See Sargan and Bhargava, Econometrica 1983 for 
the critical values. 
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procedure allows a firm classi fication of w, to be made." (Hunt 
and Manning, p185). 
A simple rule of thumb is : 
Ho:dw=O. If dw is close to zero then the series 
will not be cointegrated. 
HI :dw>O. If dw is significantly positive, we 
expect the two series to be cointegrated. The 
Durbin-Watson is a test statistic with a known 
distribution but Ho must be expressed in terms of a 
population parameter, as the conditions above are. 
The standard dw tables are not used as in the CRDW 
test the null is testing for dw=O rather than dw=2. 
2.6 VAR causality 
Further developments with time series have 
enabled researchers to use sets of variables and 
test for causality, this provides economic insights 
as well as mathematical beauty. When we identify one 
variable as : 
a) dependent, and another as; 
b) explanatory, we have made an implicit 
assumption that changes in the explanatory variable 
induce changes in the dependent variable. This is 
the notion of causality. 
Granger (1969) attempted to identify the 
direction of causality, so called Granger causality. 
Suppose X Granger causes (leads to) Y but Y does not 
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GC X, then past values of X should be able to 
predict future values of Y but values of Y should 
not be helpful in forecasting X. I use this test in 
the empirical chapters 5,6 and 7 to establish 
direction of causation in the estimated models. 
2.7 Impulse response functions 
Impulse response functions help us draw 
conclusions from the chosen VAR process by tracing 
the response of an endogenous variable to a change 
in one of the innovations. 
Consider the two variable VAR, and using the 
lag operator let the VAR(m) be: 
D(B)z, = v, 2.7.1 
where: 
D(B)=I-D,B,-D2B2- ... -DmBm 
and: 
z, = 0-' (B)v, = 'I'(B)v, = v, + :E~, 'l'jV,-, 
In this framework: 
2.7.2 
2.7.3 
a) there is no distinction between endogenous 
and exogenous variables; 
b) the 'I' matrices are the dynamic multipliers 
of the VAR as they represent the model's response to 
a unit shock in each of the variables; 
c) this is known as an impulse response 
function; 
d) E(v,v) =:E v, so that the components of v, are 
contemporaneously correlated. 
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A change in the innovation will immediately 
change the value of one of the variables within the 
VAR as well as changing future values of both of the 
changes in growth rates of the variables through the 
dynamic structure of the VAR. If the innovations are 
not correlated with one another, interpretation is 
straightforward as ell is the change in the growth 
rate of residential consumption innovation, for 
example, and e21 is the change in the growth rate of 
industrial consumption innovation, for example. The 
impulse response function for e21 measures the effect 
of a one standard deviation shock on today on 
current and future values of changes in the growth 
rate of industrial consumption. Here is the main 
problem: the innovations are nearly always 
correlated and possess a common component which 
cannot be identified by any specific variable. A 
somewhat arbitrary method of dealing with this is 
to attribute all of the effect of any common 
component to the variable that is listed first in 
the system. In the two variable VAR above, the 
common component of el/,e21 is totally attributed to ell 
as this appears first in the VAR. 
ell is the change in the growth rate of 
residential consumption innovation and the change in 
the growth rate of industrial innovation, e21, is 
transformed to remove the common component. The 
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errors are orthogonalized by a Cholesky 
decomposition so that n is a diagonal covariance 
matrix. 
2.8 Summary of modelling strategies in the 
literature 
Post 1987 there is a well established set of 
procedures for analyzing time series characteristics 
of the data: 
a) obtain the series required; 
b) take natural logs; 
c) analyze the correlogram and partial 
correlogram; 
d) execute unit root tests to establish if data 
is non stationary; 
e) difference to stationarity and hence remove 
the trend; 
f) use ARlMA modelling to establish what type 
of ARlMA(p,d,q) model is best used for univariate 
series; 
g) test for cointegration, using Johansen but 
other tests too; 
h) if cointegration exists, a vector error 
correction model is used to analyze the long term 
dynamics; 
31 
i) if no cointegration is found, then use 
vector autoregression models to estimate the demand 
function; 
j) test for causality using the Granger test to 
see the direction of causality. 
The next chapter concentrates on the major 
electricity papers that use this set of procedures. 
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3.0 Modern Time Series Energy Demand Model.l.ing: 
Literature Review 
3.1 Overview 
Following on from Engle and Granger's now 
seminal paper(1987}, the academic research evolved 
from traditional econometric papers to using the new 
techniques. The focus of attention switched to 
cointegration and its associated estimation 
technique of error correction modelling (ECM) . The 
emphasis is still on elasticities of demand i.e.: 
a} energy-price elasticity; 
b) income-price elasticity. 
3.2 Hunt and Manning's 1989 model 
Hunt and Manning's(1989}paper was probably the 
first academic paper to use the cointegration 
technique in energy demand modelling, the first 
CANEM model. They argue, correctly, that traditional 
studies approach time series data as if they are 
stationary and thus may result in spurious 
regression(Newbold and Granger 1974}. The techniques 
that Hunt and Manning cover include: 
a}weak and strong stationarity; 
b}correlograms; 
c}stochastic shocks; 
d) innovations; 
e}differencing; 
f}non stationarity tests; 
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g)cointegrating regression Durbin-Watson 
statistic (CROW) . 
Their paper has five main objectives: 
a) to consider the time series properties of 
energy data series that have previously been 
analyzed as stationary series; 
b) to provide both short-run and long-run 
energy-price and income elasticities of the demand 
for energy; 
c) to use the relatively new BEngle and Granger 
two step test for cointegration; 
d) to model the data using an error correction 
formulation; 
e) to comment on previous studies. 
Their model and energy data set is based on 
Common (1981) and the annual data, covering the period 
1967 to 1986 is taken from the official government 
publication, Digest of Energy Statistics in the UK 
(DUKES). To build up the series, various issues have 
been used to implement the model: 
\ogEI - aO - al\og YI - a2\ogPI ;: WI 3.2.1 
EI = physical energy consumption by final 
users,from DUKES. 
PI = nominal price divided by GDP deflator, 
found in United Kingdom Annual Accounts{Blue Book) 
1987 edition. The nominal price of energy, which is 
B New as far as energy studies were concerned. 
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equal to estimated expenditure on energy,from DUKES, 
by final users divided by energy consumption. 
~is gdp at 1980 market prices, obtained from 
the 1987 Blue Book. 
This gives an annual data set from 1967 to 1986 
w, is an error term. 
Tests used are : 
a) CRDW; 
b) Dickey-Fuller(DF) test; 
c) Augmented Dickey-Fuller (ADF) test. 
3.3 Hypothesis Testing Criteria 
The Hunt and Manning tests indicate the raw UK 
data i.e. the data expressed in log levels, are not 
stationary because the CRDW statistic is less than 
1.07. (Sargen and Bhargava suggest the critical 
value for a random walk is 1.07 9) whereas first 
differences are stationary. Levels being 
LOGE,LOGY,and LOGP . First differences being 6LOGE,6 
LOGY,6LOGP. Since first differencing appears to 
produce stationarity, we may conclude LOGE,LOGY and 
LOGP are all ~l). A glance at a correlogram in levels 
may also point towards this conclusion, however Hunt 
and Manning do not show a correlogram, only the 
autocorrelations at various lags. The variables and 
parameter estimates are presented below: 
9 See Sargen and Bhargava, Econometrica 1983. 
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Variabl.e CROW DF ADF 
LOGE 0.795 0.509 0.269 
LOGY 0.077 3.948 2.261 
LOGP 0.149 -1.395 -1.026 
Lll.OGE 1. 806 -3.864 -3.449 
LlloOGY 1. 661 -2.378 -1.912 
Lll.OGP 1. 678 -3.279 -2.458 
The CRDW for the data in levels, for all 
variables, is less than the critical value of 1.07, 
indicating the series are indeed, nonstationary. 
CROW for the first differenced data, for all 
variables, is greater than 1.07, indicating 
stationary variables. 
The 
The OF and AOF statistics for the logarithms of 
E and Y are positive and the negative statistic for 
price is insignificant. The first differences 
produce high negative values for OF and AOF 
statistics: 
" Since differencing once appears to produce stationarity 
it is therefore reasonable to conclude that !nE, In Y, and lnP 
are all 1(1) . . "(Hunt and Manning,1989,p186). 
Engle and Granger have shown that if a pair of 
cointegrating variables exist, then by the Granger 
Representation Theorem, there also exists an error 
correction mechanism (ecm) for the system. 
If the AOF regression has a significant 
t-statistic then we know that a unit root exists 
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i.e. the series is nonstationary. 50 an ADF test is 
run on the first difference of each series and these 
indicate a stationary series in first differences. 
If a series,x, has an expected value which is an 
exponential function of time, I, (an exponential 
trend) then no difference operator will set it to 
zero. In such cases we would apply a logarithmic 
transformation to the series, before applying the 
difference operator.As the series used in energy 
demand modelling are trended, we always take logs of 
the level series before any econometric analysis. 
The two step method for cointegration 
estimation involves: 
a) estimate the cointegrating regression: 
y, = px,+u, 3.3.1 
and save the residuals, 
u, = y, - jJx,. Here, is the estimated residuals and 
jJ is the parameter estimate; 
b) estimate the ecm: 
I'1y,=Pl&,+PZ(Y'-I-PX'-I) +e, 3.3.2 
"The testing problem is closely related to tests for unit 
roots in observed series as initially formulated by 
Fuller (1976) and Dickey and Fuller (1979,1981) .. (Hunt and 
Manning, p265). 
An OL5 regression on the levels of the series 
is calculated and Hunt and Manning consider whether 
the residuals are stationary: 
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InE=ao+lnY+lnP+w, 3.3.3 
Hunt and Manning successfully run this equation 
and conclude that LOGE,LOGP and LOGY do appear to be 
a cointegrating set as the CRDW statistic for the 
residuals is between 0.97 and 1.92, the lower and 
upper bounds respectively, so the hypothesis of 
cointegration cannot be rejected. The table below 
summarizes their long run findings: 
Long run cointegrating energy demand 
Dependent variable logE,. 
Variable 
C 
logY, 
of demand) 
logP, 
of demand) 
i. e. : 
Parameter estimate 
7.987 
o. 494 (long run income elasticity 
-0.331 (long run price elasticity 
lnE, = 7.987 -0.33lnP, +0.494Y, 3.3.4 
Equation 3.3.4 demonstrates an inverse 
relationship between price and (energy) demand and a 
positive relationship between income and (energy) 
demand . 
This is confirmed by the DF and ADF statistics 
and, the residuals correlogram is consistent with 
order zero. Their initial ECM model is 
overparameterized and after some elimination Hunt 
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and Manning finally present the following restricted 
ECM model: 
~lnE, = ~PI In Y, - ~2p21nP, - P3ECH 3.3.5 
Where EC'_I is an error correction term and 1'1 is 
a first difference operator. The parameter estimates 
of income (InY,) and the real price of energy (InP,) 
along with the error correction term are fJ"fJ2 and fJ3 
respectively. 
A summary of their results is presented below: 
parameter 
fJl : 0.598 
fJ2 : -0.126 
P3 : -0.669 
t-ratio 
4.171 
-2.946 
-2.753 
The error correction term is significantly 
different from zero and indicates that almost two 
thirds(66.9%) of the error correction will be 
corrected in the first period, in this instance, one 
year. Hunt and Manning also demonstrate that the 
elasticities from an unrestricted model are similar 
to those of the restricted model. 
They show that the effect of a change in the 
real price of energy is less in the short run than 
in the long run and the effect of a change in income 
on energy demand is greater in the short run than in 
the long run. The elasticities are presented below: 
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Short run 
p -0.13 
Y 0.60 
Long run(implied from OLS) 
-0.33 
0.49 
An increase in income will bring about an 
immediate increase in derived demand for energy in 
the short run but this is reduced in the long run as 
more energy efficient equipment is purchased. 
Of course there are problems associated with 
CANEM modelling: 
a) despite attempts to base co integration and 
ECM on theoretical precepts, they are often just 
empirical justifications to model the dynamic 
process. As static models are now considered 
inappropriate methods for dealing with time series, 
cointegration is used to test for long run 
relationships even though none may exist. To find a 
cointegrating relationship may be difficult; 
b) unit root tests must not be considered 
definitive, due to their low power; 
c) variables such as gdp and energy prices may 
be determined within the system, and such endogenous 
variables suit a vector autoregressive technique; 
d) this type of modelling does not explicitly 
take into account technological progress, although a 
long data series would reflect such progress; 
e) CANEM models assume constancy in the long 
run relationship. Any structural break weakens this 
40 
relationship somewhat, indicating thresholds or 
non-linear linkages lo • 
Despite these difficulties in energy modelling, 
the general procedure described is essential for 
several reasons: 
a) energy demand time series tend to be 
nonstationary; 
b) the series appear to be cointegrated with 
one or more of its components; 
c) the use of energy with durable goods leads 
to a gradual adjustment in the long run equilibrium. 
The Hunt and Manning(1989) ideas are further 
developed in this thesis by using the Johansen 
co integration technique not used in energy economics 
at the time of the Hunt and Manning paper.ll This 
replaces the Engle and Granger two step method, but 
it is useful to compare both methods of testing for 
cointegration, and indeed I do use both techniques 
in my research. Secondly, the model utilizes local 
Norweb PLC energy data, going back to 1955,a longer 
series than Hunt and Manning's. 
10 See Granger, Econometrica 1995. 
11 The next paper review, by Hunt and Witt(1995), 
uses this technique with similar results to the 1989 
paper. 
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3.4 Hunt and Witt's 1995 model 
In 1995 Hunt and Witt produced a paper for the 
Surrey Energy Economics Centre which carried on the 
work of the paper in 1989. The major difference was 
this paper used the Johansen(1988) cointegration 
technique, rather than the Engle Granger two step 
procedure, but with very similar results, as I 
report below. The Johansen technique used by Hunt 
and Witt is a maximum likelihood estimation(MLE) of 
the relationship between energy consumption, price 
and income. 
The data set of this paper is an annual data 
set for the UK from 1967 to 1994 and the equation to 
be estimated is : 
iogE, = a.iogP, + a2iog Y, + a3iogJT, +ao 
The variables are defined as : 
3.4.1 
E is aggregate energy consumption by final user 
from various issues of DUKES 
P is the nominal energy price divided by the 
GDP deflator given in Economic Trends Annual 
Supplement 1995 and Economic Trends August 1995. 
~ is GDP at 1990 factor cost. The earlier study 
used market prices, but of course electricity is now 
subject to value added tax and factor cost is now 
used as gdp at market prices does not include 
indirect taxes. Again data is from the two Economic 
Trend publications. 
42 
JT, is the Great Britain mean air temperature, 
for January, in degrees celsius, from DUKES. No 
heating degree days are used, although heating 
degrees would probably have been better. 
With the exception of the temperature variable, 
all variables are transformed to natural logarithms. 
The standard Dickey Fuller tests for AR(l) 
series and Augmented Dickey Fuller tests for AR(p) 
series are reported. Before the tests the authors 
state two assumptions about the series: 
a) logE"logP, are difference stationary. If a 
series requires differencing to transform it to a 
stationary series, it is called a difference 
stationary process(DSP); 
b) log Y, is trend stationary and the temperature 
variable is stationary. For a trend stationary 
series: 
z,=a+t5I+e, 3. 4 . 2 
The mean of the series, E(z,) is not constant 
over the sample period, while the variance is. The 
mean may be forecasted if the value of I is known as 
well as the other parameters. It is in this sense 
stationary about a deterministic trend and can be 
transformed to a stationary series by regressing the 
series against time. I will discuss both these 
concepts in the modelling chapters. 
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Their unit root tests are presented the table 
below: 
Variable I (1) vs I (0) I(2)vs I(l) 
OF AOF OF 
logE, -2.57 -4.78 
logP, -1.63 -4.28 
logY, -3.02(1) 
JT, -3.51 
Figures in brackets are the number of lagged differences 
Critical points in these results are: 
a) 5% critical value without trend is -2.98 
whereas 5% critical value with trend -3.59; 
b) for all variables except the temperature 
variable, all OF and AOF statistics are absolutely 
less than the critical values. 
The unit root analysis hence confirms the 
nonstationarity of the variables. The OF regressions 
included constants and the ADF test for logY, 
included both a constant and a time trend. 
As I mentioned earlier, the major departure in 
this paper is the authors' use of the Johansen 
multivariate MLE cointegration test. Consider the 
vector autoregression(VAR): 
3.4.3 
In this equation the vector X is a vector of 
all the dependent and explanatory variables: 
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x, = [log(E,), log(P,), log(Y,)] 
All the reported variables are shown to be 
significant i.e.the calculated trace statistic for 
the null hypothesis of no cointegration against the 
hypothesis of at least one cointegrating vector, is 
greater than the 10% critical values. The critical 
values used are reported in Osterwald-Lenum, 
(1992:table 1) and reproduced in Banerjee et 
al(l997} .The Johansen cointegration test shows at 
least one long run relationship exists in the data 
set. To summarize their paper so far I will 
highlight the main points: 
a} the main variables are all I(1} with the 
exception of the January temperature variable which 
is stationary; 
b} logE"logP, are difference stationary, a 
conclusion arrived at by observing the plots of the 
series; 
c} logY, is trend stationary; 
d} the unrestricted VAR treats the I(1} 
variables as endogenous to the system and the 
temperature variable as exogenous to the system i.e. 
a stationary variable and of full rank; 
e} the Johansen MLE technique for cointegration 
is used and the authors cannot reject the hypothesis 
of at least one cointegrating vector at the 10% 
level of significance. 
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The paper is in agreement with the 1989 paper 
in that the variables are all 1(1) except 
temperature l2 • Both papers utilize annual data as it 
is easily available in the public domain e.g. in 
DUKES. The major change is the methodological 
difference of using Johansen's MLE technique. The 
Engle Granger two step had already been examined in 
their earlier, paper. The estimates of the Johansen 
cointegration testing procedure are shown below: 
The table of a and B vectors 
Variable 
mE -1.000(4.26) -0.874(4.11) 
mP -0.271(4.13) 0.467(0.96) 
mY 0.215(3.52) -0.349(2.07) 
t-statistics are in brackets 
Here, the beta matrix is a summary of the 
parameter estimates and the alpha is a summary of 
the statistical diagnostics. 
The individual estimates are all statistically 
significant, as shown by the t-statistics, except 
the t-statistic for the price variable which may be 
regarded as weakly exogenous. The income variable is 
on the border and it is unclear if it is weakly 
exogenous to the model: 
12 Temperature did not appear in the 1989 paper 
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"This yielded a likelihood ratio statistic X(2) = 4.283 
suggesting that the joint null of both being weakly exogenous 
cannot be rejected." (Hunt and Witt, p12) 
The authors find the parameter estimates of the 
restricted model are significantly different from 
zero, and the long run income and price elasticities 
of demand are similar to the estimates in Hunt and 
Manning's 1989 paper.Once a cointegrating vector has 
been established, the Granger Representation Theorem 
shows that a corresponding error correction model 
exists, from which the short run elasticities are 
derived as well as the adjustment parameter. The 
error correction model is summarized as follows: 
!linE, = 5.648 - 0.151!lInP, + 0.400!l1n Y, - 0.0062.lT,- 0.653EC,_1 
(4.82) (2.45) (2.28) (2.94 ) (4 .82) 
t statistics are in brackets 
The parameter estimate associated with the 
error correction variable is very significant as 
this may be interpreted to mean that nearly two 
thirds of any disequilibrium is corrected in the 
first year, the lag in this model being 1 i.e. one 
year. 
In the table below I present some comparisons 
between the 1989 analysis and the 1995 analysis of 
the short run and long run elasticities: 
Variab1e SRS9 LRS9 
p 
y 
-0.13 -0.33 
0.60 0.49 
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SR9S 
-0.15 
0.40 
LR9S 
-0.29 
0.23 
It is important to point out that : 
" ... as cointegration is actually a pretty unlikely 
occurrence, sometimes it proves to be difficult to find 
cointegrating relations at all ... e.g. Hunt and Witt, 1995, had 
to use the heating degree days of January as an additional 
explanatory variable in order to find some cointegration in 
their aggregate energy consumption study ... " (Madlener, 1996). 
3.5 Bentzen and Engsted: Energy demand and GDP 
A paper by Bentzen and Engsted(1993)attempted 
to model energy demand and economic activity using 
energy consumption,real price of energy and real 
gdp,with Danish annual data from 1948 to 1990. The 
authors treat these as non stationary unit root 
variables. Academic research following the first oil 
crisis in 1973 had attempted to measure the impact 
of economic activity and energy prices on energy 
demand, income and own price elasticities using 
conventional modelling approaches. The general 
results of these previous papers were: 
a) long run income elasticity is ~ 1 i.e. unit 
elasticity; 
b) price elasticity <l(in absolute terms) i.e. 
inelastic with quantity demanded changing by a 
smaller percentage than the price change. 
The long run series in the previous studies are 
treated as stationary and , as we have seen in the 
Hunt and Manning studies, this is not the case. 
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Econometric modelling of energy demand and its 
determinants is based on the cointegration approach 
and ECM models used to estimate the parameters: 
"Error correction models have a sound statistical 
foundation in the theory of cointegration developed by Engle 
and Granger" (Bentzen and Engsted, EE, 1993,p9). 
The basic relationship is similar to Hunt and 
Manning's and a pattern is emerging already in the 
literature: 
E, = f(Y
" 
P" T,) 3.5.1 
E, = aggregate energy demand for Denmark 
1948-1990 
~= real GDP for Denmark 1948 1990. 
P,= real energy price for Denmark 1948 1990. 
0= a temperature variable. 
Weather effects are modelled by a temperature 
variable. 
The same estimation procedure is used. 
The long run relationship is: 
In(E,) = ao + a. In(Y,) + a2 ln(P,) + a31n(T,) + e, 3.5.2 
Bentzen and Engsted treat the variables of 
their model in the following now familiar manner: 
a) they determine the time series 
properties, using OF and ADF tests; 
b) if the variables are found to be 
cointegrated, the long run elasticities of demand 
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may be estimated by levels regression of the 
variables using OLS; 
c) the short run parameters and adjustment 
parameter may be obtained by an error correction 
model, using ~log(YI),~log(pl)and~log(T,) plus an error 
correction term describing the stationary 
cointegrating relationship between the levels of the 
variables. The variables are all treated as 
nonstationary /(1) processes trending away from any 
constant mean or variance and subject to 
multicollinearity i.e. the exogenous variables are 
interrelated. They may be tied together in the long 
run so that a linear combination of them is 
stationary. 
The residuals from the long run relationship 
are examined to see if they mimic white noise , as 
they should, using the Dickey Fuller regression and 
also the Ljung-Box statistic(the modified Q 
statistic) . If the residuals are stationary then 
the variables are cointegrated and a long run 
relationship between them exists. Banerjee 
etal(l986) have shown that despite the property of 
superconsistency, the Engle and Granger(l987) two 
step procedure derives parameter estimates that are 
themselves derived from a small sample, and this is 
a continued problem in a lot of macro economic 
empirical studies. They also show that the estimates 
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are not invariant to the chosen normalization i.e. 
which variable is used as the regressor produces 
different results. There may also exist the 
possibility of multiple cointegtration equations in 
a multivariate model. Finally the classic problem of 
the OLS estimates not being normally distributed if 
the variables are nonstationary is also discussed by 
Banerjee etal in this paper. 
These problems are enough to make Bentzen and 
Engsted utilize the same method as Hunt and Witt in 
the paper discussed in section 3.4, the Johansen MLE 
technique for cointegration. The variables tested, 
are presented below: 
variable Trace statistic 5% critical values 
log(E,) -0.52 -3.50 
log(Y,) -0.84 -3.50 
log(P,) -1. 87 -3.50 
log(T,) -4.11 -3.50 
critical values from Fuller(1976) 
These results show that log(E,), log(Y,), log(P,) are 
nonstationary unit root variables and all three 
variables may be cointegrating. The weather variable 
is found to be stationary, the same as other papers 
e.g. Hunt and Witt. The results of the Johansen 
cointegration test are presented below 
Johansen Cointegration Test 
51 
rank 
r=O 
r $ 1 
r$2 
trace statistic 5%cv 
1.4 62.99 
7.1 42.44 
31.2 25.32 
The Johansen cointegration test: 
a) tests for evidence of cointegrating 
relationships; 
b) the trace column indicates the liklihood 
ratio for no cointegrating vectors (r= 0), for at least 
one cointegrating vector (r $ I) distributed as chi 
squared 
c) the first row in the column tests the 
hypothesis of no cointegration, the second column 
tests the hypothesis of at least one vector and the 
third row tests the hypothesis of at least 2 
cointegrating vectors; 
d) these hypotheses are all tested against the 
alternative hypothesis of full rank i.e. all series 
in the VAR are stationary; 
e) the trace statistic is greater than the 
critical value in one instance only, indicating 
cointegration. 
The trace statistic is greater than the 
critical value in one instance and this confirms 
that at least one cointegrating vector exists and 
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the long run elasticities are obtained by OLS on the 
level variables: 
log(Et) = 6.635 - 1.2\3log(Yt) + 0.465Iog(Pt ) + Ut 3.5.3. 
Here the long run income price elasticities are 
as the model should behave. 
The ECM model used is represented by equation 
3.5.4: 
n s 
bi.1ln(Yt-i) + L Ci.1ln(Pt- i) + L d;ln(Tt-;} + y[lnEt- i - 1.213 
i~ i~ 
.1ln(Et-i) is a function of lagged values of itself, 
current and lagged values of.1ln(Yt), .1ln(Pt} and In(Tt ) 
plus an error correction term describing the 
stationary cointegrating relationship between the 
levels of the variables. 13Parameters in the error 
correction model describe the short run effects, 
whereas parameters in the cointegration equation 
describe the long run effects. There is also a 
parameter measuring the speed of adjustment of the 
variables, as shown below: 
13 The lag chosen =1 since annual data is used and 
the least significant estimates are deleted. 
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Error Correction Model 1948-1990 
Variable Estimates 
~1n(E'_I) 0.111(1.39) 
~ In(Y1_ 1) 0.666(5.04) 
~1n(PI_I) -0.135(-2.53) 
In(T,_1) 0.410(6.85) 
y -0.238(-3.45) 
SSR 0.03 
R2 0.79 
DW 2.22 
t-values in brackets 
In the error correction model, the signs have 
been corrected to the expected values, negative 
value for the price variable and a positive value 
for the income variable. 
We may note a few points on these parameter 
estimates such as the short run income and price 
elasticities are less than the long run 
counterparts. The adjustment parameter(y)is strongly 
significant. If the Danish economy is in some type 
of disequilibrium then about one quarter of the 
adjustment of energy consumption occurs in the first 
year, given the lag length of one year. 
In summary the methodology is similar to Hunt 
and Witt's: 
a) the time series properties of all the 
variables have been investigated; 
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b) if all the variables were found to be 
nonstationary but cointegrated, the long run 
elasticity may be estimated OLS regression of the 
variables in their levels; 
c) the short run elasticity and the speed of 
adjustment may be investigated by ECM modelling of 
the data. 
The authors also argue that the structural 
relationship between energy demand and its 
determinants has been largely unchanged by dramatic 
changes in energy conditions over the post war 
period in Denmark. 
One may gather from the academic literature 
that cointegration techniques and ECM are used to 
distinguish between long run and short run effects. 
As we have seen, Hunt and Manning(1989), Hunt and 
Witt(1993) and Bentzen and Engsted(1993) utilized 
these techniques to understand the interaction 
between industrial demand and economic growth. The 
next paper is a paper by Vaage who analyzes demand 
in Norway using the Johansen cointegration test and 
concludes that a Government may introduce various 
policy initiatives without adversely affecting 
residential demand for electricity. 
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3.6 Vaage(1993): The Norwegian Model 
Vaage(1993) develops an error correction model 
after using the Johansen cointegration technique to 
establish a long run equilibrium between the 
variables of importance. The price of oil is also 
included as a variable because of the importance of 
the oil sector to Norway's gross domestic pr09uct, 
but it is later dismissed as insignificant in the 
residential sector. 
For domestic consumers this is only relevant 
if a household relies on oil e.g. oil heaters. This 
type of heating is rare in the UK and he concludes 
the price of oil is important if such heating is 
predominant. 
The data used in Vaage's model is : 
a) electricity consumption (el), defined as 
kilowatt hours of consumption where 
1,000,000KWH=lMWH. Annual data used from 1960 to 
1989; 
b) electricity price(pe) deflated by the 
consumer price index(our RPI) of 1974. Again from 
1960 to 1989; 
c) the oil price (po) deflated by the 1974 CPI; 
d) personal disposable income (inc) deflated by 
the 1974 CPI; 
e) heating degree days(h), defined in chapter 
4.0. 
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Vaage uses the general VAR model: 
Y,= 'l/o+'l/II+rtl n,Y,_,+e, 
Where: 
3.6.1. 
~= vector of variables that enter into the 
demand relationship; 
1= trend(time) function; 
e, = error term; 
'I/o, 'I/),n, = parameters to be estimated. 
This is a reversal of the way of doing things. 
Hunt's papers and Bentzen et al first of all 
determine the time series properties of the data by 
visual inspection, then carry out unit root tests on 
the data before stating the general VAR procedure. 
possible indicators are the corellogram and the 
Ljung Box statistic (the modified Q statistic), 
allowing one to observe the pattern of 
autocorrelation and decide upon how best to model 
it. Vaage does make the following observation: 
"It is now widely recognized that when 
modelling (aggregated) economic time series the modeller has to 
pay attention to the time series properties of the series 
involved.- (Vaage, pt) 
Vaage uses two unit root tests i.e.: 
a) the Dickey/Fuller unit root test; 
b) the Phillips/Perron unit root test. 
The tests were included with and without 
trends, with and without constants and if at all 
levels of tests, the hypothesis of a unit root is 
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not rejected, Vaage accepts the evidence that a unit 
root really does exist and a series is non 
stationary. If there are conflicting opinions, 
Campbell and Perron(199l) argued that the pp test 
should be preferred except when the data generating 
process has a predominance of negative 
autocorrelations in first differences. As with the 
previous papers, all the variables are unit root 
variables with the exception of the weather 
variable, which is stationary and exogenous to the 
system. 
Vaage prefers the Johansen MLE technique to 
test for cointegration: 
6.Y, = "'0 + ITY'_i + :Etl f';6.Y,-i + e, 
Here: 
a) Y, is 1(1); 
3.6.2. 
b) ITY,-i is generally nonstationary; 
c) other terms are 1(0). 
"As the number of independent and stationary combinations 
of Y, is expressed by the rank,r, of the matrix,IT, finding the 
rank of IT is tantamount to finding the number of cointegrating 
vectors in Y," (Vaage, p8). 
The condition for cointegration is: 
I1=ap' 3.6.3. 
Here, IT may be positive but less than full rank 
and if all the variables in the vector ~ are 1(1) 
then some linear combinations of the variables are 
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1(0) and hence cointegrated. If the rank is equal to 
zero then no linear combinations exist that make ~ 
zero and n reduces to a null matrix. If 3.6.3 is of 
full rank"then any linear combination of the n 
variables in r,is stationary so the VAR may be safely 
expressed in levels. Vaage goes ahead with the 
Johansen test and finds at least one cointegrating 
vector and with these tests some normalization 
procedure is required i.e. the modeller has to 
decide which is the dependent variable. In this as 
all cases, the dependent variable is electricity 
consumption. 
The normalized eigenvectors(p)corresponding to 
each variable in 3.6.3 are: 
el 1.00 -1.71 3.24 -0.03 
pe 0.13 1.00 -0.51 -1.07 
po -0.18 -0.32 1.00 -0.01 
inc -1.59 3.55 -6.13 1.00 
(Vaage presents no t statistics). 
The long run cointegrating relationship may be 
interpreted as: 
1.00ei + O. J3pe - O.lSpo - 1.59inc 3.6.4. 
or: 
et = -O.13pe + O.lSpo + 1.59inc 3.6.5. 
" i.e. if the maximum number of linearly 
independent rows in a m*n matrix that can be found 
is r, the matrix is said to be of rank r. 
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Here the own long run price elasticity is -0.13 
and the own long run income elasticity is 1.59, not 
much response to a change in price, but a large 
response to demand given a change in income. The 
price elasticity of oil (po) is 0.18 
The a~(alphas} represent the adjustment factors 
and these are: 
a' = (-{}.378, 0.032, 0.050, 0.031) 3.6.6. 
for the adjustment vectors(el,pe,po and inc 
respectively}. These act as follows: 
a} determine the impact on the ~~ vector when 
the long run relationship is in disequilibrium; 
b) a zero coefficient on any alpha vector 
indicates the corresponding variable is weakly 
exogenous to the system. Apart from electricity 
demand itself, the other variables are close to zero 
whereas the disequilibrium in electricity demand is 
adjusted by a weighting of almost 0.40. 
Having established a long run cointegrating 
relationship, the next thing to estimate is the 
vector error correction model of the form, equation 
3.6.7.: 
~Yt = '1'0 + r.tl y7 ~Yt-; + r.J!1 r.t<) ifJ* &:j,t-l + Y**(yt-l - ~J!l ()jXj,t-l) + et 
Vaage estimates using the ECM the following 
long run demand relationship: 
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et = --{).40pe + O.26po + 1.62inc 3.6.8. 
10.241) (0.114) (0.115) 
Standard errors in brackets. 
So, Vaage now has two lots of elasticities, one 
from the above ECM framework and one from the 
cointegrating equation, 3.6.5: 
long run 3.6.5 long run 3.6.8 
price 
income 
-0.13 
1.59 
-0.40 
1. 62 
a) the price elasticity suggests inelastic 
demand for both short and long run, with very little 
change in the demand for electricity in the long 
run. Economic policy e.g. the introduction of energy 
taxes will therefore have little impact on the 
residential demand for electricity, as appears to be 
the case; 
b) the income elasticities of demand are both 
positive, indicating a normal good. Both values 
indicate an elastic income of demand for elasticity 
so that if income increases, the demand for 
electricity will increase by a larger amount. 
Both techniques yield a similar result for 
income but not for price and the adjustment 
parameters are summarized as follows: 
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Adustment parameter 
Equation 3.6.6=-0.378 
From ECM =-0.415 
See Vaaqe tables 2 and 3 
The adjustment parameter of, on average, -0.40 
indicates that if electricity demand is out of 
equiibrium, then demand will recover by 42% in the 
first year in a one lag model, or in Vaage's 3 lag 
model, over a period of three years. 
3.7 elements and Madlener 1999 
~Over the past decade a number of empirical papers in 
energy economics have applied cointegration analysis to the 
modelling of energy demand, thereby accounting for the 
potential non-stationarity of the data and simultaneously 
avoiding the loss of valuable long run information which would 
result from taking first differences." (elements and Madlener, 
1999,p 185). 
This opening statement by the authors is a very 
good summary of the current state of research and 
good indication of my main thesis. The papers the 
authors mention in passing as contributing to the 
field, include 3 I have reviewed: 
Authors 
Hunt and Manning(1989) 
Technique 
Engle Granger 
Data 
UK Annual 
UK Annual 
Norwegian 
Bentzen and Engsted(1993) Johansen 
Vaage (1993) Johansen 
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a 
There are other papers, but the above papers 
cover the main methodological and econometric areas 
of this thesis as well as current thinking about 
energy demand. Of the ten major papers, only two use 
quarterly data as this is the most difficult data to 
acquire. The authors also describe a third approach, 
besides cointegration and traditional econometric 
simultaneous equations, namely the approach of 
Peseran, Shin and Smith(1996) which asks: 
" ... is there a long run relationship between the 
variables of interest, irrespective of whether they are 
integrated of order zero, 1(0), 1(1), or a mixture" (elements 
and Mad1ener, 1999, p186) 
This approach is not used in the thesis, but is 
an area for further research and development of the 
analysis and is academically very promising. The PSS 
approach is useful in explaining temperature 
analysis, for example, an important variable in the 
short term in determining residential demand. In 
the PSS analysis it doesn't matter if this is 
stationary or not "it is the explanatory nature of 
the variable that is important. 
The main points addressed in the elements and 
Madlener paper are : 
a) a comparison of methods to estimate long run 
energy demand; 
15 Both Hunt and Witt, Vaage and myself(see 
chapter 7) show any form of a weather series to be 
stationary with only short term effects. 
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b) derivation of short term quarterly models; 
c) comparing and contrasting all methodological 
approaches previously mentioned. 
The data the authors use for the annual models 
covers the period 1976 1995 and is taken from 
various issues of the Monthly Digest of Statistics. 
Four variables are used: 
a)the natural logarithm of energy consumption, 
b) the natural logarithm of income, y; 
c) the natural logarithm of the retail price 
index for heating and light, p; 
d) a temperature variable, the heating degree 
day, h. 
From running a Dickey-Fuller regression of the 
form: 
3.7.1 
The authors found q,y and hare trending 
variables, while for p the trend is not present. 
Dickey-Fuller test 
The table below shows the various variables in 
the model, tested for a unit root using different 
lag structure. For example, the first row tests the 
variable q,which is domestic energy consumption, for 
a unit root with no lags in equation 3.7.1 and the 
second row tests for a unit root using a lag 
structure of 2. Similarly for y,the real income 
variable,a test for a unit root using one lag has 
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been carried out and the exercise has been repeated 
for the other variables in the model. The results 
are surrunarized in the table below: 
Variable ADF Lag 
q -2.926 0 
q -4.612 2 
Y -3.054 1 
P -2.017 1 
h -2.821 0 
The highlighted variable is statistically 
significant at the 5% level. MacKinnon critical 
values are used: 
l%cv 5%cv 10%cv 
-4.3226 -3.7809 -3.4959 
The results and the unit roots found by the 
authors are presented in the table below: 
Variable Unit Root Lag 
q yes 0 
q no 2 
y yes 1 
p yes 1 
h yes 0 
A unit root was found for the energy 
consumption variable only when there was no lag 
included in the Dickey-Fuller unit root test. 
For the analysis of the long run relationship, 
elements and Madlener use the Johansen cointegration 
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technique, estimating a VAR(l) in three variables 
with the weather variable and a constant, with 
restriction. 
Cointegration statistics are presented below: 
Ho: 
r::; 0 
r::; 1 
r::;2 
Trace Adj trace 
38.58 32.49 
6.13 5.17 
0.77 0.65 
95% 
29.7 
15.4 
3.8 
The Reimer's adjusted trace statistic is used, 
Radj = (T - mn) 
T= number of observations 
m= number of variables 
n= lag order of the VAR 
Critical values used are Osterwald-Lenum(1992) 
Highlighted statistics are statistically 
significant. 
There exists at least one cointegrating vector 
as the trace statistic is greater than the critical 
value and even the adjusted trace statistic is 
greater than the critical value. The standardized 
beta vector is, that is with the electricity 
variable on the left hand side: 
q, 
1.000 
0.922 
0.209-
Y, 
-0.423 
1. 000 
0.094 
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PI 
0.099 
1. 292 
1. 000 
From this matrix we may obtain the long run 
price and income elasticities of -0.01 and 0.42 
respectively. The estimated elasticities turned out 
to be similar using the PSS approach and the authors 
conclude with a note of caution: 
~We caution, however, against reading too much into the 
empirical forecast comparison exercise given the fairly short 
sample period and the single epoch over which forecasts are 
evaluated. "(elements and Madlener, 1999, p203) 
This chapter has presented some papers in the 
field, to obtain an idea of: 
a) a history of the subject; 
b) the main variables used; 
c) the main econometric techniques used; 
d) the sources of data; 
e) the results obtained. 
3.8 A Whole Economy Approach 
The survey so far has concentrated on 
particular market sectors e.g. the residential 
sector. The next article I look at is a whole 
economy approach, a forecast for the whole economy's 
energy demand from The SEEC United Kingdom Energy 
Demand Forecast(l993-2000),R.Fouquet, D.Hawdon, 
P.Pearson, C.Robinson and P.Stevens, 1993. 
The paper covers all the UK economy including 
the iron and steel sectors, the transport sectors 
and many others. The authors argue the case for 
energy demand forecasting 
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" Ever since the oil shock of 1973, economists have 
regularly analyzed, discussed and forecast changes in energy 
consumption and their effects on the economy ~~ (Fouquet etal, 
1993, P 1) 
The SEEC researchers continue with this 
tradition. The authors argue that energy demand 
responds to changes in price , Government policy, 
market shocks and changes in market structure. The 
durable nature of energy using equipment means that 
any effects of price fluctuation and growth activity 
feeds through into consumption patterns over a 
period of years. This is the problem with 
researching energy demand, and the SEEC authors use 
the now almost conventional wisdom of time series 
econometrics to analyze this: 
a) they use error correction modelling approach 
to take into account immediate and gradual changes; 
b) the ECM incorporates a long-run non 
stationary, but co integrated model, into a short-run 
dynamic and stationary framework; 
The authors consider various scenarios e.g. a 
world with and without the influence of the Iraqi 
oil supply on prices and conclude on this subject: 
\\ The most likely outcome is a gradual rise in real 
terms, perhaps some 5 percent per year' of oil prices. (Fouquet 
et aI, 1993, p5); 
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c) energy policy in the UK has seen real prices 
fall since privatization, with increased competition 
from the likes of British Gas and Virgin. 
Their model of energy demand is of the form: 
e = j(p,g,t) 3.8. 1 
e is final user demand, all variables in logs. 
P is price. 
g is economic activity. 
t is a temperature variable. 
The period of study is from 1950-1992 and data 
is obtained from the Department of Trade and 
Industry. 
Features of Energy Demand in the SEEC model 
Demand for energy is a derived demand, derived 
from the desire to use the services certain 
appliances provide. Because of the durable nature of 
goods, lags develop between the sale of the latest, 
most efficient appliances and its acquisition. These 
lags alter consumer behaviour: 
" .. . they cause a significant difference between short run 
and long run adjustments to price, incomes and output 
changes" (Fouquet,et al 1993,p39). 
The ECM suggests the consumer has a long run 
optimal behaviour. Shocks disturb the optimal 
behaviour pattern and cause consumers to try to 
re-establish long run equilibrium: 
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" Thus,in the long run, consumption will be optimal in 
the short run, it will be tending towards an optimal 
behaviour' (Fouquet et aI, 1993,p 40). 
Thus, a change in the demand will be determined 
by any changes in explanatory variables, plus the 
adjustment in that period towards the optimal 
behaviour. These so called trended variables are 
differenced, turning non stationary variables 
integrated of order 1,1(1), into stationary 1(0) 
variables, losing some long term information about 
the behaviour. This has been resolved by the error 
correction model: 
"Modellers, can, using the residuals from the long run 
cointegrated equation and differenced nonstationary data, 
estimate both instantaneous and gradual consumer adjustments to 
shocks" (Fouquet et aI, 1993, p41) 
Conclusions of the SEEC model 
A major feature of energy demand is the likely 
growth in gas consumption along with the collapse of 
the UK coal industry and the reliance on coal 
imports. The continued growth for oil in the 
transport sector has had a large influence on 
Government policy in trying to reduce demand e.g. 
the introduction of VAT, reviewed later in this 
chapter. 
The authors argue that this increase in energy 
demand in the transport sector will increase the 
share of final user demand even more. Electricity 
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generation will, and has, moved to more efficient 
and environmentally friendlier methods of generation 
to combat this rise in energy demand: 
" The economic significance of meeting a steadily growing 
final demand with a flow of inputs rising less than 
proportionately to output is clear in terms of resource costs 
and risks, as well as for the environment" (Fouquet et aI, 1993, 
p 37). 
To combat this the Government introduced VAT on 
residential demand for energy to reduce demand, and 
the current Labour Government has kept this tax (at a 
lower rate) on demand to try and curb demand for 
energy. 
Estimates of demand in the SEEC model 
1) The short run relative price elasticities 
range from -0.29 for natural gas and -1.04 for coal. 
The results for oil in the short run were -0.90 and 
-2.02 for coal in the short run. 
2) "Process of electricity demand adjustment 
takes about two or three years. 
3) (-0.41) is the adjustment parameter whereby 
41 percent of any shock to consumer demand may be 
corrected in the first 2 or 3 years. 
4) Forecasts for coal are that coal production 
will be reduced over the period 1993-2000. Oil 
demand increases as is to be expected, due to the 
forecast rise in transport final user demand for 
energy. Both gas and electricity final user demand 
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were forecast to increase as was the overall total 
final user demand: 
"On the whole we feel the model provides a simple, yet, 
appropriate way of modelling energy demand. While some 
elasticities cannot be understood ... the majority of variation 
in the UK's energy demand appears to be explained by 
SEE~' (Fouquet et ai, 1993, p470) 
3.9 Modelling Shocks to the System: The Impact 
of V.A.T. 
Fouquet (1995) studies The Impact of VAT on UK 
residential energy demand. In this paper he 
discusses how the then Conservative Government felt 
it necessary to control the environmental damage of 
unchecked energy demand by the introduction of a 
direct tax aimed at households. 
VAT on residential electricity was introduced 
in April 1994, and is now set at 5%, which has not 
been altered since. Fouquet uses the cointegration 
techniques to assess its impact. 
The Model 
D = ftp,ps,y, 1) 
p= relative price electricity 
ps= relative price of substitutes 
y= income variable 
T= temperature variable 3. 9.1 
Fouquet argues that all four series are trended 
and do not fluctuate around a constant mean i.e. 
they are non stationary integrated variables. These 
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series, as has been reviewed in the previous papers, 
the Error Correction Model is best used(ECM). 
Fouquet uses quarterly data for the model. The ECM 
is : 
3.9.2 
DYit = consumption per household (made stationary 
by differencing). 
DXIt ... DXnt = explanatory variables (made stationary 
by differencing) . 
EC0 is an I(O)error correction term indicating 
the dependent variables distance from the long run 
growth path: 
ECT, = In Yit-Inao -lnaIX1,- ... -lna.Xnt 3.9.3 
Temperatures are from DUKES and the period of 
study is 1974-1994. As in all the studies mentioned, 
the unit root tests of OF and ADF are used to test 
the series for stationarity, using a critical value 
of -3.50. Variables entered into the model are coal 
consumption per household, petrol consumption per 
household and electricity consumption per household. 
Their subsequent testing shows all four 
variables are cointegrated and the four series are 
all differenced to produce stationary series and 
short run elasticities are estimated. 
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Significant findings from the ECM model of 
Fouguet (1995) 
In general, the introduction of VAT will cause 
a price increase relative to other products by the 
amount of the tax. 
I} Coefficient estimates, P, for the short run 
and a, for the long run, suggest considerable 
variation in demand after the introduction of the 
tax. 
2} Household's demand for coal and electricity 
tended to overreact to the price increases, with 
short run elasticities of -1.22 and -1.01 
respectively. The long run elasticities found in the 
study were -0.33 and -0.39 for coal and electricity. 
Why the overreaction? 
3} Poorer households may use these fuels for 
heating, according to Fouquet, and are more 
sensitive to price changes. 
4} Demand for petrol in the short run is more 
sensitive at -1.64, with reductions in demand 
virtually unchanged in the long run(-1.71}. Fouquet 
argues that affluent people needed their cars 
regardless of any price increases. 
5} The short run gas demand (-O.50) and long 
run gas demand elasticity(0.92) probably indicates 
some switching of fuels. 
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6) Income elasticities also support the view of 
inter fuel substitution , suggesting that when 
households are wealthy enough they switch to gas 
central heating. 
7) Income elasticity results for electricity 
suggest a negative elasticity in the short run 
(-0.29) and a positive one in the long run (0.24). 
8) Temperature has a considerably larger effect 
on gas demand than other fuel demands. 
9) With regard to adjustments in the long run 
due to the introduction of VAT, apart from coal, the 
three other fuel users tended to make almost three 
quarters of the full adjustment in the first 
quarter, 3 months. 
10) "OVerall, though, the forecasts suggest that energy 
demand falls modestly after VAT introduction" (Fouquet, 1995, 
p244) 
Fouquet argues that if any Government wishes 
to reduce emissions, it would be well advised to 
select policies to establish a framework that 
discourages negative externalities and encourages 
switching to more environmentally friendlier fuels. 
3.10 The Growth of the Cointegration 
Technigue (Fouguet, 1996l 
The growth of the cointegration technique in 
energy demand modelling is something this literature 
survey has focused upon and it is something other 
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academics have concentrated upon, so I now review a 
paper concerned with the growth in the use of the 
cointegration, error correction and time series 
analysis. 
Fouquet(1996) argued that: 
"In UK energy demand modelling, the cOintegration 
technique is flavour of the year." (Fouquet, 1996, p295). 
This new development has happened for the 
following reasons: 
1) due to fluctuating energy prices causing 
disequilibrium in the energy market and 
unpredictability; 
2)changing market structures due to 
privatization; 
3)the constant threat of supply shocks; 
4) the need for new modelling techniques due to 
the introduction of indirect taxes; 
5) the need to cater for all these 
developments: 
"Attempts were made to best model the process that 
generated the stochastic parts (or errors) of their regressions 
and incorporate these errors within the overall deterministic 
part" (Fouquet, 1996 ,p 298) 
The classic paper by Davidson et al(1978)used 
error correction modelling to accomplish these tasks 
and this was the basis that led to the growth of the 
cointegration technique. 
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What does the error correction model set out to 
achieve. Well, several things: 
1) it provides a speed of adjustment parameter 
which assesses how fast any disequilibrium is 
corrected; 
2) it provides estimates of long run 
elasticities; 
3) it provides estimates of short run 
elasticities; 
4) the residuals do not suffer from serial 
correlation. 
On the basis of this new research tool, 
Beenstock and Willcocks(l981) questioned previous 
estimates of income elasticity and found that energy 
demand, in the long run, increased more than 
proportionately to changes in income, this research 
was not continued for most of the 1980s however. 
Looking at Long Run Equilibrium 
Throughout the 1980s, unit root research was 
undertaken, unit roots being the underlying process 
of non stationary series: 
"The research indicated that certain non stationary (i.e. 
1(1))series were linearly related to other similarly 1(1) 
series in such a away that the expected difference between them 
remains constant." (Fouquet, 1996, p300). 
SO, two 1(1) series will have stationary errors 
and are considered cointegrated. Hunt and 
Manning(1989) reviewed above, provided the first 
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paper to model energy demand and its determinants 
using this technique. They re-examined the 
traditional relationships and subjected them to a 
barrage of time series tests with income 
elasticities considerably smaller than Beenstock and 
Willcocks(1981) : 
"This paper enabled energy demand modellers to integrate 
a long run equilibrium within a short run dynamic 
framework." (Fouquet, 1997, p301). 
Vector Autoregression Models 
Sims(1980) in a classic macroeconomics 
paper(1980) developed VARS,which allowed each 
current variable to be determined by all current and 
lagged variables and Johansen(1988) developed the 
procedure for assessing how many cointegrating 
vectors exist within a VAR framework. 
The literature review in this chapter is 
evidence enough that the use of cointegration is 
"flavour of the moment" and now pre eminent in 
energy demand modelling. Modellers: 
" ... have moved away from being innovative for the 
techniques they use and are original for their applications of 
the technique" (Fouquet, 1995, p302). 
Fouquet argues further that the main reason for 
widespread use of the cointegration technique is 
energy series are naturally non stationary and 
consumers have to gradually adjust to a new 
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equilibrium position due to the nature of the 
durable appliance stock. 
"Thus, cointegration has led to greater care in 
modelling, estimating and interpreting the dynamic nature of 
energy demand relationships. And, the insights and improvements 
it has brought to explaining past and predicting future 
behaviour, if used with care, have the potential to enable 
energy suppliers and policy makers to use energy resources more 
efficiently. (Fouquet, 1995, pp 304-305) . 
Prior to this paper, authors such as Hunt and 
Lynk(1992) were already using these techniques to 
great effect.It is this article I review next. 
3.11 Industrial demand in the UK 
Hunt and Lynk(1992, in Hawdon)used a 
logarithmic annual model covering 1948-1988. A major 
concern for them was the use of traditional steady 
state analysis in previous studies. The authors use 
the time series techniques available to investigate 
the relationship between UK industrial energy demand 
and its determinants. They find: 
" ... as expected, long run elasticity values dominate 
short run values ... " (Hunt and Lynk, 1992, p 145). 
Methodology 
All the variable during the period are non 
stationary variables. The authors proceed as 
follows: 
1) assessment of the degree of integration of 
the relevant variables and a check for 
cointegration; 
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2) ADF tests used for variables up to 1948-1985 
and 1948-1988. The variables were all non stationary 
and first differences were found to be stationary. 
Irrespective of which unit root test used, the 
authors end up with a sample of I(1}; 
3) the second stage is a test for cointegration 
and the table below represents the long run 
cointegration equation: 
Regressor Parameter Estimate 
c 0.3555 
q 0.608 
w-p 0.126 
c-p 0.163 
time -0.0009 
Here c is a constant, q output, (w-p) is labour-energy 
price and (c-p) is the capital-energy price in logs over the 
period 1948-85 and 1948-88. 
The cointegration tests cannot be rejected and 
the DF and ADF tests cannot be decisively rejected: 
~Hence the test is, at worst, inconclusive. There is some 
evidence of cointegration but further corroboration is 
required." (Hunt and Lynk, 1992, p 148). 
The new differenced and stationary variables 
pass a whole battery of statistical tests as a Chow 
test for a break at 1979 and a post sample test for 
the later period 1986-1988 (Hunt and Lynk,1992,p 
149). The breakpoint tests are used due to the 1973 
instability of the energy market in the late 1970s 
and the oil price fall of the 1990s. 
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The Error Correction Model is summarised below: 
Regressor Parameter Estimate(t) 
c 0.013(3.10) 
~et-l -~ql-2 0.572(6.38) 
~el-3 - ~(W-P)/-2 0.261(5.110) 
~2(C - p)t-1 -0.097(4.460 
EC/_1 -0.796(6.86) 
The model shows that: 
" ... a long run equilibrium energy demand function existed 
for the UK manufacturing sector over the post-war period" (Hunt 
and Lynk, 1992, pI49). 
The Hunt and Lynk elasticities are broadly 
consistent with those found by other researchers for 
the UK industrial sector and- their long run price 
elasticity of -0.29 is similar to other research 
which is unsurprising considering they all use 
roughly the same data set. 
Hunt and Lynk's long run energy-labour price 
elasticity of 0.13 to 0.15 in the UK industrial 
sector, suggest energy and labour are substitutes, 
along with long run energy capital estimates of 0.14 
to 0.16. 
Conclusions 
"The results outlined ... suggest that over the post war 
period a variation in output of 1 percent would in the short 
run induce an opposite variation of energy demand of between 
0.46 and 0.48 per cent and, in the long run, between 0.61 and 
0.70 percent" (Hunt and Lynk, 1992, p 153). 
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The opposite variation in demand implies that 
if output increased by 1 percent, energy demand , in 
the short run, would decrease by between 0.46 and 
0.48 percent, and in the long run, it would decrease 
by between 0.61 and 0.70 percent. Energy demand is 
also highly price inelastic in the short run and 
long run. Capital and labour are found to be short 
run substitutes for energy, though in both cases, 
their impact is small in magnitude e.g. a 1 percent 
rise in the price of capital will, in the long run, 
induce an increase in the demand for energy of 
around 0.16 percent. 
The final paper in this survey looks at UK 
final user demand for energy between 1960-1995. This 
paper, found cointegrating long run relationships 
between final user demand and its determinants. 
3.12 The future of UK Final User Energy Demand. 
This paper by Fouquet and Pearson, Hawdon and 
Robinson, and Stevens(1997)examines the annual final 
user demand for the UK between 1960 and 1995 and 
show that at an aggregate level, demand appears to 
be related to economic activity. The paper is 
concerned with 5 key issues: 
a) suppliers of energy and policy makers and 
their concerns about long run modelling; 
b) long run energy demand and its determinants; 
82 
c) re-estimation of the Surrey model; 
d) elasticity estimates and forecasts using the 
cointegration approach; 
e) discussion of the appropriate methodological 
developments and concerns. 
The authors stress that recent econometric 
developments in time series have enabled economists 
to study the long run elasticities, and once these 
are known, some forecasts may be generated, a 
procedure I follow in my three empirical chapters. 
The model consists of 28 equations with four 
demand equations for each of the seven sectors of 
the economy. The authors argue that energy demand is 
a function of investment, subject to certain 
constraints. Agents generate demand for energy by 
combining energy and appliances: 
"Thus, when trying to understand the evolution of energy 
use, it is valuable to examine any initial responses, rates of 
adjustment to the long run and to test for possible long run 
relationships between energy demand and its principal 
determinants" (Fouquet et aI, 1997, p232). 
Aggregate relationship 
At an aggregate level, demand appears to be 
related to economic activity. Real price of energy 
appears to be related to fuel consumption over their 
sample of interest, in the UK, 1960-1995. The 
authors argue: 
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" __ _ growth in income is associated with rising energy 
consumption in the residential sector' {Fouquet et aI, 1997, 
p233) . 
This is their argument presented in table 1 in 
their paper, Trends in the UK of Sectoral Energy 
Use. 
Their model is tested for any unit roots,then 
differenced,and tested for unit roots again to 
ensure stationarity. If they are non stationary, 
then the authors test a relationship such as: 
3.12.2 
This states that energy demand is a function of 
a vector of determinants and their past behaviour. 
The error term can be tested for stationarity and if 
found to be so, an error correction model may be 
used to estimate short run elasticities: 
DEu = pDXu + yECu_1 3.12.3 
Changes in energy demand are a function of 
changes in the past behaviour of its determinants 
plus an error correction component, where y 
represents the rate or speed of adjustment to the 
long run equilibrium . This is the classic Engle and 
Granger (1987) two step procedure. 
Estimates of the relationships 
The seven sectors are residential, iron and 
steel, other industries, transport, 
agriculture,pub1ic administration, defence and 
miscellaneous. The data set is from 1960-1994 from 
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DUKES and Monthly Digest of Statistics. All the 
series were judged non stationary apart from some 
road fuel prices and temperature. Their table 2, p 
234, shows the results and the error terms were all 
tested for unit roots and found to be stationary: 
" The results suggest that a long run relationship exists 
between UK sectoral energy demand and the selected 
determinants" (Fouquet, 1997, p234). 
The ECM model was estimated and the 
elasticities were negative for real average energy 
price ranging from -0.20 to -0.72; negative for real 
fuel price as well. The income elasticities were all 
positive ranging from 0.3 to 1.00 with signs and 
amounts as expected: 
"In these sectors, elasticities ... tend to be broadly in 
line with other studies ... " (Fouquet et aI, 1997,p234). 
Future Energy Markets i.e. Forecasts 
Assumptions of the model: 
a) overall demand for oil to increase; 
b) absence of Iraqi oil from the world markets; 
c) dominance of OPEC in price determination; 
d) stable price around 15-17 dollars per 
barrel. 
UK Policy 
1) UK electricity and gas markets open to both 
residential and industrial competition. 
2) Government bodies still exist to observe 
high profit levels a sign of high prices. 
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3) No more publicly funded nuclear power 
stations. 
4) Tighter environmental policy as a result of 
the massive swing in favour of greater environmental 
awareness. 
5) VAT on fuel prices. 
UK Energy Prices 
1) International oil movements to have no 
significant effect on consumer prices to trades, 
long term contracts and oligopolistic relationships 
between UK oil companies. 
2) Continued active take-overs in the UK 
electricity markets. 
3) Privatisation of the coal industry. 
4) Replacement of the Pool by NETA, see earlier 
chapters for a discussion of this. 
5) Continued growth in personal disposable 
income. 
Forecasts 
Demand forecasts are for the period 1995-2000 
and involve various scenarios e.g. VAT at 17.5% and 
0%: 
a) in the residential(domestic) sector, an 
overall increase in demand of 1.4% between 
1995-2000; 
b) overall energy demand increase close to 2% 
per annum; 
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c) VAT to have a little but significant effect 
on overall domestic demand, as shown in Fouquet's 
paper, reviewed in this chapter. Their table in the 
1997 paper on page 238 shows the various domestic 
energy forecasts, with no VAT between 1995-2000, 
and an increasing demand during this period. VAT has 
stayed but at 8%; 
d) transport demand continues to increase at 
1.8% per annum over the forecast period: 
" It should be noted that the real road fuel price series 
is stationary ... this means that the relationship between 
transport price series and its demand is non stationary and, 
therefore, no long term relationship exists." (Fouquet et aI, 
1997, P 239); 
e) the largest rise is in the public 
administration and defence sector, and the 
miscellaneous sector, both to rise between 20%(sic) 
per annum; 
f) overall, final user energy demand is to 
increase with competition keeping prices down. 
Conclusions 
The paper by Fouquet and Pearson et al(1997) 
uses real prices to examine the disaggregated 
behaviour of UK energy market users. The use of 
cointegration analysis and time series econometrics 
has been used to establish some long run 
relationships and hence the ECM has generated some 
elasticities , with are broadly consistent with 
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other studies. With the exception of the iron and 
steel sectors, all other sectors are expected to 
grow over the forecast period. 
Cointegration and dynamic modelling. 
The lessons we have learned about energy demand 
modelling have been drawn out many times in the 
literature review just completed. We have a clear 
picture of a research methodology that tests dynamic 
unit root properties of the principal variables and 
proceeds to discover whether there exists a long run 
stable relationship with measurable short run 
properties that can be expressed in the error 
correction mechanism. 
This thesis turns to applying these methods to 
UK electricity in chapter 5 and a new untried data 
set on electricity consumption at the regional 
level. I will summarize the main papers reviewed in 
the next section. 
3.13 Summary of papers presented 
1) Hunt and Manninq(1989) 
Data used; Annual UK 
Technique: Engle Granger 
Dependent Variable: Physical Energy consumption by final 
users, along with income and a price variable. 
Data set:1967 to 1986 
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Main Finding: Long run relationship between price and 
income. 
2) Bunt and Witt(1995) 
Data used: Annual UK 
Technique: Johansen 
Dependent Variable: Aggregate energy consumption by final 
user, along with price, income and a temperature variable. 
Data set: 1967 to 1994 
Main Finding: Weather variable exerts short run 
influence only and cointegration found between the main 
variables. 
3) Bentzen and Enqsted(1993) 
Data used; Annual Danish 
Technique: Johansen 
Dependent variable: Aggregate energy demand, along with 
price, income and a temperature variable. 
Data set: 1948 to 1990 
Main Finding: Cointegration between the main variables 
4) Vaaqe(1993) 
Data used; Annual Norwegian 
Technique: Johansen 
Dependent Variable: Annual Electricity Consumption, along 
with price, income and a temperature variable. 
Data Set: 1960 to 1989 
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Main Finding: Cointegration between the main variables, 
oil has no significant effect in demand for energy in the 
Norwegian economy. 
5) C1ements and Mad1ener(1999) 
A survey article that also introduces the PSS 
approach (1996) , which ignores whether or not the variables 
are integrated. 
6) SEEC Who1e economy approach(1993) 
Data used; Annual UK Various Sectors e.g. Transport 
Technique: Johansen 
Main Finding: 41% of any shock to consumer demand will be 
corrected in the next two or three years. 
7)Fouquet (1995) 
Data used; Annual UK residential 
Technique: Johansen 
Dependent Variable: Consumption per household, along with 
price, income and a temperature variable. 
Data set: 1974 to 1994 
Main Finding: Introduction of VAT causes a price increase 
relative to other products and a considerable variation in 
demand. 
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8) Hunt and Lynk(1992) 
Data used; Annual UK Industrial 
Technique: Johansen 
Dependent Variable: UK industrial energy demand, along with 
output and a price variable. 
Data set: 1948 to 1988 
Main Finding: Over the post war period a 1% variation in 
output in the short run induces a variation of energy 
demand between 0.46 and 0.48 % and in the long run of 
between 0.61 and 0.70% 
9) Fouquet and Pearson et a1 (1997) 
Data used; Annual UK Industrial 
Technique: Johansen 
Dependent variable: Annual final user energy demand, along 
with a measure of economic growth and a price variable. 
Data set: 1960 to 1995 
Main Finding: Energy demand appears to be related to 
economic activity 
The next chapter discusses the main data sets 
used. 
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4.0 Data sources and description 
The data fall into several categories and since 
this thesis sets out to demonstrate the time series 
characteristics of the behaviour of the electricity 
industry, the series take many different forms. This 
chapter, therefore, provides a data description and 
data source of all the data used for the completion 
of the thesis. 
I am looking at the differenced data or the 
levels data where appropriate,as the data in the 
thesis is trended data. The data source is followed 
by a discussion of the plot and the presentation of 
the sample statistics, particularly important are 
the kurtosis and skewness statistics, along with the 
kernel distribution of the data. This is done for 
completeness of data explanatory analysis and to 
meet the expectation of the industry's own studies. 
The source of the data falls within two main 
categories: 
a) data on electricity demand in terms of both 
power (MW) and energy(MWh)obtained from a utility 
company, Norweb Energi(sic) , a United Utilities 
company; 16 
b) data on economic variables: e.g. GDP and 
electricity prices and non energy data such as 
weather data. 
16 21/01/04 now owned by Powergen 
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4.1 UK electricity consumption, as used in 
chapter 5. 
If I now look at 30 years of annual national 
consumption broken down into : 
a) residential consumption; 
b) industrial consumption. 
These are the two most important consumption 
categories within the electricity supply industry 
and the plot of the differenced series is shown in 
fi91lre 4.017 • The data falls within the category of 
data available within the public domain. In this 
case the data was obtained from The Digest Of United 
Kingdom Energy Statistics,1997(The Stationary 
Office), page 152, table 67," Electrici ty Supply 
availabili ty and Consumption". 19 The units of 
measurement are Terrawatt hours(Twh), which 
represents units of consumption over time, whereas 
demand represents use at a particular moment in 
time; in practice the industry measures demand at 
half hourly intervals. The data series is an annual 
series from 1965 to 1996, a total of 31 annual data 
points. 
The phrase electricity demand can be 
interpreted in two ways. The industry usage refers 
to the power taken on average in a short interval of 
17 Levels plot is shown in figure 5.0, chapter 5 
19 Henceforth this publication shall be referred 
to as DUKES. 
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time e.g. every half hour as demand. Consumption is 
the amount consumed per kilowatt hour or megawatt 
hour or terawatt hour. 
Industrial and residential consumption increase 
over time, with various peaks and troughs of 
consumption over the sample period. The industrial 
consumption series displays three main points of 
interest: 
a) the period from 1965 to 1973 shows the post 
war boom until the 1973 oil crisis; 
b) the oil crisis of 1973 sees a sharp decline 
in industrial consumption, recovering slowly with 
consumption more erratic, and the 1980s economic 
recession is also apparent from the series as 
industrial consumption declines dramatically during 
this period; 
c) since the 1980s there has been a steady 
increase in consumption, reflecting a recovering 
economy. This relationship between industrial 
consumption and economic growth is looked at in more 
detail in chapter 6. 
For residential consumption we may note the 
following points of interest: 
a) the relentless increase in consumption up 
until the oil crisis; 
b) post 1973, it took approximately ten years 
for consumption to reach the heady heights of 1973; 
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c) the introduction of value added tax on 
residential electricity prices appears to have had 
little overall effect, as residential consumption is 
increasing relentlessly. 
The skewness of a series is a measure of 
asymmetry of the distribution of the series around 
its mean: 
4.1. 0 
U= is the biased estimator of the variance. 
N= number of observations. 
The skewness of a symmetrical distribution, 
such as a normal distribution, is zero. Positive 
skewness implies a long right tail and a 
preponderance of large values within the sample, so 
any estimation may be biased towards the larger 
values rather than the whole series; negative 
skewness implies a long left tail and a 
preponderance of small values and any estimation may 
be biased towards the smaller values rather than the 
whole series. In this instance the skewness of the 
differenced industrial series is negative, -0.27, 
indicating a non normal distribution and a longer 
left tail and a reliance on the smaller values of 
the data series. 
The kurtosis reflects the peakedness of the 
distribution, the kurtosis of a normal distribution 
is 3.0: 
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4.1. 1 
a= biased estimator of the variance. 
The kurtosis is 3.12( for industrial 
consumption) reflecting a near normal distribution 
in the sense of being less peaked i.e. a higher 
variance relative to the mean. The sample statistics 
do confirm an almost normal distribution further 
enhanced by the Jarque-Bera statistic. This is a 
test statistic used to establish if a distribution 
is normal. It measures the difference of the 
skewness and kurtosis of a series with those from 
the normal distribution: 
JB=N-k/6(Sl + 1/4(K-W) 
Where: 
S= skewness. 
K = kurtosis. 
4.1.2. 
k= number of coefficients used to create the 
series. 
The probability figure is the probability that 
a Jarque-Bera statistic exceeds, in absolute value, 
the observed value under the null, a small 
probability value leads to the rejection of the null 
hypothesis of a normal distribution. 
The Jarque-Bera probability statistic over this 
sample period is 0.39, indicating a near normal 
distribution. If we look at the kernel density 
function of the series, choosing a normal Gaussian 
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kernel, this smoothes out the boxes of the frequency 
histogram. The smoothing algorithm depicts the 
frequency distribution as a line rather than blocks. 
A kernel distribution function is represented by: 
4.1.3. 
Where: 
K = the kernel. 
The histogram or kernel density function takes 
us from the time series components of the data to 
the frequency components of the data. 
The simplest nonparametric density estimate of 
the distribution, as we have seen, is the histogram. 
The histogram is not continuous and the kernel 
density function replaces the boxes in a histogram 
with the bumps that are smooth by putting less 
weight on observations that are further from the 
point being evaluated: 
"The extent to which this smoothness is necessary will 
depend on the problem at hand. As a practical matter, in most 
exercises, the choice of kernel turns out to be relatively 
unimportant" (Johnston and Dinardo, 1997). 
The kernel density function for this series is 
seen in figure 4.1' ·,where the kernel chosen is the 
normal distribution(the Gaussian kernel), and the 
distribution looks almost normal. A kernel density 
function estimate of a series X at point x is 
estimated by: 
19 Histogram and statistics shown in figure 4.1a 
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j(x) = IINh r.';1 k(x - Xi)lh 4.1. 4 
Here: 
N= number of observations; 
h= smoothing parameter 
k() is the kernel that integrates to one. 
I have chosen the Gaussian kernel smoothing 
parameter which also determines the shape of the 
bumps in the histogram. 
The skewness of the differenced residential 
series is -0.18, indicating a non normal distribution 
and a longer left tail and a reliance on the smaller 
values of the data series, as is the case for the 
differenced industrial consumption series. 
The kurtosis of the differenced residential 
series is 2.28, indicating a non normal distribution 
and this is clearly seen in the kernel distribution, 
figure 4. 2 20The Jarque-Bera probability statistic 
over this sample period is 0.83, again indicating, 
despite differencing the data, that the distribution 
is not normal. 
4.2 Data used in chapter 7:Residential 
Norweb Energi, have provided the residential 
data,and industrial data, used in chapters 7 and 6 
respectively,from 1955 to 1997, the longest annual 
local data set to be analysed in an academic study. 
The unit of measurement is the gigawatt hour where : 
20 Histogram seen in figure 4.2a 
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19wh=lOOOmwh. 
Norweb residential data consists of electricity 
consumption in three categories of consumer type: 
a) those consumers on the domestic unrestricted 
tariffs; 
b) those consumers on domestic economy seven 
tariffs with separate kWh prices for day( i.e. 0700 
hours to 2400 hours) and night(i.e.2400 hours to 
0700 hours); 
c) those consumers (likely to be few in number) 
on any other tariff classified as residential i.e. 
small business and residential premises. It has been 
estimated by the Electricity Association that an 
average residential consumer uses about 3300kwh per 
annum. 21 
Norweb electricity distributed was obtained 
from Electricity Contracts Management System(ECMS) 
and it is estimated by Norweb that about 33.40% of 
distribution is residential, or roughly one third. 
Of course this figure has to tally with the number 
of customers on each residential tariff, this has 
been checked internally and along with Norweb 
measurement and ECMS measurement we are assured of 
high quality data. The data has been weather 
corrected using Box Jenkins software, specifically 
designed for such a task. The industry now uses 
21 A plot of the levels of these consumers is 
shown in figure 7.1, four plots shown. 
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TESLA software provided by another specialist 
software provider to the industry. The plot of the 
differenced residential series is shown in figure 
4.3. Some points of interest may be noted from 
figure 4.3: 
a) the domestic consumption of electricity for 
this particular region, the North West of England, 
appears to have obvious peaks and troughs, 
indicating possible breaks breaks in the data; 
b) the Norweb residential electricity market 
seems to have stabilised towards the end of the 
sample period. 
The sample statistics for the series are shown 
in figure 4.4. The skewness statistic is 0.85 and a 
preponderance of larger values relative to the 
sample period and a long right tail. Any forecasts 
of the series may reflect the large number of larger 
values. The kurtosis measures the peakedness of the 
series, a normal distribution having a kurtosis of 
3.00. The value over this sample period is 4.19 
indicating a flat or platykurtic distribution. The 
Jarque-Bera probability value is 7.53 further showing 
the distribution of the mean is non normal. The 
kernel density function, using the Gaussian kernel, 
is shown in figure 4.5, clearly showing the longer 
right tail of the skewed series. 
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4.3 Data used in chapter 6 
Norweb Energi have provided the industrial 
consumption data. This covers consumers in the 
100KW-1MW and larger(>lMW)energy consumers e.g. 
B.O.C., I.C.I. Manchester Airport, and other major 
users of electricity. The data series has been 
weather corrected as mentioned earlier and covers 
the period 1955 to 1997, a total of 49 observations. 
Industrial consumption accounts for approximately 
33% of electricity distributed and is the second 
most important category to Norweb. The rest of 
total electricity distributed is taken up by: 
farming consumers; commercial consumers; combined 
domestic and commercial consumers; public lighting 
by local authorities; traction(railway consumption); 
wheeled units that is, units that pass into and out 
of Norweb's area via other RECS and Norweb's own 
use. Industrial consumption is normally measured by 
half hourly metering and controlled and managed by a 
third party, the Non Energy Marketing Systems, NEMS. 
The data is of a high standard. At the time of 
writing, large users obtained their power from the 
Pool,a market for electricity where the price 
fluctuates by the half hour and the account is 
settled at the end of the year. The pool has been 
replaced is to be abolished soon with the onset of 
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the New Electricity Trading Arrangements, NETA. From 
March 2001 electricity is to be traded, like a 
financial product with demand forecasting coming 
into the forefront of the industry and a balancing 
mechanism operating to equilibrate the market. 
The plot of the differenced Norweb industrial 
series is shown in figure 4.6 where we can note 
three points of interest: 
a) the post war rise in industrial consumption 
in the north west of England, a direct result of 
rebuilding after the second world war; 
b) the continued increase(with peaks and 
troughs) in consumption throughout the 1950s and 
1960s up until 1973; 
c) industrial consumption appears not to have 
recovered from the oil crisis in 1973. We must 
remember, of course, that industry has declined in 
the North west, industries have combined and plant 
and machinery become more efficient. There has been 
a tendency towards self generation in industry with 
major users e.g. Manchester Airport, using combined 
heat and power(CHP) to self generate electricity by 
a variety of methods. 22 
The sample statistics are shown in figure 4.7. 
The positive skewness figure,~56 indicates a 
preponderance of larger values relative to the 
H Levels of the plots are seen in chapter 6, 
figures 6.0 and 6.1 and 6.19, 6.21 and 6.31 
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series and a longer right tail. This is apparent 
from the kernel density function using the Gaussian 
kernel, in figure 4.8 where the longer right tail is 
more obvious. The industrial consumption series is 
analyzed in more detail in chapter 6. The kurtosis 
statistic of 4.60 indicates a non normal distribution 
and the Jarque-Bera probability statistic of almost 
zero,0.03 also shows the chance of the series being 
normal is zero. 
The relationship between industrial demand and 
economic growth has been covered in the review of 
the literature, chapter 3. It is a relationship that 
is taken to exist, economic growth spurring on 
industrial demand. The source of the gdp series is 
once again the "blue book", Economic Trends Annual 
Supplement 1998(TSO), series ABMI,1949-1997,GDP at 
market prices, revalued at 1995 prices. 
All the data series introduced so far exhibit 
four traits: 
a) the series trend or "grow" over time; 
b) the series are non normally distributed, as 
showed by the histogram, the skewness statistic, 
the kurtosis statistic and kernel density function; 
c) the data covers the post second world war 
period the 1960s boom and the 1973 oil crisis; 
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d) the data is from a reliable source, either 
public e.g. the -blue boo~' or from a private 
source,such as a utility company. 
The other data used in the thesis are: 
a) real disposable income of households; 
b)relative energy price; 
c) weather data, combined to form heating 
degree days. 
The main parts of the thesis, the original 
part, deals with Norweb data and this chapter has 
provided a short overview on the characteristics. It 
is not necessary to provide the same analysis to the 
other data variables. 
4.4 The other variab1es 
Real disposable income is used in chapter 7, 
modelling residential consumption, as part of a 
multivariate time series model. The series is taken 
from Economic Trends Annual Supplement 1999(The 
Stationary Office), table 1.6 series RVGK, 1948 
1997. The undifferenced series in chapter 7 shows: 
a) the fall in expenditure post 1973; 
b) the continuing rise in real expenditure; 
c) the rise in real expenditure is relentlessly 
upwards. 
The price of electricity(used only in chapter 
7)is the unit energy charge (pence/kwh) to standard 
tariff domestic customers. 
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The energy price series for the residential 
tariffs has been provided by Norweb Energi for the 
period 1955 to 1997. It has been deflated using the 
RPI series from Economic Trends Annual Supplement 
1999, series FRAG ,table 2.1 and exhibits some 
interesting points: 
a)the falling real price of residential 
electricity up until the 1973 oil crisis; 
b) the rise in real price of electricity and 
then the fall in price following privatization; 
c) the continued trend in falling prices as 
competition takes a grip. 
The temperature series is taken from the DUKES 
2000 website www.dti.gov.uk/epa/digest.htrn, where 
maximum and minimum temperatures for the UK are 
seen. Early this century, heating engineers 
developed the concept of heating degree days(hdd) as 
a useful index of heating fuel requirements. When 
the daily mean temperature is lower than 65 degrees 
Fahrenheit, most buildings require heat to maintain 
an inside temperature of 70 degrees Fahrenheit. The 
daily mean temperature is the average of the high 
and low temperature divided by two. The formula I 
used to calculate hdd is: 
HDD=~~fmax[65-(max + min)/2, 0] heating degree 
days. If the mean temperature is 65 degrees or 
higher, the hdd day total is zero. I have daily 
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temperature records from DUKES 2000 from 1960 to 
1997, hence 37 heating degree years for the whole 
period the years . The years 1960 to 1964 are 
repeated to obtain the years 1955,1956,1957,1958 and 
1959. 23 
The formula above was applied to the yearly 
temperatures, after converting to Fahrenheit, and a 
subtotal facility in excel 2000 used to obtain the 
yearly averages. The series has no trend and no 
apparent pattern, weather being unpredictable. 
4.5 Summary of data sets 
So to summarize the data sets and their origin 
for the thesis, the following table is used: 
Series Source Use of data 
National demand Private General, Chapterl 
UK demand Public General ChapterS 
RPI Public Cointegration. Chapter 7 
Residential data Private Chapter 7 
Industrial data Private Chapter 6 
GOP Public Chapter 6 
Consumer Expenditure Public Chapter 7 
Electricity Price Private Chapter 7 
HOO Pri vate Chapter 7 
4.6 Summary of non energy variables 
1) Retail Price Index: RPI, this is an index 
number of a series of prices in a typical "basket" 
of consumer goods, as with any price index: 
23 levels of the plots of hdd, income and price 
are seen in chapter 7 as figure 7.1, all four major 
sets of data used in that chapter. 
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a) calculated by choosing a set of items; 
b) finding the current prices of these items; 
c) expressing these as a % of their prices at 
some starting or "base" period; 
d) calculate a weighted average of these price 
relatives. 
2) Gross domestic product(qdp) is a measure of 
the total flow of goods and services produced by the 
economy, over one year, for the UK and does not 
include indirect taxes. This is called gdp at market 
prices. 
3) Real. disposabl.e income, income measured in 
terms of the real goods and services it can buy. 
Calculated by dividing money income by some suitable 
index of prices. 
All the data from Norweb has been obtained with 
kind permission; all the data from other sources 
have been referenced. The data will be used in 
subsequent chapters on residential or industrial 
demand modelling, or has already been used in 
earlier chapters. 
The data sets are used in time ser.ies. modelling... 
of electricity data. The annual data sets are long, 
covering 50 years in some cases and provide an 
excellent opportunity to build upon recent work 
e.g.Clements and Madlener(1999). The residential 
models in chapter 7 will utilize all the data, not 
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too exhaustively I hope and produce both univariate 
and multivariate models of residential 
consumption(kwh or mwh) or demand(kw mw)of a 
practical value to the industry and of academic 
value as an original piece of econometric modelling. 
The same sentiments apply to the industrial 
modelling in chapter 6. The industry accepts the 
relationship between economic growth and industrial 
demand for electricity, also referred to in the 
literature review chapter. I have been urged to look 
into this relationship by a utility company, with 
the aim of stating that such a relationship does or 
does not exist. The aim is to use the data and 
report the findings under no pretext of the results 
obtained or their use. I am open minded and hope to 
report the results rather than report what I think 
the results ought to be. 
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Chapter 5 models of OK electricity consumption 
5.1 Introduction 
Electricity demand is assumed in the thesis to 
be a derived demand, where energy is not consumed 
for any aesthetic reason, but as a means to an end 
in conjunction with energy hungry equipment. 
According to Lipsey(1979) ,the derived demand for a 
product depends on the existence of goods that it 
helps to make. 
In this chapter, I concentrate on models of UK 
electricity consumption and consider the two most 
important categories of consumption: 
a) industrial consumption; 
b) residential consumption. 
In conclusion to the chapter and as direct 
consequence of the analysis outlined above, the 
series are best modelled as an unrestricted VAR(l) 
model, each one a function of its own past values, 
and, some in sample forecasts are generated and 
compared with actual data. In a subsequent chapter, 
the same relationships concerning electricity 
consumption are modelled for one particular region 
of the country-that covered by NORWEB PLC. The 
models investigated there are multivariate 
functions. 
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5.2 Unit root test for UK industrial 
consumption 
It appears the series is trending,as seen in 
figure 5.0 so a time trend as well as a constant is 
included in the Dickey Fuller regression, in this 
instance of the simplest form that of an AR(l) 
process The output of the various Dickey Fuller 
tests, are shown in figures 5.1,5.2,5.3 and 5.4. 
These various tests are carried out with 0,1,2 and 3 
lags respectively. A summary table is presented as 
table 1: 
Table 1 Summary of AlC and BlC and various lags 
AIC BIC LAG TEST STATISTIC CV(0.05l 
-3.40 -3.26 0 -2.20 -3.56 
-3.38 -3.19 1 -2.60 -3.57 
-3.44 -3.20 2 -3.39 -3.57 
-3.48 -3.19 3 -3.69 -3.58 
Using MacKinnon's(1990) tabulations of critical 
values,with the exception of lag 3, we can accept 
the hypothesis of a unit root at 0.05 significance 
level. The lag chosen is "no lag" by the EIC 
criteria and a lag 3 by the AIC criteria, these are 
the minimum values of both criteria. The test 
statistic at lag 3 is insignificant at the 0.01 
level of significance, as seen in figure 5.4. The 
important factor, is that the industrial demand 
series accepts the hypothesis of a unit root at the 
0.05 level or 0.01 level of significance, depending 
llO 
on the number of lags chosen. i.e. the series is 
nonstationary and is difference stationary and 
requires first differencing. 
The differenced series is shown in figure 5.5 
and the trend appears to be no longer there. If we 
observe the correlogram of the series, figure 5.6, 
we may note three points of interest: 
a) the probability value at each lag indicates 
the series is white noise; 
b) the Q statistic at lag 12, Q(12)=14.802 is 
less than the X2 asymptotic value; 
c) there is an anomaly at lag 4 with 
significant autocorrelation and partial 
autocorrelation figures. 
Now we have our stationary series I need to 
apply a unit root test to it to see if the new 
series is stationary. The results are shown in 
figures 5.7,5.8,5.9 and 5.10. A summary table of 
these results is presented in table 2 
Table 2 Summary of unit root tests on 
ci10gindust 
AIC BIC LAG TEST STATISTIC CV(0.05l 
-3.27 -3.18 0 -4.64 -2.96 
-3.18 -3.04 1 -2.99 -2.97 
-3.14 -2.95 2 -2.53 -2.97 
-3.20 -3.01 3 -2.98 -1. 95 
As we can see from these results, we can reject 
the hypothesis of a unit root at lags 0, 1 and 3. 
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There is a possibility of a unit root at lag 2, 
however, both selection criteria are minimized at 
lag 0, at the 5% level of significance and hence the 
new differenced series is now stationary. 
The new differenced series, figure 5.5, shows a 
stationary series and can be modelled using standard 
ARIMA techniques. I will present various models 
following the Box and Jenkins procedure for model 
selection. The first model is an 
ARIMA(I,I,O) ,followed by an ARIMA(O,I,O),this model 
is suggested by the correlogram i.e. a random walk 
model with drift in first differences and finally an 
ARIMA(O,I,I). The ARIMA (1,1,0) is shown in figure 
5.11 and equation 5.2.2, the correlogram of the 
series, seen in figure 5.6 does suggest an 
ARIMA(O,I,O) model as apart from an anomaly at lag 
4, the ACF decays gradually to zero, and this model 
will be the one which I place most reliance: 
~logindust, = 0.02 + O.13d~logindustH 5.2.2 
(0.01) (0.19) 
(1. BB) (0.69) 
standard errors and t statistics are in brackets respectively 
In this equation, not surprisingly, the 
parameter estimate is statistically insignificant, 
considering the correlogram indicated a random walk 
model with drift,and I have first modelled the 
ARIMA(I,l,O). I expect a statistically significant 
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model for the ARIMA(O,l,O) .The correlogram of the 
residuals, figure 5.12, suggest they are white noise 
as the probability that they are white noise at each 
lag is high. This indicates an adequate model fit 
for the differenced series of industrial 
consumption. Even though the model seems an adequate 
fit,the parameter estimate is statistically 
insignificant. I will now model the random walk with 
drift, and then overfit a little, using ARIMA 
(0,1,1). 
The ARIMA(O,l,O)model is represented by figure 
5.13 and equation 5.2.3: 
~1nI, = 0.02 5.2.3 
(0.01) 
(2.29) 
standard errors and t statistics are in brackets respectively 
The additional variable does not alter the mean 
of the dependent variable, 0.02 and the standard 
error of the equation is 4.45%. The standard error 
of the constant term is statistically significant as 
is the t value,a considerable improvement on the 
ARIMA(l,l,O). The residuals of the ARIMA(O,l,O) 
regression are shown in figure 5.14 and we can see 
the Q(12) statistic is 14.802 compared with the chi 
squared asymptotic distribution of 18.307 10 degrees 
of freedom and a 0.05 level of significance. The 
graph of the actual and fitted values obtained from 
113 
the random walk with drift model is shown in figure 
5.14a. 
Both models pass the Q statistic test on the 
residuals and seem to be adequately modelled. The 
model selection criteria are summarized below: 
(1,1, 0) 
(0,1,0) 
BIC 
-3.17 
-3.36 
AIC 
-3.27 
-3.31 
The model selection criteria choose the 
ARlMA(O,l,O) model ,which is indicated by the 
correlogram structure of the differenced series, as 
shown in figure 5.6. 
I said I was going to overfit a little by 
modelling the ARIMIA(O,l,l), an appropriate choice. 
The output for the ARIMIA(O,l,l) model is seen in 
figure 5.15 and is equation 5.2.4: 
t'11og indus1t = 0.02 + t'1ln O.lla/-l 
(0.01) (0.18) 
(2.06) (0.59) 
5.2.4 
standard errors and t statistics are in brackets respectively 
The extra parameter has made little difference 
to the overall estimation. The correlogram of the 
residuals is shown in figure 5.16, and this clearly 
shows that the residuals are white noise,indicated 
by the high probability values at each lag. The 
information criteria for all three models are shown 
below in the summary table: 
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ARIMA 
(1,1,0) 
(0,1,0) 
(0,1,1) 
BIC AIC 
-3.17 -3.27 
-3.36 -3.31 
-3.31 -3.21 
Both model selection criteria choose the 
ARlMA(O,l,O}model. The residuals for the 
ARlMA(O,l,l} are shown, just for comparison, in 
figure 5.17 and the fitted values are shown in 
figure 5.18. From 5.17 the residuals clearly have no 
trend and do seem to behave like white noise 
residuals and the graph of the actual against fitted 
also suggests the residua1s behave like white noise. 
The ARIMA(O,l,O} model is chosen as both AIC and BIC 
are minimized and the constant has a statistically 
significant t statistic. Also the correlogram of the 
differenced industrial series indicates a random 
walk model with drift, as both ACF and PACF lags are 
insignificant. 
Industrial consumption is nonstationary and 
possesses a unit root. First differencing is 
required to produce stationarity, as in figure 5.5 
where the correlogram indicated an ARlMA(O,l,O}or 
aan ARlMA(O,l,l} model 
An ARlMA(O,l,O} model was finally selected, 
with a statistically significant parameter estimate 
and white noise residuals. 
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5.3 Unit root test for UK residential 
consumption 
The residential consumption series is an upward 
trending series with a constant and a time trend 
included. The Augmented Dickey Fuller test caters for 
AR(p) processes rather than AR(l) processes and is 
of the form: 
x, = 80 + PX,_I + ~:-i (ji8x,-i +a, 
The test statistic,T, is: 
5.3.0 
t; = (~T-I)/se(rpT) 5.3.1 
The output of the various augmented Dickey 
Fuller regressions, for various lags are shown as 
figures figure 5.19,5.20, 5.21 and 5.22. A summary 
table of these results is presented below, table 3 
Table 3 Summary of unit root tests logresiden 
AIC BIC LAG TEST STATISTIC CV(0.05) 
-4.09 -3.95 0 -2.58 -3.56 
-4.43 -4.24 1 -3.00 -3.57 
-4.41 -4.17 2 -3.36 -3.57 
-4.41 -4.17 3 -3.36 -3.57 
Using MacKinnon's(1990) tabulations of critical 
values, we can accept the hypothesis of a unit root, 
for any lag value up to 3 lags, and we can 
difference the series to stationarity. The 
differenced series is shown in figure 5.23 with the 
trend no longer present. The correlogram of the new 
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series is shown in figure 5.24 There are several 
points of interest here: 
a)the autocorrelation function cuts off at lag 
2; 
b) the partial autocorrelation function cuts 
off at lag 1, then increases again; 
c) the correlogram shows that the differences 
are not white noise and are clearly stationary. 
The unit root tests on the differenced 
residential series are shown in figures 
5.25,5.26,5.27 and 5.28. 
A summary table of these results is presented 
below, in table 4: 
Tab1e 4 summary of unit root tests d10qresiden 
AIC BIC LAG TEST STATISTIC CV(O.051 
-4.26 -4.17 0 -2.64 -2.96 
-4.16 -4.01 1 -2.39 -2.97 
-4.16 -3.97 2 -2.88 -2.97 
-4.21 -3.45 3 -2.25 -2.98 
Using MacKinnon's(1990) tabulations of critical 
values, the results indicate that the differenced 
series is not stationary. It is highly unlikely that 
the residential series is integrated of order 2. The 
inference is most likely due to the low power of the 
ADF unit root test with a constant included. The 
test without a constant is also shown as figures 
5.25a, 5.26a, fig 5.27a and figure 5.28a in tableS: 
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Tab1e 5 summary of unit root tests, no constant 
AIC BIC LAG TEST STATISTIC CV(0.05) 
-4.26 -4.21 0 -2.23 -1. 95 
-4.16 -4.01 1 -1. 99 -1. 95 
-4.15 -4.00 2 -2.41 -1. 95 
-4.24 -4.05 3 -2.05 -1. 95 
I will argue that the differenced series is 
integrated of order 1 as the 1(2) analysis would 
make the cointegration analysis extremely 
complicated and this is an area for future research. 
The differenced series is indeed stationary and can 
be modelled using standard ARlMA techniques. I will 
present various models following the Box and Jenkins 
procedure for model selection. First model is an 
ARlMA(l,l,O), as the PACF in the correlogram, figure 
5.24 has one significant spike and the ACF decays to 
zero, shown as equation 5.3.2 output as figure 5.29: 
~ log resident = 0.02 + 0.60~ In resident_I 
(0.01) 
(1.57) 
(0.15) 
(3.90) 
5.3.2 
standard errors and t statistics are in brackets respectively 
The correlogram of the residuals is shown in 
figure 5.30 and two things to note: 
a) the autocorrelation and partial 
autocorrelation functions have no discernible 
pattern; 
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b) the residuals, as indicated by the 
probability values at each lag, behave like white 
noise. 
From this I may conclude that the ARlMA(l,l,O) 
is an appropriate model to model UK residential 
demand for electricity, if I was choosing a 
univariate model. 
Even though the model seems an adequate fit, I 
will overfit a little, using ARlMA(2,1,O) and 
ARlMA ( 1, 1, 1) . 
The output for the ARlMA(2,1,O) model is shown 
in figure 5.31 and as equation 5.3.3. The 
ARlMA(2,1,O) model is shown in generating the 
following first order difference equation: 
t.logresident = 0.02 + 0.62t.lnresident-l - 0.04t.lnresident_2 5.3. 3 
(0.01) (0.20) (0.20) 
(1.53) (3.04) (-0.20) 
figures in brackets are standard errors and t statistics 
respectively. 
The introduction of the second variable does 
not have any statistical significance or any 
improvement in the modelling of UK residential 
demand. The second parameter estimate in equation 
5.3.3 is statistically insignificant, also indicated 
by the probability value alongside it in figure 
5.31. The ARlMA model adequately describes the data 
and the correlogram of the residuals is shown in 
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figure 5.34, where the Q(12) statistic along with the 
probability value is seen. 
The equation for the ARlMA(l,l,l) is shown 
below as equation 5.3.4 with the output in figure 
5.32: 
tllogresiden, = 0.02 + 0.58tllogresiden'~1 + 0.03tlaH 5.3.4 
(0.01) (0.26) (0.33) 
(1.58) (2.23) (0.09) 
The t statistics are statistically significant 
for the AR component only and the standard error of 
the regression is 2.83%. The correlograrn of the 
residuals is shown in figure 5.33. The correlogram 
of the residuals is once again used to test for 
model adequacy. The Q(12) statistic is 8.55 with the 
asymptotic Xfo.os.lI) distribution being 19.675. The 
residuals mimic white noise residuals. the first 
ARlMA model, the ARlMA(l,l,O)has a slightly higher 
Q(12) value and appears not to describe the data 
more adequately than the ARlMA(l,l,l) model. 
The information criteria for all three models 
are shown below in the summary table: 
(1,1,0) 
(2,1,0) 
(1,1,1) 
BIC AXC 
-4.17 -4.26 
-3.97 -4.16 
-4.19 -4.05 
From this, the AIC information criteria select 
the ARlMA(l,l,O) model,described in equation 5.3.2 
and figure 5.29.The BIC criteria selects the 
120 
ARlMA(l,l,l) model. Various results are now 
presented concerning the ARlMA model, the first one 
being a table of actual values against fitted values 
and the residuals, shown in figure 5.35 followed by 
a graph of actual, fitted and residuals of the 
ARlMA(l,l,O) equation 5.3.2, figure 5.36. The 
ARIMA(l,l,O) model is the simpler model, and this is 
chosen if UK residential consumption is to be 
modelled univariately. 
5.4 Summary of chapter so far 
1) I started off with unit root testing for the 
industrial demand series to establish if the series 
possessed a unit root. This was indeed the case and 
I proceeded to find an appropriate model for the new 
differenced series, based on information criteria, 
estimate it and see if the residuals behaved like 
white noise residuals. The model I eventually 
decided to use, if I was to model a univariate 
series, was an ARlMA (0,1,0). 
2) The same process has been applied to the 
residential series, and an ARlMA(l,l,O) model was 
chosen. 
3) Both these models possess white noise 
residuals and have been decided upon by a 
combination of information criteria and model 
diagnostics. 
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The next stage in this chapter, is to see if 
both markets are cointegrated. 
5.5 Are UK industrial and residential 
consumption cOintegrated? 
This part of the econometric analysis requires 
a brief discussion. The electricity supply 
industry(esi) was particularly interested in this 
issue at the time the research was undertaken, but 
no clear economic rationale exists for it. We have 
arguments for and against the proposition that 
residential and industrial demands are related. 
There are several arguments against the 
cointegration of the two markets. Firstly, these are 
two separate supply markets, in which buyers have 
different preferences, behavioural responses and 
exogenous influences. Secondly, there is no facility 
to resell from one market to another , so the 
markets are in that sense completely independent of 
each other. 
The arguments for such a cointegrating 
relationship are numerous. Firstly, there was a 
strong suggestion of a relationship in these 
markets. This relationship was likely to have been 
more important during the sample period than in more 
recent years. Secondly, during the period of State 
ownership and the first few years of privatization, 
many industrial customers were taking supply from 
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the same franchised monopoly suppliers as 
residential customers. This opened up the 
possibility of price discrimination strategy applied 
to the two markets, so that demand responses to 
stimuli are consequently linked together from the 
suppliers' point of view. Thirdly, during the first 
period of privatization, tariffs to residential 
customers and small industrial customers, formed the 
components of the single price control tariff basket 
operated by the electricity regulator. The supply 
companies had the incentive to plan tariff 
re-balancing between residential and industrial 
customers, especially since it is widely believed 
that under the period of State ownership, there was 
a deliberate Government policy to use industrial 
tariffs to subsidize residential tariffs. Finally, 
possible demand relationships between the two 
different markets formed a part of supply company 
marketing stategy. 
5.6 Cointegrating Durbin Watson Test for 
Cointegration(CRDW) 
A graph of the two series is shown in figure 
5.37. The two series do appear to follow one 
another, peaks of one seem to be the peak of another 
and troughs of one seem to correspond to troughs of 
another. But not all the time. 
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The series have been differenced to achieve 
stationarity where stationarity is defined as a 
state of statistical equilibrium." The unit root 
tests on each series showed they contained a unit 
root. 
There are several approaches to formal testing: 
a) a residuals based approach such as the Engle 
and Granger two step approach or the cointegrating 
durbin -watson statistic test ; 
b) systems based tests such as the Johansen 
cointegration test. In the next section I will first 
of all present the CRDW test: 
n T CRDW 
2 50 0.72 
100 0.38 
200 0.20 
In this table, n represents the number of 
variables to be tested;T represents three sample 
sizes of 50, 100 and 200; 5% critical values are 
given for the Durbin Watson statistic and ADF at lag 
1 and lag 4 respectively. 
The analysis will follow three simple steps: 
a) a levels regression i.e. undifferenced, of 
residential consumption against industrial 
consumption; 
b) a durbin-watson statistic is generated from 
the regression; 
24 See Box and Jenkins, 1976,p26 
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c) this statistic is compared against the 
Banerjee et al critical values. It must be borne in 
mind that their critical values are based on a 
sample size of 100. 
The first regression, with a trend included, is 
shown in figure 5.38 and the equation represented by 
equation 5.6.6: 
logR, = 0.86 + 0.81 log I, + 0.0011 5.6.6 
Tm 32 (number of observations) 
d.w.=O.37 
We may note two important points: 
a) the high R2 of 0.83 
b) the value of the durbin- watson statistic, 
0.37 
The CRDW(0.37) is absolutely less than the 
Banerjee critical value at the 5%level for 1=50 and 
therefore I do not reject the null hypothesis, so 
there is a unit root in the residuals and hence the 
series, using this test, are not cointegrated. 25 
The second regression of industrial consumption 
against residential consumption is shown below in 
equation 5.6.7, again with a trend fitted, and in 
figure 5.39: 
25 The same result is achieved with no trend . 
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log!, = 1.99+0.51IogR,+0.011 5. 6.7 
T=32(number of observations) 
d.w.=O.65 
We may note two important points: 
a) the high R2 of 0.90 
b) the value of the durbin- watson statistic, 
0.65. 
The CRDW(O.65) is absolutely less than the 
critical value at the 5%level for 1=50 and 
therefore, I cannot reject the null hypothesis and 
assume that the two series are not cointegrated.'6 
The Banerjee critical value, calculated above, 
would not alter the outcome of this regression. 
The cointegrating durbin watson results are 
summarized in the following table: 
Equation DW 5%cv 
5.6.6 0.83 0.37 0.70 
5.6.7 0.90 0.65 0.70 
The cointegrating durbin-watson statistic is 
less than the 5 percent critical values in both 
instances. It is known that the power of the CROW 
statistic depends positively on the goodness of fit 
of the OLS estimate of the long run relationship. 
Banerjee et al(1986) established a rule of thumb: if 
the CROW statistic is smaller than the coefficient 
26 The same result is achieved with no trend 
i.e.no co integration exists. 
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of determination, the cointegration hypothesis is 
likely to be rejected. In the two equations above, 
both the CRDW statistics are smaller than R2 
according to Banerjee et aI, the hypothesis of 
cointegration should be rejected. The Engle-Granger 
test carried out next considers the residuals of 
each regression. 
If we take the residuals from equation 5.6.6; 
the residuals are seen in figure 5.40 and the all 
important correlogram is seen in figure 5.41. From 
the correlogram we can see the Q(12) statistic is 
50.504 which indicates the series is something other 
than white noise as do the probability values at 
each lag, which are zero. 
The unit root tests on the residuals from 
equation 5.6.6 are summarized below in table 6 no 
constant or trend has been included in the unit root 
test, and the actual ADF test chosen, based on the 
AIC and BIC information criteria, is shown in figure 
5.43. I will use the critical values specifically 
designed for this test by Engle and Yoo(1987). 
Tabl.e 6 Summary of ADF 
AIC BIC LAG TEST STATISTIC ADF(1 ) ADF(4) 
- 3.80 -3.76 0 -2.32 -3.43 -3.29 
-3.76 -3.67 1 -2.48 -3.43 -3.29 
-3.79 -3.65 2 -2.90 -3.43 -3.29 
-3.79 -3.60 3 -3.40 -3.43 -3.29 
-3.73 -3.49 4 -2.40 -3.43 -3.29 
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We may observe that the ADF statistic is 
absolutely less than all the critical values, except 
lag three, when the critical value it is compared to 
is for lag 4, indicating a unit root exists and 
hence no cointegration between residential and 
industrial consumption. The unit root no longer 
exists with three lags in the test, and in this 
instance, cointegration does exist. The information 
criteria chooses the ADF test with zero lags,as 
shown in figure 5.43.1 place most emphasis on the 
particular ADF test chosen by the information 
criteria i.e. at lag 0 
I will now report the residuals test for the 
relationship between industrial consumption and 
residential consumption, using the same type of 
table as above. 
If we take the residuals from equation 5.6.7; 
the residuals are seen in figure 5.44 and the all 
important correlogram is seen in figure 5.45. From 
the correlogram we can see the Q(12) statistic is 
70.285 which indicates the series is something other 
than white noise as do the probability values at 
each lag, which are zero. 
The unit root tests on the residuals from 
equation 5.6.7 are summarized below 'in figure 5.46, 
no constant or trend has been included in the unit 
root test, and the actual ADF test chosen, based on 
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the AIC and BIC information criteria, is shown in 
table 7. I will use the critical values specifically 
designed for this test by Engle and Yoo (1987) . 
Table 7 Summary of ADF 
AIC SIC !.rui TEST STATISTIC ADFil ) ADF(4) 
- 3.70 -3.66 0 -2.41 -3.43 -3.29 
-3.65 -3.55 1 -2.62 -3.43 -3.29 
-3.70 -3.56 2 -3.41 -3.43 -3.29 
-3.93 -3.74 3 -4.82 -3.43 -3.29 
-3.85 -3.61 4 -3.29 -3.43 -3.29 
We may observe that the ADF statistic is 
absolutely less than all the critical values, except 
lag three, when the critical value it is compared to 
is for lag 4, indicating a unit root exists and 
hence no cointegration between residential and 
industrial consumption. The unit root no longer 
exists with three lags in the test, and in this 
instance, cointegration does exist. The information 
criteria chooses the ADF test with three lags,as 
shown in figure 5.43. 
In this analysis: 
a) both the Q(12) statistics indicate the 
existence of a unit root and hence, the residuals 
are not white noise; 
b) unlike the CRDW analysis, the Engle-Granger 
two step procedure caters for ARlMA(p,I,q); 
c) I may conclude from this analysis that 
cointegration exists at lag 3, where the ADF test 
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statistic is greater than the Engle Yoo 5% critical 
values. The Engle-Granger two step procedure is, 
however, inconclusive in that the unit root test on 
the residuals showed a mixture of no unit root and a 
unit root, depending on the lag used. 
This is the case in the two levels regressions, 
figures 5.38 and 5.39. So is any relationship found, 
purely spurious? 
The CROW analysis along with the Engle -Granger 
two step procedure were the ones used by Hunt and 
Manning(1989) , even though they were not testing for 
the same relationship as this chapter, their results 
were corroborated using the later, Johansen 
multivariate cointegration technique. I will use 
this technique here as well. 
5.7 The Johansen Cointegration Procedure 
The Johansen test for cointegration computes 
the likelihood ratio statistic for each added 
cointegrating equation. 
The literature review highlighted this 
particular technique, and I will not present the 
arguments again. The variables for analysis are: 
a) InR t ; 
b) InIt • 
In this procedure, the choice of lag length is 
important and not to be chosen arbitrarily. It is 
more convenient to choose a lag length resulting in 
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white noise residuals. This method, however, may 
result in imprecise parameter estimates. Hunt and 
Witt(1995) choose a lag length of one, a natural 
choice for annual data. I will use information 
criteria to decide the VAR order and I include a 
time trend in the specification to account for the 
long run behaviour of the data over the sample 
period. 
The table below, table 8, presents, SIC values 
for lags m = 1.. .... 8 
Table 8 BIC values for lags 1 to 8 
Lag BIC 
1 126.18 
2 123.68 
3 126.21 
4 127.63 
5 129.26 
6 138.63 
7 140.09 
8 151.01 
The BIC model selection criteria chooses lag 2. 
Given I am using annual data, 2 lags is probably 
sufficient. The data series is not very long,so any 
other lag length would be too long and estimation 
would not be very accurate. I will go along with the 
SIC criterion and use a lag order of 2. If I find no 
cointegration using the Johansen procedure, the 
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appropriate model will be a VAR in first 
differences, not a VAR in levels. If this is the 
case, the VAR in first differences should have an 
order of VAR(p-1) i.e. a VAR(l). 
The Johansen Cointegration test is shown in 
figure 5.48, with 2 lags and a trend included. From 
this test, as the table says, the test indicates no 
cointegration at any significance level i.e. The LR 
test accepts the hypothesis of no cOintegration at 
the 5% level and the 1% level. Thus, it is confirmed 
that cointegration does not exist and I can model 
the relationship as a VAR in first differences with 
lag order of VAR(p-1) i.e. a VAR(l).The normalized 
output for the test is shown below: 
RI 
h 
1 
Cl 
PI 
1.00 
1.50(1.73) 
-0.03(0.02) 
-10.57 
(standard errors in brackets) 
The plot of the this normalized relationship is 
shown in figure 5.49 and it is difficult to tell if 
this is stationary or not. 
Once cointegration has been rejected the 
correct procedure is to model using a VAR(l)in first 
differences. 
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5.8 A two variable VAR(ll model 
The output of this VAR(I) estimation is shown 
in figure 5.50. The substituted coefficients yield 
the following equations, one each for residential 
and industrial consumption: 
6. log residen, = 0.506.logresidenH + O. 146. log induslH+O.Ol 5.8.1 
(0.18) 
(2.78) 
(0.13) 
(1.14) 
(0.01) 
(0.01) 
standard errors and t statistics are in brackets respectively 
We can see from the output that the time trend 
is statistically insignificant and the only 
significant variable is the first lag of residential 
consumption. 
The residuals of this estimation are shown in 
figure 5.51 and we may note several pOints: 
a) the residuals behave like white noise; 
b) the probability values at each lag are high, 
indicating white noise residuals; 
c) the low Q statistic values. 
The equation for industrial consumption is 
shown in equation 5.8.2, and both equations of the 
VAR are reported for completeness and to see the 
statistical diagnostics for both outputs of the VAR. 
6.logindusl, =0.116.1ogresidenH + +0.096. logindus/H +0.02 5.8.2 
(0.30) 
(0.36) 
(0.21) 
(0.41) 
(0.02) 
(0.95 ) 
There are no statistically significant 
variables here. unlike the residential relationship, 
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where statistically significant variables were 
found. 
The residuals from this equation are shown in 
figure 5.52 and we may observe that apart from an 
anomaly at lag 4, the residuals behave like white 
noise. 
The contemporaneous residual correlation matrix 
is presented in figure 5.53 and from this we may 
observe the following: 
a) an increase in residential consumption is 
followed by a corresponding increase in industrial 
consumption. 
The general VAR formulation includes lagged 
values of every variable in the equation, but I wish 
to test if a specific variable plays a role in the 
determination of the other variables in the VAR: 
YII 
Y21 
In this VAR: 
5.8.3 
a) the lagged value of Y2 plays no role in the 
determination of YI i. e. Ho : al2 = 0 
b) Y2 is said to not Granger cause YI; 
c) we need to run a regression of YI on lagged 
values of Yland Y2 and test if the coefficient of Y2 
is significantly different from zero. This matrix 
incorporates the null hypothesis: Ho:aI2=O that Y2 
does not Granger cause YI. 
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Suppose changes in the growth rate of 
residential consumption Granger causes{leads 
to)changes in the growth rate of industrial 
consumption, but not vice versa. Then any policy 
that changes growth rates of residential consumption 
has a significant effect on the growth rates of 
industrial consumption e.g. if the introduction of 
VAT on changes in the growth rate of residential 
consumption altered the consumption of white goods, 
this in turn would reduce electricity consumption in 
those industries.Thus, past values of changes in 
growth rates of residential consumption should help 
forecast future values of changes in growth rates of 
industrial consumption, but not vice versa. I have 
established already that there is no relationship in 
levels between industrial and residential 
consumption, and what is now being considered is the 
first differences relationship. When I am discussing 
causality I am considering changes in the growth 
rate of one series leading to changes in the growth 
rate in the other. 
By assuming that in a two variable VAR, 
residential consumption is a function of past values 
of itself and present and past values of industrial 
consumption, then the stochastic structure of 
residential consumption contains no information that 
is relevant in the estimation of the VAR parameters 
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of interest i.e. industrial consumption is weakly 
exogenous and it may be treated as if it is 
determined outside the conditional model for 
residential consumption. For weak exogeneity we 
require no feedback from R,_I to 1, and in the absence 
of this we may state that residential consumption 
does not Granger cause industrial consumption. 
Granger causation is directly testable within a VAR 
model. 
The null hypothesis is: 
Ho:X does not Granger Cause Y . 
The restricted model is : 
- ",p Y, - .... 1=1 UiY,-i + V, 5.8.4 
The test statistic is the standard F-statistic 
and the first Granger Causality analysis is seen in 
figure 5.54. We may observe the following: 
a) the null hypothesis that changes in the rate 
of growth of industrial consumption does not 
Granger cause changes in the rate of growth of 
residential consumption, has a test statistic of 
0.72 with an associated probability value of 0.50, 
indicating the null hypothesis is accepted. The 
corresponding F-statistic has two degrees of freedom 
for the numerator(2 lags) 28-2-2=24 degrees of 
freedom for the denominator: 
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F(o.o5) = 3040 
The test statistic 
Fe < Fo.o5 
In this instance the null is accepted at the 5% 
level of significance; 
b) the null hypothesis that residential 
consumption does not Granger Cause industrial 
consumption has a test statistic of 0.07 with 
associated probability value of 0.93. The 
F-statistic is 3.40 again: 
Fe < Fo.o5 
There is strong evidence here to support the 
hypothesis that no causation exists between the two 
variables an any direction. In summary, I have just 
demonstrated that the two markets, residential and 
industrial for the United Kingdom are 
nonstationary,non co integrated series with no 
Granger Causation in either direction. 
5.9 Impulse Response Function for the VAR(l) 
model 
"One of the main outputs of the traditional macro models 
was their dynamic multipliers, which measured the effect of a 
shock to an exogenous variable,e.g. a policy change, or a shock 
to the structural errors,et,on the (expected) future values of 
the endogenous variables" (Pesaran and Smith, 1999, p479). 
This type of property in time series 
econometrics is known as an impulse response 
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function. The impulse response function is shown in 
figure 5.55 and, we may observe the response of a 
change in the innovations of both variables, in 
figure 5.56, with the tabular version shown in 
figure 5.57 we may note the following: 
a) the shock in residential consumption has 
little effect on industrial consumption; 
b) the first period has greatest effect of a 
shock to residential consumption, (even though this 
is a small effect) about 0.03 in response to a one 
standard deviation innovation i.e. very little 
response; 
c) the response of industrial consumption when 
the innovations have been subjected to a shock is 
almost zero; 
d) by observing developments in say, the 
industrial consumption of electricity, unless more 
information about technological developments is 
available to a consumer, there is no or very little 
response to any change in the pattern of residential 
consumption; 
e) we may conclude that UK annual residential 
consumption and UK annual industrial consumption are 
not cointegrated in the levels relationship. There 
is some relationship in the first differences, 
albeit, not a very strong one. 
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5.10 Forecasting UK electricity consumption 
from the VAR(ll model 
In the analysis of UK electricity consumption, 
I concluded that no cointegration exists between the 
two major categories and I used a VAR{l) to model 
the data: 
"One of the principal uses of VAR systems is the 
production of forecasts. The approach is atheoretical, in the 
sense that there has been no use of economic theory to specify 
explicit structural equations between various sets of 
variables" (Johnston and DiNardo, p297 1 . 
The graphical representation of the forecast is 
seen in figure 5.58 and the overall series is 
smoothed out with the trend being followed into the 
forecast period. This forecast, of course, is based 
only on information available and is translated to 
terrawatt hours : 
a)the original data has been transformed into 
natural logarithms, m~), then differenced; 
b) we start from the base year figure, the 
actual figure in logs and add each forecast to it 
and convert to real data by taking the exponential 
of () and the forecasts are now in terrawatt hours. 
The data is seen in figure 5.59. 
The forecasts for residential and industrial 
consumption for the period 1965-2004 against the 
actual consumption data, are shown in figure 5.60. 
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The industrial data and forecast may be summarized 
by the following points: 
a) the standard deviation of the residential 
forecast is 13.15 Twh and the industrial forecast is 
13.67 Twh; 
b) the problematic part of the sample, post 
1974,is forecast well with individual absolute 
percentage errors being less than 2%, see figure 
5.61; 
c) the overall ape is still less than 2%, at 
1. 69%; 
d)using data from the DTI website the forecast 
for 1997 to 2002 is shown in figure 5.61: 
Figure 5.61 
Year Actual Forecast APE 
1997 106.16 107.27 1.05 
1998 106.81 107.88 1. 00 
1999 109.79 110.83 0.95 
2000 102.03 102.95 0.90 
2001 102.23 103.10 0.85 
2002 101. 59 102.41 0.80 
Note, with regard to the residential forecasts, 
we may also note several points from the analysis: 
a) the first four years have the highest apes, 
shown in figure 5.62; 
b) the standard deviation of the forecast is 
13.15 twh; 
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c) the problematic post 1974 period is forecast 
well with almost all apes(until 1980) less than 
1.0%; 
d) the overall ape is 0.02%; 
e) the forecast for 1997-2002 is shown below: 
Year Actual Forecast APE 
1997 104.45 105.56 0.01 
1998 109.41 llO.51 0.01 
1999 llO.31 lll. 35 0.01 
2000 ll1.85 ll2.83 0.01 
2001 ll5.37 ll6.31 0.01 
2002 ll4.53 ll5.40 0.01 
5.11 Summary of chapter 
This chapter is an important one in modelling 
electricity data, with any preconceived ideas shown 
to be incorrect as a direct result of analyzing the 
data in depth. The chapter has proved a very useful 
tool within the industry and certain parts of it 
e.g.ARlMA and Granger Causation analysis have 
highlighted the need for a more technical and 
rigorous analysis of the data. The more data 
available the more accurate will be the VAR 
modelling, especially the forecasts. A summary of 
chapter 5 is now presented: 
a) the diagnostic testing, particulary the Q 
statistic, and the principle of parsimony, has 
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identified two models, one each for residential and 
industrial consumption; 
b) these models are ARlMA(O,l,O) and 
ARlMA(l,l,O) respectively; 
c) the industry wide belief of a relationship 
between industrial and residential electricity 
consumption has been tested; 
d) the two markets have been found to be not 
co integrated and are best modelled within a 
VAR(l)structural framework; 
e) the VAR framework has been useful for 
generating forecasts. 
I used two cointegration tests in this chapter, 
the Engle Granger ADF test results suggested 
cointegration between the variables. The Johansen 
multivariate test only just rejected cointegration 
between the variables. Both the series are 
correlated,mathematically, but have no meaningful 
economic relationship. 
The evidence may be due to the fact that both 
markets are separate markets with separate market 
sectors. I did find no Granger causality in either 
direction,further strengthening the basis for a weak 
relationship between the differences of the series. 
The final part of this chapter, the VAR 
forecasts ,was perhaps inadvisable given the tenuous 
cointegration results. 
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Figure 5.1 ADF Unn Root Test on lOGINDUST 0 lag 
ADF Test Statistic -2.201311 1 % Critical Value* -4.2826 
5% Critical Value -3.5614 
10% Critical Value -3.2138 
*MacKinnon critical values for rejection of hypothesis of a unn root 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(lOGINDUST) 
Method: least Squares 
Date: 07121103 Time: 17:00 
Sample(adjusted): 1966 1 996 
Included observations: 31 after adjusting end points 
Variable Coefficient Std. Error t-Statistic Prob. 
LOGINDUST(-l) -0.255780 0.116194 -2.201311 0.0361 
C 1.087352 0.481656 2.257531 0.0320 
@TREND(1965) 0.003370 0.001987 1.696469 0.1009 
R-squared 0.159730 Mean dependent var 0.018267 
Adjusted R-squared 0.099711 S.D.dependentvar 0.044476 
S. E. of regression 0.042201 Akaike info cmerion -3.401002 
Sum squared resid 0.049865 Schwarz cmerion -3.262229 
log likelihood 55.71553 F-statistic 2.661311 
Durbin-Watson slat 1.619530 Prob(F-Slatistic ) 0.087471 
Figure 5.2 ADF Un~ Root Test on LOGINDUST 1 lag 
ADF Test Statistic -2.602510 1 % Critical Value' -4.2949 
5% Critical Value -3.5670 
10% Critical Value -3.2169 
'MacKinnon critical values for rejection of hypothesis of a un~ root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LOGINDUST) 
Method: Least Squares 
Date: 07121103 Time: 17:05 
sample(adjusted): 1967 1996 
Included observations: 30 after adjusting end points 
Variable Coefficient Std. Error t-Statistic Prob. 
LOGINDUST( -1) -0.325792 0.125184 -2.602510 0.0151 
D(LOGINDUST( -1)) 0.253251 0.182338 1.388913 0.1766 
C 1.374164 0.518975 2.847841 0.0136 
@TREND(1965) 0.004436 0.002099 2.113828 0.0443 
R-squared 0.227290 Mean dependent var 0.017994 
Adjusted R-squared 0.138131 S.D. dependent var 0.045210 
S.E. of regression 0.041972 Akaike info crnerion -3.380084 
Sum squared resid 0.045802 Schwarz crnerion -3.193258 
Log likelihood 54.70126 F-statistic 2.549270 
Durbin-Watson stat 2.181115 Prob( F-statistic) 0.077577 
Figure 5.3 ADF Unit Root Test on LOGINDUST 2 lags 
ADF Test Statistic -3.392591 1 % Critical Value' -4.3082 
5% Critical Value -3.5731 
10% Critical Value -3.2203 
'MacKinnon critical values for rejection of hypothesis of a unit root 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LOGINDUST) 
Method: Least Squares 
Date: 07121103 Time: 17:06 
Sample(adjusted): 19681996 
Included observations: 29 after adjusting end points 
Variable Coefficient Std. Error t -Statistic Prob. 
LOGINDUST( -1) -0.456657 0.134604 -3.392591 0.0024 
D(LOGINDUST( -1» 0.275589 0.174747 1.577070 0.1279 
D(LOGINDUST(-2» 0.325102 0.183995 1.766904 0.0900 
C 1.914734 0.557756 3.432925 0.0022 
@TREND(1965) 0.006342 0.002218 2.859596 0.0086 
R-squared 0.348802 Mean dependent var 0.018158 
Adjusted R-squared 0.240269 S.D.dependentvar 0.046001 
S.E. ofregre~n 0.040096 Akaike info criterion -3.439509 
Sum squared resid 0.038584 Schwarz criterion -3.203769 
Log likelihood 54.87289 F-statistic 3.213786 
Durbin-Watson stat 2.211098 Prob(F-statistic) 0.030155 
Figure 5.4 ADF Un~ Root Test on LOGINDUST3 lags 
ADF Test Statistic -3.691154 1% Critical Value' -4.3226 
5% Critical Value -3.5796 
10% Critical Value -3.2239 
'MacKinnon critical values for rejection of hypothesis of a un~ root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LOGINDUST) 
Method: Least Squares 
Date: 07121/03 Time: 17:07 
Sample(adjusted): 1969 1996 
Included observations: 28 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LOGINDUST(-1) -0.583256 0.158014 -3.691154 0.0013 
D(LOGINDUST(-1» 0.288096 0.168952 1.705197 0.1022 
D(LOGINDUST(-2» 0.351269 0.179799 1.953670 0.0636 
D(LOGINDUST( -3» 0.361552 0.189983 1.903081 0.0702 
C 2.429246 0.655081 3.708313 0.0012 
@TREND(1965) 0.008500 0.002493 3.408830 0.0025 
R-squared 0.400713 Mean dependent var 0.015859 
Adjusted R-squared 0.264511 S.D. dependent var 0.045117 
S. E. of regression 0.038693 Akaike info cmerion -3.478931 
Sum squared resid 0.032936 Schwarz criterion -3.193459 
Log likelihood 54.70503 F-statistic 2.942055 
Durbin-Watson stat 1.920717 Prob(F-statistic) 0.035054 
Figure 5.5 Differenced Industrial Demand Series 
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Figure 5.6 Correlogram of Differenced Industrial Series 
Date: 07122103 Time: 11:46 
Sample: 19651997 
Included observations: 31 
Autocorrelation Partial Correlation AC PAC Q-Stat Prob 
I p I I ] I 1 0.128 0.128 0.5623 0.453 
I P I I ] I 2 0.120 0.105 1.0667 0.587 
I I I I 3 0.051 0.025 1.1633 0.762 
~ I ~ I 4 -0.359 -0.391 6.0443 0.196 I I 5 -0.186 -0.131 7.4119 0.192 
IC I le I 6 -0.291 -0.205 10.867 0.093 
I [ I I I 7 -0.109 0.017 11.377 0.123 
I I I I 8 0.040 -0.009 11.450 0.177 
I I I I 9 0.071 0.016 11.686 0.232 
I Pi I I 10 0.138 -0.069 12.617 0.246 
I P I I I 11 0.127 0.011 13.444 0.265 
I[ I IC I 12 -0.159 -0.310 14.802 0.252 
I I I I 13 -0.053 -0.052 14.961 0.310 
I [ I I I 14 -0.084 -0.033 15.383 0.352 
I [ I I I 15 -0.103 0.040 16.064 0.378 
I I I [ I 16 0.000 -0.130 16.064 0.448 
Figure 5.7 ADF Unit Root Test on dlogindust 0 lag 
ADF Test Statistic -4.644191 1 % Critical Value* -3.6661 
5% Critical Value -2.9627 
10% Critical Value -2.6200 
*MacKinnon critical values for rejection of hypothesis of a unit root 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DlOGINDUST) 
Method: least Squares 
Date: 09/18/04 Time: 13:02 
Sample(adjusted): 1967 1996 
Included observations: 30 after adjusting end points 
Variable CoeffICient Std. Error t -Statistic Prob. 
DlOGINDUST( -1 ) -0.871243 0.187598 -4.644191 0.0001 
C 0.015700 0.008976 1.749029 0.0912 
R-squared 0.435125 Mean dependent var 0.000175 
Adjusted R-squared 0.414951 S.D.dependentvar 0.059653 
S.E. of regression 0.045628 Akaike info criterion -3.272250 
Sum squared resid 0.058294 Schwarz criterion -3.178837 
log likelihood 51.08375 F-statistic 21.56851 
DUrbin-Watson stat 2.023326 Prob(F-statistic) 0.000073 
Figure 5.8 ADF Unrt Root Test on dlogindust 1 la9 
ADF Test Statistic -2.988582 1 % Critical Value' -3.6752 
5% Critical Value -2.9665 
10% Critical Value -2.6220 
'MacKinnon critical values for rejection of hypothesis of a unrt root. 
AU9mented Dickey-Fuller Test Equation 
Dependent Variable: D{DLOGINDUST) 
Method: Least Squares 
Date: 09/18104 Time: 13:05 
Sample(adjusted): 19681996 
Included observations: 29 after adjustin9 endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
DLOGINDUST{-l) -0.775751 0.259572 -2.988582 0.0061 
D(DLOGINDUST(-l» -0.107656 0.196723 -0.547248 0.5889 
C 0.014316 0.009805 1.460012 0.1563 
R-squared 0.440892 Mean dependent var 0.000638 
Adjusted R-squared 0.397884 S.D. dependent var 0.060654 
S. E. of regression 0.047066 Akaike info cmerion -3.176854 
Sum squared resid 0.057594 Schwarz cmerion -3.035409 
Log likelihood 49.06438 F-statistic 10.25132 
DUrbin-Watson stat 1.917188 Prob(F-statistic) 0.000522 
Fugure 5.9 Unit Root Test on dlogindust 2 lags 
ADF Test Statistic -2.532670 1 % Critical Value' -3.6852 
5% Critical Value -2.9705 
10% Critical Value -2.6242 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DLOGINDUST) 
Method: Least Squares 
Date: 09/18104 Time: 13:08 
Sample(adjusted): 1969 1996 
Included observations: 28 after adjusting end points 
Variable Coefficient Std. Error t-Statistic Prob. 
DLOGINDUST( -1) -0.763399 0.301421 -2.532670 0.0183 
D(DLOGINDUST(-l)) -0.116418 0.263749 -0.441396 0.6629 
D(DLOGINDUST(-2)) -0.023720 0.201209 -0.117889 0.9071 
C 0.011791 0.010333 1.141162 0.2651 
R-squared 0.456468 Mean dependent var -0.001815 
Adjusted R-squared 0.388526 S.D. dependent var 0.060286 
S.E. of regression 0.047141 Akaike info criterion -3.139769 
Sum squared resid 0.053335 Schwarz criterion -2.949454 
Log likelihood 47.95676 F-statistic 6.718536 
Durbin-Watson stat 2.042714 Prob(F-statistic) 0.001890 
Figure 5.10 ADF Unrt Root Test on dlogindust 3 lags 
ADF Test Statistic -3.497538 1 % Critical Value' -3.6959 
5% Critical Value -2.9750 
10% Critical Value -2.6265 
'MacKinnon critical values for rejection of hypothesis of a unrt root 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DLOGINDUST) 
Method: Least Squares 
Date: 09/18/04 Time: 13: 17 
Sample(adjusted): 1970 1996 
Included observations: 27 after adjusting endpoints 
Variable Coefficient Std. Error t -Statistic Prob. 
DLOGINDUST( -1) -1.106698 0.316422 -3.497538 0.0020 
D(DLOGINDUST(-1 » 0.189522 0.284661 0.665780 0.5125 
D(DLOGINDUST(-2» 0.335889 0.249116 1.348325 0.1913 
D(DLOGINDUST(-3» 0.410246 0.187642 2.186320 0.0397 
C 0.016582 0.010004 1.657583 0.1116 
R-squared 0.565237 Mean dependent var -0.001100 
Adjusted R-squared 0.486189 S.D. dependent var 0.061313 
S. E. of regression 0.043949 Akaike info cmerion -3.245977 
Sum squared resid 0.042494 Schwarz cmerion -3.006007 
Log likelihood 48.82069 F-statistic 7.150577 
Durbin-Watson stat 2.155227 Prob(F-statistic) 0.000757 
Figure 5.11 ARIMA(l,l,O) for dlogindust 
Dependent Variable: DLOGINDUST 
Method: Least Squares 
Date: 07122103 Time: 16:23 
Sample(adjusted): 1967 1996 
Included observations: 30 after adjusting endpoints 
Convergence achieved after 2 iterations 
Variable Coefficient Std. Error t-Statistic Prob. 
C 0.018020 0.009562 1.884569 0.0699 
AR(l) 0.128757 0.187598 0.686343 0.4981 
R-squared 0.016545 Mean dependent var 0.017994 
Adjusted R-squared -0.018578 SD. dependentvar 0.045210 
S. E. of regression 0.045628 Akaike info criterion -3.272250 
Sum squared resid 0.058294 Schwarz criterion -3.178837 
Log likelihood 51.08375 F-statistic 0.471067 
Durbin-Watson stat 2.023326 Prob(F-statistic) 0.498141 
Inverted AR Roots .13 
Figure 5.12 Correlogram of residuals from eqn 5.2.2 
Date: 08/13/03 Time: 10:24 
Sample: 1965 1997 
Included observations: 30 
Autocorrelation Partial Correlation AC PAC Q-Stat Prob 
I I I I 1 -0.013 -0.013 0.0054 0.941 
I P I I I 2 0.092 0.092 0.2937 0.883 
I P I I I 3 0.078 0.081 0.5111 0.916 
~ I ~ I 4 -0.356 -0.367 5.1879 0.269 I I 5 -0.108 -0.147 5.6333 0.344 
le I le I 6 -0.260 -0.229 8.3357 0.215 
I [ I I I 7 -0.091 -0.035 8.6848 0.276 
I I I I 8 0.059 -0.013 8.8343 0.356 
I I I I 9 0.053 0.024 8.9624 0.441 
I ] I I [ I 10 0.110 -0.076 9.5390 0.482 
I ] I I I 11 0.138 0.033 10.500 0.486 
le I le: I 12 -0.176 -0.299 12.147 0.434 
I I I [ I 13 -0.026 -0.095 12.184 0.513 
I I I I 14 -0.051 -0.041 12.338 0.579 
I [ I I I 15 -0.092 0.043 12.880 0.612 
I I I [ I 16 0.005 -0.138 12.882 0.681 
Figure 5.13 Random Walk with drift 
Dependent Variable: DLOGINDUST 
Method: Least Squares 
Date: 01/12104 Time: 18:41 
Sample(adjusted): 1966 1996 
Included observations: 31 after adjusting endpoints 
Variable Coefficient Std. Error t -Statistic Prob. 
e 0.018267 0.007988 2.286775 0.0294 
R-squared 0.000000 Mean dependent var 0.018267 
Adjusted R-squared 0.000000 S.D. dependentvar 0.044476 
S. E. of regression 0.044476 Akaike info criterion -3.356002 
Sum squared resid 0.059344 Schwarz criterion -3.309744 
Log likelihood 53.01803 Durbin-Watson slat 1.738991 
Figure 5.14 Correlogram of Residuals from eqn 5.2.3 
Date: 01/12104 Time: 18:46 
Sample: 1966 1996 
Included observations: 31 
Au1ocorrelation Partial Correlation AC PAC Q-Stat Prob 
I ~I I ] I 1 0.128 0.128 0.5623 0.453 
I ~ I I J I 2 0.120 0.105 1.0667 0.587 
I I I I 3 0.051 0.025 1.1633 0.762 
~ I ~ I 4 -0.359 -0.391 6.0443 0.196 I I 5 -0.186 -0.131 7.4119 0.192 le: I le I 6 -0.291 -0.205 10.867 0.093 
I [ I I I 7 -0.109 0.017 11.377 0.123 
I I I I 8 0.040 -0.009 11.450 0.177 
I I I I 9 0.071 0.016 11.686 0.232 
I ~ I I I 10 0.138 -0.069 12.617 0.246 
I J I I I 11 0.127 0.011 13.444 0.265 
le: I c:: I 12 -0.159 -0.310 14.802 0.252 
I I I I 13 -0.053 -0.052 14.961 0.310 
I [ I I I 14 -0.084 -0.033 15.383 0.352 
I [ I I I 15 -0.103 0.040 16.064 0.378 
I I I [ I 16 0.000 -0.130 16.064 0.448 
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Figure 5.14a Actual and fitted values from equation 5.2.3 
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Figure 5.15 ARIMA(O, 1 , 1) for dlogindust 
Dependent Variable: DLOGINDUST 
Method: Least Squares 
Date: 07123103 Time: 15:58 
Sample(adjusted): 1966 1996 
Included observations: 31 after adjusting endpoints 
Convergence achieved after 5 iterations 
Backcast: 1965 
Variable CoeffICient Std. Error t -Statistic Prob. 
e 0.018329 0.008914 2.056282 0.0489 
MA(1) 0.108058 0.184646 0.585217 0.5629 
R-squared 0.013721 Mean dependent var 0.018267 
Adjusted R-squared -0.020288 S.D. dependent var 0.044476 
SE of regression 0.044925 Akaike info criterion -3.305302 
Sum squared resid 0.058530 Schwarz criterion -3.212787 
Log likelihood 53.23218 F-statistic 0.403450 
DUrbin-Watson stat 1.976738 Prob(F-statistic) 0.530293 
Inverted MA Roots -.11 
Figure 5.16 Correlogram of residuals from eqn 5.2.4 
Date: 08/13/03 Time: 11 :33 
Sample: 1965 1997 
Included observations: 31 
Autocorrelation Partial Correlation AC PAC Q-Stat Prob 
I I I I 1 0.010 0.010 0.0036 0.952 
I ] I I P I 2 0.111 0.111 0.4380 0.803 
I I I P I 3 0.077 0.076 0.6542 0.884 
~ I ~ I 4 -0.355 -0.375 5.4291 0.246 I I 5 -0.121 -0.151 6.0068 0.306 
,e:: I le I 6 -0.270 -0.218 8.9798 0.175 
I [ I I I 7 -0.086 -0.005 9.2938 0.232 
I I I I 8 0.044 -0.009 9.3807 0.311 
I I I I 9 0.054 0.022 9.5184 0.391 
I ] I I r I 10 0.119 -0.071 10.206 0.423 
I JI I I 11 0.135 0.038 11.134 0.432 
le I IC::: I 12 -0.171 -0.301 12.704 0.391 
I I I [ I 13 -0.027 -0.081 12.744 0.468 
I I I I 14 -0.071 -0.043 13.044 0.523 
I [ I I I 15 -0.097 0.051 13.642 0.553 
I I I [ I 16 -0.001 -0.137 13.642 0.625 
I Figure 5.17 Residuals from ARIMA(O,1,1) I 
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Figure 5.18 Ac1ual and frtted values from equation 5.2.4 
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Figure 5.19 ADF test on logresiden 
ADF Test Statistic -2.580413 1% Critical Value' -4.2826 
5% Critical Value -3.5614 
10% Critical Value -3.2138 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LOGRESIDEN) 
Method: Least Squares 
Date: 07124/03 Time: 12:33 
Sample(adjusted): 1966 1996 
Included observations: 31 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LOGRESIDEN( -1) -0.169184 0.065565 -2.580413 0.0154 
C 0.752253 0.277022 2.715501 0.0112 
@TREND(1965) 0.001208 0.001079 1.119713 0.2723 
R-squared 0.263548 Mean dependent var 0.020339 
Adjusted R-squared 0.210944 S.D. dependent var 0.033731 
S.E. of regression 0.029963 Akaike info criterion -4.085941 
Sum squared resid 0.025138 Schwarz criterion -3.947168 
Log likelihood 66.33208 F-statistic 5.010052 
Durbin-Watson stat 0.942827 Prob(F-statistic) 0.013805 
Figure 5.19 ADF test on logresiden 
ADF Test Statistic -2.580413 1 % Critical Value* -4.2826 
5% Critical Value -3.5614 
10% Critical Value -3.2138 
*MacKinnon critical values for rejection of hypothesis of a unit root 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LOGRESIDEN) 
Method: Least Squares 
Date: 07124/03 Time: 12:33 
Sample(adjusted): 1966 1996 
Included observations: 31 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LOGRESIDEN(-l ) -0.169184 0.065565 -2.580413 0.0154 
C 0.752253 0.277022 2.715501 0.0112 
@TREND(1965) 0.001208 0.001079 1.119713 0.2723 
R-squared 0.263548 Mean dependent var 0.020339 
Adjusted R-squared 0.210944 S.D. dependent var 0.033731 
S.E. of regression 0.029963 Akaike info criterion -4.085941 
Sum squared resid 0.025138 Schwarz criterion -3.947168 
Log likelihood 66.33208 F-statistic 5.010052 
Durbin-Watson stat 0.942827 Prob(F-statistic) 0.013805 
Figure 5.20 ADF test on logresiden 1 lag 
ADF Test Statistic -3.000151 1 % Critical Value" -4.2949 
5% Critical Value -3.5670 
10% Critical Value -3.2169 
"MacKinnon critical val ues for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LOGRESIDEN) 
Method: Least Squares 
Date: 07124/03 Time: 12:48 
Sample(adjusted): 1967 1996 
Included observations: 30 after adjusting end points 
Variable Coefficient Std. Error t-Statistic Prob. 
LOGRESIDEN(-l) -0.182344 0.060778 -3.000151 0.0059 
D(LOGRESIDEN(-l » 0.537621 0.147412 3.647070 0.0012 
C 0.788767 0.259062 3.044699 0.0053 
@TREND(1965) 0.001967 0.000926 2.124456 0.0433 
R-squared 0.521294 Mean dependent var 0.019547 
Adjusted R-squared 0.466058 S.D. dependent var 0.034013 
S. E. of regression 0.024854 Akaike into criterion -4.428022 
Sum squared resid 0.016061 Schwarz criterion -4.241195 
Log likelihood 70.42033 F-statistic 9.437679 
Durbin-Watson stat 2.049525 Prob(F-statistic) 0.000216 
Figure 5.21 ADF test on logresiden 2 lags 
ADF Test Statistic -3.363445 1 % Critical Value' -4.3082 
5% Critical Value -3.5731 
10% Critical Value -3.2203 
'MacKinnon critical values for rejection of hypothesis of a un~ root 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LOGRESIDEN) 
Method: Least Squares 
Date: 07124/03 Time: 12:53 
Sample(adjusted): 19681996 
Included observations: 29 after adjusting end points 
Variable Coefficient Std. Error t -Statistic Prob. 
LOGRESIDEN( -1) -0.239233 0.071127 -3.363445 0.0026 
D(LOGRESIDEN( -1)) 0.475685 0.180132 2.640760 0.0143 
D(LOGRESIDEN( -2)) 0.102164 0.182413 0.560069 0.5806 
C 1.034805 0.304103 3.402809 0.0023 
@TREND(1965) 0.002447 0.000999 2.449757 0.0220 
R-squared 0.557089 Mean dependent var 0.018787 
Adjusted R-squared 0.483271 S.D.dependentvar 0.034355 
S.E. of regression 0.024696 Akaike info cr~erion -4.408775 
Sum squared resid 0.014637 Schwarz cr~erion -4.173034 
Log likelihood 68.92724 F-statistic 7.546751 
Durbin-Watson stat 1.904139 Prob(F-statistic ) 0.000438 
Figure 5.22 ADF test on logresiden 3 lags 
ADF Test Statistic -3.363445 1 % Critical Value" -4.3082 
5% Critical Value -3.5731 
10% Critical Value -3.2203 
*MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LOGRESIDEN) 
Method: Least Squares 
Date: 07124/03 Time: 12:53 
Sample(adjusted): 19681996 
Included observations: 29 after adjusting end points 
Variable Coefficient Std. Error t-Statistic Prob. 
LOGRESIDEN( -1) -0.239233 0.071127 -3.363445 0.0026 
D(LOGRESIDEN( -1» 0.475685 0.180132 2.640760 0.0143 
D(LOGRESIDEN(-2» 0.102164 0.182413 0.560069 0.5806 
C 1.034805 0.304103 3.402809 0.0023 
@TREND(1965) 0.002447 0.000999 2.449757 0.0220 
R-squared 0.557089 Mean dependent var 0.018787 
Adjusted R-squared 0.483271 S.D. dependent var 0.034355 
S.E. of regression 0.024696 Akaike info criterion -4.408775 
Sum squared resid 0.014637 Schwarz criterion -4.173034 
Log likelihood 68.92724 F-statistic 7.546751 
Durbin-Watson stat 1.904139 Prob(F-statistic) 0.000438 
Figure 5.23 Differenced Logresiden Series 
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Figure of 5.24 Correlogram of dlogresiden 
Date: 07124/03 Time: 14:24 
Sample: 1965 1997 
Included observations: 31 
Autocorrelation Partial Correlation AC PAC Q-Stat Pmb 
I ~ I 1 0.581 0.581 11.512 0.001 I I I 2 0.326 -0.018 15.251 0.000 
I I le I 3 0.021 -0.243 15.267 0.002 
I I I :::JI 4 0.055 0.230 15.384 0.004 
I ] I I ] I 5 0.117 0.116 15.920 0.007 
I I 
'e: I 6 0.078 -0.191 16.172 0.013 
IJ I I [ I 7 -0.069 -0.146 16.375 0.022 
I~ I I [ I 8 -0.231 -0.088 18.739 0.016 
'E::; I I [ I 9 -0.313 -0.134 23.295 0.006 
oL::: I I [ I 10 -0.312 -0.124 28.042 0.002 le I I I 11 -0.210 0.048 30.304 0.001 
I [ I I P I 12 -0.081 0.113 30.660 0.002 
I I I I 13 -0.007 0.010 30.663 0.004 
I ! I 11: I 14 -0.080 -0.158 31.045 0.005 
I ~ I I I 15 -0.123 0.003 32.009 0.006 
I [ I I I 16 -0.124 0.004 33.052 0.007 
Figure 5.25 ADF test dlogresiden zero lags 
ADF Test Statistic -2.636706 1 % Critical Value' -3.6661 
5% Critical Value -2.9627 
10% Critical Value -2.6200 
'MacKinnon critical values for rejection of hypothesis of a untt root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DLOGRESIDEN) 
Method: Least Squares 
Date: 10127/04 Time: 15:15 
Sample(adjusted): 19671996 
Included observations: 30 after adjusting end points 
Variable Coefficient Std. Error t-Statistic Prob. 
DLOGRESIDEN( -1) -0.403168 0.152906 -2.636706 0.0135 
C 0.008009 0.005883 1.361532 0.1842 
R-squared 0.198906 Mean dependent var 0.000215 
Adjusted R-squared 0.170296 S.D.dependentvar 0.030582 
S.E. of regression 0.027857 Akaike info cmerion -4.259144 
Sum squared resid 0.021728 Schwarz cmerion -4.165731 
Log likelihood 65.88716 F-statistic 6.952220 
Durbin-Watson stat 1.895263 Prob(F-statistic) 0.013503 
Figure 5.25a ADF test on dlogresiden zero lags 
ADF Test Statistic -2.225845 1% Critical Value" -2.6423 
5% Critical Value -1.9526 
10% Critical Value -1.6216 
"MacKinnon critical values for rejection of hypothesis of a untt root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DLOGRESIDEN) 
Method: Least Squares 
Date: 10127/04 Time: 14:59 
Sample(adjusted): 19671996 
Included observations: 30 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
DLOGRESIDEN( -1) -0.298556 0.134131 -2.225845 0.0340 
R-squared 0.145869 Mean dependent var 0.000215 
Adjusted R-squared 0.145869 S.D. dependent var 0.030582 
S. E. of regression 0.028264 Akaike info crtterion -4.261704 
Sum squared resid 0.023166 Schwarz cmerion -4.214998 
Log likelihood 64.92556 DUrbin-Watson stat 1.964113 
Figure 5.26 ADF test dlogresiden 11ag 
ADF Test Statistic -2.394739 1% Critical Value' -3.6752 
5% Critical Value -2.9665 
10% Critical Value -2.6220 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DLOGRESIDEN) 
Method: Least Squares 
Date: 10127/04 Time: 15:16 
Sample(adjusted): 19681996 
Included observations: 29 after adjusting endpoinis 
Variable Coefficient Std. Error t -Statistic Prob. 
DLOGRESIDEN(-1) -0.424471 0.177251 -2.394739 0.0241 
D(DLOGRESIDEN(-1 » 0.040992 0.201244 0.203693 0.8402 
C 0.008204 0.006340 1.293894 0.2071 
R-squared 0.202006 Mean dependent var 0.000309 
Adjusted R-squared 0.140622 S.D. dependent var 0.031119 
S.E. of regression 0.028848 Akaike info criterion -4.155839 
Sum squared resid 0.021638 Schwarz criterion -4.014394 
Log likelihood 63.25966 F-statistic 3.290858 
Durbin-Watson stat 1.921196 Prob(F-statistic) 0.053210 
Figure 5.26 a ADF test dlogresiden 1 lag 
ADF Test Statistic -1.990486 1 % Critical Value* -2.6453 
5% Critical Value -1.9530 
10% Critical Value -1.6218 
*MacKinnon critical values for rejection of hypothesis of a unit root 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DLOGRESIDEN) 
Method: least Squares 
Date: 07124/03 Time: 14:57 
Sample(adjusted): 1968 1996 
Included observations: 29 after adjusting end points 
Variable Coefficient Std. Error t-Statistic Prob. 
DlOGRESIDEN(-1 ) -0.302070 0.151757 -1.990486 0.0567 
D(DlOGRESIDEN( -1)) -0.027404 0.196587 -0.139398 0.8902 
R-squared 0.150623 Mean dependent var 0.000309 
Adjusted R-squared 0.119165 S.D.dependentvar 0.031119 
S.E. of regression 0.029206 Akaike into criterion -4.162402 
Sum squared resid 0.023031 Schwarz criterion -4.068105 
Log likelihood 62.35482 F-slatistic 4.788004 
Durbin-Watson slat 1.877958 Prob(F-slatistic) 0.037489 
Figure 5.27 ADF test dlogresiden 2 lags 
ADF Test Statistic -2.883924 1% Critical Value' -3.6852 
5% Critical Value -2.9705 
1 0% Critical Val ue -2.6242 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DlOGRESIDEN) 
Method: least Squares 
Date: 10127/04 Time: 15:17 
Sample(adjusted): 19691996 
Included observations: 28 after adjusting end points 
Variable Coefficient Std. Error t-Statistic Prob. 
DlOGRESIDEN(-l ) -0.553653 0.191979 -2.883924 0.0082 
D(DLOGRESIDEN( -1)) 0.146787 0.209928 0.699225 0.4911 
D(DlOGRESIDEN( -2)) 0.243367 0.197186 1.234202 0.2291 
C 0.009670 0.006456 1.497757 0.1472 
R-squared 0.276939 Mean dependent var -0.000582 
Adjusted R-squared 0.186557 S.D.dependentvar 0.031311 
S.E. of regression 0.028240 Akaike info criterion -4.164585 
Sum squared resid 0.019140 Schwarz criterion -3.974270 
log likelihood 62.30419 F-statistic 3.064077 
Durbin-Watson stat 1.854148 Prob(F-statistic ) 0.047326 
Figure 5.27a ADF test dlogresiden 2 lags 
ADF Test Statistic -2.409442 1 % Critical Value" -2.6486 
5% Critical Value -1.9535 
10% Critical Value -1.6221 
*MacKinnon critical values for rejection of hypothesis of a una root 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DLOGRESIDEN) 
Method: Least Squares 
Date: 07124/03 Time: 14:58 
Sample(adjusted): 1969 1996 
Included observations: 28 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
DLOGRESIDEN(-1 ) -0.392533 0.162915 -2.409442 0.0237 
D(DLOGRESIDEN(-1 » 0.045802 0.203690 0.224864 0.8239 
D(DLOGRESIDEN(-2» 0.165358 0.194855 0.848622 0.4041 
R-squared 0.209355 Mean dependent var -0.000582 
Adjusted R-squared 0.146103 S.D.dependentvar 0.031311 
S.E. of regression 0.028934 Akaike info cmerion -4.146658 
Sum squared resid 0.020929 Schwarz cmerion -4.003922 
Log likelihood 61.05321 F-statistic 3.309875 
Durbin-Watson stat 1.857477 Prob(F-statistic) 0.053060 
Figure 5.28 ADF test dlogresiden 3 lags 
AOF Test Statistic -2.249849 1 % Critical Value' -3.6959 
5% Critical Value -2.9750 
10% Critical Value -2.6265 
'MacKinnon critical llalues for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DlOGRESIDEN) 
Method: least Squares 
Date: 10127/04 Time: 15:19 
Sample(adjusted): 19701996 
Included obser\iations: 27 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
DlOGRESIDEN(-l) -0.482517 0.214466 -2.249849 0.0348 
D(DlOGRESIDEN(-l » 0.070501 0.207457 0.339835 0.7372 
D(DlOGRESIDEN(-2» 0.164094 0.203419 0.806681 0.4285 
D(DlOGRESIDEN(-3» -0.272667 0.195200 -1.396855 0.1764 
C 0.006562 0.006517 1.006944 0.3249 
R-squared 0.385762 Mean dependent liar -0.001079 
Adjusted R-squared 0.274083 S.D.dependentllar 0.031795 
S.E. of regression 0.027089 Akaike info criterion -4.213771 
Sum squared resid 0.016144 Schwarz criterion -3.973801 
log likelihood 61.88591 F-statistic 3.454188 
Durbin-Watson stat 2.033926 Prob(F-statistic) 0.024621 
Figure 5.28 a ADF test on dlogresiden 3 lags 
ADF Test Statistic -2.052958 1 % Critical Value" -2.6522 
5% Critical Value -1.9540 
10% Critical Value -1.6223 
"MacKinnon critical values for rejection of hypothesis of a unit root 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DLOGRESIDEN) 
Method: Least Squares 
Date: 07124/03 Time: 15:00 
Sample(adjusted): 19701996 
Included observations: 27 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
DLOGRESIDEN( -1) -0.354109 0.172487 -2.052958 0.0516 
D(DLOGRESIDEN( -1» -0.007022 0.192701 -0.036440 0.9712 
D(DLOGRESIDEN( -2» 0.093927 0.191169 0.491328 0.6279 
D(DLOGRESIDEN( -3» -0.333585 0.185645 -1.796901 0.0855 
R-squared 0.357453 Mean dependent var -0.001079 
Adjusted R-squared 0.273643 S.D. dependent var 0.031795 
S.E. of regression 0.027098 Akaike info criterion -4.242788 
Sum squared resid 0.016888 Schwarz criterion -4.050812 
Log likelihood 61.27763 F-statistic 4.265022 
Durbin-Watson stat 2.056534 Prob(F-statistic) 0.015580 
Figure 5.29 ARIMA(1.1.0) for dlogresiden 
Dependent Variable: DlOGRESIDEN 
Method: least Squares 
Date: 07124/03 Time: 15:29 
Sample(adjusted): 19671996 
Included observations: 30 after adjusting end points 
Convergence achieved after 3 ~erations 
Variable Coefficient Std. Error t-Statistic Prob. 
C 0.019866 0.012617 1.574586 0.1266 
AR(1) 0.596832 0.152906 3.903265 0.0005 
R-squared 0.352384 Mean dependent var 0.019547 
Adjusted R-squared 0.329255 S.D. dependent var 0.034013 
S. E. of regression 0.027857 Akaike info criterion -4.259144 
Sum squared resid 0.021728 Schwarz crnerion -4.165731 
log likelihood 65.88716 F -statistic 15.23548 
Durbin-Watson stat 1.895263 Prob(F-statistic) 0.000544 
Inverted AR Roots .60 
Figure 5.30 Correlogram of Residuals ARIMA(1.1.0) 
Date: 07124103 Time: 15:46 
Sample: 1967 1996 
Included obserwtions: 30 
Q-statislic probabilities adjusted for 1 ARMA terrn(s) 
Autocorrelation Partial Correlation AC PAC Q-Stat Prob 
I I I I 1 0.014 0.014 0.0063 
IC I I [ I 2 -0.160 -0.160 0.8833 0.347 
I I I I 3 0.027 0.032 0.9086 0.635 
I I I I 4 -0.008 -0.036 0.9110 0.823 
I :=J I P 5 0.338 0.358 5.2969 0.258 
I [ I IC I 6 -0.101 -0.152 5.7032 0.336 
I [ I I I 7 -0.125 0.012 6.3545 0.385 
I I I I 8 0.072 -0.008 6.5835 0.473 
le: I le I 9 -0.215 -0.242 8.6902 0.369 
I [ I le I 10 -0.129 -0.254 9.4912 0.393 
I I I P I 11 0.075 0.120 9.7738 0.461 
I I I I 12 0.002 -0.002 9.7741 0.551 
I [ I le I 13 -0.138 -0.193 10.853 0.542 
I [ I I I 14 -0.143 0.046 12.084 0.521 
I[ I I [ I 15 -0.149 -0.140 13.502 0.487 
I ] I I I 16 0.130 -0.015 14.667 0.476 
Figure 5.31 ARIMA(2.1.0) for dlogresiden 
Dependent Variable: DLOGRESIDEN 
Method: Least Squares 
Date: 07125/03 Time: 11 :48 
Sample(adjusted): 19681996 
Included observations: 29 after adjusting end points 
Convergence achieved after 3 iterations 
Variable Coefficient Std. Error t-Statistic Prob. 
e 0.019327 0.012632 1.529966 0.1381 
AR(l) 0.616522 0.202778 3.040378 0.0053 
AR(2) -0.040992 0.201244 -0.203693 0.8402 
R-squared 0.345262 Mean dependent var 0.018787 
Adjusted R-squared 0.294897 S.D. dependent var 0.034355 
S.E. of regression 0.028848 Akaike info criterion -4.155839 
Sum squared resid 0.021638 Schwarz criterion -4.014394 
Log likelihood 63.25966 F-statistic 6.855266 
DUrbin-Watson stat 1.921196 Prob(F-statistic) 0.004063 
Inverted AR Roots .54 .08 
Figure 5.32 ARIMA(1, 1,1) for dlogresiden 
Dependent Variable: DLOGRESIDEN 
Method: Least Squares 
Date: 01112/04 Time: 19:16 
Sample(adjusted): 19671996 
Included observations: 30 after adjusting end points 
Convergence achieved after 13 tterations 
Backcast 1966 
Variable Coefficient Std. Error t -Statistic Prob. 
e 0.019950 0.012656 1.576296 0.1266 
AR(1) 0.578203 0.259796 2.225608 0.0346 
MA(1) 0.030727 0.326472 0.094118 0.9257 
R-squared 0.352753 Mean dependent var 0.019547 
Adjusted R-squared 0.304808 S.D. dependent var 0.034013 
S.E. of regression 0.028360 Akaike info cmerion -4.193047 
Sum squared resid 0.021716 Schwarz cmerion -4.052928 
Log likelihood 65.89571 F-statistic 7.357556 
Durbin-Watson slat 1.924523 Prob(F-statistic ) 0.002815 
Inverted AR Roots .58 
Inverted MA Roots -.03 
Figure 5.33 Correlogram of Residuals from eqn 5.3.4 
Date: 01112104 Time: 19:21 
Sample: 19671996 
Included observations: 30 
O-statistic probabilities adjusted for 2 ARMA term(s) 
Autocorrelation Partial Correlation AC PAC O-Stat Prob 
, , , , 1 0.004 0.004 0.0004 
, P , , p , 2 0.103 0.103 0.3615 
c= , c= , 3 -0.345 -0.349 4.5896 0.032 
, , , , 4 -0.020 -0.018 4.6039 0.100 
, ~ , , ::J' 5 0.103 0.202 5.0092 0.171 
, P , , , 6 0.097 -0.035 5.3828 0.250 , , , [ , 7 0.002 -0.066 5.3830 0.371 
, [ , , , 8 -0.112 -0.017 5.9338 0.431 
, [ , , [ , 9 -0.119 -0.088 6.5813 0.474 
,[ , 
'£:: , 10 -0.149 -0.192 7.6476 0.469 
, [ , ,[ , 11 -0.110 -0.167 8.2556 0.509 
, , , , 12 0.074 0.080 8.5462 0.576 
, , , , 13 0.089 0.049 8.9949 0.622 
, , , [ , 14 0.036 -0.085 9.0722 0.697 
, [ , , , 15 -0.078 -0.020 9.4567 0.738 
,e , , [ , 16 -0.181 -0.108 11.694 0.631 
Figure 5.34 Correlogram of the residuals eqn 5.3.3 
Date: 05121100 Time: 15:47 
Sample: 19681996 
Included observations: 29 
Q-statistic probabilnies adjusted for 2 ARMA term(s) 
Autocorrelation Partial Correlation AC PAC Q-Stat Prob 
I I I I 1 -0.022 -0.022 0.0152 
I b I I ] I 2 0.111 0.111 0.4263 
c: I c: I 3 -0.339 -0.338 4.3884 0.036 
I I I I 4 -0.011 -0.027 4.3925 0.111 
I I I ::11 5 0.082 0.177 4.6433 0.200 
I I I I 6 0.089 -0.028 4.9562 0.292 
I I I I 7 0.004 -0.052 4.9568 0.421 
I [ I I I 8 -0.096 -0.020 5.3500 0.500 
I [ I I [ I 9 -0.106 -0.083 5.8571 0.557 
It; I le I 10 -0.158 -0.195 7.0341 0.533 
I [ I le I 11 -0.105 -0.160 7.5846 0.576 
I I I I 12 0.054 0.052 7.7403 0.654 
Figure 5.35 Actual, fitted and residuals from eqn 5.3.2 
obs Actual Fitted Residual Residual Plot 
1967 0.04159 0.03433 0.00726 
1968 0.06684 0.03283 0.03401 
1969 0.07970 0.04790 0.03179 
1970 0.06502 0.05557 0.00945 
1971 0.04604 0.04682 -0.00078 
1972 0.07428 0.03549 0.03879 
1973 0.04951 0.05234 -0.00283 
1974 0.01446 0.03756 -0.02309 
1975 -0.03762 0.01664 -0.05426 
1976 -0.04693 -0.01444 -0.03249 
1977 0.00912 -0.02000 0.02912 
1978 -0.00116 0.01345 -0.01462 
1979 0.04412 0.00731 0.03680 
1980 -0.04051 0.03434 -0.07485 
1981 -0.01958 -0.01617 -0.00342 
1982 -0.01973 -0.00368 -0.01605 
1983 0.00193 -0.00377 0.00570 
1984 0.01139 0.00916 0.00223 
1985 0.05032 0.01481 0.03552 
1986 0.03999 0.03804 0.00195 
1987 0.01535 0.03188 -0.01653 
1988 -0.00959 0.01717 -0.02676 
1989 -0.00097 0.00229 -0.00326 
1990 0.01634 0.00743 0.00891 
1991 0.04493 0.01776 0.02717 
1992 0.01397 0.03482 -0.02086 
1993 0.00980 0.01635 -0.00654 
1994 0.00941 0.01386 -0.00445 
1995 0.00786 0.01363 -0.00577 
1996 0.05055 0.01270 0.03786 
Figure 5.36 Actual, fitted and residuals for "'In 5.3.2 
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Figure 5.37 Graph of the two series(in levels) 
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Figure 5.38 Levels regression of R and I with trend 
Dependent Variable: LOGRESIDEN 
Method: Least Squares 
Date: 07129/03 Time: 17:16 
Sample(adjusted): 1965 1996 
Included observations: 32 after adjusting endpoints 
Variable CoeffICient Std. Error t-Statistic Prob. 
C 0.860115 0.743951 1.156144 0.2571 
LOGINDUST 0.811392 0.178810 4.537728 0.0001 
@TREND 0.001229 0.003030 0.405505 0.6881 
R-squared 0.831582 Mean dependent var 4.447824 
Adjusted R-squared 0.819967 S.D.dependentvar 0.153057 
S. E. of regression 0.064943 Akaike info criterion -2.541563 
Sum squared resid 0.122309 Schwarz crnerion -2.404150 
Log likelihood 43.66501 F-statistic 71.59547 
Durbin-Watson stat 0.365941 Prob(F-statistic ) 0.000000 
Figure 5.39 Levels regression of I and R with trend 
Dependent Variable: LOGINDUST 
Method: Least Squares 
Date: 07(29/03 Time: 17:18 
Sample(adjusted): 1965 1996 
Included observations: 32 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
e 1.991775 0.477862 4.168102 0.0003 
LOGRESIDEN 0.511733 0.112773 4.537728 0.0001 
@TREND 0.008408 0.001840 4.569614 0.0001 
R-squared 0.901530 Mean dependent var 4.398201 
Adjusted R-squared 0.894739 S.D. dependent var 0.158986 
S.E. of regression 0.051575 Akaike info criterion -3.002511 
Sum squared resid 0.077139 Schwarz criterion -2.865098 
Log likelihood 51.04017 F-statistic 132.7533 
Durbin-Watson stat 0.648083 Prob(F-statistic) 0.000000 
I Figure 5.40. Residuals from equation 5.6.6 I 
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Figure 5.41 Correlogram of residuals eqn 5.6.6 
Date: 07/30/03 Time: 10:01 
Sample: 19651997 
Included observations: 32 
Autocorrelation Partial Correlation AC PAC O-Stat Prob 
I I 1 0.762 0.762 20.353 0.000 
I 5? I _L I 2 0.499 -0.192 29.385 0.000 I I~ I 3 0.191 -0.286 30.751 0.000 
I [ I IC I 4 -0.123 -0.274 31.341 0.000 
IC I I P I 5 -0.276 0.111 34.403 0.000 § I I I 6 -0.362 -0.064 39.880 0.000 I I I 7 -0.343 -0.011 45.013 0.000 
,e I I P I 8 -0.215 0.093 47.100 0.000 
I [ I I [ I 9 -0.133 -0.142 47.943 0.000 
I I I Pi 10 0.021 0.149 47.965 0.000 
I Pi I I 11 0.134 0.022 48.892 0.000 
I I ~ I 12 0.031 -0.474 48.946 0.000 I I I 13 -0.075 -0.139 49.269 0.000 
le I I I 14 -0.252 -0.077 53.101 0.000 
§ I I I 15 -0.380 0.003 62.332 0.000 I I I 16 -0.394 -0.056 72.900 0.000 
Figure 5.43 ADF Test on residuals from eqn 5.6.6 
ADF Test Statistic -2.323080 1% Critical Value* -2.6395 
5% Critical Value -1.9521 
10% Critical Value -1.6214 
*MacKinnon critical values for rejection of hypothesis of a untt root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(RESID1) 
Method: Least Squares 
Date: 07/30103 Time: 13:43 
Sample(adjusted): 1966 1996 
Included observations: 31 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
RESID1(-1) -0.236510 0.101809 -2.323080 0.0271 
R-squared 0.141529 Mean dependent var 0.004288 
Adjusted R-squared 0.141529 S.D. dependent var 0.038379 
S.E. of regression 0.035559 Akaike info cmerion -3.803504 
Sum squared resid 0.037934 Schwarz cmerion -3.757246 
Log likelihood 59.95431 Durbin-Watson stat 1.612943 
0.10...-----------..,-----------, 
Figure 5.44 Residuals from equation 5.S.7 
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Figure 5.45 Correlogram of residuals from eqn 5.6.7 
Date: 07/30/03 Time: 14:07 
Sample: 1965 1997 
Included observations: 32 
Au1ocorrelation Partial Correlation AC PAC Q-Stat Prob 
I I 1 0.675 0.675 15.990 0.000 
I :=I ,e I 2 0.343 -0.206 20-266 0.000 
I I C§ I 3 -0.058 -0.380 20.392 0.000 c:= I I 4 -0.483 -0.493 29.469 0.000 
I I I 5 -0.603 0.029 44.108 0.000 
I I I 6 -0.584 -0.048 58.378 0.000 
C I I I 7 -0.358 0.069 63.944 0.000 
I I I [ I 8 -0.055 -0.082 64.083 0.000 
I ::JI IC I 9 0.158 -0.149 65-271 0.000 
I :::JI I [ I 10 0.312 -0.085 70.092 0.000 
I ~ I I 11 0.339 0.059 76.059 0.000 I le I 12 0.150 -0-289 77.285 0.000 
I I I I 13 0.017 0.010 77.302 0.000 
I [ I I [ I 14 -0.142 -0.073 78.514 0.000 le I I I 15 -0-233 0.003 81.989 0.000 
,e: I IC I 16 -0.204 -0.163 84.814 0.000 
Figure 5.46 ADF test on residuals for eqn 5.6.7 
ADF Test Statistic -4.815389 1% Critical Value' -2.6486 
5% Critical Value -1.9535 
10% Critical Value -1.6221 
*MacKinnon critical values for rejection of hypothesis of a un~ root. 
Augmented Dickey-F ulier Test Equation 
Dependent Variable: D(RESID3) 
Method: Least Squares 
Date: 07/30103 Time: 15:45 
Sample(adjusted): 1969 1996 
Included observations: 28 after adjusting end points 
Variable Coefficient Std. Error t-Statistic Prob. 
RESID3(-1) -0.814733 0.169194 -4.815389 0.0001 
D(RESID3(-1)) 0.371969 0.160771 2.313651 0.0296 
D(RESID3( -2)) 0.519032 0.167469 3.099275 0.0049 
D(RESID3(-3)) 0.506978 0.176126 2.878489 0.0083 
R-squared 0.497824 Mean dependent var -0.001284 
Adjusted R-squared 0.435052 S.D.dependentvar 0.042191 
S.E. of regression 0.031712 Akaike info criterion -3.932697 
Sum squared resid 0.024135 Schwarz criterion -3.742382 
Log likelihood 59.05776 F-slatistic 7.930668 
DUrbin-Watson stat 1.994861 Prob(F-statistic) 0.000759 
Figure 5.48 Johansen COintegration Test 
Date: 08/11/03 Time: 14:05 
Sample: 1965 1996 
Incl uded observations: 29 
Test assumption: Linear deterministic trend in the data 
Series: LOGRESIDEN LOGINDUST 
Lags interval: 1 to 2 
Likelihood 5 Percent 1 Percent Hypothesized 
Eigenvalue Ratio Critical Value Critical Value No.ofCE(s) 
0.346194 22.61250 25.32 30.45 None 
0.298684 10.28911 12.25 16.26 At most 1 
*(-) denotes rejection of the hypothesis at 5%(1%) Significance level 
L.R. rejects any cointegration at 5% significance level 
Unnormalized COintegrating CoeffICients: 
LOGRESIDEN LOGINDUST @TREND(66) 
-1.378503 -2.070710 0.042554 
3.567570 -4.004731 0.018902 
Normalized Cointegrating Coefficients: 1 Cointegrating Equation(s) 
LOGRESIDEN LOGINDUST @TREND(66) C 
1.000000 1.502144 -0.030870 -10.56831 
(1.73397) (0.02443) 
Log likelihood 121.9370 
2 
Figure 5.49 Plot on vector from Johansen test 
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Figure 5.50 Vector Autoregression Estimates 
Date: 08/11/03 Time: 14:51 
Sample(adjusted): 19671996 
Included observations: 30 after adjusting endpoints 
Standard errors & t-statistics in parentheses 
DLOGRESIDE DLOGINDUST @TREND 
DLOGRESIDEN( -1) 0.498164 0.109112 1.18E-13 
(0.17907) (0.29913) (4.1E-14) 
(2.78202) (0.36477) (2.88990) 
DLOGINDUST( -1) 0.144105 0.086172 7.64E-15 
(0.12587) (0.21026) (2.9E-14) 
(1.14491 ) (0.40964) (0.27325) 
@TREND -0.000237 -0.000370 1.000000 
(0.00064) (0.00107) (1.5E-16) 
(-0.37052) (-0.34653) (6.9E+15) 
C 0.011019 0.020084 1.000000 
(0.01262) (0.02109) (2.9E-15) 
(0.87290) (0.95236) (3.5E+14) 
R-squared 0.386501 0.030956 1.000000 
Adj. R-squared 0.315713 -0.080856 1.000000 
Sum sq. resids 0.020583 0.057439 1.07E-27 
S.E.equation 0.028137 0.047002 6.42E-15 
Log likelihood 66.69896 51.30518 
AkaikeAIC 66.96562 51.57184 
SchwarzSC 67.15245 51.75867 
Mean dependent 0.019547 0.017994 16.50000 
S.D. dependent 0.034013 0.045210 8.803408 
Determ inant Residual Covariance 4.00E-35 
Log Likelihood 1060.367 
Akaike Information Criteria 1061.167 
Schwarz Criteria 1061.728 
Figure 5.51 Correlogram of residuals eqn 5.8. 1 
Date: 08/11/03 Time: 15:09 
Sample: 1965 1996 
Included observations: 29 
Autocorrelation Partial Correlation AC PAC Q-Stat Prob 
I [ I I [ I 1 -0.111 -0.111 0.3941 0.530 
I I I I 2 -0.031 -0.044 0.4256 0.808 
I :::11 I :::11 3 0.256 0.251 2.6904 0.442 
le I IC I 4 -0.261 -0.224 5.1478 0.272 
I I I [ I 5 -0.068 -0.108 5.3229 0.378 
I ~ I IC I 6 -0.109 -0.218 5.7895 0.447 le I I I 7 -0.154 -0.079 6.7645 0.454 
I [ I I [ I 8 -0.062 -0.128 6.9313 0.544 
I [ I I I 9 -0.067 -0.074 7.1359 0.623 
I I I I 10 0.070 0.016 7.3648 0.691 
I ] I I J I 11 0.141 0.128 8.3514 0.682 
I [ I I[ I 12 -0.117 -0.180 9.0746 0.697 
Figure 5.52 Correlogram of residuals eqn 5.8.2 
Date: 08/11103 Time: 15:34 
Sample: 1965 1996 
Included obserwtions: 31 
Autocorrelation Partial Correlation AC PAC Q-Stat Prob 
I gl I :11 1 0.176 0.176 1.0599 0.303 
I Pi I :11 2 0.203 0.178 2.5159 0.284 
I I I I 3 -0.008 -0.073 2.5182 0.472 
~ I c= I 4 -0.401 -0.455 8.6008 0.072 I I I 5 -0.132 0.000 9.2913 0.098 
IC I I I 6 -0.196 0.031 10.856 0.093 
I [ I I I 7 -0.078 -0.033 11.113 0.134 
I I I I 8 0.073 -0.068 11.351 0.183 
I I I I 9 0.019 -0.024 11.366 0.251 
I P I I I 10 0.103 0.026 11.879 0.293 
I Pi I =:Ji 11 0.292 0.323 16.226 0.133 
I I I [ I 12 0.013 -0.102 16.235 0.181 
I I I [ I 13 0.073 -0.132 16.537 0.221 
,e I le I 14 -0.163 -0.184 18.145 0.200 le: I I I 15 -0.256 0.043 22.340 0.099 le: I IC I 16 -0.272 -0.209 27.402 0.037 
Figure 5.53 Residual Correlation Matrix from VAR(1) 
DLOGRESIDE DLOGINDUST 
DLOGRESIDE 1.000000 
DLOGINDUST 0.384701 
0.384701 
1.000000 
Figure 5.54 Granger Causation test for the VAR(1) 
Pairwise Granger Causality Tests 
Date: 08/11103 Time: 16:32 
Sample: 19651996 
Lags: 2 
Null Hypothesis: Obs F-Statistic Probability 
DLOGINDUST does not Granger Cause DLO 29 0.72346 0.49535 
DLOGRESIDEN does not Granger Cause DLOGINDU 0.07174 0.93098 
Figure 5.55 Impulse Response Functions for the VAR(1) model 
Response of DLOGRESIDEN to One S.D. Innovations 
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Figure 5.56 Change in the response of both variables 
Response lo One 5.0. Innovalions ± 2 S.E. 
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Figure 5.5/lmpulse Response lO 1 S.D. Innovations 
;= Response of DLOGRESIDEN: 
Period DLOGRESIDE DLOGINDUST 
1 0.026263 0.000000 
I (0.00339) (0.00000) 
2 0.016115 0.005829 
(0.00446) (0.00482) 
3 0.009154 0.003538 
(0.00491) (0.00329) 
4 0.005171 0.002009 
(0.00427) (0.00204) 
5 0.002920 0.001135 
(0.00328) (0.00131) 
6 0.001649 0.000641 
(0.00235) (0.00087) 
7 0.000931 0.000362 
(0.00161) (0.00057) 
8 0.000526 0.000204 
(0.00107) (0.00037) 
9 0.000297 0.000115 
(0.00069) (0.00024) 
10 0.000168 6.51E-05 
(0.00044) (0.00015) 
Response of DLOGINDUST: 
Period DLOGRESIDE DLOGINDUST 
1 0.016872 0.040482 
(0.00771) (0.00523) 
2 0.005257 0.003481 
(0.00642) (0.00796) 
3 0.002787 0.001144 
(0.00471) (0.00186) 
4 0.001566 0.000611 
(0.00308) (0.00113) 
5 0.000884 0.000344 
(0.00197) (0.00071) 
6 0.000499 0.000194 
(0.00124) (0.00045) 
7 0.000282 0.000110 
(0.00078) (0.00028) 
8 0.000159 6.19E-05 
(0.00049) (0.00017) 
9 8. 99E-05 3.49E-05 
(0.00030) (0.00011 ) 
10 5.08E-05 1.97E-05 
(0.00018) (6.6E-05) 
Ordering: DLOGRESIDEN DLOGIND 
I Figure 5.58 Forecast from VAR(1) model I 
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Figure 5.59 Data from VAR(1) forecast 
Year Ind_fcst Res_fcst 
1966 0.0265 0.0441 
1967 0.0264 0.0363 
1968 0.0252 0.0322 
1969 0.0243 0.0298 
1970 0.0236 0.0282 
1971 0.0230 0.0270 
1972 0.0224 0.0261 
1973 0.0219 0.0254 
1974 0.0214 0.0247 
1975 0.0209 0.0240 
1976 0.0204 0.0234 
1977 0.0200 0.0228 
1978 0.0195 0.0222 
1979 0.0190 0.0216 
1980 0.0185 0.0209 
1981 0.0180 0.0203 
1982 0.0176 0.0197 
1983 0.0171 0.0191 
1984 0.0166 0.0185 
1985 0.0161 0.0179 
1986 0.0157 0.0173 
1987 0.0152 0.0167 
1988 0.0147 0.0161 
1989 0.0142 0.0155 
1990 0.0137 0.0149 
1991 0.0133 0.0142 
1992 0.0128 0.0136 
1993 0.0123 0.0130 
1994 0.0118 0.0124 
1995 0.0114 0.0118 
1996 0.0109 0.0112 
1997 0.0104 0.0106 
1998 0.0099 0.0100 
1999 0.0094 0.0094 
2000 0.0090 0.0088 
2001 0.0085 0.0082 
2002 0.0080 0.0075 
2003 0.0075 0.0069 
2004 0.0071 0.0063 
This is the forecast for industrial and residential UK 
electricity demand, all years forecasted from 1966 to 
2004, differenced data of course. 
Figure 5.60 Forecasts against Actual 
Year Ind_fest Res_fest Ind_actual Res_actual Ind_fcst Res_fest 
1966 0.0265 0.0441 60.11 59.81 61.7221 62.5063 
1967 0.0264 0.0363 60.91 62.35 62.5416 64.6566 
1968 0.0252 0.0322 66.15 66.66 67.8392 68.8424 
1969 0.0243 0.0298 70.34 72.19 72.0696 74.3703 
1970 0.0236 0.0282 72.99 77.04 74.7310 79.2402 
1971 0.0230 0.0270 73.43 80.67 75.1361 82.8797 
1972 0.0224 0.0261 73.16 86.89 74.8189 89.1907 
1973 0.0219 0.0254 80.07 91.30 81.8435 93.6464 
1974 0.0214 0.0247 75.81 92.63 77.4506 94.9451 
1975 0.0209 0.0240 75.36 89.21 76.9533 91.3801 
1976 0.0204 0.0234 80.84 85.12 82.5093 87.1355 
1977 0.0200 0.0228 82.06 85.90 83.7143 87.8794 
1978 0.0195 0.0222 84.00 85.80 85.6523 87.7231 
1979 0.0190 0.0216 87.55 89.67 89.2294 91.6237 
1980 0.0185 0.0209 79.73 86.11 81.2206 87.9324 
1981 0.0180 0.0203 77.03 84.44 78.4327 86.1744 
1982 0.0176 0.0197 73.91 82.79 75.2199 84.4391 
1983 0.0171 0.0191 74.17 82.95 75.4485 84.5507 
1984 0.0166 0.0185 78.64 83.90 79.9573 85.4670 
1985 0.0161 0.0179 79.53 88.23 80.8236 89.8231 
1986 0.0157 0.0173 88.80 91.83 90.2013 93.4312 
1987 0.0152 0.0167 93.14 93.25 94.5646 94.8182 
1988 0.0147 0.0161 97.14 92.36 98.5787 93.8561 
1989 0.0142 0.0155 99.42 92.27 100.8443 93.7075 
1990 0.0137 0.0149 100.64 93.79 102.0331 95.1932 
1991 0.0133 0.0142 99.57 98.10 100.9000 99.5070 
1992 0.0128 0.0136 95.28 99.48 96.5066 100.8455 
1993 0.0123 0.0130 96.84 100.46 98.0399 101.7769 
1994 0.0118 0.0124 95.07 101.41 96.2019 102.6768 
1995 0.0114 0.0118 99.91 102.21 101.0514 103.4238 
1996 0.0109 0.0112 103.13 107.51 104.2583 108.7205 
1997 0.0104 0.0106 106.16 104.45 107.2702 105.5617 
1998 0.0099 0.0100 106.81 109.41 107.8755 110.5072 
1999 0.0094 0.0094 109.79 110.308 110.8323 111.3464 
2000 0.0090 0.0088 102.03 111.842 102.9494 112.8261 
2001 0.0085 0.0082 102.23 115.366 103.1020 116.3102 
2002 0.0080 0.0075 101.59 114.53 102.4076 115.3971 
2003 0.0075 0.0069 INO data available for comparison 
I 2004 0.0071 0.0063 
Figure 5.62 Ape analysis residential consumption. 
(forecast-actual )/actual*1 00 
Year Res_actual Res_fest Ape IAPE= 1.961 
1966 59.81 62.51 4.51 
1967 62.35 64.66 3.70 
1968 66.66 68.84 3.27 
1969 72.19 74.37 3.02 
1970 77.04 79.24 2.86 
1971 80.67 82.88 2.74 
1972 86.89 89.19 2.65 
1973 91.30 93.65 2.57 
1974 92.63 94.95 2.50 
1975 89.21 91.38 2.43 
1976 85.12 87.14 2.37 
1977 85.90 87.88 2.30 
1978 85.80 87.72 2.24 
1979 89.67 91.62 2.18 
1980 86.11 87.93 2.12 
1981 84.44 86.17 2.05 
1982 82.79 84.44 1.99 
1983 82.95 84.55 1.93 
1984 83.90 85.47 1.87 
1985 88.23 89.82 1.81 
1986 91.83 93.43 1.74 
1987 93.25 94.82 1.68 
1988 92.36 93.86 1.62 
1989 92.27 93.71 1.56 
1990 93.79 95.19 1.50 
1991 98.10 99.51 1.43 
1992 99.48 100.85 1.37 
1993 100.46 101.78 1.31 
1994 101.41 102.68 1.25 
1995 102.21 103.42 1.19 
1996 107.51 108.72 1.13 
1997 104.45 105.56 1.06 
1998 109.41 110.51 1.00 
1999 110.308 111.35 0.94 
2000 111.842 112.83 0.88 
2001 115.366 116.31 0.82 
2002 114.53 115.40 0.76 
2003 
2004 
6.0 Industria1 demand data and economic growth 
6.1 Introduction 
This chapter aims to model the relationship 
between real gdp at market prices, (which includes 
value added tax)and Norweb industrial consumption of 
electricity over the period 1950-1997. The gdp 
series is for the UK as a whole. Although regional 
data for the north west is available as a time 
series, it suffers from two problems in the context 
of this chapter's investigation: 
a)the regional gdp series only extends for a 
limited period into the past; 
b) the economic regions used by the Office of 
National Statistics are fewer in number and not 
contiguous with the customer areas of the regional 
electricity companies. Consequently interest was 
concentrated on the national UK gdp data. 
The equation specifications adopted in the 
thesis are to some extent experimental only. This 
arises because one objective of the thesis is to 
apply the time series methods to this data for the 
first time, so that the simplest specification was 
adopted where possible. One further development for 
later research,therefore, is to enlarge the 
specification. This is likely to be particularly 
important in the use of a price variable" in the 
TI A short discussion of this point occurs at the 
end of this chapter, page 164. 
143 
case of industrial consumption, as well as 
experimenting with other measures of economic 
growth, such as the Index of Industrial Production. 
However, the thesis does contain, in chapter 7, some 
experiments with the use of a price variable in 
residential consumption. 
The two series for Norweb industrial 
consumption and real gdp are shown in figures 6.0 
and figure 6.1 respectively, clearly trended series, 
with a possible break in the industrial consumption 
series round about 1971, this will be looked at 
later on in the chapter. 
6.2 Unit root test for Norweb industrial 
consumption 
We can see from the plot of the series that it 
is upward trending with an obvious break in the 
trend, after world war II with the tremendous 
increase in consumption flattening out post 1973. 
The output of the various dickey Fuller tests, 
are shown in figures 6.2, 6.3, 6.4 and 6.5. These 
various tests are carried out with 0,1,2 and 3 lags 
respectively. A summary table is presented as table 
1 : 
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Tab1e 1 Summary of AIC and BIC and various 1ags 
AIC BIC LAG TEST STATISTIC CV(o.05) 
-3.57 -3.45 0 -2.22 -3.51 
-3.70 -3.54 1 -2.60 -3.57 
-3.76 -3.56 2 -2.59 -3.51 
-3.71 -3.47 3 -2.38 -3.52 
Using MacKinnon's(1990) tabulations of critical 
values, we can accept the hypothesis of a unit root 
at 0.05 significance level. The lag chosen is 2 lags 
by the BIC criteria and 2 lags by the AIC criteria, 
these are the minimum values of both criteria, as 
seen in figure 6.4. The important factor, is that 
the industrial demand series accepts the hypothesis 
of a unit root at the 0.05 level, choosing lag 3 as 
the most appropriate unit root i.e. the series is 
nonstationary and is difference stationary and 
requires first differencing. 
The differenced series is shown in figure 6.6 
and it is difficult to say the trend is no longer 
there. If we observe the correlogram of the series, 
figure 6.7 we can see the Q(12) statistic=21.687 
compared with the asymptotic distribution of XlO.OS.12) 
which is equal to 21.03: 
Q(12) > X2 
I may note that the series is something other 
than white noise. The other points to note are: the 
probability values, which also indicate a series 
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other than white noise; the partial autocorrelation 
coefficient and autocorrelation coefficients do not 
decay to almost zero and have significant second 
lags, indicated by the pronounced spikes at lag 
2,indicating an ARlMA(2,1,O) or an ARlMA(O,1,2), 
although I will test the ARlMA(l,l,O) just to show 
this is an inappropriate model specification. 
Now we have the new differenced series I need 
to apply a unit root test to it to see if the new 
series is stationary. The new series appears to have 
a trend, so this is included in the ADF test. The 
results are shown in figures 6.8,6.9,6.10 and 6.11. 
The unit root tests are summarized in table two 
below. 
Table 2 Summary of unit root tests on 
dl.oqindust 
AIC BIC LAG TEST STATISTIC CVCO.051 
-3.63 -3.51 0 -8.90 -3.51 
-3.64 
-3.48 1 -3.87 -3.51 
-3.62 -3.41 2 -3.72 -3.52 
-3.63 -3.38 3 -3.43 -3.52 
As we can see from these results, we can reject 
the hypothesis of a unit at all lag levels, at the 
5% level of significance, apart from when using a 
lag order equal to 3, and hence the new differenced 
series is now stationary, with AlC choosing a unit 
root with 1 lag and BIC choosing zero lags. 
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It is not necessary to fit an ARlMA model to 
the economic growth series, just establish its order 
of integration. The focus is on modelling 
electricity demand, not GDP. The unit root tests are 
summarized in table three below. 
Tab1e 3 Summary of unit root tests on Indgp 
AIC BIC LAG TEST STATISTIC CV(O.OS) 
-4.99 -4.87 0 -1. 89 -3.S1 
-S.07 -4.91 1 -2.63 -3.S1 
-5.13 -4.92 2 -2.12 -3.S1 
-5.07 -4.82 3 -1. 91 -3.52 
Using MacKinnon's(1990) tabulations of critical 
values,we can accept the hypothesis of a unit root 
at 0.05 significance level. The lag chosen is 2 lags 
by the BIC criteria and 2 by the AIC criteria, these 
are the minimum values of both criteria. The 
important factor, is that the economic growth series 
accepts the hypothesis of a unit root at the 0.05 
level. i.e. the series is nonstationary and is 
difference stationary and requires first 
differencing. 
Now with differenced series I need to apply a 
unit root test to it to see if the new series is 
stationary. 
The unit root tests are summarized in table two 
below. The series has no intercept or trend, so the 
ADF unit root will not include these either. 
147 
Tab1e 4 Summary of unit root tests on dlngdp 
AIC BIC LAG TEST STATISTIC CV!O.05l 
-4.78 -4.7l 0 -2.74 -1. 95 
-4.69 -4.61 1 -2.38 -1. 95 
-4.79 -4.67 2 -1. 64 -1.95 
-4.75 -4.59 3 -1.31 -1. 95 
As we can see from these results, we can reject 
the hypothesis of a unit root at 0 and I lag levels, 
at the 5% level of significance. AIC chooses the 
test with 2 lags and BIC chooses the test with 0 
lags, this one being stationary at the 5% level. So 
the new series is integrated of order 1, 1(1). This 
is all that required for the economic growth series. 
The differenced Norweb industrial series, 
figure 6.6, shows a stationary series and can be 
modelled using standard ARlMA techniques. Given the 
pattern in figure 6.7, the ARlMA(l,l,O) is probably 
an appropriate starting point, but I include it here 
for comparison with more acceptable models. I will 
present various models following the Box and Jenkins 
procedure for model selection. The first model is an 
ARlMA(l,l,O), as figure 6.12 and equation 6.2.2: 
~ In induslt = 0.02 + 0.04~ lninduslt_1 6.2.2 
(0.01 ) (0.13) 
(2.54) (0.31) 
standard errors and t statistics are in brackets respectively 
The correlogram of the residuals, figure 6.13, 
suggest they are white noise as the probability that 
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they are white noise at each lag is quite high. This 
indicates an adequate model fit for the differenced 
series of industrial consumption. 
I will now estimate the models based on the 
ACF and PACF from figure 6.7. These are 
statistically significant and point towards an 
ARlMA(2,1,0) or an ARlMA(0,1,2) estimation. 
The ARlMA(2,1,0)model is represented by figure 
6.14 and equation 6.2.3. 
The ARlMA(2,1,0) model is shown in generating 
the following difference equation: 
6lnindust, =0.02+0.116ln1t-I + 0.376 In 1,-2 6.2.3 
(0.02) (0.14) (0.12) 
(1.39) (0.76) (3.01) 
The introduction of the second parameter has 
improved the model, as the second parameter is 
statistically significant, this is to be expected, 
given the structure of the correlogram. The 
residuals of the model are seen in figure 6.15 and 
these behave like white noise residua1s as the 
probability values at each lag are high see figure 
6.16. 
Both models pass the Q statistic test on the 
residuals and seem to be adequately modelled. The 
model selection criteria are summarized below: 
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(1,1,0) 
(2,1,0) 
BIC AlC 
-3.32 -3.40 
-3.44 -3.56 
The model selection criteria choose the 
ARlMA(2,I,O) model. 
The output for the ARlMA(O,I,2) model is seen 
in figure 6.17 and is equation 6.2.4: 
!!logindust, =O.02+!!lnO.llat-l +O.57!!a'_2 
(0.01) (0.05) 
(1.84) (0.22) 
(0.12) 
(4.77) 
6.2.4 
standard errors and t statistics are in brackets respectively 
The extra parameter has made a difference to 
the overall estimation. The correlogram of the 
residuals is shown in figure 6.18, and this clearly 
shows that the residuals are white noise,indicated by 
the high probability value at each lag. 
The information criteria for all three models 
are shown below in the summary table, 
(1,1,0) 
(2,1,0) 
(0,1,2) 
BIC AlC 
-3.32 -3.40 
-3.44 -3.56 
-3.18 -3.30 
The model selection criteria choose the 
ARlMA(2,I,O) model, if I was intent on just 
univariate modelling, I would model the series as an 
ARlMA (2, 1, 0) . 
At the end of chapter 5 I said the standard 
Chow test for structural stability is not valid if 
the series are unit root, since it relies on the 
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assumption of stationarity. However,if there is a 
break in the series, one or both of them, then any 
results may be affected. 
If I look at figure 6.0 again, the series is 
divided into two segments. Firstly, a post war 
segment showing a marked increase in consumption 
between 1949-1970. Secondly, a post oil crisis 
segment between 1971-1997, where a change in 
industrial consumption occurred. Electricity became 
cleaner, industry produced their own electricity 
using combined heat and power techniques (chp) . Plant 
and machinery became more energy efficient and real 
electricity prices fell. I will concentrate on these 
dates in the next section, test to see if they are 
stationary then use the latter part of the series in 
conjunction with GDP and test for cointegration 
between the two series. A rationale for the 
relationship will be given before it is carried out. 
6.3 The first period, 1949 1970.model 1 
The era 1948-1970 may be known as the Keynesian 
era with the United Kingdom's economic management 
policies influenced by the classical Keynesianism of 
Hicks, Samuelson and Hansen. Between 1958 and 1966 
Keynesianism incorporated the Phillips Curve and 
this was a period of stable inflation expectations 
and low oil prices. Between 1967 and 1976 we had 
trade off pessimism due to an increase in the rate 
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of change of prices and rising unemployment, both a 
result of higher and more volatile oil prices. Along 
with increased growth after the war, industrial 
consumption of electricity may be seen against this 
macroeconomic background. 
The plot of model 1 data is seen in figure 6.19 
which covers the era of stable demand management. 
Here we see continued economic growth where the 
boundaries of the production possibility curve are 
pushed ever outward and, along with increasing 
electricity consumption in the north west of 
England, paints a picture of an economy in continued 
boom and expansion. The series is nonstationary, and 
appears smoother than a white noise series. 
Model 1 is a nonstationary series. The ADF test 
caters for AR(p) processes and is used here to test 
for the unit root. 
The output of the ADF tests are summarized 
below in table shown in tab1e 5, for various lags, 
0,1,2 and 3. A trend is included in each test along 
with an intercept. 
Tab1e 5 Summary of unit root tests on mode1 1 
data. 
AIC BIC LAG TEST STATISTIC CV(0.051 
-3.70 -3.55 0 -3.30 -3.66 
-3.70 -3.50 1 -1.05 -3.67 
-3.96 -3.71 2 -2.18 -3.69 
-3.91 -3.61 3 -0.70 -3.71 
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Both information criteria choose the unit root 
test of lag 2, this test does indeed accept the 
hypothesis of a unit root and the earlier model, 
1949-1970, is a non stationary series. This unit 
root test is seen as figure 6.20. The earlier series 
is obviously non stationary, now confirmed by the 
unit root test. The important part of the data, the 
more recent subsample,is the part to be used in 
conjunction with the gdp data and the cointegration 
tests, as well as for forecasting Norweb industrial 
demand'7. I will also test for cointegration for the 
whole data, then for the more recent sub sample. 
A plot of the new era data is seen in figure 
6.21. This series is very different from model 1 in 
several ways: 
a) there is no apparent trend; 
b) there is no apparent breakpoint; 
c) there seems to be a large decrease in 
electricity consumption in the Norweb area during 
the period 1980-1982; 
d) the series appears to fluctuate about a 
mean, in this instance a mean of 8.91(7406gwh). 
Is this series, the later sub-sample, 
stationary? As usual, to test for the presence of a 
unit root in the data, and from this establish the 
order of integration of the data, I use the 
Dickey-Fuller test and augmented Dickey-Fuller unit 
27 Norweb energy now owned by Powergen. 19/08/03 
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root tests with their associated test statistics. 
Unlike Hunt and Witt(l995) a time trend is included 
in the unit root test for the data. The results of 
the test is shown in table 6: 
Table 6 Summary of unit root tests on model 2 
data. 
AlC BIC LAG TEST STATISTIC CV(0.051 
-3.98 -3.84 0 -3.46 -3.59 
-3.92 -3.73 1 -2.63 -3.59 
-4.09 -3.84 2 -3.65 -3.59 
-4.01 -3.72 3 -2.68 -3.59 
The AIC information criterion chooses the unit 
root test with 2 lags, here the unit root hypothesis 
is rejected. The AIC test suggests no unit root. 
The BIC information criterion test chooses the 
unit root test with zero lag, here the unit root 
test is accepted, but only just. It would reject a 
unit root at the 0.10 level of significance. It 
seems unclear that the later sub-sample is indeed 
non stationary, it is even unclear if a trend is 
indeed included in the test, so I will apply the 
unit root test with no trend included and see if the 
same results apply. 
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A summary of the unit root tests, with no trend 
on model 2, table7 data is shown below: 
Tabl.e 7 summary of unit root test model. 2 
AIC 
-4.04 
-3.97 
-4.15 
-4.07 
BIC 
-3.94 
-3.83 
-3.95 
-3.83 
LAG 
o 
1 
2 
3 
TEST STATISTIC CV(0.051 
-3.50 -2.98 
-2.68 -2.98 
-3.75 -2.98 
-2.74 -2.98 
Both information criteria select the unit root 
test at lag 2. Here test statistic is greater than 
the critical value at the 0.05 level of significance 
and is shown as figure 6.21a and is greater than all 
critical values, indicating a stationary series. 
This concurs with figure 6.21 where no trend is 
obvious. The correlogram of a differenced series (the 
differenced series is figure 6.22), even though the 
series is stationary, just for completeness is shown 
in figure 6.23 . Here the correlogram does not look 
like white noise due to a significant lag in the ACF 
at lag 3. 
The correlogram of the model 2 industrial 
series shown in figure 6.23a suggests testing for 
both autoregressive and moving average components, 
as both ACF and PACF have significant 
autocorrelations at first and second lags. The 
information criteria for a selection of the models 
tried are presented below: 
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ARMA AIC BIC 
(1,0) -4.04 -3.94 
(2, 0) -3.97 -3.83 
(1,1) -3.96 -3.82 
(3,0) -4.15 -3.95 
(0,2) -4.50 -4.36 
For example, the ARMA (3, 0) , represented by 
equation 6.3.1 and by figure 6.24: 
Inindust, = 8.91 +0.371nindust/-l + 0.28 In indust'_2 -0.45Inindustl-J 
(0.01) 
(1274) 
(0.18) 
(2.04) 
(0.19) 
(1. 44) 
(0.18) 
(-2.51) 
standard errors and t statistics are in brackets respectively 
The t statistic on two of the parameter 
estimates is statistically significant. The 
ARMA(O,l),just to show this model is inadequate, has 
a statistically insignificant parameter too, 
represented by equation 6.3.2 and figure 6.25, 
Inindust, = 8.91 + 0.30 Inindust/-l 6.3.2 
(0.01) (0.19) 
(1125) (1.57) 
standard errors and t statistics are in brackets respectively 
In the event, the preferred model is the 
ARMA(O,2) model, shown below as equation 6.3.3 and 
figure 6.25a: 
Inindust, = 8.91 + 0.49a/-l + 0.98a/-l 
(0.01) (0.05) (0.00) 
(806) (10.58) (3254) 
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standard errors and t statistics are in brackets respectively 
This model is extremely statistically 
significant and indeed is the chosen model by the 
information criteria. I won't test any more models 
as this one is selected by AIC and BIC and by the 
structure of the correleogram. 
If the industrial consumption series for the 
Norweb area was to be modelled as a univariate 
representation, I would choose the ARMA(O,2) 
specification, as both information criteria select 
this model. The residuals for this model are shown in 
figure 6.2Sb and it is clear the residuals are like 
white noise as no autocorrelations are statistically 
significant, and the probability values at each lag 
increase. 
To summarize the chapter so far: 
a) this chapter has dealt with Norweb 
industrial consumption. Firstly, unit root tests on 
the whole series showed the whole series to be non 
stationary and best modelled using an ARlMA(2,1,O); 
b) I assumed the industrial consumption series has a 
breakpoint, with the recent sub sample best modelled 
using an ARMA(O,2) specification; 
c) the economic growth variable, gdp was shown 
to be integrated of order 1. 
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The next section deals with cointegration 
between the two series, NORWEB industrial demand and 
economic growth. 
6.4 Are the two series related? 
A major component of much of the industry 
forecasting in the past has been the relationship 
between GDP and UK energy demand. Disaggregation to 
the regional level is a natural extension of this, 
but there are well known difficulties with the use 
of regional GDP data. Revisions and coverage of both 
data and geography are not as extensive as at the 
national level. National GDP was therefore chosen as 
the preferred variable for cointegration analysis, 
and this reflects common industry practice. 
6.5 Choice of Sample 
I realize that the more recent sub-sample may 
be interesting for forecasting purposes as a break 
may affect the unit root tests and ARMA modelling 
results for the full series, so in the next section 
I will concentrate on the sample from 1971-1997. 
To base any results on the whole sample, 
because a break in the data has been 
assumed,invalidates any results. As I aim to model 
electricity consumption and produce some forecasts, 
it is essential to model a correctly specified 
system and proceed from there to make any 
inferences. 
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6.6 The recent sub-sample 1971-1997: Johansen 
Approach 
The graph of the recent sample for 
electricity,is seen in figure 6.21 and the series was 
seen to be a unit root series. The graph of the 
recent sample for gdp is seen in figure 6.31, clearly 
nonstationary. The unit root test for this is shown 
in the table below,the test includes both a constant 
and a trend, with the unit 'root chosen, shown in 
table 8, 
Tab~e8 Summary of unit root tests on ~ngdp data 1971-1997 
AIC BIC LAG TEST STATISTIC CV(0.05) 
-4.68 -4.54 0 -1. 90 -3.59 
-4.93 -4.73 1 -3.10 -3.59 
-4.85 -4.61 2 -2.44 -3.59 
-4.80 -4.51 3 -2.51 -3.59 
From the test, all the tests indicated a unit 
root series, as all the test statistics are 
absolutely less than the 5% critical values.The AIC 
and BIC criteria select the test with 1 lag in, 
shown as figure 6.33. The differenced gdp series is 
shown in figure 6.34. A summary of the unit root 
tests for the new series is shown below,with just a 
constant, and the actual test chosen according to 
information criteria, shown in table 9: 
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Table 9 Summary of unit root tests on cUnqdp data 
1971-1997 
AIC 
-4.72 
-4.75 
-4.68 
-4.67 
BIC LAG 
-4.62 0 
-4.61 1 
-4.49 2 
-4.42 3 
TEST STATISTIC CV(0.05) 
-3.54 -2.98 
-3.96 -2.98 
-3.21 -2.98 
-3.30 -2.98 
All the tests produced a test statistic greater 
than the 5% critical values indicating a stationary 
series. The AIC criterion selects a test with I lag, 
and the BIC selects a test of just about 0 lags. The 
test for one lag, is seen in figure 6.35. 
The series are now differenced stationary 
series and now ready to see if they are 
cointegrated. 
6.7 Johansen Test for model with 2 lags 
The Johansen test for cointegration based on 
two lags and a trend in the long term relationship 
is shown in fiqure 6.39. As can be seen, 
co integration between the two series has been found, 
as the likelihood ratio is less than both critical 
values so the hypothesis of no cointegration is 
rejected. The sign on the economic growth parameter 
is the correct one, although statistically 
insignificant. 
The cointegration equation is seen in equation 
6.7.1 and the plot of the cointegration vector is 
shown in fiqure 6.40: 
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In indusl t = 0.89gdpt - 0.021- 2.20 6.7.1 
(0.12) (0.002) 
A one percent rise in economic growth will see 
a 0.89 per cent rise in NORWEB industrial 
consumption, as the error correction represents the 
long run elasticity of gdp in this relationship. 
The cointegration vector does appear 
stationary, although it is difficult and a possible 
downward trend may be present. I will use this 
vector to forecast using a vector error correction 
model of order VECM(p-l) i.e. with one lag in the 
VECM. 
The VECM(l) is shown in figure 6.41 and we can 
see the cointegration equation now has statistically 
significant parameter estimates, showing that trend 
or the way the series is moving, does have a 
significant effect on the model, as well as lagged 
economic growth. Also, the error adjustment 
parameter is statistically significant indicating 
that approximately 88% of any disequiibrium will be 
corrected in the first year: The vector error 
correction equation is shown as equation 6.7.2 and 
the second equation from the VECM is shown as 
equation 6.7. 2a: 
,ll,lninduslt = . O.SS*( lninduslt_1 - 0.75*lngdpt-l + 0.01*1 + 0.46 ) - 0.11* 
(0.27) 
(-3.24) 
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(0.17) (0.004) 
(-4.35) (4.08) 
t.lnindusl,_1 + 0.42*t.lngdpl-l - 0.01 6.7.2 
(0.20) 
(-0.57) 
(0.27) 
(1. 55) 
(0.01) 
(-1.34) 
t.lngdp, = -O.01( lnindusl,_1 - 0.75*lngdpl-I + 0.01*t + 0.46 ) +0.13* 
(0.22) 
(-0.05) 
(0.17) 
(-4.35) 
(0.004) 
(4. OB) 
t.lnindusl,_1 + 0.24*t.lngdpH +0.02 6.7.2a 
(0.17 ) 
(0.76) 
(0.22) 
(1. OB) 
(0.01) 
(2.49) 
Although the adjustment parameter is 
statistically insignificant in one of the equations, 
it is significant in the other, which is all that 
Granger's Representation Theorem requires i.e. that 
the ECM appears in at least one of the equations. 
The equilibrium errors only influence one of the 
variables. 
The forecast of NORWEB electricity generated 
from this system is shown in figure 6.42 and we can 
clearly see the influence of the prevailing trend in 
industrial demand for NORWEB. As can be seen from 
the graph of actual demand and forecasted demand, 
the forecast clearly follows the direction of the 
trend. 
The average percentage analysis is shown in 
figure 6.43 and the ape is almost 15%.The results 
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reflect the systematic under-prediction of the 
forecast, each year after 1985. The errors at each 
year, grow with the forecast horizon. 
6.8 Summary 
1) This chapter has analyzed Norweb industrial 
consumption. Firstly, unit root tests on the whole 
series showed the whole series to be non stationary 
and best modelled using an ARIMA(2,1,0). 
2) I assumed the industrial consumption series 
has a breakpoint, with the recent sub sample best 
modelled using an ARMA(0,2) specification and the 
economic growth variable, gdp was shown to be 
integrated of order 1. 
3)1 assumed a break in the series existed and 
split the data up for electricity (with gdp using 
the same splits) into: 
a) model 1 1949-1970; 
b) model 2(the so called recent sub sample) 
from 1971-1997. 
Industrial consumption was found to be a 
stationary series and best modelled using an 
ARMA(0,2) specification 
4) In my analysis of cointegration, I gave a 
rationale for undertaking the tests. 
5) I decided to concentrate on the recent sub 
sample to try and find a cointegrating relationship 
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and 6.6 looks at this. 1 lag is again decided upon 
and no cointegrating equation is found. A VAR(O) was 
used to forecast and industrial demand was found to 
be a function of some constant and a time trend, the 
trend having no statistical significance. 
6) I experimented using 2 lags and 
cointegration was found and the resulting VECM(l) 
found to have statistically significant figures and 
appropriate signs on the parameter estimates. The 
resulting forecasts were, like the forecasts for the 
previous chapter, perhaps inadvisable given the 
tenuous cointegration between the two variables. 
Forecasts were part of the remit from my sponsor. 
The price variable was not included in this 
chapter for the following reasons: 
a) the development of the chapters and the 
research concentrates on gradual complexity; 
b) this chapter introduces a regional data set 
never before analyzed, and ,along with economic 
growth, at this stage, appeared enough to contend 
with; 
c) chapter 7 addresses the problem, as the 
complexity of the models increase, with the addition 
of a price variable. 
The next and final modelling chapter 
concentrates on residential demand and its 
determinants. 
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Figure 6.0 Norweb industrial consumption 
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Figure 6.2 ADF unit root test on Inindust 0 lag 
ADF Test Statistic -2.964003 1% Critical Value" -4.1678 
5% Critical Value -3.5088 
10% Critical Value -3.1840 
"MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNINDUST) 
Method: Least Squares 
Date: 08/18/03 Time: 14:50 
Sample(adjusted): 1951 1996 
Included observations: 46 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LNINDUST(-1) -0.107667 0.036325 -2.964003 0.0049 
C 0.965943 0.304806 3.169044 0.0028 
@TREND(1950) -0.000101 0.000721 -0.139759 0.8895 
R-squared 0.375517 Mean dependent var 0.020795 
Adjusted R-squared 0.346472 S.D. dependentvar 0.048612 
S. E. 01 regression 0.039298 Akaike inlo criterion -3.572273 
Sum squared resid 0.066408 Schwarz criterion -3.453013 
Log likelihood 85.16227 F-statistic 12.92849 
Durbin-Watson stat 2.371833 Prob(F-statistic) 0.000040 
Figure 6.3 ADF unit rootlest on IIindust 1 lag 
ADF Test Statistic -2.218548 1% Critical Value' -4.1728 
5% Critical Value -3.5112 
10% Critical Value -3.1854 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNINDUST) 
Method: Least Squares 
Date: 08/18103 Time: 14:52 
Sample(adjusted): 19521996 
Included observations: 45 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LNINDUST(-1) -0.083175 0.037491 -2.218548 0.0321 
D(LNINDUST(-1)) -0.252358 0.131461 -1.919646 0.0619 
C 0.769561 0.317481 2.423963 0.0198 
@TREND(1950) -0.000718 0.000703 -1.021196 0.3131 
R-squared 0.321364 Mean dependent var 0.017263 
Adjusted R-squared 0.271708 S.D. dependent var 0.042778 
S. E. of regression 0.036507 Akaike info criterion -3.697935 
Sum squared resid 0.054643 Schwarz criterion -3.537343 
Log likelihood 87.20354 F-statistic 6.471768 
Durbin-Watson stat 1.647766 Prob(F-statistic) 0.001092 
Figure 6.4 ADF unit root test on Inindust 2 lags 
ADF Test Statistic -2.587043 1% Critical Value' -4.1781 
5% Critical Value -3.5136 
10% Critical Value -3.1868 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNINDUST) 
Method: Least Squares 
Date: 08118/03 Time: 14:54 
Sample(adjusted): 19531996 
Included observations: 44 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LNINDUST(-1) -0.099693 0.038536 -2.587043 0.0135 
D(LNINDUST(-1)) -0.096205 0.143110 -0.672247 0.5054 
D(LNINDUST(-2)) 0.116614 0.131876 0.884269 0.3820 
C 0.898874 0.328757 2.734160 0.0094 
@TREND(1950) -0.000227 0.000719 -0.315275 0.7542 
R-squared 0.395758 Mean dependent var 0.018059 
Adjusted R-squared 0.333784 S.D. dependent var 0.042934 
S.E. of regression 0.035044 Akaike info criterion -3.757781 
Sum squared resid 0.047895 Schwarz criterion -3.555033 
Log likelihood 87.67119 F-statistic 6.385915 
Durbin-Watson slat 1.923988 Prob(F-statistic) 0.000472 
Figure 6.5 ADF unit root test on Inindust 3 lags 
ADF Test Statistic -2.384238 1% Critical Value' -4.1837 
5% Critical Value -3.5162 
10% Critical Value -3.1882 
'MacKinnon critical values for rejection of hypothesis of a unit root 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNINDUST) 
Method: Least Squares 
Date: 08/18/03 Time: 14:56 
Sample(adjusted): 1954 1996 
Included observations: 43 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LNINDUST(-1) -0.101446 0.042549 -2.384238 0.0224 
D(LNINDUST( -1» -0.059146 0.151646 -0.390028 0.6988 
D(LNINDUST( -2» 0.069913 0.145877 0.479258 0.6346 
D(LNINDUST(-3» -0.139345 0.135228 -1.030446 0.3095 
C 0.923599 0.365113 2.529624 0.0158 
@TREND(1950) -0.000476 0.000767 -0.620976 0.5384 
R-squared 0.328971 Mean dependent var 0.015761 
Adjusted R-squared 0.238292 S.D.dependentvar 0.040613 
S.E. of regression 0.035445 Akaike info criterion -3.712876 
Sum squared resid 0.046485 Schwarz criterion -3.467127 
Log likelihood 85.82683 F-statistic 3.627844 
DUrbin-Watson stat 2.001530 Prob(F-statistic) 0.009040 
I Figure 6.6 Differenced Inindust series I 
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Figure 6.7 Correlogram of DLNINDUST 
Date: 11102100 Time: 11:35 
Sample: 1950 1996 
Included observations: 46 
Autocorrelation Partial Correlation AC PAC Q-Stat Prob 
I I I I 1 0.040 0.040 0.0802 0.777 
I f. I f, 2 0.367 0.366 6.8309 0.033 I I 3 0.094 0.080 7.2800 0.063 
I PI I P I 4 0.227 0.105 9.9826 0.041 
I ] I I I 5 0.108 0.055 10.612 0.060 
I ::II I PI 6 0.237 0.141 13.724 0.033 
I I I I 7 0.031 -0.048 13.780 0.055 
I ~I I I 8 0.146 -0.004 15.022 0.059 
I ~ I P 9 0.288 0.301 19.981 0.018 I I I 10 0.135 0.065 21.097 0.020 
I I IJ; I 11 0.082 -0.154 21.517 0.028 
I I le I 12 -0.051 -0.231 21.687 0.041 
I JI I PI 13 0.142 0.123 23.043 0.041 
I I I [ I 14 -0.070 -0.068 23.383 0.054 
I ] I I I 15 0.122 -0.062 24.435 0.058 
I [ I I [ I 16 -0.125 -0.078 25.576 0.060 
I I I I 17 0.008 -0.024 25.582 0.082 
I[ I le I 18 -0.156 -0.224 27.512 0.070 
I I I [ I 19 0.044 -0.072 27.668 0.090 le I I [ I 20 -0.254 -0.087 33.145 0.033 
Figure 6.8 ADF unit root test on dlnindust 0 lag 
ADF Test Statistic -8.896943 1% Critical Value' 4.1728 
5% Critical Value -3.5112 
10% Critical Value -3.1854 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DLNINDUST) 
Method: Least Squares 
Date: 08118/03 Time: 15:29 
Sample(adjusted): 1952 1996 
Included observations: 45 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
DLNINDUST(-I) -1.210056 0.136008 -8.896943 0.0000 
C 0.065935 0.015005 4.394271 0.0001 
@TREND(1950) -0.001845 0.000509 -3.624180 0.0008 
R-squared 0.656451 Mean dependent var -0.003697 
Adjusted R-squared 0.640092 S.D. dependent var 0.063631 
S. E. of regression 0.038174 Akaike info criterion -3.629008 
Sum squared resid 0.061203 Schwarz criterion -3.508564 
Log likelihood 84.65269 F-statistic 40.12667 
Durbin-Watson stat 1.689897 Probe F -statistic) 0.000000 
Figure 6.9 ADF unit root test on dlnindust 1 lag 
ADF Test Statistic -3.867251 1% Critical Value" 4.1781 
5% Critical Value -3.5136 
10% Critical Value -3.1868 
"MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DLNINDUST) 
Method: Least Squares 
Date: 08/18103 Time: 15:30 
Sample(adjusted): 19531996 
Included observations: 44 after adjusting endpoints 
Variable Coefficient Std. Error t -Statistic Prob. 
DLNINDUST(-1) -0.884686 0.228764 -3.867251 0.0004 
D(DLNINDUST(-1» -0.190159 0.137634 -1.381625 0.1748 
C 0.049573 0.018714 2.648951 0.0115 
@TREND(1950) -0.001401 0.000595 -2.353046 0.0236 
R-squared 0.598440 Mean dependent var 0.000707 
Adjusted R-squared 0.568323 S.D.dependentvar 0.057007 
S. E. of regression 0.037455 Akaike info criterion -3.644857 
Sum squared resid 0.056114 Schwarz criterion -3.482658 
Log likelihood 84.18685 F-statistic 19.87049 
Durbin-Watson stat 1.848981 Prob(F -statistic) 0.000000 
Figure 6.10 ADF unit root test on dlnindus 2 lags 
ADF Test Statistic -3.722036 1% Critical Value' -4.1837 
5% Critical Value -3.5162 
10% Critical Value -3.1882 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DLNINDUST) 
Method: Least Squares 
Date: 08/18/03 Time: 15:32 
Sample(adjusted): 1954 1996 
Included observations: 43 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
DLNINDUST(-1) -1.014770 0.272638 -3.722036 0.0006 
D(DLNINDUST(-1» -0.002116 0.231706 -0.009134 0.9928 
D(DLNINDUST(-2» 0.097273 0.142096 0.684560 0.4978 
C 0.054432 0.021541 2.526934 0.0158 
@TREND(1950) -0.001521 0.000667 -2.279359 0.0283 
R-squared 0.558220 Mean dependent var -0.002407 
Adjusted R-squared 0.511717 S.D.dependentvar 0.053761 
S.E. of regression 0.037566 Akaike info criterion -3.616467 
Sum squared resid 0.053627 Schwarz criterion -3.411677 
Log likelihood 82.75405 F -statistic 12.00393 
Durbin-Watson stat 2.029220 Prob(F-statistic) 0.000002 
Figure 6.11 ADF unit root test on dlnindus 3 lags 
ADF Test Statistic -3.431256 1% Critical Value' -4.1896 
5% Critical Value -3.5189 
10% Critical Value -3.1898 
*MacKinnon critical values for rejection of hypothesis of a unit root 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DLNINDUST) 
Method: Least Squares 
Date: 08/18/03 Time: 15:34 
Sample(adjusted): 19551996 
Included observations: 42 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
DLNINDUST(-1) -1.096123 0.319452 -3.431256 0.0015 
D(DLNINDUST(-1» 0.029002 0.271514 0.106818 0.9155 
D(DLNINDUST( -2» 0.179044 0.230513 0.776721 0.4424 
D(DLNINDUST(-3» -0.012324 0.141478 -0.087109 0.9311 
C 0.052444 0.024368 2.152193 0.0382 
@TREND(1950) -0.001445 0.000736 -1.961669 0.0576 
R-squared 0.591209 Mean dependent var -0.001640 
Adjusted R-squared 0.534433 S.D.dependentvar 0.054174 
S.E. of regression 0.036964 Akaike info criterion -3.626178 
Sum squared resid 0.049188 Schwarz criterion -3.377939 
Log likelihood 82.14973 F -statistic 10.41293 
Durbin-Watson stat 1.895909 Prob(F-statistic) 0.000003 
Figure 6.12 ARIMA(1,1,O) for dlnindust 
Dependent Variable: DLNINDUST 
Method: Least Squares 
Date: 08118/03 Time: 15:53 
Sample(adjusted): 1952 1996 
Included observations: 45 after adjusting endpoints 
Convergence achieved after 2 iterations 
Variable Coefficient Std. Error t-Statistic Prob. 
C 0.017106 0.006738 2.538733 0.0148 
AR(1) 0.040709 0.132589 0.307029 0.7603 
R-squared 0.002187 Mean dependent var 0.017263 
Adjusted R-squared -0.021017 S. D. dependent var 0.042778 
S.E. of regression 0.043226 Akaike into criterion -3.401344 
Sum squared resid 0.080343 Schwarz criterion -3.321047 
Log likelihood 78.53023 F -statistic 0.094267 
Durbin-Watson stat 1.850169 Prob(F-statistic) 0.760303 
Inverted AR Roots .04 
Figure 6.13 Correlogram of residuals from eqn 6.2.2 
Date: 08/18/03 Time: 16:49 
Sample: 1950 1996 
Included observations: 45 
Autocorrelation Partial Correlation AC PAC Q-Stat Prob 
, , , , 1 0.064 0.064 0.1978 0.656 
, P , ::::J 2 0.278 0.275 3.9947 0.136 , , , , 3 -0.032 -0.068 4.0472 0.256 
, p' , :::J' 4 0.250 0.195 7.2676 0.122 , P , , J' 5 0.104 0.115 7.8408 0.165 
, f. , :I' 6 0.264 0.158 11.628 0.071 , , , 7 0.081 0.044 11.989 0.101 , , , [ , 8 0.009 -0.139 11.994 0.151 
, p' , ::I' 9 0.210 0.213 14.594 0.103 , p' , , 10 0.109 0.042 15.313 0.121 , . p , , [ , 11 0.086 -0.096 15.777 0.150 
'C , c: , 12 -0.196 -0.277 18.229 0.109 
, J , , , 13 0.114 0.087 19.089 0.120 
,[ , , , 14 -0.129 -0.075 20.227 0.123 
, :I' , , 15 0.164 0.002 22.116 0.105 
,e , ,c , 16 -0.217 -0.215 25.539 0.061 
, , , , 17 -0.031 -0.044 25.612 0.082 
,e , , , 18 -0.215 -0.008 29.226 0.046 
, , , , 19 0.084 0.040 29.807 0.054 
,[ , , [ , 20 -0.158 -0.125 31.922 0.044 
Figure 6.14 ARIMA(2, 1 ,0) 
Dependent Variable: DLNINDUST 
Method: Least Squares 
Date: 08119/03 Time: 11:48 
Sample(adjusted): 19531996 
Included observations: 44 after adjusting endpoints 
Convergence achieved after 3 iterations 
Variable Coefficient Std. Error t-Statistic Prob. 
C 0.015745 0.011350 1.387289 0.1728 
AR(1) 0.105203 0.139265 0.755411 0.4543 
AR(2) 0.366486 0.121666 3.012227 0.0044 
R-squared 0.194071 Mean dependent var 0.018059 
Adjusted R-squared 0.154757 S.D. dependent var 0.042934 
S.E. of regression 0.039473 Akaike info criterion -3.560670 
Sum squared resid 0.063882 Schwarz criterion -3.439020 
Log likelihood 81.33473 F-statistic 4.936478 
Durbin-Watson stat 1.947833 Prob(F-statistic) 0.011997 
Inverted AR Roots .66 -.56 
Figure 6.15 Residuals from equation 6.2.3 
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Figure 6.16 Correlogram of rseiduals from eqn 6.2.3 
Date: 08/19/03 Time: 11:55 
Sample: 1950 1996 
Included observations: 44 
Autocorrelation Partial Correlation AC PAC Q-Slat Prob 
I I I I 1 0.011 0.011 0.0052 0.942 
I [ I I [ I 2 -0.117 -0.117 0.6651 0.717 
le I le I 3 -0.171 -0.171 2.1075 0.550 
I I I I 4 0.077 0.067 2.4103 0.661 
I PI I P I 5 0.137 0.103 3.3840 0.641 
I PI I PI 6 0.154 0.150 4.6487 0.590 
I [ I I I 7 -0.071 -0.021 4.9246 0.669 
I [ I I I 8 -0.111 -0.055 5.6227 0.689 
I PI I f. 9 0.232 0.270 8.7476 0.461 I PI I 10 0.160 0.116 10.266 0.418 
I I I I 11 -0.015 -0.023 10.280 0.505 
,e I IC I 12 -0.252 -0.191 14.302 0.282 
I I I P I 13 0.063 0.106 14.561 0.336 
I I I[ I 14 -0.040 -0.136 14.671 0.401 
I PI I I 15 0.199 0.050 17.435 0.294 
'e: I le I 16 -0.134 -0.175 18.731 0.283 I [ I I I 17 -0.107 -0.032 19.582 0.296 
I I I I 18 -0.063 -0.040 19.895 0.339 
I PI I I 19 0.119 -0.016 21.044 0.334 
I I I [ I 20 -0.044 -0.116 21.208 0.385 
Figure 6.17 ARIMA(0.1.2) model for dlnindust 
Dependent Variable: DLNINDUST 
Method: Least Squares 
Date: 01/13104 Time: 18:32 
Sample(adjusted): 1951 1996 
Included observations: 46 after adjusting endpoints 
Convergence achieved after 13 iterations 
Backcast: 1949 1950 
Variable Coefficient Std. Error t-Statistic Prob. 
e 0.020431 0.011093 1.641745 0.0724 
MA(1) 0.114732 0.109488 1.047897 0.3005 
MA(2) 0.565656 0.116489 4.773924 0.0000 
R-squared 0.178780 Mean dependent var 0.020795 
Adjusted R-squared 0.140564 S.D.dependentvar 0.048612 
S. E. of regression 0.045066 Akaike info criterion -3.296405 
Sum squared resid 0.087329 Schwarz criterion -3.179146 
Log likelihood 78.86332 F -statistic 4.680559 
Durbin-Watson stat 1.892545 Prob(F -statistic) 0.014464 
Inverted MA Roots -.06+.75i -.06 -.75i 
Figure 6.18 Correlogram of Residuals from eqn 6.2.4 
Date: 01/13/04 Time: 18:35 
Sample: 1951 1996 
Included observations: 46 
Q-statistic probabilities adjusted for 2 ARMA terrn(s) 
Autocorrelalion Partial Correlation AC PAC Q-Stat Prob 
I I I I 1 -0.037 -0.037 0.0659 
,e I IC I 2 -0.195 -0.197 1.9745 
I I I I 3 0.038 0.023 2.0475 0.152 
I PI I :JI 4 0.205 0.176 4.2462 0.120 
I ] I I 01 5 0.109 0.147 4.8902 0.180 
I ::::11 I ::JI 6 0.147 0.249 6.0765 0.194 
I[ I I [ I 7 -0.162 -0.116 7.5643 0.182 
I I I I 8 -0.034 -0.042 7.6319 0.266 
I ~ I ? 9 0.359 0.271 15.338 0.032 I I 10 0.148 0.126 16.683 0.034 
I~ I I I 11 -0.142 -0.001 17.951 0.036 
I [ I I [ I 12 -0.118 -0.139 18.860 0.042 
I ::::11 I I 13 0.156 0.037 20.496 0.039 
I I I[ I 14 -0.012 -0.175 20.506 0.058 
I ] I I I 15 0.092 0.009 21.104 0.071 
I [ I I I 16 -0.095 -0.050 21.772 0.083 
I I I I 17 -0.069 -0.011 22.137 0.104 
I I I[ I 18 -0.031 -0.158 22.213 0.136 
I ::::I I I I 19 0.145 -0.033 23.929 0.121 
IC I I[ I 20 -0.185 -0.159 26.831 0.082 
Figure 6.19 Industrial Consumption Model 1 
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Figure 6.20 unit root test on modell data 
ADF Test Statistic -2.177783 1% Critical Value' -4.5743 
5% Critical Value -3.6920 
10% Critical Value -3.2856 
'MacKinnon critical values for rejection of hypothesis of a unit root 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNINDUST) 
Method: Least Squares 
Date: 08/19/03 Time: 13:38 
Sample(adjusted): 19531970 
Included observations: 18 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LNINDUST(-l) -0.595546 0.273464 -2.177783 0.0484 
D(LNINDUST(-l» 0.267348 0.287197 0.930888 0.3689 
D(LNINDUST(-2» 0.034695 0.185720 0.186812 0.8547 
C 4.861496 2.188055 2.221834 0.0447 
@TREND(1950) 0.025623 0.013372 1.916123 0.0776 
R-squared 0.428889 Mean dependent var 0.046349 
Adjusted R-squared 0.253162 S.D.dependentvar 0.034447 
S.E. of regression 0.029769 Akaike info criterion -3.960589 
Sum squared resid 0.011520 Schwarz criterion -3.713263 
Log likelihood 40.64530 F-statistic 2.440659 
Durbin-Watson stat 1.419065 Prob(F-statistic) 0.099328 
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Figure 6.21 Model 2 data 1971-1997 
78 80 82 84 86 88 90 92 94 96 
Year 1- LOGINDUST 1 
Figure 6.21a Unit Root Test on Inindust no trend 
ADF Test Statistic -3.753834 1% Critical Value' -3.7076 
5% Critical Value -2.9798 
10% Critical Value -2.6290 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNINDUST) 
Method: Least Squares 
Date: 01/13/04 Time: 20:23 
Sample(adjusted): 19711996 
Included observations: 26 after adjusting endpoints 
Variable Coefficient Std. Error t -Statistic Prob. 
LNINDUST(-l) -0.799426 0.212962 -3.753834 0.0011 
D(LNINDUST(-l)) 0.173084 0.208532 0.830014 0.4154 
D(LNINDUST(-2)) 0.449119 0.179216 2.506017 0.0201 
C 7.126747 1.899045 3.752806 0.0011 
R-squared 0.490062 Mean dependent var -0.001526 
Adjusted R-squared 0.420525 S.D.dependentvar 0.037263 
S.E. of regression 0.028366 Akaike info criterion -4.146606 
Sum squared resid 0.017702 Schwarz criterion -3.953052 
Log likelihood 57.90587 F-statistic 7.047493 
DUrbin-Watson stat 1.750827 Prob{ F-statistic) 0.001710 
Figure 6.22 Differenced series for model 2 data 
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Figure 6.23 Correlogram of dlnindust 
Date: 08/19/03 Time: 15:26 
Sample: 1971 1997 
Included observations: 26 
Autocorrelation Partial Correlation AC PAC Q-Stat Prob 
IC I c: I 1 -0.344 -0.344 3.4519 0.063 
I Pi I :JI 2 0.307 0.214 6.3063 0.043 
c: I IC I 3 -0.427 -0.322 12.081 0.007 
I I IL I 4 0.047 -0.250 12.156 0.016 
I [ I I I 5 -0.076 0.046 12.356 0.030 
I I I [ I 6 0.006 -0.136 12.358 0.054 
I I ,.1; I 7 -0.080 -0.271 12.603 0.082 
I [ I IC I 8 -0.139 -0.303 13.382 0.099 
I Pi I ~ I 9 0.195 0.104 15.014 0.091 I I I I 10 0.042 0.091 15.094 0.129 
I ::J I I I 11 0.244 0.039 17.981 0.082 
I [ I I I 12 -0.169 -0.068 19.475 0.078 
Figure 6.23a Correlogram of Inindust 1971-1997 
Date: 01/13/04 Time: 20:38 
Sample: 1971 1997 
Included observations: 26 
Autocorrelalion Partial Correlation AC PAC Q-Slat Prob 
I=::J IP 1 0.443 0.443 5.7255 0.017 
I :::J I I P I 2 0.268 0.089 7.9016 0.019 
I f: I C=:I 3 -0.235 -0.480 9.6490 0.022 
I E::: I I I 4 -0.267 -0.040 12.000 0.017 
'r:.:: I I P I 5 -0.253 0.116 14.227 0.014 
'e:: I 'e:::: I 6 -0.259 -0.332 16.662 0.011 
'E::: I IC I 7 -0.252 -0.264 19.090 0.008 le I I I 8 -0.227 0.034 21.181 0.007 
I I I P I 9 -0.030 0.108 21.221 0.012 
I I I L I 10 0.085 -0.161 21.550 0.018 
I ::JI I I 11 0.232 -0.007 24.161 0.012 
I I I [ I 12 0.069 -0.146 24.411 0.018 
I I I I 13 0.082 0.017 24.788 0.025 
I [ I IL I 14 -0.116 -0.176 25.608 0.029 
I I I I 15 0.017 0.030 25.627 0.042 
I I I I 16 -0.065 -0.052 25.932 0.055 
I I I I 17 0.040 0.003 26.063 0.073 
I I I I 18 -0.004 -0.005 26.064 0.098 
I I I [ I 19 -0.014 -0.105 26.085 0.128 
I I I I 20 0.006 -0.041 26.090 0.163 
Dependent Variable: LNINDUST 
Method: Least Squares 
Date: 01/13104 Time: 20:56 
Sample(adjusted): 1971 1996 
Included observations: 26 after adjusting endpoints 
Convergence achieved after 2 iterations 
Variable Coefficient Std. Error t-Statistic Prob. 
e 8.914831 0.006999 1273.684 0.0000 
AR(1) 0.373658 0.183285 2.038671 0.0537 
. AR(2) 0.276035 0.191884 1.438548 0.1644 
AR(3) -0.449119 0.179216 -2.506017 0.0201 
R-squared 0.346014 Mean dependent var 8.914573 
Adjusted R-squared 0.256835 S.D. dependentvar 0.032905 
S.E. ot regression 0.028366 Akaike into criterion -4.146606 
Sum squared resid 0.017702 Schwarz criterion -3.953052 
Log likelihood 57.90587 F-statistic 3.879961 
Durbin-Watson stat 1.750827 Prob(F-statistic) 0.022871 
Inverted AR Roots .57 -.52i .57+.52i -.76 
Figure 6.25 ARMA(0,1) model 
Dependent Variable: LNINDUST 
Method: Least Squares 
Date: 01119/04 Time: 19:41 
Sample(adjusted): 1971 1996 
Included observations: 26 after adjusting end points 
Convergence achieved after 15 iterations 
8ackcast: 1970 
Variable Coefficient Std. Error t-Statistic Prob. 
C 8.914541 0.007925 1124.916 0.0000 
MA(1) 0.303683 0.193928 1.565957 0.1305 
R-squared 0.136055 Mean dependent var 8.914573 
Adjusted R-squared 0.100057 S.D.dependentvar 0.032905 
S.E. of regression 0.031215 Akaike info criterion -4.022028 
Sum squared resid 0.023385 Schwarz criterion -3.925251 
Log likelihood 54.28636 F-statistic 3.n9538 
Durbin-Watson stat 1.n5196 Prob(F-statistic) 0.063696 
Inverted MA Roots -.30 
Figure 6.25a ARMA(0,2) 
Dependent Variable: LNINDUST 
Method: Least Squares 
Date: 01/19/04 Time: 20:03 
Sample(adjusted): 1971 1996 
Included observations: 26 after adjusting endpoints 
Convergence achieved after 19 iterations 
Backcast: 19691970 
Variable Coefficient Std. Error t-Statistic Prob. 
e 8.909745 0.011057 805.8261 0.0000 
MA(1) 0.489423 0.046252 10.58168 0.0000 
MA(2) 0.979077 0.000301 3254.134 0.0000 
R-squared 0.506239 Mean dependent var 8.914573 
Adjusted R-squared 0.463303 S.D. dependentvar 0.032905 
S. E. of regression 0.024106 Akaike info criterion -4.504562 
Sum squared resid 0.013365 Schwarz criterion -4.359397 
Log likelihood 61.55931 F-statistic 11.79061 
Durbin-Watson slat 1.803389 Prob(F-statistic) 0.000299 
Inverted MA Roots -.24+.96i -.24 -.96i 
Figure 6.25b Correlogram of Residuals for ARMA(0,2) 
Date: 01/19/04 Time: 20:16 
Sample: 1971 1996 
Included observations: 26 
Q-statistic probabilities adjusted for 2 ARMA terrn(s) 
Autocorrelation Partial Correlation AC PAC Q-Stat Prob 
I I I I 1 0.078 0.078 0.1762 
IC I IC I 2 -0.167 -0.174 1.0186 
I [ I I I 3 -0.104 -0.078 1.3582 0.244 
I [ I I [ I 4 -0.075 -0.093 1.5446 0.462 
I I I I 5 -0.031 -0.052 1.5775 0.664 
I [ I I~ I 6 -0.138 -0.178 2.2716 0.686 
I [ I 
'e: I 7 -0.147 -0.172 3.1003 0.685 I I I ~ I 8 -0.051 -0.126 3.2044 0.783 
I I I [ I 9 -0.010 -0.126 3.2083 0.865 
I I I I 10 0.048 -0.070 3.3129 0.913 
I :::JI I :::J I 11 0.238 0.154 6.0563 0.734 
I I I [ I 12 -0.041 -0.147 6.1442 0.803 
I Figure 6.31 uk gdp 1971-1997 I 
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Figure 6.33 Unit Root Test on Ingdp 
ADF Test Statistic -3.100785 1% Critical Value' -4.3552 
5% Critical Value -3.5943 
10% Critical Value -3.2321 
'MacKinnon critical values for rejection of hypothesis of a unit rool. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNGDP) 
Method: Least Squares 
Date: 04/04/04 Time: 16:14 
Sample(adjusted): 1971 1996 
Included observations: 26 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LNGDP(-I) -0.422447 0.136239 -3.100785 0.0052 
D(LNGDP(-I» 0.524445 0.182336 2.876253 0.0088 
C 5.478210 1.762235 3.108672 0.0051 
@TREND(1971) 0.008859 0.002878 3.078785 0.0055 
R-squared 0.372375 Mean dependent var 0.021596 
Adjusted R-squared 0.286790 S.D. dependentvar 0.022742 
S.E. of regression 0.019206 Akaike info criterion -4.926520 
Sum squared resid 0.008115 Schwarz criterion -4.732966 
Log likelihood 68.04476 F-statistic 4.350933 
Durbin-Watson stat 1.960579 Prob(F-statistic) 0.014983 
Figure 6.34 differenced gdp series 1971-1997 
0.08~------------------. 
0.06 
0.04 
c: 
"0 0.02 Cl 
c: 
'5" 
0.00 
-0.02 
72 74 76 78 80 82 84 86 88 90 92 94 96 
Year 
I-DLNGDPI 
Figure 6.39 Johansen COintegration Test, 2lags+trend 
Date: 08/22103 Time: 11:54 
Sample: 19711997 
Included observations: 26 
Test assumption: Linear deterministic trend in the data 
Series: LNINDUST LNGDP 
Lags interval: 1 to 2 
Likelihood 5 Percent 1 Percent Hypothesized 
Eigenvalue Ratio Critical Value Critical Value No. of eEls) 
0.607901 30.08600 25.32 30.45 None· 
0.198214 5.743740 12.25 16.26 At most 1 
'(~) denotes rejection of the hypothesis at 5%(1%) significance level 
L.R. test indicates 1 cointegrating equation(s) at 5% significance level 
Unnormalized Cointegrating Coefficients: 
LNINDUST LNGDP @TREND(50) 
11.13869 -9.925217 0.203361 
1.435997 7.344757 -0.156256 
Normalized COintegrating Coefficients: 1 Cointegrating Equation(s) 
LNINDUST LNGDP @TREND(50) C 
1.000000 -0.891058 0.018257 2.220948 
(0.12322) (0.00258) 
Log likelihood 135.9078 
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Figure 6.40 Cointegration vector using 2 lags and long term 
trend 
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Figure 6.41 Vector Error Correction Estimates 
Date: 08/22103 Time: 12:42 
Sample(adjusted): 1971 1996 
Included observations: 26 after adjusting endpoi 
Standard errors & t-statistics in parentheses 
Cointegrating Eq: CointEq1 
LNINDUST(-1) 1.000000 
LNGDP(-1) -0.748681 
(0.17228) 
(-4.34567) 
@TREND(49) 0.014911 
(0.00366) 
(4.07808) 
e 0.456207 
Error Correction: D(LNINDUST) D(LNGDP) 
CointEq1 -0.877467 -0.012215 
(0.27066) (0.22544) 
(-3.24196) (-0.05418) 
D(LNINDUST( -1» -0.114042 0.125933 
(0.19916) (0.16589) 
(-0.57260) (0.75913) 
D(LNGDP(-1 » 0.418656 0.241954 
(0.26990) (0.22481) 
(1.55115) (1.07627) 
C -0.010716 0.016582 
(0.00799) (0.00665) 
(-1.34163) (2.49236) 
R-squared 0.533990 0.132021 
Adj. R-squared 0.470443 0.013661 
Sum sq. resids 0.016177 0.011223 
S.E. equation 0.027117 0.022586 
Log likelihood 59.07693 63.82983 
AkaikeAIC 59.38463 64.13752 
Schwarz se 59.57818 64.33108 
Mean dependent -0.001526 0.021596 
S.D. dependent 0.037263 0.022742 
Determinant Residual Covariance 1.92E-07 
Log Likelihood 127.2812 
Akaike Information Criteria 128.1274 
Schwarz Criteria 128.6596 
Figure 6.42 forecast generated from VECM(1) 
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Figure 6.43 
APE analysis 
Year Ind_Fcst 
1971 74.01 
1972 74.22 
1973 73.24 
1974 73.45 
1975 73.33 
1976 73.50 
1977 73.56 
1978 73.71 
1979 73.82 
1980 73.95 
1981 74.08 
1982 74.21 
1983 74.34 
1984 74.46 
1985 74.59 
1986 74.72 
1987 74.85 
1988 74.98 
1989 75.11 
1990 75.24 
1991 75.37 
1992 75.50 
1993 75.63 
1994 75.76 
1995 75.89 
1996 76.02 
1997 76.15 
1998 76.29 
1999 76.42 
2000 76.55 
2001 76.68 
2002 76.81 
2003 76.95 
2004 77.08 
APE -15.27 
Ind_Act ape 
73.43 0.79 
73.16 1.45 
80.07 -8.53 
75.81 -3.11 
75.36 -2.70 
80.84 -9.09 
82.06 -10.35 
84.00 -12.25 
87.55 -15.68 
79.73 -7.24 
77.03 -3.83 
73.91 0.40 
74.17 0.22 
78.64 -5.31 
79.53 -6.21 
88.80 -15.85 
93.14 -19.64 
97.14 -22.81 
99.42 -24.45 
100.64 -25.24 
99.57 -24.30 
95.28 -20.76 
96.84 -21.90 
95.07 -20.31 
99.91 -24.04 
103.13 -26.28 
106.16 -28.26 
106.81 -28.58 
109.79 -30.40 
102.03 -24.97 
102.23 -24.99 
101.59 -24.39 
-15.27 
7.0 Residential demand for electricity 
"To analyze the 'long run' necessitates handling the many 
non-stationarities manifest in economic data, especially unit 
roots, structural breaks and measurement changes./I ( Hendry, 1998) 
7.1 Introduction 
The first of Hendry's concerns, the unit root, 
is now firmly entrenched in the literature with 
leading papers laying down the theoretical 
foundations, of which I have used extensively in the 
thesis e.g. Dickey and Fuller(1979,1981), Phillips 
and Perron(1988). Cointegration has also received 
extensive treatment in the literature e.g. Banerjee 
and Hendry(1992),Hamilton(1994), Hendry(1997)et al. 
I assumed a structural break existed in chapter 6 
and I do in this chapter. The final problem in the 
Hendry quotation concerns an important point: how 
data is aggregated and measured. This has been 
discussed in chapter 4. 
In this final chapter I use five variables: 
a) Rt , residential consumption measured in 
gigawatt hours(gwh); 
b) pet, the real price of Norweb electricity, 
pence per kilowatt hour(p/kwh)28; 
c) hd~, heating degree days from 1960-1997 with 
data taken from DUKES (see chapter 4 for a fuller 
discussion); 
28 Deflated using the RPI series, (1985=100), from 
Economic Trends Annual Supplement 1999, table 2.1, 
series, FRAG, p140. 
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d) exp" real UK income, again described in 
chapter 4; 
e) the retail price index 
The research methodology of the thesis has now 
been firmly established and employed in each of the 
three modelling chapters: 
a) identification of the model by ARMA and 
ARIMA modelling, after investigating stationarity of 
the data; 
b) estimation of univariate and cointegrated 
models; 
c) model checking using the correlogram of 
residuals and statistical criteria such as the Q(12) 
statistic, as well as other types of model checking. 
The underlying residential demand function 29 is 
represented by equation 7.1.1: 
InR, = j{lnpe" Inhdd" In exp,) 7.1. 1 
In equation 7.1.1 we would expect: 
a) the higher the income, the greater the 
demand for a "normal" good: 
"Ordinarily we would expect a rise in income to be 
associated with a rise in the quantity demanded. Commodities 
29 The terms demand and.consumption will be used 
interchangeably and have been defined in chapter 4, 
although usage differs. 
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that obey this rule are called NORMAL GOODS" (Lipsey, 1979, 
paO) ; 
b) when the price of electricity goes up, its 
demand will go down and we expect the parameter 
estimate to be negative i.e.<O; 
c) if the number of heating degree days rises, 
the demand for heating will rise and we expect the 
parameter estimate to be positive i.e. >0. 
These variables have been discussed along with 
their source and statistical properties in chapter 
4 . 
The four series, residential consumption, real 
price of electricity, the heating degree days and 
real income are shown in figure 7.1. 
7.2 Unit root test for the residential series 
It appears the series is trending,as seen in 
figure 7.2, so a time trend as well as a constant is 
included in the Dickey Fuller regression. 
The output of the various Dickey Fuller tests, 
are shown in figures 7.5,7.6,7.7 and 7.8. These 
various tests are carried out with 0,1,2 and 3 lags 
respectively. A summary table is presented as 
table1: 
Table1 Summary of ArC and BIC and various lags 
AIC BIC LAG TEST STATISTIC CVIO.05) 
-3.68 -3.56 0 -3.11 -3.52 
-3.97 -3.80 1 -3.07 -3.52 
-3.98 -3.77 2 -3.35 -3.52 
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-3.93 -3.67 3 -3.06 -3.53 
Using MacKinnon's(1990} tabulations of critical 
values, we can accept the hypothesis of a unit root 
at 0.05 significance level. The lag chosen is lag 2 
by the AIC criteria and a lag 1 using the BIC 
criteria. 
The important factor, is that the residential 
demand series accepts the hypothesis of a unit root 
at the 0.05 level or 0.01 level of significance, 
depending on the number of lags chosen.i.e. the 
series is nonstationary and is difference stationary 
and requires first differencing, the test equation 
being: 
7.2.2 
The test statistic is absolutely less than 
these critical values as well and the series is 
clearly difference stationary. The new differenced 
series is shown in figure 7.9. 
It is interesting to note that further unit 
root testing analysis might suggest that residential 
demand is intergrated of order 2, but this would be 
likely to arise from the low power of the ADF test. I 
proceed with the residential series as an I(l} 
series. 
7.4 Unit root test for the real income series 
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The unit root tests for the income series with 
trend, are summarized below, table 2 and can be seen 
in figures 7.22, 7.23, 7.24 and 7.25, 
Tabl.e 2 Summary of AIC and BIC and various l.aqs 
AIC BIC LAG TEST STATISTIC CV(O.05) 
-4.82 -4.69 0 -2.32 -3.52 
-4.91 -4.74 1 -3.23 -3.52 
-4.88 -4.67 2 -2.75 -3.52 
-4.84 -4. 58 3 -2.88 -3.52 
Both information criteria select the unit root 
test with one lag. In this instance, the test 
statistic is absolutely less than the 0.05 level of 
significance, a unit root exists and the series is 
difference stationary. The new differenced series is 
shown in figure 7.26 and the series appears to have 
been detrended due to the differencing. The 
correlogram of the new series is shown in figure 
7.27 and apart from one anomaly at lag 4 for the 
partial autocorrelation coefficient, the 
autocorrelations are insignificant, with probability 
values greater than zero at each lag and deflated Q 
statistics. 
The unit root tests for the new differenced 
series are shown in figures 7.28, 7.29, 7.29a and 
7.30, and summarized below, table 3 
Tabl.e 3 Summary of AIC and BIC and various l.aqs 
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AIC BIC LAG TEST STATISTIC CV(0.05) 
-4.76 -4.68 0 -4.94 -2.93 
-4.78 -4.65 1 -5.09 -2.94 
-4.71 -4.54 2 -4.22 -2.94 
-4.77 -4.56 3 -4.67 -2.94 
The AIC and BIC choose lags 1 and zero 
respectively. At both lags, the test statistic is 
absolutely greater than the 0.05 level of 
significance, indicating no unit root and the new 
differenced expenditure series is indeed stationary. 
7.5 Unit root test for the weather series 
The unit root tests for the weather data series 
are, summarized below, in table 4 can be seen in 
figures 7.31, 7.32, 7.33 and 7.34: 
Table 4 Summary of AIC and BlC and various lags 
AIC BIC LAG TEST STATISTIC CV(0.05) 
-2.69 -2.61 0 -4.16 -2.93 
-2.63 -2.51 1 -3.67 -2.93 
-2.62 -2.45 2 -3.15 -2.94 
-2.61 -2.40 3 -2.35 -2.94 
Both information criteria select the unit root 
test at lag zero, both are minimized at this lag. 
The test statistic is also absolutely greater than 
the 0.05 level of significance at the chosen lag, 
and no unit root exist. The series is stationary and 
does not require differencing. 
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The unit root tests are now finished and I 
present a summary table of the results in figure 
Summary of unit root tests on the main series used in 
this chapter 
Series Unit root Differenced 
Residential Yes Once 
Price Yes Yes 
Expenditure Yes Yes 
Weather No No 
7.6 Full Sample Data 
Once again there appears to be a break in the 
demand series in 1970, the time of the oil price 
crisis. If this is the case, results for unit root 
and model estimation will be affected. Consequently, 
subsample analysis is more important. 
7.7 Full Sample Cointegration. 
As expected the standard CRDW and Engle-Granger 
tests did not find cointegration over the full 
sample, reflecting the importance of the different 
subsamples. 
7.8 Full Sample Conclusions 
All my analysis of the data suggests that the 
full sample will not be a fertile ground for 
modelling because of the structural break associated 
with the oil price crisis. I will now turn to the 
more recent subsample, 1971-1997. 
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7.9 Unit root tests for the more recent sub 
sample 
I will now concentrate on the more recent 
sample from 1971 to 1997. The graph of each sub 
sample is shown in figure 7.49 and clearly each 
series, except the weather series, appears to be a 
non stationary series. The unit root tests are 
summarized below, table 5 
Table 5 Summary of AIC and BIC and various lags 
LNRES 
AIC BIC Lag test statistic 1% 5% 10% 
-4.02 -3.87 0 -0.91 -4.34 -3.59 -3.23 
-4.32 -4.13 1 -1.83 -4.34 -3.59 -3.23 
-4.38 -4.14 2 -2.47 -4.34 -3.59 -3.23 
-4.31 -4.02 3 -1. 99 -4.34 -3.59 -3.23 
LNPE 
AIC BIC Lag test statistic 1% 5% 10% 
-2.73 -2.59 0 -0.67 -4.34 -3.59 -3.23 
-2.74 
-2.55 1 -1.12 -4.34 -3.59 -3.23 
-2.68 -2.44 2 -0.81 -4.34 -3.59 -3.23 
-2.61 -2.32 3 -0.78 -4.34 -3.59 -3.23 
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LNEXP 
AIC BIC Lag test statistic 1% 5% 10% 
-4.51 -4.37 0 -1.87 -4.34 -3.59 -3.23 
-4.61 -4.41 1 -2.60 -4.34 -3.59 -3.23 
-4.54 -4.30 2 -2.08 -4.34 -3.59 -3.23 
-4.46 -4.17 3 -1. 90 -4.34 -3.59 -3.23 
LNHDD 
AIC BIC Lag test statistic 1% 5% 10% 
-2.65 -2.55 0 -3.00 -3.70 -2.98 -2.63 
-2.62 -2.47 1 -1.97 -3.70 -2.98 -2.63 
-2.58 -2.39 2 -2.17 -3.70 -2.98 -2.63 
-2.51 -2.27 3 -1.82 -3.70 -2.98 -2.63 
Figures 7.50, 7.51,7.52 and 7.53 show the 
selected unit root tests and the diagnostic 
statistics. 
In figure 7.S0(lnres), the test statistic is 
absolutely less than all the critical values, and 
the series contains a unit root, the series is 
difference stationary at lag 2, where both AIC and 
EIC are minimized. 
In figure 7.S1(lnpe), the test statistic is 
absolutely less than all the critical values and the 
series contains a unit root, the series is 
difference stationary at lag 1, where both AIC and 
EIC are minimized. 
In figure 7.S2(lnexp), the test statistic is 
absolutely less then the critical value at the 0.01 
level of significance, indicating a unit root exists 
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and the series requires differencing to 
stationarity. The test statistic is very close to 
the critical value at the 0.05 level of significance 
too. So the series appears to be non stationary for 
the shorter period. Figure 7.53 confirms the 
analysis of the weather variable as a stationary 
variable. 
The new differenced series are shown in figures 
7.54,7.55,7.56 and 7.57 and are shown altogether as 
figure 7.58. Before I carry out the Johansen 
cointegration tests I need to establish whether the 
new differenced series are stationary. I will: 
a) look at the correlogram of each series; 
b) carry out unit root tests on each new 
series. 
Figure 7.59 is the correlogram for the new 
differenced sub sample residential consumption 
series: 
a) the first partial autocorrelation 
coefficient is statistically significant, it spikes 
and then decays to zero; 
b) the probability value increases with each 
lag; 
c) the Q values are deflated. 
A summary of the unit root tests on the new 
differenced series is shown below, in table 6 and 
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figure 7.60 shows the test selected by the 
information criteria: 
Tab1e 6 Summary of AJC and BIC and various 1aqs 
AIC BIC Lag test statistic 1% 5% 10% 
-4.27 -4.17 0 -3.17 -3.71 -2.98 -2.63 
-4.51 -4.36 1 -3.69 -3.72 -2.98 -2.63 
-4.54 -4.34 2 -3.20 -3.73 -2.99 -2.63 
-4.44 -4.19 3 -2.43 -3.75 -3.00 -2.63 
The AIC criteria selects the test with 2 lags 
and the BIC information criteria selects the test 
with 1 lag. In both instances, the test statistic is 
absolutely greater than the 5 and 1 percent critical 
values, but not the 0.01 level of significance, 
indicating a unit root. If I just choose the 5% 
critical value as my benchmark, the series is indeed 
stationary. 
Figure 7.61 is the correlogram for the new 
differenced sub sample price series: 
a) none of the autocorrelations are 
statistically significant; 
b) the probability values at each lag are 
increasing; 
c) the Q statistic is deflated at each lag. 
A summary of the unit root tests on the new 
differenced price series is shown below,table 7 and 
figure 7.62 shows the test selected by the 
information criteria: 
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Table 7 Summary of ArC and BIC and various lags 
AIC EIC Lag test statistic 1% 5% 10% 
-2.65 -2.56 0 -3.44 -3.71 -2.98 -2.63 
-2.55 -2.40 1 -3.04 -3.72 -2.99 -2.63 
-2.46 -2.27 2 -2.57 -3.73 -2.99 -2.63 
-2.74 -2.50 3 -1. 42 -3.75 -3.00 -2.64 
AIC chooses the unit root test at lag 3, where 
here the test statistic is absolutely less than all 
the critical values, indicating a unit root exists. 
The SIC criteria chooses the test at lag 0, where 
the test statistic is absolutely greater than the 5 
and 10 percent critical values, if I just take the 
5% benchmark, the series is indeed stationary. 
Figure 7.63 is the correlogram for the new 
differenced sub sample expenditure series: 
a) an anomaly at 1ag 4 where the PAC is 
statistically significant; 
b) the probability values at each lag indicate 
a stationary series; 
c) the deflated Q statistic at each lag. 
A summary of the unit root tests on the new 
differenced expenditure series is shown below, in 
table 8, and figure 7.64 shows the test selected by 
the information criteria: 
176 
Tab1e 8 Summary ofAXC and BIC and various 1aqs 
AIC BIC Lag test statistic 1% 5% 10% 
-4.47 -4.37 0 -3.95 -3.95 -2.98 -2.63 
-4.77 -4.63 1 -4.66 -3.72 -2.99 -2.63 
-4.67 -4.47 2 -3.57 -3.73 -2.99 -2.63 
-4.86 
-4.62 3 -3.95 -3.75 -3.00 -2.64 
This series is indeed stationary as both 
information criteria select tests where the test 
statistic is absolutely greater than the critical 
values. 
Figure 7.65 is the correlogram for the new 
differenced sub sample weather series: 
a) no statistically significant 
autocorrelations are evident; 
b) increasing probability values at each lag; 
c) deflated Q statistics. 
Figure 7.67 summarizes the above unit root 
tests at the 0.05 level of significance: 
Series AIC BIC LAG TS 5% 
dlnres -4.54 2 -3.20 -2.99 
dlnpe -2.56 0 -3.44 -2.98 
dlnexp -4.63 1 -4.66 -2.99 
dlnhdd -2.65 -2.55 0 -3.00 -2.98 
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7.10 The Johansen cointegration test for the 
more recent sub sample 
As the series is now substantially shorter, I 
will not model the cointegration analysis using 3 
lags, as I did for the whole sample period. 
The BIC for various lag lengths is shown 
below, a time trend has been included in the lag 
determination 
Lag 
1 
2 
3 
4 
BIC 
229.83 
242.93 
269.23 
295.07 
The BIC information criteria selects a lag 
order of 1, and this will be used in the Johansen 
cointegration test. This test, for the level data, 
is shown in figure 7.68 and we can see that at least 
one cointegrating equation has been found at the 
0.01 level of significance, and all parameter 
estimates are statistically significant. The 
cointegrating vector is shown as equation 7.10.1: 
Inres, = -O.36lnpe, + 1.56 In exp, + 0.50 Inhdd,- 0.04/- 10.72 7.10.1 
(0.04) (0.22) (0.50) (0.01) 
standard errors are in brackets 
The graph of the cointegrating vector is seen 
in figure 7.69, and the vector appears to be a 
178 
stationary one. The weather varible is 1(0) and is 
included in the Johansen analysis, thus we should 
expect one cointegrating vector simply to pick up 
the stationarity of this variable. The fact that I 
do not find a second cointegrating relationship 
might then indicate a lack of genuine long run 
relationship between the variables. This could be 
checked by seeing whether cointegration still holds 
when the weather variable is omitted, and is an area 
for future research. 
7.11 The Vector Error Correction Model 
Given I have found cointegration between the 
variables, the best way to estimate the relationship 
is to use VECM model of order (p-l), as I did in 
chapter 6. The VECM model is seen in figure 7.70, 
with no lags, given the short length of the new sub 
sample, the BIC criteria seems to have chosen 
correctly and I lose no important information. 
The cointegration equation is in the top half 
of the output with an extremely significant price 
variable, as is expected. Although, in the bottom 
half of the output, the adjustment parameter is 
insignificant in three of the equations, dlnpe, 
dlnexp and dlnhdd, it is statistically significant 
in the lnres part of the estimation. Granger's 
Representation Theorem just states that the error 
correction is statistically significant in one of 
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the equations. The equilibrium errors only influence 
one of the variables, consumption. Any variation in 
consumption as a result of a change in the other 
variables, will be corrected by 73% in the first 
year, given I am dealing with annual data. 
The cointegrating equation has the correct 
signs for price and expenditure. A 1% increase in 
the price of electricity decreases consumption by 
0.44%. An inverse relationship between price and 
consumption. A 1% increase in expenditure also means 
an increase in electricity consumption by 0.21%, as 
more people replace white goods and brown goods, or 
spend more on new energy hungry products. Both price 
and expenditure, however, are inelastic as the 
responsiveness to any change is between zero and 
one. The VECM equations are shown below: 
d(lnres1) = - O.73( Inres1/-1 + O.44Inpe1/-1 - O.21Inexp1/-1-O.05Inhdd1/-1 
~.81)+O.01 7.11.1 
d(lnpe1) = O.38(lnres1/-1 + O.44lnpe11-J - O.21lnexp11-J - 0.05Inhdd1I-J-6.81) 
7.11.2 
dlnexp1 = - 0.16(lnres1/-1 + O.44lnpe1/-1- 0.21lnexp11-J -O.05lnhdd1/-1 
-6.81) + 0.03 7.11.3 
d(lnhdd1) = 0.07( Inres1/-1 + O.44lnpe1/-1- 0.21Inexp1'_1 -O.05Inhdd1/-1-6.81 
7.11.4 
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Equation 7.11.1 is the equation with the 
statistically significant adjustment parameter and 
is highlighted. This satisfies Granger's 
Representation Theorem. 
7.12 Forecasts of electricity consumption 
The forecast of electricity consumption based 
on the VECM should be linear with a constant plus 
the trend, and this is indeed the case, as is seen 
from figure 7.71. Figure 7.72a shows that the 
forecast follows the direction of the trend. 
The absolute percentage errors, shown in figure 
7.72 show the following: 
a) they do not necessarily reflect the linear 
nature of the forecast; 
b) the forecasts could still be linearly 
correct; 
c) the apes reflect the systematic under and 
over prediction of forecasts since 1972, with errors 
over the forecast horizon. 
7.13 Summary 
1) All the series for the whole data period, 
except the weather series, are non stationary and 
require differencing to stationarity, and I argue 
the case for the residential series being of order 
I ( 1) . 
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2)1 assumed a break in the series existed,and 
split the data up for electricity into a more recent 
sub sample from 1971-1997. 
3) I decided to concentrate on the recent sub 
sample to try and find a cointegrating relationship. 
1 lag is used one cointegrating equation is found. A 
VECM(O) was used to forecast residential 
consumption, and the forecast was found to be a 
function of some constant and a time trend, the 
trend having no statistical significance. The 
absolute percentage errors appeared extremely low 
for the forecast period. 
4) The VECM(O) found to have statistically 
significant figures and appropriate signs on the 
parameter estimates. 
5) The adjustment parameter in at least one 
equation was found to be statistically significant 
and this was reported as equation 7.11.1 and the 
output as figure 7.70. 
The final chapter will summarize all the 
results and point to further research. 
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8.0: Summary 
The summary chapter consists of five sections: 
a) 8.1, purpose of the study; 
b) 8.2, UK electricity demand; 
c) 8.3, Norweb industrial demand and economic 
growth; 
d) 8.4 Norweb residential demand and its 
determinants; 
e) 8.5, overall conclusions. 
8.1 The purpose of the study 
The purpose of the study has been fivefold: 
a) to investigate the dynamic relationships 
between various time series; 
b) electricity demand has been an important 
topic for many years, and in recent years the 
application of new techniques has enabled further 
study of these relationships; 
c) a most important purpose of the study was to 
analyse all aspects of the dynamic properties at a 
time when the industry was going through major 
changes in its structure following privatization. 
One change was the change from the electricity pool, 
where suppliers bid for the purchase of 
electricity,to the situation where electricity is 
traded like any other commodity and suppliers buy 
and sell the final product. I was asked by my 
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sponsor to investigate all aspects and all markets 
of regional electricity and use all the modern time 
series techniques; 
d) another industry purpose was to investigate 
the principal types of demand in detail, produce 
forecasts and comment on their usefulness. Hence I 
investigate residential and industrial demand over 
the past 50 years; 
e) the regional data used in the study is an 
original contribution to the literature on the 
subject. 
The research proceeded to use data from 
different categories outlined in chapter 4. The 
thesis has developed the following modelling 
strategy: 
Technique 
1) Unit root testing 
2) Cointegration 
3) Vector Autogression 
Application 
ARlMA(p,d,q) 
Engle-Granger, Johansen 
Causality testing 
I began by examining the stationarity 
properties of the data and appropriate error 
correction and VAR models used where appropriate. 
These models are used for forecasting and Granger 
causality tests used to try and establish any 
causality and the direction of the causality. 
8.2 UK electricity demand. chapter 5 
This is the first of the empirical chapters in 
the thesis and applies time series econometrics to 
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annual data from 1950-1997. The chief findings of 
this chapter are: 
a) the industrial demand series is a unit root 
series and requires differencing to achieve 
stationarity; 
b) the univariate model chosen for industrial 
demand was an ARIMA(O,l,O) i.e. a white noise model, 
in this instance, with drift; 
c) the residential demand series is also a unit 
root series, and the ARIMA model chosen was an 
ARIMA(l,l,O) ; 
d) the cointegration part of the chapter found 
no evidence of cointegration between the residential 
and industrial markets. This makes economic sense as 
the two are completely separate markets; 
e) the two markets are best modelled with a 
VAR(l) specification; 
f) the VAR model produced various forecasts, 
looked at in detail in the chapter; 
g) the trend follows the forecast period; 
h) Granger causality tests showed that changes 
in the rate of growth of industrial demand does not 
Granger cause(lead to) changes in the rate of growth 
of residential demand; 
i) the reverse was shown to be the case, and 
both these conclusions also make sound economic 
sense. 
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8.3 Norweb industrial demand and economic 
growth. chapter 6. 
The chief findings of the chapter were: 
a) unit root tests on the whole sample period 
found industrial demand to be non-stationary and 
best modelled using an ARlMA(2,1,O) model; 
b) I assumed a break in Norweb industrial 
demand and modelled the more recent period, 
1971-1997 as a stationary ARMA(O,2) specfication; 
c) the economic growth variable was found to be 
integrated of order 1; 
d) the sub-sample period had no cointegrating 
vector and was best modelled using a VAR(O) and 
forecasts produced from this; 
f) with 2 lags, cointegration was found and the 
resulting VECM(l) was found to be statistically 
significant with the correct parameter signs; 
8.4 Norweb residential demand. chapter 7 
The chief findings of this chapter were: 
a) all the series for the whole data period, 
except the weather series, required differencing to 
achieve stationarity, the residential series for the 
whole sample period being integrated of order 1; 
b) for univariate demand modelling of Norweb 
residential demand, I decided on an ARlMA(1,2,O) 
specification; 
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c) several tests for cointegration were carried 
out and I decided to use the Johansen cOintegration 
test; 
d) I assumed a break in the series and split 
the data into a more recent sample period from 
1971-1997; 
e) with one lag I found one cointegrating 
vector which appears to be stationary and has the 
correct signs on the parameter estimates; 
f) a VECM(O) specification was used for 
forecasting and the forecast was found to be a 
function of a constant and time trend, the trend 
having no statistical significance; 
g) the absolute percentage errors appeared to 
be low for the forecast period; 
h) the VECM(O) had a statistically significant 
figure and appropriate signs on the parameter 
estimate. The adjustment parameter in at least one 
equation was statistically significant; 
Of course, as the recent subsamples are small, 
any inference and forecasts, should be treated with 
caution. 
8.5 Overall conclusions 
Can we successfully and meaningfully model 
electricity demand overtime? Well, the empirical 
chapters have confirmed that the answer is yes, as 
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this thesis has shown. I can make this statement for 
the following reasons: 
a) I have looked at the literature and this 
confirms that electricity demand is modelled using 
time series analysis. The increasing demand on 
modern society means it must be taken seriously, 
analysed and modelled using the latest techniques; 
b) I have found cointegration between Norweb 
electricity demand and economic growth, a 
relationship that was assumed to exist, and I have 
shown, at the regional level, it does exist; 
c) one of the aims of the thesis was to model 
different target groups i.e. industrial and 
residential groups, and look in some detail at the 
time series properties of each group; 
d) the choice of variables was determined by my 
sponsor who asked me to investigate demand and its 
main constituents e.g. price(in chapter 7), weather, 
expenditure and economic growth. I used recent time 
series econometric techniques to achieve this and I 
have shown that at the regional level, electricity 
demand can be modelled using time series techniques; 
e) cointegration and error correction modelling 
have become the standard techniques for the study of 
electricity demand since their development by Engle 
and Granger(1987) and I have used these techniques 
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extensively in the thesis to model at the regional 
level; 
f) developments such as the Johansen 
cointegration technique(1988,1991) has enabled me to 
analyse long run relationships e e.g. in chapter 7, 
I use them to model a system of 4 variables; 
g) of course, certain things change and are not 
constant e.g. the change in efficiency of elecirical 
equipment, the state of the economy and Government 
energy policy. Such determinants change over time 
and any study looking at electricity demand must of 
course lend itself to further research, using 
different variables and see if the results are 
similar. 
Hunt and Manning in 1989 first used time series 
econometric analysis in energy modelling, and my 
research has shown that even at the local (NORWEB) 
level, the techniques may be used to model demand 
for electricity. Their first paper utilized the 
Engle-Granger two step procedure and they found a 
long run relationship between price and income. In 
my chapter 7, I also find a long run relationship 
between residential demand and its determinants. I 
use the later Johansen procedure, as Hunt and Witt 
do in 1995. I conclude also that the weather has a 
short run effect and is a stationary variable. 
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The findings also concur with Vaage(1993) ,who 
concedes the price of oil (important in Denmark due 
to large quantities of oil heating) has no 
significant effect, although with today's 50 plus 
dollars per barrel, I wonder if this still holds. 
Clements(1999) in his survey article would 
probably classify my research as annual, local data 
with economic growth,price and real expenditure has 
being the constituent variables, all in some way, 
being related (in one form or another) to the demand 
for electricity. 
Hunt and Lynk(1992) found a long run 
relationship between annual UK industrial demand for 
energy and output. In my chapter(chapter 6) , this 
relationship depended on 
a) the sample chosen, the more recent 
sample(1971-1997) one was chosen to research any 
link between the two; 
b) the number of lags I used. One lag no 
cointegration, two lags, cointegration found. 
The area is open to more research, as long as 
local data is available, this remains a fascinating 
area to research, a most fruitful and rewarding area 
of research. 
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Figure 7_1 An four maja senes used in this chapter 
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Figure 7.2 Norweb residential consumption 
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Figure 7.5 unit root test on Inres zero lag 
ADF Test Statistic -3.114999 1% Critical Value" -4.1896 
5% Critical Value -3.5189 
10% Critical Value -3.1898 
"MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNRES) 
Method: Least Squares 
Date: 08/31/03 Time: 14:36 
Sample(adjusted): 1956 1997 
Included observations: 42 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LNRES(-1) -0.077132 0.024761 -3.114999 0.0034 
C 0.709407 0.199791 3.550741 0.0010 
@TREND(1955) -0.000488 0.000804 -0.606537 0.5477 
R-squared 0.493729 Mean dependent var 0.034037 
Adjusted R-squared 0.467766 S.D. dependentvar 0.050886 
S.E. of regression 0.037123 Akaike info criterion -3.680394 
Sum squared resid 0.053747 Schwarz criterion -3.556275 
Log likelihood 80.28828 F -statistic 19.01689 
Durbin-Watson stat 1.053873 Prob(F-statistic) 0.000002 
Figure 7.6 unit root test on Inres 1 lag 
ADF Test Statistic -3.069353 1% Critical Value- -4.1958 
5% Critical Value -3.5217 
10% Critical Value -3.1914 
-MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNRES) 
Method: Least Squares 
Date: 08/31/03 Time: 14:37 
Sample(adjusted): 19571997 
Included observations: 41 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LNRES(-1) -0.073018 0.023790 -3.069353 0.0040 
D(LNRES( -1» 0.434027 0.128743 3.371258 0.0018 
C 0.642512 0.196905 3.263056 0.0024 
@TREND(1955) 0.000322 0.000718 0.448855 0.6562 
R-squared 0.644689 Mean dependent var 0.033294 
Adjusted R-squared 0.615880 S.D.dependentvar 0.051287 
S. E. of regression 0.031786 Akaike info criterion -3.967110 
Sum squared resid 0.037383 Schwarz criterion -3.799932 
Log likelihood 85.32575 F -statistic 22.37805 
Durbin-Watson slat 2.283302 Prob( F-slatistic) 0.000000 
Figure 7.7 unit root test on Inres 2 lags 
ADF Test Statistic -3.347964 1% Critical Value" -4.2023 
5% Critical Value -3.5247 
10% Critical Value -3.1931 
"MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNRES) 
Method: Least Squares 
Date: 08/31/03 Time: 14:38 
Sample(adjusted): 19581997 
Included observations: 40 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LNRES(-l) -0.087901 0.026255 -3.347964 0.0020 
D(LNRES( -1)) 0.292280 0.151819 1.925189 0.0624 
D(LNRES(-2)) 0.191766 0.144760 1.324717 0.1938 
C 0.762744 0.219536 3.474353 0.0014 
@TREND(1955) 0.000663 0.000733 0.905091 0.3716 
R-squared 0.667628 Mean dependent var 0.032073 
Adjusted R-squared 0.629643 S.D.dependentvar 0.051333 
S.E. of regression 0.031240 Akaike info criterion -3.977779 
Sum squared resid 0.034157 Schwarz criterion -3.766669 
Log likelihood 84.55557 F-statistic 17.57593 
Durbin-Watson stat 1.970637 Prob(F-statistic) 0.000000 
Figure 7.8 unit root test on Inres 3 lags 
ADF Test Statistic -3.064159 1% Critical Value' -4.2092 
5% Critical Value -3.5279 
10% Critical Value -3.1949 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNRES) 
Method: Least Squares 
Date: 08/31/03 Time: 14:39 
Sample(adjusted): 19591997 
Included observations: 39 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LNRES(-l) -O.0938n 0.030637 -3.064159 0.0043 
D(LNRES(-l» 0.308802 0.158591 1.947161 0.0601 
D(LNRES( -2» 0.236717 0.161830 1.462745 0.1530 
D(LNRES(-3» -0.127184 0.151367 -0.840241 0.4068 
C 0.820718 0.257893 3.182395 0.0032 
@TREND(1955) 0.000526 0.000782 0.673129 0.5056 
R-squared 0.658125 Mean dependent var 0.030113 
Adjusted R-squared 0.606325 S.D.dependentvar 0.050465 
S. E. of regression 0.031663 Akaike info criterion -3.926684 
Sum squared resid 0.033084 Schwarz criterion -3.670751 
Log likelihood 82.57033 F-statistic 12.70528 
Durbin-Watson stat 1.920225 Prob(F -statistic) 0.000001 
Figure 7.9 Differenced Residential Consumption Series 
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Figure 7.22 ADF Unit Root Test on Inexp 0 lag 
ADF Test Statistic -2.316347 1% Critical Value" -4.1896 
5% Critical Value -3.5189 
10% Critical Value -3.1898 
"MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNEXP) 
Method: Least Squares 
Date: 12116/03 Time: 19:03 
Sample(adjusted): 1956 1997 
Included observations: 42 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LNEXP(-1) -0.235296 0.101581 -2.316347 0.0259 
C 2.851646 1.218667 2.339972 0.0245 
@TREND(1955) 0.006284 0.002746 2.288670 0.0276 
R-squared 0.121513 Mean dependent var 0.027851 
Adjusted R-squared 0.076462 S. D. dependent var 0.021896 
S.E. of regression 0.021042 Akaike info criterion -4.815858 
Sum squared resid 0.017268 Schwarz criterion -4.691739 
Log likelihood 104.1330 F-statistic 2.697251 
Durbin-Watson stat 1.402463 Prob(F-statistic) 0.079954 
Figure 7.23 ADF Unit Root Test on Inexp 1 lag 
ADF Test Statistic -3.226242 1% Critical Value' -4.1958 
5% Critical Value -3.5217 
10% Critical Value -3.1914 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNEXP) 
Method: Least Squares 
Date: 12116/03 Time: 19:04 
Sample(adjusted): 19571997 
Included observations: 41 after adjusting endpoints 
Variable Coefficient Std. Error I-Statistic Prob. 
LNEXP(-1) -0.329468 0.102121 -3.226242 0.0026 
D(LNEXP(-1» 0.387978 0.149816 2.589703 0.0137 
C 3.971424 1.223997 3.244634 0.0025 
@TREND(1955) 0.008797 0.002753 3.195105 0.0029 
R-squared 0.261318 Mean dependent var 0.027938 
Adjusled R-squared 0.201425 S. D. dependent var 0.022160 
S.E. of regression 0.019803 Akaike info criterion -4.913490 
Sum squared resid 0.014510 Schwarz criterion -4.746312 
Log likelihood 104.7265 F-statistic 4.363066 
Durbin-Watson stat 1.923340 Prob(F-statistic) 0.009963 
Figure 7.24 ADF Unit Root Test on Inexp 2 lags 
ADF Test Statistic -2.746662 1% Critical Value" -4.2023 
5% Critical Value -3.5247 
10% Critical Value -3.1931 
"MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNEXP) 
Method: Least Squares 
Date: 12116/03 Time: 19:05 
Sample(adjusted): 19581997 
Included observations: 40 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LNEXP(-l) -0.321090 0.116902 -2.746662 0.0094 
D(LNEXP(-l» 0.397439 0.151373 2.625567 0.0127 
D(LNEXP(-2» -0.082914 0.164526 -0.503957 0.6174 
C 3.875340 1.399900 2.768298 0.0089 
@TREND(1955) 0.008488 0.003139 2.704486 0.0105 
R-squared 0.287233 Mean dependent var 0.028222 
Adjusted R-squared 0.205774 S.D.dependentvar 0.022367 
S. E. of regression 0.019933 Akaike info criterion -4.876373 
Sum squared resid 0.013907 Schwarz criterion -4.665263 
Log likelihood 102.5275 F-statistic 3.526106 
Durbin-Watson stat 2.014747 Prob(F-statistic) 0.016094 
Figure 7.25 ADF Unit Root Test on Inexp 3 lags 
ADF Test Statistic -2.884537 1% Critical Value' -4.2092 
5% Critical Value -3.5279 
10% Critical Value -3.1949 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNEXP) 
Method: Least Squares 
Date: 12116/03 Time: 19:07 
Sample(adjusted): 19591997 
Included observations: 39 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LNEXP(-1 ) -0.376544 0.130539 -2.884537 0.0069 
D(LNEXP(-I» 0.421360 0.164951 2.554452 0.0154 
D(LNEXP( -2» -0.072860 0.167382 -0.435293 0.6662 
D(LNEXP(-3» 0.077794 0.166230 0.467988 0.6429 
C 4.540476 1.562079 2.906688 0.0065 
@TREND(1955) 0.009880 0.003487 2.833130 0.0078 
R-squared 0.315947 Mean dependent var 0.028466 
Adjusted R-squared 0.212303 S.D.dependentvar 0.022605 
S.E. of regression 0.020063 Akaike info criterion -4.639285 
Sum squared resid 0.013283 Schwarz criterion -4.563352 
Log likelihood 100.3661 F-statistic 3.046381 
Durbin-Watson stat 1.940804 Prob(F-statistic) 0.022707 
Figure 7.26 Differenced expenditure series 
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Figure 7.27 Correlogram of dlnexp 
Date: 12116/03 TIme: 19:11 
Sample: 1955 1997 
Included observations: 42 
Au1ocorrelation Partial Correlation AC PAC Q-Stat Prob 
I PI I PI 1 0.230 0.230 2.3777 0.123 
IC I Cl 2 -0.218 -0.286 4.5755 0.101 
IC I I [ I 3 -0.216 -0.098 6.7770 0.079 
C I Cl 4 -0.300 -0.320 11.146 0.025 
I I I I 5 -0.018 0.065 11.162 0.048 
I ::]1 I I 6 0.220 0.048 13.640 0.034 
I I I [ I 7 0.036 -0.119 13.708 0.057 
I I I I 8 -0.025 -0.017 13.741 0.089 
I I I I 9 -0.054 -0.049 13.905 0.126 
I [ I I I 10 -0.105 -0.032 14.546 0.149 
I [ I I[ I 11 -0.083 -0.140 14.960 0.184 
I I I I 12 0.059 0.037 15.171 0.232 
I I I I 13 0.060 -0.040 15.403 0.283 
I I I I 14 0.045 0.010 15.536 0.342 
I I I [ I 15 -0.033 -0.106 15.609 0.409 
I [ I I I 16 -0.113 -0.064 16.521 0.417 
I I I I 17 -0.063 -0.034 16.818 0.467 
I I I I 18 0.030 -0.034 16.886 0.531 
I JI I I 19 0.125 0.067 18.144 0.513 
I I I [ I 20 0.058 -0.077 18.427 0.559 
Figure 7.28 Unit Root Test on dlnexp 0 lags 
ADF Test Statistic -4.936425 1% Critical Value" -3.5973 
5% Critical Value -2.9339 
10% Critical Value -2.6048 
"MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DLNEXP) 
Method: Least Squares 
Date: 12116/03 Time: 19:12 
Sample(adjusted): 19571997 
Included observations: 41 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
DLNEXP(-1) -0.769813 0.155945 -4.936425 0.0000 
C 0.021562 0.005504 3.917853 0.0003 
R-squared 0.384550 Mean dependent var 0.000241 
Adjusted R-squared 0.368769 S.D. dependent var 0.027490 
S. E. of regression 0.021841 Akaike info criterion -4.762525 
Sum squared resid 0.018604 Schwarz criterion -4.678936 
Log likelihood 99.63177 F-statistic 24.36829 
Durbin-Watson stat 1.863025 Prob(F-statistic) 0.000015 
Figure 7.29 Unit Root Test on dlnexp 1 lag 
ADF Test Statistic -5.093863 1% Critical Value' -3.6019 
5% Critical Value -2.9358 
10% Critical Value -2.6059 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DLNEXP) 
Method: Least Squares 
Date: 12116/03 Time: 19:42 
Sample(adjusted): 1958 1997 
Included observations: 40 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
DLNEXP(-l) -0.992504 0.194843 -5.093863 0.0000 
D(DLNEXP( -1)) 0.287627 0.157312 1.828389 0.0756 
C 0.028032 0.006390 4.387045 0.0001 
R-squared 0.437819 Mean dependent var 0.000440 
Adjusted R-squared 0.407431 S.D.dependentvar 0.027810 
S.E. of regression 0.021408 Akaike info criterion -4.778063 
Sum squared resid 0.016957 Schwarz criterion -4.651397 
Log likelihood 98.56125 F-statistic 14.40753 
Durbin-Watson stat 2.059545 Prob(F-statistic) 0.000024 
Figure 7.29 a Unit Root Test on dlnexp 2 lags 
ADF Test Statistic -4.219620 1% Critical Value" -3.6067 
5% Critical Value -2.9378 
10% Critical Value -2.6069 
"MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DLNEXP) 
Method: Least Squares 
Date: 01/06/04 Time: 18:46 
Sample(adjusted): 19591997 
Included observations: 39 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
DLNEXP(-1) -1.095380 0.259592 -4.219620 0.0002 
D(DLNEXP(-1» 0.357640 0.199163 1.795716 0.0812 
D(DLNEXP(-2» 0.099286 0.167797 0.591704 0.5579 
C 0.031093 0.008062 3.856551 0.0005 
R-squared 0.445126 Mean dependent var 0.000397 
Adjusted R-squared 0.397565 S.D. dependent var 0.028173 
S. E. of regression 0.021867 Akaike info criterion -4.710792 
Sum squared resid 0.016735 Schwarz criterion -4.540170 
Log likelihood 95.86044 F-statistic 9.359123 
Durbin-Watson stat 2.015737 Prob(F-statistic) 0.000111 
Figure 7.30 Unit Root Test on dlnexp 3 lags 
ADF Test Statistic -4.667215 1% Critical Value* -3.6117 
5% Critical Value -2.9399 
10% Critical Value -2.6080 
*MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DLNEXP) 
Method: Least Squares 
Date: 12116/03 Time: 21:12 
Sample(adjusted): 19601997 
Included observations: 38 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
DLNEXP(-l) -1.428700 0.306114 -4.667215 0.0000 
D(DLNEXP(-l» 0.669837 0.250642 2.672481 0.0116 
D(DLNEXP( -2» 0.333989 0.199770 1.671865 0.1040 
D(DLNEXP(-3» 0.327462 0.162774 2.011763 0.0525 
C 0.039982 0.009287 4.305235 0.0001 
R-squared 0.502892 Mean dependent var -0.000439 
Adjusted R-squared 0.442637 S.D.dependentvar 0.028055 
S. E. of regression 0.020945 Akaike info criterion -4.771741 
Sum squared resid 0.014477 Schwarz criterion -4.556269 
Log likelihood 95.66308 F-statistic 8.346000 
Durbin-Watson stat 1.973718 Prob(F-statistic) 0.000091 
Figure 7.31 Unit Root Test on Inhdd zero lags 
ADF Test Statistic -4.164708 1% Critical Value' -3.5930 
5% Critical Value -2.9320 
10% Critical Value -2.6039 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(lNHDD) 
Method: least Squares 
Date: 12129/03 Time: 10:43 
Sample(adjusted): 1956 1997 
Included observations: 42 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
lNHDD(-1) -0.643711 0.154563 -4.164708 0.0002 
C 1.780926 0.428123 4.159846 0.0002 
R-squared 0.302465 Mean dependent var -0.001643 
Adjusted R-squared 0.285027 S.D.dependentvar 0.072783 
SE of regression 0.061543 Akaike info criterion -2.691717 
Sum squared resid 0.151501 Schwarz criterion -2.608971 
log likelihood 58.52607 F-statistic 17.34479 
Durbin-Watson stat 1.858956 Prob(F-statistic) 0.000161 
Figure 7.32 Unit Root Test on Inhdd 1 lag 
ADF Test Statistic -3.669837 1% Critical Value' -3.5973 
5% Critical Value -2.9339 
10% Critical Value -2.6048 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNHDD) 
Method: Least Squares 
Date: 12129/03 Time: 10:43 
Sample(adjusted): 19571997 
Included observations: 41 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LNHDD(-1) -0.704040 0.191845 -3.669837 0.0007 
D(LNHDD(-1» 0.071286 0.168995 0.421822 0.6755 
C 1.948886 0.531486 3.666860 0.0007 
R-squared 0.312553 Mean dependent var -0.001683 
Adjusted R-squared 0.276372 S.D.dependentvar 0.073687 
S. E. of regression 0.062683 Akaike info criterion -2.631097 
Sum squared resid 0.149308 Schwarz criterion -2.505714 
Log likelihood 56.93750 F-statistic 8.638500 
Durbin-Watson stat 1.794762 Prob(F-statistic) 0.000808 
Figure 7.33 Unit Root Test on Inhdd 2 lags 
ADF Test Statistic -3.151983 1% Critical Value' -3.6019 
5% Critical Value -2.9358 
10% Critical Value -2.6059 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNHDD) 
Method: Least Squares 
Date: 12129/03 Time: 10:44 
Sample(adjusted): 1958 1997 
Included observations: 40 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LNHDD(-1) -0.757156 0.240216 -3.151983 0.0033 
D(LNHDD(-1» 0.123092 0.197987 0.621717 0.5380 
D(LNHDD(-2» 0.136079 0.184279 0.738441 0.4650 
C 2.094219 0.665979 3.144571 0.0033 
R-squared 0.303017 Mean dependent var -0.004854 
Adjusted R-squared 0.244935 S.D.dependentvar 0.071737 
S. E. of regression 0.062335 Akaike info criterion -2.617941 
Sum squared resid 0.139884 Schwarz criterion -2.449053 
Log likelihood 56.35882 F -statistic 5.217064 
Durbin-Watson stat 1.906039 Prob(F-statistic) 0.004285 
Figure 7.34 Unit Root Test on Inhdd 3 lags 
ADF Test Statistic -2.349411 1% Critical Value' -3.6067 
5% Critical Value -2.9378 
10% Critical Value -2.6069 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNHDD) 
Method: Least Squares 
Date: 12129/03 Time: 10:46 
Sample(adjusted): 19591997 
Included observations: 39 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
LNHDD(-1) -0.675656 0.287586 -2.349411 0.0248 
D(LNHDD( -1» -0.008177 0.243364 -0.033600 0.9734 
D(LNHDD( -2» 0.069828 0.213395 0.327222 0.7455 
D(LNHDD(-3» -0.074504 0.184429 -0.403971 0.6888 
C 1.865714 0.797440 2.339629 0.0253 
R-squared 0.341118 Mean dependent var -0.006444 
Adjusted R-squared 0.263603 S.D.dependentvar 0.071957 
S.E. of regression 0.061749 Akaike info criterion -2.612277 
Sum squared resid 0.129639 Schwarz criterion -2.399000 
Log likelihood 55.93941 F-statistic 4.400647 
Durbin-Watson stat 1.849273 Prob(F-statistic) 0.005652 
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Figure 7.50 Unit Root Test on Inres 1971-1997 
ADF Test Statistic -2.467049 1% Critical Value' -4.3382 
5% Critical Value -3.5867 
10% Critical Value -3.2279 
'MacKinnon critical values for rejection of hypothesis of a unit root 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNRES1) 
Method: Least Squares 
Date: 12130/03 Time: 12:28 
Sample: 1971 1997 
Included observations: 27 
Variable Coefficient Std. Error t-Statistic Prob. 
LNRES1(-1) -0.214179 0.086816 -2.467049 0.0219 
D(LNRES1(-1» 0.368955 0.176116 2.094954 0.0479 
D(LNRES1 (-2» 0.336374 0.186108 1.807415 0.0844 
C 1.879001 0.763708 2.460365 0.0222 
@TREND(1971) 0.001312 0.000693 1.893923 0.0715 
R-squared 0.428673 Mean dependent var 0.007305 
Adjusted R-squared 0.324795 S.D. dependent var 0.030297 
S. E. of regression 0.024896 Akaike info criterion -4.382681 
Sum squared resid 0.013635 Schwarz criterion -4.142711 
Log likelihood 64.16620 F-statistic 4.126705 
DUrbin-Watson stat 1.944465 Prob(F-statistic) 0.012100 
Figure 7.51 Unit Root Test on Inpe 1971-1997 
ADF Test Statistic -1.122927 1% Critical Value' -4.3382 
5% Critical Value -3.5867 
10% Critical Value -3.2279 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNPE1) 
Method: Least Squares 
Date: 12130/03 Time: 12:36 
Sample: 1971 1997 
Included observations: 27 
Variable Coefficient Std. Error t-Statistic Prob. 
LNPE1(-1) -0.092659 0.082516 -1.122927 0.2731 
D(LNPE1(-1» 0.278380 0.195497 1.423960 0.1679 
C 0.181202 0.129946 1.394443 0.1765 
@TREND(1971) -0.002500 0.001544 -1.619239 0.1190 
R-squared 0.269339 Mean dependent var -0.001370 
Adjusted R-squared 0.174035 S.D.dependentvar 0.063086 
S.E. of regression 0.057334 Akaike info criterion -2.743898 
Sum squared resid 0.075605 Schwarz criterion -2.551922 
Log likelihood 41.04262 F -statistic 2.826116 
Durbin-Watson stat 2.030839 Prob(F-statistic) 0.061061 
Figure 7.52 Unit Root Test on Inexp 1971-1997 
ADF Test Statistic -2.595256 1% Critical Value" -4.3382 
5% Critical Value -3.5867 
10% Critical Value -3.2279 
"MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNEXP1) 
Method: Least Squares 
Date: 12130/03 Time: 12:37 
Sample: 1971 1997 
Included observations: 27 
Variable Coefficient Std. Error t-Statistic Prob. 
LNEXP1(-1) -0.362287 0.139596 -2.595256 0.0162 
D(LNEXP1(-1)) 0.389848 0.192125 2.029140 0.0542 
C 4.516549 1.732772 2.606545 0.0158 
@TREND(1971) 0.009869 0.003785 2.607348 0.0157 
R-squared 0.262094 Mean dependent var 0.027332 
Adjusted R-squared 0.165845 S.D.dependentvar 0.024749 
S.E. of regression 0.022604 Akaike info criterion -4.605428 
Sum squared resid 0.011752 Schwarz criterion -4.413452 
Log likelihood 66.17327 F-statistic 2.723094 
Durbin-Watson stat 1.874622 Prob(F -statistic) 0.067686 
Figure 7.53 Unit Root Test on Inhdd 1971-1997 
ADF Test Statistic -3.002733 1% Critical Value' -3.6959 
5% Critical Value -2.9750 
10% Critical Value -2.6265 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNHDD1) 
Method: Least Squares 
Date: 12130/03 Time: 12:42 
Sample: 1971 1997 
Included observations: 27 
Variable Coefficient Std. Error t-Statistic Prob. 
LNHDD1(-1) -0.597671 0.199043 -3.002733 0.0060 
C 1.646908 0.550247 2.993036 0.0061 
R-squared 0.265060 Mean dependent var -0.004946 
Adjusted R-squared 0.235663 S.D.dependentvar 0.071034 
S.E. of regression 0.062102 Akaike info criterion -2.648888 
Sum squared resid 0.096417 Schwarz criterion -2.552900 
Log likelihood 37.75998 F-statistic 9.016402 
DUrbin-Watson stat 1.950637 Prob(F-statistic) 0.005999 
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Figure 7.54 Differenced consumption series 1971-1997 
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Figure 7.55 Differenced price series 1971-1997 
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Figure 7.56 Differenced expenditure series 1971·1997 
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Figure 7.57 Differenced Heating degree days 1971·1997 
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Figure 7.59 Correlogram of dlnres 1971 -1997 
Date: 12130103 Time: 15:26 
Sample: 1971 1997 
Included observations: 27 
Autocorrelation Partial Correlation AC PAC Q-Stat Prob 
I ~ I :::::J 1 0.434 0.434 5.6784 0.017 I I [ I 2 0.126 -0.077·6.1755 0.046 le I le I 3 -0.170 -0.243 7.1226 0.068 
I [ I I I 4 -0.124 0.071 7.6435 0.106 
I I I ] I 5 0.003 0.093 7.6439 0.177 
I I I [ I 6 0.021 -0.086 7.6601 0.264 
I I I I 7 -0.030 -0.068 7.6945 0.360 le I I [ I 8 -0.160 -0.116 8.7474 0.364 le I I I 9 -0.194 -0.078 10.389 0.320 le I I [ I 10 -0.230 -0.149 12.816 0.234 
I [ I I I 11 -0.140 -0.043 13.772 0.246 
I [ I I [ I 12 -0.117 -0.103 14.492 0.270 
I I I I 13 -0.035 -0.017 14.560 0.336 
I I I I 14 0.057 0.070 14.753 0.395 
I I I [ I 15 -0.026 -0.164 14.799 0.466 
I I I I 16 0.004 0.010 14.800 0.539 
I I I I 17 -0.054 -0.058 15.031 0.593 
I I I [ I 18 -0.065 -0.150 15.395 0.635 
I I I I 19 -0.010 -0.009 15.405 0.697 
I I I I 20 0.008 -0.072 15.412 0.752 
Figure 7.60 Unit Root Test on dlnres 1971-1997 
ADF Test Statistic -3.201225 1% Critical Value' -3.7343 
5% Critical Value -2.9907 
10% Critical Value -2.6348 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-F uller Test Equation 
Dependent Variable: D(DLNRES1) 
Method: Least Squares 
Date: 12130/03 Time: 15:40 
Sample(adjusted): 19741997 
Included observations: 24 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
DLNRES1(-1) -0.730158 0.228087 -3.201225 0.0045 
D(DLNRES1(-1)) 0.175685 0.190236 0.923507 0.3668 
D(DLNRES1(-2)) 0.271173 0.168515 1.609193 0.1232 
C 0.002486 0.004865 0.510975 0.6150 
R-squared 0.363423 Mean dependent var -4.72E-05 
Adjusted R-squared 0.267936 S.D. dependentvar 0.027091 
S.E. ot regression 0.023179 Akaike into criterion -4.540106 
Sum squared resid 0.010746 Schwarz criterion -4.343764 
Log likelihood 58.48128 F-statistic 3.806012 
Durbin-Watson stat 1.829205 Prob(F-statistic) 0.026196 
Figure 7.61 Correlogram of dlnpe 1971-1997 
Date: 12130/03 Time: 15:42 
Sample: 1971 1997 
Included observations: 27 
Autocorrelation Partial Correlation AC PAC Q-Stat Prob 
I PI I PI 1 0.331 0.331 3.2951 0.069 
I I I [ I 2 0.004 -0.119 3.2955 0.192 
I I I I 3 -0.049 -0.013 3.3753 0.337 
I P I I PI 4 0.119 0.162 3.8598 0.425 
I ~I I I 5 0.150 0.056 4.6580 0.459 
I ~I I P I 6 0.171 0.124 5.7458 0.452 
I P I I I 7 0.083 0.014 6.0134 0.538 
I I I [ I 8 -0.053 -0.092 6.1287 0.633 
I [ I I ~ I 9 -0.112 -0.079 6.6791 0.670 I [ I I I 10 -0.071 -0.059 6.9134 0.734 
I I I I 11 0.015 0.004 6.9251 0.805 
I [ I le I 12 -0.143 -0.211 7.9945 0.786 
I I I P I 13 -0.027 0.127 8.0339 0.841 
I [ I I [ I 14 -0.123 -0.151 8.9399 0.835 
I [ I I [ I 15 -0.154 -0.069 10.480 0.788 
I [ I I P I 16 -0.064 0.097 10.774 0.823 
I I I I 17 0.011 -0.025 10.783 0.868 
I[ I I [ I 18 -0.148 -0.152 12.693 0.809 
,e I I [ I 19 -0.246 -0.123 18.608 0.482 
le: I I I 20 -0.169 -0.045 21.818 0.350 
Figure 7.62 Unit Root Test on dlnpe1 1971-1997 
ADF Test Statistic -3.438456 1% Critical Value' -3.7076 
5% Critical Value -2.9798 
10% Critical Value -2.6290 
'MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DLNPE1) 
Method: Least Squares 
Date: 01/02104 Time: 14:25 
Sample(adjusted): 1972 1997 
Included observations: 26 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob. 
DLNPE1(-1) -0.665564 0.193565 -3.438456 0.0021 
C -0.001205 0.012143 -0.099232 0.9218 
R-squared 0.330039 Mean dependent var -0.001143 
Adjusted R-squared 0.302124 S.D.dependentvar 0.074121 
S. E. of regression 0.061920 Akaike info criterion -2.652158 
Sum squared resid 0.092017 Schwarz criterion -2.555382 
Log likelihood 36.47806 F-statistic 11.82298 
Durbin-Watson stat 1.909937 Prob(F -statistic) 0.002145 
Figure 7.63 Correlogram of dlnexpl 1971-1997 
Date: 01102104 Time: 13:41 
Sample: 1971 1997 
Included observations: 27 
Autocorrelation Partial Correlation AC PAC Q-Stat Pmb 
I Pi I ~I 1 0.218 0.218 1.4315 0.232 
I c::: I IC I 2 -0.274 -0.337 3.7749 0.151 
le I I I 3 -0.210 -0.068 5.2170 0.157 
IC I c::: I 4 -0.320 -0.399 8.6946 0.069 
I I I :JI 5 0.023 0.148 8.7137 0.121 
I Pi I I 6 0.329 0.072 12.760 0.047 
I I I I 7 0.070 -0.073 12.951 0.073 
I [ I I [ I 8 -0.115 -0.099 13.499 0.096 
le I I [ I 9 -0.169 -0.103 14.736 0.098 
I [ I I ] I 10 -0.069 0.103 14.953 0.134 
I I le I 11 -0.031 -0.228 15.000 0.183 
I I le I 12 -0.071 -0.191 15.263 0.227 
I I I[ I 13 -0.041 -0.171 15.356 0.286 
I I I I 14 0.053 0.070 15.527 0.343 
I I le I 15 -0.009 -0.195 15.533 0.414 
I I I [ I 16 0.024 -0.096 15.572 0.483 
I ~ I I I 17 0.087 -0.001 16.169 0.512 
I I I I 18 -0.005 0.030 16.171 0.581 
I I I I 19 0.021 0.040 16.214 0.643 
I I I [ I 20 0.073 -0.087 16.811 0.665 
Figure 7.64 Unit Root Test on dlnexpl 1971-1997 
ADF Test Statistic -4.662048 1% Critical Value· -3.7204 
5% Critical Value -2.9850 
10% Critical Value -2.6318 
·MacKinnon critical values for rejection of hypothesis of a unit root. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(DLNEXP1) 
Method: Least Squares 
Date: 01/02104 Time: 14:29 
Sample(adjusted): 19731997 
Included observations: 25 after adjusting end points 
Variable Coefficient Std. Error t-Statistic Prob. 
DLNEXP1(-1) -0.996653 0.214209 -4.662048 0.0001 
D(DLNEXP1(-1» 0.353689 0.171270 2.065094 0.0509 
C 0.025644 0.007234 3.544910 0.0018 
R-squared 0.509380 Mean dependent var -0.001858 
Adjusted R-squared 0.464778 S.D.dependentvar 0.028727 
S. E. of regression 0.021017 Akaike info criterion -4.774846 
Sum squared resid 0.009717 Schwarz criterion -4.628581 
Log likelihood 62.68558 F -statistic 11.42061 
Durbin-Watson stat 2.167467 Prob(F-statistic) 0.000396 
Figure 7.65 Correlogram of Inhdd1 1971-1997 
Date: 01/02104 Time: 15:10 
Sample: 1971 1997 
Included observations: 27 
Autocorrelation Partial Correlation AC PAC Q-Stat Prob 
I ~ I::::J 1 0.355 0.355 3.8030 0.051 I I :J I 2 0.310 0.210 6.8134 0.033 
I I I C I 3 0.006 -0.186 6.8147 0.078 
I [ I I I: I 4 -0.069 -0.107 6.9758 0.137 
I :11 I :::JI 5 0.166 0.339 7.9611 0.158 
I I I I 6 0.087 0.001 8.2457 0.221 
I ] I I [ I 7 0.135 -0.103 8.9597 0.256 
I [ I I [ I 8 -0.070 -0.138 9.1638 0.329 
,e I le I 9 -0.319 -0.286 13.601 0.137 
§ I IC I 10 -0.391 -0.254 20.635 0.024 I I I 11 -0.340 -0.007 26.277 0.006 
le I I I 12 -0.181 0.001 27.984 0.006 
I I I I 13 -0.054 -0.024 28.150 0.009 
I I I I 14 -0.049 0.033 28.297 0.013 
I I I ] I 15 -0.065 0.091 28.576 0.018 
le I I [ I 16 -0.198 -0.112 31.359 0.012 
I I I ::JI 17 -0.035 0.160 31.455 0.018 
I I I [ I 18 -0.072 -0.099 31.903 0.023 
I ] I I [ I 19 0.116 -0.109 33.214 0.023 
I I IC I 20 0.016 -0.250 33.245 0.032 
Figure 7.68 Johansen Cointegration Test 
Date: 01/02104 Time: 16:31 
Sample: 1971 1997 
Included observations: 27 
Test assumption: Linear deterministic trend in the data 
Series: LNRES1 LNPE1 LNEXP1 LNHDD1 
Lags interval: 1 to 1 
Likelihood 5 Percent 1 Percent Hypothesized 
Eigenvalue Ratio Critical Value Critical Value No. of CE(s) 
0.891051 87.47914 62.99 70.05 ~lone •• 
0.393755 27.62355 42.44 48.45 At most 1 
0.240900 14.11084 25.32 30.45 At most 2 
0.218861 6.669066 12.25 16.26 At most 3 
.( •• ) denotes rejection of the hypothesis at 5%(1 %) significance level 
L.R. test indicates 1 cointegrating equation(s) at 5% significance level 
Unnormalized COintegrating Coefficients: 
LNRES1 LNPE1 LNEXP1 LNHDD1 @TREND(55) 
5.029355 1.827290 -7.850070 -2.497456 0.193557 
7.487796 2.320532 -0.757761 3.121031 -0.006281 
-1.511870 -2.586063 -7.769841 2.492286 0.222560 
-4.902245 -1.377192 3.004948 1.036359 -0.034533 
Normalized Cointegrating Coefficients: 1 Cointegrating Equation(s) 
LNRES1 LNPE1 LNEXP1 LNHDD1 @TREND(55) C 
1.000000 0.363325 -1.560850 -0.496576 0.038485 10.71983 
(0.03860) (0.21577) (0.09682) (0.00606) 
Log likelihood 243.9878 
Normalized Cointegrating Coefficients: 2 Cointegrating Equation(s) 
LNRES1 LNPE1 LNEXP1 LNHDD1 @TREND(55) C 
1.000000 0.000000 8.367344 5.716095 -0.228989 -124.6738 
(20.2112) (11.0584) (0.54781) 
0.000000 1.000000 -27.32594 -17.09949 0.736186 372.6517 
(56.7985) (31.0769) (1.53948) 
Log likelihood 250.7442 
Normalized Cointegrating Coefficients: 3 COintegrating Equation(s) 
LNRES1 LNPE1 LNEXP1 LNHDD1 @TREND(55) C 
1.000000 0.000000 0.000000 1.507871 -0.002568 -12.94310 
(0.44405) (0.00237) 
0.000000 1.000000 0.000000 -3.356341 -0.003258 7.763332 
(0.99571) (0.00532) 
0.000000 0.000000 1.000000 0.502934 -0.027060 -13.35318 
(0.12073) (0.00065) 
Log likelihood 254.4651 
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Figure 7.70 VECM for 1971-1997 
Date: 01/04/04 Time: 13:11 
Sample: 1971 1997 
Included observations: 27 
Standard errors & t-statistics in parentheses 
Cointegrating Eq: CointEq1 
LNRES1(-1) 1.000000 
LNPE1(-1) 0.435379 
(0.04872) 
(8.93584) 
LNEXP1(-1) -0.206588 
(0.18538) 
(-1.11442) 
LNHDD1(-1) -0.047587 
(0.07290) 
(-0.65275) 
@TREND(54) 0.000926 
(0.00510) 
(0.18152) 
C -6.811017 
Error Correction: D(LNRES1) D(LNPE1) D(LNEXP1) D(LNHDD1) 
CointEq1 -0.731323 0.379025 -0.162894 0.074846 
(0.12414) (0.39221) (0.15329) (0.44954) 
(-5.89104) (0.96640) (-1.06265) (0.16649) 
C 0.007305 -0.001370 0.027332 -0.004946 
(0.00385) (0.01216) (0.00475) (0.01393) 
(1.89846) (-0.11272) (5.75275) (-0.35495) 
R-squared 0.581270 0.036012 0.043217 0.001108 
Adj. R-squared 0.564520 -0.002548 0.004946 -0.038848 
Sum sq. resids 0.009993 0.099748 0.015237 0.131045 
S.E. equation 0.019993 0.063166 0.024688 0.072400 
Log likelihood 68.36112 37.30137 62.66651 33.61739 
AkaikeAIC 68.50927 37.44951 62.81466 33.76554 
Schwarz SC 68.60526 37.54550 62.91065 33.86153 
Mean dependent 0.007305 -0.001370 0.027332 -0.004946 
S.D. dependent 0.030297 0.063086 0.024749 0.071034 
Determinant Residual Covariance 1.46E-12 
Log Likelihood 214.6383 
Akaike Information Criteria 215.6012 
Schwarz Criteria 216.2252 
Figure 7.71 Forecast of consumption based on vecm 
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Figure 7.72 Forecast and actual 
Year Res fest Actual ape Average ape: 
7.63 
1955 1906 1906 0.00 0 
1956 2033 2033 0.00 
1957 2207 2207 0.00 
1958 2460 2460 0.00 
1959 2633 2633 0.00 
1960 3060 3060 0.00 
1961 3551 3551 0.00 
1962 4262 4262 0.00 
1963 4447 4447 0.00 
1964 4688 4688 0.00 
1965 4960 4960 0.00 
1966 5156 5156 0.00 
1967 5559 5559 0.00 
1968 5779 5779 0.00 
1969 6093 6093 0.00 
1970 6536 6536 0.00 
1971 7044 6800 3.59 
1972 7310 7452 -1.91 
1973 7453 7540 -1.15 
1974 7538 7685 -1.91 
1975 7595 7147 6.27 
1976 7639 6778 12.71 
1977 7677 6714 14.35 
1978 7713 6822 13.06 
1979 7747 6674 16.08 
1980 7781 6487 19.94 
1981 7814 6417 21.78 
1982 7848 6372 23.16 
1983 7882 6388 23.38 
1984 7915 6365 24.36 
1985 7949 6603 20.39 
1986 7983 6774 17.85 
1987 8018 6825 17.47 
1988 8052 7014 14.80 
1989 8086 7072 14.34 
1990 8121 7165 13.34 
1991 8156 7249 12.51 
1992 8191 7381 10.97 
1993 8226 7587 8.42 
1994 8261 7675 7.64 
1995 8296 7834 5.90 
1996 8332 7877 5.78 
1997 8368 7961 5.11 7.63 
1998 8403 
1999 8439 
2000 8476 
2001 8512 
2002 8548 
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