A weak choice principle is introduced that is implied both by countable choice and by the law of excluded middle. This principle su ces to prove that metric independence is the same as linear independence in an arbitrary normed space over a locally compact eld, and to prove the fundamental theorem of algebra.
Bishop's principle: a nonempty, complete, located subset of a metric space is strongly re ective. From Bishop's principle it follows that if k is a locally compact eld, then any two norms on k n are equivalent see 3, Theorem XII.4.2 . Equivalently, metric independence and linear independence are the same in any normed space over k.
Using the law of excluded middle, it is easy to show that any nonempty closed subset of a metric space is strongly re ective: let y 0 = x if x is in Y , and let y 0 beany element o f Y otherwise. So Bishop's principle follows from either countable choice or the law of excluded middle.
Here is a proof of Bishop's principle from countable choice. The proof is not essentially di erent from Bishop's, but the appeal to countable choice is made explicit. A n = f1; y : dx; y 1=ng f 0; 0 : dx; Y 1=n + 1 g: Countable choice produces a sequence a n 2 A n , which necessarily has the property that if a n = 0; 0, then a n+1 = 0; 0. From this construct a sequence in Y by replacing 1; y by y and 0; 0 by y n where a n = 1; y n and a n+1 = 0; 0. This sequence converges to the required point y 0 in Y . 2 In this proof we constructed a Cauchy sequence converging to y 0 in order to use sequential completeness. Such a procedure often requires the full axiom of countable choice. However, if completeness is de ned without appeal to sequences the proof of Theorem 3 shows how this works, then Bishop's principle can be established on the basis of a very weak countable axiom of choice.
A weak countable choice principle
The following choice principle su ces both to derive Bishop's principle and to prove the fundamental theorem of algebra. It is implied by countable choice and by the law of excluded middle.
WCC. Given a sequence A n of nonempty sets, at most one of which is not a singleton, then there i s a c hoice sequence a n 2 A n .
What does it mean for at most one of the A n not to be a singleton? One possibility is that if x; y 2 A n and x 0 ; y 0 2 A n 0 with n 6 = n 0 , then either x = y or x 0 = y 0 . We will use the possibly stronger condition|giving a weaker axiom|that if n 6 = n 0 , then either A n or A n 0 is a singleton.
Lemma 2 Suppose WCC. If r is a real number, then there exists a binary sequence n such that r 6 = 0 if and only if n = 1 for some n. In fact, if n = 0, then jrj 1=2n, and if n = 1 , then jrj 1=2n + 1 .
Proof. Consider the sequence of nonempty sets n = f0 : jrj 1=2ng f 1 : jrj 1=2n + 1 g: It is easily seen that if n 6 = n 0 , then either n or n 0 is a singleton. So, by WCC, there exists a sequence n 2 n . 2
Clearly WCC is implied by countable choice. To derive it from the law of excluded middle, note rst that if all the sets A n are singletons, there is no problem. Otherwise, let m bethe index of the nonsingleton, let a m bean element of A m ; and for n 6 = m let a n bethe unique element of A n . So WCC is classically true without any choice principle. The diameter of C n is at most 1=n, so the nested sequence C n determines a point y 0 in Y that is within 1=n of each point in C n . If x 6 = y 0 , then there exists n such that dx; y 0 2=n, so dx; C n 1=n. To construct a square root of an arbitrary complex number, in the absence of the law of excluded middle, requires some sort of choice principle. The reason for this is related to the fact that the function fz = z 2 does not have a continuous inverse in any neighborhood of zero|there is no problem constructing the square root of a nonzero complex number. More informally, the problem is that if we want to construct a square root of a, then we h a ve t o h a ve some method which will choose between the two distinct roots of a, i f a turns out to be nonzero.
There are two versions of the fundamental theorem of algebra that don't require countable choice. Ruitenburg 5 proved it without choice when the coe cients of the polynomial are modulated Cauchy complex numbers. It can also beproved for arbitrary complex numbers, but individual roots may not be constructed|rather, the set of roots is approximated. We make that a little more precise.
A multiset of size n of complex numbers is a nite sequence z 1 ; : : : ; z n . The distance between two multisets z 1 ; : : : ; z n and w 1 ; : : : ; w n is the in mum, over all permutations of f1; : : : ; n g, of sup i jz i , w i j. This gives a metric space M n C.
The elements of the completion c M n C need not be multisets, but they are approximated by multisets. To each element of c M n C there corresponds a unique monic polynomial f of degree n, and the multisets approximating give complete factorizations of approximations to f. In 4 it is shown that, conversely, given a monic polynomial f of degree n, there exists 2 c M n C the spectrum of f to which f corresponds.
Although 2 c M n C is not a set, we can compute the distance from a complex numberto, and we can compute the diameter of . We s a y that a complex number is an element of if its distance to is zero, and that is nonempty if it has an element. If is the spectrum of a monic polynomial f, then a complex numberr is in if and only if fr = 0 . So the problem of nding a root of f is the same as showing is nonempty. This can bedone using WCC.
Theorem 4 Suppose WCC holds and 2 c M n C for n 0. Then is nonempty.
Proof. Clearly the theorem holds for n = 1 . The averages of the multisets approximating approximate a complex numberr, which we may call the average of . If is the spectrum of a polynomial X n + c n,1 X n,1 + + c 1 X + c 0 , then r is simply ,c n,1 =n. Let Finally, i f i = 1, rede ne a i to be a j where j is the smallest index such that j = 1 . Then a i is a Cauchy sequence converging to an element of . 2
