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MATRIX POLAR DECOMPOSITION AND GENERALISATIONS OF THE
BLASCHKE-PETKANTSCHIN FORMULA IN INTEGRAL GEOMETRY
PETER J. FORRESTER
Abstract. In the work [Bull, Austr. Math. Soc. 85 (2012), 315-234], S. R. Moghadasi
has shown how the decomposition of the N-fold product of Lebesgue measure
on Rn implied by matrix polar decomposition can be used to derive the Blaschke-
Petkantschin decomposition of measure formula from integral geometry. We use
known formulas from random matrix theory to give a simplified derivation of the
decomposition of Lebesgue product measure implied by matrix polar decomposi-
tion, applying too to the cases of complex and real quaternion entries, and we give
corresponding generalisations of the Blaschke–Petkantschin formula. A number of
applications to random matrix theory and integral geometry are given, including
to the calculation of the moments of the volume content of the convex hull of
k ≤ N + 1 points in RN , CN or HN with a Gaussian or uniform distribution.
1. Introduction
Of fundamental importance to matrix theory is the singular value decomposi-
tion. Let M be an n× N real matrix, and suppose n > N so that the columns of
M can form a basis of an N-dimensional subspace in Rn. Let U (V) be an n× n
(N × N) real orthogonal matrix, and let Λ be an n× N diagonal matrix, diagonal
entries σj (j = 1, . . . , N) each non-negative. The singular value decomposition
takes the form
M = UΛVT . (1)
Since MT M = VΛTΛVT one sees that the {σ2j } are the eigenvalues of MT M and V
is the corresponding matrix of eigenvectors, while the fact that MMT = UΛΛTUT
tells us that the {σ2j } are the non-zero eigenvalues of MMT , and the columns of U
are the eigenvectors.
An equivalent way to write (1) is to first note that
Λ = I˜n,N diag(σ1, . . . , σN), I˜n,N :=
[
IN×N
0(n−N)×N
]
.
This shows
M = U1 diag(σ1, . . . , σN)VT , (2)
where U1 = UI˜n,N ; thus U1 consists of the first N columns of U. Multiplying U1
in (2) by VTV — which is the identity — on the right shows that a corollary of the
1
ar
X
iv
:1
70
1.
04
50
5v
1 
 [m
ath
.PR
]  
17
 Ja
n 2
01
7
2 PETER J. FORRESTER
singular value decomposition is the polar decomposition
M = QP, (3)
where Q = U1VT has its N columns forming an orthonormal set of vectors in Rn,
and P = V diag(σ1, . . . , σN)VT is an N × N real symmetric matrix.
The decompositions (2) and (3) both have analogues for M complex. The
singular value decomposition (2) has the form
M = U1 diag(σ1, . . . , σN)V†, (4)
where V is an N × N unitary matrix, and the columns of U1 form an orthonormal
set of N vectors in the complex vector space Cn. The polar decomposition (3) has
the form
M = ZH, (5)
where Z = U1V† also has its N columns forming an orthonormal set of vectors in
Cn and H = V diag(σ1, . . . , σN)V† is complex Hermitian.
In a recent paper S.R. Moghadasi [17] has considered the decompositions of
Lebesgue measure implied by (3) and (5). In the real case an application was given
to provide a new derivation of a decomposition of Lebesgue measure from integral
geometry due originally to Blaschke [2] and Petkantschin [20] (or more precisely,
an equivalent form thereof, due to Miles [16]). A further application was given to
the computation of the moments of the determinant of an N × N standard real
Gaussian matrix.
It is an aim of the present paper to give a different derivation to that in [17]
of the Lebesgue measure decompositions implied by (3) and (5). This derivation,
to be carried out in Section 2, is deduced from knowledge of a matrix change of
variables formula core to the study of the so-called Wishart matrices in random
matrix theory, which in turn is equivalent to a matrix polar integration theorem. It
allows for a natural extension to the case that the entries of M are real quaternions,
represented as 2× 2 complex matrices[
z w
−w z
]
. (6)
The matrix polar integration theorem can then, following [17], be used to derive
Blashke-Petkantschin type decomposition of measure formulas, now for the real,
complex and real quaternion cases. This is done in Section 3.
In Section 4, a matrix integration formula of Section 2 is used to deduce the
matrix distribution of U(M† M)1/2, for U a random unitary matrix with entries
which are real, complex or real quaternion, corresponding to those of M, in the
case that the matrix distribution of M depends on M† M. As another application,
the evaluation of the moments of determinants associated with certain classes of
random matrices with entries from these number fields is given, as is an affine
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version of this result. In the real case, the affine version relates to the volume of
the convex hull of k ≤ N + 1 points uniformly distributed in the unit ball in RN ,
or on its surface, as first calculated by Kingman [11] and Miles [16].
2. Decomposition of Measure Implied by Matrix Polar Decomposition
In the real case the singular value and polar decompositions are given by (2)
and (3), while in the complex case they are given by (4) and (5). Also of interest is
the real quaternion case, in which the entries of M have the 2× 2 block structure
(6). Since there are in general four independent real entries in (6), we will annotate
the matrices in (4) and (5) to involve superscripts 4 so that for the singular value
decomposition we have
M(4) = U(4)1 diag(σ1I2, . . . , σNI2)V
(4) †, (7)
and for the polar decomposition we have
M(4) = Z(4)H(4), (8)
As a complex matrix, M(4) is of size 2n × 2N. The matrix V(4) is a 2N × 2N
unitary matrix with 2× 2 real quaternion entries, and thus after conjugation by a
permutation matrix is a member of the classical group Sp(2N). Each block column
of U(4)1 can be regarded as a member of the real quaternion vector space H
n, and
the N block columns together form an orthonormal set. Note that the singular
values in (7) are doubly degenerate. This is in keeping with W(4) := M(4) † M(4)
having the symmetry W(4) = Z˜2NW
(4)Z˜−12N , where
Z˜2N := IN ⊗
[
0 −1
1 0
]
,
which implies the eigenvalues of W(4) are doubly degenerate. In (8) Z4 =
U(4)1 V
(4) †, and this 2n× 2N matrix has the same properties as those highlighted for
U1,4. Also H(4) = V(4) diag(σ1I2, . . . , σNI2)V(4) †, which is a 2N × 2N Hermitian
matrix with real quaternion blocks (6).
Introduce the notation (dM) for the product of the independent differentials
(real and imaginary parts) of the entries of the matrix M. Let β = 1, 2 or 4
according to the entries of M being real, complex or real quaternion. As a first use
of this notation, we write Fβ to denote these number fields. For M as appearing
in (3), (5) and (8), (dM) consists of βnN independent differentials.
Consider the matrix W = M† M. In the real case it follows from (5) that
W = H2; in the real quaternion case it follows from (8) that W = (H(4))2. In
mathematical statistics a change of variables between the entries of M and the
entries of W was first studied by Wishart [26] in the real case. This was further
refined by James [10] (see the text book treatment in [18]) to obtain a change of
variables formula associated with both (2) and (3). The analogue of this in the
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complex case is detailed in [7, §3.2.3], and the modification required for the real
quaternion case given in [7, Ex. 3.2 q.5]. The change of variables formula in all
three cases is conveniently summarised in [4, Prop. 4] and reads
(dM) = 2−N(det W)β(n−N+1)/2−1 (dW)
(
U†1 dU1
)
. (9)
Here
(
U†1 dU1
)
is the invariant measure on the set of n× N matrices with elements
in Fβ, and having the property that the N columns form an orthonormal set in
the vector space Fnβ. These matrices are said to define the Stiefel manifold, to be
denoted V βN,n so we have U1 ∈ V βN,n and
(
U†1 dU1
)
is the invariant measure on this
manifold. Also, in terms of the singular values, we define
det W =
N
∏
l=1
σ2l (10)
in all three cases. Thus the usual definition of the determinant is modified in the
case β = 4, where W has eigenvalues {σ2l } each with multiplicity 2; in (10) the
multiplicity is ignored.
From (9) we can read off a matrix polar integration theorem, reproducing the
main theorem, Theorem 2.5, of [17] which relates to the real and complex cases,
and extending it to the real quaternion case.
Proposition 1. Let Mβn×N denote the set of n× N matrices with entries in Fβ. For
M ∈ Mβn×N introduce the polar decomposition according to
M = U1W1/2,
where U1 ∈ V βN,n and W = M† M ∈ P β+,N , P β+,N denoting the set of Hermitian matrices
with entries in Fβ and having all eigenvalues non-negative. For g : Mβn×N → R
absolutely integrable we have∫
Mβn×N
g(M)dM = 2−N
∫
VβN,n
(
U†1 dU1
) ∫
Pβ+,N
(dW) (det W)β(n−N+1)/2−1
×g(U1W1/2). (11)
Remark 2. In [17] the factor 2−N on the RHS is replaced by 2−N2 in the complex case
and by 2−N(N+1)/2 in the real case, due to a different normalisation of
(
U†1 dU1
)
.
The normalisation of
(
U†1 dU1
)
inherent in (11) can readily be determined by using
Gram-Schmidt orthogonalisation to write
M = U˜1T, (12)
where U˜1 ∈ V βN,n and T is an N × N upper triangular matrix with non-negative
diagonal entries {tii}Ni=1 and strictly upper triangular entries in Fβ (in the case
β = 4, T is represented as a 2N × 2N complex matrix with diagonal entries tiiI2).
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A standard change of variables formula in random matrix theory tells us (see e.g.
[18] for the real case, [7] or [3, Lemma 2.7] for all three cases)
(dM) =
N
∏
j=1
tβ(n−j+1)−1jj (dT)
(
U˜†1 dU˜1
)
. (13)
Multiplying both sides by e−Tr M† M = e−Tr T†T , taking Tr in the real quaternion
case to be 12 of its usual meaning in keeping with (10), and integrating gives∫
U1∈VβN,n
(
U†1 dU1
)
= 2N
N
∏
i=1
piβ(n−i+1)/2
Γ (β(n− i + 1)/2) =
N
∏
i=1
σβ(n−i+1), (14)
where σl = 2pil/2/Γ(l/2) is the surface area of the (l− 1)-sphere in Rl . In the real
case the above calculation can be found in [18, Ch. 2].
We can make use of (14) to simplify (11) in the case that g(M) is independent
of U1. This extends matrix integration formulas from [17, Th. 2.5], applicable for
real or complex entries, to the real quaternion case.
Corollary 3. For f : P β+,N → R absolutely integrable we have∫
Mβn×N
f (M† M) (dM)
=
N
∏
i=1
σβ(n−i+1)
σβ(N−i+1)
∫
MβN×N
f (M† M)
(
det M† M
)β(n−N)/2
(dM). (15)
3. Blaschke-Petkantschin Formula
3.1. Blaschke-Petkantschin Formula — Miles Version. The Grassmannian GβN,n
is the set of all N-dimensional subspaces in Fnβ. This set can be identified with the
quotient space V βN,n/O(N). Thus, since the elements of V βN,n are N orthonormal
vectors in Fnβ, elements in the quotient consist of all N orthonormal vectors span-
ning the same N-dimensional subspace. It follows that we have the decomposition
of measure (see [10] for the real case)(
U˜†1 dU˜1
)
= dωβN,n
(
U†dU
)
, (16)
where U˜1 ∈ V βN,n, U ∈ V βN,N and dωβN,n denotes the invariant measure on GβN,n.
As a matrix decomposition
U˜1 = AU (17)
for some A such that the columns of A form a "reference" set of orthogonal vectors
spanning the particular N-dimensional subspace of Fnβ. For future application we
note from (16) and (14) that
vol GβN,n =
volV βN,n
volV βN,N
=
N
∏
i=1
σβ(n−i+1)
σβ(N−i+1)
. (18)
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Making use of (16) and (17), it was observed by Moghadasi [17] that in the real
case (11) can be used to deduce an integration formula equivalent to the Blaschke-
Petkantschin decomposition of measure formula from integral geometry [2], [20],
[1], in form due to Miles [16], . However the required working is not restricted to
the real case, allowing for a generalisation of the Blaschke-Petkantschin formula
to the complex and real quaternion cases.
Proposition 4. Let g : MβN,n → R be integrable. Make use of the notations GβN,n,
dωβN,n for the Grassmannian and corresponding invariant measure as introduced above.
We have∫
M∈MβN,n
g(M) (dM)
=
∫
A∈GβN,n
dωβN,n
∫
M∈MβN,N
(dM) g(AM)
(
det M† M
)β(n−N)/2
. (19)
Proof. Substituting (16) and (17) in the RHS of (11) this reads∫
Mβn×N
g(M) (dM) = 2−N
∫
A∈GβN,n
dωβN,n
∫
U∈VβN,N
(
U†dU
)
×
∫
W∈Pβ+,N
(dW) g(AUW1/2) (det W)β(n−N+1)/2−1 . (20)
On the other hand, in the case n = N, and with g(M) replaced by
g(AM)
(
det M† M
)β(n−N)/2
,
these same substitutions in (11) tell us that
∫
MβN×N
g(AM)
(
det M† M
)β(n−N)/2
(dM)
= 2−N
∫
U∈VβN,N
(
U†dU
) ∫
W∈Pβ+,N
(dW) g(AUW1/2) (det W)β(n−N+1)/2−1 . (21)
Substituting (21) in (20) gives (19). 
3.2. Blaschke-Petkantschin Formula — Affine Version. One viewpoint on (19)
is as the decomposition of measure
N
∏
k=1
dvnk =
∣∣∣det[vNk ]Nk=1∣∣∣β(n−N) N∏
k=1
dvNk dω
β
N,n, (22)
where vnk ∈ (Fβ)n, while vNk ∈ (Fβ)N is the co-ordinate for vnk in a particular
basis for Span {vnk }Nk=1, and dω
β
N,n is the invariant measure on subspaces (the
Grassmannian GβN,n) formed by the span. Following [16], consider v
n
k ∈ (Fβ)n for
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k = 0, 1, . . . , N, and define znk = v
n
k − vn0 (k = 1, . . . , N). Then we have
N
∏
k=0
dvnk = dv
n
0
N
∏
k=1
dznk
= dvn0
∣∣∣det[zNk ]Nk=1∣∣∣β(n−N) N∏
k=1
dzNk dω
β
N,n, (23)
where the second equality follows upon applying (22) to {znk }Nk=1. With B an n×N
matrix with columns forming an orthogonal set which is a basis for Span {vNk −
vN0 }Nk=1, we have znk = BzNk . Now define zNk = vNk − vN0 . Then (23) can be rewritten
N
∏
k=0
dvnk = dv
n
0
∣∣∣det[vNk − vN0 ]Nk=1∣∣∣β(n−N) N∏
k=1
dvNk dω
β
N,n. (24)
Finally, write vn0 = Bv
N
0 + r, where r is an element of the orthogonal complement
of the column space of B, and let dS⊥,βn−N denote the volume element associated
with this subspace. This reduces (24) to the affine form of (22).
Proposition 5. We have
N
∏
k=0
dvnk =
∣∣∣det[vNk − vN0 ]Nk=1∣∣∣β(n−N) N∏
k=0
dvNk dω
β
N,n dS
⊥,β
n−N . (25)
The formula (25) is the decomposition of measure given in the original works
[2] and [20]. With B and r as specified in the above text, we note that vnk = Bv
N
k + r,
and in particular
‖vnk ‖ = ‖vNk ‖2 + ‖r‖2. (26)
Also, the fact that B†B = IN allows us to read off from (25) an analogue of the
matrix integration formula (15).
Corollary 6. For f : P β+,N → R absolutely integrable, and let Vn = [vnk − vn0 ]. We have∫
vnk∈(Fβ)n
f (V†n Vn)
N
∏
k=0
dvnk
=
N
∏
i=1
σβ(n−i+1)
σβ(N−i+1)
∫
vn0∈(Fβ)n ,vNk ∈(Fβ)N
f (V†NVN) |det VN |β(n−N) dvn0
N
∏
k=1
dvNk . (27)
4. Applications
4.1. Induced Random Matrix Ensembles. Suppose the random matrix M ∈
Mβn×M has PDF of the form P(M† M). The corresponding induced ensemble is de-
fined as the set of random matrices of the form K = U(M† M)1/2, where U ∈ V βN,N .
It is known [6] that the PDF of K is proportional to (det K†K)β(n−N)/2P(K†K).
Here it will be shown that this result, together with the proportionality constant,
can be deduced as a consequence of Corollary 3.
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Corollary 7. Let M, U and K be specified as in the above paragraph. The PDF of K is
equal to
N
∏
i=1
σβ(n−i+1)
σβ(N−i+1)
(det K†K)β(n−N)/2P(K†K). (28)
Proof. From the definitions the PDF of K is equal to∫
VβN,N
[U†dU]
∫
Mβn×N
(dM) δ(K−U(M† M)1/2) P(M† M), (29)
where [U†dU] denotes the normalised invariant measure on V βN,N . Making use of
(15) with f (M† M) = δ(K−U(M† M)1/2) P(M† M) this is equal to
N
∏
i=1
σβ(n−i+1)
σβ(N−i+1)
∫
VβN,N
[U†dU]
∫
Mβn×N
(dM) δ(K−U(M† M)1/2)
×
(
det M† M
)β(n−N)/2
P(M† M). (30)
From the matrix polar decomposition we know that for a unique U ∈ V βN,N and
with M ∈ MβN×N , we have M = U(M† M)1/2. Hence in (30) (but not in (29) we
can replace the delta function by δ(K−M). The integration over U thus decouples,
giving unity, while the integration over M gives (20). 
4.2. Moments of Determinants. In the real case, a well established application
of the Blascke-Petkantschin formula (19) is to the evaluation of the moments of
det M† M in the case that the PDF for the distribution of M is a function of the
lengths ‖mk‖, where mk denotes the k-th column of M (see [16], [15, §3.1.3]). Since
A in (19) has the property that A† A = IN , and since the k-th column of AM is
Amk, we see that choosing g(M) to be a function of the lengths of the columns we
have p(M) = p(AM). Making use too of (18) shows that in this circumstance the
Blaschke–Petkantschin formula reduces to∫
Mβn×N
g(M) (dM)
=
N
∏
i=1
σβ(n−i+1)
σβ(N−i+1)
∫
MβN×N
g(M)
(
det M† M
)β(n−N)/2
(dM) (31)
(cf. (15)).
A simple example depending only on the lengths of the columns is when
g(M) =
N
∏
i=1
p(‖mi‖). (32)
Let us normalise g(M) for M ∈ MN×N by requiring that∫
(Fβ)N
p(‖m‖)dm = σβN
∫ ∞
0
rβN−1 p(r)dr = 1,
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where the first equality follows by converting to polar coordinates. So if we choose
p(r) to be uniform for 0 < r < 1 and zero for r > 1, to be correctly normalised we
should set
p(r) =
βN
σβN
χ0<r<1, (33)
where χS = 1 for S true and χS = 0 otherwise. And requiring each mi to have
length unity is achieved by choosing
p(r) =
1
σβN
δ(1− ‖m‖). (34)
Also of interest is the Gaussian distribution
P(M) =
( 1
pi
)βN2/2
e−Tr M
† M :=
( 1
pi
)βN2/2
e−∑
N
l=1 ‖ml‖2 (35)
(this in the real quaternion case Tr is defined as 12 its usual value; cf. (10)) for which
p(r) =
( 1
pi
)βN/2
e−r
2
. (36)
The corresponding moments of det M† M can be read off from (31).
Proposition 8. Let the PDF of the N × N matrix M be of the form (32) with p(r)
specified by (52). We have, for mi ∈ (Fβ)N , (i = 1, . . . , N), and q such that both sides
are well defined
( βN
σβN
)N ∫
‖mi‖≤1
|det M|q (dM) =
N
∏
i=1
σβ(N−i+1)
σβ(n−i+1)
(Nσβn
nσβN
)N∣∣∣∣
n=N+q/β
(37)
and
( 1
σβN
)N ∫
‖mi‖=1
|det M|q (dM) =
N
∏
i=1
σβ(N−i+1)
σβ(n−i+1)
( σβn
σβN
)N∣∣∣∣
n=N+q/β
. (38)
In the Gaussian case (35),
( 1
pi
)βN2/2 ∫
(Fβ)N
e−∑
N
l=1 ‖ml‖2 |det M|q (dM)
=
N
∏
i=1
σβ(N−i+1)
σβ(n−i+1)
( 1
pi
)βN(N−n)/2∣∣∣
n=N+q/β
. (39)
Proof. The only point that remains is to justify extending from values q = (n−N)β
with n ∈ Z≥0 to the general values of q. This can be done by appealing to Carlson’s
theorem (see e.g. [7, Prop, 4.1.4]), which tells is that if two functions, analytic in
the right half plane, agree at the integers and are bounded by O(eµ|z|), µ < pi, in
this region then the functions are identical. 
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Remark 9. In the real case (35) corresponds to a result of Wilks [25]; the method of
derivation presented here is that of [17]. For each β = 1, 2 and 4 both (38) and (39)
can be found in [21], where the derivation made use the Jacobian for a QR type
decomposition; see also [14, 15]. Introducing polar coordinates mi = riqi when
‖qi‖ = 1 in (46), the dependence on ri can be integrated out and, after use of the
explicit formula for σl below (14), (38) reclaimed. This same procedure can be
used in (37) to provide another derivation of (38).
Remark 10. Differentiating both sides of (37)–(35) with respect to q and setting
q = 0 provides us with the evaluation of 〈log |det M|〉. In the Gaussian case, this
average has appeared before, in the context of calculating the Lyapunov exponents
for the random matrix product
Lt = M(t)M(t−1) · · ·M(1), (40)
where each M(j) is chosen from the distribution of M [19, 8, 9]. In relation to this
problem, one recalls from the multiplicative ergodic theorem of Oseledec that the
limiting matrix VN := limt→∞(L†t Lt)1/(2t) is well defined. The eigenvalues of VN
are all non-negative, and when written in the form {eµl}Nl=1, the exponents µl are
the Lyapunov exponents. Let u be a unit vector. In the case that each column of
M(j) in (40) depends only on its length, the distribution of u† M(j) is independent
of u, and a result of Raghunathan relating to the partial sums of the Lyapunov
exponents tells us that in this setting
N
∑
i=1
µi = 〈log |det M|〉. (41)
The results of Proposition 8 when used in the RHS of (15) provide us with an
extension of the moment formulas to now apply to det M† M when M = [mnk ]
N
k=1
is an n× N matrix with entries with entries in Fβ. In the real case, this was first
noticed and made explicit in [16].
Corollary 11. With M specified as above, let MN = [mNk ]
N
k=1 correspond to the N × N
case. Let the notation 〈·〉# refer to the expectation with respect to the PDF relating to #.
Set Aβ,n,N = ∏Ni=1 σβ(n−i+1)/σβ(N−i+1). We have〈
(det M† M)h/2
〉
‖mnk ‖≤1
= Aβ,n,N
( nσβN
Nσβn
)N〈|det MN |h+β(n−N)〉‖mNk ‖≤1〈
(det M† M)h/2
〉
‖mnk ‖=1
= Aβ,n,N
(σβN
σβn
)N〈|det MN |h+β(n−N)〉‖mNk ‖=1〈
(det M† M)h/2
〉
Gn
= Aβ,n,N
( 1
pi
)βN(n−N)/2〈|det MN |h+β(n−N)〉
GN
,
where in the final equation the subscripts Gn and GN refer to the Gaussian distribution
on M and MN .
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Remark 12. Generally, for a bounded convex set K ∈ RN , and with BN the unit
N-ball, Steiner’s formula gives a polynomial expansion for the volume of the
particular smoothing of K defined by Minkowski addition according to K + rBN .
Thus [23]
volN(K + rBN) =
N
∑
k=0
rN−kκN−kVk(K), r > 0,
where κk = 1kσk is the volume of Bk, and Vk(K) is the so-called k-th intrinsic volume
of K, given by
Vk(K) =
(
N
k
)
κN
κkκN−k
∫
A∈Gβ=1k,N
〈
volk(ΠA(K)
〉
ΠA∈Gk,N
dωβ=1N,n , (42)
with ΠA(K) denoting the orthogonal projection of K onto the random subspace A.
With K the parallelepiped formed by the columns of an N × N random matrix M,
and with the distribution of the columns of M dependent only on the lengths, we
have 〈〈
volk(ΠA(K)
〉
ΠA∈Gβ=1k,N
〉
K
=
〈
(det MTk Mk)
1/2
〉
Mk
, (43)
where Mk is the N × k truncation of M to the first k columns. The average on
the RHS of (43) can be read off from Corollary 11 with k = 1, β = 1, n 7→ N and
N 7→ k. Substituting in (42) gives, for the Gaussian case,〈
Vk(K)
〉
GN
=
(
N
k
)
κN
κkκN−k
pik/2
σN−k+1
σN+1
. (44)
4.3. Moments of Determinants — An Affine Setting. In the real case D :=
|det M| is equal to the volume of the parallelpiped formed by the columns of
M, or equivalently is N! times the volume of the simplex with vertices formed
by columns of M together with the origin. It is an elementary fact that D with
M˜ = [mNk −mN0 ]Nk=1 is equal to N! times the volume of the simplex with vertices
given by {mNk }Nk=0 [15]. This geometric interpretation has motivated a number
of studies into the moments of D with M˜ of this structure and {mNk }Nk=0 chosen
according to certain probability distributions [11, 16, 22, 15]. The primary tool is
the affine Blascke–Petkantschin decomposition of measure (25) in the real case.
Following the method of derivation from [16], we can extend these computations
to the complex and real quaternion cases, thus obtaining an affine analogue of
Proposition 8.
Proposition 13. Let the N × N matrix M be defined in terms of vectors {mNk }Nk=0,
mNk ∈ (Fβ)N , (k = 0, . . . , N), by M˜ = [mNk −mN0 ]Nk=1. Define the Euler beta function
by
B(x, y) =
∫ 1
0
tx−1(1− t)y−1 dt = Γ(x)Γ(y)
Γ(x + y)
. (45)
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For values of q such that both sides are well defined we have( βN
σβN
)N+1 ∫
‖mNi ‖≤1
|det M˜|q (dmN0 ) · · · (dmNN)
=
2
σβ(n−N)B(
β
2 (n− N), β2 N(n + 1) + 1)
N
∏
i=1
σβ(N−i+1)
σβ(n−i+1)
(Nσβn
nσβN
)N+1∣∣∣∣
n=N+q/β
,
(46)
( 1
σβN
)N+1 ∫
‖mNi ‖=1
|det M˜|q (dmN0 ) · · · (dmNN)
=
2
σβ(n−N)B(
β
2 (n− N), β2 N(n + 1) + 1)
N
∏
i=1
σβ(N−i+1)
σβ(n−i+1)
( σβn
σβN
)N+1∣∣∣∣
n=N+q/β
, (47)
and( 1
pi
)βN(N+1)/2 ∫
mNl ∈(Fβ)N
e−∑
N
l=0 ‖mNl ‖2 |det M˜|q (dmN0 ) · · · (dmNN)
=
(N + 1
pi
)β(n−N)/2 N
∏
i=1
σβ(N−i+1)
σβ(n−i+1)
( 1
pi
)β(N+1)(N−n)/2∣∣∣∣
n=N+q/β
. (48)
Proof. Consider the affine Blascke–Petkantschin decomposition of measure (25).
Multiply both sides by ∏Ni=0 p(‖vni ‖), where p(‖vn‖) is normalised to integrate to
unity. Making use of (18) and (26) we see that then
1 =
N
∏
i=1
σβ(n−i+1)
σβ(N−i+1)
∫
vNk ∈(Fβ)N+1
(dvN0 ) · · · (dvNN)
∫
dS⊥,βn−N
×
N
∏
i=0
p((‖vNi ‖2 + ‖r‖2)1/2) |det[vNk − vN0 ]Nk=1|β(n−N). (49)
From the meaning of r given in the text below (24), we have ‖r‖ = r, with
r appearing in the polar decomposition of S⊥,βn−N according to the infinitesimal
formula
dS⊥,βn−N = r
β(n−N)−1dr (U†1 dU1), (50)
where U1 ∈ V β1,n−N . Substituting (50) in (49) we see that the integrand is inde-
pendent of U1. Integrating over this quantity by making use of (14) with N = 1,
n 7→ n− N, we read off from (49) that
∫
vNk ∈(Fβ)N+1
(dvN0 ) · · · (dvNN)
∫ ∞
0
dr rβ(n−N)−1
N
∏
i=0
p((‖vNi ‖2 + ‖r‖2)1/2)
× |det[vNk − vN0 ]Nk=1|β(n−N) =
1
σβ(n−N)
N
∏
i=1
σβ(N−i+1)
σβ(n−i+1)
. (51)
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Let us now specify to the choice of p(‖vn‖) to be uniform on ‖vn‖ ≤ 1, by
choosing
p(x) =
βn
σβn
χ0<x<1, (52)
(cf. (52)). The integration over vNk ∈ (Fβ)N+1 is now restricted to ‖vNk ‖2 ≤ 1− r2,
and with this done ∏Ni=0 p((‖vNi ‖2 + ‖r‖2)1/2) can be replaced by (βn/σβn)N+1.
Now introduce the scaled variables mNk according to v
N
k = (1− r2)1/2mNk . The
LHS of (51) then reads
( βn
σβn
)N+1 ∫
‖mNk ‖≤1
(dmN0 ) · · · (dmNN) |det M˜|β(n−N)
×
∫ 1
0
dr rβ(n−N)−1(1− r2)βN(n+1)/2.
The integration over r thus factorises and is furthermore, after a simple change of
variables, an example of the Euler beta integral (45). The result (46) now follows.
The derivation of (47) is very similar, starting with p(x) = (1/σβn)δ(x− 1). The
key step is to change variables ‖vNk ‖2 = s2k − r2, which allows the dependence on
sk and r to be integrated out.
As our third and final choice of p(‖vn‖) we set
p(x) =
( 1
pi
)βn/2
e−x
2
(cf. (36)). The LHS of (51) then reads
( 1
pi
)βn(N+1)/2 ∫
mNk ∈(Fβ)N+1
(dmN0 ) · · · (dmNN) e−∑
N
i=0 ‖mi‖2 |det M˜|β(n−N)
×
∫ ∞
0
dr rβ(n−N)−1e−(N+1)r
2
,
which implies (48), after noting 2/(σsΓ(s)) = pi−s.

Remark 14. In relation to Proposition 8 we remarked that the result for the uniform
distribution on ‖mNi ‖ = 1 could be deduced from either of the results for the
uniform distribution on ‖mNi ‖ ≤ 1 or the Gaussian distribution. Notwithstanding
the relationship between (37) and (38) being analogous to that between (46) and
(47), due to the different meaning of M in Proposition 13 we have not been able to
deduce (47) as a corollary of the other results.
Remark 15. Setting q = β in (46) and simplifying gives
〈
|det M˜|β
〉
‖mNk ‖≤1
=
Γ( β2 (N + 1)
2 + 1)Γ( β2 (N + 1))
Γ( β2 )Γ(
β
2 N(N + 2) + 1)
(
Γ( β2 N + 1)
Γ( β(N+1)2 + 1
)N+1
. (53)
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For β = 1 this can be expressed in terms of binomial coefficients according to
1
N!σN
〈
|det M˜|
〉
‖mNk ‖≤1
= 2−N
(
(N + 1)
(N + 1)/2
)N+1/( (N + 1)2
(N + 1)2/2
)
, (54)
which is a formula due to Kingman [11] and highlighted in [12] and [24, End of
Ch. 5].
The substitution q = β in the Gaussian case (48) gives
1
N!
〈
|det M˜|β
〉
(mNk )i,β∈N[0,1/
√
2]
=
(N + 1)β/2
N!
Γ( β2 (N + 1))
Γ( β2 )
. (55)
With β = 1 this is equivalent to a result contained in Efron [5]; see also the review
section of [13].
Analogous to Corollary 11, we can use knowledge of the averages in Proposition
13, together with Corollary 6, to specify moments of det M˜† M˜ when M˜ = [mnk −
mn0 ]
N
k=1, and thus of size n× N. This extends the working of [16] in the real case.
Corollary 16. With M˜ specified as above, let M˜N = [mNk −mN0 ]Nk=1 correspond to the
N × N case. We have〈
(det M˜† M˜)h/2
〉
‖mnk ‖≤1
=
〈
|det M˜N |h+β(n−N)
〉
‖mNk ‖≤1
/〈
|det M˜N |β(n−N)
〉
‖mNk ‖≤1〈
(det M˜† M˜)h/2
〉
‖mnk ‖=1
=
〈
|det M˜N |h+β(n−N)
〉
‖mNk ‖=1
/〈
|det M˜N |β(n−N)
〉
‖mNk ‖=1〈
(det M˜† M˜)h/2
〉
Gn
=
〈
|det M˜N |h+β(n−N)
〉
GN
/〈
|det M˜N |β(n−N)
〉
GN
where in the final equation the subscripts Gn and GN refer to the Gaussian distribution
on M˜ and M˜N .
The simplest case is when N = 1. Then det M˜† M˜ = ‖mn1 −mn0‖2, which is
thus the squared Euclidean length between the two vectors mn1 and m
n
0 . This must
be a function of the combination βn, and h, only since the modulus squared of
a complex and real quaternion number is equal to the square of β real numbers
(β = 2, 4). Indeed we can check from Proposition 13 that this property holds true.
For example, in the Gaussian case with N = 1〈
(det M˜† M˜)h/2
〉
Gn
= 2h/2
Γ((βn + h)/2)
Γ(βn/2)
.
Note from this that the distribution of ‖mn1 −mn0‖2 is therefore equal to the Gamma
distribution Γ[βn/2− 1, 1/2]. This can be anticipated, as with each independent
real component of mn1 and m
n
0 distributed as N[0, 1/
√
2], their difference is dis-
tributed as N[0,1], so the problem reduces to asking for the sum of the square of
βn standard real Gaussians.
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