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Abstract
Vassiliev’s spectral sequence for long knots is discussed. Briefly speaking we study what
happens if the strata of non-immersions are ignored.
Various algebraic structures on the spectral sequence are introduced. General theorems
about these structures imply, for example, that the bialgebra of chord diagrams is polynomial
for any field of coefficients.
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1 Introduction
1.1 Bialgebra of chord diagrams. Knots and framed knots
Bialgebra of chord diagrams B0 is the dual space to the spaceW0 of weight systemes associated to
finite type knot invariants, cf. [3]. B0 is described as a space spanned by chord diagrams on a circle
and quotiented out by 4-term relations (4T ) and by one-term relations (1T ). It is also natural
to consider a similar bialgebra B which is obtained by taking a quotient only by 4T -relations.
Bialgebra B is the dual space to the spaceW of weight systems associated to finite type invariants
of framed knots1. These bialgebras are almost the same. One has:
B ≃ B0 ⊗ Z[Θ] (1.1)
where Z[Θ] is a polynomial bialgebra with the only primitive generator Θ which is the only 1-chord
diagram
❧
.2
∗Partially supported by the grants NSH-1972.2003.01
1For example, weight systems associated to representations of compact Lie algebras respect only 4T -relations.
The corresponding quantum invariants are defined on framed knots, cf. [18].
2Over Q this is proven in [3]. Over Z this is a consequence of Proposition 6.3.8 in [21]. Splitting (1.1) is also a
consequence of Theorem 5.1, see below.
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In this paper we will consider spaces Embd, d ≥ 3, (sometimes we will write simply Emb)
of long knots, i.e. spaces of smooth embeddings R1 →֒ Rd coinciding with a fixed linear map
outside some compact set of R1. For d ≥ 4, this space is connected (and even simply connected).
The connected components of Emb3 define isotopy classes of long knots which are in one-to-one
correspondence with the isotopy classes of usual knots. Analogously the bialgebra B0 (or B) of
chord diagrams on a circle and the corresponding bialgebra on a line coincide. This fact is a
consequence of 4T -relations.
= mod 4T.
Figure 1: Example of a chord diagram on the line
For the spaces Embd, d ≥ 4, the bialgebra B0 is a subbialgebra of the homology bialgebra
H∗(Embd), cf. [8, 9].
3
1.2 Approach of V. Vassiliev. Ignoring strata of non-immersions
Historically, the finite type knot invariants, weight systems and the bialgebra of chord diagrams
appeared in the approach of V. Vassiliev of studying the spaces of knots, cf. [35, 37]. Following
V. Vassiliev, space Embd is an open everywhere dense subset in the infinite-dimensional affine
space Rωd of all smooth maps R1 → Rd coinciding with a fixed linear map outside some compact
set of R1. The complement Σd = R
ωd \ Embd of this open subset is called the discriminant space
or simply discriminant. It consists of maps having self-intersections and/or singularities. The idea
of Vassiliev is to use the Alexander duality:
H˜∗(Embd) ≡ H˜
∗(Rωd \ Σd) ≃ H˜ωd−∗−1(Σ¯d),
and express cohomogy classes of Embd as linking number with appropriate chains (of finite codi-
mension) lying in the one-point compactification Σ¯d of the disriminant
4.
The main tool of V. Vassiliev is a spectral sequence associated to a natural filtration of resolution
of Σd. For d ≥ 4, this spectral sequence does compute the cohomology groups of Embd.
Notation 1.1. In this paper we will consider several spaces which are also complements to dis-
criminants in some affine functional spaces. The spectral sequence obtained by the above method
will be called Vassiliev spectral sequence associated to the corresponding space. 
In Vassiliev’s approach, chord diagrams correspond to strata of maps f : R1 → Rd in Σd having
a finite number of double self-intersections. 4T -relations and 1T -relations correspond respectively
to triple self-intersections and degeneration of the first differential. So, the rejection of the 1T -
relations can be viewed as ignoring of strata of non-immersions in the discriminant. But note that
the strata of non-immersions lie in the closure of the strata of immersions. So, we speak only about
some formal ignoring of the above strata in our algebraic spectral sequence calculations.
In [32] we described complex T∗D (sometimes we will denote it by T∗D
d when we will need
to emphasize the ambient dimension d) which is quasi-isomorphic to the E0 term of the Vassiliev
spectral sequence and serves to simplify the calculation of the first term. One can recover this
complex even in [35], but it is not defined explicitly there. One is referred to use the results of [36]
3To be precise in the case of even d, bialgebra B0 must be replaced by some its non-trivial super-analogue. Bialge-
bra structure on H∗(Embd) is induced by H-space structure of Embd, multiplication of knots being concatenation.
4We refer the reader to [35, 37] for rigorous statements.
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to construct this complex. In [32] we defined also a quotient-complex T D of T∗D spanned by the
diagrams corresponding to strata of immersions.
The main aim of this paper is to describe how the homology of T∗D is related to that of T D.
Theorem 5.1. Complex T D is quasi-isomorphic to the tensor product T∗D ⊗ Z, where Z is a
complex computing the cohomology of Ω2Sd−1. 
Bialgebra B (resp. B0), is a subspace of the homology of the complex dual to T D
odd (resp.
T∗D
odd). So, Theorem 5.1 is a non-trivial higher (co)homology generalization of (1.1). Indeed,
splitting (1.1) is a consequence of the Kunneth formula. Note, that the Tor-part of the Kunneth
formula is absent in the bigradings of B (resp. B0). In the above theorem Θ is interpreted as a
generator of Hd−3(Ω
2Sd−1) ≃ Z.
In the case when d is even, Theorem 5.1 implies an analogous splitting:
B˜ ≃ B˜0 ⊗
(
Z[Θ]/[2Θ2=0]
)
.
B˜ (resp. B˜0) designates the super-analogue of B (resp. B0), cf. [30, Section 35.2], [31, Section 6].
Note that Θ is now of odd degree, and Z[Θ]/[2Θ2=0] is the free super-commutative algebra over
Z of one odd generator.
1.3 Main results
As we mentioned in the previous subsection, Theorem 5.1 is the main result of the paper. Other
results are given by Theorems 10.2, 10.4, 12.3 and Corollaries 12.4, 12.6. Theorems 10.2, 10.4
are given without proof and present results of calculations. We give there explicit combinatorial
formula in the spirit of [38, 39] for some non-trivial cocycles of the space Emb+. Space Emb+ is
defined in the next section and is a “good replacement” for the space of framed knots. The results
of Section 12 show some freeness proprieties of the first term of the Vassiliev spectral sequence for
long knots. As a consequencethe the bialgebra of chord diagrams is a free polynomial bialgebra
for any field of coefficients (Corollary 12.6).
2 Homotopy fiber Emb+d
As we have mentioned in Section 1, the rejection of the 1T -relations (ignoring strata of non-
immersions) was always associated with the space Embframed3 of framed knots in R
3. It turns out
that this association is wrong when we want to consider higher (co)homology of the space Emb3
(or more generally of Embd). The space that should replace Emb
framed
d is the homotopy fiber
Emb+d of the inclusion Embd →֒ Immd, where Immd designates the space of long immersions, i.e.
immersions R1 → Rd with the fixed linear behavior at infinity.
The idea to consider the space Emb+ appeared first in [40, 27], where the authors studied
Goodwillie’s approach of calculus of embeddings, see also Section 11.
Theorem 2.1. D. Sinha [27]. The inclusion Embd →֒ Immd, d ≥ 3, is a homotopy trivial map,
and therefore its homotopy fiber Emb+d is weakly homotopy equivalent to the direct product
Emb+d ≃ Embd × ΩImmd ≃ Embd × Ω
2Sd−1.  (2.1)
Proof: The proof of D. Sinha is so simple that we repeat it. Immd is naturally mapped to ΩS
d−1:
it is defined by taking the direction of the derivative. It is an easy exercise to construct a homotopy
inverse to this map, and hence Immd is homotopy equivalent to ΩS
d−1. Consider the composite
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map Embd → ΩS
d−1. Let us show that is contractible. The contraction is defined as follows (the
parameter a ∈ [0,+∞] defines the homotopy):
f(t+ a)− f(t− a)
||f(t+ a)− f(t− a)||
,
where f ∈ Embd. 
We will see below that Theorem 5.1 is a manifistation of the homotopy splitting (2.1).
It is well known that Embframed3 is homotopy equivalent to Emb3 × Z. So, from Theorem 2.1
we see that the space Emb+3 is a good replacement for Emb
framed
3 on the level of isotopy classes:
π0(Emb
+
3 ) = π0(Emb3)× Z = π0(Emb
framed
3 ).
3 Emb+d from the point of view of Vassiliev theory
Space Emb+d can be regarded as a space of maps
g : [0, 1]× R→ Rd,
such that g(0,−) : R1 → Rd is an embedding (in Embd). g(1,−) is the fixed linear map, and
g(a,−) is an immersion (in Immd) for any a ∈ (0, 1). Space Emb
+
d is a Serre fibration over Embd.
Theorem 2.1 asserts that this fibration is homotopy trivial.
Space Emb+d is an open everywhere dense subset in the affine space of all maps g : [0, 1]×R→ R
d
verifying
1) g(1,−) is the fixed linear map;
2) g(a, t) = g(1, t) outside some compact subset of [0, 1]× R.
The complement Σ+d consists of maps such that g(0,−) is not an embedding or g(a,−) is not
an immersion for some a ∈ (0, 1).
The aim of this section is to define a new complex T ∗∗D which is quasi-isomorphic to T D.
Proposition 3.1. The defined below complex T ∗∗D is quasi-isomorphic to the E0 term of the
Vassiliev cohomological spectral sequence associated to the space Emb+d (see Notation 1.1). 
Sketch of the proof: This result is a standard application of Vassiliev’s theory of discriminants,
cf. [37]. To be precise complexe T ∗∗D is obtained as follows:
First, one considers simplicial resolution σ+d of Σ
+
d . Second, σ
+
d has a natural filtration, that
defines a spectral sequence (Vassiliev spectral sequence). Third, we introduce an auxiliary filtration
in the terms of the main filtration in order to compute the first term of the main spectral sequence.
The auxiliary spectral sequence asociated to the auxiliary filtration collapses in the second term.
Its first term is exactly our complex T ∗∗D. 
The space of the complex T ∗∗D is spanned by T
∗
∗ -diagrams and quotiented out by 3-term
relations (these relations are the Arnol’d’s relations appearing in the cohomology of configuration
spaces, cf. [2]).
Definition 3.2. Any T ∗∗ -diagram is the following set of data:
1) n ≥ 0 points t1 < t2 < . . . < tn on the line R
1. We will call them active points of the
diagram.
2) A set of oriented chords joining these points. Each chord joins two distinct active point of
the diagram. Two distinct points are joined by no more then one chord (no multiple edges).
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3) From each active point we draw up a vertical half-line. On each half-line we fix some number
of points and put an asterisk in each of them. The asterisks can coincide with the active points
of the diagram or can be over them. The asterisks of the first type will be called bottom asterisks;
the asterisks of the second type will be called top asterisks.
4) We demand that each active point is adjacent to a chord, or its half-line contains at least
one asterisk.
5) We demand that if we remove the line R1, all the half-lines and all the asterisks, the remaining
graph would be a forest, i.e. a disjoint union of trees. 
∗
∗
∗
∗
∗
∗
∗
s✠ (3.1)
Later on we will also need to consider generalized T ∗∗ -diagrams.
Definition 3.3. A generalized T ∗∗ -diagrams is the same set of data as a T
∗
∗ -daigram except that
we demand no more Condition 4). In other words we permit active points without asterisks and
without adjacent chords. 
Each digram is oriented by ordering of its orienting set. The orienting set consists of the
following objects:
1) Active points t1, . . . , tn.
2) Points aji , 1 ≤ i ≤ n, on half-lines containing top asterisks (usually we count them from top
to bottom).
3) Elements αij corresponding to oriented chords joining ti with tj .
4) Elements α∗i corresponding to bottom asterisks.
5) Elements α∗ji corresponding to top asterisks.
The elements 1)-2) are of degree−1, elements 3)-5) are of degree d−1. Orientation of a diagram
is a monomial including all the elements 1)-5). For example, orientation of (3.1) can be given by
the following monomial:
t1t2t3t4t5a31a32a51a52α14α43α
∗
1α
∗
2α
∗1
1α
∗1
3α
∗2
3α
∗1
4α
∗2
4.
Changing of order of the elements in the orienting monomial is equivalent to multiplication by ±1
according to the standard graded commutativity rule.
Space of the complex T ∗∗D is spanned by the above diagrams and quotiented out by the relations:
αij = (−1)
dαji,
changing of orientation of a chord is equivalent to multiplication by (−1)d; and by the (Arnol’d)
relations:
αijαjk + αjkαki + αkiαij = 0.
This relation means that the sum of three diagrams which are almost the same except two chords
(and these two chords are respectively αij , αjk for the first diagram; αjk, αki for the second one;
and αki, αij for the third one) is zero.
The space of T ∗∗ -diagrams is bigraded: by complexity i — total number of chords and asterisks
(elements 1)-3)), and by the number j of geometrically distinct points — total number of active
points and top asterisks (elements 1)-2)). Complexity i is the “complexity” of the corresponding
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strata of Σ+d . Number j is the number of the “degree of freedom” of the diagram. Bigrading (p, q)
of the Vassiliev spectral sequence is related to this bigrading as follows:
p = −i, q = id− j. (3.2)
The corresponding cohomology degree p + q = i(d − 1) − j, i.e. the total degree of the orienting
monomial.
We will see that differential ∂ of T ∗∗D conserves the first grading i and diminishes by one the
second grading j. Differential ∂ is a sum
∂ = ∂h + ∂v,
where ∂v corresponds to vertical gluings, ∂h — to horizontal gluings.
The part ∂v is the sum over all top asterisks near to the line R
1, which approach this line and
become bottom asterisks:
∂v
(
∗
∗ ∗ ∗
∗
q
)
= ±
∗
∗ ∗ ∗
∗
q ± ∗
∗
∗
∗
∗
q
If an active point contained already a bottom asterisk, such a gluing gives zero. Orientation of
a diagram of the border is obtained by putting the element aji (corresponding to the asterisk
approaching the line) to the first place in the orientation monomial (this gives a sign) and then
removing it.
The horizontal part ∂h of the differential is the sum over all possible gluings of couples of
neighbor active points (ti, ti+1) in the diagram. If ti and ti+1 where joined by a chord αi,i+1 (resp.
αi+1,i), then this chord becomes bottom asterisk α
∗
i (resp. (−1)
dαi) unless ti or ti+1 contained
already an asterisk. In the latter case the gluing gives zero. A gluing gives zero also in two cases:
1) both points ti and ti+1 contain asterisks; 2) the case when ti and ti+1 are not joined by a chord
but by a sequence of chords, since such a gluing provides a graph whose one connected component
is no more a tree.
If ti and ti+1 contained respectively k and n top asterisks, then after the gluing the half-lines
collide, and the result is a sum over
(
k+n
k
)
possible shuffles of these top asterisks:
∂h
(
q∗2
∗1 ∗3
)
=
∗
∗
∗
∗
3
2
1
+
∗
∗
∗
∗
2
3
1
+
∗
∗
∗
∗
2
1
3
Obviously, the obtained diagram is always the same for all the shuffles. The calculation of signs
shows that this diagram is obtained with the coefficient
(
k+n
k
)
(−1)d
, where
(
k + n
k
)
1
=
(
k + n
k
)
;
(
k + n
k
)
−1
=


0, k and n are odd;(
[ k+n2 ]
[ k2 ]
)
, otherwise.
This notation is a partial case of the quantum binomial
(
k+n
k
)
q
, when q tends to ±1. The number(
k+n
k
)
−1
is the number of even shuffles minus the number of odd shuffles.
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The sign of the boundary diagram is obtained by placing ti on the first place of the orienting
monomial (this gives a sign) and then removing it.
This complex is a differential bialgebra. One defines the product as a shuffle of active points
of diagrams:
q ∗
∗
= q
∗
+ q
∗
+ ❥
∗
The coproduct is a coconcatenation:
∆
(
qq q
∗
∗ ∗
)
= qq q
∗
∗ ∗
⊗ + qq
∗
∗
⊗ q∗
+ ⊗ qq q
∗
∗ ∗
4 Derived complexes
In this section we define complexes T∗D, T D, T0D, Z as some quotient-complexes or subcomplexes
of T ∗∗D. These complexes were defined before in [32].
Definition 4.1. Complex T∗D is the subcomplex of T∗D spanned by the diagrams without top
asterisks
T∗D
  // T ∗∗D.
the corrisponding diagrams are called T∗-diagrams. 
Definition 4.2. Complex T D is the quotient-complex of T ∗∗D (and also of T∗D) by all diagrams
having at least one asterisk. The diagrams without asterisks are called T -diagrams. 
T∗D
  //
"" ""F
FF
FF
FF
F
T ∗∗D.
{{{{xx
xx
xx
xx
T D
Lemma 4.3. Projection T ∗∗D ։ T D is a quasi-isomorphism. 
Proof of Lemma 4.3: Consider a filtration in T ∗∗D by the number of active points. The degree
zero differential of the spectral sequence associated to this filtration is ∂v. So, the first term
(together with the differential on it) of this spectral sequence is the complex T D. By dimensional
reasons all the higher differentials are trivial (for any fixed complexity i the non-trivial groups of
the first term are concentrated on only one row). 
Definition 4.4. Complex T0D is a subcomplex of T D (and also of T∗D) spanned by T -diagrams
without chords joining neighbor active points. The corresponding diagrams are called T0-diagrams.

Remark 4.5. It is not evident from the definition that the obtained space forms a subcomplex of
T D or of T∗D. But it is so, and moreover T0D is quasi-isomorphic to T∗D, cf. [30, 32]. 
We have a commutative diagram of complexes:
T0D
  ∼ //
 _

T∗D _

T D T ∗∗D
∼oooo
. (4.1)
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Recall that differential ∂ of complex T ∗∗D is the sum ∂ = ∂h + ∂v. We will consider complex
(T ∗∗D, ∂h) whose space is the same space of T
∗
∗ -diagrams, but the differential is ∂h.
Definition 4.6. Complex Z is a subcomplex of (T ∗∗D, ∂h) spanned by diagrams having only top
asterisks (no chords, no asterisks). 
Remark 4.7. Z is a quotient-complex of T ∗∗D. 
Remark 4.8. All the above complexes are differential bialgebras, product and coproduct be-
ing inherited from T ∗∗D. All the above inclusions and surjections are morphisms of differential
bialgebras. 
Definition 4.9. Similarly to Definition 3.3 we define generalized T∗/T/T0-diagrams by allowing
active points without chords and without asterisks. 
5 Geometric interpretation of the complexes. Main result
Recall that complex T ∗∗D is quasi-isomorphic to the E0 term of the Vassiliev spectral sequence
associated to the space Emb+, see Proposition 3.1.
In the same way T∗D, resp. Z, resp. (T
∗
∗D, ∂h) are quasi-isomorphic to the E0 terms of the
Vassiliev spectrals sequences associated to the spaces Emb, resp. ΩImm ≃ Ω2(Rd \ {0}), resp.
Emb × ΩImm. For the first and the second complexes, see [37]. All these spaces are H-spaces
what explains why the above complexes are bialgebras. In the table below we resume the above
correspondence:
Space Emb+ Emb ΩImm Emb× ΩImm
Strata of im-
mersions in Σd
complex T ∗∗D T∗D Z (T
∗
∗D, ∂h) T D
complex
simplifying
computations
T D T0D T∗D ⊗Z T0D ⊗Z
The last entry is not a space, but describes the way how complex T D was initially obtained.
The main aim of this paper is to prove the following result, which was announced in [32,
Theorem 14.4]:
Theorem 5.1. As a differential bialgebra T D is quasi-isomorphic to T0D⊗Z (and to T∗D⊗Z).

In Section 8 we give an explicit formula for this quasi-isomorphism.
This result follows from Lemma 5.2 and Theorem 5.3.
Lemma 5.2. Morphism of differential bialgebras
µ : T∗D ⊗Z →֒ (T
∗
∗D, ∂h) (5.1)
is a quasi-isomorphism. (µ designates multiplication in the space of T ∗∗ -diagrams.) 
Proof of Lemma 5.2: An active point of a T ∗∗ -diagram will be called bottom if it does not contain
top astersik, and is adjacent to some chord or does contain a bottom asterisk. An active point will
be called top if it contains top asterisks, but does not contain a bottom one and is not adjacent
to any chord. A segment [ti, ti+1] is called admissible, where ti and ti+1 are two neighbor active
points, if one of the active points is bottom and another one is top. Consider a filtration in the
space of T ∗∗ -diagrams by the number of non-admissible segments of neighbor active points. The
first term of the associated spectral sequence (computing the homology of (T ∗∗D, ∂h)) together
with the first differential is complex T∗D ⊗ Z. It is easy to see that other higher differentials are
trivial. 
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Theorem 5.3. Differential bialgebra T ∗∗D is isomorphic to (T
∗
∗D, ∂h). 
In Section 7 we will construct this isomorphism:
I : (T ∗∗D, ∂h)
≃
−→ T ∗∗D. (5.2)
Remark-Corollary 5.4. It was nown that the homology bialgebra of T D and that of T∗D
even
are cocommutative for any field of coefficients. The reason for this is that the duals of T D and
of T∗D
even are Hochschild complexes for some operads, and therefore their homology algebras
are graded commutative for any ring of coefficients, cf. [30, Chapitre IV], [31], [32, Part II]. On
the contrary for T∗D
odd, the author conjectured that the homology bialgebra of its dual is not
commutative for some ring, cf. [31, Conjecture 9.2]. Theorem 5.1 gives a negative answer to this
conjecture. Indeed, as a consequence of this theorem the homology algebra of the dual of T∗D, for
any ring of coefficints, is a quotient algebra of the homology algebra of the dual of T D, and hence
is commutative. One gets as well that the homology bialgebra of T∗D
odd is cocommutative for any
field of coefficients. 
6 More algebraic structures
The aim of this section is to define more algebraic structures on the considered complexes. All
the morphismes of complexes respect these structures. Due to this it will be sufficient to define
isomorphism (5.2) on a smaller set of objects.
Definition 6.1. A divided product 〈D1, D2, . . . , Dn〉 of T
∗
∗ /T∗/T /T0-diagrams D1, D2, . . . , Dn is
the sum of those elements in the shuffle product D1 ∗D2 ∗ . . . ∗Dn that have the left-most point
of Di on the left from the left-most point of Di+1 for all i = 1, . . . , n− 1. 
We extend these operations as multilinear operations on the space of T∗-diagrams (resp. T -
diagrams and T0-diagrams).
We will denote by 〈 〉 the trivial diagram — the unit of algebras T ∗∗D, T∗D, T D and T0D.
Definition 6.2. Define binary operation
A  B := (−1)|A|+|B|−1(∂〈A,B〉 − 〈∂A,B〉 − (−1)|A|〈A, ∂B〉). 
If A and B are diagrams, then A  B is the sum of all diagrams obtained by gluing the left-most
active point of A with the left-most active point of B. Other active points and top asterisks over
left-most points are shuffled.
It is easy to see that
A  B = (−1)(|A|−1)(|B|−1)B  A; (6.1)
(A  B)  C = A  (B  C) (6.2)
Lemma 6.3.
∂〈A1, . . . , Aℓ〉 =
ℓ∑
i=1
(−1)|A1|+...+|Ai−1|〈A1, . . . , ∂Ai, . . . , Aℓ〉+
+
ℓ−1∑
i=1
(−1)|A1|+...+|Ai|−1〈A1, . . . , Ai  Ai+1, . . . , Aℓ〉. 
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Definition 6.4. For degree even elements (or for any elements in the case when the characteristics
of the main ring is 2) divided powers operations are defined as follows
x〈ℓ〉 := 〈x, . . . , x︸ ︷︷ ︸
ℓ
〉, ℓ = 0, 1, 2, . . . . 
Lemma 6.5. Each of the complexes T ∗∗D, T∗D, T D, T0D, (T
∗
∗D, ∂h), Z is a differential Hopf
algebra with divided powers. 
Proof: It is a direct check of the axioms of Hopf algebra with divided powers, cf. [1], and also of
the axiom
∂x〈l〉 = ∂x · x〈l−1〉. (6.3)
Recall that these axioms say that operations x 7→ x〈l〉 must behave in the same way (with respect
to the sum, product, coproduct and differential) as operations x 7→ x
n
n! in a differential graded
commutative polynomial bialgebra defined over Q. For instance, let us prove (6.3). Note, that x
is of even degree (or of any degree if characteristics is 2). It can be easily seen that x  x = 0 in
the above case. Applying Lemma 6.3 one gets the result. 
Definition 6.6. Let A1, . . . , Aℓ be generalized T
∗
∗ -diagrams, and D be a generalized T∗-diagram
with exactly ℓ points. Define
〈A1, . . . , Aℓ|D〉 (6.4)
as follows. Suppose t1 < t2 < . . . < tℓ are the active points of D. If for some i = 1, . . . , ℓ the
i-th active point ti of D and the left-most point of Ai contain both bottom asterisk, then (6.4) is
defined as zero. Otherwise (6.4) is the sum of the diagrams obtained by the following recipe
1) chose a digram A˜ in the sum 〈A1, . . . , Aℓ〉 (diagram A˜ is defined by a shuffle of active points
of the Ai, i = 1, . . . , ℓ);
2) glue (in the prescribed order) the active points t1, . . . , tℓ of D to the left-most active points
of A1, . . . , Aℓ in A˜.
3) orientation of the obtained diagram is given as follows: Orient D in the way that on the
first ℓ places its orienting monomial has t1, . . . , tℓ (this gives a sign). Then we remove this part
from the orienting monomial of D, and concatenate the orienting monomial of A˜ and the rest of
the orienting monomial of D. 
Recall, that
∂D = ∂hD =
l−1∑
i=1
∂iD,
where ∂i is the gluing of ti with ti+1.
The following two lemmas are easy to verify.
Lemma 6.7.
∂〈A1, . . . , Aℓ|D〉 =
ℓ∑
i=1
(−1)|A1|+...+|Ai−1|〈A1, . . . , ∂Ai, . . . , Aℓ|D〉+
+
ℓ−1∑
i=1
(−1)|A1|+...+|Ai|−1〈A1, . . . , Ai  Ai+1, . . . , Aℓ|∂iD〉. 
Lemma 6.8. Assertions of Lemmas 6.3 and 6.7 hold if ∂ is replaced by ∂h. 
10
7 Isomorphism I : (T ∗∗D, ∂h)→ T
∗
∗D
Now we are ready to describe isomorphism (5.2). Define I to be the identity on T∗D ⊂ (T
∗
∗D, ∂h).
Let us define I on Z ⊂ (T ∗∗D, ∂h). Denote by Zk the diagram:
Zk = ∗
∗
∗
k
.
.
.
2
1
(7.1)
oriented by the monomial
t1(α
∗1
1a
1
1)(α
∗2
1a
2
1) . . . (α
∗k
1a
k
1).
Obviously, Zk is a cycle in Z:
∂hZk = 0. (7.2)
Note also, that
∂Zk = ∂vZk = (−1)
dkZk−1  ⋆, (7.3)
where ⋆ designates the diagram
⋆ = ∗
oriented by t1α
∗
1.
Denote by Zˆk the diagram
Zˆk = ❫ ❫ ❫ ❫. . .
0 1 2 k
(7.4)
oriented by the monomial t0(α01t1) . . . (α0ktk).
It is easy to see that
∂Zˆk = (−1)
d−1
⋆  Zk−1. (7.5)
Define
I(Zk) :=
k∑
i=0
Zk−i  Zˆi. (7.6)
I(Z2) = I
(
∗
∗
)
= ∗
∗
+
❘
∗ +
❘❘
Z0 = Zˆ0 designates in (7.6) and in the sequel the generalized diagram
Z0 = Zˆ0 =
with the only active point, without asterisks and without chords.
Lemma 7.1. ∂I(Zk) = 0 = I(∂hZk). 
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Proof: Consequence of (7.3), (7.5) and also of proprieties (6.1), (6.2) of . 
Any diagram of Z is of the form 〈Zk1 , . . . , Zkℓ〉. Define
I
∣∣
Z
: Z →֒ T ∗∗D (7.7)
by
I : 〈Zk1 , . . . , Zkℓ〉 7→ 〈IZk1 , . . . , IZkℓ〉 (7.8)
Lemma 7.2. (7.7) is a morphism of differential Hopf algebras with divided powers. 
Proof: The most difficult is to prove that it is a morphisme of complexes. As a consequence of
Lemmas 6.3, 6.8, 7.1, it is sufficient to prove that
I(Za  Zb) = I(Za)  I(Zb),
for any integers a, b > 0.
Note, that Za  Zb =
(
a+b
a
)
(−1)d
Za+b, and Zˆa  Zˆb =
(
a+b
a
)
(−1)d
Zˆa+b. The rest is a calculation.

Now, we are ready to define I on the whole complex (T ∗∗D, ∂h). Let D be any T
∗
∗ -diagram with
ℓ active points, then D can be uniquely presented in the form
D = 〈Zk1 , . . . , Zkℓ |Dbottom〉,
where ki ≥ 0, i = 1, . . . , ℓ, and Dbottom is a generalized T∗-diagram, see Definition 4.9. In fact
Dbottom is obtained from D by removing all top asterisks; ki is the number of top asterisks over
i-th active point of D.
We define
I(D) = I〈Zk1 , . . . , Zkℓ |Dbottom〉 := 〈IZk1 , . . . , IZkℓ |Dbottom〉.
Note for example, that I(D) = D, if D ∈ T∗D.
Proposition 7.3. The above map
I : (T ∗∗D, ∂h)→ T
∗
∗D
is an isomorphism of differential Hopf algebras with divided powers. Moreover I respects operation
. 
Proof: It is easy to find a base in the space T ∗∗D in which the map I is triangular with units on
the main diagonal. So, I is an isomorphism of linear spaces. Lemmas 6.7, 6.8, 7.1 imply that I is
a morphism of complexes. The rest is a tedious check. 
8 Proof of Theorem 5.1
Let Zˆ designates a subcomplex of T D spanned by elements 〈Zˆk1 , . . . , Zˆkℓ〉, ki > 0, i = 1 . . . ℓ.
Obviously,
Iˆ : Z → Zˆ
is an isomorphism, where
Iˆ : 〈Zk1 , . . . , Zkℓ〉 7→ 〈Zˆk1 , . . . , Zˆkℓ〉.
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By abuse of the language let Iˆ designate the composition map Iˆ : Z ⊗ T0D → T D:
Z ⊗ T0D
Iˆ⊗id
// Zˆ ⊗ T0D
µ
// T D,
where µ is the shuffle product in T D.
Iˆ is the desired morphism. To see that Iˆ is a quasi-isomorphism we decompose it in a compo-
sition of quasi-isomorphisms:
Z ⊗ T0D
  ∼ // Z ⊗ T∗D
  µ // (T ∗∗D, ∂h)
I // T ∗∗D
∼ // // T D.
The first map is quasi-isomorphism by Remark 4.5; the second one — by Lemma 5.2; the third
one — by Proposition 7.3; the forth one — by Lemma 4.3. 
9 Inverse map I−1
The inverse map I−1 : T ∗∗D → (T
∗
∗D, ∂h) can be described explicitly.
Proposition 9.1. The inverse map I−1 is described as follows.
1) I−1(Zk) =
∑k
i=0(−1)
i+d i(i−1)2 Zk−i  Zˆi, k = 0, 1, 2, . . ..
2) For any diagram D ∈ T ∗∗D, I
−1(D) = I−1〈Zk1 , . . . , Zkℓ |Dbottom〉 =
〈I−1Zk1 , . . . , I
−1Zkℓ |Dbottom〉, ki ≥ 0, i = 1, . . . , ℓ, where Dbottom and ki’s are determined
by D as in Section 7. 
10 Upper diagonal of the spectral sequences
For a given complexity i, the number j of geometrically distinct points of a T -diagram can be in
the range:
i+ 1 ≤ j ≤ 2i.
As a consequence of (3.2), Lemma 4.3 and Remark 4.5, the first term of the Vassiliev spectral
sequence associated to Emb+ (and to Emb) is concentrated in the second quadrant between two
✲
✻❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
p
q
Figure 2: First term of the Vassiliev spectral sequence
13
half-lines:
q = −(d− 2)p lower line;
q = −(d− 1)p− 1 upper line.
(10.1)
The groups of the lower half-line (j = 2i) form the bialgebra B (resp. B0) of chord diagrams,
for odd d, and some its non-trivial super-analogue B˜ (resp. B˜0), for even d. The upper-diagonal
groups are described by the following theorem.
Theorem 10.1. [32] (i) Homology groups of T0D
d are trivial in the bigradings j = i+ 1.
(ii) Homology groups of T Dd in the bigradings (i, i+ 1) are as follows
d is even


Z, i = 1;
Zp, i = p
k, where p is any prime, k ∈ N;
0, otherwise.
d is odd


Z, i = 1, 2;
Zp, i = 2p
k, where p is any prime, k ∈ N;
0, otherwise.
As a generator one can choose diagram Zˆi, see (7.4). 
The proof of (i) is very simple, but the proof of (ii) was more tedious in [32]. We used there
the Dyer-Lashof-Cohen operations on the dual complex (which is Hochschild complex of (d − 1)-
Poisson algebras operad) to describe explicitly the dual cycles. Theorem 5.1 together with (i)
provides another proof of (ii).
Theorem 10.2. All the non-trivial upper-diagonal groups E
p,−(d−1)p−1
1 of the Vassiliev spectral
sequence computing the cohomology of Emb+d survive the higher differentials: E
p,−(d−1)p−1
∞ =
E
p,−(d−1)p−1
1 , and define non-trivial cohomology classes of the space Emb
+
d , d ≥ 3. 
Recall that Emb+d ≃ Emb × Ω
2Sd−1. The homology of Z is exactly H∗(Ω2Sd−1), see [37]5.
So, Theorem 5.1 says that for any field of coefficients E∗,∗1 (Emb
+
d ) ≃ E
∗,∗
1 (Embd)⊗H
∗(Ω2Sd−1).
It seems natural that this splitting would take place for higher terms Er of the Vassiliev spectral
sequence: E∗,∗r (Emb
+
d ) ≃ E
∗,∗
r (Embd)⊗H
∗(Ω2Sd−1). But we have no natural morphism between
spectral sequences, so we can not prove this splitting for higher r.
Our proof of Theorem 10.2 is an explicit geometric calculation of the higher differentials. The
technique that we use is that of [38, 39]. The main idea is as follows. One considers the geometrical
border of a higher differential. This defines a cycle in the smaller filtration term of the resolved
discriminant. It turns out that this cycle is always trivial. To see this one finds a proper chain
in the smaller filtration term, whose border is exactly this cycle. Doing it step by step one gets a
cycle in the resolved discriminant. Once this cycle is obtained, one considers its projection (from
the resolved discriminant) to the discriminant itself. The linking number with the cycle (which is
the image of the projection) is exactly the desired cohomology class. To be able to compute the
linking number, one finds a chain in the space Emb+d of non-singular maps whose border is the
latter cycle. Now, the cohomology class is defined as the intersecting number with the obtained
chain.
We will not describe all the steps of these calculations in the case of the upper diagonal cocycles,
but present straight away the obtained infinite-dimensional chains. So, we leave it as an exercise to
the reader to see that the technique of V. Vassiliev in [38, 39] provides exactly the result described
below.
5See also [14, 33, 34, 23, 32] where the homology groups of Z are computed.
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Before describing this result let us consider a simpler situation — that of the space ΩImm. The
first term of the Vassiliev spectral sequence associated to this space is concentrated in the same
sector, see Figure 2, and is formed by the homology groups of the complex Z. The lower diagonal
groups correspond to bigradings j = 2i, i.e. to diagrams with one asterisk over each active point:
∗ ∗ . . . ∗
The upper diagonal (j=i+1) corresponds to diagrams of Z with only one active point:
∗
∗
∗
.
.
.
The homology groups of Z in bigradings j = i+ 1 are described by (ii) of Theorem 10.1. So, any
diagram Zi defines a cycle (over Z) in the filtration σi \ σi−1 which is untrivial only if i = p
k (d
even) or i = 2pk (d odd). Denote by V (Zi) the cocycle of ΩImm obtained from Zi by the described
above procedure.
Theorem 10.3. The value of the cocycle V (Zi) on a generic cycle C in ΩImmd of dimension
i(d − 2) − 1 is equal to the number of points f ∈ ΩImmd of C (counted with appropriate signs),
such that for some t0 ∈ R
1, and some 1 > a1 > a2 > . . . > ai > 0 one has
f ′t(as, t0) = (−1)
s−1λs∂/∂x1,
for some λs > 0, s = 1 . . . i. 
The corresponding infinite dimensional chain (with which one takes intersecting number, see
above) can be represented by the diagram:
i = 3 i odd i even
q
q
q
 ✒ ✠
 ✒
q
q
q
q
 ✒
...
 ✒ ✠
 ✒
q
q
q
q
 ✠
...
 ✒ ✠
 ✒
where the arrow  ✒ (resp.  ✠ ) means that the derivative vector f ′t is directed “up” — in the
direction of the axis x1 (resp. “down” — in the opposite direcion to this axis). We suppose that
the direction ∂/∂x1 does not coincide with the direction of the fixed linear map.
The directions “up” and “down” alternate. It is done delibirately in order the corresponding
infinite dimensional chain would have a border only in the complement of ΩImmd.
Let us come back to the space Emb+. Denote by V (I(Zi)), i = p
k (d even), i = 2pk (d odd),
cocycles of Emb+ obtained by the similar procedure, cf. [38, 39].
Theorem 10.4. The value of the cocycle V (I(Zi)) on a generic cycle C in Emb
+
d of dimension
i(d − 2) − 1 is equal to the number of points f ∈ Emb+d of C (counted with appropriate signs)
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such that for some integer ℓ, 0 ≤ ℓ ≤ i, there exist points t0 < t1 < . . . < ti−ℓ in R, and points
a1 > a2 > . . . > aℓ in (0, 1) for which the following holds:
f ′t(as, t0) = (−1)
s−1λs∂/∂x1, 1 ≤ s ≤ ℓ,
f(0, tr)− f(0, t0) = (−1)
r+ℓ−1µr∂/∂x1, 1 ≤ r ≤ i− ℓ,
for some λs > 0, 1 ≤ s ≤ ℓ; µr > 0, 1 ≤ r ≤ i− ℓ. 
The corresponding infinite dimensional chain in Emb+ (with wich one counts the intersecting
number) can be represented as a sum of (i+ 1) diagrams. For example, for i = 3 this sum is:
q
q
q
 ✒ ✠
 ✒
+ q
q
 ✠
 ✒
 ❅❘
+ q ✒
 
 ❅
❅❘◗✑✰
+
 
  ❅❅❅❘✑✑◗◗✰❳③✘
A broken arrow from ti to tj means that the point f(tj) is “over” the point f(ti).
Note that the first summand of this chain is the chain from Theorem 10.3. So, the restriction
of the cocycle V (I(Zi)) on the space ΩImmd ⊂ Emb
+
d is exactly V (Zi).
The above chains are defined over Z, but if i 6= 1 (any d) and i 6= 2 (odd d), then the intersection
number with any Z-cycle is always zero. One should consider cycles over the corresponding cyclic
group Zp to obtain non-trivial intersections.
11 Approach of T. Goodwillie. Sinha’s spectral sequence
There is another and absolutely different approach to studying the spaces of embeddings. This
approach is an application of the “Calculus of Functors” — theory developped by T. Goodwillie.
Briefly speaking in this approach one “approximates” the space of knots by homotopy limits of
digrams of maps.
Dev Sinha used this method and showed that the space Embd, d ≥ 4, is the homotopy total-
ization of the cosimplicial space [C′d]
•:
[C′d]
0 //
// [C′d]
1oo
//
//
// [C′d]
2oo
oo //
//
////
. . . ,
whose n-th component [C′d]
n is the configuration space of distinct points with unit tangent vectors
in these points:
[C′d]
n =

 (x0, . . . , xn+1; v0, . . . , vn+1)
∣∣∣∣∣
xi ∈ [0, 1]×R
d−1, vi ∈ S
d−1, i = 0 . . . n+1;
x0=(0, 0¯), xn+1=(1, 0¯), v0=vn+1=(1, 0¯);
xi 6= xj , 0 ≤ i 6= j ≤ n+ 1

 .
To be precise [C′d]
n is some compactification of the above space, cf. [26].
Coface maps
di : [C
′
d]
k → [C′d]
k+1, i = 0 . . . k+1,
are defined as doubling of the i-th point in the configuration in the direction of the i-th tangent
vector vi.
Codegeneracy maps
si : [C
′
d]
k → [C′d]
k−1, i = 1 . . . k,
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are defined as forgetting of the i-th point.
In [26, Section 7], D. Sinha defined a spectral sequence computing the cohomology groups of
the homotopy totalization of [C′d]
• (i.e. of the space Embd). The first term E1 of Sinha’s spectral
sequence is exactly the complex T∗D
d. Sinha’s E1 term is the normalized part of the simplicial
algebra H∗([C′d]
•) formed by the cohomology algebras H∗([C′d]
k), k = 0, 1, 2, . . . Differential in
E1 is the alternated sum of d
∗
i (cohomology maps induced by cofaces di). ”Normalized part” is
the quotient complex (it is always isomorphic to the initial one) of the initial complex formed by
⊕n≥0H
∗([C′d]
n). The quotient is taken by the sum of images of maps s∗i .
In [27] D. Sinha considers a similar cosimplicial space [Cd]
•, which is a subspace of [C′d]
•, setting
all the unit tangent vectors vi to be (1, 0¯). Using homotopy limits’ proprieties, he shows that the
homotopy totalization of [Cd]
• is the homotopy fiber of the inclusion Embd →֒ Immd, i.e. our
space Emb+d . On the other hand, the first term of the analogous spectral sequence computing the
cohomology of the totalization is the complex T D, cf. [27, Section 7].
One has the following result.
Theorem 11.1. P. Lambrechts, I. Volic [19] For d ≥ 4, D. Sinha’s spectral sequences computing
the cohomology groups of Embd and of Emb
+
d collapse over Q in the second term. 
Corollary 11.2. For d ≥ 4, the Vassiliev spectral sequences computing the (co)homology of Embd
and Emb+d collapse over Q in the first term. 
The direct sum of all the components of a simplicial module form a complex, where the differ-
ential is the alternated sum of face maps. The homology of this complex is usually designated by
π∗ and is called the homotopy of the simplicial module, cf. [11, 12, 13].
The direct sum of all the components of a simplicial algebra forms a differential graded algebra.
Multiplication being defined via the map analogous to the Eilenberg-Zilber morphism. Recall that
the Eilenberg-Zilber map is the natural quasi-isomorphism from the tensor product of the singular
chains complex of a space X with singular chains complex of a space Y
EZ : S∗X ⊗ S∗Y
  ∼ // S∗(X × Y ) (11.1)
to the singular chains complex of the product X × Y ,cf. [22, Chapter 8], [24, Section 29]. Map
EZ is also called shuffle map. Geometrically it corresponds to natural simplicial subdivisions of
prisms ∆k ×∆ℓ which are products of two simplices ∆k and ∆ℓ.
Analogously one defines a quasi-isomorphism from the tensor product C∗(V )⊗C∗(W ) of com-
plexes formed by two simplicial modules V andW to the complex formed by the simplicial module
which is the component-wise tensor product of V and W :
(V ⊗W )n = Vn ×Wn.
Multiplication in a simplicial algebra A is defined as the composition of the map analo-
gous to (11.1) (which sends tensor square of the complex formed by a simplicial algebra to the
component-wise tensor square), and component-wise multiplication µ, cf. [11, 12, 13]:
C∗(A) ⊗ C∗(A)
  EZ // C∗(A⊗A)
µ
// C∗(A).
This product is associative and graded commutative (if A is component-wise associative and com-
mutative) and induces an associative and graded commutative product on the normalized part
N∗(A) of simplicial algebra A.
The following assertion is easy to verify.
Lemma 11.3. Multiplication in T D, T∗D which was defined in Section 3 is exactly the multipli-
cation induced by the simplicial algebra structure on H∗([C′d]
•), resp. H∗([Cd]
•). 
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12 Freeness results
The aim of this section is to establish some freeness proprieties for the homology bialgebras of T D,
T∗D and of their duals.
Theorem 12.1. For any ring of coefficients divided powers operations are homology operations
for complexes T D, T∗D. 
Proof: The main difficulty is to prove that divided powers of a border are also borders. Recall that
T D and T∗D are normalized parts of the cohomology of cosimplicial spaces, see previous section. It
means that these complexes are normalized parts of simplicial algebras. For any simplicial algebra
one can define divided powers, and it is easy to see that our devided powers coincide with the
standard divided powers defined for simplicial algebras (this is analogous to Lemma 11.3). It is
well-known, that divided powers are homotopy operations in this situation. In the case of the
bar-construction this result is due to H. Cartan [7]. The proof is not more difficult in the case
of arbitrary simplicial algebra. Generalization for any type of simplicial algebras was obtained by
B. Fresse, cf. [12, 13], see Corollaries 2.2.11 and 2.2.12 of [13]6. 
Corollary 12.2. The homology of T D and of T∗D are Hopf algebras with divided powers. 
Theorem 12.3. For any field of coefficients, the homology bialgebras of T D, T∗D are free Hopf
algebras with divided powers. 
Proof: Recall that “free Hopf algebra Γ(V ) with divided powers” generated by a graded vector
space V is the dual of the polynomial bialgebra generated by the graded dual of V . It can be
easily seen, that Γ(V ) can be endowed with divided powers, cf. [1]. By Corollaries 12.2 and 5.4
the homology space of T D and that of T∗D form graded bicommutative connected bialgebras
with divided powers. M. Andre´ proved that any connected Hopf algebra with divided powers7
is isomorphic to the universal enveloping coalgebra of a graded Lie coalgebra, cf. [1]8. On the
other hand, the cobracket of the corresponding Lie coalgebras must be trivial, since our homology
bialgebras are cocommutative, see Remark-Corollary 5.4. This implies the result. 
Corollary 12.4. For any field of coefficients homology bialgebras of the duals to T∗D, T D are
polynomial. 
This corollary means that the Hochschild homology bialgebras of the operads of Poisson alge-
bras, Gerstenhaber algebras and Batalin-Vylkovisky algebras are polynomial.
Remark 12.5. Note that in the case of characteristic 2, devided powers were defined for any
elements of T∗D, T
∗
∗D both of even and of odd degrees. It means that in this case, the homology
bialgebras of the duals to T∗D, T D are polynomial in the sense that odd degree generators are
also polynomial (and not exterior). 
Corollary 12.6. For any field of coefficients bialgebras B and B0 of chord diagrams and their
super-analogues B˜, B˜0 are polynomial. 
Recall that B, B0, B˜, B˜0 are lower-diagonal subbialgebras of the homology of the duals to
T Dodd, resp. T∗D
odd, resp. T Deven, resp. T∗D
even, see Section 10.
A similar result was obtained by S. K. Lando, cf. [20], which asserts that for any ring of
coefficents bialgebras B and B0 are generated by their primitive elements.
6Higher divided powers operations in the homotopy of simplicial algebras and relations between them are given
in [11, 15] (over Z2) and in [6] (over any Zp).
7Existence of divided powers operations presumes that multiplicative structure is graded commutative.
8See also [28, 5, 25] for similar results.
18
References
[1] M.Andre´, Hopf algebras with divided powers. J. Algebra 18, 1971, pp. 19–50.
[2] V.I.Arnol’d, The cohomology ring of the group of colored braids, Mat. Zametki 5 (1969), 227-
231. Engl. transl.: Math. Notes 5 (1969), 138-140.
[3] Dr. Bar-Natan, On the Vassiliev knot invariants. Topology 34 (1995), no. 2, 423–472.
[4] Dr.Bar-Natan, S.Duzhin, Bibliography of Vassiliev Invariants. (1994 – )
http://www.pdmi.ras.ru/~duzhin/VasBib/
[5] R. E. Block, Determination of the irreducible divided power Hopf algebras. J. Algebra 96
(1985), no. 1, 307–317.
[6] A.K.Bousfield, Operations on derived functors of non-additive functors, Unpublished
manuscript, Brandeis University (1967).
[7] H.Cartan, Alge`bres d’Eilenberg-MacLane et homotopie, Se´minaire Henri Cartan, 1954-55.
[8] A.S.Cattaneo, P.Cotta-Ramusino, R.Longoni. Configuration space integrals and Vassiliev
classes in any dimension, Agebr. Geom. Topol. 2, 949-1000 (2002). GT/9910139.
[9] A.S.Cattaneo, P.Cotta-Ramusino, R.Longoni. Algebraic structures on graph cohomology, J. of
Knot Theory and its Ramifications 14 (2005), no. 5, 627–640.
[10] F.R.Cohen, The homology of Cn+1-spaces, n ≥ 0, The homology of iterated loop spaces, Lec-
ture Notes in Mathematics 533, Springer–Verlag, Berlin, 1976, p.p.207–351.
[11] W.G.Dwyer, Homotopie operations for simplicial commutative algebras. Trans. Amer. Math.
Soc. 260 (1980), 421-435.
[12] B. Fresse, Ope´rations de Cartan pour les alge`bres simpliciales sur une ope´rade. C. R. Acad.
Sci. Paris Se´r. I Math. 325 (1997), no. 3, 247-252.
[13] B.Fresse, On the homotopy of simplicial algebras over an operad. Trans. Amer. Math. Soc.
352 (2000), no. 9, 4113-4141.
[14] D.B.Fuchs, Cohomology of braid groups mod 2. Funct. Analys. and Appl., 1970, 4(2), 62-73.
[15] P.G.Goerss, T.J.Lada, Relations among homotopy operations for simplicial commutative al-
gebras, Proc. Amer. Math. Soc. 123 (1995), 2637-2641.
[16] T.Goodwillie. Calculus II. Analytic functors. K-Theory 5 (1991/92), no. 4, 295-332.
[17] T.G.Goodwillie, M.Weiss: Embeddings from the point of view of immersion theory: Part II,
Geometry & Topology 3, 103-118 (1999).
[18] C.Kassel, Quantum groups. Graduate Texts in Mathematics, 155. Springer-Verlag, New York,
1995.
[19] P.Lambrechts, I.Volic, The rational homotopy type of the space of long knots in euclidean space
of codimension > 2, in preparation.
[20] S. K.Lando, On primitive elements in the bialgebra of chord diagrams. Topics in singularity
theory, 167–174, Amer. Math. Soc. Transl. Ser. 2, 180, Amer. Math. Soc., Providence, RI,
1997.
19
[21] S.K.Lando, A.K.Zvonkin, Graphs on surfaces and their applications. With an appendix by
Don B. Zagier. Encyclopaedia of Mathematical Sciences, 141. Low-Dimensional Topology, II.
Springer-Verlag, Berlin, 2004.
[22] S.Mac Lane, Homology. Grund. der Math. Wiss. 114, Springer Verlag, 1963.
[23] N.Markaryan. Homology of braid groups with nontrivial coefficients, (Russian) Mat. Zametki
59 (1996), no. 6, 846–854, 960; translation in Math. Notes 59 (1996), no. 5-6, 611–617.
[24] J.-P.May. Simplicial objects in algebraic topology, Van Nostrand, New York, 1967.
[25] F.Patras, A Leray theorem for the generalization to operads of Hopf algebras with divided
powers. J. Algebra 218 (1999), no. 2, 528–542.
[26] D.Sinha, On the topology of spaces of knots, math. AT/0202287.
[27] D.Sinha, Operads and knot spaces, math. AT/0407039.
[28] G.Sjo¨din, Hopf algebras and derivations. J. Algebra 64 (1980), no. 1, 218–229.
[29] V.Tourtchine, Sur l’homologie des espaces de nœuds non-compacts, preprint IHES M/00/66,
math. q-alg/0010017
[30] V.Tourtchine, Sur les questions combinatoires de la the´orie spectrale des nœuds, PHD thesis,
Universite´ Paris 7, (Mai 2002).
http://www.pdmi.ras.ru/~arnsem/papers/
[31] V.Tourtchine, On the homology of spaces of long knots. Advances in Topological Quantum
Field Theory, J.M. Bryden (ed.), pp. 23-52. 2004 Kluwer Academic Publishers.
[32] V.Tourtchine, On the other side of the bialgebra of chord diagrams, math.QA/0411436.
[33] F.V.Vainshtein. Cohomology of braid groups. Funct. Analys. and Appl., 1978, 12(2), 72-73.
[34] V.A.Vassiliev, Cohomology of braid groups and complexity of algorithmes. Func. Analys. and
Appl., 1988, 22 (3), 15-24.
[35] V.A.Vassiliev, Cohomology of knot spaces. In: Adv. in Sov. Math.; Theory of Singularities
and its Applications (ed. V.I.Arnol’d). AMS, Providence, R.I., 1990, p.p.23–69.
[36] V.A.Vassiliev. Complexes of connected graphs. In: Gelfand’s Mathematical Seminars, 1990–
1992. L.Corwin, I.Gelfand, J.Lepovsky, eds. Basel: Birkha¨user, 1993, p.p.223–235.
[37] V.A.Vassiliev. Complements of Discriminants of Smooth Maps: Topology and Applications.
Revised ed. Providence, R.I.: AMS, 1994 (Translation of Mathem. Monographs, 98).
[38] V.A.Vassiliev, Combinatorial formulas for cohomology of knot spaces.Mosc. Math. J. 1 (2001),
no. 1, 91–123.
[39] V.A.Vassiliev, Algorithms for the combinatorial realization of the cohomology of spaces of
knots. (Russian) Fundamental mathematics today (Russian), 10–31, Nezavis. Mosk. Univ.,
Moscow, 2003.
[40] I.Volic, Finite type invariants and calculus of functors. PhD Thesis 2003, Brown University.
20
