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Abstract
This work is focused on the development of numerical methods for the design
and control of robots, with particular emphasis on joint elasticity. First, a
general methodology is presented that is able to solve the problem of com-
puting the inverse dynamics of a serial robot manipulator with an arbitrarily
large number of elastic joints in a recursive numerical way. The solution algo-
rithm is a generalized version of the standard Newton-Euler approach. The
algorithm is presented with numerous extensions and variants, including the
extension to variable-stiffness technologies and control applications. Then,
an optimization framework is introduced for the design and analysis of biped
walkers characterized by elastic joints, with comparative results demonstrat-
ing the scope of application of joint compliance in bipedal walking.
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Motivation
Figure 1 The body structure of this
frog is intrinsically compliant.
Ever since the early days of robotics,
biology has often served as a source
of inspiration for the development of
new solutions to challenges faced by re-
searchers in their work. One of the latest
and more successful innovations which
were brought by this approach is the
introduction of physical compliance in
robotic mechanisms, as seen in the mus-
cle and tendon structure of animals.
Today, the use of compliant trans-
mission elements in lightweight robotic
devices is one of the most prominent trends in current research and applica-
tions. This is a shift of paradigm compared to the recent past, when robots
were traditionally stiff and the presence of elasticity at the joint level was
Figure 2 The KUKA LBR iiwa is a
commercial lightweight manipulator
with compliant joints. Image edited
from [96].
considered only a parasitic and undesirable
feature in industrial robots, mostly a side
effect of using transmission belts or long
shafts to relocate actuation, or of resorting
to reduction elements with a high reduction
ratio, such as the Harmonic DriveTM [95,
81]. Instead, compliant elements are now
seen as an important and useful charac-
teristic of robots. Often, they are inten-
tionally introduced in order to achieve the
(mutually non-exclusive) goals of realizing
more natural and human-like robot behav-
iors, improving safety in human-robot in-
teraction, optimizing energy consumption,
or being capable of explosive tasks with lim-
ited actuation torque [40, 41].
3
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Figure 3 The Pisa/IIT SoftHand. Image
from [99].
The deployment of lightweight
manipulators [43, 1, 7], intended
for physical human-robot interac-
tion, has turned joint elasticity into
a beneficial advantage as mechanical
absorbing layer for safety. In fact, in
the event of a collision with a hu-
man being, an elastic joint would
comply with the human’s body be-
fore special-purpose collision detec-
tion and reaction software would
take action [19]. On the control side,
it has been noticed how intrinsic compliance can considerably simplify the
task of interacting with the environment, as it allows the robot configuration
to naturally adapt to unmodeled circumstances, demonstrated in grasping
by the Pisa/IIT SoftHand [14].
The possibility to exploit elastic energy in order to achieve energy effi-
ciency is also a growing trend. In fact, elastic components are capable of
temporarily storing kinetic energy in the for of potential energy, to release
it at a later stage, when it is more useful. This possibility, particularly ad-
vantageous during cyclical tasks, was demonstrated in [42]. Further studies
showed how elastic joints can produce very explosive motions, if conveniently
controlled [61].
For these reasons, there is a renewed interest in robots displaying non-
negligible compliance at the joints, and it is foreseen that this kind of robots
will gain even more importance in the next future.
Figure 4 The TORO robot.
Image edited from [93].
A first technological response to these ob-
jectives is provided by Series Elastic Actuators
(SEA) [64], as found in [81]. This is a new genera-
tion of actuators and transmission elements char-
acterized by non-negligible elasticity of the trans-
mission elements between the motors and the re-
spective links. Their application is not only lim-
ited to manipulator arms, but it has been suc-
cessfully applied to complex bipedal structures
such as the TORO robot [27], developed by the
German Aerospace Center (DLR). By contrast,
in Parallel Elastic Actuators [5, 35] the motors
directly drive the respective links through rigid
transmission elements, but in addition the link is
also connected to a fixed point through a spring.
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Figure 5 A small-sized humanoid
built out of qbmove kits. Image
edited from [97].
Even beyond this, one can achieve si-
multaneous control of joint stiffness and
link motion by taking inspiration from bio-
mechanical analogies. For this, two motors
are used at each robot joint, each of which
is connected through compliant transmissions
to the driven link. In the last ten years
or so, there has been a consistent activity
in the design of Variable Stiffness Actua-
tion (VSA) [36]. For single-degree-of-freedom
(single-DoF) devices, the two motors work ei-
ther in antagonistic mode [54], collaborating
in a similar way to both control objectives (as
in the VSA-I and VSA-II of the University of
Pisa [80, 67] and the MACCEPA [82]) or in
serial mode, where the smaller, secondary mo-
tor is used only to modulate stiffness on line
(as in the DLR VS and FVJ devices [91, 90] and the IIT AWAS series [47, 48]).
These elementary devices, suitably combined, are currently paving the way to
complete VSA-based manipulators and humanoids, sometimes considered the
robots of the next generation. Multi-DoF examples include the IIT CompAct
arm [50] and the VSA CubeBot modular series from Pisa, now commercial-
ized as low-cost qbmove kits [97]. Recently, the tendency is to go even further
and shift to Variable Impedance Actuators [83], characterized by controllable
stiffness and damping parameters; an example is the complex bimanual robot
David [94], formerly known as the DLR Hand-Arm System (HASy) [34]. As
as astounding example of applications, this robot has been successfully pro-
grammed to such tasks as operating an electric drill to perform holes on a
thick concrete surface, a job which would have been impossible with tradi-
tional stiff technologies for a human-sized robot, since vibrations would have
quickly disrupted its mechanisms.
The advantages provided by joint elasticity do not need to take place at
the expense of position accuracy, as long as the effects of joint elasticity are
modeled and controlled. In fact, by suitable model-based control designs [20]
it is possible to obtain a desired compliant behavior of the robot in response
to contact forces, without giving away accuracy in the execution of reference
trajectories, provided these are sufficiently smooth. In general, any study
about elastic-joint robots cannot leave control out of consideration: clearly,
intrinsic compliance is not an advantage per se, but it needs to be adequately
exploited by control [8]. However, best-performing control algorithms may
be very difficult to implement in practice, due to the great complexity of
5
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the robot dynamic models, which may be exceptionally complicated for large
robots. Therefore, generic and efficient tools for easily implementing these
control schemes in real time are becoming necessary.
Figure 6 The robot David performing a
drilling task. Image edited from [93].
On the other hand, although elas-
tic actuators have been successfully
applied to humanoid robots, the way
elastic elements can influence bipedal
walking has not been deeply investi-
gated yet. The possibility to produce
explosive motions has been exploited
for instance in robot running [71].
Further, it has been shown in biome-
chanics that the ability to store en-
ergy and release it at a later stage al-
lows animals to significantly increase
efficiency while running [4, 3]. In-
deed, legged locomotion is an inher-
ently cyclical task, which could poten-
tially achieve great energy savings. Energetic efficiency in bipedal robot walk-
ing is an increasingly important line of research in robotics [16, 6]. There-
fore, it is interesting to study the impact of elastic actuators on the energy
consumption of robot walking. Traditionally, the design of energy-efficient
walkers is a long and elaborated process, essentially left to the ability and
experience of the designer. Concerning the sizing of the actuators, important
work was done in the VIACTORS project [100, 36]. The problem becomes
even more sensitive if elastic elements are inserted into the dynamics, the
stability analysis of the systems being highly complex. Because of this, the
capabilities of VIA-equipped robots are often limited to very simple settings,
making them unsuited for more general environments. Therefore, there is a
need to develop software which may aid in the design.
In light of the ever-growing importance of robots equipped with elastic
joints, a need arises to develop generic and efficient tools for addressing the
control challenges posed by this new technology, when it is applied to complex
robots with an arbitrary large number of joints. This work addresses the
issue in two ways. In Part I different algorithms are introduced that allow
the implementation of model-based control schemes of robots equipped with
elastic joints. In Part II, an optimization framework is developed which is
capable to automatize and speed up the design process of complex compliant
bipedal robots, in particular the study of the different types of structures
and actuators.
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Part I - Compliant Manipulators
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Chapter 1
Introduction
In this Part, the problem of computing the inverse dynamics of a serial
robot manipulator with elastic joints in a recursive numerical way is con-
sidered. The first solution algorithm, designed for Series Elastic Actuators,
is EJNEA [11], a generalized version of the standard Newton-Euler approach.
Numerous applications, extensions and variants are also introduced, among
which VSA-NEA [12], a further generalization to Variable Stiffness Actua-
tors. The developed tools, some of which are introduced for the first time in
this work, are generic, easy to use, and do not require symbolic Lagrangian
modeling and customization, thus being of particular interest when the num-
ber of joints becomes large.
1.1 Contribution
Figure 1.1 The complex compliant
robot Baxter. Image from [98].
Robots with elastic joints need more com-
plex modeling and control laws than rigid
ones. Dynamic modeling requires the con-
sideration of an extended set of variables in
order to describe the distinct, dynamically
related positions of the driving motors and
of the driven links [20, 79]. Symbolic meth-
ods based on Lagrangian formulation have
been developed for the systematic deriva-
tion of the dynamic model and for comput-
ing feedforward torque commands based on
inverse dynamics [77, 44]. In turn, control
algorithms aimed at high performance for the stable tracking of desired tra-
jectories require extra measurements and a more complex design [24, 60]. In
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particular, under very reasonable simplifying assumptions, it has been shown
that robots with elastic joints can be transformed into exactly linear and
decoupled systems by means a nonlinear state feedback. This feedback lin-
earization property is the equivalent of the so-called computed torque method
for fully rigid robots. A fundamental difference, however, is that the resulting
linear system turns out to be of fourth order (i.e., chains of four input-output
integrators at each joint, rather than only two), with more critical stabiliza-
tion issues. See Sec. 2.1 for a summary of these results.
Model-based control algorithms make heavy use of the Lagrangian dy-
namic model of the robot, which may become a particularly cumbersome
task when for a complex robot (for instance, one with more than 6 joints).
For robots equipped with elastic joints, generic and efficient tools for easily
implementing these control schemes in real time are becoming necessary. To
achieve this, it would be convenient if the implementation did not require
the analytic development of a dynamic model in symbolic form.
Responding to this need, this work addresses two very basic problems
in dynamics and control for the considered class of robots. The first is the
extension to robots with joint elasticity of the classical Recursive Newton-
Euler Algorithm (RNEA), originally proposed in [53] for rigid robots. This
allows solving the inverse dynamics problem in a numerical way, which is
efficient and exact (i.e., without resorting to approximate differentiation of
quantities). Chapter 2 is concerned with achieving the same goal for robots
equipped with Series Elastic Actuators. Inspired by the works [38, 37] on
computing the command torque derivative in rigid robots, we present in
Sec. 2.2 our complete Elastic Joints Newton-Euler Algorithm, or EJNEA in
short. For a serial robot manipulator with N elastic joints, the algorithm
runs still with a linear asymptotic complexity O(N), as in the rigid case, but
requires to set up recursions that involve higher order derivatives of motion
and force variables. As a result, the feedforward command associated to
a desired robot trajectory, defined in terms of link motion, can be obtained
without the need to derive an explicit Lagrangian dynamic model in symbolic
form. The algorithm is presented in many variants corresponding to the
different kinematic conventions in use in the robotics community, so to ease
its adoption.
The second problem is the implementation of a feedback linearization
control law for robots with elastic joints that should avoid, just as in the rigid
case, the need of evaluating at run time the complex expressions of the robot
dynamic model, which was previously obtained in symbolic form. In Sec. 2.3,
the EJNEA will serve again for the purpose of accurate and exponentially
stable tracking of sufficiently smooth trajectories in robots with elastic joints,
once it is complemented with a suitable numerical factorization of the link
10
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Figure 1.2 Standard Denavit-Hartenberg convention
inertia matrix. The resulting method runs in O(N3).
Finally, in Ch. 3, the algorithm is further extended to deal with different
technologies and use cases: the case of nonlinear stiffness is briefly discussed
in Sec. 3.1, with the straightforward extension N-EJNEA; a deep analysis
of Variable Stiffness Actuators is conducted in Sec. 3.2, where the algorithm
VSA-NEA is introduced; in Sec. 3.3, the way to deal with friction is detailed.
Final results are presented in Ch. 4.
1.2 Rigid robots and RNEA
Consider first a rigid robot manipulator with N Degrees of Freedom (DoFs).
This corresponds to an open kinematic chain of N rigid links connected
through N rigid joints. As standard practice, each link is assigned a reference
frame, which is fixed in space with respect to the link itself. Further, the
robot configuration is described through a set of generalized coordinates.
1.2.1 Kinematic conventions
In order to assign the linked-fixed reference frames and select the generalized
coordinates, in this work we employ the standard Denavit-Hartenberg con-
vention [25]. In this convention, kinematic frames are located at the end of
the link they refer to. Frame placement for a pair of robot links is shown in
Fig. 1.2. The position of one frame with respect to the other is described by
four kinematic parameters, usually denoted as ai, αi, di and θi. Depending
on whether joint i is revolute or prismatic, then θi or di will be a configura-
11
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Figure 1.3 Modified Denavit-Hartenberg convention.
tion variable, while the other three parameters will be kinematic constants.
The orientation of a frame i with respect to frame i− 1, and the position of
the origin of frame i with respect to frame i − 1, expressed in frame i, are
described respectively by the following rotation matrix and vector:
i−1Ri=
cθi −cαi sθi sαi sθisθi cαi cθi −sαi cθi
0 sαi cαi
 ipi,i−1 =
 aidi sαi
di cαi
. (1.1)
Here, we employed the compact notation sθ = sin θ, cθ = cos θ.
In contrast to this, the modified Denavit-Hartenberg convention was in-
troduced by Craig [17]. In the modified convention, kinematic frames are
located at the beginning of the links. This is shown in Fig. 1.3. The orienta-
tion of a frame i with respect to frame i − 1, and the position of the origin
of frame i with respect to frame i− 1, this time expressed in frame i− 1, are
described respectively by the following rotation matrix and vector
i−1Ri=
 cθi −sθi 0sθi cαi−1 cθi cαi−1 −sαi−1
sθi sαi−1 cθi sαi−1 cαi−1
 i−1pi,i−1 =
 ai−1−disαi−1
dicαi−1
. (1.2)
Some numerical values and notational aspects may change between the
two notations, but the two forms are equivalent to each other. In this work,
unless explicitly stated, the standard convention is always employed.
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1.2.2 Dynamic modeling
Once a suitable set of generalized coordinates is chosen, we denote its joint
configuration as q ∈ RN . Further, we denote the vector of actuation torques,
exerted by the robot motors, as τ ∈ RN . Under standard assumptions [72],
the Lagrangian dynamic model of the robot takes the form
M(q)q¨ + c(q, q˙) + g(q) = τ , (1.3)
whereM (q) ∈ RN×N is the inertia matrix, and is positive definite; c(q, q˙) ∈
RN contains centrifugal and Coriolis forces; g(q) ∈ RN represents gravi-
tational forces. The system admits a state space representation where the
dynamic state is given as (q q˙). For convenience, we will write compactly
all nonlinear bias terms as
n(q, q˙) = c(q, q˙) + g(q). (1.4)
The dynamic model is central to the analysis, simulation and control of
robot structures. The inverse dynamics problem is defined as follows: given
a desired link trajectory qd(t) ∈ C¯2, i.e., twice differentiable (where the
acceleration may be discontinuous), it is sought to compute the torques τd
that realize the desired motion. With a good knowledge of the dynamic
model, the computation is straightforward
τd = M(qd)q¨d + n(qd, q˙d). (1.5)
By contrast, the direct dynamics problem consists in the following: given
the robot state (q q˙) and the input τ , it is desired finding the resulting
acceleration. This is of interest mainly for performing simulations. The
solution is straightforward from (1.3)
q¨ = M−1(q)[τ − n(q, q˙)]. (1.6)
Now, theoretically, the torque values obtained from (1.5) should be suffi-
cient to execute the desired trajectory qd(t). However, in practice, the torque
values obtained in (1.5) are only nominal. Even the slightest external dis-
turbance or imprecision in the model may cause the robot to deviate from
the desired motion, thus requiring different torques. This is the problem of
dynamic control.
A very powerful control procedure is feedback linearization. This consists
in obtaining from a nonlinear system such as (1.3) a linear response to some
virtual input, which is defined by the user. This result allows to employ all
control techniques developed in the field of linear system, and, in particular,
13
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to obtain exponential error decay and input-output decoupling. In robotics,
this technique is also known as computed torque control and takes the form
τ = M (q)q¨r + n(q, q˙) . (1.7)
It can be verified that, plugging (1.7) into (1.3), we obtain the linearized
system
q¨ = q¨r (1.8)
where q¨r is regarded as the virtual input. The control design is completed
by choosing
q¨r = q¨d +KD(q˙d − q˙) +KP (qd − q) (1.9)
where KD and KP are diagonal, positive definite gain matrices.
1.2.3 Recursive Newton-Euler Algorithm
In order to employ the dynamic model (1.3) directly, its terms need to be
obtained analytically as symbolic functions of q and q˙. This needs to be done
by hand, for each given robot; this is a long and tedious process, especially
for complex manipulators.
A different approach to dynamics is the Newton-Euler method, based on
the balance of forces and moments acting on each link. This leads to a set
of recursive equations allowing a reformulation of the dynamic model which
is liable to a generic algorithmic implementation, given some identifiable
dynamic parameters. The algorithm is known as Recursive Newton-Euler
Algorithm (RNEA), originally proposed in [53]. This method allows solving
the inverse dynamics problem in a numerical way, which is efficient and exact,
i.e., without resorting to approximate differentiation of quantities.
M (q)q¨ + n(q, q˙) = RNEA(q, q˙, q¨) = τ . (1.10)
The algorithm consists of a forward recursion and a backward recursion.
During the forward recursion, the algorithm iterates the robot links from the
base of the kinematic structure to its tip, computing each link’s velocity and
acceleration. During the backward recursion, the robot links are iterated
from the tip to the base, propagating the forces and moments acting on the
links. From these values, the torques exerted from the motors are extracted.
The dynamic parameters of interest are
• mi mass of augmented link i (i.e., of the link plus the motor mounted
on it)
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• pci,i position of the center of mass (CoM) of the augmented link i with
respect to the origin of frame i
• Ii central inertia tensor of augmented link i
for a total of 10 dynamic parameters.
In canonical implementations of RNEA, all quantities are conveniently
expressed in the moving reference frame of the considered link. This is very
advantageous, since all dynamic parameters of the robot will be constant
in these frames. In this way, computation results greatly simplified. Before
proceeding, we recall the usual notation in presence of multiple reference
frames. Subscripts represent the link that a quantity is referring to, while
superscripts (prefixed) in vectors and matrices indicate the reference frame
in which a quantity is expressed. No superscript denotes by default the base
frame 0. The rotation matrix denoting the orientation of frame i in frame j
is denoted as jRi. Thus, for instance, the velocity of link i is expressed in the
global frame as vi, while ivi = iR00vi = RTi vi represents the same quantity
as expressed in the i-th frame. With zˆi, we denote the z-axis unit vector of
frame i. It can be easily seen that zˆ0 = (0 0 1)T , izˆi = zˆ0, zˆi = 0Rizˆ0, and
izˆi−1 = iRi−1i−1zˆi−1 = iRi−1zˆ0 . The final forward and backward recursions
of RNEA are outlined next, for the standard Denavit-Hartenberg notation.
The following equations represent the forward recursion, and need to be
propagated from the robot base to the tip, for i = 1, . . . , N
iωi =
iRi−1( i−1ωi−1 + θ˙izˆ0 ) (1.11)
iγi =
iRi−1( i−1γi−1 + θ¨izˆ0 + i−1ωi−1 × θ˙izˆ0 ) (1.12)
iai =
iRi−1i−1ai−1 + iωi × ( iωi × ipi,i−1)
+ iγi × ipi,i−1 + d¨i izˆi−1 + 2d˙i( iωi × izˆi−1)
(1.13)
iaci =
iai +
iωi × ( iωi × ipci,i) + iγi × ipci,i (1.14)
while, next, the backward recursion is performed by propagating the following
for i = N, . . . , 1
iFi =mi
iaci (1.15)
iNi =
iIi
iγi +
iωi × ( iIi iωi) (1.16)
ifi =
iRi+1
i+1fi+1 +
iFi (1.17)
ini =
iRi+1
i+1ni+1 +
ipci,i × iFi + ipi,i−1 × ifi + iNi (1.18)
τi =
{
inTi
izˆi−1 if joint i is revolute
ifTi
izˆi−1 if joint i is prismatic
(1.19)
where the following quantities are defined
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• ωi angular velocity of frame i
• γi angular acceleration of frame i
• ai acceleration of the origin of frame i
• aci acceleration of the CoM of link i
• Fi total force acting on the CoM of link i
• Ni total moment acting on link i
• fi total force propagated from link i− 1 to link i
• ni total moment propagated from link i− 1 to link i.
Thus, based on the above-established notation, iγi = iR00γi = RTi ω˙i.
The forward recursion is initialized with 0ω0 = 0, 0γ0 = 0, and 0a = −~g.
Here, ~g is the gravity acceleration vector expressed in frame 0, which is
constant, and is included in order to account for gravitational effects. The
above equations are valid both for revolute and prismatic joints, with θi = qi
in the former case, and di = qi in the latter. Moreover, if joint i is prismatic,
then θ˙i = θ¨i = 0; if it is revolute, d˙i = d¨i = 0; the actual implementation
of the algorithm may take into account the joint type in order to avoid
multiplications by zero and achieve considerable simplifications.
For the initialization step of the backward recursion, fN+1 and nN+1 are,
respectively, the forces and torques exerted by the end-effector on the en-
vironment, i.e., the opposite of the external forces and torques acting on
the end-effector. If present, these should be passed to the algorithm as
an additional input, otherwise they should be set to zero. If the external
forces/torques are already expressed in frame N , then NRN+1 will be the
3× 3 identity matrix.
Once the RNEA is implemented, then, the solution to the inverse dynam-
ics problem can be obtained straightforwardly
τd = RNEA(qd, q˙d, q¨d) . (1.20)
On the other hand, feedback linearization is also very easy to achieve:
τ = RNEA(q, q˙, q¨r) . (1.21)
Thus, in the rigid case, both the inverse dynamics and the feedback lineariz-
ing control can be computed in an efficient numerical way using directly the
RNEA, without any relevant modification.
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2.1 Series Elastic Actuators
Figure 2.1 An elastic joint. Image edited
from [20].
In the presence of joint elasticity, the
link positions are distinct from the
motor positions. Therefore, a robot
with N elastic joints will require 2N
generalized coordinates [20]
Θ =
(
q
θm
)
∈ R2N , (2.1)
where θm ∈ RN is the vector of
motor positions, after the reduction
gears. The difference φ ∈ RN be-
tween the motor position and joint
position is termed deflection
φ = θm − q (2.2)
The dynamic model is usually subject to the following standard assump-
tions:
1. Linear elasticity. This assumption is satisfied if the joint deflections are
kept small. Later in this work, we will see how it is possible to relax
this prerequisite.
2. The motors’ mass distribution is symmetric around their rotation axes.
This is always verified, since the motors would not be mechanically
feasible if they were designed otherwise.
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3. Each motor is located before the link it actuates. This is a design char-
acteristic of the robot, which influences the robot’s dynamic properties.
Under these assumptions, the standard Lagrangian model can be derived.
The total potential energy is given by the sum of the gravitational one
and the elastic one
U = Ug(q) + 1
2
φTΣφ (2.3)
where Σ > 0 is the constant, diagonal joint stiffness matrix.
In order to derive the total kinetic energy, we need to take the motor
rotation into account. The rotor angular velocity, expressed in its own frame
(where the z-axis coincides with the rotation axis), is expressed as
miωmi = Jm,iq˙ +
 00
niθ˙mi
 (2.4)
were ni is the i-th reduction ratio.
From this, the total kinetic energy can be computed as
T =1
2
q˙ML(q)q˙ +
1
2
θ˙
T
mBθ˙m
+
1
2
q˙T
[
MM(q) + S(q)B
−1ST (q)
]
q˙ + q˙TS(q)θ˙m
(2.5)
whereML ∈ RN×N is the inertia matrix of the robot links, B ∈ RN×N is the
constant, diagonal, positive definite matrix with the drive inertia moments
(i.e. the inertias of the motor rotors’ around their own spinning axes, mul-
tiplied by the squared reduction ratios), MM ∈ RN×N contains the rotors’
masses and all other rotors’ inertial components, while S ∈ RN×N encodes
the inertial couplings between rotors and joints.
Applying Lagrange equations, the full dynamic model is given as(
M (q)S(q)
ST (q) B
)(
q¨
θ¨m
)
+
(
c1(q, q˙, θ˙m)+c(q, q˙)+g(q)+Σ(q − θm)
c2(q, q˙)+Σ(θm − q)
)
=
(
0
τ
)
(2.6)
where M = MM + ML + SB−1ST , and c1 and c2 are additional Coriolis
terms due to the inertial coupling between rotors and links. Additional fric-
tion terms can be included, but we will leave them out of consideration for
the moment. The state of the system is 4N -dimensional and is given, e.g.,
by (q θm q˙ θ˙m). Further details can be found in [20].
The above model, though being the most complete, is quite difficult to
employ directly. This is mostly due to the dynamic couplings between rotors
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and links. Some notable results were achieved (for instance, it was shown
in [23, 24] that it can be dynamically feedback linearized) but in general
it is preferred to work with a slightly simplified model, which is easier to
work with.
The usual simplifying assumption was introduced by Spong [73]. It con-
sists, simply, in neglecting all dynamic couplings between rotors and links.
More formally, this can be stated as
4. The angular velocity of the rotors is only due to the spinning around
their own rotation axis.
Mathematically:
miωmi =
 00
niθ˙mi

This assumption, although not obvious, was proved to be very reasonable in
practice, mostly because of the high reduction ratios, which make the other
components negligible. This leads to the kinetic energy being written
T = 1
2
q˙ML(q)q˙ +
1
2
θ˙
T
mBθ˙m +
1
2
q˙TMM(q)q˙ (2.7)
whereMM(q) contains the robot masses and CoM positions. Therefore, the
model transforms to
M (q)q¨ + n(q, q˙) + Σ(q − θm) = 0 (2.8a)
Bθ¨m + Σ(θm − q) = τ (2.8b)
where M (q) = ML(q) + MM(q). This is called the reduced model of the
robot. From now on, we will always refer to this model, neglecting (2.6).
Equations (2.8a) and (2.8b) are referred to as link equation and motor equa-
tion, respectively.
2.1.1 Inverse dynamics
Given a desired link trajectory qd(t) ∈ C¯4, i.e., four times differentiable (at
most with discontinuous fourth derivative), it is possible to use (2.8) for
computing the nominal torque that realizes the desired motion. In the first
place, we define the joint elastic torque as
τe = Σ(θm − q). (2.9)
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Therefore, we can rewrite (2.8a) as
M(q)q¨ + n(q, q˙) = τe. (2.10)
Now, we can differentiate (2.10) once1
M (q)
...
q + M˙ (q)q¨ + n˙(q, q˙) = τ˙ e (2.11)
and twice
M(q)
....
q + 2M˙ (q)
...
q + M¨ (q)q¨ + n¨(q, q˙) = τ¨ e. (2.12)
From (2.9), we have
τ˙ e = Σ(θ˙m − q˙) (2.13)
τ¨ e = Σ(θ¨m − q¨). (2.14)
Thus, the motor velocities and accelerations can be expressed as
θ˙m = q˙ + Σ
−1τ˙ e (2.15)
θ¨m = q¨ + Σ
−1τ¨ e (2.16)
where τ˙ e and τ¨ e are computed as in the left-hand side of (2.11) and (2.12).
Also, from (2.8b)
τ = Bθ¨m + τe. (2.17)
Combining equations and plugging everywhere q = qd(t), we get the final
expression of the desired torque in terms of the desired link trajectory only:
τd = BΣ
−1[M(qd)
....
qd + 2M˙ (qd)
...
qd + M¨(qd)q¨d + n¨(qd, q˙d) ]
+ [M (qd) +B ]q¨d + n(qd, q˙d).
(2.18)
Notice that, when Σ goes to infinity, an equivalent rigid model can be ob-
tained:
τd = [M(qd) +B ]q¨d + n(qd, q˙d) (2.19)
Comparing this with (1.5), we can see that the two models are equivalent,
with the only formal difference that in (2.19) the drive inertia moments are
considered explicitly, while in (1.5) they were “hidden” in M (q).
1With M˙(q), we mean ddt [M(q)]. Obviously, this quantity depends on q˙ as well as on
q, but we avoid notation overloading. Similar comments apply to n˙ and to higher-order
time derivatives.
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2.1.2 Feedback linearization control
From (2.8)–(2.17), it is immediate to see that the nonlinear state feedback law
τ = BΣ−1[M (q)
....
qr + 2M˙ (q)
...
q + M¨ (q)q¨ + n¨(q, q˙) ]
+ [M (q) +B ]q¨ + n(q, q˙)
(2.20)
yields ....q = ....qr. In order to (exponentially) stabilize the trajectory error to
zero, we choose
....
qr =
....
qd +K3(
...
qd − ...q ) +K2(q¨d − q¨)
+K1(q˙d − q˙) +K0(qd − q),
(2.21)
where K0, . . . ,K3 are diagonal matrices, with their diagonal elements K·,i
being such that the polynomials
pi(s) = s
4 +K3,is
3 +K2,is
2 +K1,is+K0,i, i = 1, . . . , N, (2.22)
are Hurwitz, i.e. all their roots have negative real part, implying that all
gains K·,i are necessarily (but not sufficiently) positive. Each of these roots
corresponds to an eigenvalue of the controlled system.
The careful reader may have recognized a difficulty in applying the feed-
back linearization control law in case of elastic joints. The control law makes
apparent use of the actual values of q¨ and ...q , which are hard or even impossi-
ble to measure directly. On the other hand, obtaining these values by multiple
on-line numerical differentiation of position measurements would introduce
excessive noise and delays in a discrete-time implementation. However, a
solution to these problems is easily found.
Usually, elasticity-aware designed robots have a rich sensory suite built in.
In our case, the essential capability is that of retrieving (q q˙ τe τ˙ e) from sen-
sor data. Indeed, from (2.9) and (2.13), it is clear that this is an alternative
state representation for elastic-joints robots. The motor position θm is easily
measurable, by encoders or other common methods such as Hall sensors. The
joint torque τe can also be measured, for instance using strain gauges. Di-
rect measures of the link position q may also be obtained, for instance using
capacitive sensors or potentiometers. All these sensed quantities provides a
redundant set of measurements, since they are related through (2.9), making
it is easy to compute one of them from the other two. In practice, it is very
difficult to achieve a useful resolution and precision when measuring q [1];
therefore, computing it from θm and τe might be preferable to using its di-
rect measure. Sensor fusion could provide even better estimates for all three
quantities [2]. Measures of θ˙m may also be available from sensors, such as
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tachometers. Otherwise its value, as well as that of q˙ and τ˙ e, may be ob-
tained from numerical time differentiation. Thus, full state estimation would
require only one level of differentiation, just as in the rigid case (where q˙
is often obtained from q); this is still acceptable for practical applications.
Further, q˙, θ˙m and τ˙ e are also related to each other via (2.13), which may
be exploited.
Once τe and τ˙ e are known, the value of q¨ and
...
q can be computed
from (2.8a) and (2.11) as
q¨ = M−1(q)
[
τe − n(q, q˙)
]
(2.23)
...
q = M−1(q)
[
τ˙ e −
(
M˙ (q)q¨ + n˙(q, q˙)
)]
(2.24)
where (2.23) is evaluated first to obtain q¨, so that its value can be used
in (2.24) to obtain ...q . Incidentally, the above equations point out that
(q q˙ q¨
...
q ) is an equivalent state representation for the reduced model (2.8),
which is not the case for the full model (2.6).
It can be noticed that (2.23) is formally identical to (1.6), the expression
of the direct dynamics for rigid robots. This is in contrast with the rigid case,
where no inversion of the inertia matrix is needed for feedback linearization
control.
2.2 The Algorithm EJNEA
An algorithm capable of computing numerically τd from a desired qd and
its first four derivatives, and which implements (2.18) without the need of
deriving first the symbolic model, can be designed as a direct extension of
the standard RNEA. In the following, we will drop for compactness the sub-
script d (of desired trajectory). As shown in Sec. 2.1.1, it is necessary to
compute first τe, then τ¨ e, and finally exploit (2.16) and (2.17) to obtain the
nominal command torque τ .
Indeed, τe can be computed using the standard RNEA. The only differ-
ence in this case is that the input parameters do not include the data about
the drive inertia moments. The main difficulty lies in computing τ¨ e and for
this, higher-order dynamic terms need to be considered. In particular, the
recursive algorithm will necessarily involve two more levels of differentiation
than the standard RNEA, with the need of setting up recursions for higher-
order time derivatives of motion variables. In particular, we are computing
the jerk (also known as jolt) and the snap (or jounce), which are, respectively,
the third and fourth time derivative of position. As usual, all quantities will
be conveniently expressed in the moving reference frame of the considered
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link. This is very advantageous, since all dynamic parameters of the robot
will be constant in these frames. The algorithm is obtained by symbolically
differentiating the Newton-Euler equations; full derivation in Appendix A.
2.2.1 Forward recursion
The following equations need to be propagated from the robot base to the
tip, for i = 1, . . . , N :
iωi =
iRi−1( i−1ωi−1 + θ˙izˆ0 ) (2.25)
iγi =
iRi−1( i−1γi−1 + θ¨izˆ0 + i−1ωi−1 × θ˙izˆ0 ) (2.26)
iιi =
iRi−1[ i−1ιi−1 +
...
θ izˆ0 +
i−1γi−1 × θ˙izˆ0 (2.27)
+ i−1ωi−1 × (2θ¨izˆ0 + i−1ωi−1 × θ˙izˆ0) ]
iςi =
iRi−1{ i−1ςi−1 +
....
θ izˆ0 + 3
i−1γi−1 × θ¨izˆ0 (2.28)
+ 3 i−1ωi−1 × (
...
θ izˆ0 +
i−1ωi−1 × θ¨izˆ0)
+ 2 i−1γi−1 × (i−1ωi−1 × θ˙izˆ0)
+ i−1ωi−1 × [i−1ωi−1 × (i−1ωi−1 × θ˙izˆ0)
+ i−1γi−1 × θ˙izˆ0] + i−1ιi−1 × θ˙izˆ0}
iai =
iRi−1i−1ai−1 + iωi × ( iωi × ipi,i−1) (2.29)
+ iγi × ipi,i−1 + d¨i izˆi−1 + 2d˙i( iωi × izˆi−1)
iaci =
iai +
iωi × ( iωi × ipci,i) + iγi × ipci,i (2.30)
iji =
iRi−1i−1ji−1 + 2 iγi × ( iωi × ipi,i−1) (2.31)
+ iωi × [ iγi × ipi,i−1 + iωi × ( iωi × ipi,i−1)]
+ i ιi × ipi,i−1 +
...
d i
izˆi−1 + 3d¨i iωi × izˆi−1
+ 3d˙i[
iγi × izˆi−1 + iωi × ( iωi × izˆi−1)]
ijci =
iji +
iιi × ipci,i + 2 iγi × ( iωi × ipci,i) (2.32)
+ iωi × [ iγi × ipci,i + iωi × ( iωi × ipci,i)]
isi =
iRi−1i−1si−1+ iςi× ipi,i−1 + 3 iιi×( iωi× ipi,i−1) (2.33)
+ 3 iγi × [ iγi × ipi,i−1 + iωi × ( iωi × ipi,i−1)]
+ iωi × [ iιi × ipi,i−1 + 2 iγi × ( iωi × ipi,i−1)]
+ iωi×{ iωi×[ iγi× ipi,i−1+ iωi×( iωi× ipi,i−1)]}
+
....
d i
izˆi−1+4d˙i iιi× izˆi−1+8d˙i iγi×( iωi× izˆi−1)
+ 4d˙i
iωi × [ iγi × izˆi−1 + iωi × ( iωi × izˆi−1)]
+ 6d¨i[
iγi × izˆi−1 + iωi × ( iωi × izˆi−1)] + 4
...
d i
iωi × izˆi−1
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isci =
isi +
iςi × ipci,i + 3 iιi × ( iωi × ipci,i) (2.34)
+ 3 iγi × [ iγi × ipci,i + iωi × ( iωi × ipci,i)]
+ iωi × [ iιi × ipci,i + 2 iγi × ( iωi × ipci,i)]
+ iωi×{ iωi×[ iγi× ipci,i + iωi×( iωi× ipci,i)]}.
The following symbols have been used:
• pci,i position of the CoM of the augmented link i with respect to the
origin of frame i
• ωi angular velocity of frame i
• γi angular acceleration of frame i
• ιi angular jerk of frame i
• ςi angular snap of frame i
• ai acceleration of the origin of frame i
• aci acceleration of the center of mass (CoM) of link i
• ji jerk of the origin of frame i
• jci jerk of the CoM of link i
• si snap of the origin of frame i
• sci snap of the CoM of link i.
As in standard Newton-Euler, the initialization of the forward recursion is
zero for all quantities, with the exception of 0a0, which is set to −~g to
account for gravitational effects. The above equations are valid both for
revolute and prismatic joints, with θi = qi in the former case, and di = qi
in the latter. Moreover, if joint i is revolute, then d˙i = d¨i =
...
d i =
....
d i = 0,
while if it is prismatic θ˙i = θ¨i =
...
θ i =
....
θ i = 0. In an actual implementation
of the algorithm, the two different kinds of joints can be treated separately,
so to achieve considerable simplifications.
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2.2.2 Backward recursion
The following equations need to be propagated from the robot tip to the
base, for i = N, . . . , 1:
iFi =mi
iaci (2.35)
iF˙i =mi
ijci (2.36)
iF¨i =mi
isci (2.37)
iNi =
iIi
iγi +
iωi × ( iIi iωi) (2.38)
iN˙i =
iωi × ( iIi iγi + iNi) + iIi( iγi × iωi + i ιi) + iγi × iIi iωi (2.39)
iN¨i =
iγi × ( iIi iγi + 2 iNi) + iιi × iIi iωi (2.40)
+ iIi[2(
iιi × iωi) + iωi × ( iωi × iγi) + iςi]
+ iωi × [ iωi × iIi iγi + 2 iIi( iιi + iγi× iωi) + iN˙i]
ifi =
iRi+1
i+1fi+1 +
iFi (2.41)
if˙i =
iRi+1
i+1f˙i+1 +
iF˙i (2.42)
if¨i =
iRi+1
i+1f¨i+1 +
iF¨i (2.43)
ini =
iRi+1
i+1ni+1 +
ipci,i × iFi + ipi,i−1 × ifi + iNi (2.44)
in˙i =
iRi+1
i+1n˙i+1 + (
iωi × ipci,i)× iFi + ipci,i × iF˙i (2.45)
+ ( iωi × ipi,i−1 + d˙i izˆi−1)× ifi + ipi,i−1 × if˙i + iN˙i
in¨i =
iRi+1
i+1n¨i+1 + 2 (
iωi × ipci,i)× iF˙i (2.46)
+ [ iγi × ipci,i + iωi × ( iωi × ipci,i)]× iFi
+ [ iγi× ipi,i−1 + iωi×( iωi× ipi,i−1) + d¨i izˆi−1
+ 2d˙i
iωi × izˆi−1]× ifi + ipci,i × iF¨i + iN¨i
+ 2 ( iωi× ipi,i−1 + d˙i izˆi−1)× if˙i + ipi,i−1× if¨i
τei =
{
inTi
izˆi−1 if joint i is revolute
ifTi
izˆi−1 if joint i is prismatic
(2.47)
τ˙ei =
{
( in˙i +
ini × iωi)T izˆi−1 revolute
( if˙i +
ifi × iωi)T izˆi−1 prismatic
(2.48)
τ¨ei =

[ in¨i + 2(
in˙i× iωi) + ini× iγi
+ ( ini× iωi)× iωi]T izˆi−1 revolute
[ if¨i + 2(
if˙i× iωi) + ifi× iγi
+ ( ifi× iωi)× iωi]T izˆi−1 prismatic
(2.49)
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θ˙mi =
τ˙ei
σi
+ q˙i (2.50)
θ¨mi =
τ¨ei
σi
+ q¨i (2.51)
τi =Biθ¨mi + τei (2.52)
where we employ:
• σi stiffness of joint i
• Bi drive inertia moment of joint i
• mi mass of augmented link i
• iIi central inertia tensor of link i, in frame i
• Fi total force acting on the CoM of link i
• Ni total torque acting on link i
• fi total force exerted on link i by link i− 1
• ni total torque exerted on link i by link i− 1.
It is important to remark that, while mi and pci,i represent the mass and
CoM position of the augmented link, here iIi only accounts for the inertia
properties of link i, without considering the motor, since the rotor’s inertial
components, other than the drive inertia moments, are neglected by Spong’s
assumption. Again, the algorithm is initialized with the external forces fN+1
and nN+1. While (2.48) and (2.50) are not strictly needed for the compu-
tation of the torques, they were nevertheless included into the equations, as
they will turn out to be useful for various extensions and applications that
will be presented in the following sections.
Summarizing, given a desired qd and its first four derivatives (at any
given instant of time), the use of first (2.25)–(2.34) and then (2.35)–(2.52)
will provide the nominal inverse dynamics torque
τd = EJNEA (qd, q˙d, q¨d,
...
qd,
....
qd) , (2.53)
being the algorithm seen as a subroutine with five suitable input arguments.
26
Chapter 2. EJNEA
2.3 Application to Control
Through the use of the EJNEA subroutine, it is possible to implement also
a feedback linearization control law for robots with elastic joints. In fact,
the required control torque (2.20) can be obtained by simply calling this
subroutine with
τ = EJNEA (q, q˙, q¨, ...q , ....qr) , (2.54)
where ....qr is computed from (2.21), q¨ from (2.23), and
...
q from (2.24). In
the rest of this section, we will focus on how to implement efficiently (2.23)
and (2.24) in an algorithmic way.
As mentioned in Sec. 2.1.2, the evaluation of (2.23) corresponds to the
task of solving the direct dynamics problem for a rigid robot. Several methods
addressing this task are available. However, in robots with elastic joints a
solution to the direct dynamics is required also for control purposes, not only
for simulations. Therefore, real time performance will be the core aspect
to consider.
The first issue is how to compute the generalized inertia matrixM (q) at
the current value q. In principle, this could be done by using the RNEA. If ei
is the i-th column of the N ×N identity matrix, then the standard Newton-
Euler algorithm can be called with ~g = 0 (removing gravity) in the form
mi(q) = RNEA0(q,0, ei) (2.55)
where mi(q) is the i-th column of the robot inertia matrix M (q) and the
subscript 0 denotes the absence of gravity. Repeating this computation for
i = 1, . . . , N would return the full inertia matrix in O(N2) complexity. How-
ever, this is definitely not the best way to proceed. A much faster method
is the Composite Rigid Body Algorithm (CRBA), which was specifically de-
signed for this purpose and first appeared in [86] as Method 3. Thus, we
evaluate the inertia matrix as
M (q) = CRBA(q). (2.56)
The second issue involves the inversion of the obtained inertia matrix in
order to solve for q¨ and ...q . In general, inverting a (numeric) matrix is not
the most efficient solution. Letting
A = M(q) (2.57)
b1 = τe − n(q, q˙) (2.58)
b2 = τ˙ e − [M˙ (q)q¨ + n˙(q, q˙) ] (2.59)
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a better approach would be to solve the two linear systems
Aq¨ = b1 (2.60)
A
...
q = b2. (2.61)
This approach is in fact rather standard in direct dynamics of rigid robots.
The solution can be computed using any algorithm designed for solving
linear systems. In particular, since A = M (q) is always positive definite
and symmetric, specialized methods could be used, such as using the LLT
(Cholesky) or LDLT decompositions. Obviously, in our case, we need first
to solve (2.60), then compute b2, and finally solve (2.61). Notice that A, at
a given configuration q, needs to be computed and decomposed only once.
The last issue left is how to compute b1 and b2 algorithmically, using the
obtained values of q¨ and ...q . This can be done by using EJNEA or, even bet-
ter, smaller versions of it. By EJNEA∗2(q, q˙, q¨) we denote a reduced version
of EJNEA, returning τe. Note that this corresponds to the standard RNEA.
Similarly, by EJNEA∗3(q, q˙, q¨,
...
q ) we denote a reduced version returning τ˙ e.
Then:
b1 = τe − EJNEA∗2(q, q˙,0) (2.62)
b2 = τ˙ e − EJNEA∗3(q, q˙, q¨,0). (2.63)
The computation of b1 through the use of RNEA is a standard step also in the
direct dynamics of rigid robots. An even further optimization would consist
in keeping a reference to the angular velocities iωi computed in EJNEA∗2 for
later re-use in EJNEA∗3 and EJNEA, and also to the accelerations iγi, iai and
iaci computed in EJNEA
∗
3 for re-use in EJNEA. This avoids recomputing the
values from scratch, since the velocities do not depend on q¨, and the acceler-
ations do not depend on ...q . Notice that it is possible to implement simplified
versions of EJNEA∗2 and EJNEA
∗
3 including the built-in assumptions q¨ = 0
and ...q = 0, but the performance gain would be negligible.
Summarizing, the necessary steps are the following, where the computa-
tional complexity of each step is highlighted:
• one run of CRBA to get A = M(q) – O(N2)
• one decomposition A = LDLT – O(N3)
• one run of EJNEA∗2 to get b1 – O(N)
• solve the linear system (2.60), using the LDLT – O(N2)
• one run of EJNEA∗3 to get b2 – O(N)
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• solve the linear system (2.61), using the LDLT – O(N2)
• one run of EJNEA to obtain the input torque τ – O(N)
Therefore, the total computational cost grows asymptotically as O(N3).
Another possibility is to resort to a completely different way to com-
pute the direct dynamics, namely Featherstone’s Articulated Body Algo-
rithm (ABA) [29, Ch. 6] [30, Ch. 7]. This algorithm, contrarily to the
traditional approach followed in this work, is usually formulated in terms
of screw theory, on which more words will be spent in Sec. 2.5. For rigid
robots, it allows to obtain q¨ directly and in O(N) time, without computing
and inverting M(q), and can be used for elastic joint robots as
q¨ = ABA(q, q˙, τe) . (2.64)
The first version of ABA, appeared in [28], was assuming q˙ = 0 and no gravity
action. In this way, the full direct dynamics could still be computed as
q¨ = M−1(q)b1 = ABA0(q,0, b1) (2.65)
where b1 is defined in (2.58) and the subscript 0 denotes the absence of
gravity. In principle, this first version of the algorithm could also work for
computing ...q , by simply using b2 instead of b1 as
...
q = M−1(q)b2 = ABA0(q,0, b2) (2.66)
while yet another possibility would be extending ABA to the third order
using a differentiation procedure similar to the one employed for RNEA in
this work. In either case, using ABA would make the feedback linearization
computational cost fully linear with respect to the number of joints.
The choice of wether using ABA or CRBA-based methods for controlling
robots with elastic joints depends on the number of joints. Although the
computational cost of using ABA is linear with respect to the number of
joints, in practice the real cost is much larger than that of employing CRBA
for simple structures, since the multiplicative constants are much higher in
the first case. For rigid robots, ABA becomes convenient for computing
the direct dynamics when N ≥ 9. For elastic-joint robots, the threshold is
higher, since M (q) needs to be computed and decomposed only once with
the proposed algorithm, while ABA would need to run twice.
Finally, it should be noticed that the applications of EJNEA in control
settings are not limited to feedback linearization or to feedforward torque
components. Indeed, a skillful selection of the input arguments can lead to
the implementation of different control schemes. For instance, this is what
was done in [33] to implement a passivity-based controller.
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2.4 Modified Denavit-Hartenberg notation
In Sec. 2.2, the standard Denavit-Hartenberg notation, described in Sec. 1.2.1,
was employed to present EJNEA.
As also mentioned in Sec. 1.2.1, another widespread notation for the
robot kinematics is the so-called modified Denavit-Hartenberg convention,
introduced by Craig [17]. Different specialists may use one convention or the
other, mostly as a matter of personal use. This is sometimes a source of
confusion, especially when professionals have to reference works employing a
convention they are not used to. However, the two conventions are equivalent
to each other in terms of representational power. Clearly, as a consequence
of employing the modified convention, some description parameters of the
robot will be different from the standard ones. This is true not only for
the kinematic Denavit-Hartenberg parameters (which may include the joint
coordinates q), but also for the dynamic parameters ipci,i and iIi, since the
reference frames will be different.
Here, the equivalent EJNEA algorithm for the modified convention is pre-
sented for the first time. Hints to its derivation are given in Appendix A, the
rest being dropped, as it is analogous to that for the standard convention.
iωi =
iRi−1( i−1ωi−1 + θ˙i i−1zˆi ) (2.67)
iγi =
iRi−1( i−1γi−1 + θ¨i i−1zˆi + i−1ωi−1 × θ˙i i−1zˆi ) (2.68)
iιi =
iRi−1[ i−1ιi−1 +
...
θ i
i−1zˆi +i−1 γi−1 × θ˙i i−1zˆi (2.69)
+ i−1ωi−1 × (2θ¨i i−1zˆi +i−1 ωi−1 × θ˙i i−1zˆi) ]
iςi =
iRi−1{ i−1ςi−1 +
....
θ i
i−1zˆi + 3 i−1γi−1 × θ¨i i−1zˆi (2.70)
+ 3 i−1ωi−1 × (
...
θ i
i−1zˆi + i−1ωi−1 × θ¨i i−1zˆi)
+ 2 i−1γi−1 × (i−1ωi−1 × θ˙i i−1zˆi)
+ i−1ωi−1 × [i−1ωi−1 × (i−1ωi−1 × θ˙i i−1zˆi)
+ i−1γi−1 × θ˙i i−1zˆi] + i−1ιi−1 × θ˙i i−1zˆi}
iai =
iRi−1[ i−1ai−1 + i−1ωi−1 × ( i−1ωi−1 × i−1pi,i−1) (2.71)
+ i−1γi−1 × i−1pi,i−1 + d¨i i−1zˆi + 2d˙i( i−1ωi−1 × i−1zˆi) ]
iaci =
iai +
iωi × ( iωi × ipci,i) + iγi × ipci,i (2.72)
iji =
iRi−1{ i−1ji−1 + 2 i−1γi−1 × ( i−1ωi−1 × i−1pi,i−1) (2.73)
+ i−1ωi−1×[ i−1γi−1× i−1pi,i−1+ i−1ωi−1×( i−1ωi−1× i−1pi,i−1)]
+ i−1ιi−1 × i−1pi,i−1 +
...
d i
i−1zˆi + 3d¨i i−1ωi−1 × i−1zˆi
+ 3d˙i[
i−1γi−1 × i−1zˆi + i−1ωi−1 × ( i−1ωi−1 × i−1zˆi)] }
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ijci =
iji +
iιi × ipci,i + 2 iγi × ( iωi × ipci,i) (2.74)
+ iωi × [ iγi × ipci,i + iωi × ( iωi × ipci,i)]
isi =
iRi−1
{
i−1si−1+ i−1ςi−1× i−1pi,i−1+3 i−1ιi−1×( i−1ωi−1× i−1pi,i−1) (2.75)
+ 3 i−1γi−1×[ i−1γi−1× i−1pi,i−1 + i−1ωi−1×( i−1ωi−1× i−1pi,i−1)]
+ i−1ωi−1×[ i−1ιi−1× i−1pi,i−1 + 2 i−1γi−1×( i−1ωi−1× i−1pi,i−1)]
+ i−1ωi−1×[ i−1ωi−1×( i−1γi−1× i−1pi,i−1)]
+ i−1ωi−1×{ i−1ωi−1×[ i−1ωi−1×( i−1ωi−1× i−1pi,i−1)]}
+
....
d i
i−1zˆi + 4d˙i i−1ιi−1× i−1zˆi + 8d˙i i−1γi−1×( i−1ωi−1× i−1zˆi)
+ 4d˙i
i−1ωi−1 × [ i−1γi−1× i−1zˆi + i−1ωi−1 × ( i−1ωi−1× i−1zˆi)]
+ 6d¨i[
i−1γi−1× i−1zˆi + i−1ωi−1 × ( i−1ωi−1× i−1zˆi)]
+ 4
...
d i
i−1ωi−1 × i−1zˆi
}
isci =
isi +
iςi × ipci,i + 3 iιi × ( iωi × ipci,i) (2.76)
+ 3 iγi × [ iγi × ipci,i + iωi × ( iωi × ipci,i)]
+ iωi × [ iιi × ipci,i + 2 iγi × ( iωi × ipci,i)]
+ iωi×{ iωi×[ iγi× ipci,i + iωi×( iωi× ipci,i)]}
iFi =mi
iaci (2.77)
iF˙i =mi
ijci (2.78)
iF¨i =mi
isci (2.79)
iNi =
iIi
iγi +
iωi × ( iIi iωi) (2.80)
iN˙i =
iωi × ( iIi iγi + iNi) + iIi( iγi × iωi + i ιi) + iγi × iIi iωi (2.81)
iN¨i =
iγi × ( iIi iγi + 2 iNi) + iιi × iIi iωi (2.82)
+ iIi[2(
iιi × iωi) + iωi × ( iωi × iγi) + iςi]
+ iωi×[ iωi× iIi iγi+2 iIi( iιi+ iγi× iωi)+ iN˙i]
ifi =
iRi+1
i+1fi+1 +
iFi (2.83)
if˙i =
iRi+1
i+1f˙i+1 +
iF˙i (2.84)
if¨i =
iRi+1
i+1f¨i+1 +
iF¨i (2.85)
ini =
iRi+1
i+1ni+1 +
ipci,i × iFi + ipi+1,i × ifi+1 + iNi (2.86)
in˙i =
iRi+1
i+1n˙i+1 + (
iωi × ipci,i)× iFi + ipci,i × iF˙i (2.87)
+ ( iωi × ipi+1,i + d˙i+1 izˆi+1)× ifi+1 + ipi+1,i × if˙i+1 + iN˙i
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in¨i =
iRi+1
i+1n¨i+1 + 2 (
iωi × ipci,i)× iF˙i (2.88)
+ [ iγi × ipci,i + iωi × ( iωi × ipci,i)]× iFi
+ [ iγi× ipi+1,i + iωi×( iωi× ipi+1,i) + d¨i+1 izˆi+1
+ 2d˙i+1
iωi × izˆi+1]× ifi+1 + ipci,i × iF¨i + iN¨i
+ 2 ( iωi× ipi+1,i + d˙i+1 izˆi+1)× if˙i+1 + ipi+1,i× if¨i+1
τei =
{
inTi zˆ0 revolute
ifTi zˆ0 prismatic
(2.89)
τ˙ei =
{
( in˙i +
ini × iωi)T zˆ0 revolute
( if˙i +
ifi × iωi)T zˆ0 prismatic
(2.90)
τ¨ei =

[ in¨i + 2(
in˙i× iωi) + ini× iγi
+ ( ini× iωi)× iωi]T zˆ0 revolute
[ if¨i + 2(
if˙i× iωi) + ifi× iγi
+ ( ifi× iωi)× iωi]T zˆ0 prismatic
(2.91)
θ˙mi =
τ˙ei
σi
+ q˙i (2.92)
θ¨mi =
τ¨ei
σi
+ q¨i (2.93)
τi =Biθ¨mi + τei (2.94)
where ifi+1 = iRi+1i+1fi+1.
As it can be noticed, (2.67)–(2.94) are very similar to (2.25)–(2.52), even
identical in some cases. Obviously, the two variants of the algorithm, applied
to the same robot, with coherent dynamic parameters, equivalent configura-
tion q and same inputs q˙ and q¨, will return the same output τ .
2.5 Spatial vector notation
Both versions of the algorithm presented above employ one form of the
Denavit-Hartenberg notation. Kinematic quantities are represented with tra-
ditional R3 vectors, keeping linear and angular velocities as distinct entities,
and holding masses, CoM positions and inertia tensors as separate param-
eters. A radically different approach is resorting to screw theory and Lie
groups [57]. In this framework, linear and angular velocities are represented
as unified R6 spacial vectors, while all inertial properties of a body are con-
tained in a 6 × 6 inertia matrix. Arguably, this allows a more compact
notation for representing dynamic equations. Also, the Denavit-Hartenberg
convention is not needed anymore, and more general kinds of linkage, other
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than revolute or prismatic joints, can be represented. Perhaps the best-known
robotics works employing this notation are Featherstone’s books [29, 30],
which present all important dynamic algorithms, including RNEA, using
screw theory.
Details about the spatial vector notation are out of the scope of this
thesis. However, it is noteworthy to point out that the results presented in
this work inspired a rewriting of the recursive fourth-order inverse dynamics,
i.e. the core part of EJNEA, in terms of screw theory [56]. This contribution
complements the existing algorithms presented in Featherstone’s books.
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Chapter 3
Extensions and Variants
3.1 Nonlinear springs
In the previous sections, linear elasticity was assumed. However, this hy-
pothesis is restrictive: in general, nonlinearities are always present to some
degrees, and sometimes they are even purposely introduced in Series Elastic
Actuators [76]. Thus, in this section, it is shown how the linear elastic-
ity assumption can be dropped. The resulting extended algorithm is called
N-EJNEA, standing for Nonlinear EJNEA.
In the nonlinear case, the general model takes the form
M (q)q¨ + n(q, q˙) = τe(φ) (3.1a)
Bθ¨m + τe(φ) = τ . (3.1b)
Here, the flexibility torque τe is a general vector expression of φ, decoupled
for each joint. Its analytic formulation can be obtained from the expression
of the total elastic energy Ue of the system:
τe = −
(
∂Ue
∂q
)T
. (3.2)
The stiffness matrix is physically defined as
Σ(φ) =
∂τe
∂φ
=
∂τe
∂θm
= −∂τe
∂q
. (3.3)
Notice that Σ is now a function of φ, which was not the case for linear
springs. Since the motors dynamics are decoupled, it is still diagonal. For
later use, we arrange the elements of its diagonal in vector σ(φ) ∈ RN .
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3.1.1 Inverse dynamics
When tackling the inverse dynamics problem for nonlinear elastic robots, the
fundamental difference with respect to the linear case is that the stiffness Σ
is not given a priori, but it needs to be computed. Further, it is not constant
in time, which introduces additional terms. These considerations lead to the
necessity of performing the required operations in a very precise order.
First of all, notice how (2.10)–(2.12) are still valid in this context. Thus,
the first step is to apply these equations to obtain τe, τ˙ e and τ¨ e from the
desired joint trajectory.
Next, from the value of τe, we can compute the associated joint deflec-
tions φ. This amounts to the resolution of N nonlinear equations, which
may be done analytically for simple cases, or numerically for more complex
ones. This is an important difference with respect to the linear case.
Once the values of φ are obtained, we can compute Σ using the underlying
spring model. Now, differentiating τe with respect to time, from (3.3) we
obtain
τ˙ e = Σφ˙ (3.4)
which is identical to (2.13), with the only difference that Σ has now been
computed from φ. From this, φ˙ can be easily obtained by inverting Σ.
Exploiting the joint decoupling property of τe, we define
Z =
∂σ
∂φ
(3.5)
which is again diagonal and computable from the spring model. This allows
us to differentiate (3.4) as
τ¨ e = Σφ¨+Zφ˙
2
(3.6)
where φ˙ is squared element-wise. This is easily rearranged as
θ¨m = q¨ + Σ
−1(τ¨ e −Zφ˙2) (3.7)
which is the nonlinear counterpart of (2.16). Finally, the value of τ can be
obtained from (3.1b).
Notice that, for feedback linearization control, hardly anything changes
with respect to the linear case. Assuming q, q˙, φ and φ˙ are known, then Σ,
Z, τe and τ˙ e can be computed from the spring model directly beforehand,
so that q¨ and ...q can be obtained in exactly the same way as in the linear
case. Thus, the final control expression is practically identical to (2.20)
τ = BΣ−1(φ)[M (q)
....
qr + 2M˙ (q)
...
q + M¨ (q)q¨ + n¨(q, q˙)−Zφ˙2 ]
+ [M (q) +B ]q¨ + n(q, q˙)
(3.8)
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where the dependency of Σ from φ was emphasized. Notably, since φ is
already known, there is no need of solving the nonlinear equations.
3.1.2 The algorithm N-EJNEA
After the above discussion, extending the inverse dynamics algorithm to the
case of nonlinear stiffness is straightforward. In the first place, equations
(2.25)–(2.49) are still valid. Then, the only equations that need to be suitably
replaced are (2.50)–(2.52). This is done as follows
τei 7→ φi (3.9)
σi = σi(φi) (3.10)
ζi =
∂σi
∂φi
(3.11)
φ˙i =
τ˙ei
σi
(3.12)
θ˙mi = q˙i + φ˙i (3.13)
θ¨mi = q¨i +
τ¨ei − ζiφ˙2i
σi
(3.14)
τi = Bi θ¨mi + τei (3.15)
where (3.9) represents the computation of resolution of φi from τei, while σi
is the i-th element of σ, and ζi is the i-th diagonal element of Z.
Feedback linearization can be simply achieved by applying N-EJNEA di-
rectly, with no modifications, once q¨ and ...q have been obtained. Clearly, (3.9)
and (3.12) can be skipped. The same result can be obtained just as directly
by using regular EJNEA, as
τ = EJNEA(q, q˙, q¨, ...q , ....qr)−BΣ−1Zφ˙2 (3.16)
where Σ and Z are precomputed from φ, and the resulting value of Σ is
passed as a parameter to EJNEA.
3.2 Variable Stiffness Actuators
Variable Stiffness Actuators are fundamentally different from regular ones.
The very definition of the inverse dynamics problem takes a new form, namely
computing the motor torque commands that smoothly execute desired link
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Fig. 2. Overview of passive compliant actuators.
Fig. 3. Possibilities in antagonistic springs with antagonistic motors: ‘‘uni-
directional’’, ‘‘cross-coupled’’, and ‘‘bi-directional’’ antagonistic arrangements.
at maximum. To overcome these limitations, a third compliant
element (possibly different from the two antagonists) may be
introduced to cross-couple the two prime movers (see Fig. 3-b).
Cross-coupling allows setting of preload forces to tune it to
nominal working conditions, using (a fraction of) each motor’s
torque in both directions. The VSA-I prototype is an example of
a such a cross-coupled device [30]. One further step introduces
a fourth spring to connect each actuator to the link via two
compliant elements (not necessarily symmetric) in a push–pull
configuration (see Fig. 3-c). This configuration is used in the VSA-
II prototype [31], the VSA-cube that is a hobby servomotor style
of VIA actuator [32] and in the VSJ [33], used to actuate the wrist
and forearm of the DLR hand/arm [34]. The big advantage here is
that the sum of the two motor torques are available at the joint
side if you drop the requirement to track a desired stiffness. The
passive joint range of a setup of antagonistic springs is that both
the angular and passive joint ranges are limited to the maximum
extension of the springs. An interesting approach to reduce the
energy consumption of an active knee prosthesis was introduced
in [35], where during the walking cycle of the knee, both springs
were not always engaged due to a clutch mechanism. Most of the
VIAs are powered by electromagneticmotors, but also othermeans
are possible like the hydraulic pistons used in an antagonistic setup
for the NEUROexos elbow exoskeleton [36] or pneumatics [29,37].
Fig. 4. The different possibilities in the class antagonistic springswith independent
motors.
3.3.2. Antagonistic springs with independent motors
The main disadvantage of using antagonistic motors is that
both motors need to work synchronously to either change the
equilibrium position or the stiffness. This means the motors
cannot be dimensioned for a specific task. For Antagonistic Springs
with Independent Motors, the motors are arranged to (partially)
decouple the control of equilibrium position and stiffness 4 (see
Fig. 4).
For the Quasi-Antagonistic Joint (QA-Joint) [38] one motor (the
link drive) adjusts the link side position, while the second motor
(the stiffness drive) operates the stiffness adjustment. This is a
partially decoupled system since when the stiffness is changed,
the equilibrium position must be adjusted by the link side motor.
Complete decoupling of the equilibrium position setting and
the stiffness occurs when the endpoints of the two springs are
mechanically coupled either by a lever arm or a pulley like, e.g.,
the AMASC actuator [39]. Here the motor to set the equilibrium
position is not on the joint but on the other side of the nonlinear
springs. It is also possible to move this motor to the joint, making
the design less complex. In this case the equilibrium position of
igure 3.1 Some possible configurations of the motors for VSAs. Image adapted from [83].
and stiffness trajectories in nominal conditions. As menti ed in the Intro-
duction, this requires two motors for each robot joint instead of one. As it
turns out, the compliant transmission elements connecting each motor to the
driven link necessarily need to be nonlinear, for the stiffness to be control-
lable. Notice that, technically, a single nonlinear spring is enough to make
the stiffness variable, since it is not constant, but not to make it controllable
for a given position. Variable Stiffness Actuators are broadly divided in two
categories. The most prominent and widespread one is the antagonistic archi-
tecture. For this type of actuator the two motors, usually equally powerful,
are independently connected to the actuated link through elastic conn ctions;
as they pull the link stronger in opposite directions, the stiffness increases.
The second kind is the serial architecture, where th smaller, secondary motor
is used only to modulate stiffness on line. Notably, a large class of single-
DoF or multi-DoF VSA-based robots with complex nonlinear dynamics turns
out to satisfy, under mild conditions, the necessary and sufficient conditions
for feedback linearization and input-output decoupling [62, 22], a result that
generalizes from the rigid case and from the case of robots with finite, but
constant joint stiffness. For actuators of the antagonistic type, feedback lin-
earization control was developed in [63].
In this section, the inverse dynamics problem for general multi-DoF VSA-
based robots with antagonistic actuation is carefully analyzed. Next, the
Variable Stiffness Actuation Newton-Euler Algorithm (VSA-NEA), itself a
generalized version of EJNEA, is introduced and discussed.
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3.2.1 Modeling
In robots having Variable Stiffness Actuation, since two actuators are present
at each joint, the coordinate space is tripled in size as compared to the rigid
case. The robot configuration is then given as
Θ =
qθm1
θm2
 ∈ R3N , (3.17)
where θm1 and θm2 are the motor positions after the reduction. Here, we will
focus on the antagonistic type of actuators. Under the usual assumptions,
the dynamic model is given as
M(q)q¨ + n(q, q˙) = τe1(φ1) + τe2(φ2) (3.18a)
B1θ¨m1 + τe1(φ1) = τ1 (3.18b)
B2θ¨m2 + τe2(φ2) = τ2, (3.18c)
where τe1 and τe2 are the flexibility torques, which are nonlinear functions
of φ1 and φ2, decoupled for each joint. The nonlinearity in this case is
fundamental, since it is what allows the controllability of the stiffness. The
6N -dimensional state of the system is given by (q,θm1,θm2, q˙, θ˙m1, θ˙m2). The
total flexibility torque acting on the links is
τe = τe1(φ1) + τe2(φ2) (3.19)
The flexibility torques and the stiffness matrices are analytically obtained as:
τek =
(
∂Ue
∂φk
)T
, k = 1, 2, τe = −
(
∂Ue
∂q
)T
. (3.20)
Σk(φk) =
∂τek
∂φk
, k = 1, 2, Σ(Θ) = −∂τe
∂q
. (3.21)
The stiffness matrices are again diagonal, therefore their elements can be
arranged in vectors σ1 ∈ RN , σ2 ∈ RN and σ ∈ RN . From (3.19) and (3.21),
it follows
Σ = Σ1 + Σ2 (3.22)
σ = σ1(φ1) + σ2(φ2) (3.23)
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3.2.2 Inverse dynamics
For Variable Stiffness Actuators, the inverse dynamics problem is slightly dif-
ferent from the previous cases, since in general we also have a desired stiffness
trajectory. Therefore, the task becomes the following: given a desired four-
times differentiable link trajectory qd(t) and a desired twice-differentiable
stiffness trajectory σd(t) (with
....
qd and σ¨d possibly piecewise continuous),
we will compute the nominal input torques τd1(t) and τd2(t) that realize this
combined task trajectory. Both reference trajectories qd(t) and Σd(t) are
chosen by the user, and thus all their needed time derivatives are known
by design. In the rest of this section, we will omit time dependence and
subscript d for notational simplicity.
As in the previous cases, the first step is to compute τe, τ˙ e and τ¨ e
from (2.10)–(2.12). Next, from the desired values of τe and σ, we need
to compute the associated joint deflections φ1 and φ2. These are obtained
by solving the following system of 2N nonlinear equations{
τe = τe1(φ1) + τe2(φ2)
σ = σ1(φ1) + σ2(φ2),
(3.24)
where τe1(·), τe2(·), σ1(·), and σ2(·) are seen as functions expressed in their
analytical forms. In general, system (3.24) needs to be solved numerically, ex-
ploiting the joint decoupling property which causes the split into N separate
2× 2 subsystems (still nonlinear, though).
Next, we compute matrices Σ1, Σ2, Z1, Z2, Z,H1 andH2. These quan-
tities are all obtained from the underlying spring model, using the solutions
of (3.24). Matrices Z1, Z2, Z, H1, and H2 are diagonal, defined as
Zk =
∂σk
∂φk
= diag(ζk) (3.25)
Z = Z1 +Z2 (3.26)
Hk =
∂ζk
∂φk
(3.27)
the diagonal elements of all these matrices being denoted as σk,i, ζk,i, ζi,
and ηk,i, with k = 1, 2 and i = 1 . . . N .
From (3.19) and (3.21), we have then (with dependencies omitted)
τ˙ e = Σ1φ˙1 + Σ2φ˙2. (3.28)
Exploiting the decentralized property of τe1 and τe2 and using (3.25), we can
differentiate (3.23) and obtain
σ˙ = Z1φ˙1 +Z2φ˙2. (3.29)
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Putting (3.28) and (3.29) together, we set up the linear system(
Σ1 Σ2
Z1 Z2
)(
φ˙1
φ˙2
)
= A(φ1,φ2)
(
φ˙1
φ˙2
)
=
(
τ˙ e
σ˙
)
, (3.30)
where A(φ1,φ2) is the decoupling matrix [22], in which we have emphasized
the dependency from φ1 and φ2. Provided the decoupling matrix is nonsin-
gular, system (3.30) can be easily solved for φ˙1 and φ˙2 as(
φ˙1
φ˙2
)
=
(
Σ1 Σ2
Z1 Z2
)−1(
τ˙ e
σ˙
)
. (3.31)
We now go one level of differentiation further. Differentiating (3.28) and
rearranging, we obtain
Σ1θ¨m1 + Σ2θ¨m2 = τ¨ e −Z1φ˙21 −Z2φ˙22 + Σq¨ = β1 (3.32)
where vectors φ˙1 and φ˙2 are squared component-wise. Using (3.27), we can
differentiate also (3.29) and rearrange it as
Z1θ¨m1 +Z2θ¨m2 = σ¨ −H1φ˙21 −H2φ˙22 +Zq¨ = β2 (3.33)
Equations (3.32) and (3.33) result in another linear system(
Σ1 Σ2
Z1 Z2
)(
θ¨m1
θ¨m2
)
= A(φ1,φ2)
(
θ¨m1
θ¨m2
)
=
(
β1
β2
)
, (3.34)
which has the same coefficient matrix A that appears in (3.30), making only
one inversion necessary to obtain also θ¨m1 and θ¨m2. We obtain finally τ1
and τ2 from (3.18b) and (3.18c). Also, τe1 and τe2 are evaluated from the
spring model using the computed values of φ1 and φ2, while θ˙m1 = φ˙1 + q˙
and θ˙m2 = φ˙2 + q˙. Some remarks are now in order.
• Computation will be terminated if (3.24) has no solution. This means
that the desired combined motion-stiffness task is not attainable by the
given actuator model. Instead, the possible existence of multiple solu-
tions is not a source of problems. In fact, when the system is solved for
a (discretized) time sequence of desired data, at each instant the solu-
tion is found by a numerical search, starting from the result obtained
at the previous time step. Since the search is a local process, the new
solution will always be close to the older one, achieving continuity.
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• IfA is not invertible, the system is in a dynamic singularity, restricting
the desired motion-stiffness task that can be achieved. Thanks to the
joint decoupling property, A can be rearranged into a block-diagonal
matrix with 2 × 2 blocks, which can be inverted separately from each
other. Thus matrix A is singular if and only if at least one of these
N blocks is singular. For instance, for a joint i with two identical
antagonistic springs, symmetric for torsion and tension, this will always
happen when φ1,i = φ2,i.
• If the initial values of φ1 and φ2 are known, we can avoid the explicit
resolution of (3.24) at each time instant. Instead, we can solve (3.30)
and integrate then for φ1 and φ2. Caution must be taken, however,
due to error drifts caused by numerical integration.
3.2.3 Special cases
In this section, we show how system (3.24) can be solved for some specific
types of springs.
The first case is that of a cubic flexible torque profile. The cubic model is
one of the most commonly used approximations for complex spring character-
istics, since the cubic term is the lowest-order correction which can be added
to the linear model in order to represent a generic function more closely,
while maintaining a positive-definite elastic potential energy. Assuming the
two springs acting on each joint are identical to each other, then, for the k-th
transmission element of the i-th joint
Uek,i = 1
2
Kiφ
2
k,i +
1
4
Kciφ
4
k,i (3.35)
which, remembering (3.20), results in the joint torque
τek,i =
∂Uek,i
∂φk,i
= Kiφk,i +Kciφ
3
k,i. (3.36)
so that the full multi-DoF actuation model is given as
τe1(φ1) = Kφ1 +Kcφ
3
1 (3.37a)
τe2(φ2) = Kφ2 +Kcφ
3
2 (3.37b)
where φ3 indicates element-wise elevation to the third power, while K =
diag{Ki} ∈ RN×N and Kc = diag{Kci} ∈ RN×N are constant, diagonal,
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positive definite matrices. Therefore, for k = 1, 2 and i = 1, . . . , N , we have
σk,i = Ki + 3Kci φ
2
k,i (3.38)
ζk,i = 6Kci φk,i (3.39)
ηk,i = 6Kci (3.40)
yielding, for each joint, the system
τei = Ki(φ1,i + φ2,i) +Kci(φ
3
1,i + φ
3
2,i) (3.41a)
σi = 2Ki + 3Kci(φ
2
1,i + φ
2
2,i) (3.41b)
which is the joint-wise expression of (3.24) for the cubic case. The minimum
possible stiffness for joint i is thus σi = 2Ki. In order to avoid singularity
problems, this lower bound should never be reached. We solve now (3.24) as
follows. Defining from (3.41b)
R2i = φ
2
1,i + φ
2
2,i =
σi − 2Ki
3Kci
(3.42)
it can be seen that all solutions are parametrized by a scalar ξi ∈ (−pi, pi]
such that φ1,i = Ri cos ξi and φ2,i = Ri sin ξi. The value of Ri can be chosen
as positive, without loss of generality. Replacing in (3.41a) we get
f(ξi) = (cos ξi + sin ξi) +
σi − 2Ki
3Ki
(cos3 ξi + sin
3 ξi) =
τei
KiRi
(3.43)
which is a single trigonometric equation in ξi. It can be noticed that choosing
φ1,i = Ri sin ξi and φ2,i = Ri cos ξi would have resulted in exactly the same
equation, yielding equivalent specular solutions for the two deflections.
Equation (3.43) cannot be solved analytically. However, it is sufficiently
smooth, and thus easily solvable by a numerical root finder. Moreover, we
can describe quickly verifiable necessary and sufficient conditions for solutions
to exist. Specifically, the elastic torque modulus |τei| must not exceed some
given maximum values, which are function of the stiffness σi. The values are
obtained by finding the points where f(ξi) is maximized.
For 2Ki ≤ σi ≤ 4Ki, a global maximum is found as
|τei|max1 =
√
2
6
Ri(4Ki + σi) (3.44)
while for σi > 4Ki, two points are found such that
|τei|max2 =
√
1
Kci
(
σi
3
)3 (3.45)
while |τei|max1 < |τei|max2 becomes a local minimum.
Therefore, assuming σi ≥ 2Ki
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• At least one solution can always be found for |τei| ≤ |τei|max1. They
are exactly two if the inequality holds strictly, while it is exactly one if
|τei| = |τei|max1 and σ ≤ 4Ki. For σ ≤ 4Ki, |τei| cannot be larger than
|τei|max1 and no other solutions exist.
• If σ > 4Ki, additional solutions exist for |τei|max1 ≤ |τei| ≤ |τei|max2.
There are exactly four solutions if both inequalities hold strictly, exactly
three if |τei| = |τei|max1, and exactly two if |τei| = |τei|max2.
For σ > 4Ki, then it is possible to find continuous solutions when |τei| in-
creases from below |τei|max1 up to |τei|max2. However, when we switch from
|τei| ≥ |τei|max1 to |τei| < |τei|max1, a jump discontinuity in the solutions might
arise, depending on the solution “branch” which is being followed. Notice that
there is no upper bound on σi. However, in the case of the cubic model (and
also more in general), it is recommended to set a limit, in order to keep spring
deformations reasonably limited; a good value is σi = 4Ki, which is twice
the minimum. This also avoids the problem of the discontinuities. Detailed
derivation of the elastic torque bounds can be found in Appendix B.1.
An even lower-order spring profile is the quadratic one. However in this
case, for the potential energy to be positive definite, an absolute value must
be inserted
Uek,i = 1
2
Kiφ
2
k,i +
1
3
Kqi|φk,i|3 (3.46)
resulting in the joint torque
τek,i = Kiφk,i +Kqi sign(φk,i)φ
2
k,i (3.47)
where conventionally sign(0) = 0. The full actuation model is
τe1(φ1) = Kφ1 +Kq sign(φ1)φ
2
1 (3.48a)
τe2(φ2) = Kφ2 +Kq sign(φ2)φ
2
2 (3.48b)
with constant, diagonal, positive definite K ∈ RN×N and Kq ∈ RN×N , and
the sign function evaluated element-wise. Then, for k = 1, 2 and i = 1, . . . , N
σk,i = Ki + 2Kqi|φk,i| (3.49)
ζk,i = 2Kqi sign(φk,i) (3.50)
ηk,i = 0 . (3.51)
As a technical remark, it should be noticed that (3.47) and (3.49) are always
valid expressions of τek,i and σk,i, while for (3.50) and (3.51) the notation
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was slightly abused, since these partial derivatives are technically not defined
for φk,i = 0 due to the non-differentiability of σk,i in that point. However, we
will see this is not a problem. For the i-th joint, we obtain the system
τei = Ki(φ1,i + φ2,i) +Kqi
(
sign(φ1,i)φ
2
1,i + sign(φ2,i)φ
2
2,i
)
(3.52a)
σi = 2Ki + 2Kqi(|φ1,i|+ |φ2,i|) (3.52b)
where it can be seen that, also in this case, it is always σi ≥ 2Ki. This
system can be solved if and only if
|τei| ≤ σi(σi − 2Ki)
4Kqi
(3.53)
with two possible pairs of solutions
φ1,i =
τei
σi
± σi − 2Ki
4Kqi
(3.54a)
φ2,i =
τei
σi
∓ σi − 2Ki
4Kqi
(3.54b)
which are opposite in sign when (3.53) holds. It can be verified that one of
these values can be equal to zero if and only if the equality holds for (3.53),
thereby ruling out the problem of ζk,i and ηk,i being undefined if the upper
bound for |τei| is avoided. Alternative solutions can be found when additional
conditions hold. When
σ2i − 4K2i
8Kqi
≤ |τei| ≤ σi(σi − 2Ki)
4Kqi
(3.55)
then two alternative pairs of solutions can be found. For each of these pairs,
both deflection values are nonnegative for τei > 0 and nonpositive when
τei < 0. These solutions are only continuous with (3.54) when |τei| reaches
its upper bound, and are therefore of limited interest. Their exact values,
together with all derivations, can be found in Appendix B.2. No other solu-
tions exist.
3.2.4 Feedback linearization control
The same procedure outlined in Sec. 3.2.2 can be used, with minor modifica-
tions, to implement a feedback linearization law for VSA robots. With the
desired trajectories qd(t) and σd(t), we compute the linear control signals
....
qr
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and σ¨r from the actual values of q, q˙, q¨,
...
q , σ, and σ˙
....
qr =
....
qd +K3(
...
qd − ...q ) +K2(q¨d − q¨)
+K1(q˙d − q˙) +K0(qd − q)
(3.56a)
σ¨r = σ¨d +Kσ1(σ˙d − σ˙) +Kσ0(σd − σ), (3.56b)
where all six gain matrices are diagonal with their diagonal elements being
such that the two characteristic polynomials
pi(s) = s
4 +K3,is
3 +K2,is
2 +K1,is+K0,i (3.57a)
pσi(s) = s
2 +Kσ1,is+Kσ0,i (3.57b)
are both Hurwitz. Then, the motor torques achieving feedback linearization
control are obtained using the previous inverse dynamics computations, by
only replacing ....qd with
....
qr and σ¨d with σ¨r. Use of high gains and possible
addition of an integral action to ....qr and σ¨r (with similar requisites on the
gain coefficients) can contribute to the controller accuracy and robustness to
dynamic modeling errors.
Since the control scheme requires the current values of q¨, ...q , σ, and σ˙,
it is necessary to compute these quantities from measured ones. We assume
full state measurements are available, with the values of q, φ1, and φ2 given,
and those of q˙, φ˙1, and φ˙2 obtained by numerical differentiation. Now, the
values of τe1, τe2, Σ1, Σ2, Z1, and Z2 (as well as of H1 and H2) can be
immediately computed from φ1 and φ2. Next, τe, σ, τ˙ e and σ˙ are obtained
from (3.19), (3.23), (3.28), and (3.29), respectively. An alternative to obtain
these quantities is by using an estimator, as shown in [31] for σ; for practical
purposes, this is actually preferable to the crude application of the model.
Finally, q¨ and ...q are obtained from (2.23) and (2.24), as in the constant-
stiffness case.
Notice that the resolution of (3.24) is no longer necessary. This means
that no numerical root finding is required for feedback linearization, which
also eliminates the possibility of failure at this step. Finally, equations (2.10),
(2.11) and (3.31) are also skipped as such.
3.2.5 The algorithm VSA-NEA
In the following, the final inverse dynamics algorithm for robots equipped
with Variable Stiffness Actuators is presented. We refer to it as VSA-NEA,
i.e. Variable Stiffness Actuators Newton-Euler Algorithm. It can obtained
by replacing (2.50)–(2.52) with the following
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〈τei , σi〉 7→ 〈φ1,i , φ2,i〉 (3.58)
τe1,i = τe1,i(φ1,i) (3.59)
τe2,i = τe2,i(φ2,i) (3.60)
σ1,i = σ1,i(φ1,i) (3.61)
σ2,i = σ2,i(φ2,i) (3.62)
ζ1,i =
∂σ1,i
∂φ1,i
(3.63)
ζ2,i =
∂σ2,i
∂φ2,i
(3.64)
ζi = ζ1,i + ζ2,i (3.65)
η1,i =
∂2σ1,i
∂φ21,i
(3.66)
η2,i =
∂2σ2,i
∂φ22,i
(3.67)
A−1i =
1
σ1,iζ2,i − σ2,iζ1,i
(
ζ2,i −σ2,i
−ζ1,i σ1,i
)
(3.68)(
φ˙1
φ˙2
)
= A−1i
(
τ˙ei
σ˙i
)
(3.69)
θ˙m1,i = φ˙1,i + q˙i (3.70)
θ˙m2,i = φ˙2,i + q˙i (3.71)
β1,i = τ¨ei − ζ1,iφ˙21,i − ζ2,iφ˙22,i + σiq¨i (3.72)
β2,i = σ¨i − η1,iφ˙21,i − η2,iφ˙22,i + ζiq¨i (3.73)(
θ¨m1,i
θ¨m2,i
)
= A−1i
(
β1,i
β2,i
)
(3.74)
τ1,i = B1,i θ¨m1,i + τe1,i (3.75)
τ2,i = B2,i θ¨m2,i + τe2,i (3.76)
with obvious meaning of the symbols.
3.2.6 Variant for feedback linearization
A variant of the VSA-NEA algorithm can be used to compute a feedback
linearization control, as explained in Sec. 3.2.4. Equations (3.59)–(3.67) are
evaluated first in a separate initial loop; next, (3.19), (3.23), (3.28) and (3.29)
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are evaluated so to obtain τe, σ, τ˙ e and σ˙, respectively. From these values, q¨
and ...q are obtained as explained in Sec. 2.3. Finally, the standard version of
VSA-NEA is run, replacing ....q and σ¨ with ....qr and σ¨r, respectively; during
execution, equations (2.47)–(2.48), (3.58)–(3.67) and (3.69) can be skipped,
since their outputs have already been computed in the previous steps.
3.3 Friction
In the previous sections, the presence of energy-dissipating elements, i.e. of
friction, was not considered. In this section, we will describe how they can be
included in inverse dynamics computations. Here, we will focus on the case
of constant, linear stiffness, the discussion for nonlinear and variable stiffness
being analogous.
In general, friction forces are quite difficult to model. The most common
simplifying assumption is that they act locally on each joint, in a decoupled
fashion. This excludes, notably, the viscous friction of the robot structure
with the air, so to concentrate on dissipative phenomena acting within the
robot electromechanical components. Therefore, friction can be present at
the motor side or at the link side. Common kinds of friction are viscous
friction, which is proportional to velocity, and dry friction, which is constant
in module. Another possible source of dissipation can be on the connecting
elastic element, in which case we speak of spring damping or viscoelastic
friction. Each case will be treated separately.
The simplest case concerns motor-side friction. This may be caused, in
particular, by the electromagnetic interaction between rotor and stator of
the motor. The presence of viscous and dry friction on the motor side is
expressed by adding the dissipative terms to (2.8b) as
Bθ¨m +Dmθ˙m + Fm sign(θ˙m) + τe = τ (3.77)
where Fm ∈ RN×N and Dm ∈ RN×N are diagonal, positive definite ma-
trices containing, respectively, dry and viscous friction coefficients, and the
sign function is evaluated element-wise. Thus, it becomes necessary to com-
pute θ˙m. This is done by first computing τ˙ e through (2.11), and then us-
ing (2.15). The final result is simply plugged into (3.77) together with θ¨m
and τe to obtain τ . In the implementation of the algorithm, now (2.48)
and (2.50), which were not needed in absence of motor friction, have to be
included, while (2.52) is replaced by
τi = Biθ¨mi +Dmiθ˙mi + Fmi sign(θ˙mi) + τei . (3.78)
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Notice that the computation may be performed just as easily by using a
friction-free implementation of EJNEA, by simply doing
τ = EJNEA(q, q˙, q¨, ...q , ....q ) +Dmθ˙m + Fm sign(θ˙m) (3.79)
as long as the computation of θ˙m, or even just τ˙ e, is included in the algorithm
and the resulting value is returned as an extra output. Indeed, any model
of motor-side friction can be straightforwardly included in (3.78) or (3.79).
Incidentally, we notice that friction acting on the motor side can be fully
compensated via control by measuring θ˙m.
Friction on the link side is primarily caused by mechanical contact be-
tween consecutive links. It should be noticed that a careful mechanical design
of the robot could reduce this dissipative action to zero, for instance intro-
ducing ball bearings as in the DLR lightweight robot [1]. Otherwise, viscous
and dry friction can be modeled by adding the appropriate terms to (2.10),
obtaining
M(q)q¨ + n(q, q˙) +Dlq˙ + Fl sign(q˙) = τe (3.80)
where Fl ∈ RN×N andDl ∈ RN×N are the diagonal positive definite matrices
of dry and viscous friction coefficients on the link side. However, in the case
of link-side friction, it is necessary to approximate the model to a smooth
function, in order to differentiate the link equations. This is done as
M (q)q¨ + n(q, q˙) +Dlq˙ + F˜ (q˙) = τe (3.81)
where F˜ (q˙) is a smooth approximation of the sign function, for instance, a
hyperbolic tangent. Differentiating (3.80) twice, we obtain
M (q)
...
q + M˙ (q)q¨ + n˙(q, q˙) + (Dl +
∂F˜
∂q˙
)q¨ = τ˙ e (3.82)
M (q)
....
q + 2M˙(q)
...
q +M¨ (q)q¨+ n¨(q, q˙) + (Dl +
∂F˜
∂q˙
)
...
q + ∂
2F˜
∂q˙2
q¨2 = τ¨ e (3.83)
where notation was slightly abused for ∂2F˜
∂q˙2
. Once τe, τ¨ e and possibly τ˙ e are
computed from (3.80), (3.83) and (3.82), computation goes on as normal. In
the algorithm implementation, equations (2.47)–(2.49) are replaced with
τei =
inTi
izˆi−1 +Dliq˙i + Fli sign(q˙i) (3.84)
τ˙ei = (
in˙i +
ini × iωi)T izˆi−1 + (Dli + ∂F˜i∂q˙i )q¨i (3.85)
τ¨ei = [
in¨i + 2(
in˙i× iωi) + ini× iγi + ( ini× iωi)× iωi ]T izˆi−1
+ (Dli +
∂F˜i
∂q˙i
)
...
q i +
∂2F˜i
∂q˙2i
q¨i .
(3.86)
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For prismatic joints, the formulas are analogous. Notice that, in the case
of link-side friction, it is more difficult to compute friction effects starting
from friction-free values of τ . For linear stiffness, this can still be done
relatively easily by adding BΣ−1[(Dl+ ∂F˜∂q˙ )
...
q + ∂
2F˜
∂q˙2
q¨2]; otherwise, it becomes
impossible, as it would essentially amount to repeating steps (3.9)–(3.15) for
nonlinear stiffness, or (3.58)–(3.76) for VSA. Finally, it should be noticed
that, due to non-collocation, link-side friction cannot be cancelled completely.
The inclusion of viscoelastic friction changes the nature of the problem
considerably. Its effects can be modeled by modifying (2.8) as
M(q)q¨ + n(q, q˙) + Σ(q − θm) +D(q˙ − θ˙m) = 0 (3.87a)
Bθ¨m + Σ(θm − q) +D(θ˙m − q˙) = τ (3.87b)
where D ∈ RN×N is the positive-definite diagonal matrix of spring damping
coefficients. The inverse dynamics is profoundly affected from this change.
It can be seen that, by differentiating (3.87a) once, the term θ¨m appears
immediately, together with θ˙m. This gives rise to the following differential
equation
Dθ¨m + Σθ˙m = M(q)
...
q + M˙(q)q¨ + n˙(q, q˙) +Dq¨ + Σq˙ (3.88)
which needs to be solved for θ˙m(t) and its derivative θ¨m(t) with given values
of q(t), q˙(t), q¨(t) and ...q (t), starting from an arbitrary value of θ˙m(0). Here,
the EJNEA∗3 (from Sec. 2.3) may be of help for computing the right-hand
side of (3.88) at each time instant. Once the value of θ¨m is obtained for a
given time instant, the desired torque is obtained as
τ = Bθ¨m +M (q)q¨ + n(q, q˙) . (3.89)
On the other hand, an exactly feedback linearizing control law [21] is
given as
τ = BD−1[M (q)
...
qr + M˙(q)q¨ + n˙(q, q˙) + Σ(q˙ − θ˙m)]
+ [M (q) +B]q¨ + n(q, q˙)
(3.90)
where again EJNEA∗3 can be used to compute the terms. However, it should
be noticed that such a control algorithm will be difficultly implementable if
the values ofD are very low, which is usually the case. Therefore, a dynamic
compensator [21] is usually preferable.
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Results
In this Chapter, many numerical simulations are performed in order to test
the proposed solutions. Results are shown on EJNEA and VSA-NEA, for
both inverse dynamics and control settings. The MATLAB R© implementation
of VSA-NEA and the source code for its pertaining simulations are available1.
4.1 EJNEA
4.1.1 Validation
The algorithm EJNEA was validated on a simple 2R planar robot moving
on a vertical plane, shown in Fig. 4.1.
  
y
0
x
0
q
1
q
2
g⃗
0
Figure 4.1 Planar 2R robot used for validation
For this robot, the Lagrangian symbolic model was manually computed,
and it was employed in order to perform an inverse dynamics computation
over a given joint trajectory, using (2.18). The imposed joint trajectory and
the resulting link and motor torques are shown in Fig. 4.2.
1http://ieeexplore.ieee.org/document/7399670/media
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Figure 4.2 Joint and torque trajectory followed during validation
The results were compared with those obtained using EJNEA, both in its
standard version and in that with the modified Denavit-Hartenberg conven-
tion. Figure 4.3 shows the difference between the motor torques τ obtained
with the Lagrangian model and those given by EJNEA. For reference, also
the difference in the link torque τe is shown.
It can be seen that the difference is practically zero for all cases, thus
demonstrating the soundness of the proposed algorithm. In particular, it
can be seen that the difference for τ is in the same order of magnitude as
that for τe ; this is significant since it means that EJNEA is basically as
reliable as regular RNEA in its results. Details on the physical parameters of
the robot in Fig. 4.1 and of its Lagrangian model are reported in Appendix C.
4.1.2 Inverse dynamics of KUKA LWR4+
In this section, the results and performance of EJNEA over a more complex
robot are reported. For the simulation, a realistic model of the 7R KUKA
LWR4+ is employed. The kinematic and dynamic parameters used for the
numerical evaluations are listed in Tab. 4.1 and 4.2, in standard Denavit-
Hartenberg notation. For the dynamic parameters, the values of link masses
and inertias and the position of the link CoMs were taken from [32], while
the values for the drive inertia moments were taken from [49], and the joint
stiffnesses have been chosen arbitrarily.
The desired link motion was specified by sinusoidal trajectories with dif-
ferent amplitudes and frequencies for each joint, lasting T = 14.8 s and
having peak absolute velocities between 90◦/s and 200◦/s. The obtained nu-
merical results are shown in Figs. 4.4 to 4.6. During motion, the elastic joint
deflections are as large as 3◦ for the second joint (Fig. 4.5). The maximum
differences between the torques that would be needed in the rigid case and
those needed in the elastic case range between 2% and 5% of the peak torques
for the robot with elastic joints (Fig. 4.6), especially for the first 4 joints.
The algorithm was implemented in MATLAB, automatically converted
to C code, and then run as a mex function on a standard personal computer.
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(a) Standard Denavit-Hartenberg
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(b) Modified Denavit-Hartenberg
Figure 4.3 Difference between the inverse dynamic values obtained with the Lagrangian
model and those given by EJNEA for the 2R robot, with different kinematic conventions.
1 2 3 4 5 6 7
αi rad pi/2 −pi/2 −pi/2 pi/2 pi/2 −pi/2 0
ai m 0 0 0 0 0 0 0
di m 0 0 0.40 0 0.39 0 0
θi rad q1 q2 q3 q4 q5 q6 q7
|q|max i deg 170 120 170 120 170 120 170
|q˙|max i deg/s 110 110 128 128 204 184 184
|τ |max i Nm 176 176 100 100 100 38 38
Table 4.1 The robot KUKA LWR4+ and its kinematic parameters.
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p value
B1 3.20
B2 3.05
B3 1.98
B4 2.06
B5 0.801
B6 0.48
B7 0.381
K1 1000
K2 1000
K3 1000
K4 1000
K5 1000
K6 1000
K7 1000
m1 4.1948152162
m2 4.2996847737
m3 3.658530333
m4 2.3846673548
m5 1.7035567183
m6 0.4000713156
m7 0.6501439811
p value
c1x -0.0216387515
c1y –
c1z -0.0376881829
c2x 0.0003284751
c2y -0.0041132249
c2z 0.0823647642
c3x 0.0002593328
c3y 0.1137431845
c3z -0.000100257
c4x -0.0014648843
c4y -0.0000461
c4z 0.148580959
c5x -0.0003791484
c5y -0.0553526131
c5z -0.0101255137
c6x 0.0020739022
c6y 0.0586184696
c6z -0.044799983
c7x -0.0004601303
c7y 0.0014789221
c7z 0.0715608282
p value
I1xx –
I1yy 0.0018932828
I1zz –
I1xy –
I1xz –
I1yz –
I2xx 0.0474108647
I2yy 0.05
I2zz 0.001601901
I2xy -0.00000621
I2xz 0.0001166457
I2yz -0.0009141575
I3xx 0.0469510749
I3yy 0.0008344566
I3zz 0.05
I3xy -0.000271431
I3xz 4.09E-008
I3yz -0.000577228
I4xx 0.0124233226
I4yy 0.0072708907
I4zz 0.0099884782
p value
I4xz -0.0005187982
I4xy 0.000000225
I4yz -0.0005484476
I5xx 0.006322648
I5yy 0.0012020203
I5zz 0.0070806218
I5xy -0.0002163196
I5xz 0.00000652
I5yz -0.005
I6xx 0.0005278646
I6yy 0
I6zz 0.0034899625
I6xy 0.0000483
I6xz -0.0000375
I6yz -0.0010605344
I7xx 0
I7yy 0.0000323
I7zz 0.0001187527
I7xy -0.000000577
I7xy -0.000021407
I7yz 0.000068807
Table 4.2 Dynamic parameters of KUKA LWR4+. All values are expressed in SI
standard units. The values indicated with a dash do not influence the dynamics and can
be set to zero.
The same simulation was run 100 times to measure the speed of the algorithm
in this setting. Remarkably, 100 simulations of 14.8 s of inverse dynamics
computations, with a sampling time ∆t = 0.01 s, for a total of 148100 iter-
ations, took only 1.3353 s of execution time, achieving an average of about
9 µs per iteration and thus proving that the method is perfectly feasible for
real-time control use.
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Figure 4.4 Joint positions qd and velocities q˙d for the KUKA LWR4+.
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Figure 4.5 Joint deflections φd = θmd−qd and elastic torques τed for the KUKA LWR4+.
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Figure 4.6 Motor torque τd and its difference with the desired motor torque τr,d in the
rigid case, for the KUKA LWR4+.
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4.2 VSA-NEA
4.2.1 Inverse dynamics
In order to validate the VSA-NEA, we consider a spatial 3-DoF robot in the
presence of gravity (acting on links 2 and 3), with the three rotational joints
driven by antagonistic VSA with cubic profiles of flexibility torques. For this
simulation, viscous friction was included both at the link side and at the
motor side. The robot and its physical parameters are shown in Tab. 4.3.
1 2 3
αi rad pi/2 0 0
ai m 0 0.3 0.3
di m 0 0 0
θi rad q1 q2 q3
mi kg 9.0478 6.7858 5.0894
ipcxi,i m 0 -0.15 -0.15
ipcyi,i m 0 0 0
ipczi,i m 0 0 0
iIxxi kg m
2 0.1299 0.0139 0.0104
iIyyi kg m
2 0.0185 0.0578 0.0434
iIzzi kg m
2 0.1299 0.0578 0.0434
Dli kg m2/s 10−5 10−5 10−5
Bk,i kg m2 3.20 3.05 1.98
Dmk,i kg m2/s 10−4 10−4 10−4
Ki Nm/rad 400 400 400
Kci Nm/rad3 2000 2000 2000
-0.6
0.6
-0.4
-0.2
0.4
0
0.5
Z
0.2
0.2
X
Y
0
0.4
Y
X
Z
0
0.6
-0.2
-0.4
-0.5-0.6
Table 4.3 The 3R VSA robot and its kinematic and dynamic parameters.
The link motion qd was specified by a smooth rest-to-rest trajectory (poly-
nomials of degree 7, with zero initial and final boundary conditions on ve-
locity, acceleration, and jerk) lasting T = 4 s. In a first test, σd was also
specified by a rest-to-rest polynomial trajectory of degree 3, identical for
all joints, with zero boundary conditions on σ˙ at t = 0 and t = T . The
stiffness of each joint goes from σmin = 850 Nm/rad, which is close to the
physical minimum possible stiffness, to σmax = 1275 Nm/rad, achieving a
50% increase. Figure 4.7 shows the reference trajectories, while the obtained
results are reported in Figs. 4.8–4.9.
We performed two other tests with the same joint trajectory qd shown in
Fig. 4.7, but one with σi identically equal to σmin for all i, and a second with
σi identically equal to σmax. Since the joint movement is the same, the elastic
torque τe does not change with respect to Fig. 4.9. however, all the motor
torques τd1 and τd2 have much larger absolute values in the second case. This
shows how the motors spend considerable energy in order to keep a higher
level of stiffness. In Fig. 4.10, we compare the desired nominal torques for the
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Figure 4.7 Desired joint position qd and stiffness σd for the VSA robot (same stiffness
profile for all joints).
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Figure 4.8 Nominal motor torques τd1 and τd2 for the VSA robot.
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Figure 4.9 Total elastic torque τe = τe1 + τe2 for the VSA robot.
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two cases. It can be seen how the initial values of τd1 and τd2 for σdi = σmin
(i = 1, . . . , 7) coincide with the initial values in Fig. 4.8, while their final
values for σdi = σmax coincide the final values in the same figures.
The algorithm was implemented in MATLAB, automatically converted
to C code, and then run as a mex function on a standard personal computer.
The execution times were always in the order of 10−5 ÷ 10−4 s per iteration.
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Figure 4.10 Comparison of the nominal motor torques exerted by the VSA robot for
σdi = σmin = 850 Nm/rad and σdi = σmax = 1275 Nm/rad for all joints.
4.2.2 Control
In order to demonstrate the performance of the proposed algorithm in a
control setting, the dynamic behavior of the robot in the previous section was
simulated together with the feedback linearization controller in Sec. (3.2.4).
The linearized control signal includes an integral action, with all eigenvalues
being set to −30. The same joint-stiffness trajectory (4.7) was imposed as a
desired trajectory to the controller. In order to make the simulations more
realistic, a small random error was added to both the initial values of q
and q˙ and to the dynamic parameters employed by the controller. Further,
the motor torques were saturated at |τ |max k,i = 150 [Nm]. The simulation
is made last 1 [s] more than the desired trajectory, in order to show the
controller’s behavior in static conditions. The final output trajectory is shown
in Fig. 4.11, with the tracking errors given in Fig. (4.12) and the control
torques in Fig. (4.13).
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Figure 4.11 Actual joint position q and stiffness σ for the controlled VSA robot.
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Figure 4.12 Joint position error qerr and stiffness error σerr for the controlled VSA robot.
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Figure 4.13 Actual motor torques τ1 and τ2 for the controlled VSA robot.
It can be seen that the initial joint position error is quickly recovered,
while the stiffness error never exceeds 5 [Nm/rad] in absolute value. The
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tracking error is never brought completely to zero, due to the modeling er-
rors. In particular, this is true for the stiffness σ, which is not measured
directly by the controller, but internally computed from the deflections φ1
and φ2 using the incorrect parameters; this explains why the system reaches
a stationary input value with non-zero stiffness error, despite the presence
of the integrator. Also, it can be seen that the motor torques are subject to
strong oscillations in the initial phase and often saturate. Such a behavior
may not be actually viable in a real robot; however, this problem is almost
immediately overcome and the torques rapidly become very smooth.
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Chapter 5
Introduction
An optimization framework for the design and analysis of underactuated
biped walkers is presented [10]. The robots can be characterized by passive
or actuated joints with rigid or non-negligible elastic actuation/transmission
elements. The framework is based on optimal control, dealing with geomet-
ric constraints and various dynamic objective functions, as well as boundary
conditions, which helps in selecting optimal values both for the actuation
and the transmission parameters. Solutions of the formulated problems are
shown for different kinds of bipedal architectures, and comparisons drawn be-
tween traditional rigid robots and compliant ones show the energy-efficiency
of compliant actuators in the context of locomotion.
5.1 Contribution
Human beings are energetically very efficient in the task of walking, when
compared to current robots. An important characteristic of human walking
patterns is that they exploit the human body’s natural passive dynamics.
The passive dynamics is the body dynamics when no actuation forces are
present. In this case, the body is only subject to gravity, external forces,
and to elastic or friction forces at joint level. The human body structure
allows the main characteristics of dynamic walking to emerge naturally, thus
requiring much lower energy and control frequency. Another characteristic
of the human body is the intrinsic compliance of its muscle structure. The
possibility to use it as a temporary energy storage is also an example of
exploitation of the passive dynamics.
As seen in the Introduction and in Part I, the idea of introducing com-
pliance was a direct inspiration for elastic actuators. The human passive
walking dynamics is trying to be imitated by passive walkers, of which many
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Figure 5.1 The passive hu-
manoid robot Denise. Image
edited from [88].
different prototypes exist today [89, 46]. In prin-
ciple, this specific type of biped robots is able
to maintain stability without any action from
the motors, which can be entirely absent, and is
able to walk along an inclined plane pushed by
gravity only. Clearly, a real robot, in order to
serve any practical purpose, cannot be entirely
passive, but will need to possess some kind of ac-
tuation; thus, the guiding principle will be that
of optimizing the design so that the actuator
effort during nominal walking be minimal.
In view of the complexity of compliant pas-
sive robot design, there is a need to develop a
software capable to automatize and speed up at
least part of the design process, in particular the
study of the different types of structures and ac-
tuators, the selection of the dynamic parameters
of the robot itself, and the analysis of the rela-
tionship between these two choices. This is the basic idea of co-design. A
first step in this direction was taken in [66]. In that work, the authors in-
troduced a framework for simultaneous design and control of passivity-based
walkers, and they applied it to different kinds of kinematic structures to draw
quantitative comparisons between them. The framework presented there is
based on mathematical optimization: the design problem is formulated as an
optimal control problem (OCP), which is capable to simulate the robot be-
havior while walking and potentially optimize the state trajectory, the input
trajectory and the robot parameters together in order to minimize a given
cost function, subject to various path constraints. However, only the robot
trajectory and some related parameters are optimized, while the dynamical
parameters of the robot itself are left untouched.
In this work, the framework is extended to deal with more complex use
cases. In particular, it is developed for humanoid robots equipped with elastic
actuators. The actuator parameters are selected by the framework so to
minimize the cost function. The simultaneous selection of the joint trajectory
and the actuator parameters, by means of optimal control, allows to fully
exploit the potential of elastic actuators. Among previous works featuring
compliant humanoids simulation, [18, 55, 74, 75] are noted. Simulations
results are presented, both on a simple model and on a more complex whole-
body model, employing both rigid and elastic actuation, drawing comparisons
between the different cases.
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Different contributions include
• The presentation of an optimization framework allowing to design and
simulate robots equipped with different kinds of elastic actuators. This
is based on the experience of [66].
• The framework is shown to be capable of simulating whole-body hu-
manoids equipped with elastic actuators.
• Different performance criteria are implemented. Simulation results in-
clude cost of transport (CoT) and torque minimization.
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6.1 Legged robots
Stance Foot
Swing Foot
Figure 6.1 Schematic representation of
a bipedal walker.
Legged robots are characterized by the
presence of a continuous dynamics,
which is is analogous to that of manip-
ulators, and of an impulsive dynamics,
which takes place when the robot sets
its foot on the ground as a consequence
of the resulting impact. For bipeds,
the continuous dynamics is divided into
single-support phase, when only one foot
touches the ground, and double-support
phase, when both feet do. During the
single-support phase, the foot touching
the ground is called stance foot, while
the one that doesn’t is called swing foot.
As for the continuous dynamics,
there are three fundamental differences
between a manipulator dynamics and
that of a legged robot. The first one is that walkers are intrinsically un-
deractuated systems, as they can only displace themselves by changing their
configuration while making contact with the environment. This causes the
number of motors m to be less than the robot degrees of freedom N . The
contact also imposes some constraints on the robot motion. Contact with
the ground can be modeled as either compliant or rigid. However, in the
compliant case, the transient phase of the contact model is usually very
short; further, the resulting dynamical system can be very stiff and difficult
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to analyze, and a realistic dynamic model is often difficult to obtain. For
this reason, in this work, contact is always assumed to be rigid, as it is of-
ten done [87]. The second difference in the dynamics of manipulators and
legged robots is that, in the latter case, part of the robot configuration is
not represented by joint positions, but by the pose of a body in space. This
is best represented with the Special Euclidean space SE(3). Accordingly, its
evolution is not represented through simple time derivatives of the configu-
ration, but through their tangent space. For rigid robots, the full continuous
dynamic model is given as
M (q)v˙ +C(q,v)v + g(q) = STτ + JT (q)F (6.1a)
J(q)v˙ + J˙(q)v = 0 (6.1b)
where (6.1a) describes the dynamic evolution of the system and (6.1b) the
nonholonomic dynamic constraints. Here, J ∈ Rk×N is the constraint Jaco-
bian and F ∈ Rk corresponds to the constraint forces, where k is the number
of dynamic constraints. Also q ∈ SE(3) × Rm is the robot configuration
and v ∈ RN is the robot configuration tangent space, while τ ∈ Rm is the
vector of motor torques and S ∈ Rm×N is a selection matrix encoding the
underactuation, where N = 6 + m (or more generally m < N). The inverse
dynamics is then expressed as
F = −Λ−1
(
JM−1(STτ − n) + J˙v
)
(6.2a)
v˙ = M−1(STτ − n+ JTF ) (6.2b)
where dependencies have been omitted and Λ is the so-called operational-
space inverse inertia matrix, given as
Λ(q) = JM−1JT . (6.3)
The impulse dynamics causes an instantaneous change of velocity. Defin-
ing v− as the robot configuration tangent velocity before the impact and v+
as the one after, the impulsive dynamics is usually modeled as
v+ = arg min
1
2
‖v+ − v−‖2M(q)
s.t.
Jv+ = −εJv−
(6.4)
where ‖·‖M(q) is the weighted norm with respect toM (q) and ε is the resti-
tution coefficient. The resulting transition is
λ = (1 + ε)Λ−1Jv− (6.5a)
v+ = v− −M−1JTλ (6.5b)
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Figure 6.2 The iCub, seen here standing on a single foot, can be modeled as a fixed-base
kinematic tree. Still frame from video associated to [59].
where λ is the impulse resulting from the impact [9]. Other impact models
(e.g. elastic) could also be introduced without loss of generality. This impact
model is frequently used in the literature [69], even though it is contested for
its physical consistency [15].
6.2 Dynamic modeling
In this work, only the single-support phase is considered. The double-support
phase is seen as instantaneous and can therefore be skipped. Another very
common simplifying assumption is that feet can be reduced to points [87].
Since the point-footed model is simpler than a more complete representa-
tion, the design, analysis and control of walking robots results facilitated.
Therefore, in this work, punctual rigid contact between the robot stance foot
and the ground is assumed. Under these working hypotheses, the continuous
dynamics of a robotic walker is adequately modeled as that of a fixed-base
kinematic tree, provided non-slippage constraints are respected. See Fig. 6.1
for a schematic illustration.
In the model, the robot stance ankle will be replaced by a single unac-
tuated joint directly connected to the ground; this will preserve the inherent
underactuation of a biped robot. If only the sagittal dynamics is concerned,
this will be a revolute joint whose axis is perpendicular to the sagittal plane;
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if the lateral dynamics is also taken into account, it will be a 3-DoF (3 De-
grees of Freedom) spherical joint. Impact dynamics will be left out for the
purpose of this paper.
In light of the above simplifications, the Lagrangian model of rigid robots
becomes again more familiar
M (q)q¨ +C(q, q˙)q˙ + g(q) = STτ (6.6)
where again q ∈ RN , τ ∈ Rm and S ∈ Rm×N . The dynamic state of the robot
is given by the link variables and their time derivatives, as in the manipulator
case, and it is denoted as
x =
(
qT q˙T
)T ∈ Rn, n = 2N. (6.7)
For series elastic actuators, employing the reduced model
M(q)q¨ + c(q, q˙) + g(q) = STΣ(θm − Sq) (6.8a)
Bθ¨m + Σ(θm − Sq) = τ (6.8b)
where the joint deflections and the dynamic state are defined as
φ = θm − Sq (6.9)
x = (qT q˙T θTm θ˙
T
m)
T ∈ Rn, n = 2(N +m). (6.10)
In this we also test parallel elastic actuators. In this actuation scheme,
motors directly drive the respective links through rigid transmission elements,
but in addition the link is also connected to a fixed point through a spring.
A schematic comparison of the series and parallel actuation model is given
in Fig. 6.3. For parallel elastic actuators, the Lagrangian model is
M(q)q¨ + c(q, q˙) + g(q) = ST
(
τ + Σ(q¯ − q))
x = (qT q˙T )T ∈ Rn, n = 2N (6.11)
where q¯ is the constant equilibrium point of the springs, and it can be seen
that x is as in (6.7). In order not to compromise the mobility of the robot,
the joint stiffness will be typically very low.
6.3 The framework
In this section, we setup the co-design problem using the tools of optimal
control. The act of walking is studied in its steady state, i.e. the robot
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M
M
Figure 6.3 Comparison of the series and parallel actuation schemes.
does not start from zero velocity but instead is considered to have already
performed a full step which is identical to the computed one. Therefore, the
control problem can be designed over a single step, ensuring that the final
solution can be repeated periodically with joint-space continuity; in partic-
ular, the initial and final configuration of the robot need to be symmetrical
with respect to the sagittal plane.
In general, the goal of the optimal control problem is to minimize the
integral of a cost function c(x, τ ) over the whole step duration, depending on
the state trajectory, the control trajectory, and some parameters p, subject to
some constraints. These constraints are divided into decoupled constraints fd,
which have to be valid at each trajectory point, and coupled constraints fc,
which relate the initial and final trajectory point to ensure periodicity of the
solution and other high-level trajectory properties.
6.3.1 Rigid robots
For rigid robots, the problem is set up as
min
x, τ ,p
∫ T
0
c(x, τ ,p)dt (6.12a)
s.t
q¨ = M−1(q)
(
STτ − c(q, q˙)− g(q)) (6.12b)
fd(x, τ ) ≥ 0 (6.12c)
fc(x(0), τ (0),x(T ), τ (T ),p) = 0 (6.12d)
with x and τ denoting the state and control trajectories respectively. The
parameters p mostly include trajectory and environment properties, e.g. the
step length and the inclination of the slope along which the robot walks.
The decoupled constraints fd include bounds on all variables. Also, they
ensure that the swing foot touches the ground both at the beginning and at
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the end of the trajectory, by setting its altitude with respect to the slope
to zero.
The coupled constraints fc enforce mostly consist in forcing each joint’s
position to be specular that of its counterpart on the other side of the robot,
e.g. the right hip position at the beginning of the trajectory needs to be
equal to the left hip position at the end, and vice versa. Instead, the ankle
joint initial configuration needs to be symmetrical to the final one with re-
spect to the sagittal plane. The identical consideration needs to be done for
link velocities. Also, the coupled constraints are used to ensure that the step
length is equal to the value contained in p. This is necessary if it is desired to
set the step length to a fixed pre-defined value, or to constrain it to respect
certain bounds.
The choice of the “best” cost function is still an open problem in robotics.
In this paper, we explore two different alternatives.
The first possibility is the so-called cost of transport (CoT). This is equal
to the ratio between the energy consumed by the system and the weight
multiplied by the travel distance. The consumed energy is equal to the
difference in potential energy plus the integral of the power input. If the
slope is fixed, this is equivalent to minimizing
c(x, τ ) = cCoT =
|τ |TS|q˙|
L
(6.13)
where L is the step length, and | · | is the component-wise absolute value.
Here, we are assuming energy cannot be recovered, which is why we included
the absolute values. This may resemble human dynamics more closely. Notice
that, on some modern hardware, such as the Cheetah robot [70], some energy
can be recovered from braking. However, this is always at a huge loss, most
of the energy going to be lost anyways. This was the cost function of choice
in [66], as well as in classical works such as [68].
Another possibility is the squared norm of the torque, normalized by the
step length:
c(x, τ ) = cτ =
‖τ‖2
L
. (6.14)
This choice of function is useful to keep the torques exerted by the motors
limited, and may in general lead to better-conditioned problems. It has
already been observed that penalizing the squared norm of the torque variable
instead of the mechanical work produces behaviors which tend to appear more
natural [69].
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6.3.2 Series elastic actuators
The optimal control problem for SEAs is set up similarly, taking into account
the different dynamics (6.8). Care should be taken in ensuring the periodicity
of θm and θ˙m too. Additionally, we optimize the parameters for Σ and B. It
should be noticed that we will want the parameters of some joints to coincide
with each other. For instance, the joints at both hips should be characterized
by the same stiffness and drive inertia moment, and the same can be said
for possible knees, shoulders and elbows. Rather than enforcing this as a
constraint, we will use a single parameter for the stiffness of each couple of
symmetric joints, and one for the drive inertia moment, thus reducing the
dimensionality of the problem and enhancing precision.
The mathematical expression of the CoT is slightly changed, becoming
cCoT =
|τ |T |θ˙m|
L
· (6.15)
Notice that, since it is assumed that the final pose is exactly specular to the
initial one, no contribution to the cost function is assumed from the potential
elastic energy. Also, it should be ensured that the spring deflections do not
exceed certain limits:
|θm − Sq| < φmax . (6.16)
6.3.3 Parallel elastic actuators
For parallel elastic actuators, we optimize Σ and q¯, still ensuring symmetry
of the parameters. In order not to constrain the mobility of the robot, we do
not put bounds on the deflections, relying on the low stiffness. The CoT is
still expressed as in (6.13).
6.3.4 Optimization techniques
In order to solve optimal control problems, two main techniques exist. The
first one consists in indirect methods, exploiting the necessary conditions for
optimality. However, such methods are currently unable to track path con-
straints. The second technique consists in direct methods. Direct methods
first discretize the original problem into a finite dimensional nonlinear pro-
gramming problem, which is then solved. Among direct methods, three main
strategies are usually employed, listed below. Further details can be found
in [26].
Single shooting The control and constraints are discretized according to
a temporal grid. The state trajectory is recovered by integration of
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Solver
(MUSCOD-II)
Simulator
(Pinocchio)
model
environment
cost function
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actuation type
cost
trajectory
parameters
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Figure 6.4 A schematic representation of the framework.
the discrete control trajectory along this grid. As only the control
trajectory is searched, the optimization problem is of low dimension.
However, the solver is hard to initialize if only an initial guess on the
state trajectory is available or it may not converge at all in the context
of unstable systems.
Collocation Both the control and the state trajectories are discretized. Ad-
ditional constraints on the state trajectory are introduced so that the
dynamics equation is respected. The problem can then be easily initial-
ized from a given state trajectory and collocation handles well unstable
dynamics. However, a very fine grid is required to make the state tra-
jectory closer to the true dynamics of the system.
Multiple shooting Ideas from both previous methods are employed. The
integration interval is divided on a coarser time grid into a fixed num-
ber of multiple-shooting intervals, separated by nodes. Each subinter-
val is additionally discretized and integrated independently, ensuring
continuity at the nodes by imposing suitable equality constraints. In
this way, the optimization problem remains low-dimensional and can
be easily warm-started with an initial guess on the state trajectory.
Furthermore, multiple shooting is really suited for multi-phase dynam-
ics, as each phase is set independent to the others. The convergence
properties of multiple shooting and its faithful representation of the
system dynamics make it preferable to single shooting and collocation.
Therefore, this is the method of choice in this work.
6.3.5 Implementation
As optimization library, the framework employs MUSCOD-II [52], a general-
purpose solver based on multiple shooting, developed by the Optimization
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and Simulation group at the University of Heidelberg. An alternative open-
source implementation is ACADO [45]. Notice that the current version of
MUSCOD-II is not able to deal with the subtle precaution of using SE(3)
and its corresponding tangent space to represent orientations and their time
evolution. This being the case, the trick of using the fictitious ankle joint
coordinates and their time derivatives solves the problem. Otherwise, local
approximating coordinates of SE(3), such as Euler angles, can be employed.
To compute the evolution of the system, the C++ dynamics library Pinoc-
chio [13] is employed. This is an efficient open source implementation of
the dynamics of general polyarticulated systems, developed at LAAS-CNRS.
This library, based on the screw theory formulation of the dynamic algo-
rithms [29, 30], employs the Eigen linear algebra library [39] and template
meta-programming [58] for greater efficiency.
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Figure 7.1 The humanoid model em-
ployed in the simulations.
In the following, we demonstrate the ef-
fectiveness of our proposed framework
over two different robot structures. The
first one is a simple planar compass
model, with only two joints, one per hip.
For this model, 9 multiple-shooting nodes
where employed. The second one corre-
sponds to a full humanoid in 3D, fitted
with knees, hips, neck, shoulders and el-
bows, with a total of 12 DoFs (includ-
ing 3 at the stance ankle). Here, we
used 10 multiple-shooting nodes. For the
two structures, we test rigid joints, series-
elastic actuators and parallel-elastic ac-
tuators. We optimize both the step
length and the time duration, as well as
the intrinsic parameters of the actuators
in the case of compliantly-actuated mod-
els. The step length has a lower bound of 0.6m. Concerning the inertial
parameters, they follow a standard human distribution.
The simulations are divided into two series: in the first one, we employ
the squared norm cost function (6.14), while in the second one we employ the
CoT (6.13) or (6.15) depending on the type of actuators. For all scenarios,
we use 10 multiple-shooting nodes; the maximum computation time to solve
the OCP is around 1min for the more complex walker. We refer the reader
to the accompanying video1 to fully appreciate the resulting gaits.
1http://ieeexplore.ieee.org/document/8202228/media
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Type rigid SEA parallel rigid SEA parallel
Cost [m·N2] 0.09563 0.00004 0.00060 0.62844 0.12800 0.36654
Step length [m] 0.60000 0.92726 0.65017 0.60000 0.60000 0.60000
Time [s] 0.74361 0.90204 0.73318 0.64572 0.81010 0.51664
Speed [m/s] 0.80687 1.02795 0.88679 0.92919 0.74065 1.16135
Table 7.1 Output of the simulations employing the squared torque as objective function.
7.1 Squared torque cost function
Series elastic actuators Parallel elastic actuators
Σ [Nm/rad] B [kgm2] Σ [Nm/rad] q¯ [rad]
compass 1254.678 0.724 11.128 0.484
knees 1642.951 0.500 51.829 -0.032
hips 1564.161 0.434 17.847 -0.121
neck 1434.195 0.566 61.210 0.040
shoulders 1388.581 0.573 0.000 0.021
elbows 1480.827 0.426 30.969 -0.189
Table 7.2 Dynamic parameters of the compliant actuators, optimized w.r.t the squared
torque cost function. On the first line, the values for the compass walker are shown, equal
or symmetrical for both hips. In the rest of the table, the values for the joints of the
complete walker are shown.
In this section, we study the influence of the squared torque cost function
for the two proposed models with the three types of actuators. The output
of the optimizer is displayed in Tab. 7.1 and the optimized parameters for
the compliant models are shown in Tab. 7.2.
7.1.1 Compass walker
From Fig. 7.2, it appears that the torques exerted by the motors in the
context of elastic models are much smaller than the ones exerted in the rigid
model. Consequently, the values of the cost function for elastic models are
quite similar and much smaller than those of the rigid example (see Tab. 7.1,
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(d) Motor velocity and spring deflection in the case
of series-elastic actuation
Figure 7.2 Plots of the joint positions and torques trajectories for the simple walker
with the squared norm of the torque as objective function. Legend: solid=stance hip,
dashed=free hip.
first row). For all cases, the joint trajectory is reasonably smooth. In the
context of serial actuation, the joint deflection is kept within a small range,
with high frequency oscillations appearing in the joint trajectory. On the
other hand, the motor velocity is subject to strong oscillations. This is not
surprising, since the optimal solution need not be smooth, and oscillatory
behavior is typical of SEAs.
7.1.2 Full walker
We now focus on the rigidly-actuated complete walker. From Tab. 7.1, we
see that the motion appears to be very natural, also exploiting the arms to
obtain more thrust, while the elbows are barely moving (see the accompa-
nying video). From Fig. 7.3a, we see that the exerted torques are very low,
the largest one being at the free knee, reaching a peak of about ±1 [Nm].
The nominal performance again improves using SEAs. From Fig. 7.3c, we
notice some visible, small oscillations in the joint configuration, particularly
in the shoulders and the neck. Also, notice that the joint deflections are
below one degree.
We can see (also from Tab. 7.1) that the swing motion of the arms is
reduced. The performance of the parallel-elastic actuated robot is also good.
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Figure 7.3 Plots of the joint positions and torque trajectories for the full walker with the
squared norm of the torque as objective function. Legend: solid/dashed = stance/swing,
black = knees, blue = hips, green = neck, red = shoulders, magenta = elbows.
Again, we can notice the role of the arms during motion. It is worth to
notice that in Tab. 7.2 the spring stiffness value reaches zero for the shoulder
parallel-elastic actuator. It is clear that this means that in this case the
parallel elastic actuator has become a rigid one.
7.2 Cost of transport objective function
In this section, we study the influence of the cost of transport as objective
function on the various case studies. Tables 7.3 and 7.4, as well as Figs. 7.4
and 7.5 show the output of this second series of simulations.
7.2.1 Compass walker
For the compass walker with CoT as objective function, higher frequency
oscillations appear on the SEAs. In the meantime, all the torque trajectories
have similar amplitude. At this stage, it is worth to mention that during a
non-negligible amount of time the torque trajectories are identically equal to
zero for both hips, although the peak values are higher. This means that,
during this period, the OCP solver manages to find out a strategy to exploit
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Type rigid SEA parallel rigid SEA parallel
Cost [W/m] 0.45729 0.04651 0.03863 0.51831 0.00844 0.04792
Step length [m] 0.91416 0.78682 0.69466 0.60000 0.60000 0.85526
Time [s] 0.80094 0.87833 0.61705 0.59480 0.82184 0.47053
Speed [m/s] 1.14136 0.89581 1.12577 1.00875 0.73007 1.81764
Table 7.3 Output of the simulations employing the CoT as objective function.
Series elastic actuators Parallel elastic actuators
Σ [Nm/rad] B [kgm2] Σ [Nm/rad] q¯ [rad]
compass 1231.374 0.308 37.648 0.485
knees 1588.078 0.758 129.195 -0.017
hips 1378.095 0.280 44.888 -0.069
neck 1415.037 0.479 60.235 0.085
shoulders 1485.496 0.638 131.771 -0.055
elbows 1341.142 0.479 37.859 -0.011
Table 7.4 Dynamic parameters of the compliant actuators, optimized w.r.t the CoT
cost function.
the walker’s intrinsic dynamics only, which was not the case with the previous
cost function.
7.2.2 Full walker
The same patterns as is the previous series apply here, with some exceptions.
In general, we see that the arms are not moving, but lie rigidly next to the
body; the parallel-elastic actuated walker is holding them slightly to its front.
Many joints are left almost unactuated (practically all of them except the
knees and one elbow for the SEA case). It should be noted that minimizing
the CoT required in general much more computation time than minimizing
the squared torque.
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(d) Motor velocity and spring deflection in the case
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Figure 7.4 Plots of the joint positions and torques trajectories for the simple walker with
the cost of transport as objective function.
7.3 Serial vs. parallel actuations
For both cost functions, it appears SEAs produce high oscillations of the
motor shafts. In other words, with such kind of actuation both the electronics
and the motor are highly stressed by the spring element and must be designed
accordingly. In addition, comparing stiffness values in Tabs. 7.2 and 7.4, it
appears that SEAs need higher stiffness (bigger by one order of magnitude).
Then springs occupy a larger volume in the robot in the serial case.
For all simulations, it is worth to notice that parallel elastic actuators
unlike SEAs tend to make the mean motor torque value close to zero. In
other words, with serial elastic actuators, motors have to support a greater
burden. This also means that optimal control allows to correctly exploit the
spring as storage entity in the context of parallel actuators and minimally
stress the motors.
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(c) Joint position and torque in the case of series-
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(d) Motor velocity and spring deflection in the case
of series-elastic actuation
Figure 7.5 Plots of the joint positions and torques trajectories for the full walker with
the cost of transport as objective function.
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Figure 7 The VSA-actuated humanoid
torso David. Image edited from [93].
In this work, the dynamics of
compliant-joint robots was analyzed
in detail and solutions were devel-
oped to aid the design and the con-
trol of such kind of robots. Many dif-
ferent categories of robots were con-
sidered, including robots equipped
with Series Elastic Actuators (SEA),
Variable Stiffness Actuators (VSA),
fixed-base manipulators, and hu-
manoids.
On the control side, an efficient
numerical solution has been pre-
sented for computing the inverse dy-
namics of robot manipulators with
elastic joints, based on a differential
extension of the recursive Newton-Euler algorithm for rigid robots. The so-
lution is general and has a computational complexity that grows linearly
with the number of joints, as in the rigid case. To achieve this result, recur-
sive equations are defined up to the fourth differential order for link motion
variables, and up to the second time derivative for forces and torques. The
recursive numerical algorithm avoids even in the joint elastic case the ef-
fort of deriving symbolic models and customizing the dynamics for efficiency
when the number of joints is large. Many extensions and variants of the al-
gorithm have been introduced, including different kinematic conventions, the
case of nonlinear spring, friction, and, most importantly, Variable Stiffness
Actuators and dedicated versions for feedback linearization control.
On the design side, a framework capable to design and analyze the ac-
tuation system of complex humanoids was presented. It has been tested it
over different robot structures, with various cost functions, showing that in
general our framework is able to properly exploit the elastic potential energy
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along the complete trajectory.
The complexity of a Lagrangian-based feedback linearization design has
barred so far the use of advanced model-based control laws for all but very
simple robotic structures with elastic joints. Using instead the extended
Newton-Euler algorithm, the issue of real-time implementation of such com-
plex laws, such as feedback linearization control, was addressed for robots
with joint elasticity for the first time. The resulting procedures have a very
general nature and can be readily applied to any kind of robot whose dy-
namic parameters are known. For VSA, some analytical study of the spring
model is still necessary for the pure inverse dynamics: the general proce-
dure is conceptually divided in two distinct parts, the first one consisting in
the fourth-order Newton-Euler recursive equations, as in robots with elastic
joints; the core of the second part, instead, requires solving for each joint
a two-by-two nonlinear system in terms of the desired joint motion-stiffness
trajectory. This system depends on the specific technology of the VSA device
and its solution, which is in general obtained numerically by a root finding
method, has been illustrated here for some representative cases. The vari-
ant which was proposed for feedback linearization control, instead, using full
state measurements, does not require a numerical root finding method and
can be used directly, once the spring model is known.
Similarly, traditional design schemes may prove limited when the overall
dynamics of the whole robot is to be considered optimized for a given goal.
The proposed framework, devised for compliant humanoids, provides a first
answer to the need of developing of a useful tool for the design of energy-
efficient complex humanoid structures.
As all model-based approaches, the effectiveness of the proposed solutions
is strongly depended on the precision of the available model, either in its
use, as in the case of control, or in its physical realization, in the design
case. In the control case, this is not only true for the proposed numerical
algorithms, but also for their symbolic counterparts: the quality of the results
will depend on the accuracy of the kinematic and dynamic parameters, in
particular for what concerns the spring model. A sensitivity analysis of the
algorithms to perturbed dynamic parameters could be beneficial. For the
design framework, the inclusion of robustness measures in the optimization
might be required.
The developed control algorithms may be further extended by considering
different classes of robots. For instance, floating-base robots can be studied;
arguably, this would transform the problem into a different one, namely, the
computation of the the hybrid dynamics. Additionally, nonholonomic dy-
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namic constraints can be considered. Often, the two topics are related, as
in the case of quadrotor-based manipulators [92, 78]. As a conceptually sim-
pler extension, VSA-NEA may be modified to deal with actuators in serial
mode, or further extended to more general kinds of actuation, such as Vari-
able Impedance Actuators, which also exhibit variable damping. Further,
the same methodology used to obtain EJNEA could be employed to derive
higher-order versions of the articulated body algorithm (ABA), to be used
in particular in the context of feedback linearization. A thorough computa-
tional analysis could establish the conditions under which its use may result
convenient over O(N3) methods.
The design framework can be extended in different ways. In the first place,
the selection of the type of actuator should be automatic for each joint; the
most straightforward implementation of this concept would be setting up
a mixed-integer optimal control problem (MIOCP) which will choose the
optimal actuator combination minimizing the objective [65, 51]. Actuators
individually combining serial and parallel elastic connections could also be
interesting. MIOCP would also allow to work with discrete parameter values,
enabling for instance the selection of specific actuators within a collection of
commercially available ones. Or, taking an opposite approach, the actua-
tor design could be considered in greater detail, by taking into consideration
physical constraints which may make not all combinations of dynamic param-
eters actually realizable; for instance, the increase of spring stiffness stiffness
should also correspond to a greater mass. Ideally, the whole mass distribution
of the humanoid should be considered. More sophisticated contact models,
such as round feet or elastic contacts, may be analyzed. Different tasks such
as jumping or running can be studied; it would be interesting to see how
the parameters change in these cases. Another extension could be the im-
plementation of a strategy to avoid local minima. A Montecarlo method on
the initial values seems the most promising approach. A stochastic solution
may also be employed to achieve robustness, not only for what the dynamic
parameters are concerned, but also in consideration of uneven terrain.
Still concerning the design framework, the most open and promising as-
pect consists in a deep study of not only the mechanics of the robot, but also
its electromechanics. This might be required in order to account for low-level
limitations in, e.g., current, tension and tracking controllers. Also, the de-
sign of a cost function that faithfully reflects the actual energy consumption
of the robot might involve modeling the electromechanics, for instance to
include the contribution of motors and regenerative system as in Cheetah
robot [70]. Indeed, the influence of the gearbox and motor on the energy
consumption can be very important in practice [5, 84, 85], and should there-
fore be consider to obtain efficient behaviors. Depending on how much the
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energy consumption model of the robot is similar to that of human beings,
the resulting gaits may or may not be human-like. One might wonder if
it is even desirable, then, that a robot exclusively pursue energy efficiency
without regard for the biological inspirations. Most likely, the answer will
depend on the application.
The hope and vision of most people currently working in robotics is to
one day see robots as a widespread presence in our everyday lives. To this
end, it is fundamental that robots be safe and energetically efficient. Thus,
the future development of robotics and its dissemination will not be able to
transcend from the adoption of soft technologies.
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Derivation of EJNEA
Here, we show how the algorithm EJNEA can be derived.
Notice equations (2.25), (2.26), (2.29), (2.30), (2.35), (2.38), (2.41), (2.44),
and (2.47) are simply the standard RNEA, as applied to the links of an elas-
tic joint robot; therefore, their derivation will not be shown. Here, we will
only focus on the derivation of the additional formulas, which constitute the
novelty of the algorithm.
Third-order dynamic equations, i.e. (2.27), (2.31), (2.32), (2.36), (2.39),
(2.42), (2.45), and (2.48), have first appeared in [38], together with their
derivation. Nonetheless, they will reported here for completeness.
Derivation of EJNEA is realized starting from regular RNEA, referred
to base coordinates. Here, we also include the recursive formulation of link
velocity vi, as it will be employed during the derivation.
ωi =ωi−1 + θ˙izˆi−1 (A.1)
γi =γi−1 + θ¨izˆi−1 + ωi−1 × θ˙izˆi−1 (A.2)
vi =vi−1 + ωi × pi,i−1 + d˙izˆi−1 (A.3)
ai =ai−1 + ωi × (ωi × pi,i−1)
+ γi × pi,i−1 + d¨izˆi−1 + 2d˙i(ωi × zˆi−1)
(A.4)
aci =ai + ωi × (ωi × pci,i) + γi × pci,i (A.5)
Fi =miaci (A.6)
Ni = Iiγi + ωi × (Iiωi) (A.7)
fi =fi+1 + Fi (A.8)
ni =ni+1 + pci,i × Fi + pi,i−1 × fi +Ni (A.9)
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τei =
{
nTi zˆi−1 if joint i is revolute
fTi zˆi−1 if joint i is prismatic
(A.10)
The equations of EJNEA are obtained by symbolically differentiating (A.1)–
(A.10) with respect to time, and then referring both sides of each equation
to link coordinates.
A.1 Forward recursion
A.1.1 Angular jerk
The expression for the angular jerk ιi = γ˙i can be obtained by differentiat-
ing (A.2):
ιi = ιi−1+
...
θ izˆi−1+θ¨i ˙ˆzi−1+γi−1×θ˙izˆi−1+ωi−1×θ¨izˆi−1+ωi−1×θ˙i ˙ˆzi−1 . (A.11)
Remembering
zˆi−1 = Ri−1i−1zˆi−1 = Ri−1zˆ0 , (A.12)
we recall the well-known result
R˙i = S(ωi)Ri , (A.13)
where S(ωi) is the skew-symmetric matrix computed from ωi that performs
the vector product operation, i.e., such that S(ωi)v = ωi × v, for every
vector v. Therefore
˙ˆzi−1 = R˙i−1zˆ0 = S(ωi−1)Ri−1zˆ0 = S(ωi−1)zˆi−1 = ωi−1 × zˆi−1 . (A.14)
With (A.14), we can rewrite (A.11) as
ιi = ιi−1 +
...
θ izˆi−1 + θ¨i(ωi−1 × zˆi−1) + γi−1 × θ˙izˆi−1
+ ωi−1 × θ¨izˆi−1 + ωi−1 × θ˙i(ωi−1 × zˆi−1)
(A.15)
which is easily rearranged as
ιi = ιi−1 +
...
θ izˆi−1 + 2θ¨i(ωi−1 × zˆi−1)
+ θ˙iγi−1 × zˆi−1 + θ˙iωi−1 × (ωi−1 × zˆi−1)
(A.16)
Finally, we refer everything to frame i. This is done by pre-multiplying both
sides by the rotation matrix iR0 = RTi . Noticing
iRi−1i−1R0 (A.17)
and remembering (A.12), we obtain (2.27), after some rearrangements.
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A.1.2 Angular snap
Derivation of (2.28) can start from (A.16). Differentiating it with respect to
time, we obtain:
ςi = ςi−1 +
....
θ izˆi−1 +
...
θ i ˙ˆzi−1 + 2
...
θ i(ωi−1 × zˆi−1)
+ 2θ¨i(γi−1 × zˆi−1) + 2θ¨i(ωi−1 × ˙ˆzi−1)
+ θ¨i(γi−1×zˆi−1) + θ˙i(ιi−1×zˆi−1) + θ˙i(γi−1× ˙ˆzi−1)
+ θ¨iωi−1 × (ωi−1 × zˆi−1) + θ˙iγi−1 × (ωi−1 × zˆi−1)
+ θ˙iωi−1 × (γi−1 × zˆi−1 + ωi−1 × ˙ˆzi−1)
(A.18)
Remembering (A.14), we can rewrite the previous equation in the following
form
ςi = ςi−1 +
....
θ izˆi−1 + 3
...
θ iωi−1 × zˆi−1 + 3θ¨iγi−1 × zˆi−1
+ 3θ¨iωi−1 × (ωi−1 × zˆi−1) + θ˙i(ιi−1 × zˆi−1)
+ θ˙iωi−1 × [γi−1 × zˆi−1 + ωi−1 × (ωi−1 × zˆi−1)]
+ 2θ˙iγi−1 × (ωi−1 × zˆi−1)
(A.19)
Describing the preceding equation with respect to the frame i and rearranging
a little bit, we obtain (2.28).
A.1.3 Linear jerk
In the same way as done for ιi, derivation of (2.31) can start by differentiating
the base frame form of the acceleration ai, given by (A.4):
ji = ji−1 + γi × (ωi × pi,i−1) + ωi × (γi × pi,i−1) + ωi × (ωi × p˙i,i−1)
+ ιi × pi,i−1 + γi × p˙i,i−1 +
...
d izˆi−1 + d¨i ˙ˆzi−1
+ 2d¨i(ωi × zˆi−1) + 2d˙i(γi × zˆi−1) + 2d˙i(ωi × ˙ˆzi−1)
(A.20)
Knowing pi,i−1 = pi−pi−1, it is possible to define p˙i,i−1 = p˙i−p˙i−1 = vi−vi−1,
which leads, by means of (A.3), to
p˙i,i−1 = ωi × pi,i−1 + d˙izˆi−1 . (A.21)
Moreover, from (A.14) and (A.1), it is possible to rewrite ˙ˆzi−1 as
˙ˆzi−1 = ωi−1× zˆi−1 =(ωi − θ˙izˆi−1)×zˆi−1 = ωi× zˆi−1 (A.22)
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since zˆi−1 × zˆi−1 = 0. This allows us to rewrite the jerk as
ji = ji−1 + ιi × pi,i−1 + 2γi × (ωi × pi,i−1)
+ ωi × [γi × pi,i−1 + ωi × (ωi × pi,i−1)] +
...
d izˆi−1
+ 3d¨iωi×zˆi−1 + 3d˙iγi×zˆi−1 + 3d˙iωi×(ωi×zˆi−1)
(A.23)
Finally, referring everything to frame i and rearranging, we obtain (2.31).
The linear jerk of the CoM, i.e. jci , can be computed from ji. Consider
the frame with origin located at the center of mass of link i, parallel to frame i.
Equation (2.32) can be obtained from directly from (2.31), replacing frame i
with frame ci and frame i − 1 with frame i. Since frame i and frame ci are
attached to the same link, then d˙ci , d¨ci , and
...
d ci are all equal to zero. We
obtain
cijci =
ciRi
iji +
ciιci × cipci,i + 2 ciγci × ( ciωci × cipci,i)
+ ciωci × [ ciγci × cipci,i + ciωci × ( ciωci × cipci,i)] .
(A.24)
Since frame i and ci are parallel, then ciRi is equal to the identity, while
ciωci =
iωi, ciγci = iγi, ciιci = iιi, cipci,i = ipci,i and cijci = ijci .
A.1.4 Linear snap
We can obtain the snap si starting from (A.23). Differentiating:
si = si−1 + ςi × pi,i−1 + ιi × p˙i,i−1 + 2ιi × (ωi × pi,i−1)
+ 2γi × (γi × pi,i−1) + 2γi × (ωi × p˙i,i−1)
+ γi × [γi × pi,i−1 + ωi × (ωi × pi,i−1)]
+ ωi × [ιi × pi,i−1 + γi × p˙i,i−1 + γi × (ωi × pi,i−1)
+ ωi × (γi × pi,i−1 + ωi × p˙i,i−1)] +
....
d izˆi−1
+
...
d i ˙ˆzi−1 + 3
...
d iωi × zˆi−1 + 6d¨iγi × zˆi−1
+ 3d¨iωi × ˙ˆzi−1 + 3d˙iιi × zˆi−1 + 3d˙iγi × ˙ˆzi−1
+ 3d¨iωi × (ωi × zˆi−1) + 3d˙iγi × (ωi × zˆi−1)
+ 3d˙iωi × (γi × zˆi−1 + ωi × ˙ˆzi−1)
(A.25)
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Then, applying the substitutions in (A.22) and (A.21), after some manipu-
lations:
si = si−1 + ςi×pi,i−1+ιi×(ωi×pi,i−1+d˙izˆi−1)
+ 2ιi × (ωi × pi,i−1) + 3γi × (γi × pi,i−1)
+ 2γi × [ωi × (ωi × pi,i−1 + d˙izˆi−1)]
+ γi × [ωi × (ωi × pi,i−1)] + ωi × (ιi × pi,i−1)
+ ωi × [γi × (ωi × pi,i−1 + d˙izˆi−1)]
+ ωi×[γi×(ωi×pi,i−1)] + ωi×{ωi×[γi×pi,i−1
+ ωi × (ωi × pi,i−1 + d˙izˆi−1)]}+
....
d izˆi−1
+ 4
...
d iωi×zˆi−1 + 6d¨i[γi×zˆi−1+ωi×(ωi×zˆi−1)]
+ 3d˙iιi × zˆi−1 + 6d˙iγi × (ωi × zˆi−1)
+ 3d˙iωi×(γi × zˆi−1) + 3d˙iωi×[ωi×(ωi×zˆi−1)]
(A.26)
Finally, we can rearrange the terms, collect some similar expressions, and
describe s with respect to the base frame, obtaining (2.33).
As done previously for the linear jerk, the linear snap sci can be computed
from si. Equation (2.34) is obtained from (2.33), by simply letting i instead
of i− 1, ci instead of i, and considering that frames i and ci are fixed to the
same link and parallel to each other, implying d˙ci , d¨ci ,
...
d ci and
....
d ci are all
equal to zero.
A.2 Backward recursion
A.2.1 Forces and moments acting on the centers of mass
Equations (2.36) and (2.37) are trivially obtained by differentiating (A.6) as
F˙i = mijci (A.27)
F¨i = misci (A.28)
and referring the resulting equations to frame i.
The derivation of the moment derivatives requires more attention. We
begin from Euler’s law of motion
Ni =
d
dt
(Iiωi) . (A.29)
Here, the inertia tensor is not constant. Since
Ii =
0Ri
iIi
iR0 (A.30)
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its time derivative, remembering (A.13), can be obtained as
I˙i =
0R˙i
iIi
iR0 +
0Ri
iI˙i
iR0 +
0Ri
iIi
iR˙0
= R˙i
iIi
iR0 +Ri
iIiR˙
T
i
= S(ωi)Ri
iIi
iR0 +Ri
iIiR
T
i S
T (ωi)
= S(ωi)Ii − IiS(ωi) .
(A.31)
It can be verified that, from (A.29) and (A.31), it is possible to de-
rive (A.7). Differentiating this last equation, we obtain
N˙i = I˙iγi + Iiιi + γi × Iiωi + ωi × d
dt
(Iiωi). (A.32)
Taking again (A.29) and (A.31) into account, we can rewrite (A.32) as
N˙i = S(ωi)Iiγi − IiS(ωi)γi + Iiιi + γi × Iiωi + ωi ×Ni
= ωi × Iiγi + Ii(γi × ωi) + Iiιi + γi × Iiωi + ωi ×Ni .
(A.33)
Representing N˙i with respect to the i-th frame and grouping some similar
terms, we obtain (2.38).
Differentiating (A.33), using (A.29) and (A.31) again and referring every-
thing to the i-th frame, we obtain
iN¨i =
iγi × iIi iγi + iωi × [S( iωi) iIi − iIiS( iωi)] iγi
+ iωi × iIi iιi + [S( iωi) iIi]( iγi × iωi)
− [ iIiS( iωi)]( iγi × iωi) + iIi( iιi × iωi)
+ [S( iωi)
iIi − iIiS( iωi)] iιi + iIi iςi
+ iιi × iIi iωi + 2( iγi × iNi) + iωi × iN˙i (A.34)
= iγi × iIi iγi + iωi × ( iωi × iIi iγi)
− iωi × iIi( iωi × iγi) + iωi × iIi iιi
+ iωi × iIi( iγi × iωi)− iIi[ iωi × ( iγi × iωi)]
+ iIi(
iιi × iωi) + iω × iIi iιi − iIi( iωi × iιi)
+ iIi
iςi +
iιi× iIi iωi + 2( iγi× iNi) + iωi× iN˙i
The final expression is obtained by collecting similar terms.
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A.2.2 Transmitted forces and moments
Again, equations (2.42) and (2.43) are obtained trivially by differentiat-
ing (A.8)
f˙i =f˙i+1 + F˙i (A.35)
f¨i =f¨i+1 + F¨i (A.36)
and referring everything to frame i.
We now study the moment time derivatives. Differentiating (A.9):
n˙i = n˙i+1 + p˙ci,i × Fi + pci,i × F˙i + p˙i,i−1 × fi + pi,i−1 × f˙i + N˙i . (A.37)
Now, since pci,i = Riipci,i, with ipci,i constant, we can write
p˙ci,i = R˙i
ipci,i = S(ωi)Ri
ipci,i = ωi × pci,i (A.38)
therefore, using (A.21) and (A.38), we can rewrite (A.37) as
n˙i = n˙i+1 + (ωi × pci,i)× Fi + pci,i × F˙i
+ (ωi × pi,i−1 + d˙izˆi−1)× fi + pi,i−1 × f˙i + N˙i
(A.39)
whence we obtain (2.45) by referring everything to frame i.
Differentiating (A.39) with the help of (A.21) and (A.38):
n¨i = n¨i+1 + [γi×pci,i + ωi×(ωi×pci,i)]×Fi
+ (ωi×pci,i)×F˙i+(ωi×pci,i)×F˙i+pci,i×F¨i
+ [γi×pi,i−1 + ωi×(ωi×pi,i−1 + d˙izˆi−1) + d¨izˆi−1
+ d˙iωi × zˆi−1]× fi + (ωi × pi,i−1 + d˙izˆi−1)× f˙i
+ (ωi × pi,i−1 + d˙izˆi−1)× f˙i + pi,i−1 × f¨i + N¨i
(A.40)
from which it is relatively easy to obtain (2.46).
A.2.3 Elastic torques and motor torques
To obtain the time derivative of the elastic torque, we start from the case of
a revolute joint
τei = n
T
i zˆi−1 (A.41)
Differentiating (A.41) we obtain
τ˙ei = n˙
T
i zˆi−1 + n
T
i
˙ˆzi−1 = n˙Ti zˆi−1 + n
T
i (ωi × zˆi−1) . (A.42)
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where (A.22) was used. Now, we can use the well-known property of the
scalar triple product
aT (b× c) = (a× b)Tc ∀ a, b, c ∈ R3 (A.43)
in order to rewrite (A.42) as
τ˙ei = n˙
T
i zˆi−1 + (ni × ωi)T zˆi−1 = (n˙i + ni × ωi)T zˆi−1 (A.44)
where expressing all quantities into frame i will return the expression for (2.48),
in the case of revolute joints.
Finally, differentiating (A.44) and using (A.22) we obtain
τ¨ei = (n¨i + n˙i × ωi + ni × γi)T zˆi−1
+ (n˙i + ni × ωi)T (ωi × zˆi−1)
= (n¨i + n˙i × ωi + ni × γi)T zˆi−1
+ [n˙i × ωi + (ni × ωi)× ωi]T zˆi−1
(A.45)
Collecting for zˆi−1 and expressing all quantities into frame i will return (2.49)
for revolute joints.
For a prismatic joint, we start from
τei = f
T
i zˆi−1 . (A.46)
The derivation of the higher-order formulas will then be exactly on the lines
as that for the case of a revolute joint.
The final expressions for the motor velocities, accelerations, and torques,
i.e. equations (2.50), (2.51), and (2.52), are obvious from (2.15), (2.16)
and (2.17), since Σ and B are diagonal.
A.3 Modified Denavit-Hartenberg notation
The derivation of EJNEA for Craig’s modified Denavit-Hartenberg notation
starts from the equations
ωi =ωi−1 + θ˙izˆi (A.47)
γi =γi−1 + θ¨izˆi + ωi−1 × θ˙izˆi (A.48)
vi =vi−1 + ωi−1 × pi,i−1 + d˙izˆi (A.49)
ai =ai−1 + ωi−1 × (ωi−1 × pi,i−1)
+ γi−1 × pi,i−1 + d¨izˆi + 2d˙i(ωi−1 × zˆi)
(A.50)
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aci =ai + ωi × (ωi × pci,i) + γi × pci,i (A.51)
Fi =miaci (A.52)
Ni = Iiγi + ωi × (Iiωi) (A.53)
fi =fi+1 + Fi (A.54)
ni =ni+1 + pci,i × Fi + pi+1,i × fi+1 +Ni (A.55)
τei =
{
nTi zˆi if joint i is revolute
fTi zˆi if joint i is prismatic
(A.56)
The derivation is along the lines of that for standard EJNEA. A proof of
the third-order dynamic equations can be found in [37], where these formulas
first appeared. Notice equations (A.51)–(A.54) are identical to (A.5)–(A.8),
and therefore their time differentiation follows exactly the same steps as in
the standard case.
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Nonlinear Spring Solutions
B.1 Cubic spring
In the following, we derive necessary and sufficient conditions for solving
(cos ξi + sin ξi) +
σi − 2Ki
3Ki
(cos3 ξi + sin
3 ξi) =
τei
KiRi
(B.1)
where σi ≥ 2Ki, Ki ≥ 0 and
Ri =
√
σi − 2Ki
3Kci
> 0 . (B.2)
For convenience, we define
ai =
σi − 2Ki
3Ki
> 0 bi =
τei
KiRi
(B.3)
and we drop subscript i. Then, the object of the study will be
f(ξ) = (cos ξ + sin ξ) + a(cos3 ξ + sin3 ξ) = b . (B.4)
First of all, we notice f is a bounded, continuous function of ξ. Therefore,
it is possible to find a global minimum fm and a global maximum fM . By
the intermediate value theorem, if fm ≤ b ≤ fM , then it is possible to find a
value of ξ such that f(ξ) = b. The converse is also true. Therefore, a solution
exists if and only if b falls within these bounds. Inspection of f reveals that,
for any c ∈ R, if f(ξ) = c, then f(ξ + pi) = −c. From this, it is easy to
understand that fm = −fM . Therefore, the bounds on b can be re-expressed
as |b| ≤ fM , with positive fM . Now, it is only matter of finding fM . Since f
is periodic with period 2pi, the search can be restricted to ξ ∈ (−pi, pi]. The
bounds on b will then be translated as upper bounds to |τe|.
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The search for fM can start by finding the stationary points. Differenti-
ating (B.4) with respect to ξ we obtain
f ′(ξ) = (− sin ξ + cos ξ) + a(−3 cos2 ξ sin ξ + 3 sin2 ξ cos ξ)
= (cos ξ − sin ξ)(1− 3a sin ξ cos ξ)
= (cos ξ − sin ξ)(1− 3
2
a sin(2ξ)) = 0
(B.5)
There are two possible kinds of solutions. The first one is obtained by
solving
(cos ξ − sin ξ) = 0 . (B.6)
This equation has two solutions. Only one of them leads to a positive value
of f(ξ), which is
ξ1 =
pi
4
. (B.7)
Plugging it into (B.4), we obtain
f(ξ1) =
√
2 + a
√
2
2
=
√
2
(
2
3
+ σ
6K
)
(B.8)
The second kind of solutions is found by solving
1− 3
2
a sin(2ξ) = 0 (B.9)
sin(2ξ) =
2
3a
. (B.10)
This equation is only solvable if a ≥ 2
3
, i.e. σ ≥ 4K. Thus, we see that, if
σ < 4K, then ξ1 is the only positive stationary point; therefore, in this case,
it must be the global maximum point.
If instead σ ≥ 4K, there are two possible solutions
ξ2 =
1
2
asin
(
2
3a
)
(B.11)
ξ3 =
pi
2
− 1
2
asin
(
2
3a
)
= pi
2
− ξ2 . (B.12)
It is straightforward to see that
σ = 4K =⇒ a = 2
3
=⇒ ξ2 = ξ3 = pi4 = ξ1 (B.13)
and also that, for all values of σ ≥ 4Ki
f(ξ3) = f(ξ2) . (B.14)
Therefore, we will concentrate on ξ2 only to compute the value of f(ξ) at
both ξ2 and ξ3. Let us rewrite f as
f(ξ) = (cos ξ + sin ξ) + a(cos ξ + sin ξ)(cos2 ξ − cos ξ sin ξ + sin2 ξ)
= (cos ξ + sin ξ)
(
1 + a
(
1− 1
2
sin(2ξ)
))
.
(B.15)
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Now, from (B.10)
f(ξ2) = (cos ξ2 + sin ξ2)
(
1 + a
(
1− 1
3a
))
= (cos ξ2 + sin ξ2)
(
a+ 2
3
)
= (cos ξ2 + sin ξ2)
σ
3K
=
√
2 cos(ξ2 − pi4 ) σ3K
(B.16)
Now
cos(ξ2− pi4 ) = cos
(
1
2
(
asin
(
2
3a
)− pi
2
))
= ±
√√√√1 + cos( asin ( 23a)− pi2)
2
(B.17)
which becomes (discarding the negative solution)
cos(ξ2 − pi4 ) =
√√√√1 + sin( asin ( 23a) )
2
=
√
1 + 2
3a
2
=
√
σ
2(σ−2K) (B.18)
therefore
f(ξ2) =
√
2
√
σ
2(σ−2K)
σ
3K
= σ
3K
√
σ
σ−2K (B.19)
Important notice: even though (B.19) can be computed for all σ > 2K,
in reality, for this to be an extremum, it must be σ ≥ 4K, otherwise its value
is meaningless.
Now, we will compare f(ξ1) and f(ξ2) by finding the conditions such that
f(ξ1) ≤ f(ξ2). √
2
(
2
3
+ σ
6K
) ≤ √2√ σ
2(σ−2K)
σ
3K
(B.20)
2
3
+ σ
6K
≤
√
σ
2(σ−2K)
σ
3K
(B.21)(
1
2
+ 2K
σ
)
σ
3K
≤
√
1
2
(
1−2K
σ
) σ
3K
(B.22)
1
2
+ 2K
σ
≤
√
1
2
(
1−2K
σ
) (B.23)
where the last simplification is possible since σ
3K
≥ 0.
Now, we define the auxiliary variable
x =
2K
σ
(B.24)
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leading to
1
2
+ x ≤
√
1
2(1−x) (B.25)
1 + 2x ≤
√
2
1−x (B.26)
Since σ ≥ 4K, then
0 < x ≤ 1
2
(B.27)
This implies both sides of (B.26) are positive, so that they can be squared
maintaining the inequality. Further, (1− x) is positive too. Therefore
1 + 4x+ 4x2 ≤ 2
1−x (B.28)
(1 + 4x+ 4x2)(1− x) ≤ 2 (B.29)
4x3 − 3x+ 1 ≥ 0 (B.30)
(x+ 1)(2x− 1)2 ≥ 0 (B.31)
The solution of this equation is
x ≥ −1 (B.32)
Therefore, all admissible values of x satisfy the inequality. This implies that,
for σ ≥ 4K, it is always f(ξ2) ≥ f(ξ1). The inequality holds strictly for all
values of σ, except for σ = 4K, where we have already seen that ξ1 = ξ2 = ξ3.
We have found that, for σ > 4K, f(ξ1) is a local extremum, while f(ξ2) =
f(ξ3) > f(ξ1) are also local extrema. There are no other positive extrema.
There is only one possible explanation to this: ξ2 and ξ3 are two global
maximum points, while ξ1 is a local minimum point lying in between.
-150 -100 -50 0 50 100 150
ξ [deg]
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-6
-4
-2
0
2
4
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10
f
(ξ
)
f (ξ)
τe = τmax1
τe = τmax2
Figure B.1 The values of f(ξ) for K = 400, Kc = 2000,
and σ = 10000 > 4K, with the two extrema in evidence.
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To summarize, for σ ≤ 4K, then f(ξ1) is a global maximum. For σ > 4K,
f(ξ1) is a local minimum, while f(ξ2) = f(ξ3) is a global maximum.
Finally, for k = 1, 2, the significant extrema for |τe| are defined as
|τe|maxk
KR
= f(ξk) (B.33)
so that
|τe|max1 =
√
2KR
(
2
3
+ σ
6K
)
=
√
2KR 4K+σ
6K
=
√
2
6
R(4K + σ) (B.34)
while
|τe|max2 = KR σ3K
√
σ
σ−2K =
σ
3
√
σ−2K
3Kc
σ
σ−2K =
σ
3
√
σ
3Kc
=
√
1
Kc
(
σ
3
)3 (B.35)
which concludes our demonstration. To provide some visual intuition on the
solutions, Fig. B.1 depicts the values of f(ξ) when σ > 4K.
B.2 Quadratic spring
In the following, we seek solutions to the following system of equations
τei = Ki(φ1,i + φ2,i) +Kqi(sign(φ1,i)φ
2
1,i + sign(φ2,i)φ
2
2,i) (B.36a)
σi = 2Ki + 2Kqi(|φ1,i|+ |φ2,i|). (B.36b)
with σi > 2Ki, Ki > 0, Kqi > 0. To solve (B.36), we will first make some
assumptions about the signs of the solutions, and we will later check whether
the obtained values agree with the given assumption. From now on, we drop
subscript i, for notational simplicity.
In the first place, let’s assume the two deflections have opposite sign. This
transforms (B.36) to
τe = K(φ1 + φ2)±Kq(φ22 − φ21) (B.37a)
σ = 2K ± 2Kq(φ2 − φ1). (B.37b)
From (B.37b), we can write
φ2 − φ1 = ±σ − 2K
2Kq
. (B.38)
On the other hand, (B.37a) can be rewritten as
τe = K(φ1 + φ2)±Kq(φ1 + φ2)(φ2 − φ1) (B.39)
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therefore, subsituting (B.38) in (B.39)
τe = K(φ1 + φ2) + (φ1 + φ2)
σ − 2K
2
=
σ
2
(φ1 + φ2) . (B.40)
For σ = 0, then the left-hand side of (B.40) is zero, and therefore there are
no solutions unless τe = 0, in which case there is an infinite number of them.
Excluding these cases, we can write
φ2 =
2τe
σ
− φ1 (B.41)
which can be replaced in (B.38)
2τe
σ
− 2φ1 = ±σ − 2K
2Kq
(B.42)
which is easily solved as
φ1 =
τe
σ
∓ σ − 2K
4Kq
. (B.43)
Finally, the obtained solution can be replaced in (B.41) to obtain
φ2 =
τe
σ
± σ − 2K
4Kq
. (B.44)
For these solutions to be valid, it must be either φ1 ≥ 0 and φ2 ≤ 0 or φ1 ≤ 0
and φ2 ≥ 0. By solving (B.43) and (B.44) for these inequalities and assuming
σ ≥ 2Ki ≥ 0, it can be verified that these conditions only hold when
|τe| ≤ σ(σ − 2K)
4Kq
(B.45)
and that at least one between φ1 and φ2 is equal to zero when the upper
bound for |τe| is reached.
Now, let’s assume the two deflections have the same sign. System (B.36)
can then be written as
τe = K(φ1 + φ2)±Kq(φ21 + φ22) (B.46a)
σ = 2K ± 2Kq(φ1 + φ2) (B.46b)
where the plus sign is selected when both deflections are positive, and the
minus when both are negative. From (B.46b) we can write
φ1 + φ2 = ±σ − 2K
2Kq
= ±a (B.47)
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which is replaced in (B.46a)
τe = ±
(
Ka+Kq(φ
2
1 + φ
2
2)
)
(B.48)
yielding
φ21 + φ
2
2 =
±τe −Ka
Kq
. (B.49)
Since this quantity must be positive, this imposes the constraint
± τe ≥ Ka . (B.50)
Further, we can solve (B.47) for φ2
φ2 = ±a− φ1 (B.51)
and replace this value in (B.49) to obtain the quadratic equation
2φ21 ∓ 2aφ1 +
(
a2 +
Ka
Kq
∓ τe
Kq
)
= 0 . (B.52)
For this equation to have a solution, the determinant
∆ = −a2 − 2Ka
Kq
± 2 τe
Kq
= −σ
2 − 4K2
4K2q
± 2 τe
Kq
(B.53)
must not be negative. This translates to
± τe ≥ Kq
2
a2 +Ka =
σ2 − 4K2
8Kq
. (B.54)
This constraint is more stringent than (B.50), since
σ2 − 4K2
8Kq
=
σ + 2K
4
σ − 2K
2Kq
≥ Ka (B.55)
since σ ≥ 2K. Therefore, we can forget about (B.50) and only refer to (B.54).
Solving (B.52) and using (B.51), one pair of solutions is obtained as
φ1 = ±a
2
+
√
∆
4
(B.56a)
φ2 = ±a
2
−
√
∆
4
(B.56b)
the other pair consisting in the same values being swapped.
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Now, we need to check when these two values have the same sign. Both for
positive and for negative deflections, the condition turns out to be the same
a2 ≥ ∆ (B.57)
which becomes
± τe ≤ σ(σ − 2K)
4Kq
(B.58)
which is the same as (B.45), yielding a single condition for solutions to exist.
Also, this constraint is always compatible with (B.54), since
σ2 − 4K2
8Kq
=
σ + 2K
2
σ − 2K
4Kq
(B.59)
and σ + 2K ≤ 2σ for σ ≥ 2K. Summing up, when
σ2i − 4K2i
8Kqi
≤ τei ≤ σi(σi − 2Ki)
4Kqi
(B.60)
then two positive pairs of solutions are available
φ1,i =
1
4Kqi
(
σi − 2Ki ±
√
4K2i − σ2i + 8Kqiτei
)
(B.61a)
φ2,i =
1
4Kqi
(
σi − 2Ki ∓
√
4K2i − σ2i + 8Kqiτei
)
(B.61b)
while when
− σi(σi − 2Ki)
4Kqi
≤ τei ≤ −σ
2
i − 4K2i
8Kqi
(B.62)
then there are two extra negative pairs of solutions
φ1,i =
1
4Kqi
(
2Ki − σi ±
√
4K2i − σ2i − 8Kqiτei
)
(B.63a)
φ2,i =
1
4Kqi
(
2Ki − σi ∓
√
4K2i − σ2i − 8Kqiτei
)
. (B.63b)
Finally, it can be observed that, when the upper bound of (B.60) is reached,
then the values of (B.61) are the same as (B.43) and (B.44), while when
the upper bound of (B.62) is reached, then the same is true for the values
of (B.63). Otherwise, the values are different.
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Dynamic Model of SEA 2R robot
Details on the physical parameters of the robot in Sec. 4.1.1 and of its La-
grangian model. The robot and its physical parameters are shown in Fig. C.1.
  
y
0
x
0
q
1
q
2
l 1
l 2
r 1
r 2
g⃗0
1 2
ai m 1 2
mi kg 9.29 5.01
li m 0.5 1
Ii kg m2 0.255 0.018
Bi kg m2 4.32 3.38
σi Nm/rad 120 150
Figure C.1 Planar 2R robot used for validation
The values in Fig. C.1 are easily converted to Denavit-Hartenberg param-
eters, shown in Tab. C.1.
1 2
αi 0 0
ai r1 r2
di 0 0
θi q1 q2
ipcxi,i l1 − r1 l2 − r2
ipcyi,i 0 0
iIzzi I1 I2
(a) Standard
1 2
αi−1 0 0
ai−1 0 r1
di 0 0
θi q1 q2
ipcxi,i l1 l2
ipcyi,i 0 0
iIzzi I1 I2
(b) Modified
Table C.1 Physical parameters of the 2R robot according to the two different Denavit-
Hartenberg kinematic conventions.
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In the following, the Lagrangian dynamic model is detailed by giving
the symbolic expression for every term in (2.18). Remembering (1.4) and
knowing
c(q, q˙) = C(q, q˙)q˙ (C.1)
then (2.18), omitting the subscripts, can be rewritten as
τ = BΣ−1
[
M (q)
....
q + 2M˙ (q)
...
q + M¨(q)q¨
+C(q, q˙)
...
q + 2C˙(q, q˙)q¨ + C¨(q, q˙)q˙ + g¨(q)
]
+ [M (q) +B ] q¨ +C(q, q˙)q˙ + g(q)
(C.2)
therefore, the dynamic model can be given as the symbolic expressions for
each scalar term in
M (q) =
(
m11 m12
m12 m22
)
C(q, q˙) =
(
c11 c12
c12 c22
)
g(q) =
(
g1
g2
)
(C.3)
and of their first and second time derivatives. These are listed below.
m12 = I2 +m2( l
2
2 + r1l2 cos(q2) ) (C.4)
m11 = I1 +m1l
2
1 + I2 +m2( r
2
1 + l
2
2 + 2r1l2 cos(q2) ) (C.5)
m22 = I2 +m2l
2
2 (C.6)
c11 = −m2r1l2 sin(q2)q˙2 (C.7)
c21 = m2r1l2 sin(q2)q˙1 (C.8)
c12 = −m2r1l2 sin(q2)(q˙1 + q˙2) (C.9)
c22 = 0 (C.10)
g2 = gm2l2 cos(q1 + q2) (C.11)
g1 = g2 + g(m1l1 +m2r1) cos(q1) (C.12)
m˙12 = −m2r1l2 sin(q2)q˙2 (C.13)
m˙11 = 2m˙12 (C.14)
m˙22 = 0 (C.15)
c˙11 = −m2r1l2( cos(q2)q˙22 + sin(q2)q¨2 ) (C.16)
c˙21 = m2r1l2( cos(q2)q˙1q˙2 + sin(q2)q¨1 ) (C.17)
c˙12 = c˙11 − c˙21 (C.18)
c˙22 = 0 (C.19)
g˙2 = −gm2l2 sin(q1 + q2)(q˙1 + q˙2) (C.20)
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g˙1 = g˙2 − g(m1l1 +m2r1) sin(q1)q˙1 (C.21)
m¨12 = −m2r1l2( cos(q2)q˙22 + sin(q2)q¨2 ) (C.22)
m¨11 = 2m¨12 (C.23)
m¨22 = 0 (C.24)
c¨11 = −m2r1l2(− sin(q2)q˙32 + 3 cos(q2)q˙2q¨2 + sin(q2)...q 2 ) (C.25)
c¨21 = m2r1l2(− sin(q2)q˙1q˙22 + cos(q2)(2q¨1q˙2 + q˙1q¨2) + sin(q2)...q 1 ) (C.26)
c¨12 = c¨11 − c¨21 (C.27)
c¨22 = 0 (C.28)
g¨2 = −gm2l2( cos(q1 + q2)(q˙1 + q˙2)2 + sin(q1 + q2)(q¨1 + q¨2) ) (C.29)
g¨1 = g¨2 − g(m1l1 +m2r1)( cos(q1)q˙21 + sin(q1)q¨1 ) (C.30)
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