Abstract In this paper, we develop a new mathematical model that integrates layout configuration and production planning in the design of dynamic distributed layouts. The model incorporates a number of important manufacturing attributes such as demand fluctuation, system reconfiguration, lot splitting, work load balancing, alternative routings, machine capability and tooling requirements. In addition, the model allows several cost elements to be optimized in an integrated manner. These costs are associated with material handling, machine relocation, setup, inventory carrying, in-house production and subcontracting needs. Numerical examples of different sizes are presented to illustrate the nature of the developed model and shed light on several managerial insights.
Introduction
Manufacturing systems that produce multiple components and function in highly volatile environments are increasingly challenged to meet consistently high levels of operational efficiency and flexibility. Such a challenge can be addressed partly by designing appropriate facility layouts. Planning good layouts is critical; in the United States alone over 250 billion USD is spent annually on plant layouts that require planning and replanning (Tompkins et al. 1996) . Furthermore, between 20 and 50 % of costs within manufacturing are related to material handling. Effective and innovative facility planning can reduce material handling costs by 10-30 % (Tompkins et al. 1996) . Not surprisingly, a large number of articles on facility layout have been published, with the majority focusing on product layout, functional layout, cellular layout or their variants. However, there is an emerging consensus that these layout types are not suitable for factories where multiple components are produced in highly volatile environments (Benjaafar et al. 2002) . Generally, these layouts are developed assuming stable demand and product mix for a considerably long planning horizon.
Distributed layout has emerged as an alternative to conventional layouts. In a distributed layout, similar departments (machines) are distributed throughout the factory floor to increase access to these resources from different regions of the layout (Baykasoglu 2003) . This type of layout minimizes material handling costs because it enables the identification of efficient routes for a large number of product mixes. The idea to disaggregate functional departments into individual machines and maximize distribution by placing them as far from each other as possible was first proposed by Montreuil and Venkatadri (1991) . Urban and Russel (2000) proposed a model that does not require machines to be placed in a functional layout or in a cellular arrangement, but instead allows material flow requirements to dictate machine placement. Benjaafar and Sheikhzadeh (2000) explored layout configuration in stochastic environments and showed that there is a value in creating replicates of the same department and distributing them throughout the plant floor. Drolet (1989) investigated a distributed layout configuration where virtual cells are formed and temporarily devoted to job orders. The application of distributed layout in virtual cellular manufacturing systems was also illustrated in Baykasoglu (2003) . Lahmer and Benjaafar (2005) presented a procedure for the design of distributed layouts in settings with multiple periods where product demand and product mix may vary from period to period. Using simulation, Krishnan et al. (2009) analyzed several performance parameters in distributed layouts under stochastic conditions.
Another aspect of facility design prescribed to address the challenges of meeting high operational efficiency and flexibility in highly volatile environments is dynamic system reconfiguration (DSR). An early paper on modeling a multiperiod dynamic functional layout where departments can be relocated was published by Rosenblatt (1986) . More recent works that attempt to solve dynamic functional layout problems include Balakrishnan et al. (2000) , Dunker et al. (2005) , Baykasoglu et al. (2006) , and Pillai et al. (2011) . There is also substantial literature on DSR in the context of cellular manufacturing systems (CMS). For example, Chen (1998) and Balakrishnan and Cheng (2005) developed mathematical models for DSR of cellular manufacturing systems and proposed dynamic programming approaches to solve their respective models. Defersha and Chen (2006a) developed a comprehensive model that incorporates several design factors in addition to dynamic cell configuration. Later, in Defersha and Chen (2006b) , the authors developed a genetic algorithm to solve the comprehensive model. The use of a genetic algorithm, simulated annealing and Tabu search for DSR of cellular manufacturing systems was also reported in Wicks and Reasor (1999) , Mungwattana (2000) , Tavakkoli et al. (2005b) and Tavakkoli et al. (2005a) . A solution technique based on artificial neural network can be found in Saidi and Safaei (2006) . Dynamic reconfiguration of distributed layouts has been reported in Lahmer and Benjaafar (2005) . Some technological advances are also enabling DSR. For instance, a compact and mobile milling machine (TRAK QuikCell QCM-1) developed by Southwestern Industries (http://www.southwesternindustries. com) is small enough to fit through most doors and has a rigid frame that does not require re-leveling after each move. A shift to lighter machine tools is being driven by advances in materials and processing technologies (Heragu and Kochhar 1994) . As well, there are now systems, such as robotic parkings (http://www.roboticparking.com) modular automated parking system, that allow easy storage and retrieval of large equipment and machine tools. Although originally designed for car parking garages, the technology is being used in manufacturing environments to store machine tools and retrieve them as needed (Benjaafar et al. 2002) .
As emerging technologies increasingly support reconfiguration, the objective of layout design is shifting from long-term material handling efficiency to short-term responsiveness. Managers can focus on operational performance by reconfiguring layouts more frequently to relieve short-term congestion, and maximizing throughput for current product mix and demand. Thus, the nature of decisions on layout reconfiguration is becoming more tactical than strategic. In this light, integrating DSR with tactical decisions such as production planning is a sensible approach. Such an integration has been reported in the context of cellular manufacturing in Nsakanda et al. (2006) , Defersha and Chen (2008) and Ahkioon et al. (2009) . This research paper presents a comprehensive model that combines distributed layout, dynamic reconfiguration and production planning. The model incorporates these factors: sequence of operations, alternate part routings, machine capability, machine capacity, workload balancing and lot splitting. This work is also related to the growing body of literature on multi-costobjective layout design. The majority of approaches that address distributed layout design problems tend to minimize material handling costs only. These include Benjaafar and Sheikhzadeh (2000) , Baykasoglu (2003) and Lahmer and Benjaafar (2005) . However, when systems reconfiguration and production planning are considered concurrently, the actual problem involves other costs associated with machine relocation, setup, inventory holding, in-house production and subcontracting needs (See Tables 1 and 2 for a comparison between this paper and recently published articles on distributed layout).
In the model proposed in this paper, we use the concept of resource elements (REs) to capture alternative routings for processing parts. The concept was first introduced in Gindy et al. (1996) as a means of defining alternative routings by analyzing shared and unique capabilities of machine tools. In the REs approach, a potential machining operation is called a form generating schema (FGS). An FGS is a technologically meaningful combination of a cutting tool with a specific geometry, a set of relative motions between the part and the cutting tool, and the typical levels of technological output that can be associated with using that combination of tool and relative motion (Gindy et al. 1996; Baykasoglu 2003) . Each resource element represents a collection of FGSs, and a machine tool is identified by the set of REs it possesses. Machine tools which possess a resource element required by a particular operation are considered as alternative routing to process this operation.
In addition to capturing alternative routing, we innovatively use the concept of REs as a basis to impose workload balancing among resources. In most previous studies considering workload balancing, a workload had to be evenly divided among machines that were deemed similar (though not necessarily identical). We approach workload balancing in a different way. A workload calling for a particular resource element is to be evenly divided among the machines that have this RE. For example, consider a system that has four machine tools (M1; . . .; M4) having a total of five resource elements (RE1; . . .; RE5). Now assume machine tools M1 and M2 have RE1 and RE2; machine tool M3 has RE1, RE2, RE3 and RE4; and machine tool M4 has RE3, RE4 and RE5. In our approach, we impose a constraint such that the workload using RE1 and RE2 is to be evenly distributed among M1, M2 and M3 which have these resource elements; a workload using RE3 and RE4 is to be evenly divided among M3 and M4; and finally, a workload using RE5 is to be entirely performed on M4 as this is the only machine having RE5. Therefore, the workloads of the two identical machines (M1 and M2) are balanced; the workload performed on M3 is greater than the individual loads on M1 and M2 because M3 has more Res; and there is not a workload balancing constraint between pairs of dissimilar machines (say M1 and M4). In other words, in our model workload balancing is (1) fully enforced among identical machines, (2) partially enforced among machines having some shared capabilities, and (3) not enforced among dissimilar machines.
The remainder of this paper is organized as follows: in Sect. 2, we provide the problem description and the proposed mathematical model. Numerical examples are presented in Sect. 3 to illustrate the features of the developed model. The discussion and conclusion make up Sect. 4.
Mathematical model

Problem description
Consider a manufacturing system processing P products in T number of equal planning periods where the demand for the products may vary from period to period deterministically. The system consists of M machines to be distributed over N distinct locations ðN ¼ MÞ and reconfiguration may take place at the beginning of each planning period. There are a total of R resource elements, and each machine has some of these REs, representing the capabilities it shares with other machines, as well as those that are unique to it. Processing a part requires a set of operations to be performed in a given sequence. A particular operation can be performed using a given resource element, and machines possessing this element are considered as alternative routes for this operation. The processing time for each operation is known. In a given time period, a demand for a part can be satisfied by producing it in-house, subcontracting its production, or using inventory carried over from the previous period. Without loss of generality, we assume a part inventory is zero at the beginning of the first period and at the end of the last period. A production lot of a part may be split into smaller sublots that are to be processed independently. The material flow cost of a part is linearly related to the distance it travels using the material handling system. The cost to relocate a machine is also assumed to be linearly related to the relocation distance. However, we assume that the distance between a pair of locations when moving a part is not the same as the distance between the same pair of locations when relocating a machine. This is because parts are moved using a material handling system (e.g., AGV with a specified path), whereas machines are relocated in a different way. The workload of the system in a given time period is evenly distributed among the machine tools that share the particular resource element being used. The overall objective is to minimize the total Attributes' names are referred in Table 1 Article/Attributes 1 2 3 4 5 6 7 8 9 10 11 12 13
Present study (this paper) costs associated with material handling, machine relocation, subcontracting, setup, inventory holding and internal part production.
Notation
The problem described in the previous section is formulated as a mixed integer linear programming. The notations used in this formulation are presented below. Indexes and input data Distance between the location of machine m in period t À 1 and its location in period t.
Binary Variables: a m;l;t A binary variable equal to 1 if machine m is located at location l in time period t; 0 otherwise. c o;n;p;m;t A binary variable equal to 1 if operation o of the nth sublot of product p is processed by machine m in time period t; 0 otherwise. y n;p;t A binary variable equal to 1 if nth sublot of product p is created and processed in time period t; 0 otherwise.
Objective function and constraints
Following the problem description and notation given in Sects. 2.1 and 2.2, the comprehensive mathematical model for distributed layout manufacturing system design is presented below.
Minimize:
Subject to:
e m;t E l;l 0 À Xða m;l;tÀ1 þ a m;l 0 ;t Þ þ 2X;
d o;n;p;t ! e E l;l 0 Á b n;p;t þ X a m;l;t þ c o;n;p;m;t þ a m 0 ;l 0 ;t À þ c oþ1;n;p;m 0 ;t Á À 4X; 
The objective function in Eq.
(1) consists of six cost terms: machine relocation, material handling, inventory holding, machine setup, in-house production, and subcontracting needs in that order. The constraints in Eqs. (2) and (3) are to equate the variable e m;t to the distance E l;l 0 if machine m is relocated from location l to location l 0 at the beginning period t. The value of the variable d o;n;p;t is equal to the product e E l;l 0 Á b n;p;t if operations o and o þ 1 of nth sublot of product p are processed on machines m at location l and m 0 at location l 0 , respectively, in period t. This requirement is enforced by Eqs. (4) and (5). The constraints in Eqs. (6), (7) and (8) are for inventory balance. Equation (9) guarantees that the workload on machine m in time period t is less than or equal to the available time C. Equations (10) and (11) state that the time d o;n;p;m;t elapsed in processing operation o of the nth sublot of product p on machine m in time period t is equal to the product U o;p Á b n;p;t if this operation is assigned to this machine in this time period. Otherwise, the value of this variable is set to zero by Eq. (12). The constraint in Eq. (13) permits the processing of operation o of sublot n of product p on machine m in time period t if and only if operation o of product p can be assigned on machine m. The workload balancing constraint is in Eq. (14) . The left-hand side of this equation is the amount of workload performed by machine m in period t using resource element r. The right-hand side of this constraint is expressed as (i) the total workload of all the machines using resource element r which equal to P M m 00 ¼1
o¼1 B r;o;p Â d o;n;p;m 00 ;t (ii) divided by the number of machines having this resource element P M m 0 ¼1 A r;m 0 and (iii) multiplied by a factor ! 2 ð0; 1Þ. If this factor is set very close to 1, the workload of the system in using resource element r will be evenly distributed among the machines having this resource element. Equation (15) ensures the assignment of the oth operation of the nth sublot of part p in time period t to one of the machines if the sublot is created. The constraint in Eq. (16) ensures that the production quantity of each sublot in each time period, b n;p;t ; is equal to 0 if this sublot is not created (i.e., y n;p;t ¼ 0Þ: The constraint in Eq. (17) enforces that the sum of the sizes of the sublots of a given product should be equal to the production lot size of that particular product in each period. The constraints in Eqs. (18) and (19) ensure that each location is assigned to only one machine and each machine is assigned to only one location. Equation (20) is the integrality constraint on the binary variables.
Numerical examples
Since the comprehensive problem addressed in this paper has not been previously presented, we have no comparable examples from the literature to use. Therefore, we generated several data sets to illustrate the problem and demonstrate the performance of the proposed solution procedure. One of these data sets (referred to as Problem-1) is provided in detail in Appendix 1. In this data set, we considered a system composed of 20 resource elements and 22 machine tools. Table 8 shows four different cases in which each of 20 REs is available on one or more machines. More specifically, case 1 represents a situation in which a particular RE is available on several machine tools; case 4 represents a situation where most of the machines have unique capabilities; and cases 2 and 3 lie in between the two extremes. The average number of machines per RE in these four cases is 4.55, 2.65, 1.5, and 1.1, respectively. In Table 9 are the model parameters (H p , H p , H p , F p , S p , N p , O p ), the index of the required resource element r for each operation, and the processing time U o;p . The demands for the parts in four planning periods are provided in Table 10 . The relocation cost G m for each machine type m is in Table 11 .
The layout showing potential machine locations in Problem-1 is provided in Fig. 3 . Although the proposed model can address any type of layout shape and material handling system, we prefer to adopt a system served by automated guided vehicles (AGVs) arranged in tandem configuration. AGVs are preferable to stationary material handling robots because of their mobility, and to conveyors because of their flexibility (Asef and Laporte 2005). An AGV system can be reconfigured to accommodate changes in production volume, product mix, product routing, and equipment interface requirements more readily than most other material handling systems (Goetz and Egbelu 1990) . In Table 12 , we provide the locations of machines in an arbitrarily generated functional layout (where similar machines are placed in close proximity) and five arbitrarily generated distributed layouts (DL1; . . .; DL5). The material handling and machine relocation distances between each pair of locations are shown in Tables 13 and 14,  respectively. In Problems 2 to 6, we considered the processing of 35, 50, 65, 80, and 120 parts, respectively. The maximum number of operations per part was six (in Problems 2, 3 and 4) and eight (in Problems 5 and 6). However, because Problems 2 to 6 were similar in nature with Problem 1, we do not provide their detailed data sets in this article. Moreover, because our main aim in this paper is to present a comprehensive model for the design of distributed layouts, we do not include the simulated annealing algorithm that was used to solve the problems.
Functional versus distributed layout
The aim of this section is to illustrate the greater effectiveness of using distributed layouts compared to using a functional layout in a situation where there are machine tools with overlapping capabilities. To draw a fair comparison between these two arbitrarily generated layouts, we did not optimize machine allocations in either case. Machines that share capabilities (having common REs) were placed in close proximity in the functional layout, and were distributed arbitrarily in the distributed layouts. Recall that our intention in solving Problem-1, which poses four levels of overlapping capabilities (Table 8 ) and six layouts (Table 12) , was to optimize material handling and other cost elements. Table 3 indicates that using distributed layouts results in significant savings. It is important to note the remarkably large cost reduction in case 1. These savings reflect the significant reduction in material handling costs that results when several machine tools with a number of shared capabilities are distributed, making their capabilities easily accessible from different regions of the layout. As we expected, the reduction in cost savings decreases as we move from case 1 to case 4. Our study thus shows that distributed layouts would be highly desirable in situations where there are many machine tools with several shared capabilities. Given that many modern manufacturing facilities contain a variety of machine tools with similar and overlapping capabilities able to produce a wide spectrum of components (Gindy et al. 1996) , distributed layouts are more relevant than ever. The cost savings under case 1 in Problems 2 to 6 appear in Fig. 1 . The first graph (graph-a) shows that the percentage of savings decreases as the number of parts increases when using distributed layouts. However, since larger problems incur higher production costs, the monetary value of the savings rapidly increases as problems grow in size (see graph-b), making distributed layouts very appealing.
Static versus dynamic distributed layout
In this section, we compare static versus dynamically reconfigured distributed layouts in four different cases of Problem-1 (as described in the previous section) and several other problems. We solved the problems by prohibiting dynamic reconfiguration. Hence, in a static distributed layout, machine allocation is optimized to provide a robust layout which remains unchanged for the entire planning horizon. Table 4 provides the values of the objective function in the four cases of Problem-1, and the percentage of savings obtained by changing from static to dynamic distributed layout. The table shows that dynamic reconfiguration can lead to significant cost savings when the manufacturing system has more unique machines with less shared capabilities, as in case 4. Conversely, there is less need for system reconfiguration when a manufacturing facility has machine tools with several shared capabilities, as in case 1. As can be seen in Table 5 , we found similar results in several other problems. Figure 2 shows that when using dynamic reconfiguration, the percentage of savings tends to decrease as problem size increases. However, the actual manufacturing cost in larger problems is very high, and even a small percentage in savings can imply a very significant monetary value.
Other model features
In this section, we illustrate the benefits of incorporating workload balancing, production planning and subcontracting in the proposed comprehensive model. The sample results in Table 6 show the distribution of a workload that requires the use of resource element-1 (RE-1), which is available on each of machines 1 to 6. In the first row in this table, workload balancing (! ¼ 0:99) results in a workload that is evenly distributed among all the machines. In the second row, in contrast, the workload is unevenly distributed on the six machines when the workload factor ! is set to zero. These results reflect the importance of incorporating a workload balancing constraint in the proposed model. As Table 7 shows, incorporating one or both of production planning and subcontracting typically results in a substantial decrease in the objective function, indicating their significance in economic terms. More importantly, the incorporation of these attributes affects several objective function terms, further signifying the value of utilizing a comprehensive model in manufacturing system analysis. A model consisting of different aspects of the system can help us to understand the problem better. An integrated system approach can minimize the possibility that certain important aspects of the system will be overlooked while other issues are being studied.
Discussion and conclusion
The design and operation of production systems in the current era of global competition is becoming a very complex and difficult task. Modeling and optimization of such complex systems is of paramount importance in achieving competitive advantages. In this work, we developed a new mathematical model that integrates layout configuration and production planning in the design of dynamic distributed layouts. This type of layout is emerging as a remedy to the challenges faced by manufacturing systems that produce multiple components in today's highly volatile environments. The model incorporates a number of important manufacturing attributes such as demand fluctuation, system reconfiguration, lot splitting, work load balancing, alternative routings, machine capability and tooling requirements. In addition, the model allows the optimization of several cost elements in an integrated manner. These costs include material handling, machine relocation, setup, inventory carrying, in-house production and subcontracting needs. Numerical examples revealed that distributed layouts are highly desirable in a situation where there are many machine tools with several shared or similar capabilities. Given that today's modern manufacturing facilities exhibit this type of situation, distributed layouts are becoming more and more relevant. On the other hand, we observed that dynamic reconfiguration can lead to significant cost savings when a manufacturing system consists of more unique machines with less shared capabilities, illustrating that the need for system reconfiguration can be lessened by having machine tools with several shared capabilities and distributing them on the shop floor. Furthermore, we demonstrated how looking at several pragmatic aspects of the manufacturing system can significantly affect manufacturing costs. Thus, we illustrated the value of using a comprehensive model in manufacturing system analysis. In future research in this area, we will enhance our model to account for uncertainties in product demand and mix. Moreover, we plan to develop a scheduling model for manufacturing systems based on distributed layouts, an area in which existing research is very limited.
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Appendix 1: Input data for Problem 1
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