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Abstract
Gauss-type quadrature rules with one or two prescribed nodes are well known and are commonly referred to as Gauss–Radau and
Gauss–Lobatto quadrature rules, respectively. Efﬁcient algorithms are available for their computation. Szego˝ quadrature rules are
analogs of Gauss quadrature rules for the integration of periodic functions; they integrate exactly trigonometric polynomials of as
high degree as possible. Szego˝ quadrature rules have a free parameter, which can be used to prescribe one node. This paper discusses
an analog of Gauss–Lobatto rules, i.e., Szego˝ quadrature rules with two prescribed nodes. We refer to these rules as Szego˝–Lobatto
rules. Their properties as well as numerical methods for their computation are discussed.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Let dw be a non-negative measure with inﬁnitely many points of increase on the interval [−, ] and such that all
moments
k :=
1
2
∫ 
−
eikt dw(t), k = 0,±1,±2, . . . ,
exist, where i := √−1. For notational convenience, we assume that dw is scaled so that 0 = 1. The present paper is
concerned with the approximation of integrals of the form
I (f ) := 1
2
∫ 
−
f (eit ) dw(t)
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by quadrature rules
S(n+2)(f ) =
n+2∑
k=1
w
(n+2)
k f (
(n+2)
k ), (1)
with weights w(n+2)k > 0 and nodes 
(n+2)
k on the unit circle. Let −n−1,n+1 denote the set of Laurent polynomials
Ln+1(z) =
n+1∑
k=−n−1
ckz
k, ck ∈ C,
of degree at most n+ 1. The nodes and weights of Szego˝ quadrature rules are determined so that they integrate exactly
Laurent polynomials of as high degree as possible. The characterizing property of (n+2)-point Szego˝ quadrature rules
is that
S(n+2)(p) = I (p), ∀p ∈ −n−1,n+1, (2)
see, e.g., Gragg [10], Grenander and Szego˝ [14, Chapter 4], and Jones et al. [17] for discussions on properties of
Szego˝ quadrature rules. We remark that Laurent polynomials on the unit circle can be identiﬁed with trigonometric
polynomials on the interval [−, ]. Hence, Eq. (2) expresses that (n + 2)-point Szego˝ quadrature rules integrate all
trigonometric polynomials of degree at most n+1 exactly. They are therefore well suited for the integration of periodic
functions.
Szego˝ quadrature rules are sometimes referred to as Gauss–Szego˝ quadrature rules, because they are analogs of
Gauss rules for the integration of 2-periodic functions. Several modiﬁcations of Gauss rules are available, such as
Gauss–Radau rules (in which one node is ﬁxed at an end point of the convex hull of the support of the measure) and
Gauss–Lobatto rules (in which two nodes are ﬁxed at the end points of the convex hull of the support of the measure);
see Gautschi [8,9] for recent discussions of these Gauss-type quadrature rules.
The present paper discusses modiﬁcations of Szego˝ rules in which one or two nodes are ﬁxed on the unit circle.
We refer to these quadrature rules as Szego˝–Radau and Szego˝–Lobatto rules, respectively. Szego˝–Radau rules are
Szego˝ rules with an auxiliary parameter chosen so that one of the nodes is at a desired location on the unit circle.
Szego˝–Lobatto rules are believed to be new.
This paper is organized as follows. Section 2 introduces Szego˝ polynomials and discusses the computation of Szego˝
and Szego˝–Radau quadrature rules. Section 3 describes Szego˝–Lobatto rules for general non-negative measures dw
and discusses their computation. The special case when the measure is symmetric about zero is addressed in Section 4.
In this case, the nodes are either real or appear in complex conjugate pairs. Szego˝–Radau and Szego˝–Lobatto rules for
a symmetric measure with the ﬁxed nodes in the set {±1} have recently been considered by Bultheel et al. [3]. Section
5 describes a few computed examples, and Section 6 contains concluding remarks.
We note that the development of extensions of Szego˝ quadrature rules and the investigation of the connection between
Szego˝ rules and Gauss quadrature rules on the interval [−1, 1] are active areas of research; see, e.g., Bultheel et al.
[3,4], Cruz-Barroso et al. [5,6], and Daruis et al. [7].
2. Szego˝ quadrature rules
Introduce the inner product
(f, g) := 1
2
∫ 
−
f (eit )g(eit ) dw(t),
where the bar denotes complex conjugation. Polynomials orthogonal with respect to this inner product are known as
Szego˝ polynomials. The monic Szego˝ polynomials satisfy recursion relations of the form
j+1(z) = zj (z) + j+1∗j (z), j = 0, 1, 2, . . . , (3)
∗j+1(z) = j+1zj (z) + ∗j (z), j = 0, 1, 2, . . . , (4)
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with 0(z) = ∗0(z) = 1. The positivity of the measure dw implies that the recursion coefﬁcients j+1 ∈ C are of
magnitude strictly smaller than one, and so are the zeros of the Szego˝ polynomials; see, e.g., Gragg [10], Grenander
and Szego˝ [14, Chapters 2–3], Jones et al. [17], and Saff [20] for properties of Szego˝ polynomials. For future reference,
we note that the reverse polynomials ∗j (z) satisfy
∗j (z) = zjj (1/z), j = 0, 1, 2, . . . . (5)
Gragg [10] shows that the eigenvalues of the (n + 2) × (n + 2) upper Hessenberg matrix
Hn+2() := D−1/2n+2
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
−01 −02 · · · −0n+1 −0
21 −12 · · · −1n+1 −1
22 · · · −2n+1 −2
. . .
...
...
0 2n+1 −n+1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
D
1/2
n+2 (6)
are the zeros of the polynomial
n+2(, z) := n+2(z) + ∗n+2(z), (7)
where k :=
√
1 − |k|2, 0 := 1 and
Dn+2 = diag[	0, 	1, 	2, . . . , 	n+1] ∈ R(n+2)×(n+2),
with 	0 := 1, 	k := 	k−12k , k = 1, 2, . . . , n + 1, and  ∈ C is a parameter. Jones et al. [17] refer to the sequence of
polynomials k(, z), k=0, 1, 2, . . . , as a family of para-orthogonal polynomials. For clarity, we will sometimes refer
to the matrix Hn+2() as Hn+2(1, . . . , n+1, ).
It is easy to see that when || = 1, the zeros of n+2(, z) are the zeros of n+2(z) = zn+1(z) + n+2∗n+1(z) for
n+2 = . Substituting the recursion relations (3) and (4) with n+2 =  into (7) yields
n+2(, z) = zn+1(z) + ∗n+1(z) + (zn+1(z) + ∗n+1(z)) = 2(zn+1(z) + ∗n+1(z)).
We will use this property below.
Let the recursion coefﬁcients 1, 2, . . . , n+1 be ﬁxed. The properties of the matrix (6) and its eigenvalues depend
on the choice of the parameter .When =n+2, the eigenvalues ofHn+2() are the zeros ofn+2(z). These could be of
the highest possible multiplicity.We are interested in the case when ||=1. ThenHn+1() is an unreduced unitary upper
Hessenberg matrix; its eigenvalues therefore are distinct and of unit magnitude. The eigenvalues are nodes {(n+2)k }n+2k=1
of a Szego˝ rule (1) and the square of the ﬁrst component of the eigenvector of unit length associated with (n+2)k yields
the weight w(n+2)k , where we recall that 0 =1; see Gragg [10] for details. The application of pairs of Szego˝ quadrature
rules associated with different values of  on the unit circle is discussed in [19].
Gragg [10] observed that the matrix (6) can be expressed as a product of elementary Givens matrices
Hn+2() = G1(1)G2(2) · · ·Gn+1(n+1)Gˆn+2(). (8)
Here
Gj(j ) :=
⎡
⎢⎣
Ij−1
−j j
j j
In−j−1
⎤
⎥⎦ ∈ C(n+2)×(n+2), j = 1, 2, . . . , n + 1,
and
Gˆn+2() := diag[1, 1, . . . , 1,−].
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The representation (8) is the basis for several fast algorithms for the computation of nodes and weights of Szego˝
quadrature rules; see Gragg [11,12] and Stewart [21,22] for QR-algorithms and their properties, and Ammar et al. [2],
Gragg and Reichel [13], and Gu et al. [15] for divide-and conquer methods.
It is easy to choose  ∈ C of unit magnitude so that the Szego˝ rule has a node at a particular point, say z
, on the
unit circle. It follows from (3) that
 := −z
 n+1(z
)
∗n+1(z
)
(9)
yields an (n + 2)-point Szego˝ quadrature rule with a node at z
. We obtain from (5) that
∗n+1(z
) = zn+1
 n+1(z
), (10)
and therefore the parameter  determined by (9) is, indeed, unimodular. Thus, the (n + 2)-point Szego˝ quadrature rule
with  determined by (9) is a Szego˝–Radau rule with a node at z
.
In order to determine Szego˝–Lobatto rules with nodes at the distinct points z
 and z on the unit circle, we replace
the last two recursion coefﬁcients parameters n+1 and n+2 by ˜n+1 and ˜n+2, respectively, where |˜n+2| = 1. Thus,
˜n+1 and ˜n+2 are to be chosen so that z
 and z are zeros of the polynomial
˜n+2(z) := z˜n+1(z) + ˜n+2˜∗n+1(z), (11)
where
˜n+1(z) := zn(z) + ˜n+1∗n(z). (12)
The determination of ˜n+1 and ˜n+2 is discussed in the following two sections. The nodes and weights of the desired
Szego˝–Lobatto rule are the eigenvalues and square of the ﬁrst component of the normalized eigenvectors of the unitary
upper Hessenberg matrix H(1, . . . , n, ˜n+1, ˜n+2).
3. Szego˝–Lobatto rules
The applications of the recursion relations (3) and (4) for the Szego˝ polynomials to the equation ˜n+2(z
)=0, using
(11) and (12), as well as (10) with n + 1 replaced by n, yields
z2
n(z
) + ˜n+1zn+1
 n(z
) + z
˜n+2˜n+1n(z
) + ˜n+2zn
n(z
) = 0. (13)
Since all zeros of n(z) are strictly inside the unit circle, the constant a := zn−1
 n(z
)/n(z
) is well deﬁned and of
unit magnitude. Dividing (13) by z
n(z
) yields
az
˜n+1 + ˜n+2˜n+1 + a˜n+2 = −z
. (14)
Similarly, ˜n+2(z) = 0 gives the equation
bz˜n+1 + ˜n+2˜n+1 + b˜n+2 = −z, (15)
where b := zn−1 n(z)/n(z) is well deﬁned and of unit magnitude. Thus, we wish to determine the recursion
coefﬁcients ˜n+1 and ˜n+2 that satisfy (14) and (15), as well as the constraints
|˜n+1|< 1, (16)
|˜n+2| = 1. (17)
Subtracting (15) from (14) yields the linear equation
(az
 − bz)˜n+1 + (a − b)˜n+2 = −(z
 − z). (18)
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Example 3.1. Let dw(t) := dt be the Lebesgue measure. Then j = 0 for j1, and j (z) = zj and ∗j (z) = 1 for
j0. Let z
 := ei and z := e−i for some  with −< < . Then a = e−i(n+1), b = ei(n+1), and Eq. (18)
reduces to
sin(n)˜n+1 + sin((n + 1))˜n+2 = sin().
We will return to this example below.
Since z
 = z, at most one of the coefﬁcients of ˜n+1 and ˜n+2 in Eq. (18) can be zero. We ﬁrst consider the cases
when one of these coefﬁcients vanishes, and then turn to the situation when they are both non-zero.
Assume that az
 = bz, which can be expressed as
n(z
)
∗n(z
)
= n(z)
∗n(z)
.
This situation occurs when z
 and z are zeros of the para-orthogonal polynomial n(, z) with
= −n(z
)
∗n(z
)
,
cf. (7). It follows that the nodes z
 and z belong to the spectrum of the matrix Hn() and the n-point Szego˝ rule S(n)
determined by this matrix is a Szego˝–Lobatto rule with nodes at z
 and z.
Example 3.2. Let n := 4 and  := /4 in Example 3.1. Then az
 = bz and = −z4
 = 1. The nodes for the 4-point
Szego˝ rule are the zeros of the polynomial z4 + 1 = 0, and include the points z
 = ei/4 and z = e−i/4.
We turn to the situation when a = b, which is equivalent to
z

n(z
)
∗n(z
)
= z
n(z)
∗n(z)
.
If we choose  according to Eq. (9) with n+1 replaced by n, then the eigenvalues and the square of the ﬁrst component
of associated eigenvectors ofHn+1() determine an (n+1)-point Szego˝ rule with nodes at z
 and z. This rule therefore
is a Szego˝–Lobatto rule with nodes at the desired positions. It is exact for all Laurent polynomials in the set −n,n.
Example 3.3. Consider Example 3.1 with  := /4 and n := 3. Then a = b and determining  as described above
yields  = −z4
 = 1. We obtain a 4-point Szego˝–Lobatto rule whose nodes and weights are the same as of the Szego˝
rule of Example 3.2. In particular, the points z
 and z are among the nodes.
We now turn to the generic case when both a = b and az
 = bz. Introduce the constants
c := − z
 − z
az
 − bz , r :=
∣∣∣∣ a − baz
 − bz
∣∣∣∣ . (19)
Combining (17) and (18) shows that
|˜n+1 − c| = r , (20)
i.e., ˜n+1 must lie on a circle with center c and radius r. We refer to this circle as C. In view of the constraint (16),
˜n+1 must lie in the intersection of C and the open unit disk. The following theorem shows that this intersection is
non-empty. We remark that the special case when r = 0 in (20) already has been discussed above.
Theorem 3.1. Assume that a = b and az
 = bz. Then the intersection of the circle C and the open unit disk is
non-empty.
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Proof. We will show that
 := (|c| − r)ei,  := arg(c), (21)
lies on C and is of magnitude strictly smaller than one. The representation = c − rei shows that  ∈ C. It remains
to be shown that
||z
 − z| − |a − b||< |az
 − bz|. (22)
Let u := z
/z and v := a/b. Then (22) can be expressed as
||1 − u| − |1 − v||< |1 − uv|.
Applying the triangle inequality to
1 − uv = (1 − v) + v(1 − u),
and using the fact that |v| = 1, we immediately have
||1 − u| − |1 − v|| |1 − uv|. (23)
Equality can occur in (23) if one of u or v is 1. But this implies that z
 = z or a = b both of which are excluded cases.
The only other possibility for equality is if (1− v) and v(1− u) are co-linear with z= 0. But this will only occur when
uv = 1 which is equivalent to az
 = bz, an excluded case. 
We have shown how to determine a pair of recursion coefﬁcients {˜n+1, ˜n+2} that satisﬁes the constraints (16) and
(17) as well as the Eq. (18). Such a coefﬁcient pair also satisﬁes (14) and (15). This can be seen as follows. Introduce
ˆ := a1/2b1/2˜n+1, cˆ := −
z
 − z
a1/2b1/2z
 − a1/2b1/2z
, (24)
where we note that cˆ ∈ R. Then (20) is equivalent to |ˆ− cˆ| = r , i.e.,
|ˆ|2 − 2cˆRe(ˆ) = r2 − cˆ2. (25)
We turn to Eq. (14). Multiplying (14) by a − b and eliminating ˜n+2 by using (18) yields
az
 − bz
z
 − z (|˜n+1|
2 − 1) + ab˜n+1 + ˜n+1 = −(a + b), (26)
which, using the quantities (24), can be written as
|ˆ|2 − 2cˆRe(ˆ) = cˆ(a1/2b1/2 + a1/2b1/2) + 1. (27)
Both Eqs. (25) and (27) represent circles with center cˆ. It is easy to verify that ˆ=−a1/2b1/2 and ˆ=−a1/2b1/2 satisfy
both (25) and (27), or equivalently, that ˜n+1 = −a and ˜n+1 = −b satisfy (20) and (26). It follows that Eqs. (20) and
(26) represent the same circle.
Turning to (15), we ﬁnd that multiplying this equation by a − b and then applying (18) to eliminate ˜n+2 also yields
(26). Thus, any ˜n+1 that satisﬁes (16), (18) and (20), also satisﬁes (26). In view of Theorem 3.1 there is a continuum
of values of n+1 that satisfy these requirements. Let ˜n+1 denote one of these values. We compute an associated value
of ˜n+2 by (18), i.e., we let
˜n+2 := −
az
 − bz
a − b ˜n+1 −
z
 − z
a − b . (28)
Example 3.4. Let  := /4 and n := 2 in Example 3.1. Then Eq. (18) reduces to
√
2 ˜3 + ˜4 = 1,
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Fig. 1. The circle C of Example 3.4 and the unit circle.
and C = {z : |z − 1/
√
2| = 1/√2}; see Fig. 1. The value ˜3 = 0 corresponds to the choice (21) of Theorem 3.1 and
(28) gives ˜4 = 1. The nodes of the associated 4-point Szego˝–Lobatto rule are the roots of the equation z4 + 1 = 0, or
equivalently, the eigenvalues of the matrix H4(0, 0, 0, 1). In particular, the points e±i/4 are among the nodes.
If instead we choose ˜3 := 1/2 − i
√
1/
√
2 − 1/4, then (28) yields ˜4 := 1 −
√
2 ˜3. The nodes of the associated 4-
point Szego˝–Lobatto rule are the roots of the equation z4+(˜3−1)z3+˜3z+˜4=0, or equivalently, the eigenvalues of the
matrix H4(0, 0, ˜3, ˜4). The points e±i/4 are among the nodes. The other nodes are approximately −0.9463−0.3234i
and 0.0321 + 0.9995i.
The existence of a Szego˝ quadrature rule for a given set of moments and its relation to the orthogonal polynomials
is demonstrated, e.g., by Grenander and Szego˝ [14, Chapter 4]. Given a sequence of moments 0, ±1, ±2, . . . , with
0 =1 and −k =k , we can determine a sequence of recursion coefﬁcients 1, 2, 3, . . . of magnitude strictly smaller
than one of the associated Szego˝ polynomials. Conversely, given a sequence of recursion coefﬁcients, we can determine
a sequence of associated moments as follows. Let
k(z) = zk +
k−1∑
j=0
dj,kz
j , d0,k = k ,
be the kth monic Szego˝ polynomial determined by the recursion relations (3) and (4). Let 0 := 1 and d0,0 := 1. Then
(k, 1) = 0 for k1 yields
k := −
k−1∑
j=0
dj,kj , k = 1, 2, 3, . . . , (29)
and we deﬁne −k := k . The (n + 1)st recursion coefﬁcient ˜n+1 associated with the (n + 2)-point Szego˝–Lobatto
rule generally differs from n+1. It follows that this quadrature rule is a Szego˝ rule associated with the moments
0, ±1, . . . , ±n, ˜±(n+1), where ˜±(n+1) are given by (29) with d0,n+1 := ˜n+1. Therefore the (n + 2)-point
Szego˝–Lobatto quadrature rule integrates exactly all powers {z±k}nk=0 with respect to the original measure dw(t).
We have shown the following result.
Theorem 3.2. The (n + 2)-point Szego˝–Lobatto quadrature rule (1) is exact for all Laurent polynomials in −n,n.
Moreover, if ˜n+1 = n+1 then there are Laurent polynomials in −n−1,n+1\−n,n that the quadrature rule does not
integrate exactly. If ˜n+1 = n+1 then the quadrature rule is exact for all Laurent polynomials in −n−1,n+1.
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4. Real Szego˝–Lobatto rules
This section discusses the situation when the measure dw(t) is symmetric about zero and the nodes z
 and z are
complex conjugate. The symmetry of the measure implies that all recursion coefﬁcients j , j = 1, 2, 3, . . . , are real. It
follows that the constants a and b introduced in Section 3 are complex conjugate. Throughout this section we assume
that a = b and az
 = bz.
We obtain from (5) with z = ±1 that ∗n+1(1) = n+1(1) and ∗n+1(−1) = (−1)n+1n+1(−1). Substitution into
˜n+2(z) := zn+1(z) + ˜n+2∗n+1(z) with ˜n+2 ∈ {−1, 1} shows when ˜n+2(z) vanishes at z = 1 or z = −1; see
Table 1.
Hence, when the recursion coefﬁcients j are real, we can allocate nodes of the Szego˝ quadrature rule S(n+2) at ±1
by choosing a suitable value of ˜n+2 ∈ {−1, 1} and n. For instance, n odd and ˜n+2 = 1 yields an (n + 2)-point Szego˝
quadrature rule, which is exact for all Laurent polynomials in −n−1,n+1, with a node at z
 = −1. This quadrature
rule may be considered a Szego˝–Radau rule with a prescribed node at −1. Similarly, n even and ˜n+2 = −1 gives an
(n+ 2)-point Szego˝ rule with nodes at z
 = 1 and z = −1. The latter rule may be regarded a Szego˝–Lobatto rule with
prescribed nodes at ±1. This kind of Szego˝–Radau and Szego˝–Lobatto rules are discussed by Bultheel et al. [3].
We remark that Example 3.4 shows a Szego˝–Lobatto rule associated with a symmetric measure and z = z
. The
center of C is seen to lie on the real axis, and ˜n+1 and ˜n+2 can be chosen to be real. The nodes of the Szego˝–Lobatto
rule occur in complex conjugate pairs.
Combining the approach of Section 3 with the above observations allows us to prescribe nodes at distinct complex
conjugate points z
 and z as well as at z = 1 and/or z = −1.
Theorem 4.1. Let ˜n+1 be determined by (21). Then ˜n+1 is real and
˜n+2 = −sign
(
z
 − z
a − b
)
. (30)
Proof. We note that the center c deﬁned by (19) is real; hence ei in (21) is real and so is ˜n+1. The constant
(z
 − z)/(a − b) is real, and therefore so is ˜n+2 determined by (28). Thus, ˜n+2 ∈ {−1, 1}. It is now straightforward
to determine the sign of ˜n+2 using (28). 
Example 4.1. Let S(4) be a 4-point Szego˝ rule with ˜4 = −1. According to Table 1 this rule has distinct zeros at ±1
and at complex conjugate points, which we denote by z
 and z.
Now construct the 8-point Szego˝–Lobatto quadrature rule with prescribed nodes at z
 and z. If ˜n+2 determined
by (30) is −1, then the Szego˝–Lobatto rule has nodes at ±1; thus, the nodes of S(4) are a subset of the nodes of the
Szego˝–Lobatto rule. If, instead, ˜n+2=1, then the 4-point Szego˝ and 8-point Szego˝–Lobatto quadrature rules have three
nodes in common. It may be possible to use such pairs of Szego˝ and Szego˝–Lobatto quadrature rules to estimate the
quadrature error of the Szego˝ rule in a similar manner as pairs of Gauss and Gauss–Kronrod quadrature rules furnish
an estimate of the quadrature error of the Gauss rule; see, e.g., Kahaner et al. [18, p. 154] for a computed example with
a pair of Gauss and Gauss–Kronrod rules.
Table 1
Zeros of ˜n+2(z) = zn+1(z) + ˜n+2∗n+1(z) at z = ±1 for ˜n+2 ∈ {−1, 1}
n ˜n+2 ˜n+2(1) ˜n+2(−1)
even 1 = 0 = 0
even −1 0 0
odd 1 = 0 0
odd −1 0 = 0
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5. Numerical examples
The numerical computations in this section were performed using MATLAB. Our program requires the input of
{j }nj=1, z
, and z, and determines ˜n+1 from (21), ˜n+2 from (28), as well as the nodes and weights of the (n + 2)-
point Szego˝–Lobatto rule. The latter are computed as the eigenvalues and square of the ﬁrst components of normalized
eigenvectors of the unitary upper Hessenberg matrix Hn+2(1, 2, . . . , n, ˜n+1, ˜n+2) ∈ C(n+2)×(n+2).We remark that
the computations of the QR-algorithms [11,12,21,22] and the divide-and-conquer methods [2,13,15] can be arranged
so that these quantities can be determined in only O(n2) arithmetic ﬂoating point operations. The computations are
carried out with about 16 signiﬁcant digits, and all computed values are displayed to four decimal places.
Example 5.1. Let dw(t) be the Lebesgue measure introduced in Example 3.1. Fig. 2 shows the nodes of a 12-point
Szego˝–Lobatto rule with the prescribed nodes z
 := e−i/4and z := e2i/3. The nodes are the eigenvalues of the
matrix H12(0, . . . , 0, ˜11, ˜12) with ˜11 = 0.5426 + 0.7071i and ˜12 = −i.
Example 5.2. Consider the symmetric measure dw(t) := 2 sin2(t/2) dt on the interval [−, ]. This measure is
discussed by Bultheel et al. [3], who provide explicit expressions for the associated Szego˝ polynomials. The recursion
coefﬁcients are given by
j :=
1
1 + j , j = 1, 2, 3, . . . .
Fig. 3 shows the nodes of the 13-point Szego˝–Lobatto rule with n=11, z
=ei/12, z=ei/4, ˜12=−0.1705−0.4900i,
and ˜13 = 0.1877 − 0.9822i.
Example 5.3. Consider the non-symmetric measure dw(t) = / sinh() d(et ) on the interval [−, ]. The associated
moments are given by
k :=
(−1)k
1 + k2 (1 + ik).
In order to avoid explicitly forming the Szego˝ polynomials, we used Schur’s algorithm, see, e.g., [1,16], to compute the
recursion coefﬁcients directly from the moments. Fig. 4 shows the nodes of the 11-point Szego˝–Lobatto quadrature rule
(1) for n= 9, z
 = 1, and z =−1. The computed values for ˜10 and ˜11 are −0.2061+ 0.8308i and 0.9706+ 0.2408i,
respectively.
zα
zβ
Fig. 2. Nodes of the 12-point Szego˝–Lobatto rule of Example 5.1 with prescribed nodes z
 := e−i/4 and z := e2i/3.
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zα
zβ
Fig. 3. Nodes of the 13-point Szego˝–Lobatto rule of Example 5.2 with prescribed nodes z
 := ei/12 and z := ei/4.
zαzβ
Fig. 4. Nodes of the 11-point Szego˝–Lobatto rule of Example 5.3 with prescribed nodes z
 := 1 and z := −1.
6. Conclusion
We have shown that Szego˝–Lobatto rules exist, and that, generally, they depend on a parameter ˜n+1 which can be
chosen freely on a circular arc. Thus, differently from Gauss–Lobatto quadrature rules, Szego˝–Lobatto rules generally
are not unique. They can be computed with software for the unitary eigenvalue problem for upper Hessenberg matrices.
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