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Among the remaining viable theories that can successfully describe the late-time era is the k-
Essence theory and in this work we study in detail the phase space of k-Essence f(R) gravity in
vacuum. This theory can describe in a viable way the inflationary era too, so we shall study the
phase space in detail, since this investigation may reveal general properties regarding the inflationary
attractors. By appropriately choosing the dimensionless variables corresponding to the cosmolog-
ical system, we shall construct an autonomous dynamical system, and we find the fixed points of
the system. We focus on quasi-de Sitter attractors, but also to radiation and matter domination
attractors, and study their stability. As we demonstrate, the phase space is mathematically rich
since it contains stable manifold and unstable manifold. With regard to the inflationary attractors,
these exist and become asymptotically unstable, a feature which we interpret as a strong hint that
the theory has an inherent mechanism for graceful exit from inflation. We describe in full detail
the underlying mathematical structures that control the instability of the inflationary attractors,
and also we also address the same problem for radiation and matter domination attractors. The
whole study is performed for both canonical and phantom scalar fields, and as we demonstrate,
the canonical scalar k-Essence theory is structurally more appealing in comparison to the phantom
theory, a result also demonstrated in the related literature on k-Essence f(R) gravity.
PACS numbers: 04.50.Kd, 95.36.+x, 98.80.-k, 98.80.Cq,11.25.-w
I. INTRODUCTION
The latest Planck constraints on cosmological parameters [1], in conjunction with the striking observation of grav-
itational waves coming from binary neutron stars merging [2], have significantly narrowed down the available models
for the description of the late-time acceleration era, first observed in the late 90’s. Although most modified gravity
models still can describe the late-time era in a concrete and viable way (see [3–9] for reviews), it is still important to
have alternative descriptions that may generate a viable phenomenology. Among the remaining viable models that
can describe the dark energy era, are the so-called k-Essence models [10–30] that can also describe concretely the
inflationary era. It is of crucial importance to find a model that can describe in a unified way the dark energy era
and the inflationary era. In Ref. [10] such a theoretical framework was given in terms of k-Essence f(R) gravity, and
it was demonstrated that a viable inflationary era may be generated.
However, the results of Ref. [10] were strongly dependent on the specific model studied, and the true structure of
the cosmological solutions must be further revealed. To this end in this work we shall study the full phase space of the
k-Essence f(R) gravity theory, using a simple k-Essence model. In order to do so we shall construct an autonomous
dynamical system from the k-Essence f(R) gravity theory, find the fixed points of the cosmological system and study
their stability. We shall focus on cosmologies with physical interest, and particularly, quasi-de Sitter fixed points,
matter domination and radiation domination fixed points. The dynamical system approach is a very rigid and formal
way to extract interesting information about the dynamical evolution of the system and is very frequently used in
cosmology [31–68].
In brief the results of our analysis are quite interesting since the vacuum f(R) gravity phase space is strongly stable
having stable quasi-de Sitter attractors, while the k-Essence f(R) gravity has instabilities. Particularly, the phase
space of the k-Essence f(R) gravity has stable inflationary attractors, which asymptotically become unstable due to
the existence of unstable manifolds in the phase space. Eventually, the unstable manifolds destabilize the dynamical
system, and from a physical point of view this can be viewed as graceful exit from inflation. Similar results hold true
for the radiation and matter domination fixed points. It is notable that we performed the analysis assuming that the
scalar kinetic term corresponds to canonical scalar fields and to phantom scalar fields, with the canonical k-Essence
theory showing the most physically appealing features. In addition, we find quite intriguing substructures in the
2phase space, of lower dimension in comparison to the original phase space. These substructures control eventually
the stability of the dynamical system, these are the origin of stability. Finally, we also examine in brief the case that
no scalar kinetic term is included, and similar results are found.
This paper is organized as follows: In section II we present in brief the essential features of the k-Essence f(R)
gravity model. In section III we construct the autonomous dynamical system of the k-Essence f(R) gravity theory, by
appropriately choosing the phase space variables, and we discuss when this dynamical system is strictly autonomous.
In section IV we investigate in detail the phase space structure for k-Essence models with canonical or phantom scalar
field kinetic term, while in section V, we study the phase space of the theory in the absence of a scalar field kinetic
term. The conclusions along with a detailed discussion on the results, are presented in the end of the paper.
II. THE k-ESSENCE f(R) GRAVITY THEORETICAL FRAMEWORK
The k-Essence f(R) gravity theoretical framework belongs to the general f˜(R, φ,X) theory which has the following
gravitational action,
S =
∫
d4x
√−g(f˜(R, φ,X) + Lmatter) , (1)
where gµν is the metric and
√−g its determinant. Also R = gµνRµν is the Ricci scalar and X = 1
2
∂µφ∂
µφ is the
kinetic term of the scalar field. Finally Lmatter stands for the Lagrangian density of the matter fields. In our case we
shall assume later on that no matter fields are present, so we will consider the vacuum case Lmatter = 0.
For the k-Essence model we shall consider, the generalized function f˜ in the action has the following form,
f˜(R, φ,X) =
1
2κ2
f(R) + c1X +G1X
2 ; (2)
this case leads to a specific category of k-Essence models, to which we shall refer to as “Model I” hereafter. Notice that
depending on whether c1 = 1 or c1 = −1, Model I describes a phantom scalar field or a canonical field respectively.
A. Equations of Motion of the k-Essence f(R) Gravity Theory
Regardless of the specific form of f˜(R, φ,X) and the coupling (or non-coupling) of the kinetic X term to the Ricci
curvature, the equations of motion of the theory are derived, as usually, by varying the gravitational action of Eq.
(1) with respect to the metric tensor, gµν and to the scalar field, φ. The former case yields the field equations for the
geometry of the spacetime, that is the generalized Einstein field equations, while the latter yields the evolution of the
scalar field. We consider a flat Friedmann-Robertson-Walker (FRW) metric of the form,
ds2 = −dt2 + a(t)2
3∑
1
(dxi)2 , (3)
where a(t) is the scale factor, and thus H(t) =
a˙
a
is the Hubble rate, and also we shall assume that no matter fields
are present, so Lmatter = 0.
Varying the gravitational action with respect to the metric tensor, we obtain,
−1
2
(
f˜(R)−RF˜ (R))− κ2
2
f˜X φ˙
2 − 3H ˙˜F (R) = 3H2F˜ (R) ,
where F˜ (R) =
∂f˜
∂R
and f˜X =
∂f˜
∂X
. As a result, since,
¨˜F (R) = −1
2
f˜(R) + F˜ (R)
(R
2
−H2
)
− 2H ˙˜F (R) ,
the field equations for the f(R)−X theory become
¨˜F (R)−H ˙˜F (R)− κ
2
2
f˜X φ˙
2 = 0 . (4)
3Varying the gravitational action with respect to the scalar field, we obtain,
1
a3
(
a3f˜X φ˙
)
·
+ f˜φ = 0 ,
where f˜φ =
∂f˜
∂φ
. Hence, the equation of motion for the scalar field is,
f˜X
(
φ¨+ 3Hφ˙
)
+
˙˜
fX φ˙+ f˜φ = 0 . (5)
We can now specify the equations of motion for Model I given in Eq. (2). Since f˜I(R, φ,X) =
1
2κ2
f(R)+c1X+G1X
2,
we have,
F˜I(R) =
∂f˜I
∂R
=
1
2κ2
F (R) , f˜I,φ =
∂f˜I
∂φ
= 0 and f˜I,X =
∂f˜I
∂X
= c1 + 2G1X .
where c1 and G1 are constants and can be viewed as free parameters for the models. Concerning c1, its sign can
indicate the type of scalar field cosmologies used, with c1 = −1 describing a canonical scalar field, while c1 = 1
describing phantom scalar fields, and c1 = 0 denoting the absence of a kinetic term, which is physically unmotivated,
though we will examine this case as well. Consequently, the field equation becomes,
F¨ (R)−HF˙ (R)− κ4φ˙2(c1 + 2G1X) = 0 , (6)
and the evolution of the scalar field, (
c1 + 2G1X
)(
φ¨+ 3Hφ˙) + 2G1X˙φ˙ = 0 . (7)
Having the equations of motion at hand, we can introduce several dimensionless dynamical variables, and we shall
construct an autonomous dynamical system, the phase space of which we shall extensively study.
III. SETTING UP THE DYNAMICAL MODEL
In order to examine the cosmological implications and behavior of Model I (2), we shall investigate the mathematical
structure of its phase space. In order to do so, we need to introduce appropriate dimensionless phase space variables
which will constitute an autonomous dynamical system. Taking into account that in a flat FRW spacetime, we have,
R = 6H˙ + 12H2 and R˙ = 24H˙H + 6H¨ (8)
X = −1
2
φ˙2 and X˙ = −φ˙φ¨ , (9)
we define the following five dimensionless phase space variables,
x1 = − F˙
HF
, x2 = − f
6H2F
, x3 =
R
6H2
, x4 = κ
2φ˙ and x5 =
1
κ2H2F
. (10)
The first three of these variables are typical and have been defined as such in many similar f(R) gravity phase space
studies [65], however the variables x4 and x5, are needed only in the k-Essence f(R) gravity case. Their evolution
will be studied by using the e-foldings number, N , defined as follows,
N =
∫ tfin
tin
H(t)dt , (11)
where tin and tfin the initial and final time instances. The derivatives in respect to the e-foldings number are derived
from the derivatives with respect to time, by using,
d
dN
=
1
H
d
dt
,
d2
dN2
=
1
H
( d2
dt2
− H˙
H
d
dt
)
.
The equations governing the evolution of the five variables with respect to the e-foldings number are given from the
equations of motion, expressed in terms of these variables.
4Specifically, the evolution of x1 with respect to the e-foldings number is given as,
dx1
dN
=
1
H
x˙1 = − 1
H2
(
F¨
F
− H˙
H
F˙
F
−
( F˙
F
)2)
, (12)
where, from the field equation (Eq. (6)), we derived,
− F¨
H2F
= − F˙
HF
− κ
2φ˙2
2H2F
(
c1 −G1φ˙2
)
= x1 − c1 − fDx
2
4
2
x2
4
x5 ,
where fD =
G1
κ4
so that it becomes dimensionless, and also we used the definition of the variables,
H˙
H3
F˙
F
= −x1(x3 − 2) ,
( F˙
HF
)2
= −x21 .
Consequently, the differential equation describing the evolution of x1 is equal to,
dx1
dN
= −4 + 3x1 + x21 − x1x3 + 2x3 −
c1 − fDx24
2
x24x5 . (13)
The evolution of x2 with respect to the e-foldings number is given as,
dx2
dN
=
1
H
x˙2 =
f
6H3F
(
− f˙
f
+
H˙
H
+
H˙
H
)
, (14)
where, we used the definition of the phase space variables,
− f˙
6H3F
= − R˙
6H3
= −4(x3 − 2)−m ,
f
6H2F
H˙
H2
= −2x2(x3 − 2) , f
6H2F
F˙
HF
= −x1x2 ,
wherem = − H¨
H3
is a dynamical variable of crucial importance. In our study, the dynamical system we shall derive will
be autonomous only in the case that the variable m is constant. Thus, the resulting differential equation describing
the evolution of the variable x2 is the following,
dx2
dN
= 8−m+ 4x2 − 4x3 + x1x2 − 2x2x3 . (15)
Accordingly, the evolution of x3 with respect to the e-foldings number is given as follows,
dx3
dN
=
1
H
x˙3 =
R
6H3
(R˙
R
− H˙
H
)
, (16)
From the definition of the phase space variables, we obtain,
R˙
6H3
= 4
H˙
H2
+
H¨
H3
= 4(x3 − 2)−m and R
6H2
H˙
H2
= x3(x3 − 2) .
Consequently, the third differential equation is,
dx3
dN
= −8−m+ 8x3 − 2x23 . (17)
We should notice that this differential equation is independent from the rest, since the evolution of x3 depends only on
the variable itself and the parameter m. We will show later that this differential equation can be solved analytically
for constant m.
The evolution of x4 depends strongly on the value of the parameter c1, in such a way that the differential equation
governing the evolution has a completely different form when c1 = 0. The evolution is given by,
dx4
dN
=
1
H
x˙4 =
κ2φ¨
H
. (18)
5The second temporal derivative of the scalar field φ is derived from the equation of motion for the respective field,
namely Eq. (7), whose form changes drastically with c1 = 0. To demonstrate this, we substitute X = −1
2
φ˙2 and
X˙ = −φ˙φ¨ in Eq. (7) and solve it with respect to φ¨, obtaining,
φ¨ = −3Hφ˙ c1 − fDκ
4φ˙2
c1 − 3fDκ4φ˙2
. (19)
When c1 = 0, this expression is simplified to
φ¨ = −Hφ˙ . (20)
In effect, we should consider two distinct forms of Model I, hereafter called “Model Iα” and “Model Iβ”, with the
first describing the case c1 6= 0 and the second describing the case c1 = 0. The specific forms of the fourth differential
equation are given below:
1 For c1 6= 0, the differential equation describing the evolution of the phase space variable x4 becomes,
dx4
dN
=
3
3fDx24 − c1
(
x4 − x34
)
. (21)
This differential equation resembles a non-linear oscillation, multiplied with a damping term. Similar to Eq.
(17), the differential equation (21) is independent from all the other phase space variables and can be analytically
integrated, as we will show shortly.
2 For c1 = 0, the differential equation describing the evolution of the phase space variable x4 becomes,
dx4
dN
= −x4 . (22)
This differential equation leads to a simple exponential evolution. Obviously, it is also independent and analyt-
ically integrated.
Finally, the evolution of the variable x5 is given as,
dx5
dN
=
1
H
x˙5 = − 1
κ2H3H
( F˙
F
− 2 H˙
H
)
. (23)
From the definition of the phase space variables, we may transform it to
dx5
dN
=
(
4− x1 + 2x3
)
x5 . (24)
In conclusion, the dynamical system of the k-Essence f(R) gravity model (2) corresponding to c1 = −1 and c1 = 1 is
the following,
dx1
dN
= −4 + 3x1 + x21 − x1x3 + 2x3 −
c1 − fDx24
2
x24x5 , (25)
dx2
dN
= 8−m+ 4x2 − 4x3 + x1x2 − 2x2x3 ,
dx3
dN
= −8−m+ 8x3 − 2x23 ,
dx4
dN
=
3
3fDx24 − c1
(
x4 − x34
)
,
dx5
dN
=
1
H
x˙5 =
(
4− x1 + 2x3
)
x5 .
while the one corresponding to c1 = 0 is equal to,
dx1
dN
= −4 + 3x1 + x21 − x1x3 + 2x3 −
c1 − fDx24
2
x2
4
x5 , (26)
6dx2
dN
= 8−m+ 4x2 − 4x3 + x1x2 − 2x2x3 ,
dx3
dN
= −8−m+ 8x3 − 2x23 ,
dx4
dN
= −x4 ,
dx5
dN
=
1
H
x˙5 =
(
4− x1 + 2x3
)
x5 .
In the following sections we shall extensively study the above dynamical systems in detail.
A. Friedmann Constraint and the Effective Equation of State
Considering all ingredients of the Universe as homogeneous ideal fluids, we may write down an effective equation
of state (EoS) as follows,
weff =
P
ρ
,
where ρ is the energy density of the matter fields and P is the corresponding isotropic pressure. The effective barotrobic
index, weff , is equal to,
weff = −1− 2
3
H˙
H2
. (27)
Given that the Ricci scalar in a FRW space time is R = 6H˙ + 12H2, and, from the definitions of the phase space
variables, x3 =
R
6H2
=
H˙
H2
+ 2, we have
weff = −1
3
(2x3 − 1) . (28)
The effective equation of state must be satisfied by all the fixed points of the dynamical systems (25) and (26), if
these fixed points are physical.
By looking Eq. (28), it is apparent that x3 determines the value of the EoS parameter weff in the following way,
1 If the Universe is in a de Sitter expansion phase, so that weff = −1, then x3 = 2.
2 If the Universe is dominated by effective curvature, so that weff = −1
3
, then x3 = 1.
3 If the Universe is dominated by a pressure-free non-relativistic fluid (dust) so that weff = 0, which corresponds
to the matter-dominated era, then x3 =
1
2
.
4 If the Universe is dominated by a relativistic fluids that weff =
1
3
, resulting to the radiation-dominated era,
than x3 = 0.
5 If the Universe is dominated by stiff matter so that weff = 1, then x3 = −1.
Another important relation that needs to be fulfilled by the model is the Friedman constraint, derived from the
Friedman equation. Writing down the Friedman equation as,
− F˙
HF
− f
6H2F
+
R
6H2
− κ
2
2
fX φ˙
3H2F
= 1 , (29)
where the first three terms correspond to the curvature and the fourth to the scalar field, and by using the definition
of the phase space variables, we obtain,
x1 + x2 + x3 − fX
6
x24x5 = 1 . (30)
Apparently, the constraint depends on the form of f˜I . Since fX = c1+2G1X = c1− fDx24 and c1 may come with two
distinct versions of Model I, we have the following two cases:
71 When c1 6= 0, so we refer to Model Iα, then fX = c1 − fDx24. The Friedman constraint for Model Iα is the
following,
x1 + x2 + x3 − c1 − fDx
2
4
6
x24x5 = 1 . (31)
2 In the special case of c1 = 0, when we refer to Model Iβ, then fX = −fDx24. Hence, the Friedman constraint
for Model Iβ becomes,
x1 + x2 + x3 +
fD
6
x4
4
x5 = 1 . (32)
Having the above at hand, in the next sections we proceed to the analysis of the phase space structure for the k-Essence
f(R) gravity models we discussed in the previous sections.
As for parameterm, given the fact that it is merely the ratio of the second derivative over the cube of the Hubble rate,
it is subject to the specific nature of the spacetime, that is of the specific nature of its matter content. Consequently,
the values of m are also very specific, if this is considered to be constant, which is our case. If we consider the three
major phases of cosmic evolution, namely the quasi-de Sitter expansion, the matter-dominated era and the radiation-
dominated era, we know that the Hubble rate has specific functional forms. Specifically, in the case of quasi-de Sitter
expansion, and H(t) = H0 −Hit, thus m = 0. In the case of matter domination, H(t) = 2
3t
, and thus m = −9
2
and
in the case of radiation domination, H(t) =
1
2t
, and thus m = −8. These values of m are the values with major
cosmological interest, hence the only values to be used hereafter.
B. Integrability of the Differential Equations for x3 and x4
As we noted earlier, two of the differential equations composing the dynamical systems (25) and (26), namely Eqs.
(17) and (21) for Model Iα and Eqs. (17) and (22) for Model Iβ, are independent from the other three, meaning
that they do not contain any other phase space variables. Consequently, these first-order differential equations can
be solved independently from the other, and it proves that these can be solved analytically. The independence of
these equations, and by extent of the behavior of these two phase space variables, as well as the analytical solutions
derived from them, can in fact explain the symmetries we observe later in the corresponding values of x3 and x4 in the
equilibria, for all the cases we shall study (for any value of m and fD). They can also explain the stability properties
these equilibrium values have, and the corresponding behavior of these variables independently of the others.
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N
-1
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4
x3
FIG. 1: Analytical solutions derived for the differential equation (17) for different initial values (solid curves
correspond to N0 = 0, while thinner dashing corresponds to greater N0 > 0), for m = 0 (purple curves), m = − 92
(magenta curves) and m = −8 (blue curves). The fast convergence to some equilibrium value is easily observable
within 5 to 6 e-foldings.
Beginning with Eq. (17), the analytical solution is
x3(N) = 2−
√−2m
2
tan
(√−2m(N −N0)) , (33)
8where N0 the e-foldings number corresponding to the initial time, i.e. the integration constant of Eq. (11) -usually
chosen to be N0 = 0 for simplicity, in the case of inflationary evolutions, since tin = tPl ≃ 5.39 10−44 the initial moment
for inflation. Assuming that m =constant, the differential equation (17) has no equilibrium points for m > 0, and
has one stable equilibrium point for m = 0, x∗
3
= 2, and two equilibrium points for m < 0, namely, x∗
3
= 2±
√−2m
2
.
Of the two, x∗
3
< 2 is the unstable and x∗
3
> 2 is the stable equilibrium point. As a result, the analytical solutions
for m = 0 are x3 = 2 for any N , and for m < 0, the solutions converge rather fast to x
∗
3 = 2 +
√−2m
2
, with the rate
of convergence depending on the initial conditions, typically on N0. In Fig. 1 we have plotted the behavior of the
variable x3 for various values of the parameter m, namely for m = 0 (quasi-de Sitter cosmologies), m = −9/2 (matter
domination cosmology) and m = −8 (radiation domination cosmology).
1 2 3 4 5 6 7
N
-1.5
-1.0
-0.5
0.5
1.0
1.5
x4
1 2 3 4 5 6 7
N
-1.5
-1.0
-0.5
0.5
1.0
1.5
x4
FIG. 2: Analytical solutions derived for the differential equation (21) for different initial values (solid curves
correspond to N0 = 0, while thinner dashing corresponds to greater N0 > 0), for m = 0 (purple curves), m = −9
2
(magenta curves) and m = −8 (blue curves), and for both cases (c1 = −1 on the left, and c1 = 1 on the right). The
fast convergence is easily observable within 5 to 6 e-foldings.
As for Eq. (22), the solution is,
x4 = x4(0)e
−N , (34)
where x4(0) determined by the initial conditions. This solution converges asymptotically, though rapidly to x
∗
4 = 0,
which is proved to be the equilibrium value for c1 = 0. It is remarkable that this convergence does not depend on any
other parameter.
Finally, the analytical solution of the Eq. (21) is generally derived by means of inverse functions, so it is not possible
to present it in closed form. It is however easy to plot it and extract the general behavior, and in Fig. 2 we present
the behavior of x4 for various m and c1. What is interesting about it, is that Eq. (21) has three equilibrium points,
x∗
4
= 0, x∗
4
= −1 and x∗
4
= −1, with the first being unstable, and the other two stable for c1 = −1, while all are
stable for c1 = 1. Consequently, for c1 = −1 (canonical scalar cosmologies), the solutions with positive initial values
converge rather fast to x∗
4
= 1 and those with negative initial values converge equally fast to x∗
4
= −1. For c1 = −1
(cosmologies with canonical scalar fields), the solutions with initial values larger than unity converge to x∗4 = 1, those
with initial values smaller than −1 converge to x∗
4
= −1 and, finally, those with initial values in the interval [−1, 1]
converge to x∗4 = 0. The rate of the convergence in any of these cases, depends on the choice of fD. In Fig. 2 we
present the behavior of the variable x4 for various values of the parameter m and c1.
C. The three free parameters
One small comment is needed for the free parameters of the two models. Apart from c1 that is inherent from the
original theory, two more are included, defined as,
m = − H¨
H3
, fD =
G1
κ4
. (35)
Generally, the existence of one free parameter means that the corresponding dynamical system might pass through a
number of bifurcations, accordingly to its dependence on this free parameter. The existence of more than one could
9make the situation far more complicated, with many more bifurcations occurring as different values can be assigned to
all the free parameters. This essentially means that the structure of the phase space, and consequently the behavior
of the system, may change. The existence of fixed points is questioned, their stability might be altered, attractors
can appear and disappear, even chaotic behavior may arise.
Hopefully, in our case things are quite simpler, since our three free parameters are not so arbitrarily chosen actually.
Due to the role they play in the model under study, they can be given very specific values. As a result, the parameter
space is contained and certain aspects of the bifurcation analysis are similar. More specifically, c1 can take just two
values for Model Iα, that are −1 and 1, and only one for Model Iβ, that is 0; the reasons for this have been already
explained earlier.
-3 -2 -1 0 1 2 3
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FIG. 3: Several 2-d intersections of the phase space along the x1 direction, for c1 = −1, m = 0, fD = 1 and x3 = 2.
Blue arrows stand for the vector field, green curves for different solutions and black spots for viable equilibrium
points.
The values for the parameter m that will concern as were given earlier, which are m = 0, m = −9/2 and m = −8
corresponding to quasi-de Sitter, matter domination and radiation domination cosmologies respectively. Finally,
concerning the third parameter, fD, no value specification is needed beforehand. It will prove that all values of
fD >
1
3
are capable of securing at least one stable manifold in the phase space, thus ensuring some sort of stability.
Given that the Friedman constraint must be fulfilled, a relation between the other two parameters and fD is given
10
for each of the two distinct models.
IV. THE PHASE SPACE OF THE MODEL Iα
Let us begin by examining the phase space of Model Iα, referring to a canonical scalar cosmology. The dynamical
system is composed of Eqs. (13, 15, 17, 21 and 24) and it is subjected to constraint (31) and the effective barotropic
index of Eq. (28). The qualitative examination of the phase space consists mainly of the location and characterization
of the equilibrium points in the phase space.
In the course of this -and the next section- we shall refer to the vector field defined by differential equations (13),
(15), (17), (21) and (24) as ~V (x1, x2, x3, x4, x5).
A. Stability and Viability of the Equilibrium Points
Setting ~V (x1, x2, x3, x4, x5) = 0, we analytically derive sixteen critical points, many of them however come along
with complex value in some of their coordinates. This complexity is mainly attributed to the parameter m, out of
which we understand that the system is subject to a number of bifurcations, mainly due to the parameter m shifting
from positive to negative values.
If m > 0, then all the critical points contain at least one complex value, so none of them can be an equilibrium
point; this is not really a problem, since m > 0 does not yield physically meaningful solutions. On the other hand,
if m = 0, then none of the critical points has a complex value and thus they all may be equilibrium points, however,
only six of them exist due to coincidences. These eight equilibria are characterized by high degeneracy due to m = 0
being the transcritical value in this bifurcation, and hence the eight equilibrium points exist in a transitionary state.
Finally, if m < 0, then six of the equilibrium points have complex values, hence the remaining ten are equilibrium
points.
The value of c1 does not play any role in the number of equilibrium points existing, neither does the value of fD.
However, either of them may alter the stability of the equilibria, by altering the eigenvalues of the linearized system
which is,


dξ1
dN
dξ2
dN
dξ3
dN
dξ4
dN
dξ5
dN


=


2x∗1 − x
∗
3 + 3 0 2− x
∗
1 x
∗
4
(
2fD(x
∗
4)
2
− c1
)
x∗5
1
2
x∗ 24
(
fDx
∗ 2
4 − c1
)
x∗2 x
∗
1 − 2x
∗
3 + 4 −2(x
∗
2 + 2) 0 0
0 0 8− 4x∗3 0 0
0 0 0 −
3
(
−3c1x
∗ 2
4 + 3fD
(
x∗ 24 + 1
)
x∗ 24 + c1
)
(c1 − 3fDx∗ 24 )
2 0
−x∗5 0 −2x
∗
5 0 −x
∗
1 − 2x
∗
3 + 4




ξ1
ξ2
ξ3
ξ4
ξ5

 ,
(36)
where {x∗i } indicate the values of the phase space variables in an equilibrium point and {ξi} denote small linear
perturbations of the phase space variables around them. It is proved, that in order to ensure structural stability for
almost every equilibrium point, meaning at least one stable manifold, or at least one eigenvalue with negative real
part in the linearized system, fD must have a lower boundary, respective to the c1 value. Since c1 may take only two
possible values, c1 = −1 and c1 = 1 respectively, fD has two lower boundaries arising from the first eigenvalue of Eqs.
(36). These are
1 For c1 = −1, that is in the case of canonical scalar field, fD > 1
3
.
2 For c1 = 1, that is in the case of phantom scalar fields, fD > −1
3
.
Furthermore, the values of c1 and fD must also fulfill a specific relationship, in order to secure the viability of the
majority of the equilibrium points, as the latter is encoded in the fulfillment of the Friedmann constraint, given in
Eq. (31), and the effective equation of state, in Eq. (28). Beginning from the latter, we may easily rule out any
equilibrium point that has a non-matching value for x3. In that case, considering m ≤ 0, only eight equilibrium points
are deemed viable, regardless of the values of c1 and fD. Moving onto the fulfillment of the former, we demand that
the Friedmann constraint is fulfilled by the eight equilibrium points at any case and for any possible value of c1, m
11
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FIG. 4: Several x1-x2 intersections of the phase space, for c1 = −1, m = −9
2
, fD = 3 and x4 = −1. The first two
plots correspond to x3 =
1
2
(viable cosmological solutions), while the third correspond to x3 = −7
2
(non-viable
cosmological solution). Blue arrows stand for the vector field, green curves for different solutions, black spots for
viable equilibrium points and red spots for non-viable equilibrium points.
and fD parameters. Thus we derive the following equation
fD = 1+ 6
1− x∗1 − x∗2 − x∗3
x∗ 4
4
x∗
5
=
(
3c1
√−2m+ 4m)(
3
√−2m+ 4m) (37)
taking into account the ruling out of two equilibria due to the effective equation of state for m < 0. From Eq. (37),
we are able to predetermine the value of the last parameter, fD, for the specific values of the utilized for the other
two, c1 and m. However c1 = 1 is obviously a pole for fD, so in the cases of phantom scalar fields, fD is considered
as a free parameter, chosen as fD =
1
2
for simplicity and without any lack of generality.
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1. Quasi-de Sitter Evolution for c1 = −1 and m = 0
Given c1 = −1 and m = 0, Eq. (37) is indeterminate, thus fD is indeed a free parameter. We assume that fD = 1
for any necessary calculation, without any lack of generality. Thus, the six equilibrium points are the following
P1(0,−1, 2,−1, 0) , P2(0,−1, 2, 0, 0) , P3(0,−1, 2, 1, 0) ,
P4(−1, 0, 2,−1, 0) , P5(−1, 0, 2, 0, 0) and P6(−1, 0, 2, 1, 0) . (38)
It is easy to check that all of them fulfill weff = −1 and the Friedmann constraint, thus all six of them are viable as
cosmological attractor solutions.
Calculating the eigenvalues of the linearized system for these six equilibria, we come to the conclusion that five out
of the six are structurally stable and more importantly asymptotically unstable, due to the presence of both positive
and negative eigenvalues, with the sixth being the source of instability. Furthermore, the presence of at least one zero
eigenvalue in each of them deems them as irregular and degenerate, a reasonable conclusion due to the transitional
value of m in the bifurcation precess (from positive m’s, where no equilibria exist, to negative m’s, where multiple
equilibria arise).
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FIG. 5: 2-d intersections of the phase space along the x1 direction, for c1 = −1, m = −9
2
, fD = 3 and x4 = −1;
Both plots correspond to x3 =
1
2
(viable cosmological solutions). Blue arrows stand for the vector field, green curves
for different solutions, black spots for viable equilibrium points and red spots for non-viable equilibrium points.
More specifically:
1 The P1 and P3 equilibrium points have one stable manifold in the direction of v4 = (0, 0, 0, 1, 0), and one unstable
in the direction of v1,2 = (−1, 1, 0, 0, 0); the remaining three are transitionary.
2 The P2 equilibrium point has two unstable manifolds in the directions v1,2 = (−1, 1, 0, 0, 0) and v4 = (0, 0, 0, 1, 0);
the remaining three are transitionary.
3 The P4 and P6 equilibrium point have three stable manifolds in the directions v1 = (1, 0, 0, 0, 0), v2 = (0, 1, 0, 0, 0)
and v4 = (0, 0, 0, 1, 0), and one unstable in the direction of v1,5 =
(1
2
, 0, 0, 0, 1
)
. The remaining one is transi-
tionary. The stability in the directions v1 and v2 is degenerate, due to equal eigenvalues.
4 The P5 equilibrium point has two stable manifolds with degenerate stability, in the directions v1 = (1, 0, 0, 0, 0)
and v2 = (0, 1, 0, 0, 0), and two unstable, v4 = (0, 0, 0, 1, 0) and v5 = (0, 0, 0, 0,−1) and the remaining one is
transitionary.
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In Fig. 3, we present the behavior of the phase space variables close to the equilibrium points. It is easy to see that
the attainment of an equilibrium is usually only along one or two dimensions of the phase space, or depends strongly
on the initial conditions. Generally, the system seems to expand along the directions x1 and x5, exponentially leading
these variables to infinity (or minus infinity).
The presence of asymptotic instability in the dynamical system, after some quasi-de Sitter attractors are reached, is
particularly physically appealing. This is due to the fact that inflationary attractors are reached, and then the phase
space structure of the k-Essence f(R) gravity reaches some unstable manifolds (certain directions in the phase space),
leading to the conclusion that the inflationary attractors become destabilized. This can be viewed as an inherent
mechanism for graceful exit from inflation in the k-Essence f(R) gravity theory. Thus combining the present results
with those of Ref. [10] which indicated compatibility of k-Essence f(R) gravity theory with the latest Planck data,
this makes the theory particularly useful for describing inflationary dynamics.
2. Matter-dominated Era: The Case c1 = −1 and m = −
9
2
Let us focus in the case of having canonical scalar fields and matter domination cosmology, which is achieved by
choosing c1 = −1 and m = −9
2
. In effect, Eq. (37) yields fD = 3 so that the Friedmann constraint will be satisfied
at least for those equilibria yielding weff = 0. The ten equilibrium points in this case read,
P1
(
3,−1
4
,
1
2
,−1,−27
4
)
, P2
(
− 3,−7
4
,
7
2
,−1,−27
4
)
, P3
(
3,−1
4
,
1
2
, 1,−27
4
)
, P4
(
− 3,−7
4
,
7
2
, 1,−27
4
)
,
P5
(
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√
73
4
,
7 +
√
73
4
,
1
2
,−1, 0
)
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(
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√
73
4
,
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√
73
4
,
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)
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√
73
4
,
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√
73
4
,
1
2
, 1, 0
)
,
P8
(
− 5−
√
73
4
,
7−√73
4
,
1
2
,−1, 0
)
, P9
(
− 5−
√
73
4
,
7−√73
4
,
1
2
, 0, 0
)
and P10
(
− 5−
√
73
4
,
7−√73
4
,
1
2
, 1, 0
)
.
(39)
We can easily check that points P2 and P4 yield weff = −2 and do not satisfy the Friedmann constraint of Eq. (31).
As a result, they correspond to non-viable cosmologies, however all other equilibrium points yield weff = 0 and satisfy
the Friedmann constraint.
In order to account for the stability of the equilibrium points, we calculate the eigenvalues of the linearized system
(Eq. (36)). Again, all points but one turn to be structurally stable and asymptotically unstable, with at least one
unstable manifold. The tenth point is proved unstable. More analytically,
1 Points P1 and P3 have two stable and three unstable manifolds; two of the three unstable manifolds are degenerate
due to the equality of the corresponding eigenvalues.
2 Non-viable points P2 and P4 have four stable manifolds and one unstable; two of the four stable manifolds are
degenerate as the equality of the corresponding eigenvalues suggest.
3 Points P5 and P7 have three stable manifolds, in the directions of v1,2 = (−1, 1, 0, 0, 0), v2 = (0, 1, 0, 0, 0) and
v4 = (0, 0, 0, 1, 0), and two unstable.
4 Point P6 has two stable manifolds, in the directions of v1,2 = (−1, 1, 0, 0, 0) and v2 = (0, 1, 0, 0, 0), and three
unstable manifolds.
5 Points P8 and P10 have one stable manifold, in the direction of v4 = (0, 0, 0, 1, 0), and four unstable manifolds.
6 Point P9 has five unstable manifolds, being an unstable node.
This behavior can partly be seen in Fig. 5 where we present the phase space structure in terms of some of the phase
space variables.
3. Radiation Dominated Era: The Case c1 = −1 and m = −8
Now let us consider the radiation domination cosmologies, in which case m = −8 and let us also investigate the
case c1 = −1 which corresponds to canonical scalar fields. For c1 = −1 and m = −8, Eq. (37) yields fD = 11
5
so that
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the Friedmann constraint will be satisfied at least for those equilibria yielding weff =
1
3
. The ten equilibrium points
in this case read,
P1(4, 0, 0,−1,−15) , P2(−4,−2, 4,−1,−15) , P3(4, 0, 0, 1,−15) , P4(−4,−2, 4, 1,−15) ,
P5(−4, 5, 0,−1, 0) , P6(−4, 5, 0, 0, 0) , P7(−4, 5, 0, 1, 0) ,
P8(1, 0, 0, 0,−1, 0) , P9(1, 0, 0, 0, 0, 0) and P10(1, 0, 0, 0, 1, 0) .
(40)
We can easily check that points P2 and P4 yield weff = −7
3
and do not satisfy the Friedmann constraint of Eq. (31).
As a result, they correspond to non-viable cosmologies. All other equilibrium points yield weff =
1
3
and satisfy the
Friedmann constraint.
As for the stability of the equilibrium points, the eigenvalues of the linearized system (Eq. (36)) for each of them
reveal a complex and unstable nature, similar to the previous case. All points are accompanied by at least one unstable
manifold and those providing the greater stability (four stable and one unstable manifolds) are the non-viable two,
P2 and P4. More specifically,
1 Points P1 and P3 have two stable and three unstable manifolds; two of the three unstable manifolds are degenerate
due to the equality of the corresponding eigenvalues.
2 Points P2 and P4 have four stable and one unstable manifolds; two of the four stable manifolds are degenerate
as the equality of the corresponding eigenvalues suggest.
3 Points P5 and P7 have two stable manifolds, in the directions v1,2 = (−1, 1, 0, 0, 0) and v4 = (0, 0, 0, 1, 0), and
two degenerate unstable manifolds; they also have a transitionary one.
4 Point P6 has one stable manifold, in the direction v1,2 = (−1, 1, 0, 0, 0) and three unstable, two of which are
degenerate since their corresponding eigenvalues are equal; it also has a transitionary manifold corresponding
to a zero eigenvalue.
5 Points P8 and P10 have one stable manifold, in the direction v4 = (0, 0, 0, 1, 0), and four unstable; two of the
four unstable are degenerate, due to the equality of the corresponding eigenvalues.
6 Point P9 has five unstable manifolds, four of whom are pairwise degenerate, being a degenerate unstable node.
In Fig. 6 we present the behavior of some phase space variables, for c1 = −1, m = −8, fD = 3. It can be seen that
the phase space has attractors, which eventually become destabilized.
4. Quasi-de Sitter Evolution with Phantom Scalar Fields: The Case c1 = 1 and m = 0
Let us now consider quasi-de Sitter cosmologies, accompanied by phantom scalar fields. In this case c1 = 1, the
parameter fD is not determined by Eq. (37) and chosen as fD =
1
2
; this value is sustained for all phantom scalar
field cases. The six equilibrium points of the system when c1 = 1 and m = 0 are,
P1(0,−1, 2,−1, 0) , P2(0,−1, 2, 0, 0) , P3(0,−1, 2, 1, 0) ,
P4(−1, 0, 2,−1, 0) , P5(−1, 0, 2, 0, 0) and P6(−1, 0, 2, 1, 0) . (41)
The Friedmann constraint of Eq. (31) is generally satisfied and so is the effective equation of state, yielding weff = −1,
in contrast to the phantom case, where some equilibria where unphysical.
Much similarly to the respective phantom scalar case studied earlier, the majority of the manifolds around the
equilibrium points are transitionary, since m = 0 is the indicative value for the bifurcation and the turning point for
the sign of the eigenvalues. Furthermore, no clear stability is established for any point, with at least one unstable
manifold being present in every one. Specifically,
1 Points P1, P2 and P3 have one stable manifold, in the direction of v4 = (0, 0, 0, 1, 0), and one unstable, in the
direction of v1,2 = (−1, 1, 0, 0, 0); the remaining three are transitionary due to the zero corresponding eigenvalues.
2 Points P4, P5 and P6 have three stable manifolds, in the directions v1 = (1, 0, 0, 0, 0) , v2 = (0, 1, 0, 0, 0) and
v4 = (0, 0, 0, 1, 0), and one unstable manifold; the remaining one is accompanied by a zero eigenvalue, thus being
transitionary.
15
-8 -6 -4 -2 0 2 4 6
-2
0
2
4
6
x1
x 3
-8 -6 -4 -2 0 2 4
-4
-2
0
2
4
6
x1
x 3
-5 0 5
-15
-10
-5
0
5
x1
x 5
FIG. 6: 2-d intersections of the phase space along the x1 direction, for c1 = −1, m = −8, fD = 3. Blue arrows stand
for the vector field, green curves for different solutions, black spots for viable equilibrium points and red spots for
non-viable equilibrium points.
The result is intriguing, since it seems that the canonical k-Essence f(R) gravity theory is more physically appealing
in comparison to the phantom scalar k-Essence f(R) gravity. This result is of particular interest since it is aligned
with the results of Ref. [10] indicating the same result, that the canonical scalar k-Essence f(R) gravity is compatible
with the Planck data, without extreme fine-tuning. In Fig. 7 we plot the behavior of several phase space variables
for c1 = 1, m = 0, fD =
1
2
. The instability we mentioned above is apparent in all plots.
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FIG. 7: 2-d intersections of the phase space along the x1 direction, for c1 = 1, m = 0, fD =
1
2
and x3 = 2 (left and
right plot), x4 = −1. Blue arrows stand for the vector field, green curves for different solutions and black spots for
viable equilibrium points.
5. Matter-dominated era with Phantom fields: c1 = 1 and m = −
9
2
Let us now consider matter dominated cosmologies with phantom scalar fields, so in this case c1 = 1, m = −9
2
and
fD =
1
2
. The corresponding equilibrium points become ten and are the following,
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.
(42)
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Of all of them, only five are viable, satisfying both the Friedmann constraint, Eq. (31), and the effective equation of
state, Eq. (28). Points P1 and P3 satisfy the constraint, but yield weff = −7
3
, while point P7 satisfies the equation
of state, but not the Friedman constraint. Finally points P2 and P4 satisfy neither constraint.
Concerning their stability, we again derive the eigenvalues of the linearized system of Eq. (36), and our analysis
indicates that,
1 Points P1 and P3 have two stable and three unstable manifolds; two of the latter are degenerate due to the
equality of the corresponding eigenvalues.
2 Points P2 and P4 have four stable and one unstable manifolds; two of the former are degenerate as the equality
of the corresponding eigenvalues suggest.
3 Points P5 and P7 have three stable manifolds, in the directions v1,2 = (−1, 1, 0, 0, 0), v2 = (0, 1, 0, 0, 0) and
v4 = (0, 0, 0, 1, 0), and two unstable.
4 Point P6 has four stable manifolds, in the directions v1,2 = (−1, 1, 0, 0, 0), v2 = (0, 1, 0, 0, 0), v4 = (0, 0, 0, 1, 0)
and v5 = (0, 0, 0, 0, 1), and one unstable.
5 Points P8, P9 and P10 have one stable manifold, in the direction v4 = (0, 0, 0, 1, 0), and four unstable manifolds.
The structure of the space is depicted in Fig. 8 for some of the phase space variables, for c1 = 1, m = −9
2
, fD =
1
2
.
In this case too, structural instabilities occur in the phase space, and this is a generic feature of the phantom scalar
field k-Essence gravity.
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FIG. 8: 2-d intersections of the phase space along the x1 direction, for c1 = 1, m = −9
2
, fD =
1
2
and x3 =
1
2
(corresponding to physically viable cosmological solutions). Blue arrows stand for the vector field, green curves for
different solutions, black spots for viable equilibrium points and crimson and red spots for non-viable equilibrium
points.
6. Radiation Dominated Era with Phantom Scalar Fields: The Case c1 = 1 and m = −8
Let us finally consider the case where phantom scalar fields are considered for radiation dominated cosmologies, in
which case c1 = 1, m = −8 and fD = 1
2
. Our analysis indicates that the following ten equilibrium points exist,
P1(4, 0, 0,−1, 32) , P2(−4,−2, 4,−1, 32) , P3(4, 0, 0, 1, 32) , P4(−4,−2, 4, 1, 32) ,
P5(−4, 5, 0,−1, 0) , P6(−4, 5, 0, 0, 0) , P7(−4, 5, 0, 1, 0) ,
P8(1, 0, 0, 0,−1, 0) , P9(1, 0, 0, 0, 0, 0) and P10(1, 0, 0, 0, 1, 0) .
(43)
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Of these ten, the six satisfy both the Friedmann constraint of Eq. (31) and the effective equation of state (Eq. (28)),
yielding weff = 0, meaning that the phantom fields do not affect relativistic matter either. However, though points
P1 and P3 yield weff = −1
3
, they do not satisfy the constraint. Finally points P2 and P4 do satisfy neither of the
constraints.
As for their stability, we may again check the eigenvalues of the linearized system of Eq. (36), and obtain the
following results:
1 Points P1 and P3 have two stable and three unstable manifolds; two of the latter are degenerate since the
corresponding eigenvalues are equal.
2 Points P2 and P4 have four stable and one unstable manifolds; of the former, two are degenerate as their equal
eigenvalues suggest.
3 Points P5, P6 and P7 have two stable manifolds, in the directions v1,2 = (−1, 1, 0, 0, 0) and v4 = (0, 0, 0, 1, 0), and
two degenerate unstable manifolds, due to the equality of their eigenvalues; the remaining one is transitionary,
as the zero eigenvalue suggest.
4 Points P8, P9 and P10 have one stable manifold, in the direction v4 = (0, 0, 0, 1, 0) and four unstable; two of the
latter are proved degenerate due to the equality of the corresponding eigenvalues.
The above results can be clearly seen in Fig. 9, for c1 = 1, m = −8, fD = 1
2
.
B. A Possible 2− d Attractor
Very important information about a dynamical system arise from the divergence of its vector field,
~V (x1, x2, x3, x4, x5), which for the model at hand is equal to,
~∇~V = 13 + 2x1 − 9x3 + 1
fD
(
− 1− c1 − 3fD
c1 − 3fDx24
+
2c1(c1 − 3fD)
(c1 − 3fDx24)2
)
. (44)
Generally, a dynamical system is explosive if ~∇~V > 0, conservative if ~∇~V = 0, or dissipative if ~∇~V < 0, meaning
that supervolumes of initial values are increasing, non-changing, or decreasing over time, respectively. In our case,
the sign of the divergence of the flow changes, which means that the system is neither explosive, neither conservative,
nor dissipative, but rather a mixture of all these depending on the phase space where the flow operates on the initial
values.
According to the Poincare´-Bendixon theorem, the change of sign of the flow of a dynamical system indicates the
existence of an attractor or a repeller in the phase, such as a stable or unstable limit cycle. The case of our dynamical
system is similar, since the flow, ~∇~V turns zero along a specific three-dimensional curve, which is defined as follows,
x2
4
=
3fD + c1
(
2fD(13 + 2x1 − 9x3)− 3
)−√(3fD − c1)[3fD + c1(3fD − 9 + c1(13 + 2x1 − 9x3))]
6fD
(
fD(13 + 2x1 − 9x3)− 1
) , (45)
which is valid only when,
x1 6= 9fDx3 − 13fD + 1
2fD
.
The curve defined in Eq. (45) can be further specified as follows:
• It becomes x2
4
=
−2 (√−4x1 + 18x3 − 23 + 5)− 2x1 + 9x3
6x1 − 27x3 + 36 in the case of quasi-de Sitter expansion (fD = 1)
and when a canonical scalar field is present (c1 = −1). The quantity on the right-hand side is generally real and
positive for x1 >
1
2
(9x3 − 16), so x4 takes realistic values across this curve. However, this curve is not proved
to be an invariant under the flow of the system, thus it can not be categorized as an attractor.
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FIG. 9: Several x1-x2 intersections of the phase space, for c1 = 1, m = −8 and fD = 1
2
. Blue arrows stand for the
vector field, green curves for different solutions, black spots for viable equilibrium points and crimson and red spots
for non-viable equilibrium points.
• It becomes x2
4
= −
√
15
√−8x1 + 36x3 − 49 + 6x1 − 27x3 + 33
9(6x1 − 27x3 + 38) in the case of matter domination (fD = 3) and
canonical scalar field (c1 = −1). Again, the quantity on the right-hand side is generally positive, so x4 takes
realistic values across the curve, for x1 >
1
2
(9x3 − 16).
• It becomes x24 = −
5
(√
19
√−88x1 + 396x3 − 533 + 22x1 − 99x3 + 119
)
33(22x1 − 99x3 + 138) in the case of radiation domination(
fD = −11
5
)
and canonical scalar (c1 = −1). Once more, the quantity on the right-hand side is generally
positive, so x4 takes realistic values across the curve, for x1 >
1
2
(9x3 − 16).
• It becomes x2
4
=
−√16x1 − 72x3 + 89 + 4x1 − 18x3 + 23
6x1 − 27x3 + 33 in the case of phantom scalar fields (c1 = 1 and
20
fD =
1
2
). Here, the quantity on the right-hand side is generally negative, so x4 would take non-realistic complex
values across the curve. As a result, the attractor cannot exist in the case of phantom scalar fields.
The above results indicate that canonical k-Essence f(R) gravity has more appealing physical features quantified in
the presence of attractors in the phase space, for quite general values of the free parameters.
C. Possible Issues in the Model
Before moving onto Model Iβ, we are bound to discuss a couple of issues arising for Model Iα, that lead to
mathematically inconsistent or physically non-viable situations.
1. Infinities for c1 = 1
Beginning from Eq. (21), we can clearly see the existence of poles for x2
4
= ± c1
3fD
and eventually for,
x4 = ±
√
c1
3fD
. (46)
Of course, these poles are purely imaginary for c1 = −1 and are not so important in the case of canonical scalar fields.
However, assuming c1 = 1 and consequently fD >
1
3
, the poles are purely real and appear as two straight hyperplanes
along the phase space, in the form of,
x4 = ±
√
2
3
,
assuming fD =
1
2
as we did in the visualization of the vector field and the trajectories in the phase space. Close to
these hyperplanes, the derivative of x4 tends to infinity, and in effect the values of x4 change rapidly towards infinity
(or minus infinity) as well. This behavior is not natural and splits the phase space in three discrete and isolated
subspaces, each of which has a specific sink. Any initial values of x4 >
√
2
3
tends to x∗4 = 1 and those with initial
values for x4 < −
√
2
3
tend to x∗
4
= −1, while the initial conditions in −
√
2
3
< x4 <
√
2
3
tend to x∗
4
= 0. As a result,
when a phantom scalar field is present in contrast to the canonical scalar case, the state variable x4 may tend to zero
through a stable manifold 1. This indicates that φ˙ = 0, hence that the scalar field remains constant over time, is
a stable solution for our model. This once more indicates the problematic physical situation that arises in the case
where phantom scalars are used. This was also demonstrated in Ref. [10] where the phantom scalar k-Essence f(R)
gravity theory had to be extremely fine tuned in order for it to be viable and compatible with the Planck data.
V. THE PHASE SPACE OF THE MODEL Iβ
Now let us turn our focus on the model Iβ, and we shall examine the phase space structure in the case c1 = 0.
The dynamical system describing such a cosmology is composed of Eqs. (13, 15, 17, 22 and 24) and it is subjected to
constraint (32) and the effective barotropic index of Eq. (28).
This system is similar to the previous, with only one differential equation being altered namely Eq. (22), and some
terms being simplified, due to c1 = 0. As a result, many of our previous statements (e.g. the integrability of Eq. (17))
are still valid. However, some aspects of the system are different, since this version is much simpler, for example the
number of critical points is reduced from sixteen to four.
1 This was also demonstrated by the analytical solutions of Eq. (21)
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A. Stability of the Equilibrium Points
Now let us investigate the stability of the fixed points by using an alternative approach by utilizing divergence field
~V (x1, x2, x3, x4, x5). Setting ~V (x1, x2, x3, x4, x5) = 0,
2 we analytically derive four critical points, whose coordinates
are functions of m. Consequently, the equilibria of the system are subjected to bifurcation, depending on the values
of parameters m. More specifically, the four critical points have complex coordinates for m > 0, so none of them is an
equilibrium point, and two of them arise with real coordinates for m ≤ 0, so these two are equilibrium points. Both
of these equilibria fulfill both the Friedmann constraint (Eq. (32) and the effective equation of state, for each specific
m, thus both equilibria are viable cosmological solutions. Since m > 0 does not correspond to solutions with physical
meaning, we shall remain with m ≤ 0 and study the three cases with realistic behavior, with m = 0 for the quasi-de
Sitter expansion, m = −9
2
for the matter domination, and m = −8 for the radiation domination.
The linearized system around a miscellaneous equilibrium point {x∗i } is given as,


dξ1
dN
dξ2
dN
dξ3
dN
dξ4
dN
dξ5
dN


=


2x∗1 − x
∗
3 + 3 0 2− x
∗
1 2fDx
3 ∗
4 x
∗
5
fDx
4 ∗
4
2
x∗2 x
∗
1 − 2x
∗
3 + 4 −2(x
∗
2 + 2) 0 0
0 0 8− 4x∗3 0 0
0 0 0 −1 0
−x∗5 0 −2x
∗
5 0 −x
∗
1 − 2x
∗
3 + 4




ξ1
ξ2
ξ3
ξ4
ξ5

 , (47)
where ξi the linear perturbations of the phase space variables, xi around the equilibrium point.
Unlike the previous case, the fD parameter is not determined from the value of m via the constraint. Thus it can
be taken as a free parameter. Furthermore, the coordinates of the equilibrium points do not depending on fD, and
it is removed from the linearized system (since x∗4 = x
∗
5 = 0) and by extent to the eigenvalues and eigenvectors of it
close to the equilibrium points. For simplicity, and without any loss of generality, we set fD = 1 for any numerical
calculation or plot we are about to conduct.
For a quasi-de Sitter evolution, m = 0, so we may derive the following two equilibrium points,
P1(−1, 0, 2, 0, 0) and P2(0,−1, 2, 0, 0) . (48)
Using the linearized system from Eq. (47), we may reach to the following structure:
1 Point P1 has three degenerate stable manifolds, in the directions v1 = (1, 0, 0, 0, 0), v2 = (0, 1, 0, 0, 0) and
v4 = (0, 0, 0, 1, 0), and one unstable manifold, in the direction v5 = (0, 0, 0, 0, 1); the remaining manifold, in
direction v1,2,3 = (−3, 4,−1, 0, 0) is central transitionary, since the corresponding eigenvalue is zero.
2 Point P2 has one stable manifold, in direction v4 = (0, 0, 0, 1, 0), and one unstable manifold, in the direction
v1,2 = (−1, 1, 0, 0, 0); the remaining three manifolds are central transitionary, since their eigenvalues equal zero.
In the same way, for the matter dominated era, in which case m = −9
2
, the equilibrium points become,
Given m = −9
2
, the equilibrium points become,
P1
(
− 5 +
√
73
4
,
7 +
√
73
4
,
1
2
, 0, 0
)
and P2
(
− 5−
√
73
4
,
7−√73
4
,
1
2
, 0, 0
)
. (49)
From the linearized system from Eq. (47), we obtain the eigenvalues of each. Then the stability structure of the fixed
points are as follows,
1 Point P1 has three stable manifolds, in the directions v1,2 = (−1, 1, 0, 0, 0), v2 = (0, 1, 0, 0, 0) and v4 =
(0, 0, 0, 1, 0), and two unstable manifolds.
2 Point P2 has two stable manifolds, in directions v4 = (0, 0, 0, 1, 0) and v5 = (0, 0, 0, 0, 1), and three unstable
manifolds.
2 ~V (x1, x2, x3, x4, x5) is the vector field of the dynamical system, as defined in the previous section.
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Finally, for the radiation domination era, given m = −8, the equilibrium points are,
P1(−4, 5, 0, 0, 0) and P2(1, 0, 0, 0, 0) . (50)
From the linearized system from Eq. (47), the stability of each is obtained as follows,
1 Point P1 has two degenerate stable manifolds, in the directions v1,2 = (−1, 1, 0, 0, 0) and v2 = (0, 1, 0, 0, 0), and
two degenerate unstable manifolds; the remaining one yields a zero eigenvalue, being a central transitionary.
2 Point P2 has one stable manifold, in directions v4 = (0, 0, 0, 1, 0), and four unstable manifolds; two of the latter
have equal eigenvalues, being degenerate.
Thus in the c1 = 0 case, certainly the phase space contains some stable attractors, and an interesting property of the
phase space is analyzed in the next section.
B. A 1− d attractor
As in the previous model, the flow of the system, defined as ~∇~V does not maintain its sign, thus it is impossible to
define the system as conservative, dissipative or explosive. More specifically,
~∇~V = 18 + 2x1 − 9x3 , (51)
that changes sign astride a straight hypersurface. It is very interesting that the flow of the system does not depend on
the variables x2, x4 and x5 and on the parametersm and fD, thus the line is not subject to bifurcations as the position
and stability of the equilibrium points do. Demanding that ~∇~V = 0, we find that the equation of this hypersurface
(actually it is a line) is as follows,
x1 = −9
2
(2− x3) . (52)
This supersurface is fully determined as a function of the e-foldings number, N , since x3 is given as an analytic
solution of Eq. (17). Thus, Eq. (52) provides us with an analytic solution for x1 as well, in the form,
x1(N) = −7− 9
√−2m
4
tan
(√−2m(N −N0)) . (53)
Solutions of Eq. (13) are thus driven by solutions of Eq. (17), and by extent they are attracted towards the value,
x⋆1 = −
9
√
2m
4
tan
(√
2m
)
. (54)
This values does not correspond to an equilibrium point, except for the quasi-de Sitter evolution case (m = 0). Several
analytic solutions of Eq. (13) that correspond to the 1− d attractor existing for c1 = 0 are presented in Fig. 10.
One should also give notice to the strong intermingling of the f(R) function and its rate of change, f˙(R), with the
curvature. If we substitute the variables x1 and x3 from their definitions (Eq. (10), to the Eq. (52), we obtain the
following relation
f˙
f
=
R
6H
− 9H . (55)
Thus even the case c1 = 0 provides us with a rich phase space structure, although this case is less physically interesting
in comparison to the other two cases analyzed in the previous sections.
VI. CONCLUSIONS AND DISCUSSION OF THE RESULTS
In this paper we thoroughly examined the phase space of a simple k-Essence f(R) gravity theory. We studied
both the cases that the k-Essence field consists of a phantom or a canonical scalar field. We analyzed two models
focusing on cosmological solutions with physical interest and we emphasized our study on finding physically interesting
fixed points in the theory. After appropriately choosing the phase space variables, we constructed an autonomous
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FIG. 10: Analytic solutions of Eq. (13) that correspond to the 1− d attractor existing for c1 = 0. Blue curves stand
for m = 0, purple curves for m = −9
2
and red ones for m = −8; the solid curves denote initial conditions for N0 = 0,
while dashing becomes thinner as N0 > 0 grows.
dynamical system, with the only deviation from being autonomous contained in the parameter m = − H¨
H3
. It turned
out that for cosmologically interesting cases, the parameter m takes constant values, and the dynamical system is
rendered autonomous. Specifically for m = 0 it describes a quasi-de Sitter cosmology, for m = − 9
2
it describes a
matter dominated cosmology and finally for m = −8 it describes a radiation domination era.
Proceeding to the analysis of the dynamical system, we isolated three major cases, identified as c1 = −1 which
corresponds to a canonical scalar field, c1 = 0, which implies the absence of a kinetic term for the scalar field, and
c1 = 1 which corresponds to phantom field cosmologies. These total nine physical situations can be studied as different
static versions of a specific system. However, they can be studied as three different systems (concerning the values of
c1) that are subject to a bifurcation (concerning the values of m). In this sense, we may extracted some interesting
results, summarized below.
First of all, given that c1 = −1 or c1 = 1, the bifurcation of m from positive values to zero creates six equilibrium
points, and from zero to negative values to further four; two of these four in the cases of canonical scalar fields, and all
four in the cases of phantom fields, are non-viable equilibria, since they do not fulfill the Friedmann constraint and/or
the effective equation of state for the specific matter fields content. Furthermore, the appearance of equilibrium points
occurs in such a way that specific symmetries are present and easily observed in the values of x1 and x2 phase space
variables, even more in the values of x4 and x5 phase space variables. Taking into account the definitions of the
phase space variables, the symmetries observed in x1 and x2 are symmetries concerning the specific form of the f(R)
function; on the other side, the symmetries observed in x4 correspond to the behavior of the scalar field, φ. Finally,
x5 has a usual equilibrium value at zero, which denotes an infinite rate of increase (or decrease) for either the Hubble
rate, or the f(R) function. Intriguingly enough, the equilibrium points for which x∗
5
6= 0 are usually the non-viable
points for m < 0. Furthermore, two of these are always found asymptotically stable in four directions. The equilibria
for which x∗
5
= 0 are usually found to be asymptotically unstable, at least in directions such as x5. This is the main
source of instability in the quasi-de Sitter case and quantifies mathematically the ability of the present theory to
generate the graceful exit from inflation.
The four emerging (and partially non-viable) equilibrium points are conceived as two pairs, mirrored on x4 = 0,
which denotes the constancy of the scalar field, since four of their coordinates are exactly the same and the fifth
(the x∗
4
) takes respectively the values −1 and 1. In fact the stability of two mirrors the stability of the other two,
qualitatively (the number of stable manifolds) and quantitatively (the direction of the stable and unstable manifolds).
The stability of each isolated equilibrium is generally preserved through the bifurcations, with one important note:
moving from m = 0 to m < 0, the number of central transitionary manifolds decreases and stable manifolds replace
them.
The remaining six (always viable) equilibrium points can also be perceived as two groups of three, mirrored on
x4 = 0, with all other coordinates being equal (in each group), and x4 taking the values −1, 0 and 1. The stability of
each group seems correlated, with points with relatively more stable manifolds being grouped together and those with
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fewer stable manifolds alike. In the same manner, the equilibria of a group with x∗
4
= 0 are proved to be relatively
more unstable that the other two. This peculiar symmetry reveals a fundamental problem in the case of φ = const.,
that repels solutions towards x∗
4
= −1 or x∗
4
= 1. The gradual disappearance of central transitionary manifolds as
m moves from zero to negative values is observed here as well. Following the typical scheme for the evolution of the
Universe, some of the central manifolds are preserved when m = −8 (radiation-dominated era) but are completely
absent for m = −9
2
, proving that the values of parameter m are not decreasing linearly and uniformly.
Given the degenerate case of c1 = 0, the number of equilibrium points is narrowed down to only two. Here
x∗
4
= x∗
5
= 0 always. Still, both equilibria are proved viable according to the Friedmann constraint and the effective
equation of state. The two equilibrium points generally preserve their stable manifolds as the values of m move from 0
to −9
2
and −8. The first of these points for which x∗1 < x∗2, has more stable manifolds. Once more, the transition from
m = 0 to m = −8 does not completely transform the central transitionary manifolds to stable ones, as it happens
when m = −8 changes to m = −9
2
. The standard model for cosmic evolution is somehow present in this phase
transition, concerning the stability of the equilibria.
Second, a possible attractor appears in all three major cases. For c1 = 0 the attractor is a 1-d hypersurface, that
connects the x1 and x3 phase space variables and does not depend on any parameter values. When c1 = −1 or c1 = 1,
the attractor is a 1-d hypersurface, that connects the x1, x3 and x4 phase space variables and depends strongly on
the choice of fD and c1. However, its complexity is such that its existence is not guaranteed. Interestingly, in any of
the above cases the possible attractor connects the rate of change of the f(R) function (from the x1 variable) to the
curvature scalar R (from the x3 variable) and to the rate of change of the scalar field (from the x4 variable). However,
the two of these variables do not only correspond to specific symmetries in the model, as observed in the equilibrium
points, but also determine the effective equation of state and the Friedmann constraint respectively. Furthermore,
their dynamical equations are separated from the other variables in a certain way, leading to their integrability and
triviality.
Finally, if we observe this separation of Eqs. (17) and (21 or 22) from the other three and analyze their integrability,
we come to the easy result that both x3 and x4, or with other words the scalar curvature and the rate of change
of the scalar field, are trivially and independently evolving towards an equilibrium value. As long as the scalar field
is concerned, the attained equilibrium value(s) are normal and correspond to viable cosmological solutions. When
the scalar curvature is taken into account, we observe that aside from the case of quasi-de Sitter evolution, the
equilibrium attained does not correspond to the barotropic index of the specific matter fields content, and thus relates
to non-viable cosmological solutions.
As a consequence of the above, the system is characterized by two extremely different states. On the one hand,
an asymptotic instability is observed in almost every equilibrium point that was noted. This instability is further
amplified, if we take into consideration that the greater stability resolves around non-viable cosmological solutions.
Concerning quasi-de Sitter fixed points, this asymptotical instability after an attractor is reached, may be viewed as
an inherent mechanism for graceful exit in the k-Essence f(R) gravity theory.
On the other hand, a high degeneracy is easy to be noted, given the fact that many equilibrium points emerge, and
have specific symmetries in their coordinates, as well as the eigenvalues and eigenvectors of the linear perturbations,
that characterize their stability. Also two of the dynamical equations are separated from the rest and integrated,
resulting to trivial solutions for x3 and x4. The third state variable, x1, is (in some cases) strongly interconnected
with the x3 and x4 via an attractor, and thus its behavior is analytically traced and found diverging from the noted
equilibria (viable or not). Finally, many of the stable or unstable manifolds around the equilibrium points are proved
degenerate.
A possible resolution of this degeneracy would be the transformation of the system into another and the subsequent
reduction of its dimensions from five to four, or ever three. This would expel the degeneracy and would give us a clearer
picture for the general behavior of the system, under the aforementioned bifurcations. However, the fundamental
instabilities of the system are not expected to alter following such a transformation. This issue is more probably an
issue of the theoretical framework out of which the models were derived, rather than of the specific dynamical system,
indicating for the quasi-de Sitter fixed points that the final attractors are unstable asymptotically and thus this is a
strong hint that the theory possesses an internal structure that allows a graceful exit from inflation.
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