It is shown that if G is any connected graph on n vertices, then the cover time for a random walk on the Cartesian product graph G k is at most of order dN(log N) log N is a general upper bound for k 3. By considering the case when G is a suitable lollipop type graph it is shown that these bounds are tight up to a constant. These results generalize e.g. known results for Z k n , where Z n is the n-path.
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Introduction
Consider a connected graph G = (V; E) on n vertices and a simple random walk on G. The quantity in focus in this paper is the cover time E v C where C is the time taken for the random walk to visit all vertices of the graph and where E v denotes expectation with respect to the probability measure obtained by starting the random walk from the vertex v.
Over the last few years much e ort has been put into calculating the cover time for di erent G's and di erent v's and to obtain general upper and lower bounds for E v C. For an introduction to the subject the reader is recommended to look into the draft book by Aldous and Fill 2] , in particular Chapters 3, 5 and 6. For instance it is known that a general lower bound for min v E v C is (1 + o(1))n log n and that a general upper bound for max v E v C is (1 + o(1))4n 3 =27. For proofs see Feige 8] and 7]. These bounds are tight up to small order terms; the cover time on the complete graph on n vertices is readily seen to be n P n?1 i=1 1=i n log n and the lollipop graph, L n , where a path of length n=3 extends from a clique of size 2n=3, has a cover time of (1+o(1))4n 3 =27 provided the walk starts from the clique. (Formally L n is de ned to have vertex set f1; : : : ; ng, where n is assumed to be a multiple of 3, and edge set f(i; j) : 1 i < j 2n=3g f(i ? 1; i) : i = 2n=3 + 1; : : : ; ng. This graph will be mentioned again later on.) Let Z n be the n-path, i.e. the graph on vertex set f1; : : : ; ng with edge set f(i; i + 1) : i = 1; : : : ; n ? 1g, and consider the product graph Z k n , k = 1; 2; : : :. It is known (see 1] and 12]) that for k = 1, E v C = (n 2 ) and for k = 2, E v C = (n 2 (log n) 2 ) whereas for k 3, E v C = (n k log n). Thus, in terms of the number of vertices, Z 2 n is covered faster than Z n and Z k n , k 3, is even faster. The question we address in this paper is if this pattern holds for any n-vertex graph G, i.e. if the product graph G k is covered faster the larger k gets. The answer turns out to be yes, at least in terms of general asymptotic upper bounds. The precise de nition of a product graph is as follows. and then drawing the edges so that each row and column becomes a copy of H. As mentioned above the rst part of Corollary 1.3 is an already known result.
Remark. It is natural to ask if it always true that G k is covered faster the larger k gets in terms of the number of vertices. In a strict sense the answer is no.
Consider e.g. the case G = Z 2 , where the cover time on G itself is 1 and the cover time on G 2 is 6. However we believe that the following holds. Conjecture 1.4 Let G be a graph on n vertices. Then for any k
where E i is expectation with respect to the measure given by random walk on G i .
The method we are going to use is the connection between random walks on graphs and electrical networks along with Matthews' method for bounding the cover time. The necessary preliminaries are given in Section 2. In Section 3 we prove Theorem 1.2.
Preliminaries
We are considering a random walk on the n-vertex connected graph G = (V; E). An important technique in the analysis of random walks on graphs upon which we shall rely heavily in this paper is the electrical network connection. We regard the edges as resistors with unit resistance and we de ne the e ective resistance R(u; v) between two vertices, u and v, as i ?1 where i is the current owing into v when a 1 volt battery is applied to u and v. It can be shown that the e ective resistances between vertices relate to the corresponding commute times through the following result, proved by Chandra et. al. 4]. where d w is the degree of w.
We will also need the fact that e ective resistances are subadditive. This a long known fact, but if one so wishes one can prove it by appealing to Lemma 2.2. Lemma 2.4 For any three vertices, u, v and w, R(u; v) R(u; w) + R(v; w):
We will be concerned a lot with giving upper and lower bounds on e ective resistances. Two important tools are Rayleigh's Monotonicity Law and Thomson's Principle. These methods are introduced and proved e.g. in the excellent book of Doyle and Snell 6].
Rayleigh's Monotonicity Law states that by increasing the resistance of one or more of the resistors in an electrical network one cannot decrease any of the e ective resistances in that network. Two immediate consequences are the Shorting Law, which says that shorting a set of vertices together cannot increase any of the e ective resistances, and the Cutting Law, saying that removing a set of edges cannot decrease any of the e ective resistances.
To state Thomson's Principle we need to introduce the term unit ow. Finally before coming down to business, we introduce Matthews' method for bounding cover times. It was originally proved in 9] but a proof can also be found in 2]. (The result readily follows on using one ingenious trick, namely to give the vertices a uniformly chosen random order independent of the random walk. For the lower bound part this random order should be given only to the vertices of the subset V 0 .) 
Proofs
The following result for Z k n will provide a useful tool. It should be noted that this result is not an original result of the present paper and that the proof is essentailly covered by 6] and 12]. Proof. For the upper bound in (a) we use Lemma 2.5 to rst give a bound for R((1; 1); (n; n)). Let j be a unit ow from (1; 1) to (n; n) such that P y jj(x; y)j = 2=(m + 1) for all vertices x = (x 1 ; x 2 ) with x 1 + x 2 ? 2 = m or 2n ? x 1 ? x 2 = m, k = 1; 2; : : : ; n. In words the ow into (or out from) the vertex x is 1=(m + 1) for all x at graphical distance m from (1; 1) or (n; n). That such a unit ow exists becomes clear after some thought; indeed the ow j given by j((x 1 ; x 2 ); (x 1 +1; x 2 )) = x 1 =((x 1 + x 2 )(x 1 + x 2 ? 1)) and j((x 1 ; x 2 )(x 1 ; x 2 + 1)) = x 2 =((x 1 + x 2 )(x 1 + x 2 ? 1)), x 1 + x 2 ? 2 n ? 1 and symmetrically for x 1 + x 2 ? 2 n is such a ow. 1; 1); (n; n)) < 8h n as claimed.
For (b) we do a similar argument; consider e.g. the case k = 3 and de ne a unit ow j from (1,1,1) to (n; n; n) such that the ow into each vertex at graphical distance m from (1,1,1) or (n; n; n) is 2=((m+1)(m+2)) = O(m ?2 ). Again by using Lemma 2.5 it readily follows that R((1; 1; 1); (n; n; n)) = O (1) Remark. To go via the vertex z in the proof of Proposition 3.2 may seem unnecessarily complicated and at rst sight it might seem to be su cient to consider the product of the shortest paths between u i and v i , i = 1; : : : ; k. These paths however, may have widely di erent lengths so this technique sometimes produces resistance bounds of much higher order than log N.
With Proposition 3.2 at hand we are ready to prove Theorem 1. For the tightness of the bound, let us again rst consider G 2 . Let G be any connected graph on n vertices and construct the lollipop type graph H by adjoining to one of the vertices of G a path of length n. 
