Given a bipartite graph G = (S , T, E), we consider the problem of finding k bipartite subgraphs, called "clusters", such that each vertex i of S appears in exactly one of them, every vertex j of T appears in each cluster in which at least one of its neighbors appears, and the total number of edges needed to make each cluster complete (i.e., to become a biclique) is minimized. This problem is known as k-clustering Minimum Biclique Completion Problem and has been shown strongly NP-hard. It has applications in bundling channels for multicast transmissions. Given a set of demands of services from clients, the application consists of finding k multicast sessions that partition the set of demands. Each service has to belong to a single multicast session, while each client can appear in more sessions. We extend previous work by developing a Branch and Price algorithm that embeds a new metaheuristic based on Variable Neighborhood Infeasible Search and a non-trivial branching rule. The metaheuristic is also adapted to solve efficiently the pricing subproblem. In addition to the random instances used in the literature, we present structured instances generated using the MovieLens data set collected by the GroupLens Research Project. Extensive computational results show that our Branch and Price algorithm outperforms the approaches proposed in the literature.
Introduction
Given a bipartite graph G = (S , T, E), the k-clustering Minimum Biclique Completion Problem (k-MinBCP) consists of finding k bipartite subgraphs (clusters), such that each vertex i of S appears in exactly one subgraph, every vertex j in T appears in each cluster in which at least one of its neighbors appears, and the total number of edges to add for each subgraph to become a complete bipartite subgraph, i.e., a biclique, is minimized. This problem was introduced in (Faure et al., 2007) , where it was shown to be NP-hard, and its approximability, to the best of our knowledge, remains unknown. In the literature, k-MinBCP is tackled with two approaches: in (Faure et al., 2007) , it is solved with Integer Linear Programming to optimality, and it is solved heuristically using a column generation approach; in (Gualandi, 2009) , it is solved with an hybrid Constraint Programming-Semidefinite Programming exact approach.
The k-MinBCP problem has a significant application in telecommunications, as shown in (Faure et al., 2007) , for bundling channels in multicast transmissions. Given a set of demands of services from clients, the application consists of finding k multicast sessions that partition the set of demands. Each service has to belong to a single multicast session, while each client can appear in more sessions. This problem is represented on a bipartite graph G = (S , T, E) as follows: every service i is represented by a vertex in S , and every client j by a vertex in T . The demand of a service i from a client j is represented by the edge (i, j) ∈ E. A bipartite subgraph G ′ of G represents a multicast session that transmits c times an unrequested service, where c is equal to the number of complementary The dashed edges belong to the first cluster induced by S 1 and those in bold to the second cluster induced by S 2 . Note that vertex 9 belongs to both clusters. The complementary graphḠ is shown in Figure 1 .c. The cost of this 2-clustering is equal to four, given by three missing edges of the first cluster and one missing edge in the second cluster, that are respectively (1, 9),(2, 5), (2, 7), and (3, 9).
edges that must be added to G ′ to obtain a biclique. The cost c gives a measure of the waste of bandwidth of the corresponding multicast session. Solving the k-MinBCP problem on this bipartite subgraph, is equivalent to finding k multicast sessions that minimize the overall waste of bandwidth.
In this work, we start from the column generation approach proposed in (Faure et al., 2007) and we develop a Branch and Price algorithm that embeds a new metaheuristic based on Variable Neighborhood Search (VNS) (e.g., Hansen and Mladenovic, 2001 ) and a non-trivial branching rule. The metaheuristic is also adapted to solve efficiently the pricing subproblem.
The outline of this paper is as follows. In Section 2, we review different mathematical formulations of k-MinBCP, and for each formulation we briefly discuss the main advantages and drawbacks. In Section 3, we present a new metaheuristic based on VNS accepting also infeasible solutions, herein called Variable Neighborhood Infeasible Search (VNIS), and we describe how it is adapted to solve the pricing subproblem in a column generation approach to kMinBCP. In Section 4, we describe our Branch and Price algorithm along with a non trivial branching rule. In Section 5, we discuss the computational results, and, in Section 6, we mention some direction for further research.
Problem Formulations
Let G = (S , T, E) be a bipartite graph and letĒ be the edge set of the complementary bipartite graph, i.e.Ē = {S × T } \ E. Let K = 1, . . . , k be the set of cluster indices. Figure 1 shows an example of k-MinBCP. Belowe, we review existing mathematical formulations of this problem.
Bilinear Programming Formulation
We start by reviewing the first model presented in (Faure et al., 2007) . Let x ip and y jp be 0-1 variables indicating the p-th cluster containing node i of the shore S or node j of the shore T , respectively. Using these variables we have the following Integer Bilinear Program:
When the bilinear term x ip y jp in the objective function is equal to 1 the edge (i, j) ∈Ē is assigned to the p-th cluster. Therefore, the objective function (1) sums up for each cluster p the number of edges necessary to turn the bipartite subgraph into a biclique. Constraints (2) assign each node i ∈ S to a single cluster. Constraints (3) force every j ∈ T 2 adjacent to a node i ∈ S assigned to the p-th cluster to be assigned to the same cluster. Note that some nodes of T can be assigned to more than a cluster. While the problem (1)-(4) can be solved by modern quadratic programming solver, such solvers can handle only small instances. The first ILP formulation is obtained by applying standard linearization techniques to problem (1)-(4).
Let z i jp be a 0-1 variable equal to 1 whenever both x ip and y jp are. We obtain the following ILP formulation:
The implication constraints (6) link the variable z i jp to both x ip and y jp by forcing z i jp to 1 whenever the other two variables are. The integrality constraints for the variables y jp can be relaxed into simpler constraints y jp ≥ 0, since the objective function (5), constraints (8) together with the integrality constraints of x ip ensure that y jp takes either value 0 or 1. In addition, it is possible to reduce both the number of constraints (6) and variables (10) by projecting for every pair (i, j) the variables z i jp into a single variable z i j . However, computational experiments shown that is unclear which between the two alternative is better handled by modern ILP solvers. Unfortunately, the linear relaxation of model (5)- (10) is very weak since it is half-integer and provides a lower bound equal to zero. In fact, it is always possible to assign to every variable z i jp value 0, and to the other variables x ip and y jp a value among {0, 1 2 , 1}. Another weakness of the model (5)-(10) is in the number of symmetries introduced by the p indices: every permutation of the variables over those indices produces an equivalent solution. The symmetry issues arise above all during the branching phase. This issue is handled in (Faure et al., 2007) introducing breaking symmetry constraints within the model. However, in our computational experience using CPLEX as ILP solver, we always obtained better results without including such constraints. This is in contrast to what reported in (Faure et al., 2007) where the experiments were run with XPress. We suppose that the advanced techniques for handling variable symmetries introduced recently in CPLEX are more effective than the symmetry breaking constraints used in (Faure et al., 2007) , which therefore are no longer used here.
Asymmetric representative formulation
An alternative formulation is introduced in (Faure, 2006) that reduces the symmetries directly into the model. The formulation is related to a formulation introduced in (Campelo et al., 2008) for the graph coloring problem. The idea is to use a 0-1 variable x i j for every pair of vertices in S × S such that i ≤ j. When variable x ii is equal to one, then the vertex i is called the representative of its cluster. When variable x i j is equal to one, then the two vertices i and j are in the same cluster; the first vertex, in this case vertex i, is the representative of the other vertex. In addition there is a 0-1 variables z i j for every (i, j) ∈Ē that indicates whether we have to pay for the edge (i, j). Using these variables we can introduce the following ILP model:
i∈S ,i≤l
The constraint (12) ensures that there are exactly k representative, i.e., there are exactly k clusters. Constraints (13) impose that each vertex is either its own representative or it has a single representative. Constraints (14) state that if the vertex i is the representative of the vertex l, then vertex i has to be the representative of itself, as well. Constraints (15) activate the variable z i j whenever the vertex h ∈ S is the representative of the two vertices i ∈ S and l ∈ S , and there exists a fourth vertex j ∈ T that is adjacent to l but it is not adjacent to i. That is, the edge (i, j) is needed to complete the subgraph represented by h into a biclique. Figure 2 shows the relations among the four vertices i, j, h and l. Note that the objective function (11), constraints (15), and the integrality constraints (16) imply the integrality of the variables (17). 
Semidefinite Programming relaxation
A Semidefinite Programming (SDP) formulation of k-MinBCP was introduced in (Gualandi, 2009 ). The SDP formulation provides stronger lower bounds than both the linear relaxations of model (5)- (10) and (11)-(17). The formulation is inspired by the SDP formulations of the Max-k-Cut problem (e.g., see (Frieze and Jerrum, 1997) and (Ghaddar et al., 2009) ).
Let us consider k unit vectors a 1 , . . . ,
We label each vertex i ∈ S with a vector of real variable x i . The variable vector has the domain ranging in {a 1 , . . . , a k }, i.e., x i ∈ {a 1 , . . . , a k }. Two vertices i and j are in the same cluster if x T i x j = 1, while they are in different clusters whenever
Note that for k = 2, we get exactly a 1 = −1, a 2 = 1, and x i ∈ {−1, 1}.
Let z e be a variable that indicates whether we pay for the edge e = (i, j) ∈Ē or not. The value of z e is either z e = − k k−1 if there exists an edge (l, j) ∈ E such that the vertex l is in the same cluster of i, i.e., z e = x T i x l = − k k−1 ; or z e = 1 if such edge does not exist. Using these variables the formulation of the k-MinBCP problem is as follows:
z e ∈ R, ∀e ∈Ē.
Each single term in the summation of the objective function is equal to either 1, if z e = 1, or is equal to 0, if z e = −1 k−1 . The SDP relaxation of the k-MinBCP problem is obtained using the labeling technique introduced for the Max-Cut problem in (Goemans and Williamson, 1995) . Every vertex i of S is labeled with a unit vector v i ∈ R |S | . Then, two vertices i and j are considered to be in the same cluster if the angle between them is small enough, that is, if v T i v j = 1. Let V be a matrix such that column i is given by vector v i , and let X = V T V. Let e ∈ R |S | be a vector of all ones. The SDP relaxation of problem (18)- (21) is as follows:
Together constraints (24)-(26) relax constraints (20) and (21) 
Column Generation
Finally, we present a formulation with an exponential number of variables similar to the one proposed in (Faure et al., 2007) : the master problem is a set partitioning problem where each column represents the subset of vertices of S that induces a cluster t. Let c t be the cost of the t-th cluster that is equal to the number of edges that would complete the corresponding subgraph into a biclique. Let λ t be a 0-1 variable, equal to 1 if the cluster t is part of the solution, and 0 otherwise. Let T be the collection of every possible cluster, and let S t be the subset of vertices of S that belong to the t-th cluster. The master problem formulation is as follows:
s.t.
Constraints (29) are the partitioning constraints, one for each vertex i in S . Constraint (30) is the cardinality constraint on the number of cluster to be selected. Let π i and ν be the dual multipliers of constraints (29) and (30), respectively. Then, the pricing subproblem is the problem of finding a vertex and edge weighted biclique of negative reduced cost. The vertex weights are given by the dual multipliers π i , while the edge weights are equal to the number of edges that 5 would turn the subgraph into a biclique. The pricing subproblem is as follows:
Constraints (33) force the binary variable z i j to be 1 if the corresponding edge is part of the biclique, and 0 otherwise. Note that an edge belongs to a biclique if it exists at least a pair of vertices i and l both in S such that a vertex j ∈ T exists with (i, j) ∈Ē and (l, j) ∈ E.
Computing Upper Bounds
We introduce in this section a new metaheuristic based on VNIS that finds primal solutions to k-MinBCP. Since the implementation of the algorithm is quite standard, we report in the following only the main features of our algorithm. For an in-depth survey on VNS algorithms see (Hansen and Mladenovic, 2001 ). The metaheuristic is also adapted to solve the pricing subproblem (32)-(35).
Neighborhood Functions
Any partition of the vertices of S into k disjoint (not-empty) subsets gives a feasible solution s of k-MinBCP. Let δ(i) denote the neighbors of vertex i in the shore T . The cost of a solution s is:
We are interested in neighborhood functions that map a solution s into a new solution s ′ of (likely) lower cost. The proposed metaheuristic algorithm is based on the following three neighborhood functions:
Neighborhood N 1 (s) : select a node in a cluster of size at least two and move it in a different cluster.
Neighborhood N 2 (s) : swap a pair of nodes belonging to different clusters (of size at least two).
Neighborhood N 3 (s) : select a pair of nodes and move both of them in a new cluster.
The smallest neighborhood is N 1 (s) that has a size O(k |S |). The neighborhood N 2 (s) has a size O(k 2 |S | 2 ), but it does not share any solution with N 1 (s). The neighborhood N 3 (s) has size O(k 4 |S | 2 ) and contains the other two: moving two nodes allows to reach any solution in N 1 (s) an N 2 (s). However, in order to explore disjoint neighborhoods, we define N 3 (s) so that it does not contain any solution in N 1 (s) nor N 2 (s). It is sufficient to select two distinct nodes and moving them to two clusters, both different from the original ones.
Variable Neighboorhood Infeasible Search
In addition to the three neighborhood functions N 1 (s), N 2 (s), and N 3 (s), we consider a fourth neighborhood that allows to explore for few iterations the space of infeasible solutions. The idea is simply to increase by one the number of possible clusters, to perform a few iterations in this new solution space with the other two neighborhoods, and then to restore a feasible solution by merging two clusters. The motivation for performing such infeasible search is, as usual, to try to escape from local minima. In order to make this idea effective the merging of two clusters has to be done carefully. Basically, once in the space of k + 1 cluster the VNS algorithm has reached a local minimum, we perform an exhaustive search by evaluating the cost of merging any possible pair of the k + 1 clusters, and by selecting the pair that yields the lowest cost.
VNS for the pricing subproblem
The VNS algorithm that finds upper bound to k-MinBCP is also used in a simplified version to heuristically solve the pricing subproblem (32)-(35). In the pricing subproblem, we are interested in finding a single bipartite subgraph that minimize (32). We can consider this problem as k-MinBCP with k = 2, and we use (32) to evaluate one of the two clusters. In this way, we can still use the neighborhood functions N 1 (s) and N 2 (s), and perform a standard VNS. Since we are mainly interested in negative reduced cost solutions, whenever after a single descent we already have found such a solution, we stop the algorithm.
In addition, column generation algorithms converges faster when the generated columns (i.e., solutions of the pricing subproblems) are diverse among each other. For this reason, the initial solution is randomly drawn from the subset of vertices that were not belonging to the previous solution call of the algorithm.
A Branch and Price algorithm for k-MinBCP
The column generation formulation (28)- (31) and the new metaheuristic presented in Section 3 are integrated into a Branch and Price algorithm for k-MinBCP. Note that the column generation formulation was introduced in (Faure et al., 2007) , but, there, it was only used to compute lower bounds at the root node and to get heuristic solutions, and it was not used to develop an exact algorithm.
Our Branch and Price algorithm is based mainly on three features: the metaheuristic that finds upper bounds, the algorithms used to solve the pricing subproblem, and the branching rule. We describe next each of these features.
The VNIS metaheuristic is used to compute upper bounds and to gather a fist pool of columns that defines the initial restricted master problem. That is, we store also intermediate solutions with cost higher than the lowest upper bound. This is repeated at each node of the branch-and-bound tree, even if the VNIS heuristic is executed at the root node with a higher limit on the number of iterations.
The second feature is in the solution of the pricing subproblem (32)- (35). The solution of the pricing subproblem is currently the true bottleneck of our exact approach to k-MinBCP. We have implemented two methods for solving the pricing problem. The first method is the VNS heuristic described in Section 3.3: we basically look for a single subgraph with negative reduced cost. Whenever the heuristic is unable to find a negative reduced cost solution, we use an ILP solver to solve the pricing subproblem. The formulation (32)- (35) is extended with the constraint on the objective function value that must be negative. Moreover, since we are interested in any solution of negative reduced cost, we stop the ILP solver once it has found such a solution. Figure 3 shows the main procedures of our implementation of the column generation. Several instances are solved at the root node, since the upper bounds obtained with our VNIS heuristic are equal to the lower bounds obtained by Column Generation. However, since this is not always the case, we have devised a branching rule that exploits the problem structure. Once a pair of vertices i and j of S appearing in a fractional solution of the restricted master problem are selected, the algorithm adds two branching constraints: either i and j must appear in the same cluster, or they do not. In the first case, we merge the two nodes in a single new node, obtaining a new 7 instance of the same problem, as shown in Figure 4 . In this case we have to take into account the cost of merging, and to sum it up in the objective function. Apart from that, we can directly reuse the same algorithms used at the root node to compute lower and upper bounds.
In the second case, we force the two selected vertices i and j to appear in different clusters. This branch deserves more attention in the VNIS algorithm and in the pricing subproblem. The branching decision corresponds to add a constraint x i + x j ≤ 1 in the pricing subproblem (32)-(35). In the exact solution of the pricing subproblem this is directly implemented by adding such a constraint. However, the VNIS algorithm for k-MinBCP and the VNS algorithm for the pricing subproblem need a small modification: they have to remove from the neighborhood every move that is in contrast with any branching decision. Therefore, the corresponding branching constraints are stored in an appropriate data structure (a hash table) that permits look up in constant time. Before evaluating a move of any neighborhood function, the algorithm checks if two vertices can be placed in the same cluster according to the branching constraints. 
Computational Results
The computational results are divided into three parts: the first shows the strength of VNIS, the second part compare the strength of the lower bounds of the models presented in Section 2, and the last part presents the results for our Branch and Price algorithm. We used two classes of instances: the first set of instances consists of random bipartite graphs, the second of instances generated using the MovieLens data set. We selected randomly generated bipartite graphs with |S | = |T |, because, in (Faure et al., 2007) , they were shown to be the most challenging. We remark that previous work solved to optimality this type of random graphs only with size up to |S | = |T | = 12 (Faure et al., 2007; Gualandi, 2009) .
The MovieLens data set was collected by the GroupLens Research Project 2 at the University of Minnesota through the MovieLens web site 3 during the seven-month period from September 19th, 1997 through April 22nd, 1998. The data set contains 100,000 ratings (from 1 to 5) on movies provided by 943 users on 1682 movies. Each user has rated at least 20 movies and simple demographic information for the users are reported. The data set can be translated easily to our problem: the users are the clients, while the movies are the sessions. A rating can be seen as a preference expressed by the client/user about the session/movie. In terms of k-MinBCP, users form the left shore S , the items the right shore T , and the ratings are the edges. The collection of data and the resulting graphs are large. However, since the ratings are evenly spread, it has been possible to extract meaningful subgraphs to be used in our tests.
The Branch and Price algorithm is implemented in Comet 4 , using the Comet interface to lp solve for solving the restricted master problem. The lower bounds of the linear models are computed using AMPL+CPLEX 11.0. The SDP relaxation is solved with the DSDP5.8 solver (Benson and Ye, 2008 of challenging instances is made available at http://www-dimat.unipv.it/~gualandi/Resources.html (last visited, September 2011). The experiments were run on an standard desktop computer with an Intel(R) Xeon(TM) 2.80GHz CPU and 2GB of memory.
VNIS
The VNIS metaheuristic is implemented in Comet using its high-level programming abstractions to implement local search and metaheuristic algorithms . Table 1 shows the results obtained with our VNIS algorithm on a set of randomly generated instances. The VNIS algorithm is stopped whenever it reaches a local minimum. Each row reports the averages over 12 instances with the same size, for a total of 108 different instances. The first three columns of the table report the characteristics of each instance. The fourth column gives the computation time in seconds and the number of iterations that the algorithm requires to reach a local optimum. The sixth column reports the number of time the VNIS algorithm does find the optimum, and the last column reports the gap with the lower bound computed with the column generation algorithm. Note that over 108 instances only once our algorithm did not find the optimum, that is for an instance with |S | = |T | = 20 and k = 3. However, for this instance, the percentage gap with the lower bound is of 1%. Table 2 and 3 show the results on instances extracted from the MovieLens data set. Table 2 refers to instances with the same dimensions of those used in Table 1 and for which we were able to compute the optimum solution via Branch and Price. For those instances, the VNIS algorithm finds always the optimum in less than 1 second, taking only few iterations. Table 3 reports the results of instances defined on bigger graphs, whose optimum solution is unknown. We report only the best results obtained with VNIS within a timeout of two hours. For each instance, the time of the last improvement is given in the table, that is the time at which the best solution was found. Figure 5 plots the normalized execution time with the longest time (at which is assigned as reference the value 10 reported on the vertical axis) of the VNIS algorithm on instances with different characteristics. The plot on the left shows that indeed by increasing the number of clusters the problem becomes harder. The plot on the left shows Table 3 : Performance of the VNIS algorithm on big graphs extracted from the MovieLens data set. instead that the random instances with density around 50% are most challenging, and the sparse graphs are harder than the dense graphs. Table 4 shows the lower bounds obtained with the relaxations of the ILP models presented in Section 2. The results are obtained on random bipartite graphs with density ranging in the set {0.3, 0.5, 0.7} and with the number of clusters between 2 and 5. The ILP model (5)-(10) gives the weakest lower bounds. The asymmetric representative relaxation (11)-(17) and the SDP relaxation are complementary: the first gives better lower bounds on dense bipartite graphs, while the latter on sparse bipartite graphs. However, the (A-ILP) formulation gives better bounds than the (SDP) relaxation when the number of clusters increases, e.g., k = 5. The column generation (CG) formulation outperforms the other models and therefore was further investigated. Table 5 shows the results obtained with our column generation algorithm over a selection of random instances. For each instance, we first report the optimum value (in column "opt"), the upper bound and the computation time (in seconds) obtained with VNIS. Then, we report the lower bound, and the overall computation time and number of iterations of the column generation algorithm. The last six columns distinguish among the computation time, the number of iteration (it), and the average time per iteration (avg), of the heuristic pricing solver and of the exact pricing solver. The lower bounds are tight and in most iteration equal the optimum values. The bottleneck of our approach is clearly in the exact solution of the pricing subproblem required in the very last iterations of the column generation algorithm. Note that the exact pricing is executed at most 10 times, but it takes most of the computation time (see instance with |S | = |T | = 20, k = 3, and d = 0.7, where each iteration requires in average 4.4 seconds, instead of the 1.03 seconds of the heuristic pricer).
Lower bounds

