We present e cient algorithms for solving polygonal-path approximation problems in three and higher dimensions. Given an n-vertex polygonal curve P in IR d , d 3, we approximate P by another polygonal curve P 0 of m n vertices in IR d such that the vertex sequence of P 0 is an ordered subsequence of the vertices of P. The goal is to either minimize the size m of P 0 for a given error tolerance " (called the min-# problem), or to minimize the deviation error " between P and P 0 for a given size m of P 0 (called the min-" problem).
Introduction
In this paper we consider the problem of approximating an arbitrary n-vertex polygonal path P in 3-dimensional space by another polygonal path P 0 whose vertices form an ordered subsequence of the vertices in the original path P. We further discuss this problem in the d-dimensional space, where d 4. This problem arises in many applications, such as robotics, image processing, computer graphics, cartography, and data compression. In these applications it is often desirable to approximate a complex graphical or geometric object, which is speci ed by a polygonal path, by a simpler object that captures the essence of the original object yet achieves a certain degree of data compression 3, 23, 24] . For example, we have been asked to compress 3D path data for optic nerves acquired in medical studies (Kelly Booth, personal communication, 1995) and of river networks in geographic information systems analysis of spawning habitat 20] . Path compression is also important for devices with low bandwidth, from pen plotters to the WWW.
In general, the goal of the path-approximation problem is to replace a (very) high-resolution path P with an approximate path P 0 that achieves signi cant time and space improvements while su ering only a small approximation error. Two factors come to play in such an approximation: the number of vertices in the approximation and the error between the approximation and the original path. These two factors give rise to two di erent versions of the path-approximation problem|the min-" version and the min-# version. In the min-" version one is given a parameter m n and asked to nd an approximating path P 0 with m vertices whose error, ", from the original path is minimized. This version of the problem is motivated by a desire to obtain the best approximation possible that achieves a certain degree of data compression. In the min-# version of the path-approximation problem one is instead given a parameter " > 0 and asked to nd the smallest-vertex path P 0 that is within error " of the original path. This version of the problem is motivated by a desire to obtain the smallest-complexity path that maintains a certain level of accuracy. We study both versions of the d-dimensional path-approximation problem, for d 3, in this paper.
One issue that immediately arises in the path approximation problem is that one must formalize the \error" between the original path P and the approximation P 0 . We believe that one of the most natural de nitions is the tolerance zone error measure 3, 17, 18, 22] . De ne the "-tolerance zone (for " > 0) of a line segment pq to be the region of space (or \zone") that is the union of all radius-" balls centered at points along the segment pq (see Figure 1 ). This de nition is, of course, parameterized by the metric used to de ne radius-" balls. We consider the usual Euclidean metric, L 2 , as well as the L 1 and L 1 distance metrics. We may then formalize the path-approximation problem as follows:
Polygonal Path Approximation:
Given a polygonal path P = (p 1 ; p 2 ; : : : ; p n ), nd a path P 0 = (p i 1 ; p i 2 ; : : : ; p im ), such that, for each j 2 f1; 2; : : : ; m ? 1g: i j 2 f1; 2; : : : ; ng, for j = 1; 2; : : : ; m; i j < i j+1 ; and the subpath (p i j ; p i j +1 ; : : : ; p i j+1 ) is completely contained in the "-tolerance zone for the segment p i j p i j+1 . If the subpath P i j ;i j+1 = (p i j ; p i j +1 ; : : : ; p i j+1 ) is completely contained in the "-tolerance zone for the segment p i j p i j+1 , we call p i j p i j+1 an approximating line segment for P i j ;i j+1 .
In the min-" version, we are given m < n and wish to minimize "; in the min-# version, we are given " > 0 and wish to minimize m.
We restrict our attention to the version of this problem that requires that p i 1 = p 1 and p im = p n . In the general version we only require that i 1 i m , and that the subpaths P 1;i 1 ?1 and P im+1;n are completely contained in the "-balls centered at P i 1 and P im , respectively. We explain later in the introduction how to reduce the general problem to the restricted version of it. Varadarajan 27] studies the min-# and min-" problems for 2-D polygonal paths that are monotone, i.e., any line parallel to the y axis intersects a path in a point. Given a monotone approximation of a monotone path, Varadarajan measures the error as the maximum distance between the intersection points with some line parallel to the y axis. He gives O(n 4=3+ ) time and space algorithms for both problems, where > 0 is an arbitrarily small constant. However, those algorithms cannot be extended to the 3-D version of the problem or to the tolerance zone error criterion in 2-D. The recursive simpli cation heuristic of Douglas and Peucker 8], which is popular in GIS, does extend to curves in 3 dimensions in O(n 2 ) worst-case time, but solves neither the min-# nor the min-" problems.
Related Previous Work
There has been other less-related, but still signi cant, work done on other metrics for comparing 2- 
Our Results
In this paper we give the rst e cient algorithms for the d-dimensional path approximation problem, where d 3, for general (non-monotonic) paths, using the tolerance-zone measure of error for segments. We believe that this notion of error better captures the intuitive concept of the shape of a d-dimensional polygonal path. We illustrate in Figure 2 the di erence between approximating a 2-dimensional path with tolerance zones and with in nite beams.
We summarize the running times of our methods in Table 1 . Note that all of our bounds are sub-cubic (if not nearly quadratic). Fairly straightforward bounds of O(n 3 ) for min-# and O(n 3 log n) for min-" follow by adapting previous 2-dimensional results 4, 17, 18, 22] . Even so, our approach still follows the general framework of these earlier algorithms. To solve the min-# problem, we rst build a graph G on the vertices of the input path P, where each edge represents a valid \shortcut,"
and we then perform a shortest-path computation in G. To solve the min-" problem we perform a \binary-search-like" computation using the min-# algorithm as a \probe." Our algorithms di er from previous approaches in some important ways, however. One of the most fundamental di erences is that we develop a d- G, which respectively de ne tolerance zones in terms of \semi-in nite" beams (pointing in opposite directions). The di cult part of this computation is that, xing an index 1 i < n, we must determine, for each index j, with i < j n, if the ray ??! p i p j originating at p i and passing through p j intersects each radius-" ball centered at a vertex p k for i < k < j.
We reduce this problem to the following data structuring problem:
O -Line Ball Inclusion Testing:
Maintain a collection of di erent-radius balls subject to a given sequence of the following operations: For d = 3, we refer to the problem above as the o -line disk-inclusion testing problem (the balls are disks on a 3-D sphere) and provide a data structure for solving this problem in amortized O(log n)
time for inserts and queries, even though each disk insertion can cause (n) structural changes to the common intersection. We use this data structure to derive an O(n 2 log n) time algorithm for the min-# path approximation problem. To turn this into an e cient algorithm for the min-" problem we give an application of the parametric search paradigm that is based upon a non-trivial parallel version of our o -line inclusion testing data structure.
When the "-tolerance zones are de ned using the L 1 or L 1 metrics, we can do better than this. We present an O(n The general version of the problem can be reduced to the version solved in this paper (where i 1 = 1 and i m = n) by adding to G two vertices p 0 and p n+1 , and edges p 0 p i (resp., p i p n+1 ), for 1 i n, if all the vertices p j , for 1 j < i (resp., i < j n) are contained in an "-ball centered at p i . This additional processing takes O(n 2 ) time, and we then solve the restricted problem for p 0 and p n+1 .
We outline the main ideas behind our results in the remaining sections of this extended abstract. Suppose then that we are given a 3-D polygonal curve P = (p 1 ; p 2 ; : : : ; p n ), and an error value " > 0, and we wish to nd the smallest m n such that there is a subpath P 0 = (p i 1 ; p i 2 ; : : : ; p im ) that satis es the "-tolerance zone criterion (with i 1 = 1 and i m = n). As outlined in the introduction, we solve this problem by the following general approach:
1. Construct a graph G = (V; E), where V is the vertex set of P and E consists of directed edges (p i ; p j ), 1 i < j n, such that p i p j is an approximating line segment of the subchain (p i ; p i+1 ; : : : ; p j ) of P; 2. Find a shortest path from p 1 to p n in G (i.e., a path with the fewest number of edges). This path gives us the sought approximating curve P 0 .
Since the second step is easily solved by a breadthrst search computation, let us concentrate on an e cient technique for constructing G from P. we provide our solution we remark that Sharir 26] gives a data structure for maintaining the on-line intersection of a collection of equal-radius disks. This data structure cannot be applied to our diskinclusion problem, however, as the disks in our problem do not in general have equal radii. Let us sketch our solution to the o -line diskinclusion problem. We begin by building a complete binary tree T such that each leaf of T is associated with a di erent disk given in the sequence . We order the leaves of T from left to right in the order they are given in the sequence . For each internal node v in T, let I(v) denote a representation of the common intersection of the disks stored at leaf-descendents of v. In the full version of this paper we show how I(v) can be constructed, for all vertices v in T in O(n log n) total time. The important observation to make at this point is that each leaf of T is associated with a di erent index in . Thus, if an inside query appears in position i in , we can form a search path i from the root of T to the leaf corresponding to the rst insertion after position i. Say Combining this with the discussion from the previous section immediately gives us the following: Theorem 4 Given an n-vertex polygonal path P in 3-dimensional space, and a parameter " 0, one can nd the fewest-vertex approximating path P 0 to P in O(n 2 log n) time under the "-tolerance zone-error criterion. 4 The Min-" Problem in 3-D Let us now turn to the min-" problem. Suppose then that we are given a 3-D polygonal curve P = (p 1 ; p 2 ; : : : ; p n ), and an integer parameter m < n, and we wish to nd the smallest " 0 such that there is a subpath P 0 = (p i 1 ; p i 2 ; : : : ; p im ) that satis es the "-tolerance zone criterion. For solving the min-" problem, we parallelize the min-# algorithm and invoke it as a subroutine in a parametric search algorithm, where the sought solution " is the minimum " for which there exists an approximating curve of no more than m vertices.
In fact, we don't really have to parallelize the entire min-# algorithm described above. We need only parallelize the portions of the algorithm that depend upon the parameter ". In the case of our min-# algorithm, the only place where " plays a role is in the sizes of the disks that are used in the o -line disk-inclusion algorithm. Thus, the only part of the min-# algorithm that we need to parallelize is the o -line disk-inclusion algorithm itself.
The following problem is a key to our algorithm: In the plane, given n di erent-radius discs d 1 ; d 2 ; : : : ; d n and n points a 1 ; a 2 ; : : : ; a n , determine for every j = 1; 2; : : : ; n, whether a j 2 j = \ j i=1 d i .
We By using the techniques of 12] we can show that the problem of checking whether a j 2 j for every j is solvable in O(log n) time using n processors in the parallel comparison model. More details our found in the full version of the paper.
We then use this parallel algorithm to drive a parametric-search algorithm 21]. We simulate each step of this parallel algorithm sequentially, noting that some of the computations in this step depend upon whether the optimal value " falls in speci c intervals " 1 ; " 2 ]. We nd the median such " i in linear time and use the min-# algorithm as a subroutine, running in O(n 2 log n) time, to determine if " is above or below this median. The answer to this question resolves half of the comparisons for this parallel step. We can therefore repeat this process recursively and in O(log n) calls to the min-# algorithm we will have resolved all the comparisons for this parallel step. We then repeat this process for the next parallel step. Since our parallel algorithm takes time O(log n), this implies that the total running time for our min-" algorithm is O(n 2 log 3 n). Thus, we have the following:
Theorem 5 Given an n-vertex polygonal path P in 3-dimensional space, and an integer parameter m < n, one can nd the best m-vertex approximating path P 0 to P in O(n 2 log 3 n) time under the "-tolerance zone-error criterion.
The above discussion assumed that the underlying metric for de ning radius-" balls was the L 2 metric. In a later section we explore improvements and simpli cations that can be achieved if we use the L 1 or L 1 metrics for this purpose. Since each ray-shooting data structure has subquadratic space, and we only need one structure at a time, the amount of space required by this algorithm is still dominated by the maximum size of the graph G, which is (n For the min-" problem in 4-D, we need only observe (as for the 3-D version of the problem) that we have to parallelize only the steps in the sequential min-# algorithm that depend on ". For this purpose we use the ray-shooting data structure of 13, 14] . With some preprocessing, the construction of this data structure does not depend on the value of ". In this data structure the points are sorted according to their respective coordinates in parallel. As in the 3-D case, we perform the ray-shooting queries in parallel, which costs us an O(log Recall that to compute the graph ? ! G we had to determine, for a xed index 1 i < n and each i < j n, whether the ray ??! p i p j intersects each radius-" ball centered at a vertex p k for i < k < j. As Figure 3 illustrates, the rays from p i that intersect the radius-" ball around p k form a cone. To determine whether a point p j is in the intersection of cones de ned by balls at p k for i < k < j, we form an instance of O -Line Interval Inclusion Testing for each ridge: A translated version of the ridge r generates a halfspace whenever it appears on the silhouette when viewed from p i ; since all halfspaces generated by translates of r are bounded by hyperplanes parallel to r that contain p i , we can project each translate onto the circle at in nity that is contained in the 2-at through p i and orthogonal to ridge r. ( We solve the d-D min-" problem in O(n 2 log n) time without using parametric search. Instead, we can explicitly construct the set, ERR(P), of all candidate optimal " values and then perform a simple binary search in this set using the min-# algorithm as the \probe." We use the fact that the optimal " value must be determined by some edge (p i ; p j ) in G such that the farthest point p k , with i < k < j, from the segment p i p j is at distance exactly " from p i p j . In the full version of the paper we show how, xing the starting point p i , we can determine the farthest such point p k for each edge p i p j in O(n log n) time. Thus, we can compute the set ERR(P) in O(n 2 log n) time, and then perform a binary search in this quadratic-size set in O(n 2 log n) time using our quadratic-time min-# algorithm as the \probe."
We can actually achieve an O(n) space bound, but to do so we cannot a ord to maintain the error set ERR(P) explicitly (since jERR(P)j = O(n 2 )). Instead, we make use of the sampling technique of 7], which allows us to store only O(n) errors of ERR(P), while still being able to perform binary search on the O(n 2 ) errors. Therefore, we can achieve the following:
Theorem 9 Given an n-vertex polygonal path P in d-D, and an integer parameter m n, one can nd the best m-vertex approximating path P 0 to P in O(n 2 log n) time under the "-tolerance zoneerror criterion using the L 1 or L 1 metric.
