The actual motivation of this paper is to develop a functional link between artificial neural network (ANN) with Legendre polynomials and simulated annealing termed as Legendre simulated annealing neural network (LSANN). To demonstrate the applicability, it is employed to study the nonlinear Lane-Emden singular initial value problem that governs the polytropic and isothermal gas spheres. In LSANN, minimization of error is performed by simulated annealing method while Legendre polynomials are used in hidden layer to control the singularity problem. Many illustrative examples of Lane-Emden type are discussed and results are compared with the formerly used algorithms. As well as with accuracy of results and tranquil implementation it provides the numerical solution over the entire finite domain.
Introduction
Polytropic models describe a major role in astronomical dynamics and the theory of stellar structure and as such the polytropic differential equations are considered as a criterion to check the strength of the recently-developed numerical methods. The wellknown polytropic differential equations are LaneEmden equations which describe the polytropes in hydrostatic equilibrium as simple models of stars. The generalized form of second order Lane-Emden equation is
0 < ξ < 1, β > 0 with initial conditions
or boundary conditions
for v(ξ) = 0, β = 2, ω = 1,h(ϕ) = ϕ n , α = 1, γ = 0 and g(ξ) = 1 in Eqs. (1)- (2) give
which represents the standard Lane-Emden equation of first kind with polytropic index n. The solutions of the Lane-Emden equation, which are known as polytropes, are functions of density versus radius expressed as ϕ(ξ).The index n determines the order of that solution. In particular, the solution only depends on n to give solutions for stars over a range of total mass and radius. For n = 0 gives the solution for a constant density incompressible sphere i.e. 1 − ξ 2 6 , n = 1 to 1.5. It approximates a -224 10.1515/jaiscr-2017-0015 very cool and redder i.e. late type star such as K, M, S, or C class of stars with a surface temperature lower than that of the Sun and n = 3 is the Eddington approximation. There is no analytical solution for n = 3 but it is useful as it corresponds to the stellar model of the Sun. Polytropic index n can be any positive value but exact solutions exist at only n = 0, 1 and 5.
For v(ξ) = 0, α = 0, γ = 0,β = 2, ω = 1, h(ϕ) = e ϕ and g(ξ) = 1 in Eq. (1) gives
It represents the standard Lane-Emden equation of second kind. That models the hydrostatic self-gravitating gas spheres and is well-known as Bonnor-Ebert gas sphere. If h(ϕ) = e −ϕ is replaced in Eq. (5) then the equation models from the Richardson's theory of thermionic currents, where one strives for the density and electric force of an electron gas in the region of a hot body in thermal equilibrium. Due to vast applicability of LaneEmden equations, they are studied widely by different researchers with diverse analytical and numerical methods and in the last few years many numerical and analytical techniques are tested on these equations. Some of them are discussed below:
-Earlier than 2012 the noteworthy methods were Adomian decomposition method (ADM) [1] in 2001, by variational iteration method (VIM) [2] in 2008, by Rational Legendre pseudospectral [3] in 2009 and by sinc collocation [4] in 2010.
-In 2012, the well-known methods to study the different cases of Eq. (1) Boubakar polynomial expansion scheme [5] , Legendre operational matrix of differenciation [6] and modified Legendre spectral method [7] -In 2013, different cases of these polytropic equations are studied by second kind Chebyshev operational matrix [8] , by Haar wavelet [9] and by homotopy perturbation method (HPM) and fourier transform [10] .
-In 2014, Lane-Emden-Fowler equations were studied by Laguerre polynomial approach [11] , Chebychev neural network (ChNN) [12] and by Differential transformation method (DTM) [13] .
-In 2015, the equations were studied by (DTM) [14] , Chebychev wavelet and finite difference method [15] and by rational approximation [16] .
In recent years, the briskly growing field of connectionist networks took the attention of mathematicians and physicist to use the tools such as genetic learning systems, content-addressable memory and fuzzy systems to solve physical problems but the chief tool is ANN. It is a powerful computational tool having the capability of handling nonlinear and complex features of any physical process with a high degree of accuracy. It has been proven to be a versatile tool for approximating initial or boundary value problems due to its universal approximation capability. The ANN has many benefits over the traditionally used numerical methods for approximating the initial or boundary value problems such as the numerical approximation is continuous over the domain of the integration, a black box learning approach is followed and capable of approximating high nonlinear systems. Due to the described benefits a lot of attention is devoted to solve the ordinary, partial and fractional differential equations by using different kinds of ANN. Different Neural network architectures have been developed by altering the number of layers, activation function and training algorithms. The route of training a neural network comprises of modifying the values of network adaptive coefficients to boost network performance. Different researchers applied different neural architectures to solve differential equations such as Aarts and Veer [17] employed the neural algorithm to solve partial differential equations with multilayer neural structure, linear and logsigmoid activation function and evolutionary algorithm for training the weights. Numerical approximation of ordinary differential equations was proposed by Meade and Fernandez [18] by applying feed forward neural network method along with piecewise splines of Lagrange polynomials. Parisi et al. [19] applied feed forward neural network approach and in tandem with genetic algorithm for training of network to a nonsteady fixed bed non-catalytic solid-gas reactor system. Lagrais et al. [20] implemented ANN coupled with Broyden-Fletcher-Goldfarb-Shanno algothim for training to solve ordinary and partial differential equations. Jianyu et al. [21] proposed radial basis function neural network with two stage gradient descent strategy for partial differential equations. Malek and Beidokhti [22] presented hybrid neural network (HNN) by applying the Nelder Meade optimization techniques for numerical simulation of lower as well as higher order ordinary differential equations (ODEs). Fazayeli et al. proposed improvement in back propagation training algorithm [23] . Parand et al. [24] solved nonlinear LaneEmden type equations by unsupervised neural network with stacked generalization and LevenbergMarquardt training algorithms. Diverse neural network architectures with different training methods can be studied in [25] [26] .
In this paper, we propose an algorithm based on functional link neural network with Legendre polynomials and thermal minimizing methodology known as simulated annealing. Legendre neural network has already been implemented successfully on nonlinear channel equalization for wireless communication [27] , for prediction of machinery noise in open cast mines [28] and for nonlinear active noise control [29] but here we developed the network for the numerical simulation of nonlinear ordinary differential equations with singularity while training of network adaptive coefficients is performed by simulated annealing. Simulated annealing is a probabilistic form of the gradient descent optimization method that can escape from local optima and go on to find the global optimum in a large search space un like other methods. As well as finding the global optimum it can handle the functions that have ridges and plateaus. With so many benefits over the other optimization methods it is largely independent of initial values and can optimize the unconstraint functions. For the case of Lane-Emden equations simulated annealing revealed the exceptional performance. The structure of LSANN is one input layer, one hidden layer with Legendre polynomials and one output layer with tangent hyperbolic as activation function.
Legendre Simulated Annealing
Neural Network
Legendre neural network
LSANN is the modification of the functional link artificial neural network (FLANN) initially developed by Pao [30] to link the gap between the linearity in the single layer neural network and the computation exhaustive multilayer neural network. Here Legendre orthogonal polynomials are used to increase the nonlinear approximation capability and to overcome the singularity problem of LaneEmden equations. Legendre polynomials are symbolically represented by L l (x)and have the following recursive formula
Here Legendre polynomials are used for the expansion of discretized input array. Consider second order differential Eqs. (1)- (2) to implement the LSANN methodology we can write the Eq. (1) as
where ∇is the differential operator, ψ are the network adaptive coefficients (weights) that work like dendrites in a biological network and ϕ t (ξ, ψ)is the trial solution of Eq. (1) that comprise of two parts first part satisfies the initial conditions in Eq. (2) and the second part contains the output of LSANN. The trial solution can be written as [20] .
where N(ξ, ψ)is the output of LSANN that can be described in the Figure 1 and can be calculated by
From Eqs. (8)- (10) we get the trial solution in terms of weights and independent variable.
To train the network we will have to minimize the mean square error (MSE) defined as Eq. 12.
Training of network adaptive coefficients is performed by simulated annealing algorithm that is described in Section 2.2. After completing the training of weights the final values of weights is used in Figure 1 . Structure of LSANN Eq. (11) with a discretized equally spaced array of points for the independent variable. The array can be the same that was used in error minimization or it can be different over the same domain.
Simulated Annealing
Simulated annealing, a combinatorial optimization methodology, is inspired from the physical process of annealing, where a metal object is gradually cooled after heating it to an extremely high temperature. The comparison of thermo dynamical annealing and simulated annealing is shown in the table given in [31] . The procedure is comprised of perturbation and evaluation of the solution quality. Here objective function is mean square error, symbolically represented byE, that would be minimized by the stochastic algorithm and the calculated values of weights would be used to calculate the solutions. Let represent the problem for m weights as
while T is the process temperature,
Here the discrete variable temperature has initial starting value 1.0 and is decreased at the end of each iteration by multiplying it by a constant called αtypical choices are between 0.8 and 0.9. Let q be the number of iterations performed at each temperature then Eq. (13) can be written as 
where ∇δ is the difference between the solution error after and before the consecutive perturbation, T is the current temperature and k is the suitable con-
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is the trial solution of Eq. (1) that comprise of two parts first part satisfies the initial conditions in Eq. (2) and the second part contains the output of LSANN. The trial solution can be written as [20] . 
stant. Accepted probability would be in range between 0.8 − 0.9while ∇δ can be estimated as
where Q represents the number of perturbations at each value of temperature. At eachω = 1 iteration, a new point is randomly generated in the neighborhood of the current point. The radius of the new point from the current point is based on probability given by Eq. (16) . Implementation of algorithm is performed here by Mathematica 10.
Test Experiments

1-First kind Lane-Emden-Equations
subject to:
First kind Lane-Emden equations relate to the polytropic models and here m is the polytropic index which is related to the relation between pressure and density comprising the star. In galactic dynamics all the polytropes with n > 5 have infinite radii while n < 5 have a surface. The two cases most interesting for real stars are n = 1.5 and n = 3 which correspond to many astrophysical applications, no exact solution is present for these values but numerically they can be solved. We applied LSANN method on Eqs. (18)- (19) the results and absolute true error with one hidden layer and 5 weights for polytropic index n = 0, 1and 5 are shown in Table  1 . While numerical solutions for the two interesting cases are compared by the results in [1] , shown in Table 2 , that shows the achievements of implemented methodology. Figure 2 shows the comparison of ChNN and LSANN.
2-Second kind Lane-Emden equation (BonnorEbert gas sphere)
subject to condition:
We tested the suggested algorithm on the BonnorEbert gas sphere equation with 20 equidistant points from 0 to 1 and 6 weights that attained the goal to minimize the mean square error upto 6.674×10 −12 .
The results are compared with ADM [1] , squared remainder minimization method (SRM) [32] , DTM [13] , HNN [22] and ANN [33] that can be seen in Table 3 . Graphical comparison of LSANN with ADM [1] , HNN [22] and ANN [33] can be visualized in Figure 3 . The values of weights after training are shown in Table 4 .
3-Second kind Lane-Emden equation (Richardson theory of thermionic currents)
subject to the condition y ′ (0) = 0 and y(0) = 0.
The above equation is derived by Richardson in his study of thermionic distribution in the neighborhood of flat surfaces. Due to the nonlinear term e −y the above equation was solved by different methods such as SRM [32] , ADM [1] and DTM [13] as the equation has no exact solution so we compared our results with ADM [1] , HNN [22] and ANN [33] to demonstrate the strength of proposed method and results are shown in Figure 4 and Table 5 . Table 6 displayed the value of weights after training. 
Conclusion
The LSANN method was developed and implemented on first and second kind Lane-Emden equations to verify the strength of proposed algorithm. To train the network thermal minimization methodology known as simulated annealing was used that made it possible to reduce the MSE that increased the accuracy of results. The most marvelous advantage of the method is the accuracy prediction of result that can be achieved by observing the MSE. In addition to other benefits, implementation of LSANN is very tranquil and the results can be obtained on entire finite domain. The benefit of LSANN over the previously used neural methods is the usage of less number of network parameters with better accuracy and global minimization of MSE. Comparison of numerical results with other artificial neural network methods showed the superiority in training of network while the comparison with other methods demonstrates the simplicity of the method with better accuracy. All the calculations were performed on Mathematica 10. 
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