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Diplomsko delo je nastalo v okviru razvojne faze oblačne rešitve NFV-MANO v podjetju 
Iskratel, d. o. o. Njegov namen je predstavitev splošnih predlogov o arhitekturni postavitvi po 
ETSI  NFV-MANO. 
 
Raziskana je arhitektura NFV-MANO in poglavitni proizvajalci programske opreme, ki 
razvijajo zelo kompleksne arhitekture ter integracija in prilagoditve zasebnih odprtokodnih 
programskih elementov v okviru podjetja. 
 
V uvodnem delu je predstavljen predlog konceptov ETSI-predpisov, ki stremijo k 
standardizaciji določenih vmesnikov za gradnjo odprtokodnih oblačnih postavitev. Pri NFV-
MANO sta bistvenega pomena orkestracija in upravljanje z virtualnimi omrežnimi objekti. 
V nadaljevanju so opisane gonilne odprtokodne programske komponente, ki so obvezne za 
delovanje. V zaključnem delu smo prikazali praktično izvedbo Iskratelove NFV-MANO-
rešitve. Predvsem smo se posvetili jasnemu prikazu integracije postavitve ter konfiguracije 
posameznih elementov. S takšnim prikazom nam omogoča pregled kompleksnosti in hkrati 
tudi prednosti arhitekture.   


















This Thesis is written within the context of the development phase of Iskratel d.o.o NFV 
MANO private cloud solution. Its purpose is, to present the general proposals of architectural 
layouts according to ETSI NFV MANO specification.  
We have researched NFV-MANO architecture and the main software vendors that develop 
such complex architecture, integrated and adapted the open source software components 
within the company.  
In the introductory part of this thesis are presented concepts of ETSI regulations, which aim to 
standardize a set of interfaces for building open source cloud framework. In NFV MANO, 
orchestration and management is essential for virtual network objects. 
The following describes the driving components which are required for NFV MANO 
operation. In the final part, we will demonstrate practical implementation of Iskratel NFV 
MANO solution. In particular, we are focused on installation and configuration of the 
individual elements. With such a display, it allows us to review the complexity and also the 
advantages of such architecture. 
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Seznam uporabljenih kratic 
 
API 
Application programming interface Vmesnik za uporabovno programiranje 
BSS 
Business Support System Poslovni podporni sistem 
CMS 
Cloud Management System Sistem oblačnega upravljanja 
CPU Central Processing Unit Centralna procesna enota 
EM Element Management Upravljanje elementov 
EMS Element Management System Sistem za upravljanje elementov 
ETSI 
European telecommunications standards 
institute Evropski inštitut za telekomunikacije 
FCAPS 
Fault Configuration Accounting Performance 
Security, FCAPS 
Okvare, nastavitve, obračunavanje, 
zmogljivosti in varnost 
HA High Availability Visoka razpoložljivost 
HW Hardware Strojna oprema 
IaaS Infrastructure as a Service Infrastruktura kot storitev 
SaaS Software as a Service Programska oprema kot storitev 
PaaS Platform as a Service Platforma kot storitev 
IPMS IP Multimedia System Multimedijski podsistem IP 




KPI Key Performance Indicator Ključni indikator zmogljivosti 
LAN Local Area Network Lokalno omrežje 
NF Network Function Omrežna funkcija 
NFP Network Forwarding Path Omrežno posredovanje poti 
NFV Network Functions Virtualisation Omrežna funkcija virtualizacije 
NFVI Network Functions Virtualisation Infrastucture 
Infrastuktura omrežnih funkcij 
virtualizacije 
NFVI-PoP NFVI Point of Presence NFVI-točka prisotnosi 
NFV-
MANO NFV Management and Orchestration NFV-upravljanje in orkestracija 
NFVO NFV Orchestrator NFV-okrestrator 
NMS Network Management System Sistem za upravljanje omrežja 
N-PoP Network Point of Presence Omrežna točka prisotnosti 
NS Netowrk Service Omrežna storitev 
NSD Network Service Descriptor Deskriptor omrežnih storitev 
NSR Network Service Record Zapis omrežnih storitev 
OSS Operations Support System Podsistem upravljanja 
PNF Physical Network Function Fizična omrežna funkcija 




PNFR Physical Network Function Record Zapis fižične omrežne funkcije 
RAM Random Access Memory Pomnilnik z naključnim dostopom 
RAID Redundant array of independent disks Redundančni sestav neodvisnih diskov 
SLA Service level agreement Sporazum o nivoju storitve 
VIM Virtualized Infrastructure Manager Virtualiziran infrastrukturni upravnik 
VMM Virtual machine manager Hipervizor 
VNFFG VNF Forwarding graphs VNF-posredovalni grafi 
VM Virtual Machine Virtualni stroj 
VNFM VNF Manager VNF-upravnik 
VL Virtual Links Virtualne povezave 





Koncept virtualizacije obstaja v računalništvu že nekaj časa. Na splošno pomeni ločevanje 
operacijskih sistemov od strojne opreme, kar omogoča, da na računalnikih teče več virtualnih 
strojev (angl. Virtual Machine – VM). Stroji VM tečejo na hipervizorjih različnih 
proizvajalcev in so med seboj neodvisni. Znanih je nekaj različnih tipov virtualizacije, ki 
imajo skupni enak končni rezultat, simulacijo strojnih naprav in računalniških virov.  
Proces je veliko prispeval k zniževanju stroškov za namenske strojne opreme in  doprinesel 
kar veliko pozitivnih stvari. Znižali so se stroški vzdrževanja, porabe energije, boljši je 
izkoristek prostorov itd. Vsekakor je pri uvajanju in administraciji teh virtualnih strojev 
potreben človeški ročni poseg. Naslednji korak je bil ločevanje programske opreme v tako 
imenovane oblačne računalniške rešitve.  
Za končnega uporabnika to pomeni, da mu ne bo več treba imeti lokalne ali v svoji domeni 
lastne zahtevne strojne in programske opreme, ampak mu bodo storitve zagotovljene prek 
interneta. Uporabniku ni treba vedeti, kje in kako se te storitve zagotavljajo, pomembno je 
samo to, da so mu po potrebi dostopne.  
Obstaja nekaj tipov računalništva v oblaku, generalno so razdeljeni na tri skupine: 
Infrastructure as a Service (IaaS), Software as a Service (SaaS) in Platform as a Service 
(PaaS). [4] 
Cilji tega diplomskega dela so bili na enostaven način predstaviti prednosti oblačnih rešitev 
na podlagi NFV-MANO. Prikazali bomo upravljanje in orkestracijo oblaka na podlagi 
ključnih indikatorjev zmogljivosti KPI ter prednosti dinamičnega spreminjanja virtualnih 
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2  Virtualizacija omrežnih funkcij NFV 
NFV [3] (ang. Network Functions Virtualisation) virtualizacija omrežnih funkcij je plod 
sodelovanja številnih velikih igralcev v telekomunikacijskem prostoru, posebej omrežnih 
operaterjev, ki temeljijo na zahtevi po zmanjševanju števila strojnih naprav ki poganjajo vse 
procese, ki zagotavljajo vse potrebne storitve za elektronske komunikacije. NFV je pobuda za 
virtualizacijo omrežnih storitev, ki se sedaj izvajajo na namenski strojni opremi. V primeru, 
da bo ta poseg uspešen in dogovor o enotnosti in odprtokodnosti rešitve dosežen, lahko 
pričakujemo precejšnje zmanjševanje števila strojnih naprav na področju informacijskih 
tehnologij.  
Cilj NFV je ločiti omrežne funkcije iz namenskih strojnih naprav in omogočiti istim 
funkcijam, kot so aplikacije, usmerjevalniki (ang. Router), požarne pregrade (ang. Firewall), 
balansirnike obremenitve (ang. Load balancers) itd., biti del gostiteljskih virtualnih strojev 
(ang. VMs hosts). Enkrat, ko so te funkcije pod nadzorom hipervizorja (ang. virtual machine 
manager, VMM), storitve, ki so prej zahtevale namensko strojno opremo, se sedaj lahko 
izvajajo na standardne x 86 strežnike.  
Ločevanje izpostavlja nov nabor entitet – virtualizirane omrežne funkcije (ang. Virtualised 
Network Functions, VNFs) in nove povezave med njimi in NFV- infrastrukturo (ang. NFV 
infrastructure, NFVI). VNF so lahko priklenjene z drugimi VNF-funkcijami ali fizičnimi 
funkcijami (ang. PNFs – Physical Network Funcitions), da bi realizirali omrežne storitve NS 
(ang. Network Service). 
Ta princip virtualizacije prinaša nekaj novih komponent: VNF Forwarding Graphs 
(VNFFGs), Virtual Links (VLs), Physical Network Functions (PNFs), VNFs, NFVI, ki prej 
niso obstajale, zato se uvaja drugačen pristop pri upravljanju in orkestraciji teh funkcij. 
Arhitekturni okvir, ki pokriva virtualizacije omrežnih funkcij (NFV), je opisan s strani 
Evropskega Inštituta za telekomunikacije (ETSI) v okviru dokumenta »Functions 
Virtualisation Management and Orcherstration (NFV-MANO), kjer je zastavljen in opisan 
princip delovanja NFV, upravljanja in orkestracije (dodelitev/zagotavljanje) virov, potrebnih 
za delovanje omrežnih storitev (NSs) in virtualnih omrežnih funkcij (VNFs). Takšna 
koordinacija je potrebna zaradi ločevanja programske opreme omrežnih funkcij (NSs) od 
NFV-infrastrukture.  
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Vsaka od teh komponent  (NFVI, VNF-programske opreme in  NFV-MANO) za svoje 
delovanje potrebuje standardiziran vmesnik ter pravilno zagotovljene vire. Ker se 
virtualizacija na način, kot ga zagotavlja NFV, razlikuje od dosedanjih principov, lahko 
razlike razvrstimo v tri skupine, in sicer:  
− virtualizirana infrastruktura (NFVI), 
− virtualizirana omrežna funkcija (VNF), 
− omrežna storitev (NS). 
2.1 NFVI-infrastuktura 
V okviru NFVI-infrastrukture, kamor se kot viri prištevajo virtualizirani in nevirtualizirani 
viri, ki so lahko na voljo virtualnim ali parcialno virtualnim funkcijam, lahko vire 
kategoriziramo glede na tri glavne porabnike:  
− računanje (CPU in RAM), ne glede na to, ali gre za fizično napravo ali pa virtualnega 
gostitelja, 
− za shranjevanje podatkov,  
− omrežne povezljivosti, vključujoče podomrežja, porte, IP-naslove, povezave itd., ki 
zagotavljajo povezljivosti znotraj VNF-infrastrukture. 
Upravljanje in orkestracija teh funkcij, posebej dodelitve in sproščanja virov, je dinamičen 
proces, ki je tesno povezan s samimi potrebami VNF-funkcij. Zato je potrebno, da se NFV-
upravitelj in orkestrator zavedata možnih storitev, omogočanja dodeljevanja in odvzemanja 
virtualnih virov in pravočasnega zagotavljanja in upravljanja z napakami v virtualnem okolju.  
Z VNF-vidika, poleg tradicionalnega upravljanja z napakami, konfiguracijami, 
računovodstvom, izvedbami in upravljanjem z varnostjo (FCAPS), zaradi ločevanja NS od 
fizične infrastrukture, je treba implementirati nov niz upravljateljskih funkcij, ki se fokusirajo 
na ustvarjanje in življenjski cikel VNF, ki se imenuje NFV-upravljanje in orkestracija. [1] 
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2.2  Upravljalske funkcije VNF  
So odgovorne za življenjski cikel VNF in zajemajo operacije, kot so: sprožanje VNF  
(ustvarjanje VNF s pomočjo postavitvenih pravil, povečevanje ali zmanjševanje zmogljivosti 
VNF, posodobitev ali nadgradnja VNF (v okviru programske nadgradnje ali spreminjanje 
konfiguracije različne kompleksnosti), prekinitev VNF (ukinitev ali izklop VNF in z njo 
povezani viri, ki se vrnejo in so ponovno na voljo v NFVI).  
Postavljanje in operativno vedenje vsake VNF sta zajeta v postavitveni šabloni (deployment 
teplate), ki opisuje atribute in zahteve, potrebne za realizacijo ene VNF ter zajema zahteve, 
kako upravljati z njenim življenjskim ciklom. Na podlagi  postavitvene šablone se 
zagotavljajo viri, ki se iz VNFI dodelijo VNF-jem. Ta način omogoča VNF-upravljalskim 
funkcijam obvladovanje zelo enostavnih ali kompleksnih VNF, ki so odvisne od veliko drugih 
faktorjev. 
V času življenja VNF, lahko upravitelj VNFM nadzoruje tudi ključne indikatorje zmogljivosti 
(KPI), ki nosijo informacije o stanju posebnih VNF, na  katerih podlagi se spreminja 
konfiguracije, se dodeljuje ali odvzema vire, menja programsko opremo itd. (dodajanje CPU, 
odvzemanje RAM, ugašanje VNF). Vse te storitve VNF upravitelj lahko zagotovi samo 
pravilno pooblaščenim VNF, na podlagi notranje politike. [3] 
2.3 Vidiki upravljanja in orkestracija omrežnih storitev 
Orkestracija omrežnih storitev zagotavlja naslednje operacije: 
− vključitev (on boarding) oziroma registracijo storitve v katalogu in zagotovitev, da so vse 
šablone vključene, 
− sprožitev omrežne storitve (ustvarjanje ali ugašanje s pomočjo integracijskih artefaktov), 
− povečanje ali zmanjševanje kapacitete omrežnih storitev, 
− ustvarjanje, brisanje, izvajanje poizvedbe in posodobitev VNFFG-grafov, ki so povezani z  
omrežnimi storitvami, 
− ukinitev omrežnih storitev (zahtevo ukinitve VNF-instanc, sproščanje virov, povezanih z 
omrežnimi storitvami, in vračanje virov za ponovno dodeljevanje). 
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Zahteve za uvajanje ter obnašanje omrežnih storitev so zajete v postavitveni šabloni, ki se tudi 
shranjuje v katalogu za bodočo selekcijo in ustvarjanje novih omrežnih storitev. Ta šablona 
popolnoma opisuje atribute in zahteve, potrebne za realizacijo ene take storitve.  
Upravljanje takih storitev zahteva popolno koordinacijo življenjskega cikla storitve, ki 
vključuje tudi asociacijo, med drugimi VNF-povezavo med fizičnimi omrežnimi storitvami, 
upravljanje s topologijo omrežnih storitev in asociacijo z VNFFG. 
Pri orkestraciji omrežnih storitev se uporabljajo VNF-upravljalske storitve in z uporabo NFV-
infrastrukture, ki omogoča povezavo med raznimi VNF-funkcionalnostmi.  
Orkestracija vključuje tudi nadzor KPI-cenilk (ang. Key Performance Indicator), ki so prav 
tako zajete v postavitveni šabloni. [3] 
2.4 Upravljanje z zmogljivostmi in napakami  
To so funkcionalnosti, ki so obvezne v okviru NFV. Zagotavljajo življenjski cikel katere koli 
omrežne storitve in VNF-instance in hkrati dosegajo sporazum o nivoju storive SLA (Service 
level agreement).  
Upravljanje z napakami in zmogljivostmi se izvaja na funkcijskih blokih, ki so namensko 
postavljeni za pravočasno odkrivanje spremenjenih stanj, kot so merjenje in analiza 
zmogljivosti, odkrivanje napak, njihovo reševanje itd.  
2.5 Upravljanje in orkestracija NFV ter relacija z obstoječimi sistemi 
upravljanja 
NFV-MANO-funkcije bodo imele veliko vlogo pri ponudnikih/izvajalcih storitev. To pomeni, 
da bo NFV-okvir tesno povezan z operaterskimi operacijskimi in poslovnimi podpornimi 
sistemi (OSS/BSS). Ker NFV-MANO sam posebej ne zagotavlja delovanja OSS/BSS-
sistemov, je potrebno določeno umeščanje obstoječih operaterskih sistemov v okolje NFV. 
Treba je izvesti integracijo in popolno medsebojno delovanje z obstoječimi entitetami 
(OSS/BSS), uporabiti njihove obstoječe vmesnike ter zagotoviti izkoriščanje novih funkcij, ki 
jih ponuja NFV. Sama virtualizacija kot taka na tem nivoju ne zadošča popoln izkoristek 
NFV-funkcij, zato je potrebna integracija s storitvami, ki jih ponuja NFV. Evropski inštitut za 
telekomunikacije – ETSI predlaga, da mora evolucija NFV in OSS/BSS potekati vzporedno in 
oba morata podpirati naslednje: 




− vsi vmesniki za povezovanje infrastrukture morajo biti odprti in pripravljeni za 
avtomatizacijo ter morajo sami zagotavljati spreminjanje operacij, potrebnih za 
širitev/krčenje poslovnih modelov; 
− morajo biti avtomatično adaptirani glede zahtevanih virov, sprožanja povratnih 
informacij od sistemov za analizo pri upravljavskih funkcijah in infrastrukturno 
zagotavljati proste vire in delovanje storitev v katerem koli času; 
− morajo podpirati orkestracijo, kjer politika in drugi mehanizmi odločajo o 
spremembah v sistemu in o kateri koli storitvi; 
− morajo omogočati, da so vse prilagojene funkcije z raznimi operaterji  zlahka 
nastavljene, da bi odgovarjale posamezni stranki.  
2.6 Administrativne domene 
V tipičnih scenarijih za NFV ena organizacija ne bo izvajala nadzora in kontrole celotnega 
sistema, ampak bo sistem razdeljen na več oddelkov ene ali več organizacij (primer: več 
podjetij), ki zagotavljajo določene funkcionalne bloke za delovanje NFV.  
Administrativne domene so razdeljene glede na storitve, ki jih zagotavljajo, zato so razdeljene 
na infrastrukturne (ang. infrastructure domain) in najemniške (ang. tenant domain) domene. 
  
Infrastrukturne domene so definirane z različnimi kriteriji, lahko je to organizacija  ali pa 
funkcija, ki zagotavlja neke storitve (omrežje, procesne logike, shramba podatkov kot v 
tradicionalnih podatkovnih centrih itd). V NVF lahko soobstajajo več infrastrukturne domene 
in vsaka domena lahko zagotavlja infrastrukturo ene ali več najemniških domen.  
 
Najemniške domene so definirane kot najemniki storitve infrastrukturnih domen. Te so lahko 
definirane kot samostojne ali pa soodvisne od drugih domen. Najemniške domene lahko 
uporabljajo funkcije ene ali več infrastrukturnih domen, kar pomeni, da za gradnjo omrežnih 
funkcij uporabljajo storitve, ki jih zagotavljajo infrastrukturne domene, kot je na primer 
omrežna storitev NS.  
Obe zgoraj navedeni domeni sta lahko del drugih domen oziroma se lahko storitve izposojajo 
v drugih domenah, ki s svoje strani ne zagotavljajo te konkretne storitve.  
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Zato lahko rečemo, da je lahko NFV-MANO-funkcionalnost zgrajena v slojih, upravljanje in 





3 Arhitektura NFV 
 
Princip arhitekturne postavitve NFV [3] je podan s strani ETSI in se fokusira predvsem na 
implementacijo operaterskih okolij. V nadaljevanju je arhitektura podana s funkcionalnimi 
bloki, ki gradijo celotno strukturo NFV.  
Arhitektura predvideva implementacijo omrežnih funkcij NFV kot programske entitete, ki 
tečejo prek NFVI-infrastrukture (NFVI), ki vključuje tudi razne fizične vire in podpira 
izvedbo teh virtualnih omrežnih funkcij VNF. NFV-upravljanje in orkestracija zajemata 
življenjski cikel fizičnih in programskih virov, ki omogočajo samo virtualizacijo. Fokusirano 
je na upravljanje vseh specifičnih virtualnih nalog, ki so neobhodne za NFV-okvir.  
Slika 1: NFV-visokonivojski okvir [3] 
Visokonivojski okvir NFV-arhitekture podaja splošni pogled. Virtualizacijski sloj ima 
neposredne povezave virov na strojni opremi (virtualizirane), kjer tudi teče. NFVI je 
preslikava strojne opreme v virtualnem svetu in je podpora za vse nadaljnje operacije pri 
gradnji NFV-okolja. Nad tem virtualizacijskim slojem tečejo virtualne omrežne funkcije, ki so 






3.1 Funkcionalni bloki NFV  
NFV-funkcionalni bloki nam pomagajo razumeti povezave v sami arhitekturi, kajti vsak blok 
predstavlja ključno funkcionalnost  pri umeščanju arhitekture. Nekateri bloki že obstajajo v 
trenutno razvitem okolju, ostali pa so neobhodni za podporo virtualizacijskih procesov in 
operacij. [3] 
3.2 Virtualizirana omrežna funkcija VNF 
VNF je omrežna funkcija iz prvotnih sistemov, ki je virtualizirana z uporabo tehnologije za 
virtualizacijo IT. Funkcionalno obnašanje teh funkcij je neodvisno od tega, ali so 
virtualizirane ali pa fizične PNF. Pričakuje se, da je obnašanje teh funkcij enakovredno. VNF 
je sestavljena iz več internih komponent in vsaka je lahko del različnih navideznih strojev VM 
(ang. Virtual Machine), kjer na vsakem VM teče posamezna različica VNF. [3] 
3.3 Upravljavski sistem elementov EMS 
Blok EMS je zadolžen za tipične upravljavske funkcije VNF. Njegove naloge zajemajo 
funkcionalnosti, kot so: upravljanje z okvarami, nastavitvami, obračunavanje, upravljanje s 
ključnimi indikatorji zmogljivosti in varnosti, FCAPS (ang. Fault Configuration Accounting 
Performance Security, FCAPS). [3] 
 
Primeri elementov, ki so upravljani s strani EMS: 
 
− cable telephony media gateway, 
− media gateway, 
− soft switch, 
− video compression technology provider, 
− wireless broadband provider, 






3.4 Infrastruktura NFV 
Vključuje celotno infrastrukturo NFV, kamor spadajo: strojna oprema, programske 
komponente in omrežja, ki gradijo okolje za NFV in zagotavljajo procesiranje, shranjevanje 
in povezljivost vseh VNF prek virtualizacijskega sloja.  
Infrastruktura je lahko razpršena na več različnih lokacijah, ki jih povezujejo točke, kjer je 
možno implementirani omrežne funkcije kot virtualne omrežne funkcije in se imenujejo NFV-
POP.  
Infrastruktura lahko tudi  vključuje fizične omrežne funkcije; to so funkcije, ki jih zaradi 
določene omejitve (npr. fizični vmesniki) ni možno popolno virtualizirati.  
Virtualizacijski sloj ločuje strojne vire od programske opreme, ki teče na posameznih VNF in 
zagotavlja neodvisen življenjski cikel VNF, s tem da programski opremi dovoljuje uporabo 
virtualiziranih virov strojne opreme. [3] 
3.5 Virtualiziran infrastrukturni upravnik VIM 
VIM obsega funkcionalnosti, ki se uporabljajo za kontrolo in upravljanje interakcij, ki se 
izvajajo na VNF, kot so računanje, shranjevanje in omrežne storitve.  
VIM ima pri sebi popis programske opreme, ki teče na VNF-ju ter upravlja z računskimi in 
viri za shranjevanje podatkov, ki so namenjeni NFVI. Tako upravlja in dodeljuje vire 
virtualnim strojem in jih po potrebi tudi odvzema.  
Zadolžen je tudi za zbiranje ključnih indikatorjev zmogljivosti infrastrukture in analizo z 
vidika NFV. [3] 
3.6 Orkestrator z vidika NFV 
Orkestrator je zadolžen za orkestracijo in upravljanje z NFVI in programskimi viri, ki tvorijo 
omrežne storitve v NFVI. [3] 
3.7 Upravnik VNF 
Je odgovoren za življenjski cikel VNF, kot so:  
− sprožanje funkcij, 




− poizvedba o funkcijah, 
− luščenje  (scaling), 
− prenehanje (termination) VNF. [3] 
 
3.8 Storitve in opis infrastrukture 
Ta element zagotavlja informacijo o postavitveni šabloni za VNF, posredovalnih grafih VNF-










3.9 Referenčne točke blokov v  NFV-arhitekturi 
Kot je razvidno iz zgornje slike, so to točke, ki eksplicitno povežejo bloke v arhitekturi. 
− Povezava VI-HA: točka povezuje virtualizacijski sloj s strojnimi viri. Zbira in 
zagotavlja informacije o stanju strojnih virov, ki so potrebni za realizacijo VNF-
funkcij.  
− Povezava Vn-Nf: predstavlja povezavo v okolju, kjer so umeščeni VNF, v katerih so 
zagotovljeni strojni viri s strani NFVI-infrastrukture. Pri tej povezavi se tudi 
izmenjujejo podatki o stanju strojnih virov, od katerih so odvisne virtualne funkcije.  
− Povezava Or-Vnfm predstavlja povezavo, prek katere se pošiljajo zahteve s strani 
VNF-upravitelja za dodeljevanje, potrjevanje, rezervacijo virov. Pošiljajo se tudi 
potrditvena sporočila nazaj VN-upravitelju, ki so potrebna za pravilno konfiguriranje v 
okviru VNF-FG. Takšno izmenjevanje podatkov o stanju VNF je potrebno za 
ohranjanje pravilnega statusa v celem življenjskem ciklu.  
− Povezava Vi-Vnfm se uporablja za zahteve dodeljevanja virov s strani  orkestratorja.  
− Povezava Nf-Vi se uporablja za specifične naloge virtualiziranih virov pri zahtevi za 
dodelitev virov. Izmenjujejo se informacije o stanju strojnih kot tudi virtualiziranih 
virov.  
− Povezava OSS/BSS-Ma se uporablja za zahteve upravljanja življenjskih ciklov VNF-
funkcij. Ureja se politika upravljanja, izmenjujejo se podatki za analizo aplikacij kot 
tudi stanje samih aplikacij.  
− Povezava Ve-Vnfm koristi zahtevam po upravljanju življenjskih ciklov VNF-funkcij 
ter izmenjavi informacij o konfiguraciji FNV-funkcij, ki je neobhodna za upravljanje 
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4 Arhitektura NFV upravljanje in orkestracija NFV-MANO 
Medtem ko NFV-arhitektura zagotavlja temelje virtualnim omrežnim funkcijam, je kritično 
pomembno, da so v sami arhitekturi zagotovljena tudi pravila delovanja na način, kot to 
opisuje ETSI ISG NFV. Zato je zastavljena tudi organizirana arhitektura upravljanja NFV-
MANO, kjer so striktno določene entitete, ki kontrolirajo celotno arhitekturo NFV, od 
inicializacije VNF prek celotnega življenjskega cikla do njihove ukinitve. Ti procesi so 
vitalnega značaja, kajti sam cilj virtualnih funkcij v NVF so hitre spremembe funkcij in 
procesov glede na potrebe, ki znižujejo čas in stroške podjetij in korporacij.  
Arhitekturni okvir je predstavljen na funkcionalnem nivoju in se ne nanaša na specifično 
implementacijo, temveč pravilnik, kako morajo biti rešitve zastavljene v primeru, da se 
označijo po ETSI-standardih. 
NFV-MANO-arhitekturni okvir je sestavljen iz več funkcionalnih blokov, vsakemu bloku so 
predpisane točno določene zadolžitve in naloge, ki jih mora opravljati in upravljati v 
koordinaciji z ostalimi bloki. 
 




Slika 3: Arhitekturni pregled NFV-MANO [1] 
NFV-MANO z vidika upravljanja in orkestracije je razdeljen v treh funkcionalnih blokih: 
− NFV-orkestrator (ang. NFV Orchestrator), 
− VNF-upravitelj (ang. VNF Manager), 
− VIM-virtualiziran upravljalec infrastrukture (ang. Virtualized Infrastructure Manager). [1] 
4.1 Orkestrator NFV  
Orkestrator NFV ima dve glavni odgovornosti: 
− orkestracija NFVI-virov prek več VIM,  
 
− upravljanje z življenjskimi cikli omrežnih storitev NS. 
 
Upravljanje z NS pomeni uporabo postavitvenih šablon VNF-paketov. Med samim 
postavljanjem NS oz. VNF je potreben validacijski korak, zato se pred vsako postavitvijo 
funkcij dela avtentikacija in preverja integriteta postavitvene šablone.  
Arhitektura NFV upravljanje in orkestracija NFV-MANO 
17 
 
Pri on-board-anju se VNF-programski paketi, ki so zagotovljeni s strani VNF-paketov, pišejo 
v več NFVI-PoP s podporo od VIM. 
Z informacijami, ki jih dobiva orkestrator, se zagotavlja postavitev, posodobitev, poizvedbe, 
zbiranje informacije o performancah in korelaciji le-teh ter terminacijo VNF.  
Naloga orkestratorja je tudi upravljanje z viri. Vsaka zahteva za uporabo NFVI-virov se 
avtenticira in preverja zato, ker vsaka napačna ali neodobrena sprememba lahko vpliva na 
NFVI-PoP in na samo integriteto. Zato obstaja politika, ki skrbi za pravilno dodeljevanje teh 
virov.  
Orkestrator zbira informacije tudi o rabi NFVI-virov, ki jih VNF-ji uporabljajo, in povezuje te 
informacije z NFVI-zapisi. [1]  
4.2 Upravnik VNF 
Kot funkcionalni blok NFV-MANO nadzoruje upravljanje z življenjskimi cikli VNF-funkcij 
ter koordinira upravljanje, prilaganje konfiguracij in izmenjuje status o dogodkih med NFVI 
in sistemom za upravljanje elementov EMS (ang. element management system) in sistemom 
za upravljanje omrežja (ang. network management system). Naloge, ki jih VNFM izvaja, so: 
sprožanje novih VNF, vključno s pripadajočimi konfiguracijami, če je to zahtevano v 
postavitvenih šablonah (primer: konfiguracija IP-naslovov): 
− programske nadgradnje  ali posodobitve, 
− razne modifikacije VNF-instanc, 
− scaling instanc, povečevanje ali zmanjševanje, 
− popravljanje uničenih programskih postavitev, 
− terminacija instanc, 
− upravjanje z integriteto VNF, 
− koordinacija konfiguracij in poročanje o dogodkih med VIM in EM. [1] 
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4.3 Virtualizirani infrastruturni upravnik VIM  
Kontrolira in upravlja računske operacije NFVI, pomnilnik in omrežne vire. 
Za pravilno delovanje NFV-MANO mora biti arhitektura pravilno integrirana z vmesniki za 
aplikacijsko programiranje API (ang, Application programming interface) v obstoječih 
sistemih. Sloj MANO, upravljanje in orkestracija, se uveljavlja na podlagi šablon standardnih 
VNF in omogoča izbiro virov z NFVI, s katerimi se postavlja določena platforma ali element. 
Arhitekturni okvir  je sestavljen iz naslednjih repozotorijev: 
− NS-katalog – predstavlja repozitorij vseh on-board-anih omrežnih storitev, ki 
podpirajo ustvarjanje in upravljanje z NS-postavitvenimi šablonami prek 
povezav, priloženih v spodnji sliki. Te šablone so omrežni deskriptorji storitev 
NSD, virtualni deskriptorji povezav VLD in VNF, posredovalni grafi 
VNFFGD.   
− VNF-katalog – predstavlja repozitorij vseh on-board-anih VNF-paketov in 
podpira umeščanje in upravljanje  teh paketov prek povezav, ki so na voljo v 
NFV-MANO. NFVO in VNFM lahko delajo poizvedbe v tem VNF-katalogu o 
VNFD-deksriptorjih za razne operacije. 
− NFV-repozitorij instanc – vsebuje informacije o vseh instancah omrežnih 
storitev (NS) in VNF-instancah. Vsaka VNF-instanca je predstavljena z VNF-
zapisom ter vsaka NS je predstavljena s pripadajočim NS-zapisom. Ti zapisi se 
posodabljajo med delovanjem instanc glede na njihovo stanje. Takšna podpora 
NFVO in VNFM je vitalnega značaja za sledljivost virtualnih elementov in 
integriteto virtualnega okolja.  
− NFVI-repozitorij virov – ta repozitorij vsebuje informacije o razpoložljivosti, 
rezerviranosti in dodeljenih NFVi-virih, ki so odvzeti VIM-u. Ta repozitorij 
igra pomembno vlogo, ker v vsakem trenutku zagotavlja informacijo o 
zasedenosti virov in omogoča sledenje porabljenih virov po posamezni instanci 
med celotnim življenjskim ciklom. [1] 
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4.4 Funkcijski bloki  NFV-MANO 
Na podlagi NFV-arhitekturnega okvirja NFV-MANO vsebuje naslednje funkcijske bloke, ki 
delijo  referenčne točke v arhitekturi: [1] 
− upravljanje elementov (ang. Element management  –  EM), 
− virtualizirane omrežne funkcije – VNF, 
− OSS/BSS, 
− NFV-infrastuktura – NFVI.  
4.4.1 Element management EM 
− Je odgovoren za upravljanje z FCAPS funkcionalnostmi v VNF.  To vključuje: 
− konfiguriranje omrežnih funkcij, ki so zagotovljene od VNF,  
− upravljanje z napakami, ki se dogajajo na omrežnih funkcijah, 
− obračunavanje porabe omrežnih funkcij, 
− zbiranje podatkovo zmogljivosti omrežnih funkcij, 
− upravljanje z  varnostmi VNF-funkcij. [1] 
4.4.2 Operacijski in poslovni podporni sistemi OSS/BSS 
OSS/BSS so obstoječe kombinacije operaterskih in poslovnih sistemskih funkcij, pri čemer se 
v okviru NFV-MANO pričakuje, da imajo funkcije, s pomočjo katerih se bodo izmenjevale 
informacije med NFVO-MANO-funkcionalnimi bloki. Te funkcije morajo omogočati 
upravljanje in orkestracijo prvotnih (ang. Legacy) sistemov in lahko imajo storitve na voljo od 
začetka rešitve do končne točke, to je končne stranke v operaterskih omrežjih. [1] 
4.5 Referenčne točke NFV-MANO 
V primerjavi z NFV-referenčnimi točkami se ta odsek nanaša na povezovalne člene v okviru 
upravljanja in orkestracije. [1] Povezave so prikazane na sliki 3.  
 
4.5.1 OS-MA-NFVO 
To je povezava med OSS/BB in NFV-okrestratorjem in podpira naslednje: 
− upravljanje z  NS-deskriptorji in VNF-paketi, 
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− upravljanje z življenjskimi cikli NS, 
 zagon instanc NS, 
 posodobitev NS, 
 pridobitev informacij o NF (primer: pridobitev informacije o porabi 
NFVI-virov za eno NS,  
 povečevanje ali zmanjševanje obsega NF-instanc, 
 terminacijo NF. 
 
− Upravljanje z življenjskimi cikli VNF-instanc. To naredi tako, da take zahteve 
posreduje VNF-managerju. 
− Prek te točke se uveljavlja tudi politika omrežnih storitev NS, VNF-instanc in 
NFVI-virov. 
− Pridobivanje informacij o NF in VNF-instanc od OSS/BSS. 
− Posredovanje informacije o dogodkih, evidentiranje porabljenih virov iz NFVI, 
kot tudi obveščanje OSS/BSS.  
4.5.2 VE-VNFM-EM 
Ta referenčna točka se uporablja za izmenjavo informacij med EM in VNF-managerjem 
v primeru, da se EM zaveda virtualizacije in podpira naslednje:  
− sprožanje VNF, 
− poizvedbo o VNF-instancah (primer: pridobivanje trenutnega stanja določenih 
funkcij ali storitev), 
− posodobitev FNV-instanc, 
− terminacijo VNF-instanc, 
− posredovanje konfiguracijske informacije iz EM v VNFM in obratno. 
4.5.3 VE-VNFM-VNF 
Ta referenčna točka se uporablja za izmenjavo informacij med VNF in VNFM v primeru, da 
se EM ne zaveda virtualizacije. V tem primeru se vse informacije, ki bi se izmenjevale med 
Ve-Vnfm-em, sedaj izvajajo direktno na vsaki instanci VNF. 




Ta referenčna točka se uporablja za izmenjavo informacij med VIM in NFVI: 
− razporejanje navideznih strojev VM, vključno z računskimi in pomnilniškimi 
viri, 
− ažuriranje virov za VM, 
− migracijo VM, 
− zaključitev VM, 
− ustvarjanje in odstranjevanje povezave med različnimi VN, 
− konfiguracijo povezav med VM, 
− posredovanje informacij VIM-u o konfiguraciji, o odpovedi,  zapisi o uporabi 
NFVI-virov (fizične, programske in virtualizirane). 
4.5.5 OR-VNFM 
Ta referenčna točka se uporablja za izmenjavo informacij med NFV-orkestratorjem in VNF-
magagerjem, in sicer:  
− dovoljuje, potrjuje, rezervira in sprošča vire pri NFVI, 
− obdeluje zahteve za vire pri instanciranju novih VNF, 
− instancira VNF, 
− pridobiva informacije o stanju VNF-instanc, 
− posodablja instance, 
− spreminja obseg instanc, poizveduje stanje o VNF-paketih in posreduje 
dogodke, ki morebitno vplivajo na delovanje VNF ali Ns-instanc. 
4.5.6 OR-VI 
Ta referenčna točka se uporablja za izmenjavo informacij med NFV-orkestratorjem in VIM in 
koristi za: 
− rezervacijo ali sproščanje virov pri NFVI, 
− premestitev ali posodobitev virov pri NFVI, 
− dodajanje, brisanje ali posodobitev VNF-programskih paketov.  




Ta referenčna točka se uporablja za izmenjavo informacij med VNFM in VIM: 
− pridobivanje informacij o rezerviranih virih pri NFVI, 
− sproščanje ali prerazporeditev virov, 
− izmenjavo informacij o konfiguraciji, rezultatih meritev, podatkih o porabi 
NFVI-virov, ki so zasedeni s strani VNF-instanc. 
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5 Predstavitev ključnih komponent v Iskratelovi NFV-oblačni 
arhitekturi 
5.1 OpenStack 
OpenStack [6] je nabor programskih entitet za izgradnjo in upravljanje z oblačnimi 
računalniškimi platformami za javne in zasebne oblake. Podpirajo ga nekateri od največjih 
podjetij v IT-področju za razvoj programske opreme in gostovanje kot tudi več tisoč 
posameznih članov skupnosti OpenStack. Upravljan je s strani neprofitne organizacije 
OpenStack, nadzoruje tako razvoj in krepitev skupnosti v okviru projekta. 
OpenStack nam omogoča uvajanje virtualnih strojev in druge instance, ki urejajo različne 
naloge v oblačnem okolju. Proces uvajanja je enostaven, omogoča precej hitro postavljanje 
oziroma širjenje virtualnih strojev po potrebi.  
V oblačnih postavitvah je OpenStack predvsem za zagotavljanje računalništva za končne 
uporabnike v oddaljenih okoljih, kjer programska oprema teče kot storitev na zanesljivih in 
prilagodljivih strežnikih in ne na sami opremi končnega uporabnika. OpenStack spada v 
kategorijo infrastrukture kot storitev IaaS (ang. Infrastructure as a Service). Zagotavljanje 
infrastrukture pomeni, da OpenStack zagotavlja uporabnikom hitro dodajanje ali odvzemanje 
virtualnih instanc ali razne programske aplikacije, ki tečejo na infrastrukturi od OpenStack. 
− Nova  
− Swift in CEPH  
− Cinder  
− Neutron  
− Horizon 
− Keystone  
− Glance  
− Ceilometer  
− Heat   
Sama zasnova rešitve je odprtokodna, kar pomeni, da individualni razvijalci lahko dodajajo 
svoje komponente, da bi jih prilagodili za svoje potrebe. Za razliko od tega je skupnost 
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OpenStack določila devet ključnih komponent, ki so del jedra in so distribuirane kot celota, v 
kateri koli OpenStack sistem. Naslednje komponente so uradno podprte s strani Openstack 
skupnosti. 
5.2 FUEL   
Fuel [20] je odprtokodna rešitev za postavljanje in upravljanje Openstack. Razvoj se je 
dogajal v okviru skupnosti Openstack in podpira veliko vtičnih (ang. plug-in) projektov in 
rešitev. Predstavlja orodje, s katerim olajšamo in zmanjšamo čas za postavite, testiranje in 
vzdrževanje različnih Openstack postavitev in okolij. Predvsem je fokusirano in specializirano 
za avtomatizacijo postavitve Openstack, skupaj s programsko opremo tretjih oseb. 
Ključne lastnosti: 
− odkrivanje strojne naprave, 
− konfiguracija strojnih naprav prek uporabniškega vmesnika (urejanje IP-
omrežja in razdelitev medijev za shranjevanje podatkov), 
− možnost upravljanja z več OpenStack skupinami, 
− podpora za postavitve OpenStack z visokimi razpoložljivostmi, 
− pred in po postavitvi lahko izvaja testiranja in uveljavi postavitev OpenStacka, 
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5.2.1 Arhitektura FUEL 
 
Slika 4: Arhitektura FUEL [21] 
 
Arhitektura Fuel-a ni monolitična. Sestavljena je iz več neodvisnih komponent, nekatere od 
teh so specifične za FUEL, druge pa so storitve, kot so: Cobbler, Puppet, MCollective itd.  
− Uporabniški vmesnik UI je aplikacija, sestavljena iz ene strani, napisana v 
JavaScript. Je samostoječa aplikacija (ang. bootstrap), ki vsebuje tudi ogrodno 
omrežje.  
− Nailgun aplikacija je srce FUEL in, kot veliko drugih OpenStack projektov, je 
napisana v programskem jeziku Python. Implementira REST API in tudi 
upravljanje samih postavitev. Upravlja z mediji za shranjevanje s podatki o 
omrežni konfiguraciji in s katerimi koli podatki, ki so relevantni za same 
postavitve. S pomočjo orkestracijske logike izdeluje navodila za zagotavljanje 
in postavljanje po pravilnem vrstnem redu. Uporablja SQL-podatkovno bazo 
za shranjevanje podatkov ter protokol AMQP (ang. Advanced Message 
Queuing Protocol) za pravilno razvrščanje sporočil prek svojih delavcev (ang. 
Worker). Vsebuje tudi vrstični ukazni vmesnik CLI. 
− Astute je še ena komponenta, ki predstavlja vse delavce Nailgun aplikacije, ki 
imajo nalogo izvajati določene aktivnosti po navedbah zagotovljene od 
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Nailgun. Astute enkapsulira vse podrobnosti okoli interakcij z vseh vrst 
storitev, kot so Cobbler, Puppet, Shell skripte itd., in zagotavlja univerzalen 
asinhron vmesnik do teh storitev. Astute izmenjuje podatke z Nailgun prek 
AMQP-protokola.  
− Cobbler je storitev, ki se uporablja za zagotavljanje informacij.  
− Puppet je storitev, ki se uporablja za dejansko postavitev OpenStack. Pri tej 
storitvi je možno tudi postaviti MCollective agent za upravljanje in 
administracijo drugih okvirjev, kot so Chef, Saltstack itd.  
− MCollective agenti omogočajo specifične naloge, kot so čiščenje medijev za 
shranjevanje, sondiranje omrežnih povezav. 
− OSTF (OpenStack Testing Framework) je posebna komponenta. Uporablja se 
za verifikacijo postavitve po postavitvi. 
5.2.2   REST 
Pomeni predstavitveni prenos stanj (ang. Representational State Transfer, REST). 
Predstavlja protokol brez stanj, med klienti in strežniki, in v vseh primerih uporablja 
http-protokol za prenos informacij po IP-omrežjih. Ideja je v tem, da namesto uporabe 
kompleksnih protokolov in mehanizmov, kot so COBRA, RPC ali SOAP, uporablja 
enostaven HTTP za medsebojno komunikacijo.  
5.2.2 API  
Aplikacijski programski vmesnik (ang. application programming interface, API) so 
načini, protokoli in orodja za gradnjo programske aplikacije. API predstavlja 
programske instrukcije in standarde za dostop do WEB-bazirane programske opreme 
ali WEB-orodij. To so tudi programske opreme, ki jih en proizvajalec lahko izda, da bi 








− Nova [19] je primarni računalniški motor v OpenStack. Uporablja se za 
uvajanje in upravljanje virtualnih strojev in drugih instanc. Sestavljena je z 
veliko procesnih strežnikov, vsak pa izvaja drugačne funkcije. Uporabniški 
vmesnik je REST-API, medtem ko interne komponente komunicirajo s 
pomočjo RPC-protokola (ang. remote procedure call), ki omogoča klic za 
oddaljeni postopek.  
− API-strežnike procesirajo REST-zahteve, ki tipično vključujejo pisanje ali 
brisanje v podatkovni bazi in generirajo odgovore. RP-komunikacija se odvija 
prek knjižnice oslo.messaging. Vsaka komponenta Nova(e) lahko teče na več 
strežnikih, ki imajo kot skupno entiteto upravnik, ki posluša RPC-sporočila. 
Izključitev iz tega pravila je Nova-Compute, kjer edini proces teče na 
hipervizorju.  
− Nova uporablja centralno podatkovno bazo, ki je logično deljena med 
komponenti. Zahteve za dostop do podatkovne baze se proksirajo s pomočjo 
RPC-poročil prek centralnega upravitelja (ang.Nova-Conductor). 
 
Slika 5: NOVA - Blokovna shema [19] 
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− DB: podatkovna baza za shranjevanje podatkov. 
− API: komponenta, ki sprejema http-zahteve, konvertira ukaze in komunicira z drugimi 
komponentami prek oslo.messaging knjižnice ali http. 
− Scheduler: odloča, kateri gostitelj bo dobil določeno instanco. 
− Network: upravlja z IP-posredovanju, mostiči (ang. Bridge) in VLAN-i. 
− Compute: upravlja komunikacijo s hipervizorjem in virtualnimi stroji. 
− Conductor: ureja zahteve, ki potrebujejo koordinacijo za povečevanje ali zmanjševanje, in 
deluje kot proksi za podatkovno bazo. 
Uvaja se princip, da v realnih postavitvah imamo več Compute vozlišč kot ostalih komponent. 
5.4 Neutron 
Neutron [21] zagotavlja omrežno povezovanje v OpenStack. Pomaga pri zagotavljanju 
komunikacije s komponentami v OpenStack tako, da lahko vse postavitve na hiter in 
učinkovit način komunicirajo med seboj.  
V OpenStack-u je upravljanje z IP-omrežji posebna storitev, ki postavlja več procesov čez 
večje število vozlišč. Glavni proces pri omreženju je Neutron strežnik (ang. Neutron-server), 
demon, napisan v Python programskem jeziku, ki pošilja zahteve tenant-ov do dodatnih 
plugin-ov za dodatno procesiranje.  
Komponente v okviru OpenStack omrežja so: 
− Neutron server, ki vključuje tudi neutron plugin-e (neutron-*-plugin). 
− Ta storitev teče na omrežnem vozlišču in podpira omrežne API in pripadajoče 
razširitve. Uveljavlja IP-model omrežja, adresacijo vsakega porta. Za 
delovanje potrebuje neutron server dostop do podatkovne baze za shranjevanje 
podatkov in dostop do čakalne vrste in komunikacije.  
− Plugin agent (neutron-*-agent), ki teče na compute vozliščih in upravlja s 
konfiguracijo lokalnega virtualnega stikala (vswitch). Ta plugin se uporablja za 
ugotavljanje, kateri agenti tečejo. 
− DHCP-agent (neutron-dhcp-*-agent). 
Predstavitev ključnih komponent v Iskratelovi NFV-oblačni arhitekturi 
29 
 
− Zagotavlja DHCP-storitve na tenant omrežjih. Ta agent je enak pri vseh 
plugin-ih in je odgovoren za DHCP-konfiguracijo v IP-omrežju. Za delovanje 
potrebuje dostop do čakalne vrste.  
− Layer 3 omrežje agent (neutron-l3-agent). 
− Zagotavlja Layer3/NAT posredovanje za VM iz zunanjega omrežja v tenant 
omrežja. Tako tudi potrebuje dostop do čakalnih vrst za sporočanje.  
− Omrežni ponudnik storitve (ang. network provider services, SDN server). 
− Zagotavlja dodatne omrežne storitve tenant omrežij. SDN-storitve lahko 
komunicirajo z neutron strežnikom, neutron plugin-i in agenti prek REST API. 
 
Slika 6: Blokovna shema arhitekture in prikaz komunikacije neutron strežnika [21] 
 
Postavitev omrežne storitve v OpenStack na fizičnih strežnikih 
− Arhitekturna postavitev vključuje oblačni controller host, network host in niz compute 
hipervizorje za delovanje VM. 
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Slika 7: Shematski prikaz omrežne povezave  
− Management network 
Uporablja se za interno komunikacijo med OpenStack komponentami. IP-naslovi v 
tem omrežju so lahko dosegljivi samo v podatkovnem centru.  
− Guest network 
Se uporablja za komunikacijo med VM v oblačnih postavitvah. V tem omrežju je IP 
naslavljanje odvisno od OpenStack omrežnih plugin-ov in od konfiguracijske zahteve 
s strani tenant domene.  
− External network 
Se uporablja za zagotavljanje internetne povezave do VM, kjer mora biti vsak IP-
naslov dostopen z interneta. Ta domena je javna.  
− API network 
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To omrežje izpostavlja vse API-je, ki tečejo na OpenStack-u, vključno z omrežnimi 
API-ji. IP-naslovi so dosegljivi z interneta in so lahko tudi del istega zunanjega 
omrežja. Ta domena je prav tako javna.  
5.5 Horizon 
Predstavlja armaturna plošča za OpenStack in zagotavlja WEB-baziran uporabniški vmesnik 
do storitev, kot so Nova, Swift, Keystone itd.  
5.6 Keystone 
Keystone [9] je Openstack projekt, ki zagotavlja storitve, ki omogočajo identifikacijo, in v 
bistvu predstavlja mapo s seznama vseh uporabnikov oblaka OpenStack, vključno s 
povezavami do vsake storitve v oblaku, do katere imajo le-ti pravice.  
Keystone upravlja svoje naloge na podlagi Identity API, katera na splošno skrbi za 
avtentikacijo in dovoljenje uporabe v okviru OpenStack-a. 
Identifikacija se odvija po principu izdajanja žetonov overjenim uporabnikom. V zaledju se 
uporablja SQL-podatkovna baza, kjer se hranijo identitete. Identitete so shranjene v obliki 
zgoščenih sporočil HASH, ki so narejena na podlagi uporabniških gesel. Ko se uporabniki 
prijavljajo, se njihova gesla preverjajo v podatkovni bazi.  
 
Slika 8: Potek tipičnega overjanja s KeyStone v okviru OpenStack projektov [9] 




Projekt [22] zagotavlja storitve, s katerimi uporabniki lahko nalagajo in uporabljajo podatke, 
ki so mišljeni za uporabo v povezavi z ostalimi storitvami. Podatki vključujejo slike 
programske opreme in druge metapodatke.  
Storitve, ki jih zagotavlja Glance, omogočajo odkrivanje, registriranje in pridobivanje slik 
virtualnih strojev VM. Komunikacija poteka prek RESTful API. Običajno se uporablja http-
protokol za pridobivanje podatkov o slikah VM. Slike VM, ki so dostopne prek Glance, se 
lahko hranijo na več lokacijah, od enostavnih datotečnih sistemov do objektno orientiranih, 
kot sta OpenStack Swift  ali Ceph. 
Uporabnikom omogoča prek REST API izvajati zahteve, ki se procesirajo prek klient-
strežnika tipa arhitekture. Glance upravlja domenski krmilnik z notranjimi operacijami, ki so 
razdeljene v slojih. Vse datoteke (slike VM) in operacije okrog njih se izvajajo s pomočjo 
glance_store knjižnice, ki je zadolžena za komunikacijo z datotečnimi sistemi. Uporablja se 
centralna podatkovna baza (Glance DB), ki je deljena med komponentami.  
 
Slika 9: OpenStack Glance athitektura [22] 
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Prisotne komponente v Glance arhitekturi:  
− Client – katera koli aplikacija, ki uporablja Glance strežnik, 
− REST API – Glance funkcionalnosti so izpostavljeni prek REST, 
− Database Abstraction Layer (DAL) – API, ki unificira komunikacijo med Glance in 
podatkovnimi bazami, 
− Glance domain controller – posredniška oprema, ki implementira glavne Glance 
funkcionalnosti, kot so: pooblastitev, obveščanje, politika, povezave s podatkovno bazo, 
− Glance Store – se uporablja za organizacijo vzajemnega delovanja Glance z raznimi 
podatkovnimi skladišči, 
− Registry Layer – ta sloj je opcijski in se uporablja za organizacijo varne komunikacije 
med domeno in DAL. 
5.8 HEAT  
Je orkestracijska komponenta od OpenStack-a [18], ki omogoča razvijalcem shranjevanje 
zahtev za oblačne aplikacije v mapi, ki definira, kateri viri so potrebni za določeno aplikacijo. 
Predstavlja orkestracijski mehanizem za zagon več oblačnih aplikacij, ki so bazirane na 
šabloni, napisani v tekstovni obliki, in se računajo za kode. HEAT zagotavlja izvirne 
OpenStack-ove API-je (ang. OpenStack-native API). 
HEAT template-i opisujejo infrastrukturo oblačnih aplikacij v tekstovni mapi, ki je berljiva 
tudi človeku za možne popravke v kodi. Infrastukturni viri, ki so lahko opisani, vključujejo: 
strežnike, plavajoče IP-naslove, varnostne skupine, uporabnike itd. Zagotavlja avtomatske 
scaling storitve, ki so integrirane v in pod nadzorom aplikacij, ki so za merjenje KPI. 
Template-i tudi specificirajo relacijo med viri, kar omogoča, da HEAT pokliče OpenStack 
API-je in kompletno postavi infrastrukturo v pravilnem vrstnem redu in zažene aplikacije. 
Upravlja s celotnim življenjskim ciklom aplikacije. Kadar potrebujemo kaj dodatnega od naše 
aplikacije, enostavno spremenimo template in posodobimo stanje. Poleg tega, da upravlja z 
infrastrukturo, se HEAT tudi dobro integrira z upravljavskimi orodji, kot sta Puppet in Chef.  
Arhitektura HEAT je sestavljena iz naslednjih komponent:  
− Orodje HEAT, ki integrira CLI, ki komunicira z raznimi API-ji. Vendar to ni nujno, lahko 
se direktno dostopa do HEAT API;  
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− HEAT API je komponenta, ki zagotavlja OpenStack-native REST API, ki procesira API-
zahteve s tem, da jih pošilja prek RPC-protokola do HEAT-engine-a; 
− HEAT-api-cfn je komponenta, ki zagotavlja AWS API-poizvedbe; 
− HEAT-engine je glavni poganjalec, ki upravlja z orkestracijo tako, da sproža template-e in 
zagotavlja informacije o dogodkih nazaj API-uporabniku. 
5.9 CINDER 
Je OpenStack komponenta [23], ki odkriva blokovne naprave virtualnim strojem. Upravlja 
storitve, ki zagotavljajo shranjevanje v blokovni obliki (ang. Cinder volumes). Virtualnim 
instancam omogoča shranjevalno mesto tako, da predstavlja ene vrste gonilnik in hkrati 
povezovalni člen za CEPH.  
Cinder vsebuje 27 shranjevalnih golnilnikov, od katerih so samo 4  odprtokodni: Ceph RBD, 
GlusterFS, NFS in LVM. 
5.10  Ceph 
Je trenutno najbolj perspektivna programsko definirana shranjevalna tehnologija (ang. 
Software Defined Storage, SDS) [8].  Je odprtokoden projekt, ki se uporablja za blokovno, 
datotečno in objektno shranjevanje. Zastavljen je zanesljivo, za masivno prilagodljive sisteme, 
ki nimajo slabe točke odpovedi.  
CEPH temelji na inteligenčnih objektih, ne glede na to, ali gre za blokovno ali  datotečno 
shranjevanje. Za razliko od tradicionalnih sistemov za shranjevanje, ki ne morejo podpreti več 
točk izpada, CEPH temelji na popolnoma novi arhitekturi. Uporablja se CRUSH algoritem 
(ang. Controlled Replication Under Scalable Hashing). Namesto iskanja v tabeli za 
metapodatke, kjer se nahajajo podatki, algoritem na zahtevo preračunava, kje naj bi se 
nahajali podatki, in jih tam hrani, kasneje pa bere. Ta postopek za današnje procesorje ni 
zahteven, tudi zaradi tega, ker se računska moč lahko razdeli na več skupinskih vozlišč. Zato 
ni potrebe po tabeli z metapodatki o strukturi shranjevanja.  
CEPH se zaveda infrastukture, kar pomeni, da razume povezave med raznimi komponentami 
in hrani podatke v različne odpovedne cone, kot so: trdi diski, vozlišča, stojala, podatkovni 
centri itd. CRUSH shranjuje kopije podatkov na tak način, da so tudi pri odpovedi kopije 
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dostopne. V primerjavi z RAID-standardom (Redundant array of independent disks), ki 
potrebuje več kot en trdi disk za delovanje in s tem povečuje stroške vzdrževanja, ker moramo 
zagotoviti več fizičnih trdih diskov, je CEPH precej cenovno ugoden. 
Arhitektura CEPH: 
 
Slika 10: Blokovna shema arhitekture CEPH [13] 
 
− CEPH Monitors (MON) – CEPH-nadzorniki spremljajo celotno stanje skupine v mapi. V 
posebni mapi pa se ločeno hranijo informacije o vsaki komponenti (OSD mapa, MON 
mapa, PG mapa, CRUSH mapa). 
− CEPH Object Storage Device (OSD) – ko aplikacija izda zahtevo za pisanje, se podatki 
shranjujejo v OSD v formi objektov. Samo v tej komponenti se dejansko vpisujejo 
uporabniški podatki. Ti se pridobivajo, ko klienti zahtevajo branje teh podatkov. OSD-
demon je povezan s trdim diskom v svoji skupini. To pomeni, da je število trdih diskov v 
CEPH-skupini enako številu OSD-demonov.  
− CEPH Metadata Server (MDS): ta strežnik skrbi za hierarhijo datotek in hrani 
metapodatke za CEPH-datotečni sistem.  
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− RADOS (Reliable Autonomic Distributed Object Store) je srce CEPH-a. Vsi podatki se 
hranijo v obliki objektov. RADOS je odgovoren ne glede na tip podatkov. Sloj RADOS 
skrbi, da so podatki  vedno konsistentni tako, da izvaja replikacijo, detektira izpade in 
migracije podatkov. Med različnimi skupinami tudi balansira podatke.  
− Librados je knjižnica, ki zagotavlja pot do RADOS-a s pomočjo PHP, Ruby, Java, 
Python, C in C++ programskih jezikov. Predstavlja izviren vmesnik do RADOS-skupine 
in osnovo za RBD, RGW in CephFS, ki so zgrajeni čez knjižnice librados.  
− RADOS Block Devices (RBD) – zagotavlja blokovno shranjevanje podatkov čez več 
OSD. RBD je zgrajen čez knjižnice librados.  
− RADOS Gateway interface (RGW) – zagotavlja objektno shranjevanje podatkov na 
podlagi librgw knjižnice (ang. Rados Gateway Library) in omogoča aplikacijam dostop 
do CEPH-a. Ta način shranjevanja podatkov je kompatibilen z OpenStack Swift-om. 
− CephFS (ang. File system) je datotečni sistem, ki temelji na POSIX (standardu, izdanem s 
strani IEEE) za shranjevanje podatkov. Kot RBD in RGW je tudi ta implementiran kot 
izviren vmesnik librados knjižnice.  
CEPH-shranjevalna skupina nima posebnih zahtev za strojne opreme. Dela na navadnih trdih 
diskih, ki so del strežniške opreme. Tečejo na standardni Linux distribuciji.  
Druga možnost za shranjevanje podatkov v okviru OpenStack-a je SWIFT. Za razliko od 
CEPH-a Swift zagotavlja samo objektno shranjevanje podatkov. Zasnovan je bil od samega 
začetka OpenStack-a in predstavlja bolj vsebnik (ang. Container) kot datotečni sistem.  
V okviru NFV in orkestracije se je Iskratel odločil za uporabo CEPH-a.  
5.11   OPENBATON NFVO 
Je odprtokodna rešitev [7], ki kompletno pokriva nalogo upravljanja in orkestracije v okviru 
NFV-MANO. Do sedaj smo povedali, da za upravljanje z življenjskimi cikli VNF na podlagi 
njihovih descriptorjev, potrebujemo VNF-Manager. Ta je implementiran kot del OpenBaton-a 
in podpira definiranje VNF s pomočjo VNF-paketov VNFP. S pomočjo Java SDK (vnfn-sdk) 
lahko napišemo novi VNFM. Obstoječi VNFM lahko integriramo z OpenBaton NFV, ki prek 
Or-Vnfm-referenčne točke komunicirata s pomočjo REST API.  
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OpenBaton vsebuje plugin mehanizme za dodeljevanje ali odstranjevanje različnih VIM-ov, 
brez da bi spreminjali orkestracijsko logiko. Openstack-plugin povezuje NFVO do VIM, ki je 
po navadi in tudi v našem primeru OpenStack. 
 
Slika 11: Shematski prikaz MANO-komponente [6] 
Popolnoma omogoča avtomatsko luščenje v skladnosti z ETSI-zahtevami. Ta mehanizem 
širjenja in krčenja VM je implementiran v Java programskem jeziku in uporablja spring.io 
okvir.  
Za povezovanje NFVO z VIM (OpenStack) se uporablja OpenStack API – to je REST API, ki 
predstavlja odprtokodno knjižnico na podlagi jClouds in se uporablja v oblačnih rešitvah za 
povezovanje na OpenStack. 
 
Za povezovanje NFVO z generičnim VNFM se uporablja AMQP-protokol, ki je zasnovan na 
podlagi RabbitMQ (Message Broker), ki predstavlja programsko opremo, ki ima nalogo 
prenašanja sporočil na podlagi čakalnih vrst. Aplikacije prek te čakalne vrste lahko prenašajo 
podatke. Aplikacija svojo informacijo pošlje čakalni vrsti, kjer se podatki tudi hranijo, vse 
dokler se druga aplikacija, kateri je bila mišljena ta informacija, ne poveže na čakalno vrsto in 
prejme podatke. Uporabljajo se tudi REST API. 
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Za povezovanje generičnega VNFM z EMS, ki se nahaja znotraj VNF, se uporablja tudi 
AMPQ (RabbitMQ). 
 
Na spodnjem diagramu je predstavljena komunikacija med NFVO (OpenBaton), generičnim 
VNFM in EMS, ki teče znotraj VM. 
 
Slika 12: Komunikacija med NFVO, VNFM in EMS 
 
Potek zagona novih VNF-instanc je lahko implementiran na dva načina: 
 
− z razporeditvijo virov s strani NFVO, 
− z razporeditvijo virov s strani VNF-Managerja. 
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Pri prvi možnosti se pri prvem koraku pošljeta dve sporočili: 
o Grant_operation sporočilo: preverja se, ali so viri na želeni PoP-referenčni 
točki prosti. Če je to isto sporočilo vrnjeno nazaj, so viri na voljo in je možno 
poslati sporočilo z zahtevo za razporeditev virov (allocation_resource). V 
nasprotnem primeru se pošlje sporočilo z napako;  
o Allocate_resource sporočilo: to sporočilo prosi NFVO za zagotovitev virov in 
v primeru pozitivnega odgovora je odgovor z istim sporočilom sprejet pri 
VNFM. 
 
Nato je VM ustvarjena ter so VNF-zapisi izpolnjeni z vrednostmi, ki jih lahko najdemo 
direktno v VirtualNetworkFuncionRecord - > VirtualDeploymentUnit -> VNFCInstance.  
 
Dodatno nam omogoča povezati še Zabbix za nadzorovanje našega sistema prek Zabbix 
plugin-ov. Porabnika, NFVO in VNFM sta neodvisna od sistema za nadzorovanje. 
Komunikacija poteka s pomočjo Zabbix-plugin-a, ki je zasnovan na osnovi¸objektnih 
JavaScript zapisov, JSON. 
 
Slika 13: Shematski prikaz MANO-komponente in ZABBIX [6] 




V okviru tega sistema implementiramo dva vmesnika, in sicer: 
− VRFM (ang. Virtualised Resource Fault Management), prek katerega poteka 
naročanje na storitve, obveščanje in posredovanje alarmov, 
− FRPM (ang. Virtualised Resource Performance Management). 
5.12  Merjenje KPI-cenilk v okviru NFV-oblačne arhitekture  
V Iskratelu smo se odločili, da za NFV-MANO-sistemske metrike uporabimo Zabbix. Naši 
cilji so bili, da z nadzorom virtualnih elementov ugotavljamo, ali se ključni parametri sistema 
nahajajo v normalnih vrednostih. V primeru odstopanja od referenčnih vrednosti lahko sistem 
izvede avtomatske ukrepe, ki sistem vrnejo v normalno stanje. Če avtomatski ukrep ni mogoč, 
sistem prek alarmiranja obvesti vzdrževalno osebje, da je potreben ročni poseg. Na ta način 
lahko zagotavljamo ustrezno kvaliteto storitev QoS.  
Metrike se izvajajo neposredno na VM, znotraj VNF-funkcij in na NFVI, na compute in 
controller vozliščih, pri čemer metrika ne sme biti invazivna, zaradi nje se ne smejo poslabšati 
zmogljivosti sistema.  
Zabbix je podjetniško odprtokodna rešitev oddaljenega nadzora. Napisan je bil leta 2005, 
avtor je Alexei Vladishev. Zabbix se aktivno razvija in podpira v okviru Zabbix LLC.  
To je programska oprema, ki prek omrežja omogoča nadzor nad številnimi parametri različnih 
strežnikov (hosts), prvenstveno namenjen nadzoru IT-infrastrukture. Omogoča grupiranje 
informacij z namenom maksimalnega izkoriščanja virov (ang. Pooling) kot tudi trapping. Ima 
WEB-uporabniški vmesnik, prek katerega se lahko nadzorujejo vsi elementi administrirane v 
Zabbix. Omogoča prožila in fleksibilne mehanizme za obveščanja v primeru dogodkov (e-
pošta, razne skripte itd.). Zabbix podpira tudi HTTP API, ki ga izkoriščamo, da stanje 
nadzorovanih elementov pošiljamo v NFV-MANO-okolje in s tem zagotovimo informacije, 
na podlagi katerih se orkestrator odloča o potrebnih ukrepih, da bi sistem vrnil v stabilno 
stanje.  




Slika 14: Zabbix arhitektura  [17] 
Na arhitekturnem nivoju; Zabbix strežnik je sestavljen iz repozitorij baze, ki je lahko MySQL, 
PostgreSQL, Oracle, SQLlitte. Čelna postaja (ang. Frontend) je na podlagi Apache HTTP 
Web-strežnika in hiperbesedilni predprocesor PHP.  
Terminologija in elementi v Zabbix 
− Host – omrežna naprava, ki jo nadzorujemo in ima svoj IP/DNS. 
− Item – točno določen podatek, katerega vrednost želimo nadzirati. 
− Trigger – logični izraz, ki glede na pragovne vrednosti določa, ali imamo problem. Če so 
vrednosti nad pragom, preidemo iz stanja “OK” v stanje “Problem”. 
− Event – Enkraten dogodek nečesa, kar zahteva našo pozornost, tipična sprememba stanja 
iz “OK” v “Problem”. 
− Action – v naprej določen odziv na dogodek. 
− Template –  množica v naprej pripravljenih entitet (Item, trigger, graph ...), ki jih lahko 
uveljavimo na posamezen host. 
− Zabbix agent – proces, namenjen nadzoru lokalnih virov na host-u. 
Vrste metrik:  
− CPU-statistike (obremenitev in poraba), 
− poraba pomnilnika, 
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− poraba medijev za shranjevanje, 
− prehodni časi med elementi. 
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6 Iskratelova NFV-privatna platforma računalništva v oblaku 
Potreba po NFV v okviru Iskratela je nastala precej zaradi zniževanja stroškov pri postavitvi 
kompleksnih arhitekturnih zasnov, zmanjševanja potrebne strojne opreme ter zanesljivosti 
upravljanja velikega števila komponent.   
V praktičnem delu diplomskega dela smo zasnovali in vzpostavili Iskratelovo rešitev za NFV-
oblačno platformo. Iskratel se je odločil, da bo svoje platforme gradil po ETSI NFV-
standardih in se bo trudil standardizirati informacijske bloke, ki gradijo NFV-rešitev.  
Glavni cilj je bil izgraditi NFV-oblačno platformo, ki bo zajemala vse produkte, ki jih je 
možno virtualizirati. To so produkti, kot so SI3000 Call Server, SI3000 Border Gateway. 
SI3000 Media Server, SI3000 Compact IMS  itd. ki so do sedaj potrebovali  obstoječo 
namensko strojno opremo za delovanje. To je bil prvi korak, ki je vodil h kompleksni 
arhitekturni rešitvi NFV-MANO.   
Sledila je analiza na trgu, na podlagi katere smo zastavili arhitekturo. Pri izbiri programske 
opreme oziroma bloka v naši arhitekturi smo se odločili za produkte, opisane v prejšnjem 
poglavju.  
6.1 Arhitektura 
Določili smo minimalne zahteve po strojni opremi strežnikov na podlagi predvidenih 
porabnikov v testni postavitvi: 
− CPU  – Intel Xeon E5-2600v2 Series, 
− trdi diski:  2-krat 1 TB HDD + 1-krat 100 GB SSD,  
− standardna HDD-trda diska se uporabljata za operativne sisteme OS ter za objektno 
shranjevanje s CEPH, 
− pomnilnik: 32 GB minimum, 
− redundantno brezprekinitveno napajanje, 
− omrežne vmesnike: minimalno 4-krat 1 Gb/s in 1–2-krat 10 Gb/s. 
 





Slika 15: Arhitekturna zasnova Iskratel NFV MANO [12] 
 
Iz MANO vidne točke bomo kot orkestrator implementirali OpenBaton, ki je tudi generičen 
VNFM. Z infrastukturo bomo upravljali z Mirantis OpenStack-om.  
 
Povezava med NFV in NFVO: 
− opis podatkovne baze je sestavljen iz NS-deskriptorjev, VNF-deskriptorjev, VNFM in 
VNFM-paketov. OpenBaton šteje tudi nekaj Iskratelovih plugin-ov.  
 
Slika 16: Povezava med NFV in NFVO [12] 
 




Povezava NFV – VNFM 
 
Slika 17: Povezava NFV in VNFM [12] 
 
Povedali smo, da OpenBaton vključuje tudi generičen VNFM, in v okviru tega smo vključili 
še Iskratelov MNS-upravljalec z vozlišči. Ta bo odgovoren za življenjske cikle VNF, 
vključujoč z instanciranjem VNF, skaliranjem VNF, posodobitvah, nadgradnjah ter ukinitvah.  
 
Iskratel NFV – Element management (EM) 
 
Slika 18: Povezava med NFV in Element Management EM [12] 
 
EM je odgovoren za FCAPS funkcionalnosti samih VNF, ki zajemajo: 
− administracijo omrežnih funkcij, 
− upravljanje z napakami, 
− obračunavanje porabe VNF, 
− zbiranje podatkov o zmogljivosti in meritve, 
− upravljanje z varnostjo. 
 
& Iskratel extensions  
/ Iskratel MNS  
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− EMS je zasnovan na OpenBaton z Iskratel dodatki. 






Slika 19: Povezava med NFV in NFVI [12] 
Arhitektura NFVI je bazirana na OpenStack, ki je postal Iskratelov VIM. Hramba podatkov se 
izvaja na podlagi CEPH. 
 
Iskratel NFV-varnostna politika 
Iz aspekta varnosti smo morali poskrbeti za pravilno identificiranje in dostopovne pravice 
vsake aplikacije. To zagotavljamo s pomočjo Keystone, ki preverja na podlagi žetonov. [12] 
6.1.1 Omrežna arhitektura Iskratel oblačne platforme 
Omrežna komponenta Iskratel oblačne platforme, ki je bazirana na OpenStack, je prikazana 
na sliki 20. 
Če so VNF-instance locirane na istem Compute vozlišču, promet potuje samo po Layer 2 
omrežju v tem vozlišču. 
Če so VNF locirane na različna vozlišča, promet potrebuje Layer 3 usmerjanje in v tem 
primeru potuje prek vRouter-je (V-usmerjevalnike).  
V primeru, da je omrežni promet namenjen zunanjemu omrežju, potem se promet usmerja 
fizičnemu usmerjevalniku. 
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Omrežni promet je taggiran  z internimi VLAN-znački v vsakem Layer 2 omrežju. Ko zapusti 
to omrežje, je ponovno označen (ang. taggiran), v primeru VLAN segmentacije ali pa 
enkapsuliran, v primeru tuneliranja s pomočjo protokolov za tuneliranje. [12] 
 
Slika 20: Omrežna arhitektura Iskratel oblačne platforme [12] 
6.2 Praktična postavitev Iskratel  NFV-MANO 
V tem delu bomo predstavili praktični preizkus 
Začnemo s postavljanjem FUEL-strežnika, ki je nato uporabljen za instalacijo OpenStack-a. 
Postavimo ga na zasebni strežnik, ki je lahko postavljen direktno, ali na virtualni stroj, kjer je 
hipervizor irelevanten. Lahko je KVM, VirtualBox ali podobno. Trenutna verzija Mirantis 
Openstack-a (FUEL) je 8.0.  




Slika 21: Vstopno okno Fuel 
Postavimo novo okolje – Enviroment – in izberemo Openstack postavitve. V naslednjih 
korakih izberemo KVM za našega hipervizorja, Neutron z VLAN-segmentacijo ter CEPH za 
shranjevanje podatkov.  
V tem okolju nastavimo tri controller vozlišča in dve Compute vozlišči. 
 
 
Slika 22: Prikaz vozlišča v Fuel 
Kot naslednji korak konfiguriramo trde diske, ki morajo biti pravilno porazdeljeni za uporabo 
pri operativnih sistemih ter CEPH. Nato nastavimo omrežne vmesnike na podlagi zgornje 
sheme. 
Pripravimo nastavitve na postavitev OpenStack-a in postavimo. Instalacija traja skoraj 2 uri.  




Slika 23: Postavitev OpenStack s pomočjo Fuel 
Postavitev OpenStack s pomočjo FUEL 
 
[root@fuel ~]# fuel node 
 
id | status | name          | cluster | ip         | mac               | roles                | pending_roles | online | group_id 
---|--------|---------------|---------|------------|-------------------|----------------------|---------------|--------|--------- 
12 | ready  | NODE3 (92:15) | 4       | 10.20.0.9  | a0:36:9f:5c:92:15 | ceph-osd, controller |               | True   | 4 
10 | ready  | NODE2 (91:ed) | 4       | 10.20.0.7  | a0:36:9f:5c:91:ed | ceph-osd, controller |               | True   | 4 
11 | ready  | NODE4 (91:8d) | 4       | 10.20.0.8  | a0:36:9f:5c:91:8d | ceph-osd, compute    |               | True   | 4 
14 | ready  | NODE1 (90:85) | 4       | 10.20.0.10 | a0:36:9f:5c:90:85 | ceph-osd, controller |               | True   | 4 
13 | ready  | NODE5 (9c:19) | 4       | 10.20.0.5  | a0:36:9f:5c:9c:19 | ceph-osd, compute    |               | True   | 4 
 
 
Ko je OpenStack okolje postavljeno, sta prvo, kar naredimo, urejanje dostopov ter varnostna 
politika sistema. Postavimo pravila za SSH in ICMP ter s tem zagotovimo, da do virtualnih 
instanc lahko pridemo prek teh protokolov Treba je še dodati varnostne skupine, ki vsebujejo 
Iskratelova NFV-privatna platforma računalništva v oblaku 
50 
 
listo dovoljenih IP-protokolov ter portov, prek katerih so določene storitve dostopne, ki bodo 
dovoljene ali prepovedane kot TCP, UDP, ird, ICMP. Itd.mp. 
 
 
Slika 24: Primer izhodiščne tabele varnostih skupin 
 
Nadaljujemo s postavljanjem orkestracijske storitve čez OpenStack oblaka na zasebna VM, ki 
bo dosegljiva na plavajoči IP-naslov, od same VM moramo dostopati po portu 8080, 
http://<floating-ip>:8080. Naložiti moramo ustrezno sliko operacijskega sistema, zagotoviti ime 
in lokacijo slike, ki je dostopna na http repozitorij: 
»http://centos70mano.iskratel.si/IT_MANO/IT_OPENBATON/it_openbaton_img/«. 
Primer nalaganje slike v OpenStack:  
$ glance image-create \ 
    --name it-openbaton-img-1.0.0 \ 
    --location http://centos70mano.iskratel.si/.../it-openbaton-img-1.0.0.qcow2 \ 
    --disk-format qcow2 \ 
    --container-format bare 
  
Enako lahko zagotovimo prek Horizon uporabniškega vmesnika. Za postavitev samega 
orkestratorja moramo zagotoviti osnovno sliko ter ime orkestratorja OpenBaton, ustrezno 
definirati notranje in zunanje omrežje, ki je že ustanovljeno v OpenStack. Ta postopek lahko 
izvedemo prek CLI ali pa prek Horizon-a.  
 
$ heat stack-create it-openbaton-stack \ 
    --template-file image/it-openbaton-hot.yaml \ 
    -P openbaton_image=it-openbaton-img-1.0.0 \ 
    -P openbaton_tar_url=http://172.30.23.153/IT_OPENBATON-1.0.0.tar.gz \ 
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    -P openbaton_int_network=admin_internal_net \ 
    -P openbaton_ext_network=admin_floating_net 
 
Po tem koraku je naš orkestrator postavljen in delujoč. Videz orkestratorja je prilagojen 
Isratelu. Kot naslednji korak se lotimo testiranja našega sistema. OpenBaton predlaga testni 
scenarij postavljanje IPERF NS.  
IPERF je testno orodje, ki lahko generira omrežni promet po TCP ali UDP-protokolih. 
Pogosto se uporablja za merjenje propustnosti v enem IP-omrežju.  
 
Določili smo HTTP-repozitorij:  
http://centos70mano.iskratel.si/IT_MANO/IT_OPENBATON/tests/IPERF 
Preden je storitev postavljena, je treba naložiti datoteke ter spremeniti config.yaml na podlagi 
našit potreb:  
openbaton-endpoint: http://localhost:8080/api/v1/: 
openstack-endpoint: https://nfvmano.iskratel.mak:5000/v2.0  
Postavitev IPERF NS: 
$ ./iperf-test.py --setup test-1 
Running simple iperf test ... 
OpenBaton API : http://localhost:8080/api/v1/ 
OpenStack API : https://nfvmano.iskratel.mak:5000/v2.0 
Name prefix   : test-1 
Executing SETUP ... 
VIM instance test-1-iperf-vim (24c538c0-70d7-48e8-a50e-655f325c5467) successfully registered! 
VNF package iperf-client-test-vnfd-package (be0a7200-cf6b-4e93-9634-683dba5c7f37) successfully uploaded! 
VNF package iperf-server-test-vnfd-package (eb4e382d-5a84-41fe-aea7-c4eefe4e9efc) successfully uploaded! 
NS descriptor test-1-iperf-nsd (5d3e4519-d1c9-4f91-a9b5-2e9c4709e24b) successfully uploaded! 
Done! 
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Po uspešnem postavljanju IPERF NS, ki mora teči na Openstack-u in bo viden v OpenStack 




Slika 25: Dodana PoP-instanca 
V katalogih lahko pogledamo naše dodanje NS in VNF-deskriptorje, VNF-paketov  
 
Slika 26: NS, VNF in VNF-deskriptorji v Iskratel OpenBaton 
S tem zaključimo postavljanje našega sistema. Naš cilj še ni dosežen, kajti ideja pri 
orkestraciji je avtomatsko upravljanje z virtualnimi elementi. V ta namen smo uporabili 
Zabbix, ki ni prvenstveno namenjen za pošiljanje ključnih indikatorjev zmogljivosti 
orkestratorju KPI, ampak je zastavljen kot odprtokodna rešitev za zajemanje informacij. 
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Odprtokodne narave smo uporabili za izvoz naših KPI, ki prek Zabbix pluginov komunicirajo 
z OpenBaton-om.  
Zato smo strežnik Zabbix postavili kot del OpenStack-a, ki si v našem primeru delita isto 
podatkovno bazo. Zabbix-plugin vsebuje že vse osnovne šablone za nadzorovanje OpenStack 
infrastukture. To nam je povzročilo težave, kajti nismo planirali tako hitrega povečanja 
podatkovne baze.  
Velikost podatkov na dan je 24 x 3600 x število_item_na_sec x 90, kar nam je za 5000 točno 
določenih podatkov pri 60 sekundnem vzorčenju prineslo več kot 650 MB na dan. Zato smo 
morali posodobiti nadzorovanje.  
  
 
Slika 27: Zabbix nadzorna plošča in število nadzorovanih podatkov.  
Čeprav Zabbix podpira SNMP-verzije 1,2,3 ter SNMP-trap, smo se odločili, da bomo 
performance merili prek Zabbix agentov, ki bodo tekli na vseh instancah, ki jih imamo v 
nadzoru.  
 
Naslednji korak je bil izvoz alarmov v OpenBaton, na podlagi katerih se bo izvajala 
avtomatska orkestracija. Zaenkrat smo se odločili, da bomo izvajali vertikalno širenje/krčenje 
virtualnih elementov. To pomeni, da vse spremembe, ki se bodo avtomatsko izvajale na 
podlagi KPI-cenilk, bodo v okviru enega samega elementa.  
 
V zabbix konfiguracijski datoteki zabbix_server.conf dodamo naslednjo kodo: 
#!/bin/bash 
to=$1 




curl -X POST -H "Accept: application/json" -H "Content-Type: application/json" -d "$body" http://$to 
 
Polje »to« predstavlja točka, kjer Zabbix_plugin sprejema obvestia. To se pošilja na podlagi 
Curl skripte, ki jo Zabbix uporablja za pošiljanje alarmov, v OpenBaton. 
Polje »body« predstavlja vsebina alarma. Ko dobimo trigger, to predstavlja akcija, ki je 




Spodnja koda predstavlja konfiguracijo zabbix plugin: (plugin se mora zavedati Zabbix 
serverja za pošiljanje alarmov.  
zabbix-ip = xxx.xxx.xxx.xxx 
zabbix-port = xxxxx 
type = zabbix-plugin 
user-zbx = zabbixUSer 
password-zbx = zabbixPassword 
client-request-frequency = 10 
history-length = 250 
 
notification-receiver-server-context = /zabbixplugin/notifications 
notification-receiver-server-port = 8010 
external-properties-file=/etc/openbaton/plugins/zabbix-plugin.conf 
 
Proces je naslednji, ko se VM sproži, OpenBaton poskrbi, da se v Zabbix-u ustvarijo ustrezni 
elementi za nadzor KPI. Ko se zabbix trigger sproži na podlagi zahtevanih pravil, se iz zabbix 
serverja posreduje alarm v OpenBaton s pomočjo zgoraj napisane skripte. Ko openbaton 

















Vse različne komponente so nam predstavljale izziv pri sami integraciji, ker nekateri 
programski elementi rešitve še niso bili popolnoma dokončani. Tak primer je posebej 
OpenBaton NFVO, ki pa ima vse predispozicije, da postane orkestrator katere koli MANO-
rešitve v prihodnosti. Iskratel ga je prepoznal in začel aktivno sodelovati z razvojnim 
oddelkom.  
 
Treba se je zavedati, da Iskratel oblačne rešitve NFV-MANO še v produkcijski fazi ni imel in 
zato smo imeli tudi nekaj težav pri sami postavitvi in konfiguraciji, predvsem zaradi 
Iskratelovih aktualnih produktov, ki so do tega trenutka delovali na Iskratelovi lastni strojni 
opremi.   
 
V prihodnosti se je treba posvetiti zanesljivosti delovanja orkestracije, predvsem zaradi 
zniževanja stroškov, kar postaja stroga zahteva kupcev. Posvetiti se je treba obstoječim 
komponentam, da bi le-te delovale po ETSI NFV MANO-standardu. Naš cilj je, da v 
doglednem času do konca razvijemo NFV-MANO-rešitev ter da jo v naslednjih mesecih tudi 
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