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ABSTRACT
We leverage the Sparsity Averaging Reweighted Analysis (SARA) approach for inter-
ferometric imaging, that is based on convex optimisation, for the super-resolution of
Cyg A from observations at the frequencies 8.422GHz and 6.678GHz with the Karl G.
Jansky Very Large Array (VLA). The associated average sparsity and positivity priors
enable image reconstruction beyond instrumental resolution. An adaptive Precondi-
tioned Primal-Dual algorithmic structure is developed for imaging in the presence of
unknown noise levels and calibration errors. We demonstrate the superior performance
of the algorithm with respect to the conventional clean-based methods, reflected in
super-resolved images with high fidelity. The high resolution features of the recov-
ered images are validated by referring to maps of Cyg A at higher frequencies, more
precisely 17.324GHz and 14.252GHz. We also confirm the recent discovery of a radio
transient in Cyg A, revealed in the recovered images of the investigated data sets. Our
matlab code is available online on GitHub.
Key words: techniques: image processing - techniques: interferometric - galaxies:
Cyg A
1 INTRODUCTION
New imaging techniques and algorithmic structures for ra-
dio interferometry have been extensively investigated in the
recent years. The main objectives are: firstly to meet the
next-generation instruments’ capabilities in producing maps
of the radio sky with unprecedented depth and resolution
and secondly to cope with the sheer volume of the acquired
data. Recently proposed compressive sensing techniques us-
ing convex optimisation for radio interferometric (RI) imag-
ing have been shown to be very promising, potentially su-
perseding the standard clean-based techniques in terms of
quality (e.g. Ho¨gbom 1974; Clark 1980; Schwab & Cotton
1983; Wakker & Schwarz 1988; Bhatnagar & Cornwell 2004;
Cornwell et al. 2008), while, in principle, showing scalabil-
ity to big data. The general approach consists in minimis-
ing a sum of convex functions. These include data fidelity
terms and relevant regularisations for RI images, such as
sparsity and positivity (typically for an intensity image).
In particular, Carrillo et al. (2012) proposed the Sparsity
Averaging Reweighted Analysis approach (SARA), where
sparsity-by-analysis of the sky estimate is promoted in a col-
? E-mail: a.dabbech@hw.ac.uk
lection of bases by solving consecutive re-weighted `1 prob-
lems. Several algorithms based on convex optimisation have
been proposed to solve the SARA minimisation problem,
such as Douglas-Rachford splitting algorithm (Carrillo et al.
2012) and the Simultaneous Direction Method of Multipli-
ers (SDMM) (Carrillo et al. 2014). Onose et al. (2016) have
proposed a Primal-Dual (PD) algorithmic structure for RI
imaging, in the context of which full splitting of the dif-
ferent functions involved is achieved, resulting in a highly
parallelisable algorithm.
More recently, Onose et al. (2017) have proposed an
accelerated Primal-Dual algorithmic structure reconciling
two common data weighting schemes in RI imaging, namely
natural and uniform weighting. On the one hand, natural
weighting, by accounting only for the noise statistics, pro-
vides optimal sensitivity. On the other hand, uniform weight-
ing, by additionally incorporating the density of the sam-
pling, modifies the effective sampling and consequently, the
associated point spread function (PSF), with the aim of op-
timising the resolution achieved within a finite number of
iterations. Yet, this scheme reduces the overall sensitivity,
since the scarcely sampled−thus noisy−measurements at the
high spatial frequencies are over-weighted, while the highly
sampled−thus sensitive−measurements at the low spatial fre-
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quencies are down-weighted. In the context of the PD algo-
rithm, the effect of the density of the sampling is instead
cast in terms of the convergence speed. The algorithmic
structure proposed in Onose et al. (2017), dubbed Precon-
ditioned Primal-Dual (PPD) enforces data fidelity on the
naturally-weighted data via non-Euclidean proximity oper-
ators, where projections onto the `2 balls are generalised
as projections onto `2 ellipsoids incorporating the uniform
weights. These ellipsoid projections provide accelerated con-
vergence, thereby enabling simultaneous optimisation of the
dynamic range and resolution of the recovered image. In
summary, the versatility of convex optimisation with respect
to the choice of both the regularisation priors (e.g. SARA)
and the algorithmic structure (e.g. PPD) has opened the
door to tremendous potential for enhancement of the quality
of RI imaging when compared to clean-based techniques.
In this paper, we leverage the PPD algorithmic struc-
ture for solving the SARA minimisation problem and
provide high fidelity high resolution imaging of Cyg A
from VLA observations at the frequencies 8.422GHz and
6.678GHz. In addition to the thermal noise, the two data sets
are corrupted with multiplicative calibration errors, which
are likely due to the antennas’ pointing errors. These are
particularly important for strong radio sources such as Cyg
A and indeed tend to dominate the thermal noise. We pro-
pose an adaptive version of the PPD algorithmic structure
aiming for the estimation of the unknown levels of the noise
and calibration errors in the data. On the one hand, high fi-
delity maps of Cyg A at both frequencies are achieved thanks
to the accurate estimation of the `2 constraints on the data.
On the other hand, super-resolved representations of Cyg A
are obtained thanks to the average sparsity-promoting and
positivity priors of SARA. Comparison with the standard
Multi-Scale clean algorithm (MS-CLEAN) (Cornwell 2008)
indicates the superior performance of the adaptive PPD al-
gorithm. Furthermore, the recent discovery of a faint tran-
sient radio source in the inner core of Cyg A, reported in
Perley et al. (2017), is confirmed at the reconstructed maps
of adaptive PPD.
The remainder of the article is structured as follows. In
Section 2, we revisit the RI inverse imaging problem and the
compressive sensing-based image reconstruction approach
SARA. In addition, we briefly describe the PPD algorith-
mic structure solving for SARA. In Section 3, we present the
adaptive PPD algorithm. Cyg A imaging results from two
data sets are presented in Section 4. The achieved super-
resolution with adaptive PPD is analysed in Section 5. We
also report the detection of a secondary black hole in the
super-resolved images of adaptive PPD. Finally, conclusions
are stated in Section 6.
2 SPARSE RI IMAGING TO DATE
In this section, we revisit the RI measurement model and
the minimisation problem to recover radio images, that is
based on sparse representations and denoted SARA. We also
review the PD algorithmic stucture solving the SARA min-
imisation problem, recently proposed in Onose et al. (2017).
2.1 RI imaging problem
RI data are Fourier measurements of the sky intensity
modulated with the so-called Direction Dependent Effects
(DDEs)1. These include the primary beam of the instru-
ment and distortions induced by the propagation medium.
Let (u,w) be the components of a baseline in units of the
wavelength, with w being the coordinate in the direction of
the line of sight and u = (u, v) lying on its perpendicular
plane. Assuming a monochromatic and non-polarised radia-
tion, a RI measurement V(u,w) reads
V(u,w) =
∫
G(l,w)I(l)e−2ipiu ·ld2 l, (1)
where l are the coordinates of a radio point source in the
plane tangent to the celestial sphere and I(l) is the unknown
sky surface brightness at the position l. G(l,w) stands for the
DDEs, including the w-modulation that is resulting from the
non-coplanarity of the radio interferometer and is given by
c(w, l) = e−2ipiw(
√
1−|l |2−1). The problem of recovering the sky
intensity image from the radio measurements is an inverse
problem and its discretised version reads
y = Φx + n, with Φ = ΘGFZS (2)
where x ∈ RN+ is the intensity image of interest and Φ ∈
CM×N is the mapping operator from the image domain to
the visibility space. The data y are the naturally-weighted
RI measurements i.e. y = Θ y˜, where y˜ ∈ CM are the RI
measurements and the operator Θ ∈ RM×M+ accounts for
the noise statistics and is a diagonal matrix whose elements
are the square root of the natural weights. The operator
G ∈ CM×oN is the so-called gridding matrix, interpolating
the RI measurements from the discrete Fourier components
of the sky x which are lying on a regular grid. Its rows
are convolutional kernels, each centred at the correspond-
ing spatial frequency u`∈{1,...,M }. F ∈ CoN×oN is the Fourier
matrix. Z is a zero-padding operator in the image space,
allowing for a fine Fourier grid, thus a more accurate in-
terpolation. S ∈ RN×N is correcting for the convolution in
the Fourier domain through G. Note that, for the data in-
vestigated herein, the probed field-of-view is narrow (i.e.
‖ l ‖2  1). Thus, the w-modulation reduces to a flat function
c(w, l) = 1, ∀l. In general, it can be efficiently incorporated
in the operator G as measurement-dependent convolutional
kernels (Dabbech et al. 2017).
2.2 Sparse image reconstruction approach
Due to the incompleteness of the Fourier sampling and the
presence of the noise, the problem of recovering the image
of the sky x from the noisy measurements y is ill-posed. In
order to reconstruct a reliable approximation, prior knowl-
edge on the unknown sky is crucial and has to be considered
in the imaging problem. In particular, the sparsity of the
signal in adequate data representation spaces has been ex-
tensively adopted for RI imaging in the recent years (e.g.
Wiaux et al. 2009b; Li et al. 2011; Dabbech et al. 2012; Car-
rillo et al. 2012; Dabbech et al. 2015; Garsden et al. 2015).
1 A particular case of DDEs are the so-called Direction Indepen-
dent Effects (DIEs). These are constant complex-valued modula-
tions in the image domain.
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Sparse regularisations are backed by the theory of compres-
sive sensing (Cande`s 2006). The theory proves that an exact
recovery of the unknown signal can be achieved from noisy
and incomplete measurements provided that the sensing ba-
sis Φ is incoherent with the sparsity basis Ψ of the signal.
Moreover, these regularisations can be easily enforced via
convex functions. The resulting imaging problem can be ef-
ficiently solved using convex optimisation.
In the present work, we adopt the following minimisa-
tion problem, named the SARA approach, solving the in-
verse problem set in (2) and originally proposed in Carrillo
et al. (2012)
min
x
‖ WΨ†x ‖1 s.t.
{
‖ y −Φx ‖2≤ ,
x ≥ 0, (3)
where  is the `2 norm of the noise and constitutes the bound
on the data fidelity term. Sparsity of the unknown signal x
is promoted by analysis, i.e. its projection in a redundant
data representation space is sparse. The adopted sparsity ba-
sis Ψ = [Ψ1, . . . ,Ψb] is a collection of nine orthogonal bases:
the Dirac basis and the eight first Daubechies wavelet bases.
The most intuitive measure of sparsity is the `0 norm. How-
ever, being non-convex and yielding NP-hard problems, it
is often replaced by its convex relaxation the `1 norm. In
SARA, a re-weighted `1 norm is adopted, where the weight-
ing matrix is W = [W1, . . . ,Wb], ∀i ∈ {1, . . . , b}, Wi ∈ RN×N+
being diagonal matrices. Solving a sequence of re-weighted
`1 minimisation problems leads to nearly strictly-sparse sig-
nals (Cande`s et al. 2008). The SARA approach has been
shown to provide superior imaging quality to clean-based
approaches both on simulations and few real data sets (Car-
rillo et al. 2014; Onose et al. 2016; Pratley et al. 2017; Onose
et al. 2017).
Data fidelity can be enforced in a distributed manner
by splitting the data and the measurement operator into
d blocks as described in Carrillo et al. (2014); Onose et al.
(2016, 2017). In this setting, the minimisation task (3) equiv-
alently reads
min
x
‖ WΨ†x ‖1 s.t.
{ ‖ y j −Φj x ‖2≤ j, ∀ j ∈ {1, . . . , d},
x ≥ 0, (4)
where for each j ∈ {1, . . . , d}, Φj = ΘjGjFZS is the measure-
ment operator associated with the data block y j ∈ CMj . j
is the `2 norm of the noise n j ∈ CMj and consequently the
`2 bound on the data block fidelity constraint. Note that the
constraint formulation of the minimisation problem (4) (and
its equivalent formulation (3)) assumes accurate knowledge
of the noise. This is challenging in real applications, in par-
ticular in the presence of significant calibration errors. These
imply that the models of the operators Φj , j ∈ {1, . . . , d},
are approximate. The `2 bounds {j } j∈{1,...,d} will therefore
have to account not only for the thermal noise but also the
calibration errors.
Different algorithmic structures based on convex op-
timisation have been adopted to address the minimisation
problem (4). These solvers fit within the proximal splitting
methods (see Combettes & Pesquet 2009, for a review). In
this framework, a minimisation task is solved iteratively
with each function handled individually. Typically, the
differentiable functions are minimised using their gradient
and the non-smooth functions are solved via their proximity
operators. Carrillo et al. (2014) adopted the Simultaneous
Direction Method of Multipliers (SDMM). The algorithm
involves matrix inversions on the updates of the estimates
of the solution. This results in a computational bottleneck
when recovering large sized images, despite the separability
of the different functions involved in the minimisation task.
Onose et al. (2016) proposed two algorithmic structures
showing high scalability to big data. These are a sub-
iterative variant of the Alternating Direction Method of
Multipliers (ADMM) and the PD algorithm using forward-
backward iterations. On the one hand, the ADMM-based
algorithmic structure presents a partial splitting of the
functions involved. On the other hand, PD allows for a full
splitting of all the operators and functions. Furthermore,
at each iteration, randomised updates on the different
variables involved are allowed. The computational load
per iteration is therefore reduced. The algorithm is also
shipped with a preconditioning functionality bringing
accelerated convergence (Onose et al. 2017), hence the
greater scalability of PD to big data.
2.3 The Primal-Dual algorithm
In the PD algorithm, the following primal problem is solved
min
x
f (x) + γ
b∑
i=1
l(WiΨ†i x) +
d∑
j=1
hj (Φj x), (5)
together with its dual formulation
min
ui
v j
f ∗
(
−
b∑
i=1
ΨiWiui −
d∑
j=1
Φ†
j
v j
)
+
1
γ
b∑
i=1
l∗(ui)+
d∑
j=1
h∗j (v j ). (6)
The parameter γ is free and only affects the convergence
speed, x is the primal variable that is the unknown im-
age of the sky, and ui∈{1,..,b}, v j∈{1,..,d} are the dual vari-
ables associated with the sparsity priors and the data fi-
delity terms, respectively. The notation (∗) stands for the
Legendre-Fenchel conjugate function. Note that, in the for-
mulation (5), further splitting of the sparsity prior with re-
spect to each sparsity basis is achieved thanks to the separa-
bility of the `1 norm. Moreover, the constraints are reformu-
lated using the indicator function2. The functions involved
are f = ιRN+ , enforcing the positivity and the reality of the
unknown signal, l = ‖.‖1, imposing sparsity-by-analysis of
the signal in the basis Ψi , ∀i ∈ {1, . . . , b} and hj = ιB j , where
B j = {z ∈ CMj : ‖ z − y j ‖2 ≤ j }, are the data fidelity terms,
enforcing the residual data blocks to be within the `2 balls
Bj , ∀ j ∈ {1, . . . , d}. The formulated problem (5) is analogous
to the problem (4).
The different functions involved in (5) and (6) are non-
differentiable, therefore they are minimised via their prox-
imity operators. Considering a lower semi-continuous and
2 Considering a convex set C, its indicator function is defined as
(∀z), ιC(z) ∆=
{
0 z ∈ C
+∞ z < C (7)
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proper convex function g, its proximal operator is defined as
(∀z), proxg(z) ∆= argmin
z¯
g( z¯) + 1
2
‖ z − z¯‖22 . (8)
Following this definition, the function f is minimised via
projections on the positive and real orthant, the sparsity
function l is minimised via soft-thresholding operators and
the data fidelity terms hj are minimised via projections onto
the `2 balls B j , simultaneously. The proximal operators of
the conjugate functions involved in (6) are obtained from
those of (5) by the Moreau decomposition, as follows
(∀z), proxg∗ (z) ∆= z − proxg(z). (9)
The two minimisation tasks (5) and (6) are solved via
forward-backward steps updating the dual and the primal
variables (Pesquet & Repetti 2015). These consist in a gradi-
ent descent step coupled with a proximal update. In analogy
with clean (e.g. Cotton-Schwab clean Schwab & Cotton
1983), the algorithm can be understood as being composed
of complex clean-like steps performed in parallel in data,
prior and image spaces (the reader is directed to Onose et al.
2016, for further details).
2.4 The Preconditioned Primal-Dual algorithmic
structure
Onose et al. (2017) have recently proposed the algorithmic
structure PPD, where an acceleration strategy within the
PD algorithm is adopted. It consists of incorporating a pri-
ori knowledge on the data when enforcing fidelity to the
naturally-weighted data. This is made feasible thanks to the
generalised definition of the proximal operator which, con-
sidering a strongly positive self-adjoint linear operator U,
reads
(∀z), proxUg (z) ∆= argmin
z¯
g( z¯) + 1
2
(z − z¯)†U(z − z¯). (10)
Following this definition, for each data block indexed by j ∈
{1, . . . , d}, the `2 projections are performed on skewed balls.
Conceptually, these are equivalent to projections onto the
ellipsoids E j , defined by E j = { s¯ ∈ CMj : ‖U−
1
2
j
s¯ − y j ‖2 ≤ j },
which are then moved to the `2 balls Bj via the linear op-
erator U−1/2
j
(see Onose et al. 2017, for further details). In
this setting, the operator U incorporates the prior informa-
tion on the data and acts as a preconditioning matrix af-
fecting only the speed of convergence while enforcing the
data fidelity with respect to the naturally-weighted data. A
relevant choice of the preconditioning matrix U to ensure a
faster convergence involves the uniform weights (Onose et al.
2017). More precisely, the matrix U ∈ RM×M+ is set as a di-
agonal matrix, whose elements are inversely proportional to
the density of the sampling at the vicinity of the probed
Fourier modes. The more non-uniform the original density
of the sampling over the Fourier plane, the more effective
the approach.
The PPD algorithmic structure is given in Algorithm
1. Note that steps coloured in red are specific to adaptive
PPD, proposed in the following section. All the dual vari-
ables involved in the problem (6) are updated in parallel
via forward-backward steps. The dual variables associated
Algorithm 1 Adaptive Preconditioned forward-backward
PD.
1: given x(0), x¯(0), u(0)i , v
(0)
j ,Wi, U j, 
(0)
j , κ, τ, η, ζ,γ, P, p
(0)
j , σ
(0)
2: repeat for t = 1, . . .
3: run simultaneously
4: ∀j ∈ {1, . . . , b} do in parallel
5: v
(t )
j = U j
(
I −U j−1/2 PE(t−1)
j
)(
U−1j v
(t−1)
j +Φ j x¯
(t )
)
6: µ
(t )
j = ‖y j −Φ j x(t ) ‖2
7: if σ(t−1) < γ1 and t − p(t−1)j ≥ P and
|µ(t )
j
− (t−1)
j
|

(t−1)
j
>
γ2
8: 
(t )
j = γ3µ
(t )
j + (1 − γ3)
(t−1)
j
9: p
(t )
j = t
10: else set 
(t )
j = 
(t−1)
j and p
(t )
j = p
(t−1)
j
11: end
12: ∀i ∈ {1, . . . , d} do in parallel
13: u
(t )
i =
(
I − Sκ ‖ΨW‖S
) (
u
(t−1)
i +W
†
iΨ
†
i x¯
(t−1)
)
14: end
15: end
16: x(t )= PRN+
(
x(t−1) − τ
(
η
d∑
j=1
Φ†jv
(t )
j +ζ
b∑
i=1
ΨiWiu
(t )
i
) )
17: x¯(t ) = 2x(t ) − x(t−1)
18: σ(t ) = ‖x
(t−1) − x(t ) ‖2
‖x(t ) ‖2
19: until convergence
20: output x(t ), x¯(t ), u(t )i , v
(t )
j
with the data terms v j∈{1,..,d} are updated in Step 5, where
projections on the ellipsoids E j are performed and the dual
variables associated with the sparsity prior ui∈{1,..,b} are up-
dated via soft-thresholding operations controlled by the pa-
rameter κ in Step 13. These dual variables are then utilised in
Step 17 as incremental variables in the update of the primal
variable x, i.e. the image of interest. The latter is followed
with a projection onto the real positive orthant.
2.5 Re-weighted `1 minimisation
In order to achieve sparsity-by-analysis of the solution in
the `0 sense, consecutive re-weighted `1 problems set in (4)
are solved in the Sparsity Averaging Re-weighted Analysis
approach (SARA) proposed in Carrillo et al. (2012, 2013).
We concisely re-explain the re-weighting procedure here for
the sake of completeness. In this context, at each itera-
tion indexed by k, a re-weighted `1 minimisation problem
associated with the weighting matrix W(k−1) is solved us-
ing the PPD algorithmic structure described in Algorithm
1. The primal and dual variables involved in PPD are ini-
tialised from the solutions of the previous weighted `1 min-
imisation task. Once PPD converges, the weighting matrix
W(k) = [W(k)1 , . . . ,W
(k)
b
] is updated from the previous estimate
of the primal variable x(k−1) as follows
De
(
W(k)
i
)
=
ωk
ωk + α
(k)
i
(¯†i x(k−1))e , (11)
with the operator De denoting the diagonal element e. The
parameter ω is set such that 0 < ω < 1, ensuring the
decrease of the weights and α
(k)
i
is basis-dependent and
MNRAS 000, 1–14 (2017)
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Algorithm 2 Re-weighting scheme.
1: given x(0), x¯(0), u(0)i , v
(0)
j ,W
(0)
i
2: repeat for k = 1, . . .
3:
[
x(k), x¯(k), u(k)i , v
(k)
j
]
= Algorithm 1
( · · · )
4: ∀i ∈ {1, . . . , d}, update W(k)i
5: until convergence
6: output x(k)
is given by α
(k)
i
= 1/maxe
(¯†i x(k−1))e, resulting in scale-
free weights. Consequently, the weights are in the inter-
val [ωk2 1], that tends to [0 1] asymptotically. Note that,
for each i ∈ {1, . . . , b}, the initial weighting matrix W(0)
i
is the identity matrix. Given this definition, at each re-
weighting step, the weights are decreased in such a way
that significant analysis coefficients−corresponding to true
signal−are strongly down-weighted. After several re-weights,
their associated weights tend to zero. By doing so, only
small-valued analysis coefficients−typically corresponding to
noise−remain highly penalised by the `1 norm (i.e. their as-
sociated weights are close to 1). This weighting scheme is
in line with the proposed scheme in Carrillo et al. (2012).
The iterative procedure, shown in Algorithm 2, stops when
the relative variation between two consecutive estimates is
within a bound % where 0 < % < 1 or the maximum number
of iterations is reached.
3 ADAPTIVE PPD FOR REAL IMAGING
Highly sensitive RI data from the new-generation arrays
present prominent errors induced by the standard self-
calibration, that is an iterative loop alternating between DIE
calibration steps and clean imaging steps. DIE modelling
errors and lack of DDE calibration yield sky-dependent and
correlated errors in the calibrated data. The effect of these
errors is reflected in a limited dynamic range of the final re-
covered radio image. Joint DDE calibration and imaging as
proposed in Repetti et al. (2017) would alleviate this effect
drastically. However, this is out of the scope of the present
article. Herein, the aim is imaging Cyg A from data cali-
brated with the standard RI pipelines. In this context, we
assume that calibration errors share a common scale for each
data snapshot, i.e. data aggregated over a short time inter-
val. The blocks in (4) are therefore defined per snapshot and
the associated `2 bounds {j }j∈{1,...,d} will be set to account
not only for the thermal noise but also the mismodelling ofΦ
induced by calibration errors. The level of calibration errors
per data block being a priori unknown, the bounds have to
be estimated during image reconstruction. Note that when
calibration errors are imperceptible (i.e. buried in the ther-
mal noise) the bounds on the data fidelity terms are fixed
with respect to the statistics of the thermal noise (Carrillo
et al. 2012; Onose et al. 2016).
With the aim of posing the minimisation problem (4)
with the most appropriate `2 constraints, we propose a
strategy to adjust adaptively the `2 bounds on the data
fidelity terms during the iterations of the PPD algorithm.
The adaptive procedure described below is incorporated
in PPD through Steps 6-10 of Algorithm 1 (see modifica-
tions coloured in red). Technically, the original `2 bounds
{j }j∈{1,...,d} become iteration-dependent { (t)j }j∈{1,...,d}, t
being the iteration’s index. At each iteration, 
(t)
j
is updated
as a weighted mean of the current `2 bound 
(t−1)
j
and the `2
norm of the associated residual data µ
(t)
j
= ‖y j −Φj x(t−1)‖2
(Step 8 in Algorithm 1). These updates are performed when
the following conditions are met. (i) The estimate of the sky
saturates, i.e. the relative variation between two consecu-
tive estimates σ(t−1) (calculated in Step 18) is below a fixed
value γ1. (ii) A minimum number of iterations is performed
between two consecutive updates of the `2 bound. (iii) The
relative difference between the current estimate of the `2
bound 
(t−1)
j
and the `2 norm of the corresponding residual
data µ
(t)
j
is above a certain bound γ2, where 0 < γ2 < 1.
If the the data block does not satisfy its `2 constraint de-
fined by 
(t−1)
j
, the latter is assumed under-estimated and is
increased. Otherwise, it is considered over-estimated and is
therefore decreased. These conditions are checked at each it-
eration independently for all the data blocks. Conceptually,
the update of the `2 constraints redefines the minimisation
problem posed in (4). In this context, conditions (i) and (ii)
are set to avoid the early modification of the posed minimi-
sation problem, thus ensuring the stability of the strategy.
To initialise the bounds, we perform imaging with the
Non-Negative Least Squares algorithm (NNLS). For each
data block indexed by j ∈ {1, . . . , d}, we first compute x˜NNLS
j
,
that is given by
x˜NNLSj = argmin
x
‖ y j −Φj x ‖22, s.t. x ≥ 0. (12)
We then set the `2 bound 
(0)
j
to µNNLS
j
= ‖y j −Φj x˜NNLSj ‖2.
Since only positivity is imposed, the NNLS minimisation
problem is under-regularised and the model image tends
to over-fit the noisy data. As a consequence, the bounds
{ (0)
j
}j∈{1,...,d} tend to be highly under-estimated. Given this
initialisation, in adaptive PPD, the bounds are adaptively
increased while enforcing sparsity. The saturation of the es-
timate of the solution and consequently the estimates of
the bounds are highly correlated with the soft-thresholding
parameter κ, inducing sparsity (see Step 13 of Algorithm
1). In fact, when κ is chosen too small, the estimate of
the solution converges rapidly in `2 balls whose bounds are
very close to {µNNLS
j
}j∈{1,...,d}. In this case, the solution
is under-regularised and noisy. Whereas, when κ is chosen
too high, the estimate of the solution converges in `2 balls
whose bounds are significantly higher than the noise level.
In this case, the solution is over-regularised and too sparse.
In Onose et al. (2016), the scale-free parameter κ is advised
to be set within the interval limited by 10−5 and 10−3, that
is also in line with Carrillo et al. (2014). Though this range
remains relevant for adaptive PPD, the algorithm is more
sensitive to the choice of the soft-thresholding parameter
due to the estimation of the `2 bounds. For the data imaged
herein, a value of order 10−5 is found to yield good results.
As detailed above, the resulting algorithmic structure,
dubbed adaptive PPD, is very similar to PPD except for its
additional feature, which is the `2 bounds adjustments. An
overview of the variables and parameters associated with the
adaptive procedure is provided in Appendix A. Formally,
PPD is solving the minimisation problem set in (4) with
MNRAS 000, 1–14 (2017)
6 A. Dabbech et al.
well-defined `2 constraints. While, adaptive PPD is solving
consecutive minimisation tasks each corresponding to a dif-
ferent set of `2 bounds. In fact, if the conditions (i), (ii) and
(iii) are met for at least one data block, the adjustment of
its associated `2 bound is performed, hence a new minimisa-
tion problem is posed and solved, with all variables involved
initialised from the last estimates of the previous minimisa-
tion task. The adaptive PPD algorithm converges when the
estimate of the sky saturates and all the `2 constraints are
satisfied. In this case, the weighting matrix involved in the
sparsity prior is updated and a new iteration in Algorithm
2 is performed, where a re-weighted `1 minimisation task is
solved with adaptive PPD given the current estimates of the
`2 bounds.
4 CYG A IMAGING WITH ADAPTIVE PPD
VLA data sets investigated herein consist of aggregated data
acquired with the four configurations of the instrument. The
resulting Fourier sampling of the combined data is highly
non-uniform. In this case, the preconditioning strategy in
the adaptive PPD algorithm is highly effective. Furthermore,
since the observations were taken on four different days over
a span of over one year, the noise statistics and calibration
errors are not consistent over the whole data set. Conse-
quently, assigning different bounds on the data blocks in
comparison with assigning one global bound on all the data
is crucial. In this section, we present the maps of Cyg A at
two frequencies imaged with adaptive PPD. We show the ef-
ficiency of the proposed algorithmic structure in recovering
superior representations of the radio sky in comparison with
the conventional approach MS-CLEAN (Cornwell 2008).
4.1 VLA observations
The data under scrutiny are part of wide-band VLA obser-
vations of the well-studied radio galaxy Cyg A within the
frequency range 2-18 GHz, performed over two years (2015-
2016). The data sets correspond to observations at X band
(8−12 GHz) centred at the frequency 8.422GHz and C band
(4 − 8 GHz) centred at the frequency 6.678GHz, each over a
spectral window of 128MHz and with a spectral resolution of
2MHz. The phase center is given by RA = 19h 59mn 28.356s
(J2000) and DEC = +40◦ 44′ 2.07′′. All four configurations
(A, B, C and D) of the VLA have been employed. Their re-
spective total integration times associated with the two data
sets are displayed in Table 1. In both observations, the initial
time averaging is of 2 seconds. Decimation of the data sizes
is performed via time and frequency averaging over 10 sec-
onds and 8MHz. The data sets processed herein are of sizes
2 × 106 and 1.3 × 106 for X band and C band, respectively.
They have been carefully calibrated using well-established
techniques in aips, consisting of iterative self-calibration al-
ternating between DIE calibration steps and Cotton-Schwab
clean imaging steps (Schwab & Cotton 1983). No DDE cal-
ibration is performed, hence the dynamic range on the recov-
ered maps is constrained by the subsequent artefacts rather
than the thermal noise.
Table 1. Total integration times for the data sets at the two
frequencies.
Array configuration A B C D
8.42GHz 11.38h 3h 1.63h 0.80h
6.67GHz 6.11h 2.01h 1.63h 0.58h
4.2 Imaging quality assessment
To assess the quality of the reconstructions, we perform vi-
sual inspections of the obtained images. These are the esti-
mated model image x˜ and the residual image r = βΦ†(y −
Φx˜), where β is a normalisation factor3. In the context of
imaging with the clean-based technique MS-CLEAN, we
also consider the restored image z = x˜ ∗ b + r , that is the
estimated model image convolved with the so-called clean
beam b, typically a Gaussian fitted to the PSF’s primary
lobe, and to which the residual image r is added. Convolving
the estimated model image with the clean beam is standard
in clean imaging. The latter assumes that the sky is made
of point sources. Hence, the obtained model image consists
of gridded point sources, many of which can be−indeed, need
to be−negative. This translates in over-emphasising of the
high spatial frequency content of the recovered model image.
Such a model of the radio sky is physically unreasonable.
Therefore, the standard recourse is to smooth the image.
By doing so, a more physical representation of the radio
image at the resolution of the instrument is obtained. This
is not required for compressive sensing-based approaches.
Thanks to the use of both more complex and physical regu-
larisations and explicit data fidelity bounds (see (4)), these
approaches have been shown to achieve accurate estimates
of the ground truth images in synthetic observations and
good approximations of the true sky in early real applica-
tions (Wiaux et al. 2009a; Wenger et al. 2010; Carrillo et al.
2012; Dabbech et al. 2015; Garsden et al. 2015; Onose et al.
2016; Pratley et al. 2017). Moreover, recent studies have
shown that applying a restoring beam on the reconstructed
images with this class of methods does not enhance the fi-
delity to the ground truth image (Chael et al. 2016; Akiyama
et al. 2017) as opposed to clean-based methods. Hence, no
post-processing convolution by a clean beam or addition of
the residual image is recommended. The RI recovered im-
age in the context of compressive sensing-based approaches
is the estimated model image.
To quantify the performance of the imaging techniques,
we consider the dynamic range metric, which is often
adopted in RI imaging and is defined as DR = maxi zi/σr ,
where σr is the standard deviation of the residual image
r and z is the restored image as defined in the context
of clean imaging. In the computation of the DR values
for adaptive PPD, the involved images are obtained as fol-
lows. For natural weighting, we compute the residual image
rPPD = βΦ†(y−Φx˜PPD) and the image zPPD = x˜PPD∗b+ rPPD.
For Briggs weighting, let y¯ = Θ¯ y˜ and Φ¯ = Θ¯GFZS de-
3 Here, we adopt the conventional normalisation of the resid-
ual image in RI. That is scaling the residual Φ†(y − Φx˜) by
β = 1/maxi (Φ†Φδ)i , where δ is an image with value 1 at the
phase center and zero otherwise. By doing so, the PSF defined as
h = βΦ†Φδ has a peak value equal to 1.
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note the Briggs-weighted data and their associated mea-
surement operator, where Θ¯ is a diagonal matrix whose el-
ements are the square root of the Briggs weights. We com-
pute the residual image r¯PPD = β¯Φ¯†( y¯ − Φ¯x˜PPD) and the
image z¯PPD = x˜PPD ∗ b¯ + r¯PPD. The kernels b and b¯ are the
clean beams associated with natural and Briggs weighting
schemes, respectively. However, the DR metric may not re-
flect accurately the dynamic range in the restored image,
since by definition, it is biased by the residual image. In
fact, a residual image with a low standard deviation can be
induced by false detections in the model image, in particu-
lar when positivity is not imposed. This is often the case of
clean-based algorithms. Therefore, we report an alternative
definition of the dynamic range based on the model image
solely, that we call model dynamic range MDR = maxi x˜i/x˜k ,
where x˜k is the brightest pixel corresponding to an artefact
in the estimated model image4. Such a metric is relevant for
compressive sensing approaches where the estimated model
images are characterised with realistic surface brightness,
in particular positive. We do not report MDR for the MS-
CLEAN model maps as these exhibit unrealistic features, in
particular prominent negative components.
Due to the absence of the ground truth image of the
sky, we examine the smoothed versions of the estimated
model images at the resolution of the instrument. To com-
pare adaptive PPD with naturally-weighted MS-CLEAN, we
adopt the images z˜ = x˜ ∗ b. Similarly, we adopt the images
¯˜z = x˜∗b¯ to compare adaptive PPD with Briggs-weighted MS-
CLEAN. We assess the similarity of these two sets of images
using the following metric, defined for two signals x1 and
x2 as S(x1, x2) = 20 log10(max(‖ x1 ‖2, ‖ x2 ‖2)/‖ x1 − x2 ‖2).
We re-emphasise that smoothing the model image obtained
with adaptive PPD is not recommended and is performed
here only for comparison purposes with MS-CLEAN.
4.3 Imaging results
The performance of adaptive PPD is evaluated in compar-
ison with the standard RI imaging technique MS-CLEAN
with two weighting schemes: natural and Briggs. The latter
weighting scheme constitutes a compromise between uniform
and natural weighting, controlled by a robustness parame-
ter. It is chosen herein over uniform weighting, in the aim to
present the optimal reconstructions with MS-CLEAN. On a
further note, adaptive PPD imaging is performed in matlab
and MS-CLEAN imaging is performed using the RI imaging
software wsclean (Offringa et al. 2014).
X band
The imaged radio map from the data at a frequency of
8.422GHz is of size 4096 × 2048 pixels, with a pixel size
δl = 0.04′′ (in both directions). The chosen pixel size is such
that δl = 1/5BX , where BX = max
u`∈{1, . . .,M }
‖u` ‖2 is the maxi-
mum baseline i.e. the spatial band-limit of the observations.
This corresponds to recovering the signal up to 2.5 times
4 The pixel position is determined through the visual inspection
of the model image as the one with the highest pixel value and
not belonging to the support of the source.
the nominal resolution i.e. its recovered spatial bandwidth
is B˜X ≈ 2.5 × BX . Such a choice of the imaging resolution is
conventional in RI imaging5. We split the data to 22 blocks
of size 105 measurements on average, where each block is a
single snapshot i.e. data acquired within a time interval over
which certain errors (like pointing offsets), can be assumed
constant. The number of blocks is chosen to take advantage
of the parallelised structure of adaptive PPD. We perform 70
weighted `1 minimisation tasks using adaptive PPD. Each
minimisation task stops when the relative variation between
two successive estimates of the sky is below 10−5. To ensure
higher accuracy of the final solution, the last minimisation
task stops when the relative variation between two succes-
sive estimates of the sky is below 10−6. For MS-CLEAN, we
consider imaging with the weighting schemes: natural and
Briggs (the robustness parameter is set to r = −1). We re-
emphasise that in imaging with adaptive PPD, only natural
weighting−consisting in whitening the noise−is applied on
the measurements in order to reach the optimal sensitivity.
The recovered image of adaptive PPD is displayed in
Figure 1, together with the model and restored images of
MS-CLEAN. Three key regions in Cyg A are emphasised:
these are the hotspots of the east and west jets (second
and third column), and the inner core of the galaxy (fourth
column). When inspecting the model images (rows 1 and
3 of the same figure), one can see that the maps of MS-
CLEAN present smooth extended structures since it em-
ploys non-delta functions. Though the maps remain non-
physical, they are considered more reasonable when com-
pared to the clean algorithm (Ho¨gbom 1974; Clark 1980;
Schwab & Cotton 1983). Inspection of the restored maps
of MS-CLEAN (rows 2 and 4) against the model image of
adaptive PPD (fifth row) shows that the latter exhibits more
details significantly visible at the hotspots of Cyg A. The va-
lidity of this super-resolution is investigated in Section 5.1.
Furthermore, both Briggs-weighted MS-CLEAN and adap-
tive PPD succeed in recovering a faint point source in the in-
ner core of Cyg A, highlighted with a green circle in Figure 1
(right column, rows 3-5) as opposed to naturally-weighted
MS-CLEAN (right column, rows 1 and 2). Discussion of this
radio source will follow in Section 5.2. Inspection of the resid-
ual images displayed in Figure 2 indicates negative struc-
tures at the hotspots positions in the residual image of adap-
tive PPD. These can be explained by: (i) the presence of cal-
ibration errors at those positions and (ii) employing clean
components in the self-calibration stage which can lead to
biased solutions. In fact, errors in clean-like approaches can
be absorbed in the model image due to non-positivity. Imag-
ing with the PPD algorithmic structure where positivity is
enforced on the estimate of the sky can therefore be in ten-
sion with the calibrated data. Adopting PPD in the imaging
step during the calibration phase could potentially alleviate
these artefacts.
As for the quantitative comparison of the two imag-
ing techniques, we report the similarity of adaptive PPD
and naturally-weighted MS-CLEAN S( z˜PPD, z˜MS−CLEAN) =
32.23dB and the similarity of adaptive PPD and Briggs-
5 In order to have reasonable results with clean, the PSF needs
to be adequately sampled. Therefore, it is common in RI imaging
to set the pixel size δl such that 1/5BX ≤ δl ≤ 1/3BX .
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Figure 1. X band: recovered images at 2.5 times the resolution of the instrument. From top to bottom, estimated model and restored
images of naturally-weighted MS-CLEAN (resp. rows 1 and 2), estimated model and restored images of Briggs-weighted MS-CLEAN
(resp. rows 3 and 4) and model image of adaptive PPD (fifth row). The full images are displayed in log10 scale (first column) as well as
zooms on the three brightest regions: east jet’s hotspot (second column), west jet’s hotspot (third column) and the inner core of the Cyg
A galaxy (fourth column). The zoomed regions are highlighted with white boxes in the model image of naturally-weighted MS-CLEAN
(top row, left column). The surface brightness of the restored image obtained with naturally-weighted MS-CLEAN (second row) is in
units of Jy/beam, the naturally-weighted beam is of size 0.35′′ × 0.35′′ and its flux is 90.43Jy. The surface brightness of the restored image
obtained with Briggs-weighted MS-CLEAN (fourth row) is also in units of Jy/beam, the Briggs-weighted beam is of size 0.18′′ × 0.18′′
and its flux is 22.95Jy. The surface brightness of the model images (rows 1, 3 and 5) is in units of Jy/pixel, the pixel size being 0.04′′
in both directions. Note that the black dots in the hotspots recovered in the model images of MS-CLEAN correspond to important
negative pixels. Naturally, these are non-physical components for an intensity map. Therefore, astronomers utilise instead the restored
maps, where the prominent negative components disappear thanks to the blurring of the model image with the clean beam.
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Figure 2. X band: residual images. From left to right: residual image of adaptive PPD with natural weighting (σr = 2.26 × 10−4),
MS-CLEAN with natural weighting (σr = 3.70 × 10−4), MS-CLEAN with Briggs weighting (σr¯ = 1.77 × 10−4). The lower value of the
standard deviation of the residual image obtained with PPD, compared to that obtained with naturally-weighted MS-CLEAN confirms
the higher fidelity to data of PPD’s estimated model image.
weighted MS-CLEAN S( ¯˜zPPD, ¯˜zMS−CLEAN) = 32.11dB. These
values indicate the strong agreement of the recovered low
spatial frequency content with both algorithms, more pre-
cisely at the Fourier modes below the spatial band-limit
of the observations. The achieved DR values with natural
weighting are 6.02×103 and 4.26×103 for adaptive PPD and
naturally-weighted MS-CLEAN, respectively. This indicates
the higher fidelity achieved by adaptive PPD. On the other
hand, the achieved DR values with Briggs weighting are
4.2×103 and 7.76×103 for adaptive PPD and Briggs-weighted
MS-CLEAN, respectively. Note that the latter minimises the
`2 norm of the residual image Φ¯
†( y¯ − Φ¯x˜), while adaptive
PPD minimises the `2 norm of the residual imageΦ
†(y−Φx˜).
Conceptually, both methods solve for different imaging prob-
lems. Therefore, the higher DR achieved by Briggs-weighted
MS-CLEAN does not necessarily imply a better performance
over adaptive PPD. On a further note, for the sake of com-
parison, the reported DR values of adaptive PPD are com-
puted using the measurement operators corresponding to the
two weighting schemes in wsclean, more precisely, in the
computation of the residual images.
The dynamic range on the model image of adaptive
PPD is MDR = 3.49 × 104 and is saturated by the DDE
modelling errors. The higher value of MDR compared to the
DR values of adaptive PPD with both weighting schemes
can be justified by two reasons. (i) In the model image of
adaptive PPD, the peak value is associated with the central
nuclei; the source is super-resolved and its flux is concen-
trated in few pixels. However, in the adaptive PPD restored
images (as defined in the context of clean imaging), the
source’s flux is rather distributed over larger area that is of
the size of the adopted clean beam. The peak values in the
restored images are instead associated with the hotspots. (ii)
The DR value, by definition, may not accurately reflect the
level of the noise and errors in the restored image, consisting
of the combination of the residual image and the artefacts
present in the model image.
C band
The imaged sky at a frequency of 6.678GHz is of size 3276×
1638 pixels, with the pixel size fixed to 0.05′′. We utilise the
exact same field-of-view as in X band imaging. The spatial
bandwidth of the estimated signal is B˜C = 2.5 × BC , where
BC is the maximum baseline. Data are split to 16 blocks with
8×104 measurements on average. We perform 60 weighted `1
minimisation tasks using adaptive PPD. Each minimisation
task stops when the relative variation between two consec-
utive estimates of the sky gets below 10−5, except for the
last minimisation task where the value of this stopping cri-
terion is set to 10−6. MS-CLEAN imaging is performed using
the weighting schemes: natural and Briggs (the robustness
parameter is set to r = −1). Estimated model images of
adaptive PPD and MS-CLEAN are displayed in Figure 3.
Superiority of the adaptive PPD reconstructions when com-
pared to those of MS-CLEAN with both weighting schemes
in terms of physical surface brightness distribution and high
resolution is once again confirmed. The associated residual
images are displayed in Figure 4, where one can see that the
adaptive PPD residual image presents the lowest standard
deviation. Furthermore, it is less structured when compared
to the residual image of naturally-weighted MS-CLEAN.
The DR values with natural weighting are 8.04 ×
103 and 4.18× 103 for adaptive PPD and naturally-weighted
MS-CLEAN, respectively. The DR values with Briggs
weighting are 3.45×103 and 2.77×103 for adaptive PPD and
Briggs-weighted MS-CLEAN, respectively. The MDR evalu-
ated on the model image of adaptive PPD is 1.09×104. These
values indicate higher dynamic range achieved by adaptive
PPD, hence higher fidelity. In addition, we report the simi-
larity of the model images obtained with adaptive PPD and
MS-CLEAN when smoothed at the instrument’s resolution
for the two weighting schemes. Similarity of adaptive PPD
and naturally-weighted MS-CLEAN is S( z˜PPD, z˜MS−CLEAN) =
33.51dB. Similarity of adaptive PPD and Briggs-weighted
MS-CLEAN is S( ¯˜zPPD, ¯˜zMS−CLEAN) = 32.27dB. Once again,
these results confirm the high similarity of the low spa-
tial frequency content of the recovered images with adaptive
PPD and MS-CLEAN.
5 SUPER-RESOLUTION OF CYG A
Both recovered images of Cyg A at bands X and C with
adaptive PPD exhibit high resolution features when com-
pared to the restored maps of MS-CLEAN. In this section,
we analyse the super-resolution achieved with adaptive PPD
by referring to higher resolution observations of Cyg A. We
also confirm the detection of a secondary black hole in the
inner core of Cyg A, reported in Perley et al. (2017) and
super-resolved in the maps produced by adaptive PPD.
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Figure 3. C band: recovered images at 2.5 times the resolution of the instrument. From top to bottom, estimated model and restored
images of naturally-weighted MS-CLEAN (resp. rows 1 and 2), estimated model and restored images of Briggs-weighted MS-CLEAN
(resp. rows 3 and 4) and model image of adaptive PPD (fifth row). The full images are displayed in log10 scale (first column) as well as
zooms on the three brightest regions: east jet’s hotspot (second column), west jet’s hotspot (third column) and the inner core of the Cyg
A galaxy (fourth column). The zoomed regions are highlighted with white boxes in the model image of naturally-weighted MS-CLEAN
(top row, left column). The surface brightness of the restored image obtained with naturally-weighted MS-CLEAN (second row) is in
units of Jy/beam, the naturally-weighted beam is of size 0.45′′ × 0.45′′ and its flux is 93.65Jy. The surface brightness of the restored image
obtained with Briggs-weighted MS-CLEAN (fourth row) is also in units of Jy/beam, the Briggs-weighted beam is of size 0.25′′ × 0.25′′ and
its flux is 30.44Jy. The surface brightness of the model images (rows 1, 3 and 5) is in units of Jy/pixel, the pixel size being 0.05′′ in both
directions.
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Figure 4. C band: residual images. From left to right: images of adaptive PPD with natural weighting (σr = 3.65 × 10−4), MS-CLEAN
with natural weighting (σr = 7.01×10−4), MS-CLEAN with Briggs weighting (σr¯ = 4.60×10−4). The lower value of the standard deviation
of the residual image obtained with PPD, compared to that obtained with naturally-weighted MS-CLEAN confirms the higher fidelity
to data of PPD’s estimated model image.
5.1 Analysis of the super-resolution with adaptive
PPD
To judge the veracity of the super-resolution capabilities of
adaptive PPD, we compare its results to maps of Cyg A ob-
tained from higher-frequency observations, where the nom-
inal resolution is naturally higher, hence super-resolution is
not required. More precisely, we choose VLA observations at
Ku band (12− 18 GHz), where the nominal resolution is two
to three times that of the X and C band data. Their asso-
ciated maps are restored images obtained with the Cotton-
Schwab clean (Schwab & Cotton 1983). Since the emis-
sion mechanism in Cyg A is known to be synchrotron, the
radiation spectrum is very broad, spanning over orders of
magnitudes (Carilli et al. 1991). No sharp spectral features
are expected within a frequency band of the same order of
magnitude. Therefore, the choice of Ku band images as a
reference is relevant.
For the imaged data at X band, we utilise a restored
map of Cyg A at a frequency of 17.324GHz as a refer-
ence. These data present a maximum baseline Bref1 , that
is Bref1 ≈ 2 × BX , and the spatial bandwidth of its imaged
map is B˜ref1 = 4 × BX . The X band data, initially imaged
at the spatial bandwidth 2.5 × BX , are further imaged at
the exact same spatial bandwidth as the reference image
B˜ref1 using both Briggs-weighted MS-CLEAN and adaptive
PPD. In Figure 5, zooms on the hotspots are displayed for
the reference image, the model image of adaptive PPD and
the restored image of Briggs-weighted MS-CLEAN. All three
images are characterised with a pixel size δl = 0.025′′. The
surface brightness of PPD model images are in units of
Jy/pixel and that of MS-CLEAN and the reference maps
are in units of Jy/beam. Note that the displayed integrated
flux is preserved on the three maps. The inspection of the
zooms on both hotspots indicates the high similarity of the
recovered hotspots in the model image of adaptive PPD
and the clean restored image of Cyg A at the frequency
17.324GHz. A further examination of adaptive PPD’s con-
sistency with respect to the choice of the imaging resolution
is examined through the image recovery at three different
resolutions. These correspond to the pixel sizes δl ∈ {0.08′′,
0.04′′, 0.025′′}, shown in Figure 5 as embedded animations6
cycling through the imaged hotspots at the different reso-
lutions. The high resolution features are consistent over the
6 The animation is only supported when the PDF file is opened
using Adobe Acrobat Reader, https://get.adobe.com/reader/
different resolutions with a noticeable improvement when
increasing the imaged spatial bandwidth, in particular in
terms of the pixelisation at the edges of the hotspots’ bright-
est structures. Thus, super-resolved maps up to four times
the nominal resolution can be obtained with no apparent
degradation of the imaging quality despite the increase of
the number of the unknowns in the imaging problem. Note
that when running MS-CLEAN on a resolution larger than
the nominal one, naturally a super-resolved model image is
obtained, where the negative components are less prominent.
However, as explained earlier, the super-resolved structures
of the MS-CLEAN model image remain non-physical. More-
over, the resolution of the corresponding restored image is
limited by the shape of the clean beam, dictated by the
effective Fourier sampling. This effect is illustrated in Fig-
ure 5, where one can see that (i) the hotspots recovered
in the restored image of Briggs-weighted MS-CLEAN are
smooth when compared against the reconstruction of adap-
tive PPD, (ii) no super-resolution is noticed when examining
the hotspots at the three different resolutions.
Similar investigation is carried out for the obtained im-
ages from the data at C band. These are cross-checked with
a restored image of Cyg A at a frequency of 14.252GHz. The
maximum baseline of the observations is Bref2 ≈ 2.13×BC and
the imaged map’s spatial bandwidth is B˜ref2 ≈ 3.5 × BC cor-
responding to a pixel size δl = 0.035′′. We perform imaging
with adaptive PPD and Briggs-weighted MS-CLEAN at the
same spatial bandwidth B˜ref2 (i.e. same resolution). Zooms on
the hotspots of the reference map, the adaptive PPD model
image and the Briggs-weighted MS-CLEAN restored image
are shown in Figure 6. The surface brightness of PPD model
images are in units of Jy/pixel and that of MS-CLEAN and
the reference maps are in units of Jy/beam. Once again,
when inspecting visually the hotspots, it is clear that the
obtained details with adaptive PPD are physical. Super-
resolution recovery of adaptive PPD is again confirmed.
Moreover, inspecting the obtained maps with adaptive PPD
at the different resolutions, characterised with pixel sizes
δl ∈ {0.08′′, 0.05′′, 0.035′′}, demonstrates the consistency of
the high resolution features of the algorithm. These im-
ages are shown in Figure 6 as embedded animations cycling
through the imaged hotspots at the different resolutions.
These super-resolved maps of adaptive PPD are the re-
sult of the SARA priors enforced on the estimate of the
sky, which are the positivity and the re-weighted average
sparsity in a redundant dictionary. In particular, positivity
seems to have a significant impact on the spatial frequen-
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cies above the maximum baseline of the observations. For
a better understanding of this prior’s contribution, we note
that the reconstructed image of the radio sky is a sampling
of a spatially band-limited version of the true sky. More-
over, if exact, it can be expressed as the sampled convolu-
tion of the true positive sky with a sinc function. Thus, con-
ceptually, it can take negative values. Therefore, formally,
the positivity constraint comes in tension with the nature
of the true samples of the spatially band-limited sky. Yet,
this tension can be alleviated by choosing to image the ra-
dio sky at a spatial bandwidth significantly larger than the
maximum baseline of the observations. In this case, posi-
tivity simply acts as a strong prior for the Fourier modes
beyond the maximum baseline of the observations, i.e. for
super-resolution. As shown above, super-resolution obtained
with adaptive PPD is validated. These findings confirm that
the estimated model images using convex optimisation tech-
niques are highly reliable, thus no post-processing such as
introducing a blur reflecting the instrument’s resolution, is
required. On a further note, the w-modulation, originating
from the third dimension of the baseline, has recently been
shown to yield super-resolution (Dabbech et al. 2017). Yet,
this is not the case here, as the probed field-of-view is nar-
row. The w-modulation, being negligible, is not considered
in the imaging problem.
5.2 The story of a secondary black hole
(candidate)
Perley et al. (2017) report the serendipitous discovery of a
luminous radio transient in the inner core of Cyg A, just 460
pc offset from the super massive black hole in the galaxy.
The transient, dubbed Cyg A-2, is well detected at 8.5GHz
using clean, and is interpreted as a secondary black hole.
We confirm the findings of Perley et al. (2017) when imaging
Cyg A from observations at a frequency of 8.422GHz, at 2.5
times the nominal resolution (corresponding to a pixel size of
δl = 0.04′′). In Figure 1, fourth column, zooms on the inner
core of Cyg A are displayed. The source’s location is high-
lighted with a circle whose center is at the position given by
RA = 19h 59mn 28.322s (J2000) and DEC = +40◦ 44′ 1.89′′
and radius of size 0.1′′. The source is highlighted with a
green circle when detected and a red dashed circle otherwise.
One can see that Cyg A-2 is well detected with adaptive
PPD and Briggs-weighted MS-CLEAN, whereas naturally-
weighted MS-CLEAN fails to do so. Though visible, the
source is blurred in the restored image of Briggs-weighted
MS-CLEAN. The flux of Cyg A-2, calculated directly from
the model images (over the highlighted physical region), is
about 5mJy with adaptive PPD and 4.9mJy with Briggs-
weighted MS-CLEAN. The source is also well detected when
imaged at 4 times the nominal resolution (corresponding to
a pixel size δl = 0.025′′) as shown in Figure 7, left panel,
where its angular scale is preserved and its estimated flux is
about 4.3mJy.
More interestingly, the source is highly resolved when
imaged with adaptive PPD from the observations at a fre-
quency of 6.678GHz at 2.5 times the nominal resolution
(corresponding to a pixel size δl = 0.05′′), as shown in
Figure 3, fourth column. The source’s location is high-
lighted with a circle whose center is at the position given by
RA = 19h 59mn 28.324s (J2000) and DEC = +40◦ 44′ 1.88′′
and radius of size 0.11′′. The source is highlighted with a
green circle when detected and a red dashed circle otherwise.
Although detected in the model image of MS-CLEAN with
Briggs weighting at a single pixel, in the restored image, the
source is completely buried within the beam of the primary
nuclei of Cyg A (see Figure 3, fourth column, fourth row).
As for MS-CLEAN with natural weighting, here again it fails
completely to detect the radio transient. The estimated flux
of Cyg A-2 is about 4.6mJy with both adaptive PPD and
Briggs-weighted MS-CLEAN (over the highlighted physical
region). These results are in agreement with the findings of
Perley et al. (2017). The source is also well detected when
imaged at 3.5 times the nominal resolution (corresponding
to a pixel size δl = 0.035′′) as shown in Figure 7, right panel,
where it is further resolved and its estimated flux is about
3.4mJy. We note the presence of a tail-like structure associ-
ated with Cyg A-2 in the PPD image. However, given the
faintness of the structure, and the fact that it is not detected
in the X band image, we cannot confidently say whether this
faint structure is real, or is a DDE-induced imaging artefact.
6 CONCLUSIONS
In this paper, we developed an adaptive version of the
convex PPD algorithmic structure solving the SARA min-
imisation problem for radio interferometric imaging in the
presence of unknown noise and calibration errors. The al-
gorithm achieves high resolution high fidelity imaging of
Cyg A from VLA observations. Imaging results confirm
the superior quality of the proposed algorithmic structure
to standard clean-based techniques. The veracity of the
achieved super-resolved reconstructions of Cyg A at X and
C bands is verified through higher-resolution VLA observa-
tions of the radio galaxy at Ku band. These results con-
firm the reliability of the reconstructed images with the ad-
vanced convex optimisation algorithms as accurate represen-
tations of the radio sky. Our matlab code is available online
on GitHub, http:// basp-group.github.io/pd-and-admm-for-
ri/. Interestingly, the recent discovery of a radio transient in
the inner core of Cyg A, revealed at X band, is further con-
firmed at C band when imaging with adaptive PPD, though
the latter observations are characterised with a lower nom-
inal resolution. The radio source is very well detected on
the adaptive PPD model images at both frequencies and is
super-resolved when compared against the restored images
obtained with MS-CLEAN.
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Figure 5. X band: zooms on the hotspots in Cyg A displayed in log10 scale. Top: east hotspot, bottom: west hotspot. From left to
right: the reference map at 17.324GHz obtained with clean, the estimated model image of adaptive PPD and the restored image of
Briggs-weighted MS-CLEAN from the data at X band (8.422GHz). All images have the same pixel size δl = 0.025′′. The figure also
contains embedded animation of the hotspots imaged with adaptive PPD and Briggs-weighted MS-CLEAN at three different resolutions
corresponding to δl ∈ {0.08′′, 0.04′′, 0.025′′ }. The surface brightness of Briggs-weighted MS-CLEAN and the reference map are in units of
Jy/beam. The surface brightness of PPD’s model images are in units of Jy/pixel. Note that, for each resolution, the unit of the surface
brightness is different as it is a function of the pixel. The displayed integrated flux is preserved on all the maps. One can notice improved
details with increased resolution, in particular at the edges of the brightest structures of the hotspots. The animations are only supported
when the PDF file is opened using Adobe Acrobat Reader.
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Figure 6. C band: zooms on the hotspots in Cyg A displayed in log10 scale. Top: east hotspot, bottom: west hotspot. From left to
right: the reference map at 14.252GHz obtained with clean, the estimated model image of adaptive PPD and the restored image of
Briggs-weighted MS-CLEAN from the data at C band (6.678GHz). All images have the same pixel size δl = 0.035′′. The surface brightness
of Briggs-weighted MS-CLEAN and the reference map are in units of Jy/beam. The surface brightness of PPD’s model images are in
units of Jy/pixel. Note that, for each resolution, the unit of the surface brightness is different as it is a function of the pixel. The displayed
integrated flux is preserved on all the maps. The figure also contains embedded animations of the hotspots imaged with adaptive PPD
and Briggs-weighted MS-CLEAN at three different resolutions, corresponding to δl ∈ {0.08′′, 0.05′′, 0.035′′ }. One can notice improved
details with increased resolution, in particular at the edges of the brightest structures of the hotspots. The animations are only supported
when the PDF file is opened using Adobe Acrobat Reader.
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APPENDIX A: OVERVIEW OF THE
PARAMETERS SPECIFIC TO ADAPTIVE PPD
An overview of the variables and parameters involved in the
adjustment of the `2 bounds on the data fidelity terms is
presented in Tables A2 and A1, respectively.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure 7. Cyg A-2 displayed in log10 scale. Left, X band ob-
servations imaged with PPD at 4 times the nominal resolution
(δl = 0.025′′). Right, C band observations imaged with PPD at
3.5 times the nominal resolution (δl = 0.035′′). Cyg A-2 is high-
lighted with a green circle. The source’s angular scales from the
maps at 2.5 times the nominal resolutions are highlighted with
green dashed circles. These maps are embedded as animations in
the figure. The animations are only supported when the PDF file
is opened using Adobe Acrobat Reader.
Table A1. Overview of the variables employed in the adaptive
procedure incorporated in Algorithm 1.
µ
(t )
j `2 norm of the residual corresponding to the
data block j at iteration t.

(t−1)
j `2 bound on the data block j imposed at iter-
ation t.
p
(t−1)
j iteration index of the previous update of the
`2 bound of the data block j.
σ(t−1) characterising the relative variation between
two consecutive estimates of the solution at
iteration t − 1.
Table A2. Overview of the parameters involved in the adaptive
procedure incorporated in Algorithm 1.
γ1 ∈]0 1[ configurable; the bound on the relative varia-
tion between two consecutive estimates of the
solution. For the tests herein γ1 is set to 10−4.
γ2 ∈]0 1[ configurable; the tolerance on the relative dif-
ference between the current estimate of the
bound imposed on the data block j and the `2
norm of its associated residual. For the tests
herein γ2 is set to 10−3.
γ3 ∈]0 1[ configurable, characterising the increment of
the `2 bound with respect to the `2 norm of
the current residual. For the tests herein γ3 is
set to 0.618
P configurable; corresponds to the minimum
number of iterations between consecutive up-
dates on each `2 bound. For the tests herein P
is set to 100.
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