Cooperative optimization of building energy systems in an economic model predictive control framework  by Staino, Andrea et al.
C
m
A
D
a
A
R
R
A
A
K
C
C
B
H
E
1
d
o
a
g
t
o
t
t
o
b
a
(
s
w
t
z
t
q
n
s
h
0
0Energy and Buildings 128 (2016) 713–722
Contents lists available at ScienceDirect
Energy  and  Buildings
j ourna l ho me  page: www.elsev ier .com/ locate /enbui ld
ooperative  optimization  of  building  energy  systems  in  an  economic
odel  predictive  control  framework
ndrea  Staino,  Himanshu  Nagpal,  Biswajit  Basu ∗
epartment of Civil, Structural and Environmental Engineering, Trinity College Dublin, Dublin 2, Ireland
 r  t  i  c  l  e  i  n  f  o
rticle history:
eceived 30 November 2015
eceived in revised form 17 June 2016
ccepted 5 July 2016
vailable online 16 July 2016
a  b  s  t  r  a  c  t
A  concept  of  ‘cooperative’  optimization  of building  energy  systems  is  proposed  in  this  paper.  A  cooperative
optimization  framework  for a group  of  buildings  connected  to  heat  pumps  in  the  context  of economic
model  predictive  control  is formulated.  Two  optimization  scenarios  have  been  considered  for  analysis  –  a
‘selﬁsh’  optimization  of an individual  building  and  a  cooperative  optimization  of  a group  of  buildings.  The
impact  of cooperative  optimization  on the  energy  usage  patterns  and  cost  of  electricity  for  operating  theeywords:
ooperative optimization
ontrol systems
uilding energy management systems
eat-pumps
heat  pumps  have  been  investigated.  The  proposed  cooperative  optimization  approach  is  able to  achieve
up  to 15%  reduction  in energy  demand  cost  in comparison  with  selﬁsh  optimization.  The beneﬁts  arising
out  of  the cooperative  optimization  concept  may  be a major  drive  for  the future  smart  cities  and  will  play
a  signiﬁcant  role  in advancing  the  concept  of  smart  energy  systems.
© 2016  The  Authors.  Published  by  Elsevier  B.V.  This  is  an  open  access  article  under the  CC  BY-NC-ND
conomic model predictive control
. Introduction
A signiﬁcant amount of research in the recent years has been
evoted towards performance of building energy systems and their
ptimization and control. Most of the results reported in the liter-
ture are mainly focused on individual buildings, though recently
roups of buildings and cities have been also considered [1,2]. In
his context, further research about energy performance of a cluster
f buildings is therefore needed.
Traditional controllers which are most widely used in buildings
end to be compensated and use current outdoor temperature, i.e.
hey are feedforward in nature [3]. These controllers may  not lead to
ptimal energy management in buildings. In recent years, there has
een signiﬁcant development on control of heating, ventilation and
ir conditioning (HVAC) systems [4–7]. Model predictive control
MPC) in particular has gained remarkable momentum due to its
uitability for control of slow dynamics systems. In the MPC  frame-
ork, a numerical model of the process to be controlled is employed
o predict the behaviour of the system over a certain future hori-
on. The predictions are used to formulate an optimization problem
hat aims at minimizing a prescribed objective function, typically
uantifying the performance of the system. In this context, eco-
omic model predictive control (E-MPC) denotes a class of MPC
trategies for which the objective function contains also economic
∗ Corresponding author. Tel.: +353 1896 2389.
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/).license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
criteria. The application of MPC  in building energy control has been
investigated for climate control [8–10] and appliance scheduling
applications [11–14]. In [15] a randomized MPC approach based on
weather and occupancy predictions is proposed to regulate comfort
levels in buildings and to minimize the buildings energy consump-
tion. Recently, a review on optimal control systems applied to
energy management in smart buildings has been given by Shaikh
et al. [16]. In spite of the requirement of a model and additional
computation burden, the work by Privara et al. [17] is an evidence
of one of the early implementation for building heating systems.
The major advantage of predictive control algorithms is that the
energy controllers can adjust the control input in advance of future
requirements based on prediction. In this way, the effects of slow
thermal dynamic response of building systems can be counteracted
by the predictive control algorithm. Lee et al. [18] and Cho et al. [19]
studied control methods for ﬂoor heating in Korea. They concluded
from their studies that predictive control methods performed bet-
ter than on/off controllers with regard to energy consumption. Ma
et al. [20] and Vieira et al. [21] shows in their studies that predictive
control performs better than the proportional control in context of
energy and cost saving. Chen [22,23] and Pyeongchan [24] have
applied model base predictive control techniques in ﬂoor heat-
ing applications. Different forms of objective functions have been
explored by them leading to different formulations, such as based
on minimizing the operating costs or accumulated heat supply ﬂux
with indoor temperature target interval band.
This paper proposes a formulation for cooperative optimization
of a cluster of building energy system connected with heat pumps
under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.
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n the framework of an E-MPC problem [9,25]. E-MPC is particularly
uitable for the implementation of the demand response approach
9,26]. The optimization problem formulated in this paper leads
o the concept of a cooperative optimization. The results from the
ooperative optimization scenario are compared with those from
 selﬁsh optimization of a single building using E-MPC. The impact
f the proposed controller on energy usage pattern, load shifting
rends and total cost of energy consumption is also investigated.
. Review on building climate controllers
Before discussing E-MPC formulation some of the current build-
ng energy control strategies are discussed ﬁrst.
.1. Current building energy control strategies
Some of major and commonly used building HVAC control
trategies are: (i) on-off temperature control, (ii) weather compen-
ated control and (iii) PID control [7,17].
.1.1. On-Off room temperature control
This is the simplest type of control strategy. The heating/cooling
ystem in a room is turned on or off according to the deviation from
 set point, i.e. based on an error threshold. This is implemented on
 hysteresis curve. The main drawback of this controller is that it
oes not take into account the dynamics of the building. However,
t is simple to implement.
.1.2. Weather compensated control
This is a form of feedforward control. The temperature of the
eating element/machine in the room is set according to the out-
oor temperature by means of a heating curve. This curve is a
unction of the difference between the indoor and the outdoor tem-
erature. This controller also does not account for the dynamics of
he building. In spite of this drawback, it is a robust controller and
uning is easy.
.1.3. PID control
This is one of the most popular industrial control strategies
27,28]. This is a feedback control strategy and can take into account
ome information about the system dynamics and heating/cooling
emperature is determined according to the room temperature
et-point error. PID controllers are widely used in industrial appli-
ations but they do not account for outdoor temperature explicitly
n the design of the control law. Further, in the case of multiple
nput multiple output (MIMO) systems the tuning of multivari-
ble PID controllers is still a challenging task in practice. Hence,
he use of such controllers are limited in controlling HVAC systems
or buildings.
.2. Model identiﬁcation
In comparison with the model free approach, model-based con-
rol offers the advantage of providing useful design indications
hrough simulations at a design stage. The model-based approach is
lso well-suited for the application of optimal control strategies in
hich the control algorithm is re-cast as an optimization problem
e.g. MPC), with the possibility of modelling physical constraints.
he performance of a model-based controller is, however, heavily
ependent on the accuracy of the model, i.e. on how good the model
s in predicting the behaviour of the real system.
Thanks to the advances in sensing and metering technologies,
ata-driven characterization of the heat dynamics of buildings has
ained particular attention in recent years due to the increased
vailability of detailed data. The integration of knowledge of the
hysical characteristics of the building (in terms of equationsings 128 (2016) 713–722
describing the underlying physics) with building energy perfor-
mance data leads to a grey-box system identiﬁcation approach
[29]. The use of grey-box models for modelling of heat dynamics of
buildings has been investigated in the literature in [30].
For the purpose of illustration of the concept proposed in the
present paper, the approach described in [25,30] has been adopted
to model the thermal dynamics of a building subjected to mul-
tiple heat inputs, including ﬂoor heating and solar radiation. The
modelling approach is brieﬂy outlined in Section 3.
3. Building energy system with heat pump and
economic-MPC
For the purpose of formulating the problem a simpliﬁed model
for thermal dynamics in a building including heat pump is devel-
oped following [25]. The building considered is connected to a
ground-source heat pump through ﬂoor heating pipes and it is
subjected to solar radiation and outdoor ambient temperature. As
the dynamics of a heat pump is much faster as compared to the
thermal dynamics of a building in general, the amount of heat trans-
ferred by a heat pump can be represented by the following algebraic
equation:
Qc = Wc (1)
where Qc = heat transferred from the condenser to the water,  =
coefﬁcient of performance of the heat pump, Wc = work done by the
compressor. The simpliﬁed model of the building energy balance
with a heat pump under the assumption discussed previously can
be represented by the following three differential equations [25]
Cp,r T˙r = (UA)fr(Tf − Tr) − (UA)ra(Tr − Ta) + (1 − p)s
Cp,f T˙f = (UA)wf (Tw − Tf ) − (UA)fr(Tf − Tr) + ps
Cp,w ˙Tw = Wc − (UA)wf (TW − Tf )
(2)
where the state variables Tr, Tf and Tw represent the room air tem-
perature, the ﬂoor temperature and the water temperature in ﬂoor
heating pipes, respectively. The external disturbances considered
in the simpliﬁed model are the ambient air temperature Ta and the
solar radiation power s. In (2), Cp,r, Cp,f and Cp,w denote the heat
capacity of the room air, of the ﬂoor and of the water in ﬂoor heat-
ing pipes, respectively; (UA)ra, (UA)f,r and (UA)w,f represent the heat
transfer coefﬁcients between room air and ambient, ﬂoor and room
air, water and ﬂoor, respectively. The parameter p is the fraction of
incident solar radiation on ﬂoor and  is the compressor coefﬁcient
of performance (COP).
The system of differential equations (2) can be used to develop a
state-space model of the building energy system with a heat pump
with
x˙ = [A]{x} + [B]u + [E]{d}
y = [C]{x} (3)
In (3) the states are
[
Tr Tf Tw
]T
and the control input is u = Wc;
the disturbances are {d} =
[
Ta s
]T
; and the output variable is the
indoor temperature y = Tr. These lead to the matrices in the state-
space model [25].
MPC  is an advanced control method which stems from applica-
tions in process control industries in late 70s and early 80s [31].
MPC  represents a class of control strategies where the model of the
system of the process is explicitly considered and the control input
is determined based on the minimization of an objective function
with certain constraints. The optimization is performed iteratively
over a ﬁnite horizon with a multi step-ahead control action pre-
diction and is updated in time progressively. There have been
several attempts to use MPC  for HVAC control system [32–36] in
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he last decade with some real implementation study [17]. The main
ifference between MPC  and E-MPC is that the objective function
n E-MPC is based on an economic cost function.
As in an MPC  strategy, E-MPC strategy also consists of two basic
teps:
. The future outputs are predicted using the model. The future
control signals (also termed as moves, i.e. a sequence of con-
trol inputs over time) are calculated by optimizing the objective
function.
. The ﬁrst component of the control sequence (signal move) is fed
back (applied) to the system while the rest are discarded. At the
next time step, the prediction horizon is moved forward one step
(i.e. the starting and ending time steps of the cost function are
shifted one time step forward according to the receding-horizon
strategy), the process of output prediction and control action
calculation is repeated and the ﬁrst component of the control
sequence again is fed back (applied). This is repeated for future
steps.
n using zero-order-hold sampling of the input signals, the con-
inuous version of the state space model in Eq. (3) of the building
nergy system with a heat pump can be represented by the follow-
ng discrete form
{xk+1} = [Ad]{xk} + [Bd]uk + [Ed]{dk}
yd = [Cd]{xk}
(4)
In classical MPC  formulation, a quadratic criterion accounting
or the state deviation and for the input usage is generally used to
ormulate the optimization problem [37]. In the E-MPC framework,
n economic objective function is designed and a linear program is
ormulated to minimize the electricity expense while keeping the
ndoor temperature inside a prescribed comfort region.
. Cooperative optimization for a group of buildings
A model for a group of buildings sharing a number of heat pumps
s developed here. Let us consider a system of n buildings and m heat
umps. Each heat pump may  be connected to a number of buildings
s shown in Fig. 1. The ith building is denoted by Ri and the jth heat
ump is represented as Hj.
The connectivity between the heat pumps and the buildings
re represented by a connectivity matrix [L] of dimension n × m.
et us assume that the heat pump Hj is connected to nj number
f buildings i.e. Rj1 , Rj2 , . . .,  Rjnj . In that case the column entries at
1, j2, . . .,  jnj for the jth row in [L] will be 1 and the rest of the column
ntries for the same row will be 0. The control inﬂuence matrix for
he system is given by
Bs] = [B¯][L] (5)
here [B¯] is expressed as
B¯] =
[
[B ] [B ] . . . [B ]
]
(6)1 2 n
nd [Bj], j = 1, 2, . . .,  n denotes the control inﬂuence vector cor-
esponding to the case of the building Rj connected with a heat
ump.ings 128 (2016) 713–722 715
The state-space model of the system of buildings with heat
pumps converted to a discrete-time state-space model using zero
order holding sampling of the input signals is represented by
{xsk+1 } = [As]{xsk } + [Bs]{usk } + [Es]{dsk }
{ysk } = [Cs]{xsk }
(7)
In (7), {xs}, [As], {us}, [Es], {ds}, {ys} and [Cs] represent the
augmented state vector, system matrix, control input vector, dis-
turbance inﬂuence matrix, disturbance vector, output vector and
the output inﬂuence matrix, respectively. These are given by
{xs} =
[
{x1}T {x2}T . . . {xn}T
]T
(8a)
[As] = Diag
[
[A1]
T [A2]
T . . . [An]
T
]T
(8b)
{us} =
[
u1 u2 . . . um
]T
(8c)
[Es] =
⎡
⎢⎢⎢⎢⎣
[E1] [01] [01]. . . [01]
[01] [E2] [01]. . . [01]
...
...
. . .
...
[01] . . . . . . [En]
⎤
⎥⎥⎥⎥⎦ (8d)
{ds} =
[
{d1}T {d2}T . . . {dn}T
]T
(8e)
{ys} =
[
y1 y2 . . . yn
]T
(8f)
[Cs] =
⎡
⎢⎢⎢⎢⎣
[C1] [02] [02] . . . [02]
[02] [C2] [02] . . . [02]
· ·
. . . .  . . ·
[02] . . . . . . . . . [Cn]
⎤
⎥⎥⎥⎥⎦ (8g)
The matrices [01] and [02] are the zero matrices of dimension
ns × q and r × ns respectively, where ns, q and r, are the number
of states, number of disturbances and number of outputs for an
individual building. The state vector, system matrix, disturbance
inﬂuence matrix, disturbance vector, output vector and the output
inﬂuence matrix for the building Rj, j = 1, . . .,  n are denoted by {xj},
[Aj], [Ej], {dj}, {yj} and [Cj], respectively. The control input vector
from each heat pump is denoted by {uh}, h = 1, . . .,  m.
5. Concept of cooperative optimization with E-MPC
Under a cooperative framework, an E-MPC problem can be for-
mulated for the group of buildings described in the previous section
leading to a cooperative optimization concept.
If the buildings collaborate in sharing the heat pumps in energy
distribution, then using the discrete-time linear state-space formu-
lation to predict the future outputs of the system, we  can formulate
an optimization problem to minimize the total electricity cost for
operating the heat pump while keeping the indoor room tempera-
tures in the buildings within prescribed intervals.
It is assumed that there are multiple the control input to a build-
ing from the heat pumps to which the building is connected and
the output consisting of room temperatures in the building. We
minimize the total electricity cost of operating all the heat pumps
connected to the buildings. The variable cost of electricity is con-
sidered in formulating the objective function. The constraints on
the temperature set-points and building dynamics for each of the
buildings have to be satisﬁed. Hence, this leads to a cooperative
optimization problem in an E-MPC setting. The E-MPC problem for-
mulated is then employed to investigate the impact of the concept
716 A. Staino et al. / Energy and Build
Table 1
Estimated building parameters.
Parameter Value Value Description
Cp,r 810 kJ/◦C Heat capacity of the room air
Cp,f 3315 kJ/◦C Heat capacity of ﬂoor
Cp,w 836 kJ/◦C Heat capacity of water
(UA)ra 28 kJ/◦C h Heat transfer coefﬁcient
between room air and ambient
(UA)fr 624 kJ/◦C h Heat transfer coefﬁcient
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(UA)wf 28 kJ/◦C h Heat transfer coefﬁcient
between water and ﬂoor
f cooperative optimization on the energy usage pattern and oper-
ting costs in relation to operation of heat pumps for the buildings.
min
s,us,ys
 ˚ =
∑
k ∈ N
[
cu,k{G}usk + 
n∑
i=1
vik
]
.t.
{xsk+1 } = [As]{xsk } + [Bs]{usk } + [Es]{dsk }, k ∈ N
{ysk } = [Cs]{xsk }, k ∈ N
uimin ≤ uik ≤ uimax , k ∈ N, ∀i ∈ [0,  m]
uimin ≤ uik ≤ uimax , k ∈ N, ∀i ∈ [0,  m]
yik,min ≤ yik + vik , k ∈ N, ∀i ∈ [0,  n]
yik,max ≥ yik − vik , k ∈ N, ∀i ∈ [0,  n]
vik ≥ 0, k ∈ N, ∀i ∈ [0,  n]
(9)
here N  ∈ {0, 1, . . .,  N} is the prediction horizon, {G} is a 1 × m
ector and cu,k is the time-of-use electricity price. In (9), yk,min
nd yk,max indicate the time-varying upper and lower limits of the
emperature comfort zone, respectively. A slack variable vik i = 1,
 . .,  n with the associated penalty cost  is introduced to allow
iolations of the constraints on the output variable (the so-called
oft-constraints). In this way, if the desired temperature demand
annot be achieved the optimization routine seeks a compromise
etween minimizing the economic cost and minimizing the con-
traint violations expressed by vik . The Economic MPC  formulation
lso contains constraints on the control variable uik and on its rate-
f change uik = uik+1 − uik (hard constraints).
It should be noted that the future electricity prices and also the
uture ambient temperature and solar radiation are employed in
he optimal control problem (9). In the literature researchers have
xplored a large variety of techniques for the forecasting of electric-
ty prices [38,39] including methods based on time-series [40,41],
rtiﬁcial neural networks and wavelets [42–44]. In [26] a least-
quares support vector machines approach is used for electricity
ariff price forecasting in the context of an MPC-based method to
educe peak electricity demand in building climate control. For
he purpose of simplicity in the implementation of the concept
llustrated in this paper perfect forecasts for electricity prices and
eather conditions have been assumed.
. Comparison of selﬁsh and cooperative optimization
The application of an Economic-MPC controller has been sim-
lated using MATLAB to control the indoor temperature for two
epresentative buildings, namely a small low-energy residential
uilding with a ﬂoor heating system connected to a heat pump
nd a larger building equipped with similar heating system. The
arameters for the small buildings are used as provided in [25]
nd are detailed in Table 1. For the large building, the value of theings 128 (2016) 713–722
parameters increases according to the size of the building in appro-
priate proportion. For the purpose of simplicity, non-ventilated
single-storeyed, single-zone buildings have been considered. The
buildings are subjected to the same outdoor weather conditions.
The ambient temperature Ta and solar radiation s are extrapolated
from ASHRAE IWEC (International Weather for Energy Calcula-
tions) weather data ﬁles for Dublin, Ireland [45]. These variables
represent measured non-controllable disturbance inputs to the
building energy system. The weather data time-histories could be
replaced by weather forecasts in a real-time implementation of
the proposed algorithm. Electricity tariffs from the Nordic power
exchange market [46] corresponding to the actual electricity prices
in Western Denmark have been employed. Both weather data and
electricity prices data have been sampled using a sampling time
of 30 min  which is also the sampling time used to discretize the
continuous-time system equations (3). At each time step, the opti-
mization problem is solved using the ILOG CPLEX Optimizer via
MATLAB. A two-week period has been simulated using a prediction
horizon N = 96 (i.e. 48 h).
The result of application of the selﬁsh optimization for two indi-
vidual buildings is presented ﬁrst. One of them is three times larger
in size than the other resulting in one small and one large build-
ing. The maximum electrical input power absorbed by heat pump
compressor for the small building is umax = 2 kW with a maximum
rate of change u  = 1 kW/  [unit time]. Thermal comfort is deﬁned
as in ASHRAE Standard 55-Thermal Environmental Conditions for
Human Occupancy [47]. This standard deﬁnes the range of indoor
thermal environmental conditions acceptable to a majority of occu-
pants. In the paper, temperature ranges have been selected to test
the performance of the proposed algorithm around the tempera-
ture comfort zone presented in the ASHRAE standard. Real-time
constraints for small building are speciﬁed for the zone tempera-
tures as following [47]:
⎧⎨
⎩
yk,min = 17 ◦C, yk,max = 22 ◦C, k ∈ [6am–8 : 30am]
or k ∈ [6pm–0.00am]
yk,min = 15 ◦C, yk,max = 19 ◦C, otherwise
(10)
For the large building, the maximum electrical input power
absorbed by heat pump compressor is umax = 4 kW with a maxi-
mum rate of change u  = 2 kW/unit time. Real time constraint for
desired temperature zone for the large building are as following:
⎧⎨
⎩
yk,min = 18 ◦C, yk,max = 23 ◦C, k ∈ [6am–8 : 30am]
or k ∈ [6pm–0.00am]
yk,min = 16 ◦C, yk,max = 20 ◦C, otherwise
(11)
Subsequently, three buildings are connected to a shared central-
ized heat pump. In this case, two  buildings are small and identical.
Third building is three times larger in size than other two  build-
ings. The maximum electrical input power absorbed by heat pump
is umax = 8 kW.  The performance obtained by cooperative control
scheme proposed in (9) is then discussed and compared.
Another scenario illustrating the collaboration of a residential
building and an ofﬁce building in the proposed framework is sim-
ulated. The ofﬁce building is two  times larger in size than the
residential building. The maximum power absorbed by the heat
pump is considered umax = 4 kW.  The constraints for the zone tem-
perature of residential building are as follows:⎧⎨
⎩
yk,min = 18 ◦C, yk,max = 23 ◦C, k ∈ [6am–8 : 30am]
or k ∈ [6pm–0.00am]
yk,min = 16 ◦C, yk,max = 20 ◦C, otherwise
(12)
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he desired temperature constraints for the ofﬁce building are
yk,min = 18 ◦C, yk,max = 23 ◦C, k ∈ [9am–5pm]
yk,min = 16 ◦C, yk,max = 20 ◦C, otherwise
(13)
.1. Selﬁsh optimization
First the application of the selﬁsh E-MPC optimization is inves-
igated.
.1.1. Small building – variable tariff
The results in Fig. 2 illustrate the performance of the controller
nder time varying electricity prices, time-varying soft constraints
nd time varying weather conditions over 7 days of simulation
winter temperatures have been considered to justify usage of the
eating system). It can be observed (upper ﬁgure) that the con-
roller is successful in keeping the indoor temperature Tr within
he prescribed comfort zone. The optimal schedule for the heat
ump and the corresponding electricity spot price are shown in the
iddle ﬁgure. It is clear that not only the hard constraints on the
ontrol input are satisﬁed (as expected in conventional MPC) but
lso most of the time the compressor is operating when the elec-
ricity spot price is low. As a consequence, the optimal schedule
or the heat pump exhibits an ‘impulsive’ proﬁle and input power
eaks are occurring when the price is minimum. According to the
-MPC strategy then, the heat pump power consumption is shifted
o times with cheaper energy cost while ensuring that the room
emperature is within the desired limits. The outdoor temperature
nd the associated solar radiation are plotted in the lower ﬁgure. It
hould be noted that because of the solar gains room temperature
s high initially. In this case, heat pump is not turned on.
.1.2. Small building – ﬁxed tariff
The selﬁsh optimization scheme has then been applied to the
ame building subjected to the same outdoor weather conditions
nd constraints as in the previous case but using constant elec-
ricity price. A ﬁxed tariff of 52.15 EUR/MWh (corresponding to
he average electricity price over the 2 weeks time considered)
as been assumed. The results are illustrated in Fig. 3. Clearly,tion for a small building.
the controller is capable of maintaining acceptable indoor tem-
perature without violating the constraint on the maximum input
power required from the heat pump. Since there is no variation
of the cost in the objective function, effectively the E-MPC in
this case minimizes energy usage. As a consequence the power
required to operate control is more ‘spread’ over time as shown
in the lower ﬁgure. According to the results carried out in this
study, for the small building considered the E-MPC controller
with variable tarifﬁng can provide a reduction of the energy
cost of about 39% compared to controller with ﬁxed electricity
price.
6.1.3. Big building – variable tariff
The performance of the selﬁsh economic MPC  controller applied
to a three times large (size) house is then examined. The con-
troller is again operated under a variable tarifﬁng scheme. The room
temperature is plotted in the upper ﬁgure in Fig. 4 while the corre-
sponding optimal heat pump compressor schedule is plotted in the
lower ﬁgure. Similar considerations as in the E-MPC control for the
small building with variable tariff analyzed previously are applica-
ble. It should be noted that due to the larger size of the building in
this case the amount of energy required for heating is greater than
in the previous case (i.e. the heating is switched on more often) and
this obviously leads to a higher ﬁnal cost. Further, it can be seen that
small violations of the soft constraints are occurring at some points
in time and the room temperature is not strictly contained in the
prescribed comfort zone. Appropriate selection of the penalty cost
associated with the slack variable allows to compute optimal solu-
tions for the E-MPC (i.e. the feasibility of the problem is maintained)
at the expense of small violations of the output constraints for short
periods of time. Finally, it can be observed that the room temper-
ature proﬁle is skewed towards the lower bounds of the comfort
region. This is because the objective function contains only eco-
nomic criteria (i.e. the cost of operating the heat pump and the cost
of violating soft output constraints). The set-point regulation per-
formance of the controller is not incorporated in the synthesis of
the control move. It should be mentioned that the tracking perfor-
mance could be improved for instance by adding a quadratic term
in the objective function to include the set-point tracking error and
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oFig. 3. Selﬁsh E-MPC optimization for
he energy usage as an additional criteria to be minimized by the
ontroller.
.2. Cooperative optimization
The two buildings individually considered above are introduced
s ‘small’ and ‘large’ buildings based on their size. For investigating
he cooperative optimization, two small and one large building is
onsidered and all of them have been connected to a shared heat
ump according to the cooperative optimization model described
n Section 4 in order to illustrate the application of the cooperative
ptimization concept proposed in this paper. In what follows, two
Fig. 4. Selﬁsh E-MPC optimizall building with ﬁxed electricity cost.
different constraint scenarios have been analyzed to ascertain the
effectiveness of the proposed approach.
6.2.1. Three buildings with shared heat pump
The results in Fig. 5 illustrate the performance of the controller
synthesized by solving the cooperative optimization problem
deﬁned in (9) for the three buildings under consideration. The
buildings are connected to a centralized heat pump heating sys-
tem. Same variable tarifﬁng scheme, same weather conditions as
in the previous cases have been employed. The indoor temperature
Tr1, Tr2 and Tr3 for the two small buildings and the large building
over 7 days of simulation are shown in Fig. (5) respectively. It can be
tion for a large building.
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tFig. 5. Cooperative E-MPC optimization for the th
een that the E-MPC controller in the proposed cooperative frame-
ork is able to keep the temperature for all the buildings within the
omfort level. The desired control performance is achieved without
iolations of the hard constraints as shown in the lower ﬁgure. The
inimization of the total energy cost in this case results in the heat
ump compressor schedule shown in Fig. (5). The energy required
or the two small and the large building are Wc1, Wc2 and Wc3
espectively. It is found that for the larger building the heat pump
ompressor is operated daily and only when the cost of electricity
s minimum and for shorter periods of time. For the small build-
ngs, the compressor is allowed to be on also when the electricity
rice is not cheap. As a consequence, in comparison with the self-
sh E-MPC optimization the ﬁnal cost increases by 13% for both of
he small buildings. However, for the large building the cooperative
pproach leads to an economic savings of about 16%. By consider-
ng the total cost of heating of the three buildings, according to the
umerical analysis carried out in this study the cooperative opti-
ization provides an economic savings of about 15% compared to
he selﬁsh optimization scheme.
It must be noted that since the overall cost reduction for coop-
rative optimization is substantial, there is a large enough margin
o eliminate the slight additional cost which the small buildings
ncur. A discounted fare could be offered to the owners of the
mall buildings to incentivize their participation in the coopera-
ive program. For instance, if a 13% reduction is offered for the
mall houses (so that they don’t incur in additional costs), it leads
o a ﬁnal reduction of 15% in total cost compared to the selﬁsh
cheme. This indicates that there is scope of providing discount
o the participating houses so that the proﬁt is shared on an
greed basis. Finally, by scaling the approach to a large number of
ouses additional optimization variables such as electricity rates
nd discounted tariffs could be incorporated into the optimization
roblem, leading to a more ﬂexible (and more complex) coopera-
ive framework. However, optimization of tariffs and of discountedildings with shared heat pump of 8 kW capacity.
rates is beyond the scope of this paper and it is left as a potential for
future study.
It should be mentioned that the minimization of the total eco-
nomic cost does not necessarily leads to the minimization of the
energy consumption. This means that the optimal solution in the
economic sense does not necessarily coincide with the best green
solution.
Fig. 6 shows the simulation results when the capacity of shared
heat pump is considered to be 12 kW.  In this case, energy cost sav-
ings is 3% more than in the case of 8 kW heat pump. So if more
capacity is added to heat pump then obviously the purchasing cost
of heat pump increases but it leads to more energy cost savings.
6.2.2. Cooperative optimization with residential and ofﬁce
buildings
Finally, the proposed cooperative optimization approach has
been used to determine the optimal schedule for a heat pump
shared between a residential house and an ofﬁce building. The
model of the small building discussed above has been assumed
to represent the residential house while the larger structure has
been associated with ofﬁce use. In order to simulate a realistic sce-
nario, it is assumed that for the residential house the temperature
should be warmer in the morning between 6am and 8.30am and
also in the evening between 6pm and midnight. Instead for the
ofﬁce, a more comfortable climate should be ensured during the
working hours (9am to 5pm). The indoor temperature constraints
considered in this case are reported in (12) and (13) for the resi-
dential house and the ofﬁce building, respectively. The top ﬁgure
in Fig. 7 shows the room temperature in the house over 7 days of
simulation using the cooperative optimization algorithm. It can be
seen that initially the output constraints are violated due to ini-
tial conditions outside of the comfort region. However, after some
time the cooperative E-MPC controller is capable of bringing the
indoor temperature Tr,res inside the desired band. Similarly, the air
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Fig. 6. Cooperative E-MPC optimization for one ofﬁce building and one residential building with shared heat pump of 12 kW capacity.
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emperature Tr,off in the ofﬁce is regulated within the prescribed
imits after some time of the simulations. By looking at the heat
ump compressor schedule indicated by Wc,res and Wc,off in Fig. 7
or the house building and the ofﬁce building, respectively, it is
ound that the heat pump compressor for the ofﬁce is operated
aily according to a pulse-like fashion and only when the cost of
lectricity is minimum. Instead, for the residential house the heat
ump supplies heat every other day and at times the compressor
s switched on even when the electricity price is high. Again, in
omparison with selﬁsh E-MPC optimization, under the coopera-
ive scheme the heat pump is operated in such a way that cost for
he smaller structure (i.e. the residential building) increases almostg and one residential building with shared heat pump.
by 2% while the cost for larger structure i.e. ofﬁce building decreases
by around 13%. By considering the total cost of energy for the two
cases (selﬁsh and cooperative), a reduction of about 12% can be
obtained by applying the cooperative optimization algorithm.
In case of cooperative optimization, controller minimizes the
overall electricity cost for all the buildings while keeping the room
temperatures for all the buildings in the desired temperature range.
It does not take into account the individual cost for every building
to minimize. As a consequence, the small buildings might incur in
an increase of the energy cost because the target (i.e. the objective
function) is the global cost, not the individual ones. However, from
a practical point of view this is not an issue because the overall
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ost reduction for cooperative optimization is substantial, there is
 large enough margin to eliminate the slight additional cost which
he small buildings incur (e.g. discounted fare for small buildings).
or the larger building, the lower energy cost is due to the possi-
ility of better exploiting the additional capacity provided by the
hared heat pump, (by accumulating the heat necessary to satisfy
he constraints when the price of electricity is low).
In case of an individual building, the key idea behind E-MPC
for selﬁsh optimization) is to store the amount of energy required
o meet the thermal comfort demand primarily when the cost of
lectricity is minimum. The reduced order numerical model, which
s based on energy and mass balance equations, is employed in
eal-time to simulate the thermal dynamics of the building and to
redict the point in time when room temperature will fall outside
f the desired range. Based on this information, an optimal sched-
le for the heat pump compressor can be determined to minimize
nergy costs.
The same principle applies also to the case of a group of build-
ngs. However, improved energy performance can be achieved in
his case (by cooperative optimization) due to the ﬂexibility pro-
ided by sharing of the heat pump. In fact, the additional capacity
ffered by the shared heat pump can be conveniently exploited
y dynamically allocating the energy stored based on the actual
emand. This means that the energy accumulated by one building
uring low electricity prices can be made available to another build-
ng that needs to be heated (possibly when the price of electricity
s high).
. Conclusions
A concept of cooperative optimal control to reduce energy
emand costs in the context of building energy systems has been
eveloped in this paper via MPC  with an economic objective.
revious works in the literature have mainly focused on the mini-
ization of the energy costs for individual buildings. This approach
an be regarded as a selﬁsh optimization in which each building is
onsidered as a single, independent unit whose energy cost is to be
inimized.
The Economic MPC  strategy has been extended in this paper to
inimize the total cost of operating the heating system for a clus-
er of buildings. Instead of minimizing the energy demand costs
or each single building, the cooperative E-MPC aimed at optimi-
ing the total (cumulative) electricity cost for all of the buildings. At
ach time step, the cooperative strategy is implemented by appro-
riately scheduling the activation of the heat pump compressors
n order to provide to each building the amount of heat required
o keep the temperature in the desired comfort zone. At the same
ime, the scheduling is designed to minimize the aggregated cost
or the operation of the heat pumps. In the numerical case study, the
ptimal control of three buildings connected to a shared centralized
eat pump has been considered under different time-varying con-
traint scenarios. The investigation carried out reveals that using
he selﬁsh E-MPC algorithm the power consumption load is shifted
o periods with low electricity prices on a daily basis. However,
ifferent energy usage patterns are observed when the coopera-
ive optimization is performed. Using the cooperative strategy, the
ontroller operates such that for larger buildings the heat pump
ompressor is switched on daily at maximum power for short time
eriods when the price of electricity is minimum; for small build-
ngs the energy usage pattern is modiﬁed in such a way that the
eat is supplied less frequently (e.g. every other day) but for longer
ime periods and also at peak hours. Results demonstrate that using
he cooperative approach the individual costs for larger buildings
s signiﬁcantly reduced compared to the selﬁsh optimization (sav-
ngs around 15% are achieved), while only a marginal or practically
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no increase is observed for smaller buildings. Indeed, simulation
results have shown that the under a time-of-use electricity pricing
scheme the cooperative optimization with E-MPC provides sub-
stantial total cost savings compared to the selﬁsh approach. The
proposed formulation could represent a promising implementation
of demand response approach in the context of building climate
control. The framework developed in this paper for the cluster of
buildings can be easily extended to energy optimization of smart
cities. Further work is ongoing to incorporate weather forecasts and
electricity prices forecasts in the synthesis of the control move in
order to examine the impact of uncertainty on the performance of
the predictive controller.
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