Abstract: Many cryptographic systems require random numbers, and weak random numbers lead to insecure systems. In the modern world, there are several techniques for generating random numbers, of which the most fundamental and important methods are deterministic extractors proposed by von Neumann, Elias, and Peres. Elias's extractor achieves the optimal rate (i.e., information theoretic upper bound) h(p) if the block size tends to infinity, where h(·) is the binary entropy function and p is probability that each bit of input sequences occurs. Peres's extractor achieves the optimal rate h(p) if the length of input and the number of iterations tend to infinity. The previous researches related to both extractors did not mention practical aspects including running time and memory-size with finite input sequences. In this paper, based on some heuristics, we derive a lower bound on the maximum redundancy of Peres's extractor, and we show that Elias's extractor is better than Peres's one in terms of the maximum redundancy (or the rates) if we do not pay attention to time complexity or space complexity. In addition, we perform numerical and non-asymptotic analysis of both extractors with a finite input sequence with any biased probability under the same e nvironments. For doing it, we implemented both extractors on a general PC and simple environments. Our empirical results show that Peres's extractor is much better than Elias's one for given finite input sequences under the almost same running time. As a consequence, Peres's extractor would be more suitable to generate uniformly random sequences in practice in applications such as cryptographic systems.
Introduction

20
It is undeniable that random numbers play important roles in cryptography, for example, key can be applied in various cryptographic applications and platforms without any restrictions.
141
Our implementation and results will be explained in Section 4. We calibrate our implementation 142 by comparing the theoretical and experimental redundancy of both extractors. Afterwards, we 143 analyze time complexity of both extractors with respect to bit-length of input sequences from 144 100 to 5000. We compare the redundancy of both extractors, and our implementation shows that 145 Peres's extractor is much better than Elias's one under the almost same running time. As a result, 146 Peres's extractor would be more suitable for generating uniformly random sequences for the 147 practical use in applications. 
Preliminaries
149
The first deterministic extractor was constructed by von Neumann [6] in 1951, and later improved 150 ones were proposed by Elias [7] in 1971, and by Peres [11] in 1992. The prior work [6, 7, 11] Bernoulli source Bern(p) from which input sequences were generated, namely Bern(p) outputs i.i.d.
152
(x 1 , x 2 , . . . , x n ) ∈ {0, 1} n according to Pr(x i = 1) = p and Pr(x i = 0) = q = 1 − p for some unknown 153 p ∈ (0, 1).
154
A deterministic extractor A takes (x 1 , x 2 , . . . , x n ) ∈ {0, 1} n as input and outputs (y 1 , y 2 , . . . , y ) ∈ 155 {0, 1} , and its average bit-length of output is denoted by¯ (n) which is a function of n, and define 156 its rate function by r A (p) := lim n→∞¯ (n)/n. Additionally, for a deterministic extractor A, we define
von Neumann's extractor
165
The von Neumann's extractor was a simple algorithm for extracting independent unbiased bits from biased bits. This algorithm divides the input sequences (x 1 , x 2 , x 3 , x 4 , . . . , x n ) into the pairs 1 ((x 1 x 2 ), (x 3 x 4 ), . . .) and maps each pair with a mapping as follows: 00 → ∧, 01 → 0, 10 → 1, 11 → ∧,
where the symbol ∧ means no output was generated. After that, it concatenates all resulting outputs 166 of (1). For the help of understanding, we give an example as follows. If n is odd, we discard the last bit.
Example 1.
Suppose that an input sequence is (x 1 , x 2 , x 3 , . . . , x 8 ) = (1, 0, 0, 1, 0, 0, 1, 1 N which have k ones and N − k zeros. Here, each sequence of S k is equiprobable (i.e., the probability
that α j = 1, we assign 2 j distinct output sequences of length j to 2 j distinct sequences of S k which
188
have not already been assigned. If α 0 = 1, one sequence of S k is assigned to ∧. In particular, since 
191
Example 2. Suppose that the given input sequence x = (1, 0, 0, 1, 0, 0, 1, 1) with block size N = 4, which is the same as in Example 1. Firstly, we partition the set {0, 1} 4 of possible input sequences into the following subsets:
. We consider the following assignment of output sequences: 
207
Firstly, suppose a binary input sequence x N = (x 1 , x 2 , . . . , x N ) contains k ones and N − k zeros. Let Num(x N ) be a number which corresponds to x N when we lexicographical order set S k . If x N has k ones, then the number Num(x N ) is defined by
Then, we calculate a binary codeword code(x N ) of x N , which is assignment of an output sequence of 208 x N as follows:
is defined to be the j 0 low-order binary string of Num(x N ).
2 j s + 2 j t+1 for some 0 ≤ t ≤ m, then code(x N ) is defined to be the 214 suffix consisting of the j t+1 binary string of Num(x N ).
215
Example 3. Suppose that the block size N = 4, and the given input sequence is x = (1, 0, 0, 1, 0, 0, 1, 1), which
216
is the same as all previous examples. After that, the sequence is divided as x = ((1, 0, 0, 1), (0, 0, 1, 1)). Next,
217
compute Num(x N ) follow the above conditions.
Afterwards, the RM method computes code(1, 0, 0, 1) = (1, 1) and code(0, 0, 1, 1) = (0). Finally, outputs 219 y = (1, 1, 0) by concatenating code(1, 0, 0, 1) and code(0, 0, 1, 1).
220
The time and space complexity of Elias's extractor with the RM method are O(N log 3 N log log N)
sequence N := n, the rate function (or redundancy) achieve the best value. For simplicity, we assume 225 that N = n in the following explanation. Then, the rate function r E (p, n) is evaluated by
Elias's extractor takes i.i.d. with non-uniform distribution as input, and it will output i.i.d. with 227 uniform distribution such that its rate is given by equation (3). Elias [7] showed that the rate function 228 r E (p, n) of the Elias's extractor converges to h(p) as n → ∞, or equivalently, the redundancy function
O(1/n) for any fixed p. Therefore, for given n-bit input sequence, if we set the maximum block-size to 231 be the input-size, the non-asymptotic maximum redundancy Γ E (n) converges to zero not slower than 
is defined inductively as follows: For an even n,
where * is concatenation;
all the indices satisfying
. . , x n−1 ), i.e., the last bit is discarded and utilize the case of an even n above.
243
Note that, the number of iterations ν is at most log n , since Ψ ν for every ν ≥ 2 is defined by Ψ ν−1
244
having an input sequence whose bit-length is at most n/2, i.e., the bit-length of both (u 1 , u 2 , . . . , u n 2 ) 245 and (v 1 , v 2 , . . . , v n 2 − ) in the equation (4) is at most n/2. Obviously, Peres's extractor with ν = 1 is the 246 same as the von Neumann's extractor. In addition, Peres's extractor with a large ν is considered to be 247 an elegantly improved version from von Neumann's one by utilizing a recursion mechanism.
248
Example 4. Suppose that an input sequence is given as x = (1, 0, 0, 1, 0, 0, 1, 1), which is the same as all 249 previous examples. The number of iterations satisfy ν ≤ log 8 = 3. Then, Peres's extractor is executed as 250 follows:
Complexity:
We denote the time complexity of Ψ ν by T ν (n). By the equation (4), we have
and T 1 (n) = O(n) (see Section 2.1 for time complexity of the von Neumann's extractor). From the 253 condition (5), we obtain T ν (n) = O(νn) for Ψ ν with 1 ≤ ν ≤ log n . In particular, time complexity of
254
Peres's extractor with the maximum iterations ν = log n is evaluated as T ν (n) = O(n log n) and the 255 space complexity is O(1). Redundancy: The rate function r P ν (p) of Peres's extractor can be computed inductively by the equation
for ν ≥ 2, and r P 1 (p) = pq. such that its rate is given by equation (6) 
, and lim
In other words, the above result is described in terms of redundancy as follows:
for ν ≥ 2 and
, where the above equation (7) follows from the equation (6).
263
Furthermore, it holds that f P ν (p) ≥ f P ν+1 (p) for all ν ∈ N, p ∈ (0, 1), and lim
in p ∈ (0, 1). Suppose that we take the maximum ν = log n and n → ∞, and then, we have 265 Γ P (n) = o(1).
266
In Table 1 , we summarize the redundancy, time complexity and space complexity (memory size)
267
for the von Neumann's, Elias's, and Peres's extractors. 
Lower Bound on Redundancy of Peres's Extractor
269
Although it is shown that Γ P (n) = o(1) in the Peres's extractor (i.e., Γ P (n) converges to zero as 270 n → ∞), it is not known whether Γ P (n) converges to zero rapidly or slowly. To investigate it, we 271 analyze the non-asymptotic redundancy function f P ν (p, n) and non-asymptotic maximum redundancy 272 Γ P (n). In particular, we derive a lower bound on Γ P (n) based on some heuristics. 
In particular, d 2 f P ν dp 2 1 2 < 0 for 1 ≤ ν ≤ 4 and d 2 f P ν dp 2 1 2 > 0 for ν ≥ 5. Here, we assume that the following proposition holds true. It does not seem to be easy to provide 281 a proof, however, it seems to be true from our experimental results that are provided in Appendix B.
282
Proposition 2 (heuristics). Suppose ν = log n . Then, we have f
, for a suffuciently large n and any p ∈ (0, 1).
284
The following theorem shows a lower bound on Γ P (n) that are derived based on Proposition 2.
285
Theorem 1. Suppose that Proposition 2 holds true. Then, in Peres's extractor with the maximum iterations 286 ν = log n , we have Γ P (n) > 1/n 2−log 3 . In particular, Γ P (n) = ω(1/n).
287
Proof. Let n be a large natural number. For a natural number ν ∈ N with 1 ≤ ν ≤ log n, we define 288 a ν := r ν (1/2). Then, by the equation (6) we have
By solving the equation above, we have
Thus, for ν = log n , we obtain
≥ (3/4) log n = 1 n 2−log 3 , where the inequality (10) follows from Proposition 2, and the equality (11) follows from (9).
292
Therefore, we have
where the inequality (12) follows from Proposition 1.
294
Theorem 1 shows that the non-asymptotic maximum redundancy Γ P (n) does converge to zero 295 slower than 1/n. This means that Peres's extractor is worse than Elias's extractor in terms of the 296 maximum redundancy, since Γ E (n) = O(1/n) if block size is set to be n. To answer the questions above, we design our experiments as follows.
317
To answer the questions (1) and (2) with finite input sequences, we use 180-bit length of inputs and generate 100 times for each probability 336 p. The rand() will produce different sequences in every time under the same probability, thus we 337 repeat to generate input sequences 100 times and calculate the average of experimental redundancy. 
355
By analyzing all the results of the experiments above, we can answer the question (4) In Fig. 1a , we show the redundancy of Peres's extractor from theoretical aspects, that is, we 359 calculated the redundancy f P ν (p) of Peres's extractor by using (7) with the iterations ν = 1, 2, . . . , 7
360
and the probability p = 0.1, 0.2, . . . , 0.9. We depicted the graphs of redundancy f P ν (p), where x-axis 361 means probability p and y-axis means redundancy. It can be easily seen that the redundancy becomes 362 smaller as the number of iterations become bigger, for all p ∈ (0, 1). Furthermore, we showed the 363 experimental redundancy of Peres's extractor with 180 bit-length of input sequences in Fig. 1b . As a 364 result, the theoretical redundancy in Fig. 1a is almost the same as the experimental redundancy in Fig.   365 1b. In Fig. 2 In Fig. 3 , we show experimental redundancy with probability 0.450 ≤ p ≤ 0.550 at x-axis as in Fig.   371 2. It can be seen that f P ν (p) (ν = 5, 6) would not be concave but there is much fluctuation, although Fig. 1b look to be concave. (3) and
(b) Non-asymptotic and experimental estimate of redundancy with 180-bit input sequences. In Fig. 4a , we show the redundancy of Elias's extractor with the RM method from theoretical 375 aspects, that is, we calculated the theoretical redundancy
extractor with the RM method by using (3) with probability p = 0.1, 0.2, . . . , 0.9 and the block size 377 N = 10, 20, 30, 60, 90, 180 . It can be seen that the redundancy becomes smaller as block size becomes 378 larger, for all p ∈ (0, 1). In spite of the fact that there is a slight difference between theoretical 379 redundancy in Fig. 4a and experimental redundancy in Fig. 4b , we can say that most of them have 380 similarity.
381
As a result, the redundancy of Elias's extractor with large block size is better than that of Peres's 382 extractor, which is an answer to the second question of ours. Moreover, we can observe that the theoretical redundancy is almost the same as the experimental redundancy in both extractors, which is 384 an answer to the first question. Therefore, we can rely on our implementation, and we will use this 385 implementation for analyzing the running time in the next section. This section will answer the third question. In Fig. 5a , we show running time of Peres's extractor 
396
In Fig. 5b , we show running time of Elias's extractor with RM method with block size N = 397 2, 4, 6, 8, 10, 12, 16, 20 . It can be seen that, if the block size becomes larger, it leads to the large running better than that of Elias's extractor with the RM method. Therefore, we will answer the fourth question 414 by comparing running time in Fig. 6a and redundancy under the almost same running time in Fig. 6b .
415
In Fig. 6a 
where the last equality follows from (9).
454
For p ∈ (0, 1), we definep := p 2 + (1 − p) 2 andp := p 2 /p. Then, it holds that 455 dp dp = 2(2p − 1), dp dp = 2p(1 − p) p 2 .
Next, for the first order derivative of f P ν (p), we have
d f P ν (p) dp = (2p
Then, by setting p = 1/2 in (A4), for ν ≥ 2, we have 457 d f P ν (1/2) dp = 1 2 d f P ν−1 (1/2) dp (A5) = 1 2 ν−1 d f P 1 (1/2) dp = 0,
where (A5) follows from (A4), and (A6) follows from (A3).
458
Moreover, for the second order derivative of f P ν (p), we obtain 459 d 2 f P 1 (p) dp 2 = − 1 ln 2
d 2 f P ν (p) dp 2 = 2 f P ν−1 (p) + 2 d f P ν−1 (p) dp + 1 − 2p p d f P ν−1 (p) dp +2(2p − 1) 2 d 2 f P ν−1 (p) dp 2 + 2p 2 (1 − p) 2 p 3 d 2 f P ν−1 (p) dp 2 for ν ≥ 2.
And, by setting p = 1/2 in (A8), for ν ≥ 2, we have 460 d 2 f P ν (1/2) dp 2 = 2 f P ν−1 (1/2) + 2 d f P ν−1 (1/2) dp + d 2 f P ν−1 (1/2) dp 2 = 2 3 4 ν−1
where the first equality follows from (A8), and the second equality (A9) follows from (A1) and (A6).
461
Then, by solving the equation (A9) (ν ≥ 2) and d 2 f P 1 (1/2) dp 2 = 2 − 4/ ln 2, we get 462 d 2 f P ν (1/2) dp 2 = d 2 f P 1 (1/2) dp 2 + 2 
