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THE RADIUS OF COMPARISON OF THE CROSSED PRODUCT
BY A TRACIALLY STRICTLY APPROXIMATELY INNER
ACTION.
M. ALI ASADI-VASFI
Dedicated to N. Christopher Phillips on the occasion of his 64th birthday.
Abstract. Let G be a finite group, let A be an infinite-dimensional sta-
bly finite simple unital C*-algebra, and let α : G → Aut(A) be a tracially
strictly approximately inner action of G on A. Then the radius of com-
parison satisfies rc(A) ≤ rc
(
C∗(G,A,α)
)
and if C∗(G,A,α) is simple, then
rc(A) ≤ rc
(
C∗(G,A,α)
)
≤ rc(Aα). Further, the inclusion of A in C∗(G,A,α)
induces an isomorphism from the purely positive part of the Cuntz semigroup
Cu(A) to its image in Cu(C∗(G,A,α)). If α is strictly approximately inner,
then in fact Cu(A) → Cu(C∗(G,A,α)) is an ordered semigroup isomorphism
onto its range. Also, for every finite group G and for every η ∈
(
0, 1
card(G)
)
,
we construct a simple separable unital AH algebra A with stable rank one and
a strictly approximately inner action α : G→ Aut(A) such that:
(1) α is pointwise outer and doesn’t have the weak tracial Rokhlin property.
(2) rc(A) = rc (C∗(G,A, α)) = η.
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1. Introduction
Comparison theory of projections plays an important role in the type classifi-
cation of factors. A C*-algebra might have few or no projections. In this case
comparison theory of projections may say nothing about the structure of the C*-
algebra. The appropriate substitute for projections is positive elements. This idea
was first introduced by Cuntz in [8] for the purpose of studying dimension functions
on simple C*-algebras. Later, the radius of comparison of C*-algebras, based on
the Cuntz semigroup, was introduced by Andrew S. Toms in Section 6 of [34] to
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study exotic examples of simple amenable C*-algebras that are not Z-absorbing. In
the commutative setting, it is well known that the radius of comparison of C(X) is
bounded above by one half the covering dimension of X [7, 12]. Also, the compari-
son theory can be viewed as a non-commutative dimension theory [3]. Remarkable
progress has been achieved on the comparison theory in [7, 19, 24, 25, 28]. In this
paper, we consider the relation between comparison theory in a simple C*-algebra
A and in the crossed product of A by a finite group, under a tracially strictly
approximately inner action.
The Cuntz semigroup is a key ingredient in the Elliott program for the classifica-
tion of C*-algebras [13, 35]. We refer to [2, 33] for many aspects of the Cuntz semi-
group. It is generally large and complicated. Among simple nuclear C*-algebras,
the classifiable ones are those whose Cuntz semigroups are easily accessible (Sec-
tion 5 of [2]). With the near completion of the Elliott program, nonclassifiable
C*-algebras attract more attention (see [4, 19, 25]) and the Cuntz semigroup is
the main additional available invariant. The goal of this paper is to conduct an
investigation beyond classifiable C*-algebras by considering crossed products by fi-
nite groups of simple C*-algebras which may not have strict comparison of positive
elements, although there are still many pieces of the puzzle that have to be put
together.
Section 2 is devoted to providing a quick overview of the background we need
here. In Section 3 and Section 4, we give a standard definition for a strictly approx-
imately inner action of a finite group on a unital C*-algebra and its tracial analog,
tracial strict approximate innerness. (See Definition 3.5 and Definition 4.2.) To
provide these definitions, we basically give a generalization of the Definition 1.3 of
[26] and a generalization of Definition 3.2 of [27] to nonabelian finite groups and
not necessarily separable C*-algebras, and then omit some of their assumptions.
(See Definition 3.3 and Definition 4.1.) Clearly, in the setting of abelian groups
and simple separable unital C*-algebras, approximate representability in the sense
of Phillips (Definition 3.2 of [27]), approximate representability in the sense of
Izumi (Definition 3.6(2) of [20]), approximate representability in the sense of Osaka
and Teruya (Definition 3.4 of [23]), and approximate representability in our sense
(Definition 3.3) are the same. There is no apparent reason to believe that strict
approximate innerness implies approximate representability. No examples seem to
be known.
Also, we prove that if G is a finite group, A is an infinite-dimensional simple
unital stably finite C*-algebra, and α : G→ Aut(A) be a tracially strictly approxi-
mately inner action, then the radii of comparison of A and the crossed product are
related by
rc(A) ≤ rc
(
C∗(G,A, α)
)
.
Getting the reverse inequality is likely to be very difficult. When we further assume
that C∗(G,A, α) is simple, then the radii of comparison of A, the crossed product,
and the fixed point algebra are related by
rc(A) ≤ rc
(
C∗(G,A, α)
)
≤ rc(Aα).
In fact, we prove a much stronger result, relating the Cuntz semigroups (see The-
orem 3.14 and Theorem 4.10). We show that the inclusion of A in C∗(G,A, α) in-
duces an isomorphism from Cu(A) to its range in Cu(C∗(G,A, α)) if α is a strictly
approximate inner action of a finite group G on a unital C*-algebra A. It induces
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an isomorphism from Cu+(A) ∪ {0} to its range if α is a tracially strictly approx-
imately inner action of a finite group G on an infinite-dimensional simple unital
stably finite C*-algebra A.
Suppose further that G is abelian, α is tracially approximately representable,
and C∗(G,A, α) is simple. Let α̂ be the dual action of Ĝ on C∗(G,A, α). Then α̂
has the tracial Rokhlin property by Theorem 3.11 of [27]. Therefore our results are
immediate from Takai duality [31] and the main results in [4]. But the hypothesis
in our results is only that the action is tracially strictly approximately inner. Also,
the group in our work need not to be abelian. Thus, our results generalize the
tracial Rokhlin property case of [4]. Note that the right version of the Rokhlin
property for actions of finite dimensional quantum groups was given in [15] under
the name “spatial Rokhlin property” and the tracial version of spatial Rokhlin
property has not been defined yet. Also, even if we had the result of [4] for duals
of finite dimensional quantum groups, Theorem 4.12 of [5] would only give the
current result assuming approximate representability. It is because of the fact that
our actual hypotheses are weaker. Namely, strict approximate innerness is weaker
than approximate representability and our results cover also the tracial version of
approximate representability.
Finally, in Section 5, for every finite group G and for every η ∈
(
0, 1card(G)
)
,
we construct a simple separable unital AH algebra A with stable rank one and an
action α : G→ Aut(A) such that:
(1) α is pointwise outer, strictly approximately inner, and doesn’t have the
weak tracial Rokhlin property.
(2) rc(A) = rc (C∗(G,A, α)) = η.
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2. Preliminaries
In this preliminary section, we collect some information on the Cuntz semigroup,
quasitraces, and the radius of comparison for easy reference and the convenience of
the reader.
Notation 2.1. Throughout, if A is a C*-algebra, or if A = M∞(B) for a C*-
algebra B, we write A+ for the set of positive elements of A and write U(A) for
its unitary group. For a ∈ A+, we denote by (a − ε)+ the function max(0, t − ε)
on the spectrum of a. Also, we denote by K the algebra of compact operators on a
separable and infinite-dimensional Hilbert space H.
Part (1) of the following definition is originally from [8] and Part (2) is from [2].
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Definition 2.2. Let A be a C*-algebra.
(1) For any a, b ∈ M∞(A)+, we say that a is Cuntz subequivalent to b in A,
written a -A b, if there is a sequence (cn)
∞
n=1 in M∞(A) such that
lim
n→∞
cnbc
∗
n = a.
If a -A b and b -A a, we say that a and b are Cuntz equivalent in A and
write a ∼A b. This relation is an equivalence relation, and we write 〈a〉A
for the equivalence class of a. We define W(A) = M∞(A)+/ ∼A, together
with the commutative semigroup operation 〈a〉A+ 〈b〉A = 〈a⊕ b〉A and the
partial order 〈a〉A ≤ 〈b〉A if a -A b. We write 0 for 〈0〉A. Further, we take
Cu(A) = W(K ⊗A). We write the classes as 〈a〉A for a ∈ (K ⊗A)+.
(2) Let A and B be C*-algebras and let ψ : A → B be a homomorphism.
We use the same letter for the induced maps Mn(A) → Mn(B) for n ∈
Z>0 and M∞(A) → M∞(B). We define W(ψ) : W(A) → W(B) and
Cu(ψ) : Cu(A) → Cu(B) by 〈a〉A 7→ 〈ψ(a)〉B for a ∈ M∞(A)+ or a ∈
(K ⊗A)+ as appropriate.
The usual notation for Cuntz subequivalence is a - b. Since we need to use
Cuntz subequivalence with respect to different C*-algebras, we include A in the
notation.
The following lemma is taken from [21, 28, 29].
Lemma 2.3. Let A be a C*-algebra.
(1) Let a, b ∈ A+ and let η > 0. If ‖a− b‖ < η, then:
(a) (a− η)+ -A b.
(b) For any λ > 0, we have (a− λ− η)+ -A (b − λ)+.
(2) Let a ∈ A+ and let η1, η2 > 0. Then(
(a− η1)+ − η2
)
+
=
(
a− (η1 + η2)
)
+
.
(3) Let a, b ∈ A+. Then the following are equivalent:
(a) a -A b.
(b) (a− η)+ -A b for all η > 0.
(c) For every η > 0, there is δ > 0 such that (a− η)+ -A (b− δ)+.
The following definition is originally from [6]. It is also Defnition 3.1 of [17].
Definition 2.4. A quasitrace on a unital C*-algebra A is a function ρ : A→ C is
if the following hold:
(1) ρ(a∗a) = ρ(aa∗) ≥ 0 for all a ∈ A.
(2) ρ(b + ic) = ρ(b) + iρ(c) for b, c ∈ Asa.
(3) ρ|B is linear for every commutative C*-subalgebra B ⊆ A.
(4) There is a function ρ2 : M2(A)→ C satisfying (1), (2), and (3) with M2(A)
in place of A, and such that, with (ej,k)
2
j,k=1 denoting the standard system
of matrix units in M2(C), for all a ∈ A we have
ρ(a) = ρ2(a⊗ e1,1).
A quasitrace ρ on a unital C*-algebra is normalized if ρ(1) = 1. The set of normal-
ized quasitraces on a unital C*-algebra A is denoted by QT(A).
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It was shown in the discussion after Proposition II.4.6 of [6] that QT(A) 6= ∅ for
every stably finite unital C*-algebra A. We refer to [6, 17] for more details about
quasitraces.
The following is Definition 6.1 of [34], except that we allow r = 0 in (2). This
change makes no difference.
Definition 2.5. Let A be a stably finite unital C*-algebra.
(1) For ρ ∈ QT(A), define dρ : M∞(A)+ → [0,∞) by
dρ(a) = lim
n→∞
ρ(a1/n).
(2) Let r ∈ [0,∞). We say that A has r-comparison if whenever a, b ∈M∞(A)+
satisfy
dρ(a) + r < dρ(b)
for all ρ ∈ QT(A), then a -A b.
(3) The radius of comparison of A, denoted rc(A), is
rc(A) = inf
({
r ∈ [0,∞) : A has r-comparison
})
if it exists, and ∞ otherwise.
It was shown in Proposition 6.3 of [34] that if A is simple, then A has rc(A)-
comparison.
The following proposition is taken from Proposition 6.2 of [34].
Proposition 2.6. Let A and B be stably finite unital C*-algebras. Then:
(1) rc(A⊕B) = max
(
rc(A), rc(B)
)
.
(2) rc(Mn ⊗A) =
1
n · rc(A) for n ∈ Z>0.
The following proposition, which is a special case of results in [7] and is The-
orem 12.4.4 of [16], is an algebraic reformulation of the radius of comparison for
simple C*-algebras.
Proposition 2.7. Let A be a stably finite simple unital C*-algebra. Then rc(A)
is the least number s ∈ [0,∞] such that whenever m,n ∈ Z>0 satisfy m/n > s, and
a, b ∈M∞(A)+ satisfy
(n+ 1)〈a〉A +m〈1〉A ≤ 〈b〉A
in W (A), then a -A b.
The following theorem, providing bounds on the radius of comparison of a full
corner in a C*-algebra, is a special case of Theorem 2.18 in [4].
Theorem 2.8. Let A be a stably finite unital C*-algebra and let q be a full
projection in A. Define
λ = inf
({
ρ(q) : ρ ∈ QT(A)
})
and η = sup
({
ρ(q) : ρ ∈ QT(A)
})
.
Then 0 < λ ≤ η ≤ 1 and 1η · rc(A) ≤ rc(qAq) ≤
1
λ · rc(A).
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3. The radius of comparison and strict approximate innerness
In this section, we first prove that approximate representability in the sense of
Izumi and approximate representability in the sense of Phillips are the same in the
setting of nonabelian finite groups. We then give the definition of strictly approxi-
mately inner actions of finite groups on unital C*-algebras. Then we find a unital
linear map from C∗(G,A, α) to A which is an approximate homomorphism on finite
sets and whose restriction to A is the identity map. Also, we show that the map
W(ι) : W(A) → W(C∗(G,A, α)) and the map Cu(ι) : Cu(A) → Cu(C∗(G,A, α))
which are induced by the inclusion map of A in C∗(G,A, α) are injective. We
further find a lower bound and an upper bound for the radius of comparison of
C∗(G,A, α).
Definition 3.1. Let A be a C*-algebra. We denote the set of all bounded sequences
in A with the supremum norm and pointwise operations by l∞(Z>0, A). Define
c0(Z>0, A) =
{
(an)n∈Z>0 ∈ l
∞(Z>0, A) : lim
n→∞
‖an‖ = 0
}
.
Clearly c0(Z>0, A) is an ideal of l
∞(Z>0, A). Then define
A∞ = l
∞(Z>0, A)/c0(Z>0, A).
We identify A with the C*-subalgebra of A∞ consisting of the equivalence classes
of constant sequences. Let α : G → Aut(A) be an action of a finite group G on a
C*-algebra A. We write α∞ : G→ Aut(A∞) for the induced action.
The following definition is a generalization of the Definition 3.6(2) of [20] to
nonabelian finite groups in terms of the sequence algebra. It was also pointed out
by Izumi in Remark 3.7 of [20].
Definition 3.2. Let α : G→ Aut(A) be an action of a finite group G on a unital
C*-algebra A. The action α is said to be approximately representable if there exists
a unitary representation w of G in A∞ such that:
(1) α∞g(x) = w(g)xw(g)
∗ for all x ∈ A and all g ∈ G.
(2) α∞g(w(h)) = w(ghg
−1) for all g, h ∈ G.
The following is a generalization of the Definition 1.3 of [26] to nonabelian finite
groups.
Definition 3.3. Let A be a unital C*-algebra, let G be a finite group, and let
α : G → Aut(A) be an action of G on A. We say that α is approximately repre-
sentable if for every finite set F ⊂ A and every ε > 0, there are zg ∈ U(A) for g ∈ G
such that:
(1) ‖αg(a)− zgaz
∗
g‖ < ε for all g ∈ G and all a ∈ F .
(2) ‖zgzh − zgh‖ < ε for all g, h ∈ G.
(3) ‖αg(zh)− zghg−1‖ < ε for all g, h ∈ G.
Obviously, in the abelian case, Condition (3) reduces to ‖αg(zh)− zh‖ < ε.
The following lemma is a generalization of Lemma 3.1 of [27] to nonabelian
groups.
Lemma 3.4. Let A be a separable unital C*-algebra and letG be a finite group (not
necessarily abelian). Let α : G → Aut(A) be an action. Then α is approximately
representable in the sense of Izumi (Definition 3.2) if and only if α is approximately
representable in the sense of Phillips (Definition 3.3).
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Proof. We first prove the backwards implication. Since A is separable, we can
choose finite sets Fn ⊂ A such that F1 ⊆ F2 ⊆ . . . and ∪∞n=1Fn = A. Applying
Definition 3.3 for each Fn, we get zn(g) ∈ U(A) for g ∈ G such that:
(1) ‖αg(a)− zn(g)azn(g)
∗‖ < 1n for all a ∈ Fn and all g ∈ G.
(2) ‖zn(g)zn(h)− zn(gh)‖ <
1
n for all g, h ∈ G.
(3) ‖αg(zn(h))− zn(ghg
−1)‖ < 1n for all g, h ∈ G.
Now, for g ∈ G, set w
(0)
g = (zn(g))n∈Z>0 as an element in l
∞(Z>0, A) and w(g) be
its image in A∞. Then, for all a ∈ ∪
∞
m=1Fm, we have
(3.1) lim
n→∞
‖αg(a)− zn(g)azn(g)
∗‖ = 0.
Let ε > 0 and let x ∈ A. Choose m ∈ Z>0 and a ∈ Fm such that
(3.2) ‖x− a‖ < ε3 .
By (3.1), we can choose N ∈ Z>0 such that N ≥ m and for all n ≥ N
(3.3) ‖αg(a)− zn(g)azn(g)
∗‖ <
ε
3
.
For all n ≥ N , we use (3.2) and (3.3) to get
‖αg(x)− zn(g)xzn(g)
∗‖ < ‖αg(x) − αg(a)‖ + ‖αg(a)− zn(g)azn(g)
∗‖
+ ‖zn(g)‖ · ‖a− x‖ · ‖zn(g)
∗‖
<
ε
3
+
ε
3
+
ε
3
= ε.
Thus,
lim
n→∞
‖αg(x) − zn(g)xzn(g)
∗‖ = 0.
Therefore, for all x ∈ A, and all g ∈ G,
α∞g(x) = w(g)xw(g)
∗.
By (2) and (3), we further have, for all g, h ∈ G,
lim
n→∞
‖zn(g)zn(h)− zn(gh)‖ = 0 and lim
n→∞
∥∥αg(zn(h))− zn(ghg−1)∥∥ = 0.
Thus, the map g 7→ w(g) is a unitary representation fromG toA∞ and α∞g(w(h)) =
w(ghg−1) for all g, h ∈ G.
To prove the forwards implication, consider w(g) in Definition 3.2 as being pre-
sented by a sequence (wn(g))n∈Z>0 . Then
lim
n→∞
‖wn(g)wn(g)
∗ − 1‖ = 0 and lim
n→∞
‖wn(g)
∗wn(g)− 1‖ = 0.
Now using semiprojectivity to C(S1), we can find a sequence (un(g))n∈Z>0 of uni-
taries in A such that limn→∞ ‖un(g)−wn(g)‖ = 0. Then we still have, for all a ∈ A
and all g, h ∈ G,
lim
n→∞
‖αg(a)− un(g)aun(g)‖ = 0 and lim
n→∞
‖αg(un(h))− un(ghg
−1)‖ = 0.
Now take z(g) = un(g) for some fixed and sufficiently large n. Therefore Condi-
tion (1) through Condition (3) in Definition 3.3 hold. 
Now, we omit Condition (3) in Definition 3.3 and make the following definition.
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Definition 3.5. Let A be a unital C*-algebra, let G be a finite group, and let
α : G → Aut(A) be an action of G on A. We say that α is strictly approximately
inner if for every finite set F ⊂ A and every ε > 0, there are zg ∈ U(A) for g ∈ G
such that:
(1) ‖αg(a)− zgaz
∗
g‖ < ε for all g ∈ G and all a ∈ F .
(2) ‖zgzh − zgh‖ < ε for all g, h ∈ G.
Remark 3.6. Obviously, strict approximate representability implies strict approx-
imate innerness. But there is no reason to expect that the converse is true and
the naive method to prove the converse fails. It seems that counterexamples are
hard to find. However, there is evidence of existing such examples. Namely, assume
the notation in the proof of Lemma 3.4. Since w
(0)
g is not a constant sequence, we
cannot expect naively to get α∞g(w(h)) = w(ghg
−1) from (1) and (2).
We provide a stronger version of Definition 3.5 in the following lemma.
Lemma 3.7. Let A be a C*-algebra, letG be a finite group, and let α : G→ Aut(A)
be an action of G on A. Then α is strictly approximately inner if and only if for
every finite set F ⊂ A and every ε > 0, there is a homomorphism g 7→ zg from G
to U(A) such that, for all g ∈ G and all a ∈ F ,
‖αg(a)− zgaz
∗
g‖ < ε.
Proof. It follows from semiprojectivity of C∗(G). 
The following lemma provides a version of Definition 3.5 which is stated in terms
of the sequence algebra.
Lemma 3.8. Let A be a separable unital C*-algebra and let G be a finite group.
Let α : G → Aut(A) be an action. Then α is strictly approximately inner if and
only if there exists a unitary representation w of G in A∞ such that
α∞g(x) = w(g)xw(g)
∗
for all x ∈ A and all g ∈ G.
Proof. The proof is essentially the same as that of Lemma 3.4. 
Lemma 3.9. Let G be a finite group, let
(
(G,Aj , α
(j))j∈J , (ϕj,k)j≤k
)
be a direct
system of G-algebras, let A be the direct limit of the Aj , and let α : G→ Aut(A) be
the direct limit of the α(j). If α(j) is inner for each j, then α is strictly approximately
inner.
Proof. Let ε > 0, let m ∈ Z>0, and let a1, a2, . . . , am ∈ A. Choose n ∈ Z>0 and
b1, b2, . . . , bm ∈ An such that, for j = 1, 2, . . . ,m,
(3.4) ‖ϕ∞,n(bj)− aj‖ <
ε
2
.
Since α(n) is inner, there is a homomorphism g 7→ zg from G to U(An) such that,
for all j ∈ {1, 2, · · · , n} and all g ∈ G,
(3.5) α(n)g (bj) = zgbjz
∗
g .
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Define wg = ϕ∞,n(zg). Therefore, using ϕ∞,n ◦ α
(n)
g = αg ◦ ϕ∞,n and (3.5) at the
first step and using (3.4) at the second step,
‖αg(aj)− wgajw
∗
g‖ ≤ ‖αg(aj)− αg(ϕ∞,n(bj))‖
+ ‖ϕ∞,n(zg)ϕ∞,n(bj)ϕ∞,n(z
∗
g)− wgajw
∗
g‖
<
ε
2
+
ε
2
= ε.
This completes the proof. 
Notation 3.10. Let A be a unital C*-algebra and let α : G → Aut(A) be an
action of a finite group G on A. For g ∈ G, we let ug be the element of Cc(G,A, α)
which takes the value 1 at g and 0 at the other elements of G. We use the same
notation for its image in C∗(G,A, α). Also, for each g ∈ G, we define the map
Eg : C
∗(G,A, α)→ A by
Eg(a) = ag,
where a =
∑
g∈G agug. We also denote by A
α the fixed point algebra, given by
Aα =
{
a ∈ A : αg(a) = a for all g ∈ G
}
.
Proposition 3.11. Let A be a unital C*-algebra and let α : G → Aut(A) be an
action of a finite group G on A which is strictly approximately inner. Then for
every finite set F ⊂ C∗(G,A, α) and every ε > 0, there exists a unital surjective
linear map ψ : C∗(G,A, α)→ A such that:
(1) ‖ψ‖ ≤ card(G).
(2) ψ(a) = a for all a ∈ A.
(3) ‖ψ(xyz∗)− ψ(x)ψ(y)ψ(z)∗‖ < ε for all x, y, z ∈ F .
Proof. Let ε > 0 and let F ⊂ C∗(G,A, α) be a finite set. Set
F0 =
{
Eg(v), Eg(v)
∗ : g ∈ G and v ∈ F
}
,
M = max
(
1, max
a∈F0
‖a‖
)
, and ε′ =
ε
2M2card(G)3
.
Applying Lemma 3.7 with ε′ in place of ε and F0 as given, we get homomorphism
g 7→ zg from G to U(A) such that, for all g ∈ G and a ∈ F0,
(3.6) ‖αg(a)− zgaz
∗
g‖ < ε
′.
Now define ψ : C∗(G,A, α)→ A by∑
g∈G
agug 7→
∑
g∈G
agzg.
Clearly ψ is unital, linear, and surjective. To prove (1), let
∑
g∈G agug be an
arbitrary element in C∗(G,A, α). Then∥∥∥∥∥ψ
(∑
g∈G
agug
)∥∥∥∥∥ =
∥∥∥∥∥∑
g∈G
agzg
∥∥∥∥∥ ≤∑
g∈G
‖ag‖ ≤ card(G)
∥∥∥∥∥∑
g∈G
agug
∥∥∥∥∥.
Part (2) is immediate from the fact that z1 = 1A. To prove (3), let
x =
∑
g∈G
agug, y =
∑
h∈G
bhuh, and z =
∑
t∈G
ctut
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be arbitrary elements in F . So z∗ =
∑
t∈G αt−1(c
∗
t )ut−1 . A short computation then
shows that
ψ(xyz∗) =
∑
g,h,t∈G
agαg(bh)αght−1 (c
∗
t )zght−1(3.7)
and
(3.8) ψ(x)ψ(y)ψ(z)∗ =
∑
g,h,t∈G
agzgbhzhz
∗
t c
∗
t .
Therefore, using (3.7) and (3.8) at the first step and using (3.6) at the second step,
‖ψ(xyz∗)− ψ(x)ψ(y)ψ(z)∗‖
≤
∑
g,h,t∈G
‖ag‖ · ‖αg(bh)− zgbhz
∗
g‖ · ‖αght−1(c
∗
t )zght−1‖
+
∑
g,h,t∈G
‖agzgbhz
∗
g‖ · ‖αght−1(c
∗
t )− zght−1c
∗
t z
∗
ght−1‖ · ‖zght−1‖
< card(G)3M2ε′ + card(G)3M2ε′ = 2card(G)3M2ε′ = ε.
This completes the proof. 
Proposition 3.12. Let A be a unital C*-algebra and let α : G → Aut(A) be an
action of a finite group G on A which is strictly approximately inner. Assume
a, b ∈ A+. Then a -A b if and only if a -C∗(G,A,α) b.
Proof. We only need to prove the backwards implication. Let ε > 0. Let a, b ∈ A+.
By Lemma 2.3(3), it suffices to show that (a− ε)+ -A b. We use a -C∗(G,A,α) b to
find v ∈ C∗(G,A, α) such that
(3.9) ‖vbv∗ − a‖ < ε2card(G) .
Set F =
{
b, v, v∗
}
. Now, we apply Proposition 3.11 with ε2 and F as given to get
a unital surjective linear map ψ : C∗(G,A, α)→ A such that:
(1) ‖ψ‖ ≤ card(G).
(2) ψ(c) = c for all c ∈ A.
(3) ‖ψ(xyz∗)− ψ(x)ψ(y)ψ(z)∗‖ < ε2 for all x, y, z ∈ F .
Using (2) at the first step, using (3.9) and (3) at the second step, and using (1) at
the last step, we get
‖a− ψ(v)bψ(v)∗‖ ≤ ‖ψ (a)− ψ (vbv∗)‖+ ‖ψ (vbv∗)− ψ(v)ψ(b)ψ(v)∗‖(3.10)
<
ε‖ψ‖
2card(G)
+
ε
2
≤ ε.
Therefore, using (3.10) and Lemma 2.3(1a) at the first step,
(a− ε)+ -A ψ(v)bψ(v)
∗ -A b.
This completes the proof. 
Remark 3.13. Let A be a unital C*-algebra, let n ∈ Z>0 and let α : G→ Aut(A)
be an action of a finite group G on A which is strictly approximately inner. Then
it is easy to check that the action idMn ⊗ α : G → Aut(Mn(A)) is also strictly
approximately inner.
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Theorem 3.14. Let A be a unital C*-algebra and let G be a finite group. Let
α : G → Aut(A) be a strictly approximately inner action. Let ι : A → C∗(G,A, α)
be the inclusion map. Then:
(1) The map W(ι) : W(A)→W(C∗(G,A, α)) is an ordered semigroup isomor-
phism onto its range.
(2) The map Cu(ι) : Cu(A) → Cu(C∗(G,A, α)) is an ordered semigroup iso-
morphism onto its range.
Proof. We only need to show injectivity and order isomorphism in both parts.
Part (1) is essentially immediate from Remark 3.13 and Proposition 3.12.
We prove (2). We must show that if a, b ∈ (K ⊗ A)+ satisfy a -C∗(G,A,α) b,
then a -A b. Let ε > 0. By Lemma 2.3(3), it suffices to prove that (a− ε)+ -A b.
Applying Lemma 2.3(3c) with ε3 in place of η, we choose δ > 0 such that
(3.11)
(
a−
ε
3
)
+
-C∗(G,A,α) (b − δ)+.
Choose m,n ∈ Z>0, a0 ∈Mm(A)+, and b0 ∈Mn(A)+ such that∥∥∥∥a0 − (a− ε3)+
∥∥∥∥ < ε3 and ‖b0 − b‖ < δ2 .
It follows from Lemma 2.3(1b) that
(3.12) (a− ε)+ -A
(
a0 −
ε
3
)
+
-A
(
a−
ε
3
)
+
and
(3.13) (b − δ)+ -A
(
b0 −
δ
2
)
+
-A b.
Combining the second part of (3.12), the first part of (3.13), and (3.11), we get
(3.14)
(
a0 −
ε
3
)
+
-C∗(G,A,α)
(
b0 −
δ
2
)
+
.
Since a0, b0 ∈
⋃∞
l=1Ml(A), Part (1) implies that (3.14) holds in A. Combining this
with the first part of (3.12) and the second part of (3.13), we get (a−ε)+ -A b. 
We will give an example which satisfies the hypotheses of Theorem 3.14 in Sec-
tion 5 (see Corollary 5.13).
Definition 3.15. An ordered semigroup S is said to be almost unperforated if for
every x, y ∈ S and n ∈ N such that (n+ 1)x ≤ ny, then x ≤ y.
The following corollary is immediate from Theorem 3.14 and the fact that almost
unperforation passes to sub-semigroups (with the induced order).
Corollary 3.16. Let A be a unital C*-algebra and let G be a finite group. Let
α : G → Aut(A) be a strictly approximately inner action. If Cu(C∗(G,A, α)) is
almost unperforated, then so is Cu(A).
One must be careful about the technical differences between strong approxi-
mate innerness (Definition 3.6(1) of [20]) and strict approximate innerness (Defini-
tion 3.5). To distinguish them from each other, we provide the following example.
Example 3.17. Let α : Z/2Z→ Aut(O3) be the action as in Example 5.11 of [20].
Then:
(1) α is strongly approximately inner by Proposition 5.6(2) of [20].
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(2) The dual action of α does not have the Rohlin property by Theorem 3.13
of [20]. Therefore, α is not approximately representable.
(3) α is not strictly approximately inner. Namely, if we assume that α is strictly
approximately inner, then, by Theorem 3.14(1), the map
K0(ι) : K0(O3)→ K0
(
C∗(Z/2Z,O3, α)
)
,
induced by the inclusion map, is injective. On the other hand, we have
K0(O3) ∼= Z/2Z and K0
(
C∗(Z/2Z,O3, α)
)
∼= Z.
This is a contradiction.
We give a lower bound and an upper bound for the radius of comparison of the
crossed product by a strictly approximately inner action in the following theorem.
Theorem 3.18. Let A be a unital C*-algebra and let α : G→ Aut(A) be a strictly
approximately inner action of a finite group G on A. Then:
(1) rc(A) ≤ rc
(
C∗(G,A, α)
)
.
(2) If C∗(G,A, α) is simple, then rc(A) ≤ rc
(
C∗(G,A, α)
)
≤ rc(Aα).
Proof. To prove (1), assume rc(C∗(G,A, α)) < ∞. Let r ∈ [0,∞). Suppose that
C∗(G,A, α) has r-comparison. Let a, b ∈M∞(A)+ satisfy
(3.15) dρ(a) + r < dρ(b)
for all ρ ∈ QT(A). Since every quasitrace on C∗(G,A, α) restricts to a quasitrace
on A, it follows from (3.15) that
dρ(a) + r < dρ(b)
for all ρ ∈ QT(C∗(G,A, α)). Now, since C∗(G,A, α) has r-comparison, we get
a -C∗(G,A,α) b. Then, by Theorem 3.14(1), a -A b. Therefore rc(A) ≤ r. Taking
the infimum over r ∈ [0,∞) such that C∗(G,A, α) has r-comparison, we get rc(A) ≤
rc(C∗(G,A, α)).
To prove (2), assume the notation in Theorem 2.8 and let p = 1card(G)
∑
g∈G ug.
Since C∗(G,A, α) is simple, p is a full projection in C∗(G,A, α). Therefore, using
(1) at the first step, using 0 < η ≤ 1 at the second step, using Theorem 2.8 at the
third step, and using Lemma 4.3(4) of [4] at the last step,
rc(A) ≤ rc
(
C∗(G,A, α)
)
≤
1
η
· rc
(
C∗(G,A, α)
)
≤ rc
(
pC∗(G,A, α)p
)
= rc(Aα),
as desired. 
Let p and η be as in the proof of Theorem 3.18(2). Suppose that C∗(G,A, α) is
simple and rc
(
C∗(G,A, α)
)
6= 0. Since ρ(p) < 1 for all ρ ∈ C∗(G,A, α), it follows
that η < 1. Therefore rc
(
C∗(G,A, α)
)
< rc(Aα).
4. The radius of comparison and tracial strict approximate innerness
In this section, we essentially have a tracial analog of what we proved in Section 3.
The following definition is the tracial analog of Definition 3.3 and is a gener-
alization of Definition 3.2 of [27] to nonabelian finite groups and not necessarily
separable C*-algebras.
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Definition 4.1. Let A be an infinite-dimensional simple unital C*-algebra and let
α : G → Aut(A) be an action of a finite group G on A. We say that α is tracially
approximately representable if for every finite set F ⊂ A, every ε > 0, and every
positive element x ∈ A with ‖x‖ = 1, there are a projection e ∈ A and unitaries
wg ∈ U(eAe) for g ∈ G such that:
(1) ‖ea− ae‖ < ε for all a ∈ F .
(2) ‖αg(eae)− wgeaew
∗
g‖ < ε for all a ∈ F and all g ∈ G.
(3) ‖wgwh − wgh‖ < ε for all g, h ∈ G.
(4) ‖αg(wh)− wghg−1‖ < ε for all g, h ∈ G.
(5) 1 − e is Murray-von Neumann equivalent to a projection in the hereditary
C*-subalgebra of A generated by x.
(6) ‖exe‖ > 1− ε.
We omit Condition (4) in Definition 4.1 and give the tracial analog of Defini-
tion 3.5.
Definition 4.2. Let A be an infinite-dimensional simple unital C*-algebra and let
α : G → Aut(A) be an action of a finite group G on A. We say that α is tracially
strictly approximately inner if for every finite set F ⊂ A, every ε > 0, and every
positive element x ∈ A with ‖x‖ = 1, there are a projection e ∈ A and unitaries
zg ∈ U(eAe) for g ∈ G such that:
(1) ‖ea− ae‖ < ε for all a ∈ F .
(2) ‖αg(eae)− zgeaez
∗
g‖ < ε for all a ∈ F and all g ∈ G.
(3) ‖zgzh − zgh‖ < ε for all g, h ∈ G.
(4) 1 − e is Murray-von Neumann equivalent to a projection in the hereditary
C*-subalgebra of A generated by x.
(5) ‖exe‖ > 1− ε.
In Definition 4.2, it is clear that the algebra A cannot be type I.
To prove Theorem 4.4, we require invariance instead of approximate invariance
in Definition 4.2. We also require that g 7→ zg be a homomorphism. So, we provide
a stronger version of Definition 4.2 for later applications in the following lemma.
Lemma 4.3. Let A be an infinite-dimensional simple unital C*-algebra and let
α : G→ Aut(A) be an action of a finite group G on A which is tracially strictly ap-
proximately inner. Then for every finite set F ⊂ A, every ε > 0, and every positive
element x ∈ A with ‖x‖ = 1, there are a projection e ∈ Aα and a homomorphism
g 7→ zg from G to U(eAe) such that:
(1) ‖ea− ae‖ < ε for all a ∈ F .
(2) ‖αg(eae)− zgeaez
∗
g‖ < ε for all a ∈ F and all g ∈ G.
(3) 1 − e is Murray-von Neumann equivalent to a projection in the hereditary
C*-subalgebra of A generated by x.
(4) ‖exe‖ > 1− ε.
Proof. The proof is essentially the same as the proof of Lemma 3.5 of [27]. The
differences are as follows:
(1) Separability is not needed in the proof of that lemma.
(2) Semiprojectivity is used from C∗(G) to eAe not (eAe)α.
(3) Condition (4) in Lemma 3.5 of [27] is not needed in Lemma 4.3. So the
assumption that G is abelian is not needed here.
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
Let α : G → A be a tracially strictly approximately inner action of a finite
group G on an infinite-dimensional simple unital C*-algebra A. In the following
theorem, we provide a projection e ∈ Aα and a unital surjective linear map from
eC∗(G,A, α)e to eAe which is an approximate homomorphism on finite sets. Ac-
tually, it is the tracial analog of Proposition 3.11.
Theorem 4.4. Let A be an infinite-dimensional simple unital C*-algebra and let
α : G → Aut(A) be an action of a finite group G on A which is tracially strictly
approximately inner. Then for every finite set F ⊂ C∗(G,A, α), every ε > 0, and
every a ∈ A+ with ‖a‖ = 1, there are a projection e ∈ A
α and a unital surjective
linear map ψ : eC∗(G,A, α)e→ eAe such that:
(1) ‖ψ‖ ≤ card(G).
(2) ψ(ebe) = ebe for all b ∈ A.
(3) ‖ψ(exyz∗e)− ψ(exe)ψ(eye)ψ(eze)∗‖ < ε for all x, y, z ∈ F .
(4) 1− e -A a.
(5) ‖eae‖ > 1− ε.
Proof. Let ε > 0, let a ∈ A+ with ‖a‖ = 1, and let F ⊂ C
∗(G,A, α) be a finite set.
Set
F0 =
{
Eg(v), Eg(v)
∗ : g ∈ G and v ∈ F
}
,
M = max
(
1, max
b∈F0
‖b‖
)
, and ε′ =
ε
5M2card(G)3
.
Applying Lemma 4.3 with ε′ and F0 as given, we get a projection e ∈ A
α and a
homomorphism g 7→ zg from G to U(eAe) such that:
(6) ‖eb− be‖ < ε′ for all b ∈ F0.
(7) ‖αg(ebe)− zgebez
∗
g‖ < ε
′ for all b ∈ F0 and all g ∈ G.
(8) 1− e -A a.
(9) ‖eae‖ > 1− ε.
So (4) and (5) are immediate.
Now define ψ : eC∗(G,A, α)e→ eAe by∑
g∈G
eageug 7→
∑
g∈G
eagezg.
Clearly ψ is unital, linear, and surjective. Also, Part (1) and Part (2) are immediate.
To prove (3), let x =
∑
g∈G agug, y =
∑
h∈G bhuh, and z =
∑
t∈G ctut be
arbitrary elements in F . So z∗ =
∑
t∈G αt−1(c
∗
t )ut−1 . Short computations then
show that
ψ(exyz∗e) = ψ
 ∑
g,h,t∈G
[eagαg(bh)αght−1(c
∗
t )e]ught−1
(4.1)
=
∑
g,h,t∈G
eagαg(bh)αght−1 (c
∗
t )ezght−1
and
(4.2) ψ(exe)ψ(eye)ψ(eze)∗ =
∑
g,h,t∈G
eagezgebhezht−1ec
∗
t e.
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Using (6) and (7) at the last step, we estimate, for all b ∈ F0 and g ∈ G,
(4.3) ‖eαg(b)− zgebez
∗
g‖ ≤ ‖αg(eb)− αg(ebe)‖+ ‖αg(ebe)− zgebez
∗
g‖ < 2ε
′.
Therefore, using (4.1) and (4.2) at the first step and using (4.3) and (6) at the
second step,
‖ψ(exyz∗e)− ψ(exe)ψ(eye)ψ(eze)∗‖
≤
∑
g,h,t∈G
‖eag − eage‖ · ‖αg(bh)αght−1(c
∗
t )ezght−1‖
+
∑
g,h,t∈G
‖eage‖ · ‖eαg(bh)− zgebhez
∗
g‖ · ‖αght−1(c
∗
t )ezght−1‖
+
∑
g,h,t∈G
‖eagezgebhez
∗
g‖ · ‖αght−1(c
∗
t )e − zght−1ec
∗
t ez
∗
ght−1‖ · ‖ezght−1‖
< card(G)3M2ε′ + 2card(G)3M2ε′ + 2card(G)3M2ε′ = 5card(G)3M2ε′ = ε.
This completes the proof. 
To prepare for Theorem 4.10 and Theorem 4.12, the following lemmas are needed.
Lemma 4.5. Let A be an infinite-dimensional simple unital C*-algebra, let a, b ∈
A+, and let α : G → Aut(A) be an action of a finite group G on A which is
tracially strictly approximately inner. Assume 0 is a limit point of sp(b). Then
a -C∗(G,A,α) b if and only if a -A b.
Proof. We only need to prove the forwards implication. Let ε > 0 and let ‖a‖, ‖b‖ ≤
1. By Lemma 2.3(3), it suffices to show that (a−ε)+ -A b. Applying Lemma 2.3(3c)
with ε2 in place of η, we choose δ > 0 such that
(
a− ε2
)
+
-C∗(G,A,α) (b− δ)+. Set
a′ =
(
a− ε2
)
+
and b′ = (b− δ)+. So, there exists v ∈ C
∗(G,A, α) such that
(4.4) ‖vb′v∗ − a′‖ <
ε
4card(G)
.
Since 0 is a limit point of sp(b), we can choose λ ∈ sp(b) ∩ (0, δ). Let f : [0,∞)→
[0, 1] be a continuous function such that f(λ) = 1 and supp(f) ⊆ (0, δ). Then
(4.5) ‖f(b)‖ = 1, f(b) ⊥ b′, and f(b) + b′ -A b.
Set F = {a′, b′, v, v∗} and ε′ = ε4 . Applying Theorem 4.4 with ε
′ in place of ε, F
as given, and f(b) in place of a, we get a projection e ∈ Aα and a unital surjective
linear map ψ : eC∗(G,A, α)e→ eAe such that
(1) ‖ψ‖ ≤ card(G).
(2) ψ(ece) = ece for all c ∈ A.
(3) ‖ψ(exyz∗e)− ψ(exe)ψ(eye)ψ(eze)∗‖ < ε′ for all x, y, z ∈ F .
(4) 1− e -A f(b).
We use (1), (2), and (3) to get
‖ea′e− ψ(eve)eb′eψ(eve)∗‖ ≤ ‖ψ(ea′e)− ψ(evb′v∗e)‖
+ ‖ψ(evb′v∗e)− ψ(eve)ψ(eb′e)ψ(eve)∗‖
<
ε‖ψ‖
4card(G)
+ ε′ <
ε
2
.
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Then, by Lemma 2.3(1a),
(4.6)
(
ea′e− ε2
)
+
-A ψ(eve)eb
′eψ(eve)∗ -A b
′.
Since ‖eae− ea′e‖ < ε2 , it follows from Lemma 2.3(1b) that
(4.7) (eae− ε)+ -A
(
ea′e− ε2
)
+
.
Now, applying Lemma 12.1.5 of [16] with e in place of g, we get
(4.8) (a− ε)+ -A (eae− ε)+ ⊕ (1− e).
Therefore, using (4.8) at the first step , using (4.7) at the second step, using (4.6)
and (4) at the third step, and using the third part of (4.5) at the last step,
(a− ε)+ -A (eae− ε)+ ⊕ (1− e) -A
(
ea′e− ε2
)
+
⊕ (1− e) -A b
′ ⊕ f(b) -A b.
This completes the proof. 
Assume the notation in the proof of Lemma 4.5. If α is strictly approximately
inner, the assumption that 0 is a limit point of sp(b) is not necessary (see Proposi-
tion 3.12). The problem occurs only with the tracial version of strict approximate
innerness. In that case, if 0 6∈ sp(b), then vbv∗ does not cover all of a in trace, and
something besides (b − ε)+ is needed to take care of the part of a that is missed.
That is what f(b) does.
Notation 4.6. For n ∈ Z>0, we abbreviate 1Mn to 1n.
Lemma 4.7. Let A be an infinite-dimensional simple unital C*-algebra, let n ∈
Z>0, and let α : G→ Aut(A) be an action of a finite group G on A which is tracially
strictly approximately inner. Then idMn ⊗ α : G → Aut(Mn(A)) is also tracially
strictly approximately inner.
Proof. To begin the proof, for all j, k ∈ Z>0, we define E
(jk) : Mn(A) → A by
E(jk)(c) = cj,k, where c = (cj,k)
n
j,k=1 ∈ Mn(A). Let ε > 0, let F ⊂ Mn(A) be
a finite set, and let a ∈ Mn(A)+ with ‖a‖ = 1. Choose δ ∈ (0, ε) and choose
λ ∈
(
1
2 , 1
)
such that
(4.9) (1− δ)λ2 > 1− ε.
Set b = (a− λ)+. Lemma 2.3 of [18] provides x ∈ A+ \ {0} such that
(4.10) 1n ⊗ x -A b.
We may assume that ‖x‖ = 1. Using Lemma 2.7 of [4], we get d ∈ Mn(A) such
that
(4.11) ‖dad∗− 1n⊗ x‖ <
δ
4
and ‖d‖ ≤ ‖1n⊗ x‖
1/2λ−1/2 = λ−1/2 < λ−1 < 2.
Set
F0 =
{
E(jk)(c) : c ∈ F ∪ {d, d∗} and j, k = 1, 2, . . . , n
}
and ε′ =
δ
16 card(G)2
.
Applying Lemma 4.3 with F0, ε
′, and x as given, we find a projection p ∈ Aα and
a homomorphism g 7→ zg from G to U(pAp) such that:
(1) ‖py − yp‖ < ε′ for all y ∈ F0.
(2) ‖αg(pyp)− zgpypz
∗
g‖ < ε
′ for all y ∈ F0 and all g ∈ G.
(3) 1A − p -A x.
(4) ‖pxp‖ > 1− ε′.
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Set e = 1n ⊗ p and fg = 1n ⊗ zg. We now claim that the following hold:
(5) ‖ec− ce‖ < ε for all c ∈ F .
(6)
∥∥(idMn ⊗ αg)(ece)− fgecefg∗∥∥ < ε for all c ∈ F and all g ∈ G.
(7) fgfh = fgh for all g, h ∈ G.
(8) 1Mn(A) − e -A a.
(9) ‖eae‖ > 1− ε.
To prove (5), let c ∈ F . Then, by (1),
‖ec− ce‖ ≤
n∑
j,k=1
∥∥∥pE(jk)(c)− E(jk)(c)p∥∥∥ < card(G)2ε′ < δ < ε.
To prove (6), we use (2) to estimate∥∥(idMn ⊗ αg)(ece)− fgecef∗g∥∥ ≤ n∑
j,k=1
∥∥αg(pE(jk)(c)p)− zgpE(jk)(c)pz∗g∥∥
< card(G)2ε′ < ε.
Part (7) is immediate. To prove (8), we use (3) at the second step and use (4.10)
at the third step to get
1Mn(A) − e = 1n ⊗ (1A − p) -A 1n ⊗ x -A b -A a.
To prove (9), we first use (4) at the second step to get
(4.12) ‖e(1n ⊗ x)e‖ > ‖pxp‖ > 1− ε
′ > 1−
δ
2
.
Using the first part of (4.11) at the second step, using (5) and the second part of
(4.11) at the third step and the fourth step, and using the second part of (4.11) at
the fifth step, we get
‖e(1n ⊗ x)e‖ ≤ ‖e(1n ⊗ x)e − edad
∗e‖+ ‖edad∗e‖
<
δ
4
+ ‖ed− de‖ · ‖ad∗e‖+ ‖dead∗e‖
<
δ
4
+ card(G)2ε′λ−1 + ‖dea‖ · ‖d∗e− ed∗‖+ ‖d‖ · ‖eae‖ · ‖d∗‖
<
δ
4
+ card(G)2ε′λ−1 + card(G)2ε′λ−1 + λ−2‖eae‖
<
δ
4
+ 4card(G)2ε′ + λ−2‖eae‖
<
δ
4
+
δ
4
+ λ−2‖eae‖.
This relation, (4.12), and (4.9) imply that ‖eae‖ > (1 − δ)λ2 > 1− ε. 
The following definition is taken from the discussion before Corollary 2.24 of [2]
and Definition 3.1 of [28] with slight changes in notation.
Definition 4.8. Let A be a C*-algebra. We define
• A++ =
{
a ∈ A+ : there is no projection q ∈M∞(A) such that 〈a〉A = 〈q〉A
}
.
• Cu+(A) =
{
〈a〉A : a ∈ (K ⊗A)++}.
• W+(A) = Cu+(A) ∩W(A).
The elements of A++ are called purely positive.
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Remark 4.9. If A is a stably finite simple unital C*-algebra, then
(K ⊗A)++ =
{
a ∈ (K ⊗A)+ : 0 is a limit point of sp(a)
}
,
and W+(A)∪{0} and Cu+(A)∪{0} are unital subsemigroups of W(A) and Cu(A).
Theorem 4.10. Let A be a stably finite simple unital C*-algebra which is not
of type I and let α : G → Aut(A) be an action of a finite group G on A which
is tracially strictly approximately inner. Let ι : A → C∗(G,A, α) be the inclusion
map. Then:
(1) The map W(ι) : W(A) → W(C∗(G,A, α)) induces an isomorphism of or-
dered semigroups from W+(A) ∪ {0} to its image in W(C
∗(G,A, α)).
(2) The map Cu(ι) : Cu(A)→ Cu(C∗(G,A, α)) induces an isomorphism of or-
dered semigroups from Cu+(A) ∪ {0} to its image in Cu(C
∗(G,A, α)).
Proof. Part (1) is essentially immediate from Lemma 4.5, Lemma 4.7, and Re-
mark 4.9.
We prove (2). It suffices to prove that if a, b ∈ (K⊗A)++ satisfy a -C∗(G,A,α) b,
then a -A b. By Lemma 2.3(3), it is enough to show that, for every ε > 0, we have
(a− ε)+ -A b. So let ε > 0. By Lemma 2.3(3c), there exists δ > 0 such that
(4.13)
(
a−
ε
3
)
+
-C∗(G,A,α) (b − δ)+.
Since 0 is a limit point of sp(b), we can choose λ ∈ sp(b) ∩
(
0, δ3
)
. Let f : [0,∞)→
[0, 1] be a continuous function such that f(λ) = 1 and supp(f) ⊆
(
0, δ3
)
. So, we
have
(4.14) ‖f(b)‖ = 1, f(b) ⊥
(
b−
δ
3
)
+
, and f(b) +
(
b−
δ
3
)
+
-A b.
Choose n ∈ Z>0 and a0, b0, c0 ∈Mn(A)+ such that
(4.15)
∥∥∥∥a0 − (a− ε3)+
∥∥∥∥ < ε3 ,
∥∥∥∥b0 − (b− δ3)+
∥∥∥∥ < δ3 , and ‖c0 − f(b)‖ < 13 .
We use Lemma 2.3(1b) and (4.15) to get
(4.16) (a− ε)+ -A
(
a0 −
ε
3
)
+
-A
(
a−
ε
3
)
+
and
(4.17) (b− δ)+ -A
(
b0 −
δ
3
)
+
-A
(
b−
δ
3
)
+
.
Set d =
(
c0 −
1
3
)
+
. Clearly ‖d‖ > 13 . So d 6= 0. Since A is not of type I and is
simple, dMn(A)d is not of type I and is simple. Applying Lemma 2.1 of [28] to
dMn(A)d, we get c ∈ dMn(A)d with sp(c) = [0, 1]. Then, by the third part of
(4.15),
(4.18) c -A f(b).
At the first step combining the second part of (4.16), (4.13), and the first part
of (4.17), we get
(4.19)
(
a0 −
ε
3
)
+
-C∗(G,A,α)
(
b0 −
δ
3
)
+
-C∗(G,A,α)
(
b0 −
δ
3
)
+
⊕ c.
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Since a0,
(
b0−
δ
3
)
+
, c ∈
⋃∞
k=1Mk(A), it follows from Lemma 4.5, Part (1), sp(c) =
[0, 1], and (4.19) that
(4.20)
(
a0 −
ε
3
)
+
-A
(
b0 −
δ
3
)
+
⊕ c.
Therefore, using the first part of (4.16) at the first step, using (4.20) at the second
step, using (4.18) and the second part of (4.17) at the third step, and using (4.14)
at the last step,
(a− ε)+ -A
(
a0 −
ε
3
)
+
-A
(
b0 −
δ
3
)
+
⊕ c -A
(
b−
δ
3
)
+
⊕ f(b) -A b.
This completes the proof. 
The following corollary is immediate from Theorem 4.10, Proposition 2.8 of [32],
Proposition 5.3.16 of [1], and the fact that almost unperforation passes to sub-
semigroups (with the induced order).
Corollary 4.11. Let A be a stably finite simple unital C*-algebra which is not of
type I and let α : G→ Aut(A) be an action of a finite groupG onA which is tracially
strictly approximately inner. If Cu+
(
C∗(G,A, α)
)
∪ {0} is almost unperforated,
then so is Cu(A).
As we promised, we give a lower bound and an upper bound for the radius of
comparison of the crossed product by a tracially strictly approximately inner action
in the following theorem.
Theorem 4.12. Let A be an infinite-dimensional simple unital stably finite C*-
algebra and let α : G → Aut(A) be a tracially strictly approximately inner action
of a finite group G on A. Then:
(1) rc(A) ≤ rc
(
C∗(G,A, α)
)
.
(2) If C∗(G,A, α) is simple, then rc(A) ≤ rc
(
C∗(G,A, α)
)
≤ rc(Aα).
Proof. To prove (1), we use Proposition 2.7. So, let m,n ∈ Z>0 satisfy
m
n >
rc
(
C∗(G,A, α)
)
. Let k ∈ Z>0 and let a, b ∈ (A⊗Mk)+ with ‖a‖ = ‖b‖ = 1 satisfy
(4.21) (n+ 1)〈a〉A +m〈1〉A ≤ n〈b〉A.
By Lemma 4.7, without loss of generality we can assume k = 1. We have to prove
that a -A b. By Lemma 2.3(3b), It suffices to show that for every ε > 0, we have
(a− ε)+ -A b.
So let ε > 0. Without loss of generality ε < 14 . Choose l ∈ Z>0 such that
(4.22)
ml
nl + 1
> rc
(
C∗(G,A, α)
)
.
Then, by (4.21),
(4.23) (nl + 1)〈a〉A +ml〈1〉A ≤ l(n+ 1)〈a〉A +ml〈1〉A ≤ nl〈b〉A.
We define the following elements:
• x ∈M∞(A)+ is the direct sum of nl + 1 copies of a.
• y ∈M∞(A)+ is the direct sum of nl copies of b.
• p ∈M∞(A)+ is the direct sum of ml copies of 1A.
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By (4.23), we have x⊕p -A y. Then, by Lemma 2.3(3c), there exists δ > 0 such
that
(
x⊕ p− ε
)
+
-A (y − δ)+. Using ε <
1
4 at the last step , we get
(x⊕ p− ε)+ = (x− ε)+ ⊕ (p− ε)+ ∼A (x − ε)+ ⊕ p,
and therefore
(4.24) (nl + 1)〈(a− ε)+〉A +ml〈1〉A ≤ nl〈(b− δ)+〉A.
Applying Lemma 2.7 of [28] with δ in place of ε and with nl in place of n, we get
elements c ∈ A+ and d ∈ A+ \ {0} such that
(4.25) nl〈(b− δ)+〉A ≤ (nl + 1)〈c〉A and 〈c〉A + 〈d〉A ≤ 〈b〉A.
Then, by (4.24) and (4.25),
(nl + 1)〈(a− ε)+〉A +ml〈1〉A ≤ (nl + 1)〈c〉A.
This relation also holds in W(C∗(G,A, α)). For all ρ ∈ QT
(
C∗(G,A, α)
)
, apply dρ
and divide by nl + 1 to get
(4.26) dρ((a− ε)+) +
ml
nl + 1
≤ dρ(c).
We now use (4.22) and (4.26) to get
(4.27) (a− ε)+ -C∗(G,A,α) c.
Since A is simple and is not of type I, dAd also is simple and is not of type I. Now,
applying Lemma 2.1 of [28] to dAd, we can choose d0 ∈ dAd with sp(d0) = [0, 1].
Replacing d with this element, we may assume that sp(d) = [0, 1]. Therefore, using
Lemma 4.5 with c⊕ d in place of b and (4.27) at the first step and using the second
part of (4.25) at the second step,
(a− ε)+ -A c⊕ d -A b.
This completes the proof of (1).
The proof of (2) is as same as the proof of Theorem 3.18(2), except that we now
apply (1) instead of Theorem 3.18(1). 
5. Examples
In this section, we give examples which satisfy the hypothesis of Theorem 4.12.
In Example 5.1 and Example 5.2, the groups are abelian and the C*-algebras are
classifiable. In the case that G is a finite group (not necessarily abelian) and A
is a nonclassifiable C*-algebra, we show that for any finite group (not necessarily
abelian) and any r ∈
(
0, 1card(G)
)
, there exist a nonclassifiable C*-algebra A and a
strictly approximately inner action α : G→ Aut(A), which is also pointwise outer,
such that rc(A) = rc
(
C∗(G,A, α)
)
= r.
The following example is taken from Example 2.8 of [26].
Example 5.1. Let D be the 2∞ UHF algebra and let α be the automorphism of
order 2 given by
α =
∞⊗
n=1
Ad
(
12n−1+1 ⊕ (−12n−1−1)
)
.
(1) The action α is approximately representable and therefore it is strictly
approximately inner.
(2) The dual action α̂ has the strict Rokhlin property.
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(3) The dual action α̂ is not strictly approximately inner since α̂ is nontrivial
on K0
(
C∗(Z/2Z, D, α)
)
.
(4) The dual action α̂ is tracially strictly approximately representable.
(5) C∗(Z/2Z, D, α) is a simple unital AF algebra with a unique tracial state
by Example 2.8 of [26].
(6) We have rc(D) = rc
(
C∗(Z/2Z, D, α)
)
= rc(Dα) = 0.
Example 5.2. Let A and α ∈ Aut(A) be as in Example 4.1 of [26].
(1) The action of Z/2Z generated by α is tracially approximately representable
but not approximately representable. Therefore it is tracially strictly ap-
proximately inner.
(2) A is a simple unital AF-algebra with a unique tracial state.
(3) C∗(Z/2Z, A, α) is a simple unital AH algebra with no dimension growth,
tracial rank zero, and a unique tracial state.
(4) rc(A) = rc
(
C∗(Z/2Z, A, α)
)
= rc(Aα) = 0.
From now on, we concentrate on the setting of nonclassifable C*-algebras and
nonabelian finite groups.
Notation 5.3. Let G be a topological group, let H1 and H2 be Hilbert spaces, and
let w1 : G→ U(H1) and w2 : G→ U(H2) be unitary representations. We denote by
w1 ⊗ w2 the unitary representation on H1 ⊗H2 such that
(w1 ⊗ w2)(g) = w1(g)⊗ w2(g)
for all g ∈ G.
Notation 5.4. Let G be a discrete group. The left regular representation of G is
the representation v : G→ U(l2(G)) given by (v(g)ξ)(h) = ξ(g−1h) for all g, h ∈ G
and all ξ ∈ l2(G).
Lemma 5.5. Let G be a discrete group, let v be the left regular representation of
G on l2(G), and let w be a unitary representation of G on a Hilbert space H . Then
v⊗w is unitarily equivalent to the tensor product of v and the trivial representation
of G on H .
Proof. It was shown in the proof of Theorem 9.5.7 in [16]. 
The following lemma is Exercise 32 in Section 1.5 of [10].
Lemma 5.6. Let (λj)
∞
j=1 be a sequence in (0, 1). Then
∏∞
j=1(1 − λj) > 0 if and
only if
∑∞
j=1 λj <∞.
Lemma 5.7. Let r ∈ (0, 1) and let m ∈ Z>0. Then there exists a nondecreasing
sequence (d(n))n∈Z>0 in Z>0 such that
lim
n→∞
d(n) =∞ and
∞∏
n=1
(
1−
m
d(n) +m
)
= r.
Proof. We construct the sequence by induction on n. To begin, set r0 = 1. We
note that r0 > r. Then define
d(1) = min
({
k ∈ Z>0 : 1−
m
k +m
> r
})
and r1 = 1−
m
d(1) +m
.
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Obviously, the right-hand side set above is nonempty and r0 ≥ r1 > r. Then, for
n ≥ 2, set
d(n) = min
({
k ∈ Z>0 : 1−
m
k +m
>
r
rn−1
})
and rn =
n∏
k=1
(
1−
m
d(k) +m
)
.
Now we claim that
(1) rn ≥ rn+1 > r for all n ∈ Z>0.
(2) d(n) ≤ d(n+ 1) for all n ∈ Z>0.
(3) limn→∞ rn = r.
Part (1) is immediate. We prove (2). Since rrn >
r
rn−1
, it follows that{
k ∈ Z>0 : 1−
m
k +m
>
r
rn
}
⊆
{
k ∈ Z>0 : 1−
m
k +m
>
r
rn−1
}
Using this, we get
d(n) = min
({
k ∈ Z>0 : 1−
m
k +m
>
r
rn−1
})
≤ min
({
k ∈ Z>0 : 1−
m
k +m
>
r
rn
})
= d(n+ 1).
We prove (3). By (1), it is immediate that (rn)n∈Z>0 converges to an element
r′. It suffices to show that r′ = r. Assume r′ > r. Since (rn)n∈Z>0 converges to
r′ > 0, it follows from Lemma 5.6 that limn→∞ d(n) =∞. Then we choose k large
enough such that (
1−
m
d(k)− 1 +m
)
r′ > r.
Using this and using rk−1 ≥ r
′, we get(
1−
m
d(k)− 1 +m
)
>
r
rk−1
.
This contradicts the definition of d(k). 
Construction 5.8. We define the following objects:
(1) Let G be a (nontrivial) finite group and let z : G → U(l2(G)) be the
left regular representation. Set ν = card(G). Since G is finite, we have
B(l2(G)) ∼=Mcard(G).
(2) Let η ∈
(
0, 1ν
)
. So νη ∈ (0, 1). Applying Lemma 5.7 with νη in place of r
and ν in palce of m, we get a nondecreasing sequence (d(n))n∈Z>0 in Z>0
such that
lim
n→∞
d(n) =∞ and
∞∏
n=1
(
1−
ν
d(n) + ν
)
= νη.
(3) For n ∈ Z>0, define
• l(n) = d(n) + ν.
• s(0) = 1 and s(n) =
∏n
k=1 d(k).
• r(0) = 1 and r(n) =
∏n
k=1 l(k).
• u(0) = 1 and u(n) = s(n)r(n) =
∏n
k=1
(
1− νd(k)+ν
)
.
(4) It our computations, we will need the following identifications of tensor
products of matrix algebras:
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(a) For n ∈ Z>0, define an isomorphism θ : Mν ⊗Mν →Mν2 by
a⊗ [bjk]
ν
j,k=1 7→ [abjk]
ν
j,k=1 .
(b) For n ∈ Z>0, define an isomorphism ϕn : Mν2 ⊗Mn →Mν2n by
a⊗ [bjk]
n
j,k=1 7→ [abjk]
n
j,k=1 .
(c) For n ∈ Z>0, define an isomorphism ψn : Mν ⊗Mνn →Mν2n by
a⊗ [bjk]
νn
j,k=1 7→ [abjk]
νn
j,k=1 .
(d) For n ∈ Z>0, define an isomorphism σn : Mν ⊗Mn →Mνn by
a⊗ [bjk]
n
j,k=1 7→ [abjk]
n
j,k=1 .
(5) By Lemma 5.5, there is w ∈ U(Mν ⊗Mν) such that, for all g ∈ G,
w(zg ⊗ zg)w
∗ = zg ⊗ 1ν .
(6) For n ∈ Z≥0, define a compact space by Xn = (S
2)s(n). Then the covering
dimension of Xn is dim(Xn) = 2s(n).
(7) For n ∈ Z≥0 and j = 1, 2, . . . , d(n + 1), let P
(n)
j : Xn+1 → Xn be the
j coordinate projection.
(8) Choose points xm ∈ Xm for m ∈ Z>0 such that for all n ∈ Z≥0, the set{(
P (n)ν1 ◦ P
(n+1)
ν2 ◦ · · · ◦ P
(m−1)
νm−n
)
(xm) :
m = n+ 1, n+ 2, . . . and νj = 1, 2, . . . , d(n+ j) for j = 1, 2, . . . ,m− n
}
is dense in Xn.
(9) For n ∈ Z≥0, define
An = C
(
Xn,Mνr(n)
)
.
(10) For n ∈ Z≥0, f ∈ C
(
Xn,Mνr(n)
)
, and x ∈ Xn, define
cf (x) = ϕr(n)
(
θ(w) ⊗ 1r(n)
)
ψr(n) (1ν ⊗ f(x))ϕr(n)
(
θ(w∗)⊗ 1r(n)
)
.
(11) For n ∈ Z≥0, define
Γn+1, n : An → An+1
by
[Γn+1, n(f)](x) =

(
f ◦ P
(n)
1
)
(x) 0
. . . (
f ◦ P
(n)
d(n+1)
)
(x)
0 cf(xn)
 .
for f ∈ C
(
Xn,Mνr(n)
)
, x ∈ Xn+1, and xn ∈ Xn. For m,n ∈ Z≥0 with
m ≤ n, now define
Γn,m = Γn,n−1 ◦ Γn−1, n−2 ◦ · · · ◦ Γm+1,m : Am → An.
(12) Define
A = lim
−→
(
An, (Γm,n)m≥n
)
.
For n ∈ Z≥0, it is clear that Γn+1, n is an injective unital homomorphism.
Let Γ∞,n : An → A be the standard map associated with the direct limit.
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(13) For n ∈ Z≥0, define α
(n) : G→ Aut(An) by[
α(n)g (f)
]
(x) = Ad
(
σr(n)(zg ⊗ 1r(n))
)
(f(x))
= σr(n)
(
zg ⊗ 1r(n)
)
f(x) σr(n)
(
z∗g ⊗ 1r(n)
)
for all g ∈ G, f ∈ C(Xn,Mνr(n)), and x ∈ Xn. We then have the following
diagram:
(5.1)
A0
Γ1, 0
−−−−→ A1
Γ2, 1
−−−−→ A2
Γ3, 2
−−−−→ A3 −−−−→ · · ·
α(0)g
y α(1)g y α(2)g y α(3)g y
A0
Γ1, 0
−−−−→ A1
Γ2, 1
−−−−→ A2
Γ3, 2
−−−−→ A3 −−−−→ · · · .
Lemma 5.9. Assume the notation and choices in Construction 5.8(4a), Construc-
tion 5.8(4b), Construction 5.8(4c), and Construction 5.8(4d). Let n ∈ Z>0, let
a, b ∈Mν , and let c ∈Mn. Then
ψn
(
a⊗ σn (b⊗ c)
)
= ϕn
(
θ (a⊗ b)⊗ c
)
.
Proof. It follows from explicit computations. 
Lemma 5.10. Assume the notation and choices in Construction 5.8(2) and Con-
struction 5.8(3). Then (u(n))n∈Z≥0 is decreasing and limn→∞ u(n) = νη.
Proof. The proof is immediate from Construction 5.8(2) and Construction 5.8(3).

Lemma 5.11. Let ε > 0 and let n ∈ Z>0. Let b be a normal element in Mn with
‖b‖ = 1. Suppose that ‖bc − cb‖ < ε for all c ∈ Mn with ‖c‖ = 1. Then there is
ξ ∈ T such that ‖b− ξ1‖ < ε.
Proof. Since a is normal, it follows from the Spectral Theorem that
(5.2) a =
n∑
j=1
ξjpj ,
where p1, . . . , pn are mutually orthogonal rank one projections in Mn,
∑n
j=1 pj =
1, and ξj is the eigenvalue associated with pj for j = 1, . . . , n. Since ‖a‖ = 1,
there exists m ∈ {1, . . . , n} such that |ξm| = 1. Assume that {Ekj} matrix units
associated to the orthonormal basis given by the {pj : 1 ≤ j ≤ n} (i.e., Ejj = pj
and Ekj = pkEkjpj). Using (5.2) and orthogonality of projections at the second
step and using the hypothesis in the statement of the lemma in the last step, we
get
(5.3) |ξm − ξk| = ‖(ξm − ξk)Emk‖ = ‖aEmk − Emka‖ < ε.
Therefore, using (5.2) and
∑n
j=1 pj = 1 at the first step and using (5.3) at the last
step,
‖a− ξm1‖ =
∥∥∥∥∥∥
n∑
j=1
ξjpj − ξm
n∑
j=1
pj
∥∥∥∥∥∥ =
∥∥∥∥∥∥
n∑
j=1
(ξj − ξm)pj
∥∥∥∥∥∥ = maxj |ξj − ξm| < ε.
This completes the proof. 
Proposition 5.12. Assume the notation and choices in Construction 5.8.
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(1) The C*-algebra A is stably finite, separable, simple, and has stable rank
one.
(2) The diagram (5.1) commutes. Moreover, there is a unique action α : G →
Aut(A) such that α = lim
−→
α(n).
(3) α is strictly approximately inner.
(4) α is pointwise outer.
(5) C∗(G,A, α) is simple.
Proof. We prove (1). Stable finiteness and separability of A are immediate. For
simplicity, it is easy to check that the hypotheses of Proposition 2.1(ii) of [9] hold.
Since the direct system in Construction 5.8(11) has diagonal maps in the sense of
Definition 2.1 of [11], it follows from Theorem 4.1 of [11] that A has stable rank
one.
We only prove the first part of (2). It is easy to check that the diagram (5.1)
commutes if and only if
ϕr(n)
(
θ ((zg ⊗ 1ν)w)⊗ 1r(n)
)
ψr(n) (1ν ⊗ f(xn))ϕr(n)
(
θ
(
w∗
(
z∗g ⊗ 1ν
))
⊗ 1r(n)
)
= ϕr(n)
(
θ(w) ⊗ 1r(n)
)
· ψr(n)
(
1ν ⊗ σr(n)
(
zg ⊗ 1r(n)
)
f(xn)σr(n)
(
z∗g ⊗ 1r(n)
))
ϕr(n)
(
θ(w∗)⊗ 1r(n)
)
for all n ∈ Z≥0, xn ∈ Xn, f ∈ C(Xn,Mνr(n)), and g ∈ G. By Lemma 5.9, this
formula is equivalent to the following:
ϕr(n)
(
θ ((zg ⊗ 1ν)w)⊗ 1r(n)
)
ψr(n) (1ν ⊗ f(xn))ϕr(n)
(
θ
(
w∗
(
z∗g ⊗ 1ν
))
⊗ 1r(n)
)
= ϕr(n)
(
θ (w (1ν ⊗ zg))⊗ 1r(n)
)
ψr(n) (1ν ⊗ f(xn))ϕr(n)
(
θ
((
1ν ⊗ z
∗
g
)
w∗
)
⊗ 1r(n)
)
.
This formula holds if and only if
ϕr(n)
(
θ
(
(1ν ⊗ z
∗
g)w
∗(zg ⊗ 1ν)w
)
⊗ 1r(n)
)
∈
{
ψr(n)
(
1ν ⊗Mνr(n)
)}′
for all n ∈ Z≥0 and g ∈ G. This is true by Construction 5.8(5) and the fact that
ψr(n)
(
(1ν ⊗Mνr(n))
′
)
= ψr(n)
(
Mν ⊗ 1νr(n)
)
.
Part (3) is immediate from Lemma 3.9.
To prove (4), let g ∈ G \ {1} and suppose αg is inner. So, there is a unitary
v ∈ A such that such that αg(a) = vav
∗ for all a ∈ A. Choose ε ∈ (0, 1), n ∈ Z≥0,
and u ∈ U(An) such that ‖u− v‖ <
ε
8 . Using this, we get
(5.4) ‖Ad(u)− αg‖ = ‖Ad(u)−Ad(v)‖ <
ε
4
.
Using (13) at the second step, we get, for all f ∈ An with ‖f‖ = 1 and all x ∈ Xn,∥∥∥ [Ad(u)(f)] (x)− [αg(f)] (x)∥∥∥
=
∥∥∥u(x)f(x)u(x)∗ − σr(n) (zg ⊗ 1r(n)) f(x)σr(n) (z∗g ⊗ 1r(n)) ∥∥∥ < ε4 .
This relation implies∥∥[σr(n) (z∗g ⊗ 1r(n))u(x)] f(x)− f(x) [σr(n) (z∗g ⊗ 1r(n))u(x)]∥∥ < ε4 .
for all f ∈ C(Xn,Mνr(n)) with ‖f‖ = 1 and all x ∈ Xn. Applying Lemma 5.11
with Mνr(n) in place of Mn, σr(n)
(
z∗g ⊗ 1r(n)
)
u(x) in place of b, and ε4 in place of
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ε, we get λ(x) ∈ T such that∥∥σr(n) (z∗g ⊗ 1r(n))u(x)− λ(x)1νr(n)∥∥ < ε4 .
This relation implies
(5.5)
∥∥u(x)− λ(x)σr(n) (zg ⊗ 1r(n))∥∥ < ε
4
.
We denote (eg,h)g,h∈G by the standard system of matrix units in Mν(C). Set
(5.6) b0 = ϕr(n)
(
θ (w(e1,1 ⊗ 1ν)w
∗)⊗ 1r(n)
)
.
Define the continuous map b : Xn+1 →Mνr(n+1) by
(5.7) b(x) =

0 0
. . .
0
0 b0
 ∈Mνr(n+1).
We further define the continuous map h : Xn →Mνr(n) by
(5.8) h(x) = σr(n)
(
zg ⊗ 1r(n)
)
.
Now we claim, for all x ∈ Xn+1,
(6)
∥∥∥ [Ad (Γn+1,n(h)) (b)] (x) − [α(n+1)g (b)] (x)∥∥∥ = 1.
(7)
∥∥∥ [Ad (Γn+1,n(h)) (b)] (x) − [Ad (Γn+1,n(u)) (b)] (x)∥∥∥ < ε2 .
We prove (6). By Construction 5.8(11) and (5.8), we have
[
Γn+1,n(h)
]
(x) =

σr(n)
(
zg ⊗ 1r(n)
)
0
. . .
σr(n)
(
zg ⊗ 1r(n)
)
0 ch(xn)
 .(5.9)
Using Construction 5.8(10) and (5.8) at the first step and using Lemma 5.9 at the
second step, we compute
ch(xn)(5.10)
= ϕr(n)
(
θ(w) ⊗ 1r(n)
)
ψr(n)
(
1ν ⊗ σr(n)(zg ⊗ 1r(n))
)
ϕr(n)
(
θ(w∗)⊗ 1r(n)
)
= ϕr(n)
(
θ(w) ⊗ 1r(n)
)
ϕr(n)
(
θ (1ν ⊗ zg)⊗ 1r(n)
)
ϕr(n)
(
θ(w∗)⊗ 1r(n)
)
= ϕr(n)
(
θ (w (1ν ⊗ zg)w
∗)⊗ 1r(n)
)
.
Now, using (5.6) at the first step, using Construction 5.8(5) at the second step, and
using the fact that zgeh,hz
∗
g = egh,gh for all g, h ∈ G at the last step, we get
ϕr(n)
(
θ (zg ⊗ 1ν)⊗ 1r(n)
)
b0ϕr(n)
(
θ
(
z∗g ⊗ 1ν
)
⊗ 1r(n)
)
(5.11)
= ϕr(n)
(
θ
(
(zg ⊗ 1ν)w(e1,1 ⊗ 1ν)w
∗(z∗g ⊗ 1ν)
)
⊗ 1r(n)
)
= ϕr(n)
(
θ
(
w(zg ⊗ zg)(e1,1 ⊗ 1ν)(z
∗
g ⊗ z
∗
g)w
∗
)
⊗ 1r(n)
)
= ϕr(n)
(
θ
(
w(zge1,1z
∗
g ⊗ 1ν)w
∗
)
⊗ 1r(n)
)
= ϕr(n)
(
θ (w(eg,g ⊗ 1ν)w
∗)⊗ 1r(n)
)
.
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We use (5.11) and Construction 5.8(13) to compute
(5.12)
[
α(n+1)g (b)
]
(x) =

0 0
. . .
0
0 ϕr(n)
(
θ (w(eg,g ⊗ 1ν)w
∗)⊗ 1r(n)
)
 .
Now, using (5.10) at the first step and using (5.6) at the second step, we compute
ch(xn)b0ch(xn)
∗(5.13)
= ϕr(n)
(
θ(w (1ν ⊗ zg)w
∗)⊗ 1r(n)
)
b0 ϕr(n)
(
θ(w
(
1ν ⊗ z
∗
g
)
w∗)⊗ 1r(n)
)
= ϕr(n)
(
θ(w (e1,1 ⊗ 1ν)w
∗)⊗ 1r(n)
)
.
Now, we use (5.7) and (5.9) to get
[
Ad
(
Γn+1,n(h)
)
(b)
]
(x) =

0 0
. . .
0
0 ch(xn)b0ch(xn)
∗
 .(5.14)
Now, using (5.12), (5.13), and (5.14) at the first step, we get, for all x ∈ Xn+1,∥∥[Ad (Λn+1,n(h)) (b)] (x)− [αn+11 (b)] (x)∥∥(5.15)
= ‖w (e1,1 ⊗ 1ν)w
∗ − w (eg,g ⊗ 1ν)w
∗‖
= ‖e1,1 ⊗ 1ν − eg,g ⊗ 1ν‖ = ‖e1,1 − eg,g‖ = 1.
This completes the proof of (6).
We prove (7). Using ‖b0‖ ≤ 1, λ(xn) ∈ T, and (5.5) at the second step, we
estimate,
‖cu(xn)b0cu(xn)
∗ − ch(xn)b0ch(xn)
∗‖
≤
∥∥w ⊗ 1r(n)∥∥ · ‖1ν ⊗ u(xn)− 1ν ⊗ λ(xn)h(xn)‖ · ∥∥w∗ ⊗ 1r(n)∥∥
·
∥∥b0∥∥ · ∥∥[ (w ⊗ 1r(n)) (1ν ⊗ u(xn)) (w∗ ⊗ 1r(n)) ]∗∥∥
+
∥∥(w ⊗ 1r(n)) (1ν ⊗ λ(xn)h(xn)) (w∗ ⊗ 1r(n))∥∥ · ∥∥b0∥∥ · ∥∥w ⊗ 1r(n)∥∥
·
∥∥1ν ⊗ u∗(xn)− 1ν ⊗ λ(xn)h∗(xn)∥∥ · ∥∥w∗ ⊗ 1r(n)∥∥
<
ε
4
+
ε
4
=
ε
2
.
Using this at the last step, we estimate, for all x ∈ Xn+1,∥∥∥ [Ad (Γn+1,n (h)) (b)] (x) − [Ad (Γn+1,n(u)) (b)] (x)∥∥∥
=
∥∥∥ch(xn)b0ch(xn)∗ − cu(xn)b0cu(xn)∗∥∥∥ < ε
2
.
This complete the proof of the claim.
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Using (6) at the first step and using (7) and (5.4) at the third step, we get, for
all x ∈ Xn+1,
1 =
∥∥∥ [Ad (Γn+1,n(h)) (b)] (x) − [α(n+1)g (b)] (x)∥∥∥
≤
∥∥∥ [Ad (Γn+1,n(h)) (b)] (x) − [Ad (Γn+1,n(u)) (b)] (x)∥∥∥
+
∥∥∥ [Ad (Γn+1,n(u)) (b)] (x) − [α(n+1)g (b)] (x)∥∥∥
<
ε
2
+
ε
4
< ε < 1.
This is a contradiction.
Part (5) follows from simplicity of A, pointwise outeness of α, and Theorem 3.1
of [22]. 
Corollary 5.13. Assume the notation and choices in Construction 5.8. Then the
maps Cu(A) → Cu (C∗(G,A, α)) and W(A) → W(C∗(G,A, α)) are isomorphisms
onto their ranges.
Proof. It is essentially immediate from Theorem 3.14 and Proposition 5.12(3). 
Now we compute precisely the radius of comparison of the C*-algebra A in the
following theorem.
Theorem 5.14. Assume the notation and choices in Construction 5.8 and Nota-
tion 5.15. Then rc(A) = η.
The proof of Theorem 5.14 requires some preparation.
Notation 5.15. Let p ∈ M2
(
C(X0)
)
be the Bott projection. When ν > 2, by
abuse of notion, we use p to denote p ⊕ 0 ∈ Mν
(
C(X0)
)
. Assuming the notation
and choices in Construction 5.8. For n ∈ Z≥0, set pn = Γn,0(p) ∈ An. In particular,
p0 = p.
The set of normalized traces on a unital C*-algebra is denoted by T(A). It was
shown in [17] that T (A) = QT(A) for a exact unital C*-algebra A.
Lemma 5.16. Adopt the assumptions and notation of Notation 5.15. Let n ∈ Z≥0
and for j = 1, 2, . . . , s(n) let R
(n)
j : (S
2)s(n) → S2 be the j coordinate projection.
Then:
(1) There are orthogonal projections yn, zn in Mνr(n)
(
C(Xn)
)
such that:
• pn = yn + zn.
• yn is the direct sum of the projections p ◦R
(n)
j for j = 1, 2, . . . , s(n).
• zn is a constant projection of rank r(n) − s(n).
(2) For every n ∈ Z≥0 and ρ ∈ T(An), we have dρ(pn) =
1
ν .
Proof. The formula holds for n = 0, since r(0) = s(0) = 1. Now assume that it is
known for n. The important facts for the induction step are the following:
• Γn+1,n(yn) is the direct sum of the projections p ◦ R
(n)
j ◦ P
(n)
k for j =
1, 2, . . . , s(n) and k = 1, 2, . . . , d(n + 1) and a constant projection of rank
νs(n).
• Γn+1,n(zn) is a constant projection of rank
[r(n) − s(n)]d(n+ 1) + ν[r(n) − s(n)].
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Putting these together, we get that Γn+1,n(pn) is the direct sum of yn+1 as described
and a constant function of rank
[r(n)− s(n)]d(n+ 1) + ν[r(n) − s(n)] + νs(n) = r(n)[d(n + 1) + ν]− s(n)d(n+ 1)
= r(n)l(n+ 1) + s(n)d(n+ 1)
= r(n+ 1)− s(n+ 1).
This completes the induction.
To prove (2), let ρ be extreme in T(An). Then there is x ∈ Xn such that
ρ = trνr(n) ⊗ evx. Therefore
dρ(pn) = ρ(pn) =
1
νr(n)
rank(pn(x)) =
s(n) + [r(n)− s(n)]
νr(n)
=
1
ν
.
This completes the proof of (2). 
Definition 5.17. LetX be a compact Hausdorff space. A projection q inM∞(C(X))
is said to be trivial if there exists n ∈ Z≥0 such that q is Murray-von Neumann
equivalent to 1Mn(C(X)). When n = 0, this means p = 0.
Lemma 5.18. Adopt the assumptions and notation of Notation 5.15. Let n ∈ Z≥0
and let e be a trivial projection in M∞(An) ∼= M∞(C(Xn)). If there exists x ∈
M∞(An) such that ‖xex
∗ − pn‖ <
1
2 then rank(e) ≥ r(n) + s(n).
Proof. The proof is essentially the same as that of Corollary 6.13 (or Corollary 6.20)
of [4]. 
Proof of Theorem 5.14. We use Construction 5.8(9), Proposition 2.6(2) and Corol-
lary 1.2 of [12] to get
(5.16) rc(An) ≤
dimXn
2νr(n)
=
s(n)
νr(n)
.
Using the fact that A is easily seen to be residually stably finite (that is, all of its
quotients are stably finite) and Proposition 2.13(ii) of [3] at the first step, using
(5.16) at the second step, and using Lemma 5.10 at the third step, we get
rc(A) ≤ lim inf
n→∞
rc(An) = lim
n→∞
s(n)
νr(n)
= η.
Now, it suffices to prove that rc(A) ≥ η. Suppose λ < η. We show that A
does not have λ-comparison. Choose n ∈ Z>0 such that 1/r(n) < η − λ. Choose
M ∈ Z≥0 such that
(5.17) λ+
1
ν
<
M
νr(n)
< η +
1
ν
.
Let e ∈ M∞(An) be a trivial projection of rank M . By slight abuse of notation,
we use Γm,n to denote the amplified map from M∞(An) to M∞(Am) as well. For
m > n, the rank of Γm,n(e) is M ·
r(m)
r(n) . We claim that, for m > n,
(5.18) rank
(
Γm,n(e)
)
< r(m) + s(m).
To prove the claim, suppose that rank
(
Γm,n(e)
)
≥ r(m) + s(m). Then, by (5.17),
r(m) + s(m) ≤M ·
r(m)
r(n)
< ν
(
η +
1
ν
)
r(m).
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Thus, s(m)r(m) < νη. This contradicts Lemma 5.10. So the claim follows.
Now, for any extreme tracial state ρ on Am (and thus for any trace on A), we
get, using 5.17 at the third step and using Lemma 5.16(2) in the last step,
dρ
(
Γm,n(e)
)
= ρ
(
Γm,n(e)
)
=
1
νr(m)
·M ·
r(m)
r(n)
> λ+
1
ν
= λ+ dρ(pm).
On the other hand, if Γ∞,0(p) -A Γ∞,n(e), then there exist some m > n and
x ∈M∞(Am) such that
‖xΓm,n(e)x
∗ − pm‖ <
1
2
.
Using this and Lemma 5.18, we get
rank
(
Γm,n(e)
)
≥ r(m) + s(m).
This contradicts (5.18), and we have proved that A does not have λ-comparison. 
Although we proved in Proposition 5.12(4) that α is pointwise outer, we show
that α is far from having Rokhlin property in the following theorem. We further
compute precisely the radius of comparison of C∗(G,A, α) .
Theorem 5.19. Assume the notation and choices in Construction 5.8 and Nota-
tion 5.15. Then:
(1) rc (C∗(G,A, α)) = η.
(2) α doesn’t have the weak tracial Rokhlin property.
Proof. To prove (1), we use Theorem 5.14 at the first step and use Theorem 3.18(1)
at the second step to get
η = rc(A) ≤ rc (C∗(G,A, α)) .
So it suffices to show that rc (C∗(G,A, α)) ≤ η. Since G is finite, there are m ∈ Z >
0 and positive integers t(1) ≤ t(2) ≤ · · · ≤ t(m) such that C∗(G) ∼=
⊕m
j=1Mt(j)
and
∑m
j=1 t(j)
2 = ν. We may assume t(1) = 1. Since α(n) is inner for all n ∈ Z>0,
it follows from Example 9.6.4 of [16] that
(5.19) C∗
(
G,An, α
(n)
)
∼= C∗(G)⊗An ∼=
m⊕
j=1
Mt(j)(An).
Then, by Theorem 9.4.34 of [16],
(5.20) C∗(G,A, α) = C∗
(
G, lim
−→
An, α
)
∼= lim−→
C∗
(
G,An, α
(n)
)
.
Using (5.19) at the first step, using Proposition 2.6(1) at the second step, using
t(1) = 1 and Construction 5.8(9) at the third step, using Proposition 2.6(2) at the
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fourth step, and using Corollary 1.2 of [12] at the fifth step, we get, for all n ∈ Z>0,
rc
(
C∗
(
G,An, α
(n)
))
= rc
 m⊕
j=1
Mt(j) ⊗An
(5.21)
= max
1≤t(j)≤m
(
rc
(
Mt(j) ⊗An
))
= rc
(
C
(
Xn,Mνr(n)
) )
=
1
νr(n)
rc (C (Xn))
≤
dimXn
2νr(n)
=
2s(n)
2νr(n)
=
s(n)
νr(n)
.
Therefore, using (5.20) at the first step, using Proposition 2.11(ii) of [3] at the
second step, using (5.21) third step, and using Lemma 5.10 at the last step,
rc
(
C∗(G,A, α)
)
= rc
(
lim
−→
C∗(G,An, α
(n))
)
≤ lim inf
n→∞
rc
(
C∗(G,An, α
(n))
)
=
1
ν
lim
n→∞
s(n)
r(n)
= η.
To prove (2), assume that α has the weak tracial Rokhlin property. Therefore,
using (1) at the first step, using Theorem 4.5 of [4] at the second step, and using
Theorem 5.14 at the third step,
η = rc (C∗(G,A, α)) ≤
1
ν
rc(A) =
η
ν
.
This is a contradiction. 
By Construction 5.8, Proposition 5.12, Theorem 5.14 and Theorem 5.19, we then
get the following corollary.
Corollary 5.20. For every finite group G and for every η ∈
(
0, 1card(G)
)
, there
exist a simple separable unital AH algebra A with stable rank one and a strictly
approximately inner action α : G→ Aut(A) such that:
(1) α is pointwise outer, and α doesn’t have the weak tracial Rokhlin property.
(2) rc(A) = rc (C∗(G,A, α)) = η.
6. Open problems
Question 6.1. Let G be a finite group, let A be an infinite-dimensional stably finite
simple unital C*-algebra, and let α : G→ Aut(A) be a tracially approximately inner
action. Does it follow that
rc(A) = rc
(
C∗(G,A, α)
)
?
We hope that if α : G → Aut(A) is a strictly approximately inner action of a
finite group G on a simple unital C*-algebra, then rc
(
C∗(G,A, α)
)
≤ rc(A). We
certainly do not know that this is true, and proving it seems very difficult.
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Question 6.2. Does there exist a strictly approximately inner action of a non-
trivial nonabelian finite group on a unital C*-algebra which is not approximately
representable?
Question 6.3. Does there exist a tracially strictly approximately inner action of
a nontrivial nonabelian finite group on an infinite-dimensional simple unital C*-
algebra which is not strictly approximately inner and not tracially approximately
representable?
Question 6.4. Let α be an action of a nontrivial finite group on a C*-algebra which
is strictly approximately inner and strongly approximately inner (Definition 3.6(1)
of [20]). Does it follow that α is approximately representable?
Question 6.5. Does there exist a simple separable unital C*-algebra A with
rc(A) > 0 and unique tracial state and an action of a nontrivial nonabelian finite
group on A which is strictly approximately inner or tracialy strictly approximately
inner?
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