We improve the approximation ratios for two optimization problems in planar graphs. For node-weighted Steiner tree, a classical network-optimization problem, the best achievable approximation ratio in general graphs is (log n), and nothing better was previously known for planar graphs. We give a constant-factor approximation for planar graphs. Our algorithm generalizes to allow as input any nontrivial minor-closed graph family, and also generalizes to address other optimization problems such as Steiner forest, prizecollecting Steiner tree, and network-formation games.
approximation algorithms for this problem; the current best approximation ratio is < 1.39 [Byrka et al. 2010] .
The generalization 2 of network Steiner tree in which the nodes are also assigned costs is of both practical and theoretical significance. On the practical side, in telecommunications for example, expensive equipment such as routers and switches are at the nodes of the underlying network and it is natural to model such problems as node weighted. On the theoretical side, node-weighted versions of many classic edge-weighted problems have been considered by many authors so far; see, for example, Chekuri et al. [2005] , Feige et al. [2005] , Guha et al. [1999] , , and Marathe et al. [1998] for some recent work.
Unfortunately, set cover can be reduced to node-weighted Steiner tree in general graphs, so an approximation ratio better than ln n is not achievable in polynomial time unless P = NP [Feige 1998; Raz and Safra 1997] . Klein and Ravi [1995] gave a polynomial-time approximation algorithm with a performance ratio of O(log n), so this result is within a constant factor of optimal. To achieve a better bound, we must restrict the class of inputs.
A natural restriction is planarity. In practical scenarios of physical networking, with cable or fiber embedded in the ground, crossings are rare or nonexistent. Somewhat surprisingly, no one has yet addressed this classic problem of node-weighted Steiner tree in this natural class of graphs. In this article, we achieve a much better approximation ratio for this problem: 3 COROLLARY 1.1. There is a polynomial-time 6-approximation algorithm for nodeweighted Steiner tree in planar graphs.
Our algorithm is a simple and natural extension of primal-dual techniques to node weights, which to our knowledge has never been explored. Based on a preliminary version of this article, Moldenhauer [2011] showed that our algorithm in fact achieves an approximation ratio of 3, and with some modification, the ratio can be further improved to 9/4.
In fact, our result is more general in two senses: we show that a constant approximation ratio is achievable for a much broader family of graphs, and we show that a much more general optimization problem can be approximated.
Broader Graph Classes
A minor H of a graph G is a graph obtainable from G by deleting and contracting edges. Let V (H) denote the vertex set of the minor H, and |V (H)| denote the number of such vertices.
It is well known that planar graphs are the graphs that do not have K 3,3 or K 5 as a minor. More generally, for any graph H, we can consider the family of graphs excluding H as a minor. We obtain the following generalization (up to constant factors) of Corollary 1.1.
COROLLARY 1.2. For any graph H, there is a constant c H = O(|V (H)| log |V (H)|) and a polynomial-time c H -approximation algorithm for node-weighted Steiner tree on H-minor-free graphs.

More Network-Design Problems
Our algorithm can solve a broader range of network-design problems. The nodeweighted Steiner forest problem takes as input an undirected graph with node costs and a set of unordered pairs {s i , t i } of nodes. The goal is to find the minimum-cost network that includes a path between each given pair of nodes. For the edge-weighted case, there is a polynomial-time 2-approximation algorithm [Agrawal et al. 1991] . For the node-weighted case, an O(log n)-approximation can be achieved [Klein and Ravi 1995] . In this article, we achieve a constant-factor approximation for planar graphs and, more generally, graphs excluding a fixed minor.
COROLLARY 1.3. There is a polynomial-time 6-approximation algorithm for nodeweighted Steiner forest in planar graphs. For any graph H, there is a constant c H = O(|V (H)| log |V (H)|) and a polynomial-time c H -approximation algorithm for this problem on H-minor-free graphs.
More generally, Theorem 2.1 in Section 2 shows how our framework applies to a nodeweighted variation of proper 0-1 functions by Goemans and Williamson [1995] . These functions model node-weighted versions of several other problems: T-join, point-to-point communication, exact tree/cycle/path partitioning problems, lower capacitated partitioning, and location-design and location-routing problems. We thus obtain constantfactor approximation algorithms for all of these problems when the input is restricted to be a planar graph or a graph excluding a fixed minor.
At the end of Section 2, we consider the prize-collecting version of Steiner forest, where some terminal pairs can remain disconnected, but we pay a specific penalty for each such pair. The best approximation algorithm for this problem achieves an O(log n) approximation ratio [Moss and Rabani 2007] . (See also the related work on the dual quota version of the problem [Guha et al. 1999; Moss and Rabani 2007] .) We show how to obtain a constant-factor approximation algorithm, even for the more general Steiner forest problem, in planar graphs and graphs excluding a fixed minor.
Other Applications
Node-weighted Steiner tree is a network-design problem with many practical applications and theoretical implications. Enumerating such applications is beyond the scope of this article. We point out, however, that it has an application even in network formation games. Anshelevich et al. [2004] consider a network formation game in which k terminals (players) buy edges in a directed graph, equally sharing the unit cost of an edge bought by multiple players, to form a Steiner tree. They prove that the price of stability in this game is at most H k (the kth harmonic number, which is within an additive 1 of ln k) by defining a dynamics that converges to an equilibrium within an H k factor of the social optimum. However, their dynamics [Anshelevich et al. 2004, Theorem 2.2] starts by computing an optimal Steiner tree, which cannot even be efficiently approximated. With our results, we can obtain a polynomially computable Nash equilibrium within an H k factor of the social optimum for their game in node-weighted undirected planar graphs. Furthermore, this bound is tight: there is a node-weighted graph whose only Nash equilibrium is a factor H k worse than the social optimum. 
Planar Group Steiner Tree
In the wire-routing phase of VLSI design, a net is a set of pins on the boundaries of various components that must be connected. A minimum-length Steiner tree is a natural choice for routing the net. (The routing must avoid previously routed nets and other obstacles.) Reich and Widmayer [1990] observed that, for each component, there is flexibility as to the location of the pin used, and that the routing of the net should exploit that flexibility.
With that as motivation, they introduced the group Steiner tree problem: we are given a graph G with edge weights, and a collection g 1 , g 2 , . . . , g k of node sets called groups. The goal is to find a minimum-weight connected subgraph of G that contains at least one node from each group.
Much research has gone into finding good approximation algorithms for this problem. For general graphs, the best approximation ratio known to be achievable in polynomial time [Garg et al. 2000] is O(log 3 n), and for trees, the best known is O(log 2 n). Even when the host graph is a tree and hence planar, the problem cannot be approximated better than (log 2−ε n) unless NP admits quasi-polynomial-time Las Vegas algorithms [Halperin and Krauthgamer 2003] . It would thus appear that restricting the input to planar graphs cannot lead to a substantially improved approximation.
Returning to the origin of the problem provides some inspiration. In a VLSI instance, the elements of a single group are all located on the boundary of a component, which occupies a region on the plane. Motivated by this real-world restriction, we define an instance of the planar group Steiner tree problem to be a planar embedded graph G with edge weights, and a collection of groups g 1 , g 2 , . . . , g k and corresponding distinct faces f 1 , f 2 , . . . , f k of G, such that the nodes belonging to each group g i lie on the boundary of the corresponding face f i . This problem precludes the (log 2−ε n)-inapproximable tree instances of Halperin and Krauthgamer [2003] , because the groups must come from distinct faces.
We can without loss of generality require that each group g i consists of exactly the nodes on the boundary of f i . (The more general problem can be reduced to this one by the introduction of high-weight edges.) Therefore, an equivalent and more concise definition of an instance of planar group Steiner tree is a planar embedded graph G and a set of faces f 1 , f 2 , . . . , f k , which implicitly define a group for each f i consisting of the nodes on the boundary of f i . THEOREM 1.4. Planar group Steiner tree has a polynomial-time O(log npolyloglog n)-approximation algorithm.
Our proof of this theorem uses probabilistic embedding into spanning trees with expected distortion O(log n log log n(log log log n)
3 ) [Abraham et al. 2008] . (We cannot use the original result of Bartal [1998] , which does not preserve the planar structure of the problem.) On trees, we believe we can solve the problem via dynamic programming. Alternatively, because paths in trees cannot properly cross, we can use the following rounding result of independent interest: Recall the directed Steiner tree problem: we are given a directed graph G with edge costs, a sink node s, and a set T of terminal nodes. The goal is to find a minimum-cost subgraph of G that, for each terminal t i , contains a directed path from t i to s. The noncrossing-flow relaxation is a natural relaxation of directed Steiner tree in planar graphs, a kind of minimum-cost flow where flow paths cannot cross; see Section 4. Using a novel approach for rounding such planar flows, we show that a (fractional) solution to this noncrossing relaxation can be converted into an (integral) directed Steiner tree whose cost is at most six times the value of the solution to the relaxation.
Unfortunately, we do not know a polynomial-time algorithm for finding an optimal solution to the noncrossing-flow formulation for an arbitrary planar instance of directed Steiner tree. Such a result would yield a constant-factor approximation algorithm for planar directed Steiner tree.
Related work. Motivated in part by the VLSI application, Mata and Mitchell [1995] consider the following problem: given a set of n polygonal regions in the plane, find a tour that visits at least one point from each region. They describe this problem as a special case of the problem TSP with neighborhoods (also called group TSP). They give a polynomial-time O(log n)-approximation algorithm. Because the tour contains a spanning tree, and doubling each edge of a tree yields a tour, it is also an approximation algorithm for group Steiner tree where the groups are the polygonal regions. Gudmundsson and Levcopoulos [1999] gave a faster algorithm for the same problem. No known polynomial-time algorithm achieves an approximation ratio better than (log n) for this problem. On the lower-bound side, unless P = NP, no constant-factor approximation is possible for disjoint disconnected regions, and no (2 − ε)-approximation is possible for (nondisjoint) connected regions [Safra and Schwartz 2006] . Arkin and Hassin [1994] gave constant-factor approximation algorithms for the special cases of parallel unit-length line segments, translated copies of a polygonal region, and circles. Mitchell [2007] gave a PTAS for group TSP when the groups are disjoint and "fat." Most recently, Mitchell [2010] gave a constant-factor approximation for group TSP when the groups are disjoint and connected.
An important difference in our problem is that we cannot route through groups, because faces serve as obstacles, whereas the geometric problem allows routing through groups. This difference seems to make the problem much harder to approximate. More generally, our graph approach has the advantage that planar graphs can capture metrics that are not captured by the Euclidean metric, useful, for example, in the VLSI problem where the routing of a net must avoid obstacles and previously routed nets.
Recent improvements. For node-weighted Steiner tree in planar graphs, Moldenhauer [2011] claims an improved analysis of our algorithm (Corollary 1.1), reducing our factor of 6 to a tight factor of 3, as well as a different 9/4-approximation algorithm. Their latter algorithm is based on the technique of a different paper of Goemans and Williamson [1998] , but according to Berman and Yaroslavtsev [2012] , both Goemans and Williamson [1998] and Moldenhauer [2011] suffer from a mistake in the analysis, and the correct approximation factor for their algorithms is 18/7. The best current bound is a 2.4-approximation [Berman and Yaroslavtsev 2012] . Our results have also been extended from proper functions to uncrossable functions, which in particular solves node-weighted edge-connectivity survivable network design [Chekuri et al. 2012 ].
NODE-WEIGHTED NETWORK DESIGN IN PLANAR AND MINOR-EXCLUDING GRAPHS
In this section, we develop a framework for solving a general family of node-weighted network-design problems in H-minor-free graphs, including Steiner tree, Steiner forest, and so forth. To define the family of problems, we adapt an approach due to Goemans and Williamson [1995] .
Proper functions on graphs. Let V be the set of nodes in a connected 5 undirected graph G. Following Goemans and Williamson [1995] , a 0-1 function f : 2 V → {0, 1} is proper if it satisfies the following properties:
For algorithmic purposes, we further require efficient computability: (4) (Efficiency) f (S) can be computed in polynomial time for a given subset S ⊆ V . [1995] use proper functions to define an edge-weighted network-design problem, called the cut-covering problem. Specifically, a proper function specifies a family of cuts, and the goal of the problem is to find a set of edges of minimum cost that covers all cuts in this family.
Goemans and Williamson
Following Klein and Ravi [1995] , we adapt this formulation for node-weighted problems in which each node v has a nonnegative weight w(v). We call the weight function w proper if (5) (Terminality) Every node v with f ({v}) = 1 has weight w(v) = 0.
Main result. Now we can state our main result, which implies Corollaries 1.1, 1.2, and 1.3 in the Introduction. Let (S) denote the set of neighbors of S in G, excluding nodes in S.
THEOREM 2.1. Given a connected H-minor-free graph G = (V, E) with a proper 0-1 function f and proper weight function w, there is a polynomial-time c H -approximation for finding a minimum-weight set X of vertices that includes at least one vertex of (S) for all S ⊆ V with f (S) = 1. For planar graphs, c H ≤ 6, and in general, c H = O(|V (H)| log |V (H)|).
Equivalently, the problem we solve in Theorem 2.1 can be formulated by the following integer linear program with a variable x(v) for each node v ∈ V :
(1)
The minimum solution x to this integer program assigns 1s to a subset X of nodes, which is the solution to the network-design problem. Conversely, a subset X of nodes is considered a feasible solution if the corresponding {0, 1} assignment to nodes of G satisfies the inequalities.
Steiner forest. The problem earlier captures the node-weighted versions of the many network-design problems from Goemans and Williamson [1995] . For example, consider the node-weighted Steiner forest problem (Corollary 1.3), which includes Steiner tree as a special case (Corollaries 1.1 and 1.2). The input is an undirected graph G = (V, E) with node-weight function w and a set of pairs {s i , t i } of nodes. Without loss of generality, we can assume every terminal node (appearing in some pair) has zero weight, because these nodes must be included in any solution, so removing their (nonnegative) cost makes approximation only harder. Thus, w can be assumed proper. Now, for a set S of nodes, define f (S) to be 1 if, for some pair {s i , t i }, S contains one element of the pair (e.g., s i ) but not the other (e.g., t i ). Otherwise, define f (S) to be 0. It is easy to verify that this function is proper.
To see that the solution to the integer linear program is a solution to the Steiner forest instance, suppose for contradiction that some pair {s i , t i } is not connected via nodes assigned 1s by x. Let S be the set of nodes connected to s i via such nodes. Because S includes s i but not t i , we have f (S) = 1, but by the choice of S, every node v ∈ (S) is assigned 0 by x, contradicting the linear constraint.
Guaranteeing feasibility. Next we give a polynomial-time test for whether a set X is a feasible solution to our problem. For a graph G and a set X of nodes, let G[X] denote the subgraph of G induced by X, and let CC(X) denote the node sets of connected components of G [X] . The following lemma provides an alternative statement of the problem we solve: find a minimum-weight set X of vertices that includes all vertices v with f ({v}) = 1 ("coverage") and satisfies f (C) = 0 for all C ∈ CC(X) ("connectivity").
LEMMA 2.2. A subset X of nodes is a feasible solution to the integer program (1) if and only if (1) X contains every node
In particular, because we assume that the graph G is connected, Lemma 2.2 implies that X = V is a feasible solution: (1) V contains all nodes v; and (2) CC(V ) = {V }, and f (V ) = 0 by nullity. The proof of Lemma 2.2 is related to the proof of Goemans and Williamson [1995, Theorem 2.3] .
PROOF. First, we show that every feasible solution X to (1) satisfies the two conditions. Because we assume the graph is connected, for any vertex v,
Second, we show that any set X satisfying the two conditions is a feasible solution to (1). Consider any subset S of nodes such that v∈ (S) x(v) = 0. We need to show that f (S) = 0.
For each C ∈ CC(X), we claim a laminar property: S ∩ C is either ∅ or C. Otherwise, there would be adjacent nodes u, v ∈ X such that u ∈ S and v / ∈ S, so v ∈ (S). Because v ∈ X, we have x(v) = 1, contradicting the choice of S.
This laminar property implies that S is the disjoint union of some of the connected components C ∈ CC(X) together with some nodes not in X. By the first condition, X contains all nodes v with f ({v}) = 1, so f ({v}) = 0 for v / ∈ X. By the second condition, each connected component C of X has f (C) = 0. Combining these facts using the disjointness property of f , we conclude that f (S) = 0. (1) is obtained by replacing the constraint x(v) ∈ {0, 1} with the constraint x(v) ≥ 0. The dual of the resulting linear program is as follows:
Dual. The linear relaxation of integer program
There is a dual variable y(S) for each subset S of V . However, the only such variables that affect the objective function (and therefore the only variables we need to consider) are those variables y(S) for which f (S) = 1. Intuitively, the goal of the dual linear program is to find a maximum-size family of node sets S with f (S) = 1 subject to the constraint that each node v is the neighbor of at most w(v) sets in the family.
Primal-dual algorithm. Williamson [1995, 1997] gave a generic version of the primal-dual approximation algorithm. In this section, we give an algorithm that is a specialization (and slight modification) of their generic algorithm, following the presentation in Goemans and Williamson [1997] . We start with some terminology.
Let G be the input graph. A node set S is a violated connected component with respect to X if S ∈ CC(X) and f (S) = 1. Define a partial solution to be a set X of nodes containing {v : f (v) = 1} such that there is some violated connected component with respect to X.
Goemans and Williamson's generic algorithm is defined in terms of an oracle. We will use an oracle Viol(·) that takes a partial solution X as input, and that outputs the violated connected components with respect to X. This oracle can be implemented in polynomial time using a connected-components subroutine and queries to the function f (·). Now we give our specialization and modification of the generic algorithm. The modification is as follows. Their algorithm maintains a solution X, initially empty, and adds to it in a series of iterations; finally, the algorithm removes some elements from it. In our modified version, X initially consists of all nodes v such that f ({v}) = 1, and these elements are never removed from X. However, these nodes are required to have weight zero, so their presence in X does not affect the approximation performance.
The algorithm also maintains a dual feasible solution y. Recall that the dual linear program has a constraint S⊆V :v∈ (S) y(S) ≤ w(v) for each node v ∈ V .
Analysis. First we argue that the algorithm does not get "stuck": if there is a violated connected component S ∈ Viol(X), then we can increase y(S) by a positive amount to make a dual linear-program constraint tight, so the algorithm can make progress. Because we assumed that the graph G is connected, and by Lemma 2.2 S = V , there is at least one vertex v ∈ (S). Thus, there is a dual constraint affected by increasing y(S). By definition, the algorithm satisfies the invariant that the dual constraint for every vertex v / ∈ X is not tight (because any tight constraint leads to the vertex getting added to X). Thus the constraints involving y(S) are not tight, as they have v ∈ (S), which implies v / ∈ X, so we can safely increase y(S) by a positive amount. Next we argue that the solution X found by the algorithm is a feasible solution, using Lemma 2.2. By Step 2, X includes all vertices v with f ({v}) = 1, and after Step 3, X has no violated connected components. Furthermore, Step 4 preserves both properties, because it only removes vertices added in Step 3, and it only removes vertices that do not create violated connected components.
For two sets S, F of nodes, F is a feasible augmentation of S if F ⊇ S and F is a feasible solution. If in addition no proper subset of F is a feasible augmentation of S, then F is a minimal feasible augmentation of S.
We claim that the solution X found by the algorithm is a minimal feasible augmentation of T = {v : f ({v}) = 1}, similar to the proof of Goemans and Williamson [1997, Theorem 4.1] . Suppose that Step 3 added vertices v 1 , v 2 , . . . , v k in that order. We argue inductively that the solution X i after considering v i in Step 4 is a minimal feasible augmentation of T ∪ {v 1 , v 2 , . . . , v i−1 }, which implies the claim when i = 0. First, no vertex of index < i could be removed, by definition of augmentation. Second, vertex v i has already been removed if it could be. Third, vertices of index > i have already been considered for removal in previous iterations of Step 4, and removing v i cannot suddenly make a vertex v j with j > i removable: for a component
Step 3 and so has f ({v i }) = 0.
The algorithm is almost an instantiation of an algorithm of Goemans and Williamson [1997] . The difference is that, in our algorithm, X is required at all times to contain every node v such that f ({v}) = 1. By terminality, these nodes have zero cost, so the proof of Theorem 4.2 of Goemans and Williamson [1997] can be adapted to show the lemma to follow.
LEMMA 2.3. Suppose γ is a number such that, for any partial solution X ⊆ V and any minimal feasible augmentation F of X, we have
(2)
Then the algorithm described earlier returns a feasible solution of weight at most γ S⊆V y(S) ≤ γ LP-OPT where LP-OPT denotes the weight of an optimal solution to the linear-program relaxation of (1).
PROOF. For the reader's convenience, we repeat the proof of Goemans and Williamson [1997] , specialized and adapted for the current setting.
Let T = {v : f ({v}) = 1}. Let X * be the output solution, not including nodes in T . The weight of the output solution is w(X * ) = v∈X * w(v), because by terminality, the omitted nodes have zero weight. A node v is added to X * in Step 3(b) only if the corresponding dual constraint was tight, so we can rewrite the cost as v∈X * S:v∈ (S) y(S). By reversing the order of summation, we get
Because y is a dual feasible solution, S y(S) is a lower bound on the optimum value of the primal LP. If we can guarantee that
then we could infer that w(X * ) is at most γ S y(S). Consider a set S such that y(S) > 0, and let v i be the node added to X when y(S) was increased. Let X i be the value of X immediately after v i is considered in Step 4. Then X i = X * ∪ {v 1 , v 2 , . . . , v i−1 }. As argued earlier, X i is a minimal feasible augmentation of T ∪ {v 1 , . . . , v i−1 }. Because X * is a subset of X i , |X * ∩ (S)| ≤ |X i ∩ (S)|. We have proved that, for any set S with y(S) > 0, there is a partial solution X = T ∪{v 1 , v 2 , . . . , v i−1 } and a minimal feasible augmentation F of X such that |X * ∩ (S)| ≤ |F ∩ (S)|. By (2), |F ∩ (S)| ≤ γ , so we obtain (3) as desired.
In order to apply Lemma 2.3, we need to prove (2) for some γ .
LEMMA 2.4. Let X be a partial solution, and let F be any minimal feasible augmentation of X. If G is planar, then
{|F ∩ (S)| : S ∈ Viol(X)} ≤ 6 |Viol(X)|.
If G is H-minor free, then
The proof of Lemma 2.4 is given later. Combining Lemmas 2.3 and 2.4, we obtain that the primal-dual algorithm earlier is a 6-approximation on planar graphs and, more generally, an O(1)-approximation in H-minor-free graphs for any fixed graph H. This proves Theorem 2.1, which implies Corollaries 1.1, 1.2, and 1.3. Now we give the proof of Lemma 2.4. The sum {|F ∩ (S)| : S ∈ Viol(X)} counts the number of adjacencies between F and violated connected components of X, counting multiply if one violated connected component of X is adjacent to several nodes in F, but counting only once if multiple nodes in a common violated connected component of X are adjacent to one node of F. LetF = F − X. For any S ∈ Viol(X), because S is the node set of a connected component of G [X] , no neighbor of S belongs to X. This shows that |F∩ (S)| = |F∩ (S)|. To prove Lemma 2.4, it therefore suffices to bound
LetĜ be the graph obtained from G by contracting each violated connected component of X to a single node, which we call a terminal. Because we contract connected subgraphs,Ĝ excludes all minors that G does; for example, if G is planar, then so iŝ G. Let R be the set of terminals inĜ. Because of the contractions, no two nodes of R are adjacent inĜ. We discard multiple copies of edges inĜ so that the sum (4) in G becomes the number of edges inĜ between nodes inF and terminals. Our goal is to bound the number of such edges in terms of |R|. We do this separately for each connected component ofĜ [F ∪ R] . Let G =Ĝ[F ∪ R ] be one such connected component, where F ⊆F and R ⊆ R.
By minimality of F, R must be nonempty. Let r be a node in R . Assign distinct integers as IDs to the nodes of G . For each node v in F ∪ R , define its level (v) to be its breadth-first-search distance from r in G . We next define the parent p(v) of each node v = r. For v ∈ R − {r}, define p(v) to be the neighbor of v in G that has level (v) − 1 and, among all such neighbors, has minimum ID. For each node v ∈ F , select p(v) as follows. If v has a neighbor w in R such that p(w) = v, then p(v) is any such neighbor. Suppose that v has no neighbor w in R such that p(w) = v. By the properties of breadth-first-search distances, v has some neighbor w such that (w ) = (v) − 1. Let p(v) be this node w . We show in this case that w ∈ F . Assume for a contradiction that w ∈ R . Its parent would have level (w ) − 1 = (v) − 2, so its parent could not be v. This implies that v has a neighbor in R whose parent is not v, a contradiction.
LEMMA 2.5. The directed edges from each node v to its parent p(v) do not form a directed cycle.
PROOF. Suppose for contradiction that C = x 0 x 1 x 2 . . . x k−1 x 0 were a minimal (simple) cycle with p(x i ) = x i+1 for all i (where the indices are taken modulo k). The root r cannot be in the cycle C because it has no parent. Because x i x i+1 is an edge of the graph, (x i+1 ) ≤ (x i ) + 1 for every i. By construction, (x i+1 ) = (x i ) − 1 for each i where x i ∈ R and for each i where x i ∈ F and x i+1 ∈ F . So the only case in which (x i+1 ) could be (x i ) + 1 is when x i ∈ F and x i+1 ∈ R . But then, by construction, (x i+2 ) = (x i+1 ) − 1 = (x i ). Thus, every increase in level is immediately followed in the cycle C by a strict decrease in level.
Suppose there were two consecutive strict decreases: (x i+1 ) = (x i ) − 1 and (x i+2 ) = (x i+1 ) − 1. Then all nodes after x i+2 would have level at most (x i ) − 1, contradicting the fact that C is a cycle. It follows that the x i 's must alternate between R and F , and that, for some positive integer d, the levels of the nodes in C ∩ R are d, and the levels of the nodes in C ∩ F are d − 1. Now consider the minimum-ID node x i in C ∩ F . By construction, x i−1 and x i+1 must have x i as their parent. But this contradicts p(x i+1 ) = x i+2 given that the cycle is simple.
Lemma 2.5 shows that the edges from nodes to their parents define a rooted spanning tree ofĜ[F ∪ R ]. Let F be the subset of nodes in F with a neighbor in R . We need to compute the number of edges inĜ[F ∪ R ]. LEMMA 2.6. |F | ≤ 2 |R |. Figure 1 , to each node u of R , we charge at most two nodes of F : u's parent and the nearest ancestor of u whose parent is in R . We claim that every node of F gets counted by this charging.
PROOF. As we show in
By minimality of F, every node of F is on a path in the tree T from some terminal in R to the root r. Let v be any node of F . Let P be the shortest terminal-to-terminal path in T that includes v. Because v ∈ F , v has a neighbor w in R. If v is the second node of P, then v is charged to the first node of P. Otherwise, by minimality of P, v is not the parent of a terminal, so p(w) = v, so v's parent is a terminal (not necessarily w), so again v is charged to the first node of P. Now we can complete the proof of Lemma 2.4. If G is planar, then the number of edges inĜ[F ∪ R ] is at most 2 (|F | + |R |) ≤ 6 |R | becauseĜ[F ∪ R ] is a simple planar bipartite graph [West 1996 [Kostochka 1984; Thomason 2001] .
]. If G is H-minor free, then becauseĜ[F ∪ R ] is a minor of G,Ĝ[F ∪ R ] is also H-minor free. The average degree of a vertex in an H-minor-free graph is O(|V (H)| log |V (H)|)
Hence, the number of edges in G[F ∪ R] is O((|F | + |R|) |V (H)| log |V (H)|), which is O(|R| |V (H)| log |V (H)|) as desired.
Prize-collecting Steiner forest. In a prize-collecting variation on Steiner forest, each pair (x, y) ∈ P that we wish to connect has a penalty ρ(x, y) for not connecting it. The goal is to minimize the combined cost of edges bought and penalties paid. Such prize-collecting problems are well studied throughout the literature, including in the forms of Steiner tree and Steiner forest; see, for example, Bienstock et al. [1993] , Goemans and Williamson [1995] , Hajiaghayi and Jain [2006] , and Sharma et al. [2007] . In this section, we show how to extend our approach to obtain constant-factor approximations for node-weighted versions of this problem as well, using the approach of Bienstock et al. [1993] .
The approximation algorithm first solves the following linear-program relaxation of prize-collecting Steiner forest, where s(x, y) denotes the extent to which pair (x, y) is unsatisfied:
This linear program can be solved in polynomial time by a standard application of the ellipsoid method. For each pair (x, y) ∈ P, if s(x, y) ≥ 1/7 in the optimal solution to the linear program, then we ignore the flow between x and y and pay the full penalty of ρ(x, y), increasing this part of the weight by at most a factor of 7. For each remaining pair (x, y) ∈ P, s(x, y) ≤ 1/7, we have already routed 6/7 of the flow between x and y, and thus scaling the flow by 7/6 gives a feasible solution to the regular Steiner forest linear-program relaxation of (1). Now we solve this Steiner forest problem with our 6-approximation for planar graphs, which by Lemma 2.3 gives a solution within a factor of 6 of the optimal solution to the Steiner forest linear program, resulting in a solution at most 7 times worse than the original prize-collecting solution. The total increase in cost is therefore at most a factor of 7, so we have a 7-approximation. We can improve this constant slightly by randomized rounding; see Hajiaghayi and Jain [2006] . More generally, we obtain an O(1)-approximation algorithm for graphs excluding any fixed minor.
PLANAR GROUP STEINER TREE
Given an instance of planar group Steiner tree consisting of the edge-weighted planar embedded graph G and groups g 1 , g 2 , . . . , g k and corresponding faces f 1 , f 2 , . . . , f k , we form a planar embedded graph G by embedding a new nodeĝ i in each face f i and connectingĝ i to the nodes of g i (which lie on f i ) with directed arcs. The graph G has both undirected edges and directed arcs. Moreover, it remains a planar embedded graph.
This suggests another equivalent definition of planar group Steiner tree: an instance of group Steiner tree in which adding a node for each group, connected to the group members, yields a planar graph. This version is equivalent to the previous definition for some planar embedding, but it allows flexibility in the embedding to avoid crossings. We will solve this definition of the problem.
Probabilistic approximation of metrics by trees.
We employ a known technique: representing the metric of G by a distribution over trees. This technique was used by Garg et al. [2000] to obtain an approximation algorithm for group Steiner tree in general graphs. They used probabilistic approximation of metric spaces by a distribution over trees [Bartal 1998 ].
For a metric space (V, d), a probability distribution over trees with node set V approximates (V, d) with worst-case distortion φ if, for every pair u, v ∈ V , the distance in each tree is at least d (u, v) and the expected distance over a random tree is at most φ times d (u, v) . For any metric space (V, d), there is a probability distribution that achieves distortion O(log |V |) [Fakcharoenphol et al. 2004] .
Let G be an edge-weighted graph, and consider a probability distribution over trees T 1 , T 2 , . . . , T s that approximates the metric induced by G with distortion φ. For an instance G, g 1 , g 2 , . . . , g k of group Steiner tree, let H * be the minimum-weight group Steiner tree, that is, the minimum-weight connected subgraph H of G that includes a node from each group g i .
Each edge xy of H * corresponds in each tree T i to a simple path, and the expectation over a random tree of the length of the path is at most φ times the length of xy. Summing over all edges of H * and using linearity of expectation, the expectation over a random tree T i of the minimum length of a subgraph of T i including all nodes of H * is at most φ times the length of H * . This shows that one of the trees contains a solution to the group Steiner tree instance such that the weight of the solution is at most φ times that of H * . Garg et al. take this approach. They use an algorithm for finding a distribution on trees that approximates the shortest-path metric induced by G, together with an O(log 2 n)-approximation algorithm for the group Steiner tree problem in trees, to obtain an approximation algorithm in general graphs.
Probabilistic approximation of a graph metric by spanning trees.
For the planar group Steiner tree, we make use of a stronger result on approximating metrics by trees. Given an edge-weighted graph G, there is a distribution of spanning trees of G that approximates the shortest-path metric of G with distortion φ. The best distortion known is O(log n log log n(log log log n)
3 ) [Abraham et al. 2008] . Let G, f 1 , f 2 , . . . , f k be an instance of planar group Steiner tree. Let T 1 , T 2 , . . . , T s be a distribution of spanning trees of G with distortion φ. By the argument presented earlier, one of the trees T j contains a solution to the group Steiner tree instance of cost at most φ. Recall the graph G obtained from G by adding group nodes and directed arcs. Let T j be the subgraph obtained from G by removing those undirected arcs that are not included in T j . Observe that T j is a planar embedded graph. Thus, T j , g 1 , g 2 , . . . , g k is an instance of planar group Steiner tree.
Therefore, if we can address the case of planar group Steiner tree where the graph is restricted to be a tree, we obtain an O(log n log log n(log log log n)
3 ))-approximation algorithm for the general planar group Steiner tree problem, proving Theorem 1.4.
Solving planar group Steiner tree on trees. We believe that dynamic programming can directly solve planar group Steiner tree in trees but do not pursue this approach as it is unnecessary for our purposes. Instead, we describe an approximation algorithm based on linear programming. We show in Section 4 that group Steiner tree on the instance T j , g 1 , g 2 , . . . , g k can be reduced to directed Steiner tree and that, for the instances that arise through this reduction, a 6-approximation can be found. Our 6-approximation uses a rounding technique applied to the solution to a linear-programming relaxation of directed Steiner tree.
Our rounding result is actually much more general. We show that, for any planar instance of directed Steiner tree, any solution to the linear-programming relaxation in which flow paths do not cross can be rounded to an integral solution while increasing the cost by a factor of at most 6. This result is of independent interest in the study of directed Steiner tree in planar graphs, a problem that is a common generalization of planar node-weighted Steiner tree and planar group Steiner tree.
We prove our new rounding result in the next section.
RELAXATION FOR PLANAR DIRECTED STEINER TREE
Directed Steiner tree. The directed Steiner tree problem is as follows. We are given a directed graph G with edge costs, a sink node s, and a set T of terminal nodes. The goal is to find a minimum-cost subgraph of G that, for each terminal t i , contains a directed path from t i to s.
In this section, we describe a natural relaxation of directed Steiner tree in planar graphs, a kind of minimum-cost flow where flow paths cannot cross. Using a novel approach for rounding such planar flows, we show that a solution to this noncrossing relaxation can be converted into a directed Steiner tree whose cost is at most six times the value of the solution to the relaxation.
Our relaxation is related to a standard linear-program relaxation of directed Steiner tree, one based on minimum-cost flows. For each terminal t ∈ T and each arc e, there is a variable f t (e). For each arc e, there is a cost c(e). The linear program is as follows:
(The inner max in the objective function can be removed using auxiliary variables, one for each arc.) We denote an assignment to all the variables f t (e) by f , and we denote by c( f ) the corresponding value of the objective function. It is easy to see that the linear program listed previously is a relaxation of directed Steiner tree. Given a minimal solution to directed Steiner tree, for each terminal t, select a t-to-s path p consisting of edges in the solution, and assign f t (e) = 1 for each arc e ∈ p. The linear program has an integrality gap of ( |T |) [Zosin and Khuller 2002] (in an example where |T | = (log |V |)), but for planar graphs, no superconstant lower bound on the integrality gap is known.
Noncrossing-flow relaxation. Consider the case where G is a planar embedded graph. We say that two paths P and Q in G cross if P enters Q on the left, shares zero or more edges with Q, and then exits Q on the right, or vice versa; see Figure 2 , and see Borradaile and Klein [2006] for a formal definition. For a terminal t, a flow path for t is a path consisting of arcs e such that f t (e) > 0. We say that an assignment to the variables f t (e) of the linear program is noncrossing if, for every pair t, t of distinct terminals, every flow path p for t, and every flow path q for t , p and q do not cross. The noncrossing-flow formulation of directed Steiner tree refers to the linear program augmented with the (nonlinear) constraint that the flow assignment is noncrossing.
Any minimal solution to directed Steiner tree is a directed tree, so flow paths in the solution do not cross. It follows that the noncrossing-flow formulation is a relaxation of directed Steiner tree in a planar graph. In particular, the optimum of that noncrossingflow formulation is a lower bound on the minimum cost of a directed Steiner problem. Theorem 1.5, which we prove later, provides a converse. Unfortunately, we do not know a polynomial-time algorithm for finding an optimal solution to the noncrossing-flow formulation for an arbitrary planar instance of directed Steiner tree.
Using the rounding theorem for planar group Steiner tree. In Section 3, we were left with the following problem: we are given a planar embedded graph T with nodes G = {g 1 , g 2 , . . . , g k } (representing groups), consisting of undirected edges and directed arcs. Each directed arc is from a node in G to a node not in G. The undirected edges form a tree T on the nodes not in G. The goal is to find a subgraph H consisting of undirected edges among nodes not in G such that, for each g i , at least one of the outgoing arcs (g i , x) has x ∈ H.
To reduce this problem to noncrossing directed Steiner tree, we need to "guess" a node in H to serve the role as the sink node s. For each node s / ∈ {g 1 , g 2 , . . . , g k }, we construct an instance T (s), s, g 1 , g 2 , . . . , g k of directed Steiner tree by replacing each undirected edge by an arc oriented toward s, and we assign the cost c(e) of each such arc e to be the weight of the corresponding edge. The following two lemmas show correctness of this reduction. PROOF. Any solution to the directed Steiner tree instance connects each terminal g i to the sink s, so we obtain a connection from each g i to a node not in G, as well as a Steiner tree among these nodes via paths to s. The optimal solution to the group Steiner tree instance connects g 1 to a node not in G. If we let s be that node, then we obtain a directed Steiner tree solution, as every other group g i has a directed edge to a node x i / ∈ G and an undirected path from x i to s. noncrossing. The paths p i and p j start with an edge corresponding to a directed edge in T , and all remaining edges corresponding to undirected edges in the tree part of T . Because i = j, the paths do not coincide on the first edge, so they reach the tree part of T , which in T (s) has its edges directed toward s. In any directed tree, two paths to a common destination s cannot cross: they are disjoint until some meeting vertex and coincide from then on.
Rounding a noncrossing flow. In the rest of this section, we prove Theorem 1.5. First, we prove several lemmas. Assume without loss of generality that G is embedded so that s is on the boundary of the infinite face of G. An arc a of a planar embedded graph G is a boundary arc if a is on the boundary of the infinite face. For any flow f in a graph G, denote by G( f ) the subgraph of G consisting of arcs a for which f (a) > 0. PROOF. First, we claim that, for any nonzero t-to-s flow f , the boundary of the infinite face of G( f ) can change arc direction only twice. Thus, the boundary of the infinite face of G( f ) consists of two (not necessarily disjoint) directed paths L, R to s from a common node v (possibly equal to t) such that every arc of L has the infinite face immediately on its left side and every arc of R has the infinite face immediately on its right side; see Figure 3 . If, to the contrary, there were more than two changes in arc direction, then there would be a vertex u = s with two incoming arcs (x 1 , u) and (y 2 , v) on the boundary of the infinite face of G( f ). Consider the two (partial) flow paths P 1 and P 2 from t to u, which end in arcs (x 1 , u) and (x 2 , u), respectively. These paths form a cycle, and all outgoing arcs from u must locally enter this cycle's interior. By Lemma 4.2 and because a flow path cannot repeat a vertex, it is impossible for the t-to-s flow paths extending P 1 and P 2 to exit the cycle to reach s, a contraction.
PROOF. By the definition of heavy, each purchased arc has total flow value of at least 1/4 for at least one commodity, and therefore the maximum usage by any commodity is at least 1/4, that is, f t (e) ≥ 1/4. Thus, for any purchased arc e, Hence, the total cost of purchased arcs is at most four times the original fractional flow value c( f ).
By Lemma 4.5, we can scale the resulting flow by at most a factor of 2 to make every commodity still route a full unit. Call this flow f . Define a new cost function c on arcs that is zero on all purchased arcs and equal to c elsewhere. By Lemma 4.6, c( f ) ≤ c ( f ) + 4 c( f ) (separating out unpurchased and purchased arcs). Because f scaled the unpurchased arcs by at most a factor of 2, c ( f ) ≤ 2 c( f ). Therefore, c( f ) ≤ c ( f ) + 4 c( f ) ≤ 6 c( f ).
LEMMA 4.7. Two commodities share f -flow only on purchased arcs.
PROOF. By Lemma 4.4, if two commodities A and B share flow along some arc, then that arc is the boundary of one of the commodities, say, A. If that arc was light for all commodities, then all flow by commodity A through that arc was deleted in Step 1, so in fact A does not share flow with B on this arc. If that arc was heavy for some commodity, then it was purchased in Step 2, proving the lemma.
Step 3. For each commodity, we reroute all flow from the commodity along the flow path that is shortest with respect to c , that is, the flow path p minimizing e∈ p c (e). Call the resulting flow f . PROOF. For each commodity, because it has total flow 1, the c -cost of the shortest flow path in f is at most the c -cost of all of the commodity's flow in f . Any arc that appears in the flow of two commodities has zero cost in c because it was purchased by Lemma 4.7.
In total, c ( f ) ≤ c ( f ) ≤ 6c( f ). This proves Theorem 1.5.
