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 Méthodologie de maillage adaptatif basée sur des données topométriques pour les 






Les cartes d'inondation constituent le produit final des études de rupture de barrage exigées par 
le Règlement pour la Sécurité des Barrages (RSB). La limite d'inondation qui représente 
l'enveloppe maximale du terrain atteint par l'onde de crue provient généralement du résultat 
d'un scénario de rupture simulé par un modèle numérique hydraulique. Toutefois, un modèle 
numérique n'utilise qu'une portion limitée des données topométriques disponibles pour bâtir le 
modèle de terrain (maillage 2D plus élévation topométrique aux noeuds). Notamment dans les 
cas où la donnée topométrique a été relevée par le Lidar, cette donnée s'évalue en plusieurs 
millions de points. Les modèles numériques hydrauliques les plus étendus excèdent rarement 
des centaines de milliers de noeuds notamment en raison des contraintes informatiques et de 
temps associés à l'exploitation de ces modèles. La production de la carte d’inondation finale 
nécessite d’assurer la cohérence entre les niveaux projetés et les élévations pour tous les points 
de la carte. Cette vérification peut être pénible en raison de la grandeur du domaine ou 
d’apparition de plusieurs petites vallées secondaires de cours d’eau tributaires qui n’ont pas 
été représentées par le modèle numérique hydraulique original.  
Le présent travail propose une stratégie automatique de remaillage qui utilise l’enveloppe des 
dimensions maximales atteintes par le modèle original couplé avec les données LIDAR 
disponibles pour produire un maillage amélioré qui réussira à capturer avec une grande 
précision les fronts humide ou sec et les débordements dans les vallées secondaires. Ce modèle 
permet de considérer la pente maximale à l’intérieure de chaque élément basé sur des données 
réelles, au lieu de contrôler la pente pour ne pas avoir de profondeur négative ou pour contrôler 
la vitesse. Par ailleurs, l’algorithme est basé sur quelques étapes présentées comme suit : (i) 
trouver les éléments coupés par l'enveloppe des interfaces humides et sèches, (ii) projeter les 
points topo-métriques sur les éléments coupés, (iii) si ces points sont très proches de l'interface,  
s'ils se trouvent dans une vallée ou s'ils sont plus élevés que les éléments coupés 
correspondants, alors ces points sont ajoutés aux nœuds précédents pour qu’ils soient inclus 
dans l’étape suivante de triangulation, (iv) finalement, relancer la simulation sur un nouveau 
maillage. Cet algorithme a été implanté et validé dans un écoulement de rupture de barrage 
avec une topographie complexe pour les rivières Eastmain et Romaine-Puyjalon au Québec. 
 
Mots Clés: Flux de rupture de barrage, cartographie d'inondation, raffinement automatique de  













Flood maps are the final products of dam failure studies that are required by dam safety 
regulations. A flood limit, which represents the maximum envelope reached by flood waves, 
is generally the result of a dam-break scenario simulated by a hydraulic numerical model. 
However, the numerical model uses only a limited portion of the available bathymetry data to 
build the terrain model (2D mesh plus topometric elevation at nodes). This is particularly so in 
the cases where the topo-metric data recorded by LIDAR was estimated in several million 
points. But the hydraulic numerical models rarely exceed hundreds of thousands of nodes, in 
particular because of the computer constraints and time associated with the operation of these 
models. The production of the final flood map requires consistency between projected levels 
and elevations for all points on the map. This verification may be tedious for a large area with 
several small secondary valleys of tributary streams that have not been represented by the 
original hydraulic numerical model. The aim of this work is to propose an automatic re-
meshing strategy that uses the envelope of the maximum dimensions reached by the original 
model coupled with the available LIDAR data to produce an improved mesh that can accurately 
capture the wet/dry fronts and the overflows of the secondary valleys. This model helps us to 
consider the maximum slope inside each element on the basis of the real data, instead of 
controlling the slope for not having negative depth or controlling the velocity. The algorithm 
is based on a few basic steps: (i) find the elements cut by the envelope of the wet/dry interfaces; 
(ii) project the topometric points onto the cut elements; (iii) if these points are very close to the 
interface, if they are found in a valley, or if they are more elevated than the corresponding cut 
elements,  then these points will be added to the previous nodes and included in a subsequent 
triangulation step;  and (iv) re-run the simulation on the new mesh. This algorithm has been 
implemented and validated in the study of a dambreak flow with a complex river topography 
on the Eastmain River and the Romaine-Puyjalon River. 
 
Keywords: dambreak flows, flood mapping, automatic mesh refinement, shallow water 
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Spring snowmelt followed by rainfall is the major cause of flooding and inundations in Quebec, 
especially in the Ottawa River basin and the Montreal region. For the lower Ottawa River, 
there might be two snowmelt peaks. One is the snowmelt runoff from northeast basins, and the 
other one is from southern tributaries. Therefore, the Montreal region is sensitive to the most 
damaging floods located below the junction of the Ottawa River and the St. Lawrence River. 
Ice jams, which are the reason of breakup of ice cover caused by rapid change of weather with 
sensitive rainfall during the spring or midwinter are a major cause of floods in the St. Lawrence 
River. History shows that an inaccurate analysis of flood maps caused significant damage to 
cities. As an example, in 1957, rainfall of more than 250 millimeters in six hours on the area 
near Thetford Mines caused damage of about $2 million. The St. Lawrence River, by flooding 
low-lying areas between Quebec City and Montreal, causes damage to shore properties. Ice 
jams develop in several sections of the river during the ice season. Then, during the spring 
freshet, water levels rise and the previously stable ice cover breaks up and major jams develop. 
In 1886 an ice jam flood on the St. Lawrence caused several millions dollars damage. In 1965, 
20 people died in Montreal during the breakup period (Canada, 2010). 
In 2017 it was also seen that rising water levels because of large amounts of rainfall closed 
several streets. A state of emergency was declared in La Pêche, schools were closed, and 
basements were flooded (floods, 2017). These floods could be a result of wave propagation 
from river inundations or because of ice-jam dambreaks happening upstream in a river and 
failure to adjust the outlet flow discharge from dam gates. 
 
0.1.     Dam breaks in the rest of the world 
 
The following figures show the La Grande Hydroelectric Complex, a series of dams and power 
stations in Northern Quebec. 
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Figure 0.1 La Grande Rivière, one of the largest hydroelectric complex. Captured from 
(Mapfrappe, 2012). 
 
Figure 0.2 Increase in amplitude of waves after a tsunami or dam break, captured from 
(Tennesse). 
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A dam can be seen as a blockage in the way of flowing water which controls or slows down 
the outflow by creating a reservoir or impoundments. In certain dams the water flows 
continuously or intermittently through a special hydraulic work like a weir of a spillway. Dams 
have a large possible impact on destroying the environment and civilian populations. However, 
dam failures are very rare; but they usually cause loss of life when they happen. In 1975, dam 
failures in China killed more than 170,000 people and millions of people became homeless 
(failure, 2018). So, risk analyses over dam failures are one of the interests of this research. 
Here are some of the main reasons for dam failures: 
• Employing bad construction materials or techniques; 
• Geological instability caused by rapid water level changes in the reservoir; 
• Extreme inflow; 
• Earthquakes; 
• Human and design error. 
 
In the following table, some examples of dam failures due to extreme inflow or heavy rain are 
shown. 
 
Table 0.1 Dam failures in the world. This table is adapted from (failure, 2018). 
Saguenay Flood 
 
1996 Quebec, Canada 
 
Problems started after two weeks 
of constant rain, which severely 
engorged soils, rivers, and 
reservoirs. Post-flood enquiries 
discovered that the network of 
dikes and dams protecting the city 
was poorly maintained. 





Heavy rains caused the dam to 









1890 Wickenburg, United 
States 
 
Heavy snow and rain causing 
failure after public calls by the 
dam's chief engineer to strengthen 
the earthen structure.  
Taisho Lake Dam 
 
1995 Ide, Kyoto 
Prefecture, Japan 
 
Under the influence of heavy rain, 








Heavy rain, low maintenance. 
Destroyed at least 5 homes.  
 
0.2.    Dambreak flow modeling 
 
Dam breaks analysis can be categorized by three different modeling techniques (Steininger, 
2014). The first one is doing analysis by using the dam failure data, such as an outflow 
hydrograph and the dam’s geometry. The second technique is to make some predictions based 
on physical characteristics that can cause dam failure. The third category is to do computational 
analysis through a numerical model of dam failure, overtopping, and flood wave propagation. 
Over the years, researchers have developed different flow models for analyzing and simulating 
dam breaks with the help of numerical solvers of the shallow water equations based on the 
finite difference, finite volume, and finite element methods. One of the most used softwares 
for solving the shallow water equations, especially for dambreak, in two dimensions is 
TELEMAC (Electricité de France).  TELEMAC is a powerful open source software that can 
analyze the numerical model extremely fast; however, the validation of the results still takes 
some time. Often, the numerical model is generated using other software like Blue Kenue 
(Gardin, 2017). The preprocessors provide interfaces useful for integrating geospatial data and 





0.3.    Motivation and Objective 
 
Numerical results of dambreak flows might have some uncertainties because of uncertain input 
parameters (such as the friction coefficient and the bathymetry or the topography of the river). 
Usually, the validation of the results is done by comparing the simulation results with real 
measurements. A calibration procedure is followed that consists of modifying the bed friction 
coefficient to control the errors. Identifying the uncertainty sources and how they might affect 
the results can also improve the computational model (Zagonjolli, 2007).  
Generally, we can categorize the uncertainties as Input Uncertainty, Model Uncertainty, and 
Completeness Uncertainty. The roughness coefficient and the Digital Elevation Model (DEM) 
or aerial images data used for generating the numerical models which are considered the Input 
Uncertainty, can affect the scale of flooding in terms of measurement and time. (W. Lai & 
Khan, 2014) tried to use Galerkin’s method for a nonlinear approach in a one-dimension 
shallow water equation. They studied how to avoid unphysical flows caused by improper 
treatment of the bottom slope. Advanced modeling of complex real cases is usually based on 
the two-dimensional shallow water equations.  
OBJECTIVE: In this thesis, we propose an adaptive meshing methodology to improve the 
precision of flood maps for secondary valleys when rich topographic data of the LIDAR type 
on a complex bathymetry is available, for example, for the Eastmain River and the Romain-
Puyjalon River. A code called TOPO MESH ADAPTOR (TMA) was implemented written in 
Python. 
 
0.4.    Thesis plan 
 
In the Introduction, a short description of dambreak flows resulting from heavy rainfall is 
described. The general objective of the thesis is set out. 
 In Chapter 1, after discussing the different methods for describing the fluid motion, the 
development of shallow water equations (SWE) is explained. An introduction on wave 
movement and wave propagation in free surface flows, which is the main reason for floods in 
dry zones, is discussed. In this chapter, we also present some results related to studying the 
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effect of sudden changes of bathymetry in the appearance of discontinuous flows, such as 
hydraulic jumps. In Chapter 2, after a review of the software used in this thesis, Blue Kenue 
and TELEMAC, used for dambreak simulations, we present the methodology (TMA) to 
impliment the mesh refinement along the inundation lines separating the wet and dry zones. 
Finally, Chapter 3 shows the numerical tests performed to validate TMA that results in a better 
approximation for the cross-section of the rivers.  
A user guide on how to run the code TMA is presented in Appendix I. It explains how to 
install and run TOPO MESH ADAPTOR on Windows, LINUX, or MAC along with a detailed 
example.  
 CHAPTER 1 
 
 
 LITERATURE REVIEW  
To describe fluid motion, one should know the variation of physical quantities over time and 
space, for example, density, velocity, stress, pressure, etc., on the basis of specific spatial 
places. We can describe fluid motion in two ways. One is called the Lagrangian method, in 
which all fluid particles should be followed and the variations around each particle are 
described during the fluid motion. The other one is the Eulerian method, in which the 
variations as functions of time are described at all fixed positions. In other words, at different 
time, different particles pass through the particular location (Munson, Young, & Okiishi, 
1990). 
1.1 Shallow Water Equations (SWE) 
In this section, we present the derivation of the Shallow Water Equations from the Navier-
Stokes equations.  
 
1.1.1 Eulerian Form 
The Navier-Stokes equation is (Edom, 2008): 
Z+Lo+K  ZBo 
^










   








where B¥ is body force, W" is second viscosity, G is pressure and Xis dynamic viscosity.  
If we neglect the effect of body force, heat conduction, and viscous stresses, the Navier-Stokes 
equation produces: 
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Z+L¥+K  ZB¥  !G 
(1.4) 
      
1.1.2 Free Surface Flow Equations 
If we consider that the fluid is incompressible, non-heat-conducting, non-viscous and the 











^Oo  ?Sod 
(1.5) 
  
For incompressible flow, the mass equation or continuity equation is given by: 
 
^Lo
^Oo   
(1.6) 
  
1.2 Derivation of SWE 
Assuming the velocity field in z direction is neglected, the vertical acceleration is also 







^Q  ?   
(1.7) 
  
From this equation, we can obtain the following well-known equation: 
 
G  Z?@  Z?¦V  Q§ (1.8) 
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where V¦K O P§ is the free surface elevation. This equation shows that the pressure is purely 
hydrostatic. As we have atmospheric pressure at the free surface, for convenience sake we 
consider it to be zero. 
2f  2hys   (1.9) 
  
Equation 1.8 shows that the pressure is independent of the velocity components \ and L. 



































By performing an integration of the continuity equation with respect to the coordinate in z 














Figure 1-1 Bed topography sketch for SWE 
 
which leads to: 





 ¡ ^M^P <Q


  (1.13) 
  
With the help of the free surface derivative and Leibniz’s theorem (Hossaini, 2003), applying 
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(1.20) 
      










n , where @ 







^P   
(1.21) 
  
Using the same integration over the depth and using Leibniz’s integration rule, the momentum 






















As is clear, the momentum equations are dependent on the gradient of the free surface. 
However, the right-hand term can be modified using: 
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c @c§ (1.24) 
 
This yields:  



























c  ?@ ^Qi^P  
(1.27) 
  
In the one-dimension case, the flow discharge is equal to @L . Then the conservation equations 
read: 




^O   
(1.28) 









c«  ?@¦4a  4m§ 
(1.29) 
 
The bed slope is: 
^Qi
^O  4a 
(1.30) 
and the friction slope is: 







where n is the Manning friction coefficient. 
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1.3 Conservative variables in SWE 
Different variables can be chosen as a way to describe the flow. One possible way is to consider 
the velocity and the water depth or the water elevation as the primary unknown variables. 
Another way is to choose the so-called “conservative” variables, which are the discharge 
competent @L and @M along with the water depth @. 
The conservative Saint-Venant equations can be written as: 
 
6y  -}   (1.32) 
  
where 6  6¦O K§  and -  -¦6§, 
 
with the conservative vector: 
6  ¨ @@L© 
(1.33) 







The conservative equilibrium equations can admit a discontinuous solution, such as shock 
waves and hydraulic jumps. This equation in a quasilinear fashion can be written as: 
6y  -¤¦6§6}   (1.35) 
where -¤¦6§ is the Jacobian matrix: 
 
-¤¦H§    Lc  ?@ L 
(1.36) 
 
This equation is hyperbolic since the Jacobian matrix has real distinct eigenvalues:  
 
Wb  L   ?@ (1.37a) 
14 
Wc  L   ?@ (1.37b) 
 
On the basis of the method of characteristic of SWE, the interaction of two waves *b moving 
downstream and *c with the velocity of  7  * which can move either upstream or downstream 
according to the sign of *, a subcritical or supercritical type of wave will be declared. If wave 
*c travels upstream (V<C) the flow is called subcritical, and if wave *c travels downstream 
(V>C) the flow is called supercritical (Litrico & Fromion, 2009). 
 
1.4 Shallow Water Wave Equation (SWWE) 
In this part, we survey the mathematical properties and characteristic structure of shallow water 
wave equation (SWEE). For a better understanding of the analysis of the wave equation, it is 
necessary to explain the wave criteria.  
 
1.4.1 Progressive wave 
Waves transfer energy from one point to another point. Progressive waves, usually known as 
sinus waves, move through a medium height and a displacement of particles in the same 
direction of waves’ motions. We can describe the wave profile for a free surface flow as a 
combination of several progressive waves, such as: 
 
U¦O K§  9 JAE¦BbO  ]bK§  : JAE¦BcO  ]cK§  (1.38) 
                         ¦
 	§  ¦
 §  U¦O K§ ,          total water depth (1.39) 
  
where for each progressive wave, we have B  cq , ] 
c
 , W as the wavelength and [ as the 
wave period. The wave speed is defined as ;     ? " @, where ? is the gravity constant. 
U¦O K§  9 ¦BbO  ]bK§      Positive Progressive wave (1.40) 
U¦O K§  9 JAE¦BbO  ]bK§     Negative Progressive wave (1.41) 
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As an example, for h = 10.2 cm, [   and 9  , we can show the progressive wave in 
figure 1-2 with the help of PDE. 
 
Figure 1-2 Positive and Negative Progressive waves. a) at t=0, b) at t = t + dt. This has been 
programmed with Visual Basic. 
1.4.2 Standing Waves 
Standing waves are the kinds of wave that have a vibration within the medium to minimum or 
maximum height of the wave. Actually, they do not have any movement in longitude, but they 
vibrate in an up-and-down direction. One of the ways that standing waves might be created is 
with the superposition of a positive progressive wave and a negative one with the same profile. 
For finding the standing wave with the same amplitude of a progressive wave, the wave 
amplitude equation becomes: 
U¦O K§   ¦9 JA E¦BbO  ]bK§  9 JA E¦BcO  ]cK§§ 
(1.42) 
Also, it should be considered that in some cases, where the wave motions are not both 
supercritical or subcritical we might see the mixture of fluid regime, like when the flow hit the 










Figure 1-3 standing wave profile made with superposition of two progressive 1 meter wave 
height in negative and positive directions. 
Figure 1-3 shows the profile of a standing wave. 
1.5 Public domain software used to implement the TMA method 
An in-house software based on the Python programming language was created for refining the 
mesh files generated with Blue Kenue (Blue Kenue is an open source for pre-processing and
post-processing of 2D simulations with the finite element method).  This new mesh is then
used for future analysis with TELEMAC (EDF), and the process is repeated until the optention 
of final optimized mesh. This software is named TOPO-MESH-ADAPTOR (TMA) and can 
perform mesh refinement using appropriate aerial images or LIDAR data, where there are high 
changes in water level. Blue Kenue (Gardin, 2017-04-26) is mainly used for data preparation 
for hydraulic modeling but, it can also do pre-processing and post-processing with direct
import/export from/to TELEMAC. One can have access the generated mesh files and boundary 
conditions prescribed by Blue Kenue by opening specific text files.  
 
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TELEMAC (EDF) is an open source program that has been used for different hydraulic 
applications. This code employs unstructured triangular meshes and the finite element method 
(FEM) for solving shallow-water equations. It also has a module for using the finite volume 
method (FVM). 
 
1.6 Numerical difficulty in simulating Shallow Water Equations 
Usually two types of difficulties can occur in the resolution of shallow water equations. The 
first is related to the preservation of the steady-state solutions for a volume of water initially at 
rest, and the second is related to the preservation of water height positivity. The first problem 
is related to the treatment of the source term as due to non-flat bathymetry or topography. 
Recently, the well-balanced numerical approach was designed specifically for calculating the 
steady-state condition with comparatively coarse meshes (Glowinski, Du, Hintermüller, & 
Suli, 2017; Zokagoa & Soulaïmani, 2010). 
The other problem usually occurs when we want to solve SWEs over dry regions. This will 
happen in a simulation of flood waves, dam breaks and run-up phenomena with tsunamis on 
the coast. We should pay attention to the wet/dry front so that water height is always positive; 
otherwise, we may observe a nonphysical negative water height in the results. That will create 
a problem for calculating the eigenvalues L   ?@ used for determining the size of the time 
step K (Glowinski et al., 2017; Tchamen & Kahawita, 1998; Zokagoa & Soulaïmani, 2010). 
 
1.6.1 Discontinuous Galerkin Method 
Discontinuous Galerkin (DG) method employs discontinuous basic function, usually as the 
polynomials. The flexibility in DG method is that the degrees of polynomial in neighbors’ 
elements can change independently (P-adaptivity). DG method can also apply to unstructured 
grids, with hanging nodes and refine the elements (h-adaptivity). Parallel calculation is very 
efficient in these cases. However, one of the most disadvantages of DG method is that it 
requires a high number of degrees of freedom(Blain & Massey, 2005) . The DG method is 
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obtained by multiplying the test function Y¦O P§ which is a polynomial in degree of D into the 
conservative form of equations (Jakeman, 2006) 
 
1.6.2 Positivity-preserving Method  
One of the difficulties in SWE analysis is applying the numerical method near the wet/dry front 
since there is no water near the wet/dry elements, and the SWEs are defined only in the wet 
region. With the Positivity-preserving Method using an adaptive mesh methodology, we can 
modify the mesh. Adaptive mesh methodology can be very accurate but usually it is expensive 
in computation, especially in 2D. That is why it is very important to do mesh refinement in a 
specified part of a dry zone. For example, doing mesh refinement in a wet/dry element is of 
great interest. Thus, the focus is on this particular aspect in this thesis. The first approach in 
the Positivity-preserving Method is the thin-layer approach (Glowinski et al., 2017). A thin 
layer on the dry zone is imposed (in our case 1 cm) for computation to avoid having a 
nonphysical negative value for water height. Another approach is to compute the velocity in 
the dry zone by height and discharge. In this method, velocity at a very low water height (h$
 m) should not be seen (Glowinski et al., 2017). DG methods was previously applied to the 
Positivity-preserving Method (Bunya, Kubatko, Westerink, & Dawson, 2009; Kesserwani & 
Liang, 2012) mainly by modifying the slope in order to avoid negative water height. This is 
something common in both the DG method and finite volume method. Most high order 
methods for wet and dry treatment are done by post-processing work on reconstructing the data 
obtained after each numerical simulation. However, this might not guarantee the absence of a 
negative water height in the results with just a one-time reconstruction of the data, though it 
makes a big improvement in the results (Glowinski et al., 2017). 
The general instability in the simulation shows itself in the form of a nonphysical negative 
water height that can cause a run-time error in the computation of the celerity and/or the 
calculation of the friction slope (Tchamen & Kahawita, 1998). This problem can be explained 
in the following ways: 
• Using an inappropriate numerical scheme for mixed regime flows (complex flows 
condition); 
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• A large and sudden change in topography or wrong treatment of the friction source; 
• Mishandling of elements that are partially wet or partially dry. 
 
One of the challenges we are faced with in the numerical approach is that we cannot determine 
exactly which dry zone will be affected by the flow upon completion. In other words, we have 
moving boundaries in the domain. For this problem, two solutions exist: Following a 
Lagrangian approach or using the Eulerian grid. In this thesis we focus on the Eulerian grid.  
 
1.7 Review of adaptive meshing methodology 
The first approach of applying adaptive mesh methodology on fluid flow was by (Berger & 
Oliger, 1984) and (Berger & Colella, 1989) on a structured grid with the finite difference 
method. More recently, (K. George & Thomas, 2014) also did adaptive mesh methodology on 
ground water where there was a change in hydraulic head. They then optimized the results 
according to the error of the previous mesh to the new mesh. 
Adaptive mesh refinement provides a powerful tool for solving fluid flow problems. In the past 
decades, many adaptive techniques have proposed a variety of computational solutions for 
problems involving a free surface. However, many of them are very complicated and difficult 
to implement.  
The calculated mesh should be adapted to the displacement of the wet-dry front within specific 
physical areas. It can be adjusted to the shape of an area by applying Lagrangian formulations 
that take into consideration large displacements (Belytschko, Liu, Moran, & Elkhodary, 2013) 
or Arbitrary Lagrangian–Eulerian formulations (Donea, Huerta, Ponthot, & Rodriguez-Ferran, 
2004). However, for such a large deformation, the mesh adaption can incur element folding or 
distortion.  
To solve the problem of distortion, several methodologies were developed. One of the 
methodologies is to generate a mesh that covers the deformed part and estimate the result of 
that part in the newly created mesh (Askes & Sluys, 2000; Díez & Huerta, 1999; Mestreau, 
Löhner, & Aita, 1993). However, to implement this method an external software is needed to 
perform the meshing of the deformed parts in parallel, and it results in high complexity and 
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cost in time. Other methods, which are known as meshless methods, can approximate the 
overlapping space functions instead of the mesh calculations (Nguyen, Rabczuk, Bordas, & 
Duflot, 2008). In contrast, particle finite element methods can build a Lagrangian configuration 
in which each node of the finite element mesh is tracked over time (Oñate, Idelsohn, Del Pin, 
& Aubry, 2004). 
(Egelja, Schäfer, & Durst, 1998) studied an approach of applying adaptive grid Eulerian 
methods to solve mass and Navier-Stokes equations using a finite volume method with the 
help of a pressure correction method. 
(Tsubaki & Fujita, 2010) studied the inundation flow structure in the basin of Shin-minato 
River and discussed the effect of topographic features on flow characteristic.(Hoppe & 
Krömker, 2009) and (Rath & Pasche, 2004) explained the general challenges for mesh 
generation and modeling flood maps with high resolution LiDar data. 
Fixed or immersed mesh approaches are other methods in which the boundary of the mesh 
does not have to be matched with a physical boundary. In these methods, variations in finite 
element equations for the part of the mesh involved in the physical area do not have any 
meaning. Also, instead of assuming a computational mesh boundary, a function determining 
the boundary of the flow is imposed (Codina, Houzeaux, Coppola-Owen, & Baiges, 2009). 
The fixed meshed approaches are classified according to how they impose the boundary 
conditions and the relations between time and space over the meshes (Mittal & Iaccarino, 
2005). For example, they include the approaches imposing the Dirichlet boundary conditions, 
where a penalty term is used in the immersed boundary method (M.-C. Lai & Peskin, 2000; 
Peskin, 1972); Approaches employing Lagrange multipliers, need additional calculations for 
the flows on the Dirichlet boundary (Barbosa & Hughes, 1991; Barrenechea & Chouly, 2012; 
Glowinski et al., 2017); Nitsche’s approach, is commonly used and provides stable 
formulations that apply a limited estimated penalty term (Burman & Hansbo, 2010; Codina & 
Baiges, 2009; Hansbo & Larson, 2002; Nitsche, 1971). 
Approaches can also be classified according to the relations between time and space. For 
example, in the immersed boundary method and the fictitious domain method, the part of the 
mesh that is not covered by the physical area is considered part of the same material as the 
physical boundary (Glowinski, Pan, Hesla, Joseph, & Périaux, 1999; Peskin, 1972). These 
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methods are simple but yield error results from calculating the temporal derivatives at the 
nodes close to the boundary on the basis of the non-physical area (Codina et al., 2009; Schott 
& Wall, 2014). For this reason, the fixed-mesh arbitrary Lagrangian–Eulerian method or 
isogeometric analysis has been developed to increase the accuracy of the temporal derivative 
on those nodes close to the boundary.  
(Soulaimani & Saad, 1998) observed that the Arbitrary Lagrangian-Eulerian Kinematic 
Scheme is suitable to be applied on free boundary problems in fluid and solid mechanics. They 
improved the solution of the Navier-Stokes equation with an implicit method on the fluid and 
mesh motion. Using a Galerkin formulation and GMRES algorithm, they proposed a good 
method for 3D problem simulation. (Soulaïmani, Fortin, Dhatt, & Ouellet, 1991) applied the 
Arbitrary Lagrangian kinematic description to express the conservation equation on the 
moving domain. They obtained a good approximation of a variational model by linearizing the 
referential motion. 
(Dai & Schmidt, 2005) developed a moving mesh algorithm to simulate large deformation of 
a free surface flow with an unstructured three-dimensional grid. They employed a smoothing 
mesh algorithm where the interface was deformed. The edge swapping algorithm relocates the 
cell in order to improve its minimum quality to maximize it. The local mesh refinement with 
this method provides good mesh quality while avoiding global re-meshing. 
The edge swapping algorithm uses a 2D Delaunay triangulation. This method is applicable 
only when the two-tetrahedral elements are non-convex on all common edges.  
(Legat & Oden, 1995) studied the adaptive hp  finite element method on incompressible 
flows, mainly by adjusting h and p (h is mesh size and p is the degree of the polynomial). In 
this method, the computational error should be controlled by an adaptive scheme. The adaptive 
strategy is based on the following three steps: 1) a coarse mesh which considers a cheap 
approximation but gives important information for the next refinements, 2) the intermediate 
mesh produced by only h adaptivity of the first mesh, and 3) the final mesh adapted by 
modifying the degrees of freedom enrichments. 
(Fondelli, Andreini, & Facchini, 2015) explain that the Volume of Fluid (VOF) method, which 
was introduced by (Hirt & Nichols, 1981), is generally used for multiphase problems. This 
method tries to capture the interface by calculating the volume fraction of the computational 
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cell with respect to one of the fluid phases. So, if the cell volume’s fraction is zero or unity, it 
contains no interface; but if the volume fraction has a value, the cell has an interface. In this 
method the solution-adaptive mesh feature implemented in ANSYS-Fluent (commercial 
software) is employed to refine meshes at the water-air interface. Globally, using an adaptive 
meshing methodology in VOF reduces computational errors. 
Using a numerical model for a large-size domain, such as flooded areas over a large plain, may 
result in less accurate solutions. Adaptive methods usually refine the mesh, estimate the errors, 
and construct new meshes (Berger & Oliger, 1984). Unstructured mesh flexibility gives us the 
option to investigate anisotropic mesh adaptation. The aim of adaptivity is to optimize the ratio 
between the accuracy of the results and the time consumption of the simulation. Its benefits 
usually derive from the flow’s physical features in a hyperbolic system where there are strong 
anisotropic components. Therefore, this means that the coarse mesh usually is not accurate 
enough (Glowinski et al., 2017). 
Anisotropic mesh adaption methodology is globally based on: 
• A way to estimate errors; 
• A method to determine the desired element size and direction; 
• A mesh modification operator for generating the anisotropic mesh. 
 
One of the best known methods is to use a Metric Tensor in Adaptation. For more information 
about this method, see (Glowinski et al., 2017). 
Usually in the adaptive method some of the following efforts will be made to handle the wet 
and dry elements (Tchamen & Kahawita, 1998): 
 Applying the water depth algorithm as follows:  
Identifying all of the wet and dry elements. For determining the wet or dry elements, 
first we should determine all the nodes that are wet, @  T where T is the limiting 
minimum depth, which is accepted as an agreement to determine that a node is wet. So, 
the element is dry if all the nodes are dry, the element is wet if all the nodes are wet, 
and an intermediate element (wet/dry element) is an element in which some of the 
nodes are dry and some are wet; 
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 When a numerical approach is performed on a whole grid. Some post-correction could 
be needed; 
 Evaluating the depth at all dry nodes. Sometimes we see that the water level at one 
node is greater than the bottom elevation of its two neighboring nodes (Qti  @ti) >Qv. 
(like when we have the mixture of fluid regime in dry bed by wave motion). These 
parts globally do not respect the conservation law in the wet area. That is why a 
conservation of mass equation will usually have to be checked; 
 Modifying the momentum equation by considering the velocity in the dry zone or 
intermediate elements to be zero or modifying the bottom slope term in the momentum 
equation. 
 
As discussed above, the mesh adaptivity can be done in two ways: the Lagrangian approach or 
using the fixed Eulerian grid. In the Lagrangian approach, the mesh grids are generated 
continuously to find the best mesh. We need to have a complex algorithm to work with 2D 
problems, especially with complex topography. So, it is hard to apply this method for real 
cases. (Landry, Soulaïmani, Luke, & Ali, 2016) state that the moving mesh algorithms are 
mainly in four categories: Pseudo Structural Method, Inverse Distance Weight Function, 
Moving Submesh Approach, Geometric Element Transformation Method.  
 
We can also use a fixed Eulerian grid. In this method the scheme is usually able to guess the 
region that will be affected by the flow and refine the mesh so that it is appropriate for the 
modeller. In this case, the problems usually arise for the elements that are partially wet 
(Tchamen & Kahawita, 1998). Tchamen and Kahawita explain that partially wet or dry 




Figure 1-4 Possibility of intermediate element in linear and discrete bathymetry (captured 
from (Tchamen & Kahawita, 1998). 
(Zokagoa & Soulaïmani, 2010) observe that steep slopes can produce undesirable instability 
in the numerical simulation by producing infinite or negative water depth or generating non-
realistic velocity. A way to solve this problem is discussed in the following. 
One use of adaptive mesh methodology with a fixed Eulerian grid is to apply it on partially 
wet elements on the basis of the velocity prediction within the cell. As the velocity in these 
cells is sometimes very large, it is essential to control it, for high velocities create instabilities. 
The non-physical negative value for water depth can be the result of an improper scheme in  
supercritical flow condition, or the occurrence of a large velocity can be the result of division 
by a previously evaluated depth that was very small in the numerical calculation (Tchamen & 
Kahawita, 1998). For more details on the existence of non-physical negative water depth, refer 
to (D. George, 2013). 
For each mesh modification, there are the following three approaches (Tchamen & Kahawita, 
1998):
1) Mesh refinement/derefinement: New nodes will be inserted in the elements when the 
error is too large, to make a finer grid. We might delete some nodes if the error around 
them is acceptable. We repeat this process until we reach to desired result. 
2) Mesh movement: This approach is quite similar to the Lagrangian approach. In it the 
number of elements and nodes remains fixed, but the position of nodes will change. 
For this method, node movements are based on local velocities. 
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3) Interpolation with remeshing: This method is a combination of the previous two 
methods. This model generates a new mesh by adaptive process each time until it 
reaches the desired error distribution. 
 
Some adaptive methods, such as the adaptive Newton-Raphson method and the adaptive 
Runge-Kutta method, have been applied on gradually varied flows by introducing a 
methodology to control the errors in the analysis at each time step, considering O a suitable 
step size. The idea is to use a small time step when the solution changes rapidly and to increase 
the time step when smooth areas are reached to keep errors within a desirable tolerance. The 
main object in doing mesh refinement is to use a smaller number of nodes while still obtaining 
more accurate results (Jahandar Malekabadi & Kalateh, 2017).  

 CHAPTER 2 
 
 
 METHODOLOGY FOR DEVELOPING THE TOPO MESH ADAPTOR METHOD 
The methodology for developing TOPO MESH ADAPTOR method (TMA), which is used to 
do mesh refinements, is presented in this chapter. 
 
2.1 Generating mesh with Blue Kenue 
Blue Kenue is a powerful free software for mesh generation as well as for post processing 
results from hydrodynamic numerical models obtained using Telemac. 
Blue Kenue can provide access to generated mesh files and imposed boundary conditions in 
text files. To generate a mesh with Blue Kenue for dambreak analysis one has to: 
1) Define the limits of the domain by drawing the outline and imposing the boundary 
conditions on parts of the outline; 
2) Use a subset of LIDAR data for generating the triangular mesh; 
3) Generate the SELAFIN file (input data file in a particular format); 
4) Impose the boundary conditions; 
5) Generate the case file; 
6) Run TELEMAC on the generated SELAFIN file with respect to the boundary 
conditions. 
 
2.2 Boundary Conditions 
Blue Kenue generates the text files that contain the mesh properties and the boundary 
conditions. Different boundary conditions can be specified in Blue Kenue using the following 
codes: 
1) Boundary condition based on Q (discharge)   455 
2) Boundary condition based on H (water surface level)  544 
3) Boundary condition based on Q and H   555 
4) Boundary condition based on H and UV (velocity)  566 
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5) Boundary condition based on UV    466 
6) Boundary with incident waves    111 
The boundary conditions that have been used for channel flows are of the Drichlet type and 
can be characterized as follows (Litrico & Fromion, 2009): 
1) When we have discharge at both boundaries, as when the channel is closed and there 
are two pumps in the boundaries, or when a hydraulic structure, such as a gate, 
produces a discharge; 
2) When there is water depth at both boundaries. This will happen when the body of water 
is connected with a large body of water at each end, for example, a river in deltaic zone 
connected to the sea at one end and a lake at the other end; 
3)  When there is a discharge upstream and water depth downstream, as when there is a 
dam upstream or a known flow-water level relationship in a river that controls the 
discharge downstream so that it ends up in a river or a lake with known water elevation; 
This is the most common case; 
4) When there is constant water depth upstream and discharge downstream. This situation 
occurs, for example, when there is a hydroelectric power plant that controls the 
downstream discharge of a river leaving from a very large reservoir with the same 
inflow into the lake. 
 
Treatment of side walls: 
• Most of the time, the software considers the slip-condition, by cancelling the velocity 
components, which are in a perpendicular direction to the wall. In other words, the 
section is considered wide enough to neglect the wall; otherwise, the wall friction 
should be considered by changing the hydraulic radius of the nodes in contact with the 
wall (Marqués). 
 
2.3 Topo Mesh Adaptor (TMA) 
LIDAR data or topometric data usually consist of millions of points. As they increase the time 
of simulation, it is not possible to use all these points to build the terrain model (i.e. 
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representation of the river bed for the hydraulic numerical model). So, one usually uses a subset 
of these points to build the numerical terrain model. Using a subset of topometric data may 
introduce an uncertainty in the geometry that in some cases may cause important inaccuracies 
in the hydraulic results (i.e. water levels) which are often post-processed when drawing flood 
maps. To reduce these uncertainties, a methodology is proposed that is based on adaptive 
refinements in which the terrain representation is enhanced iteratively with successive 
hydraulic simulations. 
The flood fronts are usually defined by the positions where the water depth is almost zero.  
In order to obtain these refined meshes, we propose two mesh-refinement algorithms based on 
automatic mesh adaptive methodologies. 
 
2.4 Simulation over dry beds 
As discussed, the dambreak hydraulic analysis very often faces three major challenges: 
• High water and velocity gradients in the propagation front;  
• Stability problems on very rough beds near the shoreline (with very low depth); 
• Wet-dry elements. 
 
Imposing a large friction coefficient in numerical analysis and increasing the friction term can 
cause some instability, with results showing a number of oscillations. These oscillations 
generate very large and very small values during the numerical analysis (on water depth) that 
might kill the program or create negative values for water depths that are not physically 
acceptable. 
 
For the wet-dry elements also, there is a discontinuity inside the shore elements. This causes 
difficulties in the numerical methods for integrating more accurately the conservation 
equations.  One approach to enhance the accuracy is to refine the wet-dry elements. 
By choosing more points, errors can be controlled for the cross-section or area of streams by 
decreasing the spatial step. 
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Recently a number of researchers have been working on how to use the discontinuous Galerkin 
method in one-dimension (W. Lai & Khan, 2014) or two dimensions, especially for higher 
order differential equations for discontinuous flow. The preferred method to avoid such 
discontinuity is to refine the mesh and increase the degrees of freedom at the location of the 
discontinuity. That is why engineers, in order to develop flood mapping, try to compare 
manually the obtained results of the maximum water depth at each node with respect to the 
LIDAR data or the available topometric data for that node and the neighbouring nodes. The 
most common reason of this type of re-meshing is when water depth should increase (k~k}  ), 
but steep adverse slopes or a dike in the way of the water acts like a wall. One method to solve 
this problem is the two-points cell refining method. 
The following are the benefits of refining meshes using the two points with the maximum and 
minimum value of elevation: 
• Refining elements with the maximum and minimum values of elevation obtained from 
the lidar data set helps us to consider the elements with the maximum slope that have 
the highest effect in the numerical simulation. In this way the numerical model 
indirectly considers the slope limit. 
• Considering maximum and minimum values within an element also makes an 
approximation of the hydraulic channel cross-section easier. This means obtaining 
better information about the wet area in the channels, which improves the simulation, 
especially for cases with complex bathymetry. 
• Mesh refinement in wet/dry elements makes the spatial step smaller. Increasing the 
degrees of freedom by considering more points in wet/dry elements also improves the 
accuracy of simulation. 
 
The main objective is to define an automatic algorithm that can generate a new mesh with local 
mesh refinement of the elements with discontinuity or in regions characterized by a high-water 
depth gradient. 
 
Before describing the algorithms, it is useful present some definitions that are of importance 
to better understand the concepts. 
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2.5 Cut-elements 
The wet/dry elements are elements that are partially wet so that they are also partially dry. In 
these wet-dry elements there are some kinks in the water depth level.  
In the proposed algorithm the wet-dry elements based on the maximum zone that are affected 
with water are known as “cut-elements”, and we try to do refine the mesh inside these elements.
The element is considered completely wet if the minimum water depths at all nodes of that 
element are more than a specific value. We define this specific value according to two 
parameters,T and R: 
.|ly  R " T (2.1) 
where T is a minimum water depth based on certain agreements for defining the wet or dry 
elements (T  D) and R is a weight factor (safety factor). The weight factor will be 
discussed in more detail later. 
The code that detects the cut-elements on the basis of post-processing of the results is called 
“cut_elements.py” in TMA.  
Figure 2.1 shows an example of the mesh refinement on a selected cut-element. 
Figure 2-1 Illustration of Cut-elements. The Blue line is the border between the wet and dry 
elements. For each cut-element, we do the mesh refinement by adding two dry points with 
the maximum and minimum elevations. 
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2.6 Interpolation 
Before explaining the type of interpolation, we use in this algorithm, it would be interesting to 
review different interpolation approaches. Interpolation in a numerical method serves to define 
an unknown value from a set of points with known values. Generally, the most important 
interpolation methods are: 
1. Linear interpolation; 
2. Lagrange Polynomial Interpolation; 
3. Inverse Distance interpolation; 
4. Nearest Neighbour Interpolation. 
 
2.6.1 Linear Interpolation 
The equation for linear interpolation between the two points with the coordinates of (Ob Pb) 
and (Oc Pc) for any point of (O P) is: 
P  Pb
O  Ob 
Pc  Pb
Oc  Ob 
(2.2) 
The result is a continuous curve with discontinuous derivatives, so it is considered as *a class. 
 
2.6.2 Inverse Distance Weight Function Interpolation (IDW) 
Inverse Distance Interpolation (IDW) and Nearest Neighbour Interpolation are used quite often 
in geophysical analysis. IDW tries to approximate the results with the help of weight functions 
by assuming that the points closer to the position of a node with a fixed known value have 
more influence (weight) than those that are far off. So, the weight functions are based on a 
measured valued determined by the distance of the points from that position. The measured 
value of each point has a local influence that is distinguished by its distance from the position. 
When the points are closer, it has a stronger weight function; and when the points are farther 
off, the weight function is distinguished. For example, in the following picture the red points 
have more effect than the blue points for calculating the value of a point in the centre of the 
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circle. In figure 2.2 the effect of the distance weight function on the centre of the circle is 
shown. 
Figure 2-2 Illustrating the effect of points in the inverse distance method. 







where M¢b is the value to be estimated, M¢o are the known values, and <bv  <tv are the distances 
from E points to the power of G. 
2.6.3 Nearest Neighbour Interpolation 
Nearest Neighbour Interpolation, or proximal interpolation, is a method of approximating the 
value of a function for each unknown point when the values of the surrounding points are 
known. With the nearest neighbour algorithm, we select the point value of the nearest point 
without considering the value of the other points. This methodology is used when producing a
Voronoi diagram. In the Voronoi diagram, we decompose the space into different cells, all 
points within a cell being closer to the point associated with this cell. for each point. Therefore,
we have discredited values for each cell in the space. 
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2.6.4 Linear 2D Interpolation using T3 elements 
The methodology we used in our algorithm is based on Linear interpolation applied on 
triangular elements (T3). Bilinear interpolation is an extension of a linear interpolation in 2D 
that uses the three nearest node values to estimate a new node value.  
When the shape functions for T3 elements (based on geometry) are derived in the next part, 
we can say for any value with the dependent node position (x, y), such as water depth or 
elevation of topo-metric data, we have: 
 ¦O P§  1b¦O P§ b  1c¦}~§¦O P§ c1d¦O P§ d (2.4) 
 
The code that does the interpolation in TMA is called “interpolation.py”.  
 
In order to do the mesh refinement, we propose an adaptive mesh methodology that relies on 
LIDAR data. It is important to find all the points inside each cut-element as the first step. To 
evaluate the values of the points inside the elements, we interpolate between the vertices of 
elements using the shape functions. As the mesh generated by Blue Kenue uses linear 





Figure 2-3 Dividing the triangular figure into 3 parts with interior point. 
Suppose that we divide the area of triangle A into three triangular regions of A1, A2, and A3. It 
is clear that for any point inside the triangle we have: 
(  (b  (c  (d (2.5) 
We can define the two-dimension linear interpolation shape functions N1, N2, and N3 as: 
1b  gg    ,   1c 
g




For any triangular element we have: 
(  ¦OcPd  OdPc§  ¦ObPd  OdPb§  ¦ObPc  OcPb§ (2.7) 
 
By using the above formula for each triangular region, we can calculate the shape functions:  
1b 






( ¦OdPb  ObPd  ¦Pd  Pb§O  ¦Ob  Od§P§ 
1d 





Therefore, any point with the coordinate of (O P) is inside the element if 1b  1c  1d 1. If 
any element of the shape function is zero, it means that the point is on an edge of the element, 
which will cause a problem in regenerating the mesh with Blue Kenue. In order to avoid having 
nodes on the edges of elements, only the points that are completely inside the element are 
chosen (not those on the edges), i.e.: 
1b 1c1d   (2.9) 
The code snippet for identifying whether a point is inside an element or not in TMA is called 
“inside_polygone.py”. 
 
2.7 Avoiding Creation of Elements That Are Too Small 
In creating the algorithm, selecting the points that are too close to the edges of element, as they 
might produce very small elements with invalid shape factor ratios and can cause numerical 
problem in our analysis is avoided. 
 
2.8 First Algorithm of TOPO MESH ADAPTOR 
In the proposed method, we used the first algorithm only for the first refinement around the 
cut-elements. In the subsequent refinements, as it is not necessary to repeat the refinement for 
all elements, a second algorithm is proposed that does the refinement on the basis of other 
criteria. These criteria are discussed in the next part. 
In the first algorithm, after running TELEMAC on the initial mesh, we find the two dry points 
with the maximum and minimum bottom elevations on the wet-dry elements; then Blue Kenue 
is used to generate the new mesh with the enriched list of nodes by applying a triangulation 
method (Delaunay) with the same outline. The result will be a new mesh with some refinements 





Figure 2-4 First algorithm of TOPO MESH ADAPTOR. 
2.8.1 Preprocessing 
We applied this algorithm on a case file of the Eastmain River in James Bay. In this case a 
large portion of the flow from the Eastmain River is diverted to the La Grande River. We 
observed significant changes in the topometric data in some regions, especially where there 
are dry beds. It demonstrates that working with coarse meshes cannot help to predict accurately 
the boundary of lands affected by the water. 
2.8.2 Serial Programming on First Algorithm of TMA 
The serial programming for the first algorithm of TMA can be applied on small rivers or when 
the user does not have access to the message passing standards, such as Message Passing 




































2.9 Description of Boundary Conditions 
In our test case (Eastmain-1), after a dam break happens, the water moves downstream toward
the Bay. The upstream conditions are based on the discharge and the downstream condition is 
based on a constant free water surface level (FS = 1.15 meter). For the discharge, we impose a 
dambreak hydrograph. This data has been provided by Hydro-Quebec, Quebec, Canada. In 
figure 2.5, the hydrograph of the discharge for the upstream boundary condition is shown. 
 
Figure 2-5 Illustrating discharge hydrograph over time for an assumed 
dam break for Eastmain river.
2.10 Case File required as input for Telemac 
Telemac software requires a CAS text file as input to perform a simulation. CAS files contain 
identified properties and necessary variables to perform a simulation. For example, for this test 
case simulation of the Eastmain River dambreak case, we used a Strickler coefficient with a 
constant value of .  


















Dam break hydrograph for the terain model
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Figure 2-6 shows a case file for the Eastmain River, and figure 2-7 shows a case file for the 
Romaine-Puyjalon River. Note that all lines that begin with the slash character is considered 








Figure 2-7    Case File for Romain-Puyjalon River. 
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Figure 2-7 Case File for Romain-Puyjalon River (Continued). 
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2.11 Input File for the First Algorithm of TMA 
In order to distinguish the cut-elements, it is necessary to create a file for the “maximum water 
depths” Blue Kenue.  
To be able to run the first algorithm, it is necessary to prepare the following files from the 
initial mesh as the input files: 
1. “the maximum water depth” of the initial mesh; 
2. the geometry of the initial mesh, that is a mesh file with the point values of the 
elevation; 
3. LIDAR or topometric files. 
 
A “parameter.txt” file must be created that specify the input and output files names that are 
required. The detailed explanation on creating the parameters file and running the first 
algorithm of TOPO MESH ADAPTOR can be found in Appendix I. 
 
Figure 2-8 An example of a parameter.txt file. 
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2.12 Local Mesh Refinement 
The following illustration shows the superposition of the initial mesh and the mesh after the 
first refinement. The tiny elements drawn in blue are related to the new mesh.  
Figure 2-9 Comparison of initial mesh and the mesh after first refinements. New mesh is 
finer in cut-elements.
The refinement is applied to the cut-elements according to the value of maximum water depth 
observed during the whole duration of the simulation (figure 2.10). 
 




After running the first algorithm successfully, the code generates log files in which information 
about the cut-elements can be found that helps to validate the results drawn in figure 2.11. 
 
Figure 2-11 Example of log file generated by the first algorithm. 
2.13 Parallel Mode of the First Algorithm on TMA 
A parallel version of the code was developed using the library MPI4Py. This code helped to 
get the results in less than six hours using six processors, while the serial code took more than 
2 days. The code for running the first algorithm of TAM in parallel is called
“TMA_FA_parallel.py”. 
The parallel programing is based on decomposing the LIDAR data into a number of parts, each 
of which is assigned to a processor where the first algorithm is applied (i.e. using the Single 
Program Multiple Data paradigm) of LIDAR files, which are imposed on the parameters file. 
If the main LIDAR data can be divided into 6 files, the following command should be written 
in Terminal (Mac or Linux) or Windows command line to run the code in parallel: 
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 DGA=O=;  EGGPK@FE050(-(G9I9CC=C GP 
In the parallel mode, each processor running the first algorithm is using one of the LIDAR 
files. 
Figure 2-12 Example of parameters file for running parallel programming on first algorithm. 
In this case, we have a separated log file for each processor running the code. After generating 
the new mesh with the first algorithm, the second algorithm should be employed for further 
refinements.  
In the second algorithm, by comparing the results obtained using the initial (coarse) 
mesh and the first enriched mesh, we define new criteria that enable us to make the 
mesh refinement better.  
The last part in the TMA algorithms is to create a *.xyz file that has the complete 
list of new points necessary to create the next mesh. In TMA a code named 
“sum_points.py” collects the nodes of the previous mesh and the new added points 
in one file. 
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2.14 The Second Algorithm of TOPO MESH ADAPTOR 
In the second algorithm, we first compute the difference between the solutions of the maximum 
water depths obtained using the first refinement (last mesh) and the initial mesh (previous 
mesh), respectively. This difference is computed following the projection of the coarse mesh 
solution onto the refined mesh (by interpolation). Then, the cut-elements that have significant 
difference (this defines a mesh indicator or ‘error criterion’) are processed for refinement. In 
the second algorithm, we have the ability to select more points inside the elements to obtain 
finer elements. This option allows for a better representation of the bathymetry and a better 
approximation of the cross-sections of the streams. 
 
2.14.1 Preprocessing 
Before running the code for the second algorithm we should 1) generate the error file and 2) 
interpolate the maximum water depth obtained from the previous result on the newly generated 
numerical model as follows. 
 
2.14.1.1 Generating the Error File  
1) By interpolating the “maximum water depths” of the initial mesh (mesh (0)) on the first 
mesh refinement (mesh (1)) we can create a file named “water_depth_max_IP_0_1”. We 
do this step using the Blue Kenue software. 
-  Blue Kenue has built-in option to do this interpolation; it uses “the inverse distance 
interpolation” or “the nearest neighbour interpolation” methods.  
 
2) We generate a file using Blue Kenue named “error_0_1.t3s” created by taking an absolute 
value of the subtraction of “water_depth_max_IP_0_1” minus “water_depth_max” of the 
first mesh refinement (or mesh (i)) (i.e.  abs (maxH (mesh (i-1)) - maxH (mesh (i)). 
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2.14.1.2 Interpolating the “Maximum Water Depth” of mesh (i-1) on Mesh (i) 
Interpolating a list of the points on a mesh is easily performed using Blue Kenue. So, if we 
want to interpolate mesh (i-1) on mesh (i), we need to have the nodes of the previous mesh.
We can collect the nodes of the mesh manually from a text file or by using our generated
graphic user interface GUI. In figure 2.13 this code is shown. 
 
Figure 2-13 GUI for collecting the nodes of mesh generated by Blue Kenue. 
After getting the nodes, we should use Blue Kenue for: 
1) creating a “new interpolation” with the generated list of nodes; 
2) using a map object to interpolate the “new interpolation” of topographic values
into the desired mesh. 
The methodology in the second algorithm is applied to (1) construct a list from all of the 
elements which have significant errors, (2) find the two points with the maximum and 
minimum values of elevation (z) for the cut-elements in the list. On this basis, we have defined 
a new parameter in our code: 
+=CK9.  




Figure 2-14 Mesh refinement with second algorithm. 
The values of DH, DH1, DH2, DH3 can be defined in a “parameter.txt” file by the user along 
different inundation lines (shore line or inside the domain). 
2.14.2 Serial mode of the Second Algorithm in TMA 
As with the first algorithm, the second algorithm of TMA can be achieved by running the 
“TMA_Serial.py”, but in this case we should create a parameters.txt file that is related to the 
second algorithm. For more details, please see Appendix I. 
2.14.3 Parallel Mode of TMA Second Algorithm 
In this part, creating the text file for the parameters and modifying the weight factor are taken 
into account.
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2.14.3.1 Creating parameter.txt file 
The “parameter.txt” file for the second algorithm is similar to the one for the first algorithm 
except for some small changes:  
1) Specify the name of an error file as “error_0_1.t3s”; 
2) Consider a value for DH, DH1, DH2, DH3; 
3) Choose whether or not you want to pick more points inside elements by writing 
“yes” in front of the last three lines. 
In Figure 2.15 an example of a parameter.txt file is shown. 
Figure 2-15 The word “yes” in the last three lines of a parameter.txt file would mean that the 
user wants to choose multiple points. If the user is satisfied with the results without choosing 
multiple points, he should write “No” in front of the last three lines. 
Choosing multiple points enables us to get a better approximation of the cross-section. It also 
reduces the number of remeshings to obtain the final converged results. 
To run the second algorithm in parallel mode, the following command should be written in the 
Terminal (Mac or Linux) or command line of Windows. 
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2.14.4 Modifying the weight factor for better convergence 
Generally, in the first algorithm we consider the weight factor 9CG@9  , but to calculate 
finer meshes in other parts of the domain (as when we work on a very small narrow stream), 
we can consider a large value for 9CG@9 for further refinement. We suggest two approaches 
for estimating the value of α. The first is by drawing the inundation line with the highest value 
of water depth that passes through all the cut-elements. For example, if the contour line for the 
maximum water depth of  .jutyuzx  ;D across most of the cut-elements with a significant 
error (more than 10 cm), the weight factor will be: 
 
R  .jutyuzxT 

   
(2.11) 
 
The priority is always to check whether or not the inundation lines pass through most of the 
cut-elements. It is possible sometimes to see that different contour lines for a specific region 
are almost the same. This means we should consider a larger weight factor for that region. 
Choosing the weight factor is by the user. The user should perform a sensitivity analysis on 
this parameter in order to fix the value to obtain finer and smoother meshes (by figuring out 
the high gradient of water depth as a result of mixture of fluid regime near the dikes or by 
comparing the cross section of channel in reality and the one exist in the numerical model). 
 
Figure 2-16 Superposition of different contour lines for maximum water depth on the 
error_6_7.t3s. Black line is a contour line for H>0.05, Yellow line is a contour line for H>1, 
and Red line is a contour line for H>2. 
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As can be seen for the specific region of Rivière à la Pêche, the contour lines pass through 
most of the elements with a relatively high error rate (errors are shown by the coloured 
elements in figure 2.16) and reach to the end of the stream. Consequently, to do mesh 
refinement just in this area, we can consider the weight factor as equal to 40 () because
the inundation line with the maximum value of 20 has passed through the cut-elements. 
Another method for approximating the value of weight factor is based on the geometry of the 
cross-section. Imagine the channel has the following cross-section: 
 
           a       b 
Figure 2-17 a) Cross-section of a channel with discontinuity in gradient of slop, b) Plane
view of an element which is larger than the cross-section. 
As can be seen in Figure 2.17, the slope of the cross section of the channel changes twice. If 
we consider the water depth at point A to B equal to zero, the maximum value at point B 
according to the shape of the cross-section would be 2 meters and at point C the maximum 
value of the water depth would be 8 meters. This means that on the basis of the cross-section 
the changes of water depth in a coarse mesh can be between 0 and 2 meters, 2 to 8 meters, or 
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even 0 to 8 meters in meshes with larger elements. The mesh refinements should be able to 
find point B and consider it for the next numerical model as we might have the mixture of fluid 








Figure 2-18 Location of new points after running the second algorithm of TMA. The 
projection of these data is UTM NAD83 Zone 33
 
Two other versions of the second algorithm have been developed which do the mesh 
refinement by considering random points inside the cut-elements and choosing the points in 
the middle of the edge elements. For the first version, we attempted to use smaller spatial 
discretization in the cut-elements, but it was observed that the main effect is on the points with 
the minimum and maximum bottom elevation. Choosing the points in the middle of the edges 
was also not suitble as it might generate some hanging nodes that Blue Kenue would not be 
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able to ignore. Further explanations relating to these versions of the second algorithm are given 
in Appendix I. 
 
2.15  Utilities for TMA 
In the utilities part of the TMA, four code modules were programmed that can be used 
whenever deemed necessary. More details are accessible in the user guide of TMA in Appendix 
I. These codes are: 
• CollectNodes.py  
which can be used to collect the nodes of different mesh files generated by Blue Kenue; 
• MergeMesh.py  
To add or subtract from each other the nodes of different mesh files generated by Blue 
Kenue; 
• Divided_line_by_line.py and Divided_rectangular.py   
To be used as a cluster for partitioning LIDAR data before using TMA in the parallel 
























 CHAPTER 3 
 
 
APPLICATIONS TO DAMBREAK FLOW STUDIES ON  
TWO RIVERS IN QUEBEC  
In this chapter two test cases are presented. The first concerns a dambreak study on the 
Eastmain River (Quebec) and the second is on the Romain-Puyjalon River bouth in Quebec, 
Canada. The first test was used as a benchmark during the process of development and 
verification of the TMA code. The final results are comparable to those obtained previously 
by Hydro-Quebec but use a finer mesh along with LIDAR data. The second test case is used 
for the purpose of validation, i.e. the procedure learned from the first case is applied without 
any changes and the final results are compared to those also obtained previously by Hydro-
Quebec but with the use of a very fine mesh. 
 
3.1 Test Case 1: A dambreak study on the Eastmain River 
The Eastmain-1 hydroelectric development was constructed on the Eastmain River upstream 
of the Opinaca reservoir in the James Bay region during the period 2002-2006. This project 
consisted of diverting a large portion of the flow from the Eastmain River to La Grande River 
through the Opinaca-Sarcelles reservoir. The project’s available data are in the relative to the 
UTM NAD83 Zone 33 projection system (figure 3.1). 
 
3.1.1 Topographic Data 
LIDAR data, or light detection and ranging data, is a method used to measure the topographic 
data with pulsed laser light and to measure its reflection by sensors. The LIDAR data covers 
the last 25 km of the plain around the estuary of this river in the James Bay area (figure 3.2). 
These LIDAR data for the Eastmain River are available at two resolution level with constant 
distances of 20 meters and 5 meters following post-treatment. These data were prepared and 
validated by Hydro-Quebec. 
 
57
Figure 3-1 Official map of Eastmain River. 
 
Figure 3-2 Example of LIDAR data for the Eastmain River illustrated in Blue Kenue. 
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3.1.2 Computational Domain 
The computational domain of the Eastmain River is illustrated in figure 3.3. Topometric 
contour lines for this river are shown in figure 3.4. This dambreak study was done with a 




Figure 3-3 Terrain domain of the Eastmain River. 
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Figure 3-4 Contour lines for topographic data of the Eastmain River. 
Figure 3-5 Boundary conditions of the Eastmain River. 
In figure 3.6 the differences between the coarse and finer meshes around La Pêche River are 
shown. Figure 3.6.a is a coarse mesh and figure 3.6.b is a mesh refined by Hydro-Quebec 
“manually” around the La Pêche River. It is clear from figure 3.7 that for the la Pêche River 







Figure 3-6 Difference in computational domain of the Eastmain River: a) coarse mesh, b) 






Fig 3.7 shows the difference in the inundation limit of coarse mesh and finer mesh with 
LIDAR. 
 
Figure 3-7 Difference in inundation lines using coarse and finer meshes (the fine mesh was 
done manually by Hydro-Quebec around La Pêche River). 
3.1.3 Analysis 
TMA was applied to do the mesh refinement for the computational domain. For the first step,
TELEMAC ran the case file provided in chapter 2 with the initial conditions shown in figure 
3.8. These initial conditions are related to the steady state of the river before the dam break
occurs (Q=150 Dd). 
In this simulation, the water depth in dry zones is considered to be 1 cm, as the thin layer 







Figure 3-8 Illustration of a) free surface and b) water depth for the initial conditions of the 
Eastmain River. 
 
The following steps in each mesh refinement were followed: 
• As was explained in chapter 2, one of the output nodal variables of interest is 
.o  
¦.¦A K§§, which can be obtained by post-processing the results 
with Blue Kenue, where H is the water depth for node “i” at time “t”. The 
maximum is taken over the total time steps of the simulation (one day for the 
Eastmain River test case).  
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An element is considered partially wet if some (but not all) nodes of the element are 
dry and:  
.l  T (3.1) 
where .l  is max (.o) for the three nodes of each triangular element and T is defined by the 
user. The default value for T is 5 cm. 
• Run TMA in order to do the first mesh refinement with the first algorithm for partially 
wet elements. 
• For subsequence refinements, an error measure is defined as: 
<o  £.ot  .oteb£ (3.2) 
 where .ot  is the maximum water depth for node “i” and mesh “n”. 
• An error for element (e) is defined as: 
,II¦=§  
¦<o§  (3.3) 
• A partially wet element is refined if ,II¦=§  RTThe factor R is then used to identify 
those elements that will be refined by adding at least two points corresponding to the 
maximum and minimum of the bed elevation. 
 
3.1.4 Eastmain Refinement Results with TMA 
In fig 3.9.a, the location of the new points that were employed for generation of a new mesh in 
figure 3.9.b is shown. 
 
3.1.5 Change of Bathymetry with TMA 
La Pêche River has a complex bathymetry. Therefore, a coarse mesh may lead to significant 
changes in the representation of the bathymetry. Changes of the bathymetry in La Pêche River 
with different refinements can be seen in the following figure. Figure 3.10 shows the 










Figure 3-9 a) Location of new points in order to refine the cut-elements. These points are 
shown in green. b) Mesh refinement is based on new points around the inundation line. 
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Figure 3-10 An example of change of bathymetry with different refinements. 
Important remark: Mesh refinement not only controls the errors by reducing element size, but 
it also improves the bathymetry representation (i.e. bed slope and water depth, which are
variables governing the shallow water) by projecting the new points onto the LIDAR map.  
In Table 3.1, the number of elements that have been added to the initial mesh with each 
refinement can be calculated. This table illustrates that with fewer than 50,000 nodes we could 
obtain quite optimal results. After the 7th refinement, the results did not change significantly.  
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Initial Mesh 25323 50251 - - - - - 
1st 
Refinement 
31643 62891 5 2 - - - 
2nd 
Refinement 
38319 76241 5 2 1 5 15 
3rd 
Refinement 
39425 78507 5 20 1 5 15 
4th 
Refinement 
40795 81193 5 40 1 5 10 
5th 
Refinement 
46450 92500 5 100 1 2 5 
6th 
Refinement 
47278 94156 5 100 1 2 5 
7th 
Refinement 
48410 96420 5 2 1 2 3 
 
3.1.6 Error File 
In figure 3.11 the error <o between the initial mesh and the first refined mesh is shown. 
In the following figures, an example of error.t3s files that show a significant error along the 
progress of the inundation lines is illustrated. One or two points near the input boundary have 
large errors, but chiefly the error at the end of La Pêche River is around 10 meters in 
comparison to the previous simulation. 
In figure 3.12 the error_5_6.t3s which contains the values of <o is shown using the 5th refined 
mesh and the 6th refined mesh. 
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Figure 3-11 Error file generated by Blue Kenue for comparing the water depth of the first 
mesh and the initial mesh.  
Figure 3-12 Error file generated by Blue Kenue for comparing the water depth of the 5th and 
6th mesh refinements. 
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Generating error.t3s file helps to achieve a better understanding of where meshes need to be 
refined.  For example, using error_0_1.t3s with the LIDAR data gives us the hint to modify 
the mesh along the La Pêche River. Figure 3-13 is an example of a mesh refined locally but 
“manually” using the errors indicator. 
 
 
Figure 3-13 Manual mesh refinement by comparing the LIDAR data and error_0_1.t3s. 
 
In TMA, the user, by employing error.t3s, can select the LIDAR data around the elements that 
have large errors to save computational time in running TELEMAC.  
 
3.1.7 Improvement of Inundation Lines after Refinements 
Figure 3.14 shows the improvement in inundation limits by using different mesh refinements. 
Mesh refinements were done along the shoreline to better consider the effect of the sidewalls 
of the channel in the dry zones and also to see whether or not the dikes that are in the way of 
the flow would be submerged. 
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Figure 3-14 Improvement of the inundation lines with different refinements. 
In fig 3-15 the inundation limit of the 7th refined mesh is illustrated with the topographic map.  
 
Figure 3-15 Visualization of inundation lines on topometric data. 
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3.1.8 Correction of Water Depth Representation Along the Shoreline 
The effect of mesh refinement with TMA is shown in three regions (figure 3.16). In the initial 
mesh of region 3 it can be seen that the hydraulic structures, such as weirs or dikes, can act
like a wall and prevent the dry zone from being affected by the water: however, after the mesh 
refinement, it is seen that the water can overflow the dike and move forward. In some other 
areas, large valleys in the way of the water could reduce the energy of the water, but after mesh 
refinement it can be seen that it was a small valley and that the water moved forward. Indeed, 
the mesh refinement in cut-elements helps the prediction of water that was stuck in the dry 
zone from exiting the outlet. 
Figure 3-16 The change of the momentum equation in these regions was studied. 
In the following figure the cross section of region 1 is studied, and it is understood that the
steep bank causes the water level to increase. Refining the mesh along the shoreline helps the 
shallow water equation to better recognize the effect of water on the shoreline by considering 
a real representation of the topometric data. 
After the mesh refinement, it can be seen that this valley was merely a result of uncertainty in 
the topometric data and was actually not a big valley at all. So, considering the correct slope 










Figure 3-17 Change of the free surface max after the refinement with TMA in the cross- 





Figure 3-18 Change of the free surface after the refinement with TMA in the cross-section of 
region 2: part a) before the mesh refinement; part b) after the mesh refinement. 
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3.1.9 Modifying the Weight Factor 
La Pêche River has a complex bathymetry. For this reason, having a finer mesh is necessary. 
That is why we should apply TMA several times. 
Figure 3-19 Change of La Pêche River bathymetry with the different refinements. 
Figure 3-20 Difference in altitude of La Pêche River in the 4th refinement with the different 
weight factors. 
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Considering a higher weight factor can help us to get the next secondary valleys representation
sooner. Choosing the next secondary valleys is possible with the option provided in the TMA. 
When the weight factor is small these points are near each other, and usually there is not a 
significient change in the geometry of the next mesh; however, when a higher weight factor is 
considered, these changes are better observed. 
The idea of considering a higher weight factor was also used for the elements where there
might be a change in the flow regime. However, as these elements are not cut-elements, the 
tolerance between the maximum water depth of the nodes of the element might be too high 
(i.e. the water depth might vary between 6 meters and 0.5 meters in these elements). 
In the following figure (figure 3-21), we try to show how considering a higher weight factor 
can help the simulation to reduce the uncertainty produced by the topometric data. As can be
seen, having a finer mesh helps the numerical model to have a better approximation of the 
cross-section. Narrow channels can produce a standing wave, which can pass the flow from 
the high elevated bumps in its way.   
Figure 3-21 Because of the uncertainty in the geometry, approximation of the elevation for 
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It can be observed that the inundation line for the 4th and 5th refinement with α=2 did not show 
any change. As the cross-section of La Pêche River in the middle of the stream is narrower 
than the cross-section at the beginning of it, a higher weight factor is considered (α = 40). A 
narrow cross-section produces standing waves; thus, the water depth increases and the water 
can pass the high elevated bump that was in its way. Considering a higher weight factor adds 
more points for water projection, which help us to have fewer mesh refinements. But using a 
correct weight factor requires a good understanding of the domain under study. 
 
As shown in figure 3.22, 3.23, 3.24, 3.25, after each refinement the water surface value 
becomes smoother and that makes the momentum equations easier to solve. The maximum 
free surface and the bottom of La Pêche River at the end of the inundation line for different 
mesh refinements are shown in these figures. 
 
Table 3-2 also compares the volumes of water which entered the domain, exited the domain, 











Figure 3-22 Change of the bottom and the maximum free surface after mesh refinement with 
TMA at the beginning of La Pêche River in the first and third mesh refinements: a) the first 
mesh refinement; b) the third mesh refinement. 
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                                  (a)                                                                        (b) 
  
                                   (c)                                                                         (d) 
Figure 3-23 Change of the bottom and the maximum free surface at one-third inundation of 
La Pêche River: a) the first mesh refinement; b) the third mesh refinement; c) the fifth mesh 








Figure 3-24 Change of the bottom and the maximum free surface two-thirds
inundation of La Pêche River in the different refinements: a) the first mesh 
refinement; b) the third mesh refinement; c) the fifth mesh refinement; d) the 




Figure 3-25 Change of the bottom and the maximum free surface at the end of La Pêche 
River in the different refinements: a) the fifth mesh refinement; b) the seventh mesh 
refinement. As can be seen, until the fifth refinement, this section was dry. 
Table 3.2 Comparison of the entering volume and exiting volume in the simulation with the 
different meshes. 














0.733823E+10 0.7793070E+10 0.501837E+09 0.47006E+08 0.603155E-02 
3rd 
Refinement 
0.733088E+10 0.7785185E+10 0.505787E+09 0.51590E+08 0.662675E-02 
5th 
Refinement 
0.732724E+10 0.7780788E+10 0.517513E+09 0.63971E+08 0.822172E-02 
7th 
Refinement 
0.732816E+10 0.7781320E+10 0.5101057E+9 0.56948E+08 0.731861E-02 
As can be seen, in all of these meshes the relative error in the volume conservation is less than 
0.01 percent. Mesh refinement with TMA for varied flows made a big improvement in the exit 
80 
volume. But when the flow captured further complex zones, the lost in volume increased, 
which point to the fact that the water was stacked between the very sharp valleys at the end of 
the stream where the velocity is small. 
 
3.1.10 Conclusion 
In this section, it is shown how TMA was applied to dambreak analysis on the Eastmain River. 
In this case, the boundary condition considered was the hydrograph discharge at the inlet and 
a constant free surface at the outlet. The adaptive meshing methodology was applied using 
LIDAR data after post-processing the simulation results. For this case, modifying the slope 
near the shoreline by using the adaptive meshing methodology based on topometric data was 
employed. This method helps to analyze the flow in the cut-elements and in the interfaces 
where the velocity is very small. 
 
3.2 Test Case 2: Romaine-Puyjalon River 
The Romaine River project was developed by Hydro-Québec for hydroelectric power 
generation. Construction started in 2009 on a new hydroelectric plant, along with four rock-
filled dams and a 150 kilometer (93 mile) long access road. It took 11 years to build at an 
estimated cost of CAN $6.5 billion. The LIDAR data for this case are expressed in geographic 
system Quebec MTM NAD83 zone 5 (figure 3.26). 
 
Another study was done for the Romaine-Puyjalon river. For this case, we tried to do the mesh 
refinement at the inundation line in the dry zones and where there were valleys in the way of 
the fluid. In this case, the LIDAR data were available in small partitions and gave us the option 
to do the mesh refinement wherever necessary. Figure 3.27 shows the initial conditions. In 
figure 3.28 the location of imposed boundary conditions is shown; and in figure 3.29 to 3.31, 





Figure 3-26 Map of Romaine-Puyjalon River, domain of interest. 
3.2.1 Boundary Condition and Initial Condition of the Romaine-Puyjalon River 
In the following figures the initial condition and the boundary condition of the Romaine-
Puyjalon River are shown. The study of the Romaine-Puyjalon River was done with two 
different initial conditions. 
For this new case, the friction coefficient near the shoreline was modified to better take into 





Figure 3-27 Initial conditions of the Romaine-Puyjalon River (first version). 
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Figure 3-28 Imposed boundary conditions for the Romaine- Puyjalon River domain. 
After generating the initial condition file and the boundary condition file, the case file shown
in figure 2.8 was employed to run the TELEMAC for the Romaine-Puyjalon River.  
The dam break hydrograph hydrograph for discharge is shown in fig 3.29. The water level in 
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3.2.2 Romaine-Puyjalon Mesh Refinement Results with TMA
In Figure 3-30 and Figure 3-31, changes in the computational domain and inundation lines
after the mesh refinement are shown: 
Figure 3-30 Terrain model of the Romaine-Puyjalon River. 




The inundation lines do not show significant changes after the refinement (figure 3.32);
however, changes in the bathymetry are evident. 
Figure 3-32 Comparison of inundation lines after the mesh refinement with TMA. 
In the following figures the effect of mesh refinement on two sections is demonstrated. 







Figure 3-33 Change of the bottom and maximum free surface at the extreme part of the 














Figure 3-34 Change of the bottom and maximum free surface at the extreme part of the 
inundation line in dry zone 2. 
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In a second study, the mesh refinement with TMA was performed on the same river with 
different initial conditions. In this case, the inflow came only from the Romaine reservoir, and 
the volume of water coming from the Romaine to the Puyjalon branch was examined. In figure
3.35, the initial condition for this case is shown. Figure 3.36 and 3.37 shows the initial mesh 





Figure 3-35 Initial Condition of the Romaine-Puyjalon River (second version). 
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Figure 3-36 Initial numerical model of the Romaine-Puyjalon River. 
Figure 3-37 Numerical model of the Romaine-Puyjalon River after two mesh refinements 
with TMA.
As the LIDAR data were huge for this case, mesh refinement for other parts was considered,
but only the LIDAR data along the Puyjalon River were selected. 
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Figure 3-38 Error.t3s file generated between the first refinement and the second refinement. 
Figure 3-39 Change of the inundation line after the mesh refinement with TMA. The red line 
is the inundation line of the initial mesh refinement, and the blue line is the inundation line 
after two further mesh refinements. 
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Table 3.3 Comparison of total volume, entering volume, exiting volume, and errors between 
different meshes on the Romaine-Puyjalon River. 











Initial Mesh 0.6505984E+08 0.9268691E+08 0.2762690E+08 -159.9145 0.1725319E-05 
1st Refinement 0.6506278E+08  0.8305782E+08 0.1799370E+08 -1340.556 0.1614004E-04 





0.2650530E+08 -840.4796 0.9076359E-05 
In figure 3.40, a comparison of the inundation line with different LIDAR data is made. 
Figure 3-40 Difference in the inundation line of the Romaine-Puyjalon River with different 
meshes, prepared with Hydro-Quebec. 
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In the following figure the inundation limit for the finer mesh (with LIDAR) and the mesh 
refined with TMA is illustrated. 
Figure 3-41Comparing the inundation limit for the mesh refined with TMA and the finer 
mesh with LIDAR. 
Figure 3.42 and 3.43 shows the changes in maximum water surface along the Puyjalon River 
in the initial mesh and in the refined mesh with TMA. 
Considering the modified friction factor along the shoreline increases the accuracy of 
simulations and reduces the number of refinements. 
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Figure 3-42 The bottom and maximum free surface along 




Figure 3-43 The bottom and maximum free surface along the Puyjalon branch after mesh 




In this section TMA was used for a dambreak analysis of the Romaine-Puyjaon River. For this 
case, the boundary conditions were a dambreak hydrograph discharge at the inlet and a water 
surface validation at the outlet. After post-processing the simulation results, TMA was applied 
using LIDAR data to modify the slope of the dam in the way of the water flow. For this case, 
in addition to modifying the slopes near the shoreline by doing the adaptive meshing 
methodology based on topometric data, the friction coefficients for these parts were also 
calculated. It was expected that the modified friction coefficients would help solving the free 
surface equations and reduce the number of refinements. It was concluded that another method 
to help momentum equation analysing over the wet dry elements would be modifying friction 
coefficient properly to damp the wave motion and avoid creation of standing waves, at the end 
of the streams which is the main reason of having numerical problem in dry bed, due to the 




















One of the main problems in the numerical modeling and drawing of floods map produced by 
dam breaks is the uncertainty in the geometry representation of a model. This uncertainty might 
look like a big bump or a weir in the flow path in the numerical model that could act like a 
vertical wall in the way of the water, especially over a dry bed or on tidal flat areas. During the 
numerical analysis for flood mapping, engineers have faced a variety of uncertainties in their 
simulations. One of the uncertainties in creating the numerical model is the uncertainty about 
bathymetric data captured from LIDAR data or topographic data along with. In such a case, 
the generated numerical model using only a limited portion of LIDAR data that might cause 
inaccuracy in the numerical analysis. 
 
In this thesis, to reduce this uncertainty in bathymetry, we looked at to do mesh refinement 
techniques namely TOPO MESH ADAPTOR (TMA) along the shoreline, where the situation 
is more sensitive. By, having finer meshes in these areas can improve numerical analysis. To 
our knowledge, we propose for the first time an adaptive meshing methodology based on real 
topometric data to improve the precision of flood maps in particular for secondary valleys, in 
the cases where rich topographic data of the LIDAR type is available for a complex 
bathymetry, such as that of the Eastmain River and Romain-Puyjalon River. A code called 
TMA was written in Python to implement this method. 
 
We propose an adaptive meshing methodology to perform mesh refinements where 
discontinuity arises from projecting new nodes on the topometric data. The adaptive meshing 
methodology is applied on fluid flows to get more accurate results for the numerical simulation 
of water motion. Mesh refinement method can be classified into the Eulerian approach, the 
Lagrangian approach, and the Eulerian-Lagrangian approach (whether it is based on water 
depth, velocity or both). These adaptive methodologies, for dam breaks analysis are based on 
four main steps: 
1) Applying the numerical approach on the initial mesh; 
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2) Post-processing approaches based on a water depth algorithm to determine which 
elements are wet, dry, or partially wet-dry; 
3) Applying the mesh adaptive methodology on the wet-dry elements; 
4) Interpolating the results of the previous mesh on the new mesh and comparing them 
with the new mesh, and then selecting the elements that need to be refined in the 
next mesh refinement step. 
 
As stated before we developed a code in Python named TOPO MESH ADAPTOR (TMA) to 
do the mesh refinement on the basis of the adaptive mesh methodology. After the mesh 
refinement using TMA around these points, it was discovered that observed weirs were like 
small dikes submerged after the mesh refinement, and that further zones could be affected by 
the water, or vice versa. The TMA processing is summarized below: 
• TMA uses linear 2D interpolation to calculate the water depth at every point inside 
each element on the basis of the nodal values of the elements. This linear interpolation 
helps to reduce the local uncertainty of bathymetry along the main flow direction. In 
addition, the effect of bottom elevation is mainly sensitive at the upstream end of the 
streams where the water depth is very low, but the velocity could be high. Thus, the 
mesh refinement technique focuses in these areas. 
• TMA uses two points from the LIDAR data retrieving the minimum and maximum 
values of the elevation inside each element to find the maximum real slope in the cut-
elements. Most previous efforts controlled the slope in the wet-dry elements in order 
to avoid having a high velocity or a negative depth. Within this new approach, the 
results are more trustworthy as it can apply where the maximum water level is more 
than its neighbor bottom elevation in dry bed by considering appropriate weight factor. 
• TMA considers a higher weight factor around the V shape channels to find the 
freeboard of channels and obtain a more accurate shape of the channels. Better shape 
of the narrow channels helps in producing standing waves and increase the water level 
so that the water can pass through the high elevated bumps or dikes. 
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TMA is applied to two cases, the Eastmain River and the Romaine-Puyjalon River, and the 
results are presented. Mesh refinements with TMA where we have a belt of dikes or a channel 
with complex cross section in dry bed, yield more accurate result compare with coarse meshes. 
In this approach, we tried to reach a final solution by first, post-processing the results from a 
coarse model and drawing the inundation limit to determine where the mesh should be refined 
then mesh refinement only is performed locally along the inundation limit, which is the most 
sensitive part of the domain. For the second case, modifying and calibrating the friction 










There are various adaptations, tests and analyses left for the future. In this work we have 
focused on solving the uncertainty of bathymetry for two cases. However, there are more 
uncertainties of input data and more mathematical models in different areas that we suggest be 
studied in future. They are as follows: 
• Define additional factors for doing mesh refinement to enhance the mesh refinements 
and develop a Lagrangian approach for doing the mesh refinement and testing it on 
more cases (adaptive meshing methodology in existence of bubble velocity). 
• Improve the mathematical model by considering other factors, such as mesh size or 
order of polynomial degree, in order to improve the simulation on cut-elements. 
• Study the effect of uncertainty in changes in bathymetric data during the simulation 
(e.g. sediment transfer); 
• Study the effect of uncertainty of bathymetry in a 3D model if there is a velocity 
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Automatic mesh refinement methodology for Shallow 
water wave propagation 
1) Introduction 
 
Flood maps are the final product of the dam failure studies required by dam safety 
regulations. The flood’s limit which represents the maximum amplitude of the flood 
wave’s envelope, is generally the result of a dam break scenario simulated by a 
hydraulic numerical model. However, the numerical model uses only a limited portion 
of the available topometric data data to build the terrain model (a 2D mesh plus topo-
metric elevation at nodes). Particularly in the cases where the topo-metric data has been 
recorded by LIDAR, this data is estimated in several million of points. But, the 
hydraulic numerical models rarely exceed hundreds of thousands of nodes due to the 
computer constraints and time associated with the operation of these models. The 
production of the final flood map requires consistency between projected levels and 
elevations for all points on the map. This verification may be tedious if the area 
becomes large; also there are several small secondary valleys of tributary streams 
which could not be represented by the original hydraulic numerical model. The aim of 
this work is to propose an automatic strategy of re-meshing which uses the envelope of 
the maximum dimensions reached with the original model coupled with the available 
LIDAR data to produce an improved mesh that will succeed in accurately capturing the 
wet/dry fronts and the overflows in secondary valleys and the area where we have 
changes in the fluid regime over dry bed. The algorithm is based on few basic steps 
such as:  
(i) finding the elements cut by the envelope of the wet/dry interfaces;  
(ii) projecting the topo-metric points onto the cut elements;  
(iii) if these points are very close to the interface or if they are found in a valley or 
if they are more elevated than the corresponding cut elements, then these points 
will be added to the previous nodes which are included in a subsequent 
triangulation step that produce a new mesh;  
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(iv) re-run the simulation on the new mesh.  
(v) Continue using the above algorithm till it does not produce new nodes. 
This algorithm has been implemented and validated in the study of a dam break flow 
over a complex river bathymetry. 
 
Key words: crude mesh, fine mesh, interpolation, flood mapping, automatic mesh 
refinement  
 
2)Instruction for download and using python3 for running code 
    Python is a free programming language which has a lots of powerful libraries and is less 
complicated than other programming languages. In comparison with the c++ language, code 
snippet are often 5-10 times shorter. One can argue that this advantage make python a popular 
programming language to interact with open source programming like TELEMAC, QGIS and 
etc. 
     We used python3 for programming the code. You can install python3.5 from 
https://www.python.org/downloads/ . It is also recommended to have a good editor for python 
commands, so you can modify easily the code whenever you want. For this case I used 
Pycharm, but you can also use IDLE (the original editor of python). 
After installing python, sometime it is necessary to use new libraries. For installing the libraries 
of python3.5 or higher version do as follow: 
• For MAC OS (or LINUX) users, open Terminal (Console) and simply type: pip install 
“name of library” like “pip install math” 
• For Windows users, open the “cmd”(command line),then go to the directory of script 
in python folder by writing: “cd  C:\Python35\Scripts” in cmd , and then write pip 
install “name of library” 
For running the python codes one should change the current directory to the folder where the 
code file is located by using cmd for windows (or Terminal for mac) i.e. “cd 
C:\Desktop\Code_Folder” then you can write:              
“ python file.py ” 
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The libraries which we used for the code are as follow: (If you didn’t have any of them you 









• mpi4py (this library is required only for running the codes in parallel and you need to 
have already installed MPI executable on your system like Open MPI, MPI1 or MPI2) 
Another way to run the python codes is to use the “Run” tab in IDLE, and then click on Run 
Module, for running the python files. 
Mesh refinements should be performed on the elements where there is change of fluid regime 
from supercritical to subcritical. This will happen where there are hydraulic jumps or walls in 
wet-dry elements. For this purpose, we produce two algorithms for mesh refinements. 
 
3) Mesh Refinements Algorithm 
3.1.Summary of Using First Algorithm 
 
1. Go to the directory “TOPO_MESH_ADAPTOR”; 
2. Create the directory “INPUT_FILES”; 
3. Generate the “HAUTEUR D’EAU(MAX).t3s” file from the results of TELEMAC 
(HAUTEUR D’EAU (max)).  Put all the necessary files:  geometry mesh file, 
“maximum water depth” file, and the topo-metric file(s) “i.e. *.grd or *.xyz” inside 
this folder. 
4. Generate the “parameters.txt” file and put it in to the “INPUT_FILES” folder (a 
description of this file will be detailed). 
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5.  Use the command window and locate into the “TOPO_MESH_ADAPTOR” directory 
and run the python code “TMA_serial.py” by typing: 
GPK@FE050(4=IA9C GP 
Another way to run the python file by IDLE:  open the python file with “Edit with 
IDLE”, then click on “run” tab and select “Run Module”. 
6. If you’d like to run the code in parallel, first you need to divide your LIDAR data to 
the number of the processors which will be employed for the parallel mode (you get 
topo-metric files as *.grd).  
7. Generate the “parameters.txt” based on the new topo-metric files you have and put all 
the necessary files in the “INPUT_FILES” directory. 
8. Use the following command window to run the code in parallel with np (example:  
np=6) processors: 
 
DGA=O=;  EGPK@FE50(-(29I9CC=C GP 
or 
DGAILE  EGPK@FE50(-(29I9CC=C GP 
 
3.2.First Algorithm (detailed example) 
 
“MOSLMEI-TOPO-MESH-ADAPTOR” has two algorithms for automatic mesh 
refinement. In the first algorithm we do the mesh refinement for all of the cut-elements (for 
more details please refer to the methodology in my thesis). 




Figure a. First algorithm for the mesh refinement. 
For using the first algorithm we need to create some input files.  
3.2.1 Generating the input files for running the code in serial 
Before running the code, you have to create a folder in the source folder and name it 
“INPUT_FILES”. Inside the INPUT_FILES put the following files: 
- topo-metric data (i.e. *.xyz, *.grd) 
- maximum water depth for initial mesh computed with Blue Kenue, from the results of 
TELEMAC, (HAUTER D’EAU(max).t3s) and 
- the geometry file for the initial mesh (FOND_S1_initial.t3s).  
- parameters.txt file. 
The “parameters.txt” file must be created. You can see below an example of the parameters.txt 
file in serial. 
In the 5th line and 8th line, name of output files for “new added points”, and “all_points_1.xyz” 
should be written. These names can be defined by the user. In the following example, after 
running the algorithm, the new mesh will be generated using Blue Kenue and the list of all 
points in “all_points_1.xyz”.





































Figure b. parameter file for running the first algorithm. 
Using the command window, access into the directory “TOPO_MESH_ADAPTOR” and run 
“TMA_Serial.py” as follow: 
GPK@FE050(4=IA9C GP 
 
3.2.2 Generating the input file for running the code in parallel (First Algorithm)
In the parallel approach we divide LIDAR data into several smaller parts and employ 
each processor to run on one of the LIDAR files. You can see an example of parameter file for 
running the code in parallel with 4 processors as follow: 
 











Two codes can be used to partion LIDAR data into tiles. The code “divided_rectangular.py” 
divides a rectangular LIDAR domain into smaller rectangles. This code may be used to find 
the region where we want to apply the adaptive mesh refinement methodology (AMR). You 
may find that for even small regions, there are a lot of points. In this case you can run the 
“divided_rectangular.py” again to divide your LIDAR data into more partitions, or use 
“divided_line_by_line.py” which divides the LIDAR file based on the number of points that 
exist in that LDAR file. 
After dividing LIDAR data in to the smaller parts like “LIDAR1”,” LIDAR2”, …,” LIDAR6”, 
again the “INPUT_FILES” folder should be created and all the LIDAR data files, the geometry 
file and the maximum water depths should be placed inside it.  
Then, it is possible to run this algorithm in the parallel mode. For example, if we like to employ 
six different LIDAR files, we should work with six processors. In this case we should use 
“Terminal” in Mac OS or “Command line” in Windows to change the directory to the location 
of the code. As the name of python file in the first algorithm for running the code in parallel is 
“TMA_FA_Parallel.py”, we should write in “cmd”: 
DGA=O=;  EGGPK@FE050(-(29I9CC=C GP 
While the code is running, it makes some log files which give you more details about the 
running’s progress for each processor. 
 
 
Figure d. Example of the log file generated by the first algorithm. In this file we have some 
information about the cut-elements. 
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Figure e. The location of the new points added by running the algorithm to the previous 
mesh. 
  
3.3.Second Algorithm  
3.3.1 Summary of Using Second algorithm  
1. Go to the directory “TOPO_MESH_ADAPTOR” 
2. Create a directory “INPUT_FILES” 
3. Create the water depth difference file with Blue Kenue (a description will follow); 
4. Generate the “parameters.txt” file; 
5. Put all the necessary files such as geometry (FOND_initial.t3s), water depth 
different file (error_1_2.t3s), topo-metric files, “parameters.txt” file, and 
“maximum water depth” file in INPUT_FILES; 
6. Run the python code “TMA_Serial.py”; 
7. If you like to run the code in parallel, first you need to divide your LIDAR data into 
the (np= number of processors);  
- Generate the “parameters.txt” file appropriate for running the code in parallel 
by writing the name of all topo-metric data files in “parameters.txt” file; 
- Use the following command to run the code in parallel with 6 processors: 
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DGA=O=;  EGPK@FE50(4(7=IJAFE29I9CC=C GP 
Or 
DGAILE  EGPK@FE 50(4(7=IJAFE29I9CC=C GP 
in the second algorithm we try to do mesh refinement for the elements with significant 




Figure f. Second mesh refinement algorithm. 
 
In the second algorithm it is necessary to generate a mesh name “error.t3s” or mesh refinement 
indicator file. This file generated when interpolating the result of previous mesh (maximum 
water depth initial mesh) on the new mesh with the help of Blue Kenue. 
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3.3.2 Interpolating the result of previous mesh on the new mesh 
With Blue Kenue we can generate a mesh with nodal values of maximum water depth:   
1) Open the result of TELEMAC in Blue Kenue; 
2) Choose the “water depth” and then we click on Tools>Extract Surface>Temporal 
Maximum to generate the “water depth (max)” mesh file. 
The “water depth (max)” file is a mesh file with nodal values of maximum water depth over 
the simulation for different time steps. 
With the help of this file we can figure out the inundation lines and the flood map. We can also 
see the effect of the wave simulation on the dry bed. 
The “water depth (max)” file is a mesh file with the format of  “*.t3s” that has the nodal values 
and the mesh connectivities while we need just the nodes for processing the interpolation. We 
can open “water depth (max)” file (HAUTER D’EAU(MAX).t3s) as a text file and collect the 
nodes manually or use the following python code to have the nodes automatically. The name 
of this python code is “CollectNodes.py”. With this code you can browse your “water depth 
(max)” file and click on run to have the nodes of your mesh. 
 
Figure g. Using CollectNodes.py for collecting the nodes for interpolation process. 
After collecting the nodes in a text file, we name it “WDMAX_POINTS.xyz” and we do as 
follow: 
1) In Blue Kenue we generate a 2D interpolation with WDMAX_POINTS.xyz; 
2) Apply this 2D interpolation on the new mesh and name it “HAUTER 
D’EAU(MAX)_IP_1_2”; 
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3) Go to Tools>Calculator and generate a file with nodal value 
9:J¦.(65,3+,(6¦D9O§  .(65,3+,(6¦D9O§/2§ and 
name it “error_1_2.t3s”. 
Sometimes you might see empty lines in the files generated by Blue Kenue. It is a bug. So, it 
is important to always check for any empty line in the “error_1_2.t3s” or “HAUTEUR 
D’EAU(max)_2.t3s” or “FOND_S_1.t3s” before running the algorithms. 




Figure h. Location new pointed added by the second algorithm to previous mesh. 
 
3.3.3      Generating input file for second algorithm 
 
After finishing the following steps, one should prepare a text file named “parameters.txt”. 
More details are described in the methodology chapter of my thesis. We define some of the 
necessary parameters and variables for running the algorithm in this text file. 
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Again, here the 5th line and the 8th line are the names of output files and can be modified with 
the user. In the following example, the next mesh will be generated using the list of all points 
“second_refinement_points.xyz”. Here you can see a sample “parameters.txt” file: 
 
Figure i. Example of parameter text file for running the second algorithm.
As it is shown in the figure i, the word “yes” in the last three lines of parameter.txt file means 
the user like to choose multiple points. If the user was satisfied with the results without 
choosing multiple points, he should write “No” in front of the last 3 line.
Using the appropriate weight factor ‘α’ can help reaching the results sooner. For choosing 
weight factor please refer to my thesis. As a first guess, we use α=2. 
After Generating this parameters.txt file we should run the “TMA_Serial.py”. 
3.3.4      Parallel mode 
After generating the file “error_1_2.t3s”, one might see the errors exist just in a specific 
domain. So instead of applying all the LIDAR data, it is better to use just the topo-metric data 
of that region. 
So, based on the results of the second algorithm, we can understand very well, which part of 
the domain needs finer meshes. In this case we can just apply the LIDAR data which is related 
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to those regions. As we explained before, two separated codes for dividing our LIDAR data 
can be used. One of them divides the domain based on the number of available points in that 
file, and the other one divides the domain in some smaller rectangular domains. These python 
codes are named “divided_rectangular.py” and “divided_line_by_line.py”. The user guide for 
these codes has been prepared in appendix A. 
Figure j. Example of parameter text file for running second algorithm in parallel with 6 
processor. 
For the second algorithm, we should write the following command in Terminal or “cmd” 
DGA=O=;  EGGPK@FE50(4(7=IJAFE29I9CC=C GP 
Here you can find the example of log files generated after running the second algorithm with 
each processor. It is clear, that if you run the code with one processor, it will act like running 
the code in serial. 
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Figure k. Log Files generated with the second algorithm. 
It is important to remember, in order to avoid overwriting the results, the “OUTPUT_FILES” 
folder should always be empty before running the “TOPO_MESH_ADAPTOR”. 
3.4      Generating the mesh file and running TELEMAC after each refinement
After each refinement a new mesh is generated using Blue Kenue as follows: 
-  generate triangular mesh with the file which contains ‘all points’, and the outline of the 
domain i.e. “BND_EASTM.i2s”; 
- create a SELAFIN file; 
- impose the boundary condition. 
Now that we have all the necessary files, we generate a new CASE file (CAS_EASTM.TXT) 
with the text format for the TELEMAC by declaring the necessary properties and the files 
related to the new meshes (SELAFIN file, Boundary Condition file, …). For running 
TELEMAC, again we go to the directory of CASE file and use the following command: 
K=C=D9;< GP *(4,(450 585
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Figure h. Example of CAS_EASTM.TXT. 
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4) Results 
Here you can see the change in a cross section and maximum water depth of “Riviere a lê
pêche” in the following figures. 
 
 
Figure l. Change of cross section for mesh generated by TMA_SA_Version1_Parallel.py. 
 
               (1)                                                           (2) 
Figure m. Comparing the change of maximum water depth in 1) First refinement and 2) 
Second refinement. 
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Figure n. Illustration of error_16_17.t3s. This figure gives us some information about where 
the refinement should be performed. So, in some case we may also do the  
refinements manually. 






An automatic mesh refinement with TMA which has been done along the shoreline improves 
the simulation results over the inundation limit. Modifying the friction coefficient along the 




























The following python code has been employed in TMA: 
« Cut_elements.py »: 
has been written to find the cut-elements in dam breaks simulation 
« Interpolation.py »: 
 has been written to do the triangular interpolation for calculating the water depth for points 
inside each element. 
 « Inside_polygon.py»: 
Is used to identify the points inside each element; 
« sum_points.py »: 
which has been used to collect all the new points found by the algorithms with the previous 
mesh nodes’  
 «TMA_Serial.py »: 
is the command file for using both algorithms in serial mode; 
 « TMA_FA_Parallel.py»: 
is the code for running the first algorithm in parallel; 
 « TMA_SA_Version1_Parallel.py»: 
is the code for running the second algorithm in parallel; 
 « TMA_SA_RandomPoints_Parallel.py»: 
This code snippet can be used for running the algorithm by selecting multiple random point 
inside each element. We can use this code same as “TMA_SA_Version1_Parallel.py”. You 




Figure p. Automatic mesh refinement algorithm for choosing nodes randomly. 
« TMA_4.py»: 
With this code like before, we select the two dry points inside cut-elements with minimum and 
maximum value of elevation (z). In addition, we tried to find the points in the middle of edges 
of each element. However, TELEMAC couldn’t use the files generated with these nodes. The 
elevation for the points in the middle of the edges, considered to zero. So, it is clear that we 
must interpolate our topo-metric data again on the meshes generated from TMA_4.py.
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Here we are going to explain some of the utilities codes which can help in preprocessing of the 
algorithm. 
«CollectNodes.py»:
This code can be used to collect the nodes of any mesh generated by Blue Kenue; 
Figure q. Illustration of CollectNodes.py.
You just need to brows the *.t3s file and click on “run” to have the nodes of your mesh. The 
result will be in the directory of “CollectNodes.py” 
«Merge_mesh.py»:
This file will be use to add or subtract the nodes of one mesh file generated by Blue Kenue
(*.t3s) to the other one. 
If you want to add the nodes of two different mesh files you should first select the directory 
you like to save the result by bottom “Browse2”, and then select the desire mesh files one by 
one, with the bottom “Browse1”, then click on “run” bottom. If you like to subtract the nodes 
of a mesh file from the other one, again you should select your original file with “browse2” 
and then select the files which you want to reduce its nodes from the original file one by one, 
by “browse3” and click on the “subtract” bottom. 
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Figure r. Illustration of Merge_mesh.py. 
«divided_rectangular.py»: 
This file is for partitioning topo-metric files. For using this code, you need to generate a text 
file in a source directory of this code and name it “divided_rectangular.txt”. In the first line of 
this file, you should write the address of the topo-metric file which you like to partition it, the 
second line is the number of partitions in x direction, and the third line is the number of 
partitions in y direction. In the follow you can see an example of generating 
“divided_rectangular.txt” for partitioning a topo-metric file in to 20 partitions. 
Figure s. an example of divided_rectangulat.txt. 
«divided_line_by_line.py»: 
This code is for cutting a big topo-metric file into smaller ones. For using this code, you create 
a text file in the source directory of this code and name it “divided_line_by_line.txt”. In the 
first line of this text file you write the complete address of a topo-metric file which you want
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divided, and in the second line you specify the number of files created by dividing the original 
file; for example, if you like to divide your files in to 4 smaller files, you generate the 
“divided_line_by_line.py” as follow: 
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