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Einleitung
Die Entwicklung der mathematischen Theorie der Optimalen Steuerung wurde durch
Problemstellungen aus verschiedensten Fachbereichen, z. B. der Physik, Biologie, Che-
mie oder den Ingenieurwissenschaften, notwendig. Diese Aufgabenstellungen haben ge-
mein, dass sie steuerbar, d. h. durch den Menschen beeinflußbar, sind. Es ergibt sich
damit die Frage nach derjenigen Steuerung, die im gewu¨nschten Sinne die beste, wir sa-
gen die optimale, ist. Diese optimale Steuerung zeigt dem Anwender Handlungsweisen
auf, wie auf den Zustand des steuerbaren Objektes eingewirkt werden muss, damit sich
dieser entsprechend der Zielvorstellungen auf die beste Art und Weise verha¨lt.
Als ein wesentliches Anwendungsgebiet der Theorie der Optimalen Steuerung gilt die
Raumfahrt. So formulierte der Raketenpionier R. H. Goddard die Aufgabe, dass eine
Ho¨henrakete mit einer vorgegebenen Treibstoffmenge eine mo¨glichst große Ho¨he errei-
chen soll, als ein Steuerungsproblem. Weitere Einsatzmo¨glichkeiten fu¨r die Optimierung
ergeben sich, wenn gegensa¨tzliche Ziele gleichzeitig beachtet werden mu¨ssen. Gewicht
und Sicherheit sind Beispiele dafu¨r aus der Raketenentwicklung. Einerseits sollte das
Gesamtgewicht so gering wie mo¨glich sein, um weniger Treibstoff zu verbrauchen. Ande-
rerseits ist die Explosionsgefahr bei dickeren Wa¨nden der Brennstoffkammern geringer,
dabei aber das Gewicht der Rakete ho¨her. Die optimale Abstimmung dieser gegenla¨ufi-
gen Bestrebungen ist gesucht (vgl. Plail [27], S. 58 ff).
In die Entstehung dieser neuen mathematischen Disziplin flossen verschiedene fachspe-
zifische Quellen ein. An erster Stelle ist dabei die klassische Variationsrechnung zu
nennen. In den USA wurde nach dem Zweiten Weltkrieg die Research and New Deve-
lopment (RAND) Corporation ins Leben gerufen, fu¨r die auch M. R. Hestenes von 1948
bis 1952 Forschungsarbeit leistete. Die von RAND gestellte Aufgabe, optimale Flugbah-
nen zu berechnen, packte Hestenes mit Hilfe der Variationsrechnung an. In zwei RAND
Research Memoranda (RM) passte er die Variationsrechnung an die neue Aufgabe an
([27], S. 78). Mit RM-100 hat Hestenes etwas sehr Wichtiges fu¨r die Entwicklung der
Optimalen Steuerung geleistet. ”Mit der Formulierung [...] goß er die Aufgabe der optima-
len Steuerung in eine fu¨r die Anwendung und die Entwicklung der Theorie gut zu verwendende
allgemeine Form, die zum Standard wurde. Diese ha¨ufig Pontrjagin zugeschriebene Leistung
erbrachte Hestenes in dem außerhalb von RAND kaum verbreiteten Memorandum RM-100
knapp zehn Jahre vor den Arbeiten am Steklov-Institut in Moskau.“ ([27], S. 84.) Allerdings
lo¨ste Hestenes die Aufgaben nicht aus der Umgebung der Variationsrechnung heraus
([27], S. 188).
1
2 Einleitung
Die mathematische Theorie der Optimalen Steuerung entwickelte sich in den 1950er
Jahren rasch und lieferte bereits 1956 erste Vero¨ffentlichungen zum Maximumprinzip,
das zuna¨chst vom sowjetischen Mathematiker L. S. Pontrjagin als Hypothese ausgespro-
chen wurde. 1962 erschien im russischen Original eine zusammenfassende Darstellung
der erzielten Ergebnisse von Pontrjagin, Boltjanskij, Gamkrelidze und Miscˇenko, deren
U¨bersetzung ins Englische und Deutsche, [28], zeitnah folgte.
Die heutige Standardformulierung von Aufgaben der Optimalen Steuerung nach Heste-
nes ist eng mit den Problemen in der klassischen Variationsrechnung verknu¨pft. Jedoch
werden in der klassischen Variationsrechnung eine ganze Reihe von Variationsproble-
men, die fu¨r die Technik wichtig sind, nicht gelo¨st. In technischen Problemen ko¨nnen
die Steuerungsparameter, mit denen die Aufgabe beeinflußt werden kann, nicht belie-
bige Werte annehmen, sondern unterliegen gewissen Beschra¨nkungen. Die Menge der
Steuerungsparameter, die alle vorgegebenen Einschra¨nkungen erfu¨llen, nennen wir den
Steuerbereich. Besonders wichtig fu¨r die Praxis ist der Fall, in dem die Beschra¨nkungen
einen abgeschlossenen und beschra¨nkten Steuerbereich definieren. D. h., dass die Steue-
rungsparameter gewisse Grenzlagen annehmen ko¨nnen. Dieser Umstand hebt Probleme
der Theorie der Optimalen Steuerung aus dem Kontext der klassischen Variationsrech-
nung heraus.
In der Monographie [28]
”
Mathematische Theorie optimaler Prozesse“ von Pontrjagin
et al. wurde das Maximumprinzip in einem allgemeinen Fall bewiesen. Bemerkenswert
an den dargelegten Resultaten ist die Tatsache, dass mit Hilfe der angegebenen not-
wendigen Bedingungen die Aufgabe auf starke lokale Minimalstellen untersucht wird.
Der Terminus
”
lokal“ bezieht sich auf den Zustand des steuerbaren Objektes. Wird
von einem lokal optimalen Zustand geringfu¨gig abgewichen, wird die Bewa¨ltigung der
vorliegenden Problemstellung nicht verbessert. Der Begriff der
”
starken Optimalita¨t“
bedeutet, dass bei der Auswahl
”
bester“ Lo¨sungen, den zum Vergleich herangezogenen
Steuerungen, neben den modellbedingten Grenzen und der gewa¨hlten Klasse zula¨ssi-
ger Steuerungen, keine zusa¨tzlichen Einschra¨nkungen auferlegt werden. Dabei gilt aus
theoretischer Sicht, dass wir zu einem allgemeineren Optimalita¨tsbegriff gelangen, wenn
wir die Aufgabe weniger restringieren. Aus diesem Grund verdienen die Resultate von
Pontrjagin et al. eine besondere Wu¨rdigung: In der Theorie der Optimalen Steuerung
wird ein Maximumprinzip Pontrjaginsches Maximumprinzip genannt, wenn die ange-
gebenen notwendigen Bedingungen starke lokale Minimalstellen charakterisieren.
In den folgenden Jahren wurde die in [28] gelo¨ste Grundaufgabe weiter verallgemeinert.
Insbesondere wurden Probleme mit Zustandsbeschra¨nkungen betrachtet und das Pon-
trjaginsche Maximumprinzip bewiesen (vgl. z. B. Dubovickij & Miljutin [15], Ioffe &
Tichomirov [25] oder den U¨berblicksartikel von Hartl et al. [20]). Derartige Nebenbe-
dingungen treten z. B. im Straßenverkehr auf. Wollen wir zeitoptimal, d. h. so schnell
wie mo¨glich, mit dem Auto von A nach B fahren, mu¨ssen wir die zula¨ssige Ho¨chstge-
schwindigkeit beachten. Gerade das Beispiel des Autofahrens macht deutlich, dass neben
kontinuierlichen Steuerungen, hier
”
beschleunigen“ und
”
bremsen“, diskrete Steuerpa-
rameter, d. h. der Wechsel des Ganges wa¨hrend der Autofahrt, in Steuerungsproblemen
auftauchen ko¨nnen. Treten in einem Problem der Optimalen Steuerung sowohl kon-
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tinuierliche als auch diskrete Steuerungen auf, so sprechen wir von einem hybriden
Steuerungsproblem1.
Wir betrachten in dieser Arbeit Steuerungsprobleme mit Zustandsbeschra¨nkungen, in
denen zu jedem Zeitpunkt aus einer endlichen Anzahl von gegebenen Strategien eine
eindeutig ausgewa¨hlt werden darf. Am Beispiel des Autofahrens ist mit der Auswahl ei-
ner
”
Strategie“ der Wechsel in den gewu¨nschten Gang gemeint. Dabei ist zu beachten,
dass wir beim Schalten in einen anderen Gang (
”
Wechsel der Dynamik“) gleichzeitig
auch die Kostenfunktion a¨ndern. Diese ko¨nnte hier den Benzinverbrauch pro Zeit oder
die dadurch entstehenden Kosten pro Zeit angeben. I. a. kann damit ebenso ein Wechsel
in einen anderen Steuerbereich verbunden sein. Zur Unterscheidung der verschiedenen
Strategien indizieren wir die Dynamiken, Kostenfunktionen und Steuerbereiche, wobei
der Index einer gegebenen endlichen Menge angeho¨rt. Wir verwenden die Indexmenge
{1, ..., k}. Den Wechseln zwischen verschiedenen Strategien auf dem betrachteten Zeit-
intervall liegt eine Schaltstrategie (
”
switching strategy“) zugrunde, die aus der Angabe
einer Anzahl von Wechselzeitpunkten und der Angabe von Zahlen aus der Indexmen-
ge {1, ..., k} besteht. Diese Zahlen der Indexmenge geben an, welche Strategie zu den
Wechselzeitpunkten ausgewa¨hlt wird.
Sussmann [33], Garavello & Piccoli [19], Clarke & Vinter [12] und Dmitruk & Kaga-
novich [14] untersuchen Aufgaben, in denen die Wechselzeitpunkte zu Unstetigkeiten
der Zustandstrajektorie fu¨hren ko¨nnen. Zur Analyse dieser Pha¨nomene vergleichen sie
Trajektorien mit Schaltstrategien, die die gleiche Anzahl von Wechselzeitpunkten und
die gleiche Abfolge von Zahlen aus der Indexmenge besitzen, aber dabei verschiedene
”
locations“ dieser Zeitpunkte zugelassen sind2.
Wir schra¨nken unsere Betrachtungen wie Shaikh [31], Shaikh & Caines [32] auf Auf-
gaben mit stetigen Zusta¨nden ein, die zusa¨tzlich in unseren Problemstellungen Zu-
standsbeschra¨nkungen genu¨gen mu¨ssen. Im Gegensatz zu den oben zitierten Arbeiten
zu hybriden Aufgaben geben wir ferner einen Vorschlag, wie die hybride Struktur als
Steuervariable aufgefasst werden kann und wa¨hlen anschließend eine Modellierung, die
formal wieder zu einem
”
u¨blichen“ Steuerungsproblem fu¨hrt. Damit ko¨nnen wir fu¨r die
betrachteten hybriden Steuerungsprobleme mit stetigen Zusta¨nden den Begriff der star-
ken Optimalita¨t einfu¨hren. Nachdem wir ein hybrides Steuerungsproblem definiert ha-
ben, untersuchen wir dieses auf lokale Optimalstellen bzgl. aller zula¨ssigen Steuerungen
und aller zula¨ssigen Schaltstrategien. D. h., dass wir den Steuerungen keine zusa¨tzlichen
Einschra¨nkungen auferlegen und wir die notwendige Bedingungen in einem Pontrjagin-
schen Maximumprinzip zusammenfassen du¨rfen.
In der Arbeit
”
A nonsmooth hybrid maximum principle“ von Sussmann [33], werden
sogenannte
”
switching costs“ nicht ausgeschlossen3. Diese Wechselkosten entstehen bei-
1
”In a broad sense, hybrid control system are control systems involving both continuous and discrete
variables.“ (Dmitruk & Kaganovich [14], S. 1.)
2
”The maximum principle gives necessary conditions for [...] a solution [...]. The result only depends
on comparing trajectories with the same switching strategy [...]“ (Sussmann [33], S. 330.)
3Vgl. [33], S. 329 f.
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spielsweise, wenn eine Investitions- oder Finanzierungsstrategie gea¨ndert wird und ein-
malige Kosten bei der Anschubfinanzierung anfallen. Derartige Kosten wu¨rden wir bei
einer Unternehmung allerdings nur in Kauf nehmen, wenn wir davon u¨berzeugt sind,
dass sich diese zuku¨nftig amortisieren. Jedoch wird die neue Strategie diese zusa¨tz-
lich anstehenden Kosten erst im weiteren zeitlichen Verlauf (und i. a. in einem nicht-
infinitesimalen Zeitrahmen) wieder einbringen. Aus diesem Grund ist in Aufgaben mit
Wechselkosten der Begriff der lokalen Optimalita¨t unzureichend.
Wir fassen zusammen: In der vorliegenden Arbeit beweisen wir notwendige Bedingun-
gen fu¨r Aufgaben der Optimalen Steuerung mit stetigen Zustandstrajektorien, die sich
durch endlich viele verschiedene Dynamiken mit den dazu geho¨renden Integranden und
Steuerbereichen sowie durch Phasenbeschra¨nkungen auszeichnen. Neu an unserer Dar-
stellung ist die Modellierung der Schaltstrategien mit Hilfe von Zerlegungen des be-
trachteten Zeitintervalls. Auf diese Weise ist es mo¨glich – und das mo¨chten wir beson-
ders hervorheben – beim Vergleich zula¨ssiger Trajektorien auf die Einschra¨nkung auf
die gleiche Schaltstrategie, d. h. auf die gleiche Anzahl von Wechselzeitpunkten und zu
diesen Zeitpunkten das Wechseln in die gleichen Strategien, zu verzichten. So ist es
uns mo¨glich im Begriff der starken Optimalita¨t die Schaltstruktur als Steuervariable zu
beru¨cksichtigen.
In unsere Betrachtungen beziehen wir Wechselkosten und zeitverzo¨gerte Abla¨ufe, wie
sie bei chemischen Reaktionsprozessen vorkommen ko¨nnen, nicht ein. Auch der Frage
nach der Existenz von Lo¨sungen gehen wir im Rahmen dieser Arbeit nicht nach.
Bei der allgemeinen Beweismethode des Pontrjaginschen Maximumprinzips fu¨r hybride
Aufgaben mit Zustandsbeschra¨nkungen orientieren wir uns an Ioffe & Tichomirov [25]
und zeigen, dass diese auf die Aufgaben, die in dieser Arbeit betrachtet werden, ange-
wendet werden kann.
Die vorliegende Arbeit ist folgendermaßen gegliedert:
• Wir pra¨sentieren im Kapitel 1 eine vergleichsweise sehr einfache Beweismethode
fu¨r spezielle Aufgabenklassen, definieren im Abschnitt 1.2 ein
”
elementares“ hybri-
des Steuerungsproblem und beweisen fu¨r dieses das Pontrjaginsche Maximumprin-
zip. In dieser Definition einer hybriden Aufgabe sind bereits die grundlegenden
Ideen enthalten, die wir auch in allgemeineren Problemstellungen verwenden. Ab-
schließend verknu¨pfen wir in Kapitel 1 zwei klassische Investionsmodelle zu einem
hybriden Steuerungsproblem und wenden darauf das Pontrjaginsche Maximum-
prinzip aus Abschnitt 1.2.2 an.
• In Kapitel 2 betrachten wir die Grundaufgabe in Pontrjagin et al. [28] und unter-
suchen diese mit der Methodik fu¨r
”
lokalkonvexe Aufgaben“ nach Ioffe & Tichomi-
rov [25], S. 200 ff. Die Betrachtung dieser Grundaufgabe haben wir in diese Arbeit
aufgenommen, da wir beim Beweis der anspruchsvolleren hybriden Aufgabe mit
Zustandsbeschra¨nkungen auf die gleiche Art und Weise vorgehen. Ferner bietet
es sich in Vorbereitung auf allgemeinere Aufgaben an, technische Details wie den
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verallgemeinerten Satz von Ljusternik ausfu¨hrlich zu diskutieren und in diesem
u¨berschaubareren Rahmen die verallgemeinerten Nadelvariationen einzufu¨hren.
• Anschließend untersuchen wir in Kapitel 3 das klassische Subdifferential der Funk-
tion
f : C([a, b],R)→ R, f(x(·)) = max
t∈[a,b]
ϕ
(
t, x(t)
)
,
und bestimmen dieses nach Ioffe & Tichomirov [25]. Hinzu fu¨gen wir Resultate
von Clarke [11], welche zeigen, dass das Clarke’sche Subdifferential dieser Funktion
mit dem aus [25] u¨bereinstimmt.
• In Kapitel 4 formulieren und beweisen wir das Pontrjaginsche Maximumprinzip
fu¨r hybride Aufgaben mit Zustandsbeschra¨nkungen und mit festem Anfangs- und
Endzeitpunkt. Dieser Satz ist das Hauptresultat dieser Arbeit. Aus diesem Satz
folgt unmittelbar fu¨r eine hybride Variante der Grundaufgabe in Kapitel 2 das
Pontrjaginsche Maximumprinzip, welches wir in dieser Arbeit noch anwenden
werden. Abschließend zeigen wir in diesem Kapitel, dass wir hybride Aufgaben mit
freiem Anfangs- und Endzeitpunkt mit dem bekannten Verfahren der Substitution
der Zeit in Aufgaben mit fester Zeit u¨berfu¨hren ko¨nnen, und formulieren auch fu¨r
diese Aufgaben das Pontrjaginsche Maximumprinzip.
• Zum Abschluss betrachten wir in Kapitel 5 ein Modell privater Altersvorsorge und
untersuchen dieses auf Vorsorgestrategien und auf den Wechsel vom Arbeitsleben
in den Ruhestand4.
Im Anhang sind von uns verwendete bekannte mathematische Sa¨tze zitiert und erga¨n-
zende Betrachtungen beigefu¨gt. So haben wir im Anhang A Untersuchungen zu Diffe-
rentialgleichungssystemen mit stu¨ckweise stetigen rechten Seiten, wie sie im Kapitel 1
vorkommen, eingefu¨gt, und gezeigt, dass wir diese Differentialgleichungssysteme stu¨ck-
weise wie gewo¨hnliche behandeln du¨rfen. Ferner sind im Anhang B.2 fu¨r die Arbeit
wichtige Details zur Integration bzgl. Borelscher Maße, z. B. eine Regel der partiellen
Integration, die wir im Beweisschluss der Maximumprinzipien in den Abschnitten 2.6
und 4.5 verwenden, zu finden.
In dieser Arbeit bezeichnen wir das
”
Pontrjaginsche Maximumprinzip“ manchmal kurz
mit
”
Maximumprinzip“ und verwenden nebenher auch die Abku¨rzung PMP.
4Dabei folgen wir einem Vorschlag von G. Feichtinger Mehrstufenmodelle als hybride Probleme
aufzufassen, und das Pontrjaginsche Maximumprinzip anzuwenden.

Kapitel 1
Eine elementare Beweismethode
In diesem Kapitel stellen wir eine Beweismethode fu¨r das Pontrjaginsche Maximum-
prinzip vor. Diese Beweisidee, die wir ebenso wie den Beweis von Satz 1.2 aus Ioffe &
Tichomirov [25], S. 131 ff, entnommen haben, findet man bereits bei Weierstraß.
In Abschnitt 1.2 zeigen wir, dass man diese Beweisidee auch auf spezielle hybride Auf-
gaben anwenden kann.
Zur Anwendung der bewiesenen notwendigen Bedingungen, Satz 1.2 und Satz 1.4, be-
trachten wir in Abschnitt 1.1.4 zwei o¨konomische Investitionsmodelle (vgl. Seierstad &
Sydsæter [30]), verknu¨pfen in Abschnitt 1.2.4 diese Modelle zu einem hybriden Problem
und werten dieses anschließend aus.
Neu an dieser Darstellung einer hybriden Aufgabe ist, dass wir keine Vorgaben u¨ber die
Schaltstrategie machen, sondern die Aufgabe um eine zusa¨tzliche Variable erweitern,
na¨mlich um die k-fachen stu¨ckweisen Zerlegungen des betrachteten Zeitintervalls.
Vorschla¨ge fu¨r eine
”
beste“ aktive Strategie und fu¨r Wechselzeitpunkte ergeben sich aus
den angegebenen notwendigen Bedingungen im Pontrjaginschen Maximumprinzip.
Wir mo¨chten ausdru¨cklich auf die im Anhang definierten Differentialgleichungen mit
stu¨ckweise stetigen rechten Seiten hinweisen, da die Zustandsgleichungen in den folgen-
den Abschnitten von dieser Bauart sind. In Satz A.7 wird gezeigt, dass diese Differen-
tialgleichungen eine eindeutige stetige Lo¨sung besitzen. Wegen dem nahen Bezug zu
gewo¨hnlichen Differentialgleichungen verwenden wir fu¨r diese Gleichungen die gleichen
Notationen, den gleichen Sprachgebrauch und untersuchen sie ebenso ausschließlich auf
stetige Lo¨sungen.
Wir geben an dieser Stelle einige Hinweise zu Bezeichnungen und Schreibweisen, die in
der gesamten Arbeit vorkommen:
Im Folgenden nennen wir fu¨r reelle Zahlen a < b die Mengen
(a, b) := {x ∈ R | a < x < b} bzw. [a, b] := {x ∈ R | a ≤ x ≤ b}
ein offenes bzw. abgeschlossenes Intervall. Daneben verwenden wir noch die links- und
rechtsseitig halboffenen Intervalle
(a, b] := {x ∈ R | a < x ≤ b} bzw. [a, b) := {x ∈ R | a ≤ x < b}.
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In Aufgaben der Optimalen Steuerung ist es von Vorteil, bei der Bezeichnung zwischen
einer Variablen (z. B.) x, dem Wert x(t) einer Vektorfunktion x : [t0, t1]→ Rn in einem
(Zeit-)Punkt t ∈ [t0, t1] und der Vektorfunktion x(·) selbst zu unterscheiden. Ist der
Kontext unmissversta¨ndlich, so schreiben wir fu¨r eine Funktion nur kurz (z. B.) f . Oft
ist mit der Angabe einer (Vektor-)Funktion die Zugeho¨rigkeit zu einem Funktionenraum
verbunden. Wir verwenden in dieser Arbeit die Ra¨ume:
— PC
(
[t0, t1], U
)
– Raum der stu¨ckweise stetigen Vektorfunktionen auf [t0, t1] mit
Werten in der Menge U ⊆ Rm, die nur endlich viele Sprungstellen im Inneren des
betrachteten Zeitintervalls besitzen und rechtsseitig stetig sind;
— PC1
(
[t0, t1], U
)
– Raum der auf [t0, t1] stetigen und stu¨ckweise stetig differenzier-
baren Vektorfunktionen mit Werten in der Menge U ⊆ Rm, deren Ableitungen
in ho¨chstens endlich vielen Punkten Sprungstellen besitzen und rechtsseitig stetig
sind;
— C
(
[t0, t1],Rn
)
– Raum der stetigen Vektorfunktionen auf [t0, t1];
— L∞
(
[t0, t1], U
)
– Raum der auf [t0, t1] meßbaren und essentiell beschra¨nkten Vek-
torfunktionen mit Werten in der Menge U ⊆ Rm.
1.1 Das PMP in einem
”
einfachen“ Fall
1.1.1 Formulierung der Aufgabe
Wir betrachten die Aufgabe
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt→ inf, (1.1)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, x(t0) = x0, (1.2)
u(t) ∈ U ⊆ Rm, U 6= ∅, (1.3)
auf dem vorgegebenen Intervall [t0, t1] und mit festem Punkt x0 ∈ Rn.
Wir nennen ein Paar
(
x(·), u(·)) ∈ PC1([t0, t1],Rn) × PC([t0, t1], U) einen Steuerpro-
zess. Ein Steuerprozess heißt zula¨ssig in der Aufgabe (1.1)–(1.3), wenn x(·) auf dem
Intervall [t0, t1] der Gleichung
x˙(t) = ϕ
(
t, x(t), u(t)
)
zur Anfangsbedingung
x(t0) = x0
genu¨gt. Einen zula¨ssigen Steuerprozess
(
x∗(·), u∗(·)
)
nennen wir ein starkes lokales Mi-
nimum der Aufgabe (1.1)–(1.3), wenn eine Zahl ε > 0 derart existiert, dass fu¨r jeden
anderen zula¨ssigen Steuerprozess
(
x(·), u(·)) mit der Eigenschaft
‖x(·)− x∗(·)‖∞ < ε
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die Ungleichung
J
(
x(·), u(·)) ≥ J(x∗(·), u∗(·))
erfu¨llt ist.
In der Aufgabe (1.1)–(1.3) nehmen wir fu¨r die Funktion f : R×Rn ×Rm → R und die
Abbildung ϕ : R× Rn × Rm → Rn an:
• Stetigkeit in der Gesamtheit der Variablen,
• stetige Differenzierbarkeit bzgl. x,
• Stetigkeit der Abbildungen fx(t, x, u), ϕx(t, x, u) in der Gesamtheit der Variablen.
Aufgrund der Annahmen u¨ber die Abbildungen f und ϕ sind fu¨r einen Steuerprozess(
x(·), u(·)) ∈ PC1([t0, t1],Rn)× PC([t0, t1], U) die folgenden Bedingungen erfu¨llt:
• Die Abbildungen t→ f(t, x(t), u(t)) und t→ ϕ(t, x(t), u(t)) sind integrierbar.
• Es existieren eine Zahl ε > 0 und eine auf [t0, t1] integrierbare reellwertige Funk-
tion % derart, dass fu¨r fast alle t ∈ [t0, t1]
‖fx
(
t, x(t) + ξ, u(t)
)‖Rn ≤ %(t), ‖ϕx(t, x(t) + ξ, u(t))‖Rn×n ≤ %(t)
ausfallen, sobald ‖ξ‖Rn < ε ist.
Die zweite Eigenschaft verwenden wir im Beweis des Pontrjaginschen Maximumprinzips.
Diese sichert na¨mlich, dass wir nach Satz B.17 u¨ber die
”
Differentation unter dem
Integral“ in
lim
λ→0+0
∫ b
a
ϕ
(
s, x(s) + λξ(s), u(s)
)− ϕ(s, x(s), u(s))
λ
ds
und
lim
λ→0+0
∫ b
a
f
(
s, x(s) + λξ(s), u(s)
)− f(s, x(s), u(s))
λ
ds
Grenzwert und Integral vertauschen du¨rfen.
Bemerkung 1.1 Beispielsweise ist der Integrand f(t, x, u) =
√
x nicht stetig differen-
zierbar bzgl. x auf Rn und widerspricht den bisher getroffenen Annahmen.
Wir definieren die Erreichbarkeitsmenge E ⊆ Rn. Diese besteht aus allen Punkten
ξ ∈ Rn, zu denen es ein s ∈ [t0, t1] und eine zula¨ssige Steuerung u(·) derart gibt, dass
fu¨r die Lo¨sung x(·) der Gleichung (1.2),
x˙(t) = ϕ
(
t, x(t), u(t)
)
, x(t0) = x0,
zum Zeitpunkt s gerade ξ = x(s) gilt.
Es seien T ⊆ R, E ⊆ Rn, U ⊆ Rm offene Mengen mit [t0, t1] ⊆ T , E ⊆ E und U ⊆ U .
Dann sollen alle oben genannten Eigenschaften u¨ber Stetigkeit und Differenzierbarkeit
fu¨r f und ϕ bzw. fx und ϕx auf T × E × U gelten.
In der gesamten vorliegenden Arbeit verbleiben wir bei der Formulierung der Eigen-
schaften auf R×Rn×Rm, gehen aber davon aus, dass diese Bemerkung gegebenenfalls
beru¨cksichtigt wird.
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1.1.2 Das Pontrjaginsche Maximumprinzip
Satz 1.2 (Das Pontrjaginsche Maximumprinzip) ([25], S. 131.) Ist
(
x∗(·), u∗(·)
)
ein starkes lokales Minimum der Aufgabe (1.1)–(1.3), dann existiert eine Zahl λ0 ≥ 0
und eine Vektorfunktion p(·), p : [t0, t1]→ Rn, die nicht beide gleichzeitig verschwinden,
derart, dass
a) die Vektorfunktion p(·) der adjungierten Gleichung
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + λ0fx
(
t, x∗(t), u∗(t)
)
(1.4)
genu¨gt und die Randbedingung
p(t1) = 0 (1.5)
erfu¨llt;
b) fu¨r die Pontrjaginsche Funktion
H(t, x, u, p, λ0) := 〈p, ϕ(t, x, u)〉Rn − λ0f(t, x, u) (1.6)
die Beziehung
H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
u∈U
H
(
t, x∗(t), u, p(t), λ0
)
(1.7)
fu¨r fast alle t ∈ [t0, t1] gilt.
Zusatz: O. B. d. A. du¨rfen wir λ0 = 1 wa¨hlen.
1.1.3 Der Beweis des Maximumprinzips
Dieser Beweis ist aus Ioffe & Tichomirov [25], S. 131 ff, entnommen.
Beweis des Zusatzes: Angenommen, es ist λ0 = 0. Dann ist p(·) Lo¨sung der Gleichung
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t)
zur Randbedingung
p(t1) = 0.
Das heißt, auch p(·) wu¨rde identisch verschwinden.
Darum ist der Fall λ0 = 0 ausgeschlossen.
Es sei τ ∈ (t0, t1) ein Stetigkeitspunkt der Steuerung u∗(·). Dann ist u∗(·) auch in einer
gewissen hinreichend kleinen Umgebung von τ stetig und wir wa¨hlen ein festes λ positiv
und hinreichend klein, so dass sich τ − λ in dieser Umgebung befindet. Weiter sei nun
v ein beliebiger Punkt aus U . Wir setzen
u(t; v, τ, λ) = uλ(t) =
{
u∗(t) fu¨r t 6∈ [τ − λ, τ),
v fu¨r t ∈ [τ − λ, τ),
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und es bezeichne xλ(·) die eindeutige Lo¨sung der Gleichung
x˙(t) = ϕ
(
t, x(t), uλ(t)
)
, x(t0) = x0.
Dann gilt offenbar xλ(t) = x∗(t) fu¨r t0 ≤ t ≤ τ − λ.
Fu¨r t ≥ τ untersuchen wir im Weiteren den Grenzwert
y(t) = lim
λ→0+0
xλ(t)− x∗(t)
λ
,
und werden zeigen, dass dieser existiert, die Funktion y(·) der Integralgleichung
y(t) = y(τ) +
∫ t
τ
ϕx
(
s, x∗(s), u∗(s)
)
y(s) ds (1.8)
zur Anfangsbedingung
y(τ) = ϕ
(
τ, x∗(τ), v
)− ϕ(τ, x∗(τ), u∗(τ)) (1.9)
genu¨gt und die Beziehung
〈p(τ), y(τ)〉Rn = −
∫ t1
τ
〈
fx
(
t, x∗(t), u∗(t)
)
, y(t)
〉
Rndt (1.10)
erfu¨llt ist.
I Gleichung (1.9): Nach Voraussetzung ist die Steuerung u∗(·) in einer gewissen hinrei-
chend kleinen Umgebung des Punktes τ stetig. Dann ist auch x˙∗(·) in dieser Umgebung
stetig und fu¨r hinreichend kleine positive λ gelten
x∗(τ) = x∗(τ − λ) + λx˙∗(τ − λ) + o(λ)
= x∗(τ − λ) + λϕ
(
τ − λ, x∗(τ − λ), u∗(τ − λ)
)
+ o(λ)
bzw.
xλ(τ) = x∗(τ − λ) + λϕ
(
τ − λ, x∗(τ − λ), v
)
+ o(λ).
Hieraus folgt
xλ(τ)− x∗(τ)
λ
= ϕ
(
τ − λ, x∗(τ − λ), v
)− ϕ(τ − λ, x∗(τ − λ), u∗(τ − λ))+ o(λ)
λ
.
D. h., dass der Grenzwert
y(τ) = lim
λ→0+0
xλ(τ)− x∗(τ)
λ
existiert und gleich (1.9) ist.
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I Gleichung (1.8): Auf dem Intervall [τ, t1] genu¨gen sowohl x∗(·) als auch xλ(·) der
Gleichung
x˙(t) = ϕ
(
t, x(t), u∗(t)
)
.
Aus dem Satz u¨ber die Stetigkeit und Differenzierbarkeit der Lo¨sung eines Differenti-
algleichungssystems in Abha¨ngigkeit von den Anfangsdaten folgt, dass fu¨r hinreichend
kleine positive λ die Vektorfunktionen xλ(·) auf [τ, t1] definiert sind, fu¨r λ → 0 + 0
gleichma¨ßig gegen x∗(·) konvergieren und dass der Grenzwert
y(t) = lim
λ→0+0
xλ(t)− x∗(t)
λ
fu¨r jedes t ∈ [τ, t1] existiert. Fu¨r t > τ gilt
xλ(t) = xλ(τ) +
∫ t
τ
ϕ
(
s, xλ(s), u∗(s)
)
ds, x∗(t) = x∗(τ) +
∫ t
τ
ϕ
(
s, x∗(s), u∗(s)
)
ds,
woraus sich die folgende Beziehung ergibt:
xλ(t)− x∗(t)
λ
=
xλ(τ)− x∗(τ)
λ
+
∫ t
τ
ϕ
(
s, xλ(s), u∗(s)
)− ϕ(s, x∗(s), u∗(s))
λ
ds.
Hierin fu¨hren wir den Grenzu¨bergang λ→ 0 + 0 durch und erhalten
lim
λ→0+0
xλ(t)− x∗(t)
λ
= y(t) und lim
λ→0+0
xλ(τ)− x∗(τ)
λ
= y(τ).
Aufgrund unserer Annahmen an die Abbildung ϕ du¨rfen wir den Grenzu¨bergang unter
dem Integralzeichen ausfu¨hren und erhalten fu¨r den Integranden
lim
λ→0+0
ϕ
(
s, xλ(s), u∗(s)
)− ϕ(s, x∗(s), u∗(s))
λ
= lim
λ→0+0
[
ϕx
(
s, x∗(s), u∗(s)
) · xλ(s)− x∗(s)
λ
+
o
(‖xλ(s)− x∗(s)‖)
λ
]
= ϕx
(
s, x∗(s), u∗(s)
)
y(s).
Dabei beru¨cksichtigen wir, dass
lim
λ→0+0
o
(‖xλ(s)− x∗(s)‖)
λ
= lim
λ→0+0
o
(‖xλ(s)− x∗(s)‖)
‖xλ(s)− x∗(s)‖ = 0
ist, da der Grenzwert
y(t) = lim
λ→0+0
xλ(t)− x∗(t)
λ
existiert. Damit ist die Beziehung (1.8) gezeigt.
1.1. DAS PMP IN EINEM
”
EINFACHEN“ FALL 13
I Gleichung (1.10): Es existiert eine Lo¨sung der Differentialgleichung (1.5) zur Rand-
bedingung (1.6). Mit der Beziehung (1.8) erhalten wir fu¨r t ≥ τ
d
dt
〈p(t), y(t)〉Rn = 〈p˙(t), y(t)〉Rn + 〈p(t), y˙(t)〉Rn
= −〈ϕTx
(
t, x∗(t), u∗(t)
)
p(t), y(t)〉Rn + 〈fx
(
t, x∗(t), u∗(t)
)
, y(t)〉Rn
+〈p(t), ϕx
(
t, x∗(t), u∗(t)
)
y(t)〉Rn
=
〈
fx
(
t, x∗(t), u∗(t)
)
, y(t)
〉
Rn .
Daher gilt, da p(t1) = 0 ist,
〈p(t), y(t)〉Rn = −
∫ t1
t
〈
fx
(
s, x∗(s), u∗(s)
)
, y(s)
〉
Rnds.
Fu¨r t = τ folgt daraus insbesondere (1.10).
I Beweisschluss: Da
(
x∗(·), u∗(·)
)
ein starkes lokales Minimum ist, ist fu¨r alle hinrei-
chend kleine und positive λ
J
(
xλ(·), uλ(·)
)− J(x∗(·), u∗(·))
λ
≥ 0,
d. h.
lim
λ→0+0
J
(
xλ(·), uλ(·)
)− J(x∗(·), u∗(·))
λ
≥ 0.
Es gilt:
J
(
xλ(·), uλ(·)
)− J(x∗(·), u∗(·))
λ
=
1
λ
∫ τ−λ
t0
[
f
(
t, xλ(t), uλ(t)
)− f(t, x∗(t), u∗(t))] dt
+
1
λ
∫ τ
τ−λ
[
f
(
t, xλ(t), uλ(t)
)− f(t, x∗(t), u∗(t))] dt
+
1
λ
∫ t1
τ
[
f
(
t, xλ(t), uλ(t)
)− f(t, x∗(t), u∗(t))] dt.
Beim Grenzu¨bergang λ→ 0 + 0 erhalten wir fu¨r die einzelnen Summanden:
Fu¨r t ∈ [t0, τ − λ] sind uλ(t) = u∗(t) und xλ(t) = x∗(t). Daher gilt fu¨r alle hinreichend
kleine positive λ ∫ τ−λ
t0
[
f
(
t, xλ(t), uλ(t)
)− f(t, x∗(t), u∗(t))] dt = 0
und somit
lim
λ→0+0
1
λ
∫ τ−λ
t0
[
f
(
t, xλ(t), uλ(t)
)− f(t, x∗(t), u∗(t))] dt = 0.
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Da f stetig in allen Variablen und u∗(·) stetig auf [τ − λ, τ ] ist, existiert nach dem
Mittelwertsatz der Integralrechnung ein ξ ∈ (τ − λ, τ) mit
1
λ
∫ τ
τ−λ
[
f
(
t, xλ(t), v
)− f(t, x∗(t), u∗(t))] dt = f(ξ, xλ(ξ), v)− f(ξ, x∗(ξ), u∗(ξ)).
Ferner gilt lim
λ→0+0
xλ(τ) = x∗(τ), da der Grenzwert y(τ) existiert. Daraus folgt
lim
λ→0+0
1
λ
∫ τ
τ−λ
[
f
(
t, xλ(t), uλ(t)
)− f(t, x∗(t), u∗(t))] dt
= f
(
τ, x∗(τ), v
)− f(τ, x∗(τ), u∗(τ)).
Fu¨r t ≥ τ ist uλ(t) = u∗(t). Ferner besitzt die Funktion f eine stetige Ableitung nach
x und es ist
f
(
t, xλ(t), u∗(t)
)− f(t, x∗(t), u∗(t))
=
〈
fx
(
t, x∗(t), u∗(t)
)
, xλ(t)− x∗(t)
〉
Rn + o
(‖xλ(s)− x∗(s)‖).
Wir nutzen wieder
lim
λ→0+0
o
(‖xλ(s)− x∗(s)‖)
λ
= lim
λ→0+0
o
(‖xλ(s)− x∗(s)‖)
‖xλ(s)− x∗(s)‖ = 0
aus und erhalten
lim
λ→0+0
∫ t1
τ
f
(
t, xλ(t), u∗(t)
)− f(t, x∗(t), u∗(t))
λ
dt =
∫ t1
τ
〈
fx
(
t, x∗(t), u∗(t)
)
, y(t)
〉
Rndt.
Zusammenfassend haben wir
0 ≤ lim
λ→0+0
J
(
xλ(·), uλ(·)
)− J(x∗(·), u∗(·))
λ
= f
(
τ, x∗(τ), v
)− f(τ, x∗(τ), u∗(τ))+ ∫ t1
τ
〈
fx
(
t, x∗(t), u∗(t)
)
, y(t)
〉
Rndt
gezeigt.
Bei Anwendung von Gleichung (1.10) ergibt sich hieraus die Ungleichung〈
p(τ), ϕ
(
τ, x∗(τ), u∗(τ)
)〉
Rn − f
(
τ, x∗(τ), u∗(τ)
)
≥ 〈p(τ), ϕ(τ, x∗(τ), v)〉Rn − f(τ, x∗(τ), v).
Daraus folgt aus der Definition (1.6) der Funktion H mit λ0 = 1
H
(
τ, x∗(τ), u∗(τ), p(τ), λ0
) ≥ H(τ, x∗(τ), v, p(τ), λ0).
Nun ist τ ein beliebiger Stetigkeitspunkt der Steuerung u∗(·) und v ein beliebiger Punkt
der Menge U . Demzufolge ist die Beziehung (1.7) in allen Stetigkeitspunkten der Steue-
rung u∗(·) wahr und damit ist das Maximumprinzip bewiesen.
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1.1.4 Consumption vs. Investment
Beispiel 1: Ein lineares Investitionsmodell1
Wir wollen nun auf das Modell
J
(
x(·), u(·)) = ∫ T
0
(
1− u(t)) · x(t) dt→ sup, (1.11)
x˙(t) = u(t) · x(t), x(0) = x0 > 0, (1.12)
u(t) ∈ [0, 1], T > 1 fest, (1.13)
Satz 1.2 anwenden. Dazu multiplizieren wir den Integranden in (1.11) mit −1, um zu
einem Minimierungsproblem u¨berzugehen, und erhalten
f
(
t, x(t), u(t)
)
= −(1− u(t)) · x(t), ϕ(t, x(t), u(t)) = u(t) · x(t).
Die Menge der zula¨ssigen Steuerungen ist der Raum PC
(
[0, T ], [0, 1]
)
.
Dann nimmt nach (1.7) fu¨r u = u∗(t) die Pontrjaginsche Funktion (1.6) mit λ0 = 1,
H
(
t, x∗(t), u∗(t), p(t), 1
)
= max
u∈[0,1]
H
(
t, x∗(t), u, p(t), 1
)
= max
u∈[0,1]
[(
p(t)− 1)u+ 1] · x∗(t), (1.14)
fu¨r fast alle t ∈ [0, T ] ihr Maximum an, wobei p(·) Lo¨sung der Gleichung (1.4) zur
Transversalita¨tsbedingung (1.5), d. h.
p˙(t) = −u∗(t) · p(t)−
(
1− u∗(t)
)
= −1− u∗(t)
(
p(t)− 1), p(T ) = 0, (1.15)
ist. Aus (1.14) ko¨nnen wir
u∗(t) =
{
0 fu¨r p(t) < 1,
1 fu¨r p(t) > 1,
ablesen. Daraus folgt unmittelbar
p˙(t) =
{ −1 fu¨r p(t) < 1
−p(t) fu¨r p(t) > 1
}
= −max{1, p(t)}
und ferner ist offensichtlich p˙(t) < 0 fu¨r alle t ∈ (0, T ).
Zum Lo¨sen der Gleichung p(t) = 1 betrachten wir die Funktion g mit
g(t) = g(T ) +
∫ t
T
(−1) ds, g(T ) = 0.
Dann ist g(t) = T − t und es gibt genau eine Lo¨sung t′∗ ∈ (0, T ), genauer
t′∗ = T − 1, (1.16)
1Dieses Modell wurde aus Seierstad & Sydsæter [30], S. 82, Exercise 2.3.3, entnommen.
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der Gleichung g(t) = 1.
Da die adjungierte Funktion p(·) streng monoton fallend ist, folgt fu¨r diese
p˙(t) =
{ −p(t), t ∈ (0, T − 1),
−1, t ∈ (T − 1, T ), =⇒ p(t) =
{
eT−(1+t), t ∈ [0, T − 1),
T − t, t ∈ [T − 1, T ]. (1.17)
Mit der Steuerung
u∗(t) =
{
1 fu¨r t ∈ [0, T − 1),
0 fu¨r t ∈ [T − 1, T ], (1.18)
erhalten wir aus (1.12) fu¨r das Kapital
x˙∗(t) =
{
x∗(t), t ∈ (0, T − 1),
0, t ∈ (T − 1, T ), =⇒ x∗(t) =
{
x0 · et t ∈ [0, T − 1),
x0 · eT−1 t ∈ [T − 1, T ], (1.19)
und fu¨r den Wert des Zielfunktionals (1.11)
J
(
x∗(·), u∗(·)
)
=
∫ T
0
(
1− u∗(t)
) · x∗(t) dt = ∫ T
T−1
x0 · eT−1 dt = x0 · eT−1. (1.20)
Beispiel 2: Ein Investitionsmodell mit Cobb-Douglas-Produktionsfunktion2
Im Gegensatz zum vorherigen linearen Modell nehmen wir an, dass wir mit einer ein-
prozentigen Erho¨hung des Kapitals x eine konstante prozentuale Erho¨hung des Nutzens
y um α ∈ (0, 1) erreichen:
∆y
y
= α
∆x
x
bzw.
dy
y
= α
dx
x
=⇒ y = c · xα.
Nun schließen wir uns wieder der Idee des vorherigen Modells an, dass zu jedem Zeit-
punkt t ∈ [0, T ] ein Anteil u(t) des Nutzens investiert und der verbliebene Teil 1− u(t)
konsumiert wird. Damit erhalten wir folgende Aufgabe
J
(
x(·), u(·)) = ∫ T
0
(
1− u(t)) · xα(t) dt→ sup, (1.21)
x˙(t) = u(t) · xα(t), x(0) = x0 > 0, (1.22)
u(t) ∈ [0, 1], (1.23)
α ∈ (0, 1) konstant, T fest mit αT − x1−α0 > 0. (1.24)
O. B. d. A. haben wir hierin c = 1 angenommen, was nach einer geeigneten Transforma-
tion der Zeit erreicht werden kann.
Wir multiplizieren den Integranden in (1.21) mit −1 und erhalten
f
(
t, x(t), u(t)
)
= −(1− u(t)) · xα(t), ϕ(t, x(t), u(t)) = u(t) · xα(t).
2[30], S. 130, Exercise 2.7.1.
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Die Menge der zula¨ssigen Steuerungen ist wieder der Raum PC
(
[0, T ], [0, 1]
)
.
Dann nimmt nach (1.7) fu¨r u = u∗(t) die Pontrjaginsche Funktion (1.6) mit λ0 = 1,
H
(
t, x∗(t), u∗(t), p(t), 1
)
= max
u∈[0,1]
H
(
t, x∗(t), u, p(t), 1
)
= max
u∈[0,1]
[(
p(t)− 1)u+ 1] · xα∗ (t), (1.25)
fu¨r fast alle t ∈ [0, T ] ihr Maximum an, wobei p(·) Lo¨sung der Gleichung (1.4) zur
Bedingung (1.5), d.h.
p˙(t) = −αu∗(t) · xα−1∗ (t) · p(t)− α
(
1− u∗(t)
) · xα−1∗ (t)
= −αxα−1∗ (t)
[
1 + u∗(t)
(
p(t)− 1)] (1.26)
und p(T ) = 0, ist. Aus (1.25) ko¨nnen wir
u∗(t) =
{
0 fu¨r p(t) < 1,
1 fu¨r p(t) > 1,
ablesen. Daraus folgt
p˙(t) =
{ −αxα−1∗ (t) fu¨r p(t) < 1
−αxα−1∗ (t) · p(t) fu¨r p(t) > 1
}
= −αxα−1∗ (t) ·max{1, p(t)}
und ferner ist offensichtlich p˙(t) < 0 fu¨r alle t ∈ (0, T ).
Wir untersuchen die Gleichung p(t) = 1 auf [0, T ]. Da p(·) stetig und streng monoton
fallend ist, ist die Lo¨sung, falls sie existiert, eindeutig. Ferner gibt es wegen p(T ) = 0
und der strengen Monotonie eine Zahl t′′∗ ∈ [0, T ] mit
t′′∗ = inf{t ∈ [0, T ] | p(t) < 1}.
Fu¨r t > t′′∗ gilt u∗(t) = 0 und es ist x∗(t) auf [t
′′
∗, T ] konstant. Daher betrachten wir
zuna¨chst die Funktion g mit
g(t) = g(T ) +
∫ t
T
(−αKα−1) ds, g(T ) = 0, α ∈ (0, 1), K > 0 konstant.
Diese erhalten wir, wenn wir x∗(t) durch K = x∗(t′′∗) in p˙(t) = −αxα−1∗ (t) fu¨r t > t′′∗
ersetzen. Dann ist g(t) = αKα−1(T − t).
Nun bestimmen wir t′′∗. Fu¨r t < t
′′
∗ ist p(t) > 1 und damit u∗(t) = 1. Es sei h Lo¨sung
der Gleichung, vgl. (1.22) mit u(·) ≡ 1,
h˙(t) = hα(t), h(0) = x0 > 0, α ∈ (0, 1).
Dann folgt nach der Trennung der Vera¨nderlichen und anschließender Integration
h(t) =
[
(1− α)t+ x1−α0
] 1
1−α .
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Wir erhalten nun aus K = h(t′′∗) und g(t
′′
∗) = 1 fu¨r t
′′
∗ die Bestimmungsgleichung
1 = αhα−1(t′′∗)(T − t′′∗) = α ·
[
(1− α)t′′∗ + x1−α0
]α−1
1−α (T − t′′∗) =
α(T − t′′∗)
(1− α)t′′∗ + x1−α0
.
Aus dieser folgt
t′′∗ = αT − x1−α0 . (1.27)
Wegen der Annahme αT − x1−α0 > 0 in (1.24) ist t′′∗ > 0.
Fu¨r die Analyse der Aufgabe liefert dies die Steuerung
u∗(t) =
{
1 fu¨r t ∈ [0, t′′∗),
0 fu¨r t ∈ [t′′∗, T ]. (1.28)
Mit u∗(·) erhalten wir in (1.22) fu¨r die A¨nderung des Kapitalstocks
x˙∗(t) =
{
xα∗ (t) fu¨r t ∈ (0, t′′∗),
0 fu¨r t ∈ (t′′∗, T ),
und damit fu¨r das Kapital
x∗(t) =
{ [
(1− α)t+ x1−α0
] 1
1−α fu¨r t ∈ [0, t′′∗),[
α(1− α)T + αx1−α0
] 1
1−α fu¨r t ∈ [t′′∗, T ].
(1.29)
Ferner liefert dies in der adjungierten Gleichung
p˙(t) =
{ −αxα−1∗ (t) · p(t) fu¨r t ∈ (0, t′′∗),
−αxα−1∗ (t′′∗) fu¨r t ∈ (t′′∗, T ).
Zur Berechnung von p(·) auf [0, t′′∗] verwenden wir p(t′′∗) = 1 und erhalten nach Trennung
der Vera¨nderlichen und anschließender Integration
ln
(
p(t)
p(t′′∗)
)
= − α
1− α
∫ t
t′′∗
1− α
(1− α)s+ x1−α0
ds = − α
1− α ln
(
(1− α)t+ x1−α0
(1− α)t′′∗ + x1−α0
)
.
Daraus folgt
p(t) =
[
(1− α)t′′∗ + x1−α0
(1− α)t+ x1−α0
] α
1−α
=
[
α(1− α)T + αx1−α0
(1− α)t+ x1−α0
] α
1−α
auf [0, t′′∗]. Auf [0, T ] gilt damit fu¨r die adjungierte Funktion
p(t) =

[
α(1− α)T + αx1−α0
(1− α)t+ x1−α0
] α
1−α
fu¨r t ∈ [0, t′′∗),
T − t
(1− α)T + x1−α0
fu¨r t ∈ [t′′∗, T ].
(1.30)
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Der Wert des Zielfunktionals (1.21) ist in diesem Beispiel gleich
J
(
x∗(·), u∗(·)
)
=
∫ T
0
(
1− u∗(t)
) · xα∗ (t) dt = ∫ T
t′′∗
[
α(1− α)T + αx1−α0
] α
1−α dt
= (T − αT + x1−α0 ) ·
[
α(1− α)T + αx1−α0
] α
1−α
= α
α
1−α · [(1− α)T + x1−α0 ] 11−α . (1.31)
1.2 Ein
”
einfaches“ hybrides Steuerungsproblem
1.2.1 Formulierung der Aufgabe
Im Gegensatz zur Aufgabe (1.1)–(1.3) nehmen wir nun an, dass wir nicht nur durch
die Wahl der Steuerung das Verhalten des Zustandes beeinflussen ko¨nnen, sondern
außerdem noch zu jedem Zeitpunkt t ∈ [t0, t1] aus einer vorgegeben endlichen Menge
von Dynamiken eine eindeutig auswa¨hlen du¨rfen. Die Dynamiken werden beschrieben
durch die Abbildungen
ϕi(t, x, u) : R× Rn × Rm → Rn, i = 1, ..., k.
Ferner nehmen wir an, dass zu verschiedenen Dynamiken im allgemeinen unterschied-
liche Integranden geho¨ren. Daher koppeln wir jede Dynamik mit einem Integranden fi,
wobei die Integranden Funktionen u¨ber dem R× Rn × Rm sind, d.h.
fi(t, x, u) : R× Rn × Rm → R, i = 1, ..., k.
Zur mathematischen Beschreibung der Auswahl einer Dynamik fu¨hren wir den Begriff
einer stu¨ckweisen Zerlegung ein:
Definition 1.3 (k-fache stu¨ckweise Zerlegung) Unter einer k-fachen stu¨ckweisen
Zerlegung eines Intervalls I = [a, b] ⊆ R verstehen wir ein endliches System A =
{A1, ...,Ak} von Teilmengen von I mit
a)
⋃
1≤i≤k
Ai = I,
b) Ai ∩ Aj = ∅ fu¨r i 6= j,
c) fu¨r i = 1, ..., k sind die Mengen Ai endliche Vereinung von rechtsseitig halboffenen
und kompakten Intervallen mit positivem Lebesgue-Maß.
Im Weiteren bezeichnet Zk0(I) = {A} =
{{Ai}1≤i≤k} die Gesamtheit aller k-fachen
stu¨ckweisen Zerlegungen des Intervalls I.
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Wir identifizieren die Elemente A = {Ai}1≤i≤k aus Zk0([t0, t1]) durch die Vektorfunktio-
nen
χA(t) =
(
χA1(t), ..., χAk(t)
)
, t ∈ [t0, t1],
der charakteristischen Funktionen der Mengen Ai. Wegen den Eigenschaften a) und
b) einer k-fachen stu¨ckweisen Zerlegung ist zu jedem Zeitpunkt t genau eine Kompo-
nente des Vektors χA(t) gleich Eins. Außerdem folgt aus der Eigenschaft c), dass die
Funktionen χAi(·) auf [t0, t1] stu¨ckweise und rechtsseitig stetig sind und endlich viele
Sprungstellen mit beschra¨nkter Sprungho¨he besitzen. Damit geho¨ren sie dem Raum
PC
(
[t0, t1], {0, 1}
)
an.
Mit Hilfe der k-fachen stu¨ckweisen Zerlegungen A ∈ Zk0([t0, t1]) stellen wir einen Wech-
sel zwischen den Dynamiken ϕi, und damit auch einen Wechsel in den zugeho¨rigen
Integranden fi, auf dem Intervall [t0, t1] auf folgende Weise dar:
A ◦ ϕ(t, x, u) = χA(t) ◦ ϕ(t, x, u) =
k∑
i=1
χAi(t) · ϕi(t, x, u),
bzw.
A ◦ f(t, x, u) = χA(t) ◦ f(t, x, u) =
k∑
i=1
χAi(t) · fi(t, x, u),
wobei ϕ, f den Abbildungsvektor (ϕ1, ..., ϕk) bzw. (f1, ..., fk) bezeichnen.
Mittels dieser Verknu¨pfung
”
aktivieren“ wir eine Dynamik ϕi und den dazugeho¨rigen
Integranden fi, na¨mlich genau diejenige Dynamik bzw. denjenigen Integranden, fu¨r die
bzw. den t ∈ Ai gilt. Ist t ∈ Ai, so sagen wir auch kurz die Strategie i oder die i-te
Strategie ist aktiv.
Genauso wie mit den Verknu¨pfungen A ◦ ϕ(t, x, u) und A ◦ f(t, x, u) verfahren wir mit
partiellen Ableitungen. Sind die Abbildungen ϕ = (ϕ1, ..., ϕk) bzw. f = (f1, ..., fk) nach
t bzw. x differenzierbar, dann setzen wir
A ◦ ϕt(t, x, u) = χA(t) ◦ ϕt(t, x, u) =
k∑
i=1
χAi(t) · ϕit(t, x, u),
A ◦ ft(t, x, u) = χA(t) ◦ ft(t, x, u) =
k∑
i=1
χAi(t) · fit(t, x, u),
bzw.
A ◦ ϕx(t, x, u) = χA(t) ◦ ϕx(t, x, u) =
k∑
i=1
χAi(t) · ϕix(t, x, u),
A ◦ fx(t, x, u) = χA(t) ◦ fx(t, x, u) =
k∑
i=1
χAi(t) · fix(t, x, u).
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Dieser Setzung nach besitzt die Ableitung nach t bzw. x gerade den Wert der Ableitung
der aktiven Abbildung ϕi bzw. der aktiven Funktion fi.
Mit diesen Vorbetrachtungen formulieren wir ein hybrides Steuerungsproblem – wir sa-
gen auch eine hybride Aufgabe – auf folgende Weise:
J
(
x(·), u(·),A) = ∫ t1
t0
χA(t) ◦ f
(
t, x(t), u(t)
)
dt→ inf, (1.32)
x˙(t) = χA(t) ◦ ϕ
(
t, x(t), u(t)
)
, x(t0) = x0, (1.33)
u(t) ∈ U ⊆ Rm, U 6= ∅, A ∈ Zk0([t0, t1]). (1.34)
Hierin ist [t0, t1] ⊂ R ein gegebenes beschra¨nktes Intervall.
In der Formulierung der Aufgabe (1.32)–(1.34) kann in (1.34) wegen der Eigenschaft
b) einer stu¨ckweisen Zerlegung die Forderung A ∈ Zk0([t0, t1]) nicht ohne zusa¨tzliche
Annahmen durch
χAi(·) ∈ PC
(
[t0, t1], {0, 1}
)
, i = 1, ..., k,
ersetzt werden. Eine solche Annahme ko¨nnte
k∑
i=1
χAi(t) = 1 fu¨r alle t ∈ [t0, t1]
lauten. Um jedoch den speziellen Charakter der stu¨ckweisen Zerlegungen und der Menge
Zk0([t0, t1]) zu verdeutlichen, verbleiben wir bei der Nebenbedingung A ∈ Zk0([t0, t1]).
Wir nennen ein Tripel
(
x(·), u(·),A) ∈ PC1([t0, t1],Rn) × PC([t0, t1], U) × Zk0([t0, t1])
einen Steuerprozess. Ein Steuerprozess heißt zula¨ssig in der Aufgabe (1.32)–(1.34), wenn
x(·) auf dem Intervall [t0, t1] der Gleichung
x˙(t) = χA(t) ◦ ϕ
(
t, x(t), u(t)
)
zur Anfangsbedingung
x(t0) = x0
genu¨gt. Ein zula¨ssiger Steuerprozess
(
x∗(·), u∗(·),A∗
)
heißt ein starkes lokales Minimum
der Aufgabe (1.32)–(1.34). wenn eine Zahl ε > 0 derart existiert, dass fu¨r jeden anderen
zula¨ssigen Steuerprozess
(
x(·), u(·),A) mit der Eigenschaft
‖x(·)− x∗(·)‖∞ < ε
die Ungleichung
J
(
x(·), u(·),A) ≥ J(x∗(·), u∗(·),A∗)
erfu¨llt ist.
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Es seien fu¨r i = 1, ..., k, die Funktionen fi : R × Rn × Rm → R und Abbildungen
ϕi : R× Rn × Rm → Rn
• stetig in der Gesamtheit der Variablen,
• stetig differenzierbar bzgl. x,
und es seien
• die Abbildungen fix(t, x, u), ϕix(t, x, u) stetig in der Gesamtheit der Variablen.
Aufgrund dieser Annahmen u¨ber die Abbildungen fi und ϕi sind fu¨r einen Steuer-
prozess
(
x(·), u(·),A) ∈ PC1([t0, t1],Rn) × PC([t0, t1], U) × Zk0([t0, t1]) die folgenden
Bedingungen erfu¨llt:
• Die Abbildungen
t→ χA(t) ◦ f
(
t, x(t), u(t)
)
, t→ χA(t) ◦ ϕ
(
t, x(t), u(t)
)
sind auf [t0, t1] integrierbar.
• Es existieren eine Zahl ε > 0 und auf [t0, t1] eine integrierbare reellwertige Funk-
tion % derart, dass fu¨r fast alle t ∈ [t0, t1]
‖χA(t) ◦ fx
(
t, x(t) + ξ, u(t)
)‖Rn ≤ %(t), ‖χA(t) ◦ϕx(t, x(t) + ξ, u(t))‖Rn×n ≤ %(t)
ausfallen, sobald ‖ξ‖Rn < ε ist.
1.2.2 Das Pontrjaginsche Maximumprinzip
Fu¨r i = 1, ..., k definieren wir die partiellen Pontrjaginschen Funktionen
Hi : R× Rn × Rm × Rn × R→ R
gema¨ß
Hi(t, x, u, p, λ0) = 〈p, ϕi(t, x, u)〉Rn − λ0fi(t, x, u).
Dann heißt fu¨r die hybride Aufgabe (1.32)–(1.34) die Funktion
χA(t) ◦H(t, x, u, p, λ0
)
=
k∑
i=1
χAi(t) ·Hi(t, x, u, p, λ0)
=
k∑
i=1
χAi(t) ·
(〈p, ϕi(t, x, u)〉Rn − λ0fi(t, x, u)) (1.35)
mit
H : R× Rn × Rm × Rn × R→ Rk
die Pontrjaginsche Funktion.
1.2. EIN
”
EINFACHES“ HYBRIDES STEUERUNGSPROBLEM 23
Satz 1.4 (Das Pontrjaginsche Maximumprinzip) Ist
(
x∗(·), u∗(·),A∗
)
ein starkes
lokales Minimum der Aufgabe (1.32)–(1.34), dann existiert eine Zahl λ0 ≥ 0 und eine
Vektorfunktion p(·), p : [t0, t1] → Rn, die beide nicht gleichzeitig verschwinden, derart,
dass
a) die Vektorfunktion p(·) der adjungierten Gleichung
p˙(t) = −χA∗(t) ◦ ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + λ0 · χA(t) ◦ fx
(
t, x∗(t), u∗(t)
)
(1.36)
genu¨gt und die Randbedingung
p(t1) = 0 (1.37)
erfu¨llt;
b) fu¨r die Pontrjaginsche Funktion die Beziehung
χA∗(t) ◦H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
u∈U
1≤i≤k
Hi
(
t, x∗(t), u, p(t), λ0
)
(1.38)
fu¨r fast alle t ∈ [t0, t1] gilt.
Zusatz: O. B. d. A. du¨rfen wir λ0 = 1 wa¨hlen.
1.2.3 Der Beweis des Maximumprinzips
Beweis des Zusatzes: Angenommen, es ist λ0 = 0. Dann ist p(·) Lo¨sung der Gleichung
p˙(t) = −χA∗(t) ◦ ϕTx
(
t, x∗(t), u∗(t)
)
p(t)
zur Randbedingung
p(t1) = 0.
Aus den Eigenschaften einer stu¨ckweisen Zerlegung folgt, dass diese Gleichung ein
gewo¨hnliches Differentialgleichungssystem mit stu¨ckweise stetiger rechter Seite ist. Da-
her erhalten wir, dass die eindeutige stetige Lo¨sung p(·) identisch verschwinden wu¨rde.
Darum ist der Fall λ0 = 0 ausgeschlossen.
Der folgende Beweis ist eine nahezu wortwo¨rtliche Wiederholung des Beweises von Satz
1.2. Es sei τ ∈ (t0, t1) ein Stetigkeitspunkt der Steuerungen u∗(·) und χA∗(·). Daher
wechseln wir fu¨r hinreichend kleine positive λ auf [t − λ, τ) die Dynamik nicht. Es sei
i∗ ∈ {1, ..., k} der aktive Index der stu¨ckweisen Zerlegung A∗ auf [τ − λ, τ). Wir setzen
uλ(t) =
{
u∗(t) fu¨r t 6∈ [τ − λ, τ),
v fu¨r t ∈ [τ − λ, τ),
mit einem beliebigen aber festen v ∈ U . Weiter bezeichnen wir mit xλ(·) die eindeutige
Lo¨sung der Gleichung
x˙(t) =
{
χA∗(t) ◦ ϕ
(
t, x(t), u∗(t)
)
fu¨r t 6∈ [τ − λ, τ),
ϕi
(
t, x(t), v
)
fu¨r t ∈ [τ − λ, τ), , x(t0) = x0,
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mit einem beliebigen aber festen i ∈ {1, ..., k}.
Dann gilt offenbar xλ(t) = x∗(t) fu¨r t0 ≤ t ≤ τ − λ.
Fu¨r t ≥ τ untersuchen wir im Weiteren den Grenzwert
y(t) = lim
λ→0+0
xλ(t)− x∗(t)
λ
,
und werden zeigen, dass dieser existiert, die Funktion y(·) der Integralgleichung
y(t) = y(τ) +
∫ t
τ
[
χA∗(s) ◦ ϕx
(
s, x∗(s), u∗(s)
)]
y(s) ds (1.39)
zur Anfangsbedingung
y(τ) = ϕi
(
τ, x∗(τ), v
)− ϕi∗(τ, x∗(τ), u∗(τ)). (1.40)
genu¨gt und die Beziehung
〈p(τ), y(τ)〉Rn = −
∫ t1
τ
〈
χA∗(t) ◦ fx
(
t, x∗(t), u∗(t)
)
, y(t)
〉
Rndt (1.41)
erfu¨llt ist.
I Gleichung (1.40): Nach Voraussetzung sind die Steuerungen u∗(·) und χA∗(·) in einer
gewissen hinreichend kleinen Umgebung des Punktes τ stetig und fu¨r hinreichend kleine
positive λ gelten
x∗(τ) = x∗(τ − λ) + λϕi∗
(
τ − λ, x∗(τ − λ), u∗(τ − λ)
)
+ o(λ),
xλ(τ) = x∗(τ − λ) + λϕi
(
τ − λ, x∗(τ − λ), v
)
+ o(λ).
Hieraus folgt
xλ(τ)− x∗(τ)
λ
= ϕi
(
τ − λ, x∗(τ − λ), v
)− ϕi∗(τ − λ, x∗(τ − λ), u∗(τ − λ))+ o(λ)λ .
D. h., dass der Grenzwert
y(τ) = lim
λ→0+0
xλ(τ)− x∗(τ)
λ
existiert und gleich (1.40) ist.
I Gleichung (1.39): Auf dem Intervall [τ, t1] genu¨gen sowohl x∗(·) als auch xλ(·) der
Gleichung
x˙(t) = χA∗(t) ◦ ϕ
(
t, x(t), u∗(t)
)
und es folgt, dass die Vektorfunktionen xλ(·) auf [τ, t1] fu¨r λ→ 0 + 0 gleichma¨ßig gegen
x∗(·) konvergieren und dass der Grenzwert
y(t) = lim
λ→0+0
xλ(t)− x∗(t)
λ
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fu¨r jedes t ∈ [τ, t1] existiert. Fu¨r t > τ gilt
xλ(t) = xλ(τ) +
∫ t
τ
χA∗(s) ◦ ϕ
(
s, xλ(s), u∗(s)
)
ds,
x∗(t) = x∗(τ) +
∫ t
τ
χA∗(s) ◦ ϕ
(
s, x∗(s), u∗(s)
)
ds,
woraus sich die Beziehung
xλ(t)− x∗(t)
λ
=
xλ(τ)− x∗(τ)
λ
+
∫ t
τ
χA∗(s) ◦
(
ϕ
(
s, xλ(s), u∗(s)
)− ϕ(s, x∗(s), u∗(s)))
λ
ds
ergibt. Hierin fu¨hren wir den Grenzu¨bergang λ→ 0 + 0 durch, erhalten
lim
λ→0+0
xλ(t)− x∗(t)
λ
= y(t) und lim
λ→0+0
xλ(τ)− x∗(τ)
λ
= y(τ),
und fu¨r den Integranden [
χA∗(s) ◦ ϕx
(
s, x∗(s), u∗(s)
)]
y(s).
Damit ist die Beziehung (1.39) gezeigt.
I Gleichung (1.41): Es existiert eine Lo¨sung der Differentialgleichung (1.36) zur Rand-
bedingung (1.37). Mit der Beziehung (1.39) erhalten wir fu¨r t ≥ τ
d
dt
〈p(t), y(t)〉Rn = 〈p˙(t), y(t)〉Rn + 〈p(t), y˙(t)〉Rn
= −
〈[
χA∗(t) ◦ ϕTx
(
t, x∗(t), u∗(t)
)]
p(t), y(t)
〉
Rn
+
〈
χA∗(t) ◦ fx
(
t, x∗(t), u∗(t)
)
, y(t)
〉
Rn
+
〈
p(t),
[
χA∗(t) ◦ ϕx
(
t, x∗(t), u∗(t)
)]
y(t)
〉
Rn
=
〈
χA∗(t) ◦ fx
(
t, x∗(t), u∗(t)
)
, y(t)
〉
Rn .
Daher gilt, da p(t1) = 0 ist,
〈p(t), y(t)〉Rn = −
∫ t1
t
〈
χA∗(s) ◦ fx
(
s, x∗(s), u∗(s)
)
, y(s)
〉
Rnds.
Fu¨r t = τ folgt daraus insbesondere (1.41).
I Beweisschluss: Da
(
x∗(·), u∗(·),A∗
)
ein starkes lokales Minimum ist, ist fu¨r alle hin-
reichend kleine und positive λ
0 ≤ 1
λ
∫ τ−λ
t0
[
χAλ(t) ◦ f
(
t, xλ(t), uλ(t)
)− χA∗(t) ◦ f(t, x∗(t), u∗(t))] dt
+
1
λ
∫ τ
τ−λ
[
fi
(
t, xλ(t), uλ(t)
)− fi∗(t, x∗(t), u∗(t))] dt
+
1
λ
∫ t1
τ
[
χAλ(t) ◦ f
(
t, xλ(t), uλ(t)
)− χA∗(t) ◦ f(t, x∗(t), u∗(t))] dt.
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Beim Grenzu¨bergang λ→ 0 + 0 erhalten wir fu¨r die einzelnen Summanden:
Fu¨r t ∈ [t0, τ − λ] sind uλ(t) = u∗(t), χAλ(t) = χA∗(t) und xλ(t) = x∗(t). Daher gilt fu¨r
alle hinreichend kleine positive λ∫ τ−λ
t0
[
χAλ(t) ◦ f
(
t, xλ(t), uλ(t)
)− χA∗(t) ◦ f(t, x∗(t), u∗(t))] dt = 0
und somit
lim
λ→0+0
1
λ
∫ τ−λ
t0
[
χAλ(t) ◦ f
(
t, xλ(t), uλ(t)
)− χA∗(t) ◦ f(t, x∗(t), u∗(t))] dt = 0.
Da f stetig in allen Variablen und u∗(·), χA∗(·) stetig auf [τ − λ, τ ] sind, existiert nach
dem Mittelwertsatz der Integralrechnung ein ξ ∈ (τ − λ, τ) mit
1
λ
∫ τ
τ−λ
[
fi
(
t, xλ(t), v
)− fi∗(t, x∗(t), u∗(t))] dt = fi(ξ, xλ(ξ), v)− fi∗(ξ, x∗(ξ), u∗(ξ)).
Ferner gilt lim
λ→0+0
xλ(τ) = x∗(τ). Daraus folgt
lim
λ→0+0
1
λ
∫ τ
τ−λ
[
fi
(
t, xλ(t), uλ(t)
)− fi∗(t, x∗(t), u∗(t))] dt
= fi
(
τ, x∗(τ), v
)− fi∗(τ, x∗(τ), u∗(τ)).
Fu¨r t ≥ τ ist uλ(t) = u∗(t). Ferner besitzt die Funktion f eine stetige Ableitung nach
x und es ist
χA∗(t) ◦
(
f
(
t, xλ(t), u∗(t)
)− f(t, x∗(t), u∗(t)))
=
〈
χA∗(t) ◦ fx
(
t, x∗(t), u∗(t)
)
, xλ(t)− x∗(t)
〉
Rn + o
(‖xλ(s)− x∗(s)‖).
Daher erhalten wir
lim
λ→0+0
1
λ
∫ t1
τ
χA∗(t) ◦
(
f
(
t, xλ(t), u∗(t)
)− f(t, x∗(t), u∗(t))) dt
=
∫ t1
τ
〈
χA∗(t) ◦ fx
(
t, x∗(t), u∗(t)
)
, y(t)
〉
Rndt.
Damit haben wir
0 ≤ fi
(
τ, x∗(τ), v
)− fi∗(τ, x∗(τ), u∗(τ))+ ∫ t1
τ
〈
χA∗(t) ◦ fx
(
t, x∗(t), u∗(t)
)
, y(t)
〉
Rndt
gezeigt. Bei Anwendung von Gleichung (1.41) ergibt sich hieraus die Ungleichung〈
p(τ), ϕi∗
(
τ, x∗(τ), u∗(τ)
)〉
Rn − fi∗
(
τ, x∗(τ), u∗(τ)
)
≥ 〈p(τ), ϕi(τ, x∗(τ), v)〉Rn − fi(τ, x∗(τ), v).
Es sind τ ein beliebiger Stetigkeitspunkt der Steuerung u∗(·), v ein beliebiger Punkt der
Menge U und i ∈ {1, ..., k}. Demzufolge ist die Beziehung (1.38) in allen Stetigkeits-
punkten der Steuerungen u∗(·), χA∗(·) wahr und damit der Satz bewiesen.
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1.2.4 Consumption vs. Investment
Beispiel: Ein hybrides Investitionsmodell
Wir verknu¨pfen die Modelle aus Abschnitt 1.1.4 und betrachten eine Aufgabe, in der wir
uns zu jedem Zeitpunkt fu¨r eine von diesen Investitionsstrategien entscheiden du¨rfen:
J
(
x(·), u(·),A) = ∫ T
0
χA(t) ◦ f
(
t, x(t), u(t)
)
dt→ sup, (1.42)
x˙(t) = χA(t) ◦ ϕ
(
t, x(t), u(t)
)
, x(0) = x0 > 0, (1.43)
u(t) ∈ [0, 1], A = {A1,A2} ∈ Z20([0, 1]), (1.44)
mit
χA(t) ◦ f
(
t, x(t), u(t)
)
=
{
f1
(
t, x(t), u(t)
)
=
(
1− u(t)) · x(t), t ∈ A1,
f2
(
t, x(t), u(t)
)
=
(
1− u(t)) · xα(t), t ∈ A2,
χA(t) ◦ ϕ
(
t, x(t), u(t)
)
=
{
ϕ1
(
t, x(t), u(t)
)
= u(t) · x(t), t ∈ A1,
ϕ2
(
t, x(t), u(t)
)
= u(t) · xα(t), t ∈ A2,
und
α ∈ (0, 1) konstant, T fest mit T > max
{
1,
x1−α0
α
}
. (1.45)
Wir wenden Satz 1.4 an. Dazu multiplizieren wir den Integranden in (1.42) mit −1, um
zu einem Minimierungsproblem u¨berzugehen, und bezeichnen diesen wieder mit f . Die
Menge der zula¨ssigen Steuerungen u(·) ist der Raum PC([0, T ], [0, 1]).
Dann gilt nach (1.38) fu¨r fast alle t ∈ [0, T ] mit λ0 = 1
χA∗(t) ◦H
(
t, x∗(t), u∗(t), p(t), 1
)
= max
u∈[0,1]
i=1,2
{〈
p(t), ϕi
(
t, x∗(t), u
)〉
Rn − fi
(
t, x∗(t), u
)}
= max
{
max
u∈[0,1]
[(
p(t)− 1)u+ 1] · x∗(t), max
u∈[0,1]
[(
p(t)− 1)u+ 1] · xα∗ (t)}
= max
u∈[0,1]
[(
p(t)− 1)u+ 1] ·max{x∗(t), xα∗ (t)}. (1.46)
Aus (1.46) folgt
u∗(t) =
{
1, p(t) < 1,
0, p(t) > 1,
χA∗(t) =
(
χA1∗(t), χA2∗(t)
)
=
{
(1, 0), x∗(t) > 1,
(0, 1), 0 < x∗(t) < 1.
D. h., dass die Strategie i = 1 bzw. i = 2 aktiv ist, falls x∗(t) > 1 bzw. 0 < x∗(t) < 1
ist.
Die Funktion p(·) ist die Lo¨sung der Gleichung (1.36)
p˙(t) = −[χA∗(t) ◦ ϕx(t, x∗(t), u∗(t))] p(t) + χA∗(t) ◦ fx(t, x∗(t), u∗(t))
=
{ −[(p(t)− 1)u∗(t) + 1], t ∈ A1,
−[(p(t)− 1)u∗(t) + 1] · αxα−1∗ (t), t ∈ A2,
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zur Bedingung p(T ) = 0. Da die Strategie i = 1 bzw. i = 2 aktiv ist, falls x∗(t) > 1
bzw. 0 < x∗(t) < 1 ist, erhalten wir fu¨r die adjungierte Gleichung
p˙(t) = −
{ [(
p(t)− 1)u∗(t) + 1], x∗(t) > 1,[(
p(t)− 1)u∗(t) + 1] · αxα−1∗ (t), 0 < x∗(t) < 1. (1.47)
a) x0 ≥ 1: Wegen T > max
{
1,
x1−α0
α
}
in (1.45) folgt aus den Beispielen in Abschnitt
1.1.4, dass u∗(·) gleich Eins auf einem gewissen Intervall [0, t∗) ist. Also gilt offenbar
x1(t) > x2(t) > 1 auf (0, T ] fu¨r die Lo¨sungen x1(·) bzw. x2(·) der Gleichungen
x˙1(t) = u(t) · x1(t) bzw. x˙2(t) = u(t) · xα2 (t), x1(0) = x2(0) = x0 ≥ 1,
zur Steuerung u(·) ∈ PC([t0, t1], [0, 1]), die auf einem gewissen Intervall [0, t∗) gleich
Eins ist. Daraus folgt, dass u¨ber dem gesamten Zeitraum nur die Strategie i = 1 aktiv
ist. Daher stimmt in diesem Fall unser hybrides Problem mit dem Beispiel 1 in Abschnitt
1.1.4 u¨berein und es gelten
u∗(t) =
{
1, t ∈ [0, T − 1),
0, t ∈ [T − 1, T ], χA∗(t) = (1, 0) auf [0, T ],
x∗(t) =
{
x0 · et, t ∈ [0, T − 1),
x0 · eT−1, t ∈ [T − 1, T ],
und J
(
x∗(·), u∗(·),A∗
)
= x0 · eT−1 fu¨r den Wert des Zielfunktionals (1.42).
b) x0 < 1 und T <
1−αx1−α0
α(1−α) : Wir pru¨fen die Zula¨ssigkeit von T . D. h. wir zeigen, dass
die Menge aller Zahlen T mit
max
{
1,
x1−α0
α
}
< T <
1− αx1−α0
α(1− α)
nicht leer ist. Es gilt fu¨r alle α ∈ (0, 1)
1 <
1− αx1−α0
α(1− α) ⇔ α
2 − α(1 + x1−α0 ) + 1 > 0
und wegen 0 < x0 < 1
α2 − α(1 + x1−α0 ) + 1 > α2 − 2α + 1 = (α− 1)2 > 0.
Andererseits ist fu¨r alle α ∈ (0, 1) und alle x0 ∈ (0, 1)
x1−α0
α
<
1− αx1−α0
α(1− α) ⇔ (1− α)x
1−α
0 < 1− αx1−α0 ⇔ x1−α0 < 1.
erfu¨llt.
Also gibt es in diesem Fall zula¨ssige Planungszeitra¨ume [0, T ].
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Wir bestimmen zuna¨chst den Zeitpunkt, zu dem der Kapitalstock den Wert Eins errei-
chen wu¨rde, wenn wir mit der Strategie i = 2 starten. Dazu betrachten wir die Funktion,
vgl. (1.29) auf dem Intervall [0, t′′∗),
h(t) = (1− α)t+ x1−α0 , α ∈ (0, 1).
Diese Funktion ist linear und streng monoton wachsend. Die eindeutige Lo¨sung der
Gleichung h(t) = 1 ist
t0 =
1− x1−α0
1− α .
Wegen α ∈ (0, 1) und 0 < x0 < 1 ist t0 > 0.
Als na¨chstes bestimmen wir den Zeitpunkt, zu dem die adjungierte Funktion p(·) den
Wert Eins erreicht, wenn wir den Planungszeitraum in der Strategie i = 2 beenden
wu¨rden. Dazu betrachten wir die Funktion, vgl. (1.30) auf dem Intervall [t′′∗, T ],
g(t) =
T − t
(1− α)T + x1−α0
, α ∈ (0, 1).
Diese ist linear und streng monoton fallend. Die einzige Lo¨sung der Gleichung g(t) = 1
lautet
t1 = αT − x1−α0 .
Dieses t1 stimmt mit dem Umschaltpunkt t
′′
∗ in (1.27) u¨berein. Aufgrund der Annahmen
x1−α0
α
< T <
1− αx1−α0
α(1− α)
erhalten wir 0 < t′′∗ < t0, denn t
′′
∗ > 0⇔ αT − x1−α0 > 0 und
t′′∗ < t0 ⇔ αT − x1−α0 <
1− x1−α0
1− α ⇔ T <
1− αx1−α0
α(1− α) .
Beachten wir x0 < 1 in der Maximumsbedingung (1.46), d. h. wir beginnen den Pla-
nungszeitraum mit der Strategie i = 2, so erhalten wir mit Blick auf die Funktionen
h und g aus obigen Betrachtungen (t′′∗ < t0), dass wir wegen p(t
′′
∗) = 1 keine weiteren
Investitionen mehr ta¨tigen und zur vollsta¨ndigen Konsumption u¨bergehen bevor der
Kapitalstock x∗(·) den Wert Eins erreicht. Daher folgt χA∗(t) = (0, 1) auf [0, T ]. In
diesem Fall erhalten wir zusammenfassend
u∗(t) =
{
1, t ∈ [0, t′′∗),
0, t ∈ [t′′∗, T ], χA∗(t) = (0, 1) auf [0, T ],
x∗(t) =
{ [
(1− α)t+ x1−α0
] 1
1−α , t ∈ [0, t′′∗),[
α(1− α)T + αx1−α0
] 1
1−α , t ∈ [t′′∗, T ],
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sowie
J
(
x∗(·), u∗(·),A∗
)
= α
α
1−α · [(1− α)T + x1−α0 ] 11−α
fu¨r das Zielfunktional (1.42).
c) x0 < 1 und T >
1−αx1−α0
α(1−α) : Mit den Resultaten aus b) folgt:
t′′∗ > t0 ⇔ T >
1− αx1−α0
α(1− α) ,
d. h. die optimale Trajektorie x∗(·) u¨bersteigt den Wert Eins bevor der Konsumsektor
erreicht wird und wir wechseln – das folgt aus der Maximumsbedingung (1.46) – in
t = t0 die Investitionsstrategie. Daher ist
χA∗(t) =
{
(0, 1), t ∈ [0, t0),
(1, 0), t ∈ [t0, T ], mit t0 =
1− x1−α0
1− α .
Eingeschra¨nkt auf das Intervall [t0, T ] stellt c) eine Aufgabe wie im ersten Beispiel in
Abschnitt 1.1.4 dar. Insbesondere wegen
T − t0 > 1− αx
1−α
0
α(1− α) −
1− x1−α0
1− α =
1− αx1−α0 − α(1− x1−α0 )
α(1− α) =
1
α
> 1.
Mit t′∗ = T − 1, t′∗ = T − 1 >
1− x1−α0
1− α = t0, erhalten wir die Steuerungen
u∗(t) =
{
1, t ∈ [0, t′∗),
0, t ∈ [t′∗, T ], χA∗(t) =
{
(0, 1), t ∈ [0, t0),
(1, 0), t ∈ [t0, T ].
Das liefert
p˙(t) =

−αxα−1∗ (t) · p(t), t ∈ (0, t0),
−p(t), t ∈ (t0, t′∗),
−1, t ∈ (t′∗, T ),
x˙∗(t) =

xα∗ (t) fu¨r t ∈ [0, t0),
x∗(t) fu¨r t ∈ [t0, t′∗),
0 fu¨r t ∈ [t′∗, T ],
mit p(t′∗) = 1, p(T ) = 0 und x∗(0) = x0, x∗(t0) = 1.
Daraus erhalten wir
x∗(t) =

[
(1− α)t+ x1−α0
] 1
1−α , t ∈ [0, t0),
et−t0 , t ∈ [t0, t′∗),
et
′∗−t0 , t ∈ [t′∗, T ],
p(t) =
 e
T−(1+t0)[(1− α)t+ x1−α0 ]− α1−α , t ∈ [0, t0),
eT−(1+t), t ∈ [t0, t′∗),
T − t, t ∈ [t′∗, T ],
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und fu¨r den Wert des Zielfunktionals (1.42)
J
(
x∗(·), u∗(·),A∗
)
=
∫ T
t′∗
x∗(t) dt =
∫ T
T−1
eT−(1+t0) dt = eT−(1+t0).
d) x0 < 1 und T =
1−αx1−α0
α(1−α) : Wir vergleichen die Situtation mit b): Fu¨r
T =
1− αx1−α0
α(1− α)
stimmen
t0 =
1− x1−α0
1− α und t
′′
∗ = αT − x1−α0
u¨berein und es ist T − t′′∗ = 1α . Außerdem gilt x∗(t′′∗) = 1. Aus obigen Betrachtungen in
b) folgt, dass der Prozess
(
x∗(·), u∗(·),A∗
)
mit
u∗(t) =
{
1 fu¨r t ∈ [0, t′′∗),
0 fu¨r t ∈ [t′′∗, T ], χA∗(t) = (0, 1) auf [0, T ],
x∗(t) =
{ [
(1− α)t+ x1−α0
] 1
1−α fu¨r t ∈ [0, t′′∗),[
α(1− α)T + αx1−α0
] 1
1−α fu¨r t ∈ [t′′∗, T ],
die Bedingungen (1.36), (1.37) und (1.38) erfu¨llt. Fu¨r das Zielfunktional erhalten wir
J
(
x∗(·), u∗(·),A∗
)
=
∫ T
t′′∗
xα∗ (t) dt = (T − t′′∗) · xα∗ (t′′∗) =
1
α
.
Andererseits lohnt sich wegen T − t′′∗ = 1α > 1 fu¨r t = t′′∗ ein Wechsel der Investiti-
onsstrategie und es folgt mit den Ergebnissen aus c), dass der Prozess
(
y∗(·), v∗(·),B∗
)
mit
v∗(t) =
{
1 fu¨r t ∈ [0, T − 1),
0 fu¨r t ∈ [T − 1, T ], χB∗(t) =
{
(0, 1) fu¨r t ∈ [0, t′′∗),
(1, 0) fu¨r t ∈ [t′′∗, T ],
y∗(t) =

[
(1− α)t+ x1−α0
] 1
1−α fu¨r t ∈ [0, t′′∗),
et−t
′′∗ fu¨r t ∈ [t′′∗, T − 1),
eT−(1+t
′′∗ ) = exp
{
1
α
− 1} fu¨r t ∈ [T − 1, T ],
ebenfalls als Kandidat fu¨r ein starkes lokales Minimum in Frage kommt. Wir erhalten
fu¨r den Nutzen
J
(
y∗(·), v∗(·),B∗
)
=
∫ T
T−1
y∗(t) dt =
∫ T
T−1
eT−(1+t
′′∗ ) dt = exp
{
1− α
α
}
.
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Wir vergleichen die Werte J
(
x∗(·), u∗(·),A∗
)
und J
(
y∗(·), v∗(·),B∗
)
. Es gilt
exp
{
1− α
α
}
>
1
α
⇔ 1− α
α
> ln
(
1
α
)
⇔ 1 + α(lnα− 1) > 0.
Die Funktion j(α) = 1 + α(lnα− 1) ist fu¨r alle α > 0 stetig und stetig differenzierbar.
Ferner existiert der Grenzwert von α · lnα fu¨r α → 0 + 0 und ist gleich Null. Daher
ko¨nnen wir die Funktion j stetig in den Nullpunkt fortsetzen. Aus j(0) = 1, j(1) = 0
und j′(α) = ln(α) < 0 fu¨r α ∈ (0, 1) folgt j(α) = 1 + α(lnα− 1) > 0 fu¨r alle α ∈ (0, 1),
d. h.
exp
{
1− α
α
}
>
1
α
fu¨r alle α ∈ (0, 1).
Demnach ist es in diesem Fall besser, gema¨ß dem Prozess
(
y∗(·), v∗(·),B∗
)
die Strategie
zu wechseln und la¨nger zu investieren.
Kapitel 2
Eine Grundaufgabe
2.1 Formulierung der Aufgabe und das PMP
Das folgende Grundproblem ist Pontrjagin et al. [28], S. 19, entnommen:
”Im Phasenraum X sind zwei Punkte x0 und x1 gegeben. Unter den zula¨ssigen Steue-
rungen u = u(t), die den Phasenpunkt aus der Lage x0 in die Lage x1 u¨berfu¨hren
(falls solche Steuerungen u¨berhaupt existieren,) soll diejenige gefunden werden, fu¨r
die das Funktional
J =
∫ t1
t0
f0
(
x(t), u(t)
)
dt
einen mo¨glichst kleinen Wert annimmt.“
Die Bezeichnungen und die Formulierung dieses Grundproblems passen wir der Aufgabe
(1.1)–(1.3) des letzten Kapitels an und betrachten folgende Grundaufgabe:
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt→ inf, (2.1)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, (2.2)
x(t0) = x0, x(t1) = x1, (2.3)
u(t) ∈ U ⊆ Rm, U 6= ∅. (2.4)
Wie wir im Weiteren sehen werden, fu¨hrt die auf den ersten Blick unscheinbare Modi-
fikation der Aufgabe, na¨mlich die Einfu¨hrung der Randbedingung x(t1) = x1, zu einer
ganzen Reihe mathematischer Schwierigkeiten, die bereits von Pontrjagin et al. in [28]
bewa¨ltigt wurde.
In der Aufgabe (2.1)–(2.4) verwenden wir fu¨r die Nebenbedingung (2.2) die gebra¨uch-
liche Schreibweise als Differentialgleichungssystem. Gemeint ist damit das Integralglei-
chungssystem
x(t) = x(t0) +
∫ t
t0
ϕ
(
τ, x(τ), u(τ)
)
dτ, t ∈ [t0, t1].
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Dieses ist im Gegensatz zum Differentialgleichungssystem auch fu¨r stetige Zustandstra-
jektorien x(·) sinnvoll erkla¨rt.
Mit der Wahl des Raumes C
(
[t0, t1],Rn
)
der stetigen Vektorfunktionen auf [t0, t1] fu¨r die
Zustandstrajektorien umgehen wir Problematiken bei der Darstellung und der spa¨teren
Regularisierung der Lagrangeschen Multiplikatoren in Satz 2.15 der abstrakten Opti-
mierungsaufgabe (2.25)–(2.28).
Wir nennen ein Paar
(
x(·), u(·)) ∈ C([t0, t1],Rn)× L∞([t0, t1], U) einen Steuerprozess.
Ein Steuerprozess heißt zula¨ssig in der Aufgabe (2.1)–(2.4), wenn x(·) auf dem Intervall
[t0, t1] fast u¨berall der Gleichung
x˙(t) = ϕ
(
t, x(t), u(t)
)
und den Randbedingungen x(t0) = x0, x(t1) = x1 genu¨gt. Einen zula¨ssigen Steuer-
prozess
(
x∗(·), u∗(·)
)
nennen wir ein starkes lokales Minimum, wenn eine Zahl ε > 0
derart existiert, dass fu¨r jeden anderen zula¨ssigen Steuerprozess
(
x(·), u(·)) mit der
Eigenschaft
‖x(·)− x∗(·)‖∞ < ε
die Ungleichung
J
(
x(·), u(·)) ≥ J(x∗(·), u∗(·))
erfu¨llt ist.
Wir treffen folgende Annahmen in der Grundaufgabe:
Die Funktionen f(t, x, u) und die Abbildung ϕ(t, x, u) besitzen folgende Eigenschaften:
• Stetigkeit in der Gesamtheit der Variablen,
• stetige Differenzierbarkeit bzgl. x,
• Stetigkeit der Abbildungen fx(t, x, u), ϕx(t, x, u) in der Gesamtheit der Variablen.
Aufgrund dieser Annahmen u¨ber die Abbildungen f und ϕ sind fu¨r einen Steuerprozess(
x(·), u(·)) ∈ C([t0, t1],Rn)× L∞([t0, t1], U) die folgenden Bedingungen erfu¨llt:
• Die Abbildungen t → f(t, x(t), u(t)) und t → ϕ(t, x(t), u(t)) sind auf [t0, t1]
integrierbar.
• Es existieren eine Zahl ε > 0 und auf [t0, t1] integrierbare reellwertige Funktionen
%1, %2 derart, dass fu¨r fast alle t ∈ [t0, t1]
‖fx
(
t, x(t) + ξ, u(t)
)‖Rn ≤ %1(t), ‖ϕx(t, x(t) + ξ, u(t))‖Rn×n ≤ %1(t)
und
‖fx
(
t, x(t) + ξ, u(t)
)− fx(t, x(t), u(t))‖Rn ≤ %2(t) · ‖ξ‖Rn ,
‖ϕx
(
t, x(t) + ξ, u(t)
)− ϕx(t, x(t), u(t))‖Rn×n ≤ %2(t) · ‖ξ‖Rn
ausfallen, sobald ‖ξ‖Rn < ε ist.
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Wir definieren die Pontrjaginsche Funktion H : R× Rn × Rm × Rn × R gema¨ß
H(t, x, u, p, λ0) := 〈p, ϕ(t, x, u)〉Rn − λ0f(t, x, u)
und formulieren nun das Maximumprinzip:
Satz 2.1 (Pontrjaginsches Maximumprinzip) Es seien die obigen Annahmen an
die Funktion f und die Abbildung ϕ erfu¨llt. Ist
(
x∗(·), u∗(·)
)
ein starkes lokales Mini-
mum in der Aufgabe (2.1)–(2.4), dann existieren eine Zahl λ0 ≥ 0, Vektoren l0, l1 ∈ Rn
und eine Vektorfunktion p(·), p : [t0, t1] → Rn, (wobei diese Gro¨ßen nicht gleichzeitig
verschwinden) derart, dass
a) die Vektorfunktion p(·) der adjungierten Gleichung
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + λ0fx
(
t, x∗(t), u∗(t)
)
(2.5)
und den Transversalita¨tsbedingungen
p(t0) = l0, p(t1) = −l1, (2.6)
genu¨gt;
b) fu¨r fast alle t aus [t0, t1] die Beziehung
H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
u∈U
H
(
t, x∗(t), u, p(t), λ0
)
(2.7)
gilt.
Mit dem Terminus
”
wobei diese Gro¨ßen nicht gleichzeitig verschwinden“ ist gemeint,
dass nicht gleichzeitig die Zahl λ0 = 0, die Vektoren l0, l1 gleich dem Nullvektor im Rn
sind und die Funktion p(·) auf [t0, t1] identisch verschwindet.
Zum Beweis dieses Satzes gehen wir auf folgende Weise vor:
• Wir beginnen mit einer Konstruktion, die die Nadelvariation
uλ(t) =
{
u∗(t) fu¨r t 6∈ [τ − λ, τ),
v fu¨r t ∈ [τ − λ, τ),
im Beweis von Satz 1.2 verallgemeinert und zeigen, dass diese fu¨r den weiteren
Beweis nu¨tzliche Eigenschaften besitzt (Lemma 2.5 und Lemma 2.6).
• Im darauffolgenden Abschnitt diskutieren wir den verallgemeinerten Satz von Lju-
sternik (Satz 2.11). Dieser stellt einen Satz u¨ber implizite Funktionen dar, den wir
zum Beweis notwendiger Bedingungen der Optimierungsaufgabe in Banachra¨um-
en beno¨tigen.
• Anschließend formulieren wir die Aufgabe (2.1)–(2.4) als Optimierungsproblem in
Banachra¨umen und untersuchen die Eigenschaften der verwendeten Abbildungen
J
(
x(·), u(·)) und F(x(·), u(·)).
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• Im folgenden Beweisschritt zeigen wir die Gu¨ltigkeit des Lagrangeschen Prinzips
fu¨r die abstrakte Optimierungsaufgabe, auf die wir die Grundaufgabe zuru¨ck-
gefu¨hrt haben.
• Abschließend gewinnen wir aus der im vorhergehenden Abschnitt bewiesenen
Lagrangeschen Multiplikatorenregel das Pontrjaginsche Maximumprinzip fu¨r die
Aufgabe (2.1)–(2.4).
Die hier verwendete Vorgehensweise geht auf Ioffe & Tichomirov [25] zuru¨ck. Sie hat
den Vorteil, dass sie auch auf allgemeinere Probleme, z. B. auf Aufgaben mit Phasen-
beschra¨nkungen (vgl. [25], S. 200 ff) oder die zustandsbeschra¨nkte hybride Aufgabe in
Kapitel 4, angewendet werden kann.
2.2 Die verallgemeinerte Nadelvariation
2.2.1 Motivation
In Analogie zur klassischen Variationsrechnung werden im Beweis von Satz 1.2 zula¨ssige
Vergleichstrajektorien konstruiert, mit deren Hilfe aus der Variationsungleichung
J
(
xα(·), uα(·)
)− J(x∗(·), u∗(·)) ≥ 0
die Maximumsbedingung (1.7) gezeigt wird.
Die Konstruktion zula¨ssiger Trajektorien wird ungleich komplizierter, wenn wir in der
Dynamik (1.2) eine Endbedingung der Form x(t1) = x1, x1 ∈ Rn, einbeziehen. D. h.,
dass die im Beweis von Satz 1.2 verwendete Technik nur unter gro¨ßeren Mu¨hen anwend-
bar ist.
Eine Mo¨glichkeit zur Verallgemeinerung der einfachen Nadelvariationen
uα(t) =
{
u∗(t) fu¨r t 6∈ [τ − α, τ),
v fu¨r t ∈ [τ − α, τ), v ∈ U,
ist eine mehrfache Nadelvariation der Form
uα(t) =

u∗(t) fu¨r t 6∈
⋃
1≤i≤n
Ii,
vi fu¨r t ∈
⋃
1≤i≤n
Ii, vi ∈ U,
mit disjunkten halboffenen Intervallen Ii ⊆ [t0, t1] und
∑
1≤i≤n
|Ii| = α.
Mit Hilfe derartiger Variationen wird in Pontrjagin et al. [28] und in Boltjanski [5] das
Pontrjaginsche Maximumprinzip bewiesen.
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Eine weitere Mo¨glichkeit besteht darin, zu einer gegebenen zula¨ssigen Steuerung u0(·)
die
”
Intervalle“ aus einer
”
Lebesgueschen Konstruktion“ zu gewinnen. Und zwar der-
art, dass die zur variierten Steuerung geho¨rende Zustandstrajektorie
”
benachbart“ aus
x∗(·) hervorgeht. Es sei {M(α)}0≤α≤α0 eine Mengenfamilie meßbarer Teilmengen des
Intervalls [t0, t1] mit
|M(α)| = α(t1 − t0), M(α′) ⊆M(α), 0 ≤ α′ ≤ α ≤ α0.
Wir betrachten nun die Steuerung
uα(t) = u∗(t) + χM(α)(t) ·
(
u0(t)− u∗(t)
)
=
{
u∗(t) fu¨r t 6∈M(α),
u0(t) fu¨r t ∈M(α).
Dieser Setzung nach ist sie meßbar und beschra¨nkt. Daher ist es an dieser Stelle un-
umga¨nglich, im Weiteren alle Steuerungen als Element des Raumes L∞
(
[t0, t1], U
)
auf-
zufassen. Weiter seien die Zustandstrajektorien x∗(·), xα(·) Lo¨sung der Dynamik
x˙(t) = ϕ
(
t, x(t), u(t)
)
zur Steuerung u∗(·) bzw. uα(·) und zum gleichen Anfangswert x(t0) = x0. Nutzen wir
in der Differenz
xα(t)− x∗(t) =
∫ t
t0
[
ϕ
(
s, xα(s), uα(s)
)− ϕ(s, x∗(s), u∗(s))] ds
die Eigenschaften der Mengenfamilie {M(α)} und die Setzung von uα(·) aus, dann
erhalten wir
xα(t)− x∗(t) =
∫ t
t0
[
ϕ
(
s, xα(s), u∗(s)
)− ϕ(s, x∗(s), u∗(s))] ds
+
∫ t
t0
χM(α)(s) ·
[
ϕ
(
s, x∗(s), u0(s)
)− ϕ(s, x∗(s), u∗(s))] ds
+
∫ t
t0
χM(α)(s) ·
[
ϕ
(
s, xα(s), u0(s)
)− ϕ(s, xα(s), u∗(s))
−ϕ(s, x∗(s), u0(s))+ ϕ(s, x∗(s), u∗(s))] ds.
Es folgt, die stetige Differenzierbarkeit nach x und die Integrierbarkeit von ϕx
(
t, x, u(t)
)
auf [t0, t1] in Umgebung von x∗(·) fu¨r alle u(·) ∈ L∞
(
[t0, t1], U
)
vorausgesetzt, fu¨r den
ersten Summanden∫ t
t0
[
ϕ
(
s, xα(s), u∗(s)
)− ϕ(s, x∗(s), u∗(s))] ds
=
∫ t
t0
ϕx
(
s, x∗(s), u∗(s)
)(
xα(s)− x∗(s)
)
ds+ o(α).
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Weiterhin ist das letztere Integral in obiger Gleichung gleich∫ t
t0
χM(α)(s)
(
ϕx
(
s, x∗(s), u0(s)
)− ϕx(s, x∗(s), u∗(s)))(xα(s)− x∗(s)) ds+ o(α).
Dieser Ausdruck ist insgesamt von der Form o(α), da sich das Integral gegen∫ t1
t0
χM(α)(s) ·
∥∥ϕx(s, x∗(s), u0(s))− ϕx(s, x∗(s), u∗(s))∥∥Rn×n ds · ‖xα(·)− x∗(·)‖∞
abscha¨tzen la¨sst und hierin∫ t1
t0
χM(α)(s) ds = α(t1 − t0), ‖xα(·)− x∗(·)‖∞ → 0 fu¨r α→ 0 + 0,∫ t1
t0
∥∥ϕx(s, x∗(s), u0(s))∥∥Rn×n ds <∞, ∫ t1
t0
∥∥ϕx(s, x∗(s), u∗(s))∥∥Rn×n ds <∞,
gelten. Der Grenzwert ‖xα(·)− x∗(·)‖∞ → 0 folgt aus Lemma A.9. Damit gilt
xα(t)− x∗(t) =
∫ t
t0
ϕx
(
s, x∗(s), u∗(s)
)(
xα(s)− x∗(s)
)
ds
+
∫ t
t0
χM(α)(s)
[
ϕ
(
s, x∗(s), u0(s)
)− ϕ(s, x∗(s), u∗(s))] ds+ o(α).
Bis jetzt haben wir lediglich die Eigenschaften
|M(α)| = α(t1 − t0), M(α′) ⊆M(α), 0 ≤ α′ ≤ α ≤ α0,
der Mengenfamilie ausgenutzt. Wir werden zeigen, dass es uns mit Hilfe einer speziellen
Konstruktion der Mengen M(α) gelingt nachzuweisen, dass zu beliebigem festen δ > 0
die Relation
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
χM(α)(s)
[
ϕ
(
s, x∗(s), u0(s)
)− ϕ(s, x∗(s), u∗(s))] ds
−α
∫ t
t0
[
ϕ
(
s, x∗(s), u0(s)
)− ϕ(s, x∗(s), u∗(s))] ds∥∥∥∥
Rn
≤ δα
erfu¨llt ist. Der Akzent in dieser Ungleichung liegt auf der Aussage, dass es zu einer
beliebigen festen Zahl δ > 0 Mengenfamilien M(α) mit dieser Eigenschaft gibt. Dann
existiert fu¨r alle t ∈ [t0, t1] der Grenzwert
x(t) = lim
α→0+0
xα(t)− x∗(t)
α
.
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Dieser ist fu¨r t = t0 gleich Null und es folgen mit δ > 0 fu¨r t ∈ [t0, t1] die Relationen
x(t) ≥
∫ t
t0
ϕx
(
s, x∗(s), u∗(s)
)
x(s) ds
+
∫ t
t0
[
ϕ
(
s, x∗(s), u0(s)
)− ϕ(s, x∗(s), u∗(s))] ds− δ,
x(t) ≤
∫ t
t0
ϕx
(
s, x∗(s), u∗(s)
)
x(s) ds
+
∫ t
t0
[
ϕ
(
s, x∗(s), u0(s)
)− ϕ(s, x∗(s), u∗(s))] ds+ δ.
Neben der Relation fu¨r die Abbildung ϕ erfolgt die Konstruktion der Mengenfamilie so,
dass gleichzeitig die Beziehung∣∣∣∣ ∫ t1
t0
χM(α)(t)
[
f
(
t, x∗(t), u0(t)
)− f(t, x∗(t), u∗(t))] dt
−α
∫ t1
t0
[
f
(
t, x∗(t), u0(t)
)− f(t, x∗(t), u∗(t))] dt∣∣∣∣ ≤ δα
fu¨r den Integranden erfu¨llt ist. Dann folgen fu¨r
lim
α→0+0
J
(
xα(·), uα(·)
)− J(x∗(·), u∗(·))
α
im Grenzwert α → 0 + 0 in der gleichen Art und Weise wie eben fu¨r die Abbildung ϕ
die Relationen
lim
α→0+0
J
(
xα(·), uα(·)
)− J(x∗(·), u∗(·))
α
≥
∫ t1
t0
〈
fx
(
t, x∗(t), u∗(t)
)
, x(t)
〉
Rndt
+
∫ t1
t0
[
f
(
t, x∗(t), u0(t)
)− f(t, x∗(t), u∗(t))] dt− δ,
lim
α→0+0
J
(
xα(·), uα(·)
)− J(x∗(·), u∗(·))
α
≤
∫ t1
t0
〈
fx
(
t, x∗(t), u∗(t)
)
, x(t)
〉
Rndt
+
∫ t1
t0
[
f
(
t, x∗(t), u0(t)
)− f(t, x∗(t), u∗(t))] dt+ δ,
mit dem frei wa¨hlbaren positiven Parameter δ.
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Diese Ungleichungen, die fu¨r ein beliebiges δ > 0 gelten, fu¨hren zur Setzung der Menge
der Variationen: Unter der Menge der Variationen verstehen wir die Gesamtheit der
Elemente (
µ, y(·), v0, v1
) ∈ R× C([t0, t1],Rn)× Rn × Rn,
zu denen ein x(·) ∈ C([t0, t1],Rn) und ein u(·) ∈ L∞([t0, t1], U) existieren derart, dass
gleichzeitig
• die Relation
µ >
∫ t1
t0
〈
fx
(
t, x∗(t), u∗(t)
)
, x(t)
〉
Rndt+
∫ t1
t0
[
f
(
t, x∗(t), u(t)
)−f(t, x∗(t), u∗(t))] dt
gilt,
• fu¨r alle t ∈ [t0, t1]
y(t) = x(t)−
∫ t
t0
ϕx
(
s, x∗(s), u∗(s)
)
x(s) ds
−
∫ t
t0
[
ϕ
(
s, x∗(s), u(s)
)− ϕ(s, x∗(s), u∗(s))] ds
erfu¨llt ist und
• die Punkte v0, v1 ∈ Rn den Bedingungen
v0 = x(t0)− x0, v1 = x(t1)− x1
genu¨gen.
2.2.2 Die Konstruktion der Mengenfamilie
{
M(α)
}
Lemma 2.2 (Vgl. [25], Lemma 1, S. 215.) Zu jeder auf [t0, t1] definierten Treppenfunk-
tion y(·), y(t) ∈ Rn, und jedem δ > 0 kann man eine einparametrige Familie{
M(α)
}
0≤α≤1 =
{
M(α, y(·), δ)}
0≤α≤1
meßbarer Teilmengen des Intervalls [t0, t1] derart konstruieren, dass die Beziehungen
|M(α)| = α(t1 − t0), M(α′) ⊆M(α), 0 ≤ α′ ≤ α ≤ 1,
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
[(
χM(α)(τ)− χM(α′)(τ)
)
y(τ)− (α− α′)y(τ)
]
dτ
∥∥∥∥
Rn
≤ δ|α− α′|.
gelten.
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Beweis: ([25], S. 216 f.) Da y(·) eine Treppenfunktion auf dem Intervall [t0, t1] ist, gibt
es endlich viele y1, ..., ym ∈ Rn und disjunkte Teilmengen {A1, ...,Am} von [t0, t1] mit
y(t) =
m∑
j=1
yjχAj(t).
Ferner sei C = max
j
‖yj‖Rn . Wir zerlegen das Intervall [t0, t1] in gleiche Teile ∆1, ...,∆r,
deren La¨nge ho¨chstens δ/(2C) ist und setzen
Mij(α) =
{
t ∈ (Aj ∩∆i)
∣∣∣∣ ∫ t
t0
χ(Aj∩∆i)(τ) dτ < α · |Aj ∩∆i|
}
.
Dann ist M(α) =
⋃
i,j
Mij(α) die gesuchte Menge. Denn es gilt
|M(α)| =
∑
i,j
|Mij(α)| = α
∑
i,j
|Aj ∩∆i| = α(t1 − t0).
Ferner zieht die Ungleichung α ≥ α′ die Beziehung Mij(α′) ⊆ Mij(α), und damit
M(α′) ⊆M(α), nach sich. Schließlich gilt∫
Mij(α)
y(t) dt =
∫ t1
t0
χMij(α)(t)y(t) dt = αyj · |Aj ∩∆i|,
weil jeweils auf den Mengen Aj die Vektorfunktion y(·) konstant und gleich yj ist.
Hieraus folgt in den Endpunkten der Intervalle ∆i:∫
∆i
(
χM(α)(t)− χM(α′)(t)
)
y(t) dt
=
∑
j
(∫
Mij(α)
y(t) dt−
∫
Mij(α′)
y(t) dt
)
= (α− α′)
∑
j
yj · |Aj ∩∆i|
= (α− α′)
∑
j
∫
∆i
χ(Aj∩∆i)(t)y(t) dt = (α− α′)
∫
∆i
y(t) dt,
also, dass in den Endpunkten der Intervalle ∆i die Werte von
∫ t
t0
(α − α′)y(τ) dτ und∫ t
t0
(
χM(α)(τ)−χM(α′)(τ)
)
y(τ) dτ u¨bereinstimmen. Fu¨r ∆i = [τi, τi+1] und τi < t < τi+1
ergibt sich∥∥∥∥∫ t
τi
[(
χM(α)(τ)− χM(α′)(τ)
)
y(τ)− (α− α′)y(τ)
]
dτ
∥∥∥∥
Rn
≤
∥∥∥∥∫ t
τi
(
χM(α)(τ)− χM(α′)(τ)
)
y(τ) dτ
∥∥∥∥
Rn
+ |α− α′|
∥∥∥∥∫ t
τi
y(τ) dτ
∥∥∥∥
Rn
≤ 2C|α− α′| · |t− τi| ≤ δ|α− α′|.
q. e. d.
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Lemma 2.3 ([25], Lemma 1, S. 215.) Zu jeder auf [t0, t1] definierten beschra¨nkten meß-
baren Vektorfunktion y(·) und jedem δ > 0 kann man eine einparametrige Familie{
M(α)
}
0≤α≤1 =
{
M(α, y(·), δ)}
0≤α≤1
mit den Eigenschaften
|M(α)| = α(t1 − t0), M(α′) ⊆M(α), 0 ≤ α′ ≤ α ≤ 1,
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
[(
χM(α)(τ)− χM(α′)(τ)
)
y(τ)− (α− α′)y(τ)
]
dτ
∥∥∥∥
Rn
≤ δ|α− α′|.
konstruieren.
Beweis: ([25], S. 215 f.) Jede beschra¨nkte meßbare Vektorfunktion auf [t0, t1] ist gleich-
ma¨ßiger Grenzwert von Treppenfunktionen (Elstrodt [16], Korollar 4.14, S. 108). D. h.,
es gibt ein y˜(·),
y˜(t) =
n∑
j=1
yjχAj(t),
mit
sup
t∈[t0,t1]
‖y(t)− y˜(t)‖Rn ≤ δ
t1 − t0 .
Nach letztem Lemma kann man eine Familie
{
M(α, y˜(·), δ)}
0≤α≤1 mit den entsprechen-
den Eigenschaften fu¨r y˜(·) konstruieren. Ist dann α ≥ α′, so gilt∥∥∥∥∫ t
t0
(
χM(α)(τ)− χM(α′)(τ)
) · (y(τ)− y˜(τ))dτ∥∥∥∥
Rn
≤ δ
t1 − t0 |M(α) \M(α
′)| ≤ δ|α− α′|
und∥∥∥∥∫ t
t0
(α− α′)(y(τ)− y˜(τ))dτ∥∥∥∥
Rn
≤ |α− α′|
∫ t
t0
∥∥(y(τ)− y˜(τ))∥∥Rndτ ≤ δ|α− α′|.
Zusammenfassend erhalten wir mit der Aussage des letzten Lemma fu¨r Treppenfunk-
tionen:∥∥∥∥∫ t
t0
[(
χM(α)(τ)− χM(α′)(τ)
)
y(τ)− (α− α′)y(τ)
]
dτ
∥∥∥∥
Rn
≤
∥∥∥∥∫ t
t0
(
χM(α)(τ)− χM(α′)(τ)
) · (y(τ)− y˜(τ)) dτ∥∥∥∥
Rn
+
∥∥∥∥∫ t
t0
(α− α′)(y(τ)− y˜(τ))dτ∥∥∥∥
Rn
+
∥∥∥∥∫ t
t0
[(
χM(α)(τ)− χM(α′)(τ)
)
y˜(τ)− (α− α′)y˜(τ)
]
dτ
∥∥∥∥
Rn
≤ 3δ|α− α′|,
also M(α) = M(α, y(·), 3δ).
q. e. d.
2.2. DIE VERALLGEMEINERTE NADELVARIATION 43
Lemma 2.4 ([25], Lemma 2, S. 217.) Es seien yκ(·), yκ : [t0, t1] → Rnκ , κ = 1, ..., κ0,
beschra¨nkte meßbare Vektorfunktionen. Dann existieren zu jedem δ > 0 einparametrige
Mengenfamilien M1(α), ..., Mκ0(α) meßbarer Teilmengen des Intervalls [t0, t1], wobei
der Parameter α Werte zwischen 0 und 1/κ0 annimmt derart, dass fu¨r alle κ = 1, ..., κ0,
0 ≤ α′ ≤ α ≤ 1/κ0 und κ 6= κ′ gilt:
|Mκ(α)| = α(t1 − t0), Mκ(α′) ⊆Mκ(α), Mκ(α) ∩Mκ′(α′) = ∅, (2.8)
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
(
χMκ(α)(τ)− χMκ(α′)(τ)
)
yκ(τ) dτ
−(α− α′)
∫ t
t0
yκ(τ) dτ
∥∥∥∥
Rnκ
≤ δ|α− α′|. (2.9)
Beweis: ([25], S. 217.) Es sei n = n1 + ...+ nκ0 . Dann ist
t→ z(t) = (y1(t), ..., yκ0(t))
eine meßbare beschra¨nkte Abbildung des Intervalls [t0, t1] in Rn.
Dann lassen sich Treppenfunktion y˜κ(·) derart angeben, dass fu¨r z˜(·) =
(
y˜1(·), ..., y˜κ0(·)
)
die Beziehung
sup
t∈[t0,t1]
‖z(t)− z˜(t)‖Rn ≤ δ
t1 − t0
gilt. Fu¨r die Treppenfunktion z˜(·) = (y˜1(·), ..., y˜κ0(·)) zerlegen wir die Mengen Mij(α)
(vgl. den Beweis von Lemma 2.2) abermals in κ0 Teile der La¨nge 0 ≤ α ≤ 1/κ0
Mκij(α) =
{
t ∈ (Aj ∩∆i)
∣∣∣∣ (κ− 1κ0
)
· |Aj ∩∆i| ≤
∫ t
t0
χ(Aj∩∆i)(τ) dτ
<
(
κ− 1
κ0
+ α
)
· |Aj ∩∆i|
}
und setzen
Mκ(α) =
⋃
i,j
Mκij(α), κ = 1, ..., κ0.
Offensichtlich sind fu¨r κ 6= κ′, 0 ≤ α′ ≤ α ≤ 1/κ0 die Mengen Mκ(α) und Mκ′(α′)
disjunkt, es ist |Mκ(α)| = α(t1 − t0) und fu¨r 0 ≤ α′ ≤ α ≤ 1/κ0 gilt Mκ(α′) ⊆Mκ(α).
Genau wie im Beweis des letzten Lemma ko¨nnen wir schließen:∥∥∥∥∫ t
t0
[(
χMκ(α)(τ)− χMκ(α′)(τ)
)
z(τ)− (α− α′)z(τ)
]
dτ
∥∥∥∥
Rn
≤ 3δ|α− α′|, κ = 1, ..., κ0.
Die letzte Behauptung des Lemma folgt aus der Tatsache, dass fu¨r jeden Vektor z =
(y1, ..., yκ0) ∈ Rn, yκ ∈ Rnκ die Ungleichung
‖z‖Rn ≥ ‖yk‖Rnκ , κ = 1, ..., κ0,
erfu¨llt ist.
q. e. d.
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2.2.3 Die Definition der verallgemeinerten Nadelvariation
Es genu¨ge x∗(·) der Gleichung (2.2) zur Steuerung u∗(·) ∈ L∞
(
[t0, t1], U
)
:
x˙∗(t) = ϕ
(
t, x∗(t), u∗(t)
)
.
Weiter seien uκ(·) ∈ L∞
(
[t0, t1], U
)
, κ = 1, ..., κ0. Dann sind die Vektorfunktionen yκ(·),
yκ(t) =
(
ϕ
(
t, x∗(t), uκ(t)
)− ϕ(t, x∗(t), u∗(t)),
f
(
t, x∗(t), uκ(t)
)− f(t, x∗(t), u∗(t))), κ = 1, ..., κ0,
auf [t0, t1] meßbar und beschra¨nkt, weil die Steuerungen u∗(·), u1(·), ..., uκ0(·) meßbar,
beschra¨nkt und die Abbildungen f, ϕ stetig sind. Daher existieren nach Lemma 2.4
einparametrige Mengenfamilien
{
Mκ(α)
}
0≤α≤1/κ0 mit
|Mκ(α)| = α(t1 − t0), Mκ(α′) ⊆Mκ(α), Mκ(α) ∩Mκ′(α′) = ∅
und
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
[(
χMκ(α)(τ)− χMκ(α′)(τ)
)
yκ(τ)− (α− α′)yκ(τ)
]
dτ
∥∥∥∥
Rn+1
≤ δ
2
|α− α′|
fu¨r alle κ = 1, ..., κ0, 0 ≤ α′ ≤ α ≤ 1/κ0 und κ 6= κ′.
Dann ist auf dem Quader
Qκ0 =
{
α = (α1, ..., ακ0) ∈ Rκ0
∣∣∣ 0 ≤ ακ ≤ 1/κ0, κ = 1, ..., κ0}
die Abbildung α→ uα(·) ∈ L∞
(
[t0, t1], U
)
,
uα(t) = u∗(t) +
κ0∑
κ=1
χMκ(ακ)(t) ·
(
uκ(t)− u∗(t)
)
,
wohldefiniert und uα(·) heißt verallgemeinerte Nadelvariation von u∗(·) ∈ L∞
(
[t0, t1], U
)
in Richtung der Elemente u1(·), ..., uκ0(·) ∈ L∞
(
[t0, t1], U
)
.
2.2.4 Eigenschaften der verallgemeinerten Nadelvariation
Die Ergebnisse dieses Abschnitts sind den Ausfu¨hrungen in [25], S. 217 ff, entnommen.
Aus den Eigenschaften (2.8) der Mengenfamilien in der Setzung der verallgemeinerten
Nadelvariation
uα(t) = u∗(t) +
κ0∑
κ=1
χMκ(ακ)(t) ·
(
uκ(t)− u∗(t)
)
2.2. DIE VERALLGEMEINERTE NADELVARIATION 45
folgt unmittelbar fu¨r jede auf R×Rn×Rm definierte Vektorfunktion h und jedes α ∈ Qκ0
die Beziehung
h
(
t, x, uα(t)
)− h(t, x, u∗(t))
=
κ0∑
κ=1
χMκ(ακ)(t) ·
(
h
(
t, x, uκ(t)
)− h(t, x, u∗(t))). (2.10)
Ferner gilt fu¨r α, α′ ∈ Qκ0
h
(
t, x, uα(t)
)− h(t, x, uα′(t))
=
κ0∑
κ=1
(
χMκ(ακ)(t)− χMκ(α′κ)(t)
) · (h(t, x, uκ(t))− h(t, x, u∗(t))), (2.11)
denn aus (2.10) folgt
h
(
t, x, uα(t)
)− h(t, x, uα′(t))
= h
(
t, x, u∗(t)
)
+
κ0∑
κ=1
χMκ(ακ)(t)
(
h
(
t, x, uκ(t)
)− h(t, x, u∗(t)))
−h(t, x, u∗(t))− κ0∑
κ=1
χMκ(α′κ)(t)
(
h
(
t, x, uκ(t)
)− h(t, x, u∗(t)))
=
κ0∑
κ=1
(
χMκ(ακ)(t)− χMκ(α′κ)(t)
) · (h(t, x, uκ(t))− h(t, x, u∗(t))).
Weil alle Steuerungen u∗(·), u1(·), ..., uκ0(·) beschra¨nkt sind, sind ihre Werte in einer
kompakten Menge U1 ⊂ Rm enthalten. Nutzen wir daru¨ber hinaus die Stetigkeit von
f , ϕ und fx, ϕx aus, so ko¨nnen wir ein σ > 0 derart angeben, dass∥∥ϕ(t, x, u)− ϕ(t, x∗(t), u)∥∥Rn ≤ δ4(t1 − t0) , (2.12)∣∣f(t, x, u)− f(t, x∗(t), u)∣∣ ≤ δ
8(t1 − t0) , (2.13)∥∥ϕ(t, x, u)− ϕ(t, x′, u)− ϕx(t, x∗(t), u)(x− x′)∥∥Rn ≤ δ‖x− x′‖Rn2(t1 − t0) , (2.14)
fu¨r alle t, x, x′, u mit ‖x−x∗(t)‖Rn ≤ σ, ‖x′−x∗(t)‖Rn ≤ σ und u ∈ U1 erfu¨llt sind. Wir
setzen
V =
{
x(·) ∈ C([t0, t1],Rn) ∣∣ ‖x(·)− x∗(·)‖∞ ≤ σ}
und wa¨hlen ε ∈ (0, 1/κ0] mit
ε(t1 − t0) max
t∈[t0,t1]
u∈U1
∥∥ϕx(t, x∗(t), u)∥∥Rn×n ≤ δ4 . (2.15)
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Wir definieren die Menge εΣκ0 gema¨ß
εΣκ0 =
{
α = (α1, ..., ακ0) ∈ Rκ0
∣∣∣∣α1, ..., ακ0 ≥ 0, κ0∑
κ=1
ακ ≤ ε
}
.
Offenbar gilt die Relation εΣκ0 ⊆ Qκ0 fu¨r ε ∈ (0, 1/κ0]. Daher ist die verallgemeinerte
Nadelvariation uα(·) fu¨r ε ∈ (0, 1/κ0] auf dem gesamten Simplex εΣκ0 definiert.
Lemma 2.5 (Vgl. [25], S. 218.) Es genu¨ge ε ∈ (0, 1/κ0] der Bedingung (2.15). Dann
gilt fu¨r alle α, α′ ∈ εΣκ0 und alle x(·), x′(·) ∈ V :
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
[
ϕ
(
τ, x(τ), uα(τ)
)− ϕ(τ, x′(τ), uα′(τ))
−ϕx
(
τ, x∗(τ), u∗(τ)
)(
x(τ)− x′(τ))
−
κ0∑
κ=1
(ακ − α′κ) ·
(
ϕ
(
τ, x∗(τ), uκ(τ)
)− ϕ(τ, x∗(τ), u∗(τ)))]dτ∥∥∥∥
Rn
≤ δ
(∥∥x(·)− x′(·)∥∥∞ + κ0∑
κ=1
|ακ − α′κ|
)
. (2.16)
Beweis: ([25], S. 220 f.) Die linke Seite von (2.16) ko¨nnen wir nach oben gegen∫ t1
t0
∥∥∥ϕ(t, x(t), uα(t))− ϕ(t, x′(t), uα(t))
−ϕx
(
t, x∗(t), uα(t)
)(
x(t)− x′(t))∥∥∥
Rn
dt
+
∫ t1
t0
∥∥∥(ϕx(t, x∗(t), uα(t))− ϕx(t, x∗(t), u∗(t)))(x(t)− x′(t))∥∥∥
Rn
dt
+
∫ t1
t0
∥∥∥ϕ(t, x′(t), uα(t))− ϕ(t, x′(t), uα′(t))
−ϕ(t, x∗(t), uα(t))+ ϕ(t, x∗(t), uα′(t))∥∥∥
Rn
dt
+ max
t∈[t0,t1]
∥∥∥∥∫ t
t0
ϕ
(
τ, x∗(τ), uα(τ)
)− ϕ(τ, x∗(τ), uα′(τ))
−
κ0∑
κ=1
(ακ − α′κ)
(
ϕ
(
τ, x∗(τ), uκ(τ)
)− ϕ(τ, x∗(τ), u∗(τ)))dτ∥∥∥∥
Rn
abscha¨tzen.
Der erste Summand ist nach (2.14) kleiner oder gleich
δ
2
‖x(·)− x′(·)‖∞.
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Aus (2.10) folgt, dass der zweite Summand gleich∫ t1
t0
∥∥∥∥ κ0∑
κ=1
χMκ(ακ)(t) ·
(
ϕx
(
t, x∗(t), uκ(t)
)− ϕx(t, x∗(t), u∗(t)))(x(t)− x′(t))∥∥∥∥
Rn
dt
ist. Mit (2.15) und der Wahl von εΣκ0 la¨sst sich das nach oben gegen
2
∫ t1
t0
κ0∑
κ=1
χMκ(ακ)(t)dt · max
t∈[t0,t1]
u∈U1
∥∥ϕx(t, x∗(t), u)∥∥Rn×n · ∥∥x(·)− x′(·)∥∥∞
= 2
(
κ0∑
κ=1
ακ
)
(t1 − t0) · max
t∈[t0,t1]
u∈U1
∥∥ϕx(t, x∗(t), u)∥∥Rn×n · ∥∥x(·)− x′(·)∥∥∞
≤ 2 · ε(t1 − t0) · max
t∈[t0,t1]
u∈U1
∥∥ϕx(t, x∗(t), u)∥∥Rn×n · ∥∥x(·)− x′(·)∥∥∞ = δ2‖x(·)− x′(·)‖∞
abscha¨tzen. Wegen (2.11) ist der dritte Summand gleich∫ t1
t0
∥∥∥∥ κ0∑
κ=1
(
χMκ(ακ)(t)− χMκ(α′κ)(t)
) · (ϕ(t, x′(t), uκ(t))− ϕ(t, x′(t), u∗(t)))
−
κ0∑
κ=1
(
χMκ(ακ)(t)− χMκ(α′κ)(t)
) · (ϕ(t, x∗(t), uκ(t))− ϕ(t, x∗(t), u∗(t)))∥∥∥∥
Rn
dt.
Gema¨ß (2.12) ist dieses Integral nicht gro¨ßer als
2 · δ
4(t1 − t0) ·
κ0∑
κ=1
∫ t1
t0
∥∥χMκ(ακ)(t)− χMκ(α′κ)(t)∥∥Rndt = δ2
κ0∑
κ=1
|ακ − α′κ|.
Schließlich la¨ßt sich der vierte Summand mittels (2.11) in die Form
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
κ0∑
κ=1
[(
χMκ(ακ)(τ)− χMκ(α′κ)(τ)
) · (ϕ(τ, x∗(τ), uκ(τ))
−ϕ(τ, x∗(τ), u∗(τ)))
−(ακ − α′κ) ·
(
ϕ
(
τ, x∗(τ), uκ(τ)
)− ϕ(τ, x∗(τ), u∗(τ)))]dτ∥∥∥∥
Rn
bringen. Die Differenz
(
ϕ
(
τ, x∗(τ), uκ(τ)
) − ϕ(τ, x∗(τ), u∗(τ))) entha¨lt die ersten n
Koordinaten der Vektorfunktion yκ(·) aus Abschnitt 2.2.3 im Punkt τ . Daher ist der
obenstehende Ausdruck nicht gro¨ßer als
max
t∈[t0,t1]
∥∥∥∥ κ0∑
κ=1
∫ t
t0
[(
χMκ(ακ)(τ)− χMκ(α′κ)(τ)
)
yκ(τ)− (ακ − α′κ)yκ(τ)
]
dτ
∥∥∥∥
Rn+1
.
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Mit (2.9) ist dieser Ausdruck nicht gro¨ßer als
δ
2
κ0∑
κ=1
|ακ − α′κ|.
Damit ist die Beziehung (2.16) bewiesen.
q. e. d.
Lemma 2.6 (Vgl. [25], S. 218.) Es sei ε ∈ (0, 1/κ0] und genu¨ge der Bedingung (2.15).
Dann gilt∫ t1
t0
[
f
(
t, x(t), uα(t)
)− f(t, x(t), u∗(t))
−
κ0∑
κ=1
ακ ·
(
f
(
t, x(t), uκ(t)
)− f(t, x(t), u∗(t)))]dt ≤ δ κ0∑
κ=1
ακ (2.17)
fu¨r alle α ∈ εΣκ0 und alle x(·) ∈ V .
Beweis: ([25], S. 221 f.) Beachten wir (2.10), so ist die linke Seite in (2.17) gleich
κ0∑
κ=1
∫ t1
t0
[
χMκ(ακ)(t) ·
(
f
(
t, x(t), uκ(t)
)− f(t, x(t), u∗(t)))
−ακ ·
(
f
(
t, x(t), uκ(t)
)− f(t, x(t), u∗(t)))]dt
und ist kleiner oder gleich
≤
κ0∑
κ=1
∣∣∣∣ ∫ t1
t0
χMκ(ακ)(t) ·
(
f
(
t, x∗(t), uκ(t)
)− f(t, x∗(t), u∗(t)))
−ακ ·
(
f
(
t, x∗(t), uκ(t)
)− f(t, x∗(t), u∗(t)))dt∣∣∣∣
+
κ0∑
κ=1
[∫ t1
t0
χMκ(ακ)(t) ·
[∣∣f(t, x(t), uκ(t))− f(t, x∗(t), uκ(t))∣∣
+
∣∣f(t, x∗(t), u∗(t))− f(t, x(t), u∗(t))∣∣]dt
+ακ
∫ t1
t0
[∣∣f(t, x(t), uκ(t))− f(t, x∗(t), uκ(t))∣∣
+
∣∣f(t, x(t), u∗(t))− f(t, x∗(t), u∗(t))∣∣]dt].
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Fu¨r den ersten Summanden gilt die Relation (2.9), d.h.
κ0∑
κ=1
∣∣∣∣ ∫ t1
t0
χMκ(ακ)(t) ·
(
f
(
t, x∗(t), uκ(t)
)− f(t, x∗(t), u∗(t)))
−ακ ·
(
f
(
t, x∗(t), uκ(t)
)− f(t, x∗(t), u∗(t)))dt∣∣∣∣ ≤ δ2
κ0∑
κ=1
ακ.
Mit (2.13) folgt, dass die zweite Summe kleiner gleich
κ0∑
κ=1
(
2
∫ t1
t0
χMκ(ακ)(t) dt+ 2ακ
∫ t1
t0
dt
)
· δ
8(t1 − t0) =
δ
2
κ0∑
κ=1
ακ
ist. Damit ist das Lemma bewiesen.
q. e. d.
2.3 Der verallgemeinerte Satz von Ljusternik
2.3.1 Das Prinzip der kontrahierenden mengenwertigen Ab-
bildung
Satz 2.7 (Prinzip der kontrahierenden mengenwertigen Abbildung) (Vgl.
[25], Lemma 1, S. 43 f.) Es sei Z ein Banachraum und L ein abgeschlossener linearer
Teilraum von Z. In einer Kugel U(z0, r) = {z ∈ Z | ‖z−z0‖Z ≤ r} sei die mengenwertige
Abbildung Φ definiert, die jedem z ∈ U(z0, r) einen zu L parallelen Teilraum zuordnet.
Genauer gilt mit einem gewissen ζ ∈ Z:
Φ(z) = ζ + L =
{
y ∈ Z ∣∣ y = ζ + l, l ∈ L}.
Wir setzen fu¨r den Abstand zwischen zwei Teilra¨umen
d
(
Φ(z1),Φ(z2)
)
= inf
{‖ζ‖Z ∣∣ ζ = ζ1 − ζ2, ζ1 ∈ Φ(z1), ζ2 ∈ Φ(z2)}
und fu¨r den Abstand eines Punktes zu einem Teilraum
d
(
Φ(z), ζ0
)
= inf
{‖ζ‖Z ∣∣ ζ = z1 − ζ0, z1 ∈ Φ(z)}.
Es soll ferner gelten, dass eine Zahl θ ∈ (0, 1) existiert mit
a) d
(
Φ(z1),Φ(z2)
) ≤ θ‖z1 − z2‖Z fu¨r alle z1, z2 ∈ U(z0, r),
b) d
(
Φ(z0), z0
)
< (1− θ)r.
Dann existiert zu jeder Zahl r1, die der Ungleichung
d
(
Φ(z0), z0
)
< r1 < (1− θ)r
genu¨gt, ein Element z ∈ U (z0, r11−θ) mit
z ∈ Φ(z). (2.18)
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Daru¨ber hinaus gibt es unter den Punkten, die dieser Bedingung genu¨gen, einen Punkt
z mit
‖z − z0‖Z ≤ 2
1− θd
(
Φ(z0), z0
)
. (2.19)
Beweis: ([25], S. 44 f.) Wir beginnen mit der Konstruktion einer Folge z0, z1, ... mit den
Eigenschaften
zn ∈ U(z0, r), n = 0, 1, ...,
zn ∈ Φ(zn−1), n = 1, 2, ...,
‖zn+1 − zn‖Z < θnr1, n = 0, 1, ... .
Diese Folge wird induktiv konstruiert.
Das Element z0 ist dasselbe, das in der Voraussetzung des Lemmas auftritt, und z1 ein
beliebiges Element aus Φ(z0), fu¨r das ‖z0− z1‖ < r1 gilt. Nun nehmen wir an, dass wir
bereits die ersten (n+ 1) Folgenglieder z0, ..., zn ausgewa¨hlt haben. Dann gilt
d
(
Φ(zn),Φ(zn−1)
) ≤ θ‖zn − zn−1‖Z < θnr1.
Hieraus folgt die Existenz eines Elementes zn+1 ∈ Φ(zn) mit ‖zn+1 − zn‖Z < θnr1.
Ferner gilt nach der Dreiecksungleichung (wenn k +m ≤ n+ 1 ist)
‖zk − zk+m‖Z ≤ ‖zk − zk+1‖Z + ...+ ‖zk+m−1 − zk+m‖Z
< (θk + ...+ θk+m−1)r1 <
θk
1− θr1. (2.20)
Daraus folgt fu¨r k = 0 und k +m = n+ 1
‖z0 − zn+1‖Z < r1
1− θ < r,
also zn+1 ∈ U(z0, r). Damit ist die Induktion beendet.
Aus der Ungleichung (2.20) folgt, dass {z0, z1, ...} eine Cauchyfolge ist. Da der Raum
Z vollsta¨ndig ist, konvergiert sie gegen ein gewisses Element z ∈ Z. Fu¨hren wir in
‖z0 − zn‖Z < r1
1− θ
den Grenzu¨bergang n→∞ aus, so erhalten wir z ∈ U (z0, r11−θ) ⊆ U(z0, r). Andererseits
gilt
d
(
Φ(z), zn+1
)
= d
(
Φ(z),Φ(zn)
) ≤ θ‖zn − z‖Z → 0.
Hieraus folgt die Existenz einer Folge {ωi} von Elementen der Menge Φ(z), die gegen z
konvergiert. Daher gilt z ∈ Φ(z), weil nach Voraussetzung die Menge Φ(z) abgeschlossen
ist. Damit ist (2.18) gezeigt.
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Wenn d
(
Φ(z0), z0
)
= 0 ist, so gilt z0 ∈ Φ(z0), und (2.19) ist offensichtlich erfu¨llt.
Ist aber d
(
Φ(z0), z0
)
> 0, dann wa¨hlen wir r1 so, dass
r1
2
≤ d(Φ(z0), z0) < r1 < (1− θ)r
ist. Fu¨r dieses r1 finden wir einen Punkt z ∈ U
(
z0,
r1
1−θ
)
, welcher der Beziehung (2.18)
genu¨gt. Dann gilt
‖z0 − z‖Z < r1
1− θ ≤
2
1− θd
(
Φ(z0), z0
)
.
q. e. d.
2.3.2 Der Satz von Ljusternik
Definition 2.8 (lokaler Tangentialkegel) (Vgl. [25], S. 42.) Es sei X ein Banach-
raum und x0 ∈M ⊆ X. Mit C(M,x0) bezeichnen wir die Menge aller Elemente x ∈ X,
zu denen ein ε0 > 0 und eine Abbildung r(ε) : [0, ε0]→ X mit den Eigenschaften
lim
ε→0+0
‖r(ε)‖X
ε
= 0
und
x0 + εx+ r(ε) ∈M fu¨r alle ε ∈ [0, ε0]
existiert. C(M,x0) heißt der lokale Tangentialkegel an die Menge M im Punkt x0.
Satz 2.9 (Satz von Ljusternik) (Vgl. [25], S. 42.) Es seien X und Y Banachra¨ume,
V eine Umgebung des Punktes x∗ ∈ X und F eine Fre´chet-differenzierbare Abbildung
der Menge V in Y . Wir setzen voraus, die Abbildung F sei regula¨r im Punkt x∗, d. h.,
es gelte
ImF ′(x∗) = Y,
außerdem sei ihre Ableitung in diesem Punkt in der gleichma¨ßigen Operatorentopologie
des Raumes L(X, Y ) stetig. Dann stimmt der lokale Tangentialkegel an die Menge
M =
{
x ∈ V ∣∣F (x) = F (x∗)}
im Punkt x∗ mit dem Kern des Operators F ′(x∗) u¨berein:
C(M,x∗) = KerF ′(x∗).
Offenbar geho¨rt jedes Element des lokalen Tangentialkegels an die Menge M im Punkt
x∗ dem Kern des Operators F ′(x∗) an, denn es ist definitionsgema¨ß
x ∈ C(M,x∗) ⇔ x∗ + εx+ r(ε) ∈M fu¨r alle ε ∈ [0, ε0]
⇔ F(x∗ + εx+ r(ε)) = F (x∗) fu¨r alle ε ∈ [0, ε0]
⇒ F ′(x∗)
(
x+
r(ε)
ε
)
= 0 fu¨r alle ε ∈ (0, ε0].
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Daraus folgt F ′(x∗)x = 0 fu¨r ε→ 0 + 0, d. h. C(M,x∗) ⊆ KerF ′(x∗).
Umgekehrt ist KerF ′(x∗) ⊆ C(M,x∗), falls zu jedem z ∈ KerF ′(x∗) eine Auflo¨sung
y = r(ε) der Gleichung
F (x∗ + εz + y) = F (x∗)
existiert. Das zeigen wir mit Satz 2.11, dem verallgemeinerten Satz von Ljusternik.
Wir nehmen in beiden Versionen des Satzes von Ljusternik zwar an, dass wir einen
surjektiven stetigen linearen Operator betrachten, aber dessen Kern muss nicht einzig
aus dem Nullelement bestehen. Demnach ist der inverse Operator mengenwertig.
Da der Kern eines stetigen linearen Operators ein abgeschlossener Unterraum ist, wird
beim Beweis des Satzes von Ljusternik die Idee des Quotientenraumes zwar aufgegriffen,
aber der U¨bergang zum diesem nicht vollzogen (vgl. Lemma 2.10). Dies ist dadurch be-
gru¨ndet, dass wir bei Anwendung eines Fixpunktsatzes fu¨r mengenwertige Abbildungen
auf einer gewissen Menge mit der Einfu¨hrung des Faktorraumes und der A¨quivalenzklas-
senbildung zu Repra¨sentanten u¨bergehen, die mit dem betrachteten Fixpunktproblem
nichts mehr gemein haben mu¨ssen.
Lemma 2.10 ([25], Lemma 3, S. 45.) Es seien X und Y Banachra¨ume und Λ : X → Y
ein stetiger linearer Operator. Wir setzen
C(Λ) := sup
y 6=0
(
inf{‖x‖X |x ∈ X,Λx = y}
‖y‖Y
)
.
Wenn Im Λ = Y gilt, so ist C(Λ) <∞.
Beweis: ([25], S. 45.) Ist Im Λ = Y , so entha¨lt nach dem Satz u¨ber die offene Abbildung
das Bild der Einheitskugel des Raumes X bei der Abbildung Λ eine Umgebung des
Nullpunktes in Y , d. h., es la¨sst sich ein δ > 0 derart angeben, dass zu jedem y ∈
Y, ‖y‖Y ≤ δ, ein Punkt x ∈ X existiert, fu¨r den ‖x‖X ≤ 1 und Λx = y gilt.
Deshalb ist fu¨r beliebiges y ∈ Y, y 6= 0,
inf{‖x‖X |x ∈ X,Λx = y} = inf
{
‖x‖X
∣∣∣∣x ∈ X, δ‖y‖Y · Λx = δ‖y‖Y · y
}
= inf
{‖y‖Y
δ
· ‖ξ‖X
∣∣∣∣ ξ ∈ X,Λξ = δ‖y‖Y · y
}
=
‖y‖Y
δ
· inf
{
‖x‖X
∣∣∣∣x ∈ X,Λx = δ‖y‖Y · y
}
≤ ‖y‖Y
δ
,
also
C(Λ) = sup
y 6=0
(
inf{‖x‖X |x ∈ X,Λx = y}
‖y‖Y
)
≤ 1
δ
.
q. e. d.
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Zur Motivation der Zahl C(Λ) betrachten wir den Operator L : Y → X/Ker Λ, der
jedem y ∈ Y die A¨quivalenzklasse [x] ∈ X/Ker Λ aller Elemente x ∈ X zuordnet, fu¨r
die Λx = y gilt.
Der Setzung nach ko¨nnen wir L als den inversen Operator Λ˜−1 von Λ auffassen, der von
Y nach X˜ = X/Ker Λ abbildet. Fu¨r die Klasse [x] = Ly gilt in der Quotientenraumnorm
‖[x]‖X˜ = ‖Ly‖X˜ = inf{‖x‖X |x ∈ X,Λx = y}.
Die Zahl C(Λ) gibt also die Operatornorm von L = Λ˜−1 an:
C(Λ) = ‖L‖ = sup
y 6=0
‖Ly‖X˜
‖y‖Y .
Satz 2.11 (Der verallgemeinerte Satz von Ljusternik) ([25], S. 45 f.) Es seien X
und Y Banachra¨ume, Λ : X → Y ein stetiger linearer Operator und F eine Abbildung
einer gewissen Umgebung V des Punktes x∗ ∈ X in Y . Wir setzen voraus, es sei
Im Λ = Y und es gebe eine Zahl δ > 0 derart, dass erstens
δC(Λ) <
1
2
und zweitens
‖F (x)− F (x′)− Λ(x− x′)‖Y ≤ δ‖x− x′‖X (2.21)
fu¨r alle x, x′ aus V gilt.
Dann existieren eine Umgebung V ′ ⊆ V des Punktes x∗, eine Zahl K > 0 und eine
Abbildung ξ → x(ξ) der Umgebung V ′ in X derart, dass die Beziehungen
F
(
ξ + x(ξ)
)
= F (x∗) und ‖x(ξ)‖X ≤ K‖F (ξ)− F (x∗)‖Y
fu¨r alle ξ ∈ V ′ erfu¨llt sind.
Satz 2.11 verallgemeinert tatsa¨chlich den Satz von Ljusternik ([25], S. 47):
Wir setzen Λ = F ′(x∗). Da nach Voraussetzung von Satz 2.9 die Abbildung x→ F ′(x)
in x∗ stetig ist, existiert eine konvexe Umgebung U1 ⊆ U des Punktes x∗ derart, dass
fu¨r alle x ∈ U1 die Beziehung
‖F ′(x)− Λ‖ = sup
z 6=0
‖F ′(x)z − Λz‖Y
‖z‖X <
1
2 · C(Λ)
gilt. Dann ist nach dem Mittelwertsatz ([25], S. 40) fu¨r alle x, x′ ∈ U1
‖F (x)− F (x′)− Λ(x− x′)‖Y ≤ sup
0≤α≤1
(‖F ′(x′ + α(x− x′))− Λ‖ · ‖x− x′‖X)
<
1
2 · C(Λ)‖x− x
′‖X .
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Damit gilt
‖F (x)− F (x′)− Λ(x− x′)‖Y ≤ δ‖x− x′‖X
fu¨r δ > 0 mit δC(Λ) < 1/2 und es sind alle Voraussetzungen des verallgemeinerten
Satzes von Ljusternik erfu¨llt.
Die Inklusion C(M,x∗) ⊆ KerF ′(x∗) im Satz von Ljusternik folgt wie bereits gezeigt
direkt aus der Definition des lokalen Tangentialkegels. Ist andererseits z ∈ KerF ′(x∗)
und die Behauptung des verallgemeinerten Satzes von Ljusternik richtig, so gilt fu¨r
hinreichend kleine ε ≥ 0 offenbar ([25], S. 42 f)
ξ = x∗ + εz ∈ V ′
und es existiert eine Abbildung ξ → x(ξ) mit
F
(
ξ + x(ξ)
)
= F (x∗), ‖x(ξ)‖X ≤ K‖F (ξ)− F (x∗)‖Y .
Da z ∈ KerF ′(x∗) ist, la¨sst sich ‖x(ξ)‖X weiter abscha¨tzen gegen
K‖F (ξ)− F (x∗)‖Y = K‖F (x∗ + εz)− F (x∗)‖Y = K‖F ′(x∗)(εz)‖Y + o(ε) = o(ε).
Setzen wir r(ε) = x(x∗ + εz), so gelten
‖r(ε)‖ ≤ K‖F (x∗ + εz)− F (x∗)‖Y = o(ε)
und ξ+x(ξ) = x∗+εz+r(ε) ∈M fu¨r alle hinreichend kleine ε. Daraus folgt z ∈ C(M,x∗).
Beweis von Satz 2.11: ([25], S. 46 f.) Wir wa¨hlen r > 0 so, dass U(x∗, 2r) ⊆ V gilt. Aus
(2.21) folgt wegen
‖F (x)− F (x′)‖Y − ‖Λ‖ ‖x− x′‖X ≤ ‖F (x)− F (x′)− Λ(x− x′)‖Y ≤ δ‖x− x′‖X ,
dass die Abbildung F im Punkt x∗ stetig ist. Daher kann man eine Umgebung V ′ ⊆
U(x∗, r) des Punktes x∗ angeben, in der
C(Λ) · sup
ξ∈V ′
‖F (ξ)− F (x∗)‖Y ≤ r
2
(2.22)
gilt. (Nach Lemma 2.10 ist C(Λ) <∞.)
Wegen der Wahl von r und V ′ ist ξ + x ∈ V fu¨r alle ξ ∈ V ′, x ∈ U(0, r).
Nun wa¨hlen wir ein festes Element ξ ∈ V ′ und betrachten die mengenwertige Abbildung
x→ Ψξ(x) der Kugel U(0, r), die durch
Ψξ(x) = x− Λ−1
(
F (ξ + x)− F (x∗)
)
definiert wird. Λ−1(y) bezeichnet dabei vollsta¨ndige Urbild. Wegen Im Λ = Y ist diese
Setzung fu¨r alle x, ξ mo¨glich. Fu¨r jedes y ∈ Y ist Λ−1(y) eine lineare Mannigfaltigkeit,
die dem Teilraum Ker Λ parallel ist. Die Mengen Ψξ(x) haben dieselbe Eigenschaft. Sie
sind insbesondere abgeschlossen.
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Wir zeigen: Es existiert ein θ ∈ (0, 1) mit
a) d
(
Ψξ(x1),Ψξ(x2)
) ≤ θ‖x1 − x2‖X fu¨r alle x1, x2 ∈ U(0, r),
b) d
(
Ψξ(0), 0
) ≤ (1− θ)r.
Aufgrund der Definition der Zahl C(Λ) in Lemma 2.10 gilt
d
(
Ψξ(x1),Ψξ(x2)
)
= inf
{‖z1 − z2‖X ∣∣ zi ∈ Ψξ(xi), i = 1, 2}
= inf
{‖z1 − z2‖X ∣∣Λzi = Λxi − F (ξ + xi) + F (x∗), i = 1, 2}
= inf
{‖z‖X ∣∣Λz = Λ(x1 − x2)− F (ξ + x1) + F (ξ + x2)}
≤ C(Λ) · ∥∥F (ξ + x1)− F (ξ + x2)− Λ(x1 − x2)∥∥Y .
Beru¨cksichtigen wir die Ungleichung (2.21) und setzen θ = δC(Λ) (nach Voraussetzung
des Satzes ist θ < 1/2), so erhalten wir hieraus
d
(
Ψξ(x1),Ψξ(x2)
) ≤ θ‖x1 − x2‖X . (2.23)
Ferner gilt wegen (2.22)
d
(
Ψξ(0), 0
)
= inf
{‖z − 0‖X ∣∣ z ∈ Ψξ(0)} = inf {‖z‖X ∣∣Λz = −F (ξ) + F (x∗)}
≤ C(Λ) · ‖F (ξ)− F (x∗)‖Y ≤ 1
2
r < (1− θ)r. (2.24)
Die Beziehungen (2.23), (2.24) zeigen, dass die Abbildung Ψξ(x) allen Voraussetzungen
des Satzes 2.7 genu¨gt. Daher existiert ein Vektor x = x(ξ) derart, dass
x(ξ) ∈ Ψξ
(
x(ξ)
)
,
d. h.
0 ∈ Λ−1(F (ξ + x(ξ))− F (x∗))
und demzufolge
F (ξ + x(ξ)) = F (x∗)
gilt. Ferner ist nach (2.19) und der mittleren Ungleichung in (2.24) die Beziehung
‖x(ξ)‖X ≤ 2
1− θd
(
Ψξ(0), 0
) ≤ 2C(Λ)
1− θ · ‖F (ξ)− F (x∗)‖Y = K‖F (ξ)− F (x∗)‖Y
erfu¨llt.
Damit ist der verallgemeinerte Satz von Ljusternik bewiesen.
q. e. d.
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2.4 Die abstrakte Optimierungsaufgabe
2.4.1 Die Definitionen der Abbildungen
Im Weiteren ist es nu¨tzlich, eine a¨quivalente Schreibweise der Ausdru¨cke (2.1)–(2.3) zu
verwenden. Dazu betrachten wir die Abbildungen
J : C
(
[t0, t1],Rn
)× L∞([t0, t1], U)→ R,
F : C
(
[t0, t1],Rn
)× L∞([t0, t1], U)→ C([t0, t1],Rn),
Hι : C
(
[t0, t1],Rn
)→ Rn, ι = 0, 1,
die gema¨ß
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt,
F
(
x(·), u(·)) = z(·), z(t) = x(t)− x(t0)− ∫ t
t0
ϕ
(
τ, x(τ), u(τ)
)
dτ, t ∈ [t0, t1],
Hι
(
x(·)) = x(tι)− xι, ι = 0, 1,
definiert sind. Mit diesen Schreibweisen lautet die Aufgabe (2.1)–(2.4) als abstraktes
Optimierungsproblem
J
(
x(·), u(·))→ inf, (2.25)
F
(
x(·), u(·)) = 0, (2.26)
H0
(
x(·)) = 0, H1(x(·)) = 0, (2.27)(
x(·), u(·)) ∈ C([t0, t1],Rn)× L∞([t0, t1], U). (2.28)
Sind fu¨r
(
x(·), u(·)) ∈ C([t0, t1],Rn)× L∞([t0, t1], U) die Bedingungen
F
(
x(·), u(·)) = 0, H0(x(·)) = 0 und H1(x(·)) = 0
erfu¨llt, dann heißt
(
x(·), u(·)) zula¨ssig in der Aufgabe (2.25)–(2.28). Ein zula¨ssiges
Paar
(
x∗(·), u∗(·)
)
nennen wir ein starkes lokales Minimum, wenn eine Umgebung V ⊆
C
(
[t0, t1],Rn
)
von x∗(·) existiert mit
J
(
x(·), u(·)) ≥ J(x∗(·), u∗(·))
fu¨r alle zula¨ssigen Paare
(
x(·), u(·)) mit x(·) ∈ V .
2.4.2 Eigenschaften der Abbildung F
(
x(·), u(·))
Lemma 2.12 (Vgl. [25], Beispiel 9, S. 52 f.) Unter den Voraussetzungen an die Abbil-
dung ϕ in Abschnitt 2.1 ist die Abbildung
x(·)→ F(x(·), u0(·))
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mit
F
(
x(·), u0(·)
)
(t) = x(t)− x(t0)−
∫ t
t0
ϕ
(
τ, x(τ), u0(τ)
)
dτ, t ∈ [t0, t1],
fu¨r jedes u0(·) ∈ L∞
(
[t0, t1], U
)
stetig Fre´chet-differenzierbar und es gilt[
Fx
(
x0(·), u0(·)
)
x(·)
]
(t) = x(t)− x(t0)−
∫ t
t0
ϕx
(
τ, x0(τ), u0(τ)
)
x(τ) dτ, t ∈ [t0, t1].
Beweis: (Vgl. [25], S. 52 f.) Fu¨r ein festes u0(·) ∈ L∞
(
[t0, t1], U
)
setzen wir F(x(·)) =
F
(
x(·), u0(·)
)
. Fu¨r ein beliebiges festes x(·) ∈ C([t0, t1],Rn) und λ > 0 gilt
F(x0(·) + λx(·))(t)−F(x0(·))(t)
λ
= x(t)− x(t0)−
∫ t
t0
ϕ
(
τ, x0(τ) + λx(τ), u0(τ)
)− ϕ(τ, x0(τ), u0(τ))
λ
dτ
= x(t)− x(t0)−
∫ t
t0
[∫ 1
0
ϕx
(
τ, x0(τ) + λsx(τ), u0(τ)
)
x(τ) ds
]
dτ.
Letztere Umformung folgt mit g(s) = ϕ
(
τ, x0(τ) + λsx(τ), u0(τ)
)
aus der Beziehung
g(1)− g(0) =
∫ 1
0
g′(s) ds =
∫ 1
0
ϕx
(
τ, x0(τ) + λsx(τ), u0(τ)
)
λx(τ) ds.
Fu¨r hinreichend kleine λ > 0 ist ‖λsx(·)‖∞ < ε und es ist∥∥ϕx(τ, x0(τ) + λsx(τ), u0(τ))x(τ)∥∥Rn ≤ %1(τ) · ‖x(τ)‖Rn .
Betrachten wir im Quotienten
F(x0(·) + λx(·))(t)−F(x0(·))(t)
λ
den Grenzu¨bergang λ→ 0 + 0, so erhalten wir nach Satz B.17 u¨ber die
”
Differentation
unter dem Integral“ fu¨r die erste Variation[
δF(x0(·))x(·)](t)
= lim
λ→0+0
F(x0(·) + λx(·))(t)−F(x0(·))(t)
λ
= x(t)− x(t0)−
∫ t
t0
ϕx
(
τ, x0(τ), u0(τ)
)
x(τ) dτ, t ∈ [t0, t1].
Wir zeigen nun, dass die Gaˆteaux-Ableitung Λ
(
x0(·)
)
mit Λ
(
x0(·)
)
x(·) = δF(x0(·))x(·)
in x0(·) stetig, also die Abbildung x(·) → F
(
x(·)) = F(x(·), u0(·)) in diesem Punkt
Fre´chet-differenzierbar ist.
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In der Operatornorm erhalten wir fu¨r die Gaˆteaux-Ableitung in x0(·):∥∥Λ(x0(·) + x(·))− Λ(x0(·))∥∥ = sup
ξ(·)∈C([t0,t1],Rn)
‖ξ(·)‖∞=1
∥∥∥[Λ(x0(·) + x(·))− Λ(x0(·))]ξ(·)∥∥∥∞
= sup
ξ(·)∈C([t0,t1],Rn)
‖ξ(·)‖∞=1
{
sup
t∈[t0,t1]
∥∥∥∥∫ t
t0
[
ϕx
(
τ, x0(τ) + x(τ), u0(τ)
)
−ϕx
(
τ, x0(τ), u0(τ)
)]
ξ(τ)dτ
∥∥∥∥
Rn
}
≤
∫ t1
t0
∥∥ϕx(t, x0(t) + x(t), u0(t))− ϕx(t, x0(t), u0(t))∥∥Rn×ndt
≤
∫ t1
t0
%2(t) · ‖x(t)‖Rndt ≤ C · ‖x(·)‖∞
fu¨r alle x(·) ∈ C([t0, t1],Rn) mit ‖x(·)‖∞ < ε. Dies bedeutet, dass die Gaˆteaux-
Ableitung in x0(·) stetig ist. Da x0(·) ein beliebiges Element des Raumes C
(
[t0, t1],Rn
)
war, folgt daraus die Fre´chet-Differenzierbarkeit der Abbildung x(·) → F(x(·), u0(·))
fu¨r jedes u0(·) ∈ L∞
(
[t0, t1], U
)
.
Mit den obigen Abscha¨tzungen folgt die Stetigkeit der Fre´chet-Ableitung. Es sei x0(·) ∈
C
(
[t0, t1],Rn
)
. Dann folgt in der Operatornorm∥∥Fx(x0(·) + x(·), u0(·))− Fx(x0(·), u0(·))∥∥
= sup
ξ(·)∈C([t0,t1],Rn)
‖ξ(·)‖∞=1
∥∥∥[Fx(x0(·) + x(·), u0(·))− Fx(x0(·), u0(·))]ξ(·)∥∥∥∞ ≤ C · ‖x(·)‖∞
fu¨r alle x(·) ∈ C([t0, t1],Rn) mit ‖x(·)‖∞ < ε.
q. e. d.
Lemma 2.13 (Vgl. [25], Lemma 1, S. 60.) Fu¨r jeden Steuerprozess
(
x0(·), u0(·)
) ∈
C
(
[t0, t1],Rn
)× L∞([t0, t1], U) ist der stetige lineare Operator Fx(x0(·), u0(·)),[
Fx
(
x0(·), u0(·)
)
x(·)
]
(t) = x(t)− x(t0)−
∫ t
t0
ϕx
(
τ, x0(τ), u0(τ)
)
x(τ) dτ, t ∈ [t0, t1],
aus Lemma 2.12 bijektiv.
Beweis: ([25], S. 60.) Wir haben zu zeigen, dass zu jedem z(·) ∈ C([t0, t1],Rn) genau
ein x(·) ∈ C([t0, t1],Rn) existiert mit
z(t) = x(t)− x(t0)−
∫ t
t0
ϕx
(
τ, x0(τ), u0(τ)
)
x(τ) dτ
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fu¨r alle t ∈ [t0, t1]. Da wir Fx
(
x0(·), u0(·)
)
als Abbildung auf den gesamten Raum
C
(
[t0, t1],Rn
)
betrachten, du¨rfen wir x(t0) auf die linke Seite bringen und diese an-
schließend wieder mit z(t) bezeichnen.
Der durch
x(·)→ Tx(·), [Tx(·)](t) = z(t) + ∫ t
t0
ϕx
(
τ, x0(τ), u0(τ)
)
x(τ) dτ, t ∈ [t0, t1],
gegebene Operator T bildet den Raum C
(
[t0, t1],Rn
)
in sich ab.
Wir setzen
Λ(t) = ϕx
(
t, x0(t), u0(t)
)
, C(t) =
∫ t
t0
‖Λ(τ)‖Rn×ndτ.
Im Weiteren schreiben wir ‖Λ(τ)‖ statt ‖Λ(τ)‖Rn×n .
Dann gilt bei mehrfacher Anwendung des Operators T die Beziehung[
Tmx(·)](t) = z(t) + ∫ t
t0
Λ(τ)
[
Tm−1x(·)](τ) dτ
und es gelten∫ t
t0
‖Λ(τ)‖C(τ) dτ = 1
2
C2(t), ...,
∫ t
t0
‖Λ(τ)‖C
m−1(τ)
(m− 1)!dτ =
Cm(t)
m!
, ... .
Fu¨r x1(·), x2(·) ∈ C
(
[t0, t1],Rn
)
folgt damit:
sup
s∈[t0,t]
∥∥[Tx1(·)](s)− [Tx2(·)](s)∥∥Rn = sup
s∈[t0,t]
∥∥∥∥∫ s
t0
Λ(τ)
(
x1(τ)− x2(τ)
)
dτ
∥∥∥∥
Rn
≤
∫ t
t0
‖Λ(τ)‖ dτ · ‖x1(·)− x2(·)‖∞ = C(t) · ‖x1(·)− x2(·)‖∞
sup
s∈[t0,t]
∥∥[T 2x1(·)](s)− [T 2x2(·)](s)∥∥Rn = sup
s∈[t0,t]
∥∥∥∥∫ s
t0
Λ(τ)
[
Tx1(·)− Tx2(·)
]
(τ) dτ
∥∥∥∥
Rn
≤
∫ t
t0
‖Λ(τ)‖ · sup
s∈[t0,τ ]
∥∥[Tx1(·)](s)− [Tx2(·)](s)∥∥Rndτ
≤
∫ t
t0
‖Λ(τ)‖C(τ) dτ · ∥∥x1(·)− x2(·)∥∥∞ = 12C2(t) · ‖x1(·)− x2(·)‖∞,
...
sup
s∈[t0,t]
∥∥[Tmx1(·)](s)− [Tmx2(·)](s)∥∥Rn
≤
∫ t
t0
‖Λ(τ)‖C
m−1(τ)
(m− 1)!dτ ·
∥∥x1(·)− x2(·)∥∥∞ = Cm(t)m! · ‖x1(·)− x2(·)‖∞.
Die Zahlen am =
Cm(t1)
m!
sind fu¨r alle t ∈ [t0, t1] gro¨ßer oder gleich Cm(t)m! und liefern eine
Folge, deren Reihe konvergiert. Nach dem Fixpunktsatz von Weissinger (Satz B.22)
existiert daher genau ein x(·) mit x(·) = Tx(·).
q. e. d.
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2.4.3 Differenzierbarkeit des Zielfunktionals J
(
x(·), u(·))
Lemma 2.14 (Vgl. [25], Beispiel 10, S. 53.) Unter den Voraussetzungen an die Funk-
tion f in Abschnitt 2.1 ist die Abbildung
x(·)→ J(x(·), u0(·)) = ∫ t1
t0
f
(
t, x(t), u0(t)
)
dt
fu¨r jedes u0(·) ∈ L∞
(
[t0, t1], U
)
stetig Fre´chet-differenzierbar, und es gilt
Jx
(
x0(·), u0(·)
)
x(·) =
∫ t1
t0
〈
fx
(
t, x0(t), u0(t)
)
, x(t)
〉
Rn dt.
Beweis: (Vgl. [25], S. 52 f.) Fu¨r ein festes u0(·) ∈ L∞
(
[t0, t1], U
)
setzen wir J (x(·)) =
J
(
x(·), u0(·)
)
. A¨hnlich wie im Beweis von Lemma 2.12 erhalten wir
J (x0(·) + λx(·))− J (x0(·))
λ
=
∫ t1
t0
[∫ 1
0
〈
fx
(
t, x0(t) + λsx(t), u0(t)
)
, x(t)
〉
Rn ds
]
dt
und
δJ (x0(·))x(·) = ∫ t1
t0
〈
fx
(
t, x0(t), u0(t)
)
, x(t)
〉
Rn dt.
Fu¨r die Gaˆteaux-Ableitung Λ
(
x0(·)
)
mit Λ
(
x0(·)
)
x(·) = δJ (x0(·))x(·) erhalten wir in
der Operatornorm∥∥Λ(x0(·) + x(·))− Λ(x0(·))∥∥
≤
∫ t1
t0
∥∥fx(t, x0(t) + x(t), u0(t))− fx(t, x0(t), u0(t))∥∥Rndt
≤
∫ t1
t0
%2(t) · ‖x(t)‖Rndt ≤ C · ‖x(·)‖∞.
Dies liefert die Fre´chet-Differenzierbarkeit von x(·)→ J(x(·), u0(·)).
Wiederholen wir die letzte Ungleichungskette mit der Fre´chet- statt der Gaˆteaux-
Ableitung, so erhalten wir noch die stetige Fre´chet-Differenzierbarkeit.
q. e. d.
2.5 Die Lagrangesche Multiplikatorenregel
2.5.1 Die Formulierung des Satzes
Im letzten Abschnitt haben wir gezeigt, dass die Abbildungen
x(·)→ J(x(·), u(·)) und x(·)→ F(x(·), u(·))
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fu¨r jedes u(·) ∈ L∞([t0, t1], U) stetig Fre´chet-differenzierbar sind und die Fre´chet-
Ableitung Fx
(
x(·), u(·)) fu¨r jedes Paar (x(·), u(·)) ∈ C([t0, t1],Rn) × L∞([t0, t1], U)
bijektiv ist (vgl. Lemmata 2.12–2.14). Ferner sind die linearen Abbildungen
Hι : C
(
[t0, t1],Rn
)→ Rn, Hι(x(·)) = x(tι)− xι, ι = 0, 1,
offenbar auf C
(
[t0, t1],Rn
)
stetig Fre´chet-differenzierbar und die stetigen linearen Ope-
ratoren
H ′ι
(
x(·)) : C([t0, t1],Rn)→ Rn, H ′ι(x(·))ξ(·) = ξ(tι), ι = 0, 1,
sind fu¨r jedes x(·) ∈ C([t0, t1],Rn) surjektiv.
Wir definieren die zur Aufgabe (2.25)–(2.28) geho¨rende Lagrange-Funktion:
L : C([t0, t1],Rn)× L∞([t0, t1], U)× R× C([t0, t1],Rn)∗ × Rn × Rn → R.
Diese lautet
L(x(·), u(·), λ0, y∗, l0, l1) = λ0J(x(·), u(·))+ 〈y∗, F(x(·), u(·))〉
+
〈
l0, H0
(
x(·))〉Rn + 〈l1, H1(x(·))〉Rn . (2.29)
Satz 2.15 (Lagrangesche Multiplikatorenregel) Es sei
(
x∗(·), u∗(·)
) ∈ C([t0, t1],
Rn
) × L∞([t0, t1], U) ein starkes lokales Minimum der Aufgabe (2.25)–(2.28). Dann
existieren nicht gleichzeitig verschwindende Lagrangesche Multiplikatoren λ0 ≥ 0, y∗ ∈
C
(
[t0, t1],Rn
)∗
und l0, l1 ∈ Rn mit
0 = Lx
(
x∗(·), u∗(·), λ0, y∗, l0, l1
)
= λ0Jx
(
x∗(·), u∗(·)
)
+ F ∗x
(
x∗(·), u∗(·)
)
y∗
+H ′0
T (
x∗(·)
)
l0 +H
′
1
T (
x∗(·)
)
l1, (2.30)
L(x∗(·), u∗(·), λ0, y∗, l0, l1) = min
u(·)∈L∞([t0,t1],U)
L(x∗(·), u(·), λ0, y∗, l0, l1). (2.31)
2.5.2 Der Beweis der Lagrangeschen Multiplikatorenregel
Es sei
(
x∗(·), u∗(·)
)
ein starkes lokales Minimum in der Aufgabe (2.25)–(2.28).
Wir bezeichnen mit C die Menge der Variationen. Diese ist (vgl. [25], S. 203 bzw. Ab-
schnitt 2.2.1) die Menge derjenigen Vektoren(
µ, y(·), v0, v1
) ∈ R× C([t0, t1],Rn)× Rn × Rn,
zu denen es ein x(·) ∈ C([t0, t1],Rn) und ein u(·) ∈ L∞([t0, t1], U) gibt mit
µ > Jx
(
x∗(·), u∗(·)
)
x(·) + J(x∗(·), u(·))− J(x∗(·), u∗(·)),
y(·) = Fx
(
x∗(·), u∗(·)
)
x(·) + F(x∗(·), u(·))− F(x∗(·), u∗(·)),
vι = H
′
ι
(
x∗(·)
)
x(·), ι = 0, 1.
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O. B. d. A. du¨rfen wir annehmen, dass J
(
x∗(·), u∗(·)
)
= 0 ist.
I Behauptung 1: Die Menge C besitzt ein nichtleeres Inneres.
Begru¨ndung: (Vgl. [25], S. 88.) Es sind Jx
(
x∗(·), u∗(·)
)
, H ′ι
(
x∗(·)
)
, ι = 0, 1, stetig und
linear. Daher existieren eine Nullumgebung U0 ⊆ C
(
[t0, t1],Rn
)
und eine Zahl a > 0
mit
a > sup
x(·)∈U0
{
Jx
(
x∗(·), u∗(·)
)
x(·), ∥∥H ′0(x∗(·))x(·)∥∥Rn ,∥∥H ′1(x∗(·))x(·)∥∥Rn}.
Wir setzen
Ra = {α ∈ R |α > a}, Rna = {(α1, ..., αn) ∈ Rn |αi > a}.
Wegen der Regularita¨t von Fx
(
x∗(·), u∗(·)
)
folgt aus dem Satz u¨ber die offene Abbil-
dung, dass Fx
(
x∗(·), u∗(·)
)
U0 offen in C
(
[t0, t1],Rn
)
ist. Offenbar gilt
Ra × Fx
(
x∗(·), u∗(·)
)
U0 × Rna × Rna ⊆ C.
Daher besitzt die Menge C ein nichtleeres Inneres. 
I Behauptung 2: Ist 0 6∈ convC, dann gelten (2.30) und (2.31).
Begru¨ndung: (Vgl. [25], S. 87.) Da die Menge convC konvex ist und C ein nichtleeres
Inneres besitzt, existiert nach dem Satz von Hahn-Banach und Folgerung B.19 ein
nichttriviales Funktional(
λ0, y
∗, l0, l1
) ∈ R× C([t0, t1],Rn)∗ × Rn × Rn,
das die Menge convC vom Ursprung trennt.
Fu¨r die Menge C ⊆ convC bedeutet dies, dass
λ0µ+ 〈y∗, y(·)〉+ lT0 · v0 + lT1 · v1 ≥ 0
fu¨r alle
(
µ, y(·), v0, v1
) ∈ C gilt.
Damit haben wir λ0 ≥ 0. Denn angenommen, es ist λ0 < 0. Dann fu¨hrt der Grenzwert
µ→ +∞ zu einem Widerspruch in dieser Ungleichung.
Aus obiger Relation folgt, dass fu¨r alle x(·) ∈ C([t0, t1],Rn) und u(·) ∈ L∞([t0, t1], U)
die Beziehung
0 ≤ λ0
[
Jx
(
x∗(·), u∗(·)
)
x(·) + J(x∗(·), u(·))− J(x∗(·), u∗(·))]
+
〈
y∗, Fx
(
x∗(·), u∗(·)
)
x(·) + F(x∗(·), u(·))− F(x∗(·), u∗(·))〉
+
〈
l0, H
′
0
(
x∗(·)
)
x(·)〉+ 〈l1, H ′1(x∗(·))x(·)〉
erfu¨llt ist. Fu¨r x(·) = 0 liefert dies (2.31); betrachten wir u(·) = u∗(·), dann erhalten
wir (2.30). 
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Zum Beweis des Satzes 2.15 haben wir zu zeigen, dass 0 6∈ convC gilt. Das folgt aus
diesen beiden Behauptungen.
Wir nehmen an, es sei 0 ∈ convC. Dann existieren dem Begriff einer konvexen Hu¨lle
nach gewisse xκ(·) ∈ C
(
[t0, t1],Rn
)
, uκ(·) ∈ L∞
(
[t0, t1], U
)
, κ = 1, ..., κ0, und positive
Zahlen ακ,
κ0∑
κ=1
ακ = 1, mit
0 >
κ0∑
κ=1
ακ
[
Jx
(
x∗(·), u∗(·)
)
xκ(·) + J
(
x∗(·), uκ(·)
)− J(x∗(·), u∗(·))],
0 =
κ0∑
κ=1
ακ
[
Fx
(
x∗(·), u∗(·)
)
xκ(·) + F
(
x∗(·), uκ(·)
)− F(x∗(·), u∗(·))],
0 =
κ0∑
κ=1
ακ ·H ′ι
(
x∗(·)
)
xκ(·), ι = 0, 1.
Das schreiben wir unter Verwendung von
x(·) =
κ0∑
κ=1
ακ · xκ(·)
in der Form
0 > Jx
(
x∗(·), u∗(·)
)
x(·) +
κ0∑
κ=1
ακ
[
J
(
x∗(·), uκ(·)
)− J(x∗(·), u∗(·))], (2.32)
0 = Fx
(
x∗(·), u∗(·)
)
x(·) +
κ0∑
κ=1
ακ
[
F
(
x∗(·), uκ(·)
)− F(x∗(·), u∗(·))], (2.33)
0 = H ′ι
(
x∗(·)
)
x(·), ι = 0, 1. (2.34)
Fu¨r jede Zahl a ∈ R setzen wir
a+ = max{a, 0}, a− = min{a, 0},
fu¨r jeden Vektor α = (α1, ..., ακ0) ∈ Rκ0
α+ = (α+1 , ..., α
+
κ0
), α− = (α−1 , ..., α
−
κ0
),
und außerdem sei fu¨r α ∈ Rκ0
|α| :=
κ0∑
κ=1
|ακ|.
Ferner betrachten wir die verallgemeinerte Nadelvariation uα(·) ∈ L∞
(
[t0, t1], U
)
,
uα(t) = u∗(t) +
κ0∑
κ=1
χMκ(ακ)(t) ·
(
uκ(t)− u∗(t)
)
, t ∈ [t0, t1],
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in Richtung der Steuerungen u1(·), ..., uκ0(·) ∈ L∞
(
[t0, t1], U
)
(vgl. Abschnitt 2.2.3), mit
denen die obige konvexe Kombination gebildet wird.
Wir untersuchen nun die Abbildungen
Φ
(
x(·), α) = F(x(·), uα+(·))+ κ0∑
κ=1
α−κ
(
F
(
x∗(·), uκ(·)
)− F(x∗(·), u∗(·))),
Φ0
(
x(·), α) = H0(x(·)), Φ1(x(·), α) = H1(x(·)),
und die stetigen linearen Operatoren
Λ
(
x(·), α) = Fx(x∗(·), u∗(·))x(·) + κ0∑
κ=1
ακ
(
F
(
x∗(·), uκ(·)
)− F(x∗(·), u∗(·))),
Λ0
(
x(·), α) = H ′0(x∗(·))x(·), Λ1(x(·), α) = H ′1(x∗(·))x(·).
Fu¨r diese gilt :
I Behauptung 3: Die Abbildung
Φ˜ = (Φ,Φ0,Φ1) : C
(
[t0, t1],Rn
)× Rκ0 → C([t0, t1],Rn)× Rn × Rn,
und der stetige lineare Operator
Λ˜ = (Λ,Λ0,Λ1) : C
(
[t0, t1],Rn
)× Rκ0 → C([t0, t1],Rn)× Rn × Rn
genu¨gen auf einer Umgebung des Punktes
(
x∗(·), 0
)
den Voraussetzungen des verallge-
meinerten Satzes von Ljusternik (Satz 2.11).
Begru¨ndung: (Vgl. [25], S. 203 f.) Es sei ε ∈ (0, 1/κ0] und wir definieren die Menge εΣ˜κ0
gema¨ß
εΣ˜κ0 =
{
α = (α1, ..., ακ0) ∈ Rκ0
∣∣∣∣ κ0∑
κ=1
α+κ ≤ ε
}
.
Dann gilt fu¨r alle
(
x(·), α) und (x′(·), α′) aus C([t0, t1],Rn)× εΣ˜κ0 :∥∥Φ(x(·), α)− Φ(x′(·), α′)− Λ(x(·), α)+ Λ(x′(·), α′)∥∥∞
=
∥∥∥∥F(x(·), uα+(·))− F(x′(·), uα′+(·))− Fx(x∗(·), u∗(·))(x(·)− x′(·))
−
κ0∑
κ=1
(α+κ − α′κ+)
(
F
(
x∗(·), uκ(·)
)− F(x∗(·), u∗(·)))∥∥∥∥
∞
= max
t∈[t0,t1]
∥∥∥∥∫ t
t0
[
ϕ
(
τ, x(τ), uα+(τ)
)− ϕ(τ, x′(τ), uα′+(τ))
−ϕx
(
τ, x∗(τ), u∗(τ)
)(
x(τ)− x′(τ))
−
κ0∑
κ=1
(α+κ − α′κ+) ·
(
ϕ
(
τ, x∗(τ), uκ(τ)
)− ϕ(τ, x∗(τ), u∗(τ)))]dτ∥∥∥∥
Rn
.
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Nach Lemma 2.5 ko¨nnen wir eine Umgebung V von x∗(·) und ein ε ∈ (0, 1/κ0] derart
wa¨hlen, dass dieser Ausdruck kleiner oder gleich
δ
3
(∥∥x(·)− x′(·)∥∥∞ + κ0∑
κ=1
|ακ − α′κ|
)
fu¨r alle x(·), x′(·) ∈ V und alle α, α′ ∈ εΣ˜κ0 ist.
Ferner kann diese Umgebung V von x∗(·) so gewa¨hlt werden, dass ebenfalls∥∥Hι(x(·))−Hι(x′(·))−H ′ι(x∗(·))(x(·)− x′(·))∥∥Rn ≤ δ3∥∥x(·)− x′(·)∥∥∞, ι = 0, 1,
fu¨r alle x(·), x′(·) ∈ V gilt.
Daraus folgt, dass eine Umgebung V ⊆ C([t0, t1],Rn) von x∗(·) und eine Nullumgebung
εΣ˜κ0 des Raumes Rκ0 existieren mit∥∥Φ˜(x(·), α)− Φ˜(x′(·), α′)− Λ˜(x(·), α)+ Λ˜(x′(·), α′)∥∥
C([t0,t1],Rn)×Rn×Rn
≤ δ
(∥∥x(·)− x′(·)∥∥∞ + κ0∑
κ=1
|ακ − α′κ|
)
. (2.35)
Wir setzen fu¨r
(
x(·), α) ∈ C([t0, t1],Rn)×Rκ0 , (y(·), l0, l1) ∈ C([t0, t1],Rn)×Rn ×Rn:
C(Λ˜) = sup
(y(·),l0,l1)6=0
(
inf
{‖x(·)‖∞ + |α| ∣∣ Λ˜(x(·), α) = (y(·), l0, l1)}
‖(y(·), l0, l1)‖C([t0,t1],Rn)×Rn×Rn
)
.
Aus der Definition des Operators Λ˜ folgt Im Λ˜ = C([t0, t1],Rn)×Rn×Rn. Außerdem ist
der Operator Λ˜ offenbar linear und stetig. Gema¨ß Lemma 2.10 gilt deshalb C(Λ˜) <∞.
Wir wa¨hlen δ > 0 mit der Eigenschaft δ · C(Λ) < 1/2, dann genu¨gen die Abbildung Φ˜
und der Operator Λ˜ den Bedingungen des verallgemeinerten Satzes von Ljusternik. 
I Behauptung 4: Es existieren zu
(
x(·), α), α = (α1, ..., ακ0), aus (2.32)–(2.34), Zahlen
ϑ0 > 0, δ > 0 und eine Abbildung
ϑ→ (ξϑ(·), αϑ)
des Intervalls [0, ϑ0] in C
(
[t0, t1],Rn
)× Rκ0 mit(
ξϑ(·), αϑ)→ 0 fu¨r ϑ→ 0, ϑα + αϑ ≥ 0 fu¨r alle ϑ ∈ [0, ϑ0]
und
Φ˜
(
x∗(·) + ϑx(·) + ξϑ(·), ϑα + αϑ
)
= 0. (2.36)
In dieser Behauptung findet ein Satz u¨ber implizite Funktionen, na¨mlich der verallge-
meinerte Satz von Ljusternik (Satz 2.11), Anwendung. Der spezielle Charakter dieses
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Satzes ist notwendig, da der lineare Operator Λ˜ zwar regula¨r, aber i. a. nicht bijektiv
ist, also eine mengenwertige Inverse besitzt. Ferner gilt es die Abbildung
ϑα + αϑ → uϑα+αϑ(·)
und die Setzung von Φ˜ zu beachten. Denn dies bedeutet, dass wir zula¨ssige Prozesse(
xϑ(·), uϑ(·)) = (x∗(·) + ϑx(·) + ξϑ(·), uϑα+αϑ(·)), ϑ ∈ [0, ϑ0], (2.37)
fu¨r die Aufgabe (2.25)–(2.28) konstruieren.
Begru¨ndung: (Vgl. [25], S. 204 f.) Nach Behauptung 3 darf Satz 2.11 auf den Punkt(
x∗(·), 0
)
des Raumes C([t0, t1],Rn) × Rκ0 angewendet werden. Daher existieren fu¨r
δ · C(Λ) < 1/2 Zahlen ϑ0 > 0, K > 0 und eine Abbildung
ϑ→ (ξϑ(·), αϑ)
des Intervalls [0, ϑ0] in C
(
[t0, t1],Rn
)× Rκ0 derart, dass
Φ˜
(
x∗(·) + ϑx(·) + ξϑ(·), ϑα + αϑ
)
= Φ˜
(
x∗(·), 0
)
= 0
fu¨r alle ϑ ∈ [0, ϑ0] und
‖ξϑ(·)‖∞ +
κ0∑
κ=1
|αϑκ| ≤ K
∥∥Φ˜(x∗(·) + ϑx(·), ϑα)− Φ˜(x∗(·), 0)∥∥C([t0,t1],Rn)×Rn×Rn
gilt. Da ϑΛ˜
(
x(·), α) = 0, vgl. (2.33) und (2.34), und Φ˜(x∗(·), 0) = 0 sind, folgt mit
(2.35) aus dieser Ungleichung die Beziehung
‖ξϑ(·)‖∞ +
κ0∑
κ=1
|αϑκ| ≤ K
∥∥Φ˜(x∗(·) + ϑx(·), ϑα)− Φ˜(x∗(·), 0)
−Λ˜(x∗(·) + ϑx(·), ϑα)+ Λ˜(x∗(·), 0)∥∥C([t0,t1],Rn)×Rn×Rn
≤ ϑKδ
(
‖x(·)‖∞ +
κ0∑
κ=1
ακ
)
= ϑKδ
(‖x(·)‖∞ + |α|). (2.38)
Hieraus ergibt sich ξϑ(·)→ 0 und αϑ → 0 fu¨r ϑ→ 0.
Die Zahl δ > 0 sei so gewa¨hlt, dass neben δ · C(Λ) < 1/2 noch
Kδ
(‖x(·)‖∞ + |α|) ≤ min{α1, ..., ακ0} (2.39)
erfu¨llt ist. Dann erhalten wir ϑακ + α
ϑ
κ ≥ 0 aus (2.38) und (2.39), und es gilt fu¨r ein
hinreichend kleines δ > 0
0 = Φ˜
(
x∗(·) + ϑx(·) + ξϑ(·), ϑα + αϑ
)
fu¨r alle ϑ ∈ [0, ϑ0]. 
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Wegen (2.32) existiert eine Zahl c > 0 mit
−4c ≥ Jx
(
x∗(·), u∗(·)
)
x(·) +
κ0∑
κ=1
ακ
[
J
(
x∗(·), uκ(·)
)− J(x∗(·), u∗(·))]. (2.40)
Da im Punkt x∗(·) die Funktion x(·) → J
(
x(·), u∗(·)
)
stetig differenzierbar ist, la¨sst
sich eine Zahl σ > 0 derart angeben, dass fu¨r 0 ≤ ϑ ≤ σ und ‖x(·) − x(·)‖∞ ≤ σ die
Ungleichung
J
(
x∗(·) + ϑx(·), u∗(·)
) ≤ J(x∗(·), u∗(·))+ ϑ[Jx(x∗(·), u∗(·))x(·) + c] (2.41)
gilt.
I Behauptung 5: Fu¨r alle 0 ≤ ϑ ≤ min{ϑ0, σ}, ϑ0 aus letzter Behauptung, gilt
J
(
xϑ(·), uϑ(·)) ≤ J(x∗(·), u∗(·))− ϑc+ o(ϑ), (2.42)
mit
(
xϑ(·), uϑ(·)) = (x∗(·) + ϑx(·) + ξϑ(·), uϑα+αϑ(·)) aus (2.37).
Begru¨ndung: (Vgl. [25], S. 205 f.) Wir nehmen an, δ > 0 sei so gewa¨hlt, dass neben
δ · C(Λ) < 1/2 noch folgende Bedingungen erfu¨llt sind:
Kδ
(‖x(·)‖∞ + |α|) ≤ min{α1, ..., ακ0 , σ} (2.43)
Kδ
(‖x(·)‖∞ + |α|) · max
1≤κ≤κ0
∣∣J(x∗(·), uκ(·))− J(x∗(·), u∗(·))∣∣ ≤ c, (2.44)
(δ +Kδ2)
(‖x(·)‖∞ + |α|) ≤ c. (2.45)
Aus (2.17) ergibt sich fu¨r 0 ≤ ϑ ≤ min{ϑ0, σ}
J
(
xϑ(·), uϑ(·)) = J(xϑ(·), uϑα+αϑ(·))
≤ J(xϑ(·), u∗(·))+ κ0∑
κ=1
(ϑακ + α
ϑ
κ)
[
J
(
xϑ(·), uκ(·)
)− J(xϑ(·), u∗(·))]
+ δ
κ0∑
κ=1
(
ϑακ + α
ϑ
κ
)
. (2.46)
Wir scha¨tzen die einzelnen Summanden der rechten Seite ab:
Wegen (2.38) und (2.43) hat man
‖ξϑ(·)‖∞
ϑ
≤ σ, 1
ϑ
κ0∑
κ=1
|αϑκ| ≤ σ.
Daher ist nach (2.41) fu¨r den ersten Summanden fu¨r 0 ≤ ϑ ≤ min{ϑ0, σ} die Unglei-
chung
J
(
xϑ(·), u∗(·)
) ≤ J(x∗(·), u∗(·))+ ϑ[Jx(x∗(·), u∗(·))x(·) + c] (2.47)
erfu¨llt.
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Wir betrachten den zweiten Summanden. Wegen (2.38) und (2.44) gilt
κ0∑
κ=1
αϑκ
[
J
(
x∗(·), uκ(·)
)− J(x∗(·), u∗(·))]
≤ ϑKδ(‖x(·)‖∞ + |α|) · max
1≤κ≤κ0
|J(x∗(·), uκ(·))− J(x∗(·), u∗(·))| ≤ ϑc.
Beachten wir xϑ(·) → x∗(·) fu¨r ϑ → 0 und beru¨cksichtigen ferner, dass die Abbildung
x(·)→ J(x(·), u(·)) fu¨r jedes u(·) ∈ L∞([t0, t1], U) stetig differenzierbar ist, d. h.
J
(
xϑ(·), u(·))− J(x∗(·), u(·)) = ϑJx(x∗(·), u(·))x(·) + o(ϑ),
so erhalten wir fu¨r 0 ≤ ϑ ≤ min{ϑ0, σ}
κ0∑
κ=1
(ϑακ + α
ϑ
κ)
[
J
(
xϑ(·), uκ(·)
)− J(x∗(·), uκ(·))− J(xϑ(·), u∗(·))+ J(x∗(·), u∗(·))]
≤ ϑ(|α|+ σ)
κ0∑
κ=1
[
ϑ
(∣∣Jx(x∗(·), uκ(·))x(·)∣∣+ ∣∣Jx(x∗(·), u∗(·))x(·)∣∣)+ o(ϑ)] = o(ϑ).
Daher gilt fu¨r den zweiten Summanden die Beziehung
κ0∑
κ=1
(ϑακ + α
ϑ
κ)
[
J
(
xϑ(·), uκ(·)
)− J(xϑ(·), u∗(·))]
= ϑ
κ0∑
κ=1
ακ
[
J
(
x∗(·), uκ(·)
)− J(x∗(·), u∗(·))]
+
κ0∑
κ=1
αϑκ
[
J
(
x∗(·), uκ(·)
)− J(x∗(·), u∗(·))]
κ0∑
κ=1
(ϑακ + α
ϑ
κ)
[
J
(
xϑ(·), uκ(·)
)− J(x∗(·), uκ(·))
−J(xϑ(·), u∗(·))+ J(x∗(·), u∗(·))]
≤ ϑ
κ0∑
κ=1
ακ
[
J
(
x∗(·), uκ(·)
)− J(x∗(·), u∗(·))]+ ϑc+ o(ϑ). (2.48)
Schließlich gilt gema¨ß (2.38) und (2.45)
δ
κ0∑
κ=1
(
ϑακ + α
ϑ
κ
) ≤ ϑδ(|α|+ 1
ϑ
κ0∑
κ=1
|αϑκ|
)
≤ ϑδ
(
‖x(·)‖∞ + |α|+ 1
ϑ
κ0∑
κ=1
|αϑκ|
)
≤ ϑδ
(
‖x(·)‖∞ + |α|+Kδ
(‖x(·)‖∞ + |α|))
≤ ϑ(δ +Kδ2)(‖x(·)‖∞ + |α|) ≤ ϑc. (2.49)
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Aus (2.47)–(2.49) folgt fu¨r alle 0 ≤ ϑ ≤ min{ϑ0, σ} die Ungleichung
J
(
xϑ(·), uϑ(·)) ≤ J(x∗(·), u∗(·))+ ϑJx(x∗(·), u∗(·))x(·)
+ϑ
κ0∑
κ=1
ακ
[
J
(
x∗(·), uκ(·)
)− J(x∗(·), u∗(·))]+ 3ϑc+ o(ϑ).
Mit (2.40) erhalten wir
J
(
xϑ(·), uϑ(·)) ≤ J(x∗(·), u∗(·))− ϑc+ o(ϑ)
fu¨r alle 0 ≤ ϑ ≤ min{ϑ0, σ}. 
In Behauptung 4 haben wir gezeigt, dass fu¨r hinreichend kleine ϑ > 0 die Punkte(
xϑ(·), uϑ(·)) = (x∗(·) + ϑx(·) + ξϑ(·), uϑα+αϑ(·))
zula¨ssig in der Aufgabe (2.25)–(2.28) sind. Ferner folgt aus Behauptung 5 fu¨r hinrei-
chend kleine ϑ > 0, dass die Relation
J
(
xϑ(·), uϑ(·)) < J(x∗(·), u∗(·))
gilt. Wegen xϑ(·) → x∗(·) fu¨r ϑ → 0 bedeutet dies, dass der Punkt
(
x∗(·), u∗(·)
)
im
Widerspruch zur Voraussetzung des Satzes kein starkes lokales Minimum sein kann.
Damit ist die Langrangesche Multiplikatorenregel (Satz 2.15) bewiesen.
2.6 Beweisschluss
(Vgl. [25], S. 222 f.) Die Lagrange-Funktion (2.29) der Aufgabe (2.25)–(2.28) lautet
L = λ0J
(
x(·), u(·))+ 〈y∗, F(x(·), u(·))〉+ 〈l0, H0(x(t0))〉Rn + 〈l1, H1(x(t1))〉Rn ,
mit λ0 ∈ R, y∗ ∈ C
(
[t0, t1],Rn
)∗
, l0, l1 ∈ Rn.
Da
(
x∗(·), u∗(·)
) ∈ C([t0, t1],Rn) × L∞([t0, t1], U) ein starkes lokales Minimum der
Aufgabe (2.25)–(2.28) ist, existieren nach Satz 2.15 nicht gleichzeitig verschwindende
Lagrangesche Multiplikatoren λ0 ≥ 0, y∗ ∈ C
(
[t0, t1],Rn
)∗
und l0, l1 ∈ Rn mit
0 = λ0Jx
(
x∗(·), u∗(·)
)
+ F ∗x
(
x∗(·), u∗(·)
)
y∗ +H ′0
T (
x∗(·)
)
l0 +H
′
1
T (
x∗(·)
)
l1, (2.50)
L(x∗(·), u∗(·), λ0, y∗, l0, l1) = min
u(·)∈L∞([t0,t1],U)
L(x∗(·), u(·), λ0, y∗, l0, l1). (2.51)
Nach dem Darstellungssatz von Riesz (Satz B.10) existiert ein signiertes regula¨res Vek-
tormaß ν mit
〈
y∗, F
(
x(·), u(·))〉 = ∫ t1
t0
[
x(t)− x(t0)−
∫ t
t0
ϕ
(
τ, x(τ), u(τ)
)
dτ
]T
· dν(t).
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Ferner verwenden wir die Fre´chet-Ableitungen der Abbildungen J und F im Punkt(
x∗(·), u∗(·)
)
(vgl. Lemma 2.12, Lemma 2.14) und
H ′0
(
x∗(·)
)
x(·) = x(t0), H ′1
(
x∗(·)
)
x(·) = x(t1).
Dann lautet die Beziehung (2.50):
0 = λ0
∫ t1
t0
〈
fx
(
t, x∗(t), u∗(t)
)
, x(t)
〉
Rndt
+
∫ t1
t0
[
x(t)− x(t0)−
∫ t
t0
ϕx
(
τ, x∗(τ), u∗(τ)
)
x(τ)dτ
]T
· dν(t)
+〈l0, x(t0)〉Rn + 〈l1, x(t1)〉Rn . (2.52)
Nach partieller Integration bzgl. dem signierten Borelschen Vektormaß im zweiten Sum-
manden (vgl. Satz B.13), d. h.
∫ t1
t0
[∫ t
t0
ϕx
(
τ, x∗(τ), u∗(τ)
)
x(τ)dτ
]T
· dν(t)
=
[∫ t1
t0
ϕx
(
t, x∗(t), u∗(t)
)
x(t) dt
]T
·
∫ t1
t0
dν(t)
−
∫ t1
t0
([∫ t
t0
dν(τ)
]T
·
(
ϕx
(
t, x∗(t), u∗(t)
)
x(t)
))
dt
=
∫ t1
t0
([
ϕx
(
t, x∗(t), u∗(t)
)
x(t)
]T · ∫ t1
t0
dν(τ)
)
dt
−
∫ t1
t0
([
ϕx
(
t, x∗(t), u∗(t)
)
x(t)
]T · ∫ t
t0
dν(τ)
)
dt
=
∫ t1
t0
〈
ϕTx
(
t, x∗(t), u∗(t)
) ∫ t1
t
dν(τ), x(t)
〉
Rn
dt,
bringen wir (2.52) auf die Gestalt
0 =
∫ t1
t0
〈
λ0fx
(
t, x∗(t), u∗(t)
)− ϕTx (t, x∗(t), u∗(t)) ∫ t1
t
dν(τ), x(t)
〉
Rn
dt
+
∫ t1
t0
〈x(t), dν(t)〉Rn +
〈
l0 −
∫ t1
t0
dν(t), x(t0)
〉
Rn
+ 〈l1, x(t1)〉Rn .
Die rechte Seite dieser Gleichung stellt die Anwendung eines linearen Funktionals
T : C
(
[t0, t1],Rn
)→ R
dar. Da alle vorkommenden Ableitungen in allen Variablen als stetig vorausgesetzt
wurden und ν ein signiertes regula¨res Borelsches Vektormaß ist, ist dieser Operator
beschra¨nkt, also auch stetig.
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Nach dem Darstellungssatz von Riesz existiert genau ein regula¨res Borelsches Vektor-
maß µ mit
T
(
x(·)) = ∫ t1
t0
x(t)dµ(t) fu¨r alle x(·) ∈ C([t0, t1],Rn).
Aus der Eigenschaft T
(
x(·)) = 0 fu¨r alle x(·) ∈ C([t0, t1],Rn) folgt daher, dass µ das
Nullmaß ist. Insbesondere gilt damit fu¨r die Einschra¨nkung von T ∈ C∗([t0, t1],Rn) auf
Teilabschnitte:∫ b
a
x(t)dµ(t) fu¨r alle x(·) ∈ C([a, b],Rn), t0 ≤ a ≤ b ≤ t1.
Es sei s ∈ (t0, t1] beliebig und wir definieren
xs(t) =

1Rn , s ≤ t ≤ t1,
t− t0
s− t0 · 1R
n , t0 ≤ t < s.
Setzen wir p(t) =
∫ t1
t
dν(τ), so erhalten wir aus der Einschra¨nkung von T auf das
Intervall [t, t1], s ≤ t ≤ t1, und aus T
(
xs(·)
)
= 0 in Vektorform die Beziehung
p(t) =
∫ t1
t
(
ϕTx
(
τ, x∗(τ), u∗(τ)
)
p(τ)− λ0fx
(
τ, x∗(τ), u∗(τ)
))
dτ − l1
fu¨r alle t ∈ (t0, t1], und damit ferner p(t0) = l0. Damit sind (2.5) und (2.6) gezeigt.
Die Beziehung (2.51) ist mit der folgenden a¨quivalent:∫ t1
t0
λ0f
(
t, x∗(t), u∗(t)
)
dt−
∫ t1
t0
[∫ t
t0
ϕ
(
τ, x∗(τ), u∗(τ)
)
dτ
]T
· dν(t)
= min
u(·)∈L∞([t0,t1],U)
{∫ t1
t0
λ0f
(
t, x∗(t), u(t)
)
dt
−
∫ t1
t0
[∫ t
t0
ϕ
(
τ, x∗(τ), u(τ)
)
dτ
]T
· dν(t)
}
.
Es gilt aber∫ t1
t0
[∫ t
t0
ϕ
(
τ, x∗(τ), u(τ)
)
dτ
]T
· dν(t) =
∫ t1
t0
(
ϕT
(
t, x∗(t), u(t)
) · ∫ t1
t
dν(τ)
)
dt
=
∫ t1
t0
〈
p(t), ϕ
(
t, x∗(t), u(t)
)〉
Rndt.
Aus diesen beiden Beziehungen folgt∫ t1
t0
[
λ0f
(
t, x∗(t), u∗(t)
)− 〈p(t), ϕ(t, x∗(t), u∗(t))〉Rn]dt
= min
u(·)∈L∞([t0,t1],U)
∫ t1
t0
[
λ0f
(
t, x∗(t), u(t)
)− 〈p(t), ϕ(t, x∗(t), u(t))〉Rn]dt. (2.53)
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Wir werden zeigen, dass diese Gleichung zur Maximumsbedingung (2.7) fu¨hrt. Die fol-
gende Argumentation mit Hilfe Lebesguescher Punkte (Natanson [26], S. 283) orientiert
sich an dem Beweis in Wagner [34], S. 553 f.
Es bezeichnen Tf , Tϕ bzw. Tp die Menge aller Punkte t ∈ (t0, t1), in denen die Funktion
t → f(t, x∗(t), u∗(t)) und die Vektorfunktionen t → ϕ(t, x∗(t), u∗(t)) bzw. t → p(t)
keine Lebesgueschen Punkte besitzen. Da die Funktion t → f(t, x∗(t), u∗(t)) integrier-
bar und die Vektorfunktionen t → ϕ(t, x∗(t), u∗(t)) und t → p(t) komponentenweise
integrierbar auf [t0, t1] sind, sind die Mengen Tf , Tϕ und Tp abza¨hlbar ([26], Satz 5,
S. 284). Ferner, da f und ϕ stetige Abbildungen sind und x∗(·) eine stetige Funktion
auf [t0, t1] ist, sind fu¨r jedes v ∈ U alle t ∈ (t0, t1) Lebesguesche Punkte der Abbildungen
t→ f(t, x∗(t), v), t→ ϕ(t, x∗(t), v) ([26], Satz 6, S. 285).
Es sei τ ∈ T = (t0, t1) \ (Tf ∪ Tϕ ∪ Tp) und v ∈ U . Dann geho¨rt fu¨r jedes 0 < λ < t1− τ
die Abbildung
uλ(t) = u∗(t) + χ[τ,τ+λ)(t)
(
v − u∗(t)
)
dem Raum L∞
(
[t0, t1], U
)
an und τ ist Lebesguescher Punkt von t→ f(t, x∗(t), uλ(t))
und t→ ϕ(t, x∗(t), uλ(t)). Letzteres folgt aus der Definition eines Lebesgueschen Punk-
tes, denn es gilt fu¨r alle n ≥ n0, 0 < 1n0 < λ,
1
n
∫ τ+ 1
n
τ
f
(
t, x∗(t), uλ(t)
)
dt =
1
n
∫ τ+ 1
n
τ
f
(
t, x∗(t), v
)
dt→ f(τ, x∗(τ), v) fu¨r n→∞,
da τ Lebesguescher Punkt von t→ f(t, x∗(t), v) ist. Ebenso folgt dies fu¨r ϕ.
Wegen (2.53), diese Bedingung verwenden wir nun mit der Pontrjagin-Funktion H, gilt
fu¨r
un(t) = u∗(t) + χ[τ,τ+ 1
n
)(t)
(
v − u∗(t)
)
, 0 <
1
n
< t1 − τ,
die Relation∫ t1
t0
[
H
(
t, x∗(t), u∗(t), p(t), λ0
)−H(t, x∗(t), un(t), p(t), λ0)]dt
=
∫ τ+ 1
n
τ
[
H
(
t, x∗(t), u∗(t), p(t), λ0
)−H(t, x∗(t), v, p(t), λ0)]dt ≥ 0
fu¨r alle n mit 1
n
< t1− τ . Daraus folgt, da τ auch Lebesguescher Punkt der Funktionen
t→ H(t, x∗(t), u∗(t), p(t), λ0) und t→ H(t, x∗(t), v, p(t), λ0) ist, die Beziehung
lim
n→∞
1
n
∫ τ+ 1
n
τ
[
H
(
t, x∗(t), u∗(t), p(t), λ0
)−H(t, x∗(t), v, p(t), λ0)]dt
= H
(
τ, x∗(τ), u∗(τ), p(τ), λ0
)−H(τ, x∗(τ), v, p(τ), λ0) ≥ 0.
Fu¨r jedes τ ∈ T ist diese Ungleichung fu¨r alle v ∈ U erfu¨llt und daher die Maximums-
bedingung (2.7) gezeigt.
Damit ist das Maximumprinzip bewiesen.
Kapitel 3
Zum Subdifferential der
Zustandsbeschra¨nkungen
Aufgaben der Optimalen Steuerung mit Zustandsbeschra¨nkungen beinhalten Nebenbe-
dingungen der Form
ϕ
(
t, x(t)
) ≤ 0, t ∈ [t0, t1].
Um die Aufgabe mit Zustandsbeschra¨nkungen als abstrakte Optimierungsaufgabe zu
formulieren, verknu¨pfen wir die Nebenbedingung mit der Maximumfunktion
g : C([t0, t1],Rn)→ R, g
(
y(·)) = max
t∈[a,b]
y(t)
und betrachten die Abbildung
f : C([t0, t1],Rn)→ R, f
(
x(·)) = max
t∈[a,b]
ϕ
(
t, x(t)
)
.
Diese Abbildung ist i. a. nicht differenzierbar.
Aus diesem Grund stellen wir nun ein allgemeineres Kalku¨l, na¨mlich die Subdifferenti-
alrechnung, vor. Bei der Untersuchung konvexer Funktionen und der klassischen Rich-
tungsableitung folgen wir Ioffe & Tichomirov [25]. Den Zusammenhang zwischen der
klassischen und der Clarke’schen Richtungsableitung konvexer Funktionen haben wir
Clarke [11] entnommen.
Die in diesem Kapitel abschließende Berechnung des Subdifferentials der Abbildung
f
(
x(·)) = max
t∈[a,b]
ϕ
(
t, x(t)
)
erfolgt nach [25].
Es seien X, Y Banachra¨ume. Eine Funktion f auf X ist eine Abbildung in die erweiterte
reelle Zahlengerade, d. h.
f : X → R = [−∞,∞].
Die Menge
dom f =
{
x ∈ X ∣∣ f(x) <∞}
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heißt effektiver Definitionsbereich der Abbildung f .
Unter dem Epigraphen von f verstehen wir die Menge
epi f =
{
(α, x) ∈ R×X ∣∣α ≥ f(x)}.
Die Funktion f heißt eigentlich, falls dom f 6= ∅ und f(x) > −∞ fu¨r alle x ∈ X ([25],
S. 55).
Definition 3.1 (klassische Richtungsableitung) ([25], S. 176.) Es sei f eine Funk-
tion auf X. Existiert fu¨r alle z ∈ X der eigentliche oder uneigentliche Grenzwert
f ′(x; z) = lim
λ→0+0
f(x+ λz)− f(x)
λ
,
dann heißt f ′(x; ·), d. h. die Funktion z → f ′(x; z), die (klassische) Richtungsableitung
der Funktion f im Punkt x.
Ist |f(x)| =∞, dann existiert die Richtungsableitung nicht.
Definition 3.2 (Clarke’sche Richtungsableitung) ([11], S. 25.) Es sei f : X → R
und x ∈ X mit |f(x)| <∞. Der Grenzwert
f ◦(x; z) = lim sup
y→x
λ→0+0
f(y + λz)− f(y)
λ
heißt Clarke’scher Gradient in x und die Funktion z → f ◦(x; z) die Clarke’sche Rich-
tungsableitung.
In dieser Definition wird die Existenz des Clarke’schen Gradienten nicht explizit gefor-
dert, da lediglich der Limes superior (vgl. Abschnitt B.4) betrachtet wird ([11], S. 25).
Definition 3.3 (regula¨re Funktion) ([11], Definition 2.3.4, S. 39.) Es existiere fu¨r
die Funktion f : X → R im Punkt x die klassische Richtungsableitung f ′(x; ·) und es
sei f ′(x; ·) = f ◦(x; ·). Dann heißt die Funktion f im Punkt x regula¨r.
3.1 Subdifferential konvexer Funktionen
3.1.1 Konvexe, homogene und konjugierte Funktionen
Es sei f eine eigentliche Funktion auf X. f heißt konvex, wenn die Menge epi f konvex
im Raum R × X ist ([25], S. 55). Eine eigentliche Funktion f ist genau dann konvex,
wenn fu¨r alle x1, x2 ∈ X, 0 ≤ α ≤ 1 die Jensensche Ungleichung
f
(
αx1 + (1− α)x2
) ≤ αf(x1) + (1− α)f(x2)
gilt ([25], S. 155).
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Die Funktion f heißt homogen, falls f(0) = 0 und f(λx) = λf(x) fu¨r alle x ∈ X, λ > 0
ist. Aufgrund der Bedingung fu¨r die Konvexita¨t eines Kegels ergibt sich sofort, dass
eine homogene Funktion f genau dann konvex ist, wenn
f(x) + f(y) ≥ f(x+ y)
fu¨r alle x, y ∈ X gilt ([25], S. 175).
Als die Young-Fenchel-Transformierte oder auch als die zu f konjugierte Funktion be-
zeichnet man die durch
f ∗(x∗) = sup
x∈X
(〈x∗, x〉 − f(x))
auf X∗ definierte Funktion. Fu¨r eigentliche Funktionen haben wir dabei das Supremum
lediglich u¨ber dom f zu bilden.
Aus der Definition der konjugierten Funktion folgt die Young-Fenchel-Ungleichung
f(x) + f ∗(x∗) ≥ 〈x∗, x〉,
die fu¨r alle x ∈ X, x∗ ∈ X∗ gilt, falls der Ausdruck auf der linken Seite definiert ist. Ist f
eine eigentliche Funktion und x0 ∈ dom f , dann folgt f ∗(x∗) ≥ 〈x∗, x0〉 − f(x0) > −∞.
D. h., dass fu¨r eigentliche Funktionen die linke Seite der Young-Fenchel-Ungleichung
stets – gegebenfalls mit +∞ – definiert ist ([25], S. 159).
Satz 3.4 (Stetigkeit konvexer Funktionen) (Vgl. [25], Satz 1, S. 159.) Es sei f ei-
ne eigentliche konvexe Funktion auf X.
a) Die Funktion f ist genau dann in dem Punkt x0 stetig, wenn sie auf einer Umgebung
dieses Punktes nach oben beschra¨nkt ist.
b) Ist f in einem Punkt stetig, dann gilt int(dom f) 6= ∅. Ist umgekehrt int(dom f) 6= ∅,
dann ist f auf int(dom f) stetig.
Lemma 3.5 (Stetigkeit homogener Funktionen) ([25], Hilfssatz 2, S. 176.) Es sei
f eine homogene Funktion auf X. Ist f auf einer Umgebung des Nullpunktes stetig, so
ist f auch auf X stetig.
3.1.2 Das Subdifferential der konvexen Analysis
Definition 3.6 (Subdifferential der konvexen Analysis) ([25], S. 56.) Es sei f ei-
ne eigentliche konvexe Funktion. Ein Funktional x∗ ∈ X∗ heißt Subgradient der Funk-
tion f im Punkt x, wenn fu¨r alle z ∈ X die Ungleichung
f(z)− f(x) ≥ 〈x∗, z − x〉
erfu¨llt ist. Die Menge aller Subgradienten der Funktion f im Punkt x wird Subdifferen-
tial der Funktion f im Punkt x genannt und mit ∂f bezeichnet, d. h.
∂f(x) =
{
x∗ ∈ X∗ ∣∣ f(z)− f(x) ≥ 〈x∗, z − x〉 fu¨r alle z ∈ X}.
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Lemma 3.7 ([25], Hilfssatz 1, S. 179.) Es sei f eine eigentliche konvexe Funktion auf
X. Dann gilt
x∗ ∈ ∂f(x)⇔ f(x) + f ∗(x∗) = 〈x∗, x〉
fu¨r alle x ∈ dom f .
Beweis: (Vgl. [25], S. 180.) ”⇒”: Ist x∗ Subgradient von f in x, dann gilt nach Definition
f(z) − f(x) ≥ 〈x∗, z − x〉 fu¨r alle z ∈ X. Aus dieser Beziehung folgt die Relation
〈x∗, x〉 − f(x) ≥ 〈x∗, z〉 − f(z) fu¨r alle z ∈ X und zusammen mit der Young-Fenchel-
Ungleichung die Behauptung.
”⇐”: Es sei z ∈ X beliebig. Wir subtrahieren auf beiden Seiten 〈x∗, z〉 und erhalten
f(x) + f ∗(x∗)− 〈x∗, z〉 = 〈x∗, x− z〉.
Nach Definition gilt f ∗(x∗)− 〈x∗, z〉 ≥ −f(z), d. h.
f(x)− f(z) ≤ 〈x∗, x− z〉 =⇒ f(z)− f(x) ≥ 〈x∗, z − x〉
fu¨r alle z ∈ X. Also ist x∗ Subgradient von f
q. e. d.
Lemma 3.8 ([25], Beispiel 3, S. 180.) Es sei f eine eigentliche homogene konvexe Funk-
tion und x 6= 0. Dann ist
∂f(x) =
{
x∗ ∈ ∂f(0) ∣∣ f(x) = 〈x∗, x〉}.
Beweis: Es sei x∗ Subgradient von f in x 6= 0. Dann gilt f(0) = 0, da f homogen, und
f(x) = f(x)− f(0) ≥ 〈x∗, x− 0〉 = 〈x∗, x〉 =⇒ 0 ≥ 〈x∗, x〉 − f(x).
Weiterhin gilt nach letztem Lemma, da f konvex ist:
f ∗(x∗) = 〈x∗, x〉 − f(x).
Aus beiden Beziehungen ergibt sich f ∗(x∗) = 0, denn
0 ≥ 〈x∗, x〉 − f(x) = f ∗(x∗) = sup
z∈X
(〈x∗, z〉 − f(z)) ≥ 〈x∗, 0〉 − f(0) = 0.
Außerdem folgt aus f ∗(x∗) = 0, dass 〈x∗, z〉 − f(z) ≤ 0 = 〈x∗, 0〉 − f(0) fu¨r alle z ∈ X
gilt und daher x∗ ∈ ∂f(0) ist. Insgesamt erhalten wir damit
∂f(x) =
{
x∗ ∈ X∗ ∣∣ f(x) = 〈x∗, x〉 und f(z) ≥ 〈x∗, z〉 fu¨r alle z ∈ X}
=
{
x∗ ∈ ∂f(0) ∣∣ f(x) = 〈x∗, x〉}.
q. e. d.
Satz 3.9 (Satz von Moreau-Rockafellar) ([25], S. 57.) Es seien f1, f2 eigentliche
konvexe Funktionen auf X. Ist eine der Funktionen stetig in einem Punkt, der dem
effektiven Definitionsbereich der anderen Funktion angeho¨rt, so gilt fu¨r alle x ∈ X
∂(f1 + f2)(x) = ∂f1(x) + ∂f2(x)
im Sinne einer Minkowski-Addition.
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3.1.3 Die klassische Richtungsableitung konvexer Funktionen
Satz 3.10 (Existenz der Richtungsableitung) ([25], Hilfssatz 3, S. 177.) Es sei f
eine eigentliche konvexe Funktion auf X. Dann existiert in jedem Punkt der Menge
dom f die Richtungsableitung von f . Dabei gilt
f ′(x; z) = inf
λ>0
f(x+ λz)− f(x)
λ
.
Außerdem nimmt der Quotient bzgl. λ nicht ab, d. h. (vgl. [25], S. 177)
f(x+ λ1z)− f(x)
λ1
≤ f(x+ λ2z)− f(x)
λ2
fu¨r 0 < λ1 < λ2.
Folgerung 3.11 ([25], S. 176, S. 178.) f ′(x; ·) ist eine homogene Funktion, denn es ist
f ′(x; 0) = 0 und fu¨r alle α > 0 gilt
f ′(x;αz) = lim
λ→0+0
f(x+ λαz)− f(x)
λ
= α · lim
λ→0+0
f(x+ αλz)− f(x)
αλ
= αf ′(x; z).
Ist f eine konvexe Funktion, so folgt aus
f ′(x; y + z) = lim
λ→0+0
f
(
x+ λ
2
(y + z)
)− f(x)
λ
2
≤ lim
λ→0+0
f(x+ λy)− f(x) + f(x+ λz)− f(x)
λ
= f ′(x; y) + f ′(x; z),
dass die Richtungsableitung von f ebenfalls konvex ist.
Satz 3.12 (Stetigkeit der Richtungsableitung) (Vgl. [25], Hilfssatz 4, S. 178.) Es
sei f eine eigentliche konvexe Funktion auf X, die im Punkt x stetig ist. Dann ist die
Richtungsableitung f ′(x; ·) eine eigentliche stetige Funktion, d. h. f ′(x; z) > −∞ fu¨r
alle z ∈ X und die Funktion z → f ′(x; z) ist auf X stetig.
Satz 3.13 (Gleichma¨ßige Konvergenz bzgl. einer Richtung) Es sei f eine ei-
gentliche konvexe Funktion, die im Punkt x0 stetig ist. Dann existiert zu jedem festen
x ∈ X und zu jedem ε > 0 eine Umgebung U ⊆ X des Punktes x und eine Zahl λ0 > 0
mit ∣∣∣∣f(x0 + λz)− f(x0)λ − f ′(x0;x)
∣∣∣∣ < ε
fu¨r alle z ∈ U und alle 0 < λ < λ0.
Beweis: (Vgl. [25], S. 189 f.) Da die Funktion f im Punkt x0 stetig ist, ist sie nach dem
Satz u¨ber die Stetigkeit konvexer Funktionen auch auf einer gewissen Umgebung U0
stetig. Wir wa¨hlen die Zahl λ0 in der Weise, dass erstens x0 + λ0x ∈ U0 erfu¨llt ist und
zweitens
f(x0 + λx)− f(x0)
λ
− f ′(x0;x) < ε
2
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fu¨r alle 0 < λ < λ0 gilt. Das ist nach Satz 3.10 mo¨glich.
Wegen x0 + λ0x ∈ U0 ist die Funktion f im Punkt x0 + λ0x stetig. Daher kann man
eine Umgebung U des Punktes x angeben mit
f(x0 + λ0z)− f(x0 + λ0x)
λ0
<
ε
2
fu¨r alle z ∈ U . O. B. d. A. ko¨nnen wir annehmen, dass die Menge U symmetrisch bzgl.
des Punktes x ist. Andernfalls betrachten wir statt U die Menge (U − {x}) ∩ (−U +
{x}) + {x}. Fu¨r z ∈ U, 0 < λ < λ0, gilt (Satz 3.10)
f(x0 + λz)− f(x0)
λ
≤ f(x0 + λ0z)− f(x0)
λ0
.
Daher ist fu¨r z ∈ U, 0 < λ < λ0:
f(x0 + λz)− f(x0)
λ
− f ′(x0;x) ≤ f(x0 + λ0z)− f(x0)
λ0
− f ′(x0;x)
<
f(x0 + λ0x)− f(x0)
λ0
− f ′(x0;x) + ε
2
< ε.
Andererseits entha¨lt die symmetrische Menge U mit jedem Punkt z auch einen Punkt
y mit x = 1
2
(y + z). Dann gilt fu¨r diese Punkte x, y und z:
x0 + λx =
1
2
(x0 + λy) +
1
2
(x0 + λz).
Aus der Konvexita¨t von f folgt daraus
f(x0 + λx) ≤ 1
2
f(x0 + λy) +
1
2
f(x0 + λz).
Da der Quotient bzgl. λ nicht abnimmt gilt
f ′(x0;x) = inf
λ˜>0
f(x0 + λ˜x)− f(x0)
λ˜
≤ f(x0 + λx)− f(x0)
λ
, 0 < λ < λ0,
und wir erhalten
f ′(x0;x)− f(x0 + λz)− f(x0)
λ
≤ f(x0 + λx)− f(x0)
λ
− f(x0 + λz)− f(x0)
λ
≤ f(x0 + λx)
λ
− 2f(x0 + λx)− f(x0 + λy)
λ
=
f(x0 + λy)
λ
− f(x0 + λx)
λ
≤ f(x0 + λy)
λ
−
(
f ′(x0;x) +
f(x0)
λ
)
≤ f(x0 + λy)− f(x0)
λ
− f ′(x0;x) < ε.
Damit haben wir gezeigt, dass fu¨r alle z ∈ U und 0 < λ < λ0 und die Beziehung∣∣∣∣f(x0 + λz)− f(x0)λ − f ′(x0;x)
∣∣∣∣ < ε
erfu¨llt ist.
q. e. d.
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Lemma 3.14 (Vgl. [25], S. 179 f.) Es sei f eine eigentliche konvexe Funktion auf X.
Dann gilt
∂f(x) = ∂f ′(x; 0)
fu¨r alle x ∈ dom f .
3.1.4 Clarke’sches Subdifferential konvexer Funktionen
Es sei f : X → R und M eine Teilmenge des Banachraumes X. Die Funktion f genu¨gt
auf M einer Lipschitz-Bedingung, falls es eine positive Konstante K gibt, so dass fu¨r
alle x, y ∈M gilt:
|f(x)− f(y)| ≤ K‖x− y‖X .
Wir nennen f im Punkt x lokal Lipschitz-stetig, falls es eine Umgebung des Punktes x
gibt, auf der f einer Lipschitz-Bedingung genu¨gt.
Definition 3.15 (Clarke’sches Subdifferential) ([11], S. 27.) Es sei die Funktion
f : X → R im Punkt x lokal Lipschitz-stetig. Dann heißt die Menge
∂f(x) :=
{
x∗ ∈ X∗ ∣∣ f ◦(x; z) ≥ 〈x∗, z〉 fu¨r alle z ∈ X}
das Clarke’sche Subdifferential von f im Punkt x.
Satz 3.16 a) ([11], Proposition 2.2.6, S. 34.) Es sei f eine konvexe Funktion, die auf
einer offenen konvexen Teilmenge U ⊆ X nach oben beschra¨nkt ist. Dann ist f in jedem
Punkt x ∈ U lokal Lipschitz-stetig.
b) ([11], Proposition 2.2.7, S. 36.) Es sei f eine konvexe Funktion und im Punkt x lokal
Lipschitz-stetig. Dann ist f regula¨r und es stimmen das Subdifferential der konvexen
Analysis und das Clarke’sche Subdifferential u¨berein.
Mit dem Satz u¨ber die Stetigkeit konvexer Funktionen folgt aus dem letzten Satz und
den Ergebnissen des letzten Abschnitts:
Folgerung 3.17 Es sei f eine konvexe Funktion auf dem Banachraum X, die im Punkt
x stetig ist. Dann ist f im Punkt x regula¨r, die klassische und die Clarke’sche Rich-
tungsableitung sind im Punkt x homogen, konvex und auf X stetig, und konvergieren
in diesem Punkt nach Satz 3.13 gleichma¨ßig bzgl. einer Richtung. Ferner stimmen das
Subdifferential der konvexen Analysis und das Clarke’sche Subdifferential u¨berein. Aus
diesem Grund haben wir bisher fu¨r die konvexen Funktionen zwischen beiden Subdiffe-
rentialbegriffen in der Symbolik nicht streng unterschieden.
Die Clarke’schen Richtungsableitungen f ◦1 (x; ·), f ◦2 (x; ·) von konvexen und im Punkt
x stetiger Funktionen f1, f2 sind stetige konvexe Funktionen. Auf diese Funktionen
z → f ◦1 (x; z) bzw. z → f ◦2 (x; z) la¨ßt sich der Satz von Moreau-Rockafellar der konvexen
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Analysis auf den Punkt z = 0 anwenden. Daher gilt fu¨r das Subdifferential der konvexen
Analysis
∂f ◦1 (x; 0) + ∂f
◦
2 (x; 0) = ∂(f1 + f2)
◦(x; 0).
Nach obiger Definition des Clarke’schen Subdifferentials konvexer Funktionen folgt da-
mit unmittelbar fu¨r die Funktionen f1 und f2:
∂f1(x) + ∂f2(x) = ∂(f1 + f2)(x).
Diese Beziehung bleibt richtig, wenn wir lediglich fordern, dass die Clarke’schen Rich-
tungsableitungen der lokal Lipschitz-stetigen Funktionen f1, f2 stetige konvexe Funk-
tionen sind.
Satz 3.18 Es seien im Punkt x die Clarke’schen Richtungsableitungen f ◦1 (x; ·), f ◦2 (x; ·)
der in x lokal Lipschitz-stetigen Funktionen f1 und f2 konvexe und stetige Funktionen.
Dann gilt fu¨r das Clarke’sche Subdifferential in diesem Punkt
∂f1(x) + ∂f2(x) = ∂(f1 + f2)(x).
3.1.5 Das Subdifferential der Funktion g
(
x(·)) = max
t∈[a,b]
x(t)
Bei der Berechnung dieses Subdifferentials halten wir uns an [25], S. 197 f.
Es sei I = [a, b] ⊂ R ein kompaktes Intervall. Im Raum C(I,R) betrachten wir die
Funktion
g
(
x(·)) = max
t∈I
x(t).
Diese Funktion ist offenbar eigentlich, konvex, homogen und wegen
∣∣g(x(·))∣∣ = ‖x(·)‖∞
stetig. Das Subdifferential ∂g(0) besteht nach Definition aus denjenigen signierten re-
gula¨ren Borelschen Maßen µ auf der Borelschen σ-Algebra u¨ber I, die der Bedingung
max
t∈I
x(t) ≥
∫
I
x(t) dµ(t)
fu¨r alle x(·) ∈ C(I,R) genu¨gen.
Hieraus folgt, dass das Maß µ nichtnegativ ist und
∫
I
dµ(t) = 1 gilt.
Denn es gilt fu¨r −x(t) nach obiger Ungleichung∫
I
x(t) dµ(t) ≥ −max
t∈I
(− x(t)) = min
t∈I
x(t).
Ist daher x(t) ≥ 0 fu¨r alle t ∈ I, so ist auch
∫
I
x(t) dµ(t) ≥ 0. Aus der Folgerung B.11
des Darstellungssatzes von Riesz erhalten wir daraus, dass das Maß nichtnegativ ist.
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Weiterhin geho¨ren alle nichtnegative µ mit
∫
I
dµ(t) = 1 zu ∂g(0), denn fu¨r diese ist die
Relation
max
t∈I
x(t) = max
t∈I
x(t) ·
∫
I
dµ(t) =
∫
I
max
t∈I
x(t) dµ(t) ≥
∫
I
x(t) dµ(t)
fu¨r alle x(·) ∈ C(I,R) erfu¨llt. Offenbar ist auch umgekehrt, wenn µ nichtnegativ ist
und Norm Eins hat, die Ungleichung
max
t∈I
x(t) ≥
∫
I
x(t) dµ(t)
richtig. Somit haben wir das Subdifferential der Funktion g im Nullpunkt berechnet.
Fu¨r x(·) 6= 0 gilt nach Lemma 3.8
∂g
(
x(·)) = {µ ∈ ∂g(0) ∣∣∣∣ maxt∈I x(t) =
∫
I
x(t) dµ(t)
}
mit dem eben berechneten Subdifferential
∂g(0) =
{
µ ∈ (C(I,R))∗∣∣∣∣µ ≥ 0 und ∫
I
dµ(t) = 1
}
.
Wir zeigen, dass die Maße µ ∈ ∂g(x(·)) auf den Mengen
T =
{
τ ∈ I
∣∣∣∣x(τ) = maxt∈I x(t)
}
konzentriert sind. Der Ku¨rze halber bezeichne M das Maximum von x(·) auf I. I \ T
ist offen, da T abgeschlossen ist. Angenommen, es existiert eine meßbare Menge B ⊆ I
mit B ∩ T = ∅ und µ(B) > 0. Dann gilt∫
B
x(t) dµ(t) <
∫
B
M dµ(t)⇒
∫
I\T
x(t) dµ(t) <
∫
I\T
M dµ(t),
und damit folgt der Widerspruch
max
t∈I
x(t) =
∫
I
M dµ(t) =
∫
T
M dµ(t) +
∫
I\T
M dµ(t)
>
∫
T
M dµ(t) +
∫
I\T
x(t) dµ(t) =
∫
I
x(t) dµ(t).
Ist umgekehrt µ nichtnegativ und besitzt Norm Eins, dann geho¨rt µ der Menge ∂g(0)
an. Wenn µ zusa¨tzlich auf der Menge T konzentriert ist, dann gilt
max
t∈I
x(t) =
∫
I
x(t) dµ(t).
Zusammenfassend besteht das Subdifferential der Funktion g in einem vom Nullpunkt
verschiedenen Punkt x(·) aus den nichtnegativen regula¨ren Borelschen Maßen auf der
Borelschen σ-Algebra u¨ber I, deren Norm gleich Eins ist und die auf der Menge T
konzentriert sind.
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3.2 Eine spezielle Verkettung von Funktionen
3.2.1 Eine Kettenregel
In diesem gesamten Abschnitt treffen wir folgende Annahmen:
— X und Y sind Banachra¨ume,
— G : X → Y ist im Punkt x0 ∈ X Fre´chet-differenzierbar,
— g : Y → R ist eigentlich, konvex und im Punkt G(x0) stetig.
Wegen der Stetigkeit der Abbildung G im Punkt x0 existiert zu jeder Umgebung V ⊆ Y
des Punktes G(x0) eine Umgebung U ⊆ X des Punktes x0 mit G(x) ∈ V fu¨r alle x ∈ U .
Ferner folgt aus Satz 3.16, dass die Funktion g auf einer Umgebung des Punktes G(x0)
einer Lipschitz-Bedingung genu¨gt, also in diesem Punkt lokal Lipschitz-stetig ist. Daher
ist unter den eben getroffenen Annahmen die Abbildung f : X → Rmit f(x) = g(G(x))
im Punkt x0 lokal Lipschitz-stetig.
Lemma 3.19 (Vgl. [25], Satz 2, S. 191.) Unter obigen Voraussetzungen ist g′
(
G(x0); ·
)
eine eigentliche stetige Funktion auf Y . Ferner existiert unter diesen Voraussetzungen
im Punkt x0 die klassische Richtungsableitung der Funktion f(x) = g
(
G(x)
)
. Die Funk-
tion f ′(x0; ·) ist stetig und konvex, die Richtungsableitung konvergiert gleichma¨ßig bzgl.
einer Richtung und es gilt im Punkt x0:
f ′(x0;x) = g′
(
G(x0);G
′(x0)x
)
.
Beweis: (Vgl. [25], S. 191 f.) Aus dem Satz 3.12 u¨ber die Stetigkeit der Richtungsablei-
tung konvexer Funktionen folgt unmittelbar, dass g′
(
G(x0); ·
)
eigentlich und stetig auf
Y ist.
Nach Satz 3.13 la¨ßt sich zu jedem ε > 0 eine Umgebung V ⊆ Y des Punktes G′(x0)x
und eine Zahl λ1 > 0 angeben mit∣∣∣∣∣g
(
G(x0) + λy
)− g(G(x0))
λ
− g′(G(x0);G′(x0)x)
∣∣∣∣∣ < ε
fu¨r alle y ∈ V und 0 < λ < λ1.
Weiterhin existieren wegen der Fre´chet-Differenzierbarkeit der Abbildung G in x0 eine
Umgebung U ⊆ X von x und eine Zahl λ0 > 0 mit
G(x0 + λz)−G(x0)
λ
∈ V
fu¨r alle z ∈ U und 0 < λ < λ0. Daher hat man fu¨r z ∈ U und 0 < λ < min{λ0, λ1}
G(x0 + λz)−G(x0)
λ
∈ V
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und folglich∣∣∣∣f(x0 + λz)− f(x0)λ − g′(G(x0);G′(x0)x)
∣∣∣∣
=
∣∣∣∣∣g
(
G(x0 + λz)
)− g(G(x0))
λ
− g′(G(x0);G′(x0)x)
∣∣∣∣∣
=
∣∣∣∣∣∣
g
(
G(x0) + λ
(
G(x0+λz)−G(x0)
λ
))
− g(G(x0))
λ
− g′(G(x0);G′(x0)x)
∣∣∣∣∣∣ < ε.
Damit haben wir gezeigt, dass f ′(x0;x) = g′
(
G(x0);G
′(x0)x
)
ist und die Richtungs-
ableitung bzgl. einer beliebig gewa¨hlten Richtung x ∈ X gleichma¨ßig konvergiert.
Noch zu zeigen haben wir die Stetigkeit und Konvexita¨t von f ′(x0; ·).
Da g′
(
G(x0); ·
)
stetig ist, ist offenbar auch f ′(x0; ·) stetig. Ferner folgt aus der Linea-
rita¨t des Operators G′(x0) und der Konvexita¨t der Richtungsableitung g′
(
G(x0); ·
)
, dass
f ′(x0; ·) eine konvexe Funktion ist.
q. e. d.
Lemma 3.20 Es seien obige Annahmen fu¨r g und G erfu¨llt. Ist die Funktion g regula¨r,
dann ist auch f(x) = g
(
G(x)
)
regula¨r.
Beweis: Nach Satz B.23 existieren Folgen {xn}, {λn} mit xn → x0, λn → 0 + 0 und
lim
n→∞
f(xn + λnx)− f(xn)
λn
= f ◦(x0;x).
Mit diesen Folgen erhalten wir mit letztem Lemma und aus der Regularita¨t von g:
f ◦(x0;x) = lim
n→∞
f(xn + λnx)− f(xn)
λn
= lim
n→∞
g
(
G(xn + λnx)
)− g(G(xn))
λn
≤ lim sup
y→x0
λ→0+0
g
(
G(y + λx)
)− g(G(y))
λ
= g′
(
G(x0);G
′(x0)x
)
= f ′(x0;x).
Andererseits gilt:
f ′(x0;x) = lim
λ→0+0
f(x0 + λx)− f(x0)
λ
≤ lim sup
y→x0
λ→0+0
f(y + λx)− f(y)
λ
= f ◦(x0;x).
Aus diesen beiden Ungleichungen folgt die Regularita¨t von f .
q. e. d.
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Satz 3.21 (Kettenregel) (Vgl. [25], Satz 2, S. 191.) Es seien X und Y Banachra¨ume.
Die Abbildung G : X → Y sei im Punkt x0 ∈ X Fre´chet-differenzierbar; g sei eine
eigentliche konvexe Funktion auf Y , die im Punkt G(x0) stetig ist. Ferner sei g regula¨r.
Dann gilt fu¨r das Clarke’sche Subdifferential der Funktion f(x) = g
(
G(x)
)
in x0:
∂f(x0) = G
′∗(x0)∂g
(
G(x0)
)
.
Beweis: (Vgl. [25], S. 167 f.) Wir bemerken zuna¨chst, dass nach letztem Lemma mit der
Funktion g auch die Funktion f regula¨r ist.
Ist y∗ ∈ ∂g(G(x0)), dann gilt nach Definition
〈y∗, y〉 ≤ g◦(G(x0); y) fu¨r alle y ∈ Y.
Daraus folgt nach Lemma 3.19 fu¨r y ∈ ImG′(x0) ⊆ Y :
〈y∗, y〉 = 〈y∗, G′(x0)x〉 ≤ g◦
(
G(x0);G
′(x0)x
)
= f ◦(x0;x).
Wegen 〈y∗, G′(x0)x〉 = 〈G′∗(x0)y∗, x〉 bedeutet dies, dass
G′∗(x0)∂g
(
G(x0)
) ⊆ ∂f(x0)
gilt. Die Relation G′∗(x0)∂g
(
G(x0)
) ⊆ ∂f(x0) haben wir damit gezeigt.
Wir zeigen, dass man die Inklusion durch ”=” ersetzen kann. Dazu haben wir zu zeigen,
dass es zu jedem x∗ ∈ ∂f(x0) ein y∗0 ∈ Y ∗ mit x∗ = G′∗(x0)y∗0 und y∗0 ∈ ∂g
(
G(x0)
)
gibt.
Im Weiteren folgen wir dem Beweis nach [25], S. 167 f.
Die Funktion γ : X → R, die jedem x den Wert g◦(G(x0);G′(x0)x) zuordnet, ist
eigentlich, stetig, homogen und konvex. Denn g◦
(
G(x0); ·
)
ist homogen, konvex und
nach Lemma 3.19 eigentlich und stetig, was unter der in x0 Fre´chet-differenzierbaren
Abbildung G offenbar erhalten bleibt.
Dann folgt aus x∗ ∈ ∂f(x0), dass γ∗(x∗) = 0 fu¨r die Young-Fenchel-Transformierte
γ∗(x∗) = sup
x∈X
(〈x∗, x〉 − γ(x))
gilt. Es ist na¨mlich
x∗ ∈ ∂f(x0) = ∂f ◦(x0; 0) ⇔ 〈x∗, x〉 ≤ f ◦(x0;x) = g◦
(
G(x0);G
′(x0)x
)
= γ(x)
⇔ x∗ ∈ ∂γ(0).
Das ist nach Lemma 3.7 fu¨r eigentliche konvexe Funktionen genau dann der Fall, falls
γ(0) + γ∗(x∗) = 〈x∗, 0〉
gilt. Daraus erhalten wir γ∗(x∗) = 0.
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Im Raum R× Y betrachten wir die lineare Mannigfaltigkeit
M =
{
(α, y) ∈ R× Y ∣∣ ∃x ∈ X mit α = 〈x∗, x〉, y = G′(x0)x}.
Diese hat mit dem Inneren von epi g◦
(
G(x0); ·
)
einen leeren Durchschnitt, weil sonst
fu¨r ein gewisses x ∈ X
g◦
(
G(x0);G
′(x0)x
)
= γ(x) < 〈x∗, x〉
gelten wu¨rde, d. h.
0 < 〈x∗, x〉 − γ(x) ≤ γ∗(x∗) = 0.
Nach dem Satz von Hahn-Banach (Satz B.18) kann man die Mengen epi g◦
(
G(x0); ·
)
und M durch ein nichttriviales lineares Funktional (β, y∗) ∈ R× Y ∗ trennen:
sup
(α,y)∈epi g◦
(
βα + 〈y∗, y〉) ≤ inf
(α,y)∈M
(
βα + 〈y∗, y〉).
Im Fall β = 0 ist y∗ von Null verschieden und trennt die Mengen dom g◦
(
G(x0); ·
)
und
ImG′(x0). Das widerspricht der Stetigkeit von g◦
(
G(x0); ·
)
auf Y .
Ferner kann β nicht positiv sein, weil sonst die obere Grenze auf der linken Seite gleich
+∞ wa¨re. Also gilt β < 0.
Wir dividieren obige Ungleichung durch |β|, setzen y∗0 = y∗/|β| und erhalten
sup
(α,y)∈epi g◦
(〈y∗0, y〉 − α) = sup
y∈Y
(
〈y∗0, y〉 − g◦
(
G(x0); y
))
≤ inf
(α,y)∈M
(〈y∗0, y〉 − α) = inf
x∈X
(〈y∗0, G′(x0)x〉 − 〈x∗, x〉).
Da sup
y∈Y
(
〈y∗, y〉−g◦(G(x0); y)) > −∞ fu¨r alle y∗ ist, ergibt sich hieraus x∗ = G′∗(x0)y∗0,
denn sonst wa¨re in der Ungleichung
inf
x∈X
(〈y∗0, G′(x0)x〉 − 〈x∗, x〉) = inf
x∈X
〈G′∗(x0)y∗0 − x∗, x〉 = −∞.
Somit gilt x∗ = G′∗(x0)y∗0. Weiter folgt damit in der Ungleichung
sup
y∈Y
(
〈y∗0, y〉 − g◦
(
G(x0); y
)) ≤ 0,
und dass daher fu¨r alle y ∈ Y die Beziehung
〈y∗0, y〉 ≤ g◦
(
G(x0); y
)
erfu¨llt ist. Also gilt y∗0 ∈ ∂g
(
G(x0)
)
.
q. e. d.
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3.2.2 Das Subdifferential der Funktion f
(
x(·)) = max
t∈[a,b]
ϕ
(
t, x(t)
)
I = [a, b] ⊂ R sei ein kompaktes Intervall und ϕ(t, x) eine Funktion auf I × Rn, die
bezu¨glich beider Vera¨nderlicher stetig und fu¨r jedes t ∈ I nach x stetig differenzierbar
ist. Ferner sei die Abbildung ϕx
(
t, x) in der Gesamtheit der Variablen stetig.
Wir betrachten auf C(I,Rn) die Funktion
f
(
x(·)) = max
t∈I
ϕ
(
t, x(t)
)
und zeigen (vgl. [25], S. 198 f), dass das Subdifferential der Funktion f im Punkt x(·)
genau diejenigen linearen Funktionale x∗ entha¨lt, die sich darstellen lassen gema¨ß〈
x∗, z(·)〉 = ∫
I
〈
ϕx
(
t, x(t)
)
, z(t)
〉
Rn dµ(t),
wobei µ ein nichtnegatives regula¨res Borelsches Maß auf der Borelschen σ-Algebra u¨ber
I ist, das auf der Menge T =
{
τ ∈ I ∣∣ϕ(τ, x(τ)) = f(x(·))} konzentriert ist und fu¨r
das
∫
I
dµ(t) = 1 gilt.
In Abschnitt 4.3.4 werden wir zeigen, dass unter obigen Annahmen an ϕ die Abbildung
G : C(I,Rn)→ C(I,R), [G(x(·))](t) = ϕ(t, x(t)),
Fre´chet-differenzierbar ist und[
G′
(
x(·))z(·)](t) = 〈ϕx(t, x(t)), z(t)〉Rn
gilt (vgl. Lemma 4.9). Weiterhin ist die Funktion
g
(
x(·)) = max
t∈[a,b]
x(t)
auf C(I,R) konvex und stetig. Daher ist sie nach Folgerung 3.17 regula¨r.
Somit ko¨nnen wir zur Berechnung des Subdifferentials der Funktion f ,
f
(
x(·)) = max
t∈I
ϕ
(
t, x(t)
)
= g
(
G
(
x(·)))
die Kettenregel (Satz 3.21) anwenden. Demnach gilt
∂f
(
x(·)) = G′∗(x(·))∂g(G(x(·))).
Das Subdifferential der Funktion g haben wir bereits berechnet. Es besteht aus allen
nichtnegativen regula¨ren Borelschen Maßen µ auf der Borelschen σ-Algebra u¨ber I, fu¨r
die
∫
I
dµ(t) = 1 ist und die auf der Menge T konzentriert sind.
Fu¨r x∗ ∈ G′∗(x(·))∂g(G(x(·))) und z(·) ∈ C(I,Rn) gilt dann:〈
x∗, z(·)〉 = 〈G′∗(x(·))µ, z(·)〉 = 〈µ,G′(x(·))z(·)〉 = ∫
I
〈
ϕx
(
t, x(t)
)
, z(t)
〉
Rn dµ(t).
Kapitel 4
Die zustandsbeschra¨nkte hybride
Aufgabe
4.1 Formulierung der Aufgabe und das PMP
In diesem Kapitel untersuchen wir die hybride Aufgabe mit Zustandsbeschra¨nkun-
gen. Diese verallgemeinert die Grundaufgabe (2.1)–(2.4) in Kapitel 2 und das
”
ein-
fache“ hybride Steuerungsproblem (1.32)–(1.34) in Kapitel 1.
Erstens geschieht dies in der Weise, dass die Phasentrajektorie x(·) eines zula¨ssigen
Prozesses (siehe unten) zusa¨tzlich die Phasenbeschra¨nkungen
gj
(
t, x(t)
) ≤ 0, t ∈ [t0, t1], j = 1, ..., l,
und die Randbedingungen
h0
(
x(t0)
)
= 0, h1
(
x(t1)
)
= 0,
erfu¨llen muss. Die Zeitpunkte t0, t1 ∈ R sind weiterhin fest vorgegeben.
Zweitens nehmen wir an, dass zu verschiedenen Dynamiken mo¨glicherweise verschiedene
nichtleere Steuerbereiche Ui ∈ Rmi , i = 1, ..., k, geho¨ren. Wir setzen
U = U1 × ...× Uk ⊆ Rm1 × ...× Rmk
und betrachten Steuervariablen
u = (u1, ..., uk) ∈ U, ui ∈ Rmi .
Drittens macht es die Beweismethode, die bereits in der Grundaufgabe verwendet wur-
de, unumga¨nglich, die k-fache stu¨ckweise Zerlegung (Definition 1.3) von [t0, t1] durch
die Zerlegung in meßbare Intervalle zu ersetzen:
Definition 4.1 (k-fache Zerlegung) Unter einer k-fachen Zerlegung eines Intervalls
I ⊆ R verstehen wir ein endliches System A = {A1, ...,Ak} von Lebesgue-meßbaren
Teilmengen von I mit
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a)
⋃
1≤i≤kAi = I,
b) Ai ∩ Aj = ∅ fu¨r i 6= j.
Im Weiteren bezeichnet Zk(I) = {A} = {{Ai}1≤i≤k} die Gesamtheit aller k-fachen
Zerlegungen des Intervalls I.
Wir identifizieren die Elemente A = {Ai}1≤i≤k aus Zk(I) durch die Vektorfunktion
χA(t) =
(
χA1(t), ..., χAk(t)
)
, t ∈ I,
der charakteristischen Funktionen der Mengen Ai.
Bemerkung 4.2 Streng genommen bezeichnen Ai bzw. χAi(·), i = 1, ..., k, A¨quiva-
lenzklassen von Mengen bzw. Funktionen, die bzgl. des Lebesgue-Maßes fast u¨berall
u¨bereinstimmen. Aufgrund dessen, dass wir zu jedem Zeitpunkt genau eine Strategie
i ∈ {1, ..., k} auswa¨hlen, seien die Repra¨sentanten immer so gewa¨hlt, dass die Bedin-
gungen in Definition 4.1 erfu¨llt sind bzw. die charakteristischen Vektorfunktionen der
Mengen Ai die Eigenschaft
k∑
i=1
χAi(t) = 1
fu¨r alle t ∈ [t0, t1] besitzen.
Analog zum
”
einfachen“ hybriden Steuerungsproblem erkla¨ren wir die Verknu¨pfung mit
einer Zerlegung A = {A1, ...,Ak} ∈ Zk([t0, t1]) und beachten dabei, dass die ”Aktivie-
rung“ eines Index i ∈ {1, ..., k} zusa¨tzlich auch auf den Vektor u = (u1, ..., uk) ∈ U
angewendet wird.
Wie in Kapitel 1.2 verwenden wir fu¨r die Verknu¨pfungen mit den Vektorfunktionen
ϕ = (ϕ1, ..., ϕk), f = (f1, ..., fk) auf [t0, t1] die Schreibweisen
A ◦ ϕ(t, x, u) = χA(t) ◦ ϕ(t, x, u) =
k∑
i=1
χAi(t) · ϕi(t, x, ui),
A ◦ f(t, x, u) = χA(t) ◦ f(t, x, u) =
k∑
i=1
χAi(t) · fi(t, x, ui).
Dabei sind fi(t, x, u
i), ϕi(t, x, u
i) auf R×Rn×Rmi , i = 1, ..., k, und f(t, x, u), ϕ(t, x, u)
auf R× Rn × Rm1+...+mk definiert.
Fu¨r die partiellen Ableitungen, insofern diese existieren, erkla¨ren wir analog
A ◦ ϕt(t, x, u) = χA(t) ◦ ϕt(t, x, u) =
k∑
i=1
χAi(t) · ϕit(t, x, ui),
A ◦ ft(t, x, u) = χA(t) ◦ ft(t, x, u) =
k∑
i=1
χAi(t) · fit(t, x, ui),
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bzw.
A ◦ ϕx(t, x, u) = χA(t) ◦ ϕx(t, x, u) =
k∑
i=1
χAi(t) · ϕix(t, x, ui),
A ◦ fx(t, x, u) = χA(t) ◦ fx(t, x, u) =
k∑
i=1
χAi(t) · fix(t, x, ui).
Mit diesen Vorbetrachtungen formulieren wir die hybride Aufgabe mit Zustandsbe-
schra¨nkungen auf folgende Weise:
J
(
x(·), u(·),A) = ∫ t1
t0
χA(t) ◦ f
(
t, x(t), u(t)
)
dt→ inf, (4.1)
x˙(t) = χA(t) ◦ ϕ
(
t, x(t), u(t)
)
, (4.2)
gj
(
t, x(t)
) ≤ 0, t ∈ [t0, t1], j = 1, ..., l, (4.3)
h0
(
x(t0)
)
= 0, h1
(
x(t1)
)
= 0, (4.4)
u(t) ∈ U = U1 × ...× Uk, Ui 6= ∅, A ∈ Zk([t0, t1]). (4.5)
In der Aufgabe (4.1)–(4.5) sind t1 > t0 fest und
fi(t, x, u
i) : R× Rn × Rmi → R, i = 1, ..., k,
ϕi(t, x, u
i) : R× Rn × Rmi → Rn, i = 1, ..., k,
gj(t, x) : R× Rn → R, j = 1, ..., l,
hι(x) : Rn → Rsι , ι = 0, 1.
Der Index der dritten Variablen soll verdeutlichen, dass sich fu¨r verschiedene i, i′ ∈
{1, ..., k} die Steuerbereiche Ui, Ui′ – und damit insbesondere auch die Dimensionen
mi,mi′ – dieser Variablen unterscheiden ko¨nnen.
Wir nennen ein Tripel
(
x(·), u(·),A) mit x(·) ∈ C([t0, t1],Rn), u(·) ∈ L∞([t0, t1], U)
und A ∈ Zk([t0, t1]) einen Steuerprozess. Ein Prozess
(
x(·), u(·),A) heißt zula¨ssig in der
Aufgabe (4.1)–(4.5), wenn auf dem Intervall [t0, t1] die Funktion x(·) fast u¨berall der
Gleichung
x˙(t) = χA(t) ◦ ϕ
(
t, x(t), u(t)
)
=
k∑
i=1
χAi(t) · ϕi
(
t, x(t), ui(t)
)
genu¨gt, die Phasenbeschra¨nkungen
gj
(
t, x(t)
) ≤ 0, j = 1, ..., l,
fu¨r alle t ∈ [t0, t1] erfu¨llt sind, und in den Endpunkten t0, t1 die Randbedingungen
h0
(
x(t0)
)
= 0, h1
(
x(t1)
)
= 0
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gelten. Einen zula¨ssigen Steuerprozess
(
x∗(·), u∗(·),A∗
)
nennen wir ein starkes lokales
Minimum, wenn eine Zahl ε > 0 derart existiert, dass fu¨r jeden anderen zula¨ssigen
Steuerprozess
(
x(·), u(·),A) mit
‖x(·)− x∗(·)‖∞ < ε
die Ungleichung
J
(
x(·), u(·),A) ≥ J(x∗(·), u∗(·),A∗)
erfu¨llt ist.
Wir treffen folgende Annahmen fu¨r die zustandsbeschra¨nkte hybride Aufgabe:
Fu¨r i = 1, ..., k besitzen die Funktionen fi(t, x, u
i) und die Abbildungen ϕi(t, x, u
i)
folgende Eigenschaften:
• Stetigkeit in der Gesamtheit der Variablen,
• stetige Differenzierbarkeit bzgl. x,
• Stetigkeit der Abbildungen fix(t, x, ui), ϕix(t, x, ui) in der Gesamtheit der Vari-
ablen.
Ferner seien die Funktionen gj(t, x), j = 1, ..., l,
• stetig, stetig nach x differenzierbar und es seien die Abbildungen gjx(t, x) stetig
in der Gesamtheit der Variablen,
und die Abbildungen h0(x), h1(x) seien
• stetig differenzierbar.
Aufgrund dieser Annahmen u¨ber die Abbildungen fi und ϕi sind fu¨r einen Steuerprozess(
x(·), u(·),A) ∈ C([t0, t1],Rn)×L∞([t0, t1], U)×Zk([t0, t1]) die folgenden Bedingungen
erfu¨llt:
• Die Abbildungen
t→ χA(t) ◦ f
(
t, x(t), u(t)
)
, t→ χA(t) ◦ ϕ
(
t, x(t), u(t)
)
sind auf [t0, t1] integrierbar.
• Es existieren eine Zahl ε > 0 und auf [t0, t1] integrierbare reellwertige Funktionen
%1, %2 derart, dass fu¨r fast alle t ∈ [t0, t1]
‖χA(t)◦fx
(
t, x(t)+ξ, u(t)
)‖Rn ≤ %1(t), ‖χA(t)◦ϕx(t, x(t)+ξ, u(t))‖Rn×n ≤ %1(t)
und
‖χA(t) ◦ fx
(
t, x(t) + ξ, u(t)
)− χA(t) ◦ fx(t, x(t), u(t))‖Rn ≤ %2(t) · ‖ξ‖Rn ,
‖χA(t) ◦ ϕx
(
t, x(t) + ξ, u(t)
)− χA(t) ◦ ϕx(t, x(t), u(t))‖Rn×n ≤ %2(t) · ‖ξ‖Rn
ausfallen, sobald ‖ξ‖Rn < ε ist.
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Fu¨r i = 1, ..., k definieren wir die partiellen Pontrjaginschen Funktionen
Hi : R× Rn × Rmi × Rn × R→ R
gema¨ß
Hi(t, x, u
i, p, λ0) = 〈p, ϕi(t, x, ui)〉Rn − λ0fi(t, x, ui).
Dann heißt fu¨r die hybride Aufgabe die Funktion
χA(t) ◦H(t, x, u, p, λ0
)
=
k∑
i=1
χAi(t) ·Hi(t, x, ui, p, λ0)
=
k∑
i=1
χAi(t) ·
(〈p, ϕi(t, x, ui)〉Rn − λ0fi(t, x, ui))
mit
H : R× Rn × Rm1+...+mk × Rn × R→ Rk
die Pontrjaginsche Funktion.
Satz 4.3 (Pontrjaginsches Maximumprinzip) Wir nehmen an, dass die Funktio-
nen und Abbildungen fi, ϕi, gj, hι, i = 1, ..., k, j = 1, ..., l, ι = 0, 1, die Annahmen fu¨r die
zustandsbeschra¨nkte hybride Aufgabe erfu¨llen.
Ist
(
x∗(·), u∗(·),A∗
)
ein starkes lokales Minimum in der Aufgabe (4.1)–(4.5), dann
existieren eine Zahl λ0 ≥ 0, Vektoren l0 ∈ Rs0 , l1 ∈ Rs1, eine Vektorfunktion p(·),
p : [t0, t1]→ Rn, und auf den Mengen Tj =
{
t ∈ [t0, t1]
∣∣ gj(t, x∗(t)) = 0} konzentrierte
nichtnegative regula¨re Borelsche Maße µj, j = 1, ..., l, (wobei diese Gro¨ßen nicht gleich-
zeitig verschwinden) derart, dass gilt:
a) Die Vektorfunktion p(·) ist Lo¨sung der Integralgleichung
p(t) = −h′1T
(
x∗(t1)
)
l1 +
∫ t1
t
χA∗(τ) ◦Hx
(
τ, x∗(τ), u∗(τ), p(τ), λ0
)
dτ
−
l∑
j=1
∫ t1
t
gjx
(
τ, x∗(τ)
)
dµj(τ) (4.6)
mit
p(t0) = h
′
0
T (
x∗(t0)
)
l0. (4.7)
b) Fu¨r fast alle t aus [t0, t1] ist die Beziehung
χA∗(t) ◦H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
ui∈Ui
1≤i≤k
Hi
(
t, x∗(t), ui, p(t), λ0
)
(4.8)
erfu¨llt.
In den Aufgaben ohne Zustandsbeschra¨nkungen ist p(·) eine absolutstetige Funktion.
Liegen aber Phasenbeschra¨nkungen vor, so kann die adjungierte Funktion p(·) Unste-
tigkeiten aufweisen, da in Gleichung (4.6) Integrale bzgl. der Maße µj vorkommen. Sie
ist jedoch stets eine Funktion beschra¨nkter Variation, die linksseitig stetig ist (vgl. [25],
S. 209 und Lemma B.16).
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4.2 Die verallgemeinerte Nadelvariation
4.2.1 Die Definition der verallgemeinerten Nadelvariation
In Abschnitt 2.2.2 haben wir das nachstehende Lemma bewiesen:
Lemma 2.4 Es seien yκ(·) : [t0, t1] → Rnκ , κ = 1, ..., κ0, beschra¨nkte meßbare Vektor-
funktionen. Dann existieren zu jedem δ > 0 einparametrige Mengenfamilien M1(α), ...,
Mκ0(α) meßbarer Teilmengen des Intervalls [t0, t1], wobei der Parameter α Werte zwi-
schen 0 und 1/κ0 derart annimmt, dass fu¨r alle κ = 1, ..., κ0, 0 ≤ α′ ≤ α ≤ 1/κ0 und
κ 6= κ′ gilt:
|Mκ(α)| = α(t1 − t0), Mκ(α′) ⊆Mκ(α), Mκ(α) ∩Mκ′(α′) = ∅, (4.9)
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
(
χMκ(α)(τ)− χMκ(α′)(τ)
)
yκ(τ) dτ
−(α− α′)
∫ t
t0
yκ(τ) dτ
∥∥∥∥
Rnκ
≤ δ|α− α′|. (4.10)
Es genu¨ge x∗(·) der Gleichung (4.2) zur Steuerung u∗(·) ∈ L∞
(
[t0, t1], U
)
und der Zer-
legung A∗ ∈ Zk([t0, t1]):
x˙∗(t) = χA∗(t) ◦ ϕ
(
t, x∗(t), u∗(t)
)
.
Fu¨r κ = 1, ..., κ0 seien uκ(·) ∈ L∞
(
[t0, t1], U
)
und Aκ ∈ Zk([t0, t1]) gewisse k-fache
Zerlegungen des Intervalls [t0, t1].
Dann sind die (n+ 1)-dimensionalen Vektorfunktionen yκ(·),
yκ(t) =
(
χAκ(t) ◦ ϕ
(
t, x∗(t), uκ(t)
)− χA∗(t) ◦ ϕ(t, x∗(t), u∗(t)),
χAκ(t) ◦ f
(
t, x∗(t), uκ(t)
)− χA∗(t) ◦ f(t, x∗(t), u∗(t))), κ = 1, ..., κ0,
meßbar und beschra¨nkt, weil die Steuerungen u∗(·), u1(·), ..., uκ0(·) meßbar, beschra¨nkt
und die Abbildungen fi, ϕi stetig sind. Daher existieren nach Lemma 2.4 einparametrige
Mengenfamilien
{
Mκ(α)
}
0≤α≤1/κ0 mit
|Mκ(α)| = α(t1 − t0), Mκ(α′) ⊆Mκ(α), Mκ(α) ∩Mκ′(α′) = ∅
und
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
[(
χMκ(α)(τ)− χMκ(α′)(τ)
)
yκ(τ)− (α− α′)yκ(τ)
]
dτ
∥∥∥∥
Rn+1
≤ δ
2
|α− α′|
fu¨r alle κ = 1, ..., κ0, 0 ≤ α′ ≤ α ≤ 1κ0 und κ 6= κ′.
Dann ist auf dem Quader
Qκ0 =
{
α = (α1, ..., ακ0) ∈ Rκ0
∣∣∣ 0 ≤ ακ ≤ 1/κ0, κ = 1, ..., κ0}
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die Abbildung α→ (uα(·),Aα) ∈ L∞([t0, t1], U)× Zk([t0, t1]), wobei
uα(t) = u∗(t) +
κ0∑
κ=1
χMκ(ακ)(t) ·
(
uκ(t)− u∗(t)
)
ist und wir Aα durch die charakteristische Vektorfunktion
χAα(t) = χA∗(t) +
κ0∑
κ=1
χMκ(ακ)(t) ·
(
χAκ(t)− χA∗(t)
)
identifizieren, wohldefiniert und
(
uα(·),Aα
)
heißt verallgemeinerte Nadelvariation von(
u∗(·),A∗
)
in Richtung der Elemente
(
uκ(·),Aκ
)
.
4.2.2 Eigenschaften der verallgemeinerten Nadelvariation
Wir wollen in diesem Abschnitt fu¨r die zustandsbeschra¨nkte hybride Aufgabe analoge
Resultate fu¨r die verallgemeinerten Nadelvariationen wie in Abschnitt 2.2.4 zeigen.
Dazu beginnen wir mit einfachen Eigenschaften der Verknu¨pfung von Zerlegungen des
Intervalls [t0, t1] mit Vektorfunktionen, die wir im Weiteren beno¨tigen:
Es seien g = (g1, ..., gk), h = (h1, ..., hk) auf [t0, t1] wohldefinierte Vektorfunktionen und
A1,A2 ∈ Zk([t0, t1]). Dann gelten fu¨r alle t ∈ [t0, t1] folgende Eigenschaften:
• χA(t) ◦ (α · h) = α ·
(
χA(t) ◦ h
)
, α ∈ R,
• χA(t) ◦ (g + h) = χA(t) ◦ g + χA(t) ◦ h,
• (χA1(t) + χA2(t)) ◦ h = χA1(t) ◦ h+ χA2(t) ◦ h.
Wenden wir diese Rechenregeln auf χA(t) ◦ f(t, x, u) bzw. χA(t) ◦ ϕ(t, x, u) an, dann
mu¨ssen wir beachten, dass die Verknu¨pfung auch mit den Steuerbereichen Ui erfolgen
muss. Der U¨bersichtlichkeit halber wurde das an dieser Stelle nicht explizit aufgefu¨hrt.
Aus den Eigenschaften (4.9) der Mengenfamilien in der Setzung der verallgemeinerten
Nadelvariation(
uα(t), χAα(t)
)
=
(
u∗(t) +
κ0∑
κ=1
χMκ(ακ)(t) ·
(
uκ(t)− u∗(t)
)
,
χA∗(t) +
κ0∑
κ=1
χMκ(ακ)(t) ·
(
χAκ(t)− χA∗(t)
))
folgt fu¨r jede wohldefinierte Vektorfunktion h = (h1, ..., hk) und jedes α ∈ Qκ0
χAα(t) ◦ h
(
t, x, uα(t)
)− χA∗(t) ◦ h(t, x, u∗(t))
=
κ0∑
κ=1
χMκ(ακ)(t) ·
(
χAκ(t) ◦ h
(
t, x, uκ(t)
)− χA∗(t) ◦ h(t, x, u∗(t))). (4.11)
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Verwenden wir zuerst die Setzung von uα(·), um dies zu u¨berpru¨fen, erhalten wir
χAα(t) ◦ h
(
t, x, uα(t)
)
= χAα(t) ◦ h
(
t, x, u∗(t) +
κ0∑
κ=1
χMκ(ακ)(t)
(
uκ(t)− u∗(t)
))
= χAα(t) ◦
(
h
(
t, x, u∗(t)
)
+
κ0∑
κ=1
χMκ(ακ)(t) ·
(
h
(
t, x, uκ(t)
)− h(t, x, u∗(t))))
= χAα(t) ◦ h
(
t, x, u∗(t)
)
+ χAα(t) ◦
κ0∑
κ=1
χMκ(ακ)(t) ·
(
h
(
t, x, uκ(t)
)− h(t, x, u∗(t))).
Nutzen wir nun die Gestalt von χAα(·) aus und verwenden im zweiten Summanden,
dass die Mengenfamilien {Mκ(ακ)} nach Konstruktion die Eigenschaft(
κ0∑
κ=1
χMκ(ακ)(t)
)2
=
κ0∑
κ=1
χ2Mκ(ακ)(t) =
κ0∑
κ=1
χMκ(ακ)(t),
besitzen, dann erhalten wir
χAα(t) ◦ h
(
t, x, u∗(t)
)
+ χAα(t) ◦
κ0∑
κ=1
χMκ(ακ)(t) ·
(
h
(
t, x, uκ(t)
)− h(t, x, u∗(t)))
= χA∗(t) ◦ h
(
t, x, u∗(t)
)
+
κ0∑
κ=1
χMκ(ακ)(t) ·
(
χAκ(t)− χA∗(t)
) ◦ h(t, x, u∗(t))
+
κ0∑
κ=1
χMκ(ακ)(t) · χA∗(t) ◦
(
h
(
t, x, uκ(t)
)− h(t, x, u∗(t)))
+
κ0∑
κ=1
χMκ(ακ)(t) ·
(
χAκ(t)− χA∗(t)
) ◦ (h(t, x, uκ(t))− h(t, x, u∗(t))).
Daraus folgt
χAα(t) ◦ h
(
t, x, uα(t)
)
= χA∗(t) ◦ h
(
t, x, u∗(t)
)
+
κ0∑
κ=1
χMκ(ακ)(t) ·
(
χAκ(t) ◦ h
(
t, x, uκ(t)
)− χA∗(t) ◦ h(t, x, u∗(t))),
und nach Subtraktion von χA∗(t) ◦ h
(
t, x, u∗(t)
)
die Beziehung (4.11).
Betrachten wir die Verknu¨pfung der Vektorfunktion h = (h1, ..., hk) mit den Zerlegungen
Aα,Aα′ ∈ Zk([t0, t1]), α, α′ ∈ Qκ0 , dann erhalten wir mit (4.11)
χAα(t) ◦ h
(
t, x, uα(t)
)− χAα′ (t) ◦ h(t, x, uα′(t))
=
κ0∑
κ=1
(
χMκ(ακ)(t)− χMκ(α′κ)(t)
) · (χAκ(t) ◦ h(t, x, uκ(t))
−χA∗(t) ◦ h
(
t, x, u∗(t)
))
. (4.12)
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Weil alle Steuerungen u∗(·), u1(·), ..., uκ0(·) beschra¨nkt sind, sind ihre Werte in einer
kompakten Menge U˜ = U˜1× ...× U˜k ⊂ Rm1+...+mk enthalten. Nutzen wir daru¨ber hinaus
die Stetigkeit von fi, ϕi und fix, ϕix aus, so ko¨nnen wir ein σ > 0 derart angeben, dass∥∥ϕi(t, x, ui)− ϕi(t, x∗(t), ui)∥∥Rn ≤ δ4(t1 − t0) , (4.13)∣∣fi(t, x, ui)− fi(t, x∗(t), ui)∣∣ ≤ δ
8(t1 − t0) , (4.14)∥∥ϕi(t, x, ui)− ϕi(t, x′, ui)− ϕix(t, x∗(t), ui)(x− x′)∥∥Rn ≤ δ‖x− x′‖Rn2(t1 − t0) (4.15)
fu¨r alle i = 1, ..., k und alle t, x, x′ mit ‖x − x∗(t)‖Rn ≤ σ, ‖x′ − x∗(t)‖Rn ≤ σ, ui ∈ U˜i
erfu¨llt sind. Wir setzen
V =
{
x(·) ∈ C([t0, t1],Rn) ∣∣ ‖x(·)− x∗(·)‖∞ ≤ σ}
und wa¨hlen ε ∈ (0, 1/κ0] mit
ε(t1 − t0) max
t∈[t0,t1]
ui∈U˜i
1≤i≤k
∥∥ϕix(t, x∗(t), ui)∥∥Rn×n ≤ δ4 . (4.16)
Lemma 4.4 Es genu¨ge ε ∈ (0, 1/κ0] der Bedingung (4.16). Dann gilt fu¨r alle α, α′ ∈
εΣκ0, wobei
εΣκ0 =
{
α = (α1, ..., ακ0) ∈ Rκ0
∣∣∣∣α1, ..., ακ0 ≥ 0, κ0∑
κ=1
ακ ≤ ε
}
⊆ Qκ0 , ε ∈ (0, 1/κ0],
und alle x(·), x′(·) ∈ V :
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
[
χAα(τ) ◦ ϕ
(
τ, x(τ), uα(τ)
)− χAα′ (τ) ◦ ϕ(τ, x′(τ), uα′(τ))
−χA∗(τ) ◦ ϕx
(
τ, x∗(τ), u∗(τ)
)(
x(τ)− x′(τ))
−
κ0∑
κ=1
(ακ − α′κ)
(
χAκ(τ) ◦ ϕ
(
τ, x∗(τ), uκ(τ)
)
−χA∗(τ) ◦ ϕ
(
τ, x∗(τ), u∗(τ)
))]
dτ
∥∥∥∥
Rn
≤ δ
(∥∥x(·)− x′(·)∥∥∞ + κ0∑
κ=1
|ακ − α′κ|
)
. (4.17)
Beweis: Die linke Seite von (4.17) ko¨nnen wir nach oben abscha¨tzen gegen die Summe
folgender Integrale: 1. Summand:∫ t1
t0
∥∥∥χAα(t) ◦ ϕ(t, x(t), uα(t))− χAα′ (t) ◦ ϕ(t, x′(t), uα(t))
−χAα(t) ◦ ϕx
(
t, x∗(t), uα(t)
)(
x(t)− x′(t))∥∥∥
Rn
dt,
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2. Summand:∫ t1
t0
∥∥∥(χAα(t) ◦ ϕx(t, x∗(t), uα(t))− χA∗(t) ◦ ϕx(t, x∗(t), u∗(t)))(x(t)− x′(t))∥∥∥Rndt,
3. Summand:∫ t1
t0
∥∥∥χAα(t) ◦ ϕ(t, x′(t), uα(t))− χAα′ (t) ◦ ϕ(t, x′(t), uα′(t))
−χAα(t) ◦ ϕ
(
t, x∗(t), uα(t)
)
+ χAα′ (t) ◦ ϕ
(
t, x∗(t), uα′(t)
)∥∥∥
Rn
dt,
4. Summand:
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
χAα(τ) ◦ ϕ
(
τ, x∗(τ), uα(τ)
)− χAα′ (τ) ◦ ϕ(τ, x∗(τ), uα′(τ))
−
κ0∑
κ=1
(ακ − α′κ)
(
χAκ(τ) ◦ ϕ
(
τ, x∗(τ), uκ(τ)
)− χA∗(τ) ◦ ϕ(τ, x∗(τ), u∗(τ)))dτ∥∥∥∥
Rn
.
Der erste Summand ist nach (4.15) kleiner oder gleich
δ
2
‖x(·)− x′(·)‖∞.
Mit (4.11) folgt, dass der zweite Summand gleich∫ t1
t0
∥∥∥∥ κ0∑
κ=1
χMκ(ακ)(t) ·
(
χAκ(t) ◦ ϕx
(
t, x∗(t), uκ(t)
)
−χA∗(t) ◦ ϕx
(
t, x∗(t), u∗(t)
))(
x(t)− x′(t))∥∥∥∥
Rn
dt
ist. Wegen (4.16) und der Wahl von εΣκ0 la¨sst sich das nach oben abscha¨tzen gegen
2
∫ t1
t0
κ0∑
κ=1
χMκ(ακ)(t) dt · max
t∈[t0,t1]
1≤i≤k
ui∈Ui
∥∥ϕix(t, x∗(t), ui)∥∥Rn×n · ‖x(·)− x′(·)‖∞
= 2
(
κ0∑
κ=1
ακ
)
(t1 − t0) · max
t∈[t0,t1]
1≤i≤k
ui∈Ui
∥∥ϕix(t, x∗(t), ui)∥∥Rn×n · ‖x(·)− x′(·)‖∞
≤ 2 · ε(t1 − t0) · max
t∈[t0,t1]
1≤i≤k
ui∈Ui
∥∥ϕix(t, x∗(t), ui)∥∥Rn×n · ‖x(·)− x′(·)‖∞ ≤ δ2‖x(·)− x′(·)‖∞.
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Wegen (4.12) ist der dritte Summand gleich∫ t1
t0
∥∥∥∥ κ0∑
κ=1
(
χMκ(ακ)(t)− χMκ(α′κ)(t)
) · (χAκ(t) ◦ ϕ(t, x′(t), uκ(t))
−χA∗(t) ◦ ϕ
(
t, x′(t), u∗(t)
))
−
κ0∑
κ=1
(
χMκ(ακ)(t)− χMκ(α′κ)(t)
) · (χAκ(t) ◦ ϕ(t, x∗(t), uκ(t))
−χA∗(t) ◦ ϕ
(
t, x∗(t), u∗(t)
))∥∥∥∥
Rn
dt.
Dies ist kleiner oder gleich∫ t1
t0
∥∥∥∥ κ0∑
κ=1
(
χMκ(ακ)(t)− χMκ(α′κ)(t)
) · (χAκ(t) ◦ ϕ(t, x′(t), uκ(t))
−χAκ(t) ◦ ϕ
(
t, x∗(t), uκ(t)
))∥∥∥∥
Rn
dt
+
∫ t1
t0
∥∥∥∥ κ0∑
κ=1
(
χMκ(ακ)(t)− χMκ(α′κ)(t)
) · (χA∗(t) ◦ ϕ(t, x′(t), u∗(t))
−χA∗(t) ◦ ϕ
(
t, x∗(t), u∗(t)
))∥∥∥∥
Rn
dt,
und gema¨ß (4.13) ist der Ausdruck nicht gro¨ßer als
2 · δ
4(t1 − t0) ·
κ0∑
κ=1
∫ t1
t0
∥∥χMκ(ακ)(t)− χMκ(α′κ)(t)∥∥Rndt = δ2
κ0∑
κ=1
|ακ − α′κ|.
Schließlich la¨sst sich der vierte Summand mittels (4.12) in die Form
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
κ0∑
κ=1
[(
χMκ(ακ)(τ)− χMκ(α′κ)(τ)
) · (χAκ(τ) ◦ ϕ(τ, x∗(τ), uκ(τ))
−χA∗(τ) ◦ ϕ
(
τ, x∗(τ), u∗(τ)
))
−(ακ − α′κ)
(
χAκ(τ) ◦ ϕ
(
τ, x∗(τ), uκ(τ)
)− χA∗(τ) ◦ ϕ(τ, x∗(τ), u∗(τ)))]dτ∥∥∥∥
Rn
bringen. Die Differenz
χAκ(τ) ◦ ϕ
(
τ, x∗(τ), uκ(τ)
)− χA∗(τ) ◦ ϕ(τ, x∗(τ), u∗(τ))
entha¨lt die ersten n Koordinaten der Vektorfunktion yκ(·) aus Abschnitt 4.2.1 im Punkt
τ . Daher ist der obenstehende Ausdruck nicht gro¨ßer als
max
t∈[t0,t1]
∥∥∥∥ κ0∑
κ=1
∫ t
t0
[(
χMκ(ακ)(τ)− χMκ(α′κ)(τ)
) · yκ(τ)− (ακ − α′κ) · yκ(τ)]dτ∥∥∥∥
Rn+1
.
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Mit (4.10) ist dieser Ausdruck nicht gro¨ßer als
δ
2
κ0∑
κ=1
|ακ − α′κ|.
Damit ist die Beziehung (4.17) bewiesen.
q. e. d.
Lemma 4.5 Es sei ε ∈ (0, 1/κ0] und genu¨ge der Bedingung (4.16). Dann gilt∫ t1
t0
[
χAα(t) ◦ f
(
t, x(t), uα(t)
)− χA∗(t) ◦ f(t, x(t), u∗(t))
−
κ0∑
κ=1
ακ ·
(
χAκ(t) ◦ f
(
t, x(t), uκ(t)
)− χA∗(t) ◦ f(t, x(t), u∗(t)))]dt
≤ δ
κ0∑
κ=1
ακ (4.18)
fu¨r alle α ∈ εΣκ0 und alle x(·) ∈ V .
Beweis: Beachten wir (4.11), so ist die linke Seite in (4.18) gleich
κ0∑
κ=1
∫ t1
t0
[
χMκ(ακ)(t) ·
(
χAκ(t) ◦ f
(
t, x(t), uκ(t)
)− χA∗(t) ◦ f(t, x(t), u∗(t)))
−ακ ·
(
χAκ(t) ◦ f
(
t, x(t), uκ(t)
)− χA∗(t) ◦ f(t, x(t), u∗(t)))]dt.
Dieser Ausdruck ist kleiner oder gleich der Summe der Integrale
κ0∑
κ=1
∫ t1
t0
∣∣∣∣χMκ(ακ)(t) · (χAκ(t) ◦ f(t, x∗(t), uκ(t))− χA∗(t) ◦ f(t, x∗(t), u∗(t)))
−ακ ·
(
χAκ(t) ◦ f
(
t, x∗(t), uκ(t)
)− χA∗(t) ◦ f(t, x∗(t), u∗(t)))∣∣∣∣dt
und
κ0∑
κ=1
[∫ t1
t0
χMκ(ακ)(t) ·
[∣∣χAκ(t) ◦ f(t, x(t), uκ(t))− χAκ(t) ◦ f(t, x∗(t), uκ(t))∣∣
+
∣∣χA∗(t) ◦ f(t, x∗(t), u∗(t))− χA∗(t) ◦ f(t, x(t), u∗(t))∣∣]dt
+ακ
∫ t1
t0
[∣∣χAκ(t) ◦ f(t, x(t), uκ(t))− χAκ(t) ◦ f(t, x∗(t), uκ(t))∣∣
+
∣∣χA∗(t) ◦ f(t, x(t), u∗(t))− χA∗(t) ◦ f(t, x∗(t), u∗(t))∣∣]dt
]
.
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Fu¨r den ersten Summanden gilt die Relation (4.10). D. h., dass dieser kleiner oder gleich
δ
2
κ0∑
κ=1
ακ
ist. Mit (4.14) folgt, dass wir die zweite Summe nach oben gegen
κ0∑
κ=1
(
2
∫ t1
t0
χMκ(ακ)(t) dt+ 2ακ
∫ t1
t0
dt
)
· δ
8(t1 − t0) =
δ
2
κ0∑
κ=1
ακ
abscha¨tzen ko¨nnen. Damit ist das Lemma bewiesen.
q. e. d.
4.3 Die abstrakte Optimierungsaufgabe
4.3.1 Die Definitionen der Abbildungen
Wir verwenden im Weiteren eine a¨quivalente Schreibweise der Ausdru¨cke (4.1)–(4.4).
Dazu betrachten wir die Abbildungen
J : C
(
[t0, t1],Rn
)× L∞([t0, t1], U)× Zk([t0, t1])→ R,
F : C
(
[t0, t1],Rn
)× L∞([t0, t1], U)× Zk([t0, t1])→ C([t0, t1],Rn),
Gj : C
(
[t0, t1],Rn
)→ R, j = 1, ..., l,
Hι : C
(
[t0, t1],Rn
)→ Rsι , ι = 0, 1,
die gema¨ß
J
(
x(·), u(·),A) = ∫ t1
t0
χA(t) ◦ f
(
t, x(t), u(t)
)
dt,
F
(
x(·), u(·),A) = z(·), z(t) = x(t)− x(t0)− ∫ t
t0
χA(τ) ◦ ϕ
(
τ, x(τ), u(τ)
)
dτ,
Gj
(
x(·)) = max
t∈[t0,t1]
gj
(
t, x(t)
)
, j = 1, ..., l,
Hι
(
x(·)) = hι(x(tι)), ι = 0, 1,
definiert sind. Mit diesen Schreibweisen lautet die Aufgabe (4.1)–(4.5) als abstraktes
Optimierungsproblem:
J
(
x(·), u(·),A)→ inf, (4.19)
F
(
x(·), u(·),A) = 0, (4.20)
Gj
(
x(·)) ≤ 0, j = 1, ..., l, (4.21)
Hι
(
x(·)) = 0, ι = 0, 1, (4.22)(
x(·), u(·),A) ∈ C([t0, t1],Rn)× L∞([t0, t1], U)× Zk([t0, t1]). (4.23)
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Sind fu¨r
(
x(·), u(·),A) ∈ C([t0, t1],Rn)× L∞([t0, t1], U)× Zk([t0, t1]) die Bedingungen
F
(
x(·), u(·),A) = 0, Gj(x(·)) ≤ 0, j = 1, ..., l, Hι(x(·)) = 0, ι = 0, 1,
erfu¨llt, dann heißt
(
x(·), u(·),A) zula¨ssig in der Aufgabe (4.19)–(4.23). Ein zula¨ssiges
Tripel
(
x∗(·), u∗(·),A∗
)
nennen wir ein starkes lokales Minimum, wenn eine Umgebung
V ⊆ C([t0, t1],Rn) von x∗(·) existiert mit
J
(
x(·), u(·),A) ≥ J(x∗(·), u∗(·),A∗)
fu¨r alle zula¨ssigen Tripel
(
x(·), u(·),A) mit x(·) ∈ V .
4.3.2 Eigenschaften der Abbildung F
(
x(·), u(·),A)
Lemma 4.6 Unter den Voraussetzungen an die Abbildungen ϕi, i = 1, ..., k, ist die
Abbildung
x(·)→ F(x(·), u0(·),A0),
die fu¨r jedes t ∈ [t0, t1] wie folgt definiert ist
F
(
x(·), u0(·),A0
)
(t) = x(t)− x(t0)−
∫ t
t0
χA0(τ) ◦ ϕ
(
τ, x(τ), u0(τ)
)
dτ,
fu¨r jedes Paar
(
u0(·),A0
) ∈ L∞([t0, t1], U) × Zk([t0, t1]) stetig Fre´chet-differenzierbar
und es gilt[
Fx
(
x0(·), u0(·),A0
)
x(·)
]
(t)
= x(t)− x(t0)−
∫ t
t0
χA0(τ) ◦ ϕx
(
τ, x0(τ), u0(τ)
)
x(τ) dτ, t ∈ [t0, t1].
Beweis: (Vgl. Lemma 2.12.) Fu¨r
(
u0(·),A0
) ∈ L∞([t0, t1], U) × Zk([t0, t1]) setzen wir
F(x(·)) = F(x(·), u0(·)A0). Fu¨r ein beliebiges festes x(·) ∈ C([t0, t1],Rn) und λ > 0
gilt
F(x0(·) + λx(·))(t)−F(x0(·))(t)
λ
= x(t)− x(t0)−
∫ t
t0
[∫ 1
0
χA0(τ) ◦ ϕx
(
τ, x0(τ) + λsx(τ), u0(τ)
)
x(τ) ds
]
dτ.
Fu¨r hinreichend kleine λ > 0 ist ‖λsx(·)‖∞ < ε und es ist∥∥χA0(τ) ◦ ϕx(τ, x0(τ) + λsx(τ), u0(τ))x(τ)∥∥Rn ≤ %1(τ) · ‖x(τ)‖Rn .
Betrachten wir im Quotienten
F(x0(·) + λx(·))(t)−F(x0(·))(t)
λ
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den Grenzu¨bergang λ→ 0 + 0, so erhalten wir nach Satz B.17 u¨ber die
”
Differentation
unter dem Integral“ fu¨r die erste Variation[
δF(x0(·))x(·)](t)
= x(t)− x(t0)−
∫ t
t0
χA0(τ) ◦ ϕx
(
τ, x0(τ), u0(τ)
)
x(τ) dτ, t ∈ [t0, t1].
Wir zeigen nun, dass die Gaˆteaux-Ableitung Λ
(
x0(·)
)
, Λ
(
x0(·)
)
x(·) = δF(x0(·))x(·), in
x0(·) stetig, also die Abbildung F in diesem Punkt bzgl. der ersten Variablen Fre´chet-
differenzierbar ist. Bzgl. der Operatornorm erhalten wir fu¨r die Gaˆteaux-Ableitung:∥∥Λ(x0(·) + x(·))− Λ(x0(·))∥∥
≤
∫ t1
t0
∥∥χA0(t) ◦ ϕx(t, x0(t) + x(t), u0(t))− χA0(t) ◦ ϕx(t, x0(t), u0(t))∥∥Rn×ndt
≤
∫ t1
t0
%2(t) · ‖x(t)‖Rndt ≤ C · ‖x(·)‖∞
fu¨r alle x(·) ∈ C([t0, t1],Rn) mit ‖x(·)‖∞ < ε. Da x0(·) ein beliebiges Element des
Raumes C
(
[t0, t1],Rn
)
war, folgt daraus die Fre´chet-Differenzierbarkeit der Abbildung
x(·)→ F(x(·), u0(·),A0) fu¨r jedes Paar (u0(·),A0) ∈ L∞([t0, t1], U)× Zk([t0, t1]).
Mit den gleichen Abscha¨tzungen wie eben erhalten wir ferner fu¨r die Fre´chet-Ableitung
Fx bzgl. der Operatornorm∥∥Fx(x0(·)+x(·), u0(·),A0)−Fx(x0(·), u0(·),A0)∥∥ ≤ ∫ t1
t0
%2(t) · ‖x(t)‖Rndt ≤ C · ‖x(·)‖∞
fu¨r alle x(·) ∈ C([t0, t1],Rn) mit ‖x(·)‖∞ < ε.
q. e. d.
Lemma 4.7 Der stetige lineare Operator Fx
(
x(·), u(·),A) aus Lemma 4.6 ist fu¨r jeden
Steuerprozess
(
x0(·), u0(·),A0
) ∈ C([t0, t1],Rn)× L∞([t0, t1], U)× Zk([t0, t1]) bijektiv.
Beweis: (Vgl. Lemma 2.13.) Wir haben zum Beweis des Lemmas zu zeigen, dass zu
jedem z(·) ∈ C([t0, t1],Rn) genau ein x(·) ∈ C([t0, t1],Rn) existiert mit
z(t) = x(t)− x(t0)−
∫ t
t0
χA0(τ) ◦ ϕx
(
τ, x0(τ), u0(τ)
)
x(τ) dτ
fu¨r alle t ∈ [t0, t1]. Da wir Fx
(
x0(·), u0(·),A0
)
als Abbildung auf den gesamten Raum
C
(
[t0, t1],Rn
)
betrachten, du¨rfen wir x(t0) auf die linke Seite bringen und diese an-
schließend wieder mit z(t) bezeichnen.
Der durch
x(·)→ [Tx(·)](t) = z(t) + ∫ t
t0
χA0(τ) ◦ ϕx
(
τ, x0(τ), u0(τ)
)
x(τ) dτ
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gegebene Operator T bildet den Raum C
(
[t0, t1],Rn
)
in sich ab.
Wir setzen
Λ(t) = χA0(t) ◦ ϕx
(
t, x0(t), u0(t)
)
, C(t) =
∫ t
t0
‖Λ(τ)‖Rn×ndτ.
Im Weiteren schreiben wir ‖Λ(τ)‖ statt ‖Λ(τ)‖Rn×n .
Dann gilt bei mehrfacher Anwendung des Operators T
[
Tmx(·)](t) = z(t) + ∫ t
t0
Λ(τ)
[
Tm−1x(·)](τ) dτ
und es ist∫ t
t0
‖Λ(τ)‖C(τ) dτ = 1
2
C2(t), ...,
∫ t
t0
‖Λ(τ)‖C
m−1(τ)
(m− 1)!dτ =
Cm(t)
m!
, ... .
Fu¨r x1(·), x2(·) ∈ C
(
[t0, t1],Rn
)
folgt damit bei Anwendung des Operators T
sup
s∈[t0,t]
∥∥∥[Tx1(·)](s)− [Tx2(·)](s)∥∥∥
Rn
≤ C(t) · ∥∥x1(·)− x2(·)∥∥∞,
sup
s∈[t0,t]
∥∥∥[T 2x1(·)](s)− [T 2x2(·)](s)∥∥∥
Rn
≤ 1
2
C2(t) · ∥∥x1(·)− x2(·)∥∥∞,
...
sup
s∈[t0,t]
∥∥∥[Tmx1(·)](s)− [Tmx2(·)](s)∥∥∥
Rn
≤ C
m(t)
m!
· ∥∥x1(·)− x2(·)∥∥∞.
Die Zahlen am =
Cm(t1)
m!
sind fu¨r alle t ∈ [t0, t1] gro¨ßer oder gleich Cm(t)m! und liefern eine
Folge, deren Reihe konvergiert. Nach dem Fixpunktsatz von Weissinger (Satz B.22)
existiert daher genau ein x(·) mit x(·) = Tx(·).
q. e. d.
4.3.3 Differenzierbarkeit des Zielfunktionals J
(
x(·), u(·),A)
Lemma 4.8 Unter den Voraussetzungen an die Funktionen fi, i = 1, ..., k, ist die Ab-
bildung
x(·)→ J(x(·), u0(·),A0) = ∫ t1
t0
χA0(t) ◦ f
(
t, x(t), u0(t)
)
dt
fu¨r jedes Paar
(
u0(·),A0
) ∈ L∞([t0, t1], U) × Zk([t0, t1]) stetig Fre´chet-differenzierbar,
und es gilt
Jx
(
x0(·), u0(·),A0
)
x(·) =
∫ t1
t0
〈
χA0(t) ◦ fx
(
t, x0(t), u0(t)
)
, x(t)
〉
Rn dt.
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Beweis: (Vgl. Lemma 2.14.) Fu¨r
(
u0(·),A0
) ∈ L∞([t0, t1], U) × Zk([t0, t1]) setzen wir
J (x(·)) = J(x(·), u0(·),A0). Dann erhalten wir fu¨r die erste Variation
δJ (x0(·))x(·) = lim
λ→0+0
J (x0(·) + λx(·))− J (x0(·))
λ
=
∫ t1
t0
〈
χA0(t) ◦ fx
(
t, x0(t), u0(t)
)
, x(t)
〉
Rn dt.
Wir zeigen nun, dass die Gaˆteaux-Ableitung Λ
(
x0(·)
)
,
Λ
(
x0(·)
)
x(·) = δJ (x0(·))x(·),
bzgl. der Operatornorm in x0(·) stetig ist:∥∥Λ(x0(·) + x(·))− Λ(x0(·))∥∥
≤
∫ t1
t0
∥∥χA0(t) ◦ fx(t, x0(t) + x(t), u0(t))− χA0(t) ◦ fx(t, x0(t), u0(t))∥∥Rndt
≤
∫ t1
t0
%2(t) · ‖x(t)‖Rndt ≤ C · ‖x(·)‖∞.
Wiederholen wir diese Ungleichungskette mit der Fre´chet- statt der Gaˆteaux-Ableitung,
so erhalten wir die stetige Fre´chet-Differenzierbarkeit.
q. e. d.
4.3.4 Eigenschaften der Funktionen Gj
(
x(·))
Wir zeigen nun die Fre´chet-Differenzierbarkeit der Abbildungen Γj : C
(
[t0, t1],Rn
) →
C
(
[t0, t1],R
)
,
Γj
(
x(·))(t) = gj(t, x(t)), j = 1, ..., l.
Dieses Resultat haben wir bei der Anwendung der Kettenregel 3.21 zur Berechnung des
Subdifferentials in Abschnitt 3.2.2 verwendet und reichen dieses nun in dieser zusam-
menha¨ngenden Untersuchung der Abbildungen der abstrakten Optimierungsaufgabe
nach.
Lemma 4.9 Unter den Voraussetzungen an die Funktionen gj, j = 1, ..., l, sind die
Abbildungen Γj : C
(
[t0, t1],Rn
)→ C([t0, t1],R), die durch die Beziehungen
Γj
(
x(·))(t) = gj(t, x(t)), t ∈ [t0, t1], j = 1, ..., l,
definiert sind, Fre´chet-differenzierbar, und es gilt fu¨r die Fre´chet-Ableitungen[
Γ′j
(
x(·))z(·)](t) = 〈gjx(t, x(t)), z(t)〉Rn , j = 1, ..., l.
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Beweis: Es sei x0(·) ∈ C
(
[t0, t1],Rn
)
. Dann folgt fu¨r die erste Variation in Richtung
z(·) ∈ C([t0, t1],Rn):[
δΓj
(
x0(·)
)
z(·)](t) = lim
λ→0+0
Γj
(
x0(·) + λz(·)
)
(t)− Γj
(
x0(·)
)
(t)
λ
= lim
λ→0+0
gj
(
t, x0(t) + λz(t)
)− gj(t, x0(t))
λ
=
〈
gjx
(
t, x0(t)
)
, z(t)
〉
Rn , j = 1, ..., l.
Wir zeigen nun, dass die Gaˆteaux-Ableitungen Λj
(
x0(·)
)
,Λj
(
x0(·)
)
z(·) = δΓj
(
x0(·)
)
z(·),
in x0(·) stetig sind. Dann sind die Abbildungen Γj, j = 1, ..., l, in x0(·) Fre´chet-differen-
zierbar. Bzgl. der Operatornorm erhalten wir fu¨r die Gaˆteaux-Ableitung in x0(·):∥∥Λj(x0(·) + x(·))− Λj(x0(·))∥∥
= sup
z(·)∈C
‖z(·)‖∞=1
∥∥[Λj(x0(·) + x(·))− Λj(x0(·))]z(·)∥∥∞
= sup
z(·)∈C
‖z(·)‖∞=1
{
sup
t∈[t0,t1]
∣∣〈gjx(t, x0(t) + x(t))− gjx(t, x0(t)), z(t)〉Rn∣∣}
≤ sup
t∈[t0,t1]
∥∥gjx(t, x0(t) + x(t))− gjx(t, x0(t))∥∥Rn , j = 1, ..., l.
Dies la¨sst sich fu¨r jedes j ∈ {1, ..., l} und beliebiges x(·) ∈ C([t0, t1],Rn) weiterhin nach
oben gegen C · ‖x(·)‖∞ abscha¨tzen, da die Abbildungen (t, x) → gjx(t, x) stetig sind.
Dies bedeutet die Stetigkeit der Gaˆteaux-Ableitungen Λj, j = 1, ..., l, in x0(·).
q. e. d.
Mit Lemma 4.9 sind die Funktionen Gj,
Gj
(
x(·)) = max
t∈[t0,t1]
gj
(
t, x(t)
)
, j = 1, ..., l,
jeweils eine Verkettung von einer Fre´chet-differenzierbaren Abbildung und einer stetigen
und konvexen Funktion, wie wir sie im Abschnitt 3.2 untersucht haben. Die Ergebnisse
in 3.2 zeigen, dass die klassische und die Clarke’sche Richtungsableitung der Funk-
tion Gj, j = 1, ..., l, u¨bereinstimmen und diese im Sinne der Aussage von Satz 3.13
gleichma¨ßig bzgl. einer Richtung konvergieren. In 3.2.2 haben wir mit Hilfe der Ket-
tenregel 3.21 die Subdifferentiale der Funktionen Gj
(
x(·)) bestimmt. Diese bestehen
demnach aus denjenigen linearen Funktionalen x∗j ∈ C
(
[t0, t1],R
)∗
, die sich gema¨ß〈
x∗, z(·)〉 = ∫ t1
t0
〈
gjx
(
t, x(t)
)
, z(t)
〉
Rn dµj(t), j = 1, ..., l,
darstellen lassen. Darin sind µj nichtnegative regula¨re Borelsche Maße auf der Borel-
schen σ-Algebra u¨ber [t0, t1], die jeweils auf der zugeho¨rigen Menge
Tj =
{
t ∈ [t0, t1]
∣∣ gj(t, x(t)) = Gj(x(·))}
konzentriert sind und fu¨r die
∫ t1
t0
dµj(t) = 1 gilt.
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4.3.5 Differenzierbarkeit der Randbedingungen Hι
(
x(·))
Lemma 4.10 Unter den Voraussetzungen an h0, h1 sind die Abbildungen
Hι
(
x(·)) : C([t0, t1],Rn)→ Rsι , ι = 0, 1,
mit
H0
(
x(·)) = h0(x(t0)), H1(x(·)) = h1(x(t1)),
stetig Fre´chet-differenzierbar, und es gilt in x0(·) ∈ C
(
[t0, t1],Rn
)
:
H ′ι
(
x0(·)
)
x(·) = h′ι
(
x0(tι)
)
x(tι), ι = 0, 1.
Beweis: Wir bestimmen zuna¨chst die erste Variation:
δHι
(
x0(·)
)
x(·) = lim
λ→0+0
Hι
(
x0(·) + λx(·)
)−Hι(x0(·))
λ
= lim
λ→0+0
hι
(
x0(tι) + λx(tι)
)− hι(x0(tι))
λ
= h′ι
(
x0(tι)
)
x(tι), ι = 0, 1.
Daraus folgt
δHι
(
x0(·)
)
x(·) = h′ι
(
x0(tι)
)
x(tι), ι = 0, 1.
Bzgl. der Operatornorm erhalten wir fu¨r die Gaˆteaux-Ableitungen Λι:∥∥Λι(x0(·) + x(·))− Λι(x0(·))∥∥ ≤ ∥∥h′ι(x0(tι) + x(tι))− h′ι(x0(tι))∥∥Rsι .
Da die Abbildungen hι stetig differenzierbar sind, existiert eine positive Konstante C
mit ∥∥h′ι(x0(tι) + x(tι))− h′ι(x0(tι))∥∥Rsι ≤ C · ‖x(tι)‖Rn ≤ C · ‖x(·)‖∞, ι = 0, 1.
Wiederholen wir fu¨r die Fre´chet-Ableitungen diese Abscha¨tzungen, erhalten wir außer-
dem die stetige Fre´chet-Differenzierbarkeit.
q. e. d.
4.4 Die Lagrangesche Multiplikatorenregel
4.4.1 Die Formulierung des Satzes
Wir definieren auf
C
(
[t0, t1],Rn
)× L∞([t0, t1], U)× Zk([t0, t1])× R× C([t0, t1],Rn)∗ × Rl × Rs0 × Rs1
die zur Aufgabe (4.19)–(4.23) geho¨rende Lagrange-Funktion L. Diese lautet
L(x(·), u(·),A, λ0, y∗, λ1, ..., λl, l0, l1)
= λ0J
(
x(·), u(·),A)+ 〈y∗, F(x(·), u(·),A)〉+ l∑
j=1
λjGj
(
x(·))
+
〈
l0, H0
(
x(·))〉Rs0 + 〈l1, H1(x(·))〉Rs1 . (4.24)
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Zur weiteren Begriffsbildung, die wir speziell fu¨r die Lagrange-Funktion L in (4.24)
beno¨tigen, betrachten wir fu¨r fest gewa¨hlte u(·),A, y∗ und λ0, ..., λl, l0, l1 die Abbildung
Λ : C
(
[t0, t1], Rn
)→ R mit
x(·)→ L(x(·), u(·),A, λ0, y∗, λ1, ..., λl, l0, l1).
Dann nennen wir die Clarke’sche Richtungsableitung (Definition 3.2) der Funktion Λ
die partielle Clarke’sche Richtungsableitung bzgl. x(·) der Lagrange-Funktion L und
bezeichnen diese mit
L◦x
(
x(·), u(·),A, λ0, y∗, λ1, ..., λl, l0, l1; ·
)
.
Entsprechend heißt das Clarke’sche Subdifferential (Definition 3.15) der Funktion Λ
das partielle Clarke’sche Subdifferential der Lagrange-Funktion L bzgl. x(·) und stellen
dieses symbolisch mit
∂xL
(
x(·), u(·),A, λ0, y∗, λ1, ..., λl, l0, l1
)
dar.
Satz 4.11 (Lagrangesche Multiplikatorenregel) In der Aufgabe (4.19)–(4.23) sei(
x∗(·), u∗(·),A∗
) ∈ C([t0, t1],Rn)×L∞([t0, t1], U)×Zk([t0, t1]) ein starkes lokales Mini-
mum. Dann existieren nicht gleichzeitig verschwindende Lagrangesche Multiplikatoren
λ0 ≥ 0, λ1 ≥ 0, ..., λl ≥ 0, y∗ ∈ C
(
[t0, t1],Rn
)∗
und l0 ∈ Rs0 , l1 ∈ Rs1 mit
0 ∈ ∂xL
(
x∗(·), u∗(·),A∗, λ0, y∗, λ1, ..., λl, l0, l1
)
, (4.25)
L(x∗(·), u∗(·),A∗, λ0, y∗, λ1, ..., λl, l0, l1)
= min
u(·)∈L∞([t0,t1],U)
A∈Zk([t0,t1])
L(x∗(·), u(·),A, λ0, y∗, λ1, ..., λl, l0, l1), (4.26)
und
λjGj
(
x∗(·)
)
= 0, j = 1, ..., l. (4.27)
4.4.2 Bemerkungen zum Beweis
Da die Abbildungen x(·) → J(x(·), u(·),A), x(·) → F(x(·), u(·),A), x(·) → Hι(x(·)),
ι = 0, 1, stetig Fre´chet-differenzierbar sind und die Funktionen Gj, j = 1, ..., l, stetige
und konvexe Richtungsableitungen besitzen (vgl. Lemma 3.19 und Lemma 3.20), gilt
nach Satz 3.18
∂xL
(
x∗(·), u∗(·),A∗, λ0, y∗, λ1, ..., λl, l0, l1
)
= λ0Jx
(
x∗(·), u∗(·),A∗
)
+ F ∗x
(
x∗(·), u∗(·),A∗
)
y∗ +
l∑
j=1
λj∂Gj
(
x∗(·)
)
+H ′0
T (
x∗(·)
)
l0 +H
′
1
T (
x∗(·)
)
l1.
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Nach Definition 3.15 des Clarke’schen Subdifferentials ist
∂xL
(
x∗(·), u∗(·),A∗, λ0, y∗, λ1, ...
)
= ∂L◦x
(
x∗(·), u∗(·),A∗, λ0, y∗, λ1, ...; 0
)
mit der partiellen Clarke’schen Richtungsableitung
z(·)→ L◦x
(
x∗(·), u∗(·),A∗, λ0, y∗, λ1, ...; z(·)
)
.
Daraus folgt, dass (4.25) genau dann erfu¨llt ist, falls
0 ≤ λ0Jx
(
x∗(·), u∗(·),A∗
)
x(·) + 〈y∗, Fx(x∗(·), u∗(·),A∗)x(·)〉
+
l∑
j=1
λjG
◦
j
(
x∗(·);x(·)
)
+
〈
l0, H
′
0
(
x(·))x(·)〉Rs0 + 〈l1, H ′1(x(·))x(·)〉Rs1
fu¨r alle x(·) ∈ C([t0, t1],Rn) ist. Daher beweisen wir die Beziehung (4.25), indem wir
die letzte Ungleichung zeigen.
Zu Beginn des Beweises der Lagrangeschen Multiplikatorenregel verwenden wir das
folgende Resultat u¨ber konvexe Funktionen:
Lemma 4.12 (Vgl. [29], Theorem 4.3, S. 25.) Es seien fi, i = 1, ..., n, konvexe Funktio-
nen auf dem Banachraum X. Dann gilt fu¨r jede konvexe Kombination x von Punkten
x1, ..., xm aus X die Beziehung
fi(x) ≤
m∑
j=1
αjfi(xj), i = 1, ..., n.
Im Beweis von Satz 4.11 beschra¨nken wir uns auf den regula¨ren Fall. Mit diesem Fall
ist die Situation gemeint, in der
ImFx
(
x∗(·), u∗(·),A∗
)× ImH ′0(x∗(·))× ImH ′1(x∗(·)) = C([t0, t1],Rn)× Rs0 × Rs1
ist. Da der stetige lineare Operator Fx
(
x∗(·), u∗(·),A∗
)
bijektiv ist (Lemma 4.7), tritt
der regula¨re Fall nur dann nicht ein, falls
ImH ′0
(
x∗(·)
)× ImH ′1(x∗(·)) 6= Rs0 × Rs1
gilt.
Bemerkung 4.13 (Entarteter Fall) Es sei ImH ′0
(
x∗(·)
)×ImH ′1(x∗(·)) 6= Rs0×Rs1 .
Dann existieren Vektoren l0 ∈ Rs0, l1 ∈ Rs1, wobei nicht beide gleichzeitig der Nullvektor
in Rs0 bzw. Rs1 sind, mit
lT0 · v0 + lT1 · v1 = 0 fu¨r alle v0 ∈ ImH ′0
(
x∗(·)
)
, v1 ∈ ImH ′1
(
x∗(·)
)
.
Setzen wir noch λ0 = 0, λ1 = 0, ..., λl = 0 und y
∗ = 0, so sind die Beziehungen (4.25)–
(4.27) erfu¨llt.
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4.4.3 Der Beweis der Lagrangeschen Multiplikatorenregel
Es sei
(
x∗(·), u∗(·),A∗
)
ein starkes lokales Minimum in der Aufgabe (4.19)–(4.23).
O. B. d. A. seien J
(
x∗(·), u∗(·),A∗
)
= 0 und
Gj
(
x∗(·)
)
= 0, j = 1, ..., l′, Gj
(
x∗(·)
)
< 0, j = l′ + 1, ..., l.
Wir bezeichnen mit C die Menge der Variationen. Diese ist die Menge derjenigen Vek-
toren (
µ0, y(·), µ1, ..., µl′ , v0, v1
)
aus
R× C([t0, t1],Rn)× Rl′ × Rs0 × Rs1 ,
zu denen es ein x(·) ∈ C([t0, t1],Rn), ein u(·) ∈ L∞([t0, t1], U) und ein A ∈ Zk([t0, t1])
gibt mit
µ0 > Jx
(
x∗(·), u∗(·),A∗
)
x(·) + J(x∗(·), u(·),A)− J(x∗(·), u∗(·),A∗),
y(·) = Fx
(
x∗(·), u∗(·),A∗
)
x(·) + F(x∗(·), u(·),A)− F(x∗(·), u∗(·),A∗),
µj > G
◦
j
(
x∗(·);x(·)
)
, j = 1, ..., l′,
vι = H
′
ι
(
x∗(·)
)
x(·), ι = 0, 1.
I Behauptung 1: Die Menge C besitzt ein nichtleeres Inneres.
Begru¨ndung: (Vgl. [25], S. 88.) Die stetigen und konvexen Funktionen
x→ G◦1
(
x∗(·);x
)
, ..., x→ G◦l′
(
x∗(·);x
)
sind auf einer gemeinsamen Nullumgebung U0 ⊆ C
(
[t0, t1],Rn
)
nach oben beschra¨nkt
(Satz 3.4). Ferner sind Jx
(
x∗(·), u∗(·),A∗
)
, H ′ι
(
x∗(·)
)
, ι = 0, 1, stetig und linear. Daher
existiert eine Zahl a > 0 mit
a > sup
x(·)∈U0
{
Jx
(
x∗(·), u∗(·),A∗
)
x(·), G◦j
(
x∗(·);x(·)
)
,
∥∥H ′ι(x∗(·))x(·)∥∥Rsι}
und wir setzen
Ra =
{
α ∈ R |α > a}, Rl′+s0+s1a = {(α1, ..., αl′+s0+s1) ∈ Rl′+s0+s1 |αi > a}.
Wegen der Regularita¨t von Fx
(
x∗(·), u∗(·),A∗
)
folgt aus dem Satz u¨ber die offene Ab-
bildung, dass Fx
(
x∗(·), u∗(·),A∗
)
U0 offen in C
(
[t0, t1],Rn
)
ist. Daraus folgt, dass die
offene Menge Ra × Fx
(
x∗(·), u∗(·),A∗
)
U0 × Rl′+s0+s1a in der Menge C enthalten ist. 
I Behauptung 2: Ist 0 6∈ convC, dann gelten (4.25)–(4.27).
Begru¨ndung: (Vgl. [25], S. 87.) Da die Menge convC konvex ist und wegen C ⊆ convC
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ein nichtleeres Inneres besitzt, existiert nach dem Satz von Hahn-Banach und Folgerung
B.19 ein nichttriviales Funktional(
λ0, y
∗, λ1, ..., λl′ , l0, l1
) ∈ R× C([t0, t1],Rn)∗ × Rl′ × Rs0 × Rs1 ,
das die Menge convC vom Ursprung trennt.
Fu¨r die Menge C ⊆ convC bedeutet dies, dass
λ0µ0 + 〈y∗, y(·)〉+
l′∑
j=1
λjµj + l
T
0 · v0 + lT1 · v1 ≥ 0
fu¨r alle
(
µ0, y(·), µ1..., µl′ , v0, v1
) ∈ C gilt.
Damit haben wir λ0 ≥ 0, λ1 ≥ 0, ..., λl′ ≥ 0. Denn angenommen, es ist eine dieser
Zahlen λj negativ, dann liefert die Betrachtung µj → ∞ einen Widerspruch in der
Ungleichung.
Aus obiger Relation folgt, dass fu¨r alle(
x(·), u(·),A) ∈ C([t0, t1],Rn)× L∞([t0, t1], U)× Zk([t0, t1])
die Beziehung
0 ≤ λ0
[
Jx
(
x∗(·), u∗(·),A∗
)
x(·) + J(x∗(·), u(·),A)− J(x∗(·), u∗(·),A∗)]
+
〈
y∗, Fx
(
x∗(·), u∗(·),A∗
)
x(·) + F(x∗(·), u(·),A)− F(x∗(·), u∗(·),A∗)〉
+
l′∑
j=1
λjG
◦
j
(
x∗(·);x(·)
)
+
〈
l0, H
′
0
(
x(·))x(·)〉+ 〈l1, H ′1(x(·))x(·)〉
erfu¨llt ist.
Setzen wir λl′+1 = ... = λl = 0, so gilt offenbar (4.27) wegen
Gj
(
x∗(·)
)
= 0, j = 1, ..., l′, Gj
(
x∗(·)
)
< 0, j = l′ + 1, ..., l.
Fu¨r x(·) = 0 folgt unmittelbar (4.26).
Betrachten wir
(
u(·),A) = (u∗(·),A∗), dann erhalten wir
0 ≤ λ0Jx
(
x∗(·), u∗(·),A∗
)
x(·) + 〈y∗, Fx(x∗(·), u∗(·),A∗)x(·)〉
+
l′∑
j=1
λjG
◦
j
(
x∗(·);x(·)
)
+
〈
l0, H
′
0
(
x(·))x(·)〉+ 〈l1, H ′1(x(·))x(·)〉
fu¨r alle x(·) ∈ C([t0, t1],Rn).
Also ist nach Definition des Subdifferentials auch (4.25) erfu¨llt. 
Zum Beweis des Satzes 4.11 haben wir zu zeigen, dass 0 6∈ convC gilt. Das folgt aus
diesen beiden gezeigten Behauptungen.
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Wir nehmen an, es sei 0 ∈ convC. Dann existieren dem Begriff einer konvexen Hu¨lle
nach gewisse xκ(·) ∈ C
(
[t0, t1],Rn
)
, uκ(·) ∈ L∞
(
[t0, t1], U
)
, Aκ ∈ Zk([t0, t1]), κ =
1, ..., κ0 und positive Zahlen ακ,
κ0∑
κ=1
ακ = 1, mit
0 >
κ0∑
κ=1
ακ
[
Jx
(
x∗(·), u∗(·),A∗
)
xκ(·) + J
(
x∗(·), uκ(·),Aκ
)− J(x∗(·), u∗(·),A∗)],
0 =
κ0∑
κ=1
ακ
[
Fx
(
x∗(·), u∗(·),A∗
)
xκ(·) + F
(
x∗(·), uκ(·),Aκ
)− F(x∗(·), u∗(·),A∗)],
0 >
κ0∑
κ=1
ακ ·G◦j
(
x∗(·);xκ(·)
)
,
0 =
κ0∑
κ=1
ακ ·H ′ι
(
x∗(·)
)
xκ(·), ι = 0, 1.
Wir setzen
x(·) =
κ0∑
κ=1
ακ · xκ(·)
Dann folgt aus Lemma 4.12
G◦j
(
x∗(·);x(·)
) ≤ κ0∑
κ=1
ακ ·G◦j
(
x∗(·);xκ(·)
)
< 0
und wir erhalten
0 > Jx
(
x∗(·), u∗(·),A∗
)
x(·)
+
κ0∑
κ=1
ακ
[
J
(
x∗(·), uκ(·),Aκ
)− J(x∗(·), u∗(·),A∗)], (4.28)
0 = Fx
(
x∗(·), u∗(·),A∗
)
x(·)
+
κ0∑
κ=1
ακ
[
F
(
x∗(·), uκ(·),Aκ
)− F(x∗(·), u∗(·),A∗)], (4.29)
0 > G◦j
(
x∗(·);x(·)
)
, (4.30)
0 = H ′ι
(
x∗(·)
)
x(·), ι = 0, 1. (4.31)
Statt die konvexe Kombination der Abbildungen bzgl. xκ(·) zu betrachten, beschra¨nken
wir uns auf x(·) und vereinfachen damit die weiteren Darstellungen. Dass ein solches
x(·) ∈ C([t0, t1],Rn) mit den Eigenschaften (4.28)–(4.31) wirklich existiert, falls 0 ∈
convC gilt, haben wir eben mit Hilfe von Lemma 4.12 gezeigt.
Fu¨r jede Zahl a ∈ R setzen wir
a+ = max{a, 0}, a− = min{a, 0},
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fu¨r jeden Vektor α = (α1, ..., ακ0) ∈ Rκ0
α+ = (α+1 , ..., α
+
κ0
), α− = (α−1 , ..., α
−
κ0
),
und außerdem sei fu¨r α ∈ Rκ0
|α| :=
κ0∑
κ=1
|ακ|.
Im Folgenden bezeichne
(
uα(·),Aα
) ∈ L∞([t0, t1], U)× Zk([t0, t1]) die verallgemeinerte
Nadelvariation von
(
u∗(·),A∗
)
in Richtung der Elemente
(
u1(·),A1
)
, ...,
(
uκ0(·),Aκ0
)
,
mit denen die konvexe Kombination gebildet wird (vgl. Abschnitt 4.2.1).
Wir untersuchen nun die Abbildungen
Φ
(
x(·), α) = F(x(·), uα+(·),Aα+)
+
κ0∑
κ=1
α−κ
(
F
(
x∗(·), uκ(·),Aκ
)− F(x∗(·), u∗(·),A∗)),
Φ0
(
x(·), α) = H0(x(·)), Φ1(x(·), α) = H1(x(·)),
und die stetigen linearen Operatoren
Λ
(
x(·), α) = Fx(x∗(·), u∗(·),A∗)x(·)
+
κ0∑
κ=1
ακ
(
F
(
x∗(·), uκ(·),Aκ
)− F(x∗(·), u∗(·),A∗)),
Λ0
(
x(·), α) = H ′0(x∗(·))x(·), Λ1(x(·), α) = H ′1(x∗(·))x(·).
Fu¨r diese gilt :
I Behauptung 3: Die Abbildung
Φ˜ = (Φ,Φ0,Φ1) : C
(
[t0, t1],Rn
)× Rκ0 → C([t0, t1],Rn)× Rs0 × Rs1 ,
und der stetige lineare Operator
Λ˜ = (Λ,Λ0,Λ1) : C
(
[t0, t1],Rn
)× Rκ0 → C([t0, t1],Rn)× Rs0 × Rs1
genu¨gen auf einer Umgebung des Punktes
(
x∗(·), 0
)
den Voraussetzungen des verallge-
meinerten Satzes von Ljusternik (Satz 2.11).
Begru¨ndung: (Vgl. [25], S. 203 f.) Es sei ε ∈ (0, 1/κ0], und wir definieren die Menge εΣ˜κ0
gema¨ß
εΣ˜κ0 =
{
α = (α1, ..., ακ0) ∈ Rκ0
∣∣∣∣ κ0∑
κ=1
α+κ ≤ ε
}
.
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Dann gilt fu¨r alle
(
x(·), α) und (x′(·), α′) aus C([t0, t1],Rn)× εΣ˜κ0 :∥∥Φ(x(·), α)− Φ(x′(·), α′)− Λ(x(·), α)+ Λ(x′(·), α′)∥∥∞
=
∥∥∥∥F(x(·), uα+(·),Aα+)− F(x′(·), uα′+(·),Aα′+)− Fx(x∗(·), u∗(·),A∗)(x(·)− x′(·))
−
κ0∑
κ=1
(α+κ − α′κ+)
(
F
(
x∗(·), uκ(·),Aκ
)− F(x∗(·), u∗(·),A∗))∥∥∥∥
∞
= max
t∈[t0,t1]
∥∥∥∥∫ t
t0
[
χAα+ (τ) ◦ ϕ
(
τ, x(τ), uα+(τ)
)− χA
α′+
(τ) ◦ ϕ(τ, x′(τ), uα′+(τ))
−χA∗(τ) ◦ ϕx
(
τ, x∗(τ), u∗(τ)
)(
x(τ)− x′(τ))
−
κ0∑
κ=1
(α+κ − α′κ+) ·
(
χAκ(τ) ◦ ϕ
(
τ, x∗(τ), uκ(τ)
)
−χA∗(τ) ◦ ϕ
(
τ, x∗(τ), u∗(τ)
))]
dτ
∥∥∥∥
Rn
.
Nach Lemma 4.4 ko¨nnen wir eine Umgebung V von x∗(·) und ein ε ∈ (0, 1/κ0] derart
wa¨hlen, dass dieser Ausdruck kleiner oder gleich
δ
3
(∥∥x(·)− x′(·)∥∥∞ + κ0∑
κ=1
|ακ − α′κ|
)
fu¨r alle x(·), x′(·) ∈ V und alle α, α′ ∈ εΣ˜κ0 ist.
Ferner kann diese Umgebung V von x∗(·) so gewa¨hlt werden, dass ebenfalls∥∥Hι(x(·))−Hι(x′(·))−H ′ι(x∗(·))(x(·)− x′(·))∥∥Rn ≤ δ3∥∥x(·)− x′(·)∥∥∞, ι = 0, 1,
fu¨r alle x(·), x′(·) ∈ V gilt.
Daraus folgt, dass eine Umgebung V ⊆ C([t0, t1],Rn) von x∗(·) und eine Nullumgebung
εΣ˜κ0 des Raumes Rκ0 existieren mit∥∥Φ˜(x(·), α)− Φ˜(x′(·), α′)− Λ˜(x(·), α)+ Λ˜(x′(·), α′)∥∥
C([t0,t1],Rn)×Rs0×Rs1
≤ δ
(∥∥x(·)− x′(·)∥∥∞ + κ0∑
κ=1
|ακ − α′κ|
)
. (4.32)
Wir setzen fu¨r
(
x(·), α) ∈ C([t0, t1],Rn)×Rκ0 , (y(·), l0, l1) ∈ C([t0, t1],Rn)×Rs0×Rs1 :
C(Λ˜) = sup
(y(·),l0,l1) 6=0
(
inf
{‖x(·)‖∞ + |α| ∣∣ Λ˜(x(·), α) = (y(·), l0, l1)}
‖(y(·), l0, l1)‖C([t0,t1],Rn)×Rs0×Rs1
)
.
Aus der Definition des Operators Λ˜ folgt Im Λ˜ = C([t0, t1],Rn)×Rs0×Rs1 . Außerdem ist
der Operator Λ˜ offenbar linear und stetig. Gema¨ß Lemma 2.10 gilt deshalb C(Λ˜) <∞.
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Wir wa¨hlen δ > 0 mit der Eigenschaft δ · C(Λ) < 1/2, dann genu¨gen die Abbildungen
Φ˜ und Λ˜ den Voraussetzungen des verallgemeinerten Satzes von Ljusternik. 
I Behauptung 4: Es existieren zu
(
x(·), α), α = (α1, ..., ακ0), aus (4.28)–(4.31) Zahlen
ϑ0 > 0, δ > 0 und Abbildungen
ϑ→ (ξϑ(·), αϑ)
des Intervalls [0, ϑ0] in C
(
[t0, t1],Rn
)× Rκ0 mit(
ξϑ(·), αϑ)→ 0 fu¨r ϑ→ 0, ϑα + αϑ ≥ 0 fu¨r alle ϑ ∈ [0, ϑ0]
und
Φ˜
(
x∗(·) + ϑx(·) + ξϑ(·), ϑα + αϑ
)
= 0. (4.33)
In dieser Behauptung findet ein Satz u¨ber implizite Funktionen, na¨mlich der verallge-
meinerte Satz von Ljusternik (Satz 2.11), Anwendung. Der spezielle Charakter dieses
Satzes ist notwendig, da der lineare Operator Λ˜ zwar regula¨r, aber i. a. nicht bijektiv
ist, also eine mengenwertige Inverse besitzt. Genauer bestimmen wir mit der Abbildung
ϑα + αϑ → (uϑα+αϑ(·),Aϑα+αϑ)
verallgemeinerte Nadelvariationen der Form
uϑα+αϑ(t) = u∗(t) +
κ0∑
κ=1
χMκ(ϑακ+αϑκ)(t) ·
(
uκ(t)− u∗(t)
)
,
χA
ϑα+αϑ
(t) = χA∗(t) +
κ0∑
κ=1
χMκ(ϑακ+αϑκ)(t) ·
(
χAκ(t)− χA∗(t)
)
.
Beachten wir die Setzung von Φ˜, so bedeutet dies, dass wir Prozesse(
xϑ(·), uϑ(·),Aϑ) = (x∗(·) + ϑx(·) + ξϑ(·), uϑα+αϑ(·),Aϑα+αϑ), ϑ ∈ [0, ϑ0], (4.34)
fu¨r die Aufgabe (4.19)–(4.22) konstruieren, die die Gleichungsbedingungen (4.20) und
(4.22) erfu¨llen.
Begru¨ndung: (Vgl. [25], S. 204 f.) Nach Behauptung 3 darf Satz 2.11 auf den Punkt(
x∗(·), 0
)
des Raumes C([t0, t1],Rn) × Rκ0 angewendet werden. Daher existieren fu¨r
δ · C(Λ) < 1/2 Zahlen ϑ0 > 0, K > 0 und Abbildungen
ϑ→ (ξϑ(·), αϑ)
des Intervalls [0, ϑ0] in C
(
[t0, t1],Rn
)× Rκ0 derart, dass
Φ˜
(
x∗(·) + ϑx(·) + ξϑ(·), ϑα + αϑ
)
= Φ˜
(
x∗(·), 0
)
= 0 fu¨r alle ϑ ∈ [0, ϑ0]
und
‖ξϑ(·)‖∞ +
κ0∑
κ=1
|αϑκ| ≤ K
∥∥Φ˜(x∗(·) + ϑx(·), ϑα)− Φ˜(x∗(·), 0)∥∥C([t0,t1],Rn)×Rs0×Rs1
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gilt. Da Φ˜(x∗, 0) = 0 und ϑΛ˜(x, α) = 0, vgl. (4.29) und (4.31), folgt mit (4.32) aus
dieser Ungleichung die Beziehung
‖ξϑ(·)‖∞ +
κ0∑
κ=1
|αϑκ| ≤ K
∥∥Φ˜(x∗(·) + ϑx(·), ϑα)− Φ˜(x∗(·), 0)
−Λ˜(x∗(·) + ϑx(·), ϑα)+ Λ˜(x∗(·), 0)∥∥C([t0,t1],Rn)×Rs0×Rs1
≤ ϑKδ
(
‖x(·)‖∞ +
κ0∑
κ=1
ακ
)
= ϑKδ
(‖x(·)‖∞ + |α|). (4.35)
Hieraus ergibt sich ξϑ(·)→ 0 und αϑ → 0 fu¨r ϑ→ 0.
Die Zahl δ > 0 sei so gewa¨hlt, dass neben δ · C(Λ) < 1/2 noch
Kδ
(‖x(·)‖∞ + |α|) ≤ min{α1, ..., ακ0} (4.36)
erfu¨llt ist. Dann erhalten wir ϑακ + α
ϑ
κ ≥ 0 aus (4.35) und (4.36) und es gilt fu¨r ein
hinreichend kleines δ > 0
0 = Φ˜
(
x∗(·) + ϑx(·) + ξϑ(·), ϑα + αϑ
)
fu¨r alle ϑ ∈ [0, ϑ0]. 
Wegen (4.28) und (4.30) existiert eine Zahl c > 0 mit
−4c ≥ Jx
(
x∗(·), u∗(·),A∗
)
x(·)
+
κ0∑
κ=1
ακ
[
J
(
x∗(·), uκ(·),Aκ
)− J(x∗(·), u∗(·),A∗)], (4.37)
−c ≥ G◦j
(
x∗(·);x(·)
)
, j = 1, ..., l′. (4.38)
Im Punkt x∗(·) ist die Funktion x(·) → J
(
x(·), u∗(·),A∗
)
stetig differenzierbar und
die Funktionen Gj
(
x(·)) genu¨gen den Voraussetzungen der Lemmata 3.19, 3.20 des
Abschnitts 3.2. Daher la¨sst sich eine Zahl σ > 0 derart angeben, dass fu¨r 0 ≤ ϑ ≤ σ
und ‖x(·)− x(·)‖∞ ≤ σ die Ungleichungen
J
(
x∗(·) + ϑx(·), u∗(·),A∗
) ≤ J(x∗(·), u∗(·),A∗)
+ϑ
[
Jx
(
x∗(·), u∗(·),A∗
)
x(·) + c], (4.39)
Gj
(
x∗(·) + ϑx(·)
) ≤ Gj(x∗(·))+ ϑ[G◦j(x∗(·);x(·))+ c], j = 1, ..., l, (4.40)
gelten.
I Behauptung 5: Fu¨r den Prozess
(
xϑ(·), uϑ(·),Aϑ) aus (4.34) gilt fu¨r alle 0 ≤ ϑ ≤
min{ϑ0, σ}, ϑ0 aus letzter Behauptung:
J
(
xϑ(·), uϑ(·),Aϑ) ≤ J(x∗(·), u∗(·),A∗)− ϑc+ o(ϑ). (4.41)
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Begru¨ndung: (Vgl. [25], S. 205 f.) Wir nehmen an, δ > 0 sei so gewa¨hlt, dass neben
δ · C(Λ) < 1/2 noch folgende Bedingungen erfu¨llt sind:
Kδ
(‖x(·)‖∞ + |α|) ≤ min{α1, ..., ακ0 , σ} (4.42)
Kδ
(‖x(·)‖∞ + |α|) · max
1≤κ≤κ0
∣∣J(x∗(·), uκ(·),Aκ)− J(x∗(·), u∗(·),A∗)∣∣ ≤ c, (4.43)
(δ +Kδ2)
(‖x(·)‖∞ + |α|) ≤ c. (4.44)
Aus der Beziehung (4.18) in Lemma 4.5 folgt fu¨r 0 ≤ ϑ ≤ min{ϑ0, σ}
J
(
xϑ(·), uϑ(·),Aϑ) = J(xϑ(·), uϑα+αϑ(·),Aϑα+αϑ)
≤ J(xϑ(·), u∗(·),A∗)
+
κ0∑
κ=1
(ϑακ + α
ϑ
κ)
[
J
(
xϑ(·), uκ(·),Aκ
)− J(xϑ(·), u∗(·),A∗)]
+ δ
κ0∑
κ=1
(
ϑακ + α
ϑ
κ
)
. (4.45)
Wir scha¨tzen die einzelnen Summanden der rechten Seite ab:
Wegen (4.35) und (4.42) hat man
‖ξϑ(·)‖∞
ϑ
≤ σ, 1
ϑ
κ0∑
κ=1
|αϑκ| ≤ σ.
Daher ist nach (4.39) fu¨r den ersten Summanden fu¨r 0 ≤ ϑ ≤ min{ϑ0, σ} die Unglei-
chung
J
(
xϑ(·), u∗(·),A∗
) ≤ J(x∗(·), u∗(·),A∗)+ ϑ[Jx(x∗(·), u∗(·),A∗)x(·) + c] (4.46)
erfu¨llt.
Wir betrachten den zweiten Summanden. Wegen (4.35) und (4.43) erhalten wir
κ0∑
κ=1
αϑκ
[
J
(
x∗(·), uκ(·),Aκ
)− J(x∗(·), u∗(·),A∗)]
≤ ϑKδ(‖x(·)‖∞ + |α|) · max
1≤κ≤κ0
|J(x∗(·), uκ(·),Aκ)− J(x∗(·), u∗(·),A∗)| ≤ ϑc.
Beachten wir xϑ(·) → x∗(·) fu¨r ϑ → 0 und beru¨cksichtigen ferner, dass die Abbildung
x(·) → J(x(·), u(·),A) fu¨r jedes Paar (u(·),A) ∈ L∞([t0, t1], U) × Zk([t0, t1]) stetig
differenzierbar ist, d. h.
J
(
xϑ(·), u(·),A)− J(x∗(·), u(·),A) = ϑJx(x∗(·), u(·),A)x(·) + o(ϑ),
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so erhalten wir fu¨r 0 ≤ ϑ ≤ min{ϑ0, σ}
κ0∑
κ=1
(ϑακ + α
ϑ
κ)
[
J
(
xϑ(·), uκ(·),Aκ
)− J(x∗(·), uκ(·),Aκ)
−J(xϑ(·), u∗(·),A∗)+ J(x∗(·), u∗(·),A∗)]
≤ ϑ(|α|+ σ)
κ0∑
κ=1
[
ϑ
(∣∣Jx(x∗(·), uκ(·),Aκ)x(·)∣∣
+
∣∣Jx(x∗(·), u∗(·),A∗)x(·)∣∣)+ o(ϑ)]
= o(ϑ).
Daher gilt fu¨r den zweiten Summanden die Beziehung
κ0∑
κ=1
(ϑακ + α
ϑ
κ)
[
J
(
xϑ(·), uκ(·),Aκ
)− J(xϑ(·), u∗(·),A∗)]
= ϑ
κ0∑
κ=1
ακ
[
J
(
x∗(·), uκ(·),Aκ
)− J(x∗(·), u∗(·),A∗)]
+
κ0∑
κ=1
αϑκ
[
J
(
x∗(·), uκ(·),Aκ
)− J(x∗(·), u∗(·),A∗)]
+
κ0∑
κ=1
(ϑακ + α
ϑ
κ)
[
J
(
xϑ(·), uκ(·),Aκ
)− J(x∗(·), uκ(·),Aκ)
−J(xϑ(·), u∗(·),A∗)+ J(x∗(·), u∗(·),A∗)]
≤ ϑ
κ0∑
κ=1
ακ
[
J
(
x∗(·), uκ(·),Aκ
)− J(x∗(·), u∗(·),A∗)]+ ϑc+ o(ϑ). (4.47)
Schließlich gilt gema¨ß (4.35) und (4.44)
δ
κ0∑
κ=1
(
ϑακ + α
ϑ
κ
) ≤ ϑδ(|α|+ 1
ϑ
κ0∑
κ=1
|αϑκ|
)
≤ ϑδ
(
‖x(·)‖∞ + |α|+ 1
ϑ
κ0∑
κ=1
|αϑκ|
)
≤ ϑδ
(
‖x(·)‖∞ + |α|+Kδ
(‖x(·)‖∞ + |α|))
≤ ϑ(δ +Kδ2)(‖x(·)‖∞ + |α|) ≤ ϑc. (4.48)
Aus (4.46)–(4.48) folgt fu¨r alle 0 ≤ ϑ ≤ min{ϑ0, σ} die Ungleichung
J
(
xϑ(·), uϑ(·),Aϑ) ≤ J(x∗(·), u∗(·),A∗)+ ϑJx(x∗(·), u∗(·),A∗)x(·)
+ϑ
κ0∑
κ=1
ακ
[
J
(
x∗(·), uκ(·),Aκ
)− J(x∗(·), u∗(·),A∗)]
+3ϑc+ o(ϑ).
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Mit (4.37) erhalten wir
J
(
xϑ(·), uϑ(·),Aϑ) ≤ J(x∗(·), u∗(·),A∗)− ϑc+ o(ϑ)
fu¨r alle 0 ≤ ϑ ≤ min{ϑ0, σ}. 
Fu¨r 1 ≤ j ≤ l′ folgt wegen Gj
(
x∗(·)
)
= 0 aus (4.38) und (4.40)
Gj
(
xϑ(·)) ≤ Gj(x∗(·))+ ϑ[G◦j(x∗(·);x(·))+ c] ≤ 0
fu¨r alle 0 ≤ ϑ ≤ min{ϑ0, σ}. Fu¨r l′ + 1 ≤ j ≤ l hat man
lim
ϑ→0
Gj
(
xϑ(·)) = Gj(x∗(·)) < 0.
Außerdem haben wir in Behauptung 4 gezeigt, dass fu¨r hinreichend kleine ϑ > 0 die
Prozesse (
xϑ(·), uϑ(·),Aϑ)
die Nebenbedingungen (4.20) und (4.22) erfu¨llen.
Daher sind
(
xϑ(·), uϑ(·),Aϑ) fu¨r hinreichend kleine ϑ > 0 zula¨ssig in der Aufgabe (4.19)–
(4.23). Ferner folgt aus Behauptung 5 fu¨r hinreichend kleine ϑ > 0, dass die Relation
J
(
xϑ(·), uϑ(·),Aϑ) < J(x∗(·), u∗(·),A∗)
gilt. Wegen xϑ(·)→ x∗(·) fu¨r ϑ→ 0 bedeutet dies, dass der Punkt
(
x∗(·), u∗(·),A∗
)
im
Widerspruch zur Voraussetzung des Satzes kein starkes lokales Minimum sein kann.
Damit ist die Langrangesche Multiplikatorenregel (Satz 4.11) bewiesen.
4.5 Beweisschluss
(Vgl. [25], S. 222 f.) Die Lagrange-Funktion (4.24) der Aufgabe (4.19)–(4.23) lautet
L(x(·), u(·),A, λ0, y∗, λ1, ..., λl, l0, l1)
= λ0J
(
x(·), u(·),A)+ 〈y∗, F(x(·), u(·),A)〉+ l∑
j=1
λjGj
(
x(·))
+
〈
l0, H0
(
x(·))〉Rs0 + 〈l1, H1(x(·))〉Rs1 ,
mit λ0 ∈ R, y∗ ∈ C
(
[t0, t1],Rn
)∗
, (λ1, ..., λl) ∈ Rl und l0 ∈ Rs0 , l1 ∈ Rs1 .
Da
(
x∗(·), u∗(·),A∗
) ∈ C([t0, t1],Rn) × L∞([t0, t1], U) × Zk([t0, t1]) ein starkes loka-
les Minimum der Aufgabe (4.19)–(4.23) ist, existieren nach Satz 4.11 nicht gleich-
zeitig verschwindende Lagrangesche Multiplikatoren λ0 ≥ 0, y∗ ∈ C
(
[t0, t1],Rn
)∗
,
λ1 ≥ 0, ..., λl ≥ 0 und l0 ∈ Rs0 , l1 ∈ Rs1 mit:
0 ∈ ∂xL
(
x∗(·), u∗(·),A∗, λ0, y∗, λ1, ..., λl, l0, l1
)
, (4.49)
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die Lagrange-Funktion nimmt in
(
u∗(·),A∗
) ∈ L∞([t0, t1], U)×Zk([t0, t1]) ihr Minimum
an, d. h.
L(x∗(·), u∗(·),A∗, λ0, y∗, λ1, ..., λl, l0, l1)
= min
u(·)∈L∞([t0,t1],U)
A∈Zk([t0,t1])
L(x∗(·), u(·),A, λ0, y∗, λ1, ..., λl, l0, l1), (4.50)
und es sind die Bedingungen
λjGj
(
x∗(·)
)
= 0, j = 1, ..., l, (4.51)
erfu¨llt.
Nach dem Darstellungssatz von Riesz (Satz B.10) existiert ein signiertes regula¨res Bo-
relsches Vektormaß ν mit〈
y∗, F
(
x(·), u(·),A)〉 = ∫ t1
t0
[
x(t)− x(t0)−
∫ t
t0
χA(τ) ◦ ϕ
(
τ, x(τ), u(τ)
)
dτ
]T
· dν(t).
Ferner verwenden wir die Fre´chet-Ableitungen der Abbildungen J und F im Punkt(
x∗(·), u∗(·),A∗
)
bzw. von H0 und H1 in x∗(·) (vgl. Lemma 4.6, Lemma 4.8 und Lemma
4.10) und die Darstellung der Subdifferentiale ∂Gj
(
x∗(·)
)
(vgl. Abschnitt 4.3.4).
Dann folgt aus (4.49), dass fu¨r alle x(·) ∈ C([t0, t1],Rn)
0 = λ0
∫ t1
t0
〈
χA∗(t) ◦ fx
(
t, x∗(t), u∗(t)
)
, x(t)
〉
Rndt
+
∫ t1
t0
[
x(t)− x(t0)−
∫ t
t0
χA∗(τ) ◦ ϕx
(
τ, x∗(τ), u∗(τ)
)
x(τ)dτ
]T
· dν(t)
+
l∑
j=1
λj ·
∫ t1
t0
〈
gjx
(
t, x∗(t)
)
, x(t)
〉
Rn dµ˜j(t)
+
〈
l0, h
′
0
(
x∗(t0)
)
x(t0)
〉
Rs0 +
〈
l1, h
′
1
(
x∗(t1)
)
x(t1)
〉
Rs1 (4.52)
gilt. Darin sind µ˜j, j = 1, ..., l, auf den Mengen
T˜j =
{
t ∈ [t0, t1]
∣∣ gj(t, x∗(t)) = Gj(x∗(·))}
konzentrierte nichtnegative regula¨re Borelsche Maße der Totalvariation Eins.
Wir schreiben µj = λj ·µ˜j. Mit Blick auf (4.51) folgt, dass λj = 0 ist, falls Gj
(
x∗(·)
)
< 0.
Damit ko¨nnen nur diejenigen Maße µj von Null verschieden sein, die solchen Indizes
entsprechen, fu¨r die Gj
(
x∗(·)
)
= 0 gilt. In diesem Fall hat man
T˜j = Tj =
{
t ∈ [t0, t1]
∣∣ gj(t, x∗(t)) = 0}.
Daher kann man o. B. d. A. annehmen, alle Maße µj seien auf den Mengen Tj konzen-
triert.
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Dann folgt mit partieller Integration (Satz B.13) des zweiten Summanden in (4.52)
0 =
∫ t1
t0
〈
λ0 ·
[
χA∗(t) ◦ fx
(
t, x∗(t), u∗(t)
)]
−[χA∗(t) ◦ ϕTx (t, x∗(t), u∗(t))] ∫ t1
t
dν(τ), x(t)
〉
Rn
dt
+
l∑
j=1
∫ t1
t0
〈
gjx
(
t, x∗(t)
)
, x(t)
〉
Rn dµj(t) +
∫ t1
t0
〈x(t), dν(t)〉Rn
+
〈
h′0
T (
x∗(t0)
)
l0 −
∫ t1
t0
dν(t), x(t0)
〉
Rn
+
〈
h′1
T (
x∗(t1)
)
l1, x(t1)
〉
Rn .
Diese Gleichung stellt die Anwendung eines linearen Funktionals T auf die Elemente
x(·) des Raumes C([t0, t1],Rn) dar. Da alle vorkommenden Ableitungen stetig in allen
Variablen und die Maße µj und das signierte Vektormaß ν von beschra¨nkter Totalva-
riation sind, ist dieser Operator beschra¨nkt, also auch stetig.
Setzen wir p(t) =
∫ t1
t
dν(τ), so erhalten wir aus der eindeutigen Darstellung eines
stetigen linearen Funktionals im Raum C
(
[t0, t1],Rn
)
die Beziehungen (vgl. Abschnitt
2.6)
p(t) =
∫ t1
t
([
χA∗(τ) ◦ ϕTx
(
τ, x∗(τ), u∗(τ)
)]
p(τ)
−λ0 ·
[
χA∗(τ) ◦ fx
(
τ, x∗(τ), u∗(τ)
)])
dτ
−
l∑
j=1
∫ t1
t
gjx
(
τ, x∗(τ)
)
dµj(τ)− h′1T
(
x∗(t1)
)
l1
und
p(t0) = h
′
0
T (
x∗(t0)
)
l0.
Damit sind (4.6) und (4.7) gezeigt.
Die Beziehung (4.50) ist mit der folgenden a¨quivalent:∫ t1
t0
λ0 ·
[
χA∗(t) ◦ f
(
t, x∗(t), u∗(t)
)]
dt
−
∫ t1
t0
[∫ t
t0
χA∗(τ) ◦ ϕ
(
τ, x∗(τ), u∗(τ)
)
dτ
]T
· dν(t)
= min
u(·)∈L∞([t0,t1],U)
A∈Zk([t0,t1])
{∫ t1
t0
λ0 ·
[
χA(t) ◦ f
(
t, x∗(t), u(t)
)]
dt
−
∫ t1
t0
[∫ t
t0
χA(τ) ◦ ϕ
(
τ, x∗(τ), u(τ)
)
dτ
]T
· dν(t)
}
.
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Es gilt aber ∫ t1
t0
[∫ t
t0
χA(τ) ◦ ϕ
(
τ, x∗(τ), u(τ)
)
dτ
]T
· dν(t)
=
∫ t1
t0
([
χA(t) ◦ ϕ
(
t, x∗(t), u(t)
)]T · ∫ t1
t
dν(τ)
)
dt
=
∫ t1
t0
〈
p(t), χA(t) ◦ ϕ
(
t, x∗(t), u(t)
)〉
Rndt.
Aus diesen beiden Beziehungen folgt∫ t1
t0
[
λ0 ·
[
χA∗(t) ◦ f
(
t, x∗(t), u∗(t)
)]− 〈p(t), χA∗(t) ◦ ϕ(t, x∗(t), u∗(t))〉Rn]dt
= min
u(·)∈L∞([t0,t1],U)
A∈Zk([t0,t1])
∫ t1
t0
[
λ0 ·
[
χA(t) ◦ f
(
t, x∗(t), u(t)
)]
−〈p(t), χA(t) ◦ ϕ(t, x∗(t), u(t))〉Rn]dt. (4.53)
Diese Gleichung fu¨hrt zur Maximumsbedingung (4.8): Es bezeichnen Tf , Tϕ bzw. Tp die
Menge aller Punkte t ∈ (t0, t1), in denen die Funktion t→ χA∗(t)◦f
(
t, x∗(t), u∗(t)
)
und
die Vektorfunktionen t→ χA∗(t) ◦ ϕ
(
t, x∗(t), u∗(t)
)
bzw. t→ p(t) keine Lebesgueschen
Punkte besitzen. Diese Mengen sind abza¨hlbar.
Fu¨r Tf und Tϕ folgt dies aus Natanson [26], Satz 5, S. 284, da χA∗(t) ◦ f integrierbar
und χA∗(t) ◦ ϕ komponentenweise integrierbar auf [t0, t1] sind.
Unstetigkeiten der adjungierten Funktion p(·) ko¨nnen nur durch den Term
l∑
j=1
∫ t1
t
gjx
(
τ, x∗(τ)
)
dµj(τ),
darin sind µj nichtnegative regula¨re Borelsche Maße und gjx stetige Abbildungen, her-
vorgerufen werden. Um die folgende Argumentation u¨bersichtlicher zu fu¨hren, streichen
wir in diesem Ausdruck das Summenzeichen und den Index j, und ersetzen gjx durch
die stetige Vektorfunktion ψ. Da µ ein nichtnegatives regula¨res Borelsches Maß ist, ist
die Funktion
V (t) =
∫ t
t0
dµ(τ), t ∈ [t0, t1],
monoton und beschra¨nkt, und besitzt nur abza¨hlbar viele Unstetigkeiten ([26], Satz 1,
S. 229). Dann folgt fu¨r die Funktion
W (t) =
∫ t
t0
ψ(τ) dµ(τ)
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aus der Ungleichung
‖W (t)‖Rn ≤ max
s∈[t0,t1]
‖ψ(s)‖Rn ·
∫ t
t0
dµ(τ) = max
s∈[t0,t1]
‖ψ(s)‖Rn · V (t),
dass diese ebenso ho¨chstens abza¨hlbar viele Unstetigkeiten besitzt. Damit ist auch die
Menge Tp ho¨chstens abza¨hlbar, da jeder Stetigkeitspunkt einer integrierbaren Funktion
ein Lebesguescher Punkt ist ([26], Satz 6, S. 285) und p(·) in ho¨chstens abza¨hlbar vielen
Punkten unstetig ist.
Fu¨r jedes v = (v1, ..., vk) ∈ U = U1 × ...× Uk und i = 1, ..., k sind ferner alle t ∈ (t0, t1)
Lebesguesche Punkte der Funktionen t → fi
(
t, x∗(t), vi
)
und der Vektorfunktionen
t→ ϕi
(
t, x∗(t), vi
)
, da diese und x∗(·) stetig sind.
Fu¨r j ∈ {1, ..., k} bezeichnetAj = (Aj1, ...,Ajk) den Mengenvektor, dessen Komponenten
Aji = ∅ fu¨r j 6= i und Ajj = [t0, t1] sind. Dann geho¨rt Aj offenbar zu Zk([t0, t1]).
Es sei τ ∈ T = (t0, t1)\(Tf∪Tϕ∪Tp), j ∈ {1, ..., k} und v = (v1, ..., vk) ∈ U = U1×...×Uk.
Dann geho¨rt fu¨r jedes 0 < λ < t1 − τ die Abbildung uλ(·),
uλ(t) = u∗(t) + χ[τ,τ+λ)(t)
(
v − u∗(t)
)
, t ∈ [t0, t1],
dem Raum L∞
(
[t0, t1], U
)
und die Zerlegung Ajλ, die wir u¨ber die charakteristische
Funktion
χAjλ(t) = χA∗(t) + χ[τ,τ+λ)(t)
(
χAj(t)− χA∗(t)
)
, t ∈ [t0, t1],
erkla¨ren, der Menge Zk([t0, t1]) an. Diese Zerlegung Ajλ aktiviert auf dem Intervall [τ, τ+
λ) den j-ten Index.
Ferner ist τ Lebesguescher Punkt von t → χAjλ(t) ◦ f
(
t, x∗(t), uλ(t)
)
und t → χAjλ(t) ◦
ϕ
(
t, x∗(t), uλ(t)
)
, denn es gilt fu¨r alle n ≥ n0, 0 < 1n0 < λ,
1
n
∫ τ+ 1
n
τ
χAjλ(t) ◦ f
(
t, x∗(t), uλ(t)
)
dt =
1
n
∫ τ+ 1
n
τ
fj
(
t, x∗(t), vj
)
dt
→ fj
(
τ, x∗(τ), vj
)
fu¨r n→∞,
da τ Lebesguescher Punkt von t→ fj
(
t, x∗(t), vj
)
ist. Ebenso folgt dies fu¨r ϕ.
Wegen (4.53), diese Bedingung verwenden wir nun mit der Pontrjagin-Funktion χA◦H,
gilt fu¨r un(·), Ajn,
un(t) = u∗(t) + χ[τ,τ+ 1
n
)(t)
(
v − u∗(t)
)
,
χAjn(t) = χA∗(t) + χ[τ,τ+ 1n )(t)
(
χAj(t)− χA∗(t)
)
,
0 <
1
n
< t1 − τ,
die Relation∫ t1
t0
[
χA∗(t) ◦H
(
t, x∗(t), u∗(t), p(t), λ0
)− χAjn(t) ◦H(t, x∗(t), un(t), p(t), λ0)]dt
=
∫ τ+ 1
n
τ
[
χA∗(t) ◦H
(
t, x∗(t), u∗(t), p(t), λ0
)−Hj(t, x∗(t), vj, p(t), λ0)]dt ≥ 0
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fu¨r alle n mit 1
n
< t1 − τ . Daraus folgt, da τ auch Lebesguescher Punkt der Funk-
tionen t → χA∗(τ) ◦ H
(
t, x∗(t), u∗(t), p(t), λ0
)
und t → Hj
(
t, x∗(t), vj, p(t), λ0
)
ist, die
Beziehung
lim
n→∞
1
n
∫ τ+ 1
n
τ
[
χA∗(t) ◦H
(
t, x∗(t), u∗(t), p(t), λ0
)−Hj(t, x∗(t), vj, p(t), λ0)]dt
= χA∗(τ) ◦H
(
τ, x∗(τ), u∗(τ), p(τ), λ0
)−Hj(τ, x∗(τ), vj, p(τ), λ0) ≥ 0.
Fu¨r jedes τ ∈ T ist diese Ungleichung fu¨r alle v ∈ U und alle j ∈ {1, ..., k} erfu¨llt und
daher die Maximumsbedingung (4.8) gezeigt und das Maximumprinzip bewiesen.
4.6 Eine hybride Grundaufgabe
Ein wichtiger Spezialfall der Aufgabe (4.1)–(4.5) ist die hybride Grundaufgabe:
J
(
x(·), u(·),A) = ∫ t1
t0
χA(t) ◦ f
(
t, x(t), u(t)
)
dt→ inf, (4.54)
x˙(t) = χA(t) ◦ ϕ
(
t, x(t), u(t)
)
, (4.55)
h0
(
x(t0)
)
= 0, h1
(
x(t1)
)
= 0, (4.56)
u(t) ∈ U = U1 × ...× Uk, Ui 6= ∅, A ∈ Zk([t0, t1]). (4.57)
Fu¨r diese Aufgabe erhalten wir unmittelbar aus Satz 4.3:
Satz 4.14 (Pontrjaginsches Maximumprinzip) Wir nehmen an, dass die Funktio-
nen und Abbildungen fi, ϕi, hι, i = 1, ..., k, j = 1, ..., l, ι = 0, 1, die Annahmen fu¨r die
zustandsbeschra¨nkte hybride Aufgabe erfu¨llen. Ist
(
x∗(·), u∗(·),A∗
)
ein starkes lokales
Minimum in der Aufgabe (4.54)–(4.57), dann existieren eine Zahl λ0 ≥ 0, Vektoren
l0 ∈ Rs0 , l1 ∈ Rs1 und eine Vektorfunktion p(·), p : [t0, t1] → Rn, (wobei diese Gro¨ßen
nicht gleichzeitig verschwinden) derart, dass
a) die Vektorfunktion p(·) der adjungierten Gleichung
p˙(t) = −χA∗(t) ◦ ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + λ0 · χA∗(t) ◦ fx
(
t, x∗(t), u∗(t)
)
(4.58)
und den Transversalita¨tsbedingungen
p(t0) = h
′
0
T (
x∗(t0)
)
l0, p(t1) = −h′1T
(
x∗(t1)
)
l1, (4.59)
genu¨gt;
b) fu¨r die Pontrjaginsche Funktion
χA(t) ◦H(t, x, u, p, λ0
)
=
k∑
i=1
χAi(t) ·
(〈p, ϕi(t, x, ui)〉Rn − λ0fi(t, x, ui)) (4.60)
die Beziehung
χA∗(t) ◦H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
ui∈Ui
1≤i≤k
Hi
(
t, x∗(t), ui, p(t), λ0
)
(4.61)
fu¨r fast alle t aus [t0, t1] gilt.
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4.7 Freier Anfangs- und Endzeitpunkt
Wir betrachten in diesem Abschnitt die zustandsbeschra¨nkte hybride Aufgabe mit frei-
em Anfangs- und Endzeitpunkt (oder kurz mit freier Zeit). Im Gegensatz zur zustands-
beschra¨nkten hybriden Aufgabe (4.1)–(4.5) bedeutet dies, dass die Abbildungen h0 bzw.
h1, die die Start- und Zielmannigfaltigkeit definieren, zeitabha¨ngig sind:
hι(t, x) : R× Rn → Rsι , ι = 0, 1.
Zur Behandlung dieser Aufgaben gehen wir analog zu Ioffe & Tichomirov [25], S. 210 ff,
vor und u¨berfu¨hren das Problem mit freier Zeit mittels einer Substitution der Zeit in
eine Aufgabe auf festem Zeitintervall.
Diese Substitution der Zeit macht es unumga¨nglich, dass die eingehenden Funktionen
und Abbildungen bzgl. der Zeitvariablen t differenzierbar sind.
Wir u¨bernehmen alle in Kapitel 4 getroffenen Bezeichnungen und Festlegungen und
betrachten im folgenden die hybride Aufgabe mit freier Zeit:
J
(
x(·), u(·),A) = ∫ t1
t0
χA(t) ◦ f
(
t, x(t), u(t)
)
dt→ inf, (4.62)
x˙(t) = χA(t) ◦ ϕ
(
t, x(t), u(t)
)
, (4.63)
gj
(
t, x(t)
) ≤ 0, t ∈ [t0, t1], j = 1, ..., l, (4.64)
h0
(
t0, x(t0)
)
= 0, h1
(
t1, x(t1)
)
= 0, (4.65)
u(t) ∈ U = U1 × ...× Uk, Ui 6= ∅, A ∈ Zk([t0, t1]). (4.66)
In dieser Aufgabe sind t1 > t0 frei und
fi(t, x, u
i) : R× Rn × Rmi → R, i = 1, ..., k,
ϕi(t, x, u
i) : R× Rn × Rmi → Rn, i = 1, ..., k,
gj(t, x) : R× Rn → R, j = 1, ..., l,
hι(t, x) : R× Rn → Rsι , ι = 0, 1.
Wir nennen ein Quadrupel
(
[t0, t1], x(·), u(·),A
)
mit [t0, t1] ⊂ R, x(·) ∈ C
(
[t0, t1],Rn
)
,
u(·) ∈ L∞([t0, t1], U) und A ∈ Zk([t0, t1]) einen Steuerprozess. Ein Steuerprozess heißt
zula¨ssig in der Aufgabe (4.62)–(4.66), wenn auf dem Intervall [t0, t1] die Funktion x(·)
fast u¨berall der Gleichung
x˙(t) = χA(t) ◦ ϕ
(
t, x(t), u(t)
)
genu¨gt, die Phasenbeschra¨nkungen
gj
(
t, x(t)
) ≤ 0, j = 1, ..., l,
fu¨r alle t ∈ [t0, t1] erfu¨llt sind, und in den Endpunkten t0, t1 die Randbedingungen
h0
(
t0, x(t0)
)
= 0, h1
(
t1, x(t1)
)
= 0
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gelten. Einen zula¨ssigen Steuerprozess
(
[t0∗, t1∗], x∗(·), u∗(·),A∗
)
nennen wir ein star-
kes lokales Minimum, wenn eine Zahl ε > 0 derart existiert, dass fu¨r jeden anderen
zula¨ssigen Steuerprozess
(
[t0, t1], x(·), u(·),A
)
mit den Eigenschaften
|t0 − t0∗| < ε, |t1 − t1∗| < ε, ‖x(·)− x∗(·)‖∞ < ε
fu¨r jedes t ∈ [t0∗, t1∗] ∩ [t0, t1] die Ungleichung∫ t
t0
χA(τ) ◦ f
(
τ, x(τ), u(τ)
)
dτ ≥
∫ t
t0∗
χA∗(τ) ◦ f
(
τ, x∗(τ), u∗(τ)
)
dτ
erfu¨llt ist.
Wir treffen die folgenden Annahmen fu¨r hybride Aufgaben mit freier Zeit:
Die Funktionen fi(t, x, u
i), i = 1, ..., k, gj(t, x), j = 1, ..., l, und die Abbildungen
ϕi(t, x, u
i), i = 1, ..., k, h0(t, x), h1(t, x) besitzen folgende Eigenschaften:
• Stetigkeit in der Gesamtheit der Variablen,
• stetige Differenzierbarkeit bzgl. t und x,
• Stetigkeit aller partiellen Ableitungen in der Gesamtheit der Variablen.
Wir werden nun zeigen, wie man mit Hilfe des Pontrjaginschen Maximumprinzips fu¨r
Aufgaben mit fester Zeit (Satz 4.3) unter Verwendung der Substitution der Zeit das
Maximumprinzip fu¨r hybride Aufgaben mit freier Zeit erha¨lt:
Es sei
(
[t0∗, t1∗], x∗(·), u∗(·),A∗
)
ein starkes lokales Minimum der Aufgabe (4.62)–(4.66).
Wir fu¨hren eine neue unabha¨ngige Vera¨nderliche s ein, die das Intervall [0, 1] durchla¨uft,
und betrachten folgendes Gleichungssystem
t′(s) = v(s), y′(s) = v(s) ·
(
χB(s) ◦ ϕ
(
t(s), y(s), w(s)
))
. (4.67)
Es sei v(s) > 0 fu¨r alle s ∈ [0, 1]. Ist (t(·), y(·)) eine Lo¨sung dieses Systems, die der
Steuerung
(
v(·), w(·)) und der k-fachen Zerlegung B ∈ Zk([0, 1]) entspricht, so ist s→
t(s) eine streng wachsende stetige Funktion. Die zu ihr inverse Funktion t → s(t) ist
ebenfalls stetig und streng wachsend. In diesem Fall ist x(·) mit x(t) = y(s(t)) fu¨r
t ∈ [t(0), t(1)] Lo¨sung der Gleichung (4.63) zur Steuerung u(·) mit u(t) = w(s(t))
fu¨r t ∈ [t(0), t(1)] und zur k-fachen Zerlegung A ∈ Zk([t(0), t(1)]), die durch χA(t) =
χB
(
s(t)
)
identifiziert wird, wobei∫ t(1)
t(0)
χA(t) ◦ f
(
t, x(t), u(t)
)
dt =
∫ 1
0
v(s) ·
(
χB(s) ◦ f
(
t(s), y(s), w(s)
))
ds (4.68)
gilt. Weil v(·) auf [0, 1] stets positiv ist, sind diese Behauptungen klar.
Ist umgekehrt x(·) eine auf dem Intervall [t0, t1] definierte Lo¨sung der Gleichung (4.63),
die der Steuerung u(·) und der k-fachen Zerlegung A ∈ Zk([t0, t1]) entspricht, so ist
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(
t(·), y(·)) mit t(s) = t0 + (t1 − t0)s, y(s) = x(t(s)) eine Lo¨sung des Systems (4.67),
die den Steuerungen
(
v(·), w(·)) mit v(s) ≡ t1 − t0, w(s) = u(t(s)) und der k-fachen
Zerlegung B ∈ Zk([0, 1]), die durch χB(s) = χA
(
t(s)
)
erkla¨rt ist, zugeordnet ist. Dabei
gilt die Beziehung (4.68). Daher ist(
t∗(·), y∗(·), w∗(·), v∗(·),B∗
)
,
wobei fu¨r s ∈ [0, 1]
t∗(s) = t0∗ + (t1∗ − t0∗)s, y∗(s) = x∗
(
t∗(s)
)
,
v∗(s) ≡ v∗ = t1∗ − t0∗, w∗(s) = u∗
(
t∗(s)
)
,
sind und B∗ durch
χB∗(s) = χA∗
(
t∗(s)
)
bestimmt ist, ein starkes lokales Minimum der Aufgabe:∫ 1
0
v ·
(
χB(s) ◦ f
(
t(s), y(s), w(s)
))
ds→ inf, (4.69)
t′(s) = v, y′(s) = v ·
(
χB(s) ◦ ϕ
(
t(s), y(s), w(s)
))
, (4.70)
gj
(
t(s), y(s)
) ≤ 0, s ∈ [0, 1], j = 1, ..., l, (4.71)
h0
(
t(0), y(0)
)
= 0, h1
(
t(1), y(1)
)
= 0, (4.72)
v > 0, w(s) ∈ U, B ∈ Zk([0, 1]). (4.73)
Dies ist bereits eine Aufgabe mit fester Zeit, auf die wir Satz 4.3 anwenden ko¨nnen.
Die Pontrjaginsche Funktion der Aufgabe (4.69)–(4.73) lautet
χA(t) ◦ H˜(t, x, u, v, p, q, λ0)
=
〈
p, v · χA(t) ◦ ϕ(t, x, u)
〉
Rn + qv − λ0v ·
(
χA(t) ◦ f(t, x, u)
)
= v · (χA(t) ◦H(t, x, u, p, λ0) + q), (4.74)
wobei
χA(t) ◦H(t, x, u, p, λ0) =
k∑
i=1
χAi(t) ·Hi(t, x, ui, p, λ0)
=
k∑
i=1
χAi(t) ·
(〈
p, ϕi(t, x, u
i)
〉
Rn − λ0fi(t, x, ui)
)
die Pontrjagin-Funktion der Aufgabe (4.62)–(4.66) ist. Weiterhin setzen wir
∆j =
{
s ∈ [0, 1] ∣∣ gj(t∗(s), y∗(s)) = 0}, j = 1, ..., l.
Dann existieren nach Satz 4.3 eine Zahl λ0 ≥ 0, Vektoren l0 ∈ Rs0 , l1 ∈ Rs1 , eine Vek-
torfunktion p˜(·), eine Funktion q˜(·) und nichtnegative, regula¨re, auf den Mengen ∆j
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konzentrierte Borelsche Maße µ˜j, j = 1, ..., l, (diese Gro¨ßen verschwinden nicht gleich-
zeitig) derart, dass die Beziehungen
p˜(s) =
∫ 1
s
χB∗(τ) ◦ H˜x
(
t∗(τ), y∗(τ), w∗(τ), v∗, p˜(τ), q˜(τ), λ0
)
dτ
−h1Tx
(
t∗(1), y∗(1)
)
l1 −
l∑
j=1
∫ 1
s
gjx
(
t∗(τ), y∗(τ)
)
dµ˜j(τ),
p˜(0) = h0
T
x
(
t∗(0), y∗(0)
)
l0,
q˜(s) =
∫ 1
s
χB∗(τ) ◦ H˜t
(
t∗(τ), y∗(τ), w∗(τ), v∗, p˜(τ), q˜(τ), λ0
)
dτ
−〈h1t(t∗(1), y∗(1)), l1〉Rs1 − l∑
j=1
∫ 1
s
gjt
(
t∗(τ), y∗(τ)
)
dµ˜j(τ),
q˜(0) =
〈
h0t
(
t∗(0), y∗(0)
)
, l0
〉
Rs0
gelten und die Maximumsbedingung
χB∗(s) ◦ H˜
(
t∗(s), y∗(s), w∗(s), v∗, p˜(s), q˜(s), λ0
)
= max
ui∈Ui, v>0
1≤i≤k
v · [Hi(t∗(s), y∗(s), ui, p˜(s), λ0)+ q˜(s)]
fu¨r fast alle s ∈ [0, 1] erfu¨llt ist.
Es sei s∗(·) die zu t∗(·) inverse Funktion, d. h.
s∗(t) =
t− t0∗
t1∗ − t0∗ , t ∈ [t0∗, t1∗].
Wenn wir jetzt die Bezeichnungen
p(t) = p˜
(
s∗(t)
)
, q(t) = q˜
(
s∗(t)
)
,
Tj =
{
t ∈ [t0∗, t1∗]
∣∣ gj(t, x∗(t)) = 0} = t∗(∆j), j = 1, ..., l,
einfu¨hren und die Bildmaße µj des Maße µ˜j bei der Abbildung t∗(·) verwenden, dann
gilt (vgl. Lemma B.14)∫ t1∗
t0∗
ψ(t) dµj(t) =
∫ 1
0
ψ
(
t∗(s)
)
dµ˜j(s) fu¨r alle ψ(·) ∈ C
(
[t0∗, t1∗],R
)
und die Maße µj sind offensichtlich auf Tj konzentriert, so lassen sich die obigen Bezie-
hungen unter Beru¨cksichtigung von (4.74) auf folgende Form bringen:
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p(t) = −h1Tx
(
t1∗, x∗(t1∗)
)
l1 +
∫ t1∗
t
χA∗(τ) ◦Hx
(
τ, x∗(τ), u∗(τ), p(τ), λ0
)
dτ
−
l∑
j=1
∫ t1∗
t
gjx
(
τ, x∗(τ)
)
dµj(τ), (4.75)
p(t0∗) = h0
T
x
(
t0∗, x∗(t0∗)
)
l0, (4.76)
q(t) = −〈h1t(t1∗, x∗(t1∗)), l1〉Rs1 + ∫ t1∗
t
χA∗(τ) ◦Ht
(
τ, x∗(τ), u∗(τ), p(τ), λ0
)
dτ
−
l∑
j=1
∫ t1∗
t
gjt
(
τ, x∗(τ)
)
dµj(τ), (4.77)
q(t0∗) =
〈
h0t
(
t0∗, x∗(t0∗)
)
, l0
〉
Rs0 (4.78)
und wir erhalten die Maximumsbedingung
v∗ ·
(
χA∗(t) ◦H
(
t, x∗(t), u∗(t), p(t), λ0
)
+ q(t)
)
= max
ui∈Ui, v>0
1≤i≤k
v · [Hi(t, x∗(t), ui, p(t), λ0)+ q(t)]. (4.79)
Aus (4.79) folgt
χA∗(t) ◦H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
ui∈Ui
1≤i≤k
Hi
(
t, x∗(t), ui, p(t), λ0
)
. (4.80)
Ferner erhalten wir wegen 0 < v∗ <∞ aus (4.79) die Beziehung
max
ui∈Ui
1≤i≤k
Hi
(
t, x∗(t), ui, p(t), λ0
)
= −q(t).
Im Folgenden verwenden wir die Funktion
H(t, x∗(t), p(t), λ0) = max
ui∈Ui
1≤i≤k
Hi
(
t, x∗(t), ui, p(t), λ0
)
.
Diese heißt Hamilton-Funktion.
Durch Vergleich mit (4.77) und (4.78) erhalten wir weiter
H(t, x∗(t), p(t), λ0) = 〈h1t(t1∗, x∗(t1∗)), l1〉Rs1
−
∫ t1∗
t
χA∗(τ) ◦Ht
(
τ, x∗(τ), u∗(τ), p(τ), λ0
)
dτ
+
l∑
j=1
∫ t1∗
t
gjt
(
τ, x∗(τ)
)
dµj(τ), (4.81)
H(t0∗, x∗(t0∗), p(t0∗), λ0) = −〈h0t(t0∗, x∗(t0∗)), l0〉Rs0 . (4.82)
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Nach Lemma B.16 ist die Funktion H(t, x∗(t), p(t), λ0) von beschra¨nkter Variation und
linksseitig stetig.
Zusammenfassend lautet damit das Maximumprinzip fu¨r Aufgaben mit freier Zeit:
Satz 4.15 (Pontrjaginsches Maximumprinzip, freie Endzeit) Es seien fu¨r die
Funktionen und Abbildungen fi, ϕi, gj, hι, i = 1, ..., k, j = 1, ..., l, ι = 1, 2, die Annah-
men fu¨r Aufgaben mit freien Endzeiten erfu¨llt. Ist
(
[t0∗, t1∗], x∗(·), u∗(·),A∗
)
ein starkes
lokales Minimum in der Aufgabe (4.62)–(4.66), dann existieren eine Zahl λ0 ≥ 0, Vek-
toren l0 ∈ Rs0 , l1 ∈ Rs1, eine Vektorfunktion p(·), p : [t0, t1]→ Rn, und auf den Mengen
Tj =
{
t ∈ [t0, t1]
∣∣ gj(t, x∗(t)) = 0} konzentrierte nichtnegative regula¨re Borelsche Maße
µj, j = 1, ..., l, (wobei diese Gro¨ßen nicht gleichzeitig verschwinden) derart, dass gilt:
a) Die Vektorfunktion p(·) ist Lo¨sung der Integralgleichung (4.75) und es gilt (4.76):
p(t) = −h1Tx
(
t1∗, x∗(t1∗)
)
l1 +
∫ t1∗
t
χA∗(τ) ◦Hx
(
τ, x∗(τ), u∗(τ), p(τ), λ0
)
dτ
−
l∑
j=1
∫ t1∗
t
gjx
(
τ, x∗(τ)
)
dµj(τ),
p(t0∗) = h0
T
x
(
t0∗, x∗(t0∗)
)
l0.
b) Fu¨r fast alle t aus [t0, t1] ist die Beziehung (4.80)
χA∗(t) ◦H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
ui∈Ui
1≤i≤k
Hi
(
t, x∗(t), ui, p(t), λ0
)
erfu¨llt.
c) Die Hamilton-Funktion ist eine Funktion beschra¨nkter Variation, die linksseitig stetig
ist, und es gelten (4.81) und (4.82):
H(t, x∗(t), p(t), λ0) = 〈h1t(t1∗, x∗(t1∗)), l1〉Rs1
−
∫ t1∗
t
χA∗(τ) ◦Ht
(
τ, x∗(τ), u∗(τ), p(τ), λ0
)
dτ +
l∑
j=1
∫ t1∗
t
gjt
(
τ, x∗(τ)
)
dµj(τ),
H(t0∗, x∗(t0∗), p(t0∗), λ0) = −〈h0t(t0∗, x∗(t0∗)), l0〉Rs0 .
Ebenso wie in Aufgaben mit fester Zeit ist die adjungierte Funktion p(·) von beschra¨nk-
ter Variation und linksseitig stetig.
Kapitel 5
Analyse eines Modells privater
Altersvorsorge
Zur Anwendung der in dieser Arbeit dargelegten mathematischen Theorie folgen wir
dem Vorschlag von G. Feichtinger und betrachten ein mehrstufiges Problem der Theorie
der Optimalen Steuerungen. Im Folgenden wollen wir mit Hilfe des Maximumprinzips
– speziell Satz 4.14, das Maximumprinzip fu¨r die hybride Grundaufgabe – ein Modell
privater Altersvorsorge diskutieren.
In der Modellierung beru¨cksichtigen wir nur die Finanzierung durch Privatkapital. Die
Auswirkungen der gesetzlichen Rente aus dem Umlageverfahren und die daraus resul-
tierenen Konflikte zwischen verschiedenen Altersgruppen beziehen wir nicht ein.
5.1 Das Modell
In diesem Modell betrachten wir die Entwicklung einer (großen) Gruppe gleichaltri-
ger Menschen. Diese Altersgruppe S(·) bestehe zum Zeitpunkt t = 0 aus S0 Individuen.
Gema¨ß einer U¨berlebensfunktion, z. B. der Gompertzschen U¨berlebensfunktion der Ver-
sicherungsmathematik, vgl. Heuser [23], S. 70 f, genu¨ge S(·) der Differentialgleichung
S˙(t) = −µ(t)S(t)
mit der Sterbeintensita¨t µ(t) > 0. Wir nehmen an, fu¨r diese Altersgruppe bestehe ein
biologisches Maximum T > 0 fu¨r die Lebenszeit1.
Es bezeichne l(t) · L(t) das durchschnittliche Gehalt, mit der die Altersgruppe S zum
Zeitpunkt t fu¨r ihre Arbeit entlohnt werden wu¨rde, falls diese mit der relativen Arbeits-
zeit l(t) ∈ [0, 1] zum durchschnittlichen Lohn L(t) arbeiten geht. Wir nehmen implizit
an, dass l(t)·L(t) bereits um gesetzliche und sonstige Abgaben, sowie um den minimalen
Lebensunterhalt bereinigt ist.
1Dies kann mit der verwendeten U¨berlebensfunktion nicht exakt beschrieben werden, da die Lo¨sung
S(·) der Differentialgleichung fu¨r alle t > 0 positiv ist. Allerdings sei diese Funktion eine ausreichend
gute Na¨herung.
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Die Altersgruppe kann sich zu jedem Zeitpunkt t entscheiden, einen Teil v(t) · l(t) ·L(t)
vom Gehalt mit der Vorsorgerate v(t) ∈ [0, 1] in einen privaten Vorsorgepool A(·) zu
investieren und den verbliebenen Rest
(
1− v(t)) · l(t) · L(t) zu konsumieren. Entschei-
det sich die Altersgruppe Vorsorge zu schaffen, so wird nach Eintritt in die Rente zum
Zeitpunkt τ ∈ (0, T ) ab diesem Zeitpunkt das angesparte Kapital mit einem zu be-
stimmenden konstanten Betrag a = a
(
τ, A(τ)
)
u¨ber das restliche Zeitintervall [τ, T ] an
jedes noch lebende Individuum der Altersgruppe ausgezahlt. Außerdem beru¨cksichtigen
wir die Verzinsung des Kapitalstocks A. Die Altersgruppe erha¨lt zum Zeipunkt t die
effektive Zinsrate r · (1 + µ(t)). Diese wurde um die variable Rate r · µ(t) erho¨ht, um
Ausfallrisiken auszugleichen2. Fu¨r die private Altersvorsorge A(·) liefert dieser Ansatz
die Dynamik
A˙(t) =
{
v(t) · l(t) · L(t) · S(t) + r · (1 + µ(t)) · A(t), t ∈ (0, τ),
−a(τ, A(τ)) · S(t) + r · (1 + µ(t)) · A(t), t ∈ (τ, T ).
Die Funktion A(·) muss den Randbedingungen A(0) = 0 und A(T ) = 0 genu¨gen, da
der Vorsorgepool erst aufgebaut werden muss und von dieser Vorsorge alles an die
Altersgruppe wieder ausgezahlt werden soll.
Die Altersgruppe ist nun bestrebt, ihren Nutzen∫ τ
0
[
U
((
1− v(t)) · l(t) · L(t))− V (t, l(t))] · S(t) · e−rt dt
+
∫ T
τ
[
U
(
a
(
τ, A(τ)
))− V (t, 0)] · S(t) · e−rt dt
u¨ber alle zula¨ssigen Steuerungen v(·), l(·) und das Pensionsalter τ ∈ (0, T ) zu maximie-
ren. Hierin beschreibt U = U(C) eine vom Konsum C = (1− v) · l · L abha¨ngige Nut-
zenfunktion und V = V (t, l) eine vom Alter und der geleisteten Arbeit abha¨ngiges
”
Al-
tersleid“. In diesen Begriff
”
Altersleid“ fließen z. B. gesundheitliche Scha¨den ko¨rperlich
schwer arbeitender Menschen, die finanziellen Aufwendungen fu¨r die Gesundheitsfu¨rsor-
ge oder – wie es der Begriff schon sagt – altersbedingte Leiden ein.
5.2 Anwendung des PMP
Die Aufgabe der Altersvorsorge des letzten Abschnitts formulieren wir als ein hybrides
Steuerungsproblem und wollen diese Situation daraufhin untersuchen, ob sich unter
gewissen Voraussetzungen private Vorsorge lohnt und ob ein optimaler Zeitpunkt τ fu¨r
den Austritt aus dem Arbeitsleben existiert.
Das Modell, das wir untersuchen werden, lautet∫ T
0

[
U
((
1− v(t)) · l(t) · L(t))− V (t, l(t))] · S(t) · e−rt, t ∈ A1,[
U
(
a
(
τ, A(τ)
))− V (t, 0)] · S(t) · e−rt, t ∈ A2,
 dt→ sup, (5.1)
2Na¨her gehen wir darauf im Abschnitt 5.6 ein.
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unter den Nebenbedingungen
A˙(t) =
{
v(t) · l(t) · L(t) · S(t) + r · (1 + µ(t)) · A(t), t ∈ A1,
−a · S(t) + r · (1 + µ(t)) · A(t), t ∈ A2, (5.2)
A(0) = 0, A(T ) = 0, a = a
(
τ, A(τ)
)
, (5.3)
S˙(t) = −µ(t) · S(t), S(0) = S0, µ(t) > 0, (5.4)
v(t), l(t) ∈ [0, 1], {A1,A2} ∈ Z2([0, T ]). (5.5)
Zula¨ssige Steuerungen v(·), l(·) geho¨ren in dieser Aufgabe dem Raum L∞([0, T ], [0, 1])
an.
Die Aufgabe (5.1)–(5.5) gibt die Modellbeschreibung in Abschnitt 5.1 nicht exakt wie-
der. Die Auszahlung a ha¨ngt na¨mlich nicht nur vom Wert A(t) des Vorsorgepools,
sondern auch vom Wechselzeitpunkt ab. Daher ist a durch die Wahl von A = {A1,A2}
beeinflußbar und eine steuerbare Zustandsgro¨ße. Trotzdessen fassen wir in unseren Be-
trachtungen diese Gro¨ße als einen Parameter auf, denn die Bedeutung dieses Kapitels
ist die Untersuchung eines mathematischen Modells mit Hilfe der theoretischen Resul-
tate dieser Arbeit.
Fu¨r die Abbildungen nehmen wir an, dass diese folgende Eigenschaften besitzen:
• L(t) sei stetig differenzierbar, streng monoton wachsend, positiv und beschra¨nkt;
• µ(t) sei positiv und auf [0, T ] integrierbar;
• U(C) sei stetig differenzierbar, streng monton wachsend und streng konkav;
• V (t, l) sei in der Gesamtheit der Variablen stetig differenzierbar und streng kon-
vex.
Ferner sei o. B. d. A. V (t, 0) = 0 auf [0, T ] und wir vernachla¨ssigen diesen Term im
Integranden der zweiten Strategie.
Wir wenden Satz 4.14 an: Die adjungierte Funktion p(·) genu¨gt in beiden Strategien
der adjungierten Gleichung
p˙(t) = −r · (1 + µ(t)) · p(t) (5.6)
zur Randbedingung p(T ) ∈ R. Die Maximumsbedingung, die fu¨r fast alle t ∈ [0, T ]
erfu¨llt ist, lautet
max
v,l∈[0,1]
i=1,2
{
p(t) · [v · l · L(t) · S(t) + r · (1 + µ(t)) · A(t)]
p(t) · [− a · S(t) + r · (1 + µ(t)) · A(t)]
+λ0 ·
[
U
(
(1− v) · l · L(t))− V (t, l)] · S(t) · e−rt, i = 1
+λ0 · U(a) · S(t) · e−rt, i = 2
}
. (5.7)
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Aus der adjungierten Gleichung (5.6) folgt
p(t) = p(T ) · exp
{
−
∫ t
T
r · (1 + µ(ξ))dξ} .
Wir setzen
M(t) = exp
{
r ·
∫ T
t
µ(ξ) dξ
}
.
Diese Funktion ist nichtnegativ, wegen der Integrierbarkeit von µ(·) beschra¨nkt, streng
monoton fallend und es gilt M(T ) = 1. Mit dieser Funktion schreiben wir die Adjun-
gierte in der Form
p(t) = p(T ) · e−r(t−T ) ·M(t). (5.8)
Aus der Untersuchung im Anhang C.1 folgt, dass sich die Altersgruppe nur dann ent-
scheidet Vorsorge zu treffen, wenn o. B. d. A. λ0 = 1 und p(T ) > 0 gilt.
In der Maximumsbedingung (5.7) haben beide Strategien den Term
p(t) · r · (1 + µ(t)) · A(t)
gemein und den positiven Faktor S(t) · e−rt ko¨nnen wir vor die Maximierung ziehen.
Somit ist (5.7) fu¨r fast alle t ∈ [0, T ] a¨quivalent zu
max
{
max
v,l∈[0,1]
[
p(T )erT ·M(t) · v · l · L(t) + U((1− v) · l · L(t))− V (t, l)],
U(a)− a · p(T )erT ·M(t)
}
. (5.9)
Die Aufgabe (5.1)–(5.5) wollen wir auf Vorsorge untersuchen. D. h., dass wir nur den
Fall diskutieren, wo A(·) 6= 0 gilt und ein Wechselpunkt τ ∈ (0, T ) von der Strategie
i = 1 in die zweite Strategie existiert. Daher fassen wir nur die Situation als sinnvoll
auf, in der ein Vorsorgepool aufgebaut wird und von diesem auch (na¨mlich fu¨r t ≥ τ)
Gebrauch gemacht wird.
Abschließend geben wir in diesem Abschnitt eine Interpretation der Zahl p(T ) an. Wir
beziehen uns dabei auf die o¨konomische Deutung des Maximumprinzips in Feichtinger &
Hartl [17], S. 28 ff; insbesondere auf die Ausfu¨hrungen auf S. 29: Die Pontrjagin-Funktion
H(t, x, u, p, λ0) = 〈p, ϕ(t, x, u)〉Rn − λ0f(t, x, u)
”beschreibt die totale Auswirkung der Entscheidung u zum Zeitpunkt t, die in einen
direkten und indirekten Effekt zerlegt werden kann:
— der unmittelbare Effekt der Entscheidung u besteht in Verbindung mit dem
herrschenden Zustand x darin, dass die Profitrate f(t, x, u) erzielt wird,
— die indirekte Wirkung von u manifestiert sich im Wert der A¨nderung der
Kapitalbesta¨nde.
Somit mißt H die Profitrate erga¨nzt um den indirekten Gewinn, der aus der
Werta¨nderung des Kapitalstocks resultiert.“
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Betrachten wir in unserem Beispiel die Abbildung
(l, v)→ p(T )erT ·M(t) · v · l · L(t) + U((1− v) · l · L(t))− V (t, l),
diese resultiert aus den obigen Umformungen in der Maximumsbedingung (5.9) bzgl.
der Strategie i = 1, so bemisst U
(
(1−v)·l·L(t)) den direkten und p(T )erT ·M(t)·v·l·L(t)
den indirekten Effekt von v, d. h. der Entscheidung fu¨r das Alter zu sparen. Wa¨hlen
wir v = 0, so maximieren wir den momentanen Nutzen zum Zeitpunkt t und sparen
nicht fu¨r das Alter. Wa¨hlen wir v = 1, so ist der momentane Nutzen minimal, aber
die A¨nderung des Kapitalpools zum Zeitpunkt t wird maximiert. Die Entscheidung fu¨rs
Alter zu sparen fa¨llt in unserem Modell umso leichter, je gro¨ßer der positive Faktor
p(T ) ist. Daher stellt diese Zahl einen Anreiz privat vorzusorgen dar. Die Funktion
t→ p(T )erT ·M(t) nennen wir in diesem Zusammenhang die Anreizfunktion.
5.3 Optimale Steuerungsraten in einem Zeitpunkt
Das Modell (5.1)–(5.5) wurde in einem recht allgemeinen Rahmen aufgestellt. Diese
Allgemeinheit hat den Nachteil, dass wir nur sehr wenige konkrete Aussagen treffen
ko¨nnen. Daher beschra¨nken wir uns in diesem Abschnitt auf die Diskussion der Maxi-
mumsbedingung (5.9) in einem Zeitpunkt t ∈ [0, T ]. Dies wird uns Informationen u¨ber
die Wahl der optimalen Steuerungen l∗(·), v∗(·) zu diesem Zeitpunkt liefern.
Wir lenken nun den Fokus auf die Untersuchung der Strategie i = 1 in der Maximums-
bedingung (5.9), d. h. auf
max
v,l∈[0,1]
[
p(T )erT ·M(t) · v · l · L(t) + U((1− v) · l · L(t))− V (t, l)]. (5.10)
In dieser Strategie legt die Altersgruppe ihre Vorsorge- v(·) und ihre Arbeitspolitik l(·)
fest. Diese haben wir im Anhang C.2 mit Hilfe der Funktion
F (l, v) = p(T )erT ·M(t) · v · l · L(t) + U((1− v) · l · L(t))− V (t, l)
untersucht und in C.3 die Resultate zusammengefasst.
Wir teffen die grundlegende Annahme, dass
• U ′(0)
”
hinreichend groß“3 und endlich ist; insbesondere sei U ′(0) > p(T )erT ·M(0).
Wegen U ′(0) > p(T )erT ·M(0) – deswegen ist Fv(l∗, 1) < 0 und es entfa¨llt v∗(t) = 1 –
sind zum Zeitpunkt t ∈ [0, T ] eine der folgenden Situationen mo¨glich4:
3Eine drastische mathematische Formulierung von ”hinreichend groß“ ist die zu den Inada-
Bedingungen geho¨rende Annahme U ′(0) = ∞ (vgl. Barro [2], S. 16). Diese Bedingung wu¨rde aber
der Voraussetzung der stetigen Differenzierbarkeit der Abbildungen in der Formulierung des Satzes
4.14 widersprechen.
4Die Unterscheidung der verschiedenen Fa¨lle ist nur in den Situationen ”teilweise Vorsorge“ mit
v∗(t) = 0 oder v∗(t) = 1 bzw. ”Teilzeit arbeiten“ mit l∗(t) = 0 oder l∗(t) = 1 nicht eindeutig. Allerdings
ha¨ngen in diesen nicht eindeutig festgelegten Situation die Berechnungen nicht von dem gewa¨hlten Fall
ab.
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—
”
Vollzeit arbeiten und keine Vorsorge“, d. h. l∗(t) = 1, v∗(t) = 0;
—
”
Vollzeit arbeiten und teilweise Vorsorge“, d. h. l∗(t) = 1, v∗(t) ∈ [0, 1];
—
”
Teilzeit arbeiten und keine Vorsorge“, d. h. l∗ ∈ [0, 1], v∗ = 0;
—
”
Teilzeit arbeiten und teilweise Vorsorge“, d. h. l∗ ∈ [0, 1], v∗ ∈ [0, 1];
—
”
nicht arbeiten“, d. h. l∗ = 0, v∗ = 0.
Im Anhang C.3 sind Bedingungen angegeben, mit deren Hilfe sich die einzelnen Fa¨lle
voneinander abgrenzen lassen.
Zum Abschluss dieser allgemein gehaltenen Betrachtungen kommen wir zur Berechnung
der optimalen Steuerungen in den Fa¨llen, in denen l∗(t) oder bzw. und v∗(t) Werte
aus dem Inneren des Intervalls [0, 1] annehmen kann bzw. ko¨nnen. Diese Fa¨lle ko¨nnen
eintreten, wenn zum Zeitpunkt t ∈ [0, T ] fu¨r eine Maximalstelle (l∗, v∗) der Funktion
F (l, v) eine der beiden oder beide Ableitungen
Fl(l∗, v∗) = U ′
(
(1− v∗) · l∗ · L(t)
) · L(t)− Vl(t, l∗),
Fv(l∗, v∗) =
[
p(T )erT ·M(t)− U ′((1− v∗) · l∗ · L(t))] · l∗ · L(t),
gleich Null ist bzw. sind.
Wir definieren die Funktion Λ = Λ(t) implizit u¨ber die Bedingung
U ′
(
Λ(t)
)
= p(T )erT ·M(t).
Diese Funktion ist eindeutig festgelegt, positiv und streng monoton wachsend, da U ′(0)
> p(T )erT ·M(0), C → U ′(C) streng monoton fallend und t → p(T )erT ·M(t) streng
monoton fallend ist.
Dann ko¨nnen wir v∗(t) im Fall ”
Vollzeit arbeiten und teilweise Vorsorge“, d. h. wegen
Fv(1, v∗) = 0⇔ p(T )erT ·M(t) = U ′
((
1− v∗(t)
) · L(t)), durch
(
1− v∗(t)
) · L(t) = Λ(t) =⇒ v∗(t) = 1− Λ(t)
L(t)
bestimmen. Im Fall
”
Teilzeit arbeiten und keine Vorsorge“ ist v∗(t) = 0 und die Steue-
rung l∗(t) ko¨nnen wir aus der Gleichung
Fl(l∗, 0) = U ′
(
l∗ · L(t)
) · L(t)− Vl(t, l∗) = 0
eindeutig berechnen, da l → U ′(l · L(t)) streng konkav und l → V (t, l) streng konvex
ist.
Im Fall
”
Teilzeit arbeiten und teilweise Vorsorge“ suchen wir Nullstellen der Ableitun-
gen Fl(l, v) und Fv(l, v). Aus zweiterer erhalten wir wegen(
1− v∗(t)) · l∗(t) · L(t) = Λ(t),
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dass das Produkt
(
1− v∗(t)) · l∗(t) gleich Λ(t)
L(t)
ist. Setzen wir dies in die Ableitung Fl
ein, so ergibt sich die eindeutig lo¨sbare Gleichung
U ′
(
Λ(t)
) · L(t)− Vl(t, l∗(t)) = 0
fu¨r l∗(t); und damit ferner v∗(t) = 1− Λ(t)
l∗(t) · L(t) .
Abschließend sei noch erwa¨hnt, dass die Existenz des Umschaltpunktes τ von der ersten
in die zweite Strategie nicht gegeben sein muss. Die Altersgruppe entscheidet sich evtl.
zu wechseln, falls es in der Maximumsbedingung (5.9) einen Zeitpunkt τ mit
p(T )erT ·M(τ) · v∗(τ) · l∗(τ) · L(τ) + U
((
1− v∗(τ)
) · l∗(τ) · L(τ))− V (τ, l∗(τ))
= U(a)− a · p(T )erT ·M(τ)
gibt. Da U streng konkav ist, gilt
lim
x→∞
U(x)− x · p(T )erT ·M(τ) = −∞.
D. h., dass auch nach der Entscheidung nicht mehr zu arbeiten, der Nutzen bemessen
mit der Funktion U als zu gering aufgefasst werden kann und deswegen die Altersgruppe
nicht in die zweite Strategie wechseln wird.
5.4 Spezifikation der Abbildungen
Als erstes nehmen wir an, der Lohn steigt exponentiell und angepasst an die Zinsrate,
d. h. L˙(t) = r · L(t) mit L(0) = L0 > 0. Daraus folgt
L(t) = L0 · ert.
Fu¨r die Nutzenfunktion U verwenden wir den Zugang U(C) = lnC. Allerdings existert
der Logarithmus im Nullpunkt nicht. Deswegen setzen wir die Nutzenfunktion fu¨r C
nahe bei Null stetig, stetig differenzierbar und streng konkav mit einer Parabel fort:
U(C) =

lnC, C ≥ C0,
C ·
(
1
C0
+ 1
)
− C
2
2C0
+ c0, 0 ≤ C ≤ C0,
mit der Konstanten c0 = lnC0 −
(
1 +
1
2
C0
)
. Dies liefert fu¨r die Ableitung die stetige
und streng monoton wachsende Funktion
U ′(C) =

1
C
, C ≥ C0,
1
C0
+
(
1− C
C0
)
, 0 ≤ C ≤ C0.
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Fu¨r die Zahl C0 sei
0 < C0 <
1
p(T )erT ·M(0)
erfu¨llt. Damit ist die Annahme U ′(0) > p(T )erT ·M(0) gesichert.
In der Abbildung V (t, l) des Arbeitsleides, so nehmen wir an, lassen sich die Variablen
t und l separieren:
V (t, l) = V1(t) · V2(l).
Wir setzen V2(l) = l · (l+1). Dann gilt V (t, 0) = 0 fu¨r alle t und Vl(t, l) = V1(t) · (1+2l)
steigt umso schneller, je mehr die Arbeitsgruppe arbeitet.
Fu¨r die Funktion V1 machen wir mit einer positiven und streng monton wachsenden
Funktion α den Ansatz
V˙1(t) = α(t) · V1(t).
Dann wa¨chst V1 umso schneller, je gro¨ßer t ist. Dies liefert fu¨r den linearen Ansatz
α(t) =
%2
2
· t und mit dem Anfangswert V1(0) = %1:
V1(t) = %1 · e%2·t2 =⇒ V (t, l) = %1 · l(l + 1) · e%2·t2 .
In den Beispielen betrachten wir eine Altersgruppe, die zum Zeitpunkt t = 0 ihre
Ausbildung beendet hat und in das Arbeitsleben wecheln ko¨nnte, und untersuchen die
Entwicklung in den na¨chsten T = 100 Jahren. Zu Beginn der Planung seien nach allen
Abgaben noch L0 = 1 Geldeinheit u¨brig. Fu¨r die Zinsrate nehmen wir r = 0, 02 an.
Ferner wa¨hlen wir die Parameter
%1 = 0, 05, %2 = 2 · 10−3, C0 = 10−2.
In der folgenden Abbildung ist links die Fla¨che V (t, l) fu¨r t ∈ [0, 50] dargestellt und der
rechte Graph verdeutlicht, wie stark V (t, l) mit der Zeit wa¨chst.
In der na¨chsten Abbildung sind die partiellen Ableitungen Vl(t, 0) (rot) und Vl(t, 1)
(gru¨n) auf [0, 50] bzw. [0, 100] zu sehen.
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Die nachstehenden Graphen stellen die Nutzenfunktion U und die stetige Fortsetzung
von U bzw. U ′ in C0 = 0, 01 mit der streng konkaven Parabel dar.
Die Entwicklung der Altersgruppe beschreiben wir angena¨hert durch eine Gompertzsche
U¨berlebensfunktion
S˙(t) = −µ(t) · S(t) mit µ(t) = λeµt.
Daraus folgt fu¨r S:
S(t) = S0 · e−
λ
µ
(eµt−1), t ∈ [0, 100].
Zur Bestimmung der Parameter λ, µ nehmen wir an, dass die Altersgruppe zu Beginn
aus S0 = 10
6 Individuen besteht und zum Zeitpunkt t = T eine gute Na¨herung fu¨r die
Anzahl u¨berlebender Individuen liefert. Mit λ = 5 · 10−3 und µ = 5 · 10−2 erhalten wir
µ(t) =
5
1000
· e0,05t, S(t) = 106 · e−0,1(e0,05t−1), S(100) < 1.
Das Schaubild von S ist in der nachstehenden Abbildung zu sehen.
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Ferner erhalten wir aus diesen Annahmen fu¨r die Funktion M :
M(t) = exp
{
r ·
∫ 100
t
µ(ξ) dξ
}
= exp
{
2
1000
(
e5 − e0,05·t)} , M(0) ≈ 1, 34.
5.5 Beispiele mit fester Zinsrate
In den folgenden Beispielen nehmen wir an, dass in der Dynamik (5.2) der Term r ·
µ(t) · A(t) entfa¨llt. Ferner verwenden wir aus dem letzten Abschnitt die Abbildungen
L(t) = e0,02t, V (t, l) =
1
20
· l(l + 1) · e2·10−3·t2 , S(t) = 106 · e−0,1(e0,05t−1),
sowie die stu¨ckweise definierte Nutzenfunktion
U(C) =

lnC, C ≥ 0, 01,
101 · C − C
2
2 · 0, 01 + ln 0, 01−
(
1 +
0, 01
2
)
, 0 ≤ C ≤ 0, 01,
und untersuchen die Aufgabe
∫ T
0
{[
U
((
1− v(t)) · l(t) · L(t))− V (t, l(t))] · S(t)e−rt, t ∈ A1,
U(a) · S(t)e−rt, t ∈ A2,
}
dt→ sup, (5.11)
unter den Nebenbedingungen
A˙(t) =
{
v(t) · l(t) · L(t) · S(t) + r · A(t), t ∈ A1,
−a · S(t) + r · A(t), t ∈ A2, (5.12)
A(0) = 0, A(T ) = 0, a = a
(
τ, A(τ)
)
, (5.13)
v(t), l(t) ∈ [0, 1], {A1,A2} ∈ Z2([0, T ]). (5.14)
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Zur Berechnung der optimalen Steuerungen benutzen wir die Funktion Λ = Λ(t), die
implizit u¨ber die Bedingung (ohne die variable Zinsrate r·µ(t) ist die Funktion M(t) = 1
auf [0, T ])
U ′
(
Λ(t)
)
= p(T )erT
definiert ist (vgl. Abschnitt 5.3). Aus den Setzungen folgt Λ(t) > C0 und es gilt
U ′
(
Λ(t)
)
=
1
Λ(t)
=⇒ Λ(t) = 1
p(T )erT
.
Wir bestimmen nun, wie sich die Altersgruppe auf dem Zeitintervall [0, T ] verha¨lt. Dazu
verwenden wir die schematische U¨bersicht im Anhang C.3 u¨ber die verschiedenen Fa¨lle,
die sich aus dem Verhalten der Funktion (mit M(t) = 1)
F (l, v) = p(T )erT · v · l · L(t) + U((1− v) · l · L(t))− V (t, l)
(vgl. die Maximumsbedingung (5.9) bzgl. der Strategie i = 1) zu einem festen Zeitpunkt
t ∈ [0, T ] ergeben. In diesen Kriterien taucht die Ableitung Vl(t, l) auf. Diese lautet
Vl(t, l) = 0, 05 · (1 + 2l) · e2·10−3·t2 .
I Der Anreiz nach Vorsorge p(T ) sei gleich 1
12
.
Phase I:
”
Vollzeit arbeiten und keine Vorsorge“
Zum Zeitpunkt t = 0 gelten Fl(1, 0) ≥ 0 und Fv(1, 0) ≤ 0 wegen
U ′(L0) · L0 − Vl(0, 1) = 1− 0, 15 > 0 und p(T )erT = e
2
12
< U ′(L0) = 1.
Daher beginnt die Altersgruppe den Planungszeitraum mit
”
Vollzeit arbeiten und keine
Vorsorge“. Dieses Verhalten a¨ndert sich, falls eine dieser Ungleichungen aktiv wird. Dies
ist erstmals zum Zeitpunkt t1 mit (vgl. Fv(1, 0) = 0)
p(T )erT = U ′
(
L(t1)
)
=
1
L(t1)
⇐⇒ e
2
12
· e0,02t1 = 1⇐⇒ t1 = 50 · ln
(
12
e2
)
≈ 24, 25
der Fall, da fu¨r alle 0 ≤ t ≤ t1 die Relation
Fl(1, 0) = U
′(L(t)) · L(t)− Vl(t, 1) = 1− 0, 15 · e2·10−3·t2 > 0
gilt.
Phase II:
”
Vollzeit arbeiten und teilweise Vorsorge“
Fu¨r gewisse t > t1 gelten die Relationen Fv(1, 0) > 0 und Fv(1, 1) < 0. Daher a¨ndert
die Altersgruppe in t1 ihr Verhalten in ”
Vollzeit arbeiten und teilweise Vorsorge“. Die
optimalen Vorsorgeraten berechnen sich in dieser Phase gema¨ß
v∗(t) = 1− Λ(t)
L(t)
= 1− 12
e2
· e−0,02t.
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Ferner gilt in dieser Phase Fv
(
1, v∗(t)
)
= 0, d. h. U ′
((
1 − v∗(t)
) · L(t)) = p(T )erT , da
v∗(t) aus dem Inneren des Intervalls [0, 1] stammt. Ersetzen wir dies in Fl
(
1, v∗(t)
)
,
dann erhalten wir
Fl
(
1, v∗(t)
)
= p(T )erT · L(t)− Vl(t, 1).
An dem Verhalten
”
Vollzeit arbeiten und teilweise Vorsorge“ ha¨lt die Altersgruppe fest,
solange
p(T )erT · L(t)− Vl(t, 1) = e
2
12
· e0,02t − 0, 15 · e2·10−3·t2 ≥ 0
ist. Aus der Gleichung
e2
12
· e0,02t2 − 0, 15 · e2·10−3·t22 = 0
folgt
t2 ≈ 32, 04.
Wir erhalten damit
v∗(t) = 1− 12
e2
· e−0,02t auf [t1, t2].
In der folgenden Abbildung sind die Steuerungen l∗(·) in gru¨ner und v∗(·) in roter Farbe
auf [0, t2] dargestellt.
Phase III:
”
Teilzeit arbeiten und teilweise Vorsorge“
Fu¨r t > t2 gilt
Fl
(
1, v∗(t)
)
= p(T )erT · L(t)− Vl(t, 1) = e
2
12
· e0,02t − 0, 15 · e2·10−3·t2 < 0
und die Altersgruppe wechselt in
”
Teilzeit arbeiten und teilweise Vorsorge“. Die opti-
malen relativen Arbeitszeiten l∗(t) berechnen sich in dieser Phase anhand der Gleichung
Fl
(
l∗(t), v∗(t)
)
= U ′
((
1− v∗(t)
) · l∗(t) · L(t)) · L(t)− Vl(t, l∗(t)) = 0.
Wir verwenden U ′
((
1 − v∗(t)
) · l∗(t) · L(t)) = p(T )erT aus Fv(l∗(t), v∗(t)) = 0 und
erhalten
Vl
(
t, l∗(t)
)
= p(T )erT · L(t) ⇐⇒ 0, 05 · (1 + 2l∗(t)) · e2·10−3·t2 = e2
12
· e0,02t
⇐⇒ l∗(t) = 1
2
·
[
20 · e
2
12
· e
0,02t
e2·10−3·t2
− 1
]
.
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Die optimalen Vorsorgeraten v∗(t) ko¨nnen wir anschließend aus der Beziehung(
1− v∗(t)
) · l∗(t) · L(t) = Λ(t) =⇒ v∗(t) = 1− 12
l∗(t) · e2 · e0,02t
bestimmen. Aus den Graphen der Funktionen
t→ 1
2
·
[
20 · e
2
12
· e
0,02t
e2·10−3·t2
− 1
]
, t→ 1− 12
1
2
·
[
20 · e2
12
· e0,02t
e2·10−3·t2
− 1
]
· e2 · e0,02t
folgt, dass zuerst die optimale Vorsorgepolitik v∗(·) gleich Null wird. Dies geschieht
zum Zeitpunkt t3 ≈ 33, 08. Auf [0, t3] erhalten wir fu¨r die optimalen Steuerungen die
folgenden Schaubilder (l∗(·) in gru¨ner und v∗(·) in roter Farbe).
Fu¨r t > t3 a¨ndert die Altersgruppe wieder ihr Verhalten.
Phase IV:
”
Teilzeit arbeiten und keine Vorsorge“
Fu¨r t > t3 bestimmen wir l∗(t) aus der Beziehung
Fl
(
l∗(t), 0
)
= U ′
(
l∗(t) · L(t)
) · L(t)− Vl(t, l∗(t)) = 0.
Dabei mu¨ssen wir beachten, dass sich U ′ fu¨r Argumente kleiner C0 = 10−2 a¨ndert. Fu¨r
l∗(t) · L(t) ≥ C0 erhalten wir
1
l∗(t)
= 0, 05 · (1 + 2l∗(t)) · e2·10−3·t2 ,
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und damit die quadratische Gleichung
0 = l2∗(t) +
1
2
l∗(t)− 10 · e−2·10−3·t2 =⇒ l∗(t) = −1
4
±
√
1
16
+ 10 · e−2·10−3·t2 .
Von diesen Lo¨sungen sind wir nur an den positiven interessiert. Daher erhalten wir fu¨r
die optimale Arbeitspolitik fu¨r t > t3
l∗(t) = −1
4
+
√
1
16
+ 10 · e−2·10−3·t2 .
Aus der Gleichung l∗(t4) · L(t4) = C0 folgt t4 ≈ 66, 83. Fu¨r t > t4 betrachten wir den
Parabelabschnitt von U und ko¨nnen l∗(t) aus
0 = U ′
(
l∗(t) · L(t)
) · L(t)− Vl(t, l∗(t))
=
(
1
C0
+ 1− l∗(t) · L(t)
C0
)
· L(t)− 0, 05 · (1 + 2l∗(t)) · e2·10−3·t2 ,
l∗(t) =
101 · L(t)− 0, 05 · e2·10−3·t2
100 · L2(t) + 0, 1 · e2·10−3·t2 ,
bestimmen. Aus dem Grund, dass l∗(t4) kleiner als 3·10−3 ist, vernachla¨ssigen wir einfach
den Parabelabschnitt und setzen l∗(t) = 0 fu¨r t > t4 und die Altersgruppe wechselt in
den letzten Abschnitt ihres Arbeitslebens, na¨mlich in Phase V:
”
nicht arbeiten“.
Fu¨r die Steuerungen l∗(·) und v∗(·) erhalten wir aus der Maximumsbedingung bzgl. der
Strategie i = 1 zusammenfassend das Schaubild:
”
Wechsel in den Ruhestand?“:
Wir untersuchen nun, ob es einen Umschaltpunkt in die zweite Strategie gibt. Aus der
Dynamik
A˙(t) =
{
v∗(t) · l∗(t) · L(t) · S(t) + r · A(t), t ∈ A1,
−a · S(t) + r · A(t), t ∈ A2, mit A(0) = 0, A(T ) = 0,
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erhalten wir
A(t) = ert ·
∫ t
0
v∗(s) · l∗(s) · L(s) · S(s) · e−rs ds,
solange sich die Altersgruppe fu¨r die Strategie i = 1 entscheidet. Mit der Kenntnis der
Steuerungen l∗(·) und v∗(·) la¨sst sich A(·) stu¨ckweise in den einzelnen Phasen durch die
folgenden Funktionen berechnen:
t ∈ [0, t1) : A1(t) = 0,
t ∈ [t1, t2) : A2(t) = ert ·
∫ t
t1
v∗(s) · l∗(s) · L(s) · S(s) · e−rs ds,
t ∈ [t2, t3) : A3(t) = A2(t2) · er(t−t2) + ert ·
∫ t
t2
v∗(s) · l∗(s) · L(s) · S(s) · e−rs ds,
t ∈ [t3, T ] : A4(t) = A3(t3) · er(t−t3).
Mit den ermittelten Steuerungen l∗(·) und v∗(·) erhalten wir fu¨r die Funktion A(·) ohne
Wechsel in die Strategie i = 2 auf [20, 40] bzw. auf [0, T ] das Schaubild:
Entschließt sich die Altersgruppe zum Zeitpunkt τ in die zweite Strategie zu wechseln,
dann berechnet sich die Auszahlung gema¨ß
A(τ) = er(τ−T ) ·
∫ τ
T
−a · S(t) · e−r(t−T ) dt =⇒ a = A(τ) · e
−rτ∫ T
τ
S(t) · e−rt dt
.
Um eine Vorstellung von der Entwicklung der Auszahlung zu bekommen, betrachten
wir die Funktion
a(t) =
A(t) · e−rt∫ T
t
S(s) · e−rs ds
.
Diese Funktion ist fu¨r t ≤ t1 gleich Null. Auf dem Intervall [t1, t3] erhalten wir fu¨r deren
Graph:
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Fu¨r t > t3 wird die Entwicklung von a(·) durch den Nenner dominiert, was durch die
folgenden beiden Graphen verdeutlicht wird.
Wir werten nun die Maximumsbedingung (5.9) mit M(t) = 1 auf [0, T ], d. h.
max
{
max
v,l∈[0,1]
[
p(T )erT · v · l · L(t) + U((1− v) · l · L(t))− V (t, l)], U(a)− a · p(T )erT},
aus. In der zweiten Strategie berechnet sich das Maximum gema¨ß
U(a)− a · p(T )erT .
Die Entwicklung dieses Wertes in Abha¨ngigkeit vom Umschaltzeitpunkt wird durch die
Abbildung
t→ U(a(t))− a(t) · p(T )erT
beschrieben. Der Graph dieser Funktion zeigt, wie stark der in a(t) lineare Term a(t) ·
p(T )erT den in a(t) konkaven Term U
(
a(t)
)
am Ende des Zeitraumes dominiert, falls
Vorsorge geschaffen wurde:
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Wir vergleichen die Funktionen
t→ p(T )erT · v∗(t) · l∗(t) · L(t) + U
((
1− v∗(t)
) · l∗(t) · L(t))− V (t, l∗(t)),
t→ U(a(t))− a(t) · p(T )erT ,
die die Entwicklung des Maximums in der Strategie i = 1 bzw. i = 2 beschreiben:
Zum Zeitpunkt τ ≈ 45, 66 schneiden sich die beiden Funktionen. Fu¨r t > τ ist das
Maximum der zweiten Strategie vorerst besser. Ab diesem Zeitpunkt gibt es wegen
dem Wechsel in i = 2 auf jeden Fall keine Einzahlungen und – dies ist vorallem zu
beachten – zu diesem Zeitpunkt berechnet sich a = a(τ) und ist rund 0, 27. D. h. fu¨r
t ≥ τ a¨ndert sich die Funktion, die das Maximum in (5.9) fu¨r i = 2 beschreibt, gema¨ß
t→ U(a(τ))− a(τ) · p(T )erT = U(a)− a · p(T )erT .
Wir erhalten fu¨r die Maximumsbedingungen mit der Auszahlung a fu¨r t ≥ τ in der
Strategie i = 2 das Schaubild:
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Aus diesem folgt, dass zum Zeitpunkt τ die Altersgruppe in die Strategie i = 2 wechselt
und nicht wieder verla¨sst. Das Schaubild
zeigt die Entwicklung des Vorsorgepools. Aus diesem Graph ko¨nnen wir entnehmen,
dass der Pool vollsta¨ndig ausgezahlt wird.
I Wir wollen nun untersuchen, wie sich das Modell bei Aba¨nderung vom Anreiz p(T )
nach Vorsorge entwickelt. Dazu betrachten wir den Parameter p(T ) =
1
5
. Mit einer vo¨llig
analogen Argumentation wie eben erhalten wir fu¨r diesen Anreiz die Schaltpunkte
t1 = 0, t2 ≈ 39, 19, t3 ≈ 43, 65, t4 ≈ 66, 83,
und fu¨r die optimalen Steuerungen l∗(·) in gru¨ner und v∗(·) in roter Farbe die Graphen:
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In den nachstehenden Abbildungen ist links der Vorsorgepool A(·) graphisch dargestellt
und im rechten Bild ist die Entwicklung der Auszahlung a(·) auf dem Intervall [t1, 50]
zu sehen:
Vergleichen wir die Werte in der Maximumsbedingung fu¨r die Strategien i = 1 und
i = 2
so erhalten wir, dass kein Umschaltpunkt τ existiert.
I Nun betrachten wir den Anreiz p(T ) = 1
8, 65
: Die Schaltpunkte lauten
t1 ≈ 7, 88, t2 ≈ 34, 91, t3 ≈ 37, 76, t4 ≈ 66, 83.
Fu¨r die optimalen Steuerungen l∗(·), v∗(·) erhalten wir die Schaubilder
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fu¨r die Entwicklung des Kapitalstocks A(·) und der Auszahlung a(·):
Die Untersuchung nach einem Wechselzeitpunkt τ ∈ (0, T ) liefert die Grafik:
Zum Wechselzeitpunkt τ ≈ 43, 22 betra¨gt die Auszahlung a = a(τ) ≈ 2, 36. Vergleichen
wir abschließend noch die Werte in den Maximumsbedingungen und die Entwicklung
des Kapitalpools unter Beachtung des Strategiewechsels zum Zeitpunkt t = τ , dann
erhalten wir die Graphen:
5.6 Ein Beispiel mit variabler Zinsrate
Private Anlagen sind dem Risiko unterworfen, dass der Anleger verstirbt, bevor dieser
das angesparte Kapital entnommen hat. Andererseits wird mit einer erho¨hten Zinsrate
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im Finanzsektor der Ausfall von Kreditru¨ckzahlungen, falls die Kreditnehmer zu fru¨h
versterben, kompensiert. In Bloom et al. [4] wird diesem Umstand mit einer erho¨hten
variablen Zinsrate Rechnung getragen.
”We asume that there is a family of possible survival schedules indexed by a single
variable λ. There is a survival schedule s(t, λ) that gives the probality of survival to
age t. The mortality rate at time t is
m(t, λ) = −
ds
dt
(t, λ)
s(t, λ)
and life expectancy is given by
z(λ) =
∫ T
0
tm(t, λ) s(t, λ) dt.
[...] Agents are paid an effective interest rate m(t, z) + r on their savings, which is
larger than r, to compensate them for the fact that may die before withdrawing their
savings. Similarly, agents who borrow pay the rate m(t, z)+r to compensate the bank
for the fact that may die before repaying their borrowings.“[4], S. 6 f, S. 10.
In unseren Beispielen lauten die Sterberate µ(·) und die U¨berlebensfunktion S(·)
µ(t) =
5
1000
· e0,05t, S(t) = 106 · e−0,1(e0,05t−1).
Fu¨hren wir in unserem Modell (5.1)–(5.5) die Zinsrate ebenso wie in [4] mit r + µ(t)
statt r · (1 + µ(t)) ein, dann erhalten wir fu¨r die adjungierte Funktion
p(t) = p(T ) · exp
{
−
∫ t
T
(
r + µ(ξ)
)
dξ
}
=⇒ p(T )er(T−t) · exp
{∫ T
t
µ(ξ)dξ
}
.
Wir setzen
M˜(t) = exp
{∫ T
t
µ(ξ)dξ
}
= exp
{
1
10
(
e5 − e0,05·t)} .
Dann erhalten wir fu¨r die Anreizfunktion, diese bezieht sich auf die Maximumsbedin-
gung (5.9) nach den entsprechenden Umformungen,
t→ p(T )erT · M˜(t) = p(T )e2 · exp
{
1
10
(
e5 − e0,05·t)} .
Der Faktor e2 ≈ 7, 4 steht fu¨r den Anreiz durch die Zinsrate r und der Faktor M˜(t)
gibt den Anreiz unter Beachtung der Sterberaten wieder. Zum Vergleich dieser Faktoren
geben wir den Graphen von M˜(·) an:
150 KAPITEL 5. ANALYSE EINES MODELLS PRIVATER ALTERSVORSORGE
Daraus wird ersichtlich, dass die Raten r und µ(t) in keinem vernu¨nftigen Verha¨ltnis
zueinander stehen. Das ist auch nicht u¨berraschend, da sich diese Kenngro¨ßen auf vo¨llig
verschiedene Grundgesamtheiten beziehen. Aus diesem Grund beru¨cksichten wir das
Ausfallrisiko durch den Term r · (1 + µ(t)) und erhalten fu¨r
M(t) = exp
{
r ·
∫ T
t
µ(ξ) dξ
}
= exp
{
2
1000
(
e5 − e0,05·t)}
auf [0, T ] den Graphen
Wir betrachten die Situation wie im ersten Beispiel des letzten Abschnitts. Es seien
L(t) = e0,02t, V (t, l) =
1
20
· l(l + 1) · e2·10−3·t2 , S(t) = 106 · e−0,1(e0,05t−1),
die Nutzenfunktion ist stu¨ckweise definiert
U(C) =

lnC, C ≥ 0, 01,
101 · C − C
2
2 · 0, 01 + ln 0, 01−
(
1 +
0, 01
2
)
, 0 ≤ C ≤ 0, 01,
und der Anreiz p(T ) nach Vorsorge sei
1
12
.
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Wir untersuchen nun die Aufgabe∫ T
0
{[
U
((
1− v(t)) · l(t) · L(t))− V (t, l(t))] · S(t)e−rt, t ∈ A1,
U(a) · S(t)e−rt, t ∈ A2,
}
dt→ sup, (5.15)
unter den Nebenbedingungen
A˙(t) =
{
v(t) · l(t) · L(t) · S(t) + r · (1 + µ(t)) · A(t), t ∈ A1,
−a · S(t) + r · (1 + µ(t)) · A(t), t ∈ A2, (5.16)
A(0) = 0, A(T ) = 0, a = a
(
τ, A(τ)
)
, (5.17)
v(t), l(t) ∈ [0, 1], {A1,A2} ∈ Z2([0, T ]). (5.18)
Die Funktion Λ, die wir zur Berechnung der optimalen Steuerungen benutzen, ist im-
plizit u¨ber die Bedingung
U ′
(
Λ(t)
)
= p(T )erT ·M(t)
definiert (vgl. Abschnitt 5.3). Aus den Setzungen folgt Λ(t) > C0 fu¨r alle t ∈ [0, T ] und
es gilt
U ′
(
Λ(t)
)
=
1
Λ(t)
=⇒ Λ(t) = 1
p(T )erT ·M(t) .
Bei der Lo¨sung dieser Aufgabe gehen wir genauso wie im letzten Abschnitt vor:
Phase I:
”
Vollzeit arbeiten und keine Vorsorge“
Zum Zeitpunkt t = 0 gelten Fl(1, 0) ≥ 0 und Fv(1, 0) ≤ 0 wegen
U ′(L0) · L0 − Vl(0, 1) = 1− 0, 15 > 0 und p(T )erT ·M(0) ≈ 0, 83 < U ′(L0) = 1.
Daher beginnt die Altersgruppe den Planungszeitraum mit
”
Vollzeit arbeiten und keine
Vorsorge“. Dieses Verhalten a¨ndert sich, falls eine dieser Ungleichungen aktiv wird. Dies
ist erstmals zum Zeitpunkt t1 mit (vgl. Fv(1, 0) = 0)
p(T )erT ·M(t1) = U ′
(
L(t1)
)
=⇒ t1 ≈ 9, 57
der Fall.
Phase II:
”
Vollzeit arbeiten und teilweise Vorsorge“
Fu¨r gewisse t > t1 gelten die Relationen Fv(1, 0) > 0 und Fv(1, 1) < 0. Daher a¨ndert
die Altersgruppe in t1 ihr Verhalten in ”
Vollzeit arbeiten und teilweise Vorsorge“. Die
optimalen Vorsorgeraten berechnen sich in dieser Phase gema¨ß
v∗(t) = 1− Λ(t)
L(t)
= 1− 12
e2 ·M(t) · L(t) .
Ferner gilt in dieser Phase Fv
(
1, v∗(t)
)
= 0, d. h. U ′
((
1−v∗(t)
) ·L(t)) = p(T )erT ·M(t),
da v∗(t) aus dem Inneren des Intervalls [0, 1] stammt. Ersetzen wir dies in Fl
(
1, v∗(t)
)
,
dann erhalten wir
Fl
(
1, v∗(t)
)
= p(T )erT ·M(t) · L(t)− Vl(t, 1).
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An dem Verhalten
”
Vollzeit arbeiten und teilweise Vorsorge“ ha¨lt die Altersgruppe fest,
solange
p(T )erT ·M(t) · L(t)− Vl(t, 1) ≥ 0
ist. Aus dieser Bedingung folgt
t2 ≈ 34, 56.
Phase III:
”
Teilzeit arbeiten und teilweise Vorsorge“
Fu¨r t > t2 gilt
Fl
(
1, v∗(t)
)
= p(T )erT ·M(t) · L(t)− Vl(t, 1) < 0
und die Altersgruppe wechselt in
”
Teilzeit arbeiten und teilweise Vorsorge“. Die opti-
malen relativen Arbeitszeiten l∗(t) berechnen sich in dieser Phase anhand der Gleichung
Fl
(
l∗(t), v∗(t)
)
= U ′
((
1− v∗(t)
) · l∗(t) · L(t)) · L(t)− Vl(t, l∗(t)) = 0.
Wir verwenden U ′
((
1−v∗(t)
) · l∗(t) ·L(t)) = p(T )erT ·M(t) aus Fv(l∗(t), v∗(t)) = 0 und
erhalten
Vl
(
t, l∗(t)
)
= p(T )erT ·M(t) · L(t)⇐⇒ l∗(t) = 1
2
·
[
20 · e
2
12
· M(t) · L(t)
e2·10−3·t2
− 1
]
.
Die optimalen Vorsorgeraten v∗(t) ko¨nnen wir anschließend aus der Beziehung(
1− v∗(t)
) · l∗(t) · L(t) = Λ(t) =⇒ v∗(t) = 1− 12
l∗(t) · e2 ·M(t) · L(t)
bestimmen. Aus den Graphen der Funktionen
t→ 1
2
·
[
20 · e
2
12
· M(t) · L(t)
e2·10−3·t2
− 1
]
, t→ 1− 12
1
2
·
[
20 · e2
12
· M(t)·L(t)
e2·10−3·t2
− 1
]
· e2 ·M(t) · L(t)
folgt, dass zuerst die optimale Vorsorgepolitik v∗(·) gleich Null wird. Dies geschieht zum
Zeitpunkt t3 ≈ 37, 20.
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Phase IV:
”
Teilzeit arbeiten und keine Vorsorge“
Fu¨r t > t3 bestimmen wir l∗(t) aus der Beziehung
Fl
(
l∗(t), 0
)
= U ′
(
l∗(t) · L(t)
) · L(t)− Vl(t, l∗(t)) = 0.
Dabei mu¨ssen wir beachten, dass sich U ′ fu¨r Argumente kleiner C0 = 10−2 a¨ndert. Fu¨r
l∗(t) · L(t) ≥ C0 erhalten wir
1
l∗(t)
= 0, 05 · (1 + 2l∗(t)) · e2·10−3·t2 =⇒ l∗(t) = −1
4
+
√
1
16
+ 10 · e−2·10−3·t2 ,
da wir nur an den positiven Lo¨sungen dieser Gleichung interessiert sind. Wir ver-
nachla¨ssigen wieder den Parabelabschnitt und setzen l∗(t) = 0 fu¨r t > t4 ≈ 66, 83.
Den Zeitpunkt t4 erhalten wir aus der Bedingung l∗(t4) · L(t4) = C0. D. h., dass fu¨r
t > t4 die Altersgruppe in Phase V: ”
nicht arbeiten“ wechselt.
Fu¨r die Steuerungen l∗(·) und v∗(·) erhalten wir aus der Maximumsbedingung bzgl. der
Strategie i = 1 zusammenfassend die Graphen:
”
Wechsel in den Ruhestand?“:
Wir untersuchen nun, ob es einen Umschaltpunkt in die zweite Strategie gibt. Aus der
Dynamik
A˙(t) =
{
v∗(t) · l∗(t) · L(t) · S(t) + r ·
(
1 + µ(t)
) · A(t), t ∈ A1,
−a · S(t) + r · (1 + µ(t)) · A(t), t ∈ A2,
mit A(0) = 0, A(T ) = 0, erhalten wir
A(t) = exp
{∫ t
0
r · (1 + µ(s)) ds} · (A(0) +∫ t
0
v∗(s) · l∗(s) · L(s) · S(s) · exp
{
−
∫ s
0
r · (1 + µ(ξ)) dξ} ds) ,
=
ert
M(t)
·
∫ t
0
v∗(s) · l∗(s) · L(s) · S(s) · e−rs ·M(s) ds,
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solange sich die Altersgruppe fu¨r die Strategie i = 1 entscheidet. In den verschiedenen
Phasen berechnen wir diese Funktion stu¨ckweise u¨ber die Funktionen
t ∈ [0, t1) : A1(t) = 0,
t ∈ [t1, t2) : A2(t) = e
rt
M(t)
·
∫ t
t1
v∗(s) · l∗(s) · L(s) · S(s) · e−rs ·M(s) ds,
t ∈ [t2, t3) : A3(t) = A2(t2) · M(t2) · e
r(t−t2)
M(t)
+
ert
M(t)
·
∫ t
t2
v∗(s) · l∗(s) · L(s) · S(s) · e−rs ·M(s) ds,
t ∈ [t3, T ] : A4(t) = A3(t3) · M(t3) · e
r(t−t3)
M(t)
.
Entschließt sich die Altersgruppe zum Zeitpunkt τ in die zweite Strategie zu wechseln,
dann gilt fu¨r t ≥ τ :
A(t) = exp
{∫ t
T
r · (1 + µ(s)) ds} · (A(T ) +∫ t
T
−a · S(s) · exp
{
−
∫ s
T
r · (1 + µ(ξ)) dξ} ds) ,
=
ert
M(t)
·
∫ t
T
−a · S(s) · e−rs ·M(s) ds.
Fu¨r t = τ erhalten wir daraus fu¨r die Berechnung der Auszahlung a
A(τ) =
erτ
M(τ)
·
∫ τ
T
−a · S(t) · e−rt ·M(t) dt =⇒ a = A(τ) ·M(τ) · e
−rτ∫ T
τ
S(t) · e−rt ·M(t) dt
.
Mit den ermittelten Steuerungen l∗(·) und v∗(·) erhalten wir fu¨r die Funktion A(·) ohne
Wechsel in die Strategie i = 2 auf [10, 50] bzw. auf [0, T ] das Schaubild:
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Die Wertentwicklung der Auszahlung a wird durch die Funktion
a(t) =
A(t) ·M(t) · e−rt∫ T
t
S(s) · e−rs ·M(s) ds
beschrieben. Diese Funktion ist fu¨r t ≤ t1 gleich Null. Auf dem Intervall [t1, t3] wird
der Wert a(t) im Wesentlichen durch die Einzahlungen erho¨ht, fu¨r t > t3 dominiert der
Nennerterm die Entwicklung von a(t).
Wir werten nun die Maximumsbedingung (5.9), d. h.
max
{
max
v,l∈[0,1]
[
p(T )erT ·M(t) · v · l · L(t) + U((1− v) · l · L(t))− V (t, l)],
U(a)− a · p(T )erT ·M(t)
}
,
aus. Wir vergleichen dazu die Funktionen
t→ p(T )erT ·M(t) · v∗(t) · l∗(t) · L(t) + U
((
1− v∗(t)
) · l∗(t) · L(t))− V (t, l∗(t)),
t→ U(a(t))− a(t) · p(T )erT ·M(t),
die die Entwicklung des Maximums in der Strategie i = 1 bzw. i = 2 beschreiben:
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Zum Zeitpunkt τ ≈ 40, 35 schneiden sich die beiden Funktionen. Zu diesem Zeitpunkt
berechnet sich a = a(τ) und betra¨gt rund 1, 59. Wir erhalten fu¨r die Maximumsbedin-
gungen mit der Auszahlung a fu¨r t ≥ τ in der Strategie i = 2 das linke Schaubild:
Aus diesem folgt, dass zum Zeitpunkt τ die Altersgruppe in die Strategie i = 2 wechselt
und nicht wieder verla¨sst. Der rechte Graph zeigt die Entwicklung des Vorsorgepools.
Dieser zeigt, dass der Pool vollsta¨ndig ausgezahlt wird.
5.7 Zusammenfassung
In diesem Kapitel haben wir das Modell einer privaten Altersvorsorge aufgestellt und
als eine hybride Aufgabe formuliert. Diese Aufgabe (5.1)–(5.5) untersuchten wir mit der
in dieser Arbeit zur Verfu¨gung gestellten Theorie, speziell Satz 4.14. Mit Hilfe dieses
Pontrjaginschen Maximumprinzips war es uns unter der Voraussetzung, dass Alters-
vorsorge getroffen wird und davon auch Gebrauch gemacht wird, d. h. A(·) 6= 0 und
τ ∈ (0, T ), mo¨glich, die Wahl der Multiplikatoren λ0 ≥ 0 und p(T ) ∈ R auf den Fall
λ0 = 1 und p(T ) > 0 zu reduzieren (vgl. Anhang C.1).
Trotz des sehr allgemeinen Rahmens der Aufgabe konnten wir im Abschnitt 5.3 mit
Hilfe der Ergebnisse im Anhang C.2 und C.3 notwendige und gleichzeitig hinreichende
Bedingungen fu¨r die Wahl der optimalen Steuerungen l∗(·), v∗(·) zu einem festen Zeit-
punkt angeben. Insbesondere war es uns mo¨glich eindeutig lo¨sbare Gleichungen – wenn
auch teilweise nur implizite – fu¨r die Situationen anzugeben, in denen die Werte der
optimalen Steuerungen innere Punkte des Intervalls [0, 1] sind.
Unter der speziellen Wahl der Abbildungen (vgl. Abschnitt 5.4) konnten wir in den
untersuchten Beispielen, in denen Vorsorge getroffen und in den Ruhestand gewechselt
wird, auf [0, T ] das optimale Verhalten
— zu Beginn fu¨r t ∈ [0, t1) ”Vollzeit arbeiten und keine Vorsorge“,
— dann fu¨r t ∈ [t1, t2) ”Vollzeit arbeiten und teilweise Vorsorge“,
— dann fu¨r t ∈ [t2, t3) ”Teilzeit arbeiten und teilweise Vorsorge“,
— dann fu¨r t ∈ [t3, τ) ”Teilzeit arbeiten und keine Vorsorge“ und
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— abschließend fu¨r t ∈ [τ, T ]
”
Ruhestand“
bestimmen.
In den Beispielen mit fester bzw. erho¨hter variabler Zinsrate in den Abschnitten 5.5
und 5.6 zum Anreiz p(T ) =
1
12
erhielten wir fu¨r die Zeitpunkte t1, t2, t3, τ , zu denen
sich das Verhalten jeweils a¨ndert, und fu¨r die Auszahlung a:
Zinsrate t1 t2 t3 τ a
fest 24, 25 32, 04 33, 08 45, 66 0, 27
variabel 9, 57 34, 56 37, 20 40, 35 1, 59
Die Graphen der optimalen Vorsorgepolitiken v∗(·), mit fester Zinsrate in roter bzw.
mit variabler Zinsrate in gru¨ner Farbe,
unterstreichen das deutlich fru¨her beginnende Sparen u¨ber einen vergleichsweise langen
Zeitraum und die ho¨heren Sparraten im Modell mit erho¨hter Zinsrate.
Weitere Untersuchungen des Modells mit variabler Zinsrate fu¨hrten zu folgenden Re-
sultaten:
p(T ) t1 t2 t3 τ a
1
12
9, 57 34, 56 37, 20 40, 35 1, 59
1
11, 8
8, 72 34, 70 37, 42 41, 09 1, 83
1
11, 6
7, 86 34, 85 37, 63 42, 61 2, 25
1
11, 55
7, 64 34, 88 37, 69 43, 50 2, 48
1
11, 5
7, 42 34, 92 37, 74 − −
Auffallend in dieser Tabelle sind die Vera¨nderungen des Zeitpunktes t1 fu¨r den Beginn
der Einzahlungen, des Pensionsalters τ und der Ho¨he der Auszahlung a, und heben
die Bedeutung des Anreizes p(T ) hervor. Das Verhalten des Pensionsalters, d. h. des
Umschaltpunktes τ von der ersten in die zweite Strategie, in Abha¨ngigkeit vom Anreiz
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p(T ) ko¨nnen wir den folgenden Bildern entnehmen, in denen auf dem Intervall [0, 70] die
Entwicklung der Werte in der Maximumsbedingung (5.9) bzgl. der ersten und zweiten
Strategie (in roter bzw. gru¨ner Farbe) zum Anreiz p(T ) gleich
1
12
,
1
11, 8
bzw.
1
11, 55
dargestellt sind:
Diesen Graphen ist fu¨r A(·) 6= 0 ein u¨berraschendes Verhalten zu entnehmen: Unsere
Erwartung wurde widerlegt, dass mit steigendem Alter die rasch anwachsende Auszah-
lung a in jedem Fall bevorzugt wird und damit die Existenz des Pensionsalters τ ∈ (0, T )
gesichert ist. Die Graphen, die die Entwicklung des Wertes der Maximumsbedingung
(5.9) bzgl. der Strategie i = 2 wiedergeben, zeigen, dass am Ende des Planungszeit-
raumes ein extrem starkes Abfallen charakteristisch ist. Dieses starke Abfallen wird
dadurch erkla¨rt, dass sich die Altersgruppe nicht einfach mit einer ho¨heren Auszahlung
im Alter zufrieden gibt, sondern private Vorsorge in drastisch zunehmendem Maße fu¨r
nicht erstrebenswert auffasst, umso weniger die Gesamtheit zuku¨nftig von diesem Pool
profitieren wu¨rde.
Dieses Verhalten fu¨hrt in unserem Modell (5.1)–(5.5) unter den gewa¨hlten Abbildungen
und Parametern dazu, dass wir die Diskussion nicht auf die optimalen Steuerungen l∗(·)
und v∗(·) und auf die Auswirkungen erho¨hter Vorsorgeraten und eines erho¨hten Anreizes
beschra¨nken du¨rfen, sondern dass wir unbedingt die Existenz eines Wechselzeitpunktes
τ ∈ (0, T ) sicherstellen mu¨ssen.
Anhang A
Differentialgleichungen
A.1 Existenz- und Abha¨ngigkeitssa¨tze
Wir betrachten das Differentialgleichungssystem
y′(x) = f
(
x, y(x)
)
, y(x0) = y0,
mit x ∈ R, y(x), y0 ∈ Rn und f : R× Rn → Rn.
Fu¨r y = (y1, ..., yn) ∈ Rn bezeichne ‖y‖ die folgende Norm:
‖y‖ = max
k=1,...,n
|yk|.
Weiter sei Q der kompakte, achsenparallele Quader
Q =
{
(x, y) ∈ R× Rn ∣∣ |x− x0| ≤ a, ‖y − y0‖ ≤ b}, a, b > 0.
Satz A.1 (Satz von Picard-Lindelo¨f) ([23], Satz 60.2, S. 516.) Die Funktion f(x, y)
sei stetig auf Q und genu¨ge dort einer Lipschitz-Bedingung bezu¨glich y, d. h. es existiert
ein K mit
‖f(x, y)− f(x, y˜)‖ ≤ K‖y − y˜‖ fu¨r alle (x, y), (x, y˜) ∈ Q.
Dann besitzt die Anfangswertaufgabe
y′(x) = f
(
x, y(x)
)
, y(x0) = y0
genau eine auf
J := [x0 − α, x0 + α]
definierte Lo¨sung y(x); hierbei ist
M := max
(x,y)∈Q
‖f(x, y)‖, α := min
(
a,
b
M
)
.
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Satz A.2 (Stetige Abha¨ngigkeit von den Anfangsdaten) Es genu¨ge f(x, y) den
Voraussetzungen des Satzes von Picard-Lindelo¨f, f˜(x, y) hingegen sei lediglich stetig auf
dem oben beschriebenen Quader Q. Ferner bedeute y(x) die eindeutig bestimmte Lo¨sung
der Anfangswertaufgabe
y′(x) = f
(
x, y(x)
)
, y(x0) = y0
auf dem Intervall J := [x0−α, x0+α] und y˜(x) sei irgendeine, auf einem abgeschlossenen
Intervall J˜ ⊂ J existierende und ganz in Q verlaufende Lo¨sung von
y′(x) = f˜
(
x, y(x)
)
, y(x0) = y˜0.
Schließlich sollen mit festen Zahlen σ, ω die Abscha¨tzungen
‖y0 − y˜0‖ ≤ σ
und
‖f(x, y)− f˜(x, y)‖ ≤ ω
auf Q gelten. Dann ist – mit einer Lipschitz-Konstanten K von f –
‖y(x)− y˜(x)‖ ≤ σeK|x−x0| + ω
K
(eK|x−x0| − 1) fu¨r alle x ∈ J˜ .
Die Integrale y(x) und y˜(x) unterscheiden sich also beliebig wenig auf J˜ , sofern σ und
ω nur hinreichend klein sind.
Satz A.3 (Differenzierbarkeit nach Parametern) Fu¨r alle (x, y, λ) ∈ Q˜ = Q ×
[c, d], [c, d] ⊂ R, sei f(x, y, λ) erkla¨rt. Auf Q˜ sei f stetig und besitze dort u¨berdies
stetige partielle Ableitungen fy, fλ nach y und λ. Schließlich sei M eine obere Schranke
fu¨r f auf Q˜:
‖f(x, y, λ)‖ ≤M fu¨r alle (x, y, λ) ∈ Q˜,
und α werde erkla¨rt durch
α := min
(
a,
b
M
)
.
Dann besitzt die Anfangswertaufgabe (nach Satz A.1)
y′(x) = f
(
x, y(x), λ
)
, y(x0) = y0
fu¨r jedes λ ∈ [c, d] genau eine auf J := [x0 − α, x0 + α] existierende Lo¨sung y(x, λ).
Diese Lo¨sung y(x, λ) ist auf ganz [c, d] partiell nach λ differenzierbar.
Die Sa¨tze A.2, A.3 und die Beweise sind in Heuser [23], S. 143 ff, S. 517, zu finden.
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Folgerung A.4 Es sei f(x, y) fu¨r alle (x, y) ∈ Q erkla¨rt. Auf Q sei sie stetig und
besitze dort u¨berdies eine stetige partielle Ableitung fy nach y. Schließlich sei M eine
obere Schranke fu¨r f auf Q:
‖f(x, y)‖ ≤M fu¨r alle (x, y) ∈ Q,
und α werde erkla¨rt durch
α := min
(
a,
b
M
)
.
Ferner sei y0(λ) fu¨r λ ∈ [0, λ0] definiert und stetig, und es existiere der Grenzwert
lim
λ→0+0
y0(λ)− y0(0)
λ
.
Auf Q mo¨gen die Anfangswertaufgaben
y′(x) =
(
x, y(x)
)
, y(x0, λ) = y0(λ),
fu¨r alle λ ∈ [0, λ0] den Voraussetzungen des Satzes von Picard-Lindelo¨f genu¨gen. Mit
y(x, λ) bezeichnen wir die eindeutige Lo¨sung des AWPs zum Anfangswert y0(λ).
Fu¨r diese existiert dann auf J der Grenzwert
lim
λ→0+0
y(x, λ)− y(x, 0)
λ
.
Beweis: Wir wenden den Beweises von Satz A.3 in [23], S. 145 f, auf y(x, λ) und y(x, 0)
mit
y(x, λ) = y0(λ) +
∫ x
x0
f
(
ξ, y(ξ, λ)
)
dξ,
y(x, 0) = y0(0) +
∫ x
x0
f
(
ξ, y(ξ, 0)
)
dξ,
an. Fu¨r diese folgt (mit x ∈ J)
d
dx
(
y(x, λ)− y(x, 0)) = f(x, y(x, λ))− f(x, y(x, 0))
= fy
(
x, y(x, 0) + ϑ
(
y(x, λ)− y(x, 0)))(y(x, λ)− y(x, 0)),
mit einem ϑ ∈ (0, 1). Somit haben wir
d
dx
(
y(x, λ)− y(x, 0)
λ
)
= fy
(
x, y(x, 0) + ϑ
(
y(x, λ)− y(x, 0)))y(x, λ)− y(x, 0)
λ
.
Die Funktion g˜(x) = fy
(
x, y(x, 0) + ϑ
(
y(x, λ)− y(x, 0))) ist auf J stetig und
z˜ :=
y(x, λ)− y(x, 0)
λ
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lo¨st dort dank der letzten Gleichung die lineare Anfangswertaufgabe
dw
dx
= g˜(x)w, w(x0) =
y0(λ)− y0(0)
λ
.
Auch die Funktion g(x) := fy
(
x, y(x, 0)
)
ist auf J stetig. Infolgedessen besitzt die
Anfangswertaufgabe
du
dx
= g(x)u, u(x0) = lim
λ→0+0
y0(λ)− y0(0)
λ
,
dort genau eine Lo¨sung z. Eine erste Anwendung von Satz A.2 auf y′(x) = f(x, y)
zum Anfangswert y(x0, λ) = y0(λ) zeigt, dass sich y(x, λ) auf J beliebig wenig von
y(x, 0) unterscheidet, wenn nur λ hinreichend klein ist. Eine zweite Anwendung auf
dw
dx
= g˜(x)w und
du
dx
= g(x)u zu den Anfangswerten w(x0) bzw. u(x0) lehrt nun, dass
Entsprechendes fu¨r z˜ und z gilt. Das aber bedeutet, dass der Grenzwert
lim
λ→0+0
y(x, λ)− y(x, 0)
λ
fu¨r jedes x ∈ J existiert (und gleich z(x) ist).
q. e. d.
A.2 Stu¨ckweise stetige rechte Seiten
Definition A.5 (Unstetigkeit 1. Art) Eine Abbildung ϕ(x), ϕ : D → Rn, besitzt
eine Unstetigkeit 1. Art im inneren Punkt ξ des Definitionsbereiches D, wenn
lim
x→ξ−0
ϕ(x) = a, lim
x→ξ+0
ϕ(x) = b
mit festen Werten a 6= b gilt.
Definition A.6 (GDl-System mit stu¨ckweise stetiger rechter Seite) Ist die
Abbildung f : Q → Rn stetig auf Q bis auf endliche viele Unstetigkeiten 1. Art, dann
nennen wir das Anfangswertproblem
y′(x) = f
(
x, y(x)
)
, y(x0) = y0
ein gewo¨hnliches Differentialgleichungssystem mit stu¨ckweise stetiger rechter Seite.
Satz A.7 Auf dem kompakten Quader Q = [a, b]× [c, d] genu¨ge f(x, y) : Q→ Rn den
Voraussetzungen des Satzes von Picard-Lindelo¨f. Wir setzen
f˜(x, y) =
{
f(x, y) fu¨r a ≤ x < b,
η0 fu¨r x = b,
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mit einem beliebig, aber fest gewa¨hlten η0 ∈ Rn.
Dann ist die nach dem Satz von Picard-Lindelo¨f eindeutig bestimmte stetige Lo¨sung
y(x) des Anfangswertproblems
y′(x) = f
(
x, y(x)
)
, y(a) = y0
auf ganz [a, b] auch die einzige stetige Lo¨sung auf [a, b] fu¨r
y′(x) = f˜
(
x, y(x)
)
, y(a) = y0.
Beweis: Wir u¨berfu¨hren fu¨r x ∈ [a, b] die Anfangswertprobleme in die a¨quivalenten
Integralgleichungen
y(x) = y0 +
∫ x
a
f
(
ξ, y(ξ)
)
dξ, y˜(x) = y0 +
∫ x
a
f˜
(
ξ, y(ξ)
)
dξ.
Wegen der Definition von f˜ ist y(x) = y˜(x) fu¨r alle x ∈ [a, b− ε], ε > 0 und hinreichend
klein. Da f eine stetige Funktion auf dem betrachteten Quader Q ist, existiert ein
Maximum von
max
(x,y)∈Q
‖f(x, y)− η0‖ =: M.
Damit folgt
‖y(b)− y˜(b)‖ =
∥∥∥∥∫ b
a
[
f
(
ξ, y(ξ)
)− f˜(ξ, y(ξ))] dξ∥∥∥∥
= lim
ε→0+0
∥∥∥∥∫ b−ε
a
[
f
(
ξ, y(ξ)
)− f˜(ξ, y(ξ))] dξ + ∫ b
b−ε
[
f
(
ξ, y(ξ)
)− f˜(ξ, y(ξ))] dξ∥∥∥∥
= lim
ε→0+0
∥∥∥∥∫ b
b−ε
[
f
(
ξ, y(ξ)
)− f˜(ξ, y(ξ))] dξ∥∥∥∥
≤ lim
ε→0+0
∫ b
b−ε
M dξ = lim
ε→0+0
ε ·M = 0.
D. h. y(x) = y˜(x) fu¨r alle x ∈ [a, b].
q. e. d.
Wegen Satz A.7 vereinbaren wir auch fu¨r Differentialgleichungssysteme mit stu¨ckweise
stetiger rechter Seite die Sprechweise y(x) genu¨ge der Gleichung y′ = f
(
x, y(x)
)
.
Lo¨sungsverfahren fu¨r DGl-Systeme mit stu¨ckweise stetigen rechten Seiten:
Wir betrachten auf dem Quader Q = [a, b]× [c, d] wieder das Anfangswertproblem
y′(x) = f
(
x, y(x)
)
, y(x0) = y0.
Im Gegensatz zur Theorie der gewo¨hnlichen Differentialgleichungssysteme sei nun
f(x, y) lediglich stu¨ckweise stetig auf Q mit endlichen vielen Unstetigkeitsstellen 1. Art
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ξ1, ..., ξq im Inneren von Q. Weiter sei f in den Punkten ξ1, ..., ξq rechtsseitig stetig. Um
solche Differentialgleichungssysteme zu lo¨sen, ko¨nnen wir nun folgendermaßen vorgehen:
Wir setzen f stetig auf das Intervall [a, ξ1] fort.
Wie im Satz A.7 gezeigt, a¨ndert sich durch diese A¨nderung fu¨r x = ξ1 die Lo¨sung nicht.
Auf diesem kompakten Intervall ko¨nnen wir die Theorien fu¨r gewo¨hnliche Differenti-
algleichungssysteme anwenden und es existiert eine eindeutig bestimmte Lo¨sung y1(x)
zur Anfangsbedingung y1(a) = y0.
Dann setzen wir f stetig auf das Intervall [ξ1, ξ2] fort und bestimmen die Lo¨sung y
2(x)
zur Anfangsbedingung y2(ξ1) = y
1(ξ1).
Fu¨hren wir das Verfahren so fort, dann erhalten wir sukzessive die eindeutige und stetige
Lo¨sung auf ganz [a, b].
A.3 Meßbare rechte Seiten
(Vgl. Ioffe & Tichomirov [25], S. 63.) Es sei f eine Abbildung eines Gebietes V des
Raumes R×Rn in den Raum Rn. Wir sagen die Abbildung f sei auf der Menge Ω ⊆ V
durch die Funktion r(x) beschra¨nkt, wenn
‖f(x, y)‖ ≤ r(x) fu¨r (x, y) ∈ Ω
gilt. Wenn fu¨r jeden Punkt (ξ, y) ∈ V ein Intervall I existiert derart, dass I × {y} ⊂ V
gilt und die Abbildung x → f(x, y) auf I meßbar ist, so nennen wir die Abbildung
f meßbar bzgl. x. Man sagt, die Abbildung f genu¨ge auf der Menge Ω ⊆ V einer
Lipschitz-Bedingung in y, wenn fu¨r alle x, y, y′ mit (x, y), (x, y′) ∈ Ω die Ungleichung
‖f(x, y)− f(x, y′)‖ ≤ K‖y − y′‖, K > 0,
erfu¨llt ist. Die Abbildung f heißt lokal vom Lipschitz-Typ bezu¨glich y, wenn jeder Punkt
des Gebietes V in eine Umgebung eingebettet werden kann, in der die Abbildung f
durch eine summierbare Funktion beschra¨nkt ist und einer Lipschitz-Bedingung bzgl.
y genu¨gt.
Speziell gilt: Ist die Vektorfunktion y(x) stetig und liegt ihre Bildkurve im Gebiet V ,
so ist die Vektorfunktion x→ f(x, y(x)) meßbar.
Satz A.8 (Existenz- und Eindeutigkeitssatz, stetige Abha¨ngigkeit vom An-
fangswert) ([25], Satz 3, S. 63.) In einem Gebiet V ⊆ R × Rn sei die Abbildung
f(x, y) : V → Rn definiert, bzgl. x meßbar und bzgl. y lokal vom Lipschitz-Typ. Dann
lassen sich zu jedem Punkt (x0, y0) ∈ V ein den Punkt x0 als inneren Punkt enthalten-
des Intervall I0 und eine Umgebung U0 des Punktes y0 derart angeben, dass I0×U0 ⊆ V
gilt und zu jedem z ∈ U0 genau eine Lo¨sung yz(x) der Gleichung
y′(x) = f
(
x, y(x)
)
im Intervall I0 existiert, welche die Anfangsbedinung yz(x0) = z erfu¨llt.
Ist dabei z ∈ U0 und ist {zk} eine fu¨r k →∞ gegen z konvergierende Folge von Punkten
aus U0, so konvergiert
{
yzk(x)
}
auf I0 gleichma¨ßig gegen yz(x).
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Wir betrachten nun eine Situation, wie sie bei der Motivation der verallgemeinerten
Nadelvariationen in Abschnitt 2.2.1 entstanden ist.
Auf dem Gebiet V ⊆ R×Rn seien die Abbildungen f(x, y), f˜(x, y) meßbar und fu¨r fast
alle (x, y) ∈ V beschra¨nkt, stetig nach y differenzierbar und es seien die Abbildungen
fy(x, y), f˜y(x, y) auf V meßbar.
Wir betrachten das Anfangswertproblem
y′(x) = f
(
x, y(x)
)
, y(x0) = y0.
Dieses mo¨ge auf [x0, x1]× [a, b] ⊆ V , y0 ∈ (a, b), den Voraussetungen des letzten Satzes
genu¨gen und wir bezeichnen mit y(x) dessen eindeutige Lo¨sung.
Ferner sei {M(α)}0≤α≤α0 eine Mengenfamilie meßbarer Teilmengen des Intervalls [x0, x1]
mit
|M(α)| = α|x1 − x0|, M(α′) ⊆M(α), 0 ≤ α′ ≤ α ≤ α0,
und wir betrachten das AWP (auf [x0, x1] × [a, b] genu¨ge auch f˜(x, y) den Vorausset-
zungen des letzten Satzes)
y′(x) = f
(
x, y(x)
)
+ χM(α)(x) ·
[
f
(
x, y(x)
)− f˜(x, y(x))], y(x0) = y0,
dessen Lo¨sung wir mit yα(x) bezeichnen. Dann gilt:
Lemma A.9 Fast u¨berall auf [x0, x1]× [a, b] sei mit der festen Zahl ω die Abscha¨tzung
‖f(x, y)− f˜(x, y)‖ ≤ ω
erfu¨llt. Dann ist – mit einer Lipschitz-Konstanten K von f –
‖y(x)− yα(x)‖ ≤ α|x1 − x0| · ω
K
(eK|x−x0| − 1) fu¨r alle x ∈ [x0, x1].
Dieses Lemma ist eng verknu¨pft mit dem Satz A.2 u¨ber die stetige Abha¨ngigkeit von
den Anfangsdaten. Daher beziehen wir uns auch auf dessen Beweis in Heuser [23], S. 144.
Beweis: Wir fu¨hren den Beweis nicht komplett aus, sondern zeigen, dass wir genauso
wie in [23] schließen ko¨nnen.
Fu¨r [x0, x1] sei ϕ0(x) = yα(x), d. h.
ϕ0(x) = y0 +
∫ x
x0
f
(
ξ, yα(ξ)
)
dξ +
∫ x
x0
χM(α)(ξ) ·
[
f
(
ξ, yα(ξ)
)− f˜(ξ, yα(ξ))] dξ,
und
ϕ1(x) = y0 +
∫ x
x0
f
(
ξ, ϕ0(ξ)
)
dξ = y0 +
∫ x
x0
f
(
ξ, yα(ξ)
)
dξ.
Dann gilt
‖ϕ1(x)− ϕ0(x)‖ ≤ α|x1 − x0| · ω auf [x0, x1].
Da f und f˜ auf [x0, x1] × [a, b] meßbar und beschra¨nkt sind, sind ϕ0 und ϕ1 stetige
Funktionen. Der Rest des Beweises folgt nun wortwo¨rtlich [23], S. 144.
q.e.d.

Anhang B
Wichtige mathematische Sa¨tze
B.1 Maßtheoretische Grundlagen
Definition B.1 (σ-Algebra) (Werner [35], Definition A.1.1, S. 457.) Sei T eine Men-
ge, und sei Σ ein System von Teilmengen von T mit den Eigenschaften
a) ∅ ∈ Σ,
b) E ∈ Σ⇒ T \ E ∈ Σ,
c) E1, E2 ∈ Σ⇒ E1 ∪ E2 ∈ Σ.
Dann heißt Σ eine Algebra. Gilt statt c)
c*) E1, E2, ... ∈ Σ⇒
∞⋃
i=1
Ei ∈ Σ,
dann heißt Σ eine σ-Algebra.
Definition B.2 (Maß, signiertes Maß) ([35], Definition A.2.1, S. 457, Definition
A.4.1, S. 467.) Sei Σ eine σ-Algebra auf einer Menge T . Eine Abbildung µ : Σ→ [0,∞]
heißt ein Maß, wenn
a) µ(∅) = 0,
b) µ σ-additiv ist, d. h., wenn fu¨r paarweise disjunkte E1, E2, ... ∈ Σ
µ
( ∞⋃
i=1
Ei
)
=
∞∑
i=1
µ(Ei).
Eine Abbildung µ : Σ→ R heißt ein signiertes Maß, falls µ σ-additiv ist.
Ein Maß ist demnach im Unterschied zu signierten Maßen eine Abbildung mit aus-
schließlich nichtnegativen Werten.
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Definition B.3 (Variation eines Maßes) ([35], Definition A.4.2, S. 467.) Sei µ ein
signiertes Maß auf Σ und A ∈ Σ. Setze
|µ|(A) = sup
n∑
k=1
|µ(Ak)|,
wobei das Supremum u¨ber alle endlichen Zerlegungen A = A1 ∪ ... ∪ An mit paarweise
disjunkten Ak ∈ Σ zu bilden ist. |µ|(A) heißt Variation von µ auf A.
Satz B.4 ([35], Satz A.4.3, S. 467.) Ist µ ein signiertes Maß, so definiert A → |µ|(A)
ein endliches Maß.
Satz B.5 (Hahn-Jordan-Zerlegung) ([35], Satz A4.4, S. 467.) Sei Σ eine σ-Algebra
auf einer Menge T und µ : Σ→ R ein signiertes Maß.
a) Es existiert ein bis auf eine |µ|-Nullmenge eindeutig bestimmtes A+ ∈ Σ mit
• 0 ≤ µ(A) ≤ µ(A+) fu¨r alle A ∈ Σ, A ⊆ A+,
• 0 ≥ µ(A) ≥ µ(A−) fu¨r alle A ∈ Σ, A ⊆ A− := T \ A+.
b) µ+ = χA+µ und µ
− = χA−µ sind endliche Maße mit µ = µ+ − µ−.
c) |µ|(A) = µ+(A) + µ−(A).
Die Zerlegung A = A+ ∪ A− heißt Hahn-Zerlegung, und die Zerlegung µ = µ+ − µ−
heißt Jordan-Zerlegung.
B.2 Integration bzgl. Borelscher Maße
Es sei µ ein Maß u¨ber der σ-Algebra der Borelmengen auf R.
Eine nichtnegative Funktion f : [a, b] → R ist genau dann auf [a, b] meßbar, wenn es
eine monoton wachsende Folge {fn(x)}, d. h. fn(x) ≤ fm(x) auf [a, b] fu¨r alle m ≥ n, von
nichtnegativen Treppenfunktionen gibt, die punktweise gegen f konvergiert (Elstrodt
[16], Satz 4.13, S. 108). Ist die nichtnegative Funktion f auf [a, b] meßbar, so ist die Zahl
lim
n→∞
∫ b
a
fn(x) dµ(x)
nur von f und nicht von der zur Darstellung von f verwendeten monoton wachsenden
Folge {fn} nichtnegativer Treppenfunktionen abha¨ngig (Bauer [3], Korollar 11.2, S. 66).
Wir nennen eine nichtnegative Funktion f : [a, b] → R µ−integrierbar, falls eine mo-
noton wachsende Folge {fn} nichtnegativer Treppenfunktionen auf [a, b] existiert, die
punktweise gegen f konvergiert. Die Zahl∫ b
a
f dµ =
∫ b
a
f(x) dµ(x) = lim
n→∞
∫ b
a
fn(x) dµ(x),
B.2. INTEGRATION BZGL. BORELSCHER MASSE 169
welche unabha¨ngig von der speziellen Darstellung mittels {fn} ist, heißt das µ-Integral
von f u¨ber [a, b] ([3], Definition 11.3, S. 67).
Eine meßbare Funktion f : [a, b] → R heißt µ-integrierbar, falls ihr Positivteil f+ :
[a, b] → [0,∞) und ihr Negativteil f+ : [a, b] → (−∞, 0] µ-integrierbar sind und die
µ-Integrale
∫ b
a
f+ dµ,
∫ b
a
f− dµ reelle Zahlen sind. Dann heißt
∫ b
a
f dµ =
∫ b
a
f+ dµ−
∫ b
a
f− dµ
das µ-Integral von f u¨ber [a, b] ([3], Definition 12.1, S. 74).
Es sei µ ein signiertes Maß, µ = µ+ − µ− seine Jordan-Zerlegung und f : T → R
meßbar. Dann heißt f µ-integrierbar, falls f |µ|-integrierbar ist. Wir setzen∫
f dµ =
∫
f dµ+ −
∫
f dµ−
([35], Definition A.4.5, S. 468).
Definition B.6 (Borelsches Maß) ([35], Definition I.2.13, S. 32). Sei T ein metri-
scher (oder auch topologischer) Raum, Σ die σ-Algebra der Borelmengen (also die von
den offenen Mengen erzeugte σ-Algebra). Ein Maß µ auf Σ heißt Borelsches Maß. Ein
Borelsches Maß µ heißt regula¨r, falls
a) µ(C) <∞ fu¨r alle kompakten C,
b) fu¨r alle A ∈ Σ gilt
µ(A) = sup{µ(C) |C ⊂ A,C kompakt} = inf{µ(O) |A ⊂ O,O offen}.
Ein signiertes Borelmaß heißt regula¨r, wenn seine Variation regula¨r ist.
M(T ) bezeichnet die Gesamtheit der signierten regula¨ren Borelmaße.
Folgerung B.7 ([16], Folgerung 2.22, S. 342.) Ein signiertes regula¨res Maß ist genau
dann regula¨r, wenn der positive und negative Anteil µ+ und µ− der Jordan-Zerlegung
regula¨re Maße sind.
Lemma B.8 ([35], Beispiel I.1(j), S. 21 f.) M(T ), versehen mit der Variationsnorm, ist
ein Banachraum.
Definition B.9 (isometrischer Isomorphismus) ([35], Definition II.1.9, S. 55.) Ein
linearer stetiger Operator zwischen normierten Ra¨umen L : X → Y heißt Isomorphis-
mus, falls L bijektiv und L−1 stetig ist.
Gilt ‖Lx‖ = ‖x‖ fu¨r alle x ∈ X, so heißt L isometrisch. Normierte Ra¨ume, zwischen
denen ein (isometrischer) Isomorphismus existiert, heißen (isometrisch) isomorph, in
Zeichen X ' Y (bzw. X ∼= Y ).
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Satz B.10 (Rieszscher Darstellungssatz) [35], Theorem II.2.5, S. 62.) Sei K ein
kompakter metrischer (oder topologischer) Raum. Dann ist C(K)∗ ∼= M(K) unter der
Abbildung
L : M(K)→ C(K)∗, (Lµ)(x) =
∫
K
x dµ.
Dieser Satz wurde von F. Riesz fu¨r positive Linearformen auf der Menge stetiger Funk-
tionen mit kompaktem Tra¨ger formuliert ([16], Satz 2.5, S. 331 f). Aus dieser Version
des Darstellungssatzes von Riesz fu¨r positive Linearformen folgt
Folgerung B.11 Es sei I ⊂ R ein kompaktes Intervall und es sei µ ein signiertes
regula¨res Borelsches Maß u¨ber I mit∫
I
x(t) dµ(t) ≥ 0
fu¨r alle nichtnegative Funktionen x(·) ∈ C(I,R).
Dann ist µ ein nichtnegatives regula¨res Borelsches Maß.
Beweis: Wir geben einen Beweis an, der sich aus Alt [1], U¨ 4.9, S. 138 f, ergibt. Wir
mu¨ssen zeigen, dass µ(E) ≥ 0 fu¨r alle offenen Teilmengen E ⊆ I gilt. Da µ regula¨r –
dies ist nach Folgerung B.7 genau dann der Fall, wenn der positive und negative Anteil
µ+ und µ− der Jordan-Zerlegung regula¨r sind – ist, muss dazu µ(K) ≥ 0 fu¨r kompakte
Mengen K ⊂ E gezeigt werden.
Es sei E ⊂ I offen und K eine kompakte Teilmenge von E. Dann sei d(t,K) der Abstand
des Punktes t von Menge K, d. h.
d(t,K) = inf
{|t− k| ∣∣ k ∈ K}.
Wir definieren fu¨r ε > 0 die Funktion
xε(t) := max
{
0, 1− 1
ε
d(t,K)
}
.
Auf I ist diese Funktion stetig und es gilt 0 ≤ xε(t) ≤ 1, und es ist xε(t) = 1 auf K.
Fu¨r ε→ 0 erhalten wir
0 ≤
∫
I
xε(t) dµ(t)→ µ(K).
q. e. d.
Satz B.12 (Zweiter Mittelwertsatz der Integralrechnung) ([16], Satz 6.7, S.
154.) Es seien f : [a, b] → R Lebesgue-integrierbar und g : [a, b] → R monoton. Dann
gibt es ein ξ ∈ [a, b], so dass∫ b
a
f(x)g(x) dx = g(a)
∫ ξ
a
f(x) dx+ g(b)
∫ b
ξ
f(x) dx.
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Wir formulieren nun eine Version der Regel der partiellen Integration, die wir in den
Abschnitten 2.6 und 4.5 verwenden.
Satz B.13 (Partielle Integration) Auf [a, b] ⊂ R seien F eine absolutstetige Funk-
tion und ν ein signiertes regula¨res Borelsches Maß mit seiner Jordan-Zerlegung ν =
ν+ − ν−. Wir setzen fu¨r t ∈ [a, b]:
V +(t) =
∫ t
a
dν+(τ), V −(t) =
∫ t
a
dν−(τ)
und
V (t) =
∫ t
a
dν(τ) = V +(t)− V −(t).
Dann gilt: ∫ b
a
F (t) dν(t) +
∫ b
a
(∫ t
a
dν(τ)
)
F ′(t) dt =
[
F (t) · V (t)]b
a
.
Wir verwenden in den Abschnitten 2.6 und 4.5 diese Regel zur Berechnung des Integrals
bzgl. des Borelschen Maßes gema¨ß∫ b
a
F (t) dν(t) =
[
F (t) · V (t)]b
a
−
∫ b
a
(∫ t
a
dν(τ)
)
F ′(t) dt.
Daher liegt der Akzent des Satzes in der Integration bzgl. des Borelschen Maßes.
Beweis: 1. Schritt: Es sei ν ein regula¨res Borelsches Maß auf [a, b]. Die Funktion F
ist absolutstetig, also auch stetig und insbesondere auf [a, b] gleichma¨ßig stetig. Damit
existiert zu jedem ε > 0 eine Zahl δ > 0 mit
F (t1)− F (t2) ≤ ε
V (b)− V (a)
fu¨r alle t1, t2 ∈ [a, b] mit |t1 − t2| ≤ δ. Ferner gibt es Folgen {gn}, {fn} von Treppen-
funktionen auf [a, b] mit
lim
n→∞
∫ b
a
gn(t) dν(t) =
∫ b
a
F (t) dν(t), lim
n→∞
∫ b
a
fn(t) dt =
∫ b
a
(∫ t
a
dν(τ)
)
F ′(t) dt.
Da ν ein regula¨res Borelsches Maß ist, ist die Funktion V auf [a, b] monoton, nichtnega-
tiv, beschra¨nkt und ist ho¨chstens in abza¨hlbar vielen Punkten unstetig (Natanson [26],
Satz 1, S. 229). Es seien nun a = x0 < x1 < ... < xm = b Punkte des Intervalls [a, b], die
eine Zerlegung des Intervalls [a, b] mit der maximalen Schrittweite δ definieren und fu¨r
j = 1, ...,m− 1 Stetigkeitspunkte der Funktion V darstellen. Dann gilt
ν
(
[xi−1, xi] ∩ [xi, xi+1]
)
= 0 fu¨r i = 1, ...,m− 1,
172 ANHANG B. WICHTIGE MATHEMATISCHE SA¨TZE
und wir du¨rfen zu Integralen auf den Teilintervallen u¨bergehen ([16], Korollar 5.5,
S. 145): ∣∣∣∣∫ b
a
(∫ t
a
dν(τ)
)
F ′(t) dt+
∫ b
a
F (t) dν(t)− (F (b) · V (b)− F (a) · V (a))∣∣∣∣
=
∣∣∣∣∣
m∑
i=1
(∫ xi
xi−1
(∫ t
a
dν(τ)
)
F ′(t) dt+
∫ xi
xi−1
F (t) dν(t)
)
−(F (b) · V (b)− F (a) · V (a))∣∣∣∣.
Diese spezielle endliche Zerlegung des Intervalls hat keinen Einfluss auf die Integrale∫ b
a
F (t) dν(t),
∫ b
a
(∫ t
a
dν(τ)
)
F ′(t) dt,
weil diese unabha¨ngig von der zur Darstellung verwendeten Folgen sind. Denn es seien
fn(t) =
∑
1≤j≤n
yj · χAj(t), gn(t) =
∑
1≤j≤n
ηj · χBj(t).
Dann gilt fu¨r alle m,n ∈ N
fmn(t) =
∑
1≤i≤m
1≤j≤n
yj · χAj∩[xi−1,xi](t) =
∑
1≤j≤n
yj · χAj(t) = fn(t),
gmn(t) =
∑
1≤i≤m
1≤j≤n
ηj · χBj∩[xi−1,xi](t) =
∑
1≤j≤n
ηj · χBj(t) = gn(t),
und unabha¨ngig von der Zahl m ∈ N
lim
n→∞
∫ b
a
fmn(t) dt = lim
n→∞
∫ b
a
fn(t) dt =
∫ b
a
(∫ t
a
dν(τ)
)
F ′(t) dt,
lim
n→∞
∫ b
a
gmn(t) dt = lim
n→∞
∫ b
a
gn(t) dt =
∫ b
a
F (t) dν(t).
V ist auf [a, b] monoton und t → F ′(t) ist Lebesgue-integrierbar. Daher ko¨nnen wir
auf jedes Teilintervall [xi, xi+1] den Mittelwertsatz B.12 anwenden. Demnach existieren
Punkte ξi ∈ [xi−1, xi] mit∫ xi
xi−1
(∫ t
a
dν(τ)
)
F ′(t) dt = V (xi−1)
∫ ξi
xi−1
F ′(t) dt+ V (xi)
∫ xi
ξi
F ′(t) dt
= V (xi) · F (xi)− V (xi−1) · F (xi−1)− F (ξi)
(
V (xi)− V (xi−1)
)
.
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Damit setzen wir in obiger Rechnung fort und es folgt
=
∣∣∣∣∣
m∑
i=1
(
V (xi) · F (xi)− V (xi−1) · F (xi−1)
)− (F (b) · V (b)− F (a) · V (a))
−
m∑
i=1
F (ξi)
(
V (xi)− V (xi−1)
)
+
m∑
i=1
∫ xi
xi−1
F (t) dν(t)
∣∣∣∣∣
≤
m∑
i=1
∫ xi
xi−1
∣∣F (t)− F (ξi)∣∣ dν(t) ≤ ε
V (b)− V (a) ·
m∑
i=1
∫ xi
xi−1
dν(t) ≤ ε.
2. Schritt: Es sei ν ein signiertes regula¨res Borelsches Maß auf [a, b].
Mit der Jordan-Zerlegung ν = ν+ − ν− gilt∫ b
a
F (t) dν(t) +
∫ b
a
(∫ t
a
dν(τ)
)
F ′(t) dt
=
∫ b
a
F (t) dν+(t) +
∫ b
a
(∫ t
a
dν+(τ)
)
F ′(t) dt
−
[∫ b
a
F (t) dν−(t) +
∫ b
a
(∫ t
a
dν−(τ)
)
F ′(t) dt
]
.
Da V + und V − monotone Funktionen sind, ko¨nnen wir die Argumentation des ersten
Schrittes auf diese Integrale anwenden und erhalten, dass diese Integrale gleich
[
F (t) ·
V +(t)
]b
a
bzw.
[
F (t) · V −(t)]b
a
sind. Daher folgt∫ b
a
F (t) dν(t) +
∫ b
a
(∫ t
a
dν(τ)
)
F ′(t) dt =
[
F (t) · V +(t)]b
a
− [F (t) · V −(t)]b
a
=
[
F (t) · V (t)]b
a
.
q. e. d.
In Kapitel 4.7 fu¨hren wir die Aufgabe mit freier Zeit mit Hilfe einer Substitution der
Zeit auf eine Aufgabe mit festem Anfangs-und Endzeitpunkt zuru¨ck. Bei der anschlie-
ßenden Ru¨cktransformation gilt es zu kla¨ren, was mit den regula¨ren Borelschen Maßen
geschieht.
Es sei A bzw. B die Borelsche σ-Algebra u¨ber dem kompakten Intervall [0, 1] bzw. [a, b].
Ferner sei T : ([0, 1],A)→ ([a, b],B) eine meßbare Abbildung. Dann wird fu¨r jedes Maß
ν auf A durch
B → µ(T−1(B))
ein Maß µ auf B definiert ([3], Satz 7.5, S. 43).
Lemma B.14 Es sei ν ein Maß auf A und T : ([0, 1],A)→ ([a, b],B) definiert gema¨ß
T (s) = a+ (b− a)s, s ∈ [0, 1].
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Dann ist T : ([0, 1],A) → ([a, b],B) eine meßbare bijektive Abbildung und es gilt mit
dem Bildmaß µ bzgl. T die Beziehung∫ b
a
ψ(t) dµ(t) =
∫ 1
0
ψ
(
T (s)
)
dν(s) fu¨r alle ψ(·) ∈ C([a, b],R).
Ferner ist mit ν auch das Bildmaß µ ein regula¨res Borelsches Maß.
Beweis: Die Abbildung T ist stetig, also auch meßbar. Nach Definition des Bildmaßes
und aus der Bijektivita¨t von T folgt außerdem∫ b
a
ψ(t) dµ(t) =
∫ b
a
ψ(t) dν
(
T−1(t)
)
=
∫ 1
0
ψ
(
T (s)
)
dν(s)
fu¨r alle ψ(·) ∈ C([a, b],R). Ferner bleiben unter der Abbildung T die Eigenschaften
eines regula¨ren Borelschen Maßes, d. h. die Endlichkeit bzgl. kompakter Mengen und
die Stetigkeit von innen und außen, erhalten.
q. e. d.
In Aufgaben mit Zustandsbeschra¨nkungen kann die adjungierte Funktion Unstetigkei-
ten aufweisen. Wir werden nun zeigen, dass sie jedoch stets von beschra¨nkter Variation
und linksseitig stetig ist (Lemma B.16).
Ein Maß µ auf einer σ-Algebra der Menge Ω wird Wahrscheinlichkeitsmaß (kurz: W-
Maß) genannt, wenn µ(Ω) = 1 gilt. Wir betrachten nun speziell ein W-Maß auf der
Borelschen σ-Algebra u¨ber R. Dieser geho¨rt das offene Intervall (−∞, x) an. Somit
wird durch
Fµ(x) = µ(−∞, x)
eine reelle Funktion Fµ auf R mit Werten in [0, 1] definiert. Man nennt Fµ die Vertei-
lungsfunktion von µ ([3], S. 38).
Wir pra¨sentieren nun ein Resultat u¨ber den Zusammenhang von Maßen und Vertei-
lungsfunktionen, das nicht nur bzgl. Borelscher Maße Gu¨ltigkeit besitzt. Da wir dieses
im Zuge der Integrationen in den Abschnitten 2.6 und 4.5 verwenden, ordnen wir fol-
genden Satz in diesen Abschnitt u¨ber die Integration bzgl. Borelscher Maße ein:
Satz B.15 ([3], Satz 6.6, S. 38.) Eine reelle Verteilungsfunktion F auf R ist genau dann
die Verteilungsfunktion eines – notwendigerweise eindeutig bestimmten – W-Maßes µ
auf der Borelschen σ-Algebra auf R, wenn F maßerzeugend (also isoton und linksseitig
stetig) ist und wenn außerdem gilt:
lim
x→−∞
F (x) = 0 sowie lim
x→+∞
F (x) = 1.
Durch µ 7→ Fµ wird somit die Menge der W-Maße auf der Borelschen σ-Algebra bijektiv
auf die Menge der maßerzeugenden Funktionen F auf R mit der Eigenschaft
lim
x→−∞
F (x) = 0 sowie lim
x→+∞
F (x) = 1
abgebildet. Hierin liegt die Bedeutung des Satzes ([3], S. 39).
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Lemma B.16 Es sei µ ein regula¨res Borelsches Maß auf dem kompakten Intervall
[a, b] ⊂ R mit positiver Totalvariation. Dann ist fu¨r beliebiges f(·) ∈ C([a, b],R) die
Funktion
Φ(t) =
∫ b
t
f(τ) dµ(τ), t ∈ [a, b],
von beschra¨nkter Variation und linksseitig stetig.
Beweis: Die Aussage u¨ber die beschra¨nkte Variation ist offensichtlich. Zur Begru¨ndung
der linksseitigen Stetigkeit fu¨hren wir das Lemma auf Satz B.15 zuru¨ck:
Wir setzen das Maß µ auf R derart fort, dass R\[a, b] eine µ-Nullmenge bildet. O. B. d. A.
besitze µ Totalvariation Eins. Dann ist µ eindeutig bestimmt ([3], Satz 5.4, S. 26) und
ein W-Maß. Ferner ist die Funktion
F (t) = µ(−∞, t) = 1−
∫ ∞
t
dµ(τ)
nach Satz B.15 linksseitig stetig.
Angenommen, Φ ist in t ∈ (a, b] nicht linksseitig stetig. D. h., es existiert eine monoton
wachsende Folge {tn}, tn ∈ [a, b], tn → t, mit
0 < lim
n→∞
|Φ(tn)− Φ(t)| = lim
n→∞
∣∣∣∣∫ t
tn
f(τ) dµ(τ)
∣∣∣∣
≤ max
t∈[a,b]
|f(t)| · lim
n→∞
∫ t
tn
dµ(τ) = max
t∈[a,b]
|f(t)| · lim
n→∞
|F (tn)− F (t)| = 0.
Dies ist ein Widerspruch! Also ist Φ linksseitig stetig.
q. e. d.
B.3 Sa¨tze der Funktionalanalysis
Satz B.17 ([22], Satz 128.2, S. 102.) Fu¨r jedes feste y ∈ I sei die Funktion f(x, y)
partiell nach x differenzierbar, und es gebe eine Lebesgue-integrierbare Funktion g mit∣∣∣∣∂f(x, y)∂x
∣∣∣∣ ≤ g(y) fu¨r alle x ∈ [a, b], y ∈ I.
Dann ist die Funktion ∂f(x, y)/∂x fu¨r jedes feste x ∈ [a, b] Lebesgue-integrierbar auf I,
die Funktion
F (x) =
∫
I
f(x, y) dy, x ∈ [a, b],
ist differenzierbar auf [a, b] und ihre Ableitung kann
”
durch Differentation unter dem
Integral“ gewonnen werden, kurz: es ist
d
dx
∫
I
f(x, y) dy =
∫
I
∂f(x, y)
∂x
dy.
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Satz B.18 (Satz von Hahn-Banach; Trennungsversion I) ([35], Theorem III.2.4,
S. 103, Theorem VIII.2.11, S. 379.) Sei X ein normierter linearer (oder lokalkonve-
xer) Raum, V1, V2 ⊂ X seien konvex und V1 zusa¨tzlich noch offen. Weiterhin gelte
V1 ∩ V2 = ∅. Dann existiert ein nichttriviales x∗ ∈ X∗ mit
x∗(v1) < x∗(v2) fu¨r alle v1 ∈ V1, v2 ∈ V2.
Es sei V eine konvexe Teilmenge des normierten linearen oder lokalkonvexen Raumes
X. Dann sind auch ihr Inneres intV und ihr Abschluss V konvex. Ist insbesondere
intV 6= ∅, so gilt V = intV und intV = intV ([25], Hilfssatz 4, S. 151). Mit diesen
Eigenschaften konvexer Mengen folgt unmittelbar aus dem Satz von Hahn-Banach:
Folgerung B.19 ([25], Trennungssatz, S. 30.) Es seien V1 und V2 disjunkte konvexe
Mengen in einem linearen topologischen Raum X. U¨berdies sei intV1 6= ∅. Dann exi-
stiert auf X ein nichttriviales stetiges lineares Funktional x∗ mit
x∗(v1) ≤ x∗(v2) fu¨r alle v1 ∈ V1, v2 ∈ V2.
Definition B.20 (Offene Abbildung) ([35], Definition IV.3.1, S. 151.) Eine Abbil-
dung zwischen metrischen Ra¨umen heißt offen, wenn sie offen Mengen auf offene Men-
gen abbildet.
Satz B.21 (Satz von der offenen Abbildung) ([35], Theorem IV.3.3, S. 152.) Sei-
en X und Y Banachra¨ume und T ∈ L(X, Y ) surjektiv. Dann ist T offen.
Satz B.22 (Fixpunktsatz von Weissinger) ([23], Satz 12.1, S. 138.) Es sei V ei-
ne nichtleere abgeschlossene Teilmenge eines Banachraumes X mit Norm ‖ · ‖, ferner
∞∑
n=1
αn eine konvergente Reihe positiver Zahlen und A : V → V eine Selbstabbildung
von V mit
‖Anv1 − Anv2‖ ≤ αn‖v1 − v2‖ fu¨r alle v1, v2 ∈ V und n ∈ N.
Dann besitzt A genau einen Fixpunkt, d. h., es gibt genau ein v ∈ V mit Av = v. Dieser
Fixpunkt ist Grenzwert der Iterationsfolge {Anv0} bei vo¨llig beliebigem Startelement
v0 ∈ V , also derjenigen Folge {vn}, die rekursiv durch die nachstehenden Festsetzungen
definiert wird:
v0 ∈ V willku¨rlich, vn := Avn−1 fu¨r n ≥ 1.
Und schließlich gilt noch die Fehlerabscha¨tzung
‖v − vn‖ ≤
( ∞∑
k=n
αk
)
‖v1 − v0‖.
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B.4 Zum Limes superior im Clarke-Kalku¨l
Es sei X ein Banachraum und f : A ⊆ X → R. Dann bildet fu¨r jede feste Teilmenge
B ⊆ A das Bild f(B) ⊆ R eine Zahlenmenge, deren obere Grenze die obere Grenze der
Funktion f auf B heißt (Carathe´odory [10], S. 121). Diese Zahl – wobei wir dabei auch
±∞ zulassen – bezeichnen wir mit
G(f ;B).
Es sei nun x0 ein Ha¨ufungspunkt des Definitionsbereiches A der Funktion f . Dann
ist der Durchschnitt von A mit einer Umgebung U(x0) des Punktes x0 nie leer. Wir
betrachten nun die Menge der Zahlen G
(
f ;A∩U(x0)
)
fu¨r alle mo¨glichen Umgebungen
U(x0) von x0; die untere Grenze Φ(x0) dieser Zahlenmenge heißt der obere Limes der
Funktion f im Punkt x0 ([10], S. 122). Diesen oberen Limes Φ(x0) bezeichnen wir auch
mit
lim sup
x→x0
f(x).
Um Φ(x0) zu berechnen, betrachten wir eine streng monoton fallende Nullfolge {%n}
und offene Kugeln Un(x0) mit Mittelpunkt x0 und Radius %n. Wegen Un+1(x0) ⊂ Un(x0)
erhalten wir, wenn wir
Φn(x0) = G
(
f ;A ∩ Un(x0)
)
setzen, die monoton fallende Folge {Φn(x0)}. Fu¨r diese gilt, da Φ(x0) die untere Grenze
der Zahlenmenge G
(
f ;A∩U(x0)
)
fu¨r alle mo¨glichen Umgebungen U(x0) von x0 ist, die
Relation
Φ(x0) ≤ lim
n→∞
Φn(x0).
Andererseits existiert zu einer beliebigen vorgegebenen Umgebung U(x0) von x0 min-
destens ein Uk(x0), das in U(x0) enthalten ist. Daher gibt es ein Φn(x0), dass nicht
gro¨ßer ist als G
(
f ;A ∩ U(x0)
)
; und damit auch die untere Grenze der Φn(x0). Diese
Betrachtungen zeigen ([10], S. 123)
lim
n→∞
Φn(x0) ≤ G
(
f ;A ∩ U(x0)
)
.
Da dies fu¨r jede willku¨rliche Umgebung U(x0) von x0 gilt, ist
lim
n→∞
Φn(x0) ≤ Φ(x0).
Es sei nun {xn} eine Folge von Punkten aus A, die gegen x0 ∈ A konvergiert. Ist
Φ(x0) < +∞ und ist die Zahl p > Φ(x0), so gibt es nach Voraussetzung eine Umgebung
U(x0), fu¨r die G
(
f ;A ∩ U(x0)
) ≤ p gilt. Es liegen aber nur endlich viele Punkte der
Folge {xn} außerhalb von U(x0) und es gibt folglich nur ho¨chstens endlich viele xn, fu¨r
die f(xn) > p sein kann. Hieraus folgt fu¨r den oberen Limes der Zahlenfolge
lim sup
n→∞
f(xn) ≤ p.
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Da p eine beliebige reelle Zahl ist, die der Ungleichung G
(
f ;A ∩ U(x0)
) ≤ p genu¨gen
soll, so ist auch
lim sup
n→∞
f(xn) ≤ Φ(x0)
eine Bedingung, die offenbar auch dann erfu¨llt ist, wenn Φ(x0) = +∞ ist. Wir halten
damit fest ([10], Satz 3, S. 123):
Ist x0 Ha¨ufungspunkt des Definitionsbereichs der Funktion f , so gilt fu¨r jede gegen x0
konvergierende Folge von Punkten x1, x2, ... aus dem Definitionsbereich die Relation
lim sup
n→∞
f(xn) ≤ Φ(x0).
Ist nun Φ(x0) = −∞, so konvergiert jede Folge von Zahlen f(x1), f(x2), ... gegen Φ(x0).
Ist aber Φ(x0) > −∞, dann sei p1 < p2 < p3 < ... eine monoton wachsende Folge von
Zahlen, die gegen Φ(x0) konvergiert. Aus G
(
f ;A ∩ Un(x0)
) ≥ Φ(x0) > pn folgt, dass
man innerhalb einer jeden offenen Kugel Un(x0) einen Punkt xn ∈ A auswa¨hlen kann,
fu¨r den f(xn) > pn ist.
Gibt es erstens nur endlich viele xn, die vom Punkt x0 verschieden sind, so ist f(x0) > pn
fu¨r alle n ≥ n0 mit einem gewissen n0 und daher f(x0) ≥ Φ(x0). Dieser Fall kann nur
eintreten, wenn x0 ∈ A gilt; andererseits ist aber dann stets fu¨r jede Umgebung U(x0)
die Ungleichung f(x0) ≤ G
(
f ;A ∩ U(x0)
)
erfu¨llt und folglich f(x0) ≤ Φ(x0) ([10],
S. 125).
Im zweiten Fall, in welchem es unendlich viele xn gibt, die von x0 verschieden sind,
ko¨nnen wir eine Teilfolge {xm} auswa¨hlen, in der es ho¨chstens endlich viele Elemente
gibt, fu¨r die f(xm) ≤ pn ist. Hieraus folgt aber
lim inf
m→∞
f(xm) ≥ pn
und, da diese Ungleichung fu¨r alle n gilt,
lim inf
m→∞
f(xm) ≥ Φ(x0).
Da aber obige Beziehung
lim sup
n→∞
f(xn) ≤ Φ(x0)
auch fu¨r diese spezielle Folge gilt, ko¨nnen wir ”≥” durch ”=” ersetzen ([10], S. 126).
Satz B.23 ([10], Satz 4, S. 126) Ist x0 ein Ha¨ufungspunkt des Definitionsbereichs A
einer Funktion f , so gibt es stets eine gegen x0 konvergierende Folge von Punkten
x1, x2, ... aus A, so dass
lim
n→∞
f(xn) = Φ(x0)
ist, oder x0 ist ein Punkt von A, in dem
f(x0) = Φ(x0)
ist. Diese beiden Mo¨glichkeiten schließen sich aber nicht aus.
Anhang C
Erga¨nzungen zum Vorsorgemodell
C.1 Untersuchung der Multiplikatoren λ0 und p(T )
Das Modell (5.1)–(5.5) untersuchen wir auf Vorsorge. Dabei interessiert uns nur die
Situation, in der Vorsorge getroffen wird, also A(·) 6= 0 gilt, und ein Wechselzeitpunkt
τ ∈ (0, T ) von der ersten in die zweite Strategie existiert.
Wir wollen nun zeigen, dass dies nur mo¨glich ist, wenn o. B. d. A. λ0 = 1 und p(T ) > 0
gilt.
Im Fall λ0 = 0 darf p(T ) nicht gleich Null sein, da sonst im Widerspruch zu Satz 4.14
p(·) = 0 und λ0 = 0 sind.
Ist nun p(T ) < 0, so folgt aus (5.6) und der Maximumsbedingung (5.7) bzgl. der Stra-
tegie i = 1,
max
v,l∈[0,1]
p(t) · [v · l · L(t) · S(t) + r · (1 + µ(t)) · A(t)],
dass p(t) < 0 fu¨r alle t ist und die optimalen Steuerungen v∗(·), l∗(·) so gewa¨hlt werden,
dass v∗(t) · l∗(t) · L(t) · S(t) = 0 fu¨r fast alle t gilt. Daher gibt es kein Bestreben einen
Vorsorgepool aufzubauen.
Ist p(T ) > 0, so folgt p(t) fu¨r alle t aus (5.6) und wir erhalten aus der Maximumsbedin-
gung v∗(t) = 1 und l∗(t) = 1 fu¨r fast alle t. Daraus folgt aber in der Maximumsbedingung
(5.7), dass die Strategie i = 2 genau dann bevorzugt wird, wenn
p(t) · L(t) · S(t) < p(t) · (−a) · S(t)
gilt. Damit erhalten wir wegen
p(t) · L(t) · S(t) > 0 ≥ p(t) · (−a) · S(t) fu¨r fast alle t ∈ (0, T )
einen Widerspruch zur Forderung eines Wechselzeitpunktes τ ∈ (0, T ).
Es sei nun λ0 6= 0. Dann du¨rfen wir o. B. d. A. den Fall λ0 = 1 betrachten.
Ist p(T ) = 0, so folgt aus der Maximumsbedingung (5.7) bzgl. der Strategie i = 1,
max
v,l∈[0,1]
[
U
(
(1− v) · l · L(t))− V (t, l)] · S(t) · e−rt,
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dass l∗(t) · v∗(t) = 0 gilt. Denn entweder ist l∗(t) = 0 oder es ist v∗(t) = 0 fu¨r l∗(t) > 0.
Dies bedeutet wiederum, dass die Altersgruppe keine Vorsorge schafft.
Ist p(T ) < 0, so ist die Maximumsbedingung (5.7) bzgl. der Strategie i = 1 a¨quivalent
zur Bedingung
max
v,l∈[0,1]
{
− ∣∣p(T )erT ·M(t)∣∣ · v · l · L(t) + U((1− v) · l · L(t))− V (t, l)}.
Dies folgt, indem wir die Darstellung (5.8) fu¨r die adjungierte Funktion p verwenden,
sowie p(t) · r · (1 + µ(t)) · A(t) aus der Maximierung und anschließend den positiven
Faktor S(t) · e−rt vor die Maximierung ziehen. Es folgt wieder, dass l∗(t) = 0 oder
v∗(t) = 0 fu¨r l∗(t) > 0 gilt; also kein Bestreben vorhanden ist, Vorsorge zu schaffen.
C.2 Diskussion der Maximumsbedingung (5.10)
Fu¨r ein festes t ∈ [0, T ] untersuchen wir die stetig differenzierbare Funktion
F (l, v) = p(T )erT ·M(t) · v · l · L(t) + U((1− v) · l · L(t))− V (t, l)
auf dem Quadrat [0, 1]× [0, 1] auf Maximalstellen (l∗, v∗).
Die Abbildung l→ Fl(l, v) mit
Fl(l, v) = p(T )e
rT ·M(t) · v · L(t) + U ′((1− v) · l · L(t)) · (1− v) · L(t)− Vl(t, l)
ist streng monoton fallend, da sie (im Wesentlichen) Differenz der monoton fallenden1
Funktion l → U ′((1 − v) · l · L(t))(1 − v) · L(t) und der streng monoton wachsenden
Funktion l→ Vl(t, l) ist.
Daraus folgt, dass die Abbildung l→ F (l, v∗) ihr Maximum fu¨r
• l∗ = 0 annimmt, falls Fl(0, v∗) ≤ 0,
• l∗ = 1 annimmt, falls Fl(1, v∗) ≥ 0,
• l∗ ∈ (0, 1) annimmt, falls Fl(0, v∗) > 0 und Fl(1, v∗) < 0.
Die Abbildung v → F (l, v) ist fu¨r l = 0 identisch Null und wir erhalten vorerst keine
Informationen u¨ber v∗. Fu¨r l > 0 ist v → Fv(l, v) mit
Fv(l, v) =
[
p(T )erT ·M(t)− U ′((1− v) · l · L(t))] · l · L(t)
eine streng monoton fallende Funktion, da v → U ′((1 − v) · l · L(t)) streng monoton
wachsend ist. Daher nimmt die Abbildung v → F (l∗, v) ihr Maximum fu¨r
• v∗ = 0 an, falls Fv(l∗, 0) ≤ 0,
1Diese Monotonie ist nur fu¨r v = 1 nicht streng.
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• v∗ = 1 an, falls Fv(l∗, 1) ≥ 0,
• v∗ ∈ (0, 1) an, falls Fv(l∗, 0) > 0 und Fv(l∗, 1) < 0.
Fu¨r l∗ = 0 legen wir v∗ u¨ber den Grenzwert l∗ → 0 fest. Wir erhalten unter der Annahme
U ′(0) > p(T )erT ·M(0), p(T )erT ·M(0) ≥ p(T )erT ·M(t) fu¨r t ∈ [0, T ], dass Fv(l∗, 0) ≤ 0
fu¨r hinreichend kleine Werte fu¨r l∗ gilt. Daher setzen wir v∗ = 0 im Fall l∗ = 0.
Aus den Beziehungen fu¨r v → Fv(l∗, v) folgt, dass das Produkt[
p(T )erT ·M(t)− U ′((1− v∗) · l∗ · L(t))] · v∗
verschwindet, falls das Maximum in v∗ < 1 angenommen wird. Daher folgt insbesondere
Fl(l, v∗) =
{
U ′
(
(1− v∗) · l · L(t)
) · L(t)− Vl(t, l) fu¨r v∗ < 1,
p(T )erT ·M(t) · L(t)− Vl(t, l) fu¨r v∗ = 1.
Da die einfließenden Abbildungen Konkavita¨t der Funktion F (l, v) liefern (sogar strenge
Konkavita¨t fu¨r l 6= 0), sind die eben aufgestellten notwendigen Bedingungen gleichzeitig
hinreichend.
C.3 Schematische U¨bersicht
Wir fassen nun die vorhergehende Diskussion der Maximumsbedingung fu¨r die erste
Strategie zusammen. Die nachstehende U¨bersicht umfaßt alle mo¨glichen Situation.
A1) ”
Vollzeit arbeiten und keine Vorsorge“, d. h. l∗ = 1, v∗ = 0, falls
Fl(1, 0) = U
′(L(t)) · L(t)− Vl(t, 1) ≥ 0,
Fv(1, 0) =
[
p(T )erT ·M(t)− U ′(L(t))] · L(t) ≤ 0;
A2) ”
Vollzeit arbeiten und teilweise Vorsorge“, d. h. l∗ = 1, v∗ ∈ [0, 1], falls
Fl(1, v∗) = U ′
(
(1− v∗) · L(t)
) · L(t)− Vl(t, 1) ≥ 0,
Fv(1, v∗) =
[
p(T )erT ·M(t)− U ′((1− v∗) · L(t))] · L(t) = 0;
A3) ”
Vollzeit arbeiten und komplette Vorsorge“, d. h. l∗ = 1, v∗ = 1, falls
Fl(1, 1) = p(T )e
rT ·M(t) · L(t)− Vl(t, 1) ≥ 0,
Fv(1, 1) =
[
p(T )erT ·M(t)− U ′(0)] · L(t) ≥ 0;
B1) ”
Teilzeit arbeiten und keine Vorsorge“, d. h. l∗ ∈ [0, 1], v∗ = 0, falls
Fl(l∗, 0) = U ′
(
l∗ · L(t)
) · L(t)− Vl(t, l∗) = 0,
Fv(l∗, 0) =
[
p(T )erT ·M(t)− U ′(l∗ · L(t))] · l∗ · L(t) ≤ 0;
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B2) ”
Teilzeit arbeiten und teilweise Vorsorge“, d. h. l∗ ∈ [0, 1], v∗ ∈ [0, 1], falls
Fl(l∗, v∗) = U ′
(
(1− v∗) · l∗ · L(t)
) · L(t)− Vl(t, l∗) = 0,
Fv(l∗, v∗) =
[
p(T )erT ·M(t)− U ′((1− v∗) · l∗ · L(t))] · l∗ · L(t) = 0;
B3) ”
Teilzeit arbeiten und komplette Vorsorge“, d. h. l∗ ∈ [0, 1], v∗ = 1, falls
Fl(l∗, 1) = p(T )erT ·M(t) · L(t)− Vl(t, l∗) = 0,
Fv(l∗, 1) =
[
p(T )erT ·M(t)− U ′(0)] · l∗ · L(t) ≥ 0;
C)
”
nicht arbeiten“, d. h. l∗ = 0, v∗ = 0, falls
Fl(0, 0) = U
′(0) · L(t)− Vl(t, 0) ≤ 0.
Ist die Relation U ′(0) > p(T )erT ·M(t) fu¨r alle t ∈ [0, T ] erfu¨llt, dann entfallen in der
U¨bersicht die Punkte A3) und B3).
Symbolverzeichnis
x ∈ A, x 6∈ A — das Element x geho¨rt bzw. geho¨rt nicht der Menge A an,
A ∪B, A ∩B — Vereinigung bzw. Schnitt der Mengen A und B,
A \B — Differenz der Mengen A und B,
A ⊆ B — die Menge A ist Teilmenge der Menge B,
A ⊂ B — die Menge A ist echte Teilmenge der Menge B,
A×B — kartesisches Produkt der Mengen A und B,
A+B — Minkowski-Summe der Mengen A und B,
R — Menge der reellen Zahlen,
Rn — n-dimensionaler euklidischer Raum,
inf A, supA — untere bzw. obere Grenze der zur Menge A ⊆ R geho¨renden
Zahlen,
minA, maxA — kleinste bzw. gro¨ßte zur Menge A ⊆ R geho¨rende Zahl,
int A — Inneres der Menge A,
conv A — konvexe Hu¨lle der Menge A,
|A| — Lebesgue-Maß der meßbaren Menge A ⊆ R,
F : X → Y — Abbildung F der Menge X in die Menge Y ,
f : X → R — Funktion auf X,
x→ F (x) — die Abbildung F ordnet dem Element x das Element F (x) zu,
F (A) — Bild der Menge A bei der Abbildung F ,
F−1(A) — Urbild der Menge A bei der Abbildung F ,
Im F — Wertemenge der Abbildung F ,
Ker F — Kern der Abbildung F ,
epi f — Epigraph der Funktion f ,
dom f — effektiver Definitionsbereich der Funktion f ,
|x| — absoluter Betrag der Zahl x ∈ R,
‖x‖X — Norm des Elementes x im normierten Raum X,
〈x, y〉X — Skalarprodukt der Elemente x, y im Hilbertraum X,
X∗ — Dualraum zum Raum X,
x∗ — stetiges lineares Funktional auf X,
〈x∗, x〉 — Wert des linearen Funktionals x∗ im Punkt x,
F ′(x) — erste bzw. Fre´chet-Ableitung der Abbildung F ,
Fx(x, y) — Ableitung der Abbildung x→ F (x, y),
δF (x) — erste Variation der Abbildung F ,
f ′(x; z) — Richtungsableitung der Funktion f im Punkt x in Richtung z,
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f ◦(x; z) — Clarke’sche Richtungsableitung der Funktion f im Punkt x in
Richtung z,
f ◦x(x, y; z) — Clarke’sche Richtungsableitung der Funktion x→ f(x, y)
in Richtung z,
∂f(x) — Clarke’sches Subdifferential der Funktion f im Punkt x,
∂xf(x, y) — Clarke’sches Subdifferential der Funktion x→ f(x, y),
x˙(t) — Ableitung von x(·) nach t,
PC
(
[t0, t1], U
)
— Raum der stu¨ckweise stetigen Vektorfunktionen auf [t0, t1]
mit Werten in der Menge U ⊆ Rm, die nur endlich viele
Sprungstellen im Inneren des betrachteten Zeitintervalls be-
sitzen und rechtsseitig stetig sind,
PC1
(
[t0, t1], U
)
— Raum der auf [t0, t1] stetigen und stu¨ckweise stetig differen-
zierbaren Vektorfunktionen mit Werten in der Menge U ⊆
Rm, deren Ableitungen in ho¨chstens endlich vielen Punkten
Sprungstellen besitzen und rechtsseitig stetig sind,
C
(
[t0, t1],Rn
)
— Raum der stetigen Vektorfunktionen auf [t0, t1],
Cm
(
[t0, t1],Rn
)
— Raum der m-mal stetig differenzierbaren Vektorfunktionen
auf [t0, t1],
L∞
(
[t0, t1], U
)
— Raum der auf [t0, t1] meßbaren und essentiell beschra¨nkten
Vektorfunktionen mit Werten in der Menge U ⊆ Rm,
Zk0([t0, t1]) — Menge der k-fachen stu¨ckweisen Zerlegungen von [t0, t1],
Zk([t0, t1]) — Menge der k-fachen Zerlegungen von [t0, t1],
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