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Abstract
Noncommutativity of the ground eld has a deep in-uence on the geometry of projective
spaces, as shown, for instance, by the failure of Pappus’ theorem. In this paper we observe that
in noncommutative geometry the system of xed points of a collineation is a particular union
of projective subgeometries coordinatized by suitable division subrings. Since the study of xed
points of a collineation leads to consider eigenvalues and eigenvectors of semilinear transforma-
tions, we present the theory, which is interesting in itself, of eigenvalues and eigenvectors of
semilinear transformations over division rings.
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1. Eigenvalues and eigenvectors of semilinear transformations
Let V be a (left) vector space over a division ring K and  an automorphism of K .
A map f :V →V is said an -semilinear transformation of V if
f(u+ v)=f(u) + f(v);
f(au)= (a)f(u)
for each u, v in V and a in K . An element 	∈K is an eigenvalue of f if
f(u)= 	u;
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for some nonzero vector u∈V that is called eigenvector of f corresponding to the
eigenvalue 	. An element y of K is called -conjugate of x if
y= (a)xa−1;
for some nonzero element a of K . It is easily veried that -conjugacy is an equivalence
relation in K .
We note that if 	 is an eigenvalue of f then every element -conjugate to 	 is
also an eigenvalue of f, so the set of all eigenvalues of f is a union of -conjugacy
classes.
Observe that the set:
C(	)= {a∈K : (a)	= 	a};
is a division subring of K for each 	 in K , called the -centralizer of 	.
The set:
I	 = {u∈V : f(u)= 	u};
is called the eigenset of f corresponding to 	. We can get an explicit description of
the eigenset I	, as is shown in the following result:
Proposition 1. Let 	 be an eigenvalue of an -semilinear transformation f of a (left)
vector space V over a division ring K. If {e1; : : : ; en} is a maximal linearly independent
subset of I	, we have
I	 = {a1e1 + · · ·+ anen : ai ∈C(	)}:
Proof. Let x be any vector of I	\{e1; : : : ; en}; then {e1; : : : ; en; x} is linearly dependent
and x belongs to the subspace spanned by {e1; : : : ; en}. So we have
x= a1e1 + · · ·+ anen:
Applying f we obtain
	a1e1 + · · ·+ 	anen= 	x=f(x)= (a1)	e1 + · · ·+ (an)	en;
and from this we get (ai)	= 	ai for each i. Conversely, suppose x= a1e1+ · · ·+anen;
and ai ∈C(	), then we have
f(x)= (a1)	e1 + · · ·+ (an)	en= 	(a1e1 + · · ·+ anen)= 	x;
hence x belongs to I	:
Notice that the eigenset I	 is not, in the general case, a subspace of V . This happens
because the fact that x∈ I	 does not imply, in general, ax∈ I	 for each a in K . Actually
ax∈ I	 if, and only if, (a)	= 	a. Then we consider the left K-subspace 〈I	〉 spanned
by I	 and show the connection between subspaces spanned by eigensets corresponding
to -conjugate eigenvalues.
G. Donati / Discrete Mathematics 255 (2002) 65–70 67
Proposition 2. Let 	1 and 	2 be eigenvalues of an -semilinear transformation f of a
vector space V over a division ring K. Then we have
	1 and 	2 are -conjugate if ; and only if ; 〈I	1〉= 〈I	2〉:
Proof. Let 	1 and 	2 be -conjugate, that is 	2 = ()	1−1( 	=0). Suppose that
{e1; : : : ; ek} is a maximal linearly independent subset of I	1 , then the set {e1; : : : ; ek}
is a maximal linearly independent subset of I	2 and we have:
〈I	1〉= 〈e1; : : : ; ek〉= 〈e1; : : : ; ek〉= 〈I	2〉:
Conversely, suppose 〈I	1〉= 〈I	2〉. Let {e1; : : : ; ek} be a maximal linearly independent
subset of I	1 . This is also a basis of the subspace 〈I	2〉 so, if u is a nonzero vector of
I	2 , we have u= a1e1 + · · ·+ akek with ai ∈K . Applying f we obtain
	2a1e1 + · · ·+ 	2akek = 	2u=f(u)= (a1)	1e1 + · · ·+ (ak)	1ek ;
and then 	2ai = (ai)	1 independent of i. Observe that it is not possible to have
a1 = · · · = ak =0, otherwise we would have u=0. We can then suppose a1 	=0, and
conclude that 	2 = (a1)	1a1−1.
Lemma 3. Let e1; : : : ; et be a minimal collection of linearly dependent eigenvectors
corresponding to the eigenvalues 	1; : : : ; 	t (respectively) of an -semilinear transfor-
mation f. Then the 	i are all -conjugates of each other.
Proof. Consider a dependency (unique up to left scalar multiplication)
a1e1 + · · · + atet =0. Observe that each ai is a nonzero element. Applying f we ob-
tain (a1)	1e1 + · · · + (at)	tet =0. So there is a constant c such that (ai)	i = cai
independent of i. This means that all 	i are -conjugate to c and then are all
-conjugates of each other.
The next result concerns subspaces spanned by eigensets corresponding to inconju-
gate eigenvalues.
Proposition 4. Let 	1; : : : ; 	n be eigenvalues of an -semilinear transformation f such
that no two of them are conjugate. Then each of the subspaces 〈I	1〉; : : : ; 〈I	n〉 intersects
the span of the others only in the zero vector.
Proof. Let Bj = {ej1; : : : ; ejkj} be a maximal linearly independent subset of I	j for each
j∈{1; : : : ; n}, then Bj is a basis of 〈I	j〉. Suppose, by way of contradiction, that there
is a nonzero vector x such that
x∈ 〈I	i〉 ∩

∑
j =i
〈I	j〉

 :
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Then we have
x= ai1ei1 + · · ·+ aiki eiki =
∑
j =i
kj∑
m=1
ajmejm:
The values ai1; : : : ; aiki cannot be all zero, so the set B=
⋃n
i= 1 Bi is linearly dependent.
Let now S be a minimal linearly dependent subset of B. S must contain two eigenvec-
tors corresponding to diFerent eigenvalues (otherwise S would be independent). Then
from the previous lemma these eigenvalues are -conjugate, a contradiction.
From this result some consequences, which are well known if K is a commutative
eld, follow immediately.
Corollary 5. Let f be an -semilinear transformation of a vector space over a division
ring. Then eigenvectors corresponding to -inconjugate eigenvalues are independent.
Corollary 6. Let f be an -semilinear transformation of a n-dimensional vector space
over a division ring. Then there exist at most n -conjugacy classes of eigenvalues
of f.
2. Fixed points of a collineation
We now apply the results of the previous section to get information about the system
of xed points of collineations.
It is well known that a collineation ! of a projective space P over a division ring
K is induced by an -semilinear automorphism f of the vector space V (see, e.g. [1],
or [2]).
If P= 〈u〉 is a xed point of !, we have
〈u〉=P=!(P)= 〈f(u)〉;
hence there exists an element 	∈K such that
f(u)= 	u; with u 	=0:
This means that the system of xed points of the collineation ! is obtained by pro-
jecting the eigenvectors of the semilinear transformation f.
Denoted by C1; : : : ; Ct the distinct -conjugacy classes of eigenvalues of f, and
by 	i a representative of Ci for each i=1; : : : ; t, the system of xed points of ! is
given by
t⋃
i=1
{〈u〉: u∈ I	i\{0}}:
Let now Bi = {ei1; : : : ; eiki} be a maximal linearly independent subset of I	i , we have
I	i = {ai1ei1 + · · ·+ aiki eiki : aij ∈C(	i)}:
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Hence the xed points of ! contained in the projective subspace 〈I	i〉 are, with respect
to the basis Bi, all the points coordinatized by the division subring C(	i) of K , the
-centralizer of 	i, that is they form a subgeometry of 〈I	i〉.
From these facts the next theorem follows immediately:
Theorem 7. Let ! be a collineation of a projective space of 8nite dimension n over a
division ring K induced by an -semilinear transformation f. If C1 = [	1]; : : : ; Ct = [	t]
are all the -conjugacy classes of the eigenvalues of f (n¿t) and I	1 ; : : : ; I	t are the
eigensets corresponding to 	1; : : : ; 	t , then the system of 8xed points of ! is the union
of all the subgeometries formed by the points of 〈I	i〉 coordinated by the -centralizer
of 	i in K.
From this result follows easily the classication of all collineations of a projective
space by means of the system of xed points. For example, in the case of projective
planes we have
(i) collineations having no xed points,
(ii) collineations with only one xed point,
(iii) collineations with two distinct xed points,
(iv) collineations with three noncollinear xed points,
(v) collineations with a subline of xed points,
(vi) collineations with a subline of xed points and an extra xed point outside the
line spanned by it,
(vii) collineations with a subplane of xed points,
For three dimensional projective spaces the classication is the following:
(i) collineations having no xed points,
(ii) collineations with only one xed point,
(iii) collineations with two distinct xed points,
(iv) collineations with three noncollinear xed points,
(v) collineations with four xed points such that each one do not belong to the plane
spanned by the others,
(vi) collineations with a subline of xed points,
(vii) collineations with a subline of xed points and an extra xed point outside the
line spanned by it,
(viii) collineations with a subline r of xed points and two others extra xed points
A; B such that the line spanned by r and the line joining A and B are disjoint,
(ix) collineations with two sublines of xed points such that the lines spanned by
them are skew,
(x) collineations with a subplane of xed points,
(xi) collineations with a subplane of xed points and an extra xed point outside the
plane spanned by it,
(xii) collineations with a three dimensional subgeometry of xed points.
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Observe that in the commutative case the -centralizer of the element 	, that is the
subset {a∈K : (a)= 	a	−1}, is the subeld Fix()= {a∈K : (a)= a}, and this is
independent of 	. So, in the commutative case, the subgeometries of xed points of
collineations are coordinatized by the same subeld, namely Fix(). Finally observe
that in terms of a basis an -semilinear transformation is given by x → xA, with an
n× n matrix A. The eigenvalues are what has been called left eigenvalues in [3] and
it is shown there that for a suitable division ring extension of K every matrix A has a
left eigenvalue. This means that over a suitable extension of K every collineation with
=1 (i.e. a projectivity) has at least one xed point (see also [4]).
3. Fixed points of a projectivity
By the fact that linear automorphisms of a vector space are exactly the nonsingular
semilinear transformations corresponding to the identity of the division ring, it follows
that the system of xed points of a projectivity is obtained putting = idK in the
previous results.
In particular, the -conjugacy relation is the ordinary conjugacy relation in K , and
the -centralizer of 	, which coordinatize the xed points contained in 〈I	〉, is the
centralizer of 	 in K .
Finally, observe that in the commutative case the centralizer of any element of K is
exactly K , so the subgeometries of xed points are coordinatized by K and then are
projective subspaces.
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