A dominating set S of a graph G of order n is a subset of the vertices of G such that every vertex is either in S or adjacent to a vertex of S.
Introduction
Let G = (V, E) be a graph. A set S of the vertex set V of graph G is a dominating set if for each v ∈ V (G), either v ∈ S or there exists u ∈ S which is adjacent to v. The domination number of G, denoted γ(G), is the cardinality of the smallest dominating set of G. There is a long history of interest in domination in both pure and applied settings [9, 10] .
As for many graph properties, one can more thoroughly investigate domination via a generating function. Let D(G, i) be the collection of dominating sets of a graph G with cardinality i and let d(G, i) = |D(G, i)|. Then the domination polynomial D(G, x) of G is defined as
A natural question to ask is to what extent can a graph polynomial describe the underlying graph (for example, a survey of what is known with regards to chromatic polynomials can be found in [8, ch. 3] . We say that two graphs G and H are domination equivalent or simply D-equivalent (written G ∼ D H) if they have the same domination polynomial. As in [1] , we let [G] denote the D-equivalence class determined by G, that is [G] = {H|H ∼ D G}. A graph G is said to be dominating unique or simply D-unique if [G] = {H|H is ismorphic to G}.
Two problems arise: Which graphs are D-unique, that is, are completely determined by their domination polynomials? More generally, can we determine the D-equivalence class of a graph? Both problems appear difficult, but there are some partial results known. In [2] Akbari and Oboudi showed all cycles are D-unique. Anthony and Picollelli classified all complete r-partite graphs which are Dunique in [7] . In [5] Alikhani and Peng showed most cubic graphs of order 10 (including the Peterson graph) are D-unique. In [12] Kotek, Preen, and Simon defined and characterized irrelevant edges.
These are edges which can be removed without changing the domination polynomial of a graph. From this they could show various trees (in particular paths [1] ) barbell graphs [11] , and other graphs are not D-unique.
In [1] Akbari, Alikhani and Peng considered the D-equivalence classes of paths, and showed that [P n ] = {P n , P n } for n ≡ 0 (mod 3) where P n is the graph obtained by added an edge between the two stems in P n . In this paper we extend this result and determine the D-equivalence class for path P n for all n.
A few definitions are in order before we begin. The order of a graph is its number of vertices; P n and C n denote the path and cycle of order n, respectively. The set of vertices N(v) = {u|uv ∈ E(G) . A vertex of degree 1 is a leaf, its neighbour is a stem, and the edge between them is called a pendant edge.
Coefficients of Domination Polynomials
We start with an examination of what the domination polynomial encodes about graphs in general, and about paths in particular. Some coefficients of domination polynomials are know for general graphs. In [6] , Alikhani and Peng determined d(G, n−1) and d(G, n−2) in terms of certain properties within the graph. In this section we will give general (though involved) formulae for d(G, n − 3) and d(G, n − 4), as well as derive some properties of the coefficients for the domination polynomials of paths. All of these will be helpful in the following section where we determine the equivalence class for paths. (ii) d(G, n − 2) = n 2
− t if G has no isolated vertices and no K 2 -components.
When counting the number of dominating sets with cardinality close to n, it is sometimes simpler to count the number of subsets which are not dominating. A subset S ⊆ V (G) is not dominating if there exists a vertex v in G such that none of its neighbours, nor itself, is in S. That is, N[v] ∩ S = ∅. The next elementary lemma will help us identify which subsets are not dominating.
Lemma 2.2 For a graph G and S ⊆ V (G), S is not dominating if and only if there exists a vertex v ∈ S = V (G) − S which is encompassed by S.
We now determine the number of dominating sets of a certain size by counting the number of subsets of vertices with a given cardinality which contain the closed neighbourhood of one of its vertices. We focus on graphs G with no isolated vertices and no K 2 components, as these are what will arise in the next section when considering graphs that are domination equivalent to paths. We first define some graph parameters and subsets.
• T r : The set of vertices of degree r in G which are not stems.
• ω: The number of stems in G.
• W = {s 1 , s 2 , . . . , s ω }: The set of all stems in G.
• S i : The set of leaves attached to stem s i .
• H k : A generic subset of vertices in G of cardinality k (a k-subset of G).
• f G (H k , U): The number of vertices of U which are encompassed by H k (such vertices are by necessity in H k ).
Figure 1: An example of a graph
As an example, consider the graph in Figure 1 . The set of stems W is {s 1 , s 2 , s 3 , s 4 } and ω = 4. There are no degree zero vertices therefore T 0 = ∅. There are six degree one vertices (leaves), none of which are stems, therefore T 1 = {l 1 , l 2 , l 3 , l 4 , l 5 , l 6 , l 7 }. There are 13 degree two vertices, one of which (s 4 ) is a stem, so T 2 = {v i |1 ≤ i ≤ 12}. The sets of leaves are S 1 = {l 1 , l 2 , l 3 }, S 2 = {l 4 , l 5 }, S 3 = {l 6 }, and S 4 = {l 7 }. An example of an 8-subset is H 8 = {s 3 , s 4 , l 1 , l 6 , l 7 , v 2 , v 11 , v 12 }. The vertices which are encompassed by H 8 are s 4 , l 6 , l 7 , v 11 , and v 12 . Therefore f G (H 8 , V ) = 5 and f G (H 8 , V − W ) = 4 as s 4 ∈ W .
We are now ready to count the number of dominating sets of a given size in a graph without a K 2 component.
Lemma 2.3
For a graph G of order n with no K 2 components and k ∈ N, where
Proof As there are n k k-subsets of vertices in G,
is the number of (n − k)-subsets of G which are not dominating. Thus by Lemma 2.2, the number of (n − k)-subsets which are not dominating is equivalent to the number of k-subsets which encompass at least one vertex. Therefore it is sufficient to show the number of k-subsets which encompass at least one vertex is
For each vertex v ∈ T i , its closed neighbourhood has order i + 1. If i ≤ k − 1 then there are
| > k and no k-subset can encompass v. Therefore the first term's count includes every k-subset which encompasses a non-stem vertex. We omit the stems of G as any k-subset which encompasses a stem s must also encompass one of its leaves l as
Hence each of these k-subsets are counted when we count every k-subset which contains l. If a k-subset H k encompasses at least one vertex, we wish only to count it once. However, our first term counts each k-subset for each non-stem vertex it encompasses. That is, each H k is counted f G (H k , V − W ) times and hence over-counted f G (H k , V − W ) − 1 times. In the case where
This gives us the second term.
The value of k puts restrictions on both f G (H k , V − W ) and H k . As H k has order k, it can encompass at most k vertices and hence
and it follows that any vertex H k encompasses must have degree less than k. In the next lemma we will use Lemma 2.3 to determine d(G, n − 3) for a graph G of order n with no isolated vertices and no K 2 components. Before we begin, we need yet a few more definitions. An r-loop is an induced r-cycle in G such that all but one vertex has degree two in G. Examples of r-loops can be found in Figure 1 ; the vertices s 3 , v 11 , and v 12 form a 3-loop, and the vertices s 3 , v 5 , v 6 , . . . , v 10 form a 7-loop. The vertices s 4 , v 1 , v 2 , and v 3 also form a 4-loop. Further, we use the following notation, all with respect to a graph G:
• L r : The set of r-loop.
• L i r : The set of r-loop subgraphs which contain stem s i .
• C r : The set of components which are cycles of order r.
Theorem 2.4 For a graph G of order n where G has no isolated vertices and no
Proof By Lemma 2.3 we know
As G has no isolated vertices, |T 0 | = 0 and
sufficient to show
Therefore we wish to find 3-subsets of G which encompass two or more non-stem vertices. Let H = {u, v, w} be a 3-subset of G which encompass two or more non-stem vertices. As H has order three, the non-stem vertices which it encompasses have degree at most two. As G has no isolated vertices then the vertices which H encompass are either all in T 1 or all in T 2 or both. Let S be the set of vertices which H encompasses. We now count each H in the three aforementioned cases.
Case 1: S ∩ T 1 = ∅ and S ∩ T 2 = ∅ As H has order three then it either encompasses two or three vertices in T 1 . Without loss of generality let u and v be two of the vertices encompassed by H. Then u, v ∈ T 1 , and, as G has no K 2 components, u and v are not adjacent. Furthermore as deg(u) = deg(v) = 1 and H encompasses both u and v, N(u) = {w} and N(v) = {w}. Therefore u and v are each leaves on the same stem w. We claim this case is impossible. If S contains at least one vertex from both T 1 and T 2 then let v ∈ T 2 with N(v) = {u, w}. As H encompasses v, u and w are both vertices in H. Moreover, as H is order three and S contains at least one vertex in T 1 , either u ∈ T 1 or w ∈ T 1 . Without loss of generality let u ∈ T 1 . Then u is a leaf and has only one neighbour, v. However, then v is a stem, and by definition not in T 2 , which is a contradiction.
Our three cases have produced three possible 3-subsets which encompass two or more non-stem vertices: two leafs on the same stem, 3-cycle components, and 3-loops. The three cases for H are shown in Figure 2 . Note the vertices which are encompassed by H are shaded. Now we need only to sum f G (H, V − W ) − 1 for each 3-subset. We will sum each f G (H, V − W ) − 1 by evaluating f G (H, V − W ) − 1 each case then multiplying it by the number of times it occurs in G.
If H is two leafs on the same stem then f G (H, V − W ) − 1 = 1. This 3-subset will occur
This 3-subset will occur |C 3 | times. Taking the sum of each of the cases gives use the right hand side of equation (2).
We now introduce a new collection of graphs.
Definition 2.5 Let G k denotes the set of all graph G with the property that every vertex is either a stem or has degree at most k.
Our focus will be when k = 2. Two familiar families of graphs in G 2 are paths and cycles. Another example was shown in Figure 1 . For a graph G of order n, clearly G ∈ G 2 if and only if ω + |T 1 | + |T 2 | = n. Note if G ∈ G k and G has a r-loop then the one vertex of the r-loop which is not degree two is a stem.
In the next lemma we will extend our work of Theorem 2.4 and determine d(G, n − 4) for a graph G ∈ G 2 of order n with no isolated vertices and no K 2 components (we will make essential use of this in the next section). The proof, although similar to that of Theorem 2.4, is more involved. Before we begin, we will partition T 2 into subsets based on the number of neighbouring stems.
• V 0 : The subset of T 2 with no adjacent stems.
• V i 1 : The subset of T 2 adjacent to exactly one stem, stem i.
• V ij 2 : The subset of T 2 adjacent to exactly two stems, stems i and j (denoted V 2 when G only has two stems). Theorem 2.6 Let G ∈ G 2 be a graph of order n with no isolated vertices and no K 2 components. Then
where
, and
. Now it is sufficient to show
Now max(f G (H 4 , V − W ) − 1, 0) from the left hand side of equation (3) is only non-zero when f G (H 4 , V − W ) ≥ 2. Therefore we wish to find 4-subsets of G which encompass two or more non-stem vertices. Let H = {w, x, y, z} be an arbitrary 4-subset of G which encompass two or more non-stem vertices. As G ∈ G 2 , each non-stem vertex has degree at most two. Furthermore, as G has no isolated vertices, the vertices which H encompass are either all in T 1 or all in T 2 or both. Let S be the set of non-stem vertices which H encompasses. We now count each H in three cases, as in the proof of Theorem 2.4.
As H encompasses at least two non-stem vertices then, without loss of generality, let w and x be encompassed by H. Then w, x ∈ T 1 and as G has no K 2 components then w and x are not adjacent. Therefore they are either leafs on the same stem, or leaves on different stems. If w and x are leaves on different stems then y and z are each stems and the only non-stems H encompasses are w and x. If w and x are leaves on the same stem then, without loss of generality, let y be the stem adjacent to w and x. Then z is either a third leaf on y or not. If z is a leaf on the stem y then H encompasses x, w and z. If z is not a leaf on y then H encompasses only w and x. The subgraphs which H induce are shown in Figure 3 . Dark gray vertices are stems, light gray vertices are encompassed by H and dashed edges are possible edges. Now we need only to sum f G (H, V − W ) − 1 for each such 4-subset. We will sum each f G (H, V − W ) − 1 by evaluating f G (H, V − W ) − 1 for each case then multiplying it by the number of times it occurs in G.
If H encompasses two leaves on different stems (Figure 3 
If H encompasses three leaves on the same stem ( Figure  3 
times. If H encompasses two leaves on the same stem and another vertex which is not on that stem (Figure 3 (c) 
Taking the sum of each of the cases gives us α 1 .
Case 2: S ∩ T 1 = ∅ and S ∩ T 2 = ∅ As H encompasses at least one vertex in T 2 and at least one vertex in T 1 then without loss of generality let x be encompassed by H and x ∈ T 2 where N(x) = {w, y}. As x ∈ T 2 then x is not a stem. Therefore w and y are not leaves and hence not in T 1 . As H must encompass at least one vertex in T 1 , z ∈ T 1 . Without loss of generality let N(z) = {y}. Note that the vertices of H are uniquely determined by the neighbourhoods of x and z. Furthermore y must be a stem and w can either be a stem, in T 2 and encompassed by H, or in T 2 and not encompassed by H. Each case induces a subgraph shown in Figure 4 . Dark gray vertices are stems, light gray vertices are encompassed by H and dashed edges are possible edges. If w is a stem (Figure 4 (a)) then f G (H, V − W ) − 1 = 1 and x ∈ V ij 2 for some stems i and j. This 4-subset will occur |S i | + |S j | times for every T 2 vertex adjacent to stems i and j. As the number of T 2 vertices adjacent to stems i and j is V ij 2 then this 4-subset will occur
If w is not a stem (Figure 4 (b) and (c)) then x ∈ V i 1 and z ∈ S i for some stem i. As H is uniquely determined by the closed neighbourhoods of x and z then we can count these by choosing one vertex from V i 1 and one vertex from S i for each stem i. This gives us the term
and by it, the subgraph of the type in Figure 4 (b) will be counted twice for each instance in G and subgraph in Figure 4 (c) will be counted once for each instance in G. However, that is exactly equal to f G (H, V − W ) − 1 for each of these cases. Hence
by the number of times it occurs in G.
Taking the sum of terms for when w is a stem and when w is not a stem gives us α 2 .
Case 3:
We will generate every possible such subgraph by first constructing the induced subgraphs of 4-subsets which encompass at least one degree two vertex. Clearly the smallest (fewest edges) such subgraph is P 3 ∪ K 1 as shown in Figure 5 (a). We can then construct the other such subgraphs by adding every combination of the four omitted edges and removing any isomorphisms. This generates the seven other subgraphs shown in Figure 5 .
Figure 5: Every subgraph with four vertices containing at least one degree two vertex
We now narrow the subgraphs in Figure 5 to subgraphs which encompass two or more vertices in T 2 . Simply put, each subgraph must contain at least two degree two vertices which are not stems. As subgraph (a) and (b) only contain one vertex for degree greater than one, they do not fit our criteria. As these subgraphs are from a graph in G 2 , any vertex with degree greater than two must be a stem and hence not in T 2 . As each vertex in subgraph (h) is degree three then they are all stems and not in T 2 . Therefore subgraph (h) does not fit our criteria and we need only to consider subgraphs (c), (d), (e), (f ), and (g).
Of the remaining subgraphs we must consider the possibility that some degree two vertices are not in T 2 or are not encompassed by H. As each subgraph must contain at least two T 2 vertices, the degree two vertices in subgraphs (c), (e), and (g) cannot be stems. Each case is shown in Figure 6 where stems are the dark gray vertices and the vertices in T 2 are in light gray. Note that in Figure 6 the white vertices are not encompassed and can either be stems, T 1 , or T 2 vertices. However as we are examining the case where H only encompasses T 2 vertices then v 1 , v 4 from (i) and v 4 from (iv) are not T 1 vertices. Now we need only to sum f G (H, V − W ) − 1 for each 4-subset. We will sum each f G (H, V − W ) − 1 by evaluating f G (H, V − W ) − 1 for each case, then multiplying the result by the number of times the subgraph occurs in G. We may also group some cases for simplicity.
Cases Therefore there is exactly one 4-subset of G which encompasses v 2 and v 3 . As there is exactly one edge between v 2 and v 3 in G, we can relate the number of edges between T 2 vertices in G and the sum of f G (H, V − W ) − 1 for cases (i), (v), (vi), and (vii). We will count the total number edges between T 2 vertices in G by summing half the number of T 2 vertices each T 2 vertex is adjacent to. We will then subtract the number of edges between T 2 vertices which have the same closed neighbourhood as there are multiple 4-subsets which encompass them. We will also adjust for cases where the number of edges between T 2 vertices does not equal
For a graph in G 2 , the neighbours of a T 2 vertex are either stems or other T 2 vertices. Each vertex in V 0 is adjacent to two other T 2 vertices. Each vertex in V i 1 , for any stem i, is adjacent to one other T 2 vertex. Each vertex in V ij 2 , for any stems i and j, is adjacent to no other T 2 vertices. Therefore the number of edges between T 2 vertices in G is
If two adjacent T 2 vertices have the same closed neighbourhood then they induce a 3-cycle. Furthermore, as at least two of the vertices of the 3-cycle are in T 2 , the induced 3-cycle is either a 3-loop or 3-cycle component in G. As each 3-loop contains one edge between T 2 vertices and each 3-cycle component contains three edges between T 2 vertices, we subtract |L 3 | + 3|C 3 | from the total number of edges between T 2 vertices. In cases (i), (vi), and (vii) the number of edges between T 2 vertices equals f G (H, V − W ) − 1. However, in case (v), which is a C 4 component of G, f G (H, V − W ) − 1 = 3 and there are 4 edges between T 2 vertices. Hence we must also subtract one for each C 4 component of G. Therefore the sum of f G (H, V − W ) − 1 for cases (i), (vi), (v), and (vii) is
is a C 3 component with any other vertex. Thus for each C 3 component there is n − 3 such 4-subsets. Therefore the number of instances of case (ii) is |C 3 |(n − 3).
For cases (iii) and (iv), f G (H, V − W ) − 1 = 1. Cases (iii) and (iv) are 3-loops in G with any other vertex which is not a T 1 adjacent to the stem. This is true because H does not encompass any T 1 vertices and hence cannot contain both a stem and one of its leaves. The number of instances of the cases (iii) and (iv) in G is
Cases (viii) and (ix) are two T 2 vertices adjacent to the same two stems. Therefore for each pair of stems i and j, there are
Therefore the number of instances of cases (viii) and (ix) is i =j
Combining like terms and the fact
We now turn specifically to the coefficients of the domination polynomials of paths, with interest in the top four.
We will also need to know when −2 is root, as this plays a role in our characterization of graphs that are domination equivalent to paths. The domination polynomial is multiplicative across components (that is,
This observation is vital to proving the domination equivalence classes of paths.
It is well known (and easy to see [6] ) that P n satisfies the recurrence
for n ≥ 3 (other families, such as the cycles C n , do as well). We show that for n ≥ 9, −2 is never a root of D ( 
Proof Substituting x = −2 into the recurrence , we find that
By induction we will show the magnitude of D(G n , −2) is increasing in absolute value and alternating in sign for all n ≥ N + 3. As |D(G N , −2)| > 0 then this will imply D(G n , −2) = 0 for m ≥ N. By the hypotheses, the result is true for n = N.
) alternate in signs and increase in absolute value. Then we will first show D(G k+1 , −2) has opposite sign to
When we multiply the left side of the above inequality by −2, from the recurrence relation for D(G k , −2) we will obtain D(G k+1 , −2). The signs continue to alternate.
We now show |D(G k+1 , −2)| > |D(G k , −2)|. We consider the two cases:
2) > 0, and D(G k−3 , −2) < 0. By our induction assumption, the magnitude D(G m , −2) is strictly increasing. Therefore
Using the base cases D(P 1 , x) = x, D(P 1 , x) = x 2 +2x and D(P 3 , x) = x 3 +3x 2 +x, calculations will show that D(P i , −2) = 0 for 9 ≤ i ≤ 12, D(P 13 , −2) = −32, D(P 14 , −2) = 64 and D(P 15 , −2) = −96. From this and the previous Lemma, we conclude:
Equivalence Classes of Paths
We have done the necessary background work to proceed onto our characterization of those graphs that are domination equivalent to path P n . We remark that are proof is considerably more involved
We first observe that any graph G ∼ D P n does not have any 4-cycle components. This follows from the multiplicativity of the domination polynomial over components and the following two lemma. In the next Lemma we use the results from Theorem 2.4, Theorem 2.6 and Corollary 2.9 to show, for large enough n, any graph G ∼ D P n must be the disjoint union of one path and some number of cycles.
Proof Let G be a graph with D(G, x) = D(P n , x) where n ≥ 9. Then d(G, i) = d(P n , i) for all i. Furthermore, by Theorem 2.7 we have − d(G, n − 2) = 2. By Theorem 2.4, as G has no K 2 components and no isolated vertices,
Furthermore, from |T 1 | = 2 and (iii) we know
By rearranging for |T 2 | we get
We claim for G, |L 3 | = 0, |C 3 | = 0 and G ∈ G 2 (recall that G 2 is the set of all graphs with maximum non-stem degree two, and that ω is the number of stems in G). We will show our claim is true using the fact that n = ω + i∈N |T i | so n ≥ ω + |T 1 | + |T 2 |. As
As G has two leaves, it either has one or two stems. We now consider the two cases for G.
Case 1: G has one stem.
Then ω = 1, |S 1 | = 2, and |T 2 | ≤ n − 3. Thus
As |L 3 | + 2|C 3 | ≥ 0 then |T 2 | ≥ n − 3 and therefore |T 2 | = n − 3. Furthermore |L 3 | + 2|C 3 | = 0 so |L 3 | = 0 and |C 3 | = 0. As
Case 2: G has two stems.
Then ω = 2 ,|S 1 | = 1,|S 2 | = 1, and |T 2 | ≤ n − 4. Thus
As |L 3 | + 2|C 3 | ≥ 0 then |T 2 | ≥ n − 4 and therefore |T 2 | = n − 4. Furthermore |L 3 | + 2|C 3 | = 0 so |L 3 | = 0 and |C 3 | = 0. As
For a graph in G 2 , a T 2 vertex can only be adjacent to stems or other T 2 vertices. Therefore the T 2 vertices form paths between stems, r-loops, and disjoint cycles in G 2 graphs. As G ∈ G 2 , G will be the disjoint union of some number of cycles and a subgraph H which has one of the two forms shown in Figure 7 . (These two forms were noted for graphs domination equivalent to paths in [1] , but we shall need more than was used there about the types of subgraphs present to limit the possibilities).
. . . Recall from Section 2, we partitioned T 2 into subsets based on the number of neighbouring stems.
• V ij 2 : The subset of T 2 adjacent to exactly two stems, stems i and j (denoted V 2 when G only has two stems ).
We wish to show that the subgraph H of G is either a path or a path with an edge between its stems. This is equivalent of showing H has two stems with either one path between them or two, with one being an edge, and no r-loops. If G has exactly two stems, and no r-loops, then the number of paths between the stems is exactly By Theorem 2.6, as G has no K 2 components, no isolated vertices, and G ∈ G 2 , we have that
As |L 3 | = 0 then |L i 3 | = 0 for every i. Furthermore |C 3 | = 0 and by Corollary 3.3 |C 4 | = 0. We again consider the two cases where G has one stem and G has two stems. Note that
We claim this case results in a contradiction. As G has one stem then ω = 1, |S 1 | = 2, |T 2 | = n − 3. As G only has one stem, there are no degree two vertices adjacent to two stems and |V ij 2 | = 0 for all i and j. Furthermore |V 0 | + |V 1 1 | = |T 2 | = n − 3. Using this we can simplify α 1 , α 2 , and α 3 to be
However by item (iv), d(G, n − 4) = . But |V 1 1 | is a positive integer, which gives us a contradiction.
Case 2: G has two stems.
As G has two stems, we find that ω = 2 ,|S 1 | = 1, |S 2 | = 1, and |T 2 | = n − 4. As there are only two stems, let the set of T 2 vertices which are adjacent to both be denoted V 2 . Furthermore
Using this we can simplify α 1 , α 2 , and α 3 to be
However by item (iv), d(G, n − 4) = n 4 − (2n 2 − 13n + 20) and therefore
As each summand is non-negative and
is a non-negative integer, the only solutions to this
In the case 
1 | = 0, and |V 2 | = 1. Both cases result in H having one path between its two stems and no r-loops. As we do not specify the degree of the stems, this allows for the possibility of an edge to be between them, and proves our result.
Let n ∈ Z and p be a prime number. If n is not zero, there is a nonnegative integer a such that p a | n but p a+1 ∤ n; we let ord p (n) = a. In other words, a is the exponent of p in the prime decomposition of n. Furthermore let ord p (0) = 0. In a similar method used by Akbari and Oboudi [2] we will determine ord 3 (D(P n , −3)) in order to show that if a graph G is D-equivalent to a path, then G is the disjoint union of a path and at most two cycles.
Using a similar approach for paths, we can prove.
The next straightforward lemma gives the domination numbers of paths and cycles, and will help us to restrict the number of disjoint cycles in G if G ∼ D P n .
Lemma 3.7 For every
⌉, and for all n ≥ 3, γ(C n ) = ⌈ n 3
⌉.
From Lemma 3.4 we know if G is D-equivalent to P n then G is the disjoint union of H and some number of cycles where H ∈ {P k , P k } and k ≤ n. In the next lemma we will show the number of cycles is at most two.
and C is a disjoint union of at most two cycles.
Proof Let n = 3m + r and G be a graph with D(G, x) = D(P 3m+r , x) where r ∈ {0, 1, 2}. By Lemma 3.4,
where 3m + r = k i=1 (3m i + r i ) and for each i, r i ∈ {0, 1, 2}. In this proof we will begin by restricting the number of non-zero r i , and then restrict the number of r i which are zero. By Lemma 3.7 we know
As γ(G) = γ(P 3m+r ) and γ(P 3m+r ) = ⌈ 3m+r 3
, and f (2) = . Now consider the number of r i = 0 for the cases r = 0, 1, and 2
• If r = 0 then f (r i ) = 0 and no r i = 0.
and at most two r i = 0.
• If r = 2 then f (r i ) = 1 3 and at most one r i = 0.
We now count the r i = 0. For a graph H, let g(H) = ord 3 (D(H, −3)) − γ(H). Using Lemma 3.5, Lemma 3.6 and the fact that γ(C 3m+r ) = γ(P 3m+r ) = ⌈ 3m+r 3
⌉ we can obtain g(P 3m+r ) and g(C 3m+r ):
For simplicity we will denote g(P 3m+r ) and g(C 3m+r ) with g P (r) and g C (r). Because G is the disjoint union of a path and cycles then γ(G) is just the sum of domination numbers of each of the paths and cycles. Similarly ord 3 (D (G, −3) ) is just the sum of the orders of each of its components. From this we get the following equality:
Now consider the number of r i = 0 for the cases r = 0, 1, and 2
g C (r i ) = 0 and no r i = 0 for i ≥ 2.
• If r = 1 then g P (r 1 ) + k i=2 g C (r i ) = 0 and no r i = 0 for i ≥ 2.
• If r = 2 then g P (r 1 ) + k i=2 g C (r i ) = 0 or 1 and at most one r i = 0 for i ≥ 2
Together with the three cases counting the number r i = 0, we can easily see there are at most two r i for i ≥ 2. Therefore there are at most two cycle components.
We have narrowed the number of cycle components to two in graphs which are D-equivalent to paths. From Lemma 3.1 we know D(C n , −1). We will now evaluate D ′ (C n , −1), D ′′ (C n , −1), and
, and D ′′′ (P n , −1).
The proofs of Lemmas 3.11 -3.15 are similar and are left to the reader.
n, n ≡ 2 mod 4 1 16
n, n ≡ 2 mod 4 9 16
We now present our main result, the equivalence class of paths. The next theorem will show [P n ] = {P n , P n } for n ≥ 9. However, first we will discuss the [P n ] for n ≤ 8 as shown in Table 1 . For n = 4, 7, 8, [P n ] = {P n , P n } (P 3 only has one stem, so P 3 and P ′ 3 are isomorphic). Recall from the proof of Lemma 3.4, D(P n , −2) = 0 when n = 4, 7, 8. This is evident in Table 1 as P 4 , P 7 , and P 8 are each D-equivalent to graphs with K 2 components. Note that [P 7 ] and [P 8 ] each have four graphs, however they effectively only have two graphs as the other two graphs are just copies with an irrelevant edge added (the edge between two stems).
Theorem 3.16 Let F i (i ≥ 3) denote the graph that consists of a cycle C i with a pendant edge (that is, one of the vertices v i of the cycle is attached to a new vertex of degree 1)
, and H i denote the graph formed from F i and K 2 by adding in an edge between the stem in F i and a vertex of K 2 . Then
• [P n ] = {P n , P n , F n−3 ∪ K 2 , H n−3 } for n = 7, 8, and Proof From previous remarks, it suffices to only consider n ≥ 9. Let G be a graph which is Dequivalent to P n . By Lemma 3.8 G = H ∪ C where H ∈ {P n 1 , P n 1 } with n 1 ≤ n and C is the disjoint union of at most two cycles. Therefore either
It is sufficient to show the latter two cases always yield a contradiction. We will do so by evaluating D(P n , −1), . . . , D ′′′ (P n , −1) and D(G, −1), . . . , D ′′′ (G, −1) for all cases n 1 , n 2 , n 3 ≡ 0, 1, 2, 3 (mod 4) and showing each case contradicts D(G, x) = D(P n , x). By Lemma 3.1 there can be no cycles with order congruent to 0 (mod 4), there are 12 cases to consider for one cycle (without loss n 1 ≡ 0, 1, 2, 3 (mod 4) and n 2 ≡ 0, 1, 2, 3 (mod 4)) and similarly 24 cases for two cycles. In each case, we can derive a contradiction.
We begin with the situation of only one cycle, so that, without loss, n 3 = 0 and G = P n 1 ∪ C n 2 . By Theorem 2.1, taking the first three derivatives of D(G, x) we obtain the following system of equations:
There are 12 cases to consider.
As n ≡ n 1 + n 2 (mod 4), n ≡ 1 (mod 4), and so equation (P C1) reduces to n + 1 2 = n 2 and equation (P C2) reduces to
Therefore n = 2n 2 − 1. As n = n 1 + n 2 , n 1 = n 2 − 1. So by substituting this into the reduced equation (P C2) and multiplying both sides by 8 we obtain
Simplifying, we are left with
Therefore n 2 = 1. As n 2 ≥ 3, this is a contradiction.
As n ≡ n 1 + n 2 (mod 4), n ≡ 2 (mod 4), and so equation (P C2) reduces to (n + 2)
and equation (P C3) reduces to
We will now substitute n = n 1 + n 2 into the reduced equation (P C2):
. By substituting this and n = n 1 + n 2 into the reduced equation (P C3) and multiplying by n 2 we obtain
We obtain the solutions n 2 = −2, 2, −2 √ 3i or 2 √ 3i. As n 2 is order of the cycle, n 2 ≥ 3 and real, a contradiction for all four solutions.
Case 3: n 1 ≡ 0, n 2 ≡ 3 (mod 4)
As n ≡ n 1 +n 2 (mod 4), n ≡ 3 (mod 4) and D(P n , −1) = 1. However D(G, −1) = D(P n 1 , −1)D(C n 2 , −1) = (1)(−1) = −1 which is a contraction.
, n ≡ 2 (mod 4) and D(P n , −1) = −1. However D(G, −1) = D(P n 1 , −1)D(C n 2 , −1) = (−1)(−1) = 1, which is a contraction.
Case 5: n 1 ≡ 1, n 2 ≡ 2 (mod 4)
As n ≡ n 1 + n 2 (mod 4), n ≡ 3 (mod 4), and so equation (P C1) reduces to
This implies n = n 1 . However n = n 1 + n 2 , so n 2 = 0, which is a contradiction.
Case 6: n 1 ≡ 1, n 2 ≡ 3 (mod 4)
As n ≡ n 1 + n 2 (mod 4), n ≡ 0 (mod 4), and so equation (P C1) reduces to
This implies n 1 = −1, which is a contradiction.
and equation (P C2) reduces to
Therefore n = 2n 2 − 1. As n = n 1 + n 2 , n 1 = n 2 − 1. By substituting this into the reduced equation (P C2) and multiplying both sides by 8 we obtain
Bringing everything to one side and simplifying we are left with
Therefore n 2 = 1. However as n 2 ≥ 3, this is a contradiction.
Case 8: n 1 ≡ 2, n 2 ≡ 2 (mod 4)
As n ≡ n 1 + n 2 (mod 4), n ≡ 0 (mod 4), and so equation (P C2) reduces to
and equation (P C3) reduces to 1 16
We will now substitute n = n 1 + n 2 into the reduced equation (P C2).
. By substituting this and n = n 1 + n 2 into the reduced equation (P C3) and multiplying by n 2 we obtain 0 = 1 4 n
We obtain the solutions n 2 = −2, 2, −2 √ 3i or 2 √ 3i. As n 2 is order of the cycle, n 2 ≥ 3 and real. This is a contradiction for all four solutions.
As n ≡ n 1 +n 2 (mod 4), n ≡ 1 (mod 4) and
Case 10: n 1 ≡ 3, n 2 ≡ 1 (mod 4)
As n ≡ n 1 +n 2 (mod 4), n ≡ 0 (mod 4) and D(P n , −1) = 1. However D(G, −1) = D(P n 1 , −1)D(C n 2 , −1) = (1)(−1) = −1, which is a contraction.
Case 11: n 1 ≡ 3, n 2 ≡ 2 (mod 4)
As n ≡ n 1 + n 2 (mod 4), n ≡ 1 (mod 4) and equation (P C1) reduces to
Case 12: n 1 ≡ 3, n 2 ≡ 3 (mod 4)
As n ≡ n 1 + n 2 (mod 4), n ≡ 2 (mod 4) and equation (P C1) reduces to 0 = 1 2 (n 1 + 1).
As each of the 12 cases result in a contradiction, G is not a disjoint union of H and one cycle, where H ∈ {P n 1 , P n 1 }. We will now consider whether G can be a disjoint union of H and two cycles; this yields (without loss) 24 cases, a number of which can be handled quickly, although some are more involved than the others. Here we have G = P n 1 ∪ C n 2 ∪ C n 3 . By Theorem 2.1 taking the first three derivatives of D(G, x) we obtain the following system of equations:
As n ≡ n 1 + n 2 + n 3 (mod 4), n ≡ 2 (mod 4) and by Lemma 3.12, D(P n , −1) = −1. However by Lemma 3.1 and Lemma 3.12, D(P n 1 , −1) = 1 and D(C n 2 , −1) = D(C n 3 , −1) = −1 so D(G, −1) = 1, which is a contradiction.
As n ≡ n 1 + n 2 + n 3 (mod 4), n ≡ 3 (mod 4), and so equation (P CC1) reduces to
and equation (P CC2) reduces to
Therefore n = 2n 2 − 1. As n = n 1 + n 2 + n 3 , n 2 = n 1 + n 3 + 1 and n = 2n 1 + 2n 3 + 1. By substituting this into the reduced equation (P CC2) and multiplying both sides by 8 we obtain (2n 1 + 2n 3 − 2)(2n 1 + 2n 3 + 2) = −n 1 (n 1 + 4) − 2n 3 (n 3 + 2) + 4(n 1 + n 3 + 1)(n 1 + n 3 ), which simplifies to
As n 3 ≥ 3, there are no solutions, which is a contradiction.
As n ≡ n 1 + n 2 + n 3 (mod 4), n ≡ 0 (mod 4), and so equation (P CC2) reduces to
and equation (P CC3) reduces to 1 16
We will now substitute n = n 1 + n 2 + n 3 into the the reduced equation (P CC2):
Therefore if we isolate for n 1 we find
By substituting this and n = n 1 + n 2 + n 3 into the the reduced equation (P CC3), multiplying by 64n 2 + 64n 3 , and simplifying we obtain 
We have plotted the non-negative solutions to equation (9) along with the line n 3 = 8−n 2 in Figure 8 . We will show that any line n 3 = k − n 2 which intersects the set of non-negative solutions to equation (9) must have k ≤ 8. Therefore we will be able to bound all solutions to equation (9) with the bounds n 3 ≤ 8 − n 2 and n 3 , n 2 ≥ 3. We will show the line n 3 = k − n 2 only intersects the set of non-negative solutions to equation (9) if k ≤ 8. First substitute n 3 = k − n 2 into equation (9) to obtain
The solutions are
Therefore n 2 is real only if −3k 2 + 192 ≥ 0 and hence k ≤ 8. Therefore the only remaining viable solutions are the 6 integer pairs bounded by n 2 , n 3 ≥ 3 and n 3 ≤ 8 − n 2 . As none are solutions, this is a contradiction.
As n ≡ n 1 + n 2 + n 3 (mod 4), n ≡ 0 (mod 4) and by Lemma 3.13, D ′ (P n , −1) = 0. However by Lemma 3.9 and Lemma 3.13 D ′ (G, −1) = −n 2 , so n 2 = 0, which is a contradiction as n 2 ≥ 3.
As n ≡ n 1 + n 2 + n 3 (mod 4), n ≡ 1 (mod 4) and by Lemma 3.12, D(P n , −1) = −1. However by Lemma 3.1 and Lemma 3.12,
which is a contradiction.
Case 6: n 1 ≡ 0, n 2 ≡ 3, n 3 ≡ 3 (mod 4)
As n ≡ n 1 + n 2 + n 3 (mod 4), n ≡ 2 (mod 4) and by Lemma 3.12, D(P n , −1) = −1. However by Lemma 3.1 and Lemma 3.12, D(P n 1 , −1) = 1 and D(C n 2 , −1) = D(C n 3 , −1) = −1 so D(G, −1) = 1, which, is a contradiction.
As n ≡ n 1 +n 2 +n 3 (mod 4), n ≡ 3 (mod 4) and by Lemma 3.12, D(P n , −1) = 1. However by Lemma 3.1 and Lemma 3.12,
As n ≡ n 1 +n 2 +n 3 (mod 4), n ≡ 0 (mod 4) and by Lemma 3.12, D(P n , −1) = 1. However by Lemma 3.1 and Lemma 3.12, D(P n 1 , −1) = −1 and D(C n 2 , −1) = D(C n 3 , −1) = −1 so D(G, −1) = −1, which is a contradiction.
Case 9: n 1 ≡ 1, n 2 ≡ 2, n 3 ≡ 2 (mod 4)
As n ≡ n 1 + n 2 + n 3 (mod 4), n ≡ 1 (mod 4), and so equation (P CC1) reduces to
However this implies n = n 1 , which is a contradiction.
Case 10:
Therefore n = n 1 + 2n 2 . Furthermore equation (P CC2) reduces to
By substituting n = n 1 + 2n 2 into the reduced equation (P CC2) and multiplying both sides by 8 we obtain −(n 1 + 2n 2 − 1) 2 = −(n 1 − 1) 2 − 8n 2 (n 1 + 1) − 4n 2 (n 2 − 1).
This simplifies to 0 = −(n 1 + 2n 2 − 1) 2 − (−(n 1 − 1) 2 − 8n 2 (n 1 + 1) − 4n 2 (n 2 − 1)) 0 = −(n 1 + 2n 2 − 1) 2 + (n 1 − 1) 2 + 8n 2 n 1 + 8n 2 + 4n 0 = −2(2n 2 )(n 1 − 1) + 8n 2 n 1 + 4n 2 0 = −4n 2 n 1 + 4n 2 + 8n 2 n 1 + 4n 2 0 = 4n 2 n 1 + 8n 2
As n 2 ≥ 3, this equation has no solutions, which is a contradiction.
Case 11: n 1 ≡ 1, n 2 ≡ 2, n 3 ≡ 3 (mod 4)
As n ≡ n 1 + n 2 + n 3 (mod 4), n ≡ 2 (mod 4), and so equation (P CC1) reduces to 0 = n 1 + 1 2 .
Therefore n 1 = −1, which is a contradiction as n 1 > 0.
Case 12: n 1 ≡ 1, n 2 ≡ 3, n 3 ≡ 3 (mod 4)
As n ≡ n 1 +n 2 +n 3 (mod 4), n ≡ 3 (mod 4) and by Lemma 3.12, D(P n , −1) = 1. However by Lemma 3.1 and Lemma 3.12, D(P n 1 , −1) = −1 and D(C n 2 , −1) = D(C n 3 , −1) = −1 so D(G, −1) = −1, which is a contradiction.
Case 13: n 1 ≡ 2, n 2 ≡ 1, n 3 ≡ 1 (mod 4)
As n ≡ n 1 +n 2 +n 3 (mod 4), n ≡ 0 (mod 4) and by Lemma 3.12, D(P n , −1) = 1. However by Lemma 3.1 and Lemma 3.12, D(P n 1 , −1) = −1 and D(C n 2 , −1) = D(C n 3 , −1) = −1 so D(G, −1) = −1, which is a contradiction. Therefore n 2 is real only if −3k 2 − 384 ≥ 0. However −3k 2 − 384 < 0 and we have no real solutions for n 2 , which is a contradiction.
Case 16: n 1 ≡ 2, n 2 ≡ 1, n 3 ≡ 3 (mod 4)
As n ≡ n 1 + n 2 + n 3 (mod 4), n ≡ 2 (mod 4) and by Lemma 3.13, D ′ (P n , −1) = 0. However by Lemma 3.9 and Lemma 3.13 D ′ (G, −1) = n 2 , so n 2 = 0, which is a contradiction as n 2 ≥ 3.
Case 17: n 1 ≡ 2, n 2 ≡ 2, n 3 ≡ 3 (mod 4)
Case 18: n 1 ≡ 2, n 2 ≡ 3, n 3 ≡ 3 (mod 4)
Case 19: n 1 ≡ 3, n 2 ≡ 1, n 3 ≡ 1 (mod 4)
As n ≡ n 1 + n 2 + n 3 (mod 4), n ≡ 1 (mod 4) and by Lemma 3.12, D(P n , −1) = −1. However by Lemma 3.1 and Lemma 3.12, D(P n 1 , −1) = 1 and D(C n 2 , −1) = D(C n 3 , −1) = −1 so D(G, −1) = 1, which is a contradiction.
Case 20: n 1 ≡ 3, n 2 ≡ 1, n 3 ≡ 2 (mod 4)
Case 21: n 1 ≡ 3, n 2 ≡ 2, n 3 ≡ 2 (mod 4)
As n ≡ n 1 + n 2 + n 3 (mod 4), n ≡ 3 (mod 4), and so equation (P CC1) reduces to − n + 1 2 = − n 1 + 1 2 However this implies n = n 1 , which is a contradiction.
Case 22: n 1 ≡ 3, n 2 ≡ 1, n 3 ≡ 3 (mod 4)
As n ≡ n 1 + n 2 + n 3 (mod 4), n ≡ 3 (mod 4), and so equation (P CC1) reduces to − n + 1 2 = − n 1 + 1 2 − n 2 .
Therefore n = n 1 + 2n 2 . Furthermore equation (P CC2) reduces to 1 8 (n − 3)(n + 1) = 1 8 (n 1 − 3)(n 1 + 1) + n 2 (n 1 + 1) + 1 2 n 2 (n 2 − 1).
By substituting n = n 1 + 2n 2 into the reduced equation (P CC2) and multiplying both sides by 8 we obtain (n 1 + 2n 2 − 3)(n 1 + 2n 2 + 1) = (n 1 − 3)(n 1 + 1) + 8n 2 (n 1 + 1) + 4n 2 (n 2 − 1), which simplifies to 4n 2 n 1 + 8n 2 = 0.
As n 2 ≥ 0, this equation has no non-negative solutions, which is a contradiction.
Case 23: n 1 ≡ 3, n 2 ≡ 2, n 3 ≡ 3 (mod 4)
As n ≡ n 1 + n 2 + n 3 (mod 4), n ≡ 0 (mod 4), and so equation (P CC1) reduces to 0 = − n 1 + 1 2 .
Case 24: n 1 ≡ 3, n 2 ≡ 3, n 3 ≡ 3 (mod 4)
As each case results in a contradiction, G is not a disjoint union of H and one cycle nor two cycles, where H ∈ {P n 1 , P n 1 }. We conclude G has no cycle components and G ∈ {P n , P n }.
Concluding Remarks
While we have determined the domination equivalence classes for paths, there are many other families of graphs for which the equivalence classes are unknown. One salient one is cycles. Another extension is to consider trees, where the arguments are likely to be more difficult. Partial results on when trees are dominating unique would be interesting, and may highlight what dominating polynomials can say about graphs in the acyclic setting.
