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ABSTRACT 
 
 
Development of Multi-Scale Kinetic Mechanisms for Combustion at Low and Intermediate 
Temperatures  
 
Ashutosh Gupta 
  
David L. Miller, Ph.D. and Nicholas P. Cernansky, Ph.D.  
 
 
 
 
In the absence of scalable alternative energy sources that are greenhouse gas (GHG) neutral, 
hydrocarbon fuels are expected to continue to be a large part of the energy mix for the 
foreseeable future.  Nevertheless, combustion technologies and fuels will have to be 
improved and refined to reduce hazardous and GHG emissions and improve efficiency.  
Computer simulations using accurate chemical kinetic models are increasingly being used to 
aid the development of these technologies.  This study presents approaches that can help 
improve kinetic models for combustion and aid the development of new engine technologies 
that are fuel efficient and produce lower GHG emissions. 
 
A reduced kinetic mechanism that can predict cool flames for propane-air mixtures was 
developed.  The mechanism is able to predict multiple cool flames, global variables and 
species concentrations within defined accuracy limits, and reduces computation time by a 
factor of three and computer memory for the computation by an order of magnitude.    
 
This study also developed algorithms for the development of extended detailed kinetic 
mechanisms as well as skeletal models for primary fuels and fuel additives.  This algorithm 
was used to develop a detailed mechanism for the combustion of Primary Reference Fuels 
(PRFs) and Di-Tertiary Butyl Peroxide (DTBP), a fuel additive.  The detailed kinetic 
  
xvii 
mechanism was able to help explain the impact of DTBP on PRF combustion in a PCI engine 
and identify the primary mode of action of DTBP depending on the PRF octane number.  The 
skeletal model reduces the computation time by 99.6%, and requires approximately 0.1% 
computer memory compared to the detailed mechanism.  
 
As a final objective, the first detailed kinetic mechanism accounting for the formation of 
lactones during low temperature combustion of hydrocarbons was developed.  Lactones are 
cyclic ethers with a carbonyl function that have been observed experimentally by several 
research groups including the combustion chemistry group at Drexel University, but not 
predicted, by kinetic mechanisms available today. The proposed detailed kinetic mechanism, 
containing 206 new reactions and 35 new species, was able to achieve good agreement with 
published experimental data for the non-alkylated lactones produced during the oxidation of 
n-dodecane in a Pressurized Flow Reactor. 
  
xviii 
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CHAPTER 1. INTRODUCTION 
 
1.1   CLIMATE CHANGE 
 
Dr. Rajendra K. Pachauri, Director-General of the Tata Energy Research Institute, New 
Delhi and the Chairman of the Intergovernmental Panel on Climate Change (IPCC) 
shared with United States’ former Vice President Albert A. Gore the Nobel Prize for 
Peace in 2007 on behalf of the IPCC.  In his Nobel lecture Dr. Pachauri noted that he 
perceived the award to be an acknowledgement of the need to study and mitigate the 
effect of greenhouse gas (GHG) emissions and that it underscored the fact that the topic 
had transcended academic scholarship and had become vital to the peace, stability and 
progress of all mankind.  Some excerpts: 
 
“The Panel (IPCC) was established in 1988 through a resolution of the UN General 
Assembly. One of its clauses was significant in having stated, "Noting with concern that 
the emerging evidence indicates that continued growth in atmospheric concentrations of 
"greenhouse" gases could produce global warming with an eventual rise in sea levels, 
the effects of which could be disastrous for mankind if timely steps are not taken at all 
levels". This means that almost two decades ago the UN was acutely conscious of the 
possibility of disaster consequent on climate change through increases in sea levels. 
Today we know much more, which provides greater substance to that concern.” 
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“…in recent years several groups have studied the link between climate and security. 
These have raised the threat of dramatic population migration, conflict, and war over 
water and other resources as well as a realignment of power among nations. Some also 
highlight the possibility of rising tensions between rich and poor nations, health 
problems caused particularly by water shortages, and crop failures as well as concerns 
over nuclear proliferation.” 
 
69.6%
22.9%
7.1% 0.4% CO2
CH4
N2O
High GWP Gases
 
Figure 1-1:  Contribution of Anthropogenic Emissions of Greenhouse Gases to the Enhanced 
Greenhouse Effect from Pre-Industrial to Present; GWP=Global Warming Potential (source: IPCC, 
2001) 
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Applying the knowledge of combustion to reduce the creation of the aforementioned 
GHGs (classified by IPCC according to their Global Warming Potential, shown in Fig. 1-
1) is the least controversial method to mitigate climate change.  Pioneered by the United 
States’ Clean Air Act of 1963, emission regulations mandated by several governments 
have progressively lowered the emission limits for vehicles (Fig. 1-2).  This has led to a 
reduced generation of several GHGs and pollutants (such as hydrocarbons, oxides of 
nitrogen, oxides of sulfur and carbon monoxide) by several orders of magnitude on a ‘per 
unit of energy generated’ basis.  Such a reduction has taken place not only in the 
transportation sector (primarily the automotive sector), which is the largest producer of 
GHGs, but also in the non-transportation sector (primarily the power and manufacturing 
sectors).  Furthermore, these reductions were obtained as a result of progress in research 
and development, and were accompanied by almost no appreciable adverse 
anthropological effects.  Therefore it may be claimed that advances in combustion 
research remain the ‘best bet’ to mitigate the risk of global warming and climate change. 
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Figure 1-2: EPA Vehicle Emission Regulations for Cars and Light Trucks (source: www.eprinc.org) 
 
 
1.2   LIMITED FUEL RESOURCES 
 
Around the time Dr. Pachauri was delivering the Nobel lecture, the price of NYMEX 
Crude Oil Futures crossed the psychologically important price-point of $100/barrel for 
the first time in human history.  This price is a reflection of the increasing gap between 
the burgeoning demand for oil (Fig. 1-3) and the limited reserves that exist and the supply 
amounts that the petroleum industry and geopolitical concerns can support.   
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Figure 1-3: Petroleum Consumption and Price 1973-2009 (source: WTRG Economics, 2011) 
 
 
1.3   TECHNOLOGICAL SOLUTIONS 
 
During the State of the Union Address in 2006, President George W Bush said: 
 
“Keeping America competitive requires affordable energy. And here we have a serious 
problem: America is addicted to oil, which is often imported from unstable parts of the 
world. The best way to break this addiction is through technology.” 
 
Potential solutions to help wean the United States of America and other nations off the 
dependence of oil consist of long-term as well as near-term technologies for renewable 
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sources of energy.  Long term sources like nuclear fusion, tidal and wave action will 
become commercially viable only after a significant amount of technical challenges have 
been overcome.  Near term sources like wind power, solar and geothermal, despite 
observing a healthy growth in application, remain constrained by key challenges such as 
high initial cost, limited geographical potential for application, etc. 
 
 
The non-renewable fossil fuel sources of energy, due to their high energy density and 
ease of use, will continue to carry the majority of the burden of human energy needs for 
the foreseeable future.  The two major needs for energy can be classified as (i) 
transportation and (ii) electricity and heating.  A range of distillates of crude petroleum 
have become the preferred choice for transportation systems; be it aviation, marine, 
automotive or rail.  Coal, liquefied natural gas, liquefied petroleum gas and to some 
extent biomass supply the energy needed to produce electricity and heating in the context 
of non-renewable sources.  Combustion has been, and will continue to remain the most 
appropriate process to harness the energy contained in such sources for the foreseeable 
future.  Therefore much of the near-term reduction in the demand and consumption of 
non-renewable sources of energy will not be obtained by substituting the energy source to 
a non-renewable one, but rather from the improvement in efficiency of the combustion 
systems and thereby a reduction in the consumption of fuel required to generate a unit of 
power or energy. 
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1.4   CURRENT STATE OF INTERNAL COMBUSTION ENGINES 
 
The preferred combustion systems for the transportation sector have been internal 
combustion engines.  Though jet engines gained acceptance for use in aircraft post-World 
War II, and turbines were used on maritime craft, the most common internal combustion 
engines have been spark ignition (SI) and compression ignition (CI) engines.  SI engines, 
also called gasoline engines, operate on the Otto cycle in which a mixture of fuel and air 
is compressed and an external ignition source, typically a spark plug, is used to create a 
turbulent flame which releases the energy of the fuel.  The fuel generally used in SI 
engines is gasoline or any similar vaporizable fuel.  Automotive gasoline fuel has a 
boiling point range of 310-480K and contains hundreds of hydrocarbons, usually 
containing 5 to 12 carbon atoms.  Straight and branched alkanes make up 30-50% 
gasoline by volume, whereas cyclic alkanes make up 20-30% and aromatics make up 
between 20-30% of the fuel.  SI engines are limited in compression ratio (to about 12 in 
the best of cases) by a tendency for these fuels to transition to combustion modes, 
generically called knock, which reduces efficiency and in extreme cases destroys the 
engine.  Because of the mode of operation, SI engines produce very little soot and 
particulates; however they produce some nitrogen oxides, carbon monoxide and unburnt 
hydrocarbons also in part due to a higher equivalence ratio compared to other engines as 
well as cylinder geometry.  CI engines, also called diesel engines, operate on the Diesel 
cycle in which air is compressed and a nozzle is used to spray the fuel into the 
compressed air which releases the energy of the fuel.  CI engines run on the diesel cycle 
and are traditionally are run on liquid fuels such as diesel fuel.  Diesel fuels are 
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characterized by a boiling point of 470-620K and a range of hydrocarbons with 10 to 12 
carbon atoms.  Diesel fuel contains 65-75% straight, branched and cyclic alkanes by 
volume, and 25-35% aromatics.  CI engines are not limited by knock and can run at 
higher compression ratios of above 18 and therefore can achieve higher efficiencies.  
Optimum performance, though, is observed around ratios of 13-15:1. The constraint is 
‘cold start’, which requires a higher than optimum compression ratio due to increasing 
frictional losses with increasing compression ratio.  Simple CI engines are limited in 
compression ratio by engine design parameters and the production of NOx and soot or 
particulates due to the diffusive thermal process.  These engines run lean overall and 
therefore produce negligible amounts of carbon monoxide and unburnt hydrocarbons.  
The higher efficiencies of CI engines result in lower greenhouse gas generation per unit 
of power produced compared to typical SI engines, while minimizing some of the 
pollutant emissions as well. 
 
 
1.5   PREMIXED COMPRESSION IGNITION (PCI) ENGINES 
 
Over the past two decades, a significant amount of research has been conducted on the 
development of a Premixed Compression Ignition (PCI) engine that seeks to combine the 
best features of both SI and CI engines.  It runs lean and is able to have compression 
ratios similar to CI engines to ensure a similar high thermodynamic efficiency.  The PCI 
engine uses a premixed homogeneous charge so it is able to minimize the generation of 
soot and particulates.  There is no source of ignition and the ignition is controlled by the 
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chemical kinetics of the fuel-air charge.  There is no distinct flame-front and due to lower 
temperatures in the engine the nitrogen oxides production is much lower.  Despite such 
advantages of PCI engines, their commercial application is limited by their narrow 
operating range in terms of load and engine speeds.  Precise control of auto-ignition is 
also a key challenge that needs to be studied and improved.  
 
 
Figure 1-4: A typical PCI engine cycle (Ryan and Matheaus, 2003) 
 
 
 
1.6   NEED FOR COMBUSTION KINETICS 
 
As the application of kinetically controlled combustion systems like PCI engines and 
other modern combustion systems takes place, much, if not all, of the pollutants will have 
to be minimized at the source by controlling and optimizing the combustion kinetics.  
Such an attempt at control and optimization of such a complex process requires an 
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accurate knowledge of the dominant kinetics of the system and the development of 
mathematical models to understand the combustion characteristics better. 
 
 
1.7   BENEFITS OF COMBUSTION MODELING 
 
Development of accurate combustion kinetic models when coupled with accurate 
computational fluid dynamics models would aid in the development of advanced engines 
with high efficiencies and low emissions.  Such computerized models also hasten the 
development of newer engines and technologies by harnessing the power of 
supercomputers and other automation and design technologies.  Furthermore, the need for 
physical prototypes and elaborate testing programs can be minimized culminating in 
lower research and development costs and cheaper engines and also shorter ‘time-to-
market’.  
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Figure 1-5:  A typical CFD model for an engine with temperature profile shown                             
(Reaction Design, 2010)  
 
The development of reduced and simplified mathematical models for combustion can 
also help in better on-board active control of combustion in the engine.  With inputs from 
various sensors the onboard computer could be used to help adjust the running conditions 
for changing loads while ensuring high efficiency and low emissions. 
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Figure 1-6: A typical active combustion control setup (Synerject, 2010) 
 
 
1.8   SCOPE OF STUDY 
 
For the past several years the Combustion Chemistry group at Drexel has been focusing 
on the low and intermediate temperature kinetics for select hydrocarbon fuels.  Using a 
variety of laboratory burner systems e.g., a Static reactor (SR), a Pressurized Flow 
Reactor (PFR) and single cylinder research engines, data has been collected on the 
combustion characteristics of selected fuels.  
 
The goal of this study was to develop kinetic mechanisms of different sizes to model a 
wide variety of interesting combustion phenomena observed at low and intermediate 
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temperature combustion.  In the process of development of the mechanisms, algorithms 
were developed that could be used by future members of the combustion chemistry group.  
The experimental data assembled and utilized in this study was collected by present and 
former colleagues using combustion systems that seek to minimize thermal effects and 
fluid flow (SR, PFR and research engine).  This aids in enhancing the study of the 
kinetics in the system and therefore is most appropriate for and helps simplify the kinetic 
modeling.   
 
The ‘grand challenge’ for combustion kinetics is to create a kinetic mechanism for real 
fuels / commercial fuels.  Such fuels consist of hundreds, maybe even thousands of 
different compounds and the composition varies by location and time as well.  An 
endeavor to directly create a mechanism containing all the kinetic reactions for all the 
possible compounds for a real or commercial fuel would be extremely complex and 
would require human and computation resources currently unavailable.  An achievable, 
though simpler target is the development of a kinetic mechanism for surrogate fuels 
containing 1-10 components that would have similar physical and kinetic properties as 
that of a real or commercial fuel.  One of the objectives of this study has been to develop 
a detailed kinetic mechanism for lactones, a class of compounds that have been 
experimentally observed as products of partial oxidation of fuels, but are not predicted by 
any kinetic mechanisms publically available today.  
 
The optimization and validation of kinetic mechanisms requires accurate species 
concentration data obtained by gas sampling and analysis using analytical techniques 
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such as Gas Chromatography and Mass Spectroscopy.  Present colleagues were able to 
collect speciation data for a collaborative effort to study and develop a kinetic mechanism 
for the combustion of n-Decane. 
 
Detailed kinetic mechanisms tend to be extremely complex for inclusion into multi-
dimensional CFD codes, and such computations are computationally expensive.  Reduced 
kinetic mechanisms are able to capture the key aspects of combustion for any fuel and 
can be included into multi-dimensional CFD codes to allow computations on acceptable 
timescales.  Two algorithms for the development of reduced kinetic mechanisms were 
proposed and implemented for the generation of a range of kinetic mechanisms.  The first 
of the algorithms was a ‘reduction’ process and was used to reduce the size of a base 
kinetic mechanism to significantly smaller size.  This involved elimination of 
unimportant species and reactions from the base mechanism.  This technique was 
implemented to develop a reduced mechanism for propane cool flames.  The second 
algorithm was developed to produce skeletal mechanisms.  The algorithm was based on a 
‘build-up’ process.  This technique was implemented to explore the effect of Di-tertiary 
butyl peroxide (DTBP), an oxygenated fuel additive, on Primary Reference Fuels (PRFs). 
 
 
1.9   SPECIFIC OBJECTIVES OF DISSERTATION 
 
The objective of this dissertation is to develop chemical kinetic mechanisms, and to 
demonstrate their application for a range of fuels, fuel additives and combustion 
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intermediates relevant to the low and intermediate temperature oxidation of hydrocarbons.  
The ‘roadmap’ for the dissertation is described in brief below: 
 
• Chapter 2 lays the foundation for all of the following chapters by discussing key 
concepts related to combustion kinetics and modeling.  These include an 
introduction to reaction chemistry and elementary reactions, and some of the 
analysis techniques used in the following chapters such as Rate of Production 
(ROP) analysis.  It also discusses detailed kinetic mechanism and reduction 
techniques.  The concepts discussed in this chapter, and the review of the state of 
the art in detailed kinetic mechanism is relevant to Chapters 4 and 5 which 
describe the development of detailed kinetic mechanisms for Primary Reference 
Fuels - Di-Tertiary Butyl Peroxide (a fuel additive) blends and for lactones (a 
class of heterocyclic compounds formed during the oxidation of hydrocarbon 
fuels at low and intermediate temperatures), respectively.  The mechanism 
reduction techniques described in this chapter are relevant to Chapters 3 and 4 
that describe the development of a reduced kinetic mechanism for propane cool 
flames and a skeletal mechanism for DTBP respectively. 
• Chapter 3 describes the development of reduced kinetic mechanisms.  The 
algorithm for the reduction process and its application for the development of a 
reduced kinetic mechanism that can predict cool flames for propane-air mixtures 
is described.  The predictions of the reduced kinetic mechanism developed in this 
chapter are compared with the predictions using the detailed kinetic mechanism 
for global parameters as well as individual species. 
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• Chapter 4 describes the development of an extended detailed kinetic mechanism 
and a skeletal model for a parent fuel and a fuel additive.  The process algorithms, 
and the individual steps are explained using a flowchart.  The algorithms are 
applied to develop a detailed kinetic mechanism and a skeletal model for Spark 
Ignition (SI) Primary Reference Fuels (PRFs) and DTBP (a fuel additive).  The 
impact of DTBP on the oxidation of a range of PRF mixtures in a PCI engine is 
studied using the detailed mechanism.  In contrast to the reduction process used in 
Chapter 3, the development of the skeletal model employs a ‘build-up’ technique.  
The results of the skeletal model are compared with the predictions of a detailed 
mechanism for the oxidation of PRF+DTBP blends in a Pressurized Flow Reactor 
(PFR) and the impact of the fuel additive on the PRF combustion is analyzed. 
• Chapter 5 describes the development of a detailed kinetic mechanism for lactones, 
a class of compounds that have been observed experimentally, but are not 
predicted by kinetic mechanisms available today.  A review of the experimental 
data available is presented, followed by identification of the possible pathways, 
development of the kinetic mechanism, estimation of rate parameters for the new 
reactions and thermodynamic properties for new species.  Comparison between 
the predictions of the kinetic mechanism and experimental data is presented. 
• Chapter 6 summarizes the unique contributions of the work described in this 
dissertation and provides suggestions for future work. 
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CHAPTER 2.  ALGORITHMS USED TO DEVELOP DETAILED KINETIC 
MECHANISMS AND SKELETAL MODELS FOR THIS STUDY  
 
2.1 INTRODUCTION 
 
Combustion modeling is proving to be a most useful tool in the development of 
increasingly cleaner, efficient and powerful combustion systems.  Originating 
approximately half a century ago as a technical novelty with little impact on combustion 
research or development, it is now an indispensable tool in the design and optimization of 
combustion systems, such as internal combustion engines, and burners for process heaters 
and boilers.  Leveraging the ever-increasing power and ever-decreasing cost of computers 
it is able to reduce research and development costs as well as minimize the burden of 
prototype development and testing.  
 
As mentioned in the previous chapter, combustion modeling is based on the chemical 
kinetic reactions that govern the reaction phenomena.  ‘Models’ or ‘mechanisms’ are sets 
of kinetic reactions (global, detailed or both) that represent all relevant kinetics or 
‘chemistry’ important for a specific set of conditions.  Combustion modeling would 
therefore involve integration of a set of differential equations representing the kinetic 
reactions and/or an alternate representation accounting for their effect on various 
dependent variables such as species concentrations, and global parameters such as 
temperature, pressure, ignition delay, etc.   
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Kinetic mechanisms of all sizes are constructed by compiling a set of reactions, both 
elementary and global, to represent the important kinetic pathways for a particular fuel 
for a particular set of conditions.  Qualitatively, a modeler may be able to identify the 
dominant reaction(s) controlling the kinetics of combustion for the fuel at a set of 
conditions.  To be able to identify the dominant kinetics at conditions other than those 
studied experimentally; predictions will have to be made by interpolating and/or 
extrapolating for the various conditions.  This can only be possible if the relative 
importance of a reaction as compared to others in the mechanism can be quantified.  This 
is achieved by representing the rate of each reaction, independent of other reactions by a 
mathematical expression, dependent on a selected number of variables, the most 
important of them being temperature.  This quantitative representation also allows the 
kinetic mechanisms to be used for insight into practical combustion systems, such as 
determining the ignition delay for an end gas mixture in an SI engine.   
 
Each reaction requires two additional pieces of information.  The first is thermochemistry 
for every chemical species involved.  The second is a prediction of the rate at which the 
reaction proceeds.  While tools to evaluate thermochemistry are readily available and rate 
constants are more of a challenge.  Due to the limited set of experimental rate constants 
as well as limitations of ab initio theory, the concept of applying, measured rate constants 
from similar “class” reactions has proven useful in developing expanded mechanisms 
with surprising success in capturing the kinetic behavior of newly studied hydrocarbons.  
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The expressions, (that include constants referred to as ‘rate constants’) representing the 
rate of the reactions can be obtained experimentally, theoretically or empirically.  This 
chapter considers some of the theoretical foundations for the determination of the 
reaction rate constants for various reactions, and understanding of which is key to the 
development of reduced and detailed mechanisms, such as those developed in the latter 
chapters of the dissertation. 
 
2.2 TYPES OF KINETIC MECHANISMS 
  
For a more accurate description of actual reactors, physical models of the heat, mass and 
fluid mechanics in the form of multi-dimensional computational fluid dynamics (CFD) 
models or multi-zone models are coupled with chemistry models mentioned above.  They 
are used to account for spatial gradients and dimensional effects by dividing the 
computational domain into multiple ‘cells’ or ‘zones’ and applying the same (or different) 
kinetic model to each of the cells or zones in the model.  The set of equations for each 
cell or zone could be integrated independent of other cells or zones, though accounting 
for interaction between cells or zones via heat transfer, mass transfer or pressure almost 
always improves the accuracy of the model.  Inclusion of all of the aforementioned 
features is obviously accompanied by an increase in the computational cost.  This 
‘computational cost vs. accuracy’ tradeoff governs the size of the kinetic model used to 
represent the kinetics of the combustion phenomena being modeled.  By using a variety 
of mechanism reduction methodologies, kinetic mechanisms and models of various sizes, 
as shown in Table 2-1 can be developed. 
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Table 2-1: A classifications of kinetic mechanisms as proposed by Zheng et al. [2004]. 
Category Description Species 
Detailed 
Reactions 
A ‘comprehensive’ reaction set 100s 1000s 
Lumped ‘lumps’ larger species 100s 1000s 
Reduced A culled detailed mechanism 10s 10s–100s 
Skeletal ‘class’ chemistry and ‘lumping’ 10s 10s 
Global Uses ‘global’ reactions on the order of 
10s 
on the order 
of 10s 
 
 
Detailed mechanisms (Chapters 4 and 5) as well as reduced kinetic mechanisms 
(Chapters 3 and 4) contain elementary and global reactions that form the building blocks 
of the detailed mechanisms.  Hydrocarbons display a kinetic behavior similar to their 
analogues, so the reaction mechanism for any molecule in the same class of hydrocarbon 
shares elementary reactions and kinetic pathways.  Therefore one can generate a set of 
reaction rules for a limited set of groups and classes that can be applied to ever larger 
hydrocarbons.  This principle for determining the potential reactions for a fuel molecule 
is shared with the rules used for generating detailed kinetic mechanisms using automatic 
mechanism generators.  
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2.3 LOW AND INTERMEDIATE TEMPERATURE CHEMISTRY FOR ALKANES 
 
Alkanes represent the predominant class of compounds comprising automotive, aviation 
and marine fuels, and remain the focus of kinetic mechanism development.  The detailed 
kinetic mechanisms and skeletal models developed to study and predict a range of 
interesting phenomena observed during the low and intermediate temperature of alkanes 
as the parent fuel.   
 
 
Figure 2-1: Branching pathways for hydrocarbon oxidation at low and intermediate temperature 
 
Figure 2-1 shows the key reaction pathways prevalent at low and intermediate 
temperatures. To represent the species involved in the various classes of reactions and in 
the kinetic pathways, the convention used to represent organic species in chemistry 
literature has been applied to combustion kinetics as well: 
 
RH is an ALKANE molecule with the formula CnH2n+2:   
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R· represents an ALKYL RADICAL with a formula CnH2n+1;    
 
Q represents the ALKYL CHAIN STRUCTURE with a formula CnH2n; representing the 
alkyl group in a hydroperoxyalkyl radical (for e.g. during the internal isomerization of the 
alkylperoxy radical RO2· to the hydroperoxyalkyl radical ·QOOH);   
 
Qʹ  represents the ALKYL CHAIN STRUCTURE with a formula CnH2n-1; representing 
the alkyl group in a dihydroperoxyalkyl radical (for e.g. during the internal isomerization 
of the peroxyhydroperoxyalkyl radical ·O2QOOH to the dihydroperoxyalkyl radical 
HOOQʹ OOH);   
 
Rʺ∙ represents an ALKYL CHAIN STRUCTURE with a formula CnH2n;   
 
Rs· and Rsʹ∙  represent SMALL ALKYL RADICALS generated during the 
decomposition of the ketohydroperoxide.   
 
For oxidation of alkanes between 600 and 800 K, RO2· is the dominant radical at 
temperaturʹʺ es and therefore the chemistry at these temperatures is commonly referred 
to as ‘RO2· chemistry’.  The equilibrium between the alkyl radical R· (usually formed by 
hydrogen abstraction reactions at these temperatures) and the alkylperoxy radical RO2· is 
very sensitive to temperature and can reverse direction with a change in temperature.  At 
low temperatures, the equilibrium is in favor of RO2·, which acts as a branching agent via 
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·QOOH that can lead to thermal acceleration (oscillatory cool flames or ignition).  At 
higher temperatures, the equilibrium favors the production of the alkyl radical R· which 
acts as a termination agent at these temperatures and leads to thermal damping and chain 
termination via HO2· and subsequently H2O2. The temperature at which the equilibrium 
shifts indicates a region of decreased overall reactivity.  This region of Negative 
Temperature Coefficient (NTC) behavior ends, for most alkanes at about 800 K.  At 
higher temperatures, H2O2 decomposes to from ·OH thus beginning the region of high 
temperature chemistry where small radical chemistry dominates and overall reactivity 
increases explosively with increasing temperature. 
 
 
2.4 AN ALGORITHM FOR THE DEVELOPMENT OF DETAILED MECHANISMS 
FOR FUEL ADDITIVES AND PARENT FUELS 
 
The flowchart in Fig. 2-2, demonstrates the sequential operations that have to be 
performed in order to develop an extended detailed kinetic mechanism that can represent 
the oxidation characteristics of a fuel additive and a parent fuel and blends.  
Establishment of a set of ‘best practices’ is important, for a wide application of this 
technique, e.g. for two or more fuels and additives.  It is also recommended due to the 
need of establishing unambiguous logical operations for the technique, especially during 
generation of algorithms for automation of this mechanism reduction process.  The aim is 
to establish a ‘case-independent’ process, with the most flexibility.  The flowchart is 
limited, as it only depicts the steps or operations during the compilation of the extended 
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detailed kinetic mechanism.  After the compilation, the mechanism would be validated 
for a certain range of conditions, and select rate coefficients may need to be optimized, to 
achieve better agreement with one or more datasets. 
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Figure 2-2: A flowchart representing an algorithm to develop a detailed mechanism for a fuel 
additive and a parent fuel. 
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The individual steps of the flowchart shown in Fig. 2-2 are described below: 
 
 
Input: Detailed Kinetic Mechanism and Thermodynamics Files 
 
The starting point for this process is the detailed mechanism for the parent fuel.  The base 
mechanism can be selected based on a criteria that includes validity (or accuracy) for the 
conditions of the study and presence of species and intermediates important to the kinetic 
pathways relevant at the study conditions.  It may be suitable to select a detailed kinetic 
mechanism over a reduced one, especially if the size of the mechanism is not critical, as it 
may allow a better integration with the fuel additive sub-mechanism. 
 
After selection of the base kinetic mechanism, the first step in the reduction process is to 
input the files of the mechanism into the solver package.  The three files: (i) the Chemical 
Kinetic Database; (ii) the Thermodynamics Database; and (iii) the Transport Database, 
represent the three different types of information that are required to represent the 
properties of the species and their relative propensities to react: 
 
This file contains the rate parameters for the reactions that are considered between the 
various species of the mechanism.  They include the representation of the rate 
coefficients in the Arrhenius format, and may include coefficients for the reverse 
reactions as well.  Kinetic mechanisms, over the recent couple of decades have started 
including pressure dependencies, multiple rate coefficients for select reactions as well as 
Chemical Kinetic Database: 
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mathematical fits for the ‘fall-off’ regions.  The most widely used format for the 
inclusion of all the aforementioned information is the Chemkin format.  This is 
compatible with almost all proprietary software packages (e.g., Chemkin, Kintecus, 
Comsol, Fluent, etc.) and open-source packages (e.g., Cantera, Detchem, etc.). 
 
This file contains curve fit property data that allow for the calculation of the specific 
heats, entropies and enthalpies of the various species in the mechanism.  As can be 
expected, for non-isothermal systems, the presence of an appropriate thermodynamics 
database is necessary.   The data is represented by coefficients for polynomial 
expressions with respect to temperature.  Three temperatures are specified and two sets of 
seven coefficients represent the fits representing the range of temperatures from the lower 
limit to the mid point and the range for temperatures from the mid point to the higher 
temperature limit.  This format is referred to as the 14 coefficient NASA polynomial 
format.  This format is widely accepted by commercial software packages (e.g., Chemkin, 
Kintecus, Comsol, Fluent, etc.). 
Thermodynamics Database    
 
For multi-dimensional models (non 0-D models), heat and mass transport become 
significant and have to be modeled using coupled equations as part of the overall 
simulation.  For example, in flames, diffusion is a critical process which cannot be 
appropriately modeled in the absence of the transport data for the species involved in the 
Transport Database 
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mechanism.  Using the numerical coefficients present in the database, transport variables 
such as binary coefficients of diffusivity may be computed. 
 
 
 
Input: Model Conditions and Solver Parameters 
The characteristics of the combustion system are entered into the solver package using an 
input file that contains: 
 
This would include key characteristics such as the physics of the system (for example, the 
system could also be defined as isobaric or isochoric) and the form of the energy 
conservation equation that must be solved (e.g., adiabatic condition, or an isothermal 
condition).  The type of problem significantly impacts the computational effort required 
and even the numerical techniques required to solve the problem. 
Definition of the problem 
 
Variables like temperature, pressure, volume, surface area and heat loss, can be specified 
as well.  They can be entered as initial values and some of these may be included as 
controlled variables in transient simulations (e.g., the volume of an engine cylinder as a 
function of crank angle).  The duration of the problem (if transient) may also be specified 
(for engines, the end crank angle degree may be specified instead). 
Global Variables  
 
  
29 
The initial composition of the mixture has to be specified as well.  The concentrations are 
usually input as mole fractions, especially if the initial pressure is specified.  In the 
absence of a specific pressure, the number of moles may be input. 
Initial Composition 
 
Commonly used solver parameters are convergence criteria, step size limit and output 
requirement.  The step size limits are a very crucial selection as a very large step time 
would hamper convergence apart from producing erroneous results.  On the other hand, 
very small solver step time selections would cause a large increase in the computation 
time required for the problem.  Time for printing is also important, and enables the 
printing of the solutions into the output file.  Absolute and relative tolerances are also 
selected for the numerical solver.  It is to be noted that the optimum values for the 
tolerances is usually obtained by trial-and-error.  For some combustion systems, such as 
Plug Flow Reactors (PFRs), the tolerances may have to be altered with a change in the 
size of the kinetic mechanism. 
Solver Parameters 
 
 
Operation: List possible Reactions for the Fuel Additive 
To be able to identify reactions to be added to the detailed mechanism to represent the 
kinetic behavior of the fuel additive, the type, size and structure of the fuel additive must 
be studied.  After obtaining such information, a literature search for similar molecules 
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may lead to published literature on the kinetics and relevant reactions of the molecule for 
specific conditions. 
 
The modeler could proceed to use the kinetic pathways in the literature and list all the 
reactions possible for the fuel additive without concern for the rate coefficients. 
 
 
Operation: Add Reactions not present in the Detailed Mechanism for the Fuel 
Additive 
As the fuel additive kinetics are being added to the detailed mechanism for the parent fuel, 
it would be highly unlikely that it would already contain some of the reactions from the 
list compiled by the modeler.  Therefore, in all probability, all of the possible reactions 
will need to be added to the detailed kinetic mechanism. 
 
 
Operation: Estimate Rate Coefficients from Analogous Reactions from Published 
Literature. 
The rate coefficients for the reactions involving the fuel additive will need to be 
estimated.  The form of the reaction rate coefficient for any reaction is given in Arrhenius 
form: 
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In this expression, A' is the pre-exponential factor (also called frequency factor) and Ea is 
the activation energy for the reaction.  Numerical values for these parameters are usually 
taken from empirical estimates.  In turn, the empirical estimates are based on selected 
experimental observations for particular reactions and applied to other similar reactions 
in the same class of reactions.  In some cases, computational methods have also been 
employed to generate estimates for the rate coefficients.  These include relatively simpler 
methods based on the collision theory and advanced theories with complex interaction 
potentials involving solution of the Boltzman equation.  The overall system of reactions 
does nevertheless need experimental data for calibration. 
 
Only a fraction of molecular collisions will result in a reaction and will result in products 
being formed.  These reactions will be based on collisions with kinetic energy higher than 
the energy required for the reorganization of the bonds of the reactant molecules and 
proper orientation.  The maximum value for energy barrier (activation energy) 
corresponds to the bond energies in the molecule.  For example, for dissociation reactions 
the activation energy is approximately equal to the bond energy being broken.  
Furthermore, the value of activation energy for some reactions may even be zero.  The 
proportion of collisions occurring between molecules that can surpass the energy barrier 
(that have kinetic energy higher than Ea) is given by the term exp(-Ea/RT). 
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Operation: Add new Species present in new Reactions to the Detailed Mechanism 
for Parent Fuel 
The new reactions involving the fuel additive may contain species that may not be 
present in the detailed kinetic mechanism of the parent fuel.  These species will need to 
be added to the kinetics database as well as the thermodynamics database for the solver to 
include it in simulations.  
 
 
Operation: Compute the Thermodynamic properties for the new species using 
Benson’s Group Additivity Method 
Benson’s Group Additivity Method (or alternatively the Bond Additivity Method) can be 
employed to estimate the thermodynamic properties of the new species, assuming that the 
structure is known based on analysis of the reaction.  To completely include the species 
in the simulations, properties are required over a range of temperatures.  Once values are 
determined, the information must be converted to a form usable by the selected kinetic 
solver.  This usually requires fitting the data to a polynomial in temperature. 
 
 
Operation: ‘Fit’ the Thermodynamic Data for new Species to obtain ‘NASA 
Polynomial’ coefficients for Thermodynamic Database  
Using algorithms and software, the thermodynamic properties calculated in the previous 
operation can be converted to the necessary format needed for inclusion in the 
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thermodynamics database.  The format used in Chemkin and most of the other software 
packages is the 14 polynomial NASA format, as described in the previous chapter.  Once 
these 14 coefficients are computed, they can be entered into the thermodynamic database.  
A program called THERM [Ritter and Bozzelli, 1991] was employed to calculate the 
thermodynamic properties and to generate the polynomial fits in the NASA format, like 
in Chapter 5. 
 
 
Operation: List possible Reactions for the new Species 
Just like the fuel additive, many of the new species produced by the reactions involving 
the fuel additive will not be present in the original detailed mechanism.  Therefore, all the 
reactions for these species will have to be listed and added to the kinetics file similar to 
the operation for the fuel additive.  For the fuel additive considered in this study, DTBP, 
homolytic scission of the O-O bond, and subsequent dissociation of the radicals produced 
is expected to be fast enough at the conditions relevant to this study, that interaction of 
the DTBP molecule with smaller radicals is not considered in this study.  For most fuel 
mixtures, interaction between parent fuels via the radical pool as well as direct interaction 
should be evaluated. 
 
 
Operation: Perform Simulation using New Kinetic Mechanism 
Having compiled the kinetic mechanism as well as a list of thermodynamic and transport 
properties for all the species included in the kinetic mechanism, a simulation is performed 
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for defined reactor conditions.  The results of the simulation are studied to select global 
variables (such as temperature, pressure, heat release) and important species to evaluate 
the performance of the kinetic mechanism developed in the current iteration. 
 
 
Conditional: Evaluate if Qualitative or Quantitative Agreement is Achieved 
At this step in the process, selected results from the simulation conducted using the 
kinetic mechanism developed in the latest iteration are evaluated to assess if qualitative 
or quantitative agreement with experimental data has been achieved.  If agreement is 
achieved, the mechanism development process will terminate, and the mechanism is 
output.  If agreement is not achieved, another iteration of the mechanism development 
must be performed. 
 
 
Output: Kinetic Mechanism Developed 
The process of development of the extended detailed kinetic mechanism can be 
terminated qualitative or quantitative agreement with experimental data has been 
achieved, as evaluated by the step above.  The extended detailed mechanism could then 
be evaluated for agreement at other conditions, and ‘optimization’ of the rate parameters 
could also be performed.   
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Optimization and Validation 
After the extended detailed mechanism has been compiled, the mechanism is ready for 
comparison with data, as mentioned above.  If the goal is to improve the agreement 
between the model simulation and the data, the tools of rate of production analysis or 
sensitivity analysis, may be used to identify reactions in which changes to the rate 
parameters, within the stated uncertainties might make significant changes in the 
simulation results.   
 
 
2.5   AN ALGORITHM FOR THE GENERATION OF AUGMENTED SKELETAL 
MODELS 
 
Figure 2-3 shows a flowchart for a simple technique for generation of an augmented 
skeletal mechanism applied during the course of this work.  This algorithm shares a few 
steps with the algorithm described in the previous section.  For sake of brevity, only the 
steps that were not part of the previous algorithm have been described in this section. 
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Figure 2-3: Flowchart showing the steps involved in the development of a skeletal model 
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The flowchart in Fig. 2-3, demonstrates the sequential operations that have to be 
performed in order to develop a skeletal model that can represent the oxidation 
characteristics of a fuel additive and a parent fuel or blends.  The new individual steps are 
described below. 
 
 
Operation: List All Reactions and Species and Remove Duplicates 
As the reactions representative of the kinetics associated with the fuel additive are added 
to the kinetic model of the parent fuel, there is a potential of containing duplicate 
reactions in the combined model, which need to be removed before the list of reactions 
can be input into the solver. 
 
 
Operations: Conduct Reaction Flux Analysis and Comparisons 
The results of the simulation can be used to calculate the rates of the individual reaction 
as well as the rate of production of species.  This data can be used for comparison with 
experimental data, or for comparison with the predictions using detailed kinetic 
mechanisms, performed in the next step.   
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Operation: Identify Species in the Skeletal Model for Improvement 
Based on the results of the comparison between the skeletal model and the detailed 
mechanism, key species that are not predicted within defined accuracy targets are 
identified.   
 
 
Operation: Add Reactions and Species to Augment Skeletal Model 
Once one or multiple species are identified in the previous step, additional reactions can 
be added to better represent the kinetics associated with those species.  The new reactions 
being added to the model can also include new species, for which properties may need to 
be obtained or estimated in the subsequent iteration. 
 
 
2.6   AN ALGORITHM FOR THE DEVELOPMENT OF A REDUCED KINETIC 
MECHANISM 
 
Figure 2-4 shows a flowchart for the mechanism reduction technique applied during the 
course of the work performed in Chapter 3.   
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Figure 2-4: A flowchart describing an algorithm to develop a reduced kinetic mechanism. 
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A description of the individual steps, not present in the algorithms described in the 
previous sections is provided below to elucidate the application of the algorithm. 
 
 
Operation: Baseline Simulation using Detailed Kinetic Mechanism 
Using the aforementioned database files and the various input parameters, a simulation is 
performed.  The aim of this simulation is to produce a baseline solution which will be 
employed as the benchmark to evaluate the performance of the reduced mechanism 
generated after each iteration.  For example, if the smallest reduced kinetic model is to be 
obtained that can predict the temperature of the system to within 10% of the baseline 
solution, the iterative algorithm will calculate the difference between the baseline 
temperature history and the temperature history from the reduced kinetic mechanism after 
each round of reduction.  This is therefore the basis for the comparison that would 
determine the end point for the reduction process. 
 
 
 
Input: Target Variable and Error Limit 
As mentioned in previous chapters, for a reduction process, the key target variable(s) is 
(are) selected.  For the sample case at hand, temperature was selected as the target 
variable.  This implies that the mechanism would be reduced while trying to reproduce 
the temperature history of the system with high fidelity.  The corresponding variable is 
the ‘error limit’.  This value represents the maximum error allowed for the representation 
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of the target variable.  With a combination of these values being input, the reduction 
algorithm will systematically cull unimportant reactions and species from the mechanism 
while ensuring that the difference between the temperature history predicted by the 
reduced mechanism and the baseline history produced by the detailed mechanism does 
not exceed the error limit. 
 
As would be expected, there exists a tradeoff between the error limit and amount of 
reduction possible.  With a low error limit, only a limited reduction of the kinetic 
mechanism may be possible.  On the other hand, a larger value for the error limit would 
ensure a higher reduction at the cost of loss in accuracy. 
 
Complex sub-algorithms can be included for multiple target variables and complex error 
functions.  They may be of a sequential or parallel nature.  They may be assigned 
different weights, depending on which variables are most vital. 
 
 
Culler 
The culler represents a sub-process, or a set of steps based on a particular mechanism 
reduction methodology to implement the selection and elimination of unimportant 
reactions from a kinetic mechanism.  The input for this sub-process is the numerical 
solution of the simulation.  A simple sub-algorithm based on reaction flux vector analysis 
is shown in the Fig. 2-4 flowchart and described below.    
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Operation: Tabulate, Identify Longest Reaction Flux Vector for All Reactions in 
Mechanism 
For transient simulations, the solver prints the solution to the output file at a specified 
interval.  The solver could be specified to output the reaction flux vectors for selected or 
all of the reactions.  The output file would therefore contain the rate and direction of each 
of the reactions in the mechanism as a function of time.   
 
Assuming that there is a high likelihood that a reaction having a low flux may be an 
unimportant reaction – and a suitable candidate for elimination, the longest flux vector 
for each reaction is calculated.  This would represent the highest rate for any reaction 
during the course of the simulation.  The maximum rates of reactions for all the reactions, 
tabulated in a file would be the input required for the next operation in the culler sub-
algorithm. 
 
 
 
Operation:  Identify Reaction with Shortest Reaction Flux Vector 
Once the longest reaction flux vectors have been identified for all the reactions in the 
mechanism, the reactions can be sorted in order of the length of the vector.  The reaction 
with the shortest reaction flux vector is selected for elimination.  
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Operation: Eliminate Reaction from Kinetic Mechanism 
Once the most appropriate reaction for elimination has been selected using the sub-
algorithm mentioned above, the reaction is eliminated from the kinetic mechanism and a 
new kinetic mechanism file is generated.  This file will be employed in the simulation to 
allow comparison of the target variable prediction with the baseline values. 
 
 
 
Conditional: Any Species in New Mechanism with no Reactions 
The aim of the conditional operator is to allow the elimination of any species that are not 
involved in any reaction in the mechanism.  This would allow for faster and easier 
computation by reducing the size of the system of differential equations necessary for the 
solution.   
 
If there is (are) species that are not involved in any reaction, they can be eliminated from 
the kinetics file (as well as the thermodynamics database if required), similar to the 
elimination of unimportant reactions as described above.   
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Operation: Re-perform Simulation using New Kinetic Mechanism 
A new simulation is conducted to obtain a numerical solution that can be compared to the 
baseline solution.  In this simulation, the model conditions and all other input conditions 
are consistent with those for the baseline simulation.  The kinetic mechanism and 
possibly the thermodynamics database may differ in composition. 
 
 
 
Conditional: Is Target Variable Prediction within Error Limit 
This is the process termination conditional and decides if the kinetic mechanism after the 
last iteration satisfies the error criteria.  Computing the error, in this case the difference 
between the temperature predicted by the new kinetic mechanism and the baseline 
prediction, the value is compared to the error limit.  Complex error functions may also be 
employed which enable comparison of multiple variables and / or relative weighing on 
each in the overall error criteria, sequentially or in parallel.  
 
If the criteria are met, and the error is smaller than the error limit, the numerical solution 
is output to the culler for another round of reaction elimination.  The treatment of the 
culler would be exactly similar to that described above. 
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If the criteria are not met and the error exceeds the error limit prescribed, then the 
mechanism reduction process is terminated and the algorithm outputs the last kinetic 
mechanism that met the error criteria.   
 
2.7   VALIDATION OF A DETAILED KINETIC MECHANISM 
 
The detailed chemical kinetic mechanisms generated by the automatic mechanism 
generator can be used to predict and analyze the formation of a wide spectrum of 
observed products, and to control physical processes such as flame speed and auto-
ignition time.  A detailed mechanism is a system consisting of a number of elementary 
chemical reactions with their rate coefficients determined by fundamental kinetic 
experiments or theoretical analysis.  Detailed mechanisms are validated by a limited set 
of experimental measurements.  Consequently, the range of this experimental data set 
limits the range of applicability of the mechanisms.  Extrapolation of detailed 
mechanisms from one regime to others is difficult and frequently inaccurate.  Due to the 
fact that the chain branching reactions and many pathways are different in the two 
regimes, the mechanisms for high temperature oxidation of hydrocarbons (T>1100K), 
applicable for traditional shock tube experiments are not correct if applied for low and 
intermediate temperatures (T<1100K), applicable for flow reactor studies.  The best 
solution to this problem is that the range of mechanism validation is expanded to a 
maximum practical level by comparing it to a number of experimental data sets that 
permits to apply the detailed mechanism in a wider range, providing a further knowledge 
that is not possible if directly obtained from experimental results.  After validation of the 
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mechanism across various experimental data sets, it may be referred to as a 
‘comprehensive mechanism’. 
 
2.8  RATE OF PRODUCTION ANALYSIS 
 
Detailed reaction mechanisms for hydrocarbon combustion may consist of several 
thousand elementary reactions. However, many of these reactions are unimportant and 
can be neglected. Thus, analysis methods, which eliminate insignificant reactions, are of 
interest.  Rate of production analysis calculates the relative contributions of different 
reactions to the formation or consumption of chemical species. The information obtained 
by these methods can be used to eliminate unimportant reactions and thus generate a 
simplified, or reduced, reaction mechanism. 
 
 
For a transient 0-D homogeneous system, the molar production of a species per unit 
volume, Pk, is given by: 
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where  is the stoichiometric coefficient for the gas reactions and  is the rate of 
progress of the gas-phase reactions .  The contribution to the rate of production of k 
species from gas-phase reaction i is therefore: 
 
 
 
These values can be used for direct comparison, as well as for normalized comparison, 
once the maximum and minimum values have been identified and applied for 
normalization.   
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CHAPTER 3. DEVELOPMENT OF A REDUCED KINETIC MECHANISM 
FOR PROPANE COOL FLAMES 
 
 
3.1   INTRODUCTION 
 
This chapter describes the development of a reduced kinetic mechanism for propane-air 
mixtures, capable of modeling the cool flame phenomena, global parameters including 
temperature, pressure, induction time as well as species concentrations.  Using the 
methodology discussed in Chapter 2, it provides a specific example of compiling a 
reduced kinetic mechanism based on elementary reactions by applying reduction 
techniques.  The same procedure and steps illustrated in this chapter can be applied to 
develop a reduced kinetic mechanism for a wide variety of fuels.  As shown in Fig. 2-4 
and described in Section 2.6, the mechanism reduction process starts with identification 
of the goal (in this case ability to predict a phenomenon called cool flames for propane-
air mixtures), and selection of the base mechanism (in this case a detailed kinetic 
mechanism for propane validated for conditions relevant to our goal).  This is followed 
by defining the methodology (in this case, using Rate of Production (ROP) analysis for 
certain variables) and setting targets for performance of the reduced mechanism (e.g., 
accuracy for key species and global variables).  This in turn is followed by development 
of proposed solutions – the reduced mechanism (by application of the reduction 
methodology iteratively until the accuracy targets are exceeded), followed by testing and 
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validation of the solution (by comparing the performance of the reduced kinetic 
mechanism with that of the base mechanism).  
 
Propane is the smallest hydrocarbon that displays the range of thermo-kinetic properties 
encountered in full boiling range hydrocarbon fuels.  It undergoes multi-stage ignitions 
and displays NTC behavior including cool flame phenomenon [Wilk et al., 1986].  
Therefore it has been the focus of numerous experimental and modeling studies that have 
led to the development of detailed kinetic mechanisms, Westbrook and Pitz [1984], Wilk 
et al. [1986], Koert et al. [1996] and Curran et al. [2004] to name a few.  As discussed, 
these detailed mechanisms are typically too large for the multi-dimensional computations 
required for application to many combustion situations, and the development of simpler 
mechanisms is necessary. 
 
Propane has also been used by Pearlman and coworkers to study the phenomenon of cool 
flames in several gravity regimes: terrestrial, Martian, lunar and microgravity [Pearlman, 
2000, Fairlie et al., 2005, Foster et al., 2006].  Data analysis using both 1-D and 2-D 
simulations and global mechanisms by Fairlie et al. [2000] and Campbell et al. [2006] 
and reduced mechanisms by Fairlie et al. [2004] , have proceeded but suggest further 
work with better reduced mechanisms. 
  
Propane has also been used as a fuel to study the Premixed Compression Ignition (PCI) 
process, including those focused on the control of engines by Aceves et al. [2001], and on 
ion-sensing & timing by Mehresh et al. [2004].  Such studies which have identified the 
  
50 
importance of spatial effects will also benefit from a skeletal mechanism that accurately 
predicts the heat release, its phasing and the concentration of key species. 
 
Due to computational constraints, most simulations have used two to five step global 
mechanisms that contain the essential features of low temperature hydrocarbon oxidation 
to account for the autocatalytic, degenerate branching that controls cool flame chemistry.  
As mentioned, a higher fidelity skeletal mechanism is needed that accounts for more of 
the chemistry yet does not produce the computational overhead of a typical detailed 
mechanism such as that reported by Curran et al. [2003] with 116 species and 654 
reactions. 
 
 
3.2 DETAILED KINETIC MECHANISMS FOR PROPANE FOR LOW AND 
INTERMEDIATE TEMPERATURES 
 
The detailed kinetic mechanisms published with studies similar to those by Curran et al. 
[2003] offer appropriate base mechanisms for the reduction process, as the base 
mechanisms are validated and optimized for datasets for low and intermediate 
temperatures.  The reduced mechanisms can be developed in a variety of ways and are 
summarized in Table 2-1 using the classification scheme discussed by Zheng et al. [2004].   
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Unlike the global and skeletal kinetic models developed analytically (for example the 
skeletal model developed in Chapter 4), the reduced mechanism discussed in this chapter 
was developed by a reduction technique using a detailed kinetic mechanism Curran et al. 
[2003] as the base mechanism.  The detailed mechanism was validated across a wide 
range of conditions and combustion systems.  The mechanism contained 116 species and 
654 reactions.   
 
Based on simulations performed to verify the validity of this mechanism as a base for the 
reduction process, this mechanism adequately predicts the NTC behavior observed in the 
Pressurized Flow Reactor (PFR) data of Koert et al. [1996].  The model was also able to 
predict the multiple cool flames that were observed in the static reactor data of Wilk et al. 
[1986] with induction times within +/- 10% of the measured values.   
 
 
3.3 DEVELOPMENT OF THE REDUCED MECHANISM FOR PROPANE COOL 
FLAMES  
 
The reduction process was carried out based on the algorithm discussed in Section 2.6, 
which employs Rate of Production (ROP) analysis.  Its application will be briefly 
discussed in this section.   
 
The development starts with the identification of the detailed kinetic mechanism that will 
serve as the starting point for the reduction process, and will be used for estimation of the 
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accuracy of the reduced mechanism.  The detailed kinetic mechanism published by 
Curran et al. [2003] as described in the previous section was selected as the base 
mechanism.  The kinetic mechanism and the thermodynamic database were obtained 
from the authors of the mechanism to ensure consistency between the two files.  Though 
a database containing transport properties for the species was also received, it was not 
needed in this study as a well stirred reactor model without gradients was used for the 
reduction process. 
 
Traditionally cool flames have been studied in unstirred, constant volume reactors.  The 
mathematical tools needed to model a well stirred, constant volume reactor are included 
in CHEMKIN and were used for this study.  Using the well stirred (0-D) reactor model, a 
reduced kinetic mechanism was developed, which can be extended to 1-D and 2-D 
models for comparison with the experimental observations made at normal and reduced 
gravity to study the effect of transport.  The numerical values for volume, surface, initial 
gas composition used in our simulations were taken from the experimental studies 
conducted in a temperature-controlled cylindrical reactor (classic Mallard - Le Chatelier 
setup) used by Wilk et al. [1986], shown in Table 3-1.   The heat transfer coefficient used 
in our simulations was estimated from the heat transfer correlations applied to the 
conditions for the cylindrical reactor and the experimental conditions.  The simulations 
were initialized (t = 0) using the temperature, pressure and gas composition of the 
experimental studies.  The heat loss was computed for the 0-D model using the surface 
area for the cylindrical reactor and the temperature of the sink being the initial 
temperature (equal to the controlled temperature of the preheated oven).  The simulations 
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were conducted for 35 seconds, sufficient to observe multiple cool flames, yet small 
enough to ensure a reasonable computation time.   
 
Table 3-1: Reactor description and typical experimental conditions for the experimental study by 
Wilk et al. [1986]. 
Shape 
REACTOR DESCRIPTION 
Cylindrical 
Material Pyrex 
Volume 1395 cc 
Surface Area 700 cm2 
Estimated Heat Transfer Coefficient 8.4 W/m2.K 
Reactant Gas 
TYPICAL EXPERIMENTAL CONDITIONS 
Rich Propane-Air mixture (ø=4) 
Mixture Premixed, Homogeneous 
Initial Temperature 583 K 
Initial Pressure 0.79 Atm. (600 torr) 
 
 
Using the reactor conditions listed above, a simulation was conducted using the base 
mechanism.  The results of the simulation were saved to allow comparison with the 
results of the reduced mechanisms developed at each iteration of the algorithm and 
calculation of the numerical error for the target variable(s). 
 
The development process started with the identification of the qualitative and quantitative 
targets for the reduced mechanism.  Qualitative features included the ability to predict 
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multiple cool flames and hot ignition.  The selection of quantitative targets is driven by 
the application for which it is being developed.  For example, a reduced mechanism being 
developed to predict the minimum ignition temperature for a fuel-air mixture may require 
higher accuracy than a mechanism that will be used to predict flame temperatures for heat 
transfer calculations.  For our study, the quantitative target has been selected from 
experience.  Strict quantitative targets may lead to a rather large mechanism with a large 
number of reactions and species, whereas lenient quantitative targets may yield a smaller 
mechanism, but may be limited in application due to reduced accuracy. 
 
The targets set for the reduced mechanism include the goal of predicting the cool flame 
light intensity accurately.  Excited formaldehyde is considered to be the primary source 
of light during cool flames, as noted by Kondratiev et al. [1936].  Studies of the cool 
flame chemiluminescence spectra by Sheinson et al. [1973] indicated that excited 
formaldehyde emits strongly near 396 nm.  The cool flame light intensity is therefore 
expected to be directly proportional to the concentration of excited formaldehyde.  
Excited formaldehyde (CH2O*) is formed from the reaction: 
 
CH3O + OH  CH2O* + H2O  
 
The reaction above is a second order reaction and therefore, the concentration of [CH2O*] 
is proportional to the concentration of the species [CH3O] and [OH].  The cool flame 
light intensity should be proportional to the product of [CH3O] and [OH]. 
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The targets for the reduced mechanism for this study were (1) qualitative: ability to 
predict two cool flames (within the selected simulation time) and (2) quantitative: the 
temperature at the end of the simulation.  The error limit for the end-of-simulation 
temperature selected for the algorithm was 5% of the base mechanism prediction.  The 
mechanism reduction iterations will stop once (1) less than two cool flames are predicted 
or (2) the error limit for temperature is exceeded.  Depending on the goals of the reduced 
mechanism, complex error functions may also be defined, including ones that may be a 
function of multiple variables, such as peak cool flames temperature as well as induction 
time. 
 
The next steps in the reduction algorithm are the ‘culler’ sub-process, where a reaction 
found to be the least important to the mechanism is removed.  This sub-process starts 
with the tabulation of the reaction flux vectors for each of the species in the mechanism.  
To keep manual effort to a reasonable level, the ten slowest reactions contributing to the 
formation or destruction of a species were reported.  Since multiple species would share a 
reaction, this tabulation would include multiple entries for the same reaction.  This study 
used a transient model, and therefore it is important to avoid elimination of a reaction 
from the mechanism by comparing its importance at a single timestep in the simulation.  
Therefore, for each of the ten reactions, its fastest rate at any point during the simulation 
was recorded (the longest reaction flux vector).   
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For all of the species in the mechanism, the longest reaction flux vectors for the 10 
slowest reactions were compiled into a table, and the shortest reaction flux vector was 
identified.  This reaction was then eliminated from the mechanism.  In the process of 
application of the methodology to this problem, it was observed that after a few iterations 
of the reduction algorithm, the initiation reactions between propane and oxygen were 
identified as the shortest reaction flux vectors.  Elimination of these reactions from the 
mechanism caused a qualitative failure of the resultant mechanism.  Therefore, the 
initiation reactions were excluded from the reduction process and were always retained in 
the mechanism. 
 
Subsequent to the elimination of the reaction with the shortest reaction flux, the resultant 
mechanism was checked to remove any species without any reactions.  The first species 
that was eliminated using this process was the radical c2h.  This species been reported at 
the conditions relevant to this study, and its removal is therefore consistent with the aim 
of this algorithm. 
 
Once any superfluous species have been removed, a new simulation is conducted with the 
mechanism produced by the last iteration.  The results of the simulation are generated to 
allow comparison with the results of the base mechanism.  This allows calculation of a 
numerical error.  For our study, an error limit of 5% for temperature was selected.  After 
each iteration, if the temperature at the end of the simulation was within 5% of the 
detailed mechanism simulation, another round of reduction was initiated.  When this error 
limit was exceeded, the algorithm stops and the reduced mechanism from the previous 
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iteration is output.   Figure 3-1 shows the percentage error calculated for the end of 
simulation temperature as a function of the size of the reduced kinetic mechanism, 
represented by the blue diamonds.  The results are reported in steps of 10 reactions, and 
the predefined error limit for this reduction process has been selected to be 5%, depicted 
by the dashed (red) line.  A negligible temperature error is observed for mechanisms of 
sizes above 314 reactions.  A discontinuity is observed in the end-of-simulation error 
when the mechanism size decreases from 314 to 304 reactions.  This is due to the 
removal of an initiation reaction.  This reaction may not have a high rate during the 
duration of the simulation, but contributes to the pool of radicals that is required for the 
combustion process to display rich behavior such as cool flames.  The reaction, whose 
removal caused the discontinuity, is: 
 
C3H8 + O2  iC3H7 + HO2 
 
The mechanism with 204 reactions, and mechanisms developed over the subsequent 
iterations show a temperature error of about 2%, which is observed to increase gradually 
with successive reduction in the size of the mechanism.  The error appears to have a local 
maxima of about 4.4% for mechanisms containing 134 and 154 reactions, followed by a 
decrease in error for mechanisms containing up to 80 reactions.  The reaction mechanism 
developed after the subsequent iteration (containing 70 reactions) resulted in a 
temperature error of more than 5%.  If the reduction process were to be continued further, 
a mechanism with 60 reactions reported an error of more than 7%.  A mechanism 
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developed by further iterations was unable to predict cool flames, indicating a qualitative 
failure of the mechanism.   
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Figure 3-1: Percentage error for the reactor temperature predicted at the end of simulation.  Each 
datapoint (diamond) represents the result of an individual simulation using a reduced kinetic 
mechanism containing a different number of reactions.  The selected error limit of 5% is shown with 
the dashed red line.  This plot shows that there is no appreciable decrease in accuracy until the 
mechanism size drops to below 304 reactions, where a discontinuity is observed.  Subsequent 
reduction steps cause an increase in the reported error till a mechanism size of 134 reactions.  
Further decrease in size, causes a decrease in error, indicating the non-linearity of the system.  A 
mechanism with less than 80 reactions fails to meet the quantitative error limit. 
 
Figure 3-2 depicts the percentage errors for the concentration of CO and CO2.  CO is a 
good indicator of reactivity at low and intermediate temperatures, and along with CO2 it 
is a suitable candidate for model validation as well.  A trend similar to that observed for 
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the temperature error is observed.  For the smallest valid reaction mechanism (containing 
80 reactions), errors of 2.8% and 18.4% were reported for CO and CO2 respectively.     
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Figure 3-2: Percentage error for the concentrations of CO (diamonds) and CO2 (triangles) predicted 
at the end of simulation.  Each datapoint represents the result of an individual simulation using a 
reduced kinetic mechanism containing a different number of reactions.  These plots plot show trends 
similar to the end-of-simulation temperature error plot.  There is no appreciable decrease in 
accuracy until the mechanism size drops to below 304 reactions, where a discontinuity is observed.  
Subsequent reduction steps cause an increase in the reported error for CO till a mechanism size of 
134 reactions.  The end-of-simulation error for CO2 displays a slight decrease from a mechanism size 
of 154 reactions, but increases when the number of reactions drops below 114. 
 
 
Figure 3-3 depicts the percentage errors for the concentration of O2 and CH2O.  A trend 
similar to that observed for the temperature error is observed, though a clear local 
maxima prior to a large decrease in the error is not observed.  For the smallest valid 
reaction mechanism (containing 80 reactions), errors of 1.8% and 5.2% were reported for 
O2 and CH2O respectively.     
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Figure 3-3: Percentage error for the concentrations of O2 (squares) and CH2O (circles) predicted at 
the end of simulation.  Each datapoint represents the result of an individual simulation using a 
reduced kinetic mechanism containing a different number of reactions.  The [O2] error plot shows a 
trend similar to the end-of-simulation [CO] and [CO2] error plots, though it appear to be less 
sensitive to changes in mechanism size.  There is no appreciable decrease in accuracy until the 
mechanism size drops to below 304 reactions, where a discontinuity is observed.  The [CH2O] error 
plot does not show appreciable error until the mechanism size drops below 154 reactions, and like the 
[O2] error plot, appears to be less sensitive to changes in mechanism size.   
 
 
Figure 3-4 shows the percentage errors for the concentration of OH and CH3O.  Accurate 
prediction of the concentration of these species could allow us to model the intensity of 
the cool flame.  A clear local maxima prior to a large decrease in the error is observed for 
both these species, similar to the temperature error curve, but unlike that for the 
concentration error plots of O2 and CH2O.  For the smallest valid reaction mechanism 
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(containing 80 reactions), errors of 11.0% and 15.5% were reported for OH and CH3O, 
respectively.     
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Figure 3-4: Percentage error for the concentrations of OH (diamonds) and CH3O (squares) predicted 
at the end of simulation.  Each data point represents the result of an individual simulation using a 
reduced kinetic mechanism containing a different number of reactions.  These plots plot show trends 
similar to the end-of-simulation [CO] and [CO2] error plots.  There is no appreciable decrease in 
accuracy until the mechanism size drops to below 304 reactions, where a discontinuity is observed.  
Subsequent reduction steps cause an increase in the reported error for CO till a mechanism size of 
134 reactions.  The end-of-simulation error for CO2 displays a slight decrease from a mechanism size 
of 154 reactions, but increases when the number of reactions drops below 134. 
 
 
 
3.4   DESCRIPTION OF THE REDUCED MECHANISM  
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After successive reduction steps, a 49 species, 80 reaction reduced mechanism was 
generated, as shown in Table 3-3.  All the reactions have negligible reverse rates except 
reaction 4 which is reversible. This reaction represents the equilibrium between hydroxyl 
radicals and hydrogen peroxide and is critical for ignition. Further elimination of any 
species or reactions from the reduced mechanism caused the accuracy of the mechanism 
to fall below the target values prescribed above.  The species nomenclature in the reduced 
mechanism is the same as that of the detailed mechanism and is common for all 
Lawrence Livermore National Laboratory (LLNL) mechanisms.  The reaction rate 
coefficients k of the elementary reactions are calculated using the expression  
 
k = AeTbexp[−Ea/(RT)], 
 
where T denotes the temperature and R is the universal gas constant.  The quantities Ae, b, 
and Ea are the frequency factor, the temperature exponent, and the activation energy of 
the elementary reaction respectively.   
 
 
Table 3-2: The 49 species, 80 reaction reduced mechanism generated by the reduction process. 
(Appropriate Units: Ae in mole, cm, s, K; β: dimensionless; E in cal, mole) 
 
REACTION                                            Ae                       β              Ea   
 1. ho2+ohh2o+o2 2.89E+13 0.0 -497.0 
 2. ho2+ho2h2o2+o2 4.20E+14 0.0 11980.0 
 3. ho2+ho2h2o2+o2 1.30E+11 0.0 -1629.0 
 4. h2o2(+m)=oh+oh(+m) 2.95E+14 0.0 48430.0 
 5. h2o2+ohh2o+ho2 1.00E+12 0.0 0.0 
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 6. h2o2+ohh2o+ho2 5.80E+14 0.0 9557.0 
 7. hco+o2co+ho2 7.58E+12 0.0 410.0 
 8. hco+o2o2cho 1.20E+11 0.0 -1100.0 
 9. ch2o+o2chohco+ho2cho 1.99E+12  0.0 11670.0 
 10. ho2choocho+oh 5.01E+14 0.0 40150.0 
 11. ch2o+ohhco+h2o 3.43E+09  1.2 -447.0 
 12. ch2o+ho2hco+h2o2 5.82E-03 4.5 6557.0 
 13. ocho+ho2hocho+o2 3.50E+10 0.0 -3275.0 
 14. ocho+h2o2hocho+ho2 2.40E+12 0.0 10000.0 
 15. ch3o+o2ch2o+ho2 4.38E-19 9.5 -5501.0 
 16. ch2o+ch3och3oh+hco  6.62E+11 0.0 2294.0 
 17. ch3+ho2ch3o+oh 1.15E+13 0.0 0.0 
 18. ch3o+coch3+co2 1.55E+06 2.0 5730.0 
 19. ch3o2+ch2och3o2h+hco 1.99E+12 0.0 11670.0 
 20. ch3o2+ch3ch3o+ch3o 7.50E+12 0.0 -1000.0 
 21. ch3o2+ho2ch3o2h+o2 1.75E+11 0.0 -1711.0 
 22. ch3o2+ch3o2ch2o+ch3oh+o2 3.11E+14 -1.6 -1051.0 
 23. ch3o2+ch3o2o2+ch3o+ch3o 1.40E+16 -1.6 1860.0 
 24. ch3o2hch3o+oh 6.31E+14 0.0 42300.0 
 25. c2h5o2c2h4o2h 5.64E+47 -11.4 37320.0 
 26. ch3cho+ho2ch3co+h2o2 3.01E+12 0.0 11930.0 
 27. ch3o2+ch3choch3o2h+ch3co 3.01E+12 0.0  11930.0 
 28. ch3cho+ohch3+hocho 3.00E+15 -1.1 0.0 
 29. ch3co(+m) ch3+co(+m) 3.00E+12 0.0 16720.0 
 30. ch3co+o2ch3co3 1.20E+11 0.0  -1100.0 
 31. ch3co3+ho2ch3co3h+o2 1.75E+10  0.0 -3275.0 
 32. h2o2+ch3co3ho2+ch3co3h 2.41E+12  0.0 9936.0 
 33. ch3co3hch3co2+oh 5.01E+14 0.0 40150.0 
 34. ch3co2+mch3+co2+m 4.40E+15 0.0  10500.0 
 35. ch2cho+o2ch2o+co+oh 2.00E+13 0.0 4200.0 
 36. c3h8+o2ic3h7+ho2 2.00E+13 0.0 49640.0 
 37. c3h8+o2nc3h7+ho2  6.00E+13 0.0 52290.0 
 38. c3h8+ohnc3h7+h2o  1.05E+10 1.0 1586.0 
 39. c3h8+ohic3h7+h2o 4.67E+07 1.6  -35.0 
 40. c3h8+ho2ic3h7+h2o2  5.60E+12 0.0 17700.0 
 41. c3h8+ho2nc3h7+h2o2  1.68E+13 0.0  20430.0 
 42. c3h8+ch3onc3h7+ch3oh   3.00E+11 0.0  7000.0 
 43. c3h8+ch3oic3h7+ch3oh     3.00E+11  0.0 7000.0 
 44. ch3o2+c3h8ch3o2h+nc3h7   1.70E+13 0.0 20460.0 
 45. ch3o2+c3h8ch3o2h+ic3h7   2.00E+12  0.0 17000.0 
 46. nc3h7o2+c3h8nc3h7o2h+nc3h7  1.70E+13 0.0 20460.0 
 47. nc3h7o2+c3h8nc3h7o2h+ic3h7  2.00E+12 0.0 17000.0 
 48. ic3h7o2+c3h8ic3h7o2h+nc3h7 1.70E+13 0.0 20460.0 
 49. ic3h7o2+c3h8ic3h7o2h+ic3h7 2.00E+12 0.0 17000.0 
 50. c3h6+ho2c3h6o1-2+oh 1.29E+12  0.0 14900.0 
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 51. nc3h7+o2nc3h7o2 4.52E+12  0.0   0.0 
 52. ic3h7+o2ic3h7o2 7.54E+12  0.0 0.0 
 53. nc3h7o2+ch2onc3h7o2h+hco 5.60E+12   0.0 13600.0 
 54. ic3h7o2+ch2oic3h7o2h+hco 5 .60E+12 0.0 13600.0 
 55. nc3h7o2+ho2nc3h7o2h+o2 1.75E+10 0.0 -3275.0 
 56. ic3h7o2+ho2ic3h7o2h+o2 1.75E+10 0.0   -3275.0 
 57. ic3h7o2+ch3o2ic3h7o+ch3o+o2 1.40E+16  -1.6  1860.0 
 58. ic3h7o2+c2h5o2ic3h7o+c2h5o+o2 1.40E+16 -1.6 1860.0 
 59. nc3h7o2+c2h5o2nc3h7o+c2h5o+o2 1.40E+16 -1.6 1860.0 
 60. ic3h7o2+ic3h7o2o2+ic3h7o+ic3h7o 1.40E+16 -1.6 1860.0 
 61. nc3h7o2+nc3h7o2o2+nc3h7o+nc3h7o  1.40E+16 -1.6 1860.0 
 62. nc3h7o2hnc3h7o+oh 1.50E+16 0.0  42500.0 
 63. ic3h7o2hic3h7o+oh 9.45E+15 0.0 42600.0 
 64. ic3h7och3+ch3cho 2.17E+17  -1.2 16580.0 
 65. nc3h7o2c3h6ooh1-2  2.00E+12 0.0 26850.0 
 66. nc3h7o2c3h6ooh1-3 3.75E+11 0.0  24400.0 
 67. ic3h7o2c3h6ooh2-1 6.00E+12 0.0 29400.0 
 68. c3h6ooh1-2c3h6+ho2 1.02E+14  -0.7 12740.0 
 69. c3h6ooh2-1c3h6+ho2 4.20E+16 -1.4 15010.0 
 70. c3h6ooh1-2+o2c3h6ooh1-2o2  5.00E+12  0.0  0.0 
 71. c3h6ooh1-3+o2c3h6ooh1-3o2  4.52E+12 0.0 0.0 
 72. c3h6ooh2-1+o2c3h6ooh2-1o2 4.52E+12 0.0 0.0 
 73. c3h6ooh1-2o2c3ket12+oh 2.00E+12 0.0 26400.0 
 74. c3h6ooh1-3o2c3ket13+oh 2.50E+11  0.0 21400.0 
 75. c3h6ooh2-1o2c3ket21+oh 1.00E+12 0.0 23850.0 
 76. c3h52-1,3oohc3h6ooh1-3o2 3.07E+09 0.3 16850.0 
 77. c3h52-1,3oohac3h5ooh+ho2 1.15E+14 -0.6 17250.0 
 78. c3ket12ch3cho+hco+oh 9.45E+15 0.0 43000.0 
 79. c3ket13ch2o+ch2cho+oh 1.00E+16  0.0 43000.0 
 80. c3ket21ch2o+ch3co+oh 1.00E+16 0.0 43000.0 
 
 
Based on the above specifications of the reactor and the experimental conditions 
shown in Table 3-1, a 0-D model was developed using Chemkin for both the detailed 
mechanism and the reduced mechanism.  The results obtained from the reduced 
mechanism were in good agreement with the results from the detailed mechanism as 
shown in Fig. 3-5 to 3-11. 
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Figure 3-5: Temperature histories for the reactor with conditions specified in Table 3-1  
for the detailed mechanism and the reduced mechanism of Table 3-3. 
 
Figure 3-5 shows the reactor temperature histories for the detailed and reduced 
mechanism and the accuracy is similar to that observed for the pressure histories shown 
in Fig. 3-6. 
 
The concentration histories of the hydroxyl radical (OH), a key radical, for the detailed 
and reduced mechanism are shown in Fig. 3-7.  OH is initially produced through the 
reaction of molecular oxygen with the fuel, in this case propane.  Subsequently, the OH 
produced increases the overall reaction rate by attacking the fuel molecule.  To this end 
as well as to accurately predict the cool flame light intensity (Fig. 3-7), it is important to 
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have accurate predictions of the OH concentration histories.  As can be seen in Fig. 3-7, 
OH is predicted by the reduced mechanism to within +/- 10% of the detailed mechanism 
results, which is well within our target of +/- 20%. 
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Figure 3-6: Pressure histories for the reactor with conditions specified in Table 3-1 for the detailed 
mechanism and the reduced mechanism. 
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Figure 3-7: Concentration histories for OH for the detailed and reduced mechanisms. 
 
Carbon monoxide (CO) concentration is widely accepted as a measure of the overall 
reactivity at low and intermediate temperatures.  In this reaction regime CO is formed 
from formaldehyde (CH2O) and is a relatively stable product at these temperatures as its 
primary reactions to form carbon dioxide (CO2) are inactive.  Therefore the accuracy of 
CO prediction can only be equal to or lower than that for CH2O due to error propagation 
in the mechanism.  Figure 3-8 shows the concentration histories of CO for the detailed 
and reduced mechanism and the accuracy of the reduced mechanism is slightly larger 
than the target of +/- 20%. 
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Figure 3-8: Concentration histories for CO for the detailed and reduced mechanisms. 
 
Formaldehyde (CH2O) is a key product formed from partial oxidation at low 
temperatures.  It is a necessary species in the reduced mechanism and its accurate 
prediction is necessary to enable accurate prediction of the cool flame light intensity 
(Fig. 3-10).  The CH2O histories for the detailed and reduced mechanism are shown in 
Fig. 3-9. 
 
Figure 3-10 shows the predicted cool flame light intensity for the detailed and 
reduced mechanisms.  The ordinate is log ([CH3O]*[OH]), has an arbitrary scale and a 
comparison of the shape of the curves can be made.  The reduced mechanism prediction 
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is within the accuracy target of +/- 5% with a time lag of less than 1 s. until the second 
cool flame. 
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Figure 3-9: Concentration histories for CH2O for the detailed and reduced mechanisms. 
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Figure 3-10: Cool Flame light Intensities for detailed and reduced mechanisms 
 
 
Preferably a mechanism must be valid across a wide range of conditions.  To 
evaluate the range of use of the reduced mechanism, simulations were performed with 
equivalence ratios from 0.5 to 5.0.  Contour plots were generated to allow comparison 
between the results from the detailed and the reduced mechanism.  The contour plots in 
Fig. 3-11 depict the temperature histories for initial conditions as stated in Table 3-1 and 
with an initial temperature of 583 K and initial pressure of 0.79 atm.  The plots 
demonstrate the validity of the reduced mechanism.  The reduced mechanism can 
successfully predict four cool flames calculated by the detailed mechanism.  The peak 
temperatures for the cool flames are reproduced accurately.  The third cool flame 
temperature was not predicted to the accuracy expected and obtained for other parameters 
and would need to be examined.  The induction time for the first cool flame as well as 
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between consecutive cool flames has also been predicted well for the whole range of 
equivalence ratios.  The temperature predicted by the reduced mechanism after the fourth 
cool flame appears to be higher than those predicted by the detailed mechanism and could 
be improved by the addition of relevant reactions.  The sharp surface of the contour plots, 
especially at high temperatures is due to the limited number of data-points for the contour.  
This could be reduced by increasing the number of data-points.    
 
The computation time required to solve of the system of equations is roughly 
proportional to the square of the number of equations.  For chemical kinetic mechanisms 
each species in the mechanism would require a differential equation that would need to 
be solved during a computation.  The reduced mechanism developed in this study has 49 
species as compared to 116 in the detailed mechanism.  Therefore using the reduced 
mechanism would ideally result in a computation time saving of about 82.2% of that 
required for the detailed mechanism.  The saving in computation time actually observed 
while using the reduced mechanism was a little lower.  For the same mechanism and 
solver parameters, the reduced mechanism required a computation time of 7 s compared 
to a requirement of 21 s for the detailed mechanism.  This translates to a saving of 66.7% 
in the computation time.  The computation also required less computer memory.  The 
detailed mechanism computation required 11.2 MB of memory whereas the reduced 
mechanism required only 1.3 MB of memory.  This translates to a saving of about 88.4% 
in the computer memory requirements. 
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Figure 3-11: Temperature histories for varying equivalence ratios for the detailed mechanism and 
the reduced mechanism respectively.  Initial temperature = 583 K; initial pressure 0.79atm.  X axis - 
Equivalence ratio from 0.5 to 5.0; Y axis - Temperature (K); Z axis - Time: 0 to 100 seconds.  
Detailed mechanism (left) and reduced mechanism (right). 
 
 
 
 
 
3.5   SUMMARY AND CONCLUSIONS 
 
This chapter described the development of a reduced kinetic mechanism 
containing elementary reactions for propane-air mixtures that was able to predict the cool 
flame phenomenon.  The methodology for compiling reduced kinetic mechanisms by 
applying reduction techniques was described in Chapter 2, along with the various inputs 
required.    The mechanism reduction process started with selection of a detailed kinetic 
T 
Φ t 
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mechanism for propane oxidation published by Curran et al. [2004] that was validated for 
conditions relevant to this study.  Rate of Production (ROP) analysis was applied to 
iteratively reduce the size of the kinetic mechanism within accuracy limits defined at the 
beginning of the reduction process.  The resultant reduced kinetic mechanism contained 
49 species and 80 reactions compared to 116 species and 654 reactions for the full 
mechanism.  The reduced mechanism consists of only elementary reactions; global 
reactions have not been included, nor have any of the rate parameters been tuned.  The 
reduced mechanism was able to predict the quantitative global parameters (pressure, 
temperature, and induction times) and species concentrations very well, within the 
accuracy targets for the study.  The mechanism was also able to predict the qualitative 
features including the number of cool flames as well as prediction of ignition.  The 
mechanism is also valid across a wide range of equivalence ratios. The reduced 
mechanism was also able to reduce the computation time by a factor of three and also 
required an order of magnitude less computer memory for the computation.  The 
procedure and the steps illustrated in this chapter can be applied to develop a reduced 
kinetic mechanism for a wide variety of fuels.  This approach may allow accurate 
combustion chemistry to be incorporated into 3-D models without a significant 
computational load and may help accelerate the development  of new engine technologies 
that are fuel efficient and generate fewer GHG emissions than present technologies. 
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CHAPTER 4. DEVELOPMENT OF A DETAILED KINETIC MECHANISM 
AND A SKELETAL MODEL FOR SI PRIMARY REFERENCE 
FUELS AND DI-TERTIARY BUTYL PEROXIDE 
 
 
4.1   INTRODUCTION 
 
This chapter describes the development of an extended detailed kinetic mechanism and a 
skeletal model for a parent fuel and a fuel additive.  The process algorithms, and the 
individual steps were explained in Chapter 2.  Here, the algorithms are applied to develop 
a detailed kinetic mechanism and a skeletal model for Spark Ignition (SI) Primary 
Reference Fuels (PRFs) and DTBP (a fuel additive).  The impact of DTBP on the 
oxidation of a range of PRF mixtures in a PCI engine is studied using the detailed 
mechanism.  A smaller, skeletal model is also constructed, which in contrast to the 
reduction process used in Chapter 3, employs a ‘build-up’ technique.  The results of the 
skeletal model are compared with the predictions of a detailed mechanism for the 
oxidation of PRF+DTBP blends in a Pressurized Flow Reactor (PFR) and the impact of 
the fuel additive on the PRF combustion is analyzed.  The same procedures and steps 
illustrated in this chapter can be applied to develop detailed kinetic mechanisms or 
skeletal models for other fuel additives as well as for multiple parent fuels, including 
surrogate fuels that are being developed for engine development. 
 
As described previously, over the past decade, several hundred papers have addressed the 
challenges that limit the commercial application of the Premixed Compression Ignition 
(PCI) operating mode in engines.  PCI engines run lean (Φ < 0.5) without an external 
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ignition initiator, therefore the combustion timing is governed by the kinetics of the fuel-
oxidizer charge.  The range of best operation for PCI engines is limited.  At higher loads 
rapid combustion causes a high rate of pressure rise in the engine – a factor that may 
damage the engine.  However at lower loads elevated emissions of unburned 
hydrocarbons and carbon monoxide occur as the reaction temperatures under these lean 
conditions are too low to achieve complete combustion of the entire mixture.  While 
these challenges limit the load range for PCI operation, the challenge of controlling the 
ignition timing of the PCI engine over the acceptable operating range is non-trivial, as 
noted by Tanaka et al. [2003].  A Pressurized Flow Reactor (PRF), used in this study to 
develop the skeletal model, can reduce the influence of flow dynamics and transport, to 
allow isolated study of the kinetic involved in hydrocarbon combustion at low and 
intermediate temperature, and therefore can support the development of practical 
combustion technologies as well. 
 
4.2   AUTO-IGNITION OF SI PRIMARY REFERENCE FUELS (PRFs) 
 
 PRFs (Primary Reference Fuel) are blends of n-heptane and iso-octane that constitute a 
two-component surrogate for auto-ignition behavior of gasoline fuel in SI engines. The 
blending is performed on a volumetric basis and the PRF ‘number’ represents the 
percentage of iso-octane in the blend. For example, PRF20, a blend used in this study is 
20% iso-octane (and therefore 80% n-heptane).  As mentioned above, the combustion 
timing is governed by the kinetics of the fuel-oxidizer charge.  Variations in the fuel 
composition, or inconsistent mixing may affect the kinetics and prevent optimum 
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combustion timing.  Use of fuel additives, such as DTBP could be a possible method of 
affecting ignition timing by enhancing or retarding the combustion process.  Selected 
physical properties of n-heptane (PRF0), iso-octane (PRF100) and DTBP are listed in 
Table 4-1.   
  
 
Table 4-1: Physical properties of n-heptane, iso-octane and DTBP 
Characteristics 
n-Heptane 
(PRF0) 
iso-Octane 
(PRF100) 
DTBP 
MW, kg/kmol 100.2 114.2 206.3 
Density @ 300 K,  
kg/m3 
683.7 691.9 910 
Boiling Point, K 371 372 526 
Purity, % 99+ 99+ 99 
 
 
 
4.3    KINETICS OF OXIDATION OF PRF BLENDS 
 
PRF blends exhibit two-stage auto-ignition, comprised of a low temperature phase 
followed by a high temperature phase.  These processes have been the subject of 
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intensive study and the important reaction paths of the widely accepted mechanism 
[Tanaka et al., 2003, Dagaut, 2002] was briefly discussed in Chapter 2.  
 
Figure 4-1: Branching pathways for hydrocarbon oxidation at low and intermediate temperature 
 
Figure 4-1 (also Fig. 2-1) shows the key reaction pathways prevalent at low and 
intermediate temperatures. The fuel (RH) undergoes H abstraction to generate the 
corresponding alkyl radical R. The alkyl radical at these conditions undergoes a third 
body oxidation reaction to produce RO2.  At lower temperatures, the alkylperoxy radical 
(RO2) prefers a path of internal reorganization QOOH and subsequently OOQOOH and 
O=Q’OOH. These radicals act as further branching agents.   
 
At higher temperature RO2 favors a different reaction path: RO2  Olefin + HO2.  
Hydrogen peroxide formed from the HO2 then dissociates to produce OH radicals – a 
reaction that precipitates second stage ignition, also called hot ignition.  After hot ignition 
the temperature increases and carbon dioxide and water form as the final products.  As 
can be interpreted from this scheme of reactions, it is primarily the branching between the 
two paths of oxidation for the RO2 that controls the combustion ignition delay.  
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N-Heptane is a straight chain alkane and has a short ignition delay as opposed to the 
branched alkane iso-octane that displays a significant ignition delay.  PRFs display 
properties of both these components. 
 
 
4.4    DI-TERTIARY BUTYL PEROXIDE (DTBP) AS A FUEL ADDITIVE 
 
One of the several methods of affecting ignition timing is to use additives to enhance (or 
retard) combustion processes.  Fuel additives can achieve this by slightly altering the 
thermal or chemical properties of the mixture.  Peroxides are common fuel additives and 
DTBP, one such peroxide, dissociates at intermediate temperatures to produce two 
tert-butoxy radicals (CH3)3O that quickly dissociate to form acetone and methyl radicals 
(Fig. 4-2).  Acetone is a stable species below 900 K and cannot contribute to improving 
combustion characteristics as noted by Griffiths and Phillips [1990].  On the other hand, 
the methyl radical is reactive and forms products such as formaldehyde, methanol and 
hydrogen peroxide – which enhance hot ignition.  Selected physical properties of DTBP 
are also listed in Table 4-1.    
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Figure 4-2: Kinetic pathway for dissociation of DTBP. 
 
 
4.5  EFFECT OF DTBP: STUDIES USING THE DREXEL PRESSURIZED FLOW 
REACTOR (PFR) 
 
The Drexel PFR [Koert et al., 1992] was used in an earlier study to observe the effect of 
DTBP on the low and intermediate temperature reactivity of PRFs [Gong et al., 2005a, 
Gong, 2005] as measured by CO production.  In this temperature range CO does not 
further react to form CO2, so it is a direct measurement of reactivity.  Experiments were 
conducted at a pressure of 8 atmospheres over the temperature range 600 to 800 K, for 
equivalence ratios between 0.4 and 0.75.  For the PRFs, typical Negative Temperature 
Coefficient (NTC) behavior was observed and, as expected, neat n-heptane displayed 
significantly more reactivity than neat iso-octane.  It was observed that blends with 
relatively minor amounts of n-heptane (e.g., PRF87) showed much higher reactivity than 
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neat iso-octane (PRF100).  Interestingly, PRF87 had the same maximum CO 
concentration as neat n-heptane, although the temperature range of the low temperature 
reaction regime narrowed from approximately 200 K to about 125 K.  This behavior 
suggests that iso-octane acts as a radical scavenger in this system. 
    
DTBP significantly increased the reactivity of neat iso-octane.  Addition of 1% DTBP 
more than doubled the peak CO concentration, as well as increasing the temperature 
range of the low temperature reaction regime from 60 K to 150 K.  This would imply that 
DTBP acts as a source of radicals that initiates oxidation of the comparatively unreactive 
iso-octane.  DTBP addition to neat n-heptane only increased the reactivity a little, 
suggesting that n-heptane generates the necessary radical pool on its own.  Nevertheless, 
DTBP does make a slight contribution to the reactivity owing to its significantly lower 
activation energy.  As noted earlier, PRF blend reactivity is affected by the n-heptane 
component.  One would therefore expect very little reactivity increase in the lower PRFs 
with DTBP addition, as the n-heptane reactivity produces a sufficient population of 
radicals.  This was confirmed by experiments using PRFs and up to 1.5% DTBP. 
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4.6   ENGINE SETUP AND EXPERIMENTAL OBSERVATIONS 
 
 A 612 cm3 displacement single cylinder, Waukesha Motor Corporation, Cooperative 
Fuels Research (CFR) Octane Rating engine directly coupled to a DC motor 
dynamometer was used in additional experimental studies conducted at Drexel [Gong et 
al., 2005b].  The compression ratio was set at 16:1 and the engine was operated at 
800 rpm.  The inlet manifold was heated to 410-500 K to ensure complete fuel 
vaporization.  The equivalence ratio ranged from 0.28 to 0.57.  At these conditions, the 
engine operated stably in PCI mode. 
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Figure 4-3: Effect of DTBP Addition on measured pressure traces of PRFs at Φ = 0.42 and Tin=410 K. 
(a) neat PRFs; and (b) PRFs +1.5% DTBP [Gong et al., 2005b] 
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Figure 4-3 presents the experimental pressure traces for Φ = 0.42 and Tin = 410 K for (a) 
neat PRFs; and (b) PRFs +1.5% DTBP observed by Gong et al. [2005b]. It illustrates the 
effect of DTBP on the ignition timing for a wide range of PRFs.  As can be seen, the 
addition of DTBP produced an advance in the combustion timing for all PRF blends, with 
more advance observed for blends with higher iso-octane content (and therefore lower n-
heptane content).   
 
The effect of equivalence ratio on the ignition timing of PRFs was also explored. In Fig. 
4-4, solid lines represent PRFs and broken lines represent PRFs + 1.5% DTBP.  It was 
observed that for all PRFs the ignition timing (CAD) was roughly inversely proportional 
to the equivalence ratio.  The advance of ignition timing with changing equivalence ratio 
was slightly lower for neat PRF blends than for PRF + 1.5% DTBP mixtures.  This 
implies that for a given PRF, the crank angle advance due to addition of DTBP will be 
slightly higher at a higher equivalence ratio.  As expected, PRFs with higher n-heptane 
content were more reactive and had an earlier start of combustion. 
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Figure 4-4: Effect of DTBP on ignition timing for various PRFs for selected equivalence ratios; 
Tin=410 K. Solid lines: neat PRFs; broken lines: PRFs + 1.5% DTBP [Gong et al., 2005b] 
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4.8 DETAILED KINETIC MODELING USING THE EXTENDED DETAILED 
MECHANISM FOR DTBP AND PRF FUELS. 
 
Ignition and combustion of PRFs in the engine operating in PCI mode was simulated as a 
‘single-zone’ model that treats the combustion chamber as a reactor with uniform 
temperature, pressure, and composition.  The volume of the cylinder is derived from the 
slider crank relations using engine parameters.  This can accurately simulate the volume 
of the engine as a function of crank angle.  This zero-dimensional model is adequate for 
examining the ignition phenomena that take place in the core of the combustion chamber 
while the model might be too simplistic to compute the complete combustion process 
under real world conditions.  Nevertheless, such models can provide insights into the 
kinetics and characteristics of combustion for the processes taking place in the central 
core of the engine, which volumetrically is several times larger that the boundary layer as 
well as the quenching layer [Fiveland et al., 2002].  
  
The usual constraints of conservation of mass and energy are applied.  Mass and species 
are conserved, as intake and exhaust operations and effects are neglected.  For energy 
conservation, a heat transfer model is included and coefficients were selected from the 
literature [Woschni, 1976, Heywood, 1998]. 
 
The kinetic mechanism used to represent PRF chemistry was compiled by Curran et al. 
[2002].  This mechanism includes all relevant kinetic reactions for both n-heptane and 
iso-octane and has been validated for PRF blends.  It contains 4238 reactions and 1034 
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species. To include DTBP chemistry in the model, the reaction set was combined with the 
69 reactions and 21 species mechanism from Griffiths and Phillips [1990].  The 
simulations were always run for a partial cycle (Intake valve closing, 34o aBDC, to 
ignition, about 40% of a full crank rotation) to reduce computational time.  The 
simulation parameters were optimized to get accurate data before hot ignition.  Due to the 
relatively large solver time-step, the calculations lose accuracy after hot ignition and 
therefore results after hot ignition are not utilized in the analysis presented in this study. 
 
For all mixtures simulated, the ignition advance calculated is longer than that observed 
experimentally.  This is due to the spatial non-uniformities during the experiments which 
are not accounted for in the numerical simulations.  Nevertheless the trends observed are 
consistent, and the simulations can be useful in interpreting the data.  
 
Even though the same initial temperatures were selected for both the auto-igniting and 
motoring simulations, after approximately CAD 290 and before first stage heat release, 
the temperature of PRF-air mixtures with or without DTBP was observed to be lower 
than that for the motoring curve (~25 K at CAD 320).  This is due to the endothermic 
reactions that precede the first stage heat release and is consistent with the experimental 
data. The associated pressures reductions are hard to observe in Fig. 4-3 because of the 
compressed scale.  Since the early compression process is nearly identical for all fuels 
and calculations, subsequent results will be presented in figures that focus on the CAD 
regions of interest. 
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4.9   DETAILED KINETIC MECHANISM RESULTS 
 
Using the kinetic mechanism developed in this study, simulations were performed for 
conditions similar to those reported by Gong et al., [2005b].  Simulations were performed 
for different PRF blends, to elucidate the effect of DTBP on PRF combustion as a 
function of the PRF number.  The results also help identify the primary mode of action of 
DTBP, which could be thermal or chemical.   
 
 
Temperature Histories 
Figure 4-5 shows the calculated temperature histories over the restricted CAD range at 
Φ = 0.28 and 0.42 and Tin = 410 K for n-heptane (PRF0), with and without the addition of 
DTBP.  The start of the first stage heat release at both equivalence ratios is advanced by 
about 7 CAD, consistent with the advance reported by Gong et al. (Fig. 4-4).  In 
comparison to neat PRF0, the PRF0 + DTBP mixture shows a gradual rise in temperature 
near the start of the first stage ignition.  This can be explained by the lower activation 
energy and decomposition temperature and energy release upon decomposition of DTBP, 
all of which helps to advance the combustion timing.  At the higher equivalence ratio of 
0.42, the temperature histories for neat PRF0 as well as PRF0 + 1.5% DTBP are similar 
to those for an equivalence ratio of 0.28. 
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Figure 4-5: Predicted temperature histories for PRF0 and PRF0 + 1.5% DTBP at Φ = 0.28 and 0.42 
at Tin = 410 K 
 
Results of similar calculations for a PRF20 blend are shown in Fig. 4-6.  At the lower 
equivalence ratio of Φ = 0.28, but at the same initial temperature, Tin = 410 K, the PRF20 
blend exhibited no first stage heat release or ignition, either experimentally or 
computationally.  The addition of DTBP produced first stage heat release (onset at 326 
CAD) followed by hot ignition (approximately at 348 CAD), Fig. 4-6.  At equivalence 
ratio of 0.42, the temperature histories appear similar to those observed for PRF0 and 
PRF0 + 1.5% DTBP in Fig. 4-5.  This effect could be ascribed to the increase in 
equivalence ratio, which would also imply a higher volume of n-heptane per volume of 
inlet charge compared to equivalence ratio 0.28.  The advance in hot ignition predicted by 
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the mechanism is about 10 CAD, which is higher than that observed by Gong et al (Fig. 
4-4). 
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Figure 4-6: Predicted temperature histories for PRF20 and PRF20 + 1.5% DTBP at Φ = 0.28 and 
0.42  at Tin = 410 K 
 
Experimentally, PRF50 exhibited reduced reactivity, while addition of 1.5% DTBP 
increased reactivity to the level of PRF0.  During the experimental studies, PRF50 blends 
at equivalence ratios of 0.28 and 0.42 displayed reduced rates of heat release during the 
first stage heat release.  This rate was increased by the addition of DTBP, to levels near 
that of neat n-heptane which suggests that DTBP acts in a manner similar to n-heptane.  
Computationally the advancement of the onset of first stage heat release observed was 
about 9 CAD, slightly higher that for PRF0 and the temperature plots (Fig. 4-7) resemble 
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those in Fig. 4-5 although a smaller rise in temperature is observed during the first stage 
ignition.  The advance of approximately 10 CAD in the first stage heat release was 
consistent with that observed experimentally by Gong et al. (Fig. 4-4). 
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Figure 4-7: Predicted temperature histories for PRF50 and PRF20+1.5% DTBP at Φ= 0.28 and 0.42, 
Tin = 410 K 
 
PRF100 at Φ = 0.57 and 0.69, Tin = 450 K exhibited no first stage heat release or ignition 
in the simulations (consistent with experimental observations by Gong et al., 2005b), 
inspite of the higher equivalence ratio and inlet temperature (Fig. 4-8). This low 
reactivity can be ascribed to the low reactivity of iso-octane as compared to n-heptane. A 
single hot ignition appears to occur after addition of DTBP, unlike the lower octane 
number fuel blends. Temperature histories similar to those for iso-octane are observed 
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with PRF87 (Fig. 4-9) even though the conditions were leaner at equivalence ratios of 
0.42 and 0.57 and the same inlet temperature of 450 K.  This is due to the low reactivity 
of iso-octane which is the major fraction of the PRF87 blend.  DTBP also produces a 
similar hot ignition in PRF87.  Gong et al. report an advance of about 10 CAD in the hot 
ignition, which is not predicted by the mechanism, and indicates that the mechanism may 
have room for improvement. 
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Figure 4-8: Predicted temperature histories for PRF100 and PRF100+1.5% DTBP at Φ=0.57 and 
0.69, Tin=450 K 
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Figure 4-9: Predicted temperature histories for PRF87 and PRF87+1.5% DTBP at Φ= 0.42 and 0.57, 
Tin = 410 K 
 
Figure 4-10 shows the effect of varying equivalence ratio on the advance in first stage 
ignition timing due to addition of DTBP to PRF0.  For equivalence ratios 0.39 and 0.42 
the advance remains about 7 CAD.  As observed experimentally (Fig. 4-4), the richer 
mixtures (Φ = 0.49) experience more advance in ignition timing (about 10 CAD). 
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Figure 4-10: Predicted temperature histories for PRF0 and PRF0 + 1.5% DTBP at Φ =0.39, 0.42 and 
0.49; Tin=410 K 
 
 
 
Parent Fuel Consumption    
Figure 4-11 shows the percentages of n-heptane and iso-octane consumed in the 
simulations for PRF50 with and without DTBP at Φ = 0.42, Tin=410 K.  As can be seen, 
DTBP enhances consumption of both n-heptane and iso-octane.  It also starts the 
consumption of these components about 12 CAD before that of pure PRF50.  
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Figure 4-11:  n-Heptane and iso-octane consumed for PRF50 and PRF50 + 1.5 % DTBP at Φ = 0.42, 
Tin = 410 K (Predicted) 
 
 
Rate of Temperature Rise  
A major focus of this work was to ascertain the mode of action of DTBP for various fuel 
blends.  To elucidate this point, temperature rise per CAD, plots were generated.  These 
traces track the change in the rate of temperature rise in the engine during the 
compression stroke up to the point of hot ignition.  These plots can be interpreted as 
modified ‘overall heat release rate’ plots.  They helped in determining whether thermal or 
chemical effects were dominant for the various fuel blends. 
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Figure 4-12 presents temperature rise per CAD for PRF0 and PRF0 + 1.5% DTBP 
mixtures at Φ = 0.28 and 0.42, Tin = 410 K.  For the same conditions as in Fig. 4-5, it can 
be observed that with addition of DTBP a peak is observed during the first stage heat 
release that reaches a maximum of about 323 CAD, an advance of about 8 CAD.  The 
CAD advance for a lower equivalence ratio of 0.28 appears similar as well. 
 
0
50
100
150
200
250
310 320 330 340 350
CAD
dT
 p
er
 C
A
D
 (K
)
Motored
PRF0(phi=0.28)
PRF0+1.5%DTBP(phi=0.28)
PRF0(phi=0.42)
PRF0+1.5%DTBP(phi=0.42)
 
Figure 4-12: Predicted temperature rise per CAD for PRF0 and PRF0+1.5% DTBP at Φ = 0.28 and 
0.42, Tin = 410 K 
 
Figure 4-13 represents temperature rise per CAD plots for PRF20 and PRF20 + 1.5% 
DTBP mixtures at Φ = 0.28 and 0.42, Tin = 410 K.  For the case of the leaner mixture of 
Φ = 0.28 neither a first stage heat release, nor hot ignition was predicted for the PRF20 
blend.  With addition of DTBP, the thermal effect can be predicted that induces a first 
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stage heat release with a peak at about 329 CAD as well as hot ignition at about 348 CAD.  
With increased equivalence ratio of 0.42, temperature histories similar to that for lower 
octane number fuels was predicted.  At the richer conditions, the PRF20 blend predicted a 
first stage heat release with a peak at about 332 CAD and a subsequent hot ignition.  As 
predicted in the case of PRF0, the addition of 1.5% DTBP advanced both the first stage 
heat release (by about 8 CAD) and hot ignition (by about 10 CAD).   
 
For PRF50 blends for equivalence ratios of 0.28 and 0.42 a two-stage ignition process 
(Fig. 4-14) was predicted, and for DTBP addition, and effect similar to PRF0 was 
predicted.  This reflects the dominating effect of n-heptane’s reactivity over iso-octane in 
PRF50.   
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Figure 4-13: Predicted temperature rise per CAD for PRF20 and PRF20 + 1.5% DTBP at Φ = 0.28, 
Tin = 410 K 
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Figure 4-14: Predicted temperature rise per CAD for PRF50 and PRF50+1.5% DTBP at Φ = 0.28 
and 0.42, Tin =410 K 
 
As mentioned earlier, for PRF87 (Fig. 4-15) the temperature and heat release plots 
resemble those of iso-octane due to the large fraction of the blend that it comprises.  As 
expected, an increase in temperature is predicted due to addition of DTBP starting at 
about 312 CAD.  This being a very small peak, compared to the plot for PRF87 without 
DTBP, would suggest a smaller thermal effect.  The absence of a significant thermal 
effect while observing an ignition advance of about 10 CAD indicates the presence of a 
chemical effect. The effect is similar for both equivalence ratios tested. 
 
For PRF100, a negligible rise in temperature is seen despite the higher equivalence ratios 
and inlet temperature (Fig. 4-16). No first stage heat release is predicted, even after 
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addition of DTBP.  Despite the lack of thermal effect, an advance of about 10 CAD is 
predicted for the hot ignition.  This can only be explained by the presence of a chemical 
effect.  
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Figure 4-15: Predicted temperature rise per CAD for PRF87 and PRF87+1.5% DTBP at Φ= 0.42 
and 0.57, Tin = 410 K 
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Figure 4-16: Predicted temperature rise per CAD for PRF100 and PRF100+1.5% DTBP at Φ= 0.57 
and 0.69, Tin = 450K 
 
 
 
 
Heat Release 
Predicted heat release curves can also yield insights into the effect of DTBP on ignition 
timing.  Figure 4-17 presents a comparison of the heat release rates of neat n-heptane and 
n-heptane and DTBP. The heat release plot for neat n-heptane shows minor heat release 
at about 324 CAD followed by first stage ignition at about 327 CAD. In the heat release 
plot for n-heptane + DTBP a slight heat release was predicted between 302 CAD and 
  
101 
317 CAD (a duration of about 15 CAD). This is immediately followed by first stage 
ignition at about 317 CAD. Therefore an advance of about 10 CAD was predicted.  
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Figure 4-17: Predicted heat release rates for PRF0 and PRF0 + 1.5% DTBP at Φ =0.49,  Tin = 410 K 
 
Reaction path analysis indicated the source of the initial heat release to be the exothermic 
dissociation of DTBP and the subsequent reactions of the radicals produced. This heat 
release causes a rise in the temperature, as predicted in the dT per CAD plots for the 
simulations (e.g., Fig. 4-12) and caused the 10 CAD advance in ignition.  
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Figure 4-18: Predicted heat release rates for PRF100 and PRF100 + 1.5% DTBP at Φ = 0.49,         Tin 
= 500 K 
 
Figure 4-18 shows the heat release plots for PRF100 and PRF100 + 1.5% DTBP. For neat 
iso-octane hot ignition was predicted at about 342 CAD, with no first stage heat release. 
For iso-octane and DTBP, minor heat release was predicted between 290 CAD and 
310 CAD (a duration of about 10 CAD). This was similar to the heat release predicted for 
n-heptane 1.5% DTBP as seen in Fig. 4-17. The heat release for the dissociation of 1.5% 
DTBP was also measured to be approximately equal to that predicted in Fig. 4-17 for 
PRF0.  For iso-octane and DTBP the minor heat release was immediately followed by a 
first stage heat release that peaked at about 327 CAD and led to hot ignition at about 
334 CAD.  An advance of about 8 CAD was predicted. The first stage heat release 
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predicted for iso-octane + 1.5% DTBP is uncharacteristic of iso-octane heat release and 
would indicate a kinetic effect for DTBP.  
 
 
Reactivity Plots 
The concentration of CO at low and intermediate temperatures is widely accepted to be a 
reliable indicator of reactivity of a system. Figure 4-19 shows the Predicted reactivity 
plots for neat PRF0 and PRF0 + 1.5% DTBP. The addition of DTBP advances the 
initiation of reactivity by about 8 CAD, from 330 CAD to 322 CAD. This indicates that 
DTBP does not alter the reactivity profile of n-heptane and would therefore not 
contribute to the generation of the radical pool. 
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Figure 4-19: Predicted reactivity plot for PRF0 and PRF0 +  1.5% DTBP at Φ =0.49, Tin = 410 K 
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Figure 4-20: Predicted reactivity Plot for PRF100 and PRF100 +1.5% DTBP at Φ =0.49, Tin  = 500 K 
 
Figure 4-20 shows the Predicted reactivity plots for PRF100 and PRF100 + 1.5% DTBP. 
For iso-octane there is a rapid increase in reactivity at about 344 CAD with no pre-
ignition reactivity or single stage ignition. The plot for iso-octane + 1.5% DTBP on the 
other hand starts at about 316 CAD and shows a two-stage ignition event. This indicates a 
kinetic effect of DTBP on iso-octane though the generation of a radical pool. 
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Figure 4-21: Predicted reactivity plot for PRF50 and PRF50 + 1.5% DTBP at Φ = 0.49, Tin = 410 K 
 
Figure 4-21 shows the Predicted reactivity for PRF50 and PRF50 + 1.5% DTBP. The 
reactivity for PRF50 starts at about 335 CAD and the reactivity profile indicates a first 
stage ignition followed by hot ignition. For PRF50 + 1.5% DTBP, the plot starts at about 
326 CAD and also indicates a similar reactivity profile, although with a higher reactivity 
at first stage ignition. The addition of DTBP to PRF50 advances the onset of reactivity by 
about 9 CAD, with similar features predicted in the reactivity profile. Therefore the 
addition of DTBP does not alter the reactivity profile of PRF50 much, resembling the 
effect of DTBP on PRF0 and unlike that for PRF100. 
 
These plots, as well as the similarity between the PRF50 and PRF50 + 1.5% DTBP plots 
suggest that the addition of DTBP to PRF50 affects it in the same way as it affects 
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n-heptane. Also, the magnitude of the CO concentration peaks are approximately the 
same, indicating a dominance of n-heptane over iso-octane on the reactivity profiles, even 
with the addition of DTBP.  Based on this modeling effort, it appears that except for high 
octane number PRF blends, DTBP does not affect the kinetic reactivity greatly and the 
effect is predominantly thermal.  
 
CH3· + O2 + M ↔ CH3O2· + M 
CH3O2· + CH3O2· → O2 + CH3O· +CH3O· 
O2 + CH3O· → HO2· + CH3O·  
CH3O2· + HO2· → CH3O2H + O2  
CH3O2H → CH3O· + OH· 
NET REACTION: (CH3)3COOC(CH3)CH3 → 2 CH3· → 2 OH∙ 
Figure 4-22: Reaction pathway for kinetic acceleration of combustion process via production of OH• 
from CH3• (produced from DTBP dissociation) 
 
Reaction path analysis was performed to identify the kinetic pathway through which 
DTBP promotes ignition. For all simulations and it was predicted that DTBP contributes 
to the radical pool via a series of elementary steps. As describe earlier, DTBP first 
dissociates to form two tertiary butoxy radicals, and these radicals being inherently 
unstable dissociate further to generate an acetone molecule and a methyl radical each. 
Acetone is stable at these conditions and does not react before hot ignition. Methyl 
radicals on the other hand undergo a five step chain process (Fig. 4-22) to produce an 
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equivalent number of hydroxyl radicals. The hydroxyl radicals then accelerate the overall 
combustion process by attacking the parent fuel molecule. Therefore, the net kinetic 
effect of each molecule of DTBP is the production of two methyl radicals and 
subsequently two hydroxyl radicals. 
 
 
4.10   DEVELOPMENT OF A SKELETAL MODEL FOR PRF AND DTBP 
 
 
As discussed in Chapter 2, reduced mechanisms for combustion can be developed in a 
variety of ways ranging from mathematical curve fits to models developed using 
chemical kinetic insight.  The Shell-Thornton mechanism [Halstead et al., 1977], a 
pioneering effort in such endeavors, applied the method of curve fitting to obtain the 
Arrhenius parameters for a set of global generic reactions that were not explicitly based 
on the kinetics involved.  Cox and Cole [1985] connected the mechanism to specific 
classes of reactions and determined the rate parameters from analysis of the reaction class.  
Hu and Keck [1987] improved on the Cox and Cole mechanism by treating exothermicity 
as the enthalpy change in each reaction step.  Cowart et al. [14] improved on the efforts 
by Hu and Keck by applying the skeletal mechanism to an engine cycle simulation and 
comparing the results with predictions from a comprehensive mechanism.  They 
demonstrated that the skeletal mechanism could be used for accurately predicting end-gas 
auto-ignition by calibrating the mechanism with engine data.  The PRF skeletal models 
were specifically validated for “low”-to-“intermediate” temperature chemistry.  Muller et 
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al. [1992] published a four reaction global mechanism for n-heptane auto-ignition for the 
temperature range 600-1500 K.  Since the mechanism relied solely on thermal feedback 
rather than thermo-kinetic feedback to capture ignition, it was unable to represent the 
NTC behavior accurately.  Schreiber et al. [1994] also presented a six reaction global 
mechanism that included a chemical auto-catalytic step coupled to a competitive 
non-branching reaction to accurately mimic NTC behavior.  This was based on the 
mathematical analysis of Yang and Gray [1965].   
 
Studies to develop skeletal mechanisms for “low” and “intermediate” temperatures and 
auto-ignition have been conducted at Drexel University for several years based on the 
key reaction pathways shown in Fig. 4-1.  Li et al. [1996] added additional steps to the 
previously compiled skeletal mechanism for gasoline PRFs to account for the oxidation 
of smaller radicals.  This improved the prediction of the heat release without forcing the 
complete consumption of the fuel, a key drawback of the previous mechanisms.  The 
mechanism compiled by Li et al. [1996] also formed the basis of further studies by Zheng 
et al. [2001] and by Gong [2005] as well as the present study.  These studies continued to 
improve the mechanisms by adding key reactions that improved prediction of global 
parameters and the concentration of key species without significantly increasing the size 
of the mechanism.  The study by Gong [2005] also reformulated the skeletal mechanism 
into the CHEMKIN format.  This mechanism consisted of 35 species (Table 4-2, species 
1-35) and 28 reactions (Table 4-3, reactions: 1- 28) and was selected as the base skeletal 
mechanism for this study.  The kinetics relevant to DTBP were presented in Section 4-8. 
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Table 4-2: Augmented skeletal mechanism species. 
1.  RH 2.  R• 3.  RO2• 4.  ROOH 5.  O2 6.  QOOH• 
7. OOQOOH• 8.  Q'OOH 9.  HOOH 10. N2   11. OH• 12. H2O 
13. HO2• 14. CO 15. CO2 16. C"C-3 17. Rs• 18. RsCHO 
19. RsCO• 20. RsO• 21. RsO2• 22.RsOOH 23. Rs"O• 24. C"C-8 
    25. Rs• 26. Epox 27. RO• 28. ETHE 29. C"C-4 30. C"C-7 
    31. Rs'CHO 32. Rs'CO• 33. Rs"O• 34. RO• 35. Rs" • 36. C8H18O2 
    37. t-C4H9O• 38. CH3• 39. CH3•O2 40. CH3O• 41. CH3O2H 42. CH3COCH3 
 
 
Table 4-3: Reactions and rate parameters for the augmented skeletal mechanism. 
(Units: Ae in mole, cm, s, K, E in kcal, mole) 
    k+       k- 
REACTION A+  E+ A- 
1. RH + O2  R• + HO2• 
E- 
3.16E+13 46.00 1.0E+12 00.00 
2. R• + O2  RO2•  1.00E+12 00.00 2.51E+13 27.40 
3. RO2•  QOOH•     
                             n-heptane 9.80E+11 18.80 1.10E+11 11.00 
                             PRF20 6.10E+11 18.90 1.10E+11 11.00 
                             PRF63 1.58E+11 19.20 1.10E+11 11.00 
                             PRF92 6.00E+10  20.00 1.10E+11 11.00 
                             Iso-octane 5.74E+10 20.50 1.10E+11 11.00 
4. QOOH• + O2  QOOHOO• 3.16E+11  00.00 2.51E+13 27.40 
5. OOQOOH•   OQ’OOH• + OH• 2.00E+11 17.00   
6. OH• + RH  H2O + R• 2.05E+13 03.00   
7. OQ'OOH  RsCHO + Rs'CO• + OH•     
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                            n-heptane 9.85E+16 47.80   
                            PRF20 8.10E+16 47.20   
    OQ'OOH  RsCHO + RsCO• + OH•     
                           PRF63 1.62E+16 44.50   
                           PRF92 4.75E+15 42.20   
                           iso-octane 6.55E+15   40.80   
8. HO2• + HO2•  HOOH + O2 2.00E+12 00.00   
9. HOOH + M  2OH• + M 7.60E+16 46.00   
10. QOOH•  C"C-4 (C"C-3)+RsCHO + OH• 2.52E+14 31.00   
11. RO2• + RsCHO  ROOH + RsCO• 2.82E+11 08.60   
12. HO2• + RsCHO  HOOH + RsCO• 5.01E+11 08.64   
13. C"C-4 (C"C-3) + HO2•  Epox + OH• 8.91E+10 10.00   
14. HO2• + RH  R• + HOOH 5.01E+11 16.00 6.31E+10 08.00 
15  RO2•.+ RH  ROOH + R• 1.58E+11 16.00 1.26E+10 08.00 
16. RsCHO + OH•  RsCO• + H2O 1.37E+13 00.00   
17. RsCO•(Rs'CO•)+ M  Rs• (Rs'•)+CO+M 6.05E+16 15.00   
18. Rs• + O2  RsO2• 1.00E+12   00.00 2.50E+13 27.40 
19. RsO2•  C"C-3 + HO2• 2.20E+11 28.90   
20. RsCHO + RsO•  RsOOH + RsCO 3.39E+11 08.60   
21. RH + RsO2•  RsOOH + R• 1.90E+11 16.00 1.26E+10 08.00 
22. RsOOH  RsO• + OH• 3.98E+15 43.00   
23. RsO• + O2  Rs"O• + HO2• 3.98E+10 02.14   
24. C"C-8 + OH• + O2  2RsCHO + OH• 5.25E+12 -1.04   
25. ROOH  RO• + OH• 3.98E+15 43.00   
26. RO•  Rs'• + RsCHO   2.00E+13 15.00   
27. RO2•  (C"C-7) + HO2•     
  
112 
                            n-heptane 3.30E+10 22.20   
                            PRF20 2.58E+10 22.20   
      RO2•  C"C-8 + HO2•     
                            PRF63 1.88E+10 22.20   
                            PRF92 2.15E+10 23.00   
                            iso-octane 3.18E+10 23.00   
28. RO2•  ETHE + OH• 3.01E+09 18.00   
29. C8H18O2  t-C4H9O• + t-C4H9O• 2.00E+15 36.28   
30. t-C4H9O•  CH3• + CH3COCH3 4.86E+15 15.24   
31. CH3• + O2 + M  CH3O2• + M 5.44E+25 00.00 4.34E+27 30.47 
32. CH3O2• + CH3O2•  O2 + CH3O•+CH3O• 1.40E+16 01.86   
33. CH3O• + O2   CH2O + HO2• 5.50E+10 02.42   
34. CH3O2• + HO2•  CH3O2H + O2 1.75E+10 -3.28   
35. CH3O2H  CH3O• + OH• 6.31E+14 42.30   
 
Adjustment of a few key rate constants in a kinetic mechanism (‘tuning’) has been a 
common method to improve the accuracy of the mechanism in predicting global 
parameters and species concentrations without increasing the size of the mechanism.  
Tuning also allows the same kinetic mechanism to be applied for different fuels by just 
replacing a few critical rate constants with ones tuned towards another fuel.  During the 
development of the base mechanism used in this study, Gong [2005] used this technique 
to improve the prediction of the CO concentration by the skeletal mechanism.  The 
authors also tuned the mechanism for five different fuels by five different sets of rate 
constants for three key reactions.  These rate constants have not been altered in this study 
and are listed in Table 4-4. 
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Table 4-4: Key fuel specific reaction parameters in the augmented skeletal mechanism 
 
Incorporating DTBP into the PRF skeletal model required reactions to capture the 
essential DTBP reaction processes.  For the present application, reaction 29 (All reaction 
numbers refer to the mechanism presented in Table 4-3) is the dissociation reaction for 
DTBP.  Each molecule of DTBP produces two tert-butoxy radicals.  The highly reactive 
tert-butoxy radicals subsequently undergo further dissociation via reaction 30 to produce 
acetone and methyl radicals.   
 
C8H18O2  t-C4H9O• + t-C4H9O• (29) 
 
t-C4H9O•  CH3• + CH3COCH3 (30) 
 
Acetone is kinetically inactive below 900 K and is not included in any further reactions in 
a pre-ignition mechanism.  Rate of production analysis and reaction pathway analysis of 
  n-heptane PRF20 PRF63 PRF92 iso-octane 
Rxn  A E A E A E A E A E 
3 
9.80E+11 18.8 6.10E+11 18.9 1.58E+11 19.2 6.00E+10 20.0 5.74E+10 20.5 
1.10E+11 11.0 1.10E+11 11.0 1.10E+11 11.0 1.10E+11 11.0 1.10E+11 11.0 
7 9.85E+16 47.8 8.10E+16 47.2 1.62E+16 44.5 4.75E+15 42.2 6.55E+15 40.8 
27 3.30E+10 22.2 2.58E+10 22.2 1.88E+10 22.2 2.15E+10 23.0 3.18E+10 23.0 
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the methyl radical indicated that it actively contributed to an increase in overall reactivity.  
Before ignition, at “low” and “intermediate” temperatures, the methyl radicals undergo a 
sequence of reactions (reactions 31 – 35) to produce hydroxyl radicals.    
 
CH3• + O2 + M  CH3O2• + M (31) 
 
CH3O2• + CH3O2•  O2 + CH3O• + CH3O• (32) 
 
CH3O• + O2   CH2O + HO2• (33) 
 
CH3O2• + HO2•  CH3O2H + O2 (34) 
 
CH3O2H  CH3O• + OH• (35) 
 
The hydroxyl radicals produced by the methyl radicals would increase the reactivity of 
the system by accelerating the following reactions of the base skeletal mechanism: 
 
RH + OH•  R• + H2O (6) 
 
RsCHO + OH•  RsCO• + H2O (16) 
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C”C-8 + OH• + O2  2RsCHO + OH• (24) 
 
Reaction 6, a key pathway for the consumption of the parent fuel molecule, becomes 
active once a pool of hydroxyl radicals is formed.  Formation of the OH radical pool is 
accelerated by the DTBP reaction chain.  Also as observed from the reaction 24, the 
hydroxyl radicals accelerate the formation of smaller aldehydes RsCHO (representative 
mostly of C2H5CHO and C3H7CHO).  Furthermore the hydroxyl radicals attack these 
species via reaction 16 and produce RsCO•, thereby enhancing CO formation through 
reaction 17.  
 
RsCO• (Rs’CO•) + M  Rs• (Rs’•) + CO + M (17) 
 
The reactions 29-35 describe the major processes whereby DTBP impacts the preignition 
behavior of PRF fuels.  Therefore they were added to the base skeletal mechanism for the 
PRFs to generate the augmented skeletal mechanism (Table 4-3) of PRF and the model 
oxygenated additive - DTBP.   Other reactions from the Griffiths and Phillips mechanism 
were not added to the skeletal model as sufficient interaction between the DTBP kinetics 
and the PRF kinetics had been achieved.  Addition of other reactions from the DTBP 
mechanism to the skeletal model would therefore increase the number of species and 
reactions in the skeletal model without significantly improving the accuracy.  The 
additional reactions required the introduction of seven additional species (Species 36 – 42, 
Table 4-2) to the 35 species of the base skeletal mechanism, bringing the total number of 
species in the augmented skeletal mechanism to 42 (Table 4-2). 
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4.11   SKELETAL MODEL RESULTS 
 
As noted, the Drexel Pressurized Flow Reactor was used in an earlier study to observe the 
effect of DTBP on the low and intermediate temperature reactivity of PRFs [Gong et al., 
2005a, Gong, 2005].  Controlled Cool Down (CCD) Experiments were conducted at a 
pressure of 8 atmospheres over the temperature range 600 to 800 K, for equivalence 
ratios between 0.4 and 0.75.  Results from simulations using the skeletal mechanism and 
the detailed mechanism and the PLUG module from CHEMKIN were compared with the 
experimental data.  To model the CCD experiments, a series of calculations were 
performed for inlet temperatures from 600 – 800 K at increments of 5 K.  The model was 
specified with the same dimensions of the Drexel flow reactor: length 40cm, diameter 
2.2cm.  An isothermal profile was assumed. 
 
As described in Section 4.9 and reported in Gupta et al. [2006b, 2007], the effect of 
DTBP on PRF combustion in PCI engines was studied numerically using the detailed 
PRF+DTBP mechanism of Section 4.8 and compared to the experimental data of Gong 
[Gong, 2005; Gong et al., 2005b].  This work indicated that DTBP would dissociate and 
contribute to the radical pool through the reaction sequence proposed by Griffiths and 
Phillips [1990] and that DTBP reactions were active for all fuel blends and stable 
operating conditions of the engine observed during the experimental study. 
 
For n-heptane (PRF0), the calculations were performed for neat n-heptane as well as n-
heptane + 1.5% DTBP blend for an equivalence ratio of 0.4 with the oxidizer 
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composition of 85% nitrogen and 15% oxygen and a residence time of 100 ms.  These 
conditions were similar to that used for the experimental study by Gong et al. [2005a].  
The skeletal mechanism predictions were compared with the experimental observations 
as well as the detailed mechanism predictions (Fig. 4-23).  For neat n-heptane, the online 
CO measurements in the PFR appeared to be approximately symmetric about T = 703 K.  
The CO concentration was maximum at 704 K with a value of 1210 ppm.  For the 
n-heptane + 1% DTBP blend, a higher concentration of CO was measured for all inlet 
temperatures.  The maximum CO concentration was observed at 704 K with a value of 
1280 ppm.   
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Figure 4-23: Predicted and measured CO concentrations for n-heptane and n-heptane + 1% DTBP, 
P = 8 atm., Φ = 0.4, Oxidizer: 85% N2, 15% O2, residence time = 100 ms. 
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Calculations performed using the detailed PRF+DTBP mechanism predicted higher than 
expected reactivity at low temperatures, with the predicted CO concentration being 
several times the experimental value.  The maximum CO concentration was predicted at 
about 660 K with a value of 1430 ppm, 220 ppm higher than the experimental value.  The 
agreement with experimental observations was comparatively better at temperatures 
above 700 K.  The CO concentration predicted for the n-heptane + 1.0% DTBP blend 
predicted by the detailed mechanism was almost the same as that for neat n-heptane.  The 
peak CO concentration was observed at 660 K with a value of 1420 ppm, almost 
140 ppm higher than the experimental value.  Unlike the increase in the CO concentration 
observed experimentally with the addition of 1% DTBP, the detailed mechanism 
Predicted a slight decrease in the CO concentration.  Calculations performed using the 
augmented skeletal mechanism had better agreement with the experimental data as 
compared to the detailed mechanism.  For neat n-heptane, the maximum CO 
concentration observed was 1250 ppm and was observed at about 690 K.  This value was 
only 40 ppm higher than the experimental maximum, but occurred at 13 K lower than the 
experimental measurement.  Similarly for n-heptane and 1% DTBP, the maximum CO 
concentration was Predicted to be 1380 ppm, about 100 ppm higher than the experimental 
maximum.  This peak also occurred at a temperature of 680 K, approximately 24 K lower 
than the experimental peak.  The agreement with the experimental data was observed to 
be better at temperatures above about 700 K. 
 
It is interesting to consider the effect of DTBP addition on the experimental results and 
the simulations.  For n-heptane, the CO from both neat n-heptane and n-heptane/DTBP 
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were centered about 704 K with the major effect being an increase in reactivity due to 
DTBP.  The alignment of the CO profiles with temperature would indicate that DTBP 
does not change the overall kinetics of the reaction, primarily increasing reactivity 
through the temperature increase produced by its exothermicity.  The four mechanisms 
also tend to capture this symmetry with respect to temperature though they shift the 
location of the peak temperature and the magnitude of the peak CO concentration. 
 
For iso-octane, the calculations were performed for neat iso-octane as well as for 
iso-octane + 1% DTBP blends for an equivalence ratio of 0.75 with an oxidizer 
composition of 62% nitrogen and 38% oxygen for a residence time of 250 ms.  The 
skeletal mechanism predictions, experimental observations, and the detailed mechanism 
predictions are presented in Fig. 4-24.  The measured concentrations of CO were 
observed to be much lower for iso-octane and iso-octane + 1% DTBP than for n-heptane 
and n-heptane +1% DTBP.  For neat iso-octane, the maximum CO concentration was 
260 ppm measured at 660 K.  With the addition of 1% DTBP, the maximum CO 
concentration of 560 ppm was measured at 690 K, an increase of about 300 ppm.  The 
peak was observed at a temperature about 30 K higher than that for neat iso-octane.   
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Figure 4-24: Predicted and measured CO concentrations for iso-octane and iso-octane + 1% DTBP, 
P = 8 atm., Φ = 0.75, Oxidizer: 62% N2, 38% O2, residence time = 250 ms. 
 
The detailed mechanism was not able to predict the reactivity accurately with the peak 
CO concentration for neat iso-octane as well as iso-octane + 1% DTBP being almost an 
order of magnitude higher than the experimental values.  For neat iso-octane, the 
maximum CO concentration predicted was about 2420 ppm at about 670 K.  For iso-
octane + 1% DTBP, the peak concentration observed was also at about 670 K with a 
value of 3210 ppm.  The skeletal mechanism was able to predict the reactivity of neat iso-
octane well.  The maximum CO concentration computed by the skeletal mechanism was 
about 186 ppm at about 650 K, about 70 ppm below the experimental maximum and at a 
temperature about 12 K lower.  For iso-octane + 1% DTBP although the skeletal 
mechanism was able to predict the peak CO concentration well, it predicted the 
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maximum CO concentration at a much lower temperature.  The peak CO concentration 
computed was 738 ppm, 180 ppm higher than the experimental maximum, but at 630 K it 
occurred about 60 K lower than the experimental maximum.  
 
The addition of DTBP to iso-octane, in contrast to the results for n-heptane, shifts the 
location of the low and intermediate temperature reactivity peak as well as, increasing the 
reactivity.  This suggests that it impact the kinetics of the reaction system, as previous 
work has suggested [Gong, 2005, Gupta, 2006b, Gupta 2007].  None of the mechanisms 
seem to account for this shift correctly; in fact, they seem to shift the peak in the wrong 
direction.  Therefore considerable work is required to develop the iso-octane mechanisms. 
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Figure 4-25: Measured CO concentrations for iso-octane and iso-octane + 1% DTBP, P = 8 atm., Φ = 
0.75, Oxidizer: 62% N2, 38% O2, residence time = 250 ms; and n-heptane and n-heptane + 1% DTBP, 
P = 8 atm., Φ = 0.4, Oxidizer: 85% N2, 15% O2, residence time = 100 ms. 
 
Figure 4-25 shows a comparison between the measured CO concentrations for n-heptane 
and isooctane, with and without DTBP. For n-heptane, the addition of DTBP increased 
the reactivity slightly, but did not shift the position of the peak CO concentration to a 
higher or lower temperature. As mentioned before, this indicated a predominantly 
thermal effect of DTBP on n-heptane. Unlike n-heptane, for iso-octane, the addition of 
DTBP brought about a significant rise in reactivity as well as a shift in the position of the 
peak CO concentration to a higher temperature. This indicated a significant chemical 
effect of DTBP on iso-octane. 
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The computation time required to solve this system of equations is roughly 
proportional to the square of the number of equations.  For chemical kinetic mechanisms 
each species in the mechanism would require a differential equation that would need to 
be solved during a computation.  The skeletal mechanism developed in this study has 42 
species as compared to 1035 in the detailed mechanism.  Therefore using the skeletal 
mechanism would ideally result in a computation time saving of about 99.8% of that 
required for the detailed mechanism.  The saving in computation time actually observed 
while using the skeletal mechanism was similar to what was expected theoretically.  For 
the same mechanism and solver parameters, the skeletal mechanism required a 
computation time of less than 1 s compared to a requirement of 221 s for the detailed 
mechanism.  This translates to a saving of above 99.6% (more than two orders of 
magnitude) in the computation time.  The computation also required less computer 
memory.  The detailed mechanism computation required 639 MB of memory whereas the 
skeletal mechanism required only 0.46 MB of memory.  This translates to a saving of 
about 99.9% in the computer memory requirements (more than three orders of 
magnitude). 
 
4.12   SUMMARY AND CONCLUSIONS 
 
This chapter described the development of a detailed kinetic mechanism and a skeletal 
model for a parent fuel blend and a fuel additive.  The process was applied to develop 
mechanisms to study the impact of DTBP on the oxidation of a range of PRF mixtures in 
a Premixed Compression Ignition (PCI) engine and a Pressurized Flow Reactor (PRF).  
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The processes illustrated in this chapter can be applied to develop detailed kinetic 
mechanisms and skeletal models for other fuels and fuel additives, including surrogate 
fuels that are being used for engine development. 
 
Based on the analysis of the results of the detailed kinetic mechanism, the impact of 
DTBP on the oxidation of a range of PRF mixtures in a Premixed Compression Ignition 
(PCI) engine, the key observations are summarized below. 
 
• The numerical study was able to identify key characteristics of the effect of DTBP on 
PCI combustion of PRF blends and aided in the interpretation of a prior experimental 
study.  
 
• DTBP advances the onset of combustion for all PRF blends by about 10 CAD, 
consistent with the advance observed experimentally by Gong et al. [2005b].  It is 
also able to induce hot ignition for lean mixtures, or for the relatively less reactive 
high octane number blends – e.g., PRF87 and PRF100 at certain non-igniting 
conditions. 
 
• The addition of DTBP amplifies the first stage heat release in all PRF blends.  The 
lower the octane number, the larger the amplification. 
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• The mode of action of DTBP on low octane number fuels (e.g., PRF0, PRF20, and 
PRF50) is predominantly thermal. 
 
• In PRF blends, DTBP contributes to the generation of the radical pool at low and 
intermediate temperatures, much like n-heptane and unlike iso-octane. 
 
• The mode of action on PRF100 is predominantly kinetic.  Negligible increase in the 
temperature is predicted, which would require that there be a strong kinetic effect to 
be able to cause an earlier start of combustion. 
 
A skeletal model was also developed for SI PRFs and DTBP, an oxygenated additive.  In 
contrast to the reduction process developed in chapter 3, this process followed a ‘build 
up’ technique where additional reactions and species are added to capture kinetic 
behavior and help improve accuracy.  The skeletal model development was applied to 
model the oxidation of PRF+DTBP blends for oxidation in a flow reactor.  This process 
also demonstrated the ability of a skeletal model, comprising of a much smaller number 
of reactions and species to predict a predefined, limited set of global variables and 
species concentrations.   
 
The skeletal model was able to predict the pre-ignition reactivity for n-heptane and 
n-heptane + 1% DTBP and for iso-octane and iso-octane + 1% DTBP blends; however 
the reactivity of the iso-octane containing experiments was overpredicted. The skeletal 
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model can be further modified to improve accuracy, especially for the case of iso-octane.  
Expansion of the skeletal mechanism to include kinetics for other oxygenated additives 
such as propionaldehyde can also be performed.   
 
The skeletal model was also able to reduce the computation time by more than two orders 
of magnitude (more than 99.6%) and also required three orders of magnitude less 
computer memory for the computation (about 99.9%).  The study also indicated that 
DTBP has a predominantly thermal effect on n-heptane, whereas it has a significantly 
chemical effect on iso-octane, thereby confirming the suggestions made in previous 
chapter.  
 
Such analyses may aid the identification and development of novel fuel additives.  
Advanced engine technologies increasingly rely on combustion chemistry for ignition 
timing, and fuel additives could be a practical and cost effective method of achieving 
better control.  This approach may help accelerate the development and deployment of 
new engine technologies that are fuel efficient and generate fewer GHG emissions than 
present technologies.  Furthermore, fuel additives may be helpful in the adoption of 
biofuels, which may not be ideally suited for engine combustion. 
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CHAPTER 5. DEVELOPMENT OF A DETAILED KINETIC MECHANISM 
FOR LACTONES 
 
5.1   INTRODUCTION 
 
This chapter describes development of a detailed kinetic mechanism for the production 
of lactones.  Lactones are cyclic ethers with a carbonyl function which have been 
observed experimentally, but not predicted, by kinetic mechanisms available today.  A 
common problem with low temperature mechanisms is their inability to match overall 
fuel reactivity and profiles of O2, CO and CO2.  Inclusion of the production and 
destruction pathways of intermediate compounds like lactones (cyclic ethers with a 
carbonyl function, shown in Fig. 5-1.) and furans may account for this discrepancy.   It 
is also important to examine these lactone processes as similar compounds, e.g., dioxins, 
are formed during the combustion of biomass [Chagger et al., 1998]. Furan-based 
cellulosic biofuels are also being studied as alternative automotive fuels [Mascal and 
Nikitin, 2010].  The development of kinetic mechanisms for lactones could also lead to 
the development of partial-oxidation based synthesis of lactone derived anti-malarial 
drugs [Posner et al., 1995], and anti-fungal and anti-bacterial products [Bourrel et al., 
1993]. 
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Figure 5-1: Chemical structure of lactone analogues 
 
The detailed mechanism was developed based on the concepts discussed in Chapter 2.  
The procedure and the steps outlined in this chapter could be applied to develop a 
kinetic mechanism for parent fuels, fuel additives, reaction intermediates, etc.  The 
process starts with identification of the problem (in this case a deficiency in current 
kinetic models), proposing possible solutions (possible kinetic pathways), development 
of proposed solutions (by compilation of mechanism with elementary reactions) 
followed by testing and validation of the solutions (by comparing the performance of the 
kinetic mechanism with experimental data).   
 
5.2   EXPERIMENTAL FACILITY AND NUMERICAL MODEL 
 
Kurman et al. [2011] used a Pressurized Flow Reactor (PFR) Facility to examine the 
oxidation of n-dodecane over the low and intermediate temperature regime (550-830 K) 
at elevated pressures (8 atm.) under dilute and lean conditions (equivalence ratio = 0.23).  
A detailed description of the experimental facility and experimental techniques have 
been reported earlier [Koert, 1990 and 1994].  Using an improved ‘direct transfer’ 
technique, samples were extracted at a residence time of 120 ms and stable intermediates 
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were analyzed using a gas chromatograph with a flame ionization detector coupled to a 
mass spectrometer.  The reactivity of the fuel was determined through continuous 
monitoring of CO formation, which has been shown to be a good measure of low and 
intermediate temperature reactivity [Koert, 1990].  The reactivity peaked at around 
700 K, and then decreased with increasing temperature, exhibiting negative temperature 
coefficient (NTC) behavior.  The results (carbon balance of 80-110% and oxygen 
balances of 97-101%) indicated that the major intermediates and products included 
oxides (carbon monoxide and carbon dioxide), light aldehydes (formaldehyde, 
acetaldehyde and propanal), C12 alkylated THF’s (2-propyl-5-iso-pentyltetrahydrofuran 
and two other incompletely identiﬁed isomers), lactones (5 -methyl-dihydro-2(3H)-
furanone and dihydro-2(3H)-furanone), and alkenes (ethene and 3-dodecene).  These 
measurements provide targets for validation of the mechanism developed in this study. 
 
The numerical modeling used the Plug Flow Reactor module in CHEMKIN-PRO 
[Reaction Design, 2008].  The 2.2 cm diameter, 40 cm long reactor was assumed to be 
adiabatic.  The reactions taking place at the reactor conditions are exothermic, and only 
a small fraction of the heat generated is expected to be lost to the reactor walls at the 
temperatures and residence times associated with these experiments.  Even though 
Lenhert and coworkers [2009] were not able to directly measure the temperature rise 
occurring along the length of the Drexel PFR, comparisons between the ‘time histories’ 
of a reacting and a non-reacting mixture permitted an estimation of the temperature rise 
due to the exothermicity of the reacting mixture. This supports the assumption of the 
reactor conditions being closer to adiabatic than isothermal.  The inlet concentration of 
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n-dodecane and oxygen was 531 ppm and 42,100 ppm respectively, with nitrogen 
making up the balance.  Simulations were run at 10 K intervals from initial temperatures 
of 550 to 830 K, for a residence time of 120 ms. 
 
 
5.3   DEVELOPMENT OF THE KINETIC MECHANISM 
 
The intermediates measured in Kurman et al. [2011] are consistent with two pathways 
forming the non-alkylated lactones, tetrahydro-2(3H)-furanone (TH2,3F) and 
tetrahydro-3(2H)-furanone (TH3,2F) (Fig. 5-2).   
 
 
Figure 5-2: Structures of TH2,3F and TH3,2F. 
 
 
The first pathway proceeds by ring closure followed by addition of the carbonyl adduct, 
whereas in the second one, addition of the carbonyl adduct precedes ring closure.  The 
first pathway, subsequently, can proceed through one of two intermediates, 
tetrahydrofuran (THF) and the hydroperoxybutylperoxy (HPBP) radical.  Reactions 
relevant for the production of THF have been proposed by several groups including 
Curran et al [1998], Battin-Leclerc et al. [2011] and Dagaut et al [1998].  Battin-Leclerc 
  
131 
et al. (referred to in this study as the ‘Nancy’ mechanism) also proposed reaction 
kinetics related to the HPBP radical.   
 
For non-alkylated lactones, the first pathway proceeds with ring closure for a four 
carbon chain to form THF, followed by addition of the carbonyl adduct.  THF is a cyclic 
ether observed during the speciation of a wide range of hydrocarbons during oxidation at 
low and intermediate temperatures [Lenhert, 2004].  A study by Leppard [1991] on THF 
using a motored Waukesha Cooperative Fuels Research (CFR) engine, indicated that it 
is not stable at these conditions and undergoes reactions to yield a wide range of stable 
intermediate species, including TH2,3F and TH3,2F.  Leppard’s study confirms the 
possibility of addition of a carbonyl group to the alpha or beta carbon without ring 
opening.  Leppard did not perform any kinetic modeling, but did suggest a pathway for 
the production of lactones through the formation of the THF molecule.  The pathway 
was included in this mechanism (Table 5-1), but rate of production analysis indicates 
that it is not the predominant one, and other pathways based on the classic low 
temperature mechanism appear to dominate the production of the lactones. 
 
Table 5-1: Rate coefficients for elementary reactions of the lactone mechanism. (Appropriate Units 
for the reaction rate coefficients: Ae: mole,cm,s, K, β: dimensionless and Ea: cal,mol) 
 
No. Reaction Ae β Ea Source 
R1 c4h8o1-4+oh=c4h7o-2+h2o 1.00E+07 2.00 -7.65E+02 C4H8OE#5+R2OH=>H2O+RC4H7OE#5 a 
R2 c4h8o1-4+ho2=c4h7o-2+h2o2 1.60E+12 0.00 1.55E+04 C4H8OE#5+R3OOH=>H2O2+RC4H7OE#5 a 
R3 c4h8o1-4+h=c4h7o-2+h2 3.60E+07 2.00 5.00E+03 C4H8OE#5+R1H=>H2+RC4H7OE#5 a 
R4 c4h8o1-4+ch3=c4h7o-2+ch4 8.00E+11 0.00 9.60E+03 C4H8OE#5+R4CH3=>CH4+RC4H7OE#5 a 
R5 c4h8o1-4+c2h5=c4h7o-2+c2h6 8.00E+11 0.00 1.10E+04 C4H8OE#5+R11C2H5=>C2H6+RC4H7OE#5 a 
R6 c4h8o1-4+ch3o2=c4h7o-2+ch3o2h 1.20E+13 0.00 1.75E+04 C4H8OE#5+R8CH3OO=>CH3OOH+RC4H7OE#5 a 
R7 c4h8o1-4+c12h25o2-1=c4h7o-2+c12h25o2h-1 1.20E+13 0.00 1.75E+04 C4H8OE#5+R8CH3OO=>CH3OOH+RC4H7OE#5 a 
R8 c4h8o1-4+c12h25o2-2=c4h7o-2+c12h25o2h-2 1.20E+13 0.00 1.75E+04 C4H8OE#5+R8CH3OO=>CH3OOH+RC4H7OE#5 a 
R9 c4h8o1-4+c12h25o2-3=c4h7o-2+c12h25o2h-3 1.20E+13 0.00 1.75E+04 C4H8OE#5+R8CH3OO=>CH3OOH+RC4H7OE#5 a 
R10 c4h8o1-4+c12h25o2-4=c4h7o-2+c12h25o2h-4 1.20E+13 0.00 1.75E+04 C4H8OE#5+R8CH3OO=>CH3OOH+RC4H7OE#5 a 
R11 c4h8o1-4+c12h25o2-5=c4h7o-2+c12h25o2h-5 1.20E+13 0.00 1.75E+04 C4H8OE#5+R8CH3OO=>CH3OOH+RC4H7OE#5 a 
R12 c4h8o1-4+c12h25o2-6=c4h7o-2+c12h25o2h-6 1.20E+13 0.00 1.75E+04 C4H8OE#5+R8CH3OO=>CH3OOH+RC4H7OE#5 a 
R13 c4h8o1-4+oh=c4h7o-3+h2o 1.00E+07 2.00 -7.65E+02 C4H8OE#5+R2OH=>H2O+RC4H7OE#5 a 
R14 c4h8o1-4+ho2=c4h7o-3+h2o2 1.60E+12 0.00 1.55E+04 C4H8OE#5+R3OOH=>H2O2+RC4H7OE#5 a 
R15 c4h8o1-4+h=c4h7o-3+h2 3.60E+07 2.00 5.00E+03 C4H8OE#5+R1H=>H2+RC4H7OE#5 a 
R16 c4h8o1-4+ch3=c4h7o-3+ch4 8.00E+11 0.00 9.60E+03 C4H8OE#5+R4CH3=>CH4+RC4H7OE#5 a 
R17 c4h8o1-4+c2h5=c4h7o-3+c2h6 8.00E+11 0.00 1.10E+04 C4H8OE#5+R11C2H5=>C2H6+RC4H7OE#5 a 
R18 c4h8o1-4+ch3o2=c4h7o-3+ch3o2h 1.20E+13 0.00 1.75E+04 C4H8OE#5+R8CH3OO=>CH3OOH+RC4H7OE#5 a 
R19 c4h8o1-4+c12h25o2-1=c4h7o-3+c12h25o2h-1 1.20E+13 0.00 1.75E+04 C4H8OE#5+R8CH3OO=>CH3OOH+RC4H7OE#5 a 
R20 c4h8o1-4+c12h25o2-2=c4h7o-3+c12h25o2h-2 1.20E+13 0.00 1.75E+04 C4H8OE#5+R8CH3OO=>CH3OOH+RC4H7OE#5 a 
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R21 c4h8o1-4+c12h25o2-3=c4h7o-3+c12h25o2h-3 1.20E+13 0.00 1.75E+04 C4H8OE#5+R8CH3OO=>CH3OOH+RC4H7OE#5 a 
R22 c4h8o1-4+c12h25o2-4=c4h7o-3+c12h25o2h-4 1.20E+13 0.00 1.75E+04 C4H8OE#5+R8CH3OO=>CH3OOH+RC4H7OE#5 a 
R23 c4h8o1-4+c12h25o2-5=c4h7o-3+c12h25o2h-5 1.20E+13 0.00 1.75E+04 C4H8OE#5+R8CH3OO=>CH3OOH+RC4H7OE#5 a 
R24 c4h8o1-4+c12h25o2-6=c4h7o-3+c12h25o2h-6 1.20E+13 0.00 1.75E+04 C4H8OE#5+R8CH3OO=>CH3OOH+RC4H7OE#5 a 
R25 c4h7o-2=>ch2cho+c2h4 5.00E+13 0.00 2.48E+04 RC4H7OE#5=>R13CH2CHO+C2H4Z a 
R26 c4h7o-3=>ch2o+c3h5-a 5.00E+13 0.00 2.48E+04 RC4H7OE#5=>R13CH2CHO+C2H4Z a 
R27 c4h7o-2+o2=>c4h7o-2o2 3.00E+19 -2.50 0.00E+00 RC4H7OE#5+O2=>RC4H7O3E#5U a 
R28 c4h7o-2o2=>c4h7o-2+o2 5.00E+22 -2.50 4.00E+04 RC4H7O3E#5U=>RC4H7OE#5+O2 a 
R29 c4h7o-3+o2=>c4h7o-3o2 3.00E+19 -2.50 0.00E+00 RC4H7OE#5+O2=>RC4H7O3E#5U a 
R30 c4h7o-3o2=>c4h7o-3+o2 5.00E+22 -2.50 4.00E+04 RC4H7O3E#5U=>RC4H7OE#5+O2 a 
R31 c4h7o-2o2+h2o2=c4h7o-2o2h+ho2 2.40E+12 0.00 1.00E+04 chxo2j + h2o2 = chxo2h + ho2 b 
R32 c4h7o-2o2+ho2=c4h7o-2o2h+o2 1.75E+10 0.00 -3.28E+03 chxo2j + ho2 = chxo2h + o2 b 
R33 c4h7o-2o2+nc12h26=c4h7o-2o2h+c12h25-1 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R34 c4h7o-2o2+nc12h26=c4h7o-2o2h+c12h25-2 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R35 c4h7o-2o2+nc12h26=c4h7o-2o2h+c12h25-3 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R36 c4h7o-2o2+nc12h26=c4h7o-2o2h+c12h25-4 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R37 c4h7o-2o2+nc12h26=c4h7o-2o2h+c12h25-5 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R38 c4h7o-2o2+nc12h26=c4h7o-2o2h+c12h25-6 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R39 c4h7o-3o2+h2o2=c4h7o-3o2h+ho2 2.40E+12 0.00 1.00E+04 chxo2j + h2o2 = chxo2h + ho2 b 
R40 c4h7o-3o2+ho2=c4h7o-3o2h+o2 1.75E+10 0.00 -3.28E+03 chxo2j + ho2 = chxo2h + o2 b 
R41 c4h7o-3o2+nc12h26=c4h7o-3o2h+c12h25-1 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R42 c4h7o-3o2+nc12h26=c4h7o-3o2h+c12h25-2 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R43 c4h7o-3o2+nc12h26=c4h7o-3o2h+c12h25-3 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R44 c4h7o-3o2+nc12h26=c4h7o-3o2h+c12h25-4 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R45 c4h7o-3o2+nc12h26=c4h7o-3o2h+c12h25-5 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R46 c4h7o-3o2+nc12h26=c4h7o-3o2h+c12h25-6 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R47 c4h8ooh1-2o2=c4h8ooh2-1o2 4.90E+07 1.00 2.30E+04 R40C4H9O4UP=R44C4H9O4UP a 
R48 c4h8ooh1-2o2=c4h7ooh1ooh2-4 8.60E+08 1.00 2.85E+04 R40C4H9O4UP=R54C4H9O4P2 a 
R49 c4h8ooh1-2o2=c4h7ooh1ooh2-1 3.30E+09 1.00 3.05E+04 R40C4H9O4UP=R52C4H9O4P2 a 
R50 c4h8ooh1-3o2=c4h7ooh1ooh3-4 5.00E+09 1.00 3.55E+04 R41C4H9O4UP=R55C4H9O4P2 a 
R51 c4h8ooh1-3o2=c4h8ooh2-4o2 8.50E+06 1.00 2.20E+04 R41C4H9O4UP=R46C4H9O4UP a 
R52 c4h8ooh1-4o2=c4h7ooh1ooh4-1 9.90E+07 1.00 2.00E+04 R42C4H9O4UP=R59C4H9O4P2 a 
R53 c4h8ooh2-1o2=c4h7ooh1ooh2-4 1.50E+08 1.00 2.50E+04 R44C4H9O4UP=R54C4H9O4P2 a 
R54 c4h8ooh2-4o2=c4h7ooh1ooh3-4 1.50E+08 1.00 2.50E+04 R46C4H9O4UP=R55C4H9O4P2 a 
R55 c4h7ooh1ooh2-1=c4h7ooh1ooh2-4 8.60E+08 1.00 2.58E+04 R52C4H9O4P2=R54C4H9O4P2 a 
R56 c4h7ooh1ooh2-4=c4h7o-3o2h+oh 3.60E+09 0.00 7.00E+03 R54C4H9O4P2=>R2OH+C4H8O3E#5P a 
R57 c4h7ooh1ooh3-4=c4h7o-3o2h+oh 3.60E+09 0.00 7.00E+03 R55C4H9O4P2=>R2OH+C4H8O3E#5P a 
R58 c4h7ooh1ooh4-1=c4h7o-2o2h+oh 3.60E+09 0.00 7.00E+03 R59C4H9O4P2=>R2OH+C4H8O3E#5P a 
R59 c4h7ooh1ooh2-1+o2=>c4h6oohooh+ho2 4.40E+11 0.00 5.00E+03 R52C4H9O4P2+O2=>C4H8O4P2Z+R3OOH a 
R60 c4h7ooh1ooh2-4+o2=>c4h6oohooh+ho2 1.30E+12 0.00 5.00E+03 R54C4H9O4P2+O2=>C4H8O4P2Z+R3OOH a 
R61 c4h7ooh1ooh3-4+o2=>c4h6oohooh+ho2 4.40E+11 0.00 5.00E+03 R55C4H9O4P2+O2=>C4H8O4P2Z+R3OOH a 
R62 c4h7ooh1ooh4-1+o2=>c4h6oohooh+ho2 1.30E+12 0.00 5.00E+03 R59C4H9O4P2+O2=>C4H8O4P2Z+R3OOH a 
R63 c4h6oohooh=>oh+oh+ch2o+ch2o+c2h2 1.50E+16 0.00 4.30E+04 C4H8O4P2Z=>R2OH+R2OH+HCHO+C2H2T +HCHO a 
R64 c4h6oohooh=>oh+oh+ch2co+ch3cho 1.50E+16 0.00 4.30E+04 C4H8O4P2Z=>R2OH+R2OH+CH2COZ+CH3CHO a 
R65 c4h6oohooh=>oh+ho2+ch2co+c2h4 1.50E+16 0.00 4.30E+04 C4H8O4P2Z=>R2OH+R3OOH+CH2COZ+C2H4Z a 
R66 c4h7o-2o+oh=c4h7o-2o2h 1.81E+13 0.00 0.00E+00 chxoj + oh = chxo2h b 
R67 c4h7o-3o+oh=c4h7o-3o2h 1.81E+13 0.00 0.00E+00 chxoj + oh = chxo2h b 
R68 c4h7o-2+ho2=c4h7o-2o+oh 7.00E+12 0.00 -1.00E+03 chxrad + ho2 = chxoj + oh b 
R69 c4h7o-3+ho2=c4h7o-3o+oh 7.00E+12 0.00 -1.00E+03 chxrad + ho2 = chxoj + oh b 
R70 c4h7o-2o2+ch3o2=c4h7o-2o+ch3o+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R71 c4h7o-2o2+c2h5o2=c4h7o-2o+c2h5o+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R72 c4h7o-2o2+nc3h7o2=c4h7o-2o+nc3h7o+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R73 c4h7o-2o2+ic3h7o2=c4h7o-2o+ic3h7o+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R74 c4h7o-2o2+ic4h9o2=c4h7o-2o+ic4h9o+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R75 c4h7o-2o2+pc4h9o2=c4h7o-2o+pc4h9o+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R76 c4h7o-2o2+tc4h9o2=c4h7o-2o+tc4h9o+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R77 c4h7o-2o2+c12h25o2-1=c4h7o-2o+c12h25o-1+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R78 c4h7o-2o2+c12h25o2-2=c4h7o-2o+c12h25o-2+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R79 c4h7o-2o2+c12h25o2-3=c4h7o-2o+c12h25o-3+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R80 c4h7o-2o2+c12h25o2-4=c4h7o-2o+c12h25o-4+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R81 c4h7o-2o2+c12h25o2-5=c4h7o-2o+c12h25o-5+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R82 c4h7o-202+c12h25o2-6=c4h7o-2o+c12h25o-6+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R83 c4h7o-3o2+ch3o2=c4h7o-3o+ch3o+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R84 c4h7o-3o2+c2h5o2=c4h7o-3o+c2h5o+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R85 c4h7o-3o2+nc3h7o2=c4h7o-3o+nc3h7o+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R86 c4h7o-3o2+ic3h7o2=c4h7o-3o+ic3h7o+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R87 c4h7o-3o2+ic4h9o2=c4h7o-3o+ic4h9o+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R88 c4h7o-3o2+pc4h9o2=c4h7o-3o+pc4h9o+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R89 c4h7o-3o2+tc4h9o2=c4h7o-3o+tc4h9o+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R90 c4h7o-3o2+c12h25o2-1=c4h7o-3o+c12h25o-1+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R91 c4h7o-3o2+c12h25o2-2=c4h7o-3o+c12h25o-2+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R92 c4h7o-3o2+c12h25o2-3=c4h7o-3o+c12h25o-3+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R93 c4h7o-3o2+c12h25o2-4=c4h7o-3o+c12h25o-4+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R94 c4h7o-3o2+c12h25o2-5=c4h7o-3o+c12h25o-5+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R95 c4h7o-3o2+c12h25o2-6=c4h7o-3o+c12h25o-6+o2 1.40E+16 -1.61 1.86E+03 chxo2j + ch3o2 = chxoj + ch3o + o2 b 
R96 c4h7o-2o+o2=c4h6o-2-one+ho2 3.00E+13 0.00 4.13E+03 mch1oj+o2 = mcho+ho2 b 
R97 c4h7o-3o+o2=c4h6o-3-one+ho2 3.00E+13 0.00 4.13E+03 mch1oj+o2 = mcho+ho2 b 
R98 c4h7o-2o2=>c4h6o-2o2h 8.00E+13 0.00 2.55E+04 RC4H7O3E#5U=>RC4H7O3E#5P a 
R99 c4h6o-2o2h=>c4h7o-2o2 4.80E+12 0.00 1.90E+04 RC4H7O3E#5P=>RC4H7O3E#5U a 
R100 c4h7o-3o2=>c4h6o-3o2h 8.00E+13 0.00 2.55E+04 RC4H7O3E#5U=>RC4H7O3E#5P a 
R101 c4h6o-3o2h=>c4h7o-3o2 4.80E+12 0.00 1.90E+04 RC4H7O3E#5P=>RC4H7O3E#5U a 
R102 c4h6o-2o2h+o2=>c4h6o-2o2h-o2 3.00E+19 -2.50 0.00E+00 RC4H7O3E#5P+O2=>RC4H7O5E#5U a 
R103 c4h6o-2o2h-o2=>c4h6o-2o2h+o2 5.00E+22 -2.50 4.00E+04 RC4H7O5E#5UP=>RC4H7O3E#5P+O2 a 
R104 c4h6o-3o2h+o2=>c4h6o-3o2h-o2 3.00E+19 -2.50 0.00E+00 RC4H7O3E#5P+O2=>RC4H7O5E#5U a 
R105 c4h6o-3o2h-o2=>c4h6o-3o2h+o2 5.00E+22 -2.50 4.00E+04  RC4H7O5E#5UP=>RC4H7O3E#5P+O2 a 
R106 c4h6o-2o2h-o2=>oh+c4h5o-ket 1.00E+09 0.00 7.50E+03 RC4H7O5E#5UP=>R2OH+C4H6O4E#5KP a 
R107 c4h6o-3o2h-o2=>oh+c4h5o-ket 1.00E+09 0.00 7.50E+03 RC4H7O5E#5UP=>R2OH+C4H6O4E#5KP a 
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R108 c4h5o-ket=>oh+co2+cho+c2h4 1.50E+16 0.00 4.30E+04 C4H6O4E#5KP=>R2OH+CO2+R5CHO+C2H4Z a 
R109 c4h6o-2o2h=>c4h6o-2-one+oh 4.60E+10 0.00 2.11E+04 mch2q4qj = mch2o4q+oh b 
R110 c4h6o-2-one+oh=>c4h6o-2o2h 1.00E+13 0.00 0.00E+00 mch2o4oj+oh = mch2o4q b 
R111 c4h6o-3o2h=>c4h6o-3-one+oh 4.60E+10 0.00 2.11E+04 mch2q4qj = mch2o4q+oh b 
R112 c4h6o-3-one+oh=>c4h6o-3o2h 1.00E+13 0.00 0.00E+00 mch2o4oj+oh = mch2o4q b 
R113 nc3h7cho+c12h25o2-1=c3h6cho-1+c12h25o2h-1 1.00E+13 0.00 1.34E+04 nc12h26+c12h25o2-1 = c12h25-1+c12h25o2h-1 c 
R114 nc3h7cho+c12h25o2-2=c3h6cho-1+c12h25o2h-2 1.00E+13 0.00 1.34E+04 nc12h26+c12h25o2-1 = c12h25-1+c12h25o2h-1 c 
R115 nc3h7cho+c12h25o2-3=c3h6cho-1+c12h25o2h-3 1.00E+13 0.00 1.34E+04 nc12h26+c12h25o2-1 = c12h25-1+c12h25o2h-1 c 
R116 nc3h7cho+c12h25o2-4=c3h6cho-1+c12h25o2h-4 1.00E+13 0.00 1.34E+04 nc12h26+c12h25o2-1 = c12h25-1+c12h25o2h-1 c 
R117 nc3h7cho+c12h25o2-5=c3h6cho-1+c12h25o2h-5 1.00E+13 0.00 1.34E+04 nc12h26+c12h25o2-1 = c12h25-1+c12h25o2h-1 c 
R118 nc3h7cho+c12h25o2-6=c3h6cho-1+c12h25o2h-6 1.00E+13 0.00 1.34E+04 nc12h26+c12h25o2-1 = c12h25-1+c12h25o2h-1 c 
R119 c2h5coch3+c12h25o2-1=c2h5coch2+c12h25o2h-1 3.01E+12 0.00 1.76E+04 c2h5coch3+ch3o2  =  c2h5coch2+ch3o2h c 
R120 c2h5coch3+c12h25o2-2=c2h5coch2+c12h25o2h-2 3.01E+12 0.00 1.76E+04 c2h5coch3+ch3o2  =  c2h5coch2+ch3o2h c 
R121 c2h5coch3+c12h25o2-3=c2h5coch2+c12h25o2h-3 3.01E+12 0.00 1.76E+04 c2h5coch3+ch3o2  =  c2h5coch2+ch3o2h c 
R122 c2h5coch3+c12h25o2-4=c2h5coch2+c12h25o2h-4 3.01E+12 0.00 1.76E+04 c2h5coch3+ch3o2  =  c2h5coch2+ch3o2h c 
R123 c2h5coch3+c12h25o2-5=c2h5coch2+c12h25o2h-5 3.01E+12 0.00 1.76E+04 c2h5coch3+ch3o2  =  c2h5coch2+ch3o2h c 
R124 c2h5coch3+c12h25o2-6=c2h5coch2+c12h25o2h-6 3.01E+12 0.00 1.76E+04 c2h5coch3+ch3o2  =  c2h5coch2+ch3o2h c 
R125 c2h5coch3+c12h25o2-1=ch2ch2coch3+c12h25o2h-1 3.01E+12 0.00 1.94E+04 c2h5coch3+ch3o2  =  ch2ch2coch3+ch3o2h c 
R126 c2h5coch3+c12h25o2-2=ch2ch2coch3+c12h25o2h-2 3.01E+12 0.00 1.94E+04 c2h5coch3+ch3o2  =  ch2ch2coch3+ch3o2h c 
R127 c2h5coch3+c12h25o2-3=ch2ch2coch3+c12h25o2h-3 3.01E+12 0.00 1.94E+04 c2h5coch3+ch3o2  =  ch2ch2coch3+ch3o2h c 
R128 c2h5coch3+c12h25o2-4=ch2ch2coch3+c12h25o2h-4 3.01E+12 0.00 1.94E+04 c2h5coch3+ch3o2  =  ch2ch2coch3+ch3o2h c 
R129 c2h5coch3+c12h25o2-5=ch2ch2coch3+c12h25o2h-5 3.01E+12 0.00 1.94E+04 c2h5coch3+ch3o2  =  ch2ch2coch3+ch3o2h c 
R130 c2h5coch3+c12h25o2-6=ch2ch2coch3+c12h25o2h-6 3.01E+12 0.00 1.94E+04 c2h5coch3+ch3o2  =  ch2ch2coch3+ch3o2h c 
R131 c3h6cho-1o2= c3h6cho-1+o2 8.09E+15 0.00 2.75E+04 ch3coch2o2  =  ch3coch2+o2 c 
R132 c2h5coch2o2= c2h5coch2+o2 8.09E+15 0.00 2.75E+04 ch3coch2o2  =  ch3coch2+o2 c 
R133 ch3coch2ch2o2=ch2ch2coch3+o2 8.09E+15 0.00 2.75E+04 ch3coch2o2  =  ch3coch2+o2 c 
R134 c3h6cho-1o2=c3h6co-1o2h 7.50E+10 0.00 2.44E+04 ic4h9o2  =  ic4h8o2h-I c 
R135 c2h5coch2o2=c2h4coch2o2h 7.50E+10 0.00 2.44E+04 ic4h9o2  =  ic4h8o2h-I c 
R136 ch3coch2ch2o2=ch2coch2ch2o2h 7.50E+10 0.00 2.44E+04 ic4h9o2  =  ic4h8o2h-I c 
R137 c3h6co-1o2h=c4h6o-2-one+oh 6.25E+09 0.00 6.00E+03 c4h8ooh1-4  =  c4h8o1-4+oh c 
R138 c2h4coch2o2h=c4h6o-3-one+oh 6.25E+09 0.00 6.00E+03 c4h8ooh1-4  =  c4h8o1-4+oh c 
R139 ch2coch2ch2o2h=c4h6o-3-one+oh 6.25E+09 0.00 6.00E+03 c4h8ooh1-4  =  c4h8o1-4+oh c 
R140 c4h6o-2-one+h=c4h5o-2-one+h2 3.60E+07 2.00 5.00E+03 C4H8OE#5+R1H=>H2+RC4H7OE#5 a 
R141 c4h6o-2-one+oh=c4h5o-2-one+h2o 1.00E+07 2.00 -7.65E+02 C4H8OE#5+R2OH=>H2O+RC4H7OE#5 a 
R142 c4h6o-2-one+ho2=c4h5o-2-one+h2o2 1.60E+12 0.00 1.55E+04 C4H8OE#5+R3OOH=>H2O2+RC4H7OE#5 a 
R143 c4h6o-2-one+ch3=c4h5o-2-one+ch4 8.00E+11 0.00 9.60E+03 C4H8OE#5+R4CH3=>CH4+RC4H7OE#5 a 
R144 c4h6o-2-one+ch3o2=c4h6o-2-one+ch3o2h 1.20E+13 0.00 1.75E+04 C4H8OE#5+R8CH3OO=>CH3OOH+RC4H7OE#5 a 
R145 c4h6o-2-one+c12h25o2-1=c4h5o-2-one+c12h25o2h-1 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R146 c4h6o-2-one+c12h25o2-2=c4h5o-2-one+c12h25o2h-2 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R147 c4h6o-2-one+c12h25o2-3=c4h5o-2-one+c12h25o2h-3 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R148 c4h6o-2-one+c12h25o2-4=c4h5o-2-one+c12h25o2h-4 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R149 c4h6o-2-one+c12h25o2-5=c4h5o-2-one+c12h25o2h-5 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R150 c4h6o-2-one+c12h25o2-6=c4h5o-2-one+c12h25o2h-6 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R151 c4h6o-3-one+h=c4h5o-3-one+h2 3.60E+07 2.00 5.00E+03 C4H8OE#5+R1H=>H2+RC4H7OE#5 a 
R152 c4h6o-3-one+oh=c4h5o-3-one+h2o 1.00E+07 2.00 -7.65E+02 C4H8OE#5+R2OH=>H2O+RC4H7OE#5 a 
R153 c4h6o-3-one+ho2=c4h5o-3-one+h2o2 1.60E+12 0.00 1.55E+04 C4H8OE#5+R3OOH=>H2O2+RC4H7OE#5 a 
R154 c4h6o-3-one+ch3=c4h5o-3-one+ch4 8.00E+11 0.00 9.60E+03 C4H8OE#5+R4CH3=>CH4+RC4H7OE#5 a 
R155 c4h6o-3-one+ch3o2=c4h5o-3-one+ch3o2h 1.20E+13 0.00 1.75E+04 C4H8OE#5+R8CH3OO=>CH3OOH+RC4H7OE#5 a 
R156 c4h6o-3-one+c12h25o2-1=c4h5o-3-one+c12h25o2h-1 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R157 c4h6o-3-one+c12h25o2-2=c4h5o-3-one+c12h25o2h-2 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R158 c4h6o-3-one+c12h25o2-3=c4h5o-3-one+c12h25o2h-3 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R159 c4h6o-3-one+c12h25o2-4=c4h5o-3-one+c12h25o2h-4 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R160 c4h6o-3-one+c12h25o2-5=c4h5o-3-one+c12h25o2h-5 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R161 c4h6o-3-one+c12h25o2-6=c4h5o-3-one+c12h25o2h-6 1.47E+05 2.50 1.49E+04 chx + chxo2j = chxrad + chxo2h b 
R162 c4h6o-2-one+oh=ch2o+c2h3co+h2o 5.00E+12 0.00 0.00E+00 c4h8o1-4+oh  =  ch2o+c3h5-a+h2o c 
R163 c4h6o-2-one+h=ch2o+c2h3co+h2 5.00E+12 0.00 0.00E+00 c4h8o1-4+h  =  ch2o+c3h5-a+h2 c 
R164 c4h6o-2-one+o=ch2o+c2h3co+oh 5.00E+12 0.00 0.00E+00 c4h8o1-4+o  =  ch2o+c3h5-a+oh c 
R165 c4h6o-2-one+ho2=ch2o+c2h3co+h2o2 1.00E+13 0.00 1.50E+04 c4h8o1-4+ho2  =  ch2o+c3h5-a+h2o2 c 
R166 c4h6o-2-one+ch3o2=ch2o+c2h3co+ch3o2h 1.00E+13 0.00 1.90E+04 c4h8o1-4+ch3o2  =  ch2o+c3h5-a+ch3o2h c 
R167 c4h6o-2-one+ch3=ch2o+c2h3co+ch4 2.00E+11 0.00 1.00E+04 c4h8o1-4+ch3  =  ch2o+c3h5-a+ch4 c 
R168 c4h6o-2-one+oh=c3h5-a+co2+h2o 5.00E+12 0.00 0.00E+00 c4h8o1-4+oh  =  ch2o+c3h5-a+h2o c 
R169 c4h6o-2-one+h=c3h5-a+co2+h2 5.00E+12 0.00 0.00E+00 c4h8o1-4+h  =  ch2o+c3h5-a+h2 c 
R170 c4h6o-2-one+o=c3h5-a+co2+oh 5.00E+12 0.00 0.00E+00 c4h8o1-4+o  =  ch2o+c3h5-a+oh c 
R171 c4h6o-2-one+ho2=c3h5-a+co2+h2o2 1.00E+13 0.00 1.50E+04 c4h8o1-4+ho2  =  ch2o+c3h5-a+h2o2 c 
R172 c4h6o-2-one+ch3o2=c3h5-a+co2+ch3o2h 1.00E+13 0.00 1.90E+04 c4h8o1-4+ch3o2  =  ch2o+c3h5-a+ch3o2h c 
R173 c4h6o-2-one+ch3=c3h5-a+co2+ch4 2.00E+11 0.00 1.00E+04 c4h8o1-4+ch3  =  ch2o+c3h5-a+ch4 c 
R174 c4h6o-2-one+oh=ch2co+ch2cho+h2o 5.00E+12 0.00 0.00E+00 c4h8o1-4+oh  =  ch2o+c3h5-a+h2o c 
R175 c4h6o-2-one+h=ch2co+ch2cho+h2 5.00E+12 0.00 0.00E+00 c4h8o1-4+h  =  ch2o+c3h5-a+h2 c 
R176 c4h6o-2-one+o=ch2co+ch2cho+oh 5.00E+12 0.00 0.00E+00 c4h8o1-4+o  =  ch2o+c3h5-a+oh c 
R177 c4h6o-2-one+ho2=ch2co+ch2cho+h2o2 1.00E+13 0.00 1.50E+04 c4h8o1-4+ho2  =  ch2o+c3h5-a+h2o2 c 
R178 c4h6o-2-one+ch3o2=ch2co+ch2cho+ch3o2h 1.00E+13 0.00 1.90E+04 c4h8o1-4+ch3o2  =  ch2o+c3h5-a+ch3o2h c 
R179 c4h6o-2-one+ch3=ch2co+ch2cho+ch4 2.00E+11 0.00 1.00E+04 c4h8o1-4+ch3  =  ch2o+c3h5-a+ch4 c 
R180 c4h6o-3-one+oh=ch2o+c2h3co+h2o 5.00E+12 0.00 0.00E+00 c4h8o1-4+oh  =  ch2o+c3h5-a+h2o c 
R181 c4h6o-3-one+h=ch2o+c2h3co+h2 5.00E+12 0.00 0.00E+00 c4h8o1-4+h  =  ch2o+c3h5-a+h2 c 
R182 c4h6o-3-one+o=ch2o+c2h3co+oh 5.00E+12 0.00 0.00E+00 c4h8o1-4+o  =  ch2o+c3h5-a+oh c 
R183 c4h6o-3-one+ho2=ch2o+c2h3co+h2o2 1.00E+13 0.00 1.50E+04 c4h8o1-4+ho2  =  ch2o+c3h5-a+h2o2 c 
R184 c4h6o-3-one+ch3o2=ch2o+c2h3co+ch3o2h 1.00E+13 0.00 1.90E+04 c4h8o1-4+ch3o2  =  ch2o+c3h5-a+ch3o2h c 
R185 c4h6o-3-one+ch3=ch2o+c2h3co+ch4 2.00E+11 0.00 1.00E+04 c4h8o1-4+ch3  =  ch2o+c3h5-a+ch4 c 
R186 c4h6o-3-one+oh=ch2co+ch2cho+h2o 5.00E+12 0.00 0.00E+00 c4h8o1-4+oh  =  ch2o+c3h5-a+h2o c 
R187 c4h6o-3-one+h=ch2co+ch2cho+h2 5.00E+12 0.00 0.00E+00 c4h8o1-4+h  =  ch2o+c3h5-a+h2 c 
R188 c4h6o-3-one+o=ch2co+ch2cho+oh 5.00E+12 0.00 0.00E+00 c4h8o1-4+o  =  ch2o+c3h5-a+oh c 
R189 c4h6o-3-one+ho2=ch2co+ch2cho+h2o2 1.00E+13 0.00 1.50E+04 c4h8o1-4+ho2  =  ch2o+c3h5-a+h2o2 c 
R190 c4h6o-3-one+ch3o2=ch2co+ch2cho+ch3o2h 1.00E+13 0.00 1.90E+04 c4h8o1-4+ch3o2  =  ch2o+c3h5-a+ch3o2h c 
R191 c4h6o-3-one+ch3=ch2co+ch2cho+ch4 2.00E+11 0.00 1.00E+04 c4h8o1-4+ch3  =  ch2o+c3h5-a+ch4 c 
R192 c4h5o-2-one+o2=>c4h5o-2-one-o2 3.00E+19 -2.50 0.00E+00 RC4H7OE#5+O2=>RC4H7O3E#5U a 
R193 c4h5o-2-one-o2=>c4h5o-2-one+o2 5.00E+22 -2.50 4.00E+04 RC4H7O3E#5U=>RC4H7OE#5+O2 a 
R194 c4h5o-3-one+o2=>c4h5o-3-one-o2 3.00E+19 -2.50 0.00E+00 RC4H7OE#5+O2=>RC4H7O3E#5U a 
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R195 c4h5o-3-one-o2=>c4h5o-3-one+o2 5.00E+22 -2.50 4.00E+04 RC4H7O3E#5U=>RC4H7OE#5+O2 a 
R196 c4h5o-2-one-o2=>c4h4o-2-one-o2h 8.00E+13 0.00 2.55E+04 RC4H7O3E#5U=>RC4H7O3E#5P a 
R197 c4h4o-2-one-o2h=>c4h5o-2-one-o2 4.80E+12 0.00 1.90E+04 RC4H7O3E#5P=>RC4H7O3E#5U a 
R198 c4h5o-3-one-o2=>c4h4o-3-one-o2h 8.00E+13 0.00 2.55E+04 RC4H7O3E#5U=>RC4H7O3E#5P a 
R199 c4h4o-3-one-o2h=>c4h5o-3-one-o2 4.80E+12 0.00 1.90E+04 RC4H7O3E#5P=>RC4H7O3E#5U a 
R200 c4h4o-2-one-o2h+o2=>c4h4o-2-one-o2h-o2 3.00E+19 -2.50 0.00E+00 RC4H7OE#5+O2=>RC4H7O3E#5U a 
R201 c4h4o-2-one-o2h-o2=>c4h4o-2-one-o2h+o2 5.00E+22 -2.50 4.00E+04 RC4H7O3E#5U=>RC4H7OE#5+O2 a 
R202 c4h4o-3-one-o2h+o2=>c4h4o-3-one-o2h-o2 3.00E+19 -2.50 0.00E+00 RC4H7OE#5+O2=>RC4H7O3E#5U a 
R203 c4h4o-3-one-o2h-o2=>c4h4o-3-one-o2h+o2 5.00E+22 -2.50 4.00E+04 RC4H7O3E#5U=>RC4H7OE#5+O2 a 
R204 c4h4o-2-one-o2h-o2=>c4h4o-one-ket+oh 1.00E+09 0.00 7.50E+03 RC4H7O5E#5UP=>R2OH+C4H6O4E#5KP a 
R205 c4h4o-3-one-o2h-o2=>c4h4o-one-ket+oh 1.00E+09 0.00 7.50E+03 RC4H7O5E#5UP=>R2OH+C4H6O4E#5KP a 
R206 c4h4o-one-ket=>oh+co2+cho+ch2co 1.50E+16 0.00 4.30E+04 C4H6O4E#5KP=>R2OH+CO2+R5CHO+C2H4Z a 
 
 
a:[Battin-Leclerc et al., 2011] ; b: [Silke et al., 2007] c: [Westbrook et al., 2009]  
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A kinetic mechanism for the oxidation of n-alkanes from n-octane to n-hexadecane 
published by Westbrook et al. [2009] of the Lawrence Livermore National Laboratory 
(referred to in this study as the ‘LLNL’ mechanism) was used as the base mechanism for 
this study.  The LLNL mechanism was validated through extensive comparisons 
between computed and experimental data from a wide variety of different laboratory 
experimental devices including shock tubes, flow reactors, and jet stirred reactors.  The 
conditions that were considered for the modeling and experimental comparisons were 
pressures ranging from 1 to 80 atm, temperatures from 650 to 1600 K.  The LLNL 
mechanism contained pathways relevant for the oxidation of the parent fuel in the 
present study, n-decane, and was able to predict reactivity at the conditions relevant to 
this study well.  Furthermore, general familiarity with the pathways and rate constants 
used by the LLNL group and inclusion of only a few lumped reactions in the mechanism 
supported its selection over those from other groups.   
 
The Nancy mechanism, based on experimental and numerical studies of butane 
oxidation, is also of relevance to this study.  Battin-Leclerc et al. [2011] employed a 
molecular beam sampling system coupled with a time-of-flight mass spectrometer 
combined with tunable synchrotron vacuum ultraviolet photoionization and was able to 
identify the presence of heterocyclic compounds formed due to partial oxidation at the 
conditions similar to those for the present study.  A kinetic mechanism published for the 
oxidation of cyclohexane by Silke et al. [2007] was also a source for rate parameters for 
the reactions for which no published rate parameters were available.  Other kinetic 
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mechanisms that were used for providing a comparison of rate parameters for important 
reactions included the kinetic mechanism published by Ranzi et al. [2001] (referred to in 
this study as the ‘Milano’ mechanism), and Robertson et al. [1997] (referred to in this 
study as ‘Pilling and coworkers’).  The Milano mechanism is a lumped kinetic 
mechanism that contains low-temperature chemistry that has been validated for a wide 
range of systems including experimental data from the Drexel PFR.  Pilling and 
coworkers [Robertson et al, 1997] have investigated the kinetics of a wide range of fuels 
at low and intermediate temperatures, and have compiled a database of rate parameters 
for reactions relevant to the present study.  
 
Figure 5-3 shows reactions that lead to the production of lactones from THF.  The 
pathway includes hydrogen abstraction reactions that represent the initiation reactions 
for this mechanism with THF as the parent fuel molecule.  These include reactions with 
C0-C2 radicals that could be present in significant concentrations and are active at low 
and intermediate temperatures.  These reactions yield two isomers, tetrahydrofuryl 
radicals with the unpaired electron at the alpha carbon (Table 5-1, R1-R6) and the beta-
carbon (R13-R18).  Among the hydrogen abstraction agents considered, the hydroxyl 
radical is the most prolific at these conditions. An activation energy of -0.765 kcal/mol 
has been assumed for the hydrogen abstraction reaction with hydroxyl radicals, which is 
consistent with secondary carbon atoms in mechanisms published by the Nancy group.  
The LLNL mechanism assumes an activation energy of 0 kcal/mol followed by 
decomposition.  Similarly, the activation energies for reactions with other C0-C2 radicals 
included in the mechanism are consistent with those used in mechanisms from the 
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Nancy group: HO2: 1.55 kcal/mol (LLNL: 1.5 kcal/mol); H: 5 kcal/mol (LLNL: 
0 kcal/mol); CH3: 9.6 kcal/mol (LLNL: 10 kcal/mol); C2H5: 11 kcal/mol (LLNL: not 
considered); CH3O2: 17.5 kcal/mol (LLNL: 19 kcal/mol).  Hydrogen abstraction from 
THF could also occur with n-dodecylperoxy (C12) radicals, and have been incorporated 
in the mechanism (R7-R12, R19-R24).  An activation energy of 17.5 kcal/mol has been 
assumed for these reactions, consistent with hydrogen abstraction from a secondary 
carbon through an alkylperoxy radical.  Although similar A factors have been used for 
reactions with the different n-dodecylperoxy radicals in this study, future work that 
reveals more accurate rate parameters can easily be incorporated.    
 
The production of the tetrahydrofuryl radical can be followed by beta-scission (R25-
R26).  The rate parameters for the unimolecular decomposition of the tetrahydrofuryl 
radicals have also been taken from the Nancy mechanism and has an activation energy 
of 24.8 kcal/mol.  This class of reactions was not found in any LLNL mechanism 
reviewed.  The tetrahydrofuryl radical can also undergo oxidation to produce 
tetrahydrofurylperoxy (THFP) radicals (R27-R30).  This reaction has been assumed to 
be barrierless and reversible, similar to the addition of oxygen to straight chain alkyl 
radicals expected at low and intermediate temperatures.   
 
The alkylperoxy radical can abstract a hydrogen atom from a hydrogen donor (such as 
hydroperoxy radical, hydrogen peroxide or the parent fuel, n-dodecane) to produce 
isomers of the tetrahydrofurly hydroperoxide molecule (R31-R46).  The rate parameters 
for hydrogen abstraction from the parent fuel molecule have been taken from the LLNL 
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mechanism for cyclohexane (with an activation energy of 14.9 kcal/mol).  This is based 
on the calculated rate expression for hydrogen abstraction from a secondary hydrogen 
atom by a cycloalkylperoxy radical by Scott and Walker [2002].  For hydrogen 
abstraction from a hydroperoxy radical and hydrogen peroxide, activation energies of -
3.28 kcal/mol and 10 kcal/mol, respectively were assumed (based on reactions involving 
CH3O2 suggested by Tsang [1986]).  These reactions are expected to be slower than 
other reactions involving alkylperoxy radicals [Battin-Leclerc et al, 2008 and Curran et 
al., 1998 ] and are could indicate why these reactions were absent from the Nancy 
mechanisms.       
 
 
 
Figure 5-3: Pathway for production of lactones through tetrahydrofuran. 
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For the production of non-alkylated lactones, the first pathway can also proceed via the 
isomers of the HPBP radical (Fig. 5-4).  The LLNL mechanism includes species formed 
from decomposition and partial oxidation of n-dodecane at low and intermediate 
temperatures.  These species could produce isomers of HPBP radicals at these 
conditions (R47, R51) through formation of six-membered transition rings.  These 
radicals can undergo internal isomerization (R48-R50, R52-R55) to yield corresponding 
isomers of HPBP radicals, hydroperoxybutylhydroperoxy (HPBHP) radicals (through 5 
and 6 membered transition rings), which Battin-Leclerc et al. [2011] suggests are 
important to the low and intermediate temperature mechanisms for n-butane.  The 
activation energy for the isomerization reactions in the Nancy mechanism is higher than 
those in the LLNL and Milano mechanisms, but comparable to those suggested by 
Pilling and coworkers.  For example, reaction R50 represents an isomerization reaction 
producing a HPBHP radical through the formation of a five membered ring and transfer 
of a primary hydrogen atom.  In the Nancy mechanism, an activation energy of 
35 kcal/mol is used (ring strain energy: 15.5 kcal/mol).  The corresponding value used in 
LLNL mechanisms is 29.7 kcal/mol (ring strain energy: 8.6 kcal/mol); Milano: 
29.1 kcal/mol (ring strain energy not stated explicitly); and Pilling and coworkers: 
37 kcal/mol (ring strain energy: 16.5 kcal/mol).  Considering the importance of this class 
of reactions to the overall reactivity of the mechanism, rate parameters from the Nancy 
mechanism were used.  This ensured self-consistency with the submechanism, where 
rate parameters of most of the reactions were also taken from the Nancy database. 
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Figure 5-4: Pathway for production of lactones through HPBP radicals. 
 
 
Isomers of HPBHP radicals can undergo ring closure to produce 
tetrahydrofurlyhydroperoxy (THFHP) radicals (R56-R58).  This class of reactions in 
included in kinetic mechanisms from LLNL, Milano as well as the Nancy Group.  For 
reactions R56-R58, which involve the formation of a 5 member cyclic ether (furan 
derivative), Nancy and LLNL mechanisms assume an activation energy of 7 kcal/mol, 
compared to 8.5 kcal for mechanisms for the Milano group.  Quantum mechanical 
calculations by Chan et al. [1999] indicate an activation energy of 15 kcal/mol.  The 
isomers of HPBHP radicals can also undergo hydrogen abstraction through reaction with 
molecular oxygen (R59-R62) to produce hydroperoxybutenylhydroperoxide (HPBeHP).  
This pathway is in competition with formation of the cyclic ether, and has a lower 
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activation energy of 5 kcal/mol.  Subsequently HPBeHP can undergo decomposition 
(R63-R65), as suggested by Battin-Leclerc et al. [2011] to produce C0-C2 species. 
 
This opens the possibility for formation of (THFHP) radicals from both the THF 
pathway as well as the pathway through HPBP radicals.  Subsequent reactions produce 
tetrahydrofuroxy radicals by homolytic scission of the O-O bond (R66-R67), and also by 
addition of the hydroperoxy radicals to tetrahydrofuryl radicals (R68-R69).  The rate 
constants for both these pathways have been taken from the cyclohexane mechanism of 
Silke et al. [2007] for analogous reactions of the cyclohexoxy radical.  Another set of 
reactions producing THFP radicals are bimolecular reactions of alkylperoxy radicals to 
produce two alkoxy radicals and molecular oxygen (R70-R95).  Sensitivity analysis 
conducted by Curran et al. [1998] and Buda et al. [2005] indicate that at higher 
temperatures, this pathway is less important compared to isomerization of the 
alkylperoxy radicals to hydroperoxyalkyl reactions.  Due to this reason, this pathway is 
not included in the Milano and Nancy mechanisms.  The rate constants for this reaction 
are based on estimations by Lightfoot et al. [1992], and are consistent with those used by 
Silke et al. for analogous reactions for cyclohexylperoxy radicals.  THFP radicals react 
with other peroxy radicals to yield the tetrahydrofuroxy radical with the alkoxy adduct 
on the alpha carbon, which reacts with molecular oxygen to produce TH2,3F and a 
hydroperoxy radical (R96).  Following a similar sequence tetrahydrofuroxy radicals are 
formed via alkoxy adduct on the beta carbon followed by reaction with molecular 
oxygen to produce TH3,2F and a hydroperoxy radical (R97).  Rate coefficients for 
reactions R96 and R97 were taken from the mechanism by Silke et al. for reactions 
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between methylcyclohexoxy radicals and molecular oxygen and had an activation 
energy of 4.13 kcal/mol.  A competing set of reactions can lead to the consumption of 
the THFP radicals through the classic low temperature mechanism (R98-R108), the rate 
parameters for which were taken from the Nancy mechanism.  The internal 
isomerization of the THFP radicals can produce corresponding 
hydroperoxytetrahydrofuryl radicals, which can undergo unimolecular reactions to 
correspondingly produce TH2,3F or TH3,2F and a hydroxyl radical (R109-R112).  
These unimolecular dissociation reactions assume an activation energy of 21.1 kcal/mol, 
taken from similar reactions from the cyclohexane mechanism by Silke et al. 
 
The second pathway (Fig. 5-5) proceeds with addition of the carbonyl adduct prior to 
ring closure.  In a recent study, Battin-Leclerc [2011] examined the oxidation of butane 
at conditions similar to those to the present study and observed the formation of cyclic 
ethers with a hydroperoxide function, but did not observe the presence of THF or any 
other C4 cyclic ether derivative.  This suggests that ring closure of a four carbon chain is 
possible without affecting the adduct, hydroperoxide in their case.  In our study, we 
propose a similar pathway – ring closure of a four carbon chain without affecting the 
carbonyl adduct.  This pathway proceeds by addition of oxygen to four carbon chain 
carbonyl radicals, analogous to oxygen addition to alkyl radicals to form carbonylperoxy 
radicals (R131-R133).  The rate constants for these reactions were taken from the LLNL 
mechanism for analogous C3 species.  The carbonyl radicals are formed at low and 
intermediate temperatures from the decomposition of larger hydroperoxyalkyl radicals.  
The carbonyl radicals can also be formed by hydrogen abstraction from linear C4 
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aldehyde (butyraldehyde) and ketone (methyl ethyl ketone) that have been found to be 
present at low and intermediate temperatures, owing to the lower bond energy compared 
to alkanes, alkenes, etc. (R113-R130).  The rate coefficients for these reactions were also 
taken from the LLNL mechanism and activation energies for the 3 isomeric radicals 
produced were: 13.4 kcal/mol for C3H6CHO-1, 17.6 kcal/mol for C2H5COCH2 and 19.4 
kcal/mol for CH2CH2COCH3 respectively.  The carbonylperoxy radicals overcome an 
activation energy of 24.4 kcal/mol to undergo internal isomerization to form 
hydroperoxycarbonyl radicals (R134-R136).  The hydroperoxycarbonyl radicals are 
susceptible to homolytic scission of the O-O bond, producing a biradical and hydroxyl 
radical.  The biradical formed can undergo cyclization similar to those producing cyclic 
ethers such as oxetane, THF, tetrahydropyran etc.  The isomer of hydroperoxycarbonyl 
radicals with the carbonyl adduct on the terminal, delta carbon (derivative of 
butyraldehyde) produce TH2,3F and a hydroxyl radical.  Similarly, the two isomers with 
the carbonyl adduct on the non-terminal, beta and gamma carbons (derivatives of methyl 
ethyl ketone) produce TH3,2F and a hydroxyl radical (R137-R139).  The rate constants 
for these reactions were also taken from the LLNL mechanism and assume an activation 
energy of 6 kcal/mol. 
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Figure 5-5: Pathway for production of lactones through C4 species with carbonyl adducts. 
 
 
At low and intermediate temperatures, lactones are expected to undergo decomposition 
by multiple pathways including the classic low-temperature pathway through the 
production of alkylperoxy, as well as decomposition of the radical formed subsequent to 
hydrogen abstraction from the lactone. Battin-Leclerc et al. [2011] have suggested rate 
parameters that have been adopted for similar reactions included in this mechanism.  
The consumption of TH2,3F and TH3,2F  initiates via hydrogen abstraction producing 
corresponding alkyl radicals (R140-R161).  For hydrogen abstraction reactions 
involving dodecylperoxy radicals, rate constants have been taken from the cyclohexane 
mechanism of Silke et al, with an activation energy of 14.9 kcal/mol.  The alkyl radicals 
derived from the lactones are readily oxidized to produce corresponding alkylperoxy 
radicals (R192-R195), which can subsequently undergo internal isomerization to 
produce corresponding hydroperoxyalkyl radicals (R196-R199) similar to the pathways 
followed by straight chain alkyl radicals at low and intermediate temperatures.  
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Hydrogen abstraction from the lactones yielding corresponding alkyl radicals can also 
lead to ring opening and-beta scission, as proposed by Curran et al [1998], yielding 
smaller alkyl radicals and stable species (R162-R191).  This subset of reactions was 
directly taken from the LLNL mechanism [Westbrook et al., 2009], as it was not 
included in the Nancy mechanism.  Reaction path analysis conducted in this study 
indicates that the reactions with hydroxyl radicals (part of this subset of reactions) are 
important consumption reactions for lactones at conditions relevant to the present study.  
The hydroperoxyalkyl radicals can undergo further oxygen addition to form 
hydroperoxyalkylperoxy radicals (R200-R203).  The hydroperoxyalkylperoxy radicals 
undergo homolytic O-O bond scission, and subsequent hydrogen atom transfer 
analogous to the alkylperoxy internal isomerization to produce hydroperoxyalkyl 
radicals, to produce a ketohydroperoxide and a hydroxyl radical.  The 
ketohydroperoxide radical formed from dissociation of hydroperoxyalkylperoxy radicals 
decompose to produce C0-C2 species (R204-R206).  To maintain self-consistency, the 
rate coefficients for the consumption of the lactones through the classical low 
temperature pathways were directly taken from the Nancy mechanism.      
 
To summarize, the kinetic mechanism was developed by identifying the relevant 
pathways for the production of lactones based on the experimental observations of 
Kurman et al. [2011], Battin-Leclerc et al. [2011] and Leppard [1991].  The pathways 
identified were compiled by listing the elementary (and some lumped) reactions possible 
at the conditions relevant to the study, in this case – low and intermediate temperature 
regime.  Pathways for the consumption of lactones were also added to the mechanism, 
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though a lack of experimental data would limit the validation of these pathways.  The 
lactone production and consumption pathways required 206 new reactions involving 35 
new species for which no published data was available.  The mechanism library of 
Lawrence Livermore National Laboratory, specifically Westbrook et al. [2009], was 
selected as the base to which the lactone pathways were added.  Rates for many of the 
new reactions were estimated, based on analogous reactions from the LLNL library, 
including rates published by Silke et al. [2007].  For the reactions not contained in this 
library, rates from the Nancy group [2011] were used.  Thermodynamic properties of the 
new species were estimated using THERM [Ritter and Bozzelli, 1991].  For heterocyclic 
compounds and radicals, THERM was used and is thought to predict thermodynamic 
properties well, with accuracies of 5% for the C5 species compared to values published 
by Lay et al. [1997].  While several techniques exist to generate chemical reaction 
mechanisms automatically, such as RMG [Song, 2004] and EXGAS [Buda et al., 2005 
and Glaude et al., 2002], the decision was made to use the observations from the 
experimental study by Kurman et al [2011] to inform the mechanistic development.  
None of the rate parameters were adjusted to match the experimental data.   
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5.4   RESULTS 
 
The model was able to achieve good qualitative agreement with Kurman et al. [2011] 
(Fig. 5-6).  The model is able to capture the increase in the concentration of both isomers, 
dihydro-2(3H)-furanone (D3(2H)F) and dihydro-3(2H)-furanone (D2(3H)F) with 
increasing temperature prior to the onset of the NTC regime.   
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Figure 5-6: Predicted concentrations of D3(2H)F (solid line) and D2(3H)F (broken line), and 
experimental values (without isomer differentiation) reported by Kurman et al. (open squares). 
 
 
The concentration of both isomers peaks for a sample temperature of 665 K, and 
gradually decreases with increasing temperature in the NTC regime.  This mirrors the 
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qualitative trends observed for CO, which is an indicator of reactivity at these conditions 
(Fig. 5-7).   
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Figure 5-7: Predictions of parent fuel (n-Dodecane) and CO carbon fractions by the LLNL 
mechanism (solid lines) and the Lactone mechanism (broken lines), and experimental values by 
Kurman et al. (open symbols).               
 
 
Kurman reported the measured lactone concentration as D2(3H)F, but was unable to 
differentiate between the isomers due to the absence of D3(2H)F in the NIST database.  
Using the same experimental apparatus for gas analysis, Lenhert [2004] also reported 
that isomers of C4 alkenes were indistinguishable.  
 
When Leppard [1991] thermally stressed THF (at an equivalence ratio close to 1) in his 
CFR engine, he reported D3(2H)F concentrations about 6.5 times higher than D2(3H)F.  
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The mechanism is able to predict D3(2H)F as the predominant isomer, with a 
concentration about 6.7 times that for D2(3H)F (610-830K).   
 
The model predicted parent fuel concentrations that were nearly identical to the 
prediction of the LLNL mechanism (Fig. 5-7), indicating that the lactone production and 
consumption pathways did not significantly affect fuel consumption.  The model 
reported a slightly higher peak CO concentration compared to the LLNL model, which 
is consistent with a higher reactivity and indicates that the chain branching reactions 
included in the lactone mechanism are active at these conditions.  Both mechanisms are 
able to reproduce the qualitative trends observed experimentally but with room for 
improvement, including peak CO concentration. 
 
The model improved prediction of the peak CO2 carbon fraction compared to the LLNL 
mechanism (Fig. 5-8), bringing it closer to the data.  These indicate active pathway(s) to 
CO2 production through the production and consumption of cyclic ethers, as suggested 
by Glaude et al. [2002], without the generation of CO followed by oxidation to CO2.  
Nevertheless, both models underpredicted the measured concentration of CO2.  
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Figure 5-8: Prediction of Oxygen fractions and CO2 carbon fractions by the LLNL mechanism 
(solid lines) and the Lactone mechanism (broken lines), and experimental values by Kurman et al. 
(open symbols). 
 
 
The lactone model also slightly improved prediction of the minimum O2 oxygen fraction 
compared to the LLNL mechanism (Fig. 5-8).  This may reflect a higher amount of 
oxygen consumed to produce the increased amount of CO, CO2, lactones and other 
oxygenated intermediates present in the lactone mechanism.  Both models overpredict 
the concentration of O2 compared to those observed experimentally, with the deviation 
being especially large at temperatures below 650 K.   
 
The model predicted concentrations for low molecular weight aldehydes: formaldehyde 
(Fig. 5-9) and acetaldehyde and propanal (Fig. 5-10) that were nearly identical to the 
prediction of the LLNL mechanism, indicating that either the lactone production and 
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consumption pathways did not significantly affect the aldehyde concentration, or any 
increase in production was offset by increased consumption.   
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Figure 5-9: Prediction of Formaldehyde carbon fractions by the LLNL mechanism (solid line) and 
the Lactone mechanism (broken line), and experimental values by Kurman et al. (open square). 
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Figure 5-10: Prediction of Acetaldehyde and Propanal carbon fractions by the LLNL mechanism 
(solid lines) and the Lactone mechanism (broken lines), and experimental values by Kurman et al. 
(open symbols). 
 
Both mechanisms significantly underpredicted formaldehyde concentrations observed 
experimentally by Kurman et al. [2011], and have room for improvement.  Rate of 
production (ROP) analysis was performed for D2(3H)F and D3(2H)F to identify the 
important pathways for their production and consumption.  These were carried out for 
the sample temperatures of 640, 700, 750 and 830 K, for which Kurman et al. had 
performed detailed gas analysis.  These four temperatures were chosen to evaluate the 
selectivity and the relative importance of the different pathways at different temperature 
regimes.  As seen from the plot of CO concentration with changing sample temperatures 
(Fig. 5-7), the range of temperatures studied can be divided into two parts, about the 
peak CO concentration observed at approximately 670 K.  Conducting the experimental 
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and numerical analysis for a sample temperature of 640 K allows us to investigate the 
pathways relevant in the low-temperature regime, before the onset of the NTC regime.  
Below 670 K, we see an increase in the CO concentration (and therefore reactivity) with 
increasing temperature, indicating that the system is in the ‘low-temperature’ regime.  
Beyond 670 K, the CO concentration decreases with increasing temperature through the 
highest sample temperature considered in this study – 850 K.  In this temperature range, 
the system is in the NTC regime.  Sample temperatures of 600, 750 and 800 K allow us 
to study the relevant kinetics of the production of lactones at the start, middle and end of 
the NTC regime respectively. 
 
In the next few sections the ROP analysis will be presented in pairs of figures for each 
sample temperature.  The observations made across the range of temperatures studied 
will be summarized at the end of this section.   
 
 
640 K: 
Figure 5-11 shows the rates of production of D2(3H)F for five reactions with the longest 
rate of production vectors over the residence time of 120 ms, normalized by the absolute 
value of the longest vector among all reactions involving D2(3H)F over the residence 
time of 120 ms.  Reactivity begins after about 90 ms.   
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Figure 5-11: Normalized rates of production for top five reactions of D2(3H)F at a sample 
temperature of 640K.  Reactions with positive values are depicted using dashed lines, those with 
negative values using textured lines, and the net normalized rate of production using solid black line.  
The indicator of overall reactivity, CO with closed circles. 
 
 
R137 is the primary reaction producing D2(3H)F, at a rate roughly an order of 
magnitude than the next reaction, R96.  This implies that at temperature lower than the 
NTC regime, the reaction pathway that proceeds with cyclization of a four carbon chain 
containing a carbonyl adduct dominates the pathway via tetrahydrofuran (THF) .  The 
major reactions consuming D2(3H)F are R110, R141 and R162, reactions with the 
hydroxyl radical, addition, hydrogen abstraction and chain opening leading to 
dissociation reactions respectively.  The net normalized rate of production vector 
retained a positive, non-zero value, indicating that the concentration of D2(3H)F did not 
reach equilibrium.  This is also observed in the CO curve, which did not equilibrate at 
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the end of the experiment.  Figure 5-12 shows the normalized rates of production of 
D3(2H)F for the top five reactions.  R138 is the primary reaction producing D3(2H)F, at 
a rate roughly double the next reaction, R139.   
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Figure 5-12: Normalized rates of production for top five reactions of D3(2H)F at a sample 
temperature of 640 K.  Reactions with positive values are depicted using dashed lines, those with 
negative values using textured lines, and the net normalized rate of production using solid black line.  
The indicator of overall reactivity, CO with closed circles. 
 
 
This implies that that at temperature lower than the NTC regime, the reaction pathway 
that proceeds with cyclization of a four carbon chain containing a carbonyl adduct, 
proceeds through two major reactions and dominates the pathway via THF.  The major 
reactions consuming D3(2H)F are R112, R152 and R180, reactions with the hydroxyl 
radical, addition, hydrogen abstraction and chain opening leading to dissociation 
reactions respectively (similar to those observed for D2(3H)F). The net normalized rate 
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of production vector also remains positive and non-zero, indicating that the 
concentration of D3(2H)F did not reach equilibrium.  
 
 
700 K: 
At 700 K production starts at approx. 18 ms, about a fifth of the time for production to 
begin at 640 K (Fig. 5-13).  R137 is the primary reaction producing D2(3H)F, at a peak 
rate roughly four times the next reaction, R96.  This indicates that at temperatures close 
to the start of the NTC regime, and peak overall reactivity, the reaction pathway that 
proceeds with cyclization of a four carbon chain containing a carbonyl adduct dominates 
the pathway via THF.  The major reactions consuming D2(3H)F are R110, R141 and 
R162. The net normalized rate of production vector approaches zero by the end of the 
experiment, indicating that the concentration of D2(3H)F reached a value close to 
equilibrium.  This is also observed in the CO concentration, which has equilibrated by 
the end of the experiment.   
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Figure 5-13: Normalized rates of production for top five reactions of D2(3H)F at a sample 
temperature of 700K.  Reactions with positive values are depicted using dashed lines, those with 
negative values using textured lines, and the net normalized rate of production using solid black line.  
The indicator of overall reactivity, CO with closed circles.  
 
 
R138 is the primary reaction producing D3(2H)F, at a peak rate roughly an order of 
magnitude higher than the next reaction, R139 and all other reactions forming D3(2H)F 
(Fig. 5-14).  This indicates that at temperatures close to the start of the NTC regime, and 
peak overall reactivity, the reaction pathway that proceeds with cyclization of a four 
carbon chain containing a carbonyl adduct, proceeds through two major reactions and 
dominates the pathway via THF.   
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Figure 5-14: Normalized rates of production for top five reactions of D3(2H)F at a sample 
temperature of 700 K.  Reactions with positive values are depicted using dashed lines, those with 
negative values using textured lines, and the net normalized rate of production using solid black line.  
The indicator of overall reactivity, CO with closed circles.  
 
 
The major reactions consuming D3(2H)F are reaction numbers 112, 152 and 180, 
reactions with the hydroxyl radical, addition, hydrogen abstraction and ring opening 
reactions respectively, similar to those observed for D2(3H)F, and the top consuming 
reactions at 640 K. The net normalized rate of production vector approaches zero by the 
end of the experiment, indicating that the concentration of D3(2H)F reached a value 
close to equilibrium.  This is also seen in the CO curve, which has almost flattened out 
at the end of the experiment. 
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750 K: 
Figure 5-15 shows that lactone formation begins as early as 4 ms at 750 K.  R137 
continues to be the primary reaction producing D2(3H)F, at a peak rate roughly double 
the next reaction, R96.   
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Figure 5-15: Normalized rates of production for top five reactions of D2(3H)F at a sample 
temperature of 750 K.  Reactions with positive values are depicted using dashed lines, those with 
negative values using textured lines, and the net normalized rate of production using solid black line.  
The indicator of overall reactivity, CO with closed circles.  
 
 
This implies that at in the NTC regime, just as at lower temperatures, the reaction 
pathway that proceeds with cyclization of a four carbon chain containing a carbonyl 
adduct dominates the pathway via THF.  The major reactions consuming D2(3H)F are 
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R110, R141 and R162, reactions with the hydroxyl radical, addition, hydrogen 
abstraction and metatheses reactions respectively.  The net normalized rate of production 
vector approaches zero by the end of the experiment, indicating that the concentration of 
D2(3H)F may have equilibrated.  R138 remains the primary reaction producing 
D3(2H)F, at a peak rate roughly double the next reaction, R139 and more than all other 
reactions forming D3(2H)F (Fig. 5-16).  This indicates that in the NTC regime, the 
reaction pathway that proceeds with cyclization of a four carbon chain containing a 
carbonyl adduct, proceeds through two major reactions and dominates the pathway via 
THF.  The major reactions consuming D3(2H)F are R112, R152 and R180, reactions 
with the hydroxyl radical, addition, hydrogen abstraction and metatheses reactions 
respectively, similar to those observed for D2(3H)F, and the top consuming reactions at 
640 K and 700 K.  The net normalized rate of production vector approaches zero by the 
end of the experiment, indicating that the concentration of D3(2H)F reached a value 
close to equilibrium.  The CO concentration also reaches equilibrium by the end of the 
experiment. 
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Figure 5-16: Normalized rates of production for top five reactions of D3(2H)F at a sample 
temperature of 750 K.  Reactions with positive values are depicted using dashed lines, those with 
negative values using textured lines, and the net normalized rate of production using solid black line.  
The indicator of overall reactivity, CO with closed circles.  
 
 
 
830 K: 
At a sample temperature of 830 K, close to the end of the NTC regime, reactivity is seen 
to begin within 10 ms (Fig. 5-17), a significant increase from 750 K.  R137 continues to 
be the primary reaction producing D2(3H)F, at a rate higher than the next reaction, R96.  
It is interesting to observe that the rate of production for R137 keeps increasing 
throughout the experiment, unlike R96.  This may suggest that at these conditions of 
slow reactions, a sustained supply of butanal may available through pathways open at 
temperatures close to the end of the NTC regime that may allow the rate of R137 to keep 
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increasing through the duration of the experiment.  This would be in contrast to R96, 
which would require a significant and sustained supply of tetrahydrofuran to proceed – a 
species that depends on low temperature chemistry to be generated in appreciable 
quantities, and the relevant reactions may not be able to replenish the depleted pool of 
THF fast enough to sustain (or increase) the rate of production of D2(3H)F through R96.   
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Figure 5-17: Normalized rates of production for top five reactions of D2(3H)F at a sample 
temperature of 830 K.  Reactions with positive values are depicted using dashed lines, those with 
negative values using textured lines, and the net normalized rate of production using solid black line.  
The indicator of overall reactivity, CO with closed circles.  
 
 
The major reactions consuming D2(3H)F continue to be R110, R141 and R162, 
reactions with the hydroxyl radical, addition, hydrogen abstraction and ring opening 
followed by dissociation reactions respectively. The net normalized rate of production 
vector remains positive, albeit with a decreasing rate and has a non-zero value, 
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indicating that the concentration of D2(3H)F did not reach close to equilibrium.  This is 
also seen in the CO curve, which has not flattened out at the end of the experiment.   
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Figure 5-18: Normalized rates of production for top five reactions of D3(2H)F at a sample 
temperature of 830 K.  Reactions with positive values are depicted using dashed lines, those with 
negative values using textured lines, and the net normalized rate of production using solid black line.  
The indicator of overall reactivity, CO with closed circles.  
 
 
R138 remains the primary reaction producing D3(2H)F (Fig. 5-18), at a peak rate 
roughly double the next reaction, R97, and more than all other reactions forming 
D3(2H)F, including R139, which was observed with the second highest rate of 
production after R138.  This indicates that at temperatures close to the end of the NTC 
regime, the reaction pathway that proceeds with cyclization of a four carbon chain 
containing a carbonyl adduct, dominates the pathway via THF significantly.  The major 
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reactions consuming D3(2H)F are reaction numbers R112, R152 and R180, reactions 
with the hydroxyl radical, addition, hydrogen abstraction and metatheses reactions 
respectively, similar to those observed for D2(3H)F, and the top consuming reactions at 
lower temperatures. The net normalized rate of production vector remains positive, 
albeit with a decreasing rate and has a non-zero value, indicating that the concentration 
of D2(3H)F did not reach close to equilibrium.  This is also seen in the CO curve, which 
has not flattened out at the end of the experiment. 
 
The results indicate that both isomers, TH2,3F and TH3,2F are produced at low 
concentrations at low temperatures, and are produced in increasing quantities with 
increasing temperature till the start of the NTC regime.  The concentration for both 
isomers is predicted by the mechanism at approximately 670 K, which is consistent with 
experimental observations by Kurman et al [2011], where the two highest concentrations 
are observed at sample temperatures of 640 K and 700 K.  The peak concentration of the 
lactones coincides with the peak concentration for CO (an indicator of reactivity at these 
conditions, Fig. 5-7) at 670 K for experimental observations by Kurman et al. [2011] as 
well as numerically by the mechanism developed in the current study and the LLNL 
mechanism.  At low temperatures, below approximately 630 K, the reactivity of the 
system is underpredicted by the base mechanism, which may explain the 
underprediction of the concentration of the lactones.  After the onset of the NTC regime, 
the concentration for both isomers decreases with increasing temperature.  This is also 
consistent with the reactivity of the system as indicated by the CO concentration (Fig. 5-
7).  Therefore, for the range of temperatures studied, the concentration of the lactone 
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isomers appears to be proportional to the reactivity of the system as reflected by the CO 
concentration. 
 
The rate of production analysis is helpful in elucidating the pathways relevant to the 
production of the isomers, and to explain why TH3,2F is observed at a higher 
concentration than TH2,3F (observed experimentally by Leppard [1991] and 
numerically in the present study).  The ROP analysis for TH2,3F at temperatures of 
640 K, 700 K, 750 K and 830 K show that the two fastest reactions that produce it are 
reactions R96 and R137.  R96 represents the first pathway (ring closure followed by 
addition of the carbonyl adduct – through THF) that produces TH2,3F, whereas R137 
represents the second pathway (addition of the carbonyl on a linear chain hydrocarbon 
followed by ring closure – through the C4 carbonyl radicals).  At 640 K, R137 is 
predicted to be about 10 times faster than R96, about 4 times faster at 700 K, and 
approximately twice as fast at 750 K.  This could suggest that the pathway originating 
from THF, a stable species at these conditions (and would require hydrogen abstraction 
to initiate the pathway) is slower than the pathway through hydroperoxybutanalyl 
radicals.  Furthermore, the C4 carbonyl radicals, such as the hydroperoxybutanalyl 
radicals are produced at these conditions by the decomposition of larger 
hydroperoxyalkyl radicals, as well as hydrogen abstraction from C4 aldehydes and 
ketones (with a lower bond energy compared to alkanes, alkenes, etc.). 
 
In contrast, the two fastest reactions that produce TF3,2F (reactions R138 and R139) are 
both part of the second pathway (addition of the carbonyl on a linear chain hydrocarbon 
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followed by ring closure – through the C4 carbonyl radicals).  R138 is the faster of the 
two reactions, but both R138 and R139 are faster than R97 (the reaction producing 
TF3,2F from the first pathway – ring closure followed by addition of the carbonyl 
adduct – through THF).  Reactions R138 (through the hydroperoxybutan-2-onyl radical) 
and R139 (through the hydroperoxybutan-3-only radical) offer two channels for the 
production of TF3,2F compared to only one for the production of TF2,3F through R137 
for the faster pathway.  This could explain the predominance of TF3,2F compared to 
TF2,3F. 
 
 
5.5   SUMMARY AND CONCLUSIONS 
 
This chapter describes the development of a kinetic mechanism for lactones.  Based on 
published experimental data on the production of lactones as a combustion product, 
multiple kinetic pathways were suggested for their production and destruction.  The 
pathways proposed were developed by addition of elementary reactions and species, for 
many of which no published data on rate parameters and thermodynamic properties 
respectively, existed.  Both these sets of parameters were estimated and the detailed 
kinetic mechanism was compiled.  The detailed kinetic mechanism was used to model 
the experimental data published by Kurman et al. [2011] and was found to achieve good 
qualitative agreement.  The procedure and the steps outlined in this chapter could be 
applied to develop a kinetic mechanism for parent fuels, fuel additives, reaction 
intermediates, etc.   
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This study also found that there are two major pathways to the formation of non-
alkylated lactones.  The first pathway originates from THF (formed during the low and 
intermediate temperature oxidation of n-dodecane), which follows the classic low 
temperature oxidation pathway involving alkylperoxy radicals.  In this pathway a linear 
four carbon chain compound effectively undergoes cyclization prior to addition of the 
carbonyl group.  In the second major pathway, cyclization follows the addition of the 
carbonyl group.  At all temperatures studied, the pathway based on addition of the 
carbonyl prior to cyclization dominates.  The key reactions consuming D2(3H)F and 
D3(2H)F have been found to be reactions with the hydroxyl radical that can lead to 
either (i) formation of a cyclic hydroperoxalkyl radical, (ii) a hydrogen abstraction 
reaction yielding a furyl radical, or (iii) ring opening and beta scission to produce alkyl 
radicals and stable species. 
 
This approach may allow accurate combustion chemistry to be incorporated into 
combustion simulations and may help accelerate the development of new engine 
technologies that are fuel efficient and generate fewer GHG emissions than present 
technologies. 
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CHAPTER 6. CONCLUDING REMARKS 
 
6.1   SUMMARY 
 
The goal of this study was to develop kinetic mechanisms to model interesting 
combustion phenomena observed during low and intermediate temperature oxidation of 
hydrocarbon fuels.  Kinetic mechanisms of various sizes were developed using different 
algorithms.  The processes and algorithms developed and demonstrated in this study can 
be used by the combustion chemistry group to develop models for their experimental data.  
The experimental data used in this study used a wide range of fuels and was collected 
using a range of combustion systems demonstrating the application of the tools and 
models developed across a wide range of problems.   
 
The methodologies and analyses demonstrated in this study may allow accurate 
combustion chemistry to be incorporated into combustion simulations and may help 
accelerate the development of new engine technologies that are fuel efficient and 
generate fewer GHG emissions than present technologies. 
 
The following kinetic mechanism and models were developed for this study: 
 
• A reduced kinetic mechanism that can predict cool flame behavior for propane-air 
mixtures was developed.  The reduced mechanism is able to predict multiple cool 
flames, hot ignition as well as other qualitative targets.  It is also able to predict 
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the concentration of key species with high accuracy, while reducing the 
computation burden of a detailed kinetic mechanism by orders of magnitude 
• An extended detailed kinetic mechanism for Spark Ignition (SI) Primary 
Reference Fuels (PRFs) and DTBP (a fuel additive) was developed.  The 
mechanism allowed the identification of the impact of DTBP on the oxidation of a 
range of PRF mixtures is studied. 
• A skeletal model for SI PRFs and oxygenated additives.  In contrast to the 
reduction process used for the propane study, this effort employed a ‘build-up’ 
technique.  The skeletal model development process was applied to model the 
oxidation of PRF+DTBP blends for oxidation in a flow reactor.  The results of the 
skeletal model were compared with the predictions of a detailed mechanism and 
the impact of the fuel additive on the PRF combustion was analyzed.  The skeletal 
model was able to capture the effect of addition of DTBP on PRF blends better 
than the detailed mechanism.  The skeletal model was required two orders of 
magnitude less computation time and three orders of magnitude less computer 
memory, making it suitable for use with 3-D CFD models. 
• A detailed kinetic mechanism for lactones, a class of compounds that have been 
observed experimentally, but not predicted, by kinetic mechanisms available 
today.  A review of the experimental data available was presented, followed by 
identification of the possible kinetic pathways, development of the kinetic 
mechanism, estimation of rate parameters for the new reactions and 
thermodynamic properties for new species.  Comparison between the predictions 
of the kinetic mechanism and experimental data was presented.  The results 
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indicate that the dominant pathway for the production of lactones proceeds by 
addition of the carbonyl group on a straight chain species prior to cyclization.  
The mechanism was able to predict that Tetrahydro-3(2H)-furanone is the 
dominant isomer. 
 
Some of the algorithms and methodologies developed and/or described as part of this 
work were: 
 
• An algorithm for the development of reduced kinetic mechanisms using Rate of 
Production (ROP) analysis.  The algorithm and the individual steps have been 
described, along with the inputs that may typically be required.  This process may 
be automated to reduced the manual labor involved in the reduction process. 
• An algorithm to develop extended kinetic mechanism for fuels and fuel additives.  
This study also described an algorithm that can be applied to develop similar 
mechanisms for fuel blends and for other fuel additives. 
• A methodology to compile a skeletal model for fuel and fuel additive blends was 
also demonstrated.  This enables the creation of a model that is able to predict 
defined variables and species concentrations within defined accuracy limits, but 
without the computational burden of a detailed kinetic mechanism.  
• A methodology for development of a detailed kinetic mechanism for products and 
intermediates of combustion.  This methodology describes the various steps 
involved during the development and validation of the mechanism, as well as a 
demonstration on how the kinetic mechanism produced can be used to gain 
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insight into the kinetics of the product or intermediate considered.  This study 
explained in detail the steps involved in estimating rate coefficients for new 
reactions for which no published values exist, and estimation of the 
thermodynamic properties of new species in the absence of published data. 
 
 
6.2   FUTURE WORK 
 
The work performed in this study indicated exciting opportunities for future work in this 
field of research, both experimentally and numerically.   
 
The Drexel Combustion Chemistry group was the first group to report rich quantitative 
data on the presence of lactones and other heterocyclic compounds in the products of 
combustion of fuels at low temperatures.  Some of the pathways for production of such 
species have been proposed in this work, but their validation would need quantitative data 
from the analysis of a wide variety of fuels.   
 
Numerically, other, large heterocyclic species could also serve as targets for kinetic 
modeling based on the platform created by this study.  The pathways described in this 
work can also be applied to heterocyclic compounds of different ring sizes as well. 
 
The reduced kinetic mechanism for propane-air mixtures developed in this work contains 
less than 80 reactions, and can be used in three dimensional simulations, to study the 
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effect of transport and kinetics on cool flames at normal gravity and zero gravity.  Such 
simulations would be computationally impractical if detailed kinetic mechanisms were to 
be used. 
 
The algorithm developed in this work for developing reduced kinetic mechanisms could 
be automated and further improved.  This would be a step towards automation of these 
processes – which would be required to reduce the size of automatically generated 
mechanisms and contains tens of thousands of reactions for each parent fuel, and many 
more for multiple fuels, including surrogate fuels that are being developed to improve 
combustion technology development.   
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APPENDIX A: ADDITIONAL INFORMATION ON REACTION CHEMISTRY 
AND KINETIC MECHANISMS 
 
 
 
Kinetic mechanisms of all sizes are constructed by compiling a set of reactions, both 
elementary and global, to represent the important kinetic pathways for a particular fuel 
for a particular set of conditions.  Qualitatively, a modeler may be able to identify the 
dominant reaction(s) controlling the kinetics of combustion for the fuel at a set of 
conditions.  To be able to identify the dominant kinetics at conditions other than those 
studied experimentally; predictions will have to be made by interpolating and/or 
extrapolating for the various conditions.  This can only be possible if the relative 
importance of a reaction over others in the mechanism can be quantified.  This is 
achieved by representing the rate of each reaction, independent of other reactions by a 
mathematical expression, dependent on a selected number of variables, the most 
important of them being temperature.  This quantitative representation also allows the 
kinetic mechanisms to be used for insight into practical combustion systems, such as 
determining the ignition delay for an end gas mixture in an SI engine.  The expressions, 
(that include constants referred to as ‘rate constants’) representing the rate of the 
reactions can be obtained experimentally, theoretically or empirically.  This appendix 
considers some of the theoretical foundations for the determination of the reaction rate 
constants for various reactions, and understanding of which is key to the development of 
reduced and detailed mechanisms discussed in this dissertation. 
 
  
183 
Bimolecular reactions dominate much of combustion kinetics, and to enable accurate 
prediction of the rate coefficients, ‘collision theory’ was introduced and developed to 
derive expressions for simple cross-sectional models allowing for variation of reactivity 
with microscopic temperature.  The approach involves determining the complete 
potential surface and elaborate quantum scattering calculations. 
 
‘Activated Complex Theory’, nowadays referred to as ‘Transition State Theory’ was 
proposed in response to the limitations of the collision theory noted above.  The 
application of this theory requires only limited information about the potential energy 
surface.  Furthermore, it is a simpler more intuitive theory of reaction rates that is capable 
of predicting a rate coefficient from the properties of the reacting molecules. 
 
  
TRANSITION STATE THEORY 
Transition state theory has laid the foundation for understanding reaction kinetics in 
combustion at the molecular level.  Over the previous century, since the theory was first 
introduced, it has undergone several modifications and overhauls and a significant 
amount of theoretical work has gone into testing its validity and limitations.  Chemical 
reactions take place through molecular collisions between species.  A fraction of these 
collisions result in the production of one or more new molecules (different from the 
parent molecules participating in the collision).  In the chemical reactions the atoms of 
reacting molecules are redistributed in the new molecules.  To achieve such a 
redistribution of atoms, the reacting molecules must have the proper orientation and 
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sufficient kinetic energy to ensure that the chemical bonds of the parent molecules can be 
broken during the impact and new bonds can be formed as the new molecules are formed.  
Since the energy of these bonds depends on the electronegativity of the atoms, the sum of 
the bond energies of the products of the collision may be lower or higher than the bond 
energies of the colliding molecules.  This differential is the basis for heat being released 
or absorbed in chemical reactions.  Let us consider a set of simple reactions that form the 
framework of the combustion of a common, simple sample fuel, methane.  For the 
combustion reaction of methane (CH4), the overall process can be described as: 
 
CH4 + 2O2 → CO2 + 2H2O 
 
This balanced chemical equation indicates that the process of complete combustion of 1 
mole of CH4 and 2 moles of oxygen (O2) will produce 1 mole of carbon dioxide (CO2) 
and 2 mole of water (H2O).  However, this describes an overall process or a global 
reaction that ignores all the sub-processes that would comprise the combustion of 
methane.  On a molecular level, it is unlikely to have a three molecule collision and even 
less likely that such a collision will supply sufficient energy for the types of 
rearrangements suggested by this overall reaction.  However, the overall reaction does 
take place via a series of reactions at a molecular level.  At high temperatures, the various 
molecular reaction paths can consume methane and produce water as shown in the 
following sequence: 
 
O2 + M → 2O + M 
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CH4 + O → CH3 + OH 
 
CH4 + H → CH3 + H2 
 
CH4 + OH → CH3 + H2O. 
 
This set of reactions explicitly requires the assumption, that intermediate species are 
created and consumed during the course of the overall reaction.  These reactions are 
examples of elementary reactions, i.e. reactions that can occur due to a molecular 
collision.  The overall combustion process described for brevity using the global reaction 
for combustion of a fuel actually requires hundreds or thousands of such elementary 
reactions and a similar number of species including radicals and stable elements and 
compounds.  The series of elementary reactions that comprises the overall reaction 
process is often called a reaction scheme or a kinetic mechanism.  Only a brief overview 
of the aspects of chemical kinetics is included in this appendix.  Several allied topic will 
be described in the next two appendices. 
 
 
DETERMINATION OF RATE COEFFICIENTS FOR ELEMENTARY REACTIONS 
The rate at which chemical reactions take place is governed by the conditions of the 
system.  The key conditions that affect the rate of the reactions are the concentration of 
the reactants, the temperature and the presence of a catalyst or inhibitor.  Pressure is also 
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a factor in determining the reaction rate for some reactions commonly referred to as 
‘pressure dependent reactions’.   
 
Mathematically, the rate of reaction may be expressed in terms of the concentration of 
any of the reacting substances or of any reaction product; i.e., the rate may be expressed 
as the rate of destruction of a reactant or the rate of production of a reaction product. For 
any arbitrary reaction: 
 
A + B + C + …   D + E + F + …  
 
where A, B, C,… denote the different species involved in the reaction, a rate law can be 
used to describe the empirical formulation of the reaction rate.  In terms of the destruction 
of species A, the reaction rate can be expressed as 
 
 
 
In this expression, following convention, square brackets are used to denote the 
concentration of the species, usually on in terms of moles per unit volume. So for this 
expression, d[A]/dt would denote the rate of change of species A in terms of say moles 
per unit volume per unit time.  Similarly [A], [B], [C], ... would represent the 
concentrations of species A, B, C, …, respectively, at any given instant.  a, b, c, … 
denote the reaction orders with respect to those species and k is the reaction rate 
coefficient (The sum of a, b, c, … is the overall reaction order).  The values of a, b, c, … 
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as well as k generally have an empirical basis, though for several reactions accurate 
values have been obtained by theoretical analysis as well.  The concentration of the 
products [D], [E], [F] etc. does not affect the consumption of species A, [dA]/dt .as it is 
only a forward reaction.  The reaction rate coefficient k is specific to the forward reaction 
and is not a function of the reactant concentrations.  As shown in the rate expression, the 
expression is proportional to the concentration of the reactants and the proportionality is 
to the order of the reaction for the species.  If one or more species exist in excess in a 
reaction system their concentrations do not change noticeably, so effectively the overall 
rate becomes independent of their concentration.  Therefore if for the stated reaction, [B], 
[C], … remain approximately constant during the reaction, an effective rate coefficient 
can be generated from the rate coefficient and the near constant concentrations of the 
species in excess.  This could be observed in combustion processes also.  For example in 
ultra lean combustion, the overall rate could be expressed as independent of the oxygen 
and nitrogen concentration, and dependent on the fuel concentration only. 
 
Using k eff = k [B]b [C]c , a simplified version of the destruction of A can be obtained: 
 
 
 
The change of the concentration of species A can be calculated by integrating this 
equation.  For first-order reactions (when a = 1), integration of the above equation yields 
a first-order time behavior: 
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where [A]0 and [A]t denote the concentration of species A at time t0 and t, respectively.   
 
For second-order reactions (a = 2) the differential equation when integrated, gives an 
expression for the temporal behavior: 
 
 
 
For third-order reactions (a = 3) the temporal behavior is 
 
 
 
Conversely, if the time behavior is measured for a reaction, the reaction order can be 
determined.  Many reactions in combustion are either of the first order or the second 
order.  Logarithmic plots of the concentrations versus time are observed to be linear for 
first-order reactions (Fig. A-1).  The slope of the linear fit is of the value –keff.  Whereas 
the plots of 1/[A]t versus time are found to be linear for second-order reactions. The slope 
of the linear fit for second order reactions is given by keff.   
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Figure A-1: Time behavior of the concentration for first- and second-order reactions [Warnatz et al., 
1999] 
 
More complicated overall rate laws are also found. The reaction orders may not always 
be integers. They can also be negative, time-dependent and may be sensitive to several 
other reaction conditions.  Due to the limited set of data available for the rate constants, 
and the extremely large rate constant-space, interpolation is frequently employed to 
obtain appropriate rate constants for conditions that lie between experimental 
observations at the extreme or multiple conditions.  This assumption has produced results 
that have been accurate enough; though for some complex combustion systems (e.g. 
H2-O2) for several reactions, it has been necessary to represent the rate by two 
independent expressions due to the inability of one expression to represent the reaction 
rates across a wide range of conditions.  Extrapolation is another similar technique that is 
applied, though usually with a lower confidence.  Extrapolation to conditions where no 
experimental measurements exist may not be reliable.  Furthermore, in some cases, a 
mechanistic interpretation of non-elementary rate laws may not possible. 
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ELEMENTARY REACTIONS 
A brief introduction into a few selected topics relevant to elementary reactions will be 
provided in this chapter. 
 
 
THE LAW OF MASS ACTION 
According to the law of mass action, the rate of destruction of a chemical species is 
proportional to the product of the concentrations of the reacting chemical species, where 
each concentration is raised to a power equal to the corresponding stoichiometric 
coefficient.  This law is valid only for elementary reactions and not for global reactions.  
So, for a generic elementary reaction between reactants R1, R2, R3, …, from which 
products P1, P2, P3, …, are formed, 
 
a1R1 + a2R2 + a3R3 + ... + amM → b1P1 + b2P2 + b3P3 + ... + bMM 
 
In the above reaction, M is an example of species that appears on both sides. The rates of 
reactant destruction and product formation for this reaction are given by: 
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where r is the reaction rate, expressed as: 
 
r = k [R1]a1[R2] a2[R3]a3...[M]am 
 
The parameter k is the reaction rate coefficient described earlier in this chapter and [R1], 
[R2], [R3], … denote the concentrations of reactant species R1, R2, R3, …, respectively 
and M denotes the concentration of a third body (occurring on both sides of the reaction; 
as both reactant and product).  The above equation is a statement of the stoichiometry of 
the reaction: every a1 mol of R1 reacts with a2 mol of R2, a3 mol of R3, etc., to produce b1 
mol of P1, b2 mol of P2, b3 mol of P3, etc.. Therefore the amount of R1 that has been 
consumed is related to how much R2, R3, etc. have been consumed and the rate equation 
describing this relation.  If a species M appears on both the reactant side as well as the 
product side, then the multiplicity of r is given by (bM-aM).  If bM = aM, then M is called a 
third body. In other words there is no net destruction or production of the third body in a 
reaction.  Its presence is crucial for the success of the reaction, as it provides energy to, or 
takes energy away from, the collisions between the reactants. 
 
 
ORDER OF REACTIONS 
Elementary reactions are classified according to the number of reactant molecules 
participating. For any reaction: 
 
  
192 
a1R1 + a2R2 + a3R3 + ... + amM → b1P1 + b2P2 + b3P3 + ... + bMM 
 
the overall order of the reaction is (a1+a2+a3+…), while it is of order a1 with respect to 
reactant R1, etc. The overall order of reaction is also called molecularity.  Elementary 
reactions are usually classified according to their molecularity: 
 
 
Unimolecular Reactions: 
This reaction is only a representation because molecules usually do not disintegrate 
spontaneously and need a collision with another molecule to initiate the reaction leading 
to dissociation.  Therefore a second species is necessary which also makes the reaction a 
second-order reaction.  The rate is first-order and is given by r = −k [R1], and k has units 
of 1/s.  
 
R1 → b1P1 + b2P2 +... 
 
 
Bimolecular Reactions: 
Most reactions in combustion are bimolecular reactions as the collision probability for 
two molecules is highest.  The rate is second-order and given by    r = −k [R1][R2]  , 
where k has units of (mol/cm3)-1 s-1 
 
R1 + R2 → b1P1 + b2P2 + ...  
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Trimolecular Reactions: 
The probability that three molecules will collide simultaneously is small, but nevertheless 
third-order reactions are very important. Radical recombination reactions, for example, 
between OH and H to produce water, will take place only if a third body, M, participates 
in the collision and hence these are third-order reactions. A third body is needed because 
recombination reactions are exothermic and the third body must absorb some of this 
energy. The reaction rate is third-order and is given by r = −k [R1][R2][R3], where k has 
units (mol/cm3)-2 s-1. 
 
R1 + R2 + R3→ b1P1 + b2P2 + ... 
 
 
 
FORWARD AND BACKWARD REACTIONS 
Most elementary reactions can proceed in both left-to-right and right-to-left directions.  
As the products can become reactants and vice versa, the specific reaction rates will be 
different for both the reactions.  Elementary reaction equations that are both forward and 
backward are written with a two-direction arrow. For example, the reaction,  
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is equivalent to the two reactions: 
 
 
 
 
that gives: 
 
 
 
Both reaction rate coefficients (kf and kb) must be prescribed for such a ‘reversible’ 
reaction.  The two reaction rate coefficients are different but they are related through the 
equilibrium constant of the overall reaction. 
 
 
RATE CONSTANT 
The form of the reaction rate coefficient for any reaction is given by the Arrhenius law: 
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In this expression, A' is the pre-exponential factor (also called frequency factor) and Ea is 
the activation energy for the reaction.  Numerical values for these parameters are usually 
taken from empirical estimates.  In turn, the empirical estimates are based on selected 
experimental observations for particular reactions and applied to other similar reactions 
in the same class of reactions.  In some cases, computational methods have also been 
employed to generate estimates for the rate coefficients.  These include relatively simpler 
methods based on the collision theory and advanced theories with complex interaction 
potentials involving solution of the Boltzman equation.  The overall system of reactions 
does nevertheless need experimental data for calibration. 
 
Only a fraction of molecular collisions will result in a reaction and will result in products 
being formed.  These reactions will be based on collisions with kinetic energy higher than 
the energy required for the reorganization of the bonds of the reactant molecules and 
proper orientation.  The maximum value for energy barrier (activation energy) 
corresponds to the bond energies in the molecule.  For example, for dissociation reactions 
the activation energy is approximately equal to the bond energy being broken.  
Furthermore, the value of activation energy for some reactions may even be zero.  The 
proportion of collisions occurring between molecules that can surpass the energy barrier 
(that have kinetic energy higher than Ea) is given by the term exp(-Ea/RT). 
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TEMPERATURE DEPENDENCE 
For most bimolecular reactions an Arrhenius expression is usually able to provide an 
accurate representation of the temperature dependency using the term above for most 
temperature ranges.  However, for some combustion reactions that are ‘fast’ over large 
temperature ranges, “non-Arrhenius” behavior of the rate coefficient occurs, particularly 
for processes that have a small energy barrier.  For such reactions it may be necessary to 
include additional parameters in the overall Arrhenius rate expression to incorporate a 
better ‘fit’ to express the impact of temperature on the rate coefficient.  This is usually 
included by multiplying the original Arrhenius expression with temperature raised to the 
power n (in some texts referred to as β) where this parameter represents the temperature 
fit.   
 
 
 
 
PRESSURE DEPENDENCE 
According to law of mass action, one would expect that at higher pressures, there would 
be a proportionally higher number of collisions occurring, subsequently leading to a 
change in the reaction rates.  Therefore as expected the effect of pressure would be 
incorporated in the computations through the species concentrations.  In combustion 
systems a more complex dependence of reaction rates on pressure has been observed.  
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More specifically, the apparent dependence of rate coefficients for unimolecular 
dissociation and bimolecular recombination reactions on pressure indicates that these 
reactions are not elementary.  They are, in fact, a sequence of reactions being represented 
as a single global reaction.  For interpretation and analysis of this complex dependency 
several models have been proposed.  For example, for simple cases the pressure 
dependence can be understood using the Lindemann model. According to this model, 
unimolecular decomposition is possible only if the energy in the molecule is sufficient to 
break the bond, which is usually unavailable in a single species.  Therefore, it is 
necessary that, for the decomposition reaction to proceed, energy must be added to the 
molecule by collision with other molecules, which act as third bodies - M (e.g., for the 
excitation of the molecular vibrations).  Subsequent to the collision and production of an 
activated complex, either of two pathways might be followed.  Depending on the strength 
of the excitation, the activated complex may then either decompose into the products, or 
may subsequently deactivate through a second collision: 
 
 
 
 
 
 
 
Here A is the species undergoing dissociation, A* is the excited molecule, M is the third 
body and P represents the products of the dissociation.  ka, k-a and ku represent the rate 
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coefficients for the activation, deactivation and unimolecular reactions, respectively.  The 
rates of the change of concentration (net destruction and production) of the products (P) 
and the excited molecule (A*) are given by: 
 
 
 
 
Assuming that the concentration of the excited intermediate A* is in a quasi-steady state: 
 
 
 
one can obtain expressions for the steady state concentration of the excited intermediate 
and the rate of production of the products: 
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Inclusion of the concentration of the third body in the analysis of such reactions to study 
the pressure dependence, we might be able to arrive at two asymptotic value for the 
reaction rates by analyzing the limits of the above expression as [M] tends to 0 and as [M] 
tends to infinity.  These two values of [M] correspond to ‘low’ and ‘high’ pressure ranges, 
and can be noted on the Lindemann plots (Fig. A-2).  At low pressures, the concentration 
of the third bodies M is very small and k-a [M] << ku.  Therefore, the expression for the 
rate of creation of products can be simplified to:  
 
 
 
From the simplified form of the expression for rate of creation of products at ‘low 
pressures’ the reaction rate can be observed to be proportional to the concentrations of 
species A and the third body M.  Furthermore this expression can be interpreted with 
relative ease as the activation is slow (i.e., rate limiting) at low pressures.  The low 
concentration of third bodies (M) will cause a rarity of collisions with the parent 
molecule and therefore rare activations, thereby limiting the overall process.   
 
On the other extremity, at ‘high pressures’ the concentration of the third body (M) is 
comparatively large and k-a [M] << ku.  Therefore the overall rate is governed by ku and is 
unlike that in the case of ‘low pressures’.  This too gives a simplified expression for the 
creation of the products. Compared to the second order expression for ‘low pressure’, the 
‘high pressure’ rate expression is a first order rate law: 
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Here the reaction rate is independent of the third body concentration [M], because at high 
pressures collisions are very frequent and thus the decomposition of the activated 
molecule A* is the rate-limiting process instead of the activation reaction. 
 
Fall-off curves show the dependence of the reaction rates for such reaction on pressure.  
Though Lindeman curves provide a qualitative representation of the pressure dependence, 
their may be limited in their ability to model unimolecular reactions quantitatively due to 
the simplistic application of collision theory, and calibration of the rate constants with 
experimental data may be required.  Advanced theories that take into account complex 
interactions such as these and involving solution of the Boltzmann equation are able to 
predict reaction rates better than collision theory alone. 
 
If the rate law of a unimolecular reaction is written as d[P]/d[t] = ka[A] then the rate 
coefficient ka depends on pressure and temperature and thereby accounts for the change in 
the reaction rate due to these two factors.  In the fall-off curves, the logarithm of the rate 
coefficient is usually plotted versus the logarithm of the pressure.  Some typical fall-off 
curves are shown in Fig. A-2.   
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At high pressures, 
 
 
 
and the value to the rate coefficient k tends to the limit k∞, i.e., the rate coefficient 
becomes independent of the pressure.  On the other hand, at low pressure, the rate 
coefficient k is proportional to [M] = p/RT, resulting in a linear dependence. Similarly, if 
the effective activation energy is low, the reaction rate coefficient k will decrease with 
temperature. 
 
 
Figure A-2: Fall-off curves for unimolecular reaction C2H6 → CH3 + CH3 [Warnatz et al., 1984]. 
Symbols – experimental data; lines – theory. 
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THERMODYNAMICS 
In a reaction proceeding in both forward and backward directions, equilibrium is dynamic, 
commonly referred to as ‘microscopic reversibility’.  The rates of both directions are the 
same so that the equilibrium concentrations are maintained. For the following arbitrary 
reaction, 
 
A + B ↔ C + D 
 
at equilibrium: 
 
 
 
where rf and rb are the rates of the forward and backward reactions and the subscript ‘eq’ 
refers to equilibrium. Therefore: 
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and (kf/kb) = Keq where Keq is the equilibrium constant based on concentration (K[] or Kc).  
For reactions systems where equilibrium is not maintained, this relation between kf, kb 
and Keq may not be maintained and kf and kb must be determined independently. 
 
A reaction rate is sometimes easier to measure in one direction than another.  For 
example, the recombination of methyl radicals to form ethane  
 
 
 
has been studied over a wide range of temperatures and pressures. The reverse reaction 
becomes significant at high temperatures as the backward dissociation reaction is 
important in high temperature processes, such as combustion, and there is considerable 
interest in the accurate numerical value of k-2.  The decomposition rate has been 
measured experimentally, but it is difficult to make such measurements over a wide range 
of temperatures.  The rate coefficients are constant (at a given T and P) and do not change 
as equilibrium is approached.  Therefore, it is possible to use the measured values of k2 
and the equilibrium constant K2 to calculate the value of the dissociation rate coefficient  
k-2. 
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Generally, the rate coefficients have concentration units so that K2 in the above 
expression is Kc.  Kc and Kp (a equilibrium constant which is expressed in term of 
equilibrium partial pressures) are linked through: 
 
 
 
where pΟ is a standard pressure, and the expression for k-2 becomes 
 
 
 
Using the relationship between K / pΟ  and the change in standard Gibbs energy of 
reaction, ΔGΟ  : 
 
 
 
and the relationship between and the change in standard enthalpy ΔGΟ, and entropy of 
reaction, ΔHΟ and ΔSΟ is given by:  
 
 
 
the expression for k-2 then can be expressed as: 
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where  and  are the standard enthalpy and entropy of reaction at temperature T:  
 
 
 
 
 
 
where  and  are the molar standard enthalpy of formation and the molar third law 
entropy of the respective species at temperature T. 
 
 
KINETIC MECHANISMS 
If many elementary reactions take place, the net amount of reactant consumed or product 
produced will come from adding the contribution of each elementary reaction. For a 
mechanism composed of elementary reactions for CH4 above, the rate of consumption of 
CH4 and the rate of formation of CH3 are 
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In general, species will participate in some reactions as reactants and in others as 
products.  The overall consumption or production rate will be the net outcome of all the 
elementary reactions.  For a mechanism composed of R elementary reactions of S species, 
which is given by: 
 
 
 
where r = 1, 2, …, R, ,  denote stoichiometric coefficients of reactants and 
products, respectively, the rate of formation of a species i is given by addition over the 
total of the rate equations in where species i is involved,  
 
 
 
where i = 1, 2, …, S. 
 
Hydrocarbon combustion occurs through chain reactions, i.e., processes of yielding 
products that initiate further processes of the same kind, a self-sustaining sequence. The 
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reactions below constitute an example of a chain reaction, typically associated with the 
oxidation of molecular hydrogen, H2 by molecular oxygen, O2 at T>1100K. 
 
              H2 + M → H + H + M          (A) 
 
O2 + H → O + OH       (B) 
 
H + O2 + M → HO2 + M      (C) 
 
HO2 + H → OH + OH     (D) 
 
H + OH + M → H2O + M      (E) 
 
Reaction A is a chain-initiating reaction, in which a reactive intermediate is formed 
through the action of an agent such as heat or molecular oxygen. Reaction B is a chain 
branching reaction producing more radicals.  Reaction C is a third body chain 
propagation reaction that produces the hydroperoxy radicals needed for reactions D and E 
to become active.  Reaction D is effectively a slightly chain-branching reaction, due to 
the lower reactivity of hydroperoxy radicals.  Reaction E is a chain-terminating reaction, 
in which the radicals are consumed and the chain terminates.  Chain reactions are crucial 
for combustion.  Flames would not be self-sustaining if the chemistry did not have this 
property.  With chain reactions, the reaction rate may grow exponentially and this may 
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lead to explosions.  In a normal flame, this does not happen because heat is removed from 
reaction zone by diffusion or convection, and due to consumption of the fuel. 
 
Detailed reaction mechanisms for hydrocarbon combustion may consist of several 
thousand elementary reactions. However, many of these reactions are unimportant and 
can be neglected. Thus, analysis methods, which eliminate insignificant reactions, are of 
interest.  Several methods can be used. Sensitivity analysis identifies the rate-limiting 
reaction steps.  Reaction flow analysis determines the characteristic reaction paths 
(discussed in chapters 2 and 3). The information obtained by these methods can be used 
to eliminate unimportant reactions and thus generate a simplified, or reduced, reaction 
mechanism. 
 
 
 
Sensitivity Analysis 
The rate laws for a reaction mechanism consisting of R reactions among S species can be 
written as a system of first-order, ordinary differential equations, 
 
 
Where      
 
The time t is the independent variable, the concentration ci of species i are the dependent 
variables, and kr, the parameters of the system;  denotes the initial condition.   Here only 
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the rate coefficients of the chemical reactions taken into account are considered as 
parameters of the system; nevertheless, initial concentration, pressure, etc. can also be 
treated as system parameters, if desired.  The solution of the differential equation system 
for dci/dt depends on the initial conditions as well as on the parameters.  For many 
elementary reactions, a change in the parameters of the system (the rate coefficients) has 
nearly no effect on the time-dependent solution. Even if the reaction is included explicitly 
in the mechanism, it does not need a highly accurate rate coefficient.  On the other hand, 
for a few of the elementary reactions, changes in the rate coefficients have really large 
effects on the outcome of the system. Accordingly, accurate rate coefficients should be 
demanded. These few important reaction steps are rate-determining steps or rate-limiting 
steps.  The dependence of the solution ci on the parameters kr is called sensitivity. 
Absolute sensitivity  and relative sensitivity   can be defined as 
 
 
 
 
 
Further analysis of the sensitivity analysis technique and its application is discussed in 
the next chapter. 
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Rate Of Production Analysis 
Rate of production analysis calculates the relative contributions of different reactions to 
the formation or consumption of chemical species.  
 
For a transient 0D homogeneous system, the molar production of a species per unit 
volume,   is given by: 
 
 
 
 
where  is the stoichiometric coefficient for the gas reactions and  is the rate of 
progress of the gas-phase reactions .  The contribution to the rate of production of k 
species from gas-phase reaction i is therefore: 
 
 
 
These values can be used for direct comparison, as well as for normalized comparison, 
once the maximum and minimum values have been identified and applied for 
normalization.  This process is very similar to the ‘reduction by timescales’ technique for 
reduction of detailed mechanisms, discussed in the next chapter of the dissertation. 
  
211 
APPENDIX B: DETAILED MECHANISMS AND REDUCTION TECHNIQUES 
 
 
 
 
CHRONOLOGICAL DEVELOPMENT OF KINETIC MODELS 
The spatial or temporal evolution of a chemical or combustion system is derived 
numerically from the simultaneous integration of the set of defining differential equations, 
each one representing the concentration of a species in the system, as well as the reactant 
temperature and the presence of any heat sources or sinks.  There are as many equations 
to be integrated as there are independent variables in the system. During the pioneering 
efforts into studying chemical kinetics, the goal was to reduce the system to a single 
variable or to two variables at most, so that explicit analytical insights of the behavior 
could be obtained.  Usually this involved identifying the stationary states of the system 
and establishing the nature of their stability.  Griffiths [1990] identifies two starting 
points, both of which are recognizable in current work.  
 
The first starting point for the development of a model to represent the kinetics of a 
system was the construction of a one step, one reaction kinetic model to represent an 
isothermal chemical reaction.  Using the law of mass action, a set of ordinary differential 
equations could be obtained based on the multi-step kinetics for the reaction that would 
include the generation and destruction of intermediate species.  By analysis, for the 
intermediate species, it could be observed that the rates of destruction were almost equal 
to the rates of generation.  Due to the negligible net rate of production of the intermediate, 
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it could be considered to be in a quasi steady state.  By application of the stationary state 
approximation to the intermediates, the set of differential expressions to represent the 
reactants or final products and the intermediates was reduced to a single equation.  This 
analysis is fundamental to chain reaction theory and the two have had a complementary 
relationship.   
 
Though several systems served as test cases for such analysis, in combustion the H2-O2 
system was one of the earliest system studied, and continues to be revisited.  The 
‘classical’ treatment of the first and second ignition limits (Fig 3-1), defined as the loss of 
a stationary state solution to a single equation, would be recognized as the prototype for 
this treatment.  The H2-O2 ignition system and limits have also been the test-bed for the 
most sophisticated, formal, numerical methods in use today for the reduction of 
comprehensive kinetic models. 
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Figure B-1: Ignition diagram for a H2-O2 system depicting the three ignition limits [Law, 2006] 
 
 
Due to its limited size, the first approach was unable to incorporate complex kinetic 
features such a multiple kinetic pathways.  To this end it was important to set up a 
methodology to develop a formal methodology for the creation of a set of reactions that 
could occur in series, parallel or independent of each other to be able to represent the 
complex multi-step kinetic behavior of a system.  These formal kinetic structures were 
essentially mathematical formulations to describe a hypothetical system, a set of 
equations that was subjected to analysis. This avoided any relation to any particular 
chemical system (A + B, for example), and essentially posed the question, “How would a 
reaction behave if it proceeded according to this kinetic scheme?” This ‘what if’ analysis 
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was key to the development of combustion kinetics through the development of a new 
theory to explain the ignition and combustion of fuels.   
 
One of the products of this approach is the thermal ignition theory, the two variable 
problem (concentration of A and reactant temperature) being reduced to the conservation 
equation alone by an assumption of there being no reactant consumption (the ‘pool 
chemical approximation”‘).  In this case also, with some approximation, the existence of 
an ignition limit was associated with the loss of a stationary state solution to the 
analytical equation.   
 
Inclusion of another species in the analysis led to the ability of the model to reproduce 
more complex and varied kinetic phenomena.  The investigation of non-isothermal two-
variable kinetic problems (using the ‘A, B’ approach) was pioneered by Zel’dovich 
[1941].  This led to the foundation of chemical reactor theory, developed by Amundsen 
and Aris and Amundsen [1958] about half a century ago.  The ‘combustion’ branch was 
carried forward by Sal’nikov [1949] and Frank-Kamenetskii [1955], widely regarded as 
the fathers of ignition theory, from which our first insights into the existence of unstable 
stationary states (oscillatory reactions) emerged.    
 
If both temperature and ‘chemistry’ are to be included in the model, such descriptions of 
a hypothetical system yield expressions in two variables.  When some form of non-linear 
feedback is involved and the response of the reaction rate to temperature change is 
included (through the highly non-linear Arrhenius dependence of rate constants) there is 
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potential for oscillatory reaction in the system.  The most common manifestation in 
combustion is the existence of oscillatory cool flames, which have a special place in the 
field of kinetics as exciting and intriguing test-beds for development of combustion 
kinetics.  At isothermal conditions, autocatalytic systems can also yield ‘exotic’ behavior, 
as discussed comprehensively by Gray and Scott [1990], and ‘chemical chaos’ may be 
identified in multi-variable systems.  Oscillatory states are also observed in catalytic 
combustion and isothermal theories are capable of explaining them.  These foundations 
led to the development of ever-larger kinetic mechanisms for ever-larger fuels (Fig B-2). 
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Figure B-2: The chronological development of detailed kinetic mechanisms [Law, 2006] 
 
 
A third approach of chemical representations of combustion systems, particularly of use 
in the industry, is a form termed the global reaction rate.  This could also be regarded as a 
particular case of the second approach, in which an overall rate equation can be expressed 
as a combination of an overall Arrhenius term and the dependencies on the fuel and 
oxidizer concentrations.  A form of this representation is the quasi-global reaction 
scheme (a precursor to the ‘global kinetic models’ studied in the current work) in which 
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an overall kinetic expression for the reactant consumption is augmented by equations to 
represent the combustion of relatively stable intermediates formed at high temperatures 
e.g. using one or two equations to represent fuel conversion to hydrogen and carbon 
monoxide followed by detailed analysis of their reactions.  These expressions represent a 
complete conversion of the reactant carbon, hydrogen and oxygen to carbon dioxide and 
water.  Commonly, the fuel conversion expressions are essentially ‘mathematical fits’ 
derived from experimental systems.  Usually the application of global rate equations is 
associated with high temperature combustion and the major use is to predict combustion 
rates associated with flame propagation, which is the dominant phenomenon at high 
temperatures.  Burning velocities also may be predicted.   
 
Optimizing such models to such specific and limited datasets has its challenges.  The 
major factor to be considered while applying and using such models is their validity 
outside the range of conditions in which they were derived.  This cautionary note is 
exemplified by the significant variation in the parameters that may be required to 
represent the combustion of the same fuel and same oxidizer but under different 
conditions (temperatures, pressures, equivalence ratios, types of systems, etc.).  The 
distinctions between the expressions for fuel-rich and fuel-lean conditions are particularly 
noticeable.   
 
This chapter highlights a number of issues that are relevant to the development and 
application of reduced kinetic schemes.  The initial developments to capture various 
combustion phenomena were directed at analytical solutions to the set of equations 
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representing the kinetic behavior.  This was in part due to the absence of computers at 
that time, making it extremely difficult to analytically study systems using more than a 
few equations.  Approximations were made in order to reduce the complexity of the 
problem and made analytical solutions accessible and nowadays to apply the equations to 
complex and detailed computational fluid dynamics (CFD) models.  The validation of 
these or similar approximation procedures are also part of the methodology for the 
construction and application of reduced kinetic models in numerical methods.  A 
common assumption and simplification used for the development of multi-scale kinetic 
mechanisms is the assumption of spatial uniformity, or the lack of any dimensional 
effects and gradients.  This assumption allows simplification of any practical system to a 
homogeneous 0D kinetic system.   
 
In combustion theory, Frank-Kamenetskii’s one-dimensional analysis of thermal ignition 
with conductive heat transfer was assumed to be a sufficiently accurate assumption, the 
‘rule of thumb’ at present for any fluid mechanical calculation of reactive systems 
involving two or three spatial dimensions is that the kinetics must be reduced to the 
simplest possible representation.  Alternatively, if the chemistry is modeled either 
isothermally or within a fixed temperature field with no thermal feedback, these must be 
recognized as only partial approaches to the numerical analysis of thermo-kinetic 
interactions.  With the increasing computational resources being available, the use of 
such assumptions is decreasing, with the inclusion of a more detailed description of the 
heat transfer in computational models. 
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KINETIC MODELS OF VARIOUS SIZES 
There are two approaches to the compilation of reduced kinetic models.  One is to build 
up the kinetic model to represent the combustion of the fuel as an analytical system, 
leading to the development of global and skeletal models.  In the kinetic modeling 
community, the term ‘skeletal models’ have occasionally been used to describe reduced 
kinetic mechanisms (like those developed in Chapter 4), but in the present study, the term 
is used to describe models constructed analytically (referred to as a ‘built-up’ method in 
the chapter 2)       
 
Another is to take a detailed model as the starting point and to then select only the most 
important steps for the reduced representation of the kinetic pathways relevant and 
critical.  The function of the detailed model is two fold in this respect.  It is the starting 
point for the reduction process, and because a reduced mechanism can only be as good as 
the detailed mechanism it originates from, its performance is the yardstick against which 
the quality of the stage-by-stage reductions are measured. 
 
For reduced mechanisms generated from either of the above approaches, the behavior of 
the reduced scheme may be measured directly against experimental results, but the 
quantitative analysis and comparison could only be limited as the accuracy of several 
species concentrations and parameters might have been sacrificed in the reduction 
process.   
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The key reactions which need to be included in the compilation of detailed and 
comprehensive reaction mechanisms are covered in the next chapter.  They might be 
manually compiled by adding a relevant group of additional reactions, referred to as in 
this study as a ‘sub-mechanism’ to a previously compiled detailed reaction mechanism.  
It must be noted that the sub-mechanisms are not independent of the base mechanism and 
the augmented mechanism would have to be re-optimized after the addition of the sub-
mechanism.  However, with growing complexity of the parent fuel molecule, and to 
ensure inclusion of all possible reactions whilst keeping human error at a minimum, 
automatic mechanism generators have been increasingly used.  One might imagine 
starting from a computer generated reaction mechanism, the initial condition being only 
the number and types of atoms involved in the combustion system.  Application of these 
procedures usually creates mechanisms with thousands of reaction.   
 
Ever since detailed mechanisms were compiled, the interest has existed in the methods 
that may be applied to bring about reductions of a large scale model without loss of its 
qualitative potential and with very little limitation to its quantitative application.  
Significant research and experience in modeling efforts over the past five decades has 
allowed the construction of the present generation of comprehensive kinetic models for 
hydrocarbon flames and low temperature phenomena.  However, the application of 
intuition alone, in order to reduce the number of reactions in a large scale scheme, is not 
practical and may be biased to the previous experience of the modeler.  The intricacies of 
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the kinetic interaction between reactions cannot possibly be diagnosed by qualitative 
inspection of the mechanism.   
 
A most fundamental and critical evaluation would assess the sensitivity of the overall 
process to a particular elementary reaction under given conditions. The simplest 
quantitative test is merely to investigate the response of the reaction to changes in the rate 
parameters of an elementary reaction, such as doubling or halving the pre-exponential 
actor.  With state of the art detailed mechanisms containing tens of thousands of reactions, 
not only is this a virtually impossible manual task on a very large scheme, but it cannot 
take into account the implication for the sensitivity of other individual reactions when 
such changes are made.  Even though this method has been applied using computers 
(referred to as ‘brute-force’ sensitivity [Zheng, 2001], it is not a widely accepted 
technique due to the limited accuracy it can provide.   If formal methods of sensitivity 
analysis are used then redundant reactions and those of relatively little importance may 
be discarded without affecting the accuracy of the model.  With luck, some species terms 
may also be removed in the sensitivity analysis, which would reduce the number of 
variables, but this is unlikely.   
 
It is therefore important to apply other mathematical techniques to guide the selection of 
reactions and species for the final mechanism.  Some researchers refer to the compression 
of the remaining reactions as ‘lumping’ [Hughes et al., 2009] and also suggest grouping 
of species as far as is possible.  The procedures applied to these stages include quasi 
stationary-state analysis (QSSA), partial equilibrium analysis, rate-controlled constrained 
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equilibrium (RCCE) theory, low dimensional manifold analysis (ILDM) and 
computational singular perturbation (CSP).  Some of these methods will be discussed 
below.  
 
 
AUTOMATIC GENERATION OF MECHANISMS 
In the previous two decades, the complexity of reaction mechanisms for large fuel 
molecules has driven the development of automatic reaction mechanism generators.  The 
important drivers of the process have been the high human effort required to enumerate 
all the options and the possibility of human error in development of the mechanisms in 
the form of duplications and omissions of reactions.  Advanced algorithms have been 
developed to compile a list of all possible reactions for a parent fuel molecule.  Over the 
past two decades the algorithms have been modified to improve the reaction selection.  
Initial efforts were designed to ensure that all possible reactions are included to guarantee 
that ‘no stone is unturned’; subsequent schemes have added filters that essentially apply 
chemical intuition to eliminate unphysical reactions and impossible species. 
 
Obviously, even with chemically sensible constraints imposed, an enormous number of 
possible reactions could be generated by the computer from a relatively small number of 
C, H and O atoms.  Even simple rules, which limit the types of allowed reactions, can be 
used to filter out irrelevant reactions and species and to enhance considerably the 
proportion of important to redundant reactions at the initial stage.   
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An automatic mechanism generator cannot be used to generate the rate parameters for 
such complex reactions as most of those involved in hydrocarbon combustion cannot be 
generated by ‘ab initio’ numerical methods.  The systems must rely on input from 
experimental kinetic studies in the form of empirical methods of estimation and the 
application of group additivity or other similar techniques in areas where information is 
weak or unavailable.  This is one of the more complex sections of the algorithms.   
 
Chinnick et al. [1988] pioneered and adopted this type of approach in their development 
of an automatic mechanism generator to derive a mechanism for the pyrolysis of alkanes 
(dissociation of alkanes in the absence of oxygen to produce smaller species).  Pyrolysis 
mechanisms have served as the foundation for almost all of the automatic mechanisms 
generators being developed as they are intuitively an apt starting point and allow 
systematic addition of reactions for the subsequent products of the initial reactions and 
subsequently smaller species.  Ten types of elementary processes were defined within the 
pyrolysis class, subject to the qualitative conditions that: 
 
(i) all combinations of species and all possible reaction types for those combinations were 
considered, 
 
(ii) each elementary reaction was produced only once, and 
 
(iii) ‘unlikely’ reactions were excluded, based on prescribed rules. 
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With a supplementary constraint on the relative rate constants of competitive reaction 
channels, Chinnick et al. generated a mechanism for butane 
pyrolysis comprising 154 reactions and describe the fundamentals of the overall process 
and their approach to this type of problem. 
 
Once the rules for reaction generation for the elementary processes for pyrolysis are 
included in the automatic mechanism generator, the system can be extended by including 
similar rules to represent the elementary processes for the reactions involving the species 
present in the pyrolysis mechanism with molecular oxygen. Further extensions would 
include rules to represent key oxygen containing radicals such as the hydroxyl radical and 
the hydroperoxy radicals and subsequently all other oxygen containing species.  This 
extension of the rules for reaction generation allows a pyrolysis mechanism to be 
extended to an oxidation mechanism. 
 
The opinion on the use of procedures to minimize the inclusion of less important 
reactions is, and always has been, divided.  One of the arguments against inclusion of 
quantitative selection rules is that with the availability of ever-increasing computational 
power, procedures such as sensitivity analysis and rate of production analysis can be 
applied to reduce the reaction set after the all-inclusive system has been developed.   
 
In the field of combustion, especially low-temperature combustion, the relative sensitivity 
and/or the selectivity of reactions is critically dependent on the numerical values of the 
reaction rate parameters.  Only if the rate parameters are known with precision, can such 
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reduction procedures be relied upon with confidence.  One might be tempted to relax 
some of the qualitative constraints (such as avoidance of optimization of rate coefficients 
for selected high-sensitivity reactions), especially to achieve better agreement with 
experimental data but care must be exercised because this constitutes a modification to 
the basic operation of the automatic mechanism generator.  The decision of modifying 
either the rules of reaction selection or the numerical values of the rate parameters is best 
left to the individual ‘expert’.   
 
 
 
REDUCTION OF KINETIC MECHANISMS 
The reduced model generation techniques mentioned earlier may be used to formulate 
reduced models for the prediction of one or many combustion characteristics.  Common 
targets for prediction include global parameters such as temperature, pressure, ignition 
delay, heat release as well as key species concentrations such as carbon monoxide, fuel 
consumption, etc.  In any technique, important species are identified, whose exclusion 
would not permit sufficient prediction of the target parameters.  Prediction of global 
parameters, such as temperature change or ignition delay may be less sensitive to the 
inclusion of certain species in the mechanism compared to the prediction of species 
concentrations.  Some of these species can also be identified by manual analysis usually 
based on the knowledge of how the principal reactants and the main products behave in 
such conditions.  Similarly, if no information is required about molecular or free radical 
intermediates, then the final reduced model may differ significantly from that from which 
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more detailed speciation data is being sought.  Whatever the goals, the final reduced 
model must yield numerical results that are in agreement with the predictions of the 
starting model to within a specified accuracy.  Traditionally, the accuracy of a reduced 
mechanism is judged by its agreement with the detailed mechanism and not the 
experimental data to which the detailed mechanism might have been optimized.   
 
The redundant species may be excluded from the model without significant effect on the 
predicted behavior, as defined by the specified criteria (usually maximum error with 
respect to a specific range of conditions). There may be different necessary species and 
significant reactions within a reduced model when the application is made to different 
stages of an overall process or its operating conditions. The necessary and redundant 
species, and also the significant reactions, are usually determined by ‘sensitivity’ and 
‘principal component’ analyses. 
 
 
 
SENSITIVITY ANALYSIS 
The oldest and the most widely used technique for the reduction of large scale kinetic 
mechanisms is the application of sensitivity analysis.  This technique gained acceptance 
in the early 1980s [Turanyi, 1990] and has been an integral part of the analysis and 
reduction of detailed mechanisms since that time.  Amongst the first systems to which 
sensitivity analysis was applied was the hydrogen + oxygen mixture.  The analysis, 
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performed for a wide range of conditions, focused at conditions close to the first, second 
and third spontaneous ignition limits.  
 
The procedure of sensitivity analysis is closely related to the stability analysis, where it 
also finds its origins.  Stability analysis was and still is employed extensively in non-
linear dynamical systems in order to interpret bifurcation phenomena and the existence of 
oscillations.  In the field of combustion, analogous points of interest include the three 
ignition limits of the hydrogen + oxygen system as well as oscillatory cool flames.  The 
underlying purpose of sensitivity analysis is to determine the local behavior of a system 
when it is subject to perturbations in parameter space [Tomlin, 1992].  In the context of 
combustion kinetics, this means quantifying the response to variations of each of the rate 
constants for the reactions in the kinetic mechanism at a particular set of conditions of the 
system. The resultant response parameter is the magnitude of change that is induced in 
the species concentrations or reaction rates.  The magnitude of the sensitivity coefficient 
for a particular rate constant signifies how strongly the behavior of the system is 
governed by that particular reaction.  Little or no sensitivity of the response to a 
perturbation serves as an identification of unimportant or redundant reactions, which 
would allow such reactions to be eliminated from the reaction mechanism. 
 
Sensitivity analysis, as mentioned above, represents a local analysis within a chemical 
kinetic system.  One can also calculate global sensitivities which are employed to 
evaluate and analyze the numerical solution within a large region of parameter space.   
 
  
228 
For a non-linear mass conservation equation: 
 
 
 
where k and c are the rate coefficient and species concentrations respectively.  The 
concentration c is a function of the rate coefficient as well as time.  A first order 
sensitivity coefficient with respect to species ci may be defined as: 
 
 
 
The above expression represents the change in a species concentration ci at time t due to a 
change in the jth rate parameter ki.  The second order gradient, a derivative of the first 
order gradient, is given by: 
 
 
 
The gradient and its second order derivative represent local values.  The linear response 
of the sensitivity with respect to time throughout the reaction data set is given by: 
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where Jil, the Jacobian matrix defined by  
 
 
 
The jacobian matrix must be solved by numerical integration in order to obtain deviations 
in ci(t) as a result of the changes in k.  If the ordinary differential equations describing the 
species concentrations as a function of time have widely varying time constants, they are 
numerically ‘stiff’, as is the case with most combustion reactions, and the sensitivity 
equations are expected to be difficult and rather computationally expensive to evaluate.  
As a point of reference, one could note that even on state-of-the-art massively parallel 
computational systems, a typical sensitivity analysis for a detailed mechanism with about 
five thousand reactions and about 1000 species takes on the order of 2 to 3 days to 
compute.   
 
Once the sensitivity coefficients have been obtained, they are usually normalized using 
the expression: 
 
 
 
The numerical value of wij represents the relative importance of the jth reaction on the 
concentration of species i at time t.  If all of the coefficients wij for the jth reaction are 
very small then the jth reaction may be regarded to be unimportant. On the other hand, if 
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any of the normalized sensitivities, wij, are high then the jth reaction is important for the 
ith species.  As expected, the threshold value for the sensitivity coefficient to be 
considered ‘high’ is selected based on previous experience with the application of the 
technique for similar mechanisms and combustion systems and the accuracy required.  
The sensitivity analysis is a rigorous approach to the reduction of a large scale scheme by 
elimination of all reactions of low normalized sensitivity throughout the solution.  The 
accuracy of the procedure across the desired range of system conditions may be 
compromised if the sensitivities are calculated and analyzed only for a limited and/or 
selected range of system conditions.  Although considerable reductions of the reaction set 
are likely to be achieved, the reduced mechanism generated would almost definitely 
contain several reactions and species that could still be eliminated without affecting the 
accuracy of the mechanism by a significant amount.  Further reduction procedures may 
need to be applied as the reduced mechanism generated based on sensitivity analysis 
often will still contain too many variables for economical use in multi-dimensional 
models for perhaps most applications and uses.   
 
 
 
STRUCTURE OF TIMESCALES 
Detailed as well as reduced kinetic mechanisms represent a network of reaction pathways 
comprised of ‘steps’ or individual reactions in series and parallel that act as a complex 
network.  In the mechanism, or in a part thereof, the constitutent steps would have 
different rates at any given condition. Analysis of the reactions by way of comparison 
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based on the reaction rates can help identify unimportant species and reactions and is 
referred to as reduction via structure of timescales.   
 
Within a reaction network, the reactivity of each individual chain propagating species has 
a characteristic timescale associated with the attainment of partial equilibrium (a quasi-
stationary state of each species).  It is important to establish whether or not the timescales 
are sufficiently small that assumptions of quasi-stationary concentrations may be made.  
The timescales can vary by several orders of magnitude, as shown in Fig. 3-3. 
 
 
Figure B-3: The range of timescales representing typical chemical and physical processes  
 [Mass and Pope, 1992] 
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The structure of timescales reduction technique, the simplest of reduction methods is very 
similar to the ‘Rate of Production’ analysis, mentioned in the previous chapter.  As noted 
by Griffiths [1994], one of the more famous products of this technique has been the Shell 
model, developed to predict the auto-ignition for Primary Reference Fuels (PRFs).  
Halstead et al. [1971] analyzed the distinction between the (very short) timescales 
associated with reactions for free radicals such as CH3CO and CH3CO3 and that of the 
longer timescales for the alkyl peroxide, RO2.  This allowed the elimination of reactions 
associated with shorter timescales, with the retention of the ‘rate-limiting’ longer 
timescale reactions associated with RO2.  The efficacy of this technique is the highest for 
analysis of flame chemistry and the resultant mechanisms may be able to predict 
parameters such as flame speed with very high accuracy while only containing as few as 
four reactions [Smooke et al., 1991].  This observation is concurrent with the belief that 
high temperature kinetics and flame chemistry is dependent on, and can be sufficiently 
described by small radical kinetics.  The differences in timescales are not always so 
obvious, especially for low and intermediate temperature kinetics, where this technique 
has to be coupled with another to achieve adequate mechanism reduction.  
 
A simple formal structure can be used to understand how timescale analysis can be used 
for a simple two variable system is described below from Griffiths [1995]: 
 
 
 
  
233 
 
 
where ε is small and therefore, causes the dimensionless variables x and y to have 
significantly different timescales. If g is non-zero and negative, then dy/dt must be large, 
but will quickly approach zero as y decays. Thus the long-time behavior is represented by 
the rate of change of x (dx/dt) and can be represented by the function f: 
 
 
 
 
 
 
 
PRINCIPAL COMPONENT ANALYSIS 
Principal component analysis is another well known technique that can be applied to 
reduce a detailed kinetic mechanism, usually subsequent to sensitivity analysis.  There is 
an enormous amount of numerical data obtained from the sensitivity analysis, from which 
it may be difficult to extract meaningful kinetic information.  In other words, it may be 
very difficult to establish the relative importance of certain kinetic pathways in very large 
and complex models, particularly since the set of normalized sensitivity coefficients are 
time dependent for transient simulations.  The primary goal of principal component 
analysis is to provide an absolute measure of the significance of subsets of the reaction 
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mechanism, which then offers an objective criterion for selection of the minimum 
reaction set and/or the development of specific algorithms to automate the process. 
 
Considering analysis by Turanyi [1990], for a range of species i….m in a kinetic 
mechanism, we could calculate the sensitivities for the aforementioned species with 
concentrations ci(t,k)....cm(t,k) at time points t1….tq.  Introducing the normalized parameter 
αi = ln(ki),  where i = 1….p, a response function, Q(α), may be estimated by: 
 
 
 
in which α0 relates to the nominal parameter values of k, and ci,j represents ci(tj,α) for i = 
1…m.   Let us assume that an array S represents the normalized sensitivity coefficients 
wij at the time points t1…tq. The effect of parameter variations can be expressed as: 
 
 
 
A principal component analysis is based on’ the eigenvalue - eigenvector decomposition 
of the cross product matrix STS. The eigenvectors represent sets of coupled reactions, the 
relative contributions of which are recognized by the relative size of the vector elements. 
The eigenvector elements also contain information about the connections between the 
reactions.  Defining thresholds for the significant eigenvalue and eigenvector elements 
thus provides the basis for deciding which groups can be eliminated.  Principal 
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component analysis can also be used to test the validity of certain simplifying 
assumptions, such as the quasi stationary-state approximation. 
 
An alternative approach was attempted later by the same research group [Turanyi, 1990] 
using reaction rate sensitivities in which the effect of a perturbation of rate parameter kj 
on rate of change of species i is measured. The way of ordering the overall importance of 
the reactions selected by the principal component analysis at different reaction times is 
then given locally by the overall rate sensitivities: 
 
 
 
where vi is the stoichiometric coefficient of species i in reaction j, Rj is the rate of 
reaction j and fi is the rate of production of species i.  
 
The method has an advantage over concentration sensitivity analysis in that the log-
normalized rate sensitivity matrix is algebraically dependent on reaction rates, and is 
easily computed.  
 
 
  
THE QUASI STATIONARY-STATE APPROXIMATION (QSSA) 
The application of QSSA is based on identification of species that react on a very short 
timescale, so that their concentrations may be regarded as having reached a stationary 
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state with respect to other intermediates or the reactants and products (relatively much 
larger net rates of production or destruction).  The notion of quasi stationary-state arises 
because the ‘steady’ concentrations shift in proportion to other intermediate and/or the 
reactant concentrations.   
 
The primary benefit lies in the reduction of the stiffness of the problem and simplification 
of the equation set.  The importance of the application is that the set of ordinary 
differential equations (ODE) representing the species conservation is reduced to a 
combination of ODE and algebraic expressions to represent the species regarded to be in 
a stationary state.  The modeler would need to establish a numerical threshold below 
which a species can be classified as one with a ‘short timescale’.  The accuracy of the 
reduced kinetic mechanism would be dependent on this threshold, with a higher threshold 
leading to a lower accuracy [Turanyi, 1990].  
 
The establishment of a formal set of criteria was first addressed by Frank-Kamenetskii as 
observed by Turanyi [1990].  Using a similar convention to that in previous paragraphs, 
the instantaneous error to a single species concentration (Δci) by application of the QSSA 
is calculated by the following expression: 
 
 
 
Where, 
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The lifetime of a species is related to the reciprocal of the diagonal Jacobian element for 
that species.  This can be represented as:  
 
Lifetime =   
 
QSSA being an approximation, application of such a technique for conversion of ODEs 
to algebraic expressions, would lead to generation of non-linear errors which need to be 
characterized and measured.  Small errors are determined by short lifetimes and/or slow 
rates of change for a species.  A large value of Jii also indicates fast decay of the 
instantaneous error, which means that quite large errors might be tolerated if the lifetimes 
are very short.  The error associated with the application of the QSSA to a group of 
species (Δci’), each with small single error, is given by: 
 
 
 
where i and k incorporate all species in the group.  The net group error is computed from 
the solution of a coupled set of linear, algebraic equations in Δci’. Owing to error 
propagation, the error can be significant for reaction systems with coupled radical 
concentrations.   
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The simplest and widely used application of the QSSA is selection of a species that 
satisfies the criteria of a quasi-steady state species followed by the ‘lumping’ of its 
formation and consumption reactions, in order to eliminate that species from the 
numerical analysis.  For example, let us look at a kinetic sub-mechanism in isolation, and 
how QSSA can be applied to reduce the ‘size of the problem’.  Let us assume that in this 
system, there is a sufficient concentration of oxygen such that reaction B does not 
become the rate controlling reaction in this sub-mechanism:  
 
C2H5CHO + O2  C2H5CO + HO2    (A) 
 
C2H5CO + O2  C2H5CO3    (B) 
 
C2H5CO3 + C2H5CHO  C2H5CO3H + C2H5CO  (C) 
 
With the help of QSSA, this set of reactions can be reduced to: 
 
C2H5CHO + O2  C2H5CO3 + product  
 
C2H5CO3 + C2H5CHO  C2H5CO3H + C2H5CO3 
 
In this analysis, with the assumption that reaction B was not the rate limiting reaction, 
C2H5CO was identified as a quasi-steady state intermediate and was eliminated from the 
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reaction set, thereby eliminating one of the three reactions needed to represent the 
kinetics of the sub-mechanism. 
 
For almost all kinetic mechanisms, when a broad-enough criteria for QSSA is applied, 
not one but many quasi-steady state intermediates may be identified.  To eliminate a 
number of such intermediates systematically, and to reduce manual effort and human 
error, the process may be automated with the application of computer based algorithms.  
Such algorithms produce algebraic expressions for the stationary-state concentrations of 
the species.  If the expressions are linear in form, they can then be substituted back into 
the differential expressions for the non-stationary species.  As Griffiths [1992] notes, 
often algebraic solution is not possible because coupled sets of non-linear equations are 
obtained from the application of the QSSA.  QSSA expressions can be truncated 
systematically by assuming a partial equilibrium of fast, reversible reactions. For 
example, let us consider a system, similar to that analyzed by Griffiths [1994], based on 
the low temperature mechanism for propane with four reactions (starting with the propyl 
radical):  
 
C3H7 + O2  C3H7O2        (D) 
 
C3H7O2  C3H7 + O2       (E) 
 
C3H7O2 + C3H8  C3H7OOH + C3H7     (F) 
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C3H7 + O2  C3H6 + HO2       (G) 
 
The rate of formation of C3H7OOH relative to that of C3H6 is given by: 
 
d[C3H7OOH] / d[C3H6] = kF[C3H7O2][ C3H8] / kG[C3H7][O2] 
 
Assuming C3H7O2 to be a quasi-steady state species, using reactions D, E and F we can 
write a mass balance equation for C3H7O2: 
 
kD[C3H7][O2] – kE[C3H7O2] – kF[C3H7O2][ C3H8] = 0 
 
This equation can be expressed as a ratio of the concentration of C3H7O2 to that of C3H7: 
 
[C3H7O2] / [C3H7] = kD[O2] / (kE + kF[C3H8]) 
 
Using the above equality, the rate of formation of C3H7OOH relative to that of C3H6 can 
now be expressed as: 
 
d[C3H7OOH] / d[C3H6]  = kDkF[C3H8] / kG(kE + kF[C3H8])  
 
= kDkF[C3H8] / kGkE 
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(Assuming reaction D and E to be in equilibrium from the start.  Also, kE >> kF[C3H8] – 
a condition for a pre-equilibrium to be established.) 
 
 
 
INTRINSIC LOW-DIMENSIONAL MANIFOLDS IN CHEMICAL KINETICS 
Studying the long-time behavior of a system, the kinetics might be represented by a much 
smaller set of equations (ODEs, PDEs and algebraic equations), or in other words a lower 
dimensional system of equations.  These select equations would gain relevance once the 
equations representing faster reactions (shorter timescales) rapidly decay in magnitude.  
The existence of the slow manifold is indicated by a large gap in the eigenvalues of the 
linearized system of equations. The manifold is sought intuitively by assuming partial 
equilibrium of certain reactions or by the attainment of a stationary state with respect to 
the ‘reactive’ species.  Different assumptions with respect to selection of reactions will 
yield different manifolds. The identification of an intrinsic low-dimensional manifold in a 
kinetic system was first proposed by Mass and Pope [1988].  They pioneered the 
geometrically-based method as a formal route to the reduction of a kinetic scheme of high 
dimensionality.  The procedure leads to a reduction of the state space of a reaction system 
in such a way that it can be presented diagrammatically or in tabular form.  Tabulation 
has lately gained a high importance in the field of kinetics due to its importance for 
solving turbulent combustion calculations in which PDF methods are employed.   
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Figure B-4:The one-dimensional manifold for the number of moles of H atoms and CO2 per unit 
mass for a well-stirred adiabatic CO + H2 + air system at 1300 K. The final equilibrium is denoted by 
•. The solid line represents the solutions derived by an alternative reduction technique (QSSA) 
applied to a conventional reduced mechanism.  All arrows delineate the trajectories followed by the 
system from different initial states converge on the slow manifold (dashed line) as the systems 
progressed to attain equilibrium [Mass and Pope, 1992] 
 
Maas and Pope [1992] demonstrated the method with respect to the reduction of a kinetic 
mechanism for the combustion of CO + H2 containing 13 species and 67 reactions.  The 
dimensionality of the reaction sub-space for the CO + H2 + air system is nine, comprising 
the 13 species less the four conserved variables, which represent the elements H, C, O 
and N.  One and two-dimensional manifolds in the reaction space were demonstrated, but 
the method can be used to generate a manifold of any chosen dimensionality.  There is an 
intrinsic low dimensional manifold for the approach to the final equilibrium state, which 
is shown in Fig. B-4 as the one-dimensional manifold for the number of moles of H 
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atoms and CO2 per unit mass. As indicated by the arrows, from a range of initial 
conditions, the systems follow their respective trajectories that converge to a singular 
equilibrium point.  The identification of the manifold of appropriate dimensionality is 
thus an important quantitative representation of reduced kinetics.  The graphical 
representation is limited in the fact that it is unable to show the speed at which the 
trajectories approach the slow manifold.  This information may be obtained from 
tabulated data.  The ‘fast timescales’ ensure a rapid approach to the ‘slow manifold’, and 
the long-time behavior is governed by progress along this trajectory. 
 
 
 
RATE-CONTROLLED CONSTRAINED-EQUILIBRIUM THEORY (RCCE) 
For high temperature systems, where the kinetics of combustion are governed by small 
radical chemistry, another technique has been applied to generate reduced reaction sets.  
Keck [1990] has reviewed extensively a rate-controlled constrained-equilibrium theory 
(RCCE) of chemical reactions in complex systems. Applications have been confined 
mainly to high temperature reactions, for example, for the calculation of NO and CO 
formation from internal combustion engines. This technique differs from QSSA primarily 
in the formal constraints that are imposed on the system in order to reduce differential 
equations to algebraic equations.   
 
In RCCE, the supplementary criteria are based on analysis of entropy, which is 
maximized throughout the course of the progress of reaction.  The overall analysis 
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reflects the progress of a reaction through a series of constrained equilibrium states at a 
rate which is governed by the slowly changing constraints. 
As opposed to other reduction methodologies, RCCE allows a considerable reduction of 
the total numbers of equations that have to be solved.  Such a reduction would obviously 
come at a certain cost – a limited availability of species time histories due to the 
application of constraints. 
 
 
 
DIRECTED RELATION GRAPH (DRG) 
Of late, Directed Relation Graph (DRG) has been noted by some research groups to have 
the potential of achieving the highest efficiency.  In DRG, species coupling is abstracted 
to a digraph such that species that are strongly coupled to the major species, such as the 
fuel and oxidizer, can be detected with a linear-time graph search.  
 
A sample digraph for species coupling is demonstrated in Fig. B-5, in which each vertex 
is a species, and each directed edge indicates the dependence of one species on the other.  
For example, A→B indicates that the elimination of species B will induce a non-
negligible error to species A. Thus if A is retained in the skeletal mechanism B should 
also be retained.  This relationship is unidirectional and this characteristic is represented 
by the direction of the dependence.  One the other hand, there is a two-way dependence 
between B and D.  This implies that both B and D must be retained for accuracy.  
Combining this relation with that between A and B, we can deduce that for A to have a 
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non-negligible error, both B and D must be retained in the mechanism.  Species C can be 
eliminated, as its elimination could only cause a negligible error in either B or D.  
Similarly species E and F were not found to be coupled with A or any of the dependent 
species, B, C or D during the time graph search.  Therefore, both E and F can be 
eliminated from the reaction mechanism without affecting the accuracy of either B, D or 
A. 
 
 
Figure B-5: Application of Direct Related Graph (DRG) reduction to a hypothetical five-species 
system [Pope and Mass, 1992] 
 
 
The DRG algorithm initiates the reduction process by identification of the major species.  
In this case, the starting vertex A is a major species.  From the starting species, a self-
consistent set of species, consisting of A, B, and D, would be identified with a graph 
search.  It is noted that the idea of abstracting species coupling to a digraph can also be 
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extended to other species elimination methods. For example, the graph can be constructed 
from the sensitivity matrix with appropriate normalization or the Jacobian matrix directly.  
Furthermore, the graph can be augmented with species-reaction couplings to form a 
generalized DRG, in which a species requires a reaction only if the elimination of the 
reaction induces non-negligible error to the species. Such a generalized DRG can be 
employed to eliminate unimportant species and reactions with a single graph search. Note 
that there is no direct reaction-reaction coupling in generalized DRG because the 
reactions are only indirectly coupled through the species. Since the abstraction of species 
coupling to a graph is applicable to most species elimination methods, the major 
difference of these methods is how to quantify the couplings.  
 
The efficiency and accuracy of DRG has been demonstrated by Lu and Law [2006] for n-
heptane and isooctane, for which the detailed LLNL mechanisms were reduced from 561 
species to 188 species, and from 857 to 233 species with less than 20% error.   
 
Comprehensive reduction of large mechanisms is extremely difficult with most methods. 
DRG is particularly suitable and is recommended as the first step in mechanism reduction 
to quickly bring down the large detailed mechanisms to a much smaller size that can be 
further reduced, efficiently, by other methods.  The skeletal mechanisms obtained by 
DRG, however, are typically not minimal in that the worst-case error propagation is 
assumed.  
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These subsequent reduction methods can also be influenced or aided by DRG, such as 
Direct Related Graph Aided Sensitivity Analysis (DRGASA) as demonstrated by 
Sankaran et al. [2007].  The advantage of incorporating this additional step is that a 
further reduction of the mechanism is possible.  Subsequently, skeletal mechanism of 
minimal sizes can be obtained. i.e. the resulting mechanism cannot be further reduced for 
the specified error tolerance.  But there is also a cost associated with the application of 
such techniques.  Since the sensitivity-based methods are substantially more time 
consuming, they are recommended as the last step in the skeletal reduction.  
 
 
 
REPRO-MODELING 
The application of repro-modeling has gained popularity with some research groups over 
the past couple of decades as a technique to obtain a representation of a combustion 
mechanism in an empirical form [Turanyi, 1994].  In repro-modeling, functional 
relationships between selected variables (e.g. concentrations and temperature) and 
reaction rates are extracted from the full kinetic mechanism and stored as high-order, 
multivariate polynomials. 
 
The polynomials have to be ‘trained’ using the dataset of a number of solutions of the 
detailed kinetic mechanisms over the range of the input variable space.  These data may 
be accumulated from several thousand simulations over a range of conditions in a well-
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defined region.  Once established, the evaluation of explicit equations is much faster than 
the simulation of the full kinetic scheme itself. 
 
The main criteria the repro-model is required to satisfy are fast evaluation and flexibility 
to give a good representation of the kinetic model behavior in the range of conditions.  
Mass and Pope [1992] developed a three variable repro model for the simulation of the 
ignition of ‘wet’ CO in air.  Satisfactory agreement was obtained despite of the fact that 
the model was derived from only 300 randomly selected initial conditions and the results 
from a full numerical integration.  The repro-model simulated the results of the detailed 
kinetic mechanism with four orders of magnitude less computation time. 
 
 
 
COMPUTATIONAL SINGULAR PERTURBATION (CSP) 
Lam and Goussis [1992] discussed in detail the Computational Singular Perturbation 
(CSP) method for the reduction of complex reaction schemes and to evaluate the validity 
of reduced models.  The method is based on the decoupling of the fastest timescales in 
order to overcome the stiffness of the ODE system that regularly accompanies the kinetic 
mechanisms in combustion.  Using a flexible algorithm, the timescales associated with 
the reaction species in the initial model are ordered from the shortest to the longest.  This 
algorithm is ‘self-learning’, requiring no prior knowledge or intuition of relative 
reactivity of the species.  A cut-off criterion is selected, and the shorter timescales can be 
classified as ‘exhausted fast modes’, classifies the species having achieved QSS once the 
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cut-off criteria is met.  During the monotonic evolution of overall combustion process 
(progress of all reactions), increasing numbers of species can be classified as such. 
 
Goussis and Lam [1992] use the simulation of methanol combustion to demonstrate such 
a progressive classification of species until the eventual completion of overall 
combustion process.  It is very important to note that for any species classified as having 
reached QSS, if the criteria is not met subsequently, it may be resurrected from the 
dormant state.  This is vital for accurate prediction under non-monotonic change, as 
might occur during oscillatory reaction.  It is also possible to identify the minimum set of 
important species to classify the overall behavior or any required characteristics or 
parameters.  Trevino and Mendez [1992] applied CSP to derive a reduced mechanism for 
the evolution of methane ignition from an initial temperature of 1300 K under adiabatic 
conditions.   A six global-step mechanism was generated for the prediction of ignition 
delay from an detailed mechanism with 231 elementary reactions.  Species concentration-
time profiles agreed well with the predictions of the detailed mechanism and ignition 
delays were able to predict with relative accuracy, the experimental measurements at 
temperatures in excess of 1300 K. 
 
 
 
OVERVIEW AND FUTURE DIRECTION 
Extremely powerful mathematical methods have been developed over the past several 
decades, and are still being developed for the quantitative reduction of kinetic models.  
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The major limitations include the focus of these methodologies towards combustion 
systems at temperatures above 1000 K, and not the much more complex low and 
intermediate temperature kinetics.  Also, most of the new methodologies have been tested 
on limited kinetic mechanisms such as those of hydrogen and carbon monoxide.  Such 
validations will limit the practical application of the algorithms to help in the modeling of 
real fuels.   
 
Several methodologies applied exclusively to a hydrocarbon oxidation scheme including 
‘low temperature’ reactions tends to leave a residual mechanism that is still rather 
complex and contains many variables.  Other procedures must then be applied if further 
reductions are to be made.  The next generation of algorithms will need to apply the 
reduction methodologies ‘on-the-fly’ and coupled to the numerical solvers, as the most 
appropriate technique will need to be selected based on the specific computational 
environment and complexity for sub-regions of the computational space.  Also, ‘smart’ 
solvers might need to apply more than one reduction methodology to obtain the necessary 
reduction.  The process of selection and sequencing of the techniques will also be needed 
to be automated and optimized.  A typical sequential multi-methodology reduction 
process is shown below in Fig B-6. 
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Figure B-6: A flow chart representing a sequential reduction process applied to a detailed 
mechanism for n-heptane [Law, 2006] 
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APPENDIX C: KEY REACTIONS IN LOW AND INTERMEDIATE 
TEMPERATURE HYDROCARBON CHEMISTRY 
 
 
 
This reaction is the key consumption pathway of the parent fuel molecule, especially at 
low and intermediate temperatures.  Abstraction of an H atom is generally a propagation 
reaction (one of the types of elementary radical reaction in which one radical is consumed 
while another is produced). If O2 is the abstraction agent, the reaction would be classified 
as an initiation reaction as both the reactants are stable compounds and react to produce 
radicals.  At low temperature, this reaction is rather slow because of the fairly high 
activation energy (> 167 kJ/mol).  This reaction is a cleavage of a C-H bond by hydrogen 
transfer to an abstracting radical. At both low and high temperature, H-atom abstraction 
from alkanes takes place, leading to the formation of alkyl radicals, 
Abstraction of H atoms from alkanes to produce alkyl radicals 
 
RH + X → R + XH 
 
where X represents active radicals (OH HO2, H, O, R, RO2 etc).  The rate coefficients 
depend on the abstracting radicals, the type of H atom being abstracted (primary, 
secondary or tertiary) and the number of equivalent H atoms in the fuel. Tertiary < 
secondary < primary H atom is the energetically favored sequence, since the tertiary C-H 
bond energy is lower than that of secondary C-H, which in turn is lower than that of 
primary C-H atoms.  Besides small active radicals such as H, O, OH, HO2 and CH3, 
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alkylperoxy radicals (RO2) as also considered as radicals capable to abstract H atoms 
from alkanes. However, in most reaction mechanisms only alkylperoxy radicals formed 
directly from the alkyl radical are considered, since smaller (or larger) alkylperoxy 
radicals are generally present in comparatively very low concentrations.  At lower 
temperatures their concentrations are sufficiently high to affect the overall reaction rate 
and therefore are a key abstraction agent.  Pitz et al. [cyclohexane (?)], Fournet et al. 
[both] and Curran et al. [nc7] also consider H-atom abstraction by large alkyl radicals.  
All types of alkyl radicals, i.e. primary, secondary and tertiary alkyl radicals, could act as 
abstraction agents and are included in their modeling efforts.  For the same reason as that 
for alkylperoxy radicals, only the alkyl radicals formed directly from the parent fuel 
molecule are considered.   
 
Isomerization of alkyl radicals is one of several possible pathways for alkyl radical 
reactions.  In this reaction, the alkyl radical transfers an H atom from one site to the 
radical site, generating a new radical site at the position at which the transferred H atom 
was initially located, 
Isomerization of alkyl radicals 
 
R1 → R2 
 
The rate coefficients for the isomerization reactions depend on the ring strain energy 
barrier, which depends on the number of atoms in the transition state ring structure 
(including H atoms), the type of H atom being abstracted (primary, secondary or tertiary) 
and the number of available equivalent H atoms. 
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At low temperature the high activation energies (113-167 kJ/mol) required for the β 
scission of alkyl radicals and internal H-atom abstraction reaction prevents from these 
reactions dominating the chemistry. The most important reaction for alkyl radicals is their 
addition to molecular oxygen to produce alkylperoxy radicals: 
Addition of alkyl radicals to molecular oxygen to form alkylperoxy radicals 
 
R + O2 ↔ RO2 
 
This reaction is a reversible exothermic reaction with no activation energy.  At low 
temperatures the reaction occurs in the forward direction.  At higher temperatures though, 
the direction of the reaction reverses and the equilibrium shifts to the left.  Alkylperoxy 
radicals are very reactive, they dissociate rapidly and the concentration of RO2 is very 
small. 
 
Reaction of an alkyl radical with oxygen proceeds through several reaction channels.  
Most of these channels can be represented by addition reaction to produce alkylperoxy 
radicals, which has no energy barrier. At higher temperatures though, a different channel 
facilitating the production of alkenes is possible.  This is effectively an irreversible 
reaction and has a significant activation energy to lead to the formation of conjugate 
alkenes (represented below as C=C) and HO2 radicals.  This is effectively a termination 
reaction at low and intermediate temperatures as alkenes are generally unreactive at these 
Oxidation of alkyl radicals to form alkenes 
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conditions and the HO2 radical reacts to produce hydrogen peroxide H2O2 which 
precipitates second stage ignition at about 1000K. 
  
R + O2 → C=C + HO2 
 
The rate coefficients depend on the type of H atom transferred to molecular oxygen and 
the number of available equivalent H atoms.  With increasing temperature within an 
intermediate regime (750 < T < 900), reaction of alkyl radicals with O2 to produce 
alkylperoxy radicals proceeds in the reverse direction and that to produce alkenes 
accelerates, so that alkene yields increase.  This reaction pathway is key to the validation 
of reaction mechanisms at low and intermediate temperatures as alkenes can be easily 
quantified using a GC/MS analysis system, and can therefore be used to study the 
individual pathways leading to the formation of alkenes obtained during the GC/MS 
analysis. 
 
An alkylperoxy radical produced by addition of the corresponding alkyl radical to 
Internal isomerization of alkylperoxy radicals to produce hydroperoxy alkyl radicals 
molecular oxygen undergoes internal isomerization through internal H-atom transfer (1,4-, 
1,5-, and similar isomerization) to form a hydroperoxy alkyl radical. This reaction is 
included in most mechanisms as a reversible reaction, 
 
RO2 ↔ QOOH 
 
  
256 
The rate coefficients for the internal isomerization reaction depend on the ring strain 
energy barriers involved and depend on the number of atoms in the transition state ring 
structure (5-, 6-membered (and larger) rings including H atoms), the type of H atom 
abstracted (primary, secondary, or tertiary) and the number of available equivalent H 
atoms at that site. 
 
Alkylperoxy radicals also act as an H-abstraction agent for the parent fuel molecule.  
Effectively, they propagate the chain by abstracting H atoms from the parent fuel 
molecule leading to the formation of hydroperoxides (ROOH) and alkyl radicals.  Since 
almost all the alkylperoxy radicals present have a similar size and structure as that of the 
parent fuel molecule, the hydroperoxide produced contains a carbon chain similar in size 
and structure to that of the parent fuel molecule.  This should not be confused with 
QOOH, the hydroperoxy radical produced after internal isomerization from the 
alkylperoxy radical. 
Abstraction of H atoms from alkanes by alkylperoxy radicals to produce hydroperoxides 
and alkyl radicals 
 
RO2 + RH →ROOH + R 
 
The rate coefficients for this abstraction reaction depend on the type of H atom being 
abstracted (primary, secondary, tertiary) and the number of available equivalent H atoms.  
The size and structure of the carbon chain does not influence the reaction rate coefficients 
  
257 
to a significant amount and are usually neglected during the compilation of kinetic 
mechanisms. 
 
Reaction of alkylperoxy radicals with HO2 to produce hydroperoxides and oxygen 
 
In 
several mechanisms the reaction of alkylperoxy radicals with HO2 to produce 
hydroperoxides and oxygen is included. 
RO2 + HO2 →ROOH + O2 
 
This being a bimolecular reaction, the rate of reaction depends on the concentrations of 
RO2 and HO2.  The concentration of the HO2 radical though is usually low due to the self-
combination reactions to produce H2O2.  The low concentration of HO2 limits the rate of 
this reaction. Infact, the unimolecular internal isomerization of alkylperoxy radicals to 
produce hydroperoxy alkyl reactions will be much faster than this bimolecular reaction. 
However, this reaction has traditionally been included in mechanisms to improve the 
prediction of HO2 and other related species.  
 
Though hydrogen peroxide (H2O2) is assumed to be generally unreactive below 1000K 
(when it dissociates to induce second stage ignition), some mechanisms consider its 
reaction with the alkylperoxy radicals RO2). This reaction, though expected to be slow, 
could accelerate due to the accumulation of H2O2 from the self-combination reaction of the 
hydroperoxy radicals. This is effectively a propagation reaction as the reaction involves 
Reaction of alkylperoxy radicals with H2O2 to produce hydroperoxides and hydroperoxy 
radicals 
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converting one stable species and a peroxy radical into another stable species and a 
hydroperoxy radical.  
 
RO2 + H2O2 →ROOH + HO2 
 
The peculiarity in this reaction and its influence on the overall reaction sequences is due 
to the differences in the temperatures at which the ROOH and H2O2 species decompose 
[Curran, 1998].  ROOH decomposes at a lower temperature than H2O2. Conversion of 
H2O2 to ROOH leads to an enhanced overall reactivity at lower temperatures. 
 
Hydroperoxides can undergo homolytic scission of the peroxidic bond to produce alkoxy 
radicals and hydroxyl radicals, 
Unimolecular dissociation (homolytic O-O scission) of hydroperoxides to produce alkoxy 
radicals and hydroxyl radicals 
 
ROOH →RO + OH 
 
This reaction is a branching reaction as it generates two radicals, and alkoxy radical (RO) 
and a hydroxyl radical (OH) both of which are very reactive.  At low and intermediate 
temperatures, hydroperoxides are mostly produced mainly through abstraction of H 
atoms from alkanes by alkylperoxy radicals as discussed earlier in this section.  
Furthermore, as noted by Curran et al., due to lower dissociation energy than that for 
H2O2, this reaction is important. 
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The reactive alkoxy radical produced from the dissociation of a hydroperoxide molecule, 
tends to decompose quite readily.  Large alkoxy radicals can decompose into smaller 
stable oxygenated molecules: aldehydes or ketones and small alkyl radicals (denoted 
below as Rs). 
Decomposition of alkoxy radicals to produce aldehydes/ketones and small radicals 
 
RO → aldehyde or ketone + Rs 
 
The addition of molecular oxygen to hydroperoxy alkyl radicals to form peroxy 
hydroperoxy alkyl radicals is also possible at these temperatures.  
Addition of hydroperoxy alkyl radicals to molecular oxygen to produce 
peroxyhydroperoxy alkyl radicals 
 
QOOH + O2 ↔ OOQOOH 
 
Hydroperoxy alkyl radicals possessing a radical site in β position to the hydroperoxy 
group can undergo dissociation through either of two reaction channels.  It can undergo 
C-O scission or C-C scission to yield conjugate alkenes and hydroperoxy radicals (HO2), 
or hydroperoxyalkenes and small alkyl radicals. 
β scission of hydroperoxy alkyl radicals formed by the (1,4) isomerization to produce 
alkenes and hydroperoxy radicals or hydroperoxyalkenes and small radicals 
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QOOH → alkene + HO2 
 
QOOH→ hydroperoxyalkene + Rs 
 
The first reaction in this rule has proven to be quite sensitive and is responsible for a 
large part of the NTC behavior in linear alkanes such as n-heptane oxidation kinetics 
[Curran, 1998]. 
 
A hydroperoxy alkyl radical, produced by the internal isomerization of an alkylperoxy 
radical involving a 6-membered intermediate ring structure, can undergo β scission in 
two pathways: to produce a small alkene (represented by small C=C) and a small 
hydroperoxy alkyl (represented by small QOOH) radical with the radical site at the 
carbon atom linked to an oxygen atom (breaking the β C-C bond), or to yield a 
hydroperoxyalkene and a small alkyl radical (Rs). 
Unimolecular dissociation (homolytic C-C scission) of hydroperoxy alkyl radicals 
formed by the (1,5) isomerization 
 
QOOH → small C=C + small QOOH 
 
QOOH → hydroperoxyalkene + Rs 
 
The first path is usually faster than the second, as the C-C bond being broken in a 
hydroperoxy alkyl radical in the first path is weakened by the presence of an O atom. 
  
261 
 
Figure C-1: Hydroperoxy alkyl radical formed by the (1,5) isomerization 
 
Hydroperoxy alkyl radicals produced by the internal isomerization of an alkylperoxy 
radical with an intermediate ring structure of seven and eight carbon atoms can undergo 
unimolecular dissociation via a β scission process via either of two reaction channels.  It 
could proceed to scission of the β C-C bond to produce a small alkene (represented by 
C=C) and a small hydroperoxy alkyl radical (represented by small QOOH), or to yield a 
hydroperoxyalkene and a small alkyl radical (Rs). 
 Unimolecular dissociation (Homolytic C-C scission) of hydroperoxy alkyl radicals 
formed by the (1,6) and (1,7) isomerization 
 
QOOH → small C=C + small QOOH 
 
QOOH → hydroperoxyalkene + Rs 
O-OH 
β α 
• 
R1 R2 
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Unimolecular dissociation (homolytic O-O scission) of hydroperoxy alkyl radicals with 
the radical site at a carbon atom with C-O bond to produce aldehydes/ketones and 
hydroxyl radicals 
The small hydroperoxy alkyl radicals, produced from the unimolecular dissociation of the 
hydroperoxide alkyl radicals formed from the internally isomerization of alkylperoxy 
radicals can decompose to produce an aldehyde or a ketone. 
 
QOOH → aldehyde of ketone + OH 
 
Most mechanisms also include an additional pathway of the reaction of hydroperoxy 
alkyl radicals with molecular oxygen. This bimolecular reaction occurs via the transfer of 
an H atom at the β position from the radical site to oxygen. 
 Oxidation of hydroperoxy alkyl radicals to produce hydroperoxyalkenes and 
hydroperoxy radicals 
 
QOOH + O2 → hydroperoxyalkene + HO2 
 
This unimolecular dissociation reaction sequence involves the scission of the O-O bond, 
followed by the formation of a cyclic ether with an oxygen in the ring. The activation 
energy for this reaction depends on the size of the cyclic ring being formed. Oxirane, 
Formation of cyclic ethers from hydroperoxy alkyl radicals 
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oxetane, tetrahydrofurane and tetrahydropyrane are produced from hydroperoxy alkyl 
radicals, the radical site being in β, γ, δ, ε, respectively position to the carbon atom linked 
to the hydroperoxy group.  This is also a key reaction for validation of detailed 
mechanisms as cyclic ethers can also be quantified using GC/MS systems rather 
accurately. 
 
QOOH → cyclic ether + OH 
 
Internal Isomerization of a peroxy hydroperoxy alkyl radical occurs through an internal 
transfer of H atoms connected to a carbon atom linked to a peroxy group.  The 
dihydroperoxy alkyl radical produced also acts as a branching agent as it reacts and 
dissociates to produce two hydroxyl radicals via a chain process. 
Internal isomerization of peroxy hydroperoxy alkyl radicals to produce dihydroperoxy 
alkyl radicals 
 
OOQOOH ↔ HOOQ’OOH 
 
The rate coefficients of this reaction depend on the intermediate ring structure, the type of 
H atom being transferred (primary, secondary, tertiary) and the number of available 
equivalent H atoms. 
 
Unimolecular dissociation (homolytic O-O scission) of dihydroperoxy alkyl radicals to 
produce ketohydroperoxides and hydroxyl radicals 
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This dissociation reaction leads to the formation of a ketohydroperoxides (represented by 
O=Q’OOH) and hydroxyl radicals.  The hydroxyl radicals produced through this reaction 
and other reactions act primarily as H-abstraction agents for the parent fuel molecule and 
help increase the overall reactivity. 
 
HOOQ’OOH →O=Q’OOH + OH 
 
This reaction sequence involves the scission of the O-O bond, followed by the formation 
of hydroperoxy cyclic ether and production of hydroxyl radicals. The activation energy 
for the reaction depends on the size of the cyclic ether ring being formed. 
Formation of hydroperoxy cyclic ethers and hydroxyl radicals from the unimolecular 
dissociation of dihydroperoxy radicals 
 
HOOQ’OOH → hydroperoxy cyclic ether + OH 
 
Ketohydroperoxides can undergo further decomposition leading to the formation of two 
radicals, a carbonyl radical (represented as O=Q’O) and hydroxyl radicals. This reaction, 
though part of a chain branching kinetic mechanism, is a branching reaction by itself as 
well, providing chain branching as it produces two radicals from one stable species. 
Decomposition of ketohydroperoxides to produce carbonyl radicals and hydroxyl radicals 
 
O=Q’OOH →O=Q’O + OH 
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This carbonyl radical formed from ketohydroxides can decompose to form an aldehyde 
and a ketyl radical, 
Decomposition of carbonyl radicals to produce aldehydes and ketyl radicals 
 
O=Q’O → aldehyde + ketyl radical 
 
Cyclic ether could react at these temperatures through H-atom abstraction by active 
radical/species (represented by X) followed by opening of the ring, leading to the 
formation of ketyl radicals. 
H-abstraction from cyclic ethers to produce ketyl radicals 
 
cyclic ether + X → ketyl radical + XH 
 
This reaction is very similar to the H-atom abstraction from alkanes, the ease of H-atom 
abstraction from cyclic ethers is as expected for alkanes: tertiary > secondary > primary. 
Also, a hydrogen atom bound to a carbon atom in the ring structure with a C-O bond will 
be preferred for abstraction owing to the relative ease. 
 
Hydroperoxy cyclic ethers can undergo unimolecular dissociation and decompose into 
aldehydes or ketones alongwith the production of ketyl radicals and hydroxyl radicals.  
Unimolecular dissociation of hydroperoxy cyclic ethers to produce aldehydes/ketones, 
ketyl radicals and hydroxyl radicals 
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Therefore at the requisite conditions, hydroperoxy cyclic ethers can also behave as 
branching agents, producing two radicals from the dissociation reaction. 
 
hydroperoxy cyclic ether → aldehyde or ketone + ketyl radical + OH  
 
 
Abstraction of H atoms from aldehydes or ketones to produce ketyl radicals 
Aldehydes and ketones formed during low temperature oxidation are H-atom donors in 
hydrocarbon oxidation. Due to the presence of the C=O bond present in aldehydes and 
ketones, the cleavage energy for a C-H bond is lower that that in alkanes.  This lower 
cleavage energy results in aldehydes and ketones being preferred as targets for H-
abstraction over alkanes, including the parent fuel molecule.  This is also a reason for the 
interesting behavior of aldehydes and ketones at low and intermediate temperatures, 
where some species from this class of compounds promote reactivity and ignition, 
whereas others have been observed to show an opposite effect [ROJ paper/ref (?)]. 
 
Aldehyde or ketone + X → ketyl radical + XH 
 
The rate coefficients for such abstraction reactions depend primarily on the type of the H 
atom being abstracted and the number of available equivalent H atoms. Also, as 
mentioned earlier, H atoms bound to a carbon with a C-O bond or a C=O bond are more 
easily abstracted. 
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Ketyl radicals produced via the various channels listed above can also undergo 
unimolecular dissociation via β scission through either of two reaction channels.  
Through the first channel, it could dissociate to form stable alkenals or alkenons and 
smaller alkyl radicals, or through the other channel, it could produce smaller ketyl 
radicals and smaller di-alkenes. 
Unimolecular dissociation of ketyl radicals via β scission 
 
Ketyl radical → alkenal or alkenon + Rs 
 
Ketyl radical → small ketyl radical + small C=C 
 
Most detailed and comprehensive kinetic mechanisms assume alkenals, alkenons, various 
classes of alkenes and other radicals produced at these temperatures to act as targets for 
H-abstraction and therefore sources for alkyl radical generation.  The reactions for 
alkenals, alkenons, hydroperoxy alkenes, oxo-hydroperoxy alkenes, alkoxy radicals, 
hydroperoxy alkyl radicals and other species with C=C bonds are treated to be similar to 
those with C-C bonds. 
 
 
HIGH TEMPERATURE REACTIONS 
Unimolecular decomposition of an alkane serves as the main initiation reaction at high 
temperatures the key source for the production of alkyl radicals.  This could proceed by 
Unimolecular decomposition of alkanes to produce alkyl radicals 
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two reaction channels, one producing two alkyl radicals and the other, one alkyl radical 
and one H atom. 
 
RH → R + R 
 
RH → R + H 
 
As these reactions form the starting point for any reaction mechanism for high 
temperatures, the channels and the rate constants for any parent fuel molecule do not vary 
between various research groups.  These reactions rate constants depend on the stability 
of the radicals produced.  Since multiple paths are available for this type of reaction, the 
path that involves cleavage of the weakest chemical bond is expected to be the fastest 
path. This is characterized by the relative strength of C-H and C-C bonds is in the order 
primary > secondary > tertiary. 
 
Decomposition of alkyl radicals can also occur at these temperatures and occurs by 
cleavage of the C-C bond in β position.  Two pathways are considered in most 
mechanisms.  The first producing alkenes and H atoms, and the second yielding smaller 
alkenes and small alkyl radicals, 
Decomposition of alkyl radicals to produce alkenes 
 
R → C=C + H 
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R → small C=C + Rs 
 
Due to the high activation energy, decomposition of alkyl radical is only important at 
relatively high temperatures (T > 900 K), as at low temperature addition of alkyl radicals 
to molecular oxygen is faster than β scission. Compared to dissociation, the molecular 
oxygen to alkyl radicals has no energy barrier. 
 
Decomposition of alkenes occurs through many reaction pathways is another reaction 
that is important only as high temperatures.  Comparatively, alkenes are inert during low 
and intermediate temperature chemistry and are infact, considered as accurate, stable 
indicators of the low temperature kinetic pathways when studied using gas sampling and 
analysis using GC/MS systems.  Due to its relatively low activation energy 
(approximately 290 kJ/mol), however, mostly decomposition reactions leading to the 
formation of allylic radicals are included in most high temperature mechanisms.  Species 
which have a radical on the carbon atom next to a double bond are called allylic radicals. 
Decomposition of alkenes to produce allylic radicals and small alkyl radicals 
 
C=C → allylic Rs + Rs 
 
Some comprehensive and detailed mechanisms contain three types of H-atom abstraction 
reactions from alkenes. These reactions depend on the type of H atoms considered for 
abstraction. The first one is abstraction of allylic H atoms (Hydrogen atoms, which are 
Abstraction of allylic H atoms to produce di-enes 
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connected to a carbon atom adjacent to a C=C double bond, are called allylic H atoms).  
They can be primary, if connected to a carbon atom linked to two other H atoms, 
secondary, if connected to a carbon atom linked to one other H atom and tertiary, if 
connected to a carbon atom linked to no other H atom.  Abstraction of an allylic H atom 
leads to the formation of a resonance-stabilized radical.  Subsequently, this radical 
undergoes β scission to yield a di-ene (a stable species with two C=C double bonds), for 
instance, 1-3-butadiene. 
 
allylic Rs + X → di-ene + XH 
 
As for several previous reactions, the abstraction can take place through a range of 
abstraction agents (denoted above as X, where X represents active radicals).  The rate 
coefficients depend on the type of allylic H atom and the number of available equivalent 
H atoms. 
 
Another type of H abstraction from alkenes is the abstraction of the vinylic H atoms.  
Vinylic H atoms are hydrogen atoms connected to a carbon atom of a C=C double bond. 
There are only two types of vinylic H atom: secondary if connected to a carbon atom 
linked to one other H atom, tertiary if connected to a carbon atom linked to no other H 
atom.  Abstraction of a vinylic H atom leads to the formation of a vinylic radical, which 
subsequently undergoes dissociation to produce, for instance, acetylene or allene. 
Compared to vinylic H-atom abstraction, the allylic h atom abstraction is relatively easier. 
Abstraction of vinylic H atoms to produce acetylene or allene 
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allylic Rs + X → acetylene or allene + XH 
 
The rate coefficients for this abstraction reaction depend on the type of vinylic H atom 
and the number of available equivalent H atoms. 
 
The third type of H-atom abstraction from alkenes is the abstraction of alkylic H atoms.  
H atoms connected to a carbon atom containing two other H atoms are primary. H atoms 
connected to a carbon atom containing one other H atom are secondary. If no other H 
atom is linked to a carbon atom, to which an H atom is connected, that H atom is called 
tertiary. This H-atom abstraction plays a significant role in case of long alkenes and leads 
to the formation of specific products observed experimentally, such as dialkene (e.g. 
C5H8), 
Abstraction of alkylic H atoms to produce alkenyl dialkenes 
 
allylic Rs + X → alkenyl dialkene + XH 
 
Since alkylic H atoms are at the site far from a C=C double bond, the double bond 
electronegativity affects only a small portion of the molecule, the rest of which remains 
paraffinic in character. Therefore the reaction rate coefficients similar to those for H-
atom abstraction from alkanes are used in kinetic mechanisms for reaction rate 
coefficients for H-atom abstraction from alkenes to form alkenyl radicals. As expected, 
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the rate constants depend on the type of H atom being abstracted and the number of 
available equivalent H atoms. 
 
Radical addition to double bonds is significantly exothermic.  Addition of H atoms to an 
alkene is simply treated like the reverse reaction of alkyl radical decomposition at the β 
position to the radical site. 
Addition of H atoms to alkenes to produce alkyl radicals 
 
C=C + H → R 
 
Addition of a CH3 radical to a double bond in alkenes is considered as the reverse 
reaction of alkyl radical decomposition.  As alkenes of various carbon chain lengths are 
generated, the products of this reaction may not only generate alkyl radicals with a 
carbon chain longer than that in the parent fuel molecule, but shorter as well, apart from a 
range of structures. 
Addition of CH3 radicals to alkenes to produce alkyl radicals 
 
C=C + CH3 → R 
 
Addition of atomic oxygen radicals to double bonds to produce ketyl radicals and small 
alkyl radicals 
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Addition of O radicals to alkenes could occur at significantly high temperatures, once a 
sufficiently large pool of O radicals has been generated. This reaction leads to the 
formation of ketyl radicals and small alkyl radicals. 
 
C=C + O → ketyl radical + Rs 
 
The addition of hydroxyl radicals to alkenes is also possible only at higher temperatures. 
This reaction leads to the formation of aldehydes or ketones and small alkyl radicals. 
Addition of hydroxyl radicals to alkenes to produce aldehydes/ketones and small alkyl 
radicals 
 
C=C + O → aldehyde or ketone + Rs 
 
Addition of hydroperoxide radicals to alkenes produces hydroperoxy alkyl radical which 
subsequently decompose to form a cyclic ethers, aldehydes or ketones, 
Addition of hydroperoxy radicals to alkenes to produce hydroperoxy alkyl radicals 
 
C=C + HO2 → QOOH 
 
 
Unimolecular dissociation of alkenes to produce two smaller alkenes (Retro-ene reactions) 
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Retro-ene reactions are unimolecular dissociation reactions that proceed by a 1,5-
hydrogen shift reaction, followed by dissociation.  It leads to the production of two small 
alkenes, 
 
C=C → small C=C + small C=C 
 
Alkenyl radicals can undergo isomerization to produce resonance stabilized allylic 
radicals.  Fournet et al [ ] have observed that the fastest isomerization reactions are those 
that involve cyclic transition states containing five or six atoms. At high temperatures this 
reaction channel (isomerization of alkenyl radicals to produce allylic radicals) is much 
more significant than β scission.  
Isomerization of alkenyl radicals to produce allylic reactions 
 
alkenyl C=C → allylic C=C 
 
Unimolecular dissociation of allylic radicals can occur by β scission (cleavage of a bond 
in β position to the radical site). This leads to the production of dialkenes. 
Decomposition of allylic radicals to produce dialkenes 
 
allylic C=C → dialkene 
 
 
Decomposition of vinylic radicals to produce dialkenes or alkynes 
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Compared to the singular dissociation pathway available to allylic radicals, vinylic 
radicals can dissociate through two pathways: β scission (cleavage of a bond in β position 
to the radical site) to produce dialkenes, or to yield alkynes. 
 
vinylic C=C → dialkene or alkyne 
 
Besides isomerization, alkenyl radicals can also undergo decomposition reactions. If the 
size of the alkene is small isomerization might not be possible or might be comparatively 
very slow compared to the decomposition reactions.  In such cases, decomposition can 
occur through β scission producing dialkenes and alkyl radicals, or alkenes and smaller 
alkenyl radicals, 
Decomposition of alkenyl radicals 
 
Alkenyl C=C → dialkene + Rs 
 
Alkenyl R″ →small C=C + smaller alkenyl C=C 
  
276 
VITA 
 
 
 
 
 Ashutosh (Ashu) Gupta was born September 10, 1981 in Ranchi, India.  He grew 
up in New Delhi, India, where his love for science was nurtured by his very well 
educated parents, his father – a chemical engineer and his mother – a high school biology 
teacher.  Ashu graduated from Mount Carmel School in New Delhi in 1999.  He attended 
the Delhi College of Engineering and graduated with a B.S. in Mechanical Engineering in 
May 2003.  During his time there, he interned at several organizations including Maruti 
Suzuki Motor Corporation, Air India Jet Engine Overhaul Workshop and the Tata Energy 
Research Institute.  He was also exposed to several thermal-fluid problems that required 
the development of experimental and modeling approaches, and fueled his hunger for 
original and unique research.  He also had an opportunity to lead the student ASHRAE 
chapter as President.  Ashu started his graduate studies at Drexel University in July 2003.  
Apart from conducting research, his advisors encouraged him to take courses on a wide 
range of topics and review papers submitted for publications in journals in the field of 
combustion and fuels. His advisors also provided him opportunities to interact and 
mentor undergraduate researchers, as well as teach a course on Advanced 
Thermodynamics! Ashu was provided ample opportunities to hone his management and 
leaderships, including several stints on the board of the Mechanical Engineering Graduate 
Association (MEGA) and as President of the Engineering Graduate Association (EGA). 
After completing his Ph.D. studies at Drexel University, Ashu hopes to continue trying to 
save the planet (even going beyond the boundaries of combustion in his quest!). 
  
277 
 
