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The relativistic interaction between the spin of an electron and its orbit in a solid is key to under-
standing novel phenomena in condensed matter physics, such as topologically-protected states, spin-
orbit torques, and Majorana modes. Here we focus on the prototypical spin-orbit coupling process,
the Rashba-Dresselhaus effect, and analyze how it is modified by lattice vibrations. We show that,
in centrosymmetric non-magnetic crystals, dynamic spin splitting is symmetry-forbidden in ther-
modynamic equilibrium, but it is allowed in crystals with an out-of-equilibrium phonon population.
Our findings resolve the current debate on the possibility of phonon-induced Rashba-Dresselhaus
effects, reconcile conflicting experimental and theoretical evidence on the Rashba-Dresselhaus effect
in hybrid perovskites, and establish the design principles for engineering spin texture in quantum
matter via coherent phonons.
The interplay between crystal symmetry and spin-orbit
coupling (SOC) is at the heart of many recent advances
in condensed matter physics: SOC provides the coupling
between ferromagnetism and ferroelectricity in proper
multiferroic materials [1, 2], is responsible for band in-
version in topological insulators [3], and underpins chiral
anomaly and Fermi arcs in Weyl semimetals [4, 5]. In
systems with broken time-reversal symmetry the SOC in-
duces the anomalous Hall effect [6], and in systems with
broken inversion symmetry it leads to skyrmions via the
Dzyaloshinskii-Moriya interaction [7].
These exotic states of quantum matter are typically
investigated within a static framework, whereby atoms
are considered to be immobile in their crystallographic
sites. In this description the manifestation of SOC ef-
fects is dictated by the global symmetry of the crys-
tal. However, recently it has been proposed that time-
dependent lattice fluctuations and the resulting symme-
try breaking might induce some form of dynamic Rashba-
Dresselhaus (dRD) effect [8, 9]. This notion generated
considerable interest in the area of hybrid perovskites [8–
13], since Rashba-Dresselhaus spin-splitting might induce
an indirect optical gap [14], and possibly explain the
extraordinary lifetimes of charge carriers in these com-
pounds [15, 16]. However, despite intense experimental
and theoretical efforts in this area [8–14], the possible ex-
istence of a dRD effect remains controversial; for exam-
ple, recent measurements of the circular photogalvanic
effect [9] and of second-harmonic-generation rotational
anisotropy [12] reached conflicting conclusions. To shed
light on this debate, here we develop a rigorous quantum
many-body theory of the dynamic version of the Rashba-
Dresselhaus [17–20] effect, and we examine how symme-
try dictates the structure of spin-phonon interactions in
non-magnetic centrosymmetric crystals.
The Rashba-Dresselhaus effect can be understood as a
special case of the spin-orbit coupling Hamiltonian:
VSOC = − e h¯
4m2c2
E · σ × p , (1)
where h¯, e, m, c, σ, and p denote the Planck constant,
electron charge and mass, speed of light, Pauli vector,
and electron momentum, respectively. E is the electro-
static field experienced by the electrons. In the tradi-
tional Rashba effect one considers a uniform electric field
along the Cartesian direction zˆ (Fig. 1A), and a parabolic
electron band with minimum at the Brillouin-zone cen-
ter, so that the coupling term VSOC is proportional to
σxky−σykx, with k denoting the Bloch wavevector of
the electron. The resulting band structure and spin tex-
ture for the Rashba and Dresselhaus effects are shown in
Fig. 1B and Fig. 1C, respectively. This situation is also
representative of polar crystals, which can sustain a finite
macroscopic electric field [17].
We now focus on centrosymmetric non-magnetic
crystals, for which the Rashba-Dresselhaus effect is
symmetry-forbidden. In this case the electric field E of
Eq. (1) is replaced by the gradient of the single-particle
potential energy, E = (1/e)∇V . In density-functional
theory calculations V corresponds to the Kohn-Sham po-
tential, and depends parametrically on the atomic coor-
dinates. Intuitively one might think that, as the atoms
fluctuate around their equilibrium sites, at any given
time the crystal is in a broken-symmetry state, therefore
it should exhibit a non-vanishing Rashba-Dresselhaus
spin splitting induced by the fluctuations of the lattice.
This is precisely what is observed in Born-Oppenheimer
molecular dynamics simulations [10]. Albeit intuitive,
this picture is incomplete since the quantum nature of
lattice vibrations is not taken into account. In the follow-
ing we overcome this limitation by developing a quantum
many-body theory of this effect.
In second-quantized notation, the phonon-induced
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FIG. 1. (A) In the Rashba-Dresselhaus effect the inversion symmetry of the crystal is broken, for example by an electric field.
This lifts the spin degeneracy of the band minimum, and the symmetry dictates whether the system establishes a (B) Rashba
or a (C) Dresselhaus spin texture as indicated by the color of the bands and the arrows. (D) As a consequence of the spin
splitting, the band minimum is lowered by the Rashba energy ER, and is displaced by the Rashba wavevector kR.
spin-orbit coupling Hamiltonian reads:
VˆdRD = N
− 12
∑
k,q,s,s′
gs′s(k,q) cˆ
†
k+qs′ cˆks(aˆq+aˆ
†
−q) , (2)
where k and q are electron and phonon wavevectors be-
longing to a uniform Brillouin zone grid with N points,
cˆ†ks/cˆks and aˆ
†
q/aˆq are creation/annihilation operators for
electrons and phonons, respectively, and gs′s(k,q) is the
spin-phonon coupling matrix element. In this notation
the subscript s = 1, 2 denotes the Kramers-degenerate
spinors for the same k. For notational simplicity we
omit electron band and phonon branch indices; complete
expressions and detailed derivations are provided in the
Supplemental Materials. The matrix elements gs′s(k,q)
are obtained by taking the first-order variation of VSOC
in Eq. (1) with respect to collective displacements of the
atoms along each vibrational eigenmode (see Supplemen-
tal Materials).
In order to establish whether VˆdRD can lift the spin
degeneracy of the band structure, we consider the elec-
tronic state |ks〉 = cˆ†ks|0〉, obtained by creating one elec-
tron in the spinor with wavevector k and spin label s
from the many-body Fermi vacuum and phonon vacuum
|0〉. We start by considering zero temperature for sim-
plicity. Since the spinors |k1〉 and |k2〉 are degenerate
as a consequence of parity and time-reversal symmetry,
in order to determine the perturbed energies we must di-
agonalize the perturbation matrix 〈ks|VˆdRD|ks′〉. How-
ever, this matrix vanishes identically, for each term of
VˆdRD either creates or annihilates one phonon, so that
VˆdRD|ks′〉 and |ks〉 differ in their phonon occupations
and must therefore be orthogonal. We deduce that the
dynamic Rashba-Dresselhaus effect is forbidden to first
order in perturbation theory at zero temperature.
The next step is to check whether the spin degeneracy
is lifted at the second order of perturbation theory. In
this case the matrix to be diagonalized is (see Supple-
mental Materials Sec. C):
Vs′s =
∑
i
′ 〈ks′|VˆdRD|i〉〈i|VˆdRD|ks〉/(εk − εi) , (3)
where εk is the unperturbed energy of the states |k1〉 and
|k2〉, and |i〉 represents a coupled electron-phonon state
with energy εi. The prime indicates that the states |k1〉
and |k2〉 are omitted from the sum. As we show in the
Supplemental Materials Sec. B, the transformation laws
of phonons under time-reversal symmetry impose the fol-
lowing constraint on the spin-phonon matrix elements:
gs′s(k,q) = g
∗
ss′(k+ q,−q) . (4)
Furthermore, the transformation laws of both electrons
and phonons under inversion symmetry require:
gs′s(k,q) = −(−1)s′−s e−iϕqg∗s¯′s¯(k,q) , (5)
and
gs′s(k,q) = −ei(ϕ−q+χ−ks−χ−k−qs′ )gs′s(−k,−q) , (6)
respectively. Here s¯ is the spin label other than s, and
χks and ϕq are the phases between a spinor or phonon
eigenmode and their inversion partner, respectively. By
substituting Eqs. (2), (4), and (5) in Eq. (3) we find V11 =
V22 and V12 = V21 = 0. Therefore at zero temperature
the dynamic Rashba-Dresselhaus effect is also forbidden
to second order in perturbation theory (Fig. 2A).
We can generalize these considerations to the situa-
tion of a crystal in thermodynamic equilibrium at the
temperature T > 0 as follows. If we replace the phonon
vacuum by an excited state with a single phonon, for
example aˆ†q|0〉, then the first-order perturbation matrix
elements 〈ks|aˆq VˆdRD aˆ†q|ks′〉 vanish as they contain the
product of three ladder operators. More generally, for
any many-body eigenstate of the unperturbed Hamilto-
nian, the matrix elements will contain an odd number of
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FIG. 2. The modulus of the quantum nuclear wavefunction |χ(∆τκ)|2 (blue) describes the probability of finding the atom κ
displaced by ∆τκ from its energetic minimum. In a parabolic potential U(∆τκ) (red), this density is inversion symmetric in
(A) the ground state, (B) any excited state at T = 0, and (C) in thermodynamic equilibrium at T > 0. (D) In a ferroelectic or
polymorphous structure the inversion symmetry of the potential energy surface is lifted, and the quantum nuclear wavefunction
is asymmetric. (E) An asymmetric quantum nuclear wavefunction can be obtained by exciting a coherent phonon. (F) A classical
description of the ionic degrees of freedom cannot capture the inversion symmetry of the quantum nuclear wavefunction in
(A)-(C).
ladder operators, hence the first-order correction will also
vanish identically. At second order in perturbation the-
ory, the analysis can be performed along similar lines as
for the zero-temperature case. For each eigenstate of the
unperturbed Hamiltonian we determine the spin splitting
using Eq. (3), and then we perform a canonical average
of the corrections to obtain the finite-temperature result.
After carrying out the algebra in Fock space (see Supple-
mental Materials Sec. D and Fig. S1) we obtain:
∆εks =
1
N
∑
q6=0
∑
s′=1,2
|gs′s(k,q)|2
×
(
1 + nq
εk − εk+q − h¯ωq +
nq
εk − εk+q + h¯ωq
)
, (7)
where ωq are the phonon frequencies, and the tempera-
ture dependence enters via the Bose-Einstein occupation
factors nq. For simplicity in this expression we omit vac-
uum polarization and spin-flip contributions, which are
discussed in the Supplemental Materials Sec. D. Equa-
tion (7) constitutes the generalization of the Fan-Migdal
self-energy to non-collinear spin systems with SOC [21].
Now the transformation laws in Eq. (5) dictate that the
sum
∑
s′=1,2 |gs′s(k,q)|2 appearing in Eq. (6) be inde-
pendent of the spinor label s. Therefore the energy shift
is the same for both spinors, ∆εk 1 = ∆εk 2. We deduce
that, for a system in equilibrium at finite temperature,
dynamic Rashba-Dresselhaus spin-splitting is forbidden
also to second order in perturbation theory. Using sim-
ilar arguments it is possible to further verify that the
so-called Debye-Waller self-energy, which corresponds to
the second-order electron-phonon Hamiltonian evaluated
to first order in perturbation theory [21], does not lead
to spin splitting.
One could go on to consider perturbation theory be-
yond the second order, or generalize the results to non-
linear spin-phonon coupling beyond Eq. (2), however the
above conclusions would not change. In fact, it is not
difficult to show that dynamic Rashba-Dresselhaus spin-
splitting is forbidden for any many-body eigenstate of
the system, irrespective of the formal structure of the
electron-phonon Hamiltonian. This is a direct conse-
quence of symmetry: the invariance of the interacting
many-body Hamiltonian with respect to parity and time-
reversal operations implies Kramers’ degeneracy on all
4many-body eigenstates (Fig. 2B). Since thermal equilib-
rium is obtained from a canonical average over Kramers-
degenerate many-body eigenstates, and this average is
a linear operation, we obtain that a system in thermal
equilibrium cannot exhibit dynamic Rashba-Dresselhaus
spin-splitting, to any order of perturbation. This result
is not surprising if we consider that the quantum prob-
ability distribution of the atoms in a centrosymmetric
system is parity-even in thermal equilibrium, as shown
in Fig. 2C. In this case the quantum thermal average
of the displacement of every atom κ vanishes identically,
〈∆κ〉T = 0. Therefore thermal motion does not break
inversion symmetry, and the Rashba-Dresselhaus effect
is forbidden. The quantum nature of atomic vibrations
plays a central role in this argument.
One exception to the above rule occurs for those an-
harmonic systems where soft phonons lead to ferroelec-
tric distortions in thermodynamic equilibrium (Fig. 2D).
In the ferroelectric phase the average displacements are
nonzero with respect to the parent centrosymmetric
phase, 〈∆τκ〉T 6= 0 therefore Eq. (5) and (6) cease to
hold. Under these conditions, a dRD splitting from the
phonon-assisted SOC in Eq. (2) is allowed to second or-
der in perturbation theory.
These considerations provide us with a clue for rec-
onciling the experimental observations of Ref. 9 and 12
on the hybrid organic-inorganic perovskite methylammo-
nium lead iodide (CH3NH3PbI3, “MAPI”). Below 160 K
MAPI crystallizes in a orthorhombic structure with space
group Pnma (Supplemental Materials Fig. S2A), while
between 160 K and 330 K the system is tetragonal with
space group I4/mcm (Supplemental Materials Fig. S2B).
Ref. 9 reports measurements of the circular photogalvanic
effect (CPE) in MAPI, whereby spin-polarized carriers
can selectively be excited via photons with opposite helic-
ity. These authors observe spin-polarized photocurrents
below the absorption edge in the tetragonal phase, but
not in the orthorhombic phase. Ref. 12 reports measure-
ments of second-harmonic generation (SHG) for MAPI in
the tetragonal structure. The SHG signal is sensitive to
symmetry breaking, and the authors find no such break-
ing in measurements taken over several minutes with a
beam spot size of ∼10 microns. For the orthorhombic
phase, the absence of a bulk CPE is in agreement with our
finding that dRD splitting is forbidden in the orthorhom-
bic phase of MAPI, because the space group Pnma has
inversion symmetry. For the tetragonal phase, the obser-
vation of a bulk CPE signal can be explained by noting
that, while the I4/mcm space group is also centrosym-
metric, the C3v symmetry of methylammonium does not
match the D2d point group symmetry of its Wyckoff site.
This mismatch is responsible for the eight-fold orienta-
tional disorder of the molecular cation observed in neu-
tron scattering experiments [22]. As a consequence of ori-
entational disorder, parity is lifted over length scales com-
parable with the crystal unit cell, therefore spin-splitting
is allowed. On the other hand, the structure appears as
centrosymmetric to measurements that probe many crys-
tal unit cells, therefore a SHG signal is not expected, in
agreement with Ref. [12]. This picture is consistent with
the recent proposal by Ref. 23 that MAPI constitutes a
‘polymorphous’ structure, in the sense that the average
crystal structure and space-group symmetry differ from
the local symmetry at the scale of the crystal unit cell.
This phenomenology is also reminiscent of relaxor ferro-
electrics, which consist of ferroelectric nanodomains, but
exhibit no macroscopic ferroelectric polarization [24]. In
relaxor ferroelectrics, even though the macroscopic polar-
ization vanishes, the dielectric response exhibits a broad
frequency-dependent maximum which does not follow a
Curie-Weiss law, a signature of the relaxor structure [25]
and the local symmetry breaking.
It has been estimated that in the I4/mcm structure
the MA cations change their orientation over a timescale
ranging from 0.5 ps in nuclear magnetic resonance ex-
periments [26] to 14 ps in quasielastic neutron scatter-
ing measurements [27]. Similar re-orientation times are
obtained by first-principles molecular dynamics simula-
tions [28]. This timescale is much longer than the carrier
lifetimes near the band egdes (6-30 fs, [29]), therefore in
the CPE measurements of Ref. 9 the electrons effectively
experience a quasi-static crystal potential. This indicates
that, rather than a dynamic Rashba-Dresselhaus spin-
splitting, the CPE measurements are probing a quasi-
static, disorder-induced spin-splitting. In this situation
Eq. (5) and (6) do not hold due to symmetry-breaking,
therefore a temperature-dependent dRD splitting from
the phonon-assisted SOC is allowed, in line with the
experimental observations. However, since the orienta-
tional disorder also breaks the translational invariance
of the lattice, the very notion of band structure be-
comes questionable as the Bloch theorem ceases to hold.
Hence the observed spin-polarized photocurrent cannot
be taken as evidence for the Rashba-like band splitting
as in the example of Fig. 1B.
We now consider the question on whether the dRD
effect is possible in non-polymorphous centrosymmetric
crystals, such as for example MAPI in the Pnma phase.
Since we established that the dRD is forbidden at ther-
modynamic equilibrium, we are left to examine the case
of a non-thermal, out-of-equilibrium phonon population.
To this end we consider a quantum state which is not an
eigenstate of the unperturbed Hamiltonian. Being this
state non-stationary, we focus on a snapshot at a given
time t. As a representative example of non-equilibrium
state we consider a coherent phonon. Coherent phonons
are minimum-uncertainty states whose time evolution re-
sembles classical dynamics. In the textbook example of
the quantum harmonic oscillator, a coherent state has a
Gaussian probability distribution as in the ground state,
rigidly translated away from the equilibrium coordinate,
see Fig. 2E. More general out-of-equilibrium states can
5be built from superpositions of coherent phonons and do
not modify the following discussion.
A coherent state associated with the phonon of fre-
quency ωq can be written as (Supplemental Materi-
als Sec. E):
|ks, u(t)〉 = cˆ†ks exp(−Nu/2) exp
(
N1/2u1/2 aˆ†q
)
|0〉 ,
(8)
where u(t) is proportional to the instantaneous fluctua-
tion amplitude, and u2 quantifies the number of excited
phonons in this mode inside each unit cell of the crys-
tal. The expectation value of the atomic displacements
in this quantum state is
〈∆τκ〉t = 2u(t) [h¯/2Mκω0]1/2 eκ , (9)
where Mκ is the mass of the κ-th atom, and eκ is the
phonon polarization. Equation (9) shows that, unlike in
the case of thermodynamic equilibrium, where 〈∆τκ〉T =
0 and parity is preserved, this coherent state may induce
average atomic displacements 〈∆τκ〉t 6= 0 that break in-
version symmetry at the time t. Accordingly we expect
that dRD may be allowed for this state. A closer inspec-
tion reveals indeed that the expectation values of VˆdRD
taken between two Kramers-degenerate states |ks, u〉 and
|ks¯, u〉 is not bound to vanish, since coherent states are
eigenvectors of the annihilation operator aˆ†q. In the Sup-
plemental Materials Sec. E and Sec. G we derive the con-
ditions that this coherent state must satisfy in order to
observe a nonzero dRD spin splitting. The analysis can
be summarized as follows: (i) A nonzero spin splitting is
allowed only for zone-center phonons, q = 0; (ii) Among
zone-center phonons, only odd-parity modes can induce
spin splitting; (iii) While allowed by symmetry, the spin-
splitting induced by polar longitudinal-optical phonons
is negligibly small. Taken together, these findings indi-
cate that only zone-center, odd-parity transverse-optical
phonons can induce an observable dRD effect in the
framework of coherent oscillations. These modes are pre-
cisely the infrared active (IR) phonons in polar crystals.
To quantify the magnitude of the dRD effect for out-
of-equilibrium phonons, we diagonalize the many-body
Hamiltonian in the presence of the coupling from Eq. (2)
(see Supplemental Materials). The main result is that,
as a consequence of Eq. (6), there exists a spin splitting
which increases linearly with k near the zone center, and
which vanishes identically at k = 0. This is precisely
the hallmark of the Rashba effect encoded in Eq. (1).
The resulting electronic bands are shown in Fig. 1D. The
Rashba energy, defined as the separation between the
crossing point and the band minima (Fig. 1D), takes the
form (details in the Supplemental MaterialsSec. F):
ER(t) =
m∗u2(t)
h¯2
∑
s,s′
∣∣∣∣ ∂∂kˆ gs′s(k, 0)
∣∣∣∣2 , (10)
where m∗ is the band mass and ∂/∂kˆ is the directional
derivative k/|k| · ∇k evaluated at k = 0. In the case
of driven oscillations of the type u(t) = A cos(ω0t), the
Rashba energy will fluctuate with a a period pi/ω0.
In order to illustrate the concept out-of-equilibrium
dRD, we consider MAPI in the orthorhombic phase. This
system admits twenty IR-active optical phonons associ-
ated with the deformation of the PbI6 octahedra. In
Fig. 3A and C we show the Rashba energy from Eq. (10)
for these modes, by plotting ER/u
2 for the valence and
conduction band extrema, respectively. The largest spin
splitting for the conduction bands is found for the B2u
mode at 3.2 meV, which corresponds to the Pb-I-Pb rock-
ing vibration (Fig. 3C). The instantaneous band struc-
ture and the associated spin texture are shown in Fig. 3B.
It is evident that the Rashba-Dresselhaus phenomenol-
ogy of Fig. 1B is fully reproduced. In this case the spin-
splitting is found in the reciprocal-space plane that is per-
pendicular to the polarization vector of the IR phonon.
For the valence bands the largest splitting is found with
the B3u mode at 7.7 meV (Fig. 3C), which corresponds
to the Pb-I stretching vibration.
Is this spin-splitting measurable in ultrafast experi-
ments? In Ref. 29 it was shown that the electron lifetimes
near the conduction band edges of MAPI are ∼10 fs at
160 K. Given the period of the coherent oscillation along
the B2u mode is 1.3 ps, during this oscillation the elec-
trons effectively experience a quasi-static potential, hence
spin-split bands should be measurable. The maximum
splitting is limited by how much energy the crystal can
absorb upon thermalization of the coherent phonon. If
the energy of the coherent state were converted entirely
into thermal energy, then the system would reach a tem-
perature T given by (3/2)NatkBT = Nphh¯ω0, where Nat
is the number of atoms per unit cell, kB the Boltzmann
constant, and Nph = u
2 is the number of phonons excited
per unit cell. For MAPI to remain in the orthorhombic
phase (T < 160 K), we find that the upper bound on the
phonon number is Nph = 100, having assumed that only
the inorganic scaffold thermalizes (Nat = 16). In Fig. 3D
we show that, even for considerably smaller vibrational
amplitudes, Rashba energies in excess of 30 meV should
be within reach. Energy splittings of this magnitude are
well within the resolution of modern time- and angle-
resolved photoelectron spectroscopy [30].
Coherent states also offer a key to rationalize the dRD
observed in ab initio molecular dynamics simulations of
MAPI [10]. In these simulations the atomic nuclei are
described as classical particles, therefore each instanta-
neous configuration is very similar to a superposition of
quasiclassical coherent states. Being broken-symmetry
states as shown in Fig. 2F, these configurations exhibits
a RD effect when taken individually. However, to ob-
tain thermodynamic averages it is necessary to perform
time-averages over long simulation trajectories, as dic-
tated by the ergodic theorem. For well-converged sim-
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FIG. 3. (A) and (C) Mode resolved Rashba energy for the conduction band and the valence band of MAPI, respectively
(evaluated for Nph = u
2 = 1 excited phonon per orthorhombic unit cell). The insets show a ball-stick model of the mode with
the largest Rashba energies: the B2u Pb-I-Pb rocking mode at 3.2 meV and the B3u Pb-I stretching mode at 7.7 meV. (B) The
spin texture of the conduction band of MAPI shows a Rashba pattern as in Fig 1B when the B2u shown in (A) is coherently
driven. (D) Dependence of the Rashba energy on the number of phonons per unit cell excited in the modes shown in (A) and
(C).
ulations these averages cannot exhibit spin-splitting due
to parity and time-reversal symmetry, unless the system
exhibit polymorphous behavior [23]; but in the latter case
the simulations are probing quasi-static spin-splitting as
opposed to the dynamic Rashba-Dresselhaus effect.
The use of light to induce dynamic symmetry break-
ing is rapidly emerging as a new frontier in research on
quantum matter. For example light-matter coupling has
been used to induce metal-insulator transitions [31], su-
perconductivity [32], and symmetry-breaking in charge-
transfer crystals [33] and perovskites [34]. Furthermore it
has been proposed [35] that metastable crystal structures
with long-range ferroelectric or ferromagnetic order can
be stabilized using nonlinear optical techniques [36, 37].
Based on our findings, we propose to revisit the struc-
tures for which a dynamic ferroelectic order has been
induced [33, 34], for such an order must be accompanied
by a non-equilibrium dRD effect. More generally, we pro-
pose that it should be possible to look for phonon-induced
Rashba-Dresselhaus physics among materials with strong
IR activity. In this context, our dynamic Rashba energy
in Eq. (10) could serve as a figure of merit to systemati-
cally screen such a broad library of materials.
In conclusion, using an ab initio quantum many-body
formalism we showed that (i) dynamic, phonon-induced
Rashba-Dresselhaus spin-splitting is forbidden in cen-
trosymmetric and non-magnetic crystals at equilibrium;
(ii) this effect is allowed in the case of polymorphous crys-
tals but it relates to quasi-static structural fluctuations
and not to phonons; (iii) a spin-splitting can be induced
and controlled by driving a crystal out-of-equilibrium
via coherently-excited infrared-active optical phonons.
These findings provide a unified explanation for seem-
ingly inconsistent theoretical and experimental studies on
hybrid perovskites, and open the way to the rational de-
sign of photo-induced dynamic Rashba-Dresselhaus spin
physics.
Work by M.S. was supported by the Leverhulme Trust
under award RL-2012-001. Work by F.G. was supported
by the U.S. Department of Energy (DOE), Office of Sci-
ence, Basic Energy Sciences (BES) under Award de-
sc0020129.
∗ To whom correspondence should be addressed:
fgiustino@oden.utexas.edu
[1] M. Kenzelmann, A. B. Harris, S. Jonas, C. Broholm,
7J. Schefer, S. B. Kim, C. L. Zhang, S. W. Cheong, O. P.
Vajk, and J. W. Lynn, Phys. Rev. Lett. 95, 27 (2005).
[2] S.-W. Cheong and M. Mostovoy, Nat. Mater. 6, 13
(2007).
[3] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045
(2010).
[4] Z. K. Liu, B. Zhou, Y. Zhang, Z. J. Wang, H. M. Weng,
D. Prabhakaran, S.-K. Mo, Z. X. Shen, Z. Fang, X. Dai,
Z. Hussain, and Y. L. Chen, Science 343, 864 (2014).
[5] S.-Y. Xu, I. Belopolski, N. Alidoust, M. Neupane,
G. Bian, C. Zhang, R. Sankar, G. Chang, Z. Yuan, C.-
C. Lee, S.-M. Huang, H. Zheng, J. Ma, D. S. Sanchez,
B. Wang, A. Bansil, F. Chou, P. P. Shibayev, H. Lin,
S. Jia, and M. Z. Hasan, Science 349, 613 (2015).
[6] N. Nagaosa, J. Sinova, S. Onoda, A. H. MacDonald, and
N. P. Ong, Rev. Mod. Phys. 82, 1539 (2010).
[7] A. Fert, N. Reyren, and V. Cros, Nat. Rev. Mater. 2,
17031 (2017).
[8] B. Monserrat and D. Vanderbilt, arXiv:1711.06274
(2017).
[9] D. Niesner, M. Hauck, S. Shrestha, I. Levchuk, G. J.
Matt, A. Osvet, M. Batentschuk, C. Brabec, H. B. We-
ber, and T. Fauster, Proc. Natl. Acad. Sci. USA 115,
9509 (2018).
[10] T. Etienne, E. Mosconi, and F. De Angelis, J. Phys.
Chem. Lett. 7, 1638 (2016).
[11] M. Kepenekian and J. Even, J. Phys. Chem. Lett. 8, 3362
(2017).
[12] K. Frohna, T. Deshpande, J. Harter, W. Peng, B. A.
Barker, J. B. Neaton, S. G. Louie, O. M. Bakr, D. Hsieh,
and M. Bernardi, Nat. Commun. 9, 1829 (2018).
[13] S. McKechnie, J. M. Frost, D. Pashov, P. Azarhoosh,
A. Walsh, and M. van Schilfgaarde, Phys. Rev. B 98,
085108 (2018).
[14] F. Zheng, L. Z. Tan, S. Liu, and A. M. Rappe, Nano
Lett. 15, 7794 (2015).
[15] S. D. Stranks, G. E. Eperon, G. Grancini, C. Menelaou,
M. J. P. Alcocer, T. Leijtens, L. M. Herz, A. Petrozza,
and H. J. Snaith, Science 342, 341 (2013).
[16] G. Xing, N. Mathews, S. Sun, S. S. Lim, Y. M. Lam,
M. Gra¨tzel, S. Mhaisalkar, and T. C. Sum, Science 342,
344 (2013).
[17] E. Rashba, J. Electron. Spectrosc. 201, 4 (2015).
[18] G. Bihlmayer, O. Rader, and R. Winkler, New J. Phys.
17, 050202 (2015).
[19] A. Manchon, H. C. Koo, J. Nitta, S. M. Frolov, and
R. A. Duine, Nat. Mater. 14, 871 (2015).
[20] G. Dresselhaus, Phys. Rev. 100, 580 (1955).
[21] F. Giustino, Rev. Mod. Phys. 89, 015003 (2017).
[22] P. Whitfield, N. Herron, W. Guise, K. Page, Y. Cheng,
I. Milas, and M. Crawford, Sci. Rep. 6, 35685 (2016).
[23] X. Zhao, G. M. Dalpian, Z. Wang, and A. Zunger,
arxiv:1905.09141 (2019).
[24] F. Li, S. Zhang, D. Damjanovic, L.-Q. Chen, and T. R.
Shrout, Adv. Funct. Mater. 28, 1801504 (2018).
[25] C. W. Ahn, C.-H. Hong, B.-Y. Choi, H.-P. Kim, H.-S.
Han, Y. Hwang, W. Jo, K. Wang, J.-F. Li, J.-S. Lee,
and I. W. Kim, J. Korean Phys. Soc. 68, 1481 (2016).
[26] R. Wasylishen, O. Knop, and J. Macdonald, Solid State
Commun. 56, 581 (1985).
[27] A. Leguy, J. Frost, A. McMahon, V. Sakai, W. Kochel-
mann, C. Law, X. Li, F. Foglia, A. Walsh, B. O’Regan,
J. Nelson, J. Cabral, and P. Barnes, Nat. Commun. 6
(2015), 10.1038/ncomms8124.
[28] J. Lahnsteiner, G. Kresse, J. Heinen, and M. Bokdam,
Phys. Rev. Materials 2, 073604 (2018).
[29] M. Schlipf, S. Ponce´, and F. Giustino, Phys. Rev. Lett.
121, 086402 (2018).
[30] X. Zhou, S. He, G. Liu, L. Zhao, L. Yu, and W. Zhang,
Rep. Prog. Phys. 81, 062101 (2018).
[31] A. Cavalleri, T. Dekorsy, H. H. W. Chong, J. C. Kieffer,
and R. W. Schoenlein, Phys. Rev. B 70, 161102 (2004).
[32] D. Fausti, R. I. Tobey, N. Dean, S. Kaiser, A. Dienst,
M. C. Hoffmann, S. Pyon, T. Takayama, H. Takagi, and
A. Cavalleri, Science 331, 189 (2011).
[33] E. Collet, M.-H. Leme´e-Cailleau, M. Buron-Le Cointe,
H. Cailleau, M. Wulff, T. Luty, S.-Y. Koshihara,
M. Meyer, L. Toupet, P. Rabiller, and S. Techert, Sci-
ence 300, 612 (2003).
[34] S. Nozawa, T. Iwazumi, and H. Osawa, Phys. Rev. B
72, 121101 (2005).
[35] P. G. Radaelli, Phys. Rev. B 97, 085145 (2018).
[36] C. W. Siders and A. Cavalleri, Science 300, 591 (2003).
[37] M. Fo¨rst, C. Manzoni, S. Kaiser, Y. Tomioka, Y. Tokura,
R. Merlin, and A. Cavalleri, Nat. Phys. 7, 854 (2011).
