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ОБЩАЯ ХАРАКТЕРИСТИКА РАБОТЫ 
В диссертационной работе изучается задача Стечкина о наилуч­
шем приближении оператора Лапласа линейными ограниченными 
операторами и родственные ей задачи. Таковыми являются задача 
о модуле непрерывности оператора Лапласа, связанное с ней нера­
венство типа Колмогорова и задача оптимального восстсшовления 
значений оператора Лапласа па функциях, заданных с ошибкой. 
Приведем точную постановку обозначенных задач. Пусть C(Rm) 
и Lp(Иm), l $ р $ оо, - пространства функций т переменных, опре­
деленных на JRm (тп :;:: 2), с обы•шы:-.1 определением нормы. Пусть 
V = 'D(Rm) - пространство финитных бесконечно дифференцируt.~ 
мых функций на Rm. Па дважды диффср~нцируuмых фу11кци>1х uпu­
ратор Лапласа Л определяется как сумма вторых частных производ­
ных функции по всем переменным. На классы менее гладких функ­
ций оператор Ла11,"Iаса (и его степени) распространяются по схеме 
Соболева (см., например, /23]). 
Обозначим через w;n = iv;п(J~m) при п Е N, 1 $ р < :ю, 
пространство функций f Е Lp(Rm), у которых лn f Е Lp(Rm). 
В случае р = оо через W~ = ~t'~(Rm) обозначим прострннсттю 
функций f Е C(Rm), у которых лn f Е L00 (Rm). В пространстве 
w;п (1 $ р ~ оо) ВЫДеЛИМ (выпуклый ЦШIТраЛЫЮ СИММеТрli'ПIЫЙ) 
класс функций Q;п = {! Е w;n : llЛn /ilP $ 1}. Пусть Lp - мно­
жество ли11ей11ь1Х ограниченных операторов из Lµ(Rm) в Lp(Rm) нри 
1 ~ р < оо, и из C(Rm) в C(Rm) при р = оо. Обозначим •rсрез Lp(N) 
множество операторов из Lp, нормы которых (в Lp) ограничены по­
ложительным чис."Iо:м 1V. · 
При натуральных О < k < п и веществсшюм N > О положим 
E(N) = E(N)p = R(N; k, n)µ = i11f{U(T)p: llTll.c,. ~ N}, (1) 
И(Т)р = sup{l!Лk f - TJllP: f Е Q~п}, 'Г Е Lp(N). (2) 
Величину {1) называют наилучшим приближением k-й степени Лk 
оператора Лапласа линейными ограниченными операторами на клас­
се функций Q;n. Эта задача является частным случаем за;т.а•ш 
С. Б. Стечкина о наилучше:1.1 приближении неограниченного операто­
ра линейными огрсшиченными операторами на классе элементов [12]. 
Задача состоит в вычислении величины E(N) и нахождении экстре­
ма.пьного оператора, на котором в (1) достигается нижняя грань. 
Для неотрицательного числа д положим 
w(б) = w(б)р = sup{llЛkfl\p: f Е Q~n, llflip $ д}; (3) 
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эту функцию переменного о > О называют модулем непрерывности 
оператора Дk на классе Q~n. Нетрудно убедиться (см. [1, § 4, форму­
ла ( 4.6)]), что для модуля непрерывности (3) справедливо равенство 
(4) 
где Кр = "'1(1)р есть точная (наименьшая возможная) константа в 
неравенстве Колмогорова 
Для оператора Т Е Lp и числа о > О полагаем 
Тогда 
(б) 
есть величина ошибки оптимального восстановления k-й степени опе­
ратора Лапласа Дk с помощью множества линейных методов восста­
новJ1ения на элементах класса Q~n, заданных с известной погрешно­
r:тью 6. 
Актуальность темы. Задача о наилучшем приближении 
не01·раниченного линейно1'0 оператора линейными ограниченными 
операторами па к.1nссе элементов банахова пространства появилась 
в исследованиях С. Б. Стечкина в 1965 году [1]. В его работе [12] 
была приведена постановка задачи, получены первые принципиаль­
ные результаты и дано решение задачи наилучшего приближения 
онераторов дифференцирования малого порядка. Задача Стсчки­
па интенсивно изучалась в течение более чем 40 лет в работах 
С. Б. Стечкина, В. В. Арестова, В. И. Бердышева, А. П. Буслаева, 
13. Н. Габушина, Ю. Н. Субботина, Л. В. Тайкова и других (см. обзор­
ные статьи [1, 2]). Изучение задачи Стечкина происходило в тесной 
взаимосвязи с исследованием экстремальных задач теории при­
ближения функций, теории некорректных звдач, вычислительной 
математики. Задача Стечкина (в особенности, задача о наилучшем 
приближении операторов дифференцировапия ограниченными 
операторами в функциональных пространствах на числовой оси и 
полуоси) с одной стороны и точные неравенства между нормами про­
изводных дифференцируемых функций (неравенства Колмогорова) 
с другой стороны оказали большое взаимное влияние. Существенное 
влияние па изучение задачи Стечкина оказали также исс.."Iсдова­
ния нeкoppev·"~nl!. ~~ ------ сстановления значений 
j '.'l"'.'G~E":·E!c CS='A JQBAl"I~ ~НАУК~ PCCCU.CO~ СЕ~Е"»А'.'.'11 
ф;.\Ol'RliO kФ' . К.\ l·\H( К1111 (llRllRn:Jiкr.kllll I 
Фl"il P\'ll>llЫlt 1!11\BlPt'illl.T · 
orPi-- , :J4~ба2а41 зg• 
Научная библиотt,ка 
11,1.Н.И.Jlоба•1свскоrо 
неограниченного оператора. на элементах, за.данных с ошибкой 
(А. Н. Тихонов, М. М. Лаврентьев, 8. К. Иванов, В. Н. Страхов, 
С. Б. Стечкин, Ю. Н. Субботин, В. Н. Габушин, В. Г. Романов, 
В. А. Морозов, В. В. Васин, В. П. Та.на.на, В. Я. Арсенин, В. В. Иванов, 
В. А. Винокуров, А. И. Гребенников, А. Г. Марчук, К. IO. Осипенко, 
Ш. Мичелли, Т. Ри.влин, Дж. Трауб, Х. Вожняковский, А. Л. Агеев, 
Б. Боянов, Г. Г. Магарил-Ильяеn, А. А. Женсыкбаев и многие 
другие, см. монографии [5, 7, 8, 11, 13, 21], работы [1, 2, 6, 25] и 
приведенные в них дальнейшие ссылки). В настоящее время 
хорошо изучены неравенства Колмогорова для дифференциру­
емых функций па оси н по.'lуоси; такие неравенства изучали 
Е. Ландау, Дж. Адамар, Ю. Г. Боссе (Г. Е. Шилов), А. Н. Кошю1·оров. 
С.-Надь, Г. Г. Харди, Дж. И. Литтльвуд, Г. Полна, А. П. Маторин, 
И. Стейп, Ю. И. Любич, С. Б. Стечкин, В. Н. Габушин, JI. В. Тайков, 
И. Домар, В. В. Арестов, Н. П. Корнейчук, И. Шепберг, А. Каварстта, 
В. И. Бердышев, Н. П. Купцов, В. Г. Соляр, М. К. Квонг, А. ЗеттJI, 
В. М. Тихомиров, А. П. Буслаев, Г. Г. Магарил-Идьяев, В. Ф. Бабенко, 
С. А. Пичугов, В. А. Кофанов и многие другие, см. монографии \3,22], 
работы [1, 2, 9, 20] и приведенную там библиографию. 
К настоящему времени выяснена взаимосвязь задачи наилучше­
го приближения неограниченных онераторов ограtшчсю1ыми с дру­
гими экстремальными за.дачами. Получен ряд общих теорем суще­
ствования и характеризации экстремального приближающего опера­
тора. Наиболее полно исследовано наилучшее приближение опера­
торов дифференцирования порядка k на классе n раз дифферен­
цируемых фуt1кций (О "::: k < п) в прострапствах Lp = Lp(S) на 
числовой оси S = (-00,00) и полуоси S = [О,оо). Для операторов 
дифференцирования в частных производных на классах функций 
многих переменных яычислсtю наилучшее приближение ограничен­
ными операторами и найдена наилучшая константа в соответствую­
щем неравенстве Колмогорова лишь в ряде случаев (В. Н. Конова.1юв 
[10], А. П. Бyt:Jiaeв [4], В. Г. Тимофеев [15, 16], О. А. Тимошин [17, 18], 
Ю. Н. Субботин, Л. В. Тайков [14]). 
В диссертационной работе для случая k = 1, n = 2 получены 
двусторонние оценки яе.'!ичипы наилучшего приближения оператора 
Лапласа лm1ейными ограниченными операторами, величины ошибки 
оптимального восстановления оператора Лапласа по функции, задан­
ной с ошибкой, на классе Q: (1 $ р $ оо), а также константы в 
соответствующем неравенстве Колмогорова. В задаче Стечкина вы­
писан оператор, уклонение которого от оператора Лапjтаса близко к 
наилучшему. 
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Для случая произвольных натуральных 1 S k < n при р = 
2, m ~ 2 иссдедуемые задачи были решены В. Г. Тимофеевым [16], 
в частности им было доказано, что /С2 = 1. Эти результаты были 
получены с помощью метода, который Ю.Н. Субботин и Л.В. Тай­
ков [14[ применяли в соответствующем одномерном случае. 
О. Купчев [24J получил для наилучшей константы /С00 в неравен­
стве Колмогорова (5) в случае р = оо, m ~ 2 оценку сверху 
/С00 $ 2/ m: 2. (7) 
В данной работе улучшена оценка сверху (7) в случаях m = 2, 3, 
а также получена оценка снизу константы /С00 при любом т ~ 2. 
Цель работы. Изучение наилучшего приближения оператора 
Лапласа линейными ограниченными операторами на классе функ­
ций, у которых вторая степень оператора Лапласа ограюг1енна, 
в метриках C(!Rm) и Lµ(IR.m) (m ~ 2, 1 $ р $ оо). Построение 
приближающего оператора, уклонение которого от оператора Ла­
пласи близко к минимальному. Изучение псравспетва типа Колмо­
горова между нормой оператора Лапласа, нормой функции и нор­
мой второй степени оператора Лапласа в пространствах C(IR.m) и 
Lµ(IR.m) (т ;=::: 2, 1 $ р $ оо). Изучение оптимального восстановления 
оператора Лапласа по функциям из класса, заданных с известной 
1101·решностыо. 
Методы исследования. Из общей теории известны соотноше­
ния между ~юдулем непрерывности линейного нео1·раниченного опе­
ратора на классе элементов, наилучшим приближением этого опе­
ратора линейными ограниченными операторами и некорректной за-
11:ачей оптимального равномерного восстановления значений такого 
оператора на элементах класса, заданных с известной погрешностью. 
Как частный случай общих результатов С. Б. Стечкина справедливо 
следующее утверждение (см" например, [l,2J). 
Теорема А. При m ~ 2, 1 $ р $ оо для величин (1), (3), (6) 
r:nраведл~Lвы r:ледующие соотношения: 
w(б) $ Е0 (Оµ) S Е0 (С.µ) S inf{E(N) + Nб: N;:::: О}, б >О; (8) 
E(N);:::: sнр{w(б) - Nб: б ~О}, N >О. (9) 
Если в теореме А с помощью соотношения (4) от модуля непре­
рывности w(б) перейти к наилучшей константе /Ср в неравенстве Кол­
могорова (5), то неравенства (8) и (9) примут следующий вид: 
ICµ б~~k $ E0 (R) S inf{E(N) + Nб: N >О}, б >О, (10} 
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"-k k (n-k)-,;-- " "_. E(N) ~ ;; -n- К."• N--г-, N>O. (11) 
Из приведенных соотношений видно, что /\ЛЯ нахождения двусто­
ронних оценок величин (1), (6) и наилучшей константы в неравен­
стве (5) достаточно получить оценку снизу для наилучшей константы 
и оценку сверху д;1я величины наилучшего приближения (1). Чтобы 
получить оценку снизу константы в неравенстве (5), нужно удачно 
выбрать функцию f Е иr;n(!.~"'). Оценкой сверху для величины наи­
лучшего приближения (1) сдужит уклонение k-й степени оператора 
Ла.плас::а от хорошо подоliранного приliлижающт·о опера.тора. 
Научная новизна. Результаты диссертации являются tювыми. 
Основные из них заключаются в следующем. 
1. В случае равномерной метрики C(JRm), т ~ 2, для функций 
многих переменных получены близкие двусторонние оценки величи­
ны наилучшего приближения оператора Лаплас::а линейными ограни­
чепными операторами, величины ошибки оптимального восстановле­
ния значений оператора Лапласа на множестве функций, заданных 
с ошибкой. Выписан оператор, уклонение которого от оператора Ла­
пласа близко к минимальному. Получена оценка снизу наилучшей 
константы в соответствующем неравенстве Колмогорова. 
2. В случаях C(JR2 ) и C(JR:i) улучшена оценка сверху величины 
наилучшего приближения оператора Лапласа линейными 01·раничен­
ными операторами, на этом пути улучшена опенка скерху величины 
ошибки оптимального восстановления значений оператора Лапласа 
на множестве функций, задюшых с ошибкой, и шш.11уч11н'Й констан­
ты в неравенстве Колмогорова по сравнению с известными. 
З. В случае интегральной .:.1етрики L11 (1Rm) (1 $ р < оо) поJiу­
чены близкие двусторонние оценки величины наилучшего прибли­
жения оператора Лапласа линейными ограниченными операторами, 
величины ошибки оптимального восетаповления значений 011ератора 
Лапласа на множестве функций, заданных с ошибкой, и наилучшей 
константы в соответствующем неравенстве Колмогорова. 
Теоретическая и практическая ценность. Работа носит тео­
ретический характер. Получены близкие двусторонние оценки изу­
чаемых величин в пространствах C(JRm) и L"(JRm), 1 ~ JJ < оо. 
Построен приближающий оператор, уклонение которого от операто­
ра Лапласа близко к оптимально:.1у. Построенный приближающий 
оператор может быть применен для восстановления значений опе­
ратора Лапласа на функциях из соответствующего класса, задан­
ных с известной погрешностью. Полученные рf','lультаты могут быть 
использованы для дальнейшего изучения наилучшего приближения 
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оператора Лапласа и его степеней, а также более общих дифферен­
циальных операторов линейными огранит.~енными операторами, со­
ответствующих тот.~ных неравенств Колмогорова, а также величины 
ошибки оптимального восстановления дифференциального операто­
ра по функциям, заданным с ошибкой. 
Апробация работы. Результаты диссертации докладывались 
на следующих математических конференциях и научных семина­
рах: летние математические Школы С. Б. Стечкина по теории функ­
ций (2006, 2007, 2008, 2010); 38-я, 41-я и 42-я Всероссийские мо­
лодежные конференции «Проблемы теоретической и прикладной 
математики• (г. Екатеринбург, 2007, 2010, 2011); второй между­
народный семинар «Экстремальные задачи в анализе Фурье•, ин­
ститут им. А. Реньи, Будапешт, Венгрия (2007); международная 
конференция «Алгоритмический анализ неустойчивых задат.~», по­
священная 100-летию со дня рождения В. К. Иванова, Екатерин­
бург (2008); международная конференция «Теория приближений•, 
Санкт-Петербург (2010); международная конференция «Теория при­
ближений и ее приложения», посвященная 90-летию со дня рождения 
академика НАН Украины Н. П. Корнейчука, Днепропетровск, Укра­
ина (2010); научный семинар под руководством доктора физ.-мат. 
наук, профессора В. В. Арсстова в Уральском государственном уни­
ВРрситетс им. А. М. Горького (2007-2011); научный семинар под руко­
водством доктора физ.-мат. наук, члена-корреспондента РАН, про­
фессора Н. В. Насина в Институте математики и механики (ИММ) 
УрО РАН (2010); научный семинар под руководством доктора физ.­
мат. наук, члена-корреспондента РАН, профессора Ю. Н. Субботина 
и доктора физ.-мат. наук, заслуженного деятеля науки, профессора 
Н. И. Черных в ИММ УрО РАН (2008, 2011). 
Публикации. Результаты диссертации опубликованы автором 
в работах [26-36]. 
Структура и объем работы. Диссертация состоит из введе­
ния, трех глав и списка литеря.туры. Главы разбиты на параграфы. 
Объем диссертации - 62 страницы. Список литературы содержит 
53 наименования. 
КРАТКОЕ СОДЕРЖАНИЕ ДИССЕРТАЦИИ 
Во введении приводится постановка изучаемых в работе задач, 
рассматривается краткая история исследования, приводится взаимо­
связь задач и общие методы исследования. 
Обзор результатов главы 1. В первой главе рассматриваются 
следующие задачи: задача о наилучшем равномерном приближении 
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оператора Лапласа линейными ограниченными операторами; зада­
ча о модуле непрерывности оператора Лапласа; неравенство Колмо­
горова между нормой оператора Лапласа функции, нормой самой 
функции и нормой второй степени оператора Лапласа этой функции; 
задача об оптимальном восстановлении значений оператора Лапла­
са по функциям, заданным с погрешностью, в случае равномерной 
метрики C(JRm) при т ~ 2. 
В качестве приближающего взят оператор 
2m 2m (Th.mf)(X) = -h2 f(X) + h2(Jh,mf)(X), (12) 
зависящий от параметра h > О; здесь (.Jh,mf)(X) -·среднее значение 
функции f на m-мерной сфере радиуса h с центром в точке Х. 
Для оператора Th,m при любом h > О ха .мхо:ж:естве фун:rщиiJ. 
wi., UMP.P.rrt МР.Г:mО po.RP.'Н.r:тRn 
(Лср)(Х) - (Th,m:P)(X) = J 1fih,m(Y) (Л 2 ср)(Х +У) dY, (13) 
;JYJl~h 
в котором 1f!h,m естъ радиалъхая фухкция специал.ъхого виdа. 
Представление (13) позволяет получить оценку сверху для вели­
чины уклонения (2) и, как следствие, оценку сверху для величины 
наилучшего приближения (1). Оценка снизу наилучшей наилучшей 
константы К,00 в неравенстве Колмогорова получена с помощью ра­
диальной функции, сужение которой па полуось [О, ос) является иде­
альным сплайном Эйлера 4-й степени. 
На этом пути доказано следующее утверж,дение, являющееся ос­
новным в первой главе. 
Теорема 1. При k = 1, п = 2, р = оо, m ~ 2 для вел.и"tи'Н наил.у'Ч.ше­
го прибл.ижехия, модуля хепрерывхости, вел.и'Ч.инъt ошибки опти­
мал.ъного восстах0Rл.ен11.я 1~ пт~л.учшей кон.сmахmы К,00 R 'Н.Р.JIО.RР.Н­
стве Колмогорова справедливы следующие dвусторохние оцехки: 
0.9m < E(N) < m (тп+2)N - 00 - (m+2)N' N >О, 
JТ!.J m: 2 6112 ~ u.1(6)00 ~ &o('Roo) ~ 2 J m: 2 6112 , б >О, 
--<К, <2 --~n ~ m+2- 00 - m+2· 
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Опишем кратко распределение материала первой главы по пара­
графам. В первом параграфе строится и исследуется приближающий 
оператор (12). Во нтором параграфе обоснонано представление (13) 
разности оператора Лапласа и приближающего оператора (12) че­
рез вторую степень оператора Лапласа. Представление (13) вначале 
(с использованием фундаментальных функций оператора Лапласа 
и его второй степени) доказывается па множестве основных функ­
ций ТJ. Затем по схеме Соболева это представление распространя­
ется на множество W~. С помощью этого представления получена. 
оценка сверху для величины наилучше1х) приближения (1). I3 тре­
тьем параграфе строится оценка снизу для наилучшей константы в 
неравенстве Колмогорова. Эти результаты да.ли двусторонние оценки 
значений изучаемых задач. 
Результаты первой главы были анонсированы автором в [29, 30, 
35,36] и опубликованы с доказательством в 127,28\. 
Обзор результатов главы 2. В этой главе улучшены полу­
ченные в первой главе оценки сверху изучаемых задач в случаях 
m = 2, 3. Для этого следующим образом модифицирован приближа­
ющий оператор. При h >О и -у> 1 определим (линейный ограничен­
ный в C(!Rm)) оператор T-.,,h,m формулой 
(T...,,h,тf)(X) = Af(X) - B(Jh,mf)(X) - C(J-yh,mf)(X), (14) 
где коэффициенты Л, В, С удовлетворяют следующим соотношени­
>Iм: А= В+ С, 2m + Bh2 + C(-yh) 2 =О. Эти соотношения получены 
из условия совпадения оператора 1;,h,m с оператором Лапласа Л па 
ядре второй степени оператора Лапласа Л 2 . 
По той же схеме, как это было сделано в первой главе, но уже с 
помощью оператора (14) доказывается следующее утверждение, яв­
ляющееся основным во второй главе. 
Теорема 2. При k = 1, п = 2, р = оо ом велu'tU'Н.Ы хаилу'tшего при­
бли:нсехпя, модуля непрерывности, вели't1Lны ошибк1L оптималъного 
восстаховлехия и наилучшей констахты /С00 в нера.вехстве Ко//Мо­
горова справсдл·иаь~ следующие двусторонние оценки: 
в СЛУ'Чде m = 2 
0.45 < E(N) < 0.4955 N О 
N - 00 - N ' >' 
{i 61/ 2 $ w(6) 00 $ &5(R00 ) $ 2\/'О.4955 61/ 2 , 6 >О, 
[f $ /С00 $ 2\/'О.4955; 
10 
в слу'Ч.ае т = 3 
0.54 < E(N) < О, 5995 N N - оо - N , >О, 
2v1).54t:S1l2 $ w(t5)00 $ Ei1(R.00 ) $ 2.J0,5995 д 1 l2 , д >О, 
2JQ.54 $ К.00 $ 2 Jo, 5995. 
Опишем кратко распределение материала второй главы по пара­
графам. В первом параграфе строится и изучается приближаю111,ий 
оператор {14). Во втором параграфе аналогично главе 1 строится 
представление разности оператора Лапласа и приближающего опера­
тора (14) сначала на множестве основных функций, а затем на про­
странстве w~. с помощью этого представления получается оценка 
сверху уклонения приближающего оператора от оператора Лапласа. 
На этом этапе специальным образом выбираются два оставшихся па­
раметра С и 'У оператора (14). Оценка сверху уклонения уточненного 
оператора дает оценку сверху для наилучшего приближения опера­
тора Лапласа линейными ограниченными операторами. В результате 
получаем улучшенные оценки сверху изучаемых величин в случмх 
т = 2, 3. Теорема 2 даёт оценки сверху для константы в неравенстве 
Кол)..Югорова при m = 2, 3, лучшие, чем у О. Кунчева [24]. 
Результаты второй главы анонсированы автором в [29, 30, 35, 36] 
и опубликованы с доказате""Iьством в [28]. 
Обзор результатов главы 3. В третьей главе rюлучепы ;1,Ау­
сторонние оценки значений задач (1), (6) и точной константы в нера­
венстве (5) в пространстве Lp(JR=) при т ~ 2 для 1 $ р < оо в 
случае k = 1, п = 2. Оценки сверху получены с помощью операто­
ров (12), (14) при правильном толковании интегралов по сферам в 
конструкции операторов. Оценка снизу константы в соответствую­
щем неравенстве Колмогорова, а значит и величин (1), (6), получена 
с помощью конкретной последовательности функций из простран­
ства Wi (JRm). Основными в третьей главе являются следующие два 
утверждения. 
Теорема 3. При k = 1, п 
ст1раведливы н.еравен.ства 
2 для любЬl.Х т ~ 2 и 1 $ р < оо 
_1_ < E(N) < т 4N - Р - {m + 2)N' N > О, 
!51/2 $ w(д)р $ E.s('R.p)p $ 2 J т: 2 !51/2, д >О, 
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В случаях т = 2 и т = 3 удается уточнить оценки сверху. 
Теорема 4. При k = 1, n = 2 для 1 $ р < оо сnраведливи следующие 
неравенства: 
npu т = 2 
npu т = 3 
_1_ < E(N) < 0.4955 N О 
4N - Р - N ' > ' 
_1_ < E(N) < 0.5995. N О 
4N - Р - N · > ' 
Результат В. Г. Тимофеева в работе [16] для случая р = 2 показы­
вает, что оценки снизу изучаемых величин, по.1ученные в параграфе 
2, являются точными 110 р. 
Опишем кратко распределение материа..1а третьей главы по па­
раграфам. В первом параграфе строятся и исСJiедуются приближаю­
щие операторы для случая тп ? 2 и дополнительно для т = 2, 3. 
Во втором параграфе оценивается величина уклонения оператора 
Л1шласа и приближающего оператора ДJIЯ случая т ? 2. В тре­
тьем параграфе получается оценка величины уклонеJIИя для случаев 
т = 2, 3. В четвертом параграфе с помощью специальной последова­
тельности функций строится оценка снизу. В итоге получаем двусто­
ронние оценки для изучаемых величин в случае интегральной мет­
рики Lp(IR"'). 
Результаты третьей главы анонсированы автором в /31-34] и 
опубликованы с доказательством в [26, 27]. 
Автор выражает глубокую благодарность моему учителю Ви­
та.Jrию Владимировичу Арестову за постановку задач и постоянную 
поддержку моей работы. 
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