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Abstract
This paper presents a new iterative algorithm for a quasivariational inequality system related to HJB equation. A domain decom-
position method based on this algorithm is proposed. The convergence theorems have been established.
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1. Introduction
We consider the following quasivariational inequality system: ﬁnd (u1, . . . , uM) ∈ (H 10 ())M such that ui ∈ Ki
and
ai(ui, v − ui)(f i, v − ui), ∀v ∈ Ki, i = 1, . . . ,M , (1.1)
where
Ki = {v ∈ H 10 () : vk + ui+1}, (1.2)
uM+1 = u1, k is a positive number,
ai(u, v) =
∫

⎛
⎝ d∑
j,k=1
aijk
u
xj
v
xk
+
d∑
k=1
aik
u
xk
v + ai0uv
⎞
⎠ dx, (1.3)
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d∑
j,k=1
aijk(x)jk||2, ∀x ∈ ,  ∈ RN , (1.4)
aijk = aikj , ai0(x)c0, ∀x ∈  (1.5)
> 0, c00, aijk, aik, ai0, f i are smooth, f i0,  is a bounded domain in Rd . We assume there exists > 0 such that
ai(v, v)‖v‖2
H 1(), ∀v ∈ H 10 () (1.6)
Eq. (1.1)is related to the following HJB equation (see [1]):
max
1 iM
{Aiu − f i} = 0 in ,
u = 0 on . (1.7)
Evans and Friedman, Lions and Menaldi have proved that if (u1, . . . , uM) and u are the solutions of (1.1) and (1.7),
respectively, then (see [1] and the references therein)
(u1, . . . , uM) → (u, . . . , u) in L∞() as k → 0. (1.8)
Many numerical methods have been proposed for solving (1.7), see [1,5,7] and the references therein.
Eq. (1.8) shows for small k (1.1) is a good approximation of (1.7). The discrete problem of (1.1) is as follows:
{
Ui ∈ Ci,
(LiUi − F i, V − Ui)0, ∀V ∈ Ci, i = 1, . . . ,M, (1.9)
where F i0, Ci = {V ∈ RN : V Ui+1 + ke}, UM+1 = U1, e = (1, . . . , 1)T.
Eq. (1.9) is a ﬁnite-dimensional quasivariational inequality system. Eq. (1.9) has a unique solution ifLi, i=1, . . . ,M
are M-matrixes. See [1] and the reference therein. Boulbrachene and Haiour [1] have constructed an iterative algorithm
for solving (1.9), That is: given (U1,n, . . . , UM,n) compute (U1,n+1, . . . , UM,n+1) by
{
Ui,n+1 ∈ Ci,n+1,
(LiUi,n+1 − F i, V − Ui,n+1)0, ∀V ∈ Ci,n+1, i = 1, . . . ,M, (1.10)
where Ci,n+1 = {V ∈ RN : V Ui+1,n + ke}. Obviously, since Ci,n+1 does not contain unknown Ui+1,n+1, (1.10)
is not quasivariational inequality system but M independent variational inequalities. They can be solved separately by
many well-known methods, see [3,4] for example.
Iteration (1.10) is of Jacobi type: at every iteration only the last iteration value Un,1, . . . , V n,M are used.
In this paper we propose an iteration scheme of Gauss–Seidel type for solving (1.9). Also, based on it, a domain
decomposition method is proposed. The corresponding convergence theorems have been proved.
Our convergence argument approach is quite different from that adopted in [1]. Our approach is similar to that in [7].
2. Iterative algorithm of Gauss–Seidel type
From now on we assume
Li, i = 1, . . . ,M are M-matrixes. (2.1)
This assumption is reasonable since it holds for ﬁnite element method if any angle of any triangle element in the
triangulation is not larger than /2, see [2,6].
Now we give our algorithm. Denote U˜n = (U1,n, . . . , UM,n).
Algorithm GS. Step 1: Given ε > 0, U˜0 ∈ (RN)M, n := 0.
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Step 2: For i = M,M − 1, . . . , 1 ﬁnd Ui,n+1 ∈ Ci,n+1 such that
(LiUi,n+1 − F i, V − Ui,n+1)0, ∀V ∈ Ci,n+1, (2.2)
where
Ci,n+1 = {V ∈ RN : V Ui+1,n+1 + ke}, (2.3)
and UM+1,n+1 = U1,n.
Step 3: If ‖U˜n+1 − U˜n‖<ε then output U˜n+1 otherwise n := n + 1 and go to step 2.
Remark 2.1. Step 2 starts at i = M and ends at i = 1. Hence Algorithm GS is really of backward Gauss–Seidel type.
Before discussing the convergence of Algorithm GS we introduce some concepts. It is well known that (1.9) is
equivalent to the following quasicomplementarity problem system:
{
LiUi − F i0, UiUi+1 + ke,
(LiUi − F i, Ui − Ui+1 − ke) = 0, i = 1, . . . ,M. (2.4)
Obviously, (2.4) is equivalent to the following system:
max{LiUi − F i, Ui − Ui+1 − ke} = 0, i = 1, . . . ,M . (2.5)
We call V˜ = (V 1, . . . , V M) ∈ (RN)M a subsolution for (2.5) (also, for (2.4), for (1.9)) if
max{LiV i − F i, V i − V i+1 − ke}0, i = 1, . . . ,M . (2.6)
The set of all subsolutions for (2.5) is denoted by S0. We call V˜ ∈ (RN)M a supersolution for (2.5) (also, for (2.4), for
(1.9)) if
max{LiV i − F i, V i − V i+1 − ke}0, i = 1, . . . ,M . (2.7)
The set of all supersolutions for (2.5) is denoted by S1. Since F i0, i = 1, . . . ,M , it is obvious that V˜ = 0 ∈ (RN)M
is a subsolution for (1.9). Obviously, the unique solution U˜ of (2.5) is both a subsolution and a supersolution.
Lemma 2.1. S1 ∩ (RN+ )M is not empty.
Proof. Consider M equations:
LiWi = F i, i = 1, . . . ,M . (2.8)
Li is nonsingular since it is M-matrix. Hence (2.8) has a unique solution Wi for every i. Then Wi0 and
max{LiWi − F i,Wi − Wi+1 − ke}0, i = 1, . . . ,M .
It means W˜ = (W 1, . . . ,WM) ∈ S1 ∩ (RN+ )M . The proof is complete. 
The following lemma is important for the convergence argument.
Lemma 2.2 (Zhou and Zhan [7]). Assume L is an M-matrix,
Ki = {V ∈ RN : V i}, i = 1, 2.
If 12, Ui ∈ Ki and
(LUi − F, V − Ui)0, ∀V ∈ Ki, i = 1, 2,
then U1U2.
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Now we establish the convergence theorem.
Theorem 2.1. Assume {U˜n} is produced by algorithm GS. Then
(a) If U˜0 ∈ S1 ∩ (RN+ )M then {U˜n} is monotonely decreasing and converges to the solution of (2.5).
(b) If U˜0 ∈ S0 then {U˜n} is monotonely increasing and converges to the solution of (2.5).
Proof. (a) U˜0 ∈ S1 means that
max{LiUi,0 − F i, Ui,0 − Ui+1,0 − ke}0, i = 1, . . . ,M . (2.9)
At ﬁrst we prove
UM,1UM,0. (2.10)
Let N˜ = {1, . . . , N}, IM = {S ∈ N˜ : UM,0S − U1,0S − k0}. Then
(LMUM,0 − FM)s0 for s ∈ N˜\IM . (2.11)
It follows from (2.2) that
max{LMUM,1 − FM,UM,1 − U1,0 − ke} = 0. (2.12)
By the deﬁnition of IM and (2.12) we know
UM,1s UM,0s for s ∈ IM . (2.13)
By (2.11) and (2.12) we have
(LM(UM,0 − UM,1))s0 for s ∈ N˜\IM . (2.14)
Denote by FP the subvector of F corresponding to the index set P and by LP,Q the submatrix of L corresponding to
the row and column sets P and Q. Then (2.14) can be rewritten as follows:
LM
N˜\IM,N˜\IM (U
M,0 − UM,1)
N˜\IM  − LMN˜\IM,IM (U
M,0 − UM,1)IM . (2.15)
It follows from the properties of M-matrix LM that
LM
N˜\IM,IM 0, (2.16)
LM
N˜\IM,N˜\IM is an M-matrix. (2.17)
Eqs. (2.15), (2.16) and (2.13) implies
LM
N˜\IM,N˜\IM (U
M,0 − UM,1)
N˜\IM 0,
which combining with (2.17) and (2.13) yields (2.10).
Now we prove
UM−1,1UM−1,0. (2.18)
We have
max{LM−1UM−1,0 − FM−1, UM−1,0 − UM,0 − ke}0.
By (2.2) we know
(LM−1UM−1,1 − FM−1, V − UM−1,1)0, ∀V ∈ CM−1,1, (2.19)
where CM−1,1 = {V ∈ RN : V UM,1 + ke}.
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Introduce a problem: UˆM−1 ∈ CˆM−1,
(LM−1UˆM−1 − FM−1, V − UˆM−1)0, ∀V ∈ CˆM−1, (2.20)
where CˆM−1 = {V ∈ RN : V UM,0 + ke}.
It follows from Lemma 2.2 and (2.10) that
UM−1,1UˆM−1. (2.21)
Eq. (2.20)is equivalent to the following problem:
max{LM−1UˆM−1 − FM−1, UˆM−1 − UM,0 − ke} = 0.
An argument similar to that for (2.10) leads to the following result:
UˆM−1UM−1,0,
which and (2.21) implies (2.18). By this way we may easily derive
Ui,1Ui,0, i = M,M − 1, . . . , 1,
i.e.,
U˜1U˜0. (2.22)
Now we prove
U˜2U˜1. (2.23)
By (2.2) we have
(LMUM,2 − FM, V − UM,2)0, ∀V ∈ CM,2,
(LMUM,1 − FM, V − UM,1)0, ∀V ∈ CM,1,
where
CM,2 = {V ∈ RN : V U1,1 + ke},
CM,1 = {V ∈ RN : V U1,0 + ke}.
Therefore, it follows from (2.22) and Lemma 2.2 that
UM,2UM,1.
It is easy to prove by similar way Ui,2Ui,1, i = M − 1,M − 2, . . . , 1 and (2.23) holds.
Finally, by the similar argument and induction we obtain
· · · U˜n+1U˜n · · · U˜2U˜1U˜0. (2.24)
By assumption we know U˜0 ∈ (RN+ )M . Let JM = {S ∈ N˜ : UM,1S − U1,0S − k = 0}. Then we obtain by (2.12) that
U
M,1
S = U1,0S + k > 0 for S ∈ JM ,
(LMUM,1 − FM)S = 0 for S ∈ N˜\JM .
Then, noting LM
N˜\JM,JM 0 and F
M0 we derive LM
N˜\JM,N˜\JMU
M,1
N˜\JM = −LN˜\JM,JMU
M,1
JM
+FM
N˜\JM 0, which com-
bining with the properties ofM-matrix yieldsUM,1
N˜\JM 0. HenceU
M,10. Similarly, we obtainUM−1,1, . . . , U1,10.
Therefore,
U˜1 ∈ (RN+ )M .
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Then by induction we have
U˜n ∈ (RN+ )M, n = 0, 1, 2, . . . . (2.25)
It follows form (2.24) and (2.25) that there exists U˜∗ ∈ (RN)M such that
lim
n→∞ U˜
n = U˜∗. (2.26)
By (2.2) we have
max{LiUi,n+1 − F i, Ui,n+1 − Ui+1,n+1 − ke} = 0. (2.27)
Letting n → ∞ in (2.27) and noting (2.26) we obtain
max{LiUi,∗ − F i, Ui,∗ − Ui+1,∗ − ke} = 0,
which means U˜∗ is the unique solution of (2.5). The proof for (a) is complete.
(b) It follows from (2.2) that (2.12) holds. Since U˜0 is a subsolution we know
LMUM,0 − FM0, UM,0 − U1,0 − ke0.
Let
IM = {s ∈ N˜ : (LMUM,0 − FM)S(UM,0S − U1,0S − k)> 0}. (2.28)
Then
(LMUM,0 − FM)s(UM,0s − U1,0s − k) = 0 for s ∈ N˜\IM ,
and
U
M,0
S − U1,0S − k < 0 for s ∈ IM .
Choose s > 0 such that
UM,0s − U1,0s − k + s = 0 for s ∈ IM . (2.29)
Deﬁne d = (d1, . . . , dN)T and
ds = k for s ∈ N˜\IM ,
ds = k − s for s ∈ IM .
Then we have
dke. (2.30)
It follows from (2.28) and (2.29) that
LMUM,0 − FM0, UM,0 − U1,0 − d0,
(LMUM,0 − FM,UM,0 − U1,0 − d) = 0. (2.31)
Eqs. (2.31), (2.12), (2.30) and Lemma 2.2 implies that
UM,0UM,1.
By induction and the argument similar to that in (a) we derive
U˜nU˜n+1, n = 0, 1, . . . . (2.32)
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On the other hand, we know by (2.2)
LiUi,n − F i0, i = 1, . . . ,M; n = 0, 1, . . . ,
which and (2.8) implies that Ui,nWi , i.e.
U˜nW˜ , n = 0, 1, . . . . (2.33)
It follows from (2.32) and (2.33) that there exists U˜∗∗ ∈ (RN)M such that
lim
n→∞ U˜
n = U˜∗∗.
Then similar argument shows U˜∗∗ is the unique solution of (2.5) and the proof is complete. 
Remark 2.2. It is an open problem: Can we prove that any supersolution is nonnegative? If so, then the condition
U˜0 ∈ S1 ∩ (RN+ )N can be simpliﬁed to be U˜0 ∈ S1.
Corollary 2.1. {U˜n} ⊂ S1 for case (a) and {U˜n} ⊂ S0 for case (b).
Proof. We only consider case (a). By (2.2) we have
max{LiUi,n+1 − F i, Ui,n+1 − Ui+1,n+1 − ke} = 0, i = M, . . . , 1, (2.34)
where UM+1,n+1 = U1,n. Hence
max{LiUi,n+1 − F i, Ui,n+1 − Ui+1,n+1 − ke} = 0, i = 1, . . . ,M − 1, (2.35)
max{LMUM,n+1 − FM,UM,n+1 − U1,n − ke} = 0. (2.36)
By (2.22) we know U1,n+1U1,n and
UM,n+1 − U1,n+1 − keUM,n+1 − U1,n − ke,
which combining with (2.36) yields
max{LMUM,n+1 − FM,UM,n+1 − U1,n+1 − ke}0. (2.37)
Eqs. (2.35) and (2.37) means U˜n+1 ∈ S1, n = 0, 1, . . . . The proof is complete. 
3. Domain decomposition method
The main advantage of domain decomposition method is that it can be easily parallelized and has good parallel
performance. Decompose = 1 ∪ 2 ∪ · · · ∪ m. Then N˜ = N1 ∪ N2 ∪ · · · ∪ Nm.
Now we propose a domain decomposition method based on algorithm GS.
Algorithm DDM. Step 1: Given ε > 0, U˜0 ∈ S1, n := 0, i := M;
Step 2: Solve the following subproblems for j = 1, . . . , m parallely: ﬁnd Ui,n+1,j ∈ Ci,n+1,j such that
(LiUi,n+1,j − F i, V − Ui,n+1,j )0, ∀V ∈ Ci,n+1,j , (3.1)
where
Ci,n+1,j = {V ∈ RN : VsUi+1,n+1s + k if s ∈ Nj , Vs = Ui,ns , if s ∈ N˜\Nj },
UM+1,n+1 = U1,n;
Step 3: Ui,n+1 = minj {Ui,n+1,j }, if i = 1 then go to Step 4 otherwise i := i − 1 and go to Step 2.
Step 4: If ‖U˜n+1 − U˜n‖<ε then output U˜n+1 otherwise n := n + 1, i := M and go to Step 2.
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Remark 3.1. If U˜0 ∈ S0 in step 1 then Ui,n+1 = maxj {Ui,n+1} in step 3.
The convergence theorem and its proof here is similar to Theorem 2.1.
Theorem 3.1. Assume {U˜n} is produced by algorithm DDM. Then
(a) If U˜0 ∈ S1 ∩ (RN+ )M then {U˜n} is monotonely decreasing and converges to the solution of (2.5);
(b) If U˜0 ∈ S0 then {U˜n} is monotonely increasing and converges to the solution of (2.5).
Proof. If U˜0 ∈ S1 ∩ (RN+ )M then
max{LMUM,0 − FM,UM,0 − U1,0 − ke}0. (3.2)
By (3.1) we know
max{LMUM,1,1 − FM,UM,1,1 − U1,0 − ke}s = 0 for s ∈ N1 (3.3)
The n by the argument similar to that for (2.10) we obtain
UM,1,1UM,0. (3.4)
Similar argument yields
UM,1,j UM,0, j = 1, . . . , m. (3.5)
Then we have by step 3:
UM,1 = min
j
{UM,1,j }UM,0. (3.6)
The rest of the proof here is almost the same as that for Theorem 2.1.
4. Numerical example
In (1.7) we take = (0, 1)× (0, 1),M = 3, Ai = −, i = 1, 2, 3, f 1 = sin2 x, f 2 = cos2 x, f 3 = ex . Divide  into
squares with edge h = 120 . Then by diagonals with same direction divide every square into two triangles. Discretising
the corresponding quasivariational inequality system (1.1) by linear conforming ﬁnite element method we obtain (1.9).
We take k = 0.01.
We solve (1.9) by (1.10) (Jacobi type) and algorithmGS (Gauss–Seidel type), respectively. Inner iteration is Projected
SOR (	= 1.70). The stopping criteria for the inner iteration and outer iteration both are ε = 10−6. The initial value is
a subsolution U˜0 = 0.
Then iteration number n = 42, CPU time t = 12.3080 s for (1.10), and n = 31, t = 10.925 s for algorithm GS.
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